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Abstract
The TOTEM experiment at the LHC will measure the total proton-proton cross-
section with a precision better than 1%, elastic proton scattering over a wide range
in momentum transfer −t ∼= p2θ2 up to 10GeV2 and diffractive dissociation, in-
cluding single, double and central diffraction topologies. The total cross-section
will be measured with the luminosity independent method that requires the simul-
taneous measurements of the total inelastic rate and the elastic proton scattering
down to four-momentum transfers of a few 10−3GeV2, corresponding to leading
protons scattered in angles of microradians from the interaction point. This will be
achieved using silicon microstrip detectors, which offer attractive properties such as
good spatial resolution (< 20µm), fast response (O(10 ns)) to particles and radia-
tion hardness up to 1014 “n”/cm2. This work reports about the development of an
innovative structure at the detector edge reducing the conventional dead width of
0.5÷ 1mm to 50÷ 60µm, compatible with the requirements of the experiment.
Tiivistelma¨
Hiukkasfysiikan tavoitteena on aineen perusrakenteen tutkiminen. Tutkimusta var-
ten rakennettujen hiukkaskiihdyttimien avulla on kyetty selvitta¨ma¨a¨n atomin ydin-
hiukkasten, protonien ja neutronien, hienorakennetta. Protoni ja neutroni, joista
koko meita¨ ympa¨ro¨iva¨ stabiili aine koostuu, rakentuvat kvarkeista ja niita¨ sitovista
voimahiukkasista, gluoneista.
Kokeellisen hiukkasfysiikan tutkimus on haastavaa ja vaikka aineen rakenteen tun-
temus on huomattavasti edistynyt muutamassa vuosikymmenessa¨, jokainen saavu-
tettu tulos hera¨tta¨a¨ uusia kysymyksia¨. Ta¨ma¨n hetken ta¨rkeimpiin ratkaisemat-
tomiin ongelmiin kuuluu aineen massan alkupera¨. Moni teoria pyrkii selitta¨ma¨a¨n
massan alkupera¨a¨ ja nyt rakenteilla oleva suurkiihdytin Eurooppalaisessa hiukkas-
tutkimuskeskuksessa CERN:issa¨ Sveitsin ja Ranskan rajalla asettaa na¨ma¨ teoriat
testiin.
CERN:in suurkiihdyttimella¨ tutkitaan korkeaenergeettisten hiukkasten to¨rma¨yk-
sia¨ ilmaisimilla, joita on kehitetty ja optimoitu monen vuosikymmenen aikana teh-
dyissa¨ suurenergiafysiikan kokeissa. Ta¨ma¨ tyo¨ ka¨sittelee puolijohdeteknologiaan
pohjautuvien sa¨teilyantureiden kehitta¨mista¨. Uusien anttureiden toimintaperiaate
on innovatiivinen ja niita¨ ka¨yteta¨a¨n ensiksi tulevissa suurenergiafysiikan kokeissa.
Sovellukset liityva¨t aloihin, joilla tarvitaan tarkkaa havaitsemistarkkuutta ja -te-
hokkuutta. Ilmaisintyypille asetetut vaatimukset ovat a¨a¨rimma¨isen kovat johtuen
CERN:in uuden kiihdyttimen toimintaympa¨risto¨sta¨.
Uudet sa¨teilyanturit ovat era¨s esimerkki teknologiasta, joka perustuu CERN:in
kaltaisen suuren tutkimus-teknologia -keskuksen hyo¨dynta¨miseen. Toinen esimerkki
CERN:in tuottamasta teknologiasta on World Wide Web. Hyo¨ty on molemminpuo-
linen, silla¨ tulevaa suurkiihdytinta¨ ei pystytta¨isi rakentamaan ilman pitka¨lle kehit-
tynytta¨ teknologiaa magneettisien materiaalien ja kylma¨fysiikan alueilla.
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1 Introduction
The Large Hadron Collider (LHC) project has been developed with the aim not only
to make a significant step in the understanding of the Higgs mechanism but also in
general in the explanation of physics processes which occur at the smallest scales
and highest energies, allowing to make further progress in the understanding of the
early universe.
The physics motivation for the design of the TOTEM1 detector is the study of
elastic scattering, of the total cross-section and diffractive dissociation of proton-
proton interactions at the LHC at a center of mass energy of
√
s = 14TeV, roughly
an order of magnitude larger than in any other past high energy physics experiment.
The TOTEM detector consists of three subdetectors: the Roman Pot detectors,
located in the very forward direction of the beam interaction point and two inelastic
telescopes, T1 and T2. The LHC is described in Chapter 2, the TOTEM experiment
is introduced in Chapter 3 and the Roman Pots are the object of Chapter 4.
In order to measure precisely the total cross-section and the elastic scattering
rate of proton-proton interactions, the Roman Pot sensors need to detect protons at
scattering angles of O(5µrad). In order to measure such small scattering angles, the
detector must have a very small insensitive volume at its edge, i.e. it must be almost
“edgeless”. The detector spatial resolution has to be high (O(10µm)) and the charge
collection time fast O(10 ns). The devices have to withstand the radiation level at
the detector location, and the sensors need to be tightly packaged and aligned with
respect to each other with great precision.
Silicon microstrip detectors offer an attractive choice for the Roman Pot detectors.
They have been used successfully in past high-energy physics experiments. It is pos-
sible to achieve high spatial resolution with these devices (< 20µm) and the response
to particles is very fast (O(10 ns)). Extensive studies show that silicon microstrip
detectors can be operated even after relatively high fluences (O(1014 “n”/cm2)). The
basic properties of semiconductors, presented in Chapter 5, and the description of
silicon microstrip detectors, described in Chapter 6, are essential for a good under-
standing of the working principle of silicon detectors.
This thesis reports about an innovative structure applied to silicon detectors fabri-
cated with standard planar technology. This structure allows to significantly reduce
the typical insensitive volume at the detector edge usually present in planar silicon
detectors, fulfilling all the stringent requirements set by the TOTEM experiment.
Test detectors with this structure were produced and their properties were studied
in Chapter 7.
1TOTEM is an acronym for TOTal cross-section and Elastic scattering Measurment.
2 1. INTRODUCTION
Based on the results obtained with these sensors, final size detectors were then
designed and produced. They were first characterised individually and tested in
various environments with high-energy particles. This is described in Chapter 8.
The properties of the edgeless detectors were simulated with an advanced semi-
conductor simulation package and some of the experimental results were confronted
with simulation results in Chapter 9.
2 The Large Hadron Collider
Studying the Standard Model in great detail and searching for evidence beyond
requires a high energy, high luminosity collider. The Large Hadron Collider [1]
(LHC) has been designed to address these issues.
2.1 The Standard Model
For many decades the Standard Model [2]-[7] has proven to provide a very accurate
description of the interactions between elementary particles. Two types of elemen-
tary particles can be distinguished: fermions, which have half-integer spin, and
bosons, which have integer spin. The fermions in the Standard Model are quarks
and leptons. They form the building blocks of matter.
1st generation 2nd generation 3rd generation
charge Quarks
2/3 u (up) c (charm) t (top)
−1/3 d (down) s (strange) b (bottom)
charge Leptons
0 νe (e neutrino) νµ (µ neutrino) ντ (τ neutrino)
−1 e (electron) µ (muon) τ (tau)
Table 2.1: The fundamental fermions in the Standard Model: quarks and leptons.
They are divided into three generations. For each particle listed there is a corre-
sponding antiparticle with opposite charge-like quantum numbers. Also, each quark
comes in three different colours.
Both quarks and leptons are divided into three generations with increasing mass.
While all stable matter consists of quarks and leptons of the first generation, the
second and third generation quarks are unstable and can only be observed in high
energy physics experiments. Each generation contains two quarks resulting in six
flavours: up, down, strange, charm, bottom, and top and two leptons, a charged and
a neutral one. The Standard Model fermions are summarised in Table 2.1. Today,
all listed fermions and their antiparticles have been observed. According to CPT
invariance, which is a fundamental invariance in quantum gauge theory, particles
and antiparticles must have equal masses and decay times.
The bosons are the force-carriers, responsible for the interaction between the
fermions. The Standard Model incorporates the electromagnetic, the strong, and the
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weak force. The corresponding bosons, their respective masses1 and their strength,
proportional to the coupling constants are listed in Table 2.2. The values of the
coupling constants are given for Q2 = M2Z , where Q
2 ≡ −q2 and q2 is the four
momentum transfer. For increasing Q2 values, the electroweak coupling constants
αem(Q
2) and αW (Q
2) increase whereas the strong coupling constant αs(Q
2) de-
creases. It should be also noted that the name “coupling constant” is misleading
since these couplings are only constant at fixed four-momentum transfer Q2. The
coupling constant is proportional to the squared charge, and e.g. for the electromag-
netic case, αem ∝ e2, where e is the elementary charge. The fourth and weakest
force in Nature, gravitation, is not included in the Standard Model.
Force Boson Mass Strength
(Q2 =M2Z)
Strong g (8 gluons) 0 eV αs = 0.118
Electromagnetic γ (photon) < 2 · 10−16 eV αem = 1/128
Weak Z0 (weak boson) mZ = 91.18GeV αW ∼= 0.03
W± (weak boson) mW = 80.42GeV
Table 2.2: Standard Model forces, the mediating bosons and their strength (at Q2 =
M2Z).
The strong force acts on a quantum number of the quark called colour. Accord-
ingly, the theory of the strong force is often referred to as Quantum Chromodynamics
(QCD). The leptons do not carry a colour charge and are therefore not subject to
the strong force. The quarks listed in Table 2.1 come in three different colours:
red, green, and blue. The corresponding antiquarks have the opposite anticolours:
antired, antigreen, and antiblue. The colour of a quark changes by exchanging a
gluon with another quark. Quarks can only occur in bound states, because QCD
only allows colour neutral objects to be observed2. Therefore, quarks are confined
inside hadrons. There are two types of hadrons: baryons and mesons.
Baryons are built from three quarks (or three antiquarks), each having a different
colour quantum number. Protons and neutrons, the building blocks of atomic nuclei,
are well-known examples of baryons that contain the two lightest quarks (up and
down). It is interesting to note that their masses (∼ 940MeV) are governed by the
scale of the strong force, ΛQCD, and not by the masses of the constituent quarks.
This scale basically sets the size of the hadrons and thus the kinetic energy of quarks
confined inside hadrons. The mesons, the other colourless combination, are built
from a quark and an antiquark (qq¯) pair of opposite colour. Kaons and pions are
well-known examples of mesons.
In the Standard Model, the electromagnetic and weak interaction are unified
1The natural units are often preferred to the SI units in high energy physics. They are used
only in this Chapter. In natural units, c = ~ = 1. The energy is expressed in GeV. Thus, from
E = pc = mc2, it follows that [p] =GeV and [m]=GeV. From E = (2pi~c/λ), it follows that
[length]=GeV−1 and from x = ct, [time]=GeV−1. For cross-sections, [σ]=GeV−2.
2This may be in contradiction with recent experiments, in which exotic combinations such as
glueballs and multi-quarks - states with 4 quarks or more - may have been observed.
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into a single electroweak interaction mediated by a massless photon or through
the exchange of a massive W± or Z0 boson (see Table 2.2).
The electro-weak unification can be made at the cost of introducing a new and yet
unobserved particle: the Higgs boson. The Higgs field is responsible for the broken
symmetry between the massive weak bosons and the massless photon. The mecha-
nism that gives masses to the W± and Z0 bosons is called spontaneous symmetry
breaking (SSB). According to SSB, also the quarks and leptons obtain their mass
from the Yukawa coupling to the Higgs field.
2.2 Objectives of the Large Hadron Collider
The Standard Model is currently the best description of the world of quarks and
other particles. However, the Standard Model in its present form still leaves many
questions unanswered. The masses of the particles vary within a wide range of
masses. The photon and the gluons are massless, while the W± and the Z0 each
weight as much as 80 to 90 proton masses. The most massive fundamental particle
found so far is the top quark. It weights about the same as a nucleus of gold. The
electron, on the other hand, is approximately 350’000 times lighter than the top
quark, and the mass of the electron-neutrino is < 3 eV. Why there is such a range
of masses is one of the remaining puzzles of particle physics today.
While the existence of all matter particles and force carriers introduced in Ta-
bles 2.1 and 2.2 has been experimentally confirmed, - the last ones found experi-
mentally being the massive W± and Z0 bosons [8], and the top quark [9, 10] - the
Higgs particle has not yet been observed. The Standard Model cannot predict the
mass of the Higgs boson.
Another open question is the unification of the electroweak and strong forces at
very high energies. Experimental data confirm so far that within the Standard
Model this unification is excluded [11]. When scaling the energy dependent con-
stants of the electroweak (αem and αW ) and strong (αs) interactions to very high
energies, the coupling constants do not unify. Grand Unified Theories (GUT) ex-
plain the Standard Model as a low energy approximation. Introducing the concept
of supersymmetry, the electromagnetic, weak and strong forces unify at energies of
the order of the Planck constant.
The primary physics goal at the LHC is the search for the Standard Model Higgs
boson for masses mH up to ∼ 1TeV and the search for supersymmetric particles.
However, entering into a new energy regime always gives room for surprises. The
LHC may also provide valuable results to answer other of the open questions men-
tioned above.
2.3 The Machine
The LHC is a circular accelerator with 26.7 km circumference located in the exist-
ing tunnel of the LEP (Large Electron Positron collider) 50 ÷ 100m under ground
level [12, 1] and will reuse the existing accelerators as injectors. In this machine,
protons will be accelerated in two interleaved storage rings up to an energy of 7TeV.
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After having reached this energy these two beams of protons moving in opposite di-
rections will cross at four interaction points (IP) along the beam line. These are
represented by stars in Fig. 2.1. Five detectors (ALICE, ATLAS, CMS, LHCb and
TOTEM) located at the interaction points will be used to analyse these collisions.
Their location is indicated in Fig. 2.1.
The acceleration of protons up to such energies puts stringent technological con-
straints on the machine. A 8.3T dipole magnetic field is needed in order to keep the
proton beams on their trajectory. Such a strong magnetic field can only be achieved
at an acceptable cost using superconducting technology [13] by cooling magnets to
1.9K with superfluid helium. The small tunnel cross-section as well as the need for
cost reduction imposes a two-in-one magnet design for the main dipoles. The LHC
machine is actually two accelerators sharing the same cryostat. A summary of the
most important nominal machine parameters is given in Table 2.3.
Beam Energy TeV 7
Dipole field T 8.36
Protons per bunch, Np 10
11
Number of bunches, nb 2808
Circulating beam current A 0.58
β∗ m 0.5
beam size µm 16.7
Luminosity cm−2s−1 1034
Table 2.3: Some nominal machine parameters of the LHC [13].
The energy stored in the superconducting magnets is very high and can potentially
cause severe damages when the superconducting state disappears due to beam losses
causing high radiation on the magnets or cryogenic failures. The resistive transition
from the superconducting to the normal-conducting state is called quench. When it
occurs, unless precautions are taken, the stored magnetic energy may cause magnet
degradation. A reliable active quench protection circuit is needed to bring safely
the current down to zero when a quench occurs.
The vacuum inside the beam pipe will be as low as 10−11 Pa to keep the number
of collisions of the beam particles with residual gas molecules present in the beam
pipe as low as possible.
The interaction rate N is related to the cross-section σ of a process by
N(s−1) = L(cm−2s−1)σ(cm2), (2.1)
where L is the luminosity defined below. For the search of the Higgs boson, it is
important to reach the highest possible luminosity. For example the cross-section
for the production of a hypothetical Higgs boson with mass mH = 500GeV is ∼
1 pb (basing on theoretical considerations [14]) and hence one expects 10−2 events/s
at a luminosity of 1034 cm−2s−1. The luminosity L is defined with the machine
parameters as
L = fnb
N1pN
2
p
σ∗xσ
∗
y
,
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Figure 2.1: Schematical layout of the LHC with the five detectors. The four interac-
tion points in which the beams circulating in opposite directions cross are indicated
by stars [15].
where f is the revolution frequency and σ∗x, σ
∗
y are the horizontal and vertical beam
sizes at the interaction point respectively. Either beams are composed of nb bunches
of N1p and N
2
p protons respectively. For the LHC, N
1
p
∼= N2p ∼= 0.1 ÷ 1 · 1011, σ∗x
and σ∗y depend on the optics (see Section 4.3), f = 11 kHz and nb = 43÷ 2835 (the
parameters given in Table 2.3 correspond to the design luminosity of the LHC). The
center of mass energy of this system will be
√
s = 14TeV. By adjusting the beam
parameters, the luminosity can be varied within the range L = 1028 ÷ 1034 cm2s−1.
3 The TOTEM Experiment
The TOTal and Elastic Measurement (TOTEM) experiment [16, 17, 18] will measure
the total proton-proton (pp) cross-section and study elastic scattering and diffractive
dissociation at the LHC. More specifically, TOTEM will measure:
- elastic proton scattering over a wide range in momentum transfer up to −t ∼=
10GeV2;
- the total pp cross-section with an absolute error of 1mb by using the luminos-
ity independent method. This requires the simultaneous measurement of the
elastic pp scattering down to the four-momentum transfer of −t ∼= 10−3GeV2
and of the total inelastic pp interaction rate with an adequate acceptance in
the forward region;
- diffractive dissociation, including single, double and central diffraction topolo-
gies using the forward inelastic detectors in combination with the measurement
of the forward protons;
- hard diffraction processes with particle jets with transverse momenta |pT | >
40GeV in combination with the Compact Muon Solenoid (CMS) detector.
Two tracking telescopes, T1 and T2, installed on each side of the interaction point
(IP) with a pseudorapidity acceptance 3 ≤ |η| ≤ 6.8 enable to measure the inelastic
pp interaction (η ≡ − ln[tan(θ/2)], where θ is the forward angle). The precise
determination of the total cross-section requires the measurement of dσ/dt1 down
to −t ∼= 10−3GeV2. This is accomplished with silicon detectors in special beam
insertions called Roman Pots (RP) located symmetrically on each side of the IP at
a distance of 147m and 220m to the IP.
3.1 Elastic scattering
High-energy elastic nucleon scattering represents the collision process in which the
most precise experimental data have been gathered up to the highest contemporary
energies [19]. These data have been confronted with various phenomenological mod-
els. Some information about the behaviour of the phenomenological approaches at
very high energies can be obtained with the help of so-called asymptotic theorems
derived from first principles and only valid at asymptotic energies [20]. They tell us
1The four momentum squared transfer t is defined by t ≡ (p′− p)2, where p and p′ are the four
momenta of the incoming and outgoing particles or systems of particles respectively.
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how models should behave in the limiting case of infinite energies and show us the
trends in their high-energy behaviour.
The differential cross-section as a function of the relativistic scattering amplitude
Ftot(s, t) is given at high energies
√
s2 by
dσ
dt
=
16π
s2
|Ftot(s, t)|2 = 16π
s2
|FC(s, t)eiαφ(s,t) + Fh(s, t)|2, (3.1)
where FC and Fh are the Coulomb and hadronic amplitudes respectively, α =
1/137.4 and φ(s, t) is an energy dependent phase. The differential cross-section
of elastic pp interactions at
√
s = 14TeV as predicted by the BSW model [21, 22]
is given in Fig. 3.1. Increasing the squared momentum transfer, −t, means look-
ing deeper into the proton at smaller distances. Several t-regions with different
scattering behaviours can be identified. For |t| < 10−3GeV2, Coulomb scatter-
ing is dominant [23], whereas for |t| > 10−3GeV2, nuclear scattering takes over
(dσ/dt ∝ exp[−B|t|]), with nuclear-Coulomb interference in between.
At large |t|-values above 1GeV2, perturbative QCD with e.g. triple-gluon ex-
change (∝ |t|−8) might describe the central elastic collisions of the proton. Many
different models try to describe the behaviour of the elastic scattering [24]. In
particular, the regime of large spacelike |t| is associated with small interquark trans-
verse distances within a proton. Large differences between the models are expected,
and hence a high-precision measurement up to |t| ∼= 10GeV2 will help to better
understand the structure of the proton.
The elastic scattering distribution extends over 11 orders of magnitude and has
therefore to be measured with several different optics scenarios. Even at the largest
accepted |t|-values (∼ 10GeV2), about 100 events/GeV2 are expected for a one-day
run.
3.2 Total cross-section
It was shown in the past that the proton-proton total cross-section σtot(s) increases
with increasing center of mass energy
√
s. First evidence was given by measurements
done at the CERN intersecting storage rings (ISR) for
√
s between 30GeV and
62GeV. Since then, measurements have been performed at
√
s = 1.8TeV (CDF [25]
and E811 [26]) and up to ∼ 30TeV with cosmic rays [27]. The measured total pp
cross-sections are summarised in Fig. 3.2. The solid error band shows the statistical
errors to the best fit with σtot ∝ logγ(s) and γ = 2.0.
An overall fit of the energy dependence of the total cross-section σtot and the ratio
ρ of the real to the imaginary part of the elastic scattering amplitude in the forward
direction gives the following values at the LHC energy
√
s = 14TeV [28]
σtot = 111.5± 1.2+4.1−2.1mb ρ = 0.1361± 0.0015+0.0058−0.0025. (3.2)
2The center of mass energy
√
s is defined as s = (p1 + p2)
2 = (p′1 + p
′
2)
2, where p1, p2 and
p′1, p
′
2 are the 4-momenta of the incoming and outgoing elastically scattered protons. The four-
momentum p is defined as p = (E,p), where E is the energy and p is the 3-momentum of the
particle. The Lorentz invariant product is defined as p1p2 ≡ E1E2 − p1 · p2.
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Figure 3.1: Elastic scattering cross-section, using the model from BSW [21, 22].
The number of events at the right scale corresponds to an integrated luminosity of
1033 cm−2 and 1037 cm−2. The dotted line indicates the highest observable t-value
due to aperture limitation in the high-β∗ optics.
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Many models have been developed to describe the proton-proton total cross-
section (see [18] and the references therein). A theoretical attempt is provided
by the geometrical model in which high-energy scattering is seen as the shadow of
absorption [29, 30, 31]. The interacting hadrons are viewed as extended objects
made of some hadronic matter which is assumed to have the same shape as the
electric charge distribution.
The impact picture [32] represents an attempt to incorporate an energy depen-
dence derived from a perturbative field-theoretical calculation into the geometrical
model. The impact picture predicts that σtot should increase as ln
2 s with increasing
energy
√
s. A schematic representation of the expanding proton in this impact pic-
ture is shown in Fig. 3.3, where the proton core, almost completely absorbing (i.e.
black), has a radius growing as ln s, whereas the peripheral region, only partially
absorbing (i.e. gray), has a width independent of s.
s
O(1)
O(ln(s))
Figure 3.3: Schematic representation of the expanding proton according to the impact
picture [33].
The total cross-section at a center of mass energy of
√
s = 14TeV will be measured
by the TOTEM experiment using the luminosity independent method. Using the
optical theorem
σtot =
16π
s
Im(F (s, t = 0)), (3.3)
which relates the total cross-section to the imaginary part of the forward amplitude,
one obtains3 (
dNel
dt
)
t=0
= L
(
dσel
dt
)
t=0
= Lσ
2
tot(1 + ρ
2)
16π
, (3.4)
and hence
σtot =
16π
(1 + ρ2)
(dNel/dt)t=0
Nel +Ninel
. (3.5)
Since the ρ parameter is expected to be ∼ 0.1 for √s = 14TeV, it must not be
known with great precision to determine accurately the total cross-section. The
quantities
(
dNel
dt
)
t=0
and Nel +Ninel must be determined experimentally.
The measurement of the total cross-section using Eq.(3.5) requires measuring the
rate of elastic events dNel/dt for t → 0. The smallest t values for which dNel/dt
can be measured depend on the scattering angle θ. In practice, the smallest angles
for which scattered protons can be detected are of the order of the microradian.
3According to Eq.(3.1), one has dNeldt =
16pi
s2
|F |2 = 16pi
s2
(Re2(F )+Im2(F )) = 16pi
s2
Im2(F )(ρ2+1).
Substituting Im(F ) using Eq.(3.3), one finds Eq.(3.4).
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Accordingly, the smallest measurable dNel/dt ratios are for −t ≈ 10−3GeV2. The
forward elastic rate (dNel/dt)t=0 must be extrapolated using proper methods [18]
for t→ 0.
3.3 Diffraction
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Figure 3.4: Visualisation of diffractive processes in the rapidity-azimuth plot [18].
The term diffraction in high-energy physics (or hadronic diffraction) is used in
strict analogy with the familiar optical phenomenon that occurs when a beam of
light meets an obstacle whose dimensions are comparable to its wavelength. To the
extent that the propagation and the interaction of extended objects like the hadrons
are nothing but the absorption of their wave function caused by the many inelastic
channels open at high energy, the use of the optical terminology seems appropriate.
Diffractive phenomena are
- elastic scattering, when exactly the same incident particles survive after the
collision, i.e.
p+ p→ p+ p (3.6)
in the case of protons,
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- single diffraction, when one of the incident protons stays intact after the colli-
sion and the other one gives rise to a bunch of final particles X with the same
quantum numbers
p+ p→ p+X or p+ p→ p+ X˜ + p, (3.7)
where X˜ has vacuum quantum numbers4, and,
- double diffraction, when both incident protons give rise to bunches of final
particles X and X ′ with exactly the same quantum numbers as the two initial
protons
p+ p→ X +X ′. (3.8)
Inelastic diffractive events are understood to present knowledge as a colorless gluon-
dominant cluster. Taking advantage of the fact that at a large β∗ almost all diffrac-
tive protons will be detected in the Roman Pot detectors and that their momen-
tum loss can be measured, the TOTEM experiment will allow to study diffractive
processes extensively. The various event classes outlines in Fig. 3.4 will provide
stringent test of existing theoretical ideas.
4this process is also called central diffraction.
4 Detectors
TOTEM will measure the inelastic pp interaction with adequate acceptance in the
forward region. The detectors for the measurement of the inelastic rate must have
a large acceptance to detect particles from most of the events. The fraction which
is not seen has to be evaluated properly and accounted for. It can be shown that
the inelastic detectors have to cover approximately four units of rapidity on each
side of the IP to allow proper measurement of the inelastic pp interactions [17]. The
TOTEM detectors consist of two tracking telescopes, called T1 and T2, installed
on each side of the IP, which will provide this rapidity coverage. The measurement
of the elastic rate of pp interactions in particular at tiny scattering angles needed
for the determination of the total cross-section via the Optical Theorem will be
done using leading proton detectors offering a pseudorapidity coverage in the range
9.5 ≤ |η| ≤ 13. The arrangement of these three detectors along the beamline is
shown in Fig. 4.1 (top). The geometrical acceptance of the TOTEM detectors in
the azimuth-pseudorapidity plane is plotted in Fig. 4.1 (bottom).
4.1 The inelastic T1 detector
The inelastic T1 detector will cover the pseudorapidity range 3.1 ≤ |η| ≤ 4.7. Placed
symmetrically with respect to the interaction point T1 consists of five cathode strip
chambers [34, 35] (CSC), equally spaced over approximately 3m along the beam
line (see Fig. 4.2 left). This allows the reconstruction of the primary collision vertex
in the transverse plane within a few mm, good enough to discriminate between
beam-beam and beam-gas events.
The cathode strip chamber is a multiwire proportional chamber whose two cathode
planes are segmented into parallel strips (see Fig. 4.2 right). Information from the
two cathodes and anode planes give three measurements of the coordinates of the
traversing particle in the detector plane, providing a space point with a precision of
the order of 0.5mm. The timing resolution of the CSCs is better than 100 ns.
4.2 The inelastic T2 detector
The inelastic T2 telescope covers the pseudorapidity range 5.3 ≤ |η| ≤ 6.6. Each
arm (see Fig. 4.3 (left)) of the T2 telescope is made of 10 planes of Gas Electron
Multiplier (GEM) detectors [36]–[39]. Each plane consists of two circular partially
overlapping half-planes with two GEM detectors mounted back to back. The readout
board is made of circular strips used for precise tracking and pads used for triggering.
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Figure 4.1: (Top) Arrangement of the three TOTEM detectors along the beam line
and their pseudorapidity coverage. The interaction point is set at the origin of the z
axis. The two beam pipes with protons circulating in opposite directions are merged
together at ∼ 100m from the interaction point. (Bottom) Acceptance of the TOTEM
detectors in the azimuth-pseudorapidity plane [18].
~3 m
60°
Figure 4.2: (Left) Drawing of one half of the T1 telescope made of five planes of
cathode strip chambers equally spaced over ∼ 3m along the beamline [18]. Each
plane is made up of 6 overlapping cathode strip chambers to obtain full azimuthal
coverage. One such chamber is drawn on the right picture.
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One such half-plane is shown in Fig. 4.3 (right).
Tests performed on GEM detectors report a position accuracy below 100µm,
rate capability in excess of 105Hz·mm−2 and no significant alteration of detector
performance after a total collected charge exceeding 7mC/mm2 [40].
Figure 4.3: (Left) Drawing of one arm of the T2 telescope made of 10 circular half-
planes of triple-GEM detectors. (Right) Drawing of a circular half-plane made of
triple-foil GEM detector. The readout anode is segmented in circular strips used for
tracking and pads used for triggering [41].
4.3 Leading proton detectors
In order to measure precisely the leading protons scattered at small angles (O(µm)),
conditions are required in which the uncertainty on the beam divergence of the
interacting protons is negligible with respect to the scattering angle to be measured.
The trajectory of the protons inside the beam pipe depends on the configuration of
the LHC magnets with focusing or defocusing effect on the beam. The leading proton
detectors must approach the beam as close as possible without disturbing the beam.
This is achieved using special beam insertions called Roman Pots. The Roman
Pots are needed to insulate the detectors from the primary vacuum of the beam
pipe and to allow precise and stable positioning of the detectors during operation.
The protons scattered at small angles remain in the beam pipe for several hundreds
of meters and are displaced from the beam axis by only the order of 1mm. It is
therefore only possible to measure these scattered protons when their displacement
with respect to the beam axis is large enough compared to the beam envelope σ.
Machine Optics The trajectory of a proton at nominal momentum through the
accelerator is described as (
x(s)
θx(s)
)
= Tx(s)
(
x∗
θ∗x
)
, (4.1)
where the transfer matrix Tx(s) relates the transverse coordinate x
∗ and the projec-
tion along the x-axis of the polar angle θ∗x at the IP to the same variables at locations
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along the beam, x(s) and θx(s)
1, e.g. at the Roman Pot location. The same holds
for the y-coordinate. In this Section, all formulae are given for the x-coordinate, the
results being fully analogous for the y-coordinate. The components of the matrix
Tx(s) are determined by the configuration of the magnets.
From Eq. (4.1) it follows that
x(s) = T 11x x
∗ + T 12x θ
∗, (4.2)
where T 11x and T
12
x are the beam magnification and the effective length respectively
given by [42]
T 11x =
√
βx(s)
β∗
cos(∆µx(s)), (4.3)
T 12x ≡ Leffx =
√
βx(s)β∗ sin(∆µx(s)), (4.4)
and ∆µx(s) =
∫
1
βx(s)
ds is the phase advance. The beam size in the x-coordinate
σbeamx is related to the βx function (units: m) by
σbeamx =
√
ǫβx(s), (4.5)
where ǫ is the transverse beam emittance, expressed in µm·rad. For the LHC beam
settings, ǫ ∼= 3µm·rad typically. Setting T 11x = 0 allows to measure the scattering
angle θ∗ independently of the vertex position x∗ (i.e. the location where a pp inter-
action occurs), which is also called parallel-to-point focusing condition. In this case,
Eq. (4.2) reduces to
x(s) = Leff θ
∗. (4.6)
In order to detect small θ∗ scattering angles at a fixed location x(s), Leffx has to be
maximized. It is seen from Eqs. (4.3) and (4.4) that at ∆µx(s) = π/2, T
11
x = 0 and
this maximizes Leff .
Optics with β∗ = 1′540m have been developed for the TOTEM experiment [43].
The phase advance ∆µ(s) = π/2 is fulfilled in both x and y coordinates at 220m from
the IP. At this location, the effective lengths in both projections are Leffx = 95m
and Leffy = 272m, and the beam size in the y-projection σ
beam
y is 80µm.
The large value of Leff in the optics with β∗ = 1′540m does not allow the measure-
ment of elastic events for |t|-values above 0.5GeV2 (see Fig. 3.1). Different optics
with β∗ = 18m and β∗ = 90m have also been developed to enable the measurement
of |t|-values in the range ∼ 0.2÷ 8GeV2 [18].
Roman Pots It is foreseen to use two Roman Pot stations located symmetrically
on both sides of the interaction point at 147m and 220m (see Fig. 4.1 top), their
positions being defined by the special optics for the TOTEM experiment and the
space available between the components of the LHC. Each station is composed of
two units, separated by a distance of 4m, with each unit consisting of two pots that
1Rigorously speaking the correct expression in Eq. (4.1) is dxds = tan θx instead of θx but for
small angles as is the case here, the difference is negligible.
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move vertically and one that moves horizontally (see Fig. 4.4 (left)). The pots are
supported and guided by a sliding mechanism which moves them relatively to the
main assembly block by stepping motors (see Fig. 4.4 (right)). Due to the primary
vacuum of the machine, the pots are pulled into the main vacuum chamber with a
force of ∼1 kN. A compensation system is therefore required to neutralize this force
on the pot and to simplify its operation (see Fig. 4.4 (right)). The compensation is
provided by two bellows connected to a secondary vacuum.
The LHC needs an ultra high vacuum to guarantee a long beam lifetime. Hence
the TOTEM detectors and the electronics must be physically separated from the
primary vacuum of the machine to prevent an unacceptable outgassing. This phys-
ical separation by a thin (∼ 200µm) stainless steel foil between the beam and the
detectors is also required to provide adequate shielding of the electronics against
the radio frequency pick-up induced by the electromagnetic fields generated by the
high intensity bunched beam structure. The Roman Pots have to be placed in the
shadow of the LHC collimators to profit both from their protection against acciden-
tal beam losses and from their cleaning efficiency to reduce the background. This
limits the approach to a 10σ beam envelope. For the TOTEM high-β∗ optics, this
corresponds to a vertical distance of ∼ 1.3mm (= 10σbeamy +0.5mm) as illustrated in
Fig. 4.5. In order to meet both the physics performance and the safety requirements,
the mechanical stability of the detectors and their mountings in the pot need to be
within at most ∼ 20µm.
Vertical Pots
Horizontal Pot
Detector
assembly
Electronics
board
Figure 4.4: (Left) One Roman Pot unit consisting of two vertical pots and one
horizontal pot. The vertical bottom pot is represented with the electronics readout
board and the detector assembly, below and above the pot flange respectively. (Right)
Cross-section of both vertical pots with the driving motors [18].
The pot has a rectangular shape at the bottom close to the beam, where a thin
window of 0.2mm is placed (see Fig. 4.6). This thin window provides the separation
from the primary vacuum to the machine while at the same time occupying minimal
space and minimizing the amount of material in front of the detectors.
Each pot will hold a set of 10 detectors arranged in 5 pairs, where a pair is
defined by two independent and identical detectors mounted together back-to-back
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detector edge
Figure 4.5: Transverse distance of the detector from the beam, showing the window
of thickness 0.2mm placed at 10σ (= 0.8mm) from the beam [18].
Figure 4.6: Drawing of the rectangular box and the thin window of a pot.
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Detector
Front End
Readout
Electronics
Figure 4.7: (Left) Drawing of the detector assembly consisting of 10 identical readout
boards. A detector pair consisting of two detectors with orthogonal strips is also
sketched. (Right) Drawing of 1 readout board with electronics and the detector [18].
(see Fig. 4.7 (left)). On each single detector the strips are oriented at 45◦ with
respect to the vertical axis. One such plane is shown in Fig. 4.7 (right). When two
detectors are joined to form a pair, the strips of one plane are orthogonal to the
opposite ones, defining in such was a coordinate point.
The packing of the planes inside the Roman Pot is too dense to allow alignment in
situ. Therefore a method has been developed which provides adequate alignment by
construction. The mounting relies on the stacking of the different planes by means
of a mechanical device. On each board, where the detectors are mounted, alignment
marks are provided as well as on the card frames. Once the planes are aligned,
they are successively clamped and fixed in the position, giving a self-consistent,
monolithic block. The relative position of the detector edges with respect to the
beam has to be known with an error of less than 20µm and the edges of the aligned
detectors have to be stably positioned as close as possible to the thin window at a
distance not exceeding 300µm, to minimize dead space.
Detectors The requirements on the Roman Pot detectors are:
- Dead width at the detector edge ∼ 50µm,
- Dimensions of the active area of ∼ 3× 3 cm2,
- Spatial resolution of ∼ 20µm,
- Radiation hardness up to an integrated flux of at least 1014 n(equivalent)/cm2.
The first requirement has been motivated above. In order to determine the dimen-
sions of the detector active area proton hits have been simulated with different t
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Figure 4.8: Simulated distribution of proton hits with different t values with β∗ =
1′540m. (Left) Hit distributions for protons with two different t-values at 147m from
the interaction point. The inner (outer) ellipse corresponds to a four momentum
transfer −t = 0.1GeV2 (−t = 1GeV2). (Right) Hit distributions for protons with
two different t-values at 220m from the interaction point. The inner (outer) ellipse
corresponds to a momentum transfer −t = 2.28 · 10−3GeV2 (−t = 0.01GeV2). In
both plots, the beam center is located at the origin [18].
Figure 4.9: (Left) Overlap of the vertical and horizontal Roman Pot detectors.
(Right) Geometrical acceptance of the silicon microstrip detectors at 147m and
220m from the interaction point computed with Monte Carlo calculations. The
solid and dashed lines correspond to optics with β∗ = 1540m and β∗ = 18m re-
spectively [18].
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values for β∗ = 1′540m in the (x, y) plane perpendicular to the beam direction for
both Roman Pot stations located at 147m and 220m from the interaction point (see
Fig. 4.8). The horizontal lines at y = ±1.3mm in both plots correspond to the edge
of the detector setup of Fig. 4.5. The detector shape and dimension was defined
by requiring a symmetrical shape and an adequate acceptance in the momentum
transfer t. For detectors approaching the beam from top, bottom and one lateral
side (see Fig. 4.9 (left)), the acceptance as a function of the momentum transfer t
is shown in Fig. 4.9 (right) for β∗ = 18m and 1’540m. This acceptance may be
improved for lower −t values by reducing the nominal distance of 0.3mm between
the detector edge and the thin window of the pot (see Fig. 4.5).
The requirement on detector spatial resolution will allow track reconstruction of
the scattered protons with an adequate precision and a high discrimination between
scattered protons and backgrounds of from beam-beam and beam-gas interactions.
Based on simulation results the integrated proton flux over the complete duration
of the TOTEM experiment is expected to be below 1012 cm−2 [44] at the location
of the Roman Pot detectors in the vertical insertions. Taking also into account
possible accidents, unforeseen partial or total beam losses in the neighbourhood of
the Roman Pot detectors and the uncertainties on the beam halo, it is safe to quote
for radiation hardness the value of 1014 neutrons/cm2 given above.
The TOTEM collaboration has decided to use silicon microstrip detectors as Ro-
man Pot detectors. It is possible to reach the required spatial resolution and the
dimensions of the active area with such detectors. These detectors allow dense pack-
aging, in accordance to the small space available in the pots. In order to fulfill the
requirements for radiation hardness and the dead width at the detector edge, two
innovative silicon detectors will be used in the experiment:
- The planar/3dimensional detector,
- The planar detector with a current terminating structure at the edge.
Both detectors are sensitive within ∼ 50µm from the detector mechanical edge
and can be operated at non cryogenic temperatures (in the temperature range
[−20◦C,+20◦C]), which simplifies the cooling design of the detector assembly.
5 Semiconductor Physics
Basics of semiconductor physics are introduced in this Chapter since they are manda-
tory for an understanding of the working principles of radiation silicon detectors.
For further information the reader is referred to textbooks [45, 46].
5.1 Basic Properties
Crystalline silicon has diamond structure. In such a structure, each atom is sur-
rounded by four close neighbours belonging to the other face-centered cubic (fcc)
sublattice. They are arranged in a tetrahedron and each atom shares its four outer
(valence) electrons with those of neighbours, thus forming covalent bonds. The
schematic two-dimensional representation of the tetrahedron (see Fig. 5.1) may be
generalized to present a complete crystal.
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Figure 5.1: Schematic bond representation of a single crystal with one broken bond
in the center [46].
Energy Bands At low temperatures all valence electrons remain bound in their
respective tetrahedral lattice. At higher temperatures thermal vibrations may break
the covalent bond and a valence electron may become a free electron, leaving behind
a free place also called hole. One such electron-hole pair is sketched in Fig. 5.1.
Both the electron and the hole (to be filled by a neighbouring electron) are available
for conduction. The crystal can be imagined to be assembled from single atoms
originally very far apart, so that they do not influence each other and each of them
shows the well known discrete energy levels for electrons. One may assume that the
atoms are already on a lattice with very large lattice spacing and that this lattice
spacing is gradually shrinking. The energy levels as a function of the lattice spacing
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have been calculated using quantum mechanics and are shown for two energy levels
in silicon in Fig. 5.2.
lattice
spacing
5.4Å
conduction
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EV
Figure 5.2: Energy levels of silicon atoms arranged in a diamond structure, as a
function of lattice spacing [46].
At very large distances each atom has the same two energy levels. The energy
levels are N fold degenerate (N being the number of atoms) split into N closely
spaced levels when the atoms are brought close together. For N → ∞, one speaks
of energy bands, rather than levels, and these bands broaden, merge and split again
with even closer spacing. The smallest energy value of the conduction band is
defined as EC and the largest energy value of the valence band as EV . The spacing
corresponding to silicon (5.4 A˚) at room temperature and 1 bar is indicated in Fig. 5.2
and corresponds to the minimum total energy of the electrons and the lattice, not
very far from the minimum energy of the electrons in the filled valence band. This
means that in crystalline silicon, there is a forbidden energy interval Eg ≡ EC −EV
for electrons between the conduction and valence band.
At T = 0K the valence band is completely filled and the conduction band is empty.
At room temperature the thermal energy is high enough to lift a few electrons to the
conduction band, thus creating weak conductivity due to free electrons and holes.
The structure of an insulator (e.g. SiO2) is similar, except that the band gap Eg is
much larger so that the occupation probabiliy of states in the conduction band is
very close to zero. Conductors may either have overlapping valence and conduction
bands or a partially filled conduction band.
It is possible for many purposes to treat electrons in the conduction band with
energy E ∼= EC and holes in the valence band with energy E ∼= EV similar to free
particles, but with an effective mass (mn for electrons or mp for holes) different from
elementary electrons not embedded in the lattice1 [47].
The kinetic energy of electrons is measured from the lower edge of the conduction
band upwards, that of the holes downward from the upper edge of the valence band.
The valence and conduction band energies depend on the crystal momentum pc
1In the general case one introduces an effective mass tensor defined as
(
1
m∗
)
ij
= 1
~
∂
2
E(k)
∂ki∂kj
, where
the indexes i, j run over the three space coordinates x, y and z and k is the wave vector. For a free
electron one has E(k) = ~
2
k
2
2me
and hence a constant effective mass m∗ = me. It can be assumed
that for charge carriers near the energy band edges EC and EV the relation E ∝ k2 almost holds
and hence the effective mass is constant. The value may however differ from the electron rest mass
me.
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(= ~k) of electrons and holes2. This dependence is shown in Fig. 5.3. The valence
band and conduction band energies, EV and EC respectively, correspond to different
pc values. For this reason, silicon is said to be an indirect semiconductor.
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Figure 5.3: Energy band structure of silicon [46].
Fermi Energy The energy states of electrons in a semiconductor are occupied
following the probability distribution function f(E, T ). This function is defined as
f(E, T ) =
1
1 + ge(E−EF )/(kBT )
, (5.1)
where EF is the Fermi energy and g is the degeneracy factor. The Fermi energy
satisfies f(EF , T ) =
1
2
for all T values. For T → 0K,
f(E, 0) = 1 (E < EF ),
f(E, 0) = 0 (E > EF ).
(5.2)
In this limit, f(E, 0) is a step function. In other words, at T = 0K, all energy states
below EF are occupied by electrons with a probability of 1 whereas all states above
EF are empty. This statement is true for any fermionic system. For increasing
temperatures, f(E, T ) is nonzero for E values above EF , which means that energy
states above EF are occupied with a finite probability.
The density of electrons in the conduction band n is given by
n =
∫ ∞
EC
Dn(E)f(E, T ) dE, (5.3)
where Dn(E) is the density of states
3.
2The Bloch theorem states that for electrons in a periodic potential - as is the case in a semi-
conductor lattice - the wavefunction is given by ψk(x) = exp(−ikx)uk(x), where the electron wave
vector k is seen as a quantum number and is in general not collinear with the electron momentum
p. Hence in the general case pc 6= p.
3For the case of a free electron gas in a potential box this density of states is Dn(E) =
(2me)
3/2
2pi2~3 E
1/2.
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Charge carrier density A silicon lattice free of any impurities or lattice atom
displacements is said to be intrinsic. In an intrinsic semiconductor, electrons in
the conduction band originate necessarily from the valence band and therefore the
electron concentration in the conduction band must be the same as the hole con-
centration in the valence band. The number of electrons per unit volume n and the
number of holes per unit volume p in an intrinsic semiconductor as a function of
temperature are given by
n = 2
(
2πmnkBT
h2
)3/2
exp
(
−EC − EF
kBT
)
≡ NC exp
(
−EC − EF
kBT
)
; (5.4)
p = 2
(
2πmpkBT
h2
)3/2
exp
(
−EF − EV
kBT
)
≡ NV exp
(
−EF − EV
kBT
)
, (5.5)
where mn and mp are the effective electron and hole masses respectively and NC , NV
are the electron densities in the conduction and valence band respectively. The
intrinsic energy is defined as Ei ≡ 12(EC − EV ). The numerical values of these
quantities are given in Table 5.1. If the electron and hole density of states, Dn and
Dp respectively, are equal the Fermi energy lays in the middle of the silicon bandgap,
i.e. EF = Ei. Using the relation of intrinsic silicon n = p, one obtains
np ≡ n2i and ni =
√
NCNV exp
(
− Eg
2kBT
)
, (5.6)
where ni is defined as the intrinsic carrier density and is given in Table 5.1.
Atomic number Z 14
Atomic weight A (in units of mu) 28.09
Density (at 300K) ρ, g/cm3 2.33
Electron affinity, eV 4.85
Effective density of state
Conduction band NC , cm
−3 3.2·1019
Valence band NV , cm
−3 1.83·1019
Atoms/cm3 4.96·1022
Dielectric constant ǫ 12
Forbidden energy gap (at 300K) Eg, eV 1.115
Intrinsic carrier density (at 300K) ni, cm
−3 1.5·1010
Intrinsic resistivity (at 300K) ρi, Ω·cm 2.3·105
Electron mobility (at 300K) µe, cm
2/V·s 1350
Hole mobility (at 300K) µh, cm
2/V·s 480
Electron saturation velocity, cm/s 1·107
Hole saturation velocity, cm/s 8.4·106
Energy per electron-hole pair (300K) w, eV 3.62
Fano factor 0.143
Lattice spacing, A˚ 5.43
Table 5.1: Properties of Silicon [48].
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Dopants in silicon The introduction of atoms with one valence electron more
or less than the silicon atoms into silicon substrate is called doping. For example
a phosphorus atom – which has 5 valence electrons – in a silicon lattice is bond
covalently to the surrounding silicon atoms by four of its valence electrons. The fifth
electron is only weakly bound to the phosphorus atom and needs only little energy to
reach the conduction band. The introduction of dopants in semiconductors creates
energy levels in the forbidden energy gap. The energy level ED in the band gap lays
very close to the conduction band energy EC . Such type dopants are called donors,
since they give an electron to the conduction band. The opposite case is similar
and atoms with three valence electrons are called acceptors, since they are very
likely to attract a valence electron from a surrounding silicon atom and therefore to
introduce a hole into the valence band. In such a case, the silicon substrate is said
to be extrinsic since the electron concentration n in the conductive band does not
equal the hole concentration p in the valence band.
For the commonly used dopants (in silicon these are boron as acceptor and phos-
phorus as donor) the ambient thermal energy is enough to ionize all dopants so that
the density of electrons or holes generated by dopants equals the density of donors,
i.e. N+D (300K) = ND or acceptors, i.e. N
−
A (300K) = NA, where N
+
D , N
−
A are the
respective ionized dopant concentrations. If both types of impurities are present the
impurity with the higher concentration defines the type of the semiconductor. For
a higher (lower) concentration of donors than acceptors, the semiconductor is said
to be n-type (p-type).
Charge neutrality in the semiconductor leads to
n+N−A = p+N
+
D . (5.7)
For the simple case of only one dopant type, say n-type material at room temper-
ature Eq.(5.7) simplifies to n ∼= ND. Inserting this into Eq.(5.4) one has
EC − EF = kBT ln NC
ND
. (5.8)
In other words, increasing the dopant concentration shifts the Fermi energy level
EF towards the conduction band level EC . For very high doping concentrations,
i.e. ND → NC , the Fermi level approaches the conduction band level. For p-type
material, one has a similar situation, except that the Fermi level is shifted towards
the valence band instead of the conduction band.
Carrier generation and recombination In silicon, which is an indirect semi-
conductor, the probability of thermal excitation of an electron from the valence band
into the conduction band at room temperature is extremely low. This is due to the
fact that the minimum energy needed for a band-to-band transition is not simply
given by the width of the band gap. As the maximum of the valence band and
the minimum of the conduction band are located at different crystal momenta (see
Fig. 5.3), additional momentum has to be transferred in the process. In silicon, the
thermal excitation occurs in two steps through intermediate local states in the band
gap (see Fig. 5.4). These intermediate states are created by imperfections within the
crystal and by impurities. In some circumstances only one type of charge-carrier,
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e,g. electrons, plays a role. An electron is captured by the defect and after some
time emitted to the conduction band again. Such a process is called trapping and
is normally followed by detrapping, and the crystal defects are often referred to as
trapping centers. Traps which are neutral when filled by an electron are said to
be donor-like, whereas traps which are negative when filled by an electron are said
to be acceptor-like. Traps which are negative (positive) when filled by an electron
(hole) and neutral when they are empty are called electron-neutral (hole-neutral).
EC
Et
EV
RncR
n
e
Figure 5.4: Charge-changing processes of a simple defect with one energy level only.
(From left to right) The four competing processes are electron emission, electron
capture, hole capture and hole emission.
Considering a single defect in thermal equilibrium, four competing processes will
take place as illustrated in Fig. 5.4. Electron and hole emission, and electron and
hole capture. Knowing electron and hole capture cross-sections, emission probabil-
ities and the initial value of the electron and hole densities, one can find the time
development of the charge-carrier densities and thus their lifetime. Thermal equi-
librium considerations allow the derivation of a relationship that connects capture
and emission processes of electrons and of holes.
Let n, p be the electron and hole concentration respectively, Nt the defect concen-
tration (units: m−3), and pn,pt the occupation probabilities of the defect by electrons
and holes respectively. For electrons, pnt = f(Et), whereas for holes, p
p
t = 1− f(Et),
where
f(Et) =
1
exp
(
Et−Ei
kBT
)
+ 1
, (5.9)
and Et is the energy level of the trap in the forbidden bandgap. Then the rates of
the four processes of electron capture Rnc , electron emission R
n
e , hole capture R
p
c and
hole emission Rpe (units: m
−3s−1) are given by [49, 50]
Rnc = v
n
thσnnNt(1− pnt ),
Rne = enNtp
n
t ,
Rpc = v
p
thσppNt(1− ppt ),
Rpe = epNtp
p
t ,
(5.10)
where vn,pth are the thermal velocities, σn,p the capture cross-sections, en,p the emission
probabilities (units: s−1) for electrons and holes respectively.
In thermal equilibrium the rates of capture and emission have to be equal, sepa-
rately for both electrons and holes. This means that Rnc = R
n
e and R
p
c = R
p
e. For
this case, the emission probabilities read
en,p = v
n,p
th σn,pnie
Et−Ei
kBT . (5.11)
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Electron-hole pair generation occurs by emission of an electron and a hole in
sequence, whereas recombination is the inverse process, i.e. an electron and a hole
are captured in sequence. In the stationary nonequilibrium case, the net rate U
can be calculated either for electrons of for holes by taking the difference between
capture and emission rates. One expects the same answer for electrons and holes
because the average occupation rate of the defects has to be constant. One thus has
Un,p = R
n,p
c −Rn,pe . (5.12)
In the case Un,p > 0, capture processes occur more frequently, i.e. recombination
takes place, whereas in the opposite case, Un,p < 0, emission processes occur more
frequently, i.e. generation takes place.
The net rate U reads, assuming Un = Up [51]
U =
Ntv
n
thσnv
p
thσp(np− n2i )
vnthσn
(
n+ nie
Et−Ei
kBT
)
+ vpthσp
(
p+ nie
Ei−Et
kBT
) . (5.13)
The recombination and generation lifetimes, τr and τg respectively, are inversely
proportional to the net rate U . These lifetimes read
τn,pr
∼= 1
vn,pth σn,pNt
, (5.14)
τg =
1
Nt
[
1
vpthσp
e
Et−Ei
kBT +
1
vnthσn
e
Ei−Et
kBT
]
, (5.15)
where the recombination lifetimes are given for the case of n and p-type material
respectively.
5.2 Charge carrier transport in silicon
Carrier drift In the field-free case, the average displacement of a movable charge-
carrier will be zero. However, if an electric field E is present, the charge carriers
will be accelerated in between random collisions in a direction determined by the
electric field resulting in a net average drift velocity vdriftn for electrons and v
drift
p
for holes
vdriftn = −µnE ,
vdriftp = µpE ,
(5.16)
where µn and µp are the electron and hole mobilities respectively (units: cm
2/(V·s)).
It should be noticed that Eqs.(5.16) are only true for electric fields below a given
value. For electric fields above a certain threshold of the order of a few 104V/cm [46],
the velocity reaches a saturation value and the mobility is therefore inversely pro-
portional to the electric field. The total drift current4 jdrift in a semiconductor is
related to the electric field E by
jdrift = e(nµn + pµp)E . (5.17)
4Strictly speaking this is a current density. The general term current is used for both cases of
electric current intensity or electric current density. The distinction is made by designing with I
and j the current intensity and density respectively.
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This current is therefore simply the sum of contributions of single electrons (jdrift =
−envndrift+envpdrift). The units are A/cm2, i.e. this is the current flowing through
a surface unit perpendicular to the direction of the jdrift vector.
Carrier diffusion One considers an inhomogeneous distribution of free charge
carriers in a semiconductor crystal and all effects due to electric fields are neglected.
Although the net average displacement of an individual charge carrier is zero in the
absence of forces due to an electric field, the probability of carriers crossing from
a region showing a higher concentration to a region showing a lower concentration
is larger than the probability for crossing in the opposite direction, as there are
more particles having a chance to do so. This effect, called diffusion, will result in
a smoothening of the charge distribution. It is described by the diffusion equations
j diffn = eDn∇n, (5.18)
j diffp = eDp∇p, (5.19)
for electrons and holes respectively. The constants Dn and Dp are called diffusion
constants and are given by the Einstein relation
Dn =
kBT
e
µn and Dp =
kBT
e
µp. (5.20)
Continuity equations The total currents jn,p ≡ jdriftn,p + jdiffn,p fulfill the continuity
equations for electrons and holes given by
−1
e
∇ · Jn − Un + ∂n
∂t
= 0 (5.21)
1
e
∇ · Jp − Up + ∂p
∂t
= 0 (5.22)
where Un,p are given by Eq. (5.12).
Resistivity The resistivity ρ (units: Ω·cm) of silicon is defined as
ρ =
1
e(nµn + pµp)
. (5.23)
This result differs strongly from the resistivity of metals which is almost constant
inside the conductor.
Breakdown mechanisms The generation rate defined by Eq.(5.13) is only valid
for electric field values in the silicon substrate below a certain threshold value. For
electric fields above this threshold an electric breakdown will occur. There are two
mechanisms at work. One of them involves electric field interaction on covalently
bound electrons. Under application of an external voltage on highly doped p and n
regions forming a contact (see Section 5.3.1) some of valence band electrons in the
p-region - the minority charge carriers - will tunnel into the conduction band of the
n-region. This mechanism is called Zener breakdown. The current is given by
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IZener = eANV v exp
(
−4√2mE3/2g
3e~E
)
, (5.24)
where A is the device cross-section, NV is the density of the valence electrons, v
is their velocity and the exponential factor is the probability of tunneling from the
valence band to the conduction band for electrons.
The other breakdown mechanism, avalanche breakdown, involves three charge
carriers. For sufficiently high electric field, an electron in the conduction band can
break up a covalent bond by giving an energy larger than Eg to an electron in the
valence band in a scattering process thus generating an electron-hole pair. The
condition for this avalanche to occur is given by∫ L
0
α(x)dx = 1 (5.25)
where α(x) (units: m−1) is the ionization rate and is a strong function of the electric
field inside the semiconductor and L is the width of the potential barrier which
prevents the movement of the valence electrons from the p-side towards the same
energy state on the n-side.
5.3 Device structure
5.3.1 The p-n junction
A p-n junction is obtained by joining together extrinsic semiconductors of opposite
doping. Such a structure conducts current mainly in one direction and is called a
diode. Due to its conductive properties, such a structure is also called rectifying
contact. To understand this phenomenon, the structure is first described in thermal
equilibrium and then with application of an external voltage.
Thermal equilibrium One considers homogeneously doped p and n regions ini-
tially separated, electrically neutral and in thermal equilibrium, with electrons and
holes homogeneously distributed in their respective volumes (Fig. 5.5a). As de-
scribed in Section 5.1, the Fermi level in the p-type (n-type) region is shifted to-
wards the valence (conduction) band with respect to the intrinsic energy level. Once
the regions are brought into contact (Fig. 5.5b), electrons in the conduction band
originating from donor atoms will diffuse into the p region and holes from acceptor
atoms into the n region. This will result in static negative and positive electric
charge in the p and n regions respectively. The electric field which appears due to
this static space charge counteracts the diffusion. The field also sweeps away any
charge carriers around the boundary, so that a space-charge region is obtained in
which the excess static charge from the doping atoms is not neutralized by the mov-
able charge carriers. This region is said to be depleted, which means that it contains
no free charge carriers. In the band model picture, requiring thermal equilibrium
means that the Fermi level be the same throughout the full p-n junction,
EpF = E
n
F ≡ EF . (5.26)
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Figure 5.5: A p-n diode junction in thermal equilibrium, a) with its parts separated
b) with its parts brought together.
In the domains far away from the junction where the charge carriers fully compensate
the fixed charge, the differences En,pC −EF and EF −En,pV remain unchanged as prior
to bringing the p and n regions in contact. The conduction band energy EC and
the valence band energy EV being continuous throughout the whole p-n junction
yields the bandmodel shown in Fig. 5.5b. A built-in voltage Vbi (eVbi = E
n
F0 −EpF0)
appears across the border and has a value of typically 0.6 ÷ 0.7V for silicon. This
built-in voltage prevents majority charge carriers of either polarity to flow across the
junction. This is illustrated for electrons by the energy band diagram in Fig. 5.5b.
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Figure 5.6: A p-n diode junction in the “abrupt change” approximation. b) The
space charge ρ, c) the electric field E and d) the potential Φ are sketched below.
The net current of a p-n junction is zero, due to a balance between drift and
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diffusion current. In fact, the electron density being given by
n = ni · e
EF−Ei
kBT
everywhere in the semiconductor, it is clear from Fig. 5.5b that the concentration
decreases exponentially across the junction from the n region to the p region yielding
a diffusion electron current flowing from the n region to the p region. It is exactly
counterbalanced by the electrons in the p region (the minority charge carriers) which
drift into the n-region attracted by the built-in electric field E . This consideration
holds also for the hole diffusion and drift currents. This balance holds at any point
in the junction and for electrons and holes separately. It should be noted that the
first equality in Eq.(5.6) still holds for a p-n junction in thermal equilibrium.
In case of an abrupt change in dopant concentration, the depletion depth can be
calculated analytically. The one dimensional case is considered, i.e. it is assumed
that the structure expands infinitely in both other directions. As illustrated in
Fig. 5.6b, the space charge distribution in both p and n regions is assumed to be
uniform and there is an abrupt change in concentration at the junction. It is assumed
that the total charge in the p-n region is zero. In the undepleted p and n regions,
the free charge carriers compensate the fixed charge of the dopants and therefore the
only net charge consists of the space charge regions on both sides of the junction.
This is expressed as
NDdn = NAdp, (5.27)
where ND and NA are the donor and acceptor surface concentrations in dopants/cm,
the surface being perpendicular to the x-axis and the distances dn and dp are shown
in Fig. 5.6. For this case the total depletion depth is [51]
d = dn + dp =
√
2ǫǫ0(NA +ND)
eNAND
Vbi . (5.28)
For the case of very asymmetric doping, e.g. NA ≫ ND (a p+-n junction),
d ∼=
√
2ǫǫ0
eND
Vbi . (5.29)
All detectors considered in this work present such characteristics. In practice the
length of the p+ region is typically 1µm, whereas the n region extends over the full
thickness of 300µm. The electric field E and the electric potential are also sketched
for the case of an abrupt junction in Fig. 5.6.
A p-n junction with application of an external voltage If an external DC
voltage V is applied to the diode, the system is not in thermal equilibrium and the
Fermi levels EnF and E
p
F are separated by the energy amount of eV as illustrated in
Fig. 5.7b. The resistivity being inversely proportional to the charge carrier concen-
tration (see Eq.(5.23)), the undepleted regions have a much smaller resistance than
the space charge region and the full applied voltage can be seen as being applied
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only across the space charge region. This external voltage is simply added to the
built-in voltage and the depletion thickness reads
d =
√
2ǫǫ0(NA +ND)
eNAND
(Vbi + V ) . (5.30)
The total current j = jn + jp is given by
j = (jsn + jsp)
(
e
eV
kBT − 1
)
= js
(
e
eV
kBT − 1
)
, (5.31)
where js is the reverse bias saturation current
5 which is given by [51]
js = e
(
np0
√
Dn
τrn
+ pn0
√
Dp
τrp
)
, (5.32)
where τrn,p are the electron and hole lifetimes (see Eq.(5.14)) and np0 , pn0 are the
minority carrier concentrations at thermal equilibrium given by
np0 =
n2i
pp
and pn0 =
n2i
nn
, (5.33)
pp and nn being the majority carrier concentrations, i.e. the hole and electron con-
centrations in the undepleted p and n regions respectively. This saturation current
is proportional to [46]
js ∝ T (3+γ/2) exp
(−Eg
kBT
)
, (5.34)
where γ is a constant.
In the case of reverse bias, V > 0, (see Fig. 5.7b) the depletion thickness d increases
until it reaches the device thickness ddev. The corresponding voltage is called the
full depletion voltage Vfd. In most cases, it is much larger than the built-in voltage
Vbi and is approximated by solving Eq. (5.30) with respect to V and neglecting
Vbi. For the case of a p
+-n junction with highly asymmetric doping concentrations
NA ≫ ND, the full depletion voltage reads
Vfd =
eNDt
2
2ǫǫ0
, (5.35)
where t is the thickness of the n-type region. For reverse bias voltages above Vfd
the p-n junction is said to be overdepleted of free charge carriers.
For sufficiently high values of V the current reaches a saturation value js (see
Eq.(5.31)). This is explained qualitatively as follows: from Fig. 5.7b, it is seen
that the depletion region increases for increasing values of V . The diode is fully
depleted and only charge carriers generated in the space charge region contribute
to the current. For not too high V values, this phenomenon is nearly independent
of the applied voltage yielding the current saturation js in Eq.(5.32). For V values
above a threshold voltage value the electric field in the diode becomes high enough
and breakdown occurs in the p-n structure. This may have dramatic practical
consequences and cause irreversible damage to the p-n junction.
5For the sake of simplicity, the current js consists only of charge carriers present in the un-
depleted neutral regions diffusing across the junction and hence charge carriers originating from
generation phenomena are not taken into account. The current js given by Eq.(5.31) is therefore
a lower limit for the reverse bias current of a real diode structure.
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Figure 5.7: A p-n junction a) with no bias b) reverse biased. Below, the correspond-
ing band diagrams for an applied voltage of 0 and +|V | respectively.
5.3.2 Metal-Semiconductor contact
The band diagram for metal and semiconductor separated from each other is shown
in Fig. 5.8b. The work function eΦ is defined as the energy necessary for moving an
electron from the Fermi level to the vacuum (i.e. to remove an electron with energy
EF from the material). One considers a metal with a work function Φm larger than
the work function Φs of an n-type semiconductor. This condition is fulfilled for
example for aluminum on n-type silicon. For a metal, the Fermi level lays inside
the conduction band. The electric field inside a metal is zero, since the very large
amount of free charge carriers would compensate any charge region inside the metal.
Any interaction with surrounding material can be described by a surface charge on
the outside boundary of the metal. The electron affinity eχ, defined as the energy
difference between the conduction band level and the vacuum level, is an intrinsic
property of the specific semiconductor and is independent of the doping.
As metal and semiconductor are brought into contact, the Fermi levels (EmF and
EnF ) have to line up. The Fermi energy in the metal being lower than the conduction
band energy in the semiconductor, electrons in the semiconductor near the boundary
will flow into the metal. They are confined at the surface of the metal (see Fig. 5.8a)
as has been explained above. This lack of free charge carriers at the boundary of the
semiconductor results in a positive space charge region in the semiconductor next
to the boundary. The resulting charge density is sketched in Fig. 5.8d. This results
in an energy barrier of height
eΦB = e(Φm − χ). (5.36)
The difference EC −EnF remains unchanged in the semiconductor far away from the
boundary since the free charge carrier concentration remains unchanged compared
to the situation before the contact. The resulting band diagram is shown in Fig. 5.8c.
This is the energy a metal electron has to overcome to reach the semiconductor
region. The height of this barrier will remain unchanged if an external voltage is
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Figure 5.8: a) Metal-semiconductor contact. b) Description in the band model:
metal and n-type semiconductor separately in thermal equilibrium. c) Metal and
semiconductor joined together. d) Charge density e) Electric field.
applied, while the threshold for electrons against movement from the semiconductor
to the metal will change from the equilibrium value Vbi by the applied voltage. A
rectifying behaviour is therefore expected at the junction. It can be shown [52] that
the width of this barrier is proportional to the Debye length LD
LD =
(
ǫkBT
e2ns
)1/2
, (5.37)
where ns is the excess charge carrier concentration at the metal-semiconductor inter-
face and equals to the doping concentration near the semiconductor metal interface.
Ohmic contact In practice it is difficult to connect directly n and p-type im-
plantations to other devices. A more reliable contact is achieved by covering the
implantations with a thin metal layer, which in turn can be more easily connected
to other devices. As described above, the semiconductor near the metal is depleted
of majority carriers relative to the bulk density and there is a barrier to electron
transfer from the metal. In such cases, any applied voltage is dropped mainly across
the junction region and currents are contact limited. The inverse case, in which
the contact itself offers negligible resistance to current flow when compared to the
bulk, defines an ohmic contact. This is for example the case of a metal-n+-n struc-
ture. When a voltage is applied across this structure, the voltage drop across the
n+ region is negligible compared to the voltage drop across the n region. In fact, for
very high doping concentrations (n ≥ 1018 cm−3) the width of the potential barrier
L in Fig. 5.8c becomes so small (see eq. (5.37)) that the process of quantum tun-
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neling for electrons from the semiconductor to the metal becomes important. Then
the characteristic resistance of the junction becomes small and an ohmic contact is
obtained. This overcomes the unwanted energy barrier to electric current due to
metal-semiconductor contact.
5.3.3 Metal-Insulator-Semiconductor Structure
When a thin insulating layer is present between the metal and the semiconductor,
one often speaks about a Metal-Oxide-Semiconductor (MOS) structure, since the
common insulator in the case of silicon is SiO2. The idealized case is considered in
which one assumes that both metal and p-type semiconductor work functions are
identical. Without application of an external voltage, the holes will be uniformly
distributed in the semiconductor and the electric field will be zero everywhere in the
device. If a negative dc voltage with respect to the semiconductor is applied to the
metal, holes will be attracted to the semiconductor oxide interface and a thin layer of
positive charge will form in the semiconductor at the boundary exactly compensated
by electrons at the metal oxide boundary. This situation is called accumulation.
In reality, the oxide layer contains charges. These charges can be of different
origins. Interface trapped charges which are discrete energy levels in the silicon
forbidden gap located in the Si-SiO2 interface and able to exchange charges with
silicon in short time, the fixed oxide charge, generally positive, located at or near
the interface and are immobile under an applied electric field, mobile ionic charge,
which is mobile within the oxide and the oxide trapped charge, which can be created
for instance by high energy particles. A detailed description of oxide charge types
is given in [53]. These charges in the silicon dioxide cause distortions of the electric
field in the semiconductor next to the oxide and adequate methods in the processing
if the MOS structure must be applied to minimize these charges.
6 Silicon Radiation Detectors
The leading proton detectors of the TOTEM experiment aim at determining tracks
of high-energy protons. The detectors need therefore only to give a signal if they have
been hit by a proton, regardless of the proton energy. Semiconductor detectors offer
attractive properties for tracking purposes. An incident particle generates a large
amount of free charge carriers in a small volume allowing dense detector packaging
and the charge collection time is short (O(10 ns)), and with microstrip detectors it
is possible to achieve a spatial resolution better than 20µm.
6.1 Ionising radiation interaction with silicon
When a charged particle crosses a semiconductor, it continuously loses energy. Pre-
dominant is the inelastic interaction with the electrons of lattice atoms. As a result,
electrons are excited from the valence into the conduction band. The basic principle
of semiconductor detectors consists in detecting the hereby created free electrons
and holes. In high energy physics, the semiconductor radiation detectors are used
primarily for energy spectroscopy and particle tracking. In the first case, the sensi-
tive volume of the detector must be large enough to stop the incident particles or the
resulting electromagnetic cascade. In the second case, considered in the following,
a thin, well-defined detection volume is required.
The stopping power is defined as S ≡ −dE/dx, in eV/µm. This represents the
amount dE of energy deposited in the semiconductor by the charged particle for a
crossed distance dx. The stopping power is also sometimes expressed in the density
independent form as Sd ≡ 1ρdE/dx, in MeVg−1cm2. In a semi-classical theoretical
model in which the energy transfer from the incident particle to electrons is treated
as a function of the impact parameter, this stopping power is given by [54, 55]
−dE
dx
= kz2
Z
A
1
β2
[
1
2
ln
2mec
2β2γ2Tmax
I2
− β2 − δ
2
]
, (6.1)
with parameters given in Table 6.1.
The parameter δ takes the density effect into account. This effect becomes relevant
for a relativistic (βγ ≥2) particle. In this case, it is not appropriate to consider the
effect of the incident particle on one electron in one atom at the a time and then
sum up incoherently the energy transfers to all the electrons. The interaction range
of the particle extends over a large amount of lattice constants. As a consequence,
the strength of the interaction with an atom far away from the particle is reduced by
all surrounding atoms which produce perturbing fields at the chosen atom position.
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Parameter Description
k = 4πNAr
2
emec
2 = 0.31MeV·g−1cm−2
z atomic number of the incident particle
Z atomic number of the lattice atoms
A atomic mass of the medium
Tmax maximum kinetic energy transferred
to a free electron in an interaction
I[eV]=(10± 1) · Z mean ionization potential per atomic electron
δ density effect correction to ionization energy
loss (see below).
Table 6.1: Parameters related to Eq.(6.1)
In the case of thin detectors where the energy loss of the incident particle is much
smaller than its original energy, Tmax is restricted to 500 keV for large values of βγ.
A detailed review about energy loss of high energy particles in silicon is presented
in [56, 57]. The stopping power S in silicon as a function of the incident particle
energy is shown in Fig. 6.1. For βγ-values larger than ∼3, the stopping power is
constant and independent of the thickness for thin detectors. Particles crossing the
medium and releasing such minimum energy are called minimum ionizing particles
(MIP).
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Figure 6.1: Mean energy deposition in silicon as a function of reduced incident
particle momentum (p/(mc) = βγ). The density effect and the restriction of the
maximal energy loss Tmax to 500 keV become important at high energies. The circular
(rectangular) data were gathered with a 980µm (300µm) thick detector [56] ([57]).
For 7TeV protons impinging on silicon, the mean energy loss is 99 keV for a
thickness of 300µm, representing 1.4·10−6% of original energy. Thus all detectors
described in this thesis are considered thin. The stopping power represents the
mean energy loss ∆Emean of particles for a given energy. The stochastic nature of
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the energy loss process causes fluctuations in the actual energy loss of individual
particles integrated over the same thickness. For thick absorbers in which the en-
ergy loss exceeds one half of the original energy, the probability distribution function
of the energy loss is gaussian. For thin absorbers the probability density function
f(∆Emean,x) follows a Landau distribution [58]. This distribution is plotted in
Fig.6.2 for two different thicknesses of a silicon detector. The energy loss is often
expressed in electrons using the w factor (see Table 5.1) which is the mean energy
needed to create an electron-hole pair in silicon. From an experimentalist point of
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Figure 6.2: Landau distribution computed numerically for a 300µm and a 150µm
thick detector. The most probable values are 24’000 and 11’000 electrons respec-
tively [59].
view, the most probable energy loss is a more convenient quantity than the mean
energy loss since the distribution tail is often lost in background and in any case is
difficult to define because of the weight of a few high-loss events. The most proba-
ble energy loss for a thickness of 300µm corresponds to 24’000 electron-hole pairs,
whereas the mean energy loss (300µm·0.35 keV/µm from Fig. 6.1) corresponding
to 27’500 electrons is slightly larger due to the asymmetric shape of the Landau
probability distribution.
6.2 Radiation damage in silicon detectors
The energy released by high energy particles in silicon detectors causes both ioni-
sation and atom dislocation. Although ionisation in the bulk is not damaging and
constitutes the working principle of these devices, on the surface it can generate
fixed positive charge at the level of the SiO2 and SiO2-Si interface [60] leaving per-
manent damage. This charge accumulation in the silicon-oxide interface significantly
decreases the interstrip resistance of microstrip detectors. Given the large interest
in surface damage by the electronics industry, this phenomenon is well understood
and can be controlled to a certain extent by proper manufacturing processes.
The bulk can be permanently damaged when radiation causes atom dislocation in
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the silicon lattice and as a consequence generates deep levels in the forbidden gap.
The bulk damage is a limiting factor for the use of silicon detectors in the intense
radiation fields close to the interaction point of high energy physics experiments.
Radiation induced defects The elastic collision of high energy particles on lat-
tice atoms is the main cause for the formation of defects in the silicon bulk exposed
to radiation [61]. The transferred energy ∆E received by an atom of mass mSi in a
non ionising interaction with an impinging particle of mass mp and energy Ep (in
the non relativistic case) is given by
∆E = 4
mpmSi
(mp +mSi)2
sin2
(
θ
2
)
, (6.2)
where θ is the scattering angle. The threshold energy to overcome lattice bonding
for a silicon atom is ETh ∼= 25 eV [62]. When ∆E ≥ ETh the displaced atom,
called the primary knock on atom (PKA) loses its reticular position to leave a
vacancy and may occupy an interstitial position (Frenkel pair). Both interstitial
atom and vacancy can migrate in the lattice and, together with other impurities
present in the crystal, give birth to permanent defects. The energy of the PKA
can be high enough to recoil and continue to contribute to ionisation and additional
dislocations. At the end of any heavy recoil the non ionising interaction prevails
and a dense agglomeration of defects (cluster) is formed as displayed in Fig. 6.3.
After irradiation ends, the evolution of the dislocated atoms continues. Given the
Figure 6.3: Monte Carlo simulation of a recoil-atom track with a primary energy of
50 keV [62].
high mobility of vacancies and interstitial atoms for temperatures higher than 150K,
it has been shown that, especially in the cluster region, over 90% of these defects
recombine [63]. The remaining vacancies and interstitials keep migrating through
the bulk. They undergo several reactions with each other and with the impurities
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present in the bulk. The defects produced in these reactions cause observable damage
of the silicon bulk. Their electrical properties influence the macroscopic properties
of the detector, degrading its performance.
NIEL hypothesis The Non Ionizing Energy Loss hypothesis (NIEL) [64] states
that for each type of incident particle, the amount of displacements-damages in-
duced in the bulk scales linearly with energy released by the particle itself, imparted
to displace silicon atoms. This allows the comparison of different particle irradia-
tions with different energy spectrum in term of the amount of damage/displacement
generated. To scale the damage one generally refers to 1MeV neutrons, and a given
fluence Φ of a given particle can be correlated to an equivalent fluence of 1MeV
neutrons Φ1MeVeq by
Φ1MeVeq = kΦ, (6.3)
where k is defined as the hardness factor. To compute k one has to introduce the
damage function D(Ep) [65]. This function gives an estimation of the amount of
displacements given by a particle p with energy Ep, considering the different types
of interaction between the particle and the silicon atoms. The damage function for
different particles is shown in Fig. 6.4. The hardness factor k is defined as
Figure 6.4: Displacement damage function D(E) normalized to 95MeVmb for neu-
trons, protons, pions and electrons [66].
k =
∫
D(E)φ(E)dE
D(En = 1MeV) ·
∫
φ(E)dE
, (6.4)
where φ(E) is the particle energy spectrum and En is the neutron energy.
Defects classification Damage in the detector bulk is characterised by two differ-
ent features, the clusters and the point defects. The cluster model was first presented
in [67]. Very little is known about the topology of this composition of vacancies and
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interstitials, as well as the nature of defects inside the clusters and their electrical
properties in the space charge region or in thermal equilibrium.
The point defect is a single disarrangement of lattice atoms and/or impurity.
When their energy levels are in the forbidden gap they are generally acceptor-like
or donor-like traps. In thermal equilibrium the Fermi level, whose position in the
bandgap depends on the type of material (resistivity) and temperature, determines
the electric state of the defects. If the defects are ionised at room temperature they
are in general called shallow levels. In the other case, i.e. when the acceptors or
donors are filled with a hole or an electron respectively, they are called deep levels
or carrier traps.
Electrical behaviour of point defects The density of traps in highly irradiated
detectors made of initially pure silicon crystal causes dramatic changes in the detec-
tor behaviour. Before looking at these changes, it is worth describing the behaviour
of these traps.
In a fully depleted detector with low leakage current, one can neglect free carriers
in the space charge region and hence the capture processes, deriving the occupa-
tion of the traps only from the emission process. For a fixed bias, in steady-state
conditions, the generation G of holes and electrons has to be the same. Hence,
p, n ∼= 0 and G ≡ −U = Ndcncpn
2
i
cnn1 + cpp1
, (6.5)
where U is a simplified expression of Eq.(5.13) and cn,p ≡ σn,pvn,pth are called the
capture coefficients. In general one assumes cn and cp of the same order of magnitude
(cn ∼= cp ≡ c) and the expression for the generation simplifies to
G =
Ndcni
2 cosh
(
Et−Ei
kBT
) , (6.6)
where Et is the energy level of the defect. It is seen from Eq.(6.6) that only defect
levels with energies within few times kBT ∼= 25meV (at T = 300K) from the
intrinsic Fermi level Ei play a significant role in the generation process in the space
charge region.
In the presence of a high leakage current the approximation of neglecting free
carriers is not valid anymore. Hence to establish the occupation of the traps in
the space charge region one has to refer to the general formulation presented in
Eq.(5.13). In the presence of multiple energy levels each level contributes separately
and the total recombination-generation rate is given by U =
∑N
i=1 U(E
i
t), where N
is the total number of distinct trap levels in the forbidden bandgap.
6.3 Position sensitive devices
Silicon detectors are widely used in high-energy physics experiments for high-pre-
cision position measurements. The advanced technology in the fabrication of these
structures and their intrinsic properties discussed in Chapter 5 make them a good
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candidate for this purpose. The technology itself has gained a lot from the great
efforts made in the field of silicon processing for electronics and nowadays allows
a high segmentation for finer tracking. In these devices the basic structure is the
p-n junction operated in reverse bias. Depending on the application they can be
prepared in different geometries. In the following will be described the relevant
geometries used in this thesis.
Pad detectors The single pad detector is a simple planar p-n junction structure.
The junction consists of a highly doped shallow p+ region (O(1µm)) on a very low-
doped n substrate and a backside of a highly doped shallow n+ layer. While the
strong doping of the p+ region gives a space charge region extending through all the
n-type substrate, the n+ region allows a good ohmic contact (see Fig. 6.5 (left)).
In the case of DC coupled readout the highly doped p+ region is directly connected
to its metallic contact and to the readout amplifier. Typical dimensions of the pad
detector surface are 1× 1 cm2 and the thickness is a few hundreds of µm. The full
depletion voltage V padfd of a pad detector is given by Eq.(5.35). This type of device
cannot be used for precise particle positioning. For this purpose microstrip detectors
are used.
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Figure 6.5: (Left) Top view and cross-section (along the dashed line) of a pad de-
tector. In the drawing, the p+ pad is DC coupled to the readout electronics via a
thin aluminum layer. (Right) Top view and cross-section (along the dashed line)
of a strip detector. The strips are AC coupled to the readout electronics by a thin
insulating silicon dioxide layer between the strip and the aluminum layer.
Microstrip detectors Microstrip detector geometry is based on an array of reg-
ularly arranged parallel p-n junctions. Parallel strips of p+ implants replace the
planar p+ implantation on a low doped n substrate of a pad detector. Typically
their width is of the order of a few tens of µm and the distance between two strips
less than 100µm. The pitch is defined as the distance between the center of two
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adjacent strips. Each of these strips can be connected to a separate read-out chan-
nel. This geometry has been developed to measure the position of single particles
traversing the detector.
The basic working principle is the following: a particle crossing the detector sensi-
tive volume generates free electron-hole pairs (see Section 6.1). These charge carriers
are collected by the corresponding strip (see Fig. 6.5 (right)) and this signal is fed
to a read-out channel associated to the strip. In order to collect charge generated
in the whole n-type region the electric field must be non zero everywhere in the
detector bulk. This is achieved by operating the detector in the overdepleted mode,
i.e. by applying a reverse bias voltage Vb > Vfd.
Microstrip detectors are frequently AC coupled. The advantage is that the leakage
current of single junctions associated with each strip is not directly fed into the
amplifier. As the leakage current for each single junction can be different large
pedestal variation might appear in a DC coupling scheme. Furthermore, if the
leakage current grows a lot during operation, it can lead to a saturation of the
electronics. In AC coupling a capacitor is introduced between the p+ strip and the
metallisation that is in direct contact with the readout electronics. In all detectors
considered in this work, this capacitor is given by an insulating layer of silicon
dioxide underneath the strip metallisation (see Fig. 6.5 (right)). The biasing of the
strips is done by a biasing ring set at a fixed potential connected to the strips by a
resistor. This resistor is only shown for the leftmost strip in Fig. 6.5 (right).
As a consequence of the finite pitch p and strip width w of a microstrip detector,
the electric field appearing under reverse bias changes from the one of pad detectors.
In fact the equipotential lines encircle the strips and become parallel to the surface
only at a depth of about the pitch p. Hence with respect to the planar geometry,
for a given thickness d, the full depletion voltage increases to [68]
Vfd = V
pad
fd
[
1 + 2
p
d
f
(
w
p
)]
, (6.7)
where V padfd is the full depletion voltage for a pad detector with equal resistivity and
f is an empirical function whose behaviour is shown in Fig. 6.6.
where  if the full depletion voltage for a pad detector with equal resistivity and  is an 
empirical function whose behaviour is shown in the Figure 9 
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The charge generated in silicon detectors by impinging radiation drifts due to the 
electric field, inducing mirror charge on the electrodes. The evolution of signal can be 
measured by adequate electronics. The theoretical computation of this signal is not trivial 
especially in cases like the microstrip detector where the charge generated is collected by 
a system of multi-electrodes. For this purpose one has to use the Gauss identity for 
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identity is: 
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the multi-electrode system. 
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Figure 6.6: Behaviour of the empirical function f(w/p) [68].
The full depletion voltage in a silicon detector is dominated by the value of the
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space charge density (Vfd ∝ |Neff |1). With defects introduced by radiation, the
value of Neff changes, changing Vfd. In the depleted region of the detector Neff
reads
Neff = N
S
D−A +
∑
EDt
NDt(1− ft(EDt ))−
∑
EAt
NAtft(E
A
t ) + (p− n)G, (6.8)
where
∑
EDt
NDt(1− ft) is the fraction of empty deep donors and
∑
EAt
NAtft is the
fraction of occupied deep acceptors, NSD−A is the contribution due to all the shallow
levels and ft is the occupation probability given by
ft ≡ v
n
thσnn+ v
p
thσpp
vnthσn
[
n+ ni exp
(
Et−Ei
kBT
)]
+ vpthσp
[
p+ pi exp
(
Ei−Et
kBT
)] . (6.9)
The last term in Eq.(6.8) is given by the density of free carriers present in the
depleted area due to diffusion from the non depleted area and, especially for highly
irradiated detectors, due to their generation rate from deep levels.
A lot of studies have been done in the past to generate an empirical model for
the evolution of Neff after irradiation [66]. It has been proved that right after the
irradiation the change of depletion with the dose for an initially n-type material
is first dominated by an apparent donor removal (decrease of Vfd) leading to an
inversion of type of material, after which Neff starts to increase proportionally with
the fluence [69]. This can lead to very high bias needed to fully deplete highly
irradiated silicon detectors. As material type inversion has occurred, a structure
which was originally p+-n-n+ will turn to a p+-p-n+ structure with the junction at
the originally ohmic contact. The depletion voltage as a function of the absorbed
fluence of silicon detectors is shown in Fig. 6.7.
Given the fact that in the bulk defects can also migrate and combine among
themselves, Neff undergoes further changes at the end of the irradiation. The
devices experience first a period in which Neff is reduced, called annealing and
then, a reversal of this effect resulting in a further increase in Neff , called reverse
annealing. A more detailed description of the phenomena taking place is given
in [70]. Most of these studies have been based on Capacitance-Voltage measurements
with diode structures [71], assuming a uniform Neff in the bulk. This has been
partially contradicted by recent experiments where it has been shown that although
a junction appears on the back side, the profile of Neff decreases with distance
from the backside and inverts its sign towards the original junction side, generating
another junction that is smaller than the one on the backside. The explanation of
this feature is found in [72].
In a non irradiated overdepleted detector almost all electron-hole pairs generated
by ionizing radiation are collected at the readout electrodes. This is not anymore
the case for detectors which have absorbed a high dose of radiation. The deep
levels induced by radiation trap the free carriers generated by ionizing radiation
reducing the collection of the charge at the readout electrodes. This phenomenon
1For the case of an asymmtric p+-n junction the full depletion voltage is given by Eq.(5.35).
The more general relation is obtained by substituting ND with Neff in Eq.(5.35).
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Figure 6.7: Change in the depletion voltage with respect to the absolute effective
doping concentration, measured right after the irradiation [69].
can be described analytically in a simple case. One considers a track laying along an
electric field line - as is shown in Fig.6.5 (left) - in a depleted pad detector. With the
approximation of a uniform electric field and a uniform charge generation of charge
along the track axis, the charge collection efficiency ǫ (CCE) is given by [59]
ǫ =
2δ
t
(
1− δ
t
[
1− exp
{
− t
δ
}])
, (6.10)
where δ is the average drift length and t is the detector thickness. The average drift
length for electrons and holes is related to the trapping time τ by
δn,p = µn,pτn,p E . (6.11)
For the sake of simplicity it was assumed in Eq.(6.10) that δn = δp ≡ δ, i.e. that
that electron and hole drift lengths are the same. The CCE as a function of the
average drift length and the detector thickness is plotted in Fig. 6.8.
In this particular case the CCE drops to 70% as the average drift length reduces
to the detector thickness and rapidly decreases for shorter δ. For the case of traps
with different energy levels in the detector bulk one defines an effective trapping
time τn,pt,eff as
1
τnt,eff
=
1∑
t τ
n
t
= vnth
∑
t
σtnNt(1− ft), (6.12)
1
τ pt,eff
=
1∑
t τ
p
t
= vpth
∑
t
σtpNtft, (6.13)
for electrons and holes respectively, where the defect occupation probability ft is
given by Eq.(6.9) and the index t runs over all trap energy levels in the forbidden
bandgap. The effective trapping times can be parametrised in terms of radiation
fluence as
1
τn,pt
= βn,p(Et, T )Φeq, (6.14)
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Figure 6.8: Charge collection efficiency as a function of the average drift length δ
and the detector thickness t [59].
where βn,p(Et, T ) is the effective electron/hole damage constant and Φeq is the fluence
in 1MeV “neutrons”/cm2.
6.4 Fabrication of planar microstrip detectors
The basic process steps used in the fabrication of silicon microstrip detectors with
standard planar technology are shown in Fig. 6.9. The process starts with oxidation
of polished and thoroughly cleaned silicon wafers at temperatures above 1000◦C.
These wafers are disks with a diameter of 4 inch (∼= 10 cm). Thermal oxidation
can be done in oxygen (dry oxidation: Si + O → SiO2) or in water vapor (wet
oxidation: Si + 2H2O → SiO2 + 2H2) [46]. Often small percentages of HCl or
TCE (trichloroethylene) are added to getter impurities and therefore improve the
bulk properties (higher minority carrier life times). The main effect of the oxidation
is the elimination of surface leakage current, and therefore also called passivation.
Furthermore the oxide layer protects the wafer during the processing and later on
the detector itself from contaminations.
A photoresist is applied on the surface of a wafer. Light is sent on the wafer
through a mask with the desired patterning. When the aerial image interacts with
photoresist, chemical changes are induced in its photosensitive components. When
the exposure is over, the image is captured as a pattern of altered chemicals in the
resist. This chemical pattern is called the latent image. When the resist-coated wafer
is exposed to a developer, the developer chemistry selectively dissolves either the
exposed or the unexposed part of the resist [73]. The windows openend in this way in
the oxide enable the doping of these areas by ion implantation while the oxide masks
the rest of the surface. For the n+ contact phosphorus or arsenic (e.g. As, 30 keV,
5·1015 ions/cm2 [74]) and for the p+ contact boron (e.g. B, 10-15 keV, 5·1014 ions/cm2,
Rp
2∼= 500 A˚ [74]) are used. After implantation the wafers have to be annealed
(e.g. 30min in dry nitrogen at ≈ 600◦C [74]) in order to anneal the radiation damage
in the implanted layers and activate the dopants. The depth of these dopant layers
2projected range
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typically does not exceed ∼ 1µm. Finally metal patterns are generated (typically
aluminum) for good electrical contacts, again using photolithographic techniques.
At this point, the wafer is cut with a diamond saw and the detectors are ready to
be used.
a) -typesilicon wafern
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d) doping by ion implantation
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Figure 6.9: Basic process steps for the fabrication of an ion implanted planar p+-n-
n+ detector [74].
6.5 Signal generation
The free charge carriers generated in silicon detectors by impinging radiation drift
due to the electric field, inducing mirror charge on the electrodes. The evolution
of signal can be measured by adequate electronics. The theoretical computation of
this signal is not trivial especially in cases like microstrip detectors where the charge
generated is collected by a system of multi-electrodes. For this purpose one has to
use Green’s reciprocal theorem. It states that a system of charges qi and potentials
Vi, i = 1, . . . , n in a system of conductors are correlated to another set of charges q
′
i
and potentials V ′i in the same system of conductors by the relation
n∑
i=1
q′iVi =
n∑
i=1
qiV
′
i . (6.15)
For the case of a network of four electrodes in the vacuum, consisting of strips and
the backplane modeling a silicon detector s, sl, sr and b respectively (see Table 6.2),
and a point-like charge q that can itself be considered as a small electrode positioned
where the charge is, it is possible to calculate the charge induced on each single
electrode. One set of charges and potentials is usually given by the situation where
the induced charges are to be determined (Set 1 in Table 6.2). In the simplest case,
the positive charge q is positioned at a point P near the strip s. All electrodes
are “grounded”, which means in this context grounded with respect to signals. In
practice, the signals Ql,r,b are obtained using low impedance amplifiers. The other
set (set 2 in Table 6.2) of charges and potentials is chosen for convenience so that
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Set 1
Charge Potential Location
q Vp point of positive charge
Qind Vs = 0 signal strip s
Ql Vl = 0 left adjacent strip sl
Qr Vr = 0 right adjacent strip sr
Qb Vb = 0 detector backplane b
Set 2
Charge Potential Location
q′ V ′p point P
Q′ind V
′
s signal strip s
Q′l V
′
l = 0 left adjacent strip sl
Q′r V
′
r = 0 right adjacent strip sr
Q′b V
′
b = 0 detector backplane b
Table 6.2: Both charge and potential sets of the electrode network.
all electrodes are at zero potential except the original electrode. Green’s reciprocal
theorem yields
Qind = −
V ′p
V ′s
q ≡ −qVw, (6.16)
where Vw is the weighting potential and is a measure of the electrostatic coupling in
the electrodes network. Its computation is obtained solving the Laplace equation in
space and deriving the boundary conditions from its definition
Vw|i= V
′
i
V ′s
=
{
1 i = s
0 i 6= s i = p, s, l, r, b. (6.17)
This shows that the induced charge on an electrode is obtained if one determines the
potential at the location of the charge q applying unity potential at the electrode
in question and leaving all other electrodes grounded. The current induced on the
electrode s is obtained deriving Qind with respect to time
Iind =
dQind
dt
= −qdVw
dt
⇒ Iind = −q(∇Vw) · (dr
dt
) = −q(∇Vw) · v, (6.18)
where r is the position vector of the charge q and v is its velocity. This result is
known as Ramo’s theorem [75, 76]. Generally, one refers to −∇Vw as the weighting
field Ew.
So far the case of a system of electrodes in the vacuum has been considered.
Nevertheless a silicon radiation detector is composed of a collection of electrodes
surrounding a dielectric and, when operated, presents a fixed space charge. As has
been demonstrated [77] the dielectric properties and the fixed space charge do not
change the charge induced on the electrodes and Eq.(6.16) still holds. Further-
more, in a silicon crystal in presence of an electric field the motion law is given by
Eq.(5.16), where the velocity depends linearly on the electric field. Hence, in silicon
detectors, where the readout electrodes are connected to low impedance amplifiers,
the evaluation of their output current at a given electrode requires:
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- the knowledge of the initial distribution of electrons and holes generated by
the ionising radiation;
- the evaluation of the law of motion for the free carriers in the electric field
generated by electrodes biasing and the space charge;
- the evaluation of the contribution of every generated charge in motion through
the weighting field Ew.
If one is interested only in the total induced charge and not in the waveforms for
the single generated charge, one obtains from Eq.(6.17)
Qind =
∫
Iind dt = −q
∫ r2
r1
∇Vw · dr = q(Vw(r1)− Vw(r2)). (6.19)
The induced charge is simply given by the difference in the weighting potentials
between any two positions r1 and r2 of the moving charge. As an illustration, the
weighting potential calculated for a microstrip detector with a thickness of 300µm,
a pitch of 66µm and a strip width of 20µm is shown in Fig. 6.10.
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Figure 6.10: Weighting potential in a microstrip detector calculated for a pitch of
66µm and a strip width of 20µm.
6.6 Signal processing
As has been described in Section 6.1, the mean charge created in a 300µm thick
silicon detector is 24’000 electrons, corresponding to a charge of 3.8 fC. This charge
is too small to be recorded in some way as such. This signal needs to be amplified
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and shaped before recording it. The typical readout chain starting from the signal
induced in a semiconductor detector consists of a preamplifier connected to the
detector output, a main amplifier which amplifies and shapes the output signal of
the preamplifier and some additional electronic circuits to further handle the signal
before finally recording it on disk.
The basic function of a preamplifier is to amplify weak signals from a detector and
to drive them through the cable that connects the preamplifier with the rest of the
equipment. At the same time, it must add the least amount of noise possible. Since
the input signal at the preamplifier is generally weak, preamplifiers are normally
mounted as close as possible to the detector so as to minimize cable length. If the
input capacitance varies during operation, which is the case of silicon detectors whose
intrinsic capacitance varies with temperature, the charge-sensitive preamplifier is the
best choice. Schematics of the basic design for this type of amplifier are shown in
Fig. 6.5 (right). The basic idea is to integrate the charge carried by the incoming
pulse on the capacitor Cf . The output voltage Vout is proportional to [56]
Vout ∼= −Qin
Cf
, (6.20)
where Qin is the input charge, i.e. the charge signal produced in the detector. The
output signal is thus insensitive to variations in the input capacitance Cin. Before
a new signal can be processed (this corresponds to charging again the input capac-
itance with a new input charge Qin), the integrated charge of the previous event
on the feedback capacitor must be removed. The simplest method for this reset
is a discharge through a feedback resistor Rf (also shown in Fig. 6.5 (right)) in
parallel to the feedback capacitance Cf . Thus the feedback capacitor is discharged
exponentially in time with a time constant τreset = CfRf .
The signal-to-noise ratio is a key design specification of detectors since with an
electronic noise level reaching the signal level no reliable operation is possible any
more. Sources of noise are the detector capacitance, the leakage current and the noise
generated in the readout electronics. The detector leakage current is considered in
deeper detail in the following.
6.7 Noise sources
The term noise refers to spontaneous fluctuations in the current passing through,
or the voltage developed across, semiconductor bulk materials or devices. Observed
noise is generally classified into thermal noise, flicker noise and shot noise. Thermal
noise occurs in any conductor or semiconductor and is caused by the random motion
of the current carriers. It is independent of frequency. Flicker noise is important
at low frequencies and its origin is not unique and may be due to widely differing
mechanisms for different types of electronic components. Shot noise constitutes the
major noise source in a reverse biased semiconductor detector. It is independent
of frequency at low and intermediate frequencies. At higher frequencies the shot
noise spectrum becomes frequency-dependent. This noise is a consequence of the
discrete nature of electric charge and represents the statistical fluctuations δN in
the number of charge carriers making up a charge Q = eN . Such fluctuations are
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expected for charge carriers generated by trapping centers with energy levels laying
in the silicon bandgap. For a more detailed discussion, the reader is referred to [46]
and the references therein. The detector leakage current is a source of noise and
must therefore be kept as low as possible. This current has mainly two components.
The bulk leakage current and the surface generated leakage current.
6.7.1 Bulk generated current
In the first case, charge-carriers are generated by defects and impurities in the sil-
icon lattice and their energy levels lay within the forbidden energy bandgap. For
a fully depleted detector, this current is modeled by Eq.(5.32) and its temperature
dependence is given by Eq.(5.34). This current is due to minority carriers diffusing
in the space charge region (SCR) from undepleted regions and thermally generated
carriers in the SCR [46]. For non irradiated silicon detectors, the leakage current
per volume unit is of the order of 100 nA/cm3. In irradiated detectors the ther-
mally generated current strongly dominates and increases rapidly with irradiation
due especially to charge-carriers originating from deep levels. Assuming a uniform
recombination-generation rate Ut for each trap in the SCR the resulting leakage
current density will be
j = ed
∑
Et
Ut(Et), (6.21)
where d is the thickness of the SCR. From this expression one can get also a feeling
for how the current decreases rapidly with decreasing reducing the temperature,
given that from Eq.(6.6) all the terms, except Nd, depend on the temperature, with
σe,h ∝ T−m with m = 0÷ 2 [78].
It has been found that the leakage current increases linearly with the irradiation
dose through the relation
j(Φeq)− j(Φ = 0)
d
= α(t, Ta)Φeq (6.22)
where α(t, Ta) is the current related damage rate. This parameter with value of
∼ 10−17A/cm has been widely studied and its behaviour with respect to annealing
temperature and time is found for example in [79].
6.7.2 Surface generated current
The second component, the surface generated current can be subdivided into two
subcategories.
It was mentioned in Section 6.3 that a thin silicon dioxide layer insulates the
p+ implantation of the strips from the aluminum layer. The interface between
silicon and oxide is characterised by high mechanical stress and high defect densities.
Various defects at the interface have levels in the silicon band gap and act as charge
carrier generation centres. As soon as the silicon surface gets depleted, the generated
carriers drift along the electric field lines and contribute to the reverse current of a
nearby strip. This interface generation current depends on manufacturing processes
of the device as well as on the particular detector design [80]. This current has not
been studied separately in this thesis.
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The second subcategory is the current generated at the detector cut edge (see also
Section 6.4 for more details about detector processing). This cut surface contains a
high density of lattice defects, dangling bonds3 and disordered regions. A significant
fraction of these defects are electrically active, i.e. produce energy levels in the
silicon forbidden gap. The impact of these defects located at the cut surface on the
operation of a silicon detector is explained in two simplified extreme cases.
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Figure 6.11: Edge breakdown mechanisms of a large-area diode detector. The break-
down is due to the undefined potential at the outer surface of the silicon dioxide.
(Left) The situation is shown that the surface potential drops fast towards bulk po-
tential. Due to the positive oxide charge, an electron-accumulation layer forms below
the oxide and the full bias voltage Vb drops over a short distance next to the edge of
the diode. Avalanche breakdown is likely to occur in this region. (Right) The surface
potential is assumed to remain at diode potential almost all the way to the cutting
edge. A very large reverse-bias current is generated due to crystal defects near the
cutting edge inside the space-charge region [51].
For simplicity, the case of a simple large-area diode is considered and its biasing
scheme is shown in Fig. 6.11. If the voltage at the oxide surface drops to bulk
potential close to the diode edge, an electron-accumulation layer is present at the
Si-SiO2 interface (see Fig. 6.11 (left)) and the bulk below the oxide will not be
depleted except for a small distance next to the diode edges. The depleted region is
schematically shown by dashed lines. The complete bias voltage will drop over this
short region and the corresponding high electric field will cause avalanche breakdown
of the detector.
On the other hand, if the oxide surface gets charged up to the diode potential
almost all the way to the cutting edge of the detector, then an inversion layer will
form below the oxide that will essentially enlarge the space-charge region all the way
up to the cutting edge (see Fig. 6.11 (right)). As the crystal is heavily damaged close
to the cutting edge, a huge generation current will be produced at this site. The
generation and recombination rates for a single defect type is given by Eq.(5.13).
3The surface of wafers is characterised by the abrupt termination of the highly periodic lattice
structure. As is characteristic, silicon surface atoms (called Sis) are only partially surrounded by
neighbouring atoms, so there are free valencies left, which are called dangling bonds.
58 6. SILICON RADIATION DETECTORS
The defect types at the cut surface are obviously manifold and their respective
concentrations are unknown. Hence, it is difficult to describe the current generated
at the detector cut edge analytically as was done for the bulk generated current.
After irradiation, it was mentioned that the increase of the interface generated
current can be controlled to some extent with proper fabrication processes. The
situation is different for the current generated at the detector cut surface. This
region contains so many defects introduced by the cut that no significant changes
are expected - as e.g. an increase of the leakage current at the cut surface - even
after a high absorbed radiation dose.
The above considerations make it necessary to include some additional structure
at the detector edge to minimize the flow of current generated at the cut edge into
the sensitive detector volume. Since the structures used in this work make use of
the punch-through mechanism, this is explained first.
Punch-Through For the case of two highly doped p+ implants close to each
other on an n-type substrate with the biasing scheme of Fig.6.12a, the situation
of thermal equilibrium, i.e. Vb = 0V is first considered (see Fig.6.12a). Only a
small region around both p+ implants is depleted of charge carriers. Fixed positive
charges in the oxide layer between both p+ implants are always present. These
create a potential barrier between both implants sketched in Fig.6.12a. Increasing
slightly the biasing voltage to Vb = V1 (typically a few Volts in practice) will only
increase the depletion region around the biased electrode whereas the potential of the
unbiased implant increases by roughly the amount V1 and hence the depletion region
around the unbiased implant remains unchanged (see Fig.6.12b). Any movement
of the holes across the potential barrier is by diffusion only and can reasonably be
assumed to be very low. Increasing further the bias voltage to Vb = V2 > V1 increases
further the potential of the unbiased implant (see Fig.6.12c) and the hole diffusion
current increases due to an effective lowering of the potential barrier. Above a given
bias voltage Vb, the hole diffusion current increases significantly due to a further
lowering of the potential barrier (see Fig.6.12c) and prevents the potential of the
unbiased implant to increase any further. The potential difference between both p+
implants is therefore constant above a given bias voltage value Vb and this difference
is also called the punch-through voltage [51]. In practice, the punch-through voltage
depends on many parameters, such as e.g. the distance between the implants, the
doping and the temperature.
Guard rings An important consideration in detector design is that the electric
field in the whole device should not exceed a certain threshold value, above which
electrical breakdown is likely to occur. For microstrip detectors with p+ implanted
strips on n substrate, the electric field is maximal at the end of the strips. From
above considerations the full bias voltage drop may occur within a small region
next to the detector edge under certain conditions (see Fig. 6.11(left)). In order to
reduce the electric field next to the end of the strips, one may put individually biased
guard rings consisting of p+ implantation covered by an aluminum layer surrounding
the active area of the detector. A simple arrangement of guard rings fulfilling this
requirement is sketched in Fig 6.13. The biasing of individual rings is achieved by
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Figure 6.12: (a) Before application of a bias voltage (Vb = 0V), where the space
charge regions around both p+ implants are separated from each other and no current
is flowing. (b) At the onset of punch-through Vb = V1, where the space-charge
region around the biased p+ implant has grown so as to just touch the other region.
The effective potential barrier between both p+ implants has diminished, but is large
enough to prevent the thermal emission of holes towards the biased implant. (c) At
larger bias voltage Vb = V2, where the space-charge region has grown deeper into the
bulk. Holes generated in the space-charge region and collected at the strip implant are
thermally emitted towards the bias strip. The voltage difference between the unbiased
implant and bias depends on geometry, doping and temperature [51].
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Figure 6.13: Edge breakdown protection structures for detectors with n-type bulk
material. The structures can be built and operated without additional complications,
compared with the unprotected detector [51].
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punch-through biasing as described above. The geometry may be chosen in such a
way as to drop the voltage from ring to ring by a moderate amount of few tens of
volts, thereby ensuring that no breakdown occurs. The advantage of such a kind
of structure is that the potential at the top, Vtop, and the bottom, Vbottom, of the
detector edge are nearly the same and therefore almost no current is generated at
the cut edge. Such a structure is often referred as a voltage terminating structure.
7 Preliminary Studies on Planar
Edgeless Silicon Detectors
The Roman Pot detectors for the TOTEM experiment aim at full sensitivity within
<100µm from the detector mechanical edge. One also says these detectors have
to be almost edgeless. Silicon microstrip detectors have a high spatial resolution
(O(20µm)), a fast time response (O(10 ns)) and their compact size is compatible
with the space requirements set by the dimensions of the pot. The silicon microstrip
detectors described in Chapter 6 have been used successfully in past high-energy
physics experiments. These detectors have a typical dead region of ∼ 500µm at the
detector edge occupied by a voltage terminating structure. Thus the structure at
the edge of these standard planar microstrip detectors must be modified to fulfill
the requirements of the Roman Pot detectors. Various approaches have been in-
vestigated within the TOTEM collaboration to reduce detector dead edge volume.
They are:
- Planar detectors with cut-through edge operated at cryogenic temperature;
- Full 3 dimensional detectors;
- Planar/3 dimensional detectors;
- Planar detectors with a current terminating structure.
The three first approaches are described briefly, while the last one is treated exten-
sively in the following Chapters.
7.1 Various approaches of edgeless silicon detec-
tors
Detectors with cut-through edge A possible way to reduce the dead volume
of a planar silicon detector fabricated with standard planar technology consists in
cutting the detector through its sensitive area.
Investigations of this “cut-through” approach have shown that the detector leak-
age current is not stable in time and reduces with time if the detector is stored
at ambient conditions [81]. Also, the leakage current depends on the technique
used for cutting, on a possible subsequent chemical treatment, and from which side
of the wafer the cut was made (the current is lower when the cut is made from
the nonsensitive Ohmic side of the detector). The leakage current is too high for
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Figure 7.1: Enlarged picture the microstrip detector. The cut (bottom of the picture)
has been done through the strips. The scale is given by the pitch of 50µm [18].
standard operation and needs to be reduced by some other means. The high and
unstable leakage current which also depends on the cut procedure can be drastically
reduced by operating the detector at low temperatures. Under these conditions, an
acceptable signal-to-noise ratio can be achieved.
A successful test of the cut-through detectors has been performed at 110K. Scrib-
ing the backplane of the detector with a laser beam and then bending it to crack
produced a clean edge perpendicular to the strips. No further treatment was applied
to the cut edge (see Fig. 7.1). The measurement of the efficiency up to the edge
of the silicon sensor has been performed in a high energy beam and the results are
presented in [82].
Three dimensional detectors Contrary to the standard planar silicon detector
design, where the p+ and n+ implants reach at most few µm in the silicon bulk,
in the “3 dimensional” (also called pure 3 dimensional) design, the implants of
the electrodes are processed inside the bulk of the silicon wafer instead of being
implanted on its surface. Figure 7.2 sketches the main features of such a detector
design.
The consequences of this approach are manifold: collection distance of generated
electron-hole pairs as short as 50µm or less while using the full charge generated
by the traversing particle in a thick substrate; a factor 10 faster pulse speed, due to
the shorter drift distances; increased radiation tolerance due to the shortened drift
distances and a still moderate full depletion voltage. Tests performed so far on 3D
detectors demonstrate that these devices can track minimum ionizing particles with
high efficiency (98%) at ≤ 10µm from their mechanical edge [18].
Planar/3 dimensional detectors In “planar/3 dimensional” devices (planar mi-
crostrips and 3 dimensional active edges), the free edges of a planar detector are
deep-etched and n+ dopant is diffused in. Then a final dicing etch instead of sawing
(as in standard planar structures) separates the detectors. In this way the edges of
the sensor become an extension of the backside n+ electrode to the front side, as
shown schematically in Fig. 7.3.
In this configuration the electric field lines do not need to be kept far from the edge
to avoid high leakage current generated at the cut surface flowing into the active
region but will be controlled by what is now an active electrode. The advantages of
this approach with respect to standard planar microstrip detectors are the following:
the surface leakage current is suppressed; the dead area which would be otherwise
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Figure 7.2: Sketch of a 3 dimensional detector where the p+ and n+ electrodes are
processed inside the silicon bulk. The edges are trench electrodes (active edges) and
surround the sides of the 3D device making the active volume sensitive to a few µm
from the physical edge [83].
needed for guard rings and to control the bulge of the electric field in planar detectors
is reduced to no more than a few microns. The disadvantages compared to pure 3
dimensional devices are the loss of speed and radiation tolerance.
Figure 7.3: Schematic representation of a planar/3 dimensional device (planar mi-
crostrips and 3 dimensional active edges). In this configuration the free edges of the
detector are deep-etched and an n+ dopant diffused in, while the strips are made of
p+ implants as for standard microstrip detectors. Then a final dicing etch separates
the sensors [84].
While the two first approaches present attractive features, neither of them is
planned to be used for the Roman Pot detectors. The drawback of the cut-through
approach is the operational temperature which would add complications to the de-
sign of the detector assembly in the pot, whereas in the case of the pure 3 dimensional
approach, it has not been possible to date (2005) to manufacture reliably detectors
with the geometrical dimensions required for the Roman Pot detectors. However,
the pure 3 dimensional detectors may be used at a later stage of the experiment due
to their outstanding radiation hardness properties.
It is foreseen to use planar/3 dimensional detectors for the TOTEM experiment.
The TOTEM collaboration has also decided to develop cost effective edgeless de-
tectors, which can be produced basing on standard planar fabrication technology.
The research and development period of these devices was kept as short as possible
in order to comply with the time schedule set by the TOTEM experiment. In or-
der to facilitate the integration of the detector assembly in the Roman Pot, it was
aimed at developing sensors which could be operated at temperatures close to room
temperature.
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7.2 Concept of the current terminating structure
As mentioned before, standard planar detectors contain a voltage terminating struc-
ture which smoothly reduces the potential from the highly biased detector sensitive
area to the potential of the back ohmic contact. The detector chip cut does not
contribute to the detector leakage current as there is no potential drop across this
cut.
The conceptual idea of this new approach is to allow the full detector bias to
be applied across the detector chip cut, and to collect the resulting current on an
implanted ring, called current terminating ring (CTR), which surrounds the active
area, and collects the major part of the resulting current generated at the cut surface
(see Fig. 7.4). A ring placed between the CTR and the strips, called clean-up ring
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Figure 7.4: Cross-section of a planar edgeless silicon microstrip detector with a cur-
rent terminating structure in the plane parallel to the strips. In the drawing are also
shown the characteristic widths of the current terminating structure, i.e. the width
of the current terminating ring l1 and the distance between the current terminating
ring and the clean-up ring l2. These parameters have values in the range 10÷60µm.
(CR), is biased at the same potential as the CTR. Separating the CTR from the
CR strongly reduces the influence of the current generated at the detector cut edge
on the active area of the detector. The strips are biased by means of punch-through
mechanism by applying the same potential to the biasing ring (BR) as to the two
other rings1.
In contrast to standard planar detectors, in which the voltage is terminated, this
new structure terminates the current (i.e. prevents the current generated at the cut
surface from flowing into the sensitive detector volume) and such a structure at the
detector edge is therefore called a current terminating structure (CTS) [18],[85],[86].
This qualitative description is confirmed by measurements presented in Section 7.4.2.
1It was mentioned in Section 6.3 that the biasing of microstrip detectors is done using a biasing
ring connected to the strips by a resistor, usually made of high resistive polysilicon. The drawback
of this approach is that it requires additional steps in the processing of the detectors. This can
be overcome by making use of the punch-through mechanism. One relies on the fact that two
nearby diodes (a strip and the biasing ring) will only withstand a difference of a few volts before
a current starts flowing between them through the bulk. The implanted part of the readout strips
will therefore stay at a potential slightly more positive than the bias electrode [87].
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Figure 7.5: Portion of the potential distribution calculated for a 1000µm large sam-
ple (along direction x) and 300µm thick (direction y) with constant (left) and linear
(right) electric field at the edges which are at x = 0 [18]. In both cases the cur-
rent terminating structure is on the front side (y = 0) and starts at the edge with
l1 = 10µm and l2 = 20µm where l1, and l2 are defined in Fig. 7.4.
Electric field at the edge of the detector This new detector development
started by modeling the potential distribution in the detector, using different bound-
ary conditions at the cut edge. It was considered that the chip cut surface contains
a high density of lattice defects, dangling bonds and disordered regions. As it is
known, a significant fraction of these defects are electrically active, i.e. produces
energy levels in the silicon forbidden gap. Given the wide variety of the defects,
their energy levels can be considered almost continuously distributed between the
valence and conduction bands. Their high concentration is responsible for a high
conductivity of the cut surface producing an effective screening of the electric field
in the layers adjacent to the chip cut. On the other hand in the presence of an
oxidising atmosphere a naturally grown layer of SiO2 appears on the cut surface
reducing its conductivity. All this makes the prediction of the properties of the cut
surface difficult, therefore two possibilities for the surface boundary conditions were
considered to simulate the potential distribution in the new detectors:
- highly conductive surface of the cut;
- nonconductive surface with low concentration of lattice defects and the reverse
biased junction on the front side.
This leads to two types of boundary conditions to apply along the cut to solve the
2D Poisson equation for the detector bulk: a linearly and quadratically distributed
potential with their maximal value equal to the applied bias voltage.
The numerical calculations of the potential distribution have been done over a
section of a p+-n-n+ pad detector with the sensitive area limited by the CTR at
the cut edge and then the CR as shown in Fig. 7.4. The bulk resistivity used for
the calculation is 8 kΩ·cm. The potential applied on the back plane is 40V, while
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the two implanted rings are set to ground. The distribution of the equipotential
lines for these two approaches are shown in Fig. 7.5, which illustrates the cases of
conductive surface (left) and of the non-conductive condition over the edge (right).
The presence of the electric field at the cut edge for both cases meets the goal
of developing a sensor with minimal dead edge. In particular, for the case of linear
electric field boundary (Fig. 7.5 (right)) the charge generated at the cut edge drifts
only along the surface and is then collected by the CTR. Moreover, the grounded
CR cleans up the current generated at the cut edge which cannot be collected by
the outer CTR due to diffusion to the detector bulk from the cut.
The briefly overviewed results of the detector simulation show that the detector
configuration with the CTS can be applied for the sensitive edge detectors. Edge
sensitive detectors conceived as in this model are not only promising but also realistic
with respect to detector fabrication with standard planar technology.
7.3 Small size detector prototypes with a CTS
Small size microstrip detector prototypes (1×1 cm2) with a CTS on one edge were
designed and fabricated in a joint effort between CERN and Megaimpulse, a spin-off
company from St. Petersburg.
All silicon wafers used are high resistivity n type FZ2 silicon (> 10 kΩ·cm). The
backplane of the detectors is n+ implanted and the strips are p+ material. The
strips are 20µm wide and AC coupled by means of a silicon oxide layer between the
p+ implants and the metal of the strips. In all these detectors the BR is electrically
connected to the CR. Two different families of detectors were produced, one with
a CTR made of n+ material and one with p+ material. For both families, sets of
Topology l1, µm l2, µm
A 20 10
B 20 20
C 40 10
D 40 20
F 60 20
G 20 10
Table 7.1: The parameters l1 and l2 defined in Fig. 7.4 for the different detector
topologies.
6 detectors with two different pitches (50 and 100µm) and with topologies listed
in Table 7.1 were produced, where l1 and l2 refer to the ring widths of Fig. 7.4 to
study the influence of these parameters on detector performance. The detectors with
strip pitches of 50µm and 100µm have 93 strips and 46 strips respectively. A full
inventory of the produced small size detectors is given in Table 7.2. The layout for
detectors with a 50µm pitch is shown in Fig. 7.6 for two different edge topologies.
In all but the G topology, the strips are separated from the detector edges by two
2Float Zone (FZ) technology allows to produce high purity silicon monocrystals.
7.3. Small size detector prototypes with a CTS 67
(a) (b)
(c) (d)
Figure 7.6: (a) Full layout of a planar edgeless microstrip detector prototype. The
detector dimensions are 1 × 1 cm2. (b) Enlargement the bonding pads (rectangle 1
in the top left drawing) of the detector. The microstrips (20µm wide) are made
wider at the location of the bonding pads to make bonding easier. (c) Enlargement
of the detector sensitive edge (rectangle 2 in the top left drawing) with a special guard
ring structure. Drawing of the A-topology. (d) Drawing of the G-topology. In both
drawings of the sensitive edge the strips are made wider (30µm) to allow the leakage
current measurement of individual strips. All drawings are to scale, which is given
by the strip pitch of 50µm.
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rings, which are made both thinner on one side of the detector (the bottom side in
Fig. 7.6b). Hence only this edge is equipped with a CTS. In the G topology, the
inner ring is interrupted at one edge of the detector (see Fig. 7.6d).
Outer Strip pitch Topology
guard ring
A B C D F G
p+ 50µm 6 6 6 6 6 6
p+ 100µm 6 6 6 6 6 6
n+ 50µm 6 6 6 6 6 6
n+ 100µm 6 6 6 6 6 6
Table 7.2: Inventory of all 1 × 1 cm2 detectors with a CTS. Some samples were
damaged during the fabrication process.
The width of the CTR, i.e. l1 in Fig. 7.4 is determined by the cutting procedure
of the detector from the wafer. This width has been measured with a microscope for
detectors with A, B and C topologies with 50µm pitch and a p+ implanted CTR
and is given in Table 7.3. Enlarged pictures of the sensitive edge of samples 4 and
5 with A topology are shown in Fig 7.7.
Topology
A B C
Sample left (µm) right (µm) left (µm) right (µm) left (µm) right (µm)
1 19±3 22±3 21±3 25±3 44±3 48±3
2 18±3 23±3 20±3 26±3 44±3 48±3
3 22±3 27±3 26±3 27±3 48±3 54±3
4 4±3 8±3 33±3 34±3 55±3 55±3
5 30±3 33±3 35±3 34±3 51±3 54±3
6 30±3 31±3 33±3 32±3 23±3 29±3
Table 7.3: Width of the CTR (l1 in Fig. 7.4) measured with a microscope for detec-
tors with A, B and C topologies. For every sample the measurement was done at the
two corners of the sensitive edge (bottom left and bottom right corner in Fig. 7.6b)
indicated by “left” and “right”.
It is seen from these pictures that the CTR width, l1 in Fig. 7.4, which is deter-
mined by the positioning of the diamond saw with respect to the silicon wafer during
the die cut, varies within 20÷ 30µm for different samples of the same topology.
7.4 Current-voltage measurements
7.4.1 Experimental setup
The probe station used to measure the current-voltage characteristics of the detec-
tors is shown in Fig. 7.8.
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Figure 7.7: Pictures of the sensitive edge of two detectors with A topology and strip
pitch of 50µm. (Left) Sample 4. (Right) Sample 5. The length of the white bar in
both pictures gives an estimate of the width of the CTR. The values are given in
Table 7.3.
needle
detector
guardrings:
CTR and CR
I1
I2
V
(x,y,z)
stage
Figure 7.8: (Left) Probe station used to measure the leakage current of a detector.
The detector lays on an adjustable (x, y, z) stage. The guard rings are connected
mechanically to needles whose position is adjusted with screws. (Right) Sketch of
the biasing scheme.
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The detector under test lays on an adjustable support which can be biased at high
potential. Fine needles are brought in physical contact with the guard rings of the
detector, the precise position of these needles being controlled with an adjustable
screw system. The needles as well as the detector support are connected to a Keith-
ley 6517 picoammeter (voltage range ±1 kV, step 50mV, accuracy 0.15%; current
range 20 pA-2mA, accuracy 0.1%) which supplies bias voltage and measures the
current flowing through individual needles. The probe station is made light tight
during measurements. The picoammeter is connected to a PC via a GPIB bus and
the data are automatically written into an ASCII file on the computer harddisk by
labVIEW software. Parameters such as the bias voltage range and the voltge step
can be set by the user. There is no control on temperature during measurements,
the temperature being the room temperature which may vary between 20 and 25◦C.
It can be assumed that the temperature is constant over a typical data taking period
(∼ 5min).
7.4.2 Measurement results
It has been found out that detector families with a p+ implanted CTR exhibit
significantly different behaviour than the detector family with an n+ implanted
CTR and these families have therefore been studied separately.
Small size detectors with a p+ implanted CTR A matter of concern for
detectors with a CTS is the influence of the current generated at the cut surface on
the detector active region. If even a small part (∼ 1/100) of this current flows into
the sensitive area, i.e. is collected by the detector strips, the resulting noise (i.e. the
AC component of the surface generated leakage current reaching the strips) may be
comparable to or even higher than a typical signal induced by a particle incident to
the detector. This would obviously highly alter detector operation or even make it
impossible.
To study the fraction of the current generated at the surface flowing in the active
region, each detector has been tested in a probe station as described in Section 7.4.
The current-voltage (I-V ) characteristics at room temperature were measured with
the biasing scheme shown in Fig. 7.9.
During measurements, both the CTR and the CR were grounded. In the first
configuration (configuration a), the current was measured from the CTR and in
the second case (configuration b), the current was measured through the CR. The
I-V characteristic dependence measured at room temperature at the CTR for the
different topologies of detectors with 50µm strip pitch is shown in Fig. 7.10.
The current measured at the CTR is strongly dominated by the current generated
at the cut surface of the detector, which is by far larger than the bulk generated
leakage current. The variation of this current for the different topologies does not
seem to be correlated with the changes in their ring structures at the edge, but
seems to be more an effect of the differences that can arise at the surface after the
cut. In any case, given the cutting technique (diamond saw) some variations are
expected.
The current measured at room temperature at the CR for the same samples is
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Figure 7.9: Configurations used for the I-V measurements of the detectors. In
both configurations, the current terminating ring and the biasing ring are grounded.
(a) Measurement of the current flowing through the CTR. (b) Measurement of the
current flowing through the CR.
shown in Fig. 7.11. Since the BR and the CR are electrically connected to each other
this current has two components. On one hand the bulk leakage current3 flowing
to the strips is collected by the CR via punch-through mechanism. On the other
hand a portion of current diffusing from the cut surface is also collected by the CR.
The current on the CR is reduced by up to four orders of magnitude compared to
the current measured through the CTR. This confirms the validity of the current
termination approach: only a very small portion (∼ 1/1000) of leakage current
generated at the cut edge is collected by the CR and practically all the current is
collected by the CTR. Moreover, there seems to be a slight decrease in the current
at the CR for the D and F topologies compared to the A, B and C topologies. This
may be due to the fact that the CR of the former topologies is further away from the
sensor mechanical edge, thus less influenced by the diffusion portion of the current
generated at the cut surface. It should be noted that the current measured at the
CR for detectors with G topology is smaller by an order of magnitude or more. This
may be due to the fact that this ring is interrupted at the sensitive edge and may
pick up less current.
Each I-V curve clearly shows that in the range of 0÷20V the rising slope is higher
than in the following range (20÷60V). The knee of the curves between the two slopes
suggests that the full depletion has been reached. Based on the theoretical model
of Section 6.3, the full depletion voltage of a pad detector with the characteristics
of these detectors is
V padfd =
t2
µnρ2ǫǫ0
=
(3 · 10−2cm)2
1′350 cm
2
Vs
104 V
A
cm · 2 · 12 · 8.85 · 10−14 As
Vcm
= 31.4V, (7.1)
where the effective number of impurities Neff was substituted using Neff =
1
eµnρ
for
n-type bulk material. This depletion voltage for a pad detector has to be multiplied
3Following considerations give an estimate of the bulk generated current for these samples: for a
p+n structure, only the second term in Eq. 5.32 is relevant since pn0 ≫ np0 . Using Dp = kBTe µp =
25mV·480 cm2/(Vs)=120 cm2/s, ND ∼= 4 · 1011 cm−3 and hence pn0 = 4.5 · 108 cm−3 and using
τp ∼= 1ms one finds js ∼= 25nA/cm2, i.e. I is of the order of 20 nA for a 1× 1 cm2 detector.
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Figure 7.10: Current-voltage characteristics measured at the current terminating
ring for all available samples of different topologies (see Table 7.1) with a p+ im-
planted CTR.
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Figure 7.11: Current-voltage characteristics measured at the clean-up ring for all
available samples of different topologies (see Table 7.1). The inset for samples with
A topology shows a bad sample, for which the measured current exceeds the typical
value of 50 nA for a reverse bias of 200V and is therefore plotted on a different
current scale.
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by a factor (see Eq.(6.7))
V stripfd = V
pad
fd
[
1 + 2
p
d
f
(
w
p
)]
= 31.4V
[
1 + 2
50µm
300µm
· 0.2
]
= 33.5V, (7.2)
where the f value was taken from Fig. 6.6. It is difficult to make quantitative com-
parisons between these two values of full depletion voltage since in the theoretical
model only the bulk generated leakage current is considered. It is difficult to disen-
tangle the small fraction of the surface generated current (∼1/1000) from the bulk
generated current shown in Fig. 7.11. Further increase of the current with voltage
can be associated to an increasing diffusion current at the detector cut edge.
The width of the CTR influences strongly the I-V characteristics of the detector.
The inset for the A topology in Fig. 7.11 shows the current measured at the CR for
the sample 4, which is roughly three orders of magnitude larger than for any other
sample. The width of the CTR of this sample is ∼ (5± 3)µm, which seems not to
be sufficient to collect almost all the current generated at the cut surface. Hence the
cutting technique used to separate the detectors from the wafer is a key step in the
detector production process and can influence drastically the working performance
of a CTS detector.
This investigation of I-V characteristics shows that in presence of a biased CTR, a
narrow gap between the chip cut and CR is sufficient to control the leakage current.
Even at room temperature the current at the CR is almost exempted from the
surface generated current. Moreover a further reduction is expected at the strips.
Small size detectors with an n+ implanted CTR The working principle of the
small size detectors with an n+-implanted CTR is not the same as for the detectors
with a p+-implanted CTR. In such detectors, the n+-implanted CTR is left floating
while the CR is grounded and the backplane set at a higher potential Vb. It is
expected that the potential of the CTR adjusts to a value between zero and Vb. It
follows that the potential difference across the cut edge is smaller than for detectors
with a p+-implanted CTR and this reduces the current generated at the cut surface.
The current measured at the CR with the CTR left floating4 for all samples with
100µm strip pitch of A and B topology are shown in Fig. 7.12.
The current values even for moderate reverse bias voltages (∼ 50V) exceed several
tens of µA. Hence, for these samples, almost all the current generated at the cut
surface flows into the sensitive volume, which significantly alters the operation of
such devices. In order to overcome this problem, these detectors may be cooled down
to cryogenic temperatures in order to significantly reduce the current generated at
the cut surface. However, this complicates the design of the detector assembly of
the Roman Pots and therefore these samples were not studied into further detail.
7.5 Current-temperature measurements
In order to study the nature of the bulk current and of the current generated at the
cut surface their behaviour with different temperature was measured for some of the
small size CTS detectors.
4This corresponds to the biasing scheme of Fig. 7.9b without connecting the CTR to the ground.
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Figure 7.12: Current-voltage characteristics measured at the CR for samples with A
and B topologies (see Table 7.1) of detectors with an n+ implanted CTR.
7.5.1 Experimental setup
The setup used to perform current-temperature measurements on a Detector Under
Test (DUT) is shown in Fig. 7.13. This arrangement allows to measure I-V values
of a DUT in the temperature range ∼ 200 ÷ 300K at atmospheric pressure. The
liquid
nitrogen
detector
topicoammeter &
temperature measuring
device
dewar
temperature
sensor
h
T=77K
T=300K
Figure 7.13: Current-temperature measurement setup. (Left) The detector under test
is glued on a PCB equipped with a temperature sensor. The I-V values are measured
with a picoammeter (middle of the picture) and the temperature is monitored with
a temperature controller (bottom of the picture). (Right) During data taking, the
detector under test is inserted into a dewar filled with liquid nitrogen and lays in
nitrogen vapour.
DUT is glued on a printed circuit board (PCB) equipped with a temperature sensor
and the rings through which the current has to be measured are bonded to pads
connected to a Keithley 467 picoammeter (voltage range ±500V, step 10mV, 0.15%
accuracy; current range 20 pA-2mA, 0.2% accuracy) via cables. The picoammeter
is connected to a PC via a GPIB bus. The data are written into an ASCII file by
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labVIEW software. The graphical interface of the software is shown in Fig. 7.14.
Parameters such as bias voltage range and bias voltage step can be set by the user.
During data taking, the PCB is inserted into a dewar filled with liquid nitrogen (see
Fig. 7.13 (right)). Approximately one third of the dewar volume is filled with liquid
nitrogen so that the DUT lays in nitrogen vapour. This atmosphere is almost free
of humidity, since water vapour, which is lighter than nitrogen vapour, escapes the
dewar volume.
A typical temperature versus time dependence of a DUT is plotted in Fig. 7.15.
The temperature first decreases fast from room temperature after insertion of the
DUT into the gaseous nitrogen atmosphere until the DUT stabilises at the tempera-
ture at height h (see Fig. 7.13 (right)). After that, the temperature increases due to
continuous evaporation of liquid nitrogen and stabilizes again at room temperature.
Figure 7.14: Graphical interface of the LabVIEW software used to perform current-
temperature automatized measurements on detectors. An online monitoring of the
measured I-T values allows an easy operation of the setup.
The measurements are started automatically when the detector reaches its lowest
temperature and current-voltage scans are done over a predefined voltage interval
until the detector reaches room temperature. These scans are separated from each
other in time by a ∆t interval which can be set by the user. The typical temperature
interval δt over an I-V scan is 1K. The currents at the CTR and the CR are
measured according to the biasing scheme of Fig. 7.9.
7.5.2 Measurement results
Some of the small size CTS detectors with 50µm pitch and with a p+ implanted CTR
were used for the I-T measurements. The measured current-temperature plots at the
CTR and the CR of samples 2 and 3 with A topology as well as the current measured
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Figure 7.15: Typical time dependence of the temperature close to a detector un-
der test during current-voltage measurements. The measurement of the temperature
started a few minutes after the detector was inserted into the nitrogen vapour. The
current-voltage measurements start automatically when the detector reaches its low-
est temperature (i.e. after ∼ 1.3 h from detector insertion into the dewar in this
case) and stop when the detector temperature reaches again room temperature.
at the current terminating ring of sample 3 with B topology with a constant reverse
bias voltage of 100V are shown in Fig 7.16.
The current flowing through the CTR decreases as a function of the inverse tem-
perature but not exponentially. This may be due to the fact that this current
contains two major components: a generation and an ohmic component. Indeed,
the edge surface contains the traces of chipping made with a diamond saw. As a re-
sult, the surface presents wide disordered regions with dislocations, dangling bonds
and micro cracks that extend into the detector volume for tens of microns. More-
over, once the sample is left in the atmosphere, a thin layer of oxide covers the cut
edge, and the positive charge trapped in the SiO2 will create an electron accumu-
lation layer under the surface. Consequently, the surface with a high concentration
of defects as well as trapped positive charge will produce ohmic-like current which
has a weak temperature dependence. The generation current in the adjacencies of
the cut layer is due to bulk damages and therefore similar to the current caused by
deep (mid-gap) levels in heavily doped semiconductors. This component decreases
with the temperature exponentially (like the bulk current). Hence the current at the
CTR, which has both components, is expected to present a temperature dependence
less pronounced than the bulk current [41].
The current collected by the CR shows an exponential increase with temperature,
a behaviour consistent with current generation via defects with a weighted average
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Figure 7.16: Current-temperature plots of sample 2 and 3 with A topology and sample
3 with B topology measured at the current terminating ring (ICTR) and the clean-up
ring (ICR). The sample with B topology was damaged during the measurement of
the current at the current terminating ring and ICR could not be measured for this
sample. The two current values evidenced by arrows were measured with a different
setup for a sample with B topology located in a cryostat (see Section 7.6). For all
samples the measurements were done at a reverse bias voltage of 100V.
Eact of energy levels close to the middle of the silicon band gap given by
5
Is ∝ T (3+γ/2) exp
(
−Eact
kBT
)
. (7.3)
This activation energy is determined by plotting ln(Is) versus 1/T . It should be
noted that the term T (3+γ/2) has been neglected due to its weak influence on Is. For
the A topology, the activation energy of sample 2 and sample 3 derived from this fit
are found to be 0.51 eV and 0.4 eV respectively. The origin of these levels could be
related to the production technology or with defects generated in the external part
of the sensor by mechanical stress at the cut of the die on one hand and the defects
present in the silicon bulk on the other hand.
The data confirm the basic idea of the CTS and the good decoupling of the bulk
current, which can be reduced with cooling, from the surface current.
7.6 Edge studies of small size CTS detectors
Experimental setup The edge sensitivity of the small size detectors has been
tested with a high energy (O(100GeV)) muon beam in the X5 area at CERN [18, 85].
5The leakage current of a reverse biased diode is given by Eq.(5.34). This equation holds for
the ideal case, for which no defects are present in the silicon crystal. When defects are present
in the crystal, the bandgap energy Eg in Eq.(5.34) has to be replaced by Eact, which lays in the
forbidden bandgap.
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Several samples were used for this test. The detectors were connected to APV25
chips via wire bonding. A description of the APV25 front-end readout chip is found
in Appendix A. A special board was developed to assemble two test detectors (TDs)
and a reference detector (RD) together with the readout electronics. The routing of
the signals was accomplished by 25µm wide copper lines covered by a gold layer. On
this board the detectors were 6 cm away from the APV25 chips to provide sufficient
thermal resistivity to allow temperature differences between detector and electronics
of more than 50K in order to have a wide temperature range for detector operation.
The choice of technology used for the board was the result of an optimisation for the
thermal performance, the cost and the production time. The pictures of the back
and front of the board with the electronics and the detectors are shown in Fig. 7.17.
Detectors with topologies A, B and G were tested. The signals of sensors with
Frontside Back side
Reference
Detector
2 Test Detectors
CMS Hybrid
Figure 7.17: Picture of the board developed for testing the small size CTS detectors
with high energy muons. On the front side the reference detector as well as the
hybrid hosting the APV25 readout chips are visible [18].
G topologies were significantly more noisy than the other tested detectors. Hence
the following discussion is restricted to the sensors with A and B topologies. The
test setup is sketched in Fig. 7.18. The two TDs with a CTS were mounted on a
side of a board next to each other, with the CTS edges facing each other and being
parallel. The detectors were aligned under a microscope and the mechanical distance
between the detectors was measured with a precision better than 10µm. The RD was
mounted on the back side of the board with the strip direction perpendicular to the
ones of the test detectors, i.e. parallel to the sensitive edges of the two TDs. Thus,
due to high spatial resolution of the RD (strip pitch of 50µm and analogue readout),
the insensitive distance between the two TDs could be measured precisely and could
be compared with the mechanical distance enabling a precise determination of the
efficiency drop at the edges of the test detectors.
In order to optimize the common mode noise rejection on the front end electronics,
each detector was coupled to an individual APV25 chip. Each TD had 80 strips
which were all connected to the input channels of an APV25 chip. The remaining
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Figure 7.18: Arrangement of test detectors (TD) of topologies A and B and their
reference detectors with respect to the beam direction (dashed line) [18].
input channels of the APV25 chip were left floating. The board was also equipped
with two couples of thermometers PT100 and heating resistors to implement two
temperature control loops, one at the level of the detector and one at the level of
the electronics.
The boards were also mounted in a cryostat to allow measurements with cooled
detectors. This was an open loop cryostat cooled with liquid nitrogen and based on
the principle of the cold finger, i.e. cooling down via thermal conductivity without
liquid transfer. All the detectors were operated overdepleted with a bias voltage of
120V, while the full depletion was evaluated to be around 30V (see Fig. 7.11). The
measurements were performed at room temperature and at ∼ −4◦C.
The detectors were triggered by a 10× 10 cm2 scintillator, placed 2m away from
the detectors downstream the beam line. The data acquisition system used in this
test was based on a system developed by the CMS silicon tracker group described
in Appendix B.
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Figure 7.19: Hit distribution in the reference detector in coincidence with at least
one of the two test detectors. The dashed lines correspond to the beginning of the
sensitive area of the test detectors. One unit in the x-axis corresponds 50µm, i.e. the
strip pitch of the reference detector [18].
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Results A track was defined by the two reference detectors in coincidence either
with the two left of the two right test detectors. The divergence of the beam was
less than 0.5mrad. Figure 7.19 shows the hit distribution of the reference detector
in coincidence with at least one of the two test detectors with A topology. This
distribution shows the beam profile with the gap between the two test detectors.
The steep fall of the edge distribution already indicates a sensitive edge within one
strip pitch (50µm) of the reference detector. The dashed lines in the plot indicate
the positions of the strip ends (sensitive edge) which are (51 ± 10)µm away from
the mechanical edges of both test detectors.
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Figure 7.20: Signal-to-noise histogram of the two test detectors with B topology [41].
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Figure 7.21: Signal-to-noise of the test detectors with B topology as a function of
the x position as recorded by the reference detector. The dashed lines correspond to
the beginning of the sensitive area of the test detectors [41].
In order to estimate both efficiency and edge sensitivity the behaviour of the signal
and the noise of the test detector was studied. The average strip noise for a detector
with B topology varies between 0.7 and 0.9 ADC counts. The corresponding values
of the signal are 19 counts (TDL(B)) and 15.8 counts (TDR(B)). Figure 7.20 shows
the signal-to-noise distribution for these two test detectors. The efficiency after
requiring a signal-to-noise ratio ≥ 5 is ≥ 99%.
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The detectors were also operated in a cryostat under vacuum at a temperature
of −4◦C. The characteristics of the detectors were unchanged, but the current in
the grounded CTR changed from ∼ 160µA to ∼ 40µA. These values are shown in
Fig. 7.16 and are consistent with measurements done with a different setup on other
detectors.
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Figure 7.22: Signal-to-noise histograms of the test detectors with B topology at the
edge. (Top) right test detector (TDR(B) in Fig. 7.18), x strip positions 74 and 75.
(Bottom) left test detector (TDL(B) in Fig. 7.18), x strip positions 49 and 50 [41].
In addition to the global behaviour of the detector the knowledge of the “local”
behaviour close to the edge is very important for the TOTEM experiment. Therefore
the events on both TDs with B topology were scanned according to the x position
on the RD. Figure 7.21 shows the signal-to-noise ratio of both TDs as a function of
the x position as recorded by the RD.
In particular, the bins at the two edges have been carefully analyzed. Figure 7.22
shows the signal-to-noise ratio of the TDs for the region covered by the two RD
strips at each edge of the TDs. The distributions of the x strip positions 49 and
75, which are 50µm away from the strips end, are well in agreement with the global
detector behaviour. This suggests full efficiency at this position.
However, the signal-to-noise distributions at the edges (x strip positions 50 and
74) show a slight decrease in the pulse height, indicating a loss in efficiency of
10÷ 20%.
Taking this into account and by comparison with the geometry measurement, one
concludes that the strips are more than 80÷90% efficient up to their sensitive edge.
The current terminating structure occupies (51± 5)µm from the mechanical edge.
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Therefore the observed steep efficiency rise (< 10% at x = 0µm and > 90% at
x = 51 ± 5µm, where x = 0µm corresponds to the mechanical edge of the sensor)
meets the requirements of Roman Pot detectors in terms of its edge sensitivity and
also general performance.
7.7 Irradiation tests
In the last years, the radiation hardness of silicon detectors has been widely studied
and confirmed by several experimental results [88]. Operated at high voltages6, they
have shown good radiation hardness to fluences up to few 1014 1MeV neutrons/cm2
and will be employed in all the inner trackers the LHC experiments. For detectors
with CTS, the remaining question is whether the decoupling of the current generated
at the cut surface from the bulk generated current still works after the bulk inversion
appearing in silicon after a fluence of ∼ 1013 1MeV neutrons/cm2 (see Section 6.3).
The irradiation has been performed at the nuclear reactor TRIGA in Ljubljana
with 1MeV neutrons on small size detectors with a p+-implanted CTR of different
topologies. The fluence applied ranged between 1013 and 2·1014 neutrons/cm2, which
is twice the radiation the Roman Pot detectors have to withstand (see Section 4.3).
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Figure 7.23: Current voltage characteristics of the bulk (left) and surface (right)
currents for different radiation levels [41].
The samples were electrically characterised after irradiation in the same way as
the non-irradiated detectors. These tests have been done at room temperature. The
current voltage characteristics for the surface and the bulk are shown for different
fluences in Fig. 7.23.
No increase of the surface current has occured after irradiation. The surface
currents at a bias of 200V for several fluences are plotted in Fig. 7.24. The slight
improvement observed after the irradiations may be due to the O3-rich environment
6It is seen from Eqs.(6.11) and (6.14) that the average drift length of charge-carriers is inversely
proportional to the fluence. As a consequence the CCE decreases with increasing absorbed dose.
For a given absorbed dose the average drift length and hence the CCE can be increased by increasing
the electric field in the active region of the detector. This is achieved by increasing the reverse bias
voltage.
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in the irradiation facility. The ozone might have further passivated the surface by
reducing the defects responsible for the generation of the current.
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Figure 7.24: Maximum current flowing at the cut surface for a bias of 200V with a
progressive radiation dose [41].
As expected, the bulk current increases with the fluence. The full depletion voltage
Vfd as a function of the fluence (Fig. 7.25 (left)) was determined as the point fulfilling
the condition [89]
d2I
dV 2
(Vfd) = 0. (7.4)
The measurements were done in a voltage range of 0 ÷ 200V. The values of the
current I per depleted volume V increase linearly with the fluence Φ (Fig. 7.25
(right)) following7
I
V = α · Φ. (7.5)
The damage rate α of 5.5·10−17Acm−1 is compatible with previous experiments on
irradiated pad detectors [70].
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Figure 7.25: Full depletion voltage (left) and corresponding bulk current (right) per
unit volume at different radiation fluences [41].
7By factorizing the volume V = At, where A is the detector cross-section and t its thickness,
Eq.(7.5) turns into Eq.(6.22) by making the substitution I/A = j.
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The tests on the leakage currents and the full depletion voltage have not shown
any unexpected anomaly in the behaviour of the bulk current with radiation and
suggest that even after irradiation no coupling of surface and bulk current appears.
8 Final Size CTS Detectors
It has been shown in Chapter 7 that CTS detectors have a detection efficiency
> 90% at (50± 10)µm from their mechanical edge, yielding a proof of principle of
this approach to significantly reduce the dead volume near the detector edge with
respect to standard planar silicon detectors. Following this result, the edge efficiency
of CTS sensors integrated to a complete readout chain consisiting of front-end elec-
tronics and a data acquisition system was studied in a fixed target experiment. The
performance of this system was then investigated under conditions close to the ones
expected at the LHC.
8.1 Final size prototype layout
Based on experience gathered from the small size detectors, final size detector pro-
totypes were developed at CERN and manufactured in St-Petersburg. The detector
layout is shown in Fig. 8.1a. Due to the specifications of the Roman Pot detectors
(see Section 4.3) only the detector edge next to the beam needs to be sensitive (the
bottom edge in Fig. 8.1a). For this reason, a CTS consisting of a CTR and a CR
with the geometry shown in Fig. 8.1b is present only at one edge of the detector.
On all five other detector edges, these rings are surrounded by voltage terminating
rings. When reverse biasing the detector, the contribution of these edges to the
current collected in the CTR is highly suppressed by the voltage terminating struc-
ture. This is an improvement with respect to the layout of the small size detectors,
where the CTR picked up the current generated on the four detector edges. The
orientation of the strips is chosen so that for two detectors joined back-to-back to
form a pair, the strips of one plane are orthogonal to the opposite ones.
In order to reduce the current generated at the cut surface at a given reverse bias
voltage Vb (V = 0 at the CTR and V = Vb at the backplane), a gap, Lgap in Fig. 8.2,
was introduced between the CTR and the detector edge. It is expected that a part
of the reverse bias voltage is dropped between the CTR and the top of the sensitive
edge, Vcorner
1 in Fig. 8.2, thus reducing the amount of free charge carriers generated
at the cut surface and collected by the electrodes2.
A set of 16 detectors, 4 wafers containing 4 detectors each, was processed on
300µm thick, high resistivity (ρ ≥ 10 kΩ·cm) n-type FZ silicon wafers. The edge of
10 < Vcorner < Vb.
2It was mentioned in Section 6.7.2 that such a structure should be avoided due to a large
generation current at the cut surface. It was decided to study such a structure despite of this
consideration based on the assumption that the CTR and the CR would prevent this current to
flow into the detector sensitive volume.
88 8. FINAL SIZE CTS DETECTORS
(a)
(b) (c)
Figure 8.1: (a) Full layout of a final size (3.4×3.4 cm2) planar microstrip detector.
A pitch adapter is integrated on the detector and the 512 strips spaced at a pitch
of 66µm of the detector are ordered in 4 groups of 128 strips for bonding on the
read-out chips. (b) Enlargement of the current terminating structure at the detector
bottom edge. (c) Enlargement of one group of 128 strips and their bonding pads.
The pitch adaptation (from 66µm to 48µm) to the front-end electronics is done on
the detector. The pitch of the bonding pads is 48µm. An alignment mark (cross)
and the bonding pads of both the current terminating ring and the clean-up ring are
also visible. The drawings are to scale, which is given by the strip pitch of 66µm.
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Figure 8.2: Cross-section of a final size CTS detector in the plane parallel to the
strips.
these sensors has been inspected with a microscope and the distance between the
CTR and the detector edge, Lgap in Fig. 8.2, is given in Table 8.1. According to the
detector design, this distance is set to 20µm. In this design, the pitch adaptation
is made on the detector.
Wafer
1 2 3 4
left right left right left right left right
Sample (µm) (µm) (µm) (µm) (µm) (µm) (µm) (µm)
A x x 10±3 5±3 4±3 5±3 x x
B 7±3 5±3 20±3 12±3 10±3 8±3 5±3 0±3
C x x 5±3 4±3 12±3 8±3 15±3 15±3
D x x 5±3 0±3 10±3 4±3 −5± 3 13±3
Table 8.1: Distances between the CTR and the cut edge of the final size CTS detector
prototypes. The distances were measured at the left and right corners of the sensitive
edge, an enlargement of the left corner being shown in Fig. 8.1b. Some samples were
not available for the measurement.
8.2 Current-voltage measurements
In order to study the influence of the modifications in the CTS with respect to the one
of the small size prototypes, current-voltage measurements for all final size detectors
were done with the setup described in Section 7.4. The I-V curves measured at the
CTR for these detectors are shown in Fig. 8.3 (left column). The current rises in a
similar way as for the small samples and the values lay roughly in the same range.
The current measured at the CR for these devices is shown in Fig. 8.3 (right
column). A large fraction (more than 1/2 for some samples) of the current generated
at the cut surface is collected by the CR under reverse biasing of the detectors at
voltages higher than ∼ 30V. This is evidenced by the fact that in the voltage range
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30÷ 50V, the current typically increases by 2÷ 3 orders of magnitude up to values
close to the currents measured at the CTR. This large current at the CR suggests
that the electric field lines next to the cut surface are distorted and therefore a large
amount of charge carriers generated at the edge drift into the CR.
It seems that the length of the gap between the CTR and the cut edge is correlated
to the large current increase at the CR. For example the samples A,C and D of
wafer 2 exhibit significantly smaller currents at the CR in the voltage interval 10÷
50V (see the second plot in Fig. 8.3 (right column)) than sample B of the same
wafer, which has the largest Lgap value (see Table 8.1).
For nearly all samples, the leakage current at the CR at room temperature is too
high to allow reliable detector operation and needs to be reduced in some way, which
is the object of the following Section.
8.3 Current-temperature measurements
The current behaviour below room temperature of the final size samples was in-
vestigated as a possible way to reduce the fraction of the current generated at the
cut edge flowing into the sensitive volume. The current-voltage plots for a repre-
sentative sample measured at temperatures in the range 200 ÷ 300K at the CTR
and the CR are shown in Figs. 8.4a and 8.4b respectively. The setup used for the
measurements is described in Section 7.5. The corresponding current-temperature
curves for reverse bias voltages of 40, 60, 70, 80 and 120V measured at the CTR
and the CR are plotted in Fig. 8.4c.
The influence of temperature on the current at the CTR is significantly weaker
than on the current at the CR as was observed for the small size samples [86]. In
order to reduce the current at the CR to an acceptable level (O(50) nA), it is seen
from Fig. 8.4c that it is sufficient to cool down the detector to ∼ 270K for a reverse
bias voltage of 120V and by a few tens of degrees more for even higher bias voltages
(e.g. ∼ 250K at 200V).
These results show that the modification in the CTS of the final size detector
prototypes with respect to the one of the small size samples - i.e. introducing a gap
Lgap between the CTR and the detector edge, see Fig. 8.2 - reduces the ability of
the CTR to collect the current generated at the cut surface. Moreover, cooling the
detectors by a few tens of degrees from room temperature almost completely de-
couples the current generated at the cut surface from the sensitive detector volume,
suggesting that these devices are suitable for particle detection if operated at these
temperatures.
8.4 Tests of detector integration to the front-end
electronics
Basic performance of the final size detectors such as noise and response to MIPs was
studied with a setup in the laboratory. A TOTEM hybrid with APV25 readout chips
was developed based on the CMS APV25 hybrid [90]. Some detectors were mounted
on TOTEM hybrids and bonded to the front-end electronics (see Fig. 8.5). These
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Figure 8.3: Current-voltage measurements of the 16 final size detectors measured at
the CTR (left column) and the CR (right column). Each plot shows currents of four
detectors labeled A,B,C and D belonging to the same wafer.
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Figure 8.4: Current-voltage plots of the representative final size sample C of wafer
3 measured in the temperature range 200÷ 300K. I-V curves measured at the CTR
(a) and at the CR (b) at different temperatures. (c) I-T plots of the same sample
measured for various reverse bias voltages at the CTR (unfilled squares) and at the
CR (black dots).
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hybrids were individually tested with the ARC System [91] described in Appendix C.
Detector
APV25
Figure 8.5: Picture of a hybrid with a final size CTS detector mounted on it. The
detector is connected electrically to the 4 APV25 readout chips via wire bonds.
detector
source scintillator
Topview
detector
source
scintillator
Front view
1
Figure 8.6: (Left) Picture of the setup used for tests with a radioactive source. The
TOTEM hybrid in connected to the ARC front-end board with an adapter card and a
capton cable. The scintillator used for triggering is visible below the silicon detector.
(Right) Sketch of the front view and top view of the setup. The detector is placed
between the radioactive source and the scintillator. The source is collimated and the
particle beam has approximately the shape of a cone. The recorded events correspond
to particles laying in the region defined by the intersection of the particle cone in the
detector plane with the projection of the scintillator in this plane.
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Figure 8.7: Pedestals of the APV25 chips bonded to the 512 strips of a final size de-
tector measured with the ARC System. The chips are numbered according to Fig. 8.6
(right).
Each tested detector was placed between a scintillator and a radioactive 90Sr β−
source (3MBq activity, Eβ
−
mean = 0.5MeV) as sketched in Fig. 8.6 (right). The setup
geometry allowed an efficient coverage of roughly one half of the detector surface
(see Fig. 8.6 (right)) and therefore two measurements were required to fully test
a detector. For both halves of a detector (APV25 chips 1,2 and 3,4 respectively),
the test consisted in a pedestal run and a data taking run. During both runs, the
detector was operated at the same reverse bias voltage and shielded from light.
In the pedestal run, no source was used and the ARC System was set to internal
trigger mode, in which case the system provided a random trigger. In the data taking
run, the source was illuminating roughly a half of the detector and the scintillator
provided an external trigger to the ARC System. In the pedestal run, Np = 1
′000
events were recorded and in the data taking run, Nd = 10
′000 events were recorded.
The analogue output signal of the APV25 chips is converted to a digital signal
by the ARC system. The detector pedestals, noise and signals are given in ADC
counts. These quantities are defined in Appendix C. All results shown in the
following were obtained with the representative detector A from wafer 4, which was
operated at a reverse bias voltage of 40V. The tests were done at room temperature.
The pedestals for the 4 APV25 chips are shown in Fig. 8.7. The typical pedestal
gradient proper to the APV25 chip (see Appendix A) is seen for all four APV25
chips. The 128th channel has a significantly higher pedestal value for all 4 APV25
chips and the corresponding standard deviation is also higher than for any other
channel. This is due to the fact that this channel was left floating because it could
not be bonded to the detector due to a mismatch between the bonding pads on the
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detector and on the APV25 chips. It seems to be a particularity of the APV25 chip
that in such a bonding configuration the unbonded outer channel exhibits a higher
noise than all other grounded channels, since this has been observed systematically
for all tested chips [92].
The raw noise and the common mode corrected noise are shown in Fig. 8.8. As
expected, the common mode subtracted noise is lower than the raw noise (see the
mean values given in Fig. 8.8).
0 50 100
0
1
2
3
APV1
Mean:  1.31
Channels
AD
C 
co
un
ts
0 50 100
0
1
2
3
APV2
Mean:  1.36
Channels
AD
C 
co
un
ts
0 50 100
0
1
2
3
APV3
Mean:  1.34
Channels
AD
C 
co
un
ts
0 50 100
0
1
2
3
APV4
Mean:  1.31
Channels
AD
C 
co
un
ts
0 50 100
0
1
2
3
APV1
Mean: 1.04
Channels
AD
C 
co
un
ts
0 50 100
0
1
2
3
APV2
Mean:  1.12
Channels
AD
C 
co
un
ts
0 50 100
0
1
2
3
APV3
Mean:  1.13
Channels
AD
C 
co
un
ts
0 50 100
0
1
2
3
APV4
Mean:  1.09
Channels
AD
C 
co
un
ts
Figure 8.8: Raw noise and common mode corrected noise (both columns on the left
and on the right respectively) of four APV25 chips bonded to a final size detector
measured with the ARC system. The noise of the 128th channel is ∼ 6ADC counts
for all plots and is not shown.
The channels next to the unbonded one have a slightly higher noise. This effect
is attenuated by the common mode correction. The noise of the four unbonded
channels is significantly higher (roughly a factor 6). Both noisy channels in the first
APV25 chip (90 and 91) are due to a mistake in the detectot layout.
The noise of the APV25 chip is proportional to the input capacitance. Due to the
particular layout of the detector, the strips bonded to chip 1 (see Fig. 8.6) do not
all have the same length. The lengths range from 20.64mm to 30.72mm. Thus, the
input capacitance of the longest strip is expected to be roughly 1.5 times larger than
the one of the shortest strip. This effect seems to be negligible on the noise measured
with the ARC system independently of the common mode correction. In all cases,
the common mode corrected noise has a value of ∼ 1.1ADC count. Histograms of
the common mode subtracted noise for all four APV25 chips bonded to the detector
are plotted in Fig. 8.9. The value of the noisy last strip (∼ 6ADC counts) for all
chips is not shown.
The mean signal and its standard deviation for all channels is shown in Fig. 8.10.
The plots in the top row were obtained with the configuration sketched in Fig. 8.6
(right), and the ones in the bottom row with the source located above the other half
of the detector. In both measurements, the source was located between chips (1,2)
and (3,4) respectively. The higher standard deviations for the first channels of chips
1 and 3 and the last channels of chips 2 and 4 are due to smaller statistics due to
the particular geometrical arrangement of the setup. This is also evidenced by the
profiles shown below.
A histogram of the signal-to-noise ratios of all channels is plotted for the four
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Figure 8.9: Histogram of the common mode corrected noise distribution for the four
APV25 chips bonded to a final size detector measured with the ARC system. The
entry of ∼ 6ADC counts of the last unbonded channel of all chips is not shown.
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Figure 8.10: Mean signal of all channels for the four APV25 chips. The detector
was operated at a reverse bias voltage of 40V.
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Figure 8.11: Histogram of all signal-to-noise ratios of the APV25 channels bonded
to a 3× 3 cm2 detector.
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Figure 8.12: Beam profiles measured with a beam of β− particles. Channel 1 corre-
sponds to the shortest strip of the detector connected to chip 1 (see Fig. 8.6 (right))
and channel 512 to the outer channel of chip 4. (Top) Profile for the source illumi-
nating chips 1 and 2. (Bottom) Profile for the source illuminating chips 3 and 4.
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APV25 chips in Fig. 8.11. The most probable value of the signal-to-noise ratio
is ∼ 21. The profiles for the measurements in which chips (1,2) and (3,4) were
illuminated by the source are shown in Fig. 8.12 (top) and (bottom) respectively.
This test shows that even if operated at room temperature, some of the final size
CTS detectors work properly if operated at moderate reverse bias voltages.
8.5 Edge studies of final size CTS detectors
Experimental setup After successful testing of individual final size CTS detec-
tors, these were assembled together in order to study their efficiency at the edge. The
sensors were assembled into packages of four pairs of detectors. Each pair consisted
of detectors mounted together back-to-back defining a coordinate point. Three pairs
were used for tracking and were readout with analogue APV25 chips. One pair was
readout with VFAT1 chips delivering the fast-or signal of all 512 strips. The VFAT
chip (VFAT2) is described in Appendix D. A tracking plane with a CTS detector
connected to analogue APV25 chips is shown in Fig. 8.5 and a triggering plane with
a CTS detector connected to VFAT1 chips is shown in Fig. 8.13.
Figure 8.13: Picture of a final size CTS detector glued on a ceramic hybrid hosting
VFAT1 chips. The detector is connected electrically to the chips via wire bonds.
The front and side view of a detector assembly are shown in Fig. 8.14. The
detector planes were connected to an electronics motherboard via flexible capton
cables.
Four such assemblies of detectors were used to build up a telescope consisting of
a tube operated under vacuum hosting the detector assemblies (see Fig. 8.15). Two
assemblies, the outermost ones in Fig. 8.15, were used as reference to define tracks
and two assemblies, the inner ones in Fig. 8.15, were used for studies on the detector
edges. In order to cool the detector assemblies a copper block in contact with liquid
nitrogen was connected to the detector assembly by a flexible tress. The thermal
gradient within an assembly was typically 5◦C and the temperatures were stable
within 1◦C during data taking. The temperature of the detectors was adjusted by
setting an appropriate liquid nitrogen flow.
Results For some data taking runs scintillators located on both sides of the vac-
uum tube were used in coincidence with the planes equipped with VFAT1 chips.
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Figure 8.14: (a) Picture of an assembly of eight final size detectors. (b) Picture of
the assembly connected to the electronics motherboard. (c) Drawing of a detector
assembly made of six tracking planes equipped with APV25 chips and two triggering
planes equipped with VFAT1 chips. The hybrids with the detectors mounted on them
are connected to the electronics motherboard via flexible capton cables. The detector
assembly is connected to a heat exchanger (a copper block) via a flexible tress. The
detectors and the electronics are cooled by flushing liquid nitrogen through a tube in
contact with the heat exchanger.
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Pots
Figure 8.15: (Top) Picture of the telescope used for edge studies on the final size CTS
detectors. (Bottom) Drawing of the telescope consisting in a vacuum tube hosting
four detector assemblies. The two outer assemblies were used as references and the
two inner ones were used for studies on the detector edges. All dimensions are given
in mm.
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The data acquisition system was similar to the one used for the tests with small size
CTS detectors described in Appendix B.
A representative signal-to-noise distribution for the test detector (TD) sample
studied in the previous Section is plotted in Fig. 8.16 (left). The detector was
operated at 40V reverse bias and −13◦C. The most probable value of the signal-
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Figure 8.16: (Left) Signal-to-noise distribution of a representative final size CTS
detector operated at a reverse bias voltage of 40V and a temperature of −13◦C.
(Right) Most probable signal-to-noise values of the same detector as a function of
the reverse bias voltage.
to-noise ratio is 21. The most probable signal-to-noise ratio as a function of the
applied reverse bias voltage in the range 5÷ 150V is plotted in Fig. 8.16 (right) for
the same detector operated at the same temperature. The full depletion voltage is
∼ 34V (see Section 7.4.2) and the increase in the signal-to-noise ratio for voltages
above this value is due to a faster collection of the electron-hole pairs generated
in the detector bulk, the sampling time of the APV25 chip being short (75 ns in
peak mode). It is possible to reach signal-to-noise ratios of ∼ 29 when operating
the detector at a reverse bias voltage above 100V. Metrology measurements report
a thickness of 279 ± 3µm for this detector. Hence, assuming a collected charge of
∼ 22′200 electrons3 for the detector operated in the overdepleted mode, the mean
noise of the assembly detector-front-end chip is ∼ 800 electrons r.m.s. According to
Fig. A.4 this corresponds to a total input capacitance seen by the preamplifier of
each channel of an APV25 chip of ∼ 15 pF in peak mode.
Because of contact problems with the capton connections between the individual
detector hybrids and the electronics motherboards of each assembly 7 out of the 24
tracking detectors could not be read out. The high redundancy in the system design
however allowed to carry out the foreseen tests on the sensitive edge of the CTS
detectors.
A histogram of the hits recorded by the TD in coincidence with several detectors of
the two reference assemblies as a function of the vertical space coordinate y defined
in Fig. 8.15 is shown in Fig. 8.17 (left). Every track was obtained by a coincidence
of 6 and 4 tracking planes in the reference assemblies with the TD located in the
3From Section 6.1 one has a most probable signal of 24’000 e− and 11’000 e− for thicknesses of
300µm and 150µm respectively and the value given above is the result of a linear interpolation.
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Figure 8.17: (Left) Histogram of hits as a function of the vertical axis orthogonal
to the beam axis. The data were recorded with a final size CTS detector. (Right)
Most probable signal-to-noise of the same detector as a function of the vertical y-axis
defined in Fig. 8.15.
bottom test assembly (i.e. the second from the left in Fig. 8.15 (bottom)). Both
reference assemblies were first aligned software wise and the y coordinate of every
track in the TD was determined with a precision of 10µm by the intersection of the
track with the plane of the TD. For every detector, an event had to exceed 4σnoise
of the corresponding strip to be recorded as a signal. It is seen that the detector
efficiency rises from 10% to 90% within 50µm. This is also observed in Fig. 8.17
(right) where the most probable signal-to-noise ratio is plotted as a function of the
vertical space coordinate. It is foreseen to relate the origin of the y-axis with the
mechanical edge of the sensor with metrology measurements.
8.6 Full system test of the CTS detectors
The full system consisting of final size detectors bonded to front-end electronics, a
Roman Pot and the data acquisition chain were tested in a coasting beam experiment
in the Super Proton Synchrotron (SPS). A Roman Pot prototype was fabricated for
this test and installed along the beam line of the SPS accelerator. This prototype
has two vertical insertions, top and bottom (see Fig. 8.18).
The motors moving the pots toward the beam, the electronics of the detectors
and the cooling system stabilising the temperature of the detectors inside the pots
were operated remotely from a temporary control room in a surface building (see
Fig. 8.19).
The upper and lower pots contained both a assembly of 8 detectors as the ones
used in the fixed target experiment (see Fig 8.14). The detectors connected to
VFAT1 chips were used for triggering the data acquisition system in coincidence
with the sum signal of the four pick-up electrodes of a beam loss monitor located
close to the CTS detectors. The liquid nitrogen flow was adjusted to cool down the
detectors to ∼ 0◦C. A thermal gradient of ∼ 10◦C within a detector assembly was
measured.
Three different bunch structures were tested in the SPS accelerator: 1 single bunch
8.6. Full system test of the CTS detectors 103
beam
Figure 8.18: Picture of the Roman Pot prototype installed in the SPS tunnel for a
coasting beam experiment [93]. Two detector assemblies were inserted from the top
and the bottom into the Roman Pot prototype (see arrows).
controlroom
roman pot
beam
Figure 8.19: (Left) Drawing of the SPS accelerator. (Right) Enlargement of the SPS
beampipe at the location of the Roman Pot prototype and of the control room [93].
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in the accelerator ring, 4 bunches equally spaced and 4 equally spaced trains of 4
bunches of 8 · 1010 270GeV protons with a revolution period of 23µs [93].
0
10
0
20
0
30
0
40
0
50
0
0
10
0
20
0
30
0
40
0
50
0
60
0
Str
ip n
um
be
r
En
trie
s
0
100
200
300
400
500
0
100
200
300
400
500
600
Strip number
Clu
ste
rs
beam
10 σ = 8 mm
14 mmx
y
Figure 8.20: Profile of the beam halo as seen by two orthogonal detector planes at a
distance of 14mm from the beam center. The data were taken with the bottom pot
and the plot has been rotated by 180◦ around the beam axis for more convenience.
Both detectors were operated at a reverse bias voltage of 40V and a temperature of
∼ −5◦C [86].
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Figure 8.21: Track distribution as a function of the vertical space coordinate y. The
data was recorded with four tracking detectors located in the top pot. The inset shows
an enlargement of the y-values next to the edge of the detector assembly.
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Results Detector data were taken with the two pots moving independently be-
tween 6mm and 14mm (σbeam = 0.8mm) from the beam pipe center. Beam halo
protons were detected at typical rates of 3 kHz. Figure 8.20 shows the halo profiles
measured by two orthogonal detector planes of the bottom pot operated at a reverse
bias voltage of 40V and a temperature of ∼ −5◦C. For both detectors the strips
with the highest amount of entries are as expected the ones closest to the beam
center.
Tracking studies were done with the detectors in the top pot. Due to connectivity
problems, two of the six tracking detectors of this pot could not be read out. It
was however still possible to define tracks using two pairs of detectors defining two
(x,y) points for each track after transformation of the coordinate system. Tracks
were defined by requiring hits - events exceeding 4σstripnoise - in the corresponding
strips of all four tracking detectors and the triggering was done using exclusively
the beam loss monitors. The distribution of the tracks as a function of the y-axis (see
Figure 8.20) in steps of 50µm is shown in Fig. 8.21. The efficiency of the detector
assembly rises from 10% to ∼ 90% within 50µm as is evidenced by the inset.
In conclusion, tests done with the final size CTS detectors demonstrate that these
devices work reliably up to reverse bias voltages of 150V if operated at temperatures
≤ 0◦C. Integration studies of CTS detectors into the Roman Pot prototype gave
successful results. This suggests that the modified CTS of final size detectors with
respect to the one the small sensors does not prevent the final size devices to work
properly, even if their current-voltage characteristics look less promising at room
temperature.
9 Simulations of CTS Detectors
The structure of CTS detectors is such that it is difficult to predict their properties at
their sensitive edge. An attempt was made to determine the microscopic properties
at the sensitive edge of CTS detectors with an advanced simulation package in order
to get further insight into the detector structure. Macroscopic quantities such as
leakage current under reverse bias voltage and charge collection characteristics were
obtained from these simulations and confronted to experimental values.
9.1 Equation formulation
The Poisson equation
−ǫs∆Φ = ρ, (9.1)
which relates the total space charge ρ1 to the electrostatic potential Φ, together with
the current equations2
jn = eµnnE + eDn∇n, (9.2)
jp = eµppE − eDp∇p, (9.3)
and the continuity equations defined in Eqs.(5.21) and (5.22) describe the current
flow in the semiconductor and determine the electrical performance of the devices.
Boundary conditions It remains to specify the boundary conditions to this cou-
pled system of partial differential equations (PDEs) for a particular geometry. Two
different boundary conditions were used in the simulations of CTS detector struc-
tures. For current-voltage simulations, the CTR, the CR and the anode were treated
as electrodes (see Fig. 9.1 (left)). At these contacts, Dirichlet boundary conditions
are applied to the electrostatic potential, i.e. Φ|boundary= const is applied. These
are illustrated by solid lines. For simulations of charge collection, the pad was also
treated as an electrode. This is illustrated in Fig. 9.1 (right).
Along the remaining boundaries, homogeneous Neumann (reflecting) boundary
conditions
jn · n = 0 and jp · n = 0, (9.4)
where n is the unit vector orthogonal to the surface, insure that no current can flow
in or out of the device along these edges. This statement is equivalent to equality
1The total space charge ρ is given by ρ = −e(n− p+Neff ), where Neff is defined in Eq.(6.8).
2These are obtained by combining the electron and hole component of Eq.(5.17) with Eqs.(5.18)
and (5.19).
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of drift and diffusion along the sides. All boundaries for which Neumann conditions
are applied are drawn with dashed lines in Fig. 9.1.
n
FCRFCTR
Fanode
j
n
FCRFCTR
Fanode
j
Fpad
Figure 9.1: Drawing of the detector structure boundaries of used for the simula-
tions. The boundaries for which Dirichlet and Neumann conditions apply are drawn
with solid and dashed lines respectively. (Left) Boundaries used for current-voltage
simulations. (Right) Boundaries used for charge collection simulations.
For given boundary conditions, the strategy to solve numerically the PDEs is the
following: the equation system determined by the Poisson and continuity equations
is first discretized, i.e. the potential Φ and the electron and hole currents, je and jh
respectively, consist of sets of values (Φ)i,j, (jn)i,j and (jp)i,j with 1 ≤ i ≤ M, 1 ≤
j ≤ N . Both finite-difference, and finite-element methods [94] are suitable for deal-
ing with such a system. The solutions of this system exhibit large variations in the
regions near the junctions and the silicon-oxide interface and are quite smooth over
most of the domain. In this situation, the straightforward use of uniform discretiza-
tion meshes is inappropriate, since a mesh sufficiently fine to achieve the desired
accuracy in small regions where the solution is rough introduces many unnecessary
unknowns in regions where the solution is smooth, greatly inflating the storage and
computational time requirements. After discretisation the PDEs are solved itera-
tively by the Newton method [95]. In practice, it is not possible to solve the PDEs
exactly, and the iterations are stopped when some convergence criteria are fulfilled.
This procedure used to solve the PDEs is called a single step solution (SSS).
For current-voltage simulations, many SSS are performed. The boundary condi-
tions at the electrodes of the first iterative step are
ΦCTR = ΦCR = Φanode = 0V. (9.5)
The kth step has following characteristics:
- boundary condition: ΦCTR = ΦCR = 0V, (Φanode)
k = (Φanode)
k−1 +∆Φk
- input: potential and current distributions (Φ)k−1i,j , (jn)
k−1
i,j and (jp)
k−1
i,j calcu-
lated in the (k − 1)th SSS,
- output: potential and current distributions (Φ)ki,j, (jn)
k
i,j and (jp)
k
i,j calculated
in the kth SSS.
The iteration is stopped when the anode potential reaches a predefined value Φa = V .
For all results presented below, V = 200V. The potential increase ∆Φk is determined
to make the calculations converge in an orderly fashion.
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For charge collection simulations, the PDEs are first solved with the same pro-
cedure as for current-voltage simulations for a given anode potential. The PDEs
are then integrated in the time domain [96]. The procedure is similar to the one
described above. The boundary conditions at the electrodes (i.e. the CTR, CR,
anode and pad in this case) are fixed during the complete calculation, the time of
the kth SSS is increased by tk = tk−1+∆tk and the iterations are stopped when the
time reaches a predefined value tmax.
9.2 ISE-TCAD Simulations
9.2.1 The GENESISe package
The PDEs were solved for simulated detector structures with the GENESISe pack-
age [97]. GENESISe is a graphical user interface that eases the design and execu-
tion of ISE-TCAD (Integrated Systems Engineering - Technical Computer Aided
Design) simulation projects. It incorporates a number of features to provide a con-
venient framework in which to work. A 2-dimensional device may be designed using
MESH-ISE. This includes features such as doping values and mesh production. The
subsequent 2-dimensional simulation is executed by DESSIS-ISE, which solves the
PDEs for the structure computed by MESH-ISE. The final visualisation of the sim-
ulation is made using PICASSO. A description of the relevant parts of this package
and their features is found in Appendix E.
9.2.2 Simulated detector structure
The structure of real small size CTS sensors illustrated in Fig. 7.4 was implemented
into the GENESISe environment and is shown in Fig. 9.2. It consists of a rectangular
cell of 500× 300µm2. The third dimension is fixed to 1µm. Since these structures
are invariant in the third space coordinate, they model pad sensors. All implants on
top of the simulated structure are p+-type, whereas the implant at the bottom is n+-
type. The bulk is n-type. The p+ dopants are boron atoms with an activation energy
of 0.045 eV below the conduction band energy level, the n+ dopants are phosphorus
atoms with an activation energy of 0.045 eV above the valence band energy level and
the n-type bulk impurities are phosphorus atoms. The concentration of the bulk
n-type impurities is constant and set to 5·1011 cm−3, corresponding to a resistivity of
∼ 10 kΩ·cm. The implants have the properties of an error function diffusion profile
with concentrations 5 · 1017 cm−3 and σ = 0.3µm diffusion length as is evidenced by
an enlargement of the region close to the CTS shown in Fig. 9.2 (right). Contacts
to the implants, for which Dirichlet boundary conditions apply, are illustrated by
bold black lines in Fig. 9.2 (left)3. The simulated cut edge (see Fig. 9.2 (right))
and the surface regions without implantations are covered with 0.1µm thick oxide
layers. The fixed charge which forms in real devices at the silicon-oxide interface is
modeled by a positive uniform charge QO/Si. This charge was set to 10
10 cm−2 in the
simulations. The recombination of the charge carriers was taken into account in the
3This structure was used for current-voltage simulations. For charge collection simulations, the
pad was also considered as an electrode.
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simulations by using the Shockley-Read Hall (SRH) recombination model introduced
in Section 5.1. The lifetime of both charge carriers was set to τn,p = 10
−3 s. All
simulations were done at room temperature.
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Figure 9.2: (Left) Detector structure used for simulations. The bulk consists of
n-type silicon, the bottom is n+-implanted and the three implants on top are p+-
material. The structure has dimensions 500 × 300µm2. Electrical contacts, evi-
denced by bold black lines at the top and bottom of the structure, are adjacent to
the implanted regions. (Right) Enlargement of the top left edge region where the two
rings (left and middle p+-implants) and the pad (right p+-implant) are visible. A
0.1µm thick oxide layer has been added at the cut edge and at the top of the structure
between the p+-implants. The scale is enlarged in the y-direction. All lengths are
given in µm.
The key point in simulating CTS detectors resides in defining the region next
to their cut edge. This highly damaged domain was modeled in the simulations
by inserting a large concentration of traps next to the cut edge. It is possible to
implement various trap types within the GENESISe simulation package. The traps
can be of type donor-like, acceptor-like, electron neutral or hole neutral, as defined
in Section 5.1. The concentration of these traps can be adjusted as well as their
energy spectrum in the bandgap of silicon. This spectrum ft can be set to a single
energy level, constant over a given energy interval within the bandgap, exponentially
decreasing around a given energy value in the bandgap or gaussian around an energy
value in the bandgap. The trap profile
ft(E) = N1
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of amorphous silicon material given in [98] was used in the simulations and is
sketched in Fig. 9.3 (left). It consists of
- hole neutral and electron neutral exponential distributions with peak density
of states (DOS) N1 (in cm
−3eV−1) centered at an energy of EV and EC re-
spectively and standard deviation σE1 (in eV),
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- an electron neutral exponential distribution with peak DOS Ne2 centered at an
energy of EC and with standard deviation σ
e
E2 with Ne2 ≪ N1 and σeE2 > σE1,
- a hole neutral exponential distribution with peak DOS Nh2 centered at an
energy of EV and with standard deviation σ
h
E2 with Nh2 ≪ N1 and σhE2 > σE1.
In the simulation package, the bandgap of silicon is divided by an adaptive grid and
the trap concentration for each energy level is calculated as an integral between these
nodes. By default, the number of energy nodes is set to 15 and this value was used in
the simulations. As an illustration, the concentration C1(E) at 15 equidistant energy
values in the bandgap calculated with parameters given in [98] (N1 = 10
21 cm−3eV−1
and σE1 = 0.035 eV) of the second term of Eq.(9.6), corresponding to an exponential
distribution of electron neutral traps with a peak DOS value at E = EC is shown
in Fig. 9.3 (right). Each value Ci1(E), 1 ≤ i ≤ Nnode was calculated from
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Figure 9.3: (Left) Energy spectrum of the traps in the forbidden bandgap of sil-
icon for amorphous material used in the simulations. The plot is not to scale.
(Right) Electron neutral trap concentration C1(E) and electron emission rate R
n
e (∝
C1(E)fF (E)) as a function of energy in the bandgap of silicon calculated for the
values N1 = 10
21 cm−3eV−1 and σE1 = 0.035 eV.
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According to Eq.(5.10) the electron emission rate Rne is proportional to C1(E)fF (E),
where fF (E) is the Fermi distribution given by Eq.(5.9). This product, plotted
in linear and logarithmic scale in Fig. 9.3 (right), indicates that the traps, which
contribute most to current generation are deep levels with energy values close to the
middle of the bandgap of silicon, even if their concentration is much lower than for
energies close to the conduction band.
A domain next to the simulated cut edge was filled with traps with constant DOS
N1 and Ne,h2 extending over a width wtraps from the origin of the x-axis in Fig. 9.2
(right) and with the energy spectrum of amorphous silicon material ft(E) given by
Eq.(9.6).
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9.3 Electrostatic simulations
Since it is difficult to get quantitative information about the trap profile close to the
detector cut edge, simulations were done by varying some parameters and the cor-
responding simulated currents were compared to experimental values to determine
an adequate trap profile. The values of some parameters used in the simulations are
given in Table 9.1.
Parameter Value
N1 10
21 cm−3eV−1
Ne2 4 · 1016 cm−3eV−1
Nh2 (0.25÷ 4) · 1016 cm−3eV−1
σE1 0.035 eV
σeE2 0.1 eV
σhE2 0.08 eV
wtraps 2÷ 14µm
l1 20÷ 60µm
l2 10÷ 20µm
Table 9.1: Parameters taken from [98] used in the simulations of CTS detectors.
The lengths l1 and l2 are defined in Fig. 7.4 and correspond to the width of the CTR
and the gap between the CTR and CR respectiely.
The electrostatic potential distribution for a pad detector structure with the A
topology of real small size CTS detectors is shown in Fig. 9.4a for reverse bias
of 200V. All parameters used for this calculation are given in Table 9.1 and the
parameters for which a range is specified were set to wtraps = 10µm, Nh2 = 2.5 ·
1015 cm−3eV−1, l1 = 20µm and l2 = 10µm. The potential along the cut edge for
this structure shown in Fig. 9.4b is nearly linear, in agreement with the assumption
made in Section 7.1 of a surface with high conductivity. The potential at the top of
the structure is shown in Fig. 9.4c. The CTR and CR potential for x = [0, 20]µm
and x = [30, 35]µm respectively is 0V by definition, while the potential at the pad
(x = [41, 500]µm) is slightly higher, due to punch-through mechanism. Its value
depends on the fixed charge present in the oxide layer between the CR and the pad.
It is seen that the equipotential lines at the top (y ∼= 0µm) and the bottom
(y ∼= 300µm) of the simulated cut edge are slightly bent toward the CTR and the
anode respectively, while in the central region (y ∼= 150µm) these are almost straight
lines. This is explained by looking at the space charge distribution and the resulting
electric field along the cut edge of the simulated structure shown in Fig. 9.5 (left)
and (right) respectively. High density space charge regions are present next to the
CTR (y ∼= 0µm) and the anode (y ∼= 300µm) in the x interval [0µm, wtraps = 10µm]
with a high concentration of traps. The respective polarities of these regions are
opposite to the ones of the p+ and n+ implants. Hence, the electric field at the p+-n
junction (y ∼= 0µm) is increased with respect to the situation when only positive
space charge of the n-type bulk is present and a junction forms at the bottom of the
simulated cut edge.
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Figure 9.4: (a) Potential distribution calculated for a detector structure with A-
topology. The region with a high density of traps extends in the detector structure
to 10µm along the x-axis from the origin. (b) Potential at the cut edge along the
y-axis. (c) Potential at the top of the structure along the x-axis.
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Figure 9.5: (Left) Simulated charge density distribution corresponding to the poten-
tial distribution of Fig. 9.4a in a portion of the detector structure and simulated
electric field (right) along the cut edge for the same structure.
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Figure 9.6: Simulated distribution of the net rate U in a portion of the detector
structure. By definition, a negative net rate corresponds to charge carrier generation.
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The simulated distribution of the net rate U4 shown in Fig. 9.6 evidences that
charge carrier generation occurs more frequently in the regions close to the junctions
(y ∼= 0µm and y ∼= 300µm) than in the middle of the cut edge (y ∼= 150µm).
Because of the reverse bias voltage applied between the anode and the CTR, a large
amount of electrons are emitted from the electron neutral traps at the top of the
simulated cut edge (y ∼= 0µ)m and hence the positive space charge in this region
consists of an excess of filled hole neutral traps. At the bottom of the simulated cut
edge, a large concentration of holes are emitted by the hole neutral traps and the
negative charge consists of an excess of filled electron neutral traps. In the central
region of the simulated cut edge (y ∼= 150µm) the emission rate is significantly
lower, which means that traps of both types are filled in a nearly equal amount,
resulting in a net space charge in this region close to neutrality.
9.4 Simulated currents
The electron and hole current densities for the simulated structure introduced above
are shown in Figs. 9.7a and 9.7b respectively. It is seen that a large fraction of the
current generated close to the cut surface due to the high concentration of traps
flows into the CTR and a small fraction flows into the CR. From the enlargement
of the hole current density close to the CTS in Fig. 9.7c, the fraction of the current
generated at the cut surface reaching the CR is of the order of 1/100, while the
fraction reaching the pad is < 10−4. The bulk generated current is lower than the
current generated at the simulated cut surface by many orders of magnitude.
The simulated currents at the electrodes must be scaled in order to allow com-
parison with measured values. The dimensions of the simulated structures and the
real small size CTS detectors introduced in Chapter 7 are shown in Fig. 9.8.
Since the CTR of the real detectors surrounds the whole device, the length of
this ring is 4 × 1 cm. The width of the simulated device along the z-axis being
1µm, the simulated current values are scaled by a factor fCTR = 4 · 104. The CR
of the real detectors picks almost only current generated at the sensitive edge, the
contributions of the other edges being much smaller. Hence, only the portion at
the sensitive edge contributes significantly to the current measured at this electrode
corresponding to a length of 1 cm. The simulated CR currents are therefore scaled
by a factor fCR = 10
4. In the following, all simulated current-voltage plots were
scaled accordingly.
The simulated current at the CTR calculated from the current distributions of
Fig. 9.7 is shown in Fig. 9.9. This current is lower than typical measured currents
shown in Fig. 7.10. At a reverse bias of 200V, all measured currents lay in the
range 400 ÷ 600µA, while the simulated current value is 70µA. In any case, some
discrepancies are expected, since the simulated cut edge does not take into account
the irregular structure of the real devices. In the simulated structure, the region
next to the cut edge has a constant concentration of traps over the width wtraps,
while this concentration is expected to decrease gradually at increasing distances
4The net rate is defined in Eq.(5.12). By definition, a negative net rate corresponds to charge
generation from trapping centers.
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Figure 9.7: Electron (a) and hole (b) current densities corresponding to the potential
distribution of Fig. 9.4. (c) Hole current current density in the region next to the
CTS. The CTR and CR are evidenced by black solid lines.
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Figure 9.8: Dimensions of the real and simulated detectors.
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Figure 9.9: Simulated current at the CTR calculated from the current distributions
of Fig. 9.7.
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from the cut surface for real devices. Moreover, there may be some distortions of
the electric field distribution at the corners of the real devices, which influence the
current generation in these regions. These considerations introduce an error on the
scaling factor fCTR. This simulated current is due to charge carrier generation of
the trapping centers.
The simulated current at the CR calculated from the current distributions of
Fig. 9.7 is shown in Fig. 9.10. This current is compatible with measured currents
for devices with A topology. For a reverse bias voltage of 200V, the measured
currents lay in the range 40 ÷ 90 nA, while the simulated current value is 110 nA.
This evidences that the decoupling of the current generated at the cut edge from
the detector sensitive volume observed for real devices is reproducible in simulated
detector structures. Moreover, the qualitative behaviour of the CR current of a real
detector (sample 6 with A topology in Fig. 7.11) is well reproduced by the simulated
structure. For this sample the current rise is steeper in the voltage range 70÷ 150V
than in the range 150÷ 200V, which is also observed for the simulated current.
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Figure 9.10: Simulated current at the CR calculated from the current distributions
of Fig. 9.7.
Since the current-voltage values of this simulated detector structure agree with
measurements to some extent, it was chosen as reference structure (RS). The influ-
ence of several parameters on the current-voltage behaviour of the RS was investi-
gated.
The incidence on the currents of the width, to which the highly damaged surface
extends, was studied by varying the width wtraps of the RS. The resulting currents
calculated at the CTR and the CR are shown in Fig. 9.11.
Increasing the trap width increases the region of high charge carrier generation
close to the CTR and to the anode along the x-axis in Fig. 9.5 (left) resulting in an
increase of the current collected at the CTR. Moreover the region with high current
concentration shown in Fig. 9.7c is extended toward the CR. This is illustrated by
a significant increase of the simulated CR above a given trap width. This is also
evidenced by experiment, since the real sample with A topology with a high current
at the CR (O(10−4A) at 200V) has a smaller CTR width than the other samples,
i.e. the highly damaged region of this sample extends closer to its CR. The width
9.4. Simulated currents 119
50 100 150 200
0
0.2
0.4
0.6
0.8
1 x 10
−4
Voltage (V)
Cu
rre
nt
 (A
)
wtraps = 2 µm
wtraps = 5 µm
wtraps = 10 µm
wtraps = 14 µm
50 100 150 200
0
1
2
3
4
5
6
7
x 10−7
Voltage (V)
Cu
rre
nt
 (A
)
wtraps = 2 µm
wtraps = 5 µm
wtraps = 10 µm
wtraps = 14 µm
Figure 9.11: Simulated currents at the CTR (left) and at the CR (right) for various
trap widths wtraps of the reference structure.
wtraps = 10µm of the RS was chosen such as to have simulated values of the current
at the CTR approaching experimental values, while keeping the CR current down
to a level close to measured values.
The influence of the proportion between concentration of traps of different type
on the simulated currents was investigated by varying the peak DOS of hole neutral
traps Nh2 illustrated in Fig. 9.3 and keeping all other peak DOS with the same values
as for the RS, their values being given in Table 9.1. The simulated currents at the
CTR and the CR corresponding to various Nh2 peak DOS are shown in Fig. 9.12
(left) and (right) respectively.
50 100 150 200
0
1
2
3
4
5
6
7
8 x 10
−5
Voltage (V)
Cu
rre
nt
 (A
)
2.5⋅1015cm−3eV−1
5⋅1015cm−3eV−1
1016cm−3eV−1
2⋅1016cm−3eV−1
3⋅1016cm−3eV−1
4⋅1016cm−3eV−1
50 100 150 200
0
0.5
1
1.5
2
2.5
x 10−7
Voltage (V)
Cu
rre
nt
 (A
)
2.5⋅1015cm−3eV−1
5⋅1015cm−3eV−1
1016cm−3eV−1
2⋅1016cm−3eV−1
3⋅1016cm−3eV−1
4⋅1016cm−3eV−1
Figure 9.12: Simulated currents at the CTR (left) and the CR (right) for various
peak DOS of hole neutral traps Nh2 present in the region next to the simulated cut
edge. For all simulations, Ne2 = 4 · 1016 cm−3eV−1.
Since σE1 and σ
e,h
E2 are constant for this set of currents, the DOS’s are proportional
to the respective trap concentrations and it is seen that the various concentrations
of hole neutral traps have no influence on the simulated currents at the CTR. The
explanation is found by looking at the electric field along the cut edge for two
different peak DOS values shown in Fig. 9.13. For the larger peak DOS, the electric
field close to the CTR at y ∼= 0µm is larger, due to a larger concentration of hole
neutral traps and hence of net positive space charge due to filled hole neutral traps
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Figure 9.13: Electric field along the cut edge of the simulated detector structure
calculated for two different peak DOS Nh2 of hole neutral traps, all other parameters
being the same.
in this region. Since the concentration of filled hole neutral traps is also larger
close to the anode for larger peak DOS, this compensates slightly more the net
negative space charge in this region, resulting in a decrease of the electric field close
to the anode. As a consequence the increase in electric field and hence in current5
close to the CTR is compensated by the corresponding decrease close to the anode,
leaving the current at the CTR almost unchanged. The situation for the simulated
currents at the CR is different. An increase in the electric field next to the cut
edge bends the current lines below the CTR toward the CR resulting in a larger
fraction of the current generated at the simulated cut edge collected by the CR for
increasing hole neutral trap concentrations. These results suggest that the ratio of
trap concentrations of electron neutral and hole neutral traps play a significant role
in the proper decoupling of current generated at the cut surface from the CR.
The simulated current-voltage characteristics were also studied for structures with
some of the topologies of the real CTS detectors defined in Table 7.1. Simulations
were also done for a topology called E with l1 = 60µm and l2 = 10µm. All
parameters except the lengths l1 and l2 were taken to be the same as the ones of the
RS for all simulated topologies. The simulated currents at the CTR and the CR are
shown in Fig. 9.14 (left) and (right) respectively.
Since the trap depth and concentrations are the same for all simulated topologies,
no variations in the CTR currents are expected, and this is observed in Fig. 9.14
(left). On the other hand, increasing the distance of the CR from the simulated cut
edge is expected to reduce the fraction of the current generated at the cut surface,
which is collected by this electrode, as is evidenced by Fig 9.7c. This is observed in
Fig. 9.14 (right), where the simulated current of the A topology is the highest. This
trend is not observed so significantly for the real currents at the CR of samples with
various topologies but a closer look at the measured currents of topologies A, D and
5According to Eq.(5.17) the drift current is proportional to the electric field if one neglects the
electric field dependence of the mobility.
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Figure 9.14: Simulated currents at the CTR (left) and the CR (right) for some of
the topologies of the real small size detectors. All parameters except l1 and l2 were
the ones of the RS.
F in Fig. 7.11 indicates that the mean current values at 200V decrease slightly from
∼ 90 nA for A topology to ∼ 40 nA for F topology.
It is seen from these current-voltage simulations that the balance between the trap
types with an energy spectrum similar to amorphous silicon present at the sensitive
edge of CTS devices is crucial for proper decoupling of the current generated at the
cut surface from the sensitive volume.
9.5 Simulated charge collection characteristics
Signal response The charge collection characteristics of CTS detectors were sim-
ulated and compared to experimental results. In order to confront simulated signal
response to experimental values in the sensitive volume of CTS detectors, a simple
two-dimensional p+-n-n+ diode structure with an ohmic contact at the backplane
and with the same parameters as the RS, such as e.g. the resistivity and electron
and hole lifetimes, but no traps, was implemented into the simulation package. A
MIP was injected into this structure at different reverse bias voltage values and the
simulated current at the junction was integrated in time. The track of the MIP was
perpendicular to the contacts (as is illustrated in Fig. 6.5 (left)) and the concentra-
tion of the generated electron-hole pairs along the track was set to be constant. The
collected charge signal at the junction is shown in Fig. 9.15 for different integration
times.
Since the resistivity of this structure is 10 kΩ·cm and the bulk is n-type, it is
fully depleted at ∼ 31V (see Eq.(7.1)). The diode being a p+-n-n+ structure, the
carriers of the signal collected at the junction are holes. These have a lower mobility
than electrons and therefore the signal generation is slower than for electrons. It
is seen that the reverse bias voltage has to be higher than full depletion voltage to
collect all generated free charge carriers (24’000 electrons for a MIP) within 75 ns.
This result is in agreement with the experimental voltage scan on a CTS detector
shown in Fig. 8.16 (right). Since the integration time of the APV25 readout chips
was set to 75 ns during data taking, the measured curve has to be confronted with
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Figure 9.15: Simulated signal generated by a MIP in a p+-n-n+ diode as a function
of the reverse bias voltage for various integration times.
the simulated signal with an integration time of the same length. Assuming a
constant noise at various reverse bias voltages, the experimental signal-to-noise ratio
is directly proportional to the simulated collected charge.
Edge sensitivity The edge sensitivity of the real small size CTS detectors was
studied with simulations. A MIP with the characteristics given above was injected in
the direction perpendicular to the electric contacts into the RS at various locations
xpart along the x-axis shown in Fig. 9.2. The MIP was injected at t = 1ns and the
time evolution of the hole current distribution following injection for xpart = 40µm
is illustrated in Fig. 9.16. The reverse bias voltage was set to 120V since the real
devices were operated at the same voltage for the edge sensitivity studies.
The simulated signal currents at the CTR, the CR and the pad for a distance from
the cut edge of xpart = 40µm are shown in Fig. 9.17 (left) and the corresponding
integrated currents are shown in Fig. 9.17 (right).
The large fraction of the total integrated charge collected at the pad compared to
the CR is explained by the shape of the current lines shown in Fig. 9.18. These are
not vertical in the bulk region close to the simulated cut edge of the RS but are bent
toward the pad. Hence, an important fraction of the charge carrier cloud generated
by the MIP below the CR is collected by the pad.
The integrated charge generated by the MIP injected at various xpart locations
collected at the pad was scaled to the maximal collected charge value of 24’000 e−
and the resulting charge collection efficiency (CCE) plot as a function of the distance
from the simulated cut edge is shown in Fig. 9.19 for an integration time of 75 ns.
In the RS the pad is 41µm away from the simulated cut edge and the efficiency is
∼ 75% at this location. The efficiency rise from 10% to > 90% observed exper-
imentally6 (see e.g. Fig. 7.19) is correctly reproduced by these simulations, which
suggest that the RS has an efficiency > 98% at 60µm from its sensitive edge.
In conclusion, it is possible to reproduce correctly to some extent macroscopic
6In these measurements the integration time of the APV25 readout chips was set to 75 ns.
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Figure 9.16: Time evolution of the simulated hole current distribution following the
injection of a MIP at t=1 ns for the RS. The reverse bias voltage was set to 120V.
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Figure 9.17: Simulated time evolution of the currents (left) and of the integrated
currents (right) at the the CTR, CR and pad for a MIP injected at 40µm from the
cut edge of the RS for a reverse bias voltage of 120V.
124 9. SIMULATIONS OF CTS DETECTORS
+4e+01
+3e+03
+5e+03
+8e+03
+1e+04
V/cm
E-Field
CTR CR Pad
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Figure 9.19: Simulated CCE of the RS as a function of the position xpart, at which
the MIP is injected into the RS for a reverse bias voltage of 120V. The integration
time is 75 ns. In this structure, the distance from the pad to the sensitive edge is
41µm.
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properties including leakage current and charge collection efficiency of real small size
CTS detectors with simulations. This is achieved by inserting a large concentration
of traps with an energy spectrum corresponding to amorphous silicon extending to
several microns from the simulated cut edge into the detector volume. The ratio
of the concentrations of different trap types plays an important role in the proper
decoupling of the simulated current generated at the cut surface from the detector
sensitive volume. This simplified model does not claim to describe accurately the
very complicated microscopic properties of CTS detectors but should rather be seen
as a first attempt to model their structure at the cut edge.
10 Conclusion
The Roman Pot detectors of the TOTEM experiment will consist of silicon mi-
crostrip detectors. These detectors need to have an insensitive width not exceeding
50 ÷ 60µm - i.e. the detectors must be almost “edgeless” - in order to achieve the
foreseen physics objectives set by the experiment.
A research and development (R&D) program was initiated based on standard
planar fabrication technology, which is well developed and has made it possible to
produce and operate reliably large amounts of silicon sensors in past high energy
physics experiments. These devices have usually a guard ring structure surrounding
the active volume, resulting in an insensitive dead width of ∼ 500µm. This de-
velopment consisted in modifying this structure in order to reduce the dead width
down to (50± 10)µm. The conceptual idea of this development is to allow the full
detector bias to be applied across the detector chip cut, and to collect the resulting
current on a current terminating ring (CTR), which surrounds the active area, and
collects the major part of the resulting current generated at the cut surface. A ring
placed between the CTR and the strips, called clean-up ring (CR), is biased at the
same potential as the CTR. Separating the CTR from the CR strongly reduces the
influence of the current generated at the detector cut edge on the active area of the
detector. This structure terminates the current at the detector edge and is called
current terminating structure (CTS).
A first generation of small test silicon microstrip detectors with a CTS have been
designed and produced. Several samples had a distance from the detector edge to
the strips varying between (41± 15)µm and (91± 15)µm.
In order to characterise these sensors test stands for measurements of the leakage
current at constant and varying temperatures were used. The current-voltage mea-
surements done with the detectors confirmed the working principle of the CTS. The
decoupling of the current generated at the cut surface from the sensitive volume is
evidenced by a fraction below 1/1000 of the current generated at the detector cut
edge, which flows into the detector sensitive volume at reverse bias voltages up to at
least 200V, a value well above the full depletion voltage of ∼ 35V. Moreover, it was
found for all detectors that decreasing their temperature improves this decoupling.
While the bulk current, generated mostly by deep levels decreases exponentially as
a function of the inverse temperature, the current originating from the cut edge,
generated mostly by shallow levels, decreases by a significantly smaller amount at a
constant reverse bias voltage for all studied CTS detectors.
Some detectors were irradiated with neutrons to various fluence levels in order
to investigate the effects of radiation induced damage on the decoupling of the
currents generated at the cut surface and in the sensitive volume. This decoupling
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was observed up to integrated fluences of 2 · 1014 neutrons/cm2, a value above the
expected one at the location of the vertical pots over the whole running time of the
TOTEM experiment. Previous studies on standard silicon microstrip devices show
that these detectors can be operated up to fluences of 1014 neutrons/cm2 at the cost
of a higher operational voltage applied to the devices than before irradiation. These
considerations suggest that detectors with a CTS could be operated successfully up
to fluences of 1014 neutrons/cm2.
In order to determine the efficiency near their edge, some of the test samples
were studied with a high energy muon beam. It was shown that detectors with
strips (51± 10)µm away from the mechanical edge have an efficiency > 90% up to
(50± 10)µm from their mechanical edge. The observed steep efficiency rise within
50µm from 10% to 90% meets the requirements of the Roman Pot detectors.
Following these encouraging results, a second generation of detectors with the
final dimensions was designed and produced. All samples had the same geometry
with a distance from the strips to the mechanical edge of 54+3−25 µm. In this design,
a gap of 20µm was inserted between the CTR and the mechanical edge. Current-
voltage measurements of these detectors evidenced that the introduction of this gap
caused a big fraction of the current generated at the cut surface to flow into the
CR at room temperature due to a distortion of the electric field lines next to the
detector cut edge. It was however found with current-temperature measurements
that a good decoupling of the current generated at the cut surface from the sensitive
volume could be achieved at temperatures of 0÷−20◦C for reverse bias voltages up
to 200V.
Some of the final size CTS detectors were glued on electronics readout boards
and bonded to front-end electronics. The response to particles of every detector was
studied in the lab with a radioactive source. These detectors were then arranged
into assemblies of 8 sensors and their edge sensitivity was tested with a high energy
muon beam. An efficiency rise from 10% up to > 90% within 50µm was observed,
a result similar to one obtained with small size samples. These detectors were then
inserted into a Roman Pot prototype attached to the beam pipe of SPS and were
studied with a high energy proton coasting beam under conditions similar to the
ones at the LHC. Beam halo protons were detected at typical rates of 3 kHz, which
are similar to the ones expected at the LHC for the foreseen runs of the TOTEM
experiment and data was taken with the detectors at 6 ÷ 14mm from the center
of the beam. It was possible to reconstruct tracks within ∼ 50µm from the edge
of the sensors with a CTS. This demonstrated successfully the functionality of the
detectors and of the complete system in a demanding environment.
Simulations complemented the studies on CTS sensors. The highly damaged
silicon crystal of these sensors at their edge was modeled by a region with the
properties of amorphous silicon extending over several micrometers from the cut
edge into the simulated detector structure. It was possible to simulate leakage
current and charge collection characteristics of real devices to some extent with
such a detector structure.
Based on the results of this R&D program the full production of the final size
detectors with a CTS for the TOTEM experiment has been started in 2006. The
structure at the edge of these new CTS sensors will be similar to the one of the first
129
generation test detectors, which allows a good decoupling of the current generated
at the detector cut edge from the sensitive volume even at room temperature. These
detectors will be tested in a beam of high energy particles before installation in the
LHC tunnel.
In parallel to this production, an INTAS project [99] for detectors with a CTS
has been started. The aim of this project is to get a better understanding of CTS
devices and their radiation hardness.
A The APV25 Readout Chip
The Analogue Pipeline Voltage mode (APV25) [100] readout chip is based on 0.25µm
CMOS technology. Figure A.1 shows the layout of the APV25.
Figure 1. Layout of the APV25s1 chip 
Figure A.1: Layout of the APV25 chip [101].
Each input of the 128 channels of the chip consists of a peamplifier (preamp)
coupled to a shaping amplifier (shaper) which produces an 50 ns CR-RC pulse shape.
A unity gain inverter is included between the preamp and shaper which can be
switched in or out such that the polarity of signals at the shaper output is the same
for either polarity of detector signals. The shaper output of each channel is sampled
at 40MHz into a 192 cell deep pipeline. The pipeline depth allows a programmable
level 1 latency of up to 4µs, with 32 locations reserved for buffering events awaiting
readout. If the chip is triggered the appropriate pipeline cell columns (time slices)
are marked for readout, and not overwritten until this is completed. Each channel
of the pipeline is read out by a circuit called the APSP (Analogue Pulse Shape
Processor) which can operate in one of two modes. In peak mode only one sample
per channel is read from the pipeline (timed to be at the peak of the analogue pulse
shape). In deconvolution mode three samples are sequentially read and the output
is a weighted sum of all three. The deconvolution operation results in a re-shaping
of the analogue pulse shape to one that peaks at 25 ns and returns rapidely to the
baseline.
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Figure A.2: (Left) APV25 output data frame. (Right) APV25 amplifier pulse shape
in peak and deconvolution modes for a range of input capacitances [101].
After the APSP operation is completed the output is sampled/held and fed to
the multiplexer. This 128:1 stage operates at 20MHz. Figure A.2 (left) shows
the APV25 output data stream following a trigger. The overall frame length is 7µs,
comprising a 12 bit header followed by 128 50 ns analogue samples. A 1 MIP (24’000
electrons) signal has been injected into one of the chip inputs. The 12 bit header
comprises 3 start bits, an 8 bit address of the pipeline column from which the data
originates, and one error bit. In this plot a slight pedestal gradient can be seen
which is likely to be due to a power supply drop across the chip.
The digital header is designed to occupy approximately an 8 MIP range (256/8 =
32ADC/MIP). This results in a signal dynamic range of ∼5 MIPs plus headroom
to accommodate common mode effects.
Figure A.2 (right) shows the amplifier pulse shape measured for a bonded channel
as a function of input capacitance, in both peak and deconvolution modes. The
peak mode pulse shape closely approximates to an ideal CR-RC pulse shape with
a 50 ns time constant, and consequently the deconvolution pulse shape is close to
ideal.
Figure A.3 (left) illustrates the pulse shape dependence on signal amplitude in
both peak and deconvolution modes. The input signal varies between 0.5 and 7MIPs
in 0.5MIP steps. No major distortion is evident for signals in this range. The
dependence of the peak pulse heights from Fig. A.3 (left) on input signal amplitude
is shown in Fig. A.3 (right), where the output signal amplitude has been normalised
to the input signal amplitude at the 1 MIP point. Good linearity is achieved for
signals up to 3 MIPs with a gradual fall off beyond.
Figure A.4 shows the noise dependence on input capacitance for the APV25 in
peak and deconvolution modes for three channels, one close to the middle, the
other two close to the top and bottom edges in Fig. A.1. No significant difference
between channels is observed. The noise performance for microstrip detectors of
1’000 electrons root mean square is achieved (assuming amplifier noise alone) for
detectors with capacitances up to 10 pF and 18 pF in deconvolution mode and peak
mode respectively.
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B CMS Tracker Electronics
A detailed description of the data acquistion system used in the test beams is beyond
the scope of this work. A general overview is presented and more information
is found in [102] and the references therein. Pulse height data are multiplexed
from pairs of 128 channel front-end chips (APV25) on the detector hybrid over a
short distance to a laser driver. Electrical to optical signal conversion follows then
transmission over a fibre optic cable to the counting room. The optical link employs
edge-emitting semiconductor laser transmitters.
Figure B.1: Schematic diagram of the CMS tracker readout and control system [102].
The data acquisition is based on a VMEbus system. Pulse height data from the
front-end chips, with no zero suppression, are converted back to electrical levels
matched to the range of a 10 bit ADC. Approximately 2 bits of the range allow for
baseline level variations within the system. The remaining 8 bits are sufficient for
adequate resolution over the range of signals expected. The Front End Driver (FED)
digitises the data, performs some signal processing including channel reordering,
common mode subtraction, and stores the results in a local memory. Under high
trigger rates, cluster identification and zero suppression are performed directly on
the FED and will reduce the data volume to be transmitted.
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A VMEbus module in the counting room, the Front End Controller (FEC), con-
trols and monitors the electronics system. It distributes the machine master clock
and first level triggers received from the LHC Timing Trigger and Command (TTC)
system. Digital optical links send and receive trigger, clock and control data at
40MHz which are recovered by photodiodes and amplifiers and distributed electri-
cally by a Communication and Control Unit (CCU) to detector modules. Clock
signals are processed by Phase Locked Loop (PLL) chips on each front-end hybrid
to ensure high reliability and minimum phase jitter. A schematic diagram of the
readout and control system in shown in Fig. B.1.
C The ARC System
The APV25 Readout Control System (ARCS) Test Setup is a compact, cost efficient
test and diagnostic tool which is suited for full operation and characterisation of
front-end hybrids and silicon detector modules. It has been developed by the CMS
silicon tracker group and is compatible with the TOTEM hybrid hosting APV25
chips.
The ARC System consists of three printed circuit boards: the PC ISA card, the
ARC board and the front-end (FE) adapter card. The TOTEM hybrid with the
APV25 chips is connected to this system via an adapter card and a kapton cable
attached to the FE card shown in Figure 8.6 (left). The FE card is connected to the
ARC board via a flat cable. The ARC board is connected to the PC ISA card sitting
in a PC with a flat cable. The data gathered from the APV25 chips is analysed
using the ARC software. The graphical interface of the ARCS software is shown
in Fig. C.1. Many different tests can be performed, such as e.g. noise and pedestal
tests [103]. The pedestal, noise and signal of a channel are defined below. The data
are exported to an ASCII file for further analysis.
The pedestal Pc of a single channel of an APV25 chip is the mean value of all Np
outputs of this channel and is defined as
Pc =
1
Np
Np∑
r=1
Dcr, (C.1)
where c = 1, . . . , Nch and Nch = 128 is the number of channels of an APV25 chip,
and Dcr is the raw output of the r
th event of channel c.
The raw noise N rawc of a channel c is the standard deviation of the pedestal of
this channel and is defined as
N rawc =
1√
Np − 1
√√√√ Np∑
r=1
(c−Dcr)2 . (C.2)
The raw noise quantifies fluctuations of individual channels. In addition to such
fluctuations, groups of Ng channels (Ng = 32 for the APV25 chip) fluctuate in a
correlated way and this effect is corrected by taking into account by the common
mode Ccr defined as
Ccr =
1
32
⌊(c−1)/32+1⌋·32∑
j=1+⌊(c−1)/32⌋·32
(Djr − Pj) , (C.3)
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Figure C.1: Picture of the front panel of the ARCS software. In the test, four APV25
chips were read out. The data are shown in the bottom right window. Each of the
four curves correspond to the data of one APV25 chip converted to ADC counts.
where the argument in the ⌊⌋ brackets is rounded towards the largest integer smaller
or equal to the argument. From this definition, all Ccr values of the r
th event for
channels of a given group are equal, i.e. C1r = C2r = . . . = C32r for example.
The common mode subtracted noise is defined as
NCMc =
1√
Np − 1
√√√√ Np∑
r=1
(Pc −Dcr − Ccr)2 . (C.4)
A signal Scr of a channel c in the data row r is obtained by demanding
Scr = Dcr − Pc such that Scr ≥ 4 ·NCMc . (C.5)
The mean signal Sc of a channel c is defined as
Sc =
{
1
Ns
ch
∑Ns
ch
i=1 Sci (N
s
ch > 0)
0 (N sch = 0),
(C.6)
where N sch is the number of Scr values satisfying Scr ≥ 4 · NCMc . This means that
for a value Scr to be considered as a signal in channel c, its value has to exceed 4
times the common mode corrected noise of this channel. The standard deviation of
the mean signal Sc of a channel c is defined as
σSc =


1√
Ns
ch
−1
√∑Ns
ch
i=1 (Sci − Sc)2 (N sch > 1)√
Sc (N
s
ch = 1).
(C.7)
D The VFAT2 Readout Chip
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Figure D.1: Block diagram of the VFAT chip [104].
The VFAT2 is a trigger and tracking front-end ASIC. A block diagram of the chip
is shown in Fig. D.1. The VFAT2 chip has been designed in 0.25µmCMOS and it has
two basic functions. The first (Trigger) is to provide fast regional hit information
to aid the creation of a first level trigger (LV1) and the second (Tracking) is for
providing precise spatial hit information for a given trigger event.
The VFAT2 chip has 128 identical channels. It is a synchronous chip designed
for sampling sensors at the LHC clock frequency of 40MHz. Each channel consists
of a preamplifier and shaper followed by a comparator. If a particular channel
receives a signal greater than the programmable threshold of the comparator a logic
1 is produced for exactly one clock cycle. This logic 1 is written into the first two
SRAM memories (SRAM1). All other channels that do not go over threshold record
a logic 0 in SRAM1. This occurs in parallel for all 128 channels at 40MHz. At
the same time a fast OR function can be used to set a flag immediately used for
creating a trigger. It is foreseen to have up to eight programmable sectors which can
be flagged with the fast OR in this way. The assignment of channels to sectors is
programmable. There are 8 Low Voltage Differential Signal (LVDS) sector outputs
labeled S1 to S8. Not all LVDS outputs need to be used.
On receiving a LV1 signal, data corresponding to the triggered time slot is trans-
ferred to a second SRAM memory (SRAM2). The LV1 latency is not expected to
exceed 6.4µs (256 clock periods). Hence SRAM1 is dimensioned to be 256 by 128.
SRAM2 contains only triggered data. It is dimensioned to be 128 by 148 for data
plus headers, hence the VFAT2 chip can store up to 128 triggered events of data for
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all channels at any one instant in time.
VFAT2 will label the data with 3 headers. These are the Bunch Crossing Number
(BCN 12 bits), Event Number (EN 8 bits), and the chip Identification number (ID
16 bits). The BCN is generated by a 12 counter (BC) that increments every clock
cycle The EN is generated by an 8 bit counter that increments for every LV1. Both
counters are cyclic and return to zero at the end of the counter range.
As soon as SRAM2 has data the Read cycle begins. During the Read cycle
a Data Formatting block streams out a binary data stream to the FED via the
Gigabit Optical Link (GOL). The GOL chip operates with a continuous write/read
operation without dead time.
E ISE TCAD Software
E.1 GENESISe
GENESISe is the graphical front-end to the ISE TCAD software tools. It provides
a “point and click” user interface to ease the design, organisation and running of
TCAD simulations. It incorporates a number of features. These include:
- a database that contains a wide range of examples,
- a hierarchical organisation of simulations,
- graphical editors in which to construct the simulation flow,
- editors to facilitate viewing the project tree and the table that includes results,
- a preprocessor in order to check input files.
It is fully equipped to organise multiple projects both on a single PC and in
parallel on a set of networked workstations. This feature enables multiple users to
run simulations at the same time. Figure E.1 shows the GENESISe window. In the
status window editing command files, running simulations and other work is carried
out. Once a project has been activated, editing may take place. This involves
defining the following elements:
- simulation flow,
- user input files (such as each tool involved and the command files),
- parameter settings.
This is necessary since the simulations are run in batch mode. The sequence of
tools and parameters is defined for a simulation. This flow is edited using the Tool
Flow Editor. Each of the tools specified within the Tool Flow Editor requires at
least one command file and may need other user input files. The output files are
usable by subsequent tools. It is also possible to include parameter settings using
the Tool Flow Editor that can later be defined in the Parameter Editor.
Before a simulation is run, GENESISe preprocesses the project. This involves
replacing parameters with values and creating an execution graph. Each of the
nodes on this graph is interdependent thus each node has to be successfully executed
before any subsequent node can start. Whilst there are many tools and features of
the GENESISe interface only the ones used in the simulation described in Chapter 9
are discussed here. Further information about ISE-TCAD and GENESISe is found
in [105, 97].
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Figure E.1: The GENESISe window.
E.2 MESH-ISE
MESH-ISE is a program that allows stand-alone device structure editing and mesh
generation. The device editor comprises two environments:
- A boundary editor,
- A doping editor,
Whilst it is possible to design any device structure within MESH-ISE, it includes
algorithms that preserve the correctness of the device structure thus preventing
unrealistic designs. Semiconductor devices may be composed of various materials
including silicon, silicon oxide, polysilicon and a number of metals and MESH’s
graphical user interface means that complex designs may be created with relative
ease.
Impurity concentrations may be defined using analytical doping profiles, e.g.
Gaussian functions and error functions. In the simulations described in Chapter 9,
Error functions using the elements boron and phosphorus were used. There are
three parameters that must be defined to give the error function:
- Peak concentration,
- Peak position,
- Standard deviation.
MESH allows mesh refinement using a set of user-defined parameters. These pa-
rameters are grouped into refinement areas which are rectangular constraints for the
final mesh elements. There is a default refinement area for the device, however, it
is possible to add further refinement areas. Once the refinement areas have been
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Figure E.2: Drawing of the mesh used in the simulations. The regions near the
sensitive edge and the implantations have a finer mesh than the bulk.
defined MESH creates an appropriate mesh that meets these requirements. Fig-
ure E.2 shows the mesh, including refinements, created by MESH for the simulation
described in Chapter 9. The output files created by MESH are compatible with
the input files needed for DESSIS-ISE. For further details about the capabilities of
MESH see [106].
E.3 DESSIS-ISE
DESSIS-ISE is an electrical and thermal simulator for one, two and three dimen-
sional semiconductor devices. It uses a number of physical models and numerical
methods in order to simulate most types of semiconductor devices and geometries. It
is capable of solving equations such as Poisson’s equation, the continuity equations
and the heat transport equation.
DESSIS is capable of simulating the electrical behaviour of a single semiconductor
device of several devices in a circuit. It finds terminal current, voltages and charges
using the appropriate set of device equations. A real device is approximated by the
discretisation of the physical properties of the device onto nodes of a mesh. The
values of continuous properties, such as doping profiles, are found by interpolation
between the mesh nodes. The two input files necessary to describe a device are:
- geometry file or “mesh”,
- the doping file.
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The input files when provided by MESH are optimised for efficiency and robust-
ness. In such a two-dimensional simulation the “thickness” in the third dimension is
taken to be 1µm. Typically, for a 2D simulation, 2’000 to 4’000 nodes are sufficient
to provide an accurate and fast simulation.
E.4 PICASSO-ISE
PICASSO-ISE is the GENESISe tool used for visualising the results obtained from
a successfully completed simulation. It has an object-oriented user interface that
combines the “point and click” functionality of GENESISe.
A device geometry together with appropriate data sets obtained from DESSIS are
loaded into a Device object. The Model class defines the style with which the device
is displayed using the View class. These classes are interlinked to form a drawing
hierarchy. The View object is linked to the output window. Other classes include
the Axis class, Palette and Label. A final picture may be saved as a postscript file.
Glossary
ALICE A Large Ion Collider Experiment
APV25 Analogue Pipeline Voltage mode front-end readout chip
ARCS APV25 Readout Control System
ATLAS A Toroid LHC ApparatuS
CERN Centre Europe´en pour la Recherche Nucle´aire
(European Organisation for Nuclear Research)
CMS Compact Muon Solenoid
CR Clean-up Ring
CTR Current Terminating Ring
CTS Current Terminating Structure
FEC Front End Controller
FED Front End Driver
I-T Current (I) vs. Temperature (T )
I-V Current (I) vs. Voltage (V )
LHC Large Hadron Collider
LHCb the Large Hadron Collider beauty experiment
MIP Minimum Ionising Particle
NIEL Non Ionising Energy Loss hypothesis
PDE Partial Differential Equation
PKA Primary Knock on Atom
R&D Research and Development
TOTEM TOTal cross section and Elastic scattering Measurement experiment
Physical Constants
Symbol Value Quantity
c 2.997·108m/s speed of light
me 0.510MeV/c
2 = 9.109·10−31 kg electron mass
mu 931.5MeV/c
2 = 1.660·10−27 kg unified atomic mass unit
e 1.602·10−19C electron charge
h 6.626·10−34 J·s Planck constant
~ ≡ h/(2π) 1.054·10−34 J·s reduced Planck constant
~c 197.3MeV·fm conversion constant
mp 938.2MeV/c
2 = 1.672·10−27 kg proton mass
ǫ0 8.854·10−12 F·m−1 free space permittivity
NA 6.02·1023mol−1 Avogadro constant
kB 1.38·10−23 J·K−1 = 8.617·10−5 eV·K−1 Boltzmann constant
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