The nondestructive three-dimensional acoustic tomography concept of the present investigation combines computerized tomography image reconstruction algorithms using acoustic diffracting waves together with depth information to produce a three-dimensional ͑3D͒ image of an underground section. The approach illuminates the underground area of interest with acoustic plane waves of frequencies 200-3000 Hz. For each transmitted pulse, the reflected-refracted signals are received by a line array of acoustic sensors located at a diametrically opposite point from the acoustic source line array. For a stratified underground medium and for a given depth, which is represented by a time delay in the received signal, a horizontal tomographic 2D image is reconstructed from the received projections. Integration of the depth dependent sequence of cross-sectional reconstructed images provides a complete three-dimensional overview of the inspected terrain. The method has been tested with an experimental system that consists of a line array of four-acoustic sources, providing plane waves, and a receiving line array of 32-acoustic sensors. The results indicate both the potential and the challenges facing the new methodology. Suggestions are made for improved performance, including an adaptive noise cancellation scheme and a numerical interpolation technique.
I. INTRODUCTION
Acoustical techniques have been used to do subsurface image reconstruction for imaging and classifying buried objects for the past two decades. Most of these techniques use either well-to-well tomography 1 or surface-to-well tomography.
2-4 However, their methodology is not appropriate for detecting buried land mines or hazardous waste materials, since they require ground disturbances that could be hazardous for demining and destructive for archeological applications.
A recent study 5 investigates two-dimensional ͑2D͒ imaging of shallow buried objects by using ultrasound B-scan tomography. 6 The system concept includes a linear array of receivers and transmitters operating in the frequency range of ͑1-5͒ kHz. In this case, three-dimensional ͑3D͒ imaging can be accomplished by volume rendering of consecutive 2D images. 7 If the linear sensor array is replaced by a planar array, then 3D beamforming techniques 6 could provide the volume visualization of the underground area without combining multiple 2D images. Advancements in remote sensing have led to the development of nondestructive subsurface detection methods such as infrared ͑IR͒ imaging, 8, 10 ground penetrating radar ͑GPR͒, 9,10 seismic refraction, electromagnetic sensing 10 and electrical conductivity. All these techniques use perturbations in seismic or electromagnetic waves to detect, locate, and identify the buried objects. Currently, GPR and IR imaging are widely used in demining applications. The performance of GPR for detecting landmines degrades considerably with increased moisture in the ground and, like the electromagnetic sensors, it fails to detect nonmetallic objects. The IR imaging methods can only detect recently buried ͑1 month period͒ objects. The poor performance characteristics of the existing nondestructive imaging techniques can be improved by using data and image fusion techniques in a multisensor system that has shown to have the potential for reliable mine detection and classification. 10 Another challenge of international significance is the disposal of buried hazardous waste, which requires reliable estimation of the location and nature of the buried a͒ Author to whom correspondence should be addressed. Electronic mail: stergios@dciem.dnd.ca substances. 11 For archeologists, subsurface imaging techniques are useful for assessing the historical significance of a site before beginning costly digging. 12 The present paper considers an alternative approach to nondestructive 3D imaging by using the concept of computed tomography ͑CT͒, which is successfully used for noninvasive medical imaging diagnostic applications. 13 Briefly, medical CT imaging uses x rays to obtain cross-sectional images, or ''slices,'' of the human body and image reconstruction algorithms that are based on the Radon theorem. 14, 15 In this investigation we propose subsurface image reconstruction of horizontal cross sections at different depths. Once such images of sufficient quality are available, a next step could include implementation of pattern recognition algorithms to identify and classify the mines. An advantage of our approach is the ability to detect mines that are buried beneath one another, as this is a common deployment procedure to deceive the conventional mine detection systems. The method is demonstrated with an experimental setup, which illustrates both the challenges and opportunities for imaging of shallow buried objects using acoustic computed tomography.
II. PRINCIPLES OF OPERATION OF ACOUSTIC CT
The basic principles of a CT data acquisition process and the relevant image reconstruction algorithms are discussed in detail in Refs. 3, 13-19. The data acquisition process consist of taking projection measurements of the object of interest defined by the image f (x,y). The projection data form a 2D array called sinogram p(r n , i ) (nϭ1,...,N) (i ϭ1,...,M ) where i is the projection angle and r n is the distance of nth detector from the center of the field of view.
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N and M are the total number of detectors in the array and the total number of projections, respectively. This set of projections is used by CT image reconstruction algorithms to reconstruct the image f (x,y). If the energy used to illuminate the object is nondiffracting ͑e.g., x rays͒, the image reconstruction algorithms are, iterative algebraic techniques, Fourier slice theorem techniques and filtered back projection. [13] [14] [15] 17 Whereas for diffracting energy ͑e.g., sound waves͒, these algorithms are filtered back propagation and Fourier diffraction projection techniques. 3, 16, 18, 19 In this investigation we propose to implement the CT concept using acoustic energy to reconstruct subsurface images of horizontal cross sections of the entire volume of a buried object at different depths. We assume that the received signal carries information from different ground penetration depths that are represented as different time delays, indicated by the temporal index j below,
As a result, for a given time delay t 0 , image reconstruction of the projection data set p(r n , i ,t 0 ) will provide horizontal tomography images of the buried object of interest corresponding to a specific depth in the ground. Then, repetition of the image reconstruction process for all the time delays ( jϭ1,...,K) would define a 3D volume consisting of horizontal underground tomography images. However, the correspondence between time delay t 0 and specific depth in the ground requires stratification of the underground medium. For a nonstratified medium, such as the experimental set up of this study discussed next, the above correspondence between time delay and depth is not valid due to the multipath effects of the acoustic waves in the homogenous underground. Figure 1 depicts the experimental setup of the proposed acoustic tomography concept for nondestructive imaging of shallow buried objects. The acoustic sensors ͑microphone array͒ and source array, shown in Fig. 1 , do not have a contact with the surface of the ground. Thus, the whole system could be mounted on a platform that may be deployed by an armored vehicle or is remotely controlled. For each transmitted acoustic pulse, the receiving array collects the signal, which is reflected-refracted from the internal underground buried objects and the ground inhomogenouties.
Therefore, the proposed approach addresses the inverse problem, which is the underground 2D and 3D imaging. Parameters related to the propagation problem ͑forward prob- are not required by the proposed approach to address the imaging problem. Although, solutions to the forward problem can provide the essential parameters for a better image reconstruction approach, 20 they impose a practical implementation problem for a number of nondestructive imaging underground applications. In particular, to identify the 3D propagation characteristics, it would require significant amount of information in terms of boundary conditions, density estimates, and stratification characteristics. This kind of information, although essential for an optimum approach, makes the acoustic tomography concept impractical for demining or archeological applications because it requires ground disturbances to collect the essential information. Our goal and objectives of this experimental study is the development of an acoustic CT technique for nondestructive imaging of underground features that is practically realizable. However, the theoretical and experimental aspects relevant with the propagation problem ͑forward problem͒ are discussed in Sec. IV B of this paper, since they are essential to verify our experimental results.
III. PRACTICAL ISSUES AND PROPAGATION CHARACTERISTICS
During the course of the present investigation we were confronted with several challenges. First and foremost was the issue that the propagation characteristics of the acoustic signals in this setting were not known. More specifically, what is received by the receiving microphone array, depicted in Fig. 1 , is a superposition of direct waves ͑direct arrivals through air͒, surface waves, subsurface waves, reflectedrefracted energy from buried objects, reflected energy from various inhomogeneous ground layers and noise. Each received acoustic wave front has a different time delay depending upon the propagation path it followed and the speed of sound in various sections of that path. Because of the poor air-to-ground-to-air coupling interface, another problem is to receive sufficient acoustic energy out of the soil by the receiving array 5 that is essential for reliable image reconstruction. The soil is a highly attenuating medium and it is diffi- cult for acoustic waves in the frequency range of 1-5 kHz to penetrate deep in the ground. 21 Although high frequency acoustic waves ͑2-10 MHz͒ produce good image resolution in ultrasound imaging, they are not suitable for underground imaging applications due to their severe attenuation in the ground. Thus a lower frequency range of 0.2-3.0 kHz was selected due to its characteristics to penetrate in the ground, though it produces poor image resolution. Furthermore, we constructed a frequency-modulated FM pulse, linearly varying from 200 Hz to 2000 Hz, cascaded with a Parzen window. In order to generate a plane wave acoustic signal to illuminate the underground area of interest, a linear array of four synchronized acoustic point sources was used, as shown in Fig. 1 .
The poor signal-to-noise-ratio ͑SNR͒ in the received signal, as mentioned above, was mainly due to the poor air-toground-to-air coupling interface that induced a severe attenuation in the signal of interest. To minimize the impact of the very poor SNR in the image reconstruction process, we introduced an adaptive noise ͑interference͒ cancellation ͑AIC͒ 6,22,23 processing scheme. Its impact is demonstrated with real data in Sec. IV D.
IV. EXPERIMENTS

A. Experimental setup
The proposed acoustic CT tomography imaging system was implemented as shown in Fig. 1͑a͒ . A minefield was simulated by filling a commercial swimming pool of 4 m diameter and 0.7 m depth with dry construction grade sand. A wooden tripod structure with three hollow wooden boxes buried in the sand ͓Fig. 1͑b͔͒ was built to support the data acquisition system above the sand. The data acquisition system consisted of a 31-microphone receiving line array ͑Pa-nasonic broad band capsule model WM063P͒ with 3 cm spacing and a four-speaker line array, mounted at the two sides of a horizontal metal bar ͑3.5 meter long͒. Two objects ͑simulating landmines͒ were buried in the sand ͓Fig. 1͑b͔͒ at different depths in the range of 10 cm to 50 cm: ͑1͒ an inert antivehicle plastic landmine 30 cm in diameter and ͑2͒ a metal flat box 5ϫ20ϫ30 cm 3 . A set of 32 preamplifiers (amplificationϭ40 dB) was placed in the close vicinity of the microphones ͓Fig. 1͑a͔͒. A 4 kHz, 32-channel antialiasing filter was used to condition the received signal for the 32-channel 12-bit A/DC ͑analog-to-digital converter with 8 kHz sampling frequency͒. The digitized time series from the 32-channel were multiplexed and stored in a SCSI storage device. The CT data acquisition process included 360 set of measurements at 1-degree interval around a horizontal circle defined by the rotated metal bar with the mounted receiving and source arrays ͓Fig. 1͑a͔͒. For each set of measurements, the four-speaker line array generated a plane wave pulse sent in the ground; and the data acquisition system was triggered simultaneously to acquire the reflected acoustic signals by the 31-microphone receiving array.
To align all the received time series from the 360 measurements, a reference microphone ͑32nd sensor͒ was placed near the four-speaker array. This procedure of temporal alignment, using the received signal from the reference microphone, will be discussed later in Sec. IV C.
The transmitted acoustic signal was a FM pulse generated by a PC through a D/AC ͑digital-to-analog converter͒ and the audio amplifiers of the four-speaker array ͑Fig. 1͒. The FM pulse's characteristics were another major design issue, since they affect the image resolution. A very short pulse results in better image resolution and better differentiation of signal arrivals from different directions. However, the constraints imposed by the frequency range of 200-2000 Hz did not allow for the design of a very short FM pulse. A trial and error process provided a practical choice of a 0.1 ms FM pulse with 100 kHz sampling for the D/AC unit.
B. Propagation characteristics of the acoustic signals in the underground medium
A set of experiments was conducted to determine the propagation speed, time of arrival, amplitude and SNR of the propagating acoustic signals in the air and in the ground, as these were important parameters to determine the sections of the received microphone time series that included the signals of interest.
The sections ͑a͒-͑f͒ of Fig. 2 and ͑a͒-͑f͒ of Fig. 3 show the various experimental arrangements in terms of microphone positions and the corresponding received signals, respectively. More specifically, in Fig. 2 , the microphone ͑a͒ is the reference microphone placed near the acoustic source; 2 meters away is the microphone ͑b͒, which is one of the microphones of the 31 sensor receiving array. The microphones ͑c͒ and ͑f͒, shown in Fig. 2 , are buried in the sand ͑5 cm deep͒, and just below the microphones ͑a͒ and ͑b͒, respectively. The time delay between the signal wavefront arrivals of microphones ͑a͒ and ͑b͒ and between ͑c͒ and ͑f͒ corresponds to the time taken by the signal to travel between the corresponding microphones through the air and in the sand, respectively. These time delays can be estimated from the results of Fig. 3 that shows the corresponding time series of the microphones ͑a͒-͑f͒ of Fig. 2 .
To maximize the microphones receiving characteristics, a number of experiments were conducted to determine the optimum position configuration for the microphone array. For example, microphone ͑d͒, shown in Fig. 2 , was acoustically isolated from the surrounding acoustic signals propagating through the air by using thick foam to cover the sand surface. In another case, the microphone ͑e͒, shown in Fig. 2 , was set in a plastic trumpet to maximize its receiving directivity pattern of the acoustic signals arriving from the ground.
From these experiments it became obvious that the amplitude of the received signals by microphone ͑d͒ ͓e.g., Fig.  3͑d͔͒ were much smaller than the corresponding amplitudes of the signals of microphones ͑b͒ and ͑e͒, ͓e.g., Figs. 3͑b͒, ͑e͔͒. In particular, the differences in amplitude between the received signals ͑b͒ and ͑e͒ in Fig. 3 , show that a very significant portion of the energy collected by ͑b͒ is received directly from the air and hence the SNR of the component of the acoustic signal propagating through the ground is very small, as expected because of the very poor air-to-ground-toair coupling. In another experimental set up, the amplitude of the acoustic signal received by microphone ͑e͒, ͓e.g., Fig.  3͑e͔͒ has smaller amplitude than that of the signal of microphone ͑b͒ ͓e.g., Fig. 3͑b͔͒ . This confirms that the dominant signal components of the received acoustic signals by the microphone ͑e͒ ͓e.g., Fig. 3͑e͔͒ are signals propagating in the ground. This observation is confirmed also by the signal of the shallow buried microphone ͑f͒, since the time arrival of the received signals for microphones ͑e͒ and ͑f͒ are nearly identical. Furthermore, it appears that the frequency spectrum for the times series ͑c͒ and ͑f͒ is different from those for the microphones in the air ͑d͒ and ͑e͒. This was expected since the ground acts as a low pass filter and the higher frequencies that do not penetrate the ground they are not included in ͑c͒ and ͑f͒.
Thus, the time delay of the signal wavefront arrivals between the reference microphone ͑a͒ ͓e.g., Fig. 3͑a͔͒ and microphones ͑e͒ and ͑f͒, ͓e.g., Figs. 3͑e͒, ͑f͔͒, provides estimates of the speed of the acoustic signals propagating through the sand, which are in the range of 80-100 meter/ second, which agrees with a similar experiment reported in Ref. 25 .
In summary, the segments of the received microphone time series in the range of 180-500 samples for the microphones ͑b͒, ͑e͒, and ͑f͒ include the signal components of the pulses propagating through the air-to-ground-to-air. We will use this segment of the received signal to define the sinograms for the purpose of underground image reconstruction.
It is worth noting that although the signal loss due to the poor air-to-ground-to-air coupling was great, this signal loss was tolerable in the image reconstruction process. This was confirmed also from the image results that were reconstructed using these very low SNR signals. Another important observation is the increased duration of the received signal by microphone ͑f͒, shown in Fig. 3͑f͒ as compared to that in Fig. 3͑a͒ . This is an indication that the received signal in Fig. 3͑f͒ includes multipath propagation effects in the ground. This, however, cannot be considered as justification of our claim that time delay t j in the projection data p(r n , i ,t j ) can be equated with depth, since the experimental setup with the tank filled with sand is a nonstratified medium. Therefore, the reconstructed images of this investigation would represent near the surface 2D horizontal tomography sections of the underground medium.
C. Experimental results
Each experiment, which was based on the setup of Fig.  1 , generated a three-dimensional data set of projections defined by
where Nϭ32 microphones ͑31 sensors in the receiving array plus the reference microphone͒, M ϭ360 projections around a circle, and Kϭ8192 samples for each microphone time series. These 360 sets of time series had to be aligned according to their reference microphone's signal ͓Fig. 3͑a͔͒. 
Interpolation for improved image resolution and simulations
The image resolution characteristics of a CT reconstructed image are related to the number of sensors N, the sensor spacing and the number of projections M ͓Eq. ͑2͔͒. A typical x-ray CT scanner deploys approximately 1400 sensors with 1 mm pitch and acquires 1100 projections to have sufficient image resolution for medical diagnostic purposes. In our case, however, due to limited resources, the present setup included only 31 sensors and the acquisition of 360 projections; hence the image resolution was anticipated to be very poor. Furthermore, because of our sensor spacing ͑e.g., pitch 3 cm͒ the spatial sampling frequency was 33 samples/ meter, which indicated that the maximum spatial frequency that could be handled by this pitch was 16.5 samples/meter. 18 Another complication in terms of the image resolution capabilities of the current experimental setup was due to the fact that our experimental observations in Fig. 3 show that only acoustic frequencies below 1 kHz penetrated the sand medium ͓i.e., wavelength in the ground, (100 m/s)/ (1000 Hz to 500 Hz)ϭ10 cm to 20 cm͔. Thus, the image resolution was very limited in our diffraction tomography experiments since the wavelengths of the interrogating acoustic waves were in the range of 10 cm to 20 cm and the spatial sampling frequency was 33 samples/meter. As a result, spatial details higher than 16 sample/meter and object dimensions comparable to the wavelength of 10 cm to 20 cm cannot be detected with our current system configuration.
To minimize the impact of the poor image resolution inherent in our system, we used interpolation techniques, as defined in Ref. 18 . To assess the performance of this interpolation technique we used diffraction tomography simulations for 800 Hz and the Shepp-Logan phantom 14 It is apparent from these simulations that the experimental configuration of Nϭ31 sensors would not be sufficient to provide reasonable image resolution even for high SNR ͑which is the case in the simulations͒, since the wavelength of the interrogating acoustic pulses is comparable to the dimensions of the objects and the sensor spacing is not sufficiently small. Thus, for poor SNR, image resolution would be even worse. For more details about the image resolution limits of diffraction tomography in terms of the wavelength of the interrogating energy, the size of the object and the spatial sampling of the receiving sensor array, the reader may review Ref. 26 .
Real results
Based on Eq. ͑2͒ and Fig. 4 , a 2D sinogram for a predefined temporal sample is given by sents the same data as the vertical line of Fig. 5 for the time delay jϭ376. The image in Fig. 6͑b͒ has been reconstructed from the sinogram of Fig. 6͑a͒ and for the temporal sample jϭ376. It shows a circular pattern ͑indicated by the arrow͒ that its location coincides with the location and time delay depth of the buried plastic mine ͓Fig. 1͑b͔͒. In this experiment the sand was wet in order to improve the acoustic propagation and compare results with dry sand. The image reconstruction algorithm for the results of Fig. 6͑b͒ was the Fourier diffraction algorithm 18 using interpolated data ͑from 31 to 256 sensors͒ for the same temporal samples. Thus, the image in Fig.  6͑c͒ has been derived from the same sinogram as the image in Fig. 6͑b͒ . Their differences represent better image resolution characteristics as those in the simulation results shown in Fig. 5 .
As discussed earlier, the temporal samples for j ϭ180,...,500, are expected to provide information about buried objects. Although the images of the buried mine ͑Fig. 6͒ have very poor image resolution, their spatial location coincides with that of the buried mine as in our previous experiments reported in Ref. 24 and shown by Fig. 6͑d͒ . The image in Fig. 6͑c͒ was reconstructed using filtered back projection algorithm on noninterpolated data. The experiment was carried out in dry sand and for slightly different mine location and depth with those of Figs. 6͑b͒ and ͑c͒. Figures 6͑e͒ and ͑f͒ show reconstructed images for temporal sample jϭ186 using filter back projection and Fourier diffraction ͑interpo-lated data͒, respectively. The white spot in both figures corresponds to the expected location of the buried metallic mine, shown in Fig. 1͑b͒. 
D. Adaptive interference cancellation "AIC… in acoustic CT
The results in Fig. 7 demonstrate the advantages of using adaptive interference cancellation ͑AIC͒ processing to minimize the impact of the poor SNR in the image reconstruction process. The implementation of the AIC process in our acoustic CT concept has already been discussed briefly in Sec. II and for more details the reader may review the papers. 13, 22, 23 The AIC implementation effort requires that the 31-microphone array should be rearranged as follows: 16-microphones should be positioned along the receiving ar- FIG. 6 . ͑a͒ Sinogram from the data set of Fig. 4 corresponding to the temporal sample jϭ376, for the 31 microphones and 360 projections. ͑b͒ Image reconstruction based on filtered back projection and using the sinogram data set shown in ͑a͒ with no interpolation ͑wet sand͒. ͑c͒ Image reconstruction based on Fourier diffraction algorithm and using an interpolated version ͑31 to 256 sensors͒ of the same sinogram data set ͑a͒. The image of the buried mine is obvious at the bottom. This location coincides with the expected mine location in Fig. 1͑b͒ . ͑d͒ Image reconstruction based on filtered back projection of a data set from a previous experiment reported in Ref. 24 . This image is for the same buried mine of Fig. 1͑b͒ . The mine location here is slightly different from ͑b͒ and ͑c͒. In this case the sand was dry. ͑e͒ Image reconstruction based on filtered back projection and using a sinogram data set with no interpolation ͑temporal sample jϭ186͒. In this experiment the sand was wet. ͑f͒ Image reconstruction based on Fourier diffraction algorithm and using an interpolated version of the sinogram data set from 31 to 256 sensors and for the same data set with those of image ͑e͒. The location of the white image spot in ͑e͒ and ͑f͒ coincides with that of the buried metallic object in Fig. 1͑b͒ . ray downwards to receive the noise signal for the AIC process. 15-microphones should be positioned along the receiving array upwards to receive the interference, which is the propagating in the air component of the transmitted pulse. The spacing for both the upward and downward microphones was the same.
The time series in Fig. 7͑a͒ , refer to the reference microphone ͑a͒ ͑see Fig. 2͒ , located near the array of the acoustic sources. Figures 7͑g͒ and ͑b͒ show the received time series for the upward and the downward facing microphones that represent the interference and noisy signals, respectively, that are essential in an AIC process. The time series in Fig.   7͑i͒ show the output of the AIC process and Fig. 7͑f͒ shows the signal of the buried microphone that defines the time position of the wave front arrival in the ground. At this point it is important to note that a comparison between the time series ͑i͒ and ͑f͒ of Fig. 7 indicates that these two time series are not similar since AIC filtering process ͑because of the very low SNR͒ has not been very effective to remove all the components of air contributions in the received signal. However, the AIC process has been sufficient to enhance the image resolution for this experimental setup as shown by the image reconstruction results of Fig. 8 .
Thus, for the temporal sample jϭ55 the image 8͑a͒ and FIG. 7. Time series from the adaptive acoustic CT experiment. ͑a͒ is the signal from the reference microphone. ͑g͒ is the signal from the upward microphone that is considered as the noise ͑interference͒ in the AIC process. ͑b͒ is the signal from the downward microphone that is considered as the noisy signal in the AIC process. ͑i͒ is the output signal of the AIC process and ͑f͒ is the signal from the buried microphone.
͑b͒ are the sinograms for the 15-upward ͑interference͒ and the 16-downward ͑noisy signal͒ microphones, respectively. These sinograms define the inputs for the AIC processor. The output of the AIC processor is the sinogram shown in Fig.  8͑c͒ , which is supposed to have improved SNR as compared with the SNR of Fig. 8͑b͒ . The image reconstructed from the AIC output sinogram of Fig. 8͑c͒ , is shown in Fig. 8͑e͒ . This image result ͓Fig. 8͑e͔͒ demonstrate the efficiency of the AIC processor in minimizing the impact of the air-reverberations in the downward microphones, when compared with the image of Fig.  8͑d͒ , which has been derived from the image reconstruction of the noisy sinogram of Fig. 8͑b͒ of the downward facing microphones.
The features in Fig. 8͑e͒ represent objects and structures above the ground ͑the triangular base shown in Fig. 1͒ , as this was expected since jϭ55, which indicates the early arrival of the signal wave fronts propagating through the air. It is interesting to note that these triangular base features were completely masked in the image results of Fig. 8͑d͒ , and were only revealed by the AIC process in Fig. 8͑e͒ . Although, the number of sensors in Fig. 8͑e͒ were halved from those in Fig. 6͑b͒ , the AIC process appeared to be effective in improving image quality by minimizing the impact of the surrounding interference noise. However, since the microphone spacing in the AIC process was 6 cm, the spatial sampling frequency was 16 samples/meter, which indicates that the maximum spatial frequency that could be handled by this pitch would be insufficient to sample the dimensions of the buried mines, as indicated also by the simulation results of Fig. 5 . Therefore, because of the limited number of microphones that were available in this experimental study, we were unable to assess the effectiveness of the AIC process in providing better image resolution for the mines shown in Fig. 6 .
E. Key issues and future directions
The results of this experimental study and the discussions in the preceding sections suggest that a successful implementation of the proposed acoustic tomography concept as a nondestructive underground imaging process should address the following issues.
The receiving microphone array should have at least 64-downward-microphone ͑preferably 128-microphones͒ with smaller array pitch to improve the image resolution.
The AIC process is essential to minimize the effects of the signal arrivals propagating through the air. Thus, the number of sensors should be increased to 128 ͑preferably 256͒ to include the 64 ͑preferably 128͒ upward microphones.
The pulse design characteristics should guide the design efforts for the acoustic source array to avoid the nonlinearities discussed in Sec. IV A and to include a frequency range that would allow ground penetration with sufficiently small wavelengths for improved image resolution.
Finally, if the AIC process would be effective to improve the SNR, the replica correlation process should be implemented on the microphone time series in order to differentiate the signal arrivals from various underground structures and from the air.
Although, the available resources were very limited and not sufficient to address the above issues, the results discussed in Sec. IV, suggest that the proposed acoustic tomog- raphy concept can be used successfully as a nondestructive underground imaging technique.
At this point it is important to note that the poor image results of our investigation are in agreement with the findings of another investigation by Crawford and Kak 20 that proposed a technique for breast tomography imaging using ultrasonic CT concepts. Although their physical parameters ͑forward problem͒ were more favorable than the poor air-toground-to-air coupling ͑and multipath͒ imposed in our experimental design, the image quality of their experimental results was very poor and similar with those reported in our paper. In summary, investigators should anticipate that because of the very low frequencies ͑e.g., long wavelengths͒ used in acoustic CT imaging applications the associated image resolution would be poor and that they should not expect the high image resolution that is available by the x-ray CT scanners.
V. CONCLUSION
The present paper describes a new approach to nondestructive subsurface imaging for detecting landmines and other buried objects. Subsurface imaging is performed by sending acoustic energy into the soil around a circular pattern and collected at the diametrically opposite end of it by a linear microphone array. From these collected signals, subsurface images are reconstructed employing image reconstruction algorithms, in the same manner as done in CT imaging. It is assumed that acoustic waves that propagate in the ground carry information about the subsurface buried objects to the sensors of the receiving array. It is also assumed that in the received signal, the signal amplitude at different time delays carries information from the different depths of the stratified soil. Consequently, we would be able to reconstruct the cross sectional images at different underground depths.
Among several challenges, the most important was the limited knowledge of the propagation characteristics. The very weak signals of interest, received by the microphones, resulted in poor SNR that was another major problem due to the poor air-to-ground-to-air acoustic coupling.
In summary, the results of this investigation provide supporting arguments that the implementation of the AIC process in combination with the deployment of large number of sensors in the receiving array could be a valuable method for 3D subsurface imaging for the detection of shallow buried objects using acoustic diffraction CT.
