For a given planar dynamical system, when we have characterized its center, it is also interesting to know whether the center is isochronous or not. In this chapter, we extended the concepts of the period constant and the isochronous center in the real systems to the complex systems. The results and methods mentioned in this chapter are more interesting.
Isochronous Centers and Period Constants
We consider the following two-dimension complex autonomous differential system We say that the origin of system (4.1.1) is a complex isochronous center.
Obviously, if system (4.1.1) is a real planar autonomous differential system and the origin of system (4.1.1) is a complex isochronous center, then the origin of system (4.1.1) is an isochronous center in the real field.
Denote that
It is proved in [Chicone etc, 1989 ] that where
are homogeneous polynomials of degree k of z, w. We see from Section 1.8 that system (4.1.1) can be reduced to the following standard normal form 1.14) by means of the standard formal transformation 1.15) where for all k, ξ k (z, w), η k (z, w) are homogeneous polynomials of degree k of z, w. Let 1.17) where
For the origin of system (4.1.12), μ k = p k − q k is the k-th singular point value,
We next consider the relation between {T 2k } and {τ k }. By the transformation 1.19) system (4.1.17) can be reduced to
Obviously, by means of the transformation 1.21) system (4.1.14) can also be reduced to (4.1.20).
From (4.1.22), we have where
and
is a power series of h with non-zero convergent radius.
From (4.1.2) and (4.1.19), we know that
Thus, we have 
(4.1.31)
Proof. Suppose that the origin of system (4.1.1) is a complex center. We see from (4.1.30) that ω(θ, h) − θ is a 2π periodic function of θ and
On the other hand, from (4.1.27), we have 
where for any positive integer k, 
Linear Recursive Formulas to Compute Period Constants
In this section, we discuss a method to compute τ k , which was developed by . 
where f m (z, w), g m (z, w) are homogeneous polynomials of degree m, and
such that system (4.1.12) reduces to 
where
In (4.2.6), we have taken c
Proof. From (4.2.3), we have
From (4.2.3) and (4.2.7) ∼ (4.2.9), we have
(4.2.10) (4.2.10) follows the conclusion of this theorem.
We next consider the relations between (p j , q j ) and (p
Proof. Suppose that there exists a positive integer m, such that (4.2.11) holds. Let
Then, from (4.1.15), we have
and from (4.2.3), we obtain
Because of ξ, η, f and g are all unique, from (4.2.14) and (4.2.15), we have that
It follows the conclusion of this theorem.
Remark 4.2.1. For system (4.1.12), if (4.2.11) holds, then, we have p
The above three theorems give rise to an algorithm of τ m . The algorithm is recursive. It can be easily realized by computer algebra systems.
Similar to Theorem 4.2.1, we have Theorem 4.2.4. For system (4.1.12), we can derive uniquely the formal series 
In (4.2.19) ∼ (4.2.21), we have takenc 10 =d 10 = 1,c 01 =d 01 = 0, and if α < 0 or β < 0, we take a αβ = b αβ =c αβ =d αβ = 0.
For (4.2.18), we write that 
Suppose that the origin of system (4.1.1) is a complex center, then when x = r(θ, h) cos θ, y =r(θ, h) sin θ, we have � = �(θ, h) and
is a 2π periodic function in θ. Thus, we get
(4.2.29) and (4.1.27) imply that 2π =
where for any positive integer k,
is an unit formal power series of h. From (4.1.10), (4.1.34) and (4.2.30), we obtain Thus, the origin of system (4.3.9) is a complex isochronous center. If Condition C * 11 is satisfied, then by using the same method as the above, we know that the origin of system (4.3.5) is also a complex isochronous center. Proof. When Condition C 21 holds, system (4.3.11) becomes (4.3.14) This system is linearizable by using the transformation
The Conditions of Isochronous Center Under Condition
It follows the conclusion of this proposition. (4.3.22) where
(1 + 2p)(1 + 4p) , others.
(4.3.24)
It follows the conclusion of this proposition. Thus, the origin of system (4.3.29) is a complex isochronous center. Similarly, if Condition C * 31 holds, the origin of system (4.3.25) is also a complex isochronous center. Thus, the problem of the complex isochronous center for the system is completely solved in this section. 
The Method of Time-Angle Difference
In this section, we introduce another method to characterize isochronous centers of system (4.1.1) and system (4.1.12) (see [Liu, Li, 2006] ).
A center of an analytic system is isochronous if and only if there exists an analytic change of coordinates such that the original system is reduced to a linear system. Clearly, such a change of variables needs to determine two functions of two variables. We now give another new method to characterize isochronous centers of polynomial systems. Unlike the above method of the linearized system, this method only needs to determine a function which is called the function of the time-angle difference. In addition, other two algorithms to compute period constants τ k are also given.
Theorem 4.4.1. For system (4.1.12), one can derive successively the terms of the following formal series 
In addition, τ � m is given by the following recursive formula (4.4.6) where
In the above two formulas, if α < 0 or β < 0, then we define that a αβ = b αβ = C αβ = 0.
Proof. Notice that θ = 1 2i ln z w . We have (4.4.8) where for any positive integer m,
From (4.4.8), (4.4.9), and (4.4.3), the conclusion of this theorem holds.
Corollary 4.4.1. For system (4.1.1), one can derive successively the terms of the following formal series (4.4.12) such that dG dt Proof. From (4.4.13) and (4.1.3), we have
Because the origin of (4.1.12) is a complex center, so G(r(θ, h), θ) is a 2π periodic function in θ. Integrating the two sides of (4.4.15) from 0 to 2π, it follows (4.4.16) where for any positive integer k,B 2k (h) is given in (4.2.31). From (4.1.10), (4.1.34) and (4.1.16) we have For system (4.1.12), we notice that the function of the time-angle difference is not unique. In fact, if G(z, w) is a function of the time-angle difference and F (z, w) is a first integral satisfying F (0, 0) = 0, then G(z, w) + F (z, w) is also a function of the time-angle difference . In addition, if G 1 (z, w) and G 2 (z, w) are two functions of the time-angle difference and Specially, if z = 0 and w = 0 are two complex straight line solutions of system (4.1.12), then (4.1.12) has the form 4.27) where
Theorem 4.4.7. For system (4.4.27), one can derive successively the terms of the following formal series (4.5.5)
