The current study aims to assess the potential of statistical multiple linear regression (MLR) techniques to develop long-term streamflow forecast models for New South Wales (NSW). While most of the past studies were concentrated on revealing the relationship between streamflow and single concurrent or lagged climate indices, this study intends to explore the combined impact of large-scale climate drivers. Considering their influences on the streamflow of NSW, several major 
INTRODUCTION
The geographic location and extensive topographic variations present high climatic variability in Australia resulting in even higher inter-annual streamflow variability across the country, which is almost twice that of the rivers in any other part of the world (McMahon et al. ). As a consequence, the irrigators, agricultural producers, water managers, and planners have to undergo many problems to allocate irrigation water and environmental flows, manage and operate reservoirs, supply municipal water, estimate future hydroelectricity supply, etc. One such severe impact was the overall reduction of gross domestic pro- The El Niño-Southern Oscillation Modoki events have significant influences on the climate of many parts of the world including Japan, New Zealand, western coast of United States (Ashok et al. ) , Australia (Taschetto & England ) , and South China (Feng & Li ) . According to Taschetto & England () , classical ENSO causes reduction in precipitation in north-east and south-east Australia, whereas EMI (El Niño-Southern Oscillation Modoki Index) is responsible for reducing precipitation in north-west and northern Australia regions.
Although the dominant source of inter-annual variability in Australian rainfall and streamflow is believed to be the ENSO phenomenon, some recent evidence shows that Eastern Australia is also influenced by IOD and interdecadal modulation of ENSO as a result of the low frequency variability in the Pacific Ocean, which is referred to as Pacific Decadal Oscillation or PDO (Westra & Sharma ). Risbey et al. () found that IOD has an impact on austral winter (June to October) in the southern part of Australia, whereas ENSO has a strong influence on austral spring rainfall as a result of the strong covariation of ENSO and IOD. whereas to solve the water management problems, a deterministic streamflow forecast is more useful as knowing the expected amount of future streamflow helps stakeholders to make more accurate decisions knowing the expected amount of future streamflow. It is to be noted that the Australian Bureau of Meteorology (http://www.bom.gov.au/water/ ssf/index.shtml) provides seasonal streamflow forecasting using a Bayesian joint probability (BJP) method, which is again a probabilistic approach. Therefore, the present study aims to investigate the extent of interactions of large-scale multiple climate mode with seasonal streamflow of New South Wales (NSW) with a view to exploiting these relations to forecast seasonal streamflow with a deterministic output. The ENSO phenomenon has two components, SST and atmospheric pressure, which are strongly correlated and can be represented by two types of indicators, the SLP indicator 
Cai et al. () and
where, . An overview of the used climatic variables for the current analysis is presented in Table 2 .
METHODOLOGY
In the current study, linear relationships between the selected climatic variables and spring streamflow of NSW were explored using a multiple linear regression technique.
At first, single concurrent and lagged correlation analysis was performed to explore dominating indices on spring streamflow. Subsequently, MLR analysis was performed by developing MLR models incorporating combined influences of two indices.
Multiple linear regression
There are several techniques for exploring relationships between two or more parameters. Regression analysis is one of the popular statistical approaches and is highly rec- 
where, R 2 is the coefficient of multiple determinations:
where, SST is the total sum of squares, SSR is the regression sum of squares, and SSE is the error sum of squares. According to Quan et al. () , a tolerance of less than 0.20-0.10 or a VIF greater than 5-10 indicates a multicollinearity problem.
In order to ensure independence of the residuals error of the model, the Durbin-Watson (DW) test was performed, which assesses the serial correlation between errors. DW parameter has a range of 0 to 4; a value of less than 1 or greater than 3 is certainly a matter of concern (Field ).
The performance of the developed MLR models has been assessed by several statistical performance measures which are widely used for the evaluation of regression models. Statistical measures, namely, root mean square error (RMSE), mean absolute error (MAE), Pearson correlation coefficient (r), and Willmott index of agreement (d) are exclusively chosen for this study.
'd' is defined as follows:
where,ŷ i refers to the predicted value corresponding to i th observation and x i refers to i th value of observation. The closer the 'd' value to 1, the better the model fits the observations. The development of MLR models and all the relevant statistical calculations were performed using the 'R Studio 3.3.1' software.
RESULTS

Pearson correlation analysis
A detailed study of past research works revealed that differ- 
Concurrent relationships
The linear relationships between spring, summer, autumn, and winter streamflow and climate anomalies of the same seasons were explored by doing the Pearson correlation analysis for each station of the four selected regions of NSW.
In Table 3 , concurrent correlations between seasonal streamflow and climate indices are presented, where it is observed that spring ( Table 6 .
It can be seen from Table 6 that VIF values for the selected models are close to 1, which means that there is no multi-collinearity problem between the predictors.
According to Field (), values less than 1 or greater than 3 for DW test will indicate the presence of serial correlations between the model errors. Thus, it can be concluded from the results of Table 6 that the DW test of each selected model satisfies the statistical limits, which also establishes the goodness-of-fit of the models.
DISCUSSION
The In order to determine the accuracy of the developed MLR models, validation tests were performed. Table 6 shows the performance statistics of RMSE, MAE, and index of agreement (d) of the best developed models for the calibration and validation periods. It is evident from Figure 3 and Table 6 that there is significant increment Table 6 ). However, to get the best predictor model, a few unusual events which were outliers in a box-plot analysis were removed from the calibration and validation periods. Thereby, the ratio of the duration of calibration or validation period to the number of outliers may have affected the corresponding correlation (r) values.
The best predictor models for each of the 12 stations' regions are given below: The predictability of the best MLR models for each of the four regions has been explained through the time series plots of observed and simulated flows in Figure 4 .
In Figure 4 some overestimations of the models can be Federation' drought (1895 Federation' drought ( -1902 , the 'World War II' drought (1937 II' drought ( -1945 , and the 'Big Dry ' (1994-2010) . Again, some streamflow events (e.g., 1950-1960, 1970-1980) (Table 4) , whereas during MLR analysis, NINO3.4 June -PDO March combination (Table 6 ) showed a higher correlation of 0.65 (in validation period). Moreover, while comparing the outcomes of the present research with the previous research studies on forecasting streamflow, it is evident that MLR models of this study showed higher correlations than any of the analyses that used single lagged index. Even for single lagged correlation analysis, in general, the present study showed higher correlations than the previous research (Table 7) . the region, opened an opportunity to study with more than two indices which no one has ever done for this region.
For the current study, to achieve better correlations (predic- Currently, water users in Australia get the seasonal predictions of streamflow just at the beginning of the season, which do not give them enough time for prudent decision making. Moreover, those predictions are stochastic, i.e., the users do not get any estimation of expected magnitude.
The developed MLR models for the study area are expected to provide water users and planners with some insight which will enable them to take tactical cropping decisions three months in advance. This sort of study is mainly based on regional climate index/indices applicable for a region. However, a similar concept can be applied to other regions if any such index/indices are found to be effective for other regions.
