Abstract-The aim of this paper is to achieve a more complete understanding of underground image fog removal, related parameters, characteristics, and behaviour. The latest advances in other scientific fields are considered from the point of view of mine ventilation research. Using the information to enable better understanding of the underground fog problems and fog removal is considered. Known fog removal methods suitable for declines of Finnish mines located in a subarctic area are tested and compared. The objective is in receiving reliable comparison information about different fog removal methods in order to determine the feasibility of various methods relative to varying climatic conditions. Gaining more thorough theoretical knowledge is used as the basis of developing a new fog removal method.
Haze is constituted of aerosol particles suspended in gas. Haze particles are larger than air molecules but smaller than fog droplets. Haze often occurs when dust and smoke particles accumulate in relatively dry air, which gives the sky a cloudy appearance. Under certain conditions of weather, when pollutants and smoke are not able to disperse, they cling together to form a hazy cloud at a low level. This obscures normal vision to a great extent. This results in the visual effect of a loss of contrast in the subject, due to the effect of light scattering through the haze particles. Fog evolves when some of the haze particles grow by condensation into water droplets. This transition is gradual and intermediate state is referred to as mist. A distinction between fog and haze lies in the greatly reduced visibility induced by the former. In fog degradation, invisibility is caused by attenuation and airlight. A light beam travels from a scene point through the atmosphere, gets attenuated due to the atmospheric particles, this phenomena is called attenuation which reduces the contrast in the scene. Light coming from the source is scattered by fog and part of it travels toward the camera. This phenomenon is called airlight, airlight adds whiteness into the scene.
Removal of fog is important for the tracking and navigation applications, consumer electronics, and entertainment industries. Fog degrades the perceptual image quality, thus the efficacy of computer vision algorithms based on small features or high frequencies. Removal of fog from images as a preprocessing increases the accuracy of these computer vision algorithms. A feature point detector can fail if images have low visibility. If fog is removed and image is enhanced, then feature point detector can work with higher accuracy.
II. IMAGE PROCESSING
Image processing is a method to convert an image into digital form and perform some operations on it, in order to get an enhanced image or to extract some useful information from it. It is a type of signal dispensation in which input is image, like video frame or photograph and output may be image or characteristics associated with that image. Usually Image Processing system includes treating images as two dimensional signals while applying already set signal processing methods to them.
It is among rapidly growing technologies today, with its applications in various aspects of a business. Image Processing forms core research area within engineering and computer science disciplines too.
Image processing basically includes the following three steps.
• Importing the image with optical scanner or by digital photography.
• Analyzing and manipulating the image which includes data compression and image enhancement and spotting patterns that are not to human eyes like satellite photographs.
• Output is the last stage in which result can be altered image or report that is based on image analysis.
III. PURPOSE OF IMAGE PROCESSING
The purpose of image processing is divided into 5 groups. They are: 1.Visualization -Observe the objects that are not visible. 2.Image sharpening and restoration -To create a better image. 3.Image retrieval -Seek for the image of interest.
4.Measurement of pattern -Measures various objects in an image. 5.Image Recognition -Distinguish the objects in an image.
IV.
TYPES OF IMAGE PROCESSING The two types of methods used for Image Processing are Analog and Digital Image Processing. Analog or visual techniques of image processing can be used for the hard copies like printouts and photographs. Image analysts use various fundamentals of interpretation while using these visual techniques. The image processing is not just confined to area that has to be studied but on knowledge of analyst. Association is another important tool in image processing through visual techniques. So analysts apply a combination of personal knowledge and collateral data to image processing.
Digital Processing techniques help in manipulation of the digital images by using computers. As raw data from imaging sensors from satellite platform contains deficiencies. To get over such flaws and to get originality of information, it has to undergo various phases of processing. The three general phases that all types of data have to undergo while using digital technique are Pre-processing, enhancement and display, information extraction.
V. PROPOSED METHODOLOGY Image Enhancement using FFT
A two-dimensional FFT image may but useful in itself in developing an understanding of individual images, but Fourier Transform theory lends itself to image enhancement techniques as well. The ability to produce a two-dimensional FFT star diagram is known as the running of a forward FFT. This process can also be thought of as transforming an image from the normal time domain to the frequency domain. The resulting frequency domain image may be transformed back to the time domain by performing an inverse two-dimensional FFT.
If no changes are made to the spatial frequency complex image, the inverse two-dimensional FFT will provide the exact same image that we began with. Fourier theory, however, tells us that we may perform certain operations, called convolutions, in the frequency domain that may enhance the image after the inverse two-dimensional FFT. These frequency convolutions are not to be confused with the kernel convolutions discussed above.
A convolution in the frequency domain is a simple multiplication of an image mask that may be arbitrarily designed by a user, multiplied by the complex frequency domain image. The resultant frequency domain image is then run through the inverse two-dimensional FFT process to yield a transformed image.
This process of convolution in the frequency domain is extremely valuable in the spatial enhancement of image data. We may perform the operations discussed earlier with kernel convolution in a more complete and flexible manner. In addition, there are some functions that may be done by frequency convolution that as yet have not been achieved by kernel convolution, such as noise removal from an image, and image restoration The FFT is an efficient implementation of DFT and is used in digital image processing. FFT is applied to convert an image from the spatial domain to the frequency domain. Applying filters to images in the frequency domain is computationally faster than to do the same in the spatial domain [29] .
The computation cost of the DFT is very high and hence to reduce the cost, the FFT was developed. With the introduction of the FFT the computational complexity is reduced from N2 to log2N. For instance, for an image of size 256×256 pixels the processing time required is about two minutes on a general purpose computer. The same machine would take 30 times longer (60 minutes) to compute the DFT of the same image of size 256×256.
Fourier Transform decomposes an image into its real and imaginary components which is a representation of the image in the frequency domain. If the input signal is an image then the number of frequencies in the frequency domain is equal to the number of pixels in the image or spatial domain. The inverse transform re-transforms the frequencies to the image in the spatial domain. The FFT and its inverse of a 2D image are given by the following equations:
(1)
Where f(m,n) is the pixel at coordinates (m, n), F(x,y) is the value of the image in the frequency domain corresponding to the coordinates x and y, M and N are the dimensions of the image.
As can be seen from the equation, implementation of this algorithm is very expensive. But the beauty of FFT is that it is separable, namely, the 2D transform can be done as 2 1D transforms as shown below (shown only in the horizontal direction) -one in the horizontal direction followed by the other in the vertical direction on the result of the horizontal transform. The end result is equivalent to performing the 2D transform in the frequency space.
The FFT that's implemented in the application here requires that the dimensions of the image are a power of two. Another interesting property of the FFT is that the transform of N points can be rewritten as the sum of two N/2 transforms (divide and conquer). This is important because some of the computations can be reused thus eliminating expensive operations.
The output of the Fourier Transform is a complex number and has a much greater range than the image in the spatial domain. Therefore to accurately represent these values, they are stored as floats. Furthermore, the dynamic range of the Fourier coefficients is too large to be displayed on the screen, and hence, these values are scaled (usually by dividing by Height*Width of the image) to bring them within the range of values that can be displayed [29] .
VI. IMPLEMENTATION DETAILS Poor visibility in bad weather is a major problem for many applications of computer vision. Most automatic systems for surveillance, intelligent vehicles, outdoor object recognition, etc., assume that the input images have clear visibility. Unfortunately, this is not always true in many situations; therefore enhancing visibility is an inevitable task. Optically, poor visibility in bad weather is due to the substantial presence of atmospheric particles that have significant size and distribution in the participating medium. Light from the atmosphere and light reflected from an object are absorbed and scattered by those particles, causing the visibility of a scene to be degraded.
Fast Fog Removal Method and Image Enhancement
A faster method of foggy image enhancement is given in this section. Firstly, the depth information of the foggy image is extracted according to the foggy image model and the prior knowledge. Secondly, the transmission ratio of the atmosphere light is estimated and adjusted, and the atmosphere light A is also estimated. At last, the Gama adjustment is used to get the final enhancement image. Comparing with the other method, the speed is faster than the one in reference [10] .
The model of the foggy image in computation visual the model of foggy image is shown as follows,
where I(x) is the foggy image, J(x) the image without fog, A the atmosphere light, t(x) the ratio of transmission. The object of remove fog is to recover J(x), A and t(x). The first item in the right hand side of equation (1 ) J(x)t(x) is called direct attenuation, and the second item A(l -t( x )) is called air light component. The direct attenuation describes the scene radiance and its decay in the medium, while air light results from the scattered light previously and will lead to the color shift of the scene. Because the atmosphere is homogenous, the ratio of transmission is expressed as,
Where β is the scattering coefficient of the atmosphere. It indicates that the scene radiance is attenuated exponentially with the scene depth d.
According to equation (6), it can be obtained,
Where Cε {r, g, b}, is the color channel index.
Prior Knowledge of Dark Channel
The prior knowledge of dark channel is obtained from the observation of the image without fog in outdoor condition. In most non-sky area, some pixels always have very low values in a channel at least, namely that the min value of the light strength in the area is a very small number. For an image J( x) , we define,
Where C denotes a color channel of J(x), Ω( x) a square area centered at x. Except of sky area, the strength of Jdark is very low and tends to zero if J(x) is fog-free. So Jdark is called dark channel of J(x).
Proposed Algorithm
The scheme of fog removal based on prior knowledge overall algorithm given in fig 4. 1 in detail. 1. Estimation of transmission Ratio. 2.
Adjustment of transmission ratio by morphological operation. 3.
Recovering source image J (x). 4.
Estimation atmosphere light A. 5.
Apply FFT processing on Fog removed image. 6.
Image parameter enhancement for quality improvement. 
VII. MODELING AND SIMULATION RESULTS

Discussion and Comparison
VIII.
CONCLUSION In this work we have addressed the problem of simultaneously removing haze and noise from a single image, and have made several novel contributions. The first is the adaptation of an existing technique, the dark channel prior, for estimating haze from a single clean hazy image to the case of a single noisy hazy image. This paper gives an analysis and comparison of existing image enhancement techniques with proposed technique. This work also described the current progress of image enhancement. This paper is proposing a fast fog removal with a quality improvement technique which can be used for next generation traffic and railway image processing to remove the weather effect from image for better visibility and image processing. This proposed technique has been found more effective than other existing technique in the terms of quality and clarity. In this work we have compared the results of various image enhancement techniques on different grounds like on the images of a building, highway, trees and open area, which are very important aspects for traffic analysis during foggy weather. This work has given an effective and fast foggy image enhancement technique for better visibility in image or video in real world images.
This work analyzes and compares the experimental results in visual effects and objective evaluation criteria. Though comparing the results, we demonstrate the advantage of proposed method. The proposed method simple but powerful algorithm based on dark channel and prior knowledge after that FFT noise removal technique for visibility enhancement from a single hazy image. Since the computational complexity of the is low, it is shown that the proposed approach for haze removal achieve better results than the state-of-the-art methods in a single image dehazing.
