A general framework for secondary constructions of bent and plateaued
  functions by Hodžić, S. et al.
ar
X
iv
:1
80
9.
07
39
0v
1 
 [c
s.I
T]
  1
9 S
ep
 20
18
A general framework for secondary constructions
of bent and plateaued functions
S. Hodzˇic´ ∗ E. Pasalic† Y. Wei ‡
Abstract
In this work, we employ the concept of composite representation of Boolean functions,
which represents an arbitrary Boolean function as a composition of one Boolean function
and one vectorial function, for the purpose of specifying new secondary constructions of
bent/plateaued functions. This representation gives a better understanding of the ex-
isting secondary constructions and it also allows us to provide a general construction
framework of these objects. This framework essentially gives rise to an infinite number
of possibilities to specify such secondary construction methods (with some induced suf-
ficient conditions imposed on initial functions) and in particular we solve several open
problems in this context. We provide several explicit methods for specifying new classes
of bent/plateaued functions and demonstrate through examples that the imposed initial
conditions can be easily satisfied. Our approach is especially efficient when defining new
bent/plateaued functions on larger variable spaces than initial functions. For instance, it
is shown that the indirect sum methods and Rothaus’ construction are just special cases
of this general framework and some explicit extensions of these methods are given. In
particular, similarly to the basic indirect sum method of Carlet, we show that it is pos-
sible to derive (many) secondary constructions of bent functions without any additional
condition on initial functions apart from the requirement that these are bent functions. In
another direction, a few construction methods that generalize the secondary constructions
which do not extend the variable space of the employed initial functions are also proposed.
Keywords: Secondary constructions, Indirect sums, Rothaus construction, Bent func-
tions, Plateaued functions.
1 Introduction
Introduced by O. S. Rothaus in 1976, bent (or maximally non-linear) functions became one
of the most interesting and important combinatorial objects, due to their wide range of
applications (for instance coding theory, difference set theory, cryptography). During the last
four decades bent functions have been intensively studied, which resulted in several general
(primary) classes: Maiorana-McFarland class (MM) [26], Partial spread class (PS) of Dillon
[19], and Dobbertin’s H class [21]. A somewhat related class of functions, characterized by
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the property that their Walsh spectrum is three-valued (more precisely 0,±2r for a positive
integer r), is the class of plateaued functions which has been introduced in [42] and later
studied in [1, 13, 43, 36, 24, 32]. The notion of plateaued functions as defined here does
not include bent and linear functions (which only have two different values in their Walsh
spectrum), though sometimes in the literature these families are also included.
Primary construction methods (referring mainly to bent functions), also referred to as
direct construction methods, employ a collection of suitable algebraic structures on n/2-
dimensional subspaces rather than using known bent functions as their building blocks. On
the other hand, secondary constructions use some initial functions (mainly bent or plateaued)
that satisfy certain conditions for the purpose of constructing new bent functions. In the
literature, the bent functions obtained by secondary constructions are commonly defined on
larger variable spaces, though alternatively they may be defined on the same variable space
as the initial functions. Nevertheless, only a few constructions of the latter type are known,
for instance see [2, Section 6.4.2] and [28, Chapter 6]). When a classification of bent functions
is considered (which seems to be quite illusive today), the primary construction methods are
more important than the secondary ones. This is because, in general, it is not clear whether
these secondary constructions are simply embedded in some of the known primary classes.
However, there is some evidence that suitably chosen initial functions may give rise to bent
functions that are not included in the completed versions of primary classes (viewed as a
global affine equivalent class of the initial primary class) such as the D0 class of Carlet [7]
and certain bent functions that origin from the method of Rothaus [39]. The importance
of these secondary constructions has also been acknowledged in many recent works, see for
instance [4, 3, 14, 13, 9, 11, 10, 5, 22, 27, 17, 38, 37, 30, 29, 23, 41, 39].
In this work we introduce an alternative method of specifying (infinitely) many sec-
ondary constructions of bent/plateaued functions by employing a composite representation of
Boolean functions. More precisely, whereas an arbitrary Boolean function f(x) = f(x1, . . . , xn)
is commonly represented by its ANF (see (2)), an alternative way is to define f as a com-
position of one Boolean function f : Fk2 → F2 and one vectorial function H : F
n
2 → F
k
2 so
that
f(x) = f(H(x)) = f(h1(x), . . . , hk(x)), (1)
where hi : F
n
2 → F2, i ∈ [1, k], are called the coordinate functions ofH(x) = (h1(x), . . . , hk(x)).
Throughout the article, the function f : Fk2 → F2 is said to be a form of f
1. The core idea
of this representation (although it is not unique, cf. Section 3.1), is to replace the linear
coordinates x1, . . . , xk of f by new ”coordinates” h1, . . . , hk which are not necessarily linear.
Based on this representation, we provide a general framework for specifying a variety of
secondary construction methods of bent and plateaued functions. We actually generalize a
vast majority of secondary constructions (mainly given in [4, 14, 13, 10, 23, 5, 3, 38, 37,
30, 29]), including indirect sums [15, 5] and the construction of Rothaus [33], and thereby
solve some open problems that regard finding new efficient secondary constructions (Open
Problem 15 in [6, Section 4.5]). It is important to notice that the composite representation
1For convenience and brevity the function f is simply called ”form” though an alternative way may be to
call it ”outer function” which is a standard terminology used in coding theory for instance.
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appears to be highly efficient in this context mainly due to the fact that the integers k and
n are not related to each other which gives a lot of freedom to select coordinate functions
h1, . . . , hk appropriately. The efficiency and flexibility of our method is essentially based on
an inherent two-step design process. More precisely, one firstly constructs a suitable form
f (mainly plateaued or bent) which induces certain bent (plateaued) conditions. Then, the
coordinate functions hi that satisfy these conditions are specified. This approach also gives a
much better insight and understanding of various known secondary constructions along with
the possibility to easily identify suitable modifications of these methods.
The main result of this article is a general framework for defining new secondary con-
structions of bent (plateaued) functions, regardless of whether the variable space of generated
functions is increased or not. In the former case, referring to methods that generate new bent
(plateaued) functions on larger variable spaces than initial functions, our main contributions
are summarized as follows:
• Generic construction methods of new indirect sums that use a large number of initial
bent/plateaued functions are provided in Section 4. In particular, in Section 4.2 we
show that the Rothaus construction [33] can be efficiently generalized in many different
ways, e.g. Theorem 4.3, Theorem 4.4 and Corollary 1 give explicit design methods.
• An Open Problem 13 on generalizing the indirect sum without initial conditions [6,
Section 4.5], is solved in Section 4.3 by providing three explicit construction methods,
see Theorem 4.6 - 4.8.
• Another interesting issue, Open Problem 7 in [6, Section 4.6], regarding the construction
of semi-bent functions from the known ones is solved in Sections 4.1 and 5.2.
• Some efficient construction methods of plateaued Boolean functions are given in Sec-
tion 3.2 (also in Sections 4 and 5.2), which was posed as an open problem in [1]. These
methods specify plateaued functions in their spectral domain which substantially differ
from the existing approaches that mainly employ the algebraic normal form domain.
In another direction, we also use the compositional form to address the problem of finding
new secondary constructions of bent/plateaued functions on the same variable space, see
Section 5. We show that a great variety of constructions is again possible and apart from a
general design framework we give some explicit construction methods (cf. Section 5.2) that
use an indicator set as the form f . As already remarked, this type of constructions seems
to be intrinsically harder (only a few methods are known [4, 30, 29]) than the methods that
extend the variable space.
It is beyond the scope of this work to examine whether the resulting bent functions
(in Section 4 and Section 5) are in general contained in the completed versions of the known
primary classes. This question is intrinsically hard and cannot be addressed properly since we
provide generic design methods and depending on the choice of initial functions the resulting
bent function may or may be not included in the known primary classes. In this context
we provide an evidence that within a certain class of bent functions (corresponding to one
extension of Rothaus method) there are examples of bent functions outside the MM class
(cf. Example 4.2). Notice that for n ≤ 6 all bent functions are contained in the completed
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MM class [20], whereas for n ≥ 8 the criterion (based on the second order derivatives)
for deciding whether a given bent function is outside the completed MM class cannot be
efficiently conducted by a computer due to high computational complexity. Nevertheless,
this question has a great importance since a suitable choice of initial functions may generate
bent functions outside the completed versions of known primary classes, see for instance the
lengthy analysis in [39, 40].
On the other hand, we were able to show that at least some of these generalizations are
affine inequivalent to the original methods, whereas for other generic methods given in this
article we provide some informal arguments that our methods cannot be viewed as a simple
extension of the known methods. These informal arguments are based on considering suitable
restrictions of our methods (thus fixing a certain subset of input variables) and comparing
these restrictions to the indirect sum or Rothaus method. In general, our methods offer
much more variety since they involve more initial functions. Moreover, the analysis of these
restrictions to certain (affine) subspaces reveals some substantial differences compared to the
known methods. In particular, unlike the method of Rothaus the restrictions of our methods
are generally not bent. Furthermore, for some of our generalizations these restrictions stem
from both the direct and indirect summethod which makes them interesting in many contexts.
2 Preliminaries
The vector space Fn2 is the space of all n-tuples x = (x1, . . . , xn), where xi ∈ F2. For
x = (x1, . . . , xn) and y = (y1, . . . , yn) in F
n
2 , the usual scalar (or dot) product over F2 is
defined as x ·y = x1y1⊕· · ·⊕xnyn. The Hamming weight of x = (x1, . . . , xn) ∈ F
n
2 is denoted
and computed as wt(x) =
∑n
i=1 xi. By ”
∑
” we denote the integer sum (without modulo
evaluation), whereas ”
⊕
” denotes the sum evaluated modulo two.
The set of all Boolean functions in n variables, which is the set of mappings from Fn2
to F2, is denoted by Bn. Especially, the set of affine functions in n variables is given by
An = {a · x ⊕ b | a ∈ F
n
2 , b ∈ {0, 1}}, and similarly Ln = {a · x : a ∈ F
n
2} ⊂ An denotes the
set of linear functions. It is well-known that any f : Fn2 → F2 can be uniquely represented by
its associated algebraic normal form (ANF) as follows:
f(x1, . . . , xn) =
⊕
u∈Fn2
λu(
n∏
i=1
xi
ui), (2)
where xi, λu ∈ F2 and u = (u1, . . . , un) ∈ F
n
2 . The support of an arbitrary function f ∈ Bn is
defined as supp(f) = {x ∈ Fn2 : f(x) = 1}.
For an arbitrary function f ∈ Bn, the set of its values on F
n
2 (the truth table) is defined as
Tf = (f(0, . . . , 0, 0), f(0, . . . , 0, 1), f(0, . . . , 1, 0), . . . , f(1, . . . , 1, 1)). The corresponding (±1)-
sequence of f is defined as χf = ((−1)
f(0,...,0,0), (−1)f(0,...,0,1), (−1)f(0,...,1,0) . . . , (−1)f(1,...,1,1)).
The Hamming distance dH between two arbitrary Boolean functions, say f, g ∈ Bn, we define
by dH(f, g) = {x ∈ F
n
2 : f(x) 6= g(x)} = 2
n−1− 12χf ·χg, where χf ·χg =
∑
x∈Fn2
(−1)f(x)⊕g(x).
For any two sets A = {α1, . . . , αr} and B = {β1, . . . , βr}, let A ≀ B = {(αi, βi) : i =
1, . . . , r}. For arbitrary sized sets of binary vectors, the Kronecker product of A and B is
A×B = {(α, β) : α ∈ A, β ∈ B}. By 0k = (0, . . . , 0) we denote the all-zero vector in F
k
2.
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The Walsh-Hadamard transform (WHT) of f ∈ Bn, and its inverse WHT, at any point
ω ∈ Fn2 are defined, respectively, by
Wf (ω) =
∑
x∈Fn2
(−1)f(x)⊕ω·x, (−1)f(x) = 2−n
∑
ω∈Fn2
Wf (ω)(−1)
ω·x. (3)
A vectorial Boolean function, say H : Fn2 → F
k
2, can be represented uniquely as H(x) =
(h1(x), . . . , hk(x)), where hi : F
n
2 → F2. For any fixed non-zero vector ω ∈ F
k
2 and any u ∈ F
n
2 ,
the notationWω·H(u) will denote the WHT of the component function ω·H = ω1h1⊕· · ·⊕ωkhk
of the function H at point u.
For any subset U ⊆ Fn2 , φU will denote a Boolean function for which φU (x) = 1 if and
only if x ∈ U. Also, by U⊥ we denote the set U⊥ = {y ∈ Fn2 : x · y = 0, ∀x ∈ U}. The
cardinality of any set U is denoted by #U.
2.1 Bent and plateaued functions and their duals
Throughout this article we use the following definitions related to bent and plateaued func-
tions:
• A function f ∈ Bn, for even n, is called bent if Wf (u) = 2
n
2 (−1)f
∗(u) for a Boolean
function f∗ ∈ Bn which is also a bent function, called the dual of f .
• Two functions f and g on Fn2 are said to be at bent distance if dH(f, g) = 2
n−1±2n/2−1.
Similarly, for a subset B ⊂ Bn, a function f is said to be at bent distance to B if for
all g ∈ B it holds that dH(f, g) = 2
n−1 ± 2n/2−1.
• A function f ∈ Bn is called s-plateaued if its Walsh spectrum only takes three values 0
and ±2
n+s
2 (≤ 2n), where s ≥ 1 if n is odd and s ≥ 2 if n is even (s and n always have
the same parity). The Walsh distribution of s-plateaued functions (cf. [8, Proposition
4]) is given by
Wf (u) Number of u ∈ F
n
2
0 2n − 2n−s
2
n+s
2 2n−s−1 + (−1)f(0)2
n−s
2
−1
−2
n+s
2 2n−s−1 − (−1)f(0)2
n−s
2
−1
In particular, a class of 1-plateaued functions for n odd, or 2-plateaued for n even,
corresponds to so-called semi-bent functions.
• The Walsh support of f ∈ Bn is defined as Sf = {ω ∈ F
n
2 : Wf (ω) 6= 0}.
• For an arbitrary s-plateaued function f ∈ Bn with Wf (u) ∈ {0,±2
n+s
2 } the value
2
n+s
2 is called the amplitude of f . We define its dual function f∗ on the set Sf of
cardinality 2n−s by Wf (ω) = 2
n+s
2 (−1)f
∗(ω), for ω ∈ Sf
2. To specify the dual function
2In some other articles, the dual of plateaued functions is defined by including Wf (ω) = 0 on F
n
2 \Sf , i.e.,
f∗(ω) = 0 if Wf (ω) = 0, and f
∗(ω) = 1 if Wf (ω) 6= 0 (ω ∈ F
n
2 ). However, this definition of dual f
∗ does
not distinguish positive and negative values of non-zero coefficients Wf (ω), neither it uniquely determines the
corresponding plateaued function f .
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as f∗ : Fn−s2 → F2 we use the concept of lexicographic ordering. That is, a subset
E = {e0, . . . , e2n−s−1} ⊂ F
n
2 is ordered lexicographically if |ei| < |ei+1| for any i ∈
[0, 2n−s−2], where |ei| denotes the integer representation of ei ∈ F
n
2 . More precisely, for
ei = (ei,0, . . . , ei,n−1) we have |ei| =
∑n−1
j=0 ei,n−1−j2
j , thus having the most significant
bit of ei on the left-hand side. Since Sf is not ordered in general, we will always
represent it as Sf = v ⊕ E, where E is lexicographically ordered for some fixed v ∈
Sf and e0 = 0n. For instance, if Sf = {(0, 1, 0), (0, 1, 1), (1, 0, 0), (1, 0, 1)}, by fixing
v = (0, 1, 1) ∈ Sf , then E = {e0, e1, e2, e3} = {(0, 0, 0), (0, 0, 1), (1, 1, 0), (1, 1, 1)} is
ordered lexicographically and consequently Sf is ”ordered” as Sf = {ω0, ω1, ω2, ω3} =
{(0, 1, 1), (0, 1, 0), (1, 0, 1), (1, 0, 0)}.
This way we can make a direct correspondence between Fn−s2 and Sf through E so that
for Fn−s2 = {x0, x1, . . . , x2n−s−1}, where F
n−s
2 is lexicographically ordered, we have
f∗(ωj) ! f
∗(ej) ! f
∗(xj), xj ∈ F
n−s
2 , ej ∈ E, j ∈ [0, 2
n−s − 1], (4)
i.e., we set that Sf = {ω0, . . . , ω2n−s−1} is ordered so that ωi = v ⊕ ei, and E =
{e0, . . . , e2n−s−1} is ordered lexicographically. In the above example we have for instance
that
Sf = v ⊕ E given with respect to
lexicographically ordered
E for v = (0, 1, 1)
The lexicographically
ordered set E
Values of f∗(ωi) = f∗(ei) = f∗(xi),
where xi ∈ F22
(F22 is ordered lexicographically)
ω0 = (0, 1, 1) (0, 0, 0) = e0 f∗(ω0) = f∗(x0) = f∗(0, 0)
ω1 = (0, 1, 0) (0, 0, 1) = e1 f∗(ω1) = f∗(x1) = f∗(0, 1)
ω2 = (1, 0, 1) (1, 1, 0) = e2 f∗(ω2) = f∗(x2) = f∗(1, 0)
ω3 = (1, 0, 0) (1, 1, 1) = e3 f∗(ω3) = f∗(x3) = f∗(1, 1)
Table 1: Values of f∗ with respect to Sf .
Remark 2.1 Formally, one can specify P to be a mapping from Sf = v ⊕ E to F
n−s
2
(E = {e0, . . . , e2n−s−1} is ordered lexicographically, ωi = v⊕ ei) defined by P : ωi → xi,
so that the identification in (4) is given by f∗(xi) = f
∗(P (ωi)). Throughout the article,
we will always consider f∗(ωi) as f
∗(xi) without mentioning the mapping P , using the
fact that Sf = v⊕E is sorted with respect to some vector v ∈ Sf and a lexicographically
ordered set E. It appears to be difficult to capture intrinsic properties of the mapping
P which would essentially establish the same results.
3 WHT of compositional form and plateaued functions
In this section we first analyze the connection between the WHTs of functions f, h1, . . . , hk
and f, which is later utilized to provide various generic construction methods of bent and
plateaued functions. In addition, a construction method of plateaued functions (of any am-
plitude) in terms of duals and Walsh supports is given.
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3.1 WHT of compositional form
Let f : Fn2 → F2 be an arbitrary Boolean function given in the CF -representation as
f(x) = f(H(x)) = f(h1(x), . . . , hk(x)), (5)
with the form f : Fk2 → F2 and vectorial function H = (h1, . . . , hk) : F
n
2 → F
k
2. Since in (5)
one can view f(x) = f(H(x)) as a composition of two vectorial functions, the result in [2,
Proposition 9.1] implies that the WHT of f is given by
Wf(u) =
∑
x∈Fn2
(−1)f(h1(x),...,hk(x))⊕u·x = 2−k
∑
ω∈Fk2
Wf (ω)Wω·(h1,...,hk)(u), u ∈ F
n
2 . (6)
Hence, (6) provides the relation between Walsh coefficients of functions f, f and h1, . . . , hk.
The non-uniqueness of this representation is evident from the fact that an arbitrary Boolean
function f can be written in any given form f for some vectorial function H which satisfies
the sufficient conditions H(supp(f)) ⊆ supp(f) and H(Fn2\supp(f)) ⊆ F
k
2\supp(f).
Notice that, for the purpose of finding efficient construction methods, plateaued forms
(functions) are quite desirable due to a low number of nonzero linear combinations in ω ·
(h1, . . . , hk) and the fact that Wf (ω) = 2
k+s
2 (−1)f
∗(ω), for ω ∈ Sf , implies that
Wf(u) = 2
s−k
2
∑
ω∈Sf
(−1)f
∗(ω)Wω·(h1,...,hk)(u), u ∈ F
n
2 . (7)
Clearly, when the form f is a bent function, then in (7) we set s = 0 and then Sf = F
k
2.
The main purpose of this paper is to provide generic secondary constructions of bent
and plateaued functions using suitable forms and coordinate functions. To make our method
highly efficient, in the following subsection we show how to construct a plateaued form by
fixing its dual and Walsh support in advance. This will, in turn, give us the possibility of
controlling the design process in terms of the hardness and number of initial conditions used.
3.2 On plateaued functions and their duals
In this section, we provide a method to specify the signs of a Walsh spectrum so that by
applying the inverse WHT to it a plateaued function is recovered. At the same time, this
approach provides a new characterization of plateaued functions. We start with the following
definition.
Definition 3.1 The Sylvester-Hadamard matrix of size 2k × 2k, is defined recursively as:
H1 = (1); H2 =
(
1 1
1 −1
)
; H2k =
(
H2k−1 H2k−1
H2k−1 −H2k−1
)
.
The i-th row of H2k its denoted by H
(i)
2k
.
Lemma 3.1 Let S = {ω0, . . . , ω2m−1} ⊆ F
k
2 be any affine subspace of dimension m ≥ 2 such
that S = v ⊕E, for some lexicographically ordered linear subspace E = {e0, . . . , e2m−1} ⊆ F
k
2
and v ∈ Sf , where ωi = v ⊕ ei for i ∈ [0, 2
m − 1]. Then:
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i) The lexicographic ordering of E implies that for any fixed i ∈ {0, . . . ,m−1} it holds that
ej = e2i ⊕ ej−2i for all 2
i ≤ j ≤ 2i+1 − 1.
ii) For an arbitrary vector u ∈ Fk2 it holds that
((−1)u·ω0 , (−1)u·ω1 , . . . , (−1)u·ω2m−1) = (−1)εuH
(ru)
2m , (8)
for some 0 ≤ ru ≤ 2
m − 1 and εu ∈ F2. In addition, {Tℓ : ℓ ∈ Lm} ⊆ {(u · e0, . . . , u ·
e2m−1) : u ∈ F
k
2}, which means that Lm is contained in a multi-set of m-variable linear
functions whose truth tables are {(u · e0, . . . , u · e2m−1) : u ∈ F
k
2}.
Proof. i) Since E ⊆ Fk2 is a linear subspace and dim(E) = m any basis of E can be repre-
sented as m×k binary matrix G whose rows γ1, . . . , γm are the basis vectors. Transforming G
into the reduced row echelon form using Gauss-Jordan elimination, we may assume that G is
given as G =


e(m)
...
e(1)

, where e(m) > e(m−1) > . . . > e(1) in terms of lexicographic ordering.
This follows from the definition of lexicographic ordering (having the most significant bit on
the left) and the fact that the leading entry (the first non-zero entry from the left also called
a pivot) in any row e(i), for i = m− 1, . . . , 1, is strictly to the left of the leading entry in the
row e(i−1). Notice also that every pivot is the only non-zero entry in its column, thus the
columns containing pivots build the identity m×m matrix.
Now, we show that if E is ordered lexicographically (in increasing order) as E = {e0 =
0k, e1, e2, . . . , e2m−1} then the vector ei corresponds to
∑m−1
j=0 ije
(m−j), where (i0, . . . , im−1) ∈
F
m
2 is the binary representation of integer i ∈ [0, 2
m − 1]. Since the pivots are the only non-
zero entries in their columns then for any two distinct integers i′, i′′ ∈ [0, 2m − 1] with the
property that (i′0, . . . , i
′
m−1) < (i
′′
0 , . . . , i
′′
m−1) (that is when i
′ < i′′), we clearly have that∑m−1
j=0 i
′
je
(m−j) <
∑m−1
j=0 i
′′
j e
(m−j). This actually shows that ei =
∑m−1
j=0 ije
(m−j). Further-
more, for the lexicographically ordered space Fm2 we have xj = x2i ⊕ xj−2i (xj ∈ F
m
2 ) for
arbitrary fixed i ∈ [0,m− 1] and all 2i ≤ j ≤ 2i+1 − 1, which implies
ej = xj · (e
(m), . . . , e(1)) = x2i · (e
(m), . . . , e(1))⊕ xj−2i · (e
(m), . . . , e(1)) = e2i ⊕ ej−2i ,
where xj ∈ F
m
2 is the binary representation of the integer j. Thus, it necessarily holds that
e2i = e
(i+1), for all i ∈ [0,m− 1], i.e., the statement i) holds.
ii) Since by i) for lexicographically ordered E and Fm2 we have that ej ∈ E and xj ∈ F
m
2
satisfy the recursions ej = e2i ⊕ ej−2i and xj = x2i ⊕ xj−2i , it clearly implies that there
exists a linear bijective mapping, say ψ : Fm2 → E ⊆ F
k
2, which maps x2i to e2i (recall that
e2i = e
(i+1)), i.e. ψ(x2i) = e2i (i ∈ [0,m− 1]), and it preserves the ordering. More precisely,
this mapping is defined by a binary matrix A (of size m × k) as ψ(x2i) = x2iA = e2i , and
since wt(x2i) = 1, we clearly have that the rows of A are actually vectors e2i . Furthermore,
the recursions ej = e2i ⊕ ej−2i and xj = x2i ⊕ xj−2i trivially imply that ψ(xj) = xjA = ej
for all j ∈ [0, 2m − 1], which gives that ψ preserves the lexicographic ordering.
On the other hand, for arbitrary u ∈ Fk2 and j ∈ [0, 2
m−1] it holds that u ·ej = u ·(xjA) =
uAT ·xj. Since by [35, Lemma 10] we have that rows of the Sylvester-Hadamard matrix H2m
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are sequences of linear functions in m variables, it consequently holds that
((−1)u·ω0 , . . . , (−1)u·ω2m−1) = (−1)u·v((−1)c·x0 , . . . , (−1)c·x2m−1) = (−1)εuH
(ru)
2m ,
where c = uAT ∈ Fm2 , for some ru ∈ [0, 2
m − 1] and εu ∈ F2, i.e., relation (8) holds.
The second part ii) follows from the fact that dim(E) = m which means that E con-
tains m linearly independent columns. These columns are linear functions by (8) when E
is represented as a binary 2m × k matrix whose rows are ei, for i = 0, . . . , 2
m − 1. Then,
{Tℓ : ℓ ∈ Lm} ⊆ {(u · e0, . . . , u · e2m−1) : u ∈ F
k
2} since the latter set contains all linear
combinations of k columns of E.
Remark 3.1 This lemma is crucial for establishing the properties of the so-called sequence
profile and some other results e.g. Lemma 4.2 and Theorem 5.3.
Let f be an arbitrary s-plateaued function defined on Fk2 and let Sf = {ω0, . . . , ω2k−s−1} ⊆
F
k
2 be its Walsh support written as Sf = v ⊕ E, for some v ∈ Sf and a lexicographically
ordered set E ⊆ Fk2 (0k ∈ E). The sequence profile of Sf , which is a multi-set of 2
k sequences
of length 2k−s induced by Sf , is defined as
Φ
(v,E)
f = {φu : F
k−s
2 → F2 : χφu = ((−1)
u·ω0 , (−1)u·ω1 , . . . , (−1)u·ω2k−s−1), ωi ∈ Sf , u ∈ F
k
2}.
For convenience, the sequence profile of Sf throughout the article will be denoted by Φf
instead of Φ
(v,E)
f , although it is clear that it depends on the choice of v ∈ Sf when representing
Sf = v ⊕ E. Denoting by b1, . . . , bk the canonical basis of F
k
2 (bi contains the non-zero
coordinate at the i-th position), it is clear that Φf is spanned by the functions φb1 , . . . , φbk ,
i.e., Φf = 〈φb1 , . . . , φbk〉. The following result provides a simple characterization of plateaued
functions in terms of their dual and Walsh support.
Theorem 3.1 Let Sf = v ⊕ E = {ω0, . . . , ω2k−s−1} ⊂ F
k
2, for some v ∈ F
k
2 and subset E =
{e0, e1, . . . , e2k−s−1} ⊂ F
k
2. For a function f
∗ : Fk−s2 → F2 with wt(f
∗) = 2k−s−1 ± 2
k−s
2
−1,
let the Walsh spectrum of f be defined (by identifying xi ∈ F
k−s
2 and ei ∈ E) as
Wf (u) =
{
2
k+s
2 (−1)f
∗(xi) for u = v ⊕ ei ∈ Sf ,
0 u 6∈ Sf .
(9)
Then:
i) f is an s-plateaued function if and only if f∗ is at bent distance to Φf defined by (9),
that is, for any φu ∈ Φf it holds that dH(f
∗, φu) = 2
k−s−1 ± 2
k−s
2
−1.
ii) If E ⊂ Fk2 is a linear subspace such that (8) holds, then f is an s-plateaued function if
and only if f∗ is a bent function on Fk−s2 .
Proof. i) By the inverse WHT (relation (3)), at any u ∈ Fk2, we have
(−1)f(u) = 2−k
∑
ω∈Fk2
Wf (ω)(−1)
ω·u = 2−k · 2
k+s
2
∑
ω∈Sf
(−1)f
∗(ω)⊕ω·u = 2
s−k
2 χf∗ · χφu ,
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since f is an s-plateaued function. Equivalently, it holds that χf∗ ·χφu = (−1)
f(u)2
k−s
2 , which
means that f∗ is at bent distance to φu ∈ Φf (u ∈ F
k
2 is arbitrary).
ii) We have that f is an s-plateaued function if and only if it holds that∑
e∈E
(−1)f
∗(v⊕e)⊕u·e = 2
k−s
2 (−1)f(u)⊕u·v .
Since by Lemma 3.1 we have that {((−1)u·e0 , . . . , (−1)u·e2k−s−1) : u ∈ Fk2} contains sequences
of all linear functions (in k − s variables), we have that f∗ (defined as f∗(v ⊕ ei) ! f
∗(xi))
is at bent distance to the set of all linear functions, i.e., f∗ is bent.
Remark 3.2 From [16] we have that Walsh support of a so-called partially bent function
is a coset of the orthogonal complement of the space of its linear structures Λ, where Λ =
{α ∈ Fk2 : f(x⊕ α) ⊕ f(x) = const., ∀x ∈ F
k
2} for f ∈ Bk. Thus, Theorem 3.1-(ii) concerns
partially bent functions in terms of their duals and Walsh supports.
The importance of Theorem 3.1 lies in the fact that the design of plateaued functions, in
difference to the vast majority of other constructions, is achieved using (9) so that the design
is moved to theWalsh spectral domain rather than working in the ANF domain. The following
two examples illustrate the construction of plateaued functions by specifying a dual andWalsh
support in relation (9).
Example 3.1 Let us construct a 3-plateaued function f : F52 → F2 (k = 5, s = 3). Since
#Sf = 2
k−s = 25−3 = 4, then we need to select 4 vectors from F52 that form a 2-dimensional
affine subspace that constitute the Walsh support of f . In addition, we need a bent function
f∗ in two variables. For instance, we can specify Sf = {ω0, ω1, ω2, ω3} ⊆ F
5
2 and f
∗ as
Sf =


ω0
ω1
ω2
ω3

 =


u[6]
u[13]
u[16]
u[27]

 =


0 0 1 1 0
0 1 1 0 1
1 0 0 0 0
1 1 0 1 1

 = (0, 0, 1, 1, 0) ⊕


0 0 0 0 0
0 1 0 1 1
1 0 1 1 0
1 1 1 0 1


and χf∗ = (1, 1, 1,−1), which also implies that Tf∗ = (0, 0, 0, 1). Here, u[d] denotes a binary
vector whose integer representation is d ∈ [0, 2k − 1]. Clearly, f is 3-plateaued if Wf (u) ∈
{0,±2
5+3
2 } = {0,±24}. Thus, using Sf and the dual f
∗ on F22, the Walsh spectrum Wf of f
can be constructed so that
Wf = (0, . . . , 0,Wf (u[6]), 0, . . . , 0,Wf (u[13]), 0, 0,Wf (u[16]), 0, . . . , 0,Wf (u[27]), 0, . . . , 0)
= (0, . . . , 0, 24, 0, . . . , 0, 24, 0, 0, 24, 0, . . . , 0,−24, 0, . . . , 0).
Notice that the signs of non-zero values agree (lexicographically) with the sequence χf∗ =
(1, 1, 1,−1). Now, using the inverse WHT (3), we recover the truth table of f whose ANF is
f(x1, . . . , x5) = x4(x2⊕x5)⊕x1(x2⊕x4⊕x5)⊕x3(1⊕x2⊕x4⊕x5), so that f is 3-plateaued.
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Example 3.2 Using Theorem 3.1-(i), one may construct a plateaued form with non-affine
Walsh support as follows. Let Sf = F
4
2 ≀Tg, where g : F
4
2 → F2 is defined as g(x1, x2, x3, x4) =
x3x4 ⊕ 1, and let χf∗ be a sequence of the function (x1, x2) · (x3, x4). The last column of Sf ,
hence Tg, corresponds to the transpose of the truth table of g, and g is at bent distance to
f∗, since (x1, x2) · (x3, x4)⊕ x3x4 ⊕ 1 is a bent function in the MM class. The ANF of f is
given by f(x1, . . . , x5) = x1x2x5 ⊕ x1x3 ⊕ x2x4 ⊕ x5, where xi ∈ F2. One can verify that f
is a 1-plateaued (semi-bent) function, with the Walsh support which is not an affine subspace
(i.e., f is not a partially bent function).
4 Secondary constructions using disjoint variables
In this section we employ the compositional representation f = f(h1, . . . , hk) for the purpose
of deriving new secondary constructions of bent/plateaued functions on larger variable spaces.
Using suitable linear coordinate functions, we provide several generalizations of the secondary
construction method due to Rothaus [33] (Section 4.1) and of the indirect sum of Carlet [5].
Thereby, we solve Open Problem 13 posed in [6, Section 4.5] regarding a generalization of
indirect sums.
4.1 Generalization of Rothaus’ method - using linear coordinate functions
The generalizations of the Rothaus construction (which we recall below), in terms of an
increased number of initial functions with disjoint variables and stronger conditions (the
linearity of dual function ”∗”), were given in [15, Corollary 1,2,3]. Using the composite
representation, we provide a generalization of Rothaus construction which appears to be
more efficient than [15] since it does not require the conditions related to the linearity of ”∗”
at all. We start by recalling the secondary construction due to Rothaus.
Theorem 4.1 [33] Let (x, y1, y2) ∈ F
k
2×F2×F2, and let a(x), b(x), c(x) and a(x)⊕b(x)⊕c(x)
be bent functions on Fk2. Then
f(x, y1, y2) = a(x)b(x)⊕ a(x)c(x)⊕ b(x)c(x)⊕ (a(x)⊕ b(x))y2 ⊕ (a(x)⊕ c(x))y1 ⊕ y1y2 (10)
is a bent function.
In the following example we analyze the Rothaus construction in terms of composite repre-
sentation.
Example 4.1 The function f : Fk2 × F2 × F2 → F2 in Theorem 4.1 has the form f given by:
f(x1, . . . , x5) = x1x2 ⊕ x1x3 ⊕ x2x3 ⊕ (x1 ⊕ x2)x5 ⊕ (x1 ⊕ x3)x4 ⊕ x4x5,
where symbolically x1 ↔ a(x), x2 ↔ b(x), x3 ↔ c(x), x4 ↔ ℓ1(y1, y2) = y1 and x5 ↔
ℓ2(y1, y2) = y2. That is, f(x, y1, y2) = f(a(x), b(x), c(x), y1 , y2) where x ∈ F
k
2 and yi ∈ F2.
The form f is a 3-plateaued function (Wf (u) ∈ {0,±2
4}, u ∈ F52) whose Walsh support is
Sf =


1 0 0 0 0
0 1 0 1 0
0 0 1 0 1
1 1 1 1 1

 = S1 ≀ S2, (11)
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where S1 = {(1, 0, 0), (0, 1, 0), (0, 0, 1), (1, 1, 1)} and S2 = {(0, 0), (1, 0), (0, 1), (1, 1)}. Also, let
the sequence of the dual f∗ be given as χf∗ = (1, 1, 1,−1). Using (7), it can be verified that
the WHT of f at any (u, v) ∈ Fk2 × F
2
2 is given by
Wf(u, v) =


2(−1)f
∗(1,0,0,v)Wa(u) = 2Wa(u), v = (0, 0)
2(−1)f
∗(0,1,0,v)Wb(u) = 2Wb(u), v = (1, 0)
2(−1)f
∗(0,0,1,v)Wc(u) = 2Wc(u), v = (0, 1)
2(−1)f
∗(1,1,1,v)Wa⊕b⊕c(u) = −2Wa⊕b⊕c(u), v = (1, 1)
.
From the above computation, the bentness of f is only governed by the bentness of functions
ω′ · (a, b, c) for ω′ ∈ S1, and it is not affected by f
∗. This is actually a consequence of the
fact that Sf can be written as Sf = S1 ≀ S2, where S2 is equal to the (whole) vector space
F
2
2 of size #Sf = #F
2
2 = 2
2, and the fact that the linear coordinate functions ℓ1(y) = y1 and
ℓ2(y) = y2 are placed exactly at the coordinates (or variables) of f which correspond to the
set S2 = F
2
2 (that is x4 and x5). Before we generalize this idea, we first fix the necessary
notation.
For a function f : Fk2 → F2 let its Walsh support Sf be written as Sf = ∆ ≀Θ, where ∆ is
the set of the first t (< k) coordinates of vectors ω ∈ Sf ⊆ F
k
2 and Θ is the set of the remaining
m = k−t coordinates of ω.More precisely, an arbitrary vector ω = (ω1, . . . , ωt, ωt+1, . . . , ωk) ∈
Sf will be written as ω = (δ, θ) ∈ ∆ ≀ Θ = Sf , where δ = (ω1, . . . , ωt) ∈ ∆ and θ =
(ωt+1, . . . , ωk) ∈ Θ. Using relation (6) one easily obtains the following result.
Lemma 4.1 Let H(x, y) = (h1(x, y), . . . , hk(x, y)) : F
r
2 × F
m
2 → F
k
2 be a vectorial function
such that{
hi(x, y) = hi(x), i = 1, . . . , t, x ∈ F
r
2,
(ht+1(x, y), . . . , hk(x, y)) = (y1, . . . , ym) = y ∈ F
m
2 , t+m = k.
(12)
Define f : Fr2×F
m
2 → F2 as f(x, y) = f(H(x, y)), where the Walsh support of f : F
k
2 → F2 can
be written as Sf = ∆ ≀ Θ with Θ = F
m
2 (m = k − t, t ≥ 1). Then, for any (u, v) ∈ F
r
2 × F
m
2
the WHT of f = f(h1, . . . , hk) is given by
Wf(u, v) = 2
−t
∑
(δ,v)∈Sf=∆≀Θ
Wf (δ, v)Wδ·(h1 ,...,ht)(u), δ ∈ F
t
2.
Remark 4.1 If in Lemma 4.1 we consider f = a⊕ d(h1, . . . , hk) with a(x, y) = a(x), then in
the WHT formula for f instead of Wδ·(h1,...,ht)(u) we have Wa⊕δ·(h1,...,ht)(u). Additionally, if
we assume that f : Fk2 → F2 is an s-plateaued function (where #Sf = ∆ ≀ F
m
2 = 2
m = 2k−s),
then by relation (12) with t+m = k it necessarily holds that t = s.
Employing bent/plateaued coordinate functions h1, . . . , hs in f = f(h1, . . . , hs, y) we obtain
the following result on the construction of bent/plateaued functions. Assuming that Θ is not
a multi-set, for any ω = (δ, θ) ∈ Sf , by ϑω : Θ→ ∆ we denote the function which maps θ to
δ, hence ϑω(θ) = δ.
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Theorem 4.2 Let f : Fr2×F
m
2 → F2 be given as f(x, y) = f(H(x, y)) = f(h1(x), . . . , hs(x), y),
where f : Fk2 → F2 is s-plateaued and H = (h1, . . . , hk) is a vectorial function defined by (12)
(t = s). Assume that Sf = ∆ ≀ Θ with Θ = F
m
2 and 0s 6∈ ∆ (m ≥ 2 is even, s +m = k).
Then:
i) If for every δ ∈ ∆ it holds that δ · (h1, . . . , hs) is bent on F
r
2, then f is bent and its dual
is given as f∗(x, y) = f∗(ϑ(y), y)⊕ (ϑ(y) · (h1, . . . , hs))
∗(x), (x, y) ∈ Fr2 × F
m
2 .
ii) If for every δ ∈ ∆ it holds that δ · (h1, . . . , hs) is c-plateaued on F
r
2 (1 ≤ c ≤ r− 1), then
f is c-plateaued.
iii) If for every δ ∈ ∆ it holds that δ · (h1, . . . , hs) is cδ-plateaued with (possibly) different
amplitudes 2
r+cδ
2 , then Wf(ω) ∈ {0,±2
r+m+cδ
2 : δ ∈ ∆} and f is not necessarily a three-
valued spectra function.
The assumption Θ = Fm2 implies that there is a unique vector δ = ϑ(v) ∈ ∆ such that
(δ, v) ∈ Sf = ∆ ≀Θ. Consequently, using s = k −m, we have
Wf(u, v) = 2
−sWf (ϑ(v), v)Wϑ(v)·(h1 ,...,hs)(u) = 2
−s+ k+s
2
+ r
2 (−1)f
∗(ϑ(v),v)⊕(ϑ(v)·(h1 ,...,hs))∗(u)
= 2
r+m+(m+s−k)
2 (−1)f
∗(ϑ(v),v)⊕(ϑ(v)·(h1 ,...,hs))∗(u) = 2
r+m
2 (−1)f
∗(u,v),
which means that f is bent.
ii) In this case, we have
Wf(u, v) =
{
0, Wϑ(v)·(h1,...,ht)(u) = 0,
±2
r+m+c
2 , Wϑ(v)·(h1,...,ht)(u) = ±2
r+c
2 .
In a similar way one shows iii).
Remark 4.2 Notice that the restrictions fy(x) are not necessarily bent/plateaued functions,
thus f in Theorem 4.2 is in general not a concatenation of bent/plateaued functions.
Apparently, the number of initial conditions in Theorem 4.2 (i.e., linear combinations
δ · (h1, . . . , hs)) depends on our choice of the set ∆, where ∆ must additionally satisfy the
conditions of Theorem 3.1 so that the form f can be constructed.
4.2 Generalizations of Rothaus using reduced number of initial conditions
An efficient method of reducing the set of initial conditions in Theorem 4.2 is to select ∆
as a multi-set that contains many repeated vectors from Fs2. This approach implies that,
writing ∆ as a matrix of size 2m × s, the columns of ∆ mainly correspond to truth tables
of affine/linear functions. In extreme case, all the columns of ∆ may correspond to affine
functions which then allows us to choose any bent dual f∗ to construct the form f . This
approach also implies that many linear combinations δ · (h1, . . . , hs) (δ ∈ ∆) are the same.
The simplest method to achieve that the columns of ∆ are affine functions is to use suitable
shifts of a linear subspace of small dimension.
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Lemma 4.2 Let E = {e0, . . . , e3} ⊂ F
s
2 be a linear subspace (dim(E) = 2) and b0, . . . ,
b2m−2−1 ∈ E be arbitrary vectors (a multiset) such that for i ∈ [0,m − 3] it holds that
bj = b2i ⊕ bj−2i (for all 2
i ≤ j ≤ 2i+1 − 1). Suppose that the set ∆ is defined as
∆ = {δ0, . . . , δ2m−1} = v ⊕ {b0 ⊕ E, . . . , b2m−2−1 ⊕E},
where v ∈ Fs2 \E and bj ⊕E = {bj ⊕ e0, . . . , bj ⊕ e3}. Then, ∆ can be used in Theorem 4.2 to
construct a plateaued form f and {δ · (h1, . . . , hs) : δ ∈ ∆} = {(v ⊕ e) · (h1, . . . , hs) : e ∈ E}.
Proof. Due to the construction of ∆ and recursion bj = b2i ⊕ bj−2i , it is not difficult to
see that ∆ satisfies the Sylvester-Hadamard recursion (Lemma 3.1), which means that its
columns (when written as a matrix of size 2m× s) correspond to truth tables of affine/linear
functions in m variables. Since in Theorem 4.2 we have that Sf = ∆ ≀F
m
2 , then Sf is an affine
subspace and using an arbitrary bent dual f∗ : Fm2 → F2 the form f is easily constructed by
Theorem 3.1. Note that v ∈ Fs2 \ E implies that 0s 6∈ ∆. The second part follows from the
fact that bj ∈ E and thus the statement holds.
Remark 4.3 The dimension of E in Lemma 4.2 directly affects the number of initial con-
ditions in the set {δ · (h1, . . . , hs) : δ ∈ ∆}, which gives us the possibility of controlling its
cardinality. The form f used in Example 4.1 is a special case of Lemma 4.2, since its Walsh
support Sf (given by (11)) is equal to ∆ ≀ F
2
2 (s = 3, m = 2, s + m = k = 5), where
∆ = {(1, 0, 0), (0, 1, 0), (0, 0, 1), (1, 1, 1)} is an affine subspace of F32 with dim(∆) = 2.
The following result is implicitly based on an application of Lemma 4.2 and it provides an
efficient secondary method that employs the same initial conditions as the original Rothaus
construction.
Theorem 4.3 (Generalized Rothaus A) Let a, b, c ∈ Br be bent functions such that a⊕
b⊕ c is also bent. Then, f(x, y) : Fr2 × F
4
2 → F2, where x ∈ F
r
2 and y ∈ F
4
2, defined by
f(x, y1, . . . , y4) = b(x)(y1 ⊕ y2)⊕ a(x)(1⊕ y1 ⊕ y3)⊕ (c(x)⊕ y1)(y2 ⊕ y3)⊕ (y1 ⊕ y2)y4, (13)
is a bent function.
Proof. The proof follows from the design process of Lemma 4.2 by specifying a form
f : F72 → F2 (k = 7) with parameters m = 4 and s = 3. Since #Sf = 2
m = 16, we take
E = {03, (1, 1, 0), (1, 0, 1), (0, 1, 1)}, v = (1, 0, 0), and {b0, . . . , b3} = {03, (1, 0, 1), (1, 0, 1),03}.
The set ∆ is given as ∆ = v ⊕ {E, (1, 0, 1) ⊕ E, (1, 0, 1) ⊕ E,E}.
Taking χf∗ to be the sequence of a bent function (x1, x2) · (x3, x3 ⊕ x4)⊕ x3x4 ⊕ x3 and
using Sf = ∆ ≀ F
4
2, by Theorem 3.1, we obtain the form
f(x1, . . . , x7) = x2(x4 ⊕ x5)⊕ x1(1⊕ x4 ⊕ x6)⊕ (x3 ⊕ x4)(x5 ⊕ x6)⊕ (x4 ⊕ x5)x7.
Now, defining f(x, y) = f(a(x), b(x), c(x), y), such that a, b, c and a⊕ b⊕ c are bent functions
(see [15] for specifying such bent functions), we have that f is bent and is given by (13).
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A formal evidence that the above construction may generate bent functions outside the
MM class is given below in Example 4.2. As discussed in [31], showing that a function
f : Fm2 × F
m
2 → F2 is outside MM corresponds to showing that the second order derivative
of f(x, y) defined (in general) as
DαDβf(x, y) = f(x, y)⊕ f(x⊕ α
′, y ⊕ α′′)⊕ f(x⊕ β′, y ⊕ β′′)⊕ f(x⊕ α′ ⊕ α′′, y ⊕ β′ ⊕ β′′),
where α = (α′, α′′), β = (β′, β′′) ∈ Fm2 × F
m
2 and α 6= β, satisfies
D(α′,0m)D(β′,0m)|x=0mf(x, y) 6= 0,
for some α′, β′ ∈ Fm2 \ {0m}. Here, the notation D(α′,0m)D(β′,0m)|x=0mf(x, y) means that x is
set to be the all-zero vector 0m after the second derivative D(α′,0m)D(β′,0m)f(x, y) has been
computed.
Example 4.2 Let a, b, c : F22 × F
2
2 → F2, a(x1, x2) = x1 · π1(x2) ⊕ g1(x2), b(x1, x2) = x1 ·
π2(x2) ⊕ g2(x2), c(x1, x2) = x1 · π3(x2) ⊕ g3(x2), where πi(x2) = x2 ⊕ qi, for some arbitrary
constants qi ∈ F
2
2 and arbitrary functions gi on F
2
2, for i = 1, 2, 3. Since π1 ⊕ π2 ⊕ π3 is a
permutation, the sum of bent functions a, b, c is again a bent function in MM. These initial
functions are used to define f(x1, x2, y) by means of (13), where f : F
2
2×F
2
2×F
4
2 → F2. Using
the programming package Magma, it could be verified that the second derivatives D(α′,04)
D(β′,04)f(x1, x2, y) do not vanish for many pairs (α
′, β′) (with α′ 6= β′) when x = (x1, x2)
is set to be 04. This fact can also be confirmed by computing D(α′,04)D(β′,04)f(x1, x2, y) and
then specifying α′ and β′ accordingly. This shows that this function is outside theMM class.
Furthermore, since a, b, c are quadratic functions then deg(f) = 3 < n/2 (with n = 8) and
therefore f does not belong to either D0 or to PS
−.
Remark 4.4 The construction in Theorem 4.3 is clearly inequivalent to the construction of
Rothaus since it does not involve the products of initial bent functions. It can rather be viewed
as a method to concatenate three bent functions a, b and c if the input variables yi are kept
fixed.
Another generalization of the Rothaus construction, which uses a form (defined on F62) that is
not partially bent and employs only two initial functions that depend on x (whereas y ∈ F42),
is given below.
Theorem 4.4 (Generalized Rothaus B) Let a, b : Fr2 → F2 (r even) be two arbitrary bent
functions. Then, f : Fr2 × F
4
2 → F2 given by
f(x, y1, . . . , y4) = b(x)⊕ (a(x) ⊕ b(x))y1y2 ⊕ y1y3 ⊕ y2y4, (14)
is a bent function.
Proof. By means of Lemma 4.2, we construct a form f : F62 → F2 using the Walsh support
Sf = ∆ ≀ F
2
2 where the dual is given as f
∗(x1, . . . , x4) = (x1, x2) · (x3, x4) and ∆ = Tg ≀ Tg⊕1
with g(x1, . . . , x4) = x3x4 (m = 4, s = 2, and k = 6). Notice that f
∗ is at bent distance to
g, since f∗ ⊕ g belongs to the MM class of bent functions. The form f is then given by
f(x1, . . . , x6) = x2 ⊕ (x1 ⊕ x2)x3x4 ⊕ x3x5 ⊕ x4x6.
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Since ∆ = Tg ≀Tg⊕1 is a multi-set which only contains the vectors (1, 0) and (0, 1), then clearly
δ · (a, b) is always either equal to a or b. Consequently, δ · (a, b) is a bent function for all δ ∈ ∆
(a, b are bent). The function f = f(a, b, y1, . . . , y4) : F
r
2 ×F
4
2 → F2 is bent by Theorem 4.2-(i)
and its ANF is given by (14).
Notice that there are no initial conditions on bent functions a and b in this generalization,
which corresponds to a special case of Rothaus when b(x) = c(x). The latter identity implies
that the condition a ⊕ b ⊕ c is bent is then automatically satisfied. Nevertheless, setting
b(x) = c(x) in Theorem 4.1 then f(x, y1, y2) = b(x)⊕ (a(x)⊕ b(x))(y1⊕ y2)⊕ y1y2 is still bent
for any bent functions a and b. However, setting y3 = y4 = 0 in Theorem 4.4 and taking,
for instance, b = x1x2 and a = x1x2 ⊕ x1 (which are bent on F
2
2), then f(x1, x2, y1, y2) =
b(x) ⊕ (a(x) ⊕ b(x))y1y2 ⊕ y1y3 ⊕ y2y4 = x1x2 ⊕ x1y1y2 is not a bent function. Since the
restrictions of our bent functions are not bent in general, they cannot trivially be obtained
by any secondary construction of bent functions. Another subtle but important difference in
this context is that the restriction (by fixing y3 = y4 = 0) involves the quadratic term y1y2
instead of y1 ⊕ y2 to multiply the sum a(x)⊕ b(x), which for suitably chosen a and b in (14)
is affine inequivalent to the bent function given by (10) (when b(x) = c(x)).
4.2.1 Generic concatenation methods
A more difficult approach, with respect to the hardness of imposed conditions, is given by
the following result. This approach essentially leads to a generalization of methods that
concatenate initial bent functions to generate new ones.
Theorem 4.5 Let d : Fk2 → F2 is a bent function (k even), and H = (h1, . . . , hk) be a
vectorial function defined by (12) (t+m = k). Assume that a⊕〈h1, . . . , ht〉 is an affine space
of bent functions on Fr2. Then, f : F
r
2 × F
m
2 → F2 given by
f(x, y) = f(a(x),H(x, y)) = a(x)⊕ d(h1(x), . . . , ht(x), y),
is a bent function if for every v ∈ Fm2 the functions δ → d
∗(δ, v) and δ → (a⊕δ · (h1, . . . , ht))
∗
(δ ∈ Ft2) are at bent distance.
Proof. By relation (7) and given assumptions (t = k −m), we have the following computa-
tion:
Wf(u, v) = 2
k
2
−t
∑
(δ,v)∈Fk2=F
t
2×F
m
2
(−1)d
∗(δ,v)Wa⊕δ·(h1,...,ht)(u)
= 2
k
2
−t+ r
2
∑
δ∈Ft2
(−1)d
∗(δ,v)⊕(a⊕δ·(h1 ,...,ht))∗(u) = ±2
k
2
−t+ r
2
+ t
2 = ±2
r+m
2 .
An explicit construction method, also demonstrating that the sufficient conditions are not
necessarily hard to satisfy, is given in the following corollary.
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Corollary 1 (Bent concatenation) Let f1, f2, f3, f4 : F
r
2 → F2 be any four bent functions
that satisfy f∗1 ⊕ f
∗
2 ⊕ f
∗
3 ⊕ f
∗
4 = 1, where f4 = f1 ⊕ f2 ⊕ f3. Then, f : F
r
2 × F
2
2 → F2 given by
f(x, y1, y2) = f1(x)⊕ y1(f1 ⊕ f3)(x)⊕ y2(f1 ⊕ f2)(x), (15)
is a bent function.
Proof. Using the notation of Theorem 4.5, let d : F42 → F2, thus k = 4, be given as
d(x1, . . . , x4) = x1x3 ⊕ x2x4. Then, d is self-dual bent so that d = d
∗ and furthermore d
is linear for any fixed (x1, x2) ∈ F
2
2 or (x3, x4) ∈ F
2
2. Now define, a, h1, h2 : F
r
2 → F2
so that a = f1, h1 = f1 ⊕ f3 and h2 = f1 ⊕ f2. Then, after substitution, the function
f(x, y) = a(x) ⊕ d(h1(x), h2(x), y) : F
r
2 × F
2
2 → F2 is given by (15). The bentness of f is
due to the fact that δ → (a(x) ⊕ δ · (h1(x), h2(x)))
∗, δ ∈ F22, is a bent function on F
2
2 since∑
δ∈F22
(a⊕ δ · (h1, h2))
∗ = f∗1 ⊕ f
∗
2 ⊕ f
∗
3 ⊕ f
∗
4 = 1, and the result follows by Theorem 4.5.
Remark 4.5 The existence of quadruples of bent functions satisfying that f∗1⊕f
∗
2⊕f
∗
3⊕f
∗
4 = 1
along with f4 = f1 ⊕ f2 ⊕ f3 has been recently solved in [18] for the purpose of constructing
new families of bent functions using linear translators. This condition on duals is however
different from f∗1 ⊕ f
∗
2 ⊕ f
∗
3 ⊕ f
∗
4 = 0 used by Mesnager [30], see also Example 5.2.
We notice that the restrictions of f in Corollary 1, obtained by fixing (y1, y2) ∈ F
2
2 are
f1, f2, f3, f4, respectively (where f4 = f1 ⊕ f2 ⊕ f3). On the other hand, the restrictions of
original method of Rothaus (see eq. (10)) have more complicated expressions which have
quadratic terms that involve the initial bent functions. Indeed, renaming the bent functions
a, b, c in (10) by f1, f2, f3 the restriction of (10) when (y1, y2) = (0, 0) corresponds to f1f2 ⊕
f1f3 ⊕ f2f3 whereas in our case the same restriction is simply f1. This observation indicates
that, in general, the two methods are in not equivalent.
4.3 Generalization of the indirect sum
The so-called indirect sum has been introduced by Carlet in [5]. Based on the analysis of
its form, we provide a generalized version of this method that employs larger sets of initial
functions defined on disjoint variable spaces but without any initial conditions (except the
bentness of initial functions). For this purpose we mainly use plateaued forms with affine
Walsh supports though we demonstrate the possibility to employ Walsh supports which are
not affine. We start by recalling the indirect sum method.
Corollary 2 [5] Let f1 and f2 be bent functions on F
r
2 (r even) and g1 and g2 be bent
functions defined on Fm2 . Then, f : F
r
2 × F
m
2 defined as
f(x, y) = f1(x)⊕ g1(y)⊕ (f1 ⊕ f2)(x)(g1 ⊕ g2)(y), x ∈ F
r
2, y ∈ F
m
2 , (16)
is a bent function and its dual is obtained from f∗1 , f
∗
2 , g
∗
1 and g
∗
2 by the same formula as f is
obtained from f1, f2, g1 and g2.
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To illustrate the idea of our approach, let us write the indirect sum given by (16) as
f(x, y) = ξ(f1(x), f2(x), g1(y), g2(y)) = f1(x)⊕ g1(y)⊕ (f1 ⊕ f2)(x)(g1 ⊕ g2)(y),
where x ∈ Fr2, y ∈ F
m
2 and ξ : F
4
2 → F2 is given as ξ(x1, x2, x3, x4) = x1⊕x3⊕(x1⊕x2)(x3⊕x4).
The function ξ is semi-bent and its Walsh support is given by
Sξ =


0 1 0 1
0 1 1 0
1 0 0 1
1 0 1 0

 .
The WHT of f (cf. (7)) induces the linear combinations ω · (f1(x), f2(x), g1(y), g2(y)), where
ω ∈ Sξ. Due to the placement of ”ones” in ω ∈ Sξ and the fact that any ω is of weight
two, we have that ω · (f1(x), f2(x), g1(y), g2(y)) is always equal to fi(x) ⊕ gj(y), for some
i, j ∈ {1, 2}. Thus, these linear combinations are never a sum of initial functions defined
on the same variable space. This is the main reason why this indirect sum does not use
additional conditions apart from the bentness of initial functions.
Based on the above observation, our primary goal is to construct an affine Walsh support
Sξ ⊂ F
k
2 for a plateaued form ξ so that ω · (h1, . . . , hk) is never equal to a sum of functions
defined on the same variable space, for any ω ∈ Sξ. Furthermore, if we require that Sξ is
an affine subspace, then by Theorem 3.1 one can use any dual bent function ξ∗ in order
to construct the form ξ. The following technical result is useful for this purpose, where for
convenience the truth table Tℓ of an affine function ℓ is treated as a column vector (as in the
remainder of this section).
Lemma 4.3 Let M = {m0, . . . ,m2t−1} be a multi-set of vectors mi = (ℓ(xi), ℓ(xi) ⊕ 1) for
i ∈ [0, 2t−1], where ℓ : Ft2 → F2 (t ≥ 2) is an affine function, and xi ∈ F
t
2 (for lexicographically
ordered Ft2). Then the set M , written as M = Tℓ ≀ Tℓ⊕1, contains vectors of weight one, and
it holds that χM = ((−1)
u·m0 , . . . , (−1)u·m2t−1) is a sequence of an affine function, for any
u ∈ F22.
The application of Lemma 4.3 for the case t = 2 is given in the following example.
Example 4.3 Let us consider the sets M1,M2,M3 given by
M1 =


0 1
0 1
1 0
1 0

 , M2 =


0 1
1 0
0 1
1 0

 ,M3 =


1 0
1 0
0 1
0 1

 .
The sets M1,M2 and M3 contain complementary affine/linear functions as columns, and
taking Sξ = M1 ≀ M2 ≀ M3 we get that Sξ = {(0, 1, 0, 1, 1, 0), (0, 1, 1, 0, 1, 0), (1, 0, 0, 1, 0, 1),
(1, 0, 1, 0, 0, 1)} ⊂ F62 is an affine subspace whose sequence profile Φξ lies in {χg : g ∈ A2}.
Using the ideas of Lemma 4.3 and taking a bent dual ξ∗ in four variables, one can easily
construct suitable forms (by Theorem 3.1) which then specifies a new indirect sum (cf. (17))
defined on a set of four disjoint variables as follows.
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Theorem 4.6 (Generalized indirect sum A) Let Hi : F
ri
2 → F
2
2 (ri are even) be vectorial
functions defined as
H1(x) = (f1(x), f2(x)), H2(y) = (g1(y), g2(y)), H3(z) = (l1(z), l2(z)), H4(w) = (d1(w), d2(w)),
where fi, gi, li, di are bent functions, for i = 1, 2. Then, f : F
r1
2 × F
r2
2 × F
r3
2 × F
r4
2 → F2 given
by
f(x, y, z, w) = f2(x)⊕ g2(y)⊕ l2(z)⊕ d2(w) ⊕ (g1 ⊕ g2)(y)(f1(x)⊕ f2(x)⊕ d1(w) ⊕ d2(w))
⊕(l1 ⊕ l2)(z)(f1 ⊕ f2)(x). (17)
is a bent function. Furthermore, the dual of f is obtained by the same formula with the
coordinate functions fj, gj , lj , dj replaced by f
∗
j , g
∗
j , l
∗
j and d
∗
j .
Proof. Let us first construct the form ξ by Theorem 3.1. For the linear functions ℓi = xi
on F42, we first define Mi = Txi ≀ Txi⊕1, for i ∈ [1, 4]. Let now Sξ =M1 ≀M2 ≀M3 ≀M4 ⊂ F
8
2 be
the affine support of ξ (#Sξ = 16), and let the dual ξ
∗ : F42 → F2 be (a bent function) defined
as (x1, x2) · (x3, x4) ⊕ x3x4 (in terms of relation (4)). By Theorem 3.1-(ii), a 4-plateaued
function ξ on F82 can be specified as
ξ(x1, . . . , x8) = x2 ⊕ x4 ⊕ x6 ⊕ x8 ⊕ (x3 ⊕ x4)(x1 ⊕ x2 ⊕ x7 ⊕ x8)⊕ (x5 ⊕ x6)(x1 ⊕ x2).
Furthermore, the structure of Sξ implies that for every ω ∈ Sξ it holds that (ω·(H1,H2,H3,H4))
∗
= ω · (H∗1 ,H
∗
2 ,H
∗
3 ,H
∗
4 ), where for instance H
∗
1 = (f
∗
1 , f
∗
2 ). Consequently, using the fact that
fj, gj , lj and dj are bent, then for any u = (u
(1), u(2), u(3), u(4)) ∈ Fr12 × F
r2
2 × F
r3
2 × F
r4
2 we
have that the WHT of f(x, y, z, w) = ξ(H1(x),H2(y),H3(z),H4(w)) is given as
Wf(u) = 2
−8
∑
ω∈Sξ
Wξ(ω)Wω·(H1,H2,H3,H4)(u
(1), . . . , u(4))
= 2−8+
8+4
2
+
r1+r2+r3+r4
2
∑
ω∈Sξ
(−1)ξ
∗(ω)⊕ω·(H∗1 ,H
∗
2 ,H
∗
3 ,H
∗
4 )(u
(1),...,u(4))
(3)
= 2
n
2 (−1)ξ(H
∗
1 (u
(1)),H∗2 (u
(2)),H∗3 (u
(3)),H∗4 (u
(4))) = 2
n
2 (−1)f
∗(u),
thus f is bent.
Remark 4.6 This method indeed generalizes the indirect sum method which is a special case
obtained by removing all the functions defined on z and w (by setting li = di = 0). Indeed,
in this case one obtains f(x, y) = f2(x)⊕ g2(y)⊕ (g1⊕ g2)(y)(f1⊕ f2)(x) which is the indirect
sum. On the other hand, setting f1 = f2, the above construction yields
[f2(x)⊕ l2(z)]⊕ [g2(y)⊕ d2(w)⊕ (g1 ⊕ g2)(y)(d1 ⊕ d2)(w)]
and due to the separation of variables in the rectangle brackets, this function is actually
obtained by a direct sum method. Furthermore, if f2(x) = l2(z), for x = z, then we only have
the right bracket which is the indirect sum. This means that our construction contains both
the direct and indirect sum method as special cases, whereas in the case f1 6= f2 it generates
bent functions which in general cannot be obtained either with direct or with indirect sum.
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Notice that Sξ given in Example 4.3 can be decomposed into two affine subspaces in F
3
2,
namely into the affine subspace {(0, 0, 1), (0, 1, 1), (1, 0, 0), (1, 1, 0)}, (taking odd numbered
columns) and its complement (formed by even numbered columns). Alternatively, given any
affine subspace S ⊆ Fk2 of dimension t one can form an affine subspace of the same dimension
over F2k2 by adding to each column of S its binary complement. This observation can be
formalized as follows.
Lemma 4.4 Let S′ = Tℓ1 ≀ · · · ≀ Tℓk ⊆ F
k
2 be an affine subspace (dim(S
′) = t, 2 ≤ t ≤ k,
t is even), for some affine/linear functions ℓi : F
t
2 → F2. Then, S = M1 ≀ · · · ≀Mk, with
Mi = Tℓi ≀ Tℓi⊕1 (i ∈ [1, k]), is an affine subspace of F
2k
2 .
Notice that for an s-plateaued function on Fn2 , for n even or odd, the cardinality of its Walsh
support is 2n−s where n and s are of the same parity, thus n− s must be even.
To construct other indirect sum methods that use more disjoint variables, say x(1), . . . , x(k)
(where x(i) ∈ Fri2 ), we simply define coordinate functions hi on disjoint variable spaces such
that a single variable corresponds to a multi-set Mi over F
2
2 (which is composed out of two
complementary truth tables of some linear/affine functions). This ensures that any two
coordinate functions which depend on the same variable are not simultaneously present in
ω · (h1, . . . , hk). The main steps of the design process are given below.
Construction 1 (Indirect sum using k > 2 disjoint variables - design steps)
• For i = 1, . . . , k, where k > 2, define Hi(x
(i)) = (fi,1(x
(i)), fi,2(x
(i))) : Fri2 → F
2
2 such
that fi,1, fi,2 are bent, where ri is even.
• Construct a plateaued form ξ : Fm2 → F2 by means of Theorem 3.1-(ii), with m = 2k,
whose (affine) Walsh support is constructed by Lemma 4.4 and given by Sξ =M1 ≀ · · · ≀
Mk ⊂ F
m
2 , where #Sξ = #Mi = 2
t = 2m−s, s ∈ [1,m − 1]) and using arbitrary bent
dual ξ∗ : Ft2 → F2.
• Define a bent function f : Fr12 × . . . × F
rk
2 → F2 (n = r1 + . . .+ rk) as
f(x(1), x(2), . . . , x(k)) = ξ(H1(x
(1)),H2(x
(2)), . . . ,Hk(x
(k))), x(i) ∈ Fri2 .
• The dual of f is f∗(x(1), . . . , x(k)) = ξ(H∗1 (x
(1)), . . . ,H∗k(x
(k))), where H∗i = (f
∗
i,1, f
∗
i,2).
Proof. Using the fact that for all ω ∈ Sξ it holds that (ω · (H1, . . . ,Hk))
∗ = ω · (H∗1 , . . . ,H
∗
k),
one shows the bentness of f in the same way as in Theorem 4.6.
One should remark that increasing the size of Walsh support Sξ in Construction 1 has as
a consequence that both the number of variables of the corresponding form and the number
of employed disjoint variables are increased as well. Nevertheless, one can always decrease
the number of disjoint variables and overall number of initial bent functions by using suitable
linear coordinate functions as in Section 4.1. The following result implicitly combines the
ideas of Lemma 4.4 and Theorem 4.2 for this purpose.
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Theorem 4.7 (Generalized indirect sum B) Let f1, f2 : F
r
2 → F2 (r even) and g1, g2 :
F
m
2 → F2 (m even) be arbitrary bent functions. Then, f : F
r
2 × F
m
2 × F
2
2 → F2 defined by
f(x, y, z1, z2) = f2(x)⊕ g2(y)⊕ (g1(y)⊕ g2(y)⊕ z2)(f1(x)⊕ f2(x)⊕ z1), (18)
is a bent function.
Proof. Let us consider the Walsh support Sξ given as Sξ = M1 ≀M2 ≀ F
2
2 ⊂ F
6
2, where M1
and M2 are given as in Example 4.3. Using the bent dual ξ
∗(x1, x2) = x1x2, by Theorem 3.1
we construct the 4-plateaued form ξ(x1, . . . , x6) = x2 ⊕ x4 ⊕ (x3 ⊕ x4 ⊕ x6)(x1 ⊕ x2 ⊕ x5).
Then, by Theorem 4.2-(i), f(x, y, z1, z2) = ξ(f1(x), f2(x), g1(y), g2(y), z1, z2) is bent since for
all δ ∈ M1 ≀M2 we trivially have that δ · (f1, f2, g1, g2) are bent functions on F
r
2 × F
m
2 . It is
easily verified that its ANF is given by (18).
Clearly, the restriction f(x, y, 0, 0) corresponds to a bent function on Fr2×F
m
2 obtained by
the indirect sum of Carlet. On the other hand, the remaining three restrictions (corresponding
respectively to fixing (z1, z2) to (1,0),(0,1) and (1,1)) are given as f(x, y, 0, 0) ⊕ g1 ⊕ g2,
f(x, y, 0, 0)⊕ f1⊕ f2 and f(x, y, 0, 0)⊕ g1 ⊕ g2 ⊕ f1 ⊕ f2. This implies that f(x, y, z1, z2) given
by (18) cannot be viewed as a trivial extension (a concatenation of the form h||h||h||(1⊕h)) of
the indirect sum of Carlet since its restrictions differ by certain sums of initial bent functions.
We conclude this section by providing yet another secondary construction which uses a
form whose Walsh support is not affine subspace. In this context, we show that Construction
1 can be modified so that it contains multi-sets Mi whose columns are non-linear functions
which are still at bent distance to the dual ξ∗ in terms of Theorem 3.1-(i).
Theorem 4.8 (Generalized indirect sum C) Let f1, f2 : F
r
2 → F2 (r even) and g1, g2 :
F
m
2 → F2 (m even) be arbitrary bent functions. Then, f : F
r
2 × F
m
2 × F
4
2 → F2 defined by
f(x, y, z1, . . . , z4) = f2(x)⊕ g2(y)⊕ z1(g1(y)⊕ g2(y)⊕ z2)(f1 ⊕ f2)(x)
⊕z1z4(g1 ⊕ g2)(y)⊕ z2z4 ⊕ z1z3, (19)
is a bent function.
Proof. Let us consider the Walsh support Sξ given as Sξ = M1 ≀ M2 ≀ F
4
2 ⊂ F
8
2, where
M1 = Tq1 ≀ Tq1⊕1 and M2 = Tq2 ≀ Tq2⊕1 with q1(x1, . . . , x4) = x3x4 and q2(x1, . . . , x4) = x2x3.
Taking the bent function ξ∗(x1, . . . , x4) = (x1, x2)·(x3, x4), one may verify that ξ
∗⊕c1q1⊕c2q2
is bent on F42 for all (c1, c2) ∈ F
2
2, and thus by Theorem 3.1 we obtain the 4-plateaued form
ξ : F82 → F2 given as
ξ(x1, . . . , x8) = x2 ⊕ x4 ⊕ x5(x3 ⊕ x4 ⊕ x6)(x1 ⊕ x2)⊕ x5x8(x3 ⊕ x4)⊕ x6x8 ⊕ x5x7.
Then, by Theorem 4.2-(i), f(x, y, z1, . . . , z4) = ξ(f1(x), f2(x), g1(y), g2(y), z1, . . . , z4) is bent
since for all δ ∈M1 ≀M2 it holds that δ · (f1, f2, g1, g2) are bent functions on F
r
2 × F
m
2 .
Remark 4.7 Once again, by fixing (z1, . . . , z4) = (1, 0, 0, 0), the restriction f(x, y, 1, 0, 0, 0) =
f2(x)⊕ g2(y)⊕ (f1 ⊕ f2)(x)(g1 ⊕ g2)(y) is actually the indirect sum. On the other hand, the
restriction to a hyperplane z1 = 0 equals to f2(x)⊕ g2(y)⊕ z2z4 which is essentially the direct
sum method. The latter form corresponds to a semi-bent or bent function, if considered on
F
r+m+4
2 or F
r+m+2
2 , respectively.
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5 Bent functions without increasing the variable space
In this section, we focus on secondary constructions of bent functions without increasing the
number of variables, thus f = f(h1, . . . , hk) will be defined on the same number of variables
as h1, . . . , hk. In general, there are only a few secondary constructions of this type treated in
the literature [4, 30, 29]. The difficulty of specifying new methods (without using functions
on disjoint variable spaces) lies in the fact that the initial functions (commonly) need to
satisfy very strong conditions that are in general related to linearity of ”∗”, see Section 5.1.
Therefore, to slightly relax these hard conditions, in Section 5.2 we provide some explicit
constructions of bent and plateaued functions by employing an indicator set as the form f .
5.1 Necessary and sufficient conditions using bent/plateaued form
Similarly to the multi-set of sequences Φf , for the function f = f(h1, . . . , hk) one can define
Φf,h = {ϕu : F
k−s
2 → F2 : χϕu = ((−1)
(ω0·(h1,...,hk))
∗(u), . . . , (−1)(ω2k−s−1·(h1,...,hk))
∗(u)), u ∈ Fn2},
where ωi ∈ Sf = v ⊕ E (E ordered lexicographically containing 0k, #Sf = 2
k−s), which is
also a multi-set called the sequence profile of f. As in the case of Φf , the set Φf,h depends on
Sf and its representation as Sf = v ⊕ E (v ∈ Sf ). Then, for an arbitrary u ∈ F
n
2 we assign:
WSf ,h(u) = (Wω0·(h1,...,hk)(u),Wω1·(h1,...,hk)(u), . . . ,Wω2k−s−1·(h1,...,hk)(u)). (20)
Remark 5.1 If for every ω ∈ Sf it holds that (ω · (h1, . . . , hk))
∗ = ω · (h∗1, . . . , h
∗
k), then Φf
contains the functions ϕu ∈ Φf,h. In fact, Φf contains pairwise different functions from Φf,h
if and only if Im(h) = Fk2, i.e., h is surjective.
Assuming that the coordinate functions h1, . . . , hk : F
n
2 → F2 are bent, we now give both
necessary and sufficient conditions so that f = f(h1, . . . , hk) is bent. The proof is similar to
the proof of Theorem 3.1-(i) and therefore omitted.
Proposition 5.1 Let f = f(h1, . . . , hk), f : F
n
2 → F2, n even, where f : F
k
2 → F2 is s-
plateaued such that 0k 6∈ Sf . In addition, assume that ω · (h1, . . . , hk) are bent functions on
F
n
2 , for all ω ∈ Sf . Then, f is a bent function if and only if dH(f
∗,Φf,h) = 2
k−s−1 ± 2
k−s
2
−1.
Using Proposition 5.1, one can easily prove the following result.
Corollary 3 Let f : Fn2 → F2, n even, be given as f = f(a, h1, . . . , hk) = a⊕ d(h1, . . . , hk) so
that a ⊕ ω · (h1, . . . , hk) is bent on F
n
2 , for all ω ∈ Sd. If d is bent or plateaued on F
k
2, then
f is bent if and only if d∗ is at bent distance to the function ω → (a ⊕ ω · (h1, . . . , hk))
∗(u)
(ω ∈ Sd), for all u ∈ F
n
2 .
Proof. Let us assume that d is an s-plateaued function (for s = 0 we have that d is bent).
For arbitrary u ∈ Fn2 , the WHT of f (by relation (7)) is given as
Wf(u) = 2
s−k
2
∑
ω∈Sd
(−1)d
∗(ω)Wa⊕ω·(h1,...,hk)(u) = 2
s−k
2
+n
2
∑
ω∈Sd
(−1)d
∗(ω)⊕(a⊕ω·(h1 ,...,hk))
∗(u).
Since #Sd = 2
k−s, then clearly f is bent if and only if d∗ is at bent distance to ω →
(a⊕ ω · (h1, . . . , hk))
∗(u) (ω ∈ Sd), i.e., the statement holds.
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In general, the conditions in Corollary 3 are quite difficult to satisfy. To simplify these con-
ditions, we assume the linearity of ”∗” (i.e. the condition (ω · (h1, . . . , hk))
∗ = ω · (h∗1, . . . , h
∗
k))
which induces the following result.
Theorem 5.1 Let f : Fn2 → F2 (n even) be given as f = f(h1, . . . , hk), where f is s-plateaued
on Fk2 and 0k 6∈ Sf . Assume that for every ω ∈ Sf the functions ω · (h1, . . . , hk) and hi are
bent such that (ω · (h1, . . . , hk))
∗ = ω · (h∗1, . . . , h
∗
k). Then:
i) f is bent and its dual is given by f∗ = f(h∗1, . . . , h
∗
k).
ii) If h1, . . . , hk are self-dual bent, i.e., hi = h
∗
i for i = 1, . . . , k, then f is self-dual bent.
Proof. Since by assumption (ω · (h1(u), . . . , hk(u)))
∗ = ω · (h∗1(u), . . . , h
∗
k(u)) holds for every
ω ∈ Sf , we have thatWSf ,h(u) = 2
n
2 χϕu , where ϕu ∈ Φf (u ∈ F
n
2 is arbitrary). By Proposition
5.1, f is bent. The dual of f can be easily derived from (3). If h1, . . . , hk are self-dual bent,
then f∗ = f(h∗1, . . . , h
∗
k) = f(h1, . . . , hk) = f.
In the following example, we recall and analyze Theorem 3 in [30] which is shown to
employ a plateaued form and affine Walsh support. This result ([30, Theorem 3]) is just a
particular case of Corollary 3 and Theorem 5.1, thus it implicitly uses the linearity of duals.
Example 5.1 [4, Theorem 3] Let n be an even integer. Let f1, f2 and f3 be three pairwise
distinct bent functions over Fn2 such that ψ = f1⊕f2⊕f3 is bent. Let g be a Boolean function
defined by g = f1f2 ⊕ f1f3 ⊕ f2f3. Then, g is bent if and only if f
∗
1 ⊕ f
∗
2 ⊕ f
∗
3 ⊕ ψ
∗ = 0.
Furthermore, if g is bent then its dual function g∗ is given by
g∗ = f∗1f
∗
2 ⊕ f
∗
1 f
∗
3 ⊕ f
∗
2f
∗
3 .
The form f of g is a quadratic function f(x1, x2, x3) = x1x2 ⊕ x1x3 ⊕ x2x3, i.e., g can
be written as g(x) = f(f1(x), f2(x), f3(x)). The form f is a semi-bent function, with Walsh
support Sf = {(1, 0, 0), (0, 1, 0), (0, 0, 1), (1, 1, 1)} and the dual function χf∗ = (1, 1, 1,−1). It
is easy to verify that the functions ω · (f1, f2, f3), ω ∈ Sf , satisfy the equality WSf ,h(u) =
±2
n
2H
(r)
4 (for some 0 ≤ r ≤ 3, u ∈ F
n
2), due to the structure of Sf . In addition, the dual of
g is given by g∗ = f(f∗1 , f
∗
2 , f
∗
3 ) (due to Theorem 5.1-i)).
Remark 5.2 Note that based on [30, Theorem 4] (or [4, Theorem 3]) and [30, Corollary 5],
Mesnager [30, 29] derived several new infinite classes of bent functions and specified their
duals. In this context, we emphasize that our framework allows us to specify many infinite
families of bent functions similar to those in [30, 29] through different forms and specification
of the corresponding initial functions.
The condition that ω ·(h1, . . . , hk) is bent for all ω ∈ Sf in Theorem 5.1 seems to be necessary
but the condition on the duals can be slightly relaxed.
Proposition 5.2 Let f : Fn2 → F2 (n even) be given as f = f(h1, . . . , hk), where f is an
s-plateaued function such that 0k 6∈ Sf . In addition, let ω · (h1, . . . , hk) be bent on F
n
2 , for
all ω ∈ Sf . If there exist functions h
′
1, . . . , h
′
k : F
n
2 → F2 (not necessarily bent) such that
(ω · (h1, . . . , hk))
∗ = ω · (h′1, . . . , h
′
k) for all ω ∈ Sf , then f is bent and f
∗ = f(h′1, . . . , h
′
k).
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Proof. Using the assumption that for all ω ∈ Sf , the function ω · (h1, . . . , hk) is bent on F
n
2
and that (ω · (h1, . . . , hk))
∗ = ω · (h′1, . . . , h
′
k) holds, then for arbitrary u ∈ F
n
2 we have
Wf(u)
(6)
= 2
n
2 · 2−k
∑
ω∈Sf
Wf (ω)(−1)
(ω·(h1(u),...,hk(u)))
∗ (3)
= 2
n
2 (−1)f(h
′
1(u),...,h
′
k(u)),
which means that f is bent.
To illustrate the efficiency of Proposition 5.2, we give the following example.
Example 5.2 Consider the quadratic form f(x1, x2, x3, x4) = x3(x2⊕x4)⊕x1(x2⊕x3⊕x4),
whose Walsh support is given as Sf = {(1, 0, 0, 0), (0, 1, 0, 1), (0, 0, 1, 0), (1, 1, 1, 1)}. We define
h1, h2, h3, h4 : F
n
2
2 × F
n
2
2 → F2 as
h1(x, y) = x · π(y)⊕ g1(y), h2(x, y) = x · π(y), h3(x, y) = x · ϕ(y), h4(x, y) = g2(y),
where g1, g2 ∈ Bn/2 are arbitrary and π, ϕ are permutations over F
n
2
2 . Notice that h4 is
arbitrary thus not necessarily bent. Let λ = g1 ⊕ g2 ∈ Bn/2, η = g1g2 ∈ Bn/2 and assume that
π and ϕ satisfy λ(π−1(y)) = λ(ϕ−1(y)) 3, for all y ∈ F
n/2
2 . Then for (h
′
1, h
′
2, h
′
3, h
′
4)(x, y) =
(h∗1(x, y), h
∗
2(x, y), h
∗
3(x, y), g2(π
−1(x))), by Proposition 5.2, the function f = f(h1, h2, h3, h4)
is bent and it is given by
f(x, y) = x · π(y)⊕ [x · (π ⊕ ϕ)(y)]λ(y) ⊕ η(y). (21)
Remark 5.3 When λ = 0 (i.e., g1 = g2), then f = h1 ∈ MM. In general, f belongs to the
set of functions which can be derived from [30, Theorem 4]. More precisely, if we define bent
functions f1, f2, f3 as f1 = h1, f2 = h2 ⊕ h4, f3 = h3, then in Example 5.1 we obtain a bent
function f (relation (21)) given as f = f1f2⊕f1f3⊕f2f3, for which the condition f
∗
1⊕f
∗
2⊕f
∗
3 =
(f1 ⊕ f2 ⊕ f3)
∗ can be easily verified using the condition λ(π−1(y)) = λ(ϕ−1(y)). However,
when g1 6= g2 then (21) seems not be equivalent to f1f2 ⊕ f1f3 ⊕ f2f3 because our quadratic
form f(x1, x2, x3, x4) = x3(x2⊕x4)⊕ x1(x2⊕ x3⊕ x4) = x1x2⊕ x1x3⊕x2x3⊕ (x3x4⊕ x1x4)
involves two additional terms x3x4 and x1x4.
5.2 Constructions using an indicator set as the form f
In this section, we provide secondary constructions of bent and plateaued functions (without
increasing the variable space) by using an indicator set as the form f which essentially
simplifies the task of finding suitable initial functions.
We consider the form f(x1, . . . , xk, xk+1) = φU (x1, . . . , xk)⊕xk+1 defined on F
k+1
2 , where
φU is the indicator function of an arbitrary subspace U ⊆ F
k
2 . By [12, Section 3.3.2], it follows
that
WφU (v) =


2k − 2 #U, if v = 0k;
−2 #U, if v ∈ U⊥ \ {0k};
0, otherwise.
3For A = {y ∈ F
n/2
2 : pi
−1(y) ∈ supp(λ)}, it holds that ϕ−1(A) = pi−1(A), and similarly for F
n/2
2 \ A.
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Let us now consider a function f : Fn2 → F2 given by
f(x) = f(h1(x), . . . , hk(x), a(x)) = φU (h1(x), . . . , hk(x))⊕ a(x), x ∈ F
n
2 , (22)
where a, hi : F
n
2 → F2. Using the above result it can be easily verified that (for any v ∈ F
n
2 )
Wf(v) =Wa(v) − 2
1−k #U
∑
ω∈U⊥
Wa⊕ω·(h1,...,hk)(v). (23)
Notice that compared to (7), due to the exact specification of the Walsh spectrum of φU ,
there is no presence of the dual f∗ in the computation of Wf(v).
Theorem 5.2 Let f : Fn2 → F2 (n even) be given as f = a⊕φU (h1, . . . , hk), where a, h1, . . . , hk :
F
n
2 → F2 and dim(U) = τ (0 ≤ τ ≤ k−2). Assume that a⊕ω · (h1, . . . , hk) are bent functions
on Fn2 , for all ω ∈ U
⊥. If it holds that 2k−τ divides
∑
ω∈U⊥(−1)
(a⊕ω·(h1 ,...,hk))
∗(v) for all
v ∈ Fn2 , then f is bent.
Proof. Since
∑
ω∈U⊥(−1)
(a⊕ω·(h1 ,...,hn))∗(v) = 2k−τ ·p, (v ∈ Fn2 , p ∈ Z), we have that Wf(v) =
2
n
2 ((−1)a
∗(v) − 2p) ≡ 2
n
2 (mod 2
n
2
+1), which by [3, Lemma 1] implies that f is bent.
The main result of this section is a generic construction method based on the result in
Theorem 5.2.
Theorem 5.3 (Generic method A) Let n be even and fi : F
n
2 → F2, for i ∈ [1, 4], be four
bent functions such that f∗1 ⊕ f
∗
2 ⊕ f
∗
3 ⊕ f
∗
4 = 0, where f4 = f1⊕ f2 ⊕ f3. Taking ℓ(x) = m · x
to be any linear function on Fn2 , the function
f(x) = f1(x)⊕ (ℓ⊕ 1)(x)(f1 ⊕ f2 ⊕ 1)(x)(f1 ⊕ f3 ⊕ 1)(x), (24)
on Fn2 is a bent function.
Proof. The proof follows by considering the case k = 3 and setting U = {0k} in Theorem
5.3, so that dim(U) = τ = 0 and U⊥ = F32. Let us define a, h1, h2, h3 : F
n
2 → F2 as
a = f1, h1 = ℓ, h2 = f1 ⊕ f2, h3 = f1 ⊕ f3.
Then gω = a⊕ω · (h1, h2, h3) are clearly bent, for all ω ∈ F
3
2. In addition, it is not difficult to
see that the condition f∗1 ⊕ f
∗
2 ⊕ f
∗
3 ⊕ f
∗
4 = 0 implies that for some r ∈ [0, 3] (which depends
on input variable of fi) it holds that ((−1)
f∗1 , . . . , (−1)f
∗
4 ) = ±H
(r)
4 , and thus
((−1)f
∗
1 , . . . , (−1)f
∗
4 ) = ±H
(r)
4 ⇔ (−1)
f∗1 + . . .+ (−1)f
∗
4 ∈ {0,±4}. (25)
For a lexicographically ordered space #U⊥ = F32, by Lemma 3.1-(i), it holds that ωi+4 =
ω4 ⊕ ωi for all i ∈ [0, 3] (ωi ∈ F
3
2). Hence, substituting h1 = ℓ, we have that gωi+4 = gωi ⊕ ℓ
and thus g∗ωi+4(v) = g
∗
ωi(v ⊕ m) holds for i ∈ [0, 3] and all v ∈ F
n
2 . Consequently, since
(gω0 , . . . , gω3) = (f1, f3, f2, f4) we have that
∑
ω∈F32
(−1)g
∗
ω(v) =
3∑
i=0
(−1)g
∗
ωi
(v) +
3∑
i=0
(−1)g
∗
ωi
(v⊕m)
(25)
∈ {0,±23},
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and thus 2k−τ = 23 |
∑
ω∈F32
(−1)g
∗
ω(v).
Now, by [25, Section IV], φU (x) can be represented as φU (x) =
∏k−τ
i=1 (λi · x⊕ 1), where
{λ1, . . . , λk−τ} is any basis of U
⊥. Considering the canonical basis of U⊥ = F32, we have that
φU (x) =
∏3
i=1(xi ⊕ 1). Theorem 5.2 implies that f = a⊕ φU (h1, h2, h3) = a⊕ (h1 ⊕ 1)(h2 ⊕
1)(h3 ⊕ 1) is a bent function whose ANF is then given by (24).
Remark 5.4 Setting m = 0n in Theorem 5.3 implies that f belongs to the set of functions
defined in [30, Theorem 4] whose form is given by g = f1f2 ⊕ f1f3 ⊕ f2f3. In our case, due
to the multiplication of quadratic bent terms fifj by a linear function ℓ, see eq. (24), the
algebraic degree of f is not necessarily the same. Indeed, by taking larger values of k and
employing more linear functions, one can increase the degree of f (bounded above by n2 ) and
thus derive affine inequivalent functions to g.
Using the concept of disjoint spectra functions, where f, g ∈ Bn are said to have disjoint
spectra if Wf (ω)Wg(ω) = 0 for every ω ∈ F
n
2 [34], we deduce the following result.
Theorem 5.4 Let f : Fn2 → F2 be given as f = a ⊕ φU (h1, . . . , hk), where a, h1, . . . , hk :
F
n
2 → F2 and U is a linear subspace dim(U) = τ with τ + 2 = k (k ≥ 2). Assume that
a⊕ ω · (h1, . . . , hk) are pairwise disjoint spectra z-plateaued functions on F
n
2 for all ω ∈ U
⊥,
where z = s+ 2 and 0 ≤ s ≤ n− 3. Then:
i) If z > 2, then f is s-plateaued.
ii) If n is even and z = 2, then f is bent.
Proof. i) Since a⊕ω · (h1, . . . , hk) are pairwise disjoint spectra z-plateaued functions on F
n
2 ,
then we have ∪ω∈U⊥Sa⊕ω·(h1,...,hk) ⊂ F
n
2 which follows from the fact that #Sa⊕ω·(h1,...,hk) =
2n−z < 2n−2 (z > 2) and #U⊥ = 2k−τ = 22. Consequently, there exists v ∈ Fn2 such that
Wa⊕ω·(h1,...,hk)(v) = 0 for all ω ∈ U
⊥, in which case (23) implies that Wf(v) = 0 since v 6∈ Sa
and thus Wa(v) = 0. Using τ + 2 = k, we have that the WHT of f (at any v ∈ F
n
2 ) is given
as:
Wf(v) = Wa(v)− 2
1−k+τ
∑
ω∈U⊥
Wa⊕ω·(h1,...,hk)(v) =Wa(v)−
1
2
∑
ω∈U⊥
Wa⊕ω·(h1,...,hk)(v)
=


0, v 6∈ Sa⊕ω·(h1,...,hk) for all ω ∈ U
⊥,
1
2Wa(v) = 2
n+z
2
−1 = ±2
n+s
2 , v ∈ Sa,
−12Wa⊕ω′·(h1,...,hk)(v) = ±2
n+s
2 , v ∈ Sa⊕ω′·(h1,...,hk), ω
′ 6= 0n.
ii) In the case when n is even and z = 2, then Sa⊕ω·(h1,...,hk) (for ω ∈ U
⊥) partition the
space Fn2 and thus Wf(v) 6= 0 for all v ∈ F
n
2 . In fact, Wf(v) is given as above for s = 0.
Disjoint spectra plateaued functions satisfying the conditions of Theorem 5.4 can be
constructed efficiently using Theorem 3.1. We briefly illustrate the case i) in Theorem 5.4.
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Example 5.3 Let f1, f2 : F
n
2 → F2 be any two z-plateaued functions, and let b be any non-
zero vector such that the affine subspaces Sf1 , Sf2 ,m⊕ Sf1 and m⊕ Sf2 are pairwise disjoint
(e.g. take m ∈ (Sf1 ∪ Sf2)
⊥ ⊂ Fn2). Defining the coordinate functions a, h1, h2 : F
n
2 → F2 as
a = f1, h1 = f1 ⊕ f2, h2(x) = m · x, x ∈ F
n
2 ,
we have that all functions a⊕ ω · (h1, h2) are z-plateaued, and considering U = {02} (k = 2,
τ = 0, U⊥ = F22), by Theorem 5.4-(i) we have that f(x) = f1(x) ⊕ (f1 ⊕ f2)(x)(m · x⊕ 1) is
an s-plateaued function.
We conclude this section by providing an efficient generic method that utilizes plateaued
functions of different amplitudes (these can be designed using Theorem 3.1) for specifying
new plateaued or bent functions on the same variable space. For this purpose we use the
direct sum of linear subspaces Sdi of F
n
2 , denoted by Sd1 ⊕ · · · ⊕ Sdr .
Proposition 5.3 (Generic method B) Let n be even and di : F
n
2 → F2 (i = 1, . . . , r) be
si-plateaued functions (2 ≤ si ≤ n − 2) such that V = Sd1 ⊕ · · · ⊕ Sdr , where each Sdi is a
subspace of Fn2 of dimension n− si. Assume that nr− (s1+ . . .+ sr)+ t = n, for some t ≥ 0.
Then the function f = d1⊕ . . .⊕ dr is t-plateaued on F
n
2 . In particular, if t = 0 then f is bent.
Proof. Since the subspace V is a direct sum of Walsh supports Sdi (s1+. . .+sr = nr+t−n),
then by (3) for any u ∈ Fn2 we have that
Wf(u) = 2
−nr+
nr+(s1+...+sr)
2
∑
(ω1,...,ωr)∈Sd1×...×Sdr
(−1)d
∗
1(ω1)⊕...⊕d
∗
r(ωr)
∑
x∈Fn2
(−1)(u⊕ω1⊕...⊕ωr)·x
is equal to 2
n+t
2 (−1)d
∗
1(ω
′
1)⊕...⊕d
∗
r(ω
′
r) if u ∈ V (since u has a unique representation u = ω′1 ⊕
. . . ⊕ ω′r in V ), or it is equal to 0 if u 6∈ V . If t = 0, then any u ∈ V and consequently f is
bent since Wf(u) = ±2
n
2 .
6 Conclusions
The compositional representation of Boolean functions appears to be an efficient tool for
deriving secondary constructions of bent/plateaued functions. We derive several explicit
design methods some of which are fairly simple and do not involve difficult conditions imposed
on the initial functions. The question whether these methods potentially generate bent
functions outside the known primary classes (for suitably selected initial functions) remains
open.
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