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Naslov: Napovedovanje gibanja vrednosti delnǐskega indeksa Dow Jones s
pomočjo zapisov na družbenih omrežjih
Avtor: Sabina Matjašič
Družabna omrežja imajo čedalje večje število uporabnikov. Iz tega ra-
zloga smo se odločili preučiti, ali lahko z analizo mnenj, ki jih objavljajo upo-
rabniki, napovemo nihanje trga. Zgradili smo napovedni model in preučili,
ali najdemo povezavo med nihanjem vrednosti delnic in nihanjem sentimenta
na družabnem omrežju. Za analizo smo si izbrali enega najbolj prepoznavnih
delnǐskih indeksov na svetu Dow Jones, ki vsebuje 30 zelo velikih podjetij.
V sentimentalno analizo smo vključili tvite ljudi, ki so na vodilnih položajih
v posameznih podjetjih, ki so vsebovana v indeksu. Na ta način smo dobili
splošno razpoloženje med vodilnimi vsakega podjetja in dokazali medsebojno
povezanost med sentimentom na družabnih omrežjih in nihanjem trga.
Ključne besede: Twitter, analiza, napovedovanje.

Abstract
Title: Forecasting the movement of the value of stocks with the help of
records from social network
Author: Sabina Matjašič
Social networks have an increasing number of users. For this reason,
we decided to examine whether market fluctuations can be predicted by
analyzing the opinions posted by them. We built a predictive model and
examined whether we found a link between fluctuations in stock values and
fluctuations in sentiment on the social network. For the analysis, we chose one
of the most recognizable stock indexes in the world, the Dow Jones index,
which contains 30 very large companies. In the sentimental analysis, we
included tweets of people who are in leading positions in individual companies
contained in the Dow Jones index. In this way, we got a general mood among
the leaders of each company and proved the connection between sentiment
on social networks and market fluctuations.




Analiza in obdelava velikih množic podatkov je v zadnjem desetletju postalo
zelo pomembno raziskovalno področje, kar je rezultat vedno bolj zmogljivih
računalnikov, saj tovrstne analize zahtevajo zelo veliko računanja.
Posamezni podatki na družabnih omrežjih nam ne povedo veliko, na
osnovi večje količine podatkov pa lahko iz njih izluščimo zelo koristne in-
formacije. Družabna omrežja nezadržno rastejo in vedno več uporabnikov na
njih objavlja lastna mnenja in čustva. V diplomski nalogi smo se osredotočili
na obdelavo podatkov s spletne platforme Twitter in podatkov o vrednosti
Dow Jones indeksa [1].
Glavna motivacija naloge je ugotoviti ali obstaja povezava med počutjem
ljudi na vodilnih položajih v podjetjih in padcem oz. rastjo vrednosti inde-
ksne točke. Za dosego tega motiva smo nalogo razdelili na več ciljev.
Prvi cilj, ki ga rešujemo v 2. poglavju, je pregled literature podobnih
del. Opazili smo, da sta sentimentalna analiza in napovedovanje cen delnic
priljubljena tema, saj bi točna napoved lahko prispevala k zelo velikemu
denarnemu zaslužku.
Cilj 3. poglavja je predstavitev programskega jezika in ključnih knjižnic,
ki so nam bile v veliko pomoč pri implementaciji končne rešitve.
Cilj 4. poglavja je izbira vhodnih podatkov za sentimentalno analizo.
Srečamo se z vprašanjem: ”Katere posameznike bomo izbrali, ki reprezenta-
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tivno izražajo razpoloženje glede Dow Jones indeksa?”. Ob iskanju odgovora
na to vprašanje se spustimo v izzive raziskovanja primernih kandidatov za
vključitev v analizo. Nato opǐsemo obdelavo besedila posameznega tvita in
način, kako bomo obdelali podatke.
Nadaljnji cilj 4. poglavja je natančen opis izbranega algoritma napovedi
in metod vrednotenja pravilnosti, ki jih uporabimo za preverjanje točnosti
našega modela.
V 5. poglavju se osredotočimo na dejansko implementacijo algoritma in
vrednotenje rezultatov. Sledi še zaključno poglavje, kjer opǐsemo sklepne
ugotovitve in predstavimo izbolǰsave, ki so primerne za nadaljnje delo.
Poglavje 2
Pregled literature iz tega
področja
V tem poglavju bomo predstavili ključno literaturo, ki nam je bila zgled
pri nadaljnjem delu. Tega smo se lotili z iskanjem že obstoječih modelov
napovedovanja vrednosti delnic oz. vrednosti indeksne točke. Cilj pregleda
literature je pridobitev ustreznega znanja. V 4. poglavju bomo naučeno
znanje uporabili za razvijanje lastnega modela za napovedovanje. Na temo
napovedovanja vrednosti delnic s pomočjo sentimentalne analize je narejenih
že veliko modelov. V nadaljevanju so predstavljene metode, ki so upora-
bljene v pregledani literaturi. Uporabljenih je nekaj različnih metod, tako za
razvijanje napovednega modela, kot sentimentalno analizo.
2.1 Napovedovanje cene delnic z uporabo kom-
binacije nevronskih mrež LSTM, ARIMA
in sentimentalno analizo
V članku [37] je predstavljena inovativna metoda, ki predvidi ceno delnice
ob zaprtju naslednjega dne. Uporabljena metoda je kombinacija globokega




Ta članek predstavlja metodologijo uporabe dolgega kratkoročnega spo-
mina (LSTM) v kombinaciji z modelom časovnih serij, ki se imenuje avtore-
gresijski integriran model drsečih sredin (ARIMA) in modelom sentimentalne
analize.
Model ARIMA je pogosto uporabljen model časovnih serij. Uporablja se
za napovedovanje prihodnjih trendov na družbenih, inženirskih, ekonomskih
in delnǐskih problemih. Priljubljenost modela ARIMA je posledica njego-
vih statističnih lastnosti. Model je običajno označen s parametri (p, d, q),
ki jim je mogoče dodeliti različne vrednosti za spreminjanje modela in nje-
govo uporabo na različne načine. Čeprav je model preprost v implementa-
ciji in ima prednosti natančnega napovedovanja v kratkem času, ima nekaj
omejitev. Prva omejitev je linearnost. Linearnost pomeni, da je v modelu
ARIMA naslednja spremenljivka predvidena, da je linearna funkcija nekaj
predhodnih opazovanj in naključnih napak. Kot rezultat linearne omejitve je
lahko približek modelov ARIMA neprimeren, če analiziran vpliv ni linearen.
Naslednja omejitev je ta, da modeli ARIMA potrebujejo večje količine zgo-
dovinskih podatkov, da dobimo želene rezultate. Model potrebuje vsaj 50,
po možnosti 100 ali več podatkov za smiselno napoved. [35]
Za obdelavo podatkov so uporabili knjižnico nsapy, ki je na voljo v pro-
gramskem jeziku Python. Vsi podatki so skalirani na vrednosti med 0 in 1.
Za napovedovanje so uporabili enoslojno arhitekturo LSTM s 500 vozlǐsči.
Za sentimentalno analizo je uporabljen že naučen model na filmskih ocenah
z uporabo naivnega Bayesovega algoritma. Uporabljeni podatki za senti-
mentalno analizo so naslovi novic na internetu o delnicah in trgu. Podatki
so obdelani tako, da so iz naslovov novic odstranjene povezave, številke in
ostali znaki, ki ne prispevajo k sentimentalnosti. [37]
Kombinaciji treh pristopov pravimo pristop ansambelskega učenja. Na-
povedovanje je bilo testirano na cenah delnice podjetja Madras rubber factory
(MRF). Izkazalo se je, da je LSTM metoda zelo dobra za učenje odvisnih za-
poredij. Ta sistem je lahko v veliko pomoč investitorjem, ki trgujejo dnevno,
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saj ti potrebujejo zelo točne napovedi. Celoten model, ki je sestavljen iz
arhitektue LSTM, ARIMA in sentimentalne analize, je zelo učinkovit za na-
povedovanje cene delnice zaprtja naslednjega dne. [37]
2.2 Nevronska mreža LSTM s čustveno ana-
lizo za napoved vrednosti kitajskega in-
deksa na podlagi naslovov novic
Naslednji članek [40] opisuje napovedovanje časovnih serij kot zelo široko
temo pri raziskovanju statistike. Časovne serije se v veliki meri uporabljajo
v napovedovanju cene delnic. Pridobiti točno napoved je zelo zahtevno opra-
vilo, ki ga ta članek grobo predstavi s pomočjo učnega modela za napovedo-
vanje. Članek opisuje model LSTM v kombinaciji s semantično analizo.
Podatki za semantično analizo so objave o delnicah na kitajski finančni
spletni strani imenovani EastMoney [2] od 6. 2. 2008 do 6. 5. 2015. East-
Money je eden največjih in najbolj vplivnih finančnih spletnih portalov na
Kitajskem. Uporabili so model, ki temelji na naivnem Bayesovem algoritmu
za klasifikacijo tekstovnih podatkov med pozitivne in negativne. Nato so
združili podatke o čustvih in dejanskih vrednostih indeksne točke za učni
model. Model napoveduje vrednost indeksne točke Shanghai Composite in-
deksa ob odprtju za naslednji dan. Dokazali so, da uporaba vrednosti inde-
ksne točke in vrednosti sentimentalne analize kot vhodni podatek modela,
izbolǰsa rezultate v primerjavi z modelom, ki kot vhodni podatek prejme
samo vrednosti indeksne točke. Ker so podatki o cenah delnice dolgoročno
odvisni, model z uporabo LSTM izbolǰsa točnost napovedi. Ta študija je
bila glaven razlog za odločitev, da bomo napovedni model implementirali z
arhitekturo LSTM. [40]
6 Sabina Matjašič
2.3 Napovedovanje indeksne točke Dow Jo-
nes indeksa z uporabo Twitter sentimen-
talne analize
V naslednji študiji [39] sta Anshul Mittal in Arpit Goel na stanfordski uni-
verzi implementirala sentimentalno analizo in strojno učenje, za ugotovitev
povezave med sentimentom ljudi in sentimentom na trgu. Uporabila sta
podatke s spletne platforme Twitter za pridobivanje splošnega razpoloženja.
Za sentimentalno analizo sta pregledala že narejena standardna orodja, ki so
bila neučinkovita, zato sta se odločila narediti svoj model za analizo. Prido-
bila sta tvite od junija 2009 do decembra 2009, kar znaša 17 milijonov tvitov.
Zaradi zelo velike količine tvitov sta uporabila samo tvite, ki vsebujejo be-
sede feel, makes me, I’m ali I am. Pri sentimentalni analizi sta
podatke tvitov razvrstila v 4 razrede glede na vsebovane besede. Razredi
tvitov so miren, vesel, pozoren in prijazen.
Napoved sta opravila na vrednostih indeksne točke Dow Jones indeksa.
Naredila sta poskus s 4 različnimi algoritmi. Napovedi so bile opravljene za
naslednji dan. Uporabila sta metodo prečnega preverjanja, kjer sta za para-
meter k izbrala vrednost 5. Metodo prečnega preverjanja sta uporabila, da
sta lahko dokazala, da obstaja povezava med občutji in vrednostjo indeksne
točke po celotni množici podatkov.
Ugotovljeno je bilo, da je, izmed 4 izbranih algoritmov za napovedova-
nje, najbolǰsi algoritem samoorganizirajoča se ohlapna nevronska mreža (ang.
self-organized fuzzy neural network-SOFNN). SOFNN je vrsta samoorgani-
zirajočih se nevronskih mrež, ki ima zmožnost samoučenja na parametrih.
Ima visoko natančnost identifikacije in preprosto strukturo. [25]
Ob rezultatih sta opazila, da sta razred vesel in miren, najbolj povezana
z vrednostjo indeksne točke, saj je model napovedal 75,56 % natančnost v
smeri z uporabo algoritma SOFNN. Ob upoštevanju vseh 4 razredov pa je
bila natančnost v smeri 73,33 %. Študija [30] na kateri temelji ta članek, je
s podobno metodo dosegla kar 87 % natančnost o smeri.
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2.4 Sentimentalna analiza podatkov s Twit-
terja za napovedovanje gibanja delnice pod-
jetja Microsoft
V tej študiji [42] so na začetku predstavili literaturo, kjer dokazujejo uspešnost
Twitter analiz za napovedovanje cen, ocen filmov pred njegovim izidom ali
celo napoved izbruha bolezni. Ker so našli veliko dokazov o tem, da je Twitter
zelo dober vir in močno orodje za napovedovanje, so se ga odločili uporabiti
in sami konstruirati napovedni model.
Želeli so narediti čim točneǰso napoved cene delnice podjetja Microsoft.
Vzeli so podatke med 31. 8. 2015 in 25. 8. 2016. S pomočjo Twitter
aplikacijskega vmesnika so pridobili tvite, ki so vsebovali ključnike, kot so
MSFT, Microsoft, Windows in podobno. Zbrali so 250 tisoč tvitov.
Ker ni podatka o cenah delnice med vikendi in prazniki, so manjkajoče
podatke obdelali na naslednji način. Uporabili so Goelovo tehniko. Podatki
o cenah delnic po navadi sledijo konkavni funkciji. Torej, imamo vrednost
delnice na dan x in naslednja prisotna vrednost je y , z nekaj manjkajočimi
podatki med njima. Prva manjkajoča vrednost bo aproksimirana z enačbo
(x + y)/2 . Ta metoda se uporablja za zapolnitev vseh manjkajočih podatkov.
Besedilo tvitov je bilo obdelano s tokenizacijo, kar pomeni, da se besedilo
vsakega tvita loči na posamezne besede. Odpravili so tudi ustavitvene besede,
to so besede, ki ne izražajo čustev. Sledilo je še odstranjevanje povezav,
ključnikov in omemb ostalih uporabnikov.
Naredili so svoj model za sentimentalno analizo, kjer so tviti ocenjeni na
pozitivne, negativne in nevtralne. 3216 tvitov so ocenili ročno in jim dodelili
vrednost 0, 1 in 2, kjer vrednost 0 predstavlja nevtralno oceno, vrednost 1 po-
zitivno oceno in vrednost 2 negativno oceno. Množica ročno ocenjenih tvitov
je uporabljena kot učna množica modela za sentimentalno analizo. Za kla-
sifikacijo ostalih tvitov so uporabili dve metodi. Prva metoda je Word2vec,
ki je tehnika za obdelavo naravnega jezika. Uporablja nevronske mreže in
se uči asociacij. Vsaka beseda je mapirana v vektor, na katerih se lahko
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izvajajo matematične funkcije, kot je kosinusna podobnost. Naučen model
zaznava podobnosti med besedami. Na primer, razlika med besedama Rim
in Italija je zelo blizu razliki med besedama Pariz in Francija. Druga me-
toda je N-gram [13]. N-gram pomeni zaporedje n besed. Vsako zaporedje
besed dolžine n je vzeto iz posameznih tvitov in dano v slovar besed in fraz.
Opisani metodi so uporabili na tvitih, ki so jih klasificirali ljudje, kar pred-
stavlja učno množico modela naključnega gozda. Na ta način so pridobili
klasifikacijo za ostale tvite, ki še niso ocenjeni. Algoritem naključnega gozda
je za klasifikacijo ob uporabi metode Word2vec vrnil 70,2 % natančnost, ob
uporabi metode N-gram pa 70,5 % natančnost. Ker je metoda Word2vec
imela bolǰso napoved na testiranih podatkih, je bila ta metoda izbrana za
implementacijo napovednega modela.
Nadaljevali so s pridobivanjem podatkov o cenah delnic podjetja Micro-
soft od 31. 8. 2015 do 25. 8. 2016. Če je bila cena delnice predhodnega
dne manǰsa od cene trenutnega dne, so podatek označili z 0, v nasprotnem
primeru z 1. Učna množica je predstavljala 80 % podatkov, ostalih 20 % je
testnih podatkov. Na podatkih o vrednosti cene delnic in sentimenta so upo-
rabili linearno regresijo, ki je vrnila 69,01 % natančnost. S tem so dokazali
povezavo rasti oz. padca vrednosti cene delnice in splošnega mnenja ljudi,
izkazanega skozi tvite. [42]
2.5 Metoda za napoved donosov delnic, ki te-
melji na LSTM
V članku [32] so povratne nevronske mreže opisane kot zelo močan model
za obdelavo zaporednih podatkov, kot so zvok, časovne serije in besedila.
Arhitekturo LSTM pa kot eno najuspešneǰsih. V študiji je predstavljena na-
poved kitajskih delnic z uporabo LSTM. Podatke so razdelili v zaporedja 30
dni. V napovednem modelu je eno zaporedje definirano kot zaporedni nabor
dnevnih podatkov posameznih delnic v nekem časovnem obdobju. Dnevni
nabor podatkov opisuje podatke o delnicah v enem dnevu, kot so vrednost
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ob zaprtju in volumen v posameznem dnevu.
Zgodovino podatkov o delnicah so pridobili s spletne strani Yahoo finance
[22]. Pridobljeni podatki so za vsak dan vsebovali podatek o najvǐsji in
najnižji vrednosti delnice, vrednost ob odprtju, zaprtju in volumen. Vse
skupaj so pridobili 7767102 podatkov o 3049 kitajskih delnicah od 12. 19.
1990 do 10. 9. 2015.
Eno zaporedje je vsebovalo 30 zaporednih dnevnih podatkov. 900 tisoč
zaporedij so uporabili kot učno množico in ostalih 311 tisoč so uporabili za
testno množico. Uspešnost zaporedja so označili kot stopnjo zaslužka, ki so
jo izračunali s pomočjo primerjanja povprečne vrednosti delnice ob zaprtju
v treh dneh, z vrednostjo cene ob zaprtju zadnjega dne v zaporedju.
Primerjali so rezultate napovedi, ob različnih vhodnih podatkih. V prvi
metodi so v model dali volumen in ceno delnic ob zaprtju. V drugi metodi
pa so vhodni podatki prav tako vsebovali volumen in vrednost delnic ob za-
prtju, s to razliko, da so podatke normalizirali. Pri prvi metodi so dosegli
15.6 % natančnost, pri drugi pa 19.2 %. Iz česar so razbrali, da normalizacija
podatkov zelo vpliva na izbolǰsanje natančnosti napovednega modela. V tre-
tji metodi so k vhodnim podatkom za testiranje poleg volumna in vrednosti
delnice ob zaprtju dodali še najvǐsjo in najnižjo vrednost delnice v dnevu in
podatek o vrednosti delnice ob odprtju. Izkazalo se je, da dodatni podatki
še izbolǰsajo napoved, saj so s to metodo pridobili 20.1 % točnost.
2.6 Napovedovanje vrednosti indeksa NIFTY
50 z uporabo LSTM
V naslednjem članku [38] so Murtaza Roondiwala in kolegi, predstavili po-
vratne nevronske mreže in metodo napovedovanja z dolgim kratkoročnim
spominom LSTM. Implementirali so napoved za NIFTY 50 indeks, ki vse-
buje 50 največjih indijskih podjetij. Zbrali so dnevne podatke o indeksu od 1.
1. 2011 do 31. 12. 2016, ki so jih uporabili za učenje in testiranje. Podatke
so razdelili na zaporedja, ki so predstavljala 22 dni. Vseh zaporedij je bilo
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1312. Od teh so jih 1180 uporabili za učno množico, ostalih 132 pa za te-
stno množico. Sledilo je obdelovanje podatkov, kot je normalizacija vrednosti
indeksnih točk in dopolnjevanje manjkajočih vrednosti. Množico podatkov
so razdelili na učno in testno množico za vrednotenje. Testna množica je
predstavljala 5 % vseh podatkov. S pomočjo LSTM napovednega modela so
pridobili rezultate napovedi. Za vrednotenje rezultatov so uporabili koren
povprečne kvadratne napake (RMSE). Podobno kot v prej opisani študiji
[32], so algoritem izvedli na različnih vhodnih podatkih. Naredili so poskus,
kjer so za prvo metodo v vhodne podatke vključili vrednost indeksne točke
ob odprtju in zaprtju. Druga metoda je bila vključitev v vhodne podatke
vrednost indeksne točke ob odprtju in najvǐsja ter najnižja vrednost inde-
ksne točke v dnevu. Tretja metoda pa je bila vključitev vseh 4 parametrov.
Ugotovili so, da so dosegli najmanǰso napako ob vključitvi vseh 4 parametov
v tretji metodi. V zaključu so zapisali, da uporabljena metoda LSTM lahko
pomaga investitorjem do bolǰsega poznavanja prihodnosti dogodkov na trgu.
2.7 Model klasifikacije z uporabo sentimen-
talne analize Twitterja
V članku [33] so izvedli klasifikacijo, kjer so klasificirali delnice na podlagi
sentimentalne analize Twitterja. Študija je razdeljena na 5 korakov. Prvi
korak je zbiranje podatkov s Twitterja. Z uporabo Twitter aplikacijskega
vmesnika so pridobili tvite, ki imajo povezavo s podjetjem Al-marai. Al-
marai je savdsko multinacionalno mlečno podjetje. Množica podatkov je
zajeta od 18. 9. 2016 do 25. 5. 2017. Drugi korak je obdelava podat-
kov. Najprej so na posameznih tvitih opravili tokenizacijo, nato so odstranili
ustavitvene besede. Odstranili so povezave, uporabnǐska imena, ključnike,
Twitter simbole, ločila in reference. Prav tako so skraǰsali podalǰsane be-
sede, kot je cooool v cool. Tviti, ki so objavljeni v arabskem jeziku, so
bili prevedeni v angleščino. Poleg besedila tvita so pridobili tudi podatek o
času, kdaj je bil tvit kreiran in lokacijo tvita.
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Po obdelavi podatkov so se lotili označevanja vsakega tvita kot negativ-
nega, pozitivnega in nevtralnega. V študiji so predstavljena besedila tvitov,
njihova polarnost in razlog za takšno dodelitev. Tviti so ročno ocenjeni s
strani strokovnjakov na podlagi tega, kako besedilo tvita vpliva na tržni se-
gment. Na primer tvit Znižala se je cena goriva bo imel polarnost 1,
kar pomeni, da je tvit pozitiven. Razlog za dodelitev tvita v pozitiven ra-
zred je pozitiven vpliv novice na celotno avtomobilistično domeno. Ročno
dodeljene tvite v pozitiven, negativen ali nevtralen razred so uporabili za
vhodne podatke učenja s hibridnim naivnim Bayesovim klasifikatorjem. Hi-
brid naivnega Bayesovega klasifikatorja združuje naivni Bayesov klasifika-
tor (NB), multinomski naivni Bayesovov klasifikator (MNB) in polovično
nadzorovan naivni Bayesov klasifikator (SSNB). MNB lahko obdeluje več
značilnosti hkrati, v študiji sta dve vrsti značilnosti, to sta prostorska in
časovna. SSNB je primeren za manǰse učne množice. V študiji so imeli 3246
označenih tvitov. Omenjene klasifikacije so izbrali, ker ustrezajo zahtevanim
pogojem.
Po implementaciji HNBC so vrednotili rezultate na nasleden način:
• TP pomeni pozitiven in pravilno klasificiran primer
• TN pomeni negativen in pravilno klasificiran primer
• FP pomeni pozitiven in napačno klasificiran primer
• FN pomeni negativen in napačno klasificiran primer
Točnost modela so izračunali po naslednji formuli (TP + TN )/(TP + FP + FN + TN )).
Rezultati študije o klasifikaciji tvitov so bili doseženi s kar 90.38 % na-
tančnostjo v klasifikaciji, kar bi lahko pomagalo investitorjem do bolǰsih
odločitev.
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2.8 Sentimentalna analiza podatkov s Twit-
terja za napovedovanje vrednosti delnic
podjetja Apple
Naslednji članek [36] je razdeljen na več delov. V prvem delu je opisana pri-
dobitev podatkov s Twitterja. Za pridobivanje podatkov so uporabili Twitter
aplikacijski vmesnik, ki omogoča pridobivanje tvitov v realnem času z nekaj
zakasnitvami. Aplikacijski vmesnik omogoča tudi filtriranje glede na lokacijo,
ključnike ali besede v tvitih. V študiji so pridobili podatke vseh uporabnikov
v časovnem intervalu 3 mesecev. Interval je trajal od 2. 1. 2013 do 31. 3.
2013. Napovedovali so vrednosti delnice podjetja Apple, zato so uporabili
filtriranje po besedah #Apple, Apple, #AAPL in AAPL. Upora-
bili so samo tvite, ki so napisani v angleškem jeziku. Odstranili so podvojene
tvite, ker Twitter dovoljuje retvitanje objav. Po obdelavi podatkov so bese-
dila tvitov shranili v vrečo besed, ki je standardna tehnika za predstavitev
informacij.
Drugi del članka se ukvarja s sentimentalno analizo. Priprave učne množice
so se lotili na dva načina. Prvi način je samodejno zaznavanje sentimenta s
pomočjo knjižnice SentiWordNet, ki omogoča klasifikacijo. Druga metoda pa
je bila ročno klasificiranje tvitov v pozitivne, negativne in nevtralne. Na ta
način so dobili dve množici. Prva je vsebovala 2.5 milijonov tvitov, druga pa
80 tisoč tvitov. Učna množica je predstavljala 90% vseh podatkov in testna
množica 10%. Predvideno smer premika vrednosti delnice so izračunali na
podlagi števila pozitivnih in negativnih tvitov.
Naredili so različne poskuse z dvema množicama tvitov. Prva množica
je vsebovala 3 milijone tvitov z vsebovanim delnǐskim simbolom podjetja
”AAPL”. Druga množica pa 15 milijonov tvitov z vsebovanim imenom pod-
jetja ”Apple”. Napovedovali so ceno delnice 1 uro, 30 min, 15 min in 5 min
naprej. Za vrednotenje so uporabili povprečno kvadratno napako (MSE).
Ugotovili so, da 5-minutna napoved zaradi premajhnega števila tvitov ni
mogoča. Naslednja ugotovitev je bila, da čeprav je množica tvitov, ki vsebu-
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jejo ime podjetja večja, morda ni primerna za napoved. Tako je, ker se lahko
tviti, ki vsebujejo samo ime podjetja, ne navezujejo neposredno na vrednost
delnice. Verjetnost, da se tvit navezuje na vrednost delnice je večja, če tvit




V naslednjem poglavju je opisan programski jezik in pomembneǰse knjižnice,
ki smo jih uporabili pri implementaciji končne rešitve.
3.1 Python
Programsko rešitev smo v celoti izdelali v programskem jeziku Python [14],
različice 3.8.3. Za lažje programiranje smo uporabili integrirano razvojno
okolje (ang. integrated development environment-IDE) PyCharm [4]. Python
je objektno usmerjen programski jezik na visoki ravni z dinamično semantiko.
Pomemben dejavnik je čista sintaksa, ki omogoča lažje razumevanje kode.
Razhroščevanje je preprosto, saj se ob napaki izpǐse poročilo in kje se na-
paka nahaja. Prednost programskega jezika je obsežnost knjižnic. Knjižnice
programerju zelo olaǰsajo delo, saj je ponovna uporaba kode zelo enostavna.
Omenjen programski jezik omogoča ločevanje kode v module, razrede in funk-
cije, kar prispeva k lažji berljivosti. Ker izvaja kodo s pomočjo tolmača in ne
prevajalnika, lahko to vodi v počasno izvajanje, kar je glavna pomanjkljivost.
To je rešljivo z možnostjo razširljivosti na programski jezik C. [24]
Za programski jezik Python smo se odločili, ker ima preprosto sintakso.
V tem programskem jeziku je zelo enostavna manipulacija z matrikami, kar
je za strojno učenje zelo pomembno. Na voljo so tudi zunanje knjižnice, ki
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so nam bile v veliko pomoč pri izdelavi programa.
3.2 Knjižnica NumPy
Knjižnica NumPy [6] je odprtokodna knjižnica za znanstveno računanje. V
programskem jeziku Python ponuja hitre operacije nad matrikam, kot so
urejanje, spreminjanje oblike in druge matematične operacije nad matrikami.
Pri obdelavi velike količine podatkov je pomembno, da so funkcije optimalno
implementirane za hitro izvedbo, saj vsaka iteracija poveča čas izvajanja.
Knjižnico NumPy smo uporabili za operacije nad matrikam in spreminjanje
oblike matrik.
3.3 Knjižnica MatplotLib
MatplotLib [5] je Python knjižnica, ki se uporablja za ustvarjanje risalne
površine, risanje črt, grafov, histogramov in ostalih matematičnih grafik.
Matplotlib.pyplot je zbirka funkcij, zaradi katerih matplotlib deluje kot MA-
TLAB [11]. MatplotLib smo uporabili za izris in označevanje grafov vmesnih
rezultatov in končne rešitve.
3.4 Knjižnica SciKit
Scikit-learn [8] je brezplačna Python knjižnica, ki se porablja za strojno
učenje. Vsebuje veliko različnih algoritmov za strojno učenje in funkcij za ob-
delavo podatkov. Omenjeno knjižnico smo uporabili za skaliranje podatkov
in za izračun napak našega modela.
3.5 Knjižnica Pandas
Pandas [7] je odprtokodna Python knjižnica, ki zagotavlja visoko zmogljivost,
orodja za analizo in podatkovne strukture. Knjižnico Pandas smo uporabili
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za branje podatkov iz datoteke vmesnih rezultatov.
3.6 Knjižnica Tensorflow
Tensorflow [9] je odprtokodna knjižnica. Vsebuje metode, ki razvijalcu omogočajo
enostavno grajenje velikih nevronskih mrež z več plastmi. V glavnem se upo-
rablja za implementiranje algoritmov, prepoznavo slik in zvoka. Knjižnico
Tensorflow smo uporabili za implementacijo algoritma napovedi.
3.7 Knjižnica TextBlob
TextBlob [10] je Python knjižnica za obdelavo besedil. Vsebuje preprost
aplikacijski programski vmesnik za obdelavo naravnega jezika (ang. natural
language processing - NLP). Z uporabo knjižnice lahko popravljamo pravo-
pisne napake, razčlenjamo besede, dodelimo analizo občutja, razvrščamo s
pomočjo naivnega Bayesovega klasifikatorja, pridobimo frekvenco besed in
več. Omenjeno knjižnico smo uporabili za sentimentalno analizo tvitov. [34]
3.8 Tweepy
Tweepy [19] je odprtokodna Python knjižnica za enostaven dostop do ura-
dnega Twitter aplikacijskega vmesnika [20]. Aplikacijski programski vmesnik
razvijalcu nudi dostop do večino Twitter funkcij. Z uporabo vmesnika lahko






V tem poglavju bomo predstavili uporabljene metode, ki vodijo do rešitve.
Najprej so definirani cilji in podatki, ki jih bomo uporabili v napovedi. Nato
je opisano pridobivanje in predstavitev podatkov za sentimentalno analizo.
Za tem obrazložimo obdelavo podatkov in rezultate sentimentalne analize
grafično prikažemo.
V nadaljevanju sledi predstavitev modela za napovedovanje. Podrobno
je opisano delovanje algoritma LSTM, ki smo ga uporabili za napovedovanje
rešitve. Sledi opis metod vrednotenja, po katerih smo preverjali točnost
našega modela pri različnih poskusih.
4.1 Predstavitev sentimentalne analize
V zadnjih letih je ena najbolj priljubljenih domen uporabe sentimentalne
analize ravno za napovedovanje vrednosti delnic [43]. Podatki s Twitterja so
zelo privlačni za analizo, saj lahko pridobimo zelo veliko množico podatkov,
ki so javno dostopni. Twitter ima več kot 140 miljonov aktivnih uporabnikov,
ki objavljajo skoraj 500 miljonov tvitov dnevno. [17]
Cilj je ugotoviti, ali obstaja povezava med nihanjem vrednosti delnice
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Dow Jones indeksa (DJIA) [1] in semantično analizo na družbenih omrežjih.
Za raziskavo bomo semantično analizirali podatke na družbenem Twitter.
Dow Jones Indeks je dobil ime po Charlesu Dow-u, ki ga je skupaj s po-
slovnim partnerjem Edwardom Jonesom ustvaril leta 1882. [1]. Charles Dow
je imel vizijo, da ustvari merilo, ki bo projiciralo splošne tržne razmere in
na ta način reši zbeganost zaradi sprememb vrednosti dolarja. Vsebovana
podjetja so označena kot ”blue-chip”podjetja, kar pomeni, da naj bi imele
zmožnost ustvarjati dobiček v dobrih in slabih časih. Po 138 letih delova-
nja je še vedno eden najbolj znanih in najpomembneǰsih indeksov na svetu.
Uporablja se tudi kot indikator amerǐske ekonomije čez leta. Ob ustanovitvi
je bilo vsebovanih 12 podjetij. [12] Trenutno indeks ne vsebuje nobenega
od podjetij, ki so bila vsebovana ob ustanovitvi. Danes Dow Jones indeks
vsebuje 30 velikih podjetij. [16]. V tabeli 4.1 so prikazana vsa podjetja, ki
pripadajo Dow Jones in leto dodelitve indeksu.
4.1.1 Pridobivanje podatkov
Najprej smo se lotili raziskovanja, s pomočjo katerega smo določili, katere
podatke bomo vključili v napovedni model, da bo napoved čim točneǰsa. V
nekaj pregledanih raziskavah o sentimentalni analizi so pridobili podatke s
filtriranjem tvitov po ključnikih (ang. hashtag) ali po vsebovanih besedah v
tvitu. [36] [39] Želeli smo pridobiti informacije o počutju znotraj podjetja,
zato smo se zbiranja podatkov lotili na naslednji način.
Cilj je pridobiti splošno razpoloženje med vodilnimi v posameznih pod-
jetjih, ki so v Dow Jones indeksu. Za vsako podjetje pridobimo tvite vsaj 3
ljudi iz upravnega odbora, ki čim več in čim bolj pogosto tvitajo v zadnjih
5 letih. Na ta način bi morali iz analize izločiti 20 podjetij, saj iz upravnega
odbora nismo našli najmanj 3, ki pogosto uporabljajo Twitter. Zato smo
pri nekaterih podjetjih dodali Twitter profile ljudi, ki so v podjetju na vǐsjih
položajih in ustrezajo kriterijem o pogostosti tvitanja. Še vedno nam za vseh
30 podjetij ni uspelo pridobiti najmanj 3 primernih kandidatov, zato smo se
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odločili, da ta podjetja izločimo iz analize. V analizo smo vključili 17 podjetij
od 30.
V Dow Jones indeksu se podjetja dodajajo in odvzemajo. Vseh 17 pod-
jetij, ki smo jih vključili v analizo, so primerna tudi s tega vidika, da so
vsebovana v indeksu celotno testno obdobje.
S spletne strani yahoo.finance.com [22] smo prenesli Excelovo datoteko,
ki vsebuje zgodovinske podatke o indeksu Dow Jones. Vsebuje datum, ceno
ob odprtju, cena na najvǐsji točki, ceno ob zaprtju in druge podatke. Za
nadaljnjo analizo smo od teh podatkov uporabili datum in vrednost delnice
ob zaprtju borze.
S pomočjo Python knjižnice Tweepy [19], ki smo jo opisali v poglavju
3.8, in Twitter aplikacijskega programskega vmesnika (API), smo pridobili
tvite in retvite izbranih Twitter profilov. Grafikoni 4.1, 4.2, 4.3, prikazu-
jejo mesečno pogostost tvitanja posameznikov iz podjetij The Walt Disney
Company, Microsoft Corporation in Walmart od 1. 1. 2015 do 5. 17. 2020.
Grafični prikazi za vsa podjetja iz Dow Jones indeksa, ki so vključena v
analizo, so podani v prilogi.
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Slika 4.1: Pogostost tvitov izbranih ljudi iz podjetja The Walt Disney Com-
pany
Slika 4.2: Pogostost tvitov izbranih ljudi iz podjetja Microsoft Corporation
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ime podjetja delnǐski simbol leto dodelitve
3M Company MMM 1976
American Express Company AXP 1982
Apple Inc. AAPL 2015
The Boeing Company BA 1987
Caterpillar Inc. CAT 1991
Chevron Corporation CVX 2008
Cisco Systems, Inc. CSCO 2009
The Coca-Cola Company KO 1987
Dow Inc. DOW 2019
The Walt Disney Company DIS 1991
Exxon Mobil Corporation XOM 1928
The Goldman Sachs Group, Inc. GS 2013
The Home Depot, Inc. HD 1999
International Business Machines Corporation (IBM) IBM 1979
Intel Corporation INTC 1999
Johnson & Johnson JNJ 1997
JPMorgan Chase & Co. JPM 1991
McDonald’s Corporation MCD 1985
Merck MRK 1979
Microsoft Corporation MSFT 1999
Nike, Inc. NKE 2013
Pfizer Inc. PFE 1928
The Procter & Gamble Company PG 1932
The Travelers Companies, Inc. TRV 2009
United Technologies Corporation RTX 1939
UnitedHealth Group Incorporated UNH 2012
Verizon Communications Inc. VZ 2004
Visa Inc. V 2013
Walmart Inc. WMT 1997
Walgreens Boots Alliance, Inc. WBA 2018
Tabela 4.1: Trenutno vsebova podjetja v Dow Jones indeksu (april 2020)
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Slika 4.3: Pogostost tvitov izbranih ljudi iz podjetja Walmart Inc.
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4.1.2 Obdelava besedila
Sledi obdelava besedila posameznega tvita. Predobdelava besedila je pri
analizi kritični korak. Besedilo pretvorimo v obliko, ki izbolǰsa učinkovitost
[18]. Obdelavo smo opravili po naslednjem postopku:
• Odstranitev odstavkov.
• S pomočjo regularnih izrazov smo dosegli odstranitev številk in ostalih
znakov, ki nam ne dajo informacije o razpoloženju. Izjema je znak
klicaj, saj knjižnica textBlob razpozna ta znak in naredi sentiment bolj
intenziven. [15]
• Odstranitev omemb ljudi.
• Odstranitev poti in spletnih povezav.
• Pretvorba sličic, ki izražajo čustva (emoji) iz bajtne kode v besedo. [3]
• Lematizacija besedila, kar pomeni določanje osnovne (slovarske) oblike
posameznih besed.
Iz obdelanega besedila posameznega tvita smo s pomočjo knjižnice Texblob
pridobili polarnost tvita. Knjižnica vrne število med -1 in 1, ki izraža pozi-
tivnost oz. negativnost besedila. Čim bližje je polarnost števili 1, tem bolj je
tvit pozitiven. Čim bližje je polarnost številu -1, tem bolj je tvit negativen.
Polarnost 0 pa nakazuje na nevtralen tvit.
4.1.3 Rezultati sentimentalne analize
Želeli smo se izogniti, da bi posameznik preveč vplival na splošno razpoloženje,
če je pogostost tvitanja večja kot pri ostalih posameznikih iz istega podjetja.
S tem namenom smo se lotili povprečenja posameznikovih tvitov v dnevu.
Torej, v primeru, da je posameznik tvital več, kot enkrat na dan smo prido-
bili polarnost posameznega tvita in izračunali povprečno polarnost tvitov v
istem dnevu. Tako smo dobili posameznikovo polarnost za en dan.
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Če posameznik za določen dan nima podatkov o tvitanju, smo se reševanja
tega problema lotili z Goelovo tehniko. Podobno kot so to storili v raziskavi
[42], ki je opisana v poglavju 2.4. Sentimentu za ta dan smo dodelili povprečje
najbližjega predhodnega in naslednjega tvita posameznika.
Cene delnic se v času ne delovnega dne ne spreminjajo. Ker smo želeli
v analizo vključiti tvite v nedelovnih dnevih, smo se tega problema lotili na
naslednji način. Vzeli smo povprečje sentimentalnosti tvitov vseh predhodnih
ne delovnih dni in jih povprečili skupaj s prvim naslednjim delovnim dnevom.
V primeru vikenda smo vzeli sentimentalnost sobote, nedelje in ponedeljka.
Povprečje sentimenta teh dni pa dodelili ponedeljku.
Za tem smo povprečili razpoloženja posameznikov iz podjetja in na ta
način dobili splošno razpoloženje podjetja v vsakem dnevu.
Na koncu smo povprečili sentiment vseh podjetij in dobili končen sen-
timent, kar predstavlja splošno razpoloženje v vseh podjetjih v Dow Jones
indeksu, ki smo jih vzeli v analizo.
Na spodnjem grafu je prikazan rezultat sentimentalne analize vseh pod-
jetij v primerjavi z vrednostjo delnice Dow Jones.
Slika 4.4: Sentimentalna analiza v primerjavi z vrednostjo indeksne točke
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Želeli smo matematično izračunati povezavo med sentimentalno analizo in
vrednostjo indeksne točke. Za izračun smo uporabili korelacijski koeficient.
Korelacijski koeficient je uporabljen v statistiki za merjenje razmerja
med dvema vrednostma in kako močna je ta povezava. Korelacijski koeficient
se pogosto sklicuje na Personov koeficient r , ki nam pove linearno odvisnost
med podatkoma. Koeficient r zahteva velikost in smer, ki je pozitivna ali
negativna. Zavzema vrednost med -1 in 1. Korelacijski koeficient vrednosti
0 pomeni, da med merskima vrednostma ni povezave. Bližje, ko je koeficient
vrednostma -1 ali +1, ne glede na smer, večja je povezava med podatkoma.
Moč korelacije ni odvisna od smeri. Torej, r = 0 .90 in r = −0 .90 imata
isto stopnjo povezave med merjenima vrednostma. Pozitiven korelacijski ko-
eficient pomeni, da povečanje prve vrednosti nakazuje na povečanje druge
vrednosti. Kar pomeni neposredno razmerje. Negativen korelacijski koefici-
ent pomeni obratno razmerje med vrednostma, torej če se prva spremenljivka









V članku [41] absolutno vrednost koeficienta r med 0.36 in 0.67 pred-
stavijo kot zmerno korelacijo. Če je vrednost med 0.68 in 0.9, korelacijo
predstavijo kot močno oz. visoko. Če je vrednost koeficienta večja od 0.9, pa
pomeni zelo visoko korelacijo. Na podatkih, ki so grafično predstavljeni na
sliki 4.4, smo po zgornji formuli izračunali korelacijski koeficient. Izračunana
vrednost je 0.815, kar na podlagi prej omenjenega članka nakazuje na močno
korelacijo. S tem smo dokazali, da obstaja povezava med sentimentom vo-
dilnih v podjetjih in vrednostjo indeksne točke Dow Jones indeksa.
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4.2 Predstavitev modela za napovedovanje
V predhodnem poglavju smo opravili sentimentalno analizo, kar predsta-
vlja vhodni podatek v napovedni model. V tem podpoglavju bomo pred-
stavili, kako deluje algoritem LSTM, ki je vrsta povratnih nevronskih mrež
in natančno opisali vse korake. V poglavju 4.2.2 bomo predstavili metode
vrednotenja, ki smo jih uporabili za merjenje uspešnosti implementiranega
napovednega modela.
4.2.1 Povratne nevronske mreže
Pri nekaterih množicah podatkov je zelo pomembno, da ne upoštevamo samo
trenutne vrednosti, ampak k bolǰsi učinkovitosti v veliki meri pripomorejo
tudi predhodne vrednosti podatkov. Tradicionalne nevronske mreže ne znajo
povezati podatkov v zaporedja, zato so se razvile povratne nevronske mreže
(ang. recurrent neural network-RNN) z zankami za nadaljevanje informacije
v naslednji blok. Glavna razlika med navadnim in povratnim nevronskim
mrežam je, da se razlikujejo v nevronih, ki se nahajajo v skritem sloju. Kot
vhod poleg novih vrednosti sprejmejo tudi lastno vrednost, iz predhodnega
koraka s časovnim zamikom, kot je prikazano na sliki 4.6. [21]
Slika 4.5: Na levi strani je prikazan nevron. Na desni strani slike je prikazan
isti nevron, ki je raztegnjen v času
V diagramu na levi strani slike 4.5, del nevronske mreže A, ki prejme vnos
xt in vrne ht . Povratne nevronske mreže se učijo na podlagi mnogih kopij
iste mreže, ki podajajo sporočilo nasledniku. Ta način učenja se zelo veliko
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uporablja v podatkih, kjer je zaporedje pomembno, na primer prepoznava
govora, prevajanje, zajemu slik in napovedovanje cene delnic.
Hochreiter in Schmidhuber sta leta 1997 razvila posebno arhitekturo RNN
z mehanizmom vrat, imenovana nevronska mreža z dolgim kratkoročnim spo-
minom (ang. long short-term memory-LSTM). Novo arhitekturo sta raz-
vila s ciljem, da bo model lahko modeliral dolgoročne časovne odvisnosti in
določal optimalne časovne zamike. To je pokazalo prednost pred tradicional-
nim RNN, zato se LSTM šteje kot izbolǰsan pristop k tovrstnim problemom.
[28]
Vse povratne nevronske mreže imajo podobno arhitekturo. Standardni
RNN ima zelo enostavno zgradbo, ki je prikazana na sliki.
Slika 4.6: Standardna zgradba RNN
Podobno zgradbo ima LSTM s tem, da je vsak blok sestavljen iz treh
možnih vrat. Primer LSTM je prikazan na sliki 4.11. V nadaljevanju bomo
po korakih opisali LSTM algoritem [21, 27]. Uporabili smo naslednje notacije:
• t predstavlja časovno oznako
• xt je vhodni vektor v času t
• Wf ,Wi ,Wc,Wo so uteži
• bf , bi , bc, bo predstavljajo pristranskost
• ft , it , ot predstavljajo aktivacijske vrednosti
• Ct , C̃t predstavljata vrednosti kandidatov in stanj celic
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• ht predstavlja izhodni vektor
Slika 4.7: Zgradba LSTM modela s tremi možnimi vrati
Odločitev, ali bomo informacijo, ki je prǐsla v blok, zavrgli ali ne, je prvi
korak. Aktivacija ft pozabljivih vrat pregleda vhoda ht−1 , ki predstavlja
izhodni vektor iz predhodnika, xt , ki predstavlja trenutni vhod in bf , ki pred-
stavlja pristranskost. Funkcija vrne število med 0 in 1. Bližje je številu 1,
bolj si bo model zapomnil informacijo. Bližje je številu 0, bolj bo pozabil
informacijo [21]. Aktivacijska funkcija pozabljivih vrat pomnoži vrednosti,
kar je prikazano z naslednjo enačbo:
ft = σ(Wf [ht−1, xt] + bf ) (4.2)
Slika 4.8: Pozabljiva vrata
Naslednji korak zajema odločitev katere nove informacije bomo shranili v
stanje celice. Za posodabljanje vrednosti uporabimo vhodna vrata. Ta korak
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je sestavljen iz dveh delov. Najprej podamo predhodno stanje in trenutni
vhod v sigmoidno funkcijo. Sigmoidna funkcija vrne število med 0 in 1 in s
tem odloči, katere vrednosti bomo posodobili in katere ne. Prav tako podamo
predhodno stanje in trenutni vhod v funkcijo tanh, ki vrne število med -1 in
1. Izhod funkcije tanh je vektor novih vrednosti Ct , ki so lahko dodane k
stanju. [21] Vrednosti vhodnih vrat se izračunajo po enačbi:
it = σ(Wi[ht−1, xt] + bi) (4.3)
C̃t = tanh(Wc[ht−1, xt] + bc) (4.4)
Slika 4.9: Vhodna vrata
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V naslednjem koraku posodobimo stanje predhodne celice Ct−1 , v novo
stanje Ct . Predhodni koraki so odločili, kaj naj naredimo, zdaj je potrebna
samo izvedba. Predhodno stanje pomnožimo z aktivacijskim vektorjem ft .
Na ta način pozabimo stvari, za katere smo se odločili v predhodnem koraku.
Nato dodamo it ∗ Ct . To predstavlja nove kandidate vrednosti. [21] Nove
vrednosti izračunamo po naslednji enačbi:
Ct = ft ∗ Ct−1 + it ∗ C̃t (4.5)
Slika 4.10: Posodobitev vrednosti
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V zadnjem koraku določimo, kakšna bo vrednost izhoda. Najprej izračunamo
sigmoidno funkcijo, ki odloči katere dele bomo vrnili v izhod. Za tem damo
stanje celice v funkcijo tanh in pomnožimo z izhodom sigmoidne funkcije,
kar predstavlja vrednost izhodnega vektorja. [21] To dosežemo z naslednjima
enačbama:
ot = σ(Wo[ht−1, xt] + bo) (4.6)
ht = ot ∗ tanh(Ct) (4.7)
Slika 4.11: Izhodna vrata
4.2.2 Metode vrednotenja
V tem poglavju bomo najprej opisali nekaj metod vrednotenja. Načini mer-
jenja uspešnosti modelov so pomemben dejavnik vsakega eksperimenta v
strojnem učenju, da lahko primerjamo izbolǰsanje ali slabšanje rezultatov.
Uspešnost napovedi merimo z različnimi tehnikami merjenja napak. Re-
zultat merjenja nam pove, kako dobro se napovedane vrednosti ujemajo z
dejanskimi vrednostmi. Točnost napovedi napovednega modela se ugotovi
na način, da se primerjajo dejanski podatki z napovedjo v enakem časovnem
obdobju.
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Koren povprečne kvadratne napake (ang. root-mean-square error -
RMSE) je zelo pogosto uporabljena metoda za merjenje uspešnosti napove-
dovanja. RMSE izhaja iz povprečne kvadratne napake (ang. mean squared
error-MSE). Obe napaki merita iste parametre, razlika je le v tem, da je
RMSE lažje razumljiva, saj so vhodni podatki v isti enoti kot končni rezul-
tat. RMSE uporabljamo za odstopanje naše rešitve od dejanske vrednosti.
To pomeni, da RMSE pove razliko med napovedanimi in realnimi podatki.
Čim manǰsa je vrednost RMSE, manǰsa je napaka. V primeru točne napovedi
je RMSE na takšnih podatkih enaka nič. [29]
V nadaljevanju smo uporabili naslednje notacije:
• ŷ1 , ŷ2 , ..., ŷn so napovedane vrednosti
• y1 , y2 , ..., yn so dejanske vrednosti
• n je število vseh vrednosti
Ker napovedujemo vrednost delnice ob zaprtju za vsak delovni dan, število
n v našem primeru predstavlja število delovnih dni, ki so v testni množici.
V poglavju 5.1 bomo opisali različne delitve naše testne in učne množice,
torej vsaki delitvi pripada različna vrednost n. Notacija ŷi predstavlja naše
napovedane vrednosti, yi pa dejanske vrednosti v istem času. [29]







Povprečna absolutna napaka (ang. Mean Absolute Error - MAE) meri
povprečno velikost napake v nizu napovedi. Je torej povprečje absolutnih







|(ŷi − yi)| (4.9)
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Povprečna absolutna odstotna napaka (ang. Mean Absolute Per-
cent Error - MAPE) je podobna povprečni absolutni napaki in meri velikost















V tem poglavju predstavimo implementacijo rešitve in končne rezultate. Re-
zultate ovrednotimo na podlagi prej opisanih metod za merjenje uspešnosti
modelov in jih grafično predstavimo.
5.1 Razlaga implementacije modela
Vrednosti sentimenta, ki smo jih predstavili v poglavju 4.1.3 in dnevne vre-
dnosti indeksne točke ob zaprtju, smo skalirali na vrednosti med 0 in 1. Za
tem smo podatke razdelili na testno in učno množico. Zanima nas ali se
rezultati pri večanju učne množice izbolǰsujejo. Opravili smo pet delitev:
• Učna množica: 50 %, testna množica: 50 %
• Učna množica: 60 %, testna množica: 40 %
• Učna množica: 70 %, testna množica: 30 %
• Učna množica: 80 %, testna množica: 20 %
• Učna množica: 90 %, testna množica: 10 %
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Vnosni podatki so v obliki matrike. Kjer n predtsavlja dolžino vrste v matriki
in k predstavlja število vseh podatkov.
XTrain =

x1 x2 ... xn





xk−n xk−n+1 ... xk







Matrika XTrain predstavlja skalirane podatke sentimentalne analize. Kot
je razvidno v prikazu tabele, se v vsaki vrstici podatki zamaknejo za eno
enoto, ki je v v našem primeru en delovni dan. V matriki YTrain pa so
skalirane vrednosti delnice za posamezne dni. Podobno je zgrajena testna
matrika XTest, ki jo damo v napovedni model in napovemo YTest. Torej
matrika Ytest predstavlja našo napoved.
Zloženi LSTM (ang. stacked LSTM). Zloženi LSTM model ima več skritih
slojev. Vsak sloj pa vsebuje več celic. Algoritem se imenuje zloženi, ker so
sloji naloženi en na drugega. [23]
5.2 Rezultati in interpretacija
V tabeli 5.2 so zapisani rezultati vrednotenja za različno velike testne množice.
Vrednotenje je izvedeno na prej opisanih metodah. Algoritem za strojno
učenje smo, za vsako od petih velikosti testirali petnajstkrat. Od petnaj-
stih testiranj smo izbrali podatke, ki so predstavljali vrednost mediane med
testiranimi.
Učna množica v odstotkih 50 % 60 % 70 % 80 % 90 %
RMSE 6938.63 6002.03 3896.2 3147.56 2231.48
MAE 6734.84 5831.65 3720.68 3017.98 1615.83
MAPE 26.15 % 22.39 % 14.15 % 11.34% 6.70%
Tabela 5.1: Vrednotenje točnosti napovedovanja z različno velikimi testnimi
in učnimi množicami.
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Zanimalo nas je ali se napaka zmanǰsuje ob večanju učne množice. Iz
tabele 5.2 je razvidno, da se napaka manǰsa za vsako povečano merilo učne
množice. Torej večja je učna množica, manǰsa je napaka. To nakazuje na
primerne podatke v učni množici in ne le na slučajno ugoden izid. Iz grafov
lahko opazimo, da se v napovedi ujamejo tisti padci, ki so bili bolj izraziti
tudi pri sentimentalni analizi tvitov iz podpoglavja 4.1.3. To pomeni, da
lahko potrdimo obstoj povezave med splošnim razpoloženjem ljudi na vodil-
nih položajih posameznih podjetij in nihanjem cene delnic tega podjetja.
Za analizo smo izbrali indeks, ki vsebuje 30 podjetij. Na ta način smo
pridobili bolj splošne informacije o razpoloženju, kot če bi izvajali analizo
na posameznem podjetju, kar je vodilo v večjo množico podatkov in s tem v
točneǰso rešitev.
V napovedi, ko je učna množica velika 70 % in testna množica 30 %
vseh podatkov, testna množica predtstavlja obdobje 19 mesecev. Ko je te-
stna množica velika 20%, predstavlja obdobje 13 mesecev. Ko pa je testna
množica velika 10% predstavlja obdobje 7 mesecev. Na sliki 5.1 so grafično
prikazan rezultat napovedi v primerjavi z dejansko vrednostjo, ko je učna
množica velika 80% vseh podatkov. Rešitvena grafa za delitvi učne množice
na 90% in 70%, sta priložena v prilogi.
Po Lewisu [31] se napoved, ki ima merilo MAPE v vrednost med 10 %
in 20 %, interpretira kot dobra napoved. Če pa je merilo MAPE v vrednosti
manj od 10 %, pa se to napoved interpretira kot zelo točno napoved. Pri
testiranju smo, ko je testna množica velika 30 % in 20 % dosegli interpretacijo
napovedi po Lewisu kot dobro napoved, saj je vrednost MAPE 14.15 % in
11.34 %. Zelo točno napoved po Lewisu smo dosegli, ko je testna množica
velika 10 % in je MAPE 6.70 %.
Želeli smo obiti situacijo, da je sentimentalnost tvitov vodilnih ljudi v
podjetjih neposredno odvisna od vrednosti indeksne točke Dow Jones, ki
so jo ljudje že videli tekom dneva. Za reševanje tega problema, smo vzeli
predhodne vrednosti sentimenta in ne vrednost sentimenta za isti dan, kot
je bilo v zgornjem poskusu. Opravili smo učenje in testiranje, ob zamiku
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Slika 5.1: Napoved v primerjavi z dejanskimi podatki ob uporabi zloženega
LSTM algoritma. Ob delitvi množice na 80 % učnih podatkov in 20 % testnih
podatkov.
vrednosti sentimenta za 3 dni nazaj. Dobili smo naslednje rezultate, ki so
prikazani v tabeli.
Učna množica v odstotkih 50 % 60 % 70 % 80 % 90 %
RMSE 6823.78 4954.1 3661.71 3058.64 2592.86
MAE 6628.68 4758.99 3467.6 2864.52 1929.8
MAPE 35.22 % 22.62 % 15.40 % 12.06% 7.06%
Tabela 5.2: Vrednotenje točnosti napovedovanja z različno velikimi testnimi
in učnimi množicami ob zamiku sentimenta za 3 dni.
V zgornji tabeli opazimo, da so rezultati slabši, ampak še zmeraj dokaj
podobni tistim s prvega poskusa, ker je obdobje učenja in napovedovanja
zelo dolgo in razlika sentimenta v 3 dneh ne naredi bistvene spremembe.
Enako kot pri prvem poskusu vidimo, da se napaka ob večanju učne množice
pričakovano zmanǰsuje. Opazimo, da se napoved ob velikosti testne množice
30 % in 20 % klasificira v dobro napoved. Ko pa je testna množica velika
10 % se prav tako še vedno klasificira v zelo dobro napoved, enako kot pri
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predhodnem poskusu. Na sliki 5.2 je grafično prikazan rezultat napovedi v
primerjavi z dejansko vrednostjo, ko je učna množica velika 90% vseh podat-
kov in vrednosti sentimenta zamaknjene za 3 dni nazaj.
Slika 5.2: Napoved v primerjavi z dejanskimi podatki ob uporabi zloženega
LSTM algoritma. Ob delitvi množice na 90 % učnih podatkov in 10 % testnih




Diplomsko delo predstavi model za napovedovanje vrednosti delnic na pod-
lagi družbenih omrežij. Dosegli smo vse v uvodu zastavljene cilje.
V 2. poglavju smo uspešno pregledali literaturo sorodnih del za izbiro
najbolj primernega modela in metod za obdelavo podatkov, za zastavljeni
problem. Ugotovili smo, da obstaja zelo veliko različnih metod za napo-
vedovanje in da je zelo veliko odvisno tudi od točnosti oz. izbire vhodnih
podatkov.
Zaradi te ugotovitve smo veliko časa namenili določanju, katere podatke
uporabiti v analizi. V 3. poglavju odgovorimo na zastavljeno vprašanje
Katere posameznike bomo izbrali, ki reprezentativno izražajo razpoloženje
glede Dow Jones indeksa?. V tujih raziskavah, ki so se ukvarjale s podobno
tematiko, so kot vhodni podatek uporabili ključnike v tvitih, vsebovanost
določenih besed v posameznih tvitih ali naslove novic o financah, objavljenih
na različnih spletnih mestih. V tem se naš model najbolj razlikuje od drugih,
saj nismo želeli splošnega mnenja vseh ljudi s Twitterja, ampak razpoloženje
znotraj posameznega podjetja. Kar nam je uspelo doseči, z zbiranjem po-
datkov tvitov ljudi iz podjetij vsebovanih v Dow Jones indeksu na vǐsjem
položaju.
Naslednji cilji so bili opis knjižnic, ki smo jih uporabili pri razvijanju na-
povednega algoritma in metod vrednotenja, ki smo jih uporabili za določanje
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točnosti modela v različnih poskusih. Te cilje smo dosegli v 3. in 4. poglavju.
Zadnji cilj je bil dosežen v 5. poglavju, kjer predstavim implementacijo
modela in vrednotim rezultate. Model je bil implementiran z arhitekturo
LSTM in vrnil rezultate, ki potrjujejo zastavljene hipoteze.
Z našim modelom smo dokazali, da zagotovo obstaja povezava med splošnim
razpoloženjem vodilnih ljudi v posameznih podjetjih in nihanjem vrednosti
indeksne točke. S tem je bil dosežen glaven cilj, ki smo si ga zadali v uvodu.
Pri diplomski nalogi sem imela največ težav pri iskanju primernih vho-
dnih podatkov in s pridobivanjem tvitov. Uradna brezplačna verzija Twitter
aplikacijskega vmesnika ima kar nekaj omejitev pri vračanju stareǰsega arhiva
tvitov, ki mi jih je uspelo obiti.
Ker je sentimentalna analiza in prav tako napovedovanje široko področje,
je zelo veliko možnosti za izbolǰsave. Pri izbiri podatkov za sentimentalno
analizo bi lahko poleg platforme Twitter uporabili še druge socialne medije
izbranih ljudi. Na ta način bi imeli več podatkov in s tem večjo točnost. Pri
nekaterih besedilih knjižnica TextBlob ni vrnila najbolj primerne vrednosti,
sploh pri kraǰsih tvitih. Lahko bi razvili svoj model za vrednotenje tvitov,
ki bi bil bolǰsi. Tako kot so naredili v raziskavi [39], ki smo jo opisali v
pregledu literature. Podobno kot v opisani raziskavi [36], bi lahko določili
smer gibanja vrednosti indeksa za vsak dan in simulirali dobiček oz. izgubo
investitorja, ki sledi našemu modelu. Izbolǰsave bi lahko bile narejene tudi na
samem algoritmu, ki ima veliko različnih možnosti implementacije, in z nekaj
dela našli najbolj primerno za naš problem. Poleg uporabljenega algoritma
bi lahko implementirali napoved še z algoritmi, kot sta ARIMA ali SOFNN,
ki sta v raziskavah iz pregledane literature dala dobre rezultate. [39] [37].
Izbolǰsava bi bila tudi, če bi sami ponovno izračunali Dow Jones indeks, ki bi
vseboval samo tistih 17 podjetij, ki smo jih vključili v analizo. Prav tako bi
lahko pri tehtanju sentimentov uporabili iste uteži, kot jih imajo posamezna
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[5] Knjižnica matplotlib. https://matplotlib.org/3.1.1/tutorials/
introductory/pyplot.htm. Dostopano: 2020-05-20.
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Mesečno tvitanje posameznikov vsakega podjetja iz Dow Jones
indeksa:
Slika 6.1: Pogostost tvitov izbranih ljudi iz podjetja American Express Com-
pany
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Slika 6.2: Pogostost tvitov izbranih ljudi iz podjetja Apple Inc.
Slika 6.3: Pogostost tvitov izbranih ljudi iz podjetja Chevron Corporation
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Slika 6.4: Pogostost tvitov izbranih ljudi iz podjetja Cisco Systems, Inc.
Slika 6.5: Pogostost tvitov izbranih ljudi iz podjetja The Coca-Cola Company
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Slika 6.6: Pogostost tvitov izbranih ljudi iz podjetja The Walt Disney Com-
pany
Slika 6.7: Pogostost tvitov izbranih ljudi iz podjetja The Home Depot, Inc
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Slika 6.8: Pogostost tvitov izbranih ljudi iz podjetja International Business
Machines Corporation (IBM)
Slika 6.9: Pogostost tvitov izbranih ljudi iz podjetja Intel Corporation
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Slika 6.10: Pogostost tvitov izbranih ljudi iz podjetja Johnson & Johnson
Slika 6.11: Pogostost tvitov izbranih ljudi iz podjetja JPMorgan Chase Co.
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Slika 6.12: Pogostost tvitov izbranih ljudi iz podjetja McDonald’s Corpora-
tion
Slika 6.13: Pogostost tvitov izbranih ljudi iz podjetja Microsoft Corporation
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Slika 6.14: Pogostost tvitov izbranih ljudi iz podjetja Pfizer Inc.
Slika 6.15: Pogostost tvitov izbranih ljudi iz podjetja The Procter & Gamble
Company
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Slika 6.16: Pogostost tvitov izbranih ljudi iz podjetja Verizon Communicati-
ons Inc.
Slika 6.17: Pogostost tvitov izbranih ljudi iz podjetja Walmart Inc.
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Slika 6.18: Napoved v primerjavi z dejanskimi podatki ob uporabi zloženega
LSTM algoritma. Ob delitvi množice na 90 % učnih podatkov in 10 % testnih
podatkov.
Slika 6.19: Napoved v primerjavi z dejanskimi podatki ob uporabi zloženega
LSTM algoritma. Ob delitvi množice na 80 % učnih podatkov in 20 % testnih
podatkov.
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Slika 6.20: Napoved v primerjavi z dejanskimi podatki ob uporabi zloženega
LSTM algoritma. Ob delitvi množice na 70 % učnih podatkov in 30 % testnih
podatkov.
