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Abstract
In this work lipid ordering phase changes arising in planar membrane bilayers is investigated both accounting for elas-
ticity alone and for effective viscoelastic response of such assemblies. The mechanical response of such membranes
is studied by minimizing the Gibbs free energy which penalizes perturbations of the changes of areal stretch and their
gradients only [1]. As material instabilities arise whenever areal stretches characterizing homogeneous configurations
lie inside the spinoidal zone of the free energy density, bifurcations from such configurations are shown to occur
as oscillatory perturbations of the in-plane displacement. Experimental observations [2] show a power-law in-plane
viscous behavior of lipid structures allowing for an effective viscoelastic behavior of lipid membranes [3], which falls
in the framework of Fractional Hereditariness. A suitable generalization of the variational principle invoked for the
elasticity is applied in this case, and the corresponding Euler-Lagrange equation is found together with a set of bound-
ary and initial conditions. Separation of variables allows for showing how Fractional Hereditariness owes bifurcated
modes with a larger number of spatial oscillations than the corresponding elastic analog. Indeed, the available range
of areal stresses for material instabilities is found to increase with respect to the purely elastic case. Nevertheless,
the time evolution of the perturbations solving the Euler-Lagrange equation above exhibits time-decay and the large
number of spatial oscillation slowly relaxes, thereby keeping the features of a long-tail type time-response.
Keywords: fractional hereditary lipid membranes, viscoelastic lipid membranes, phase transitions, material
instabilities
1. Introduction
Lipid bilayers are known to be building blocks of al-
most all types of biological membranes, as they sur-
round the cells of almost of all living organisms. In
the last decade, the growing availability of advanced
microscopy and imaging techniques has determined a
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blooming of interest in the study of biological mem-
branes, often revealing spectacular examples of intricate
patterns at micro and nano scales (see, e.g., [4]).
The intimate presence of lipids in the cell membrane
strongly influences its multiphysics and, hence, its me-
chanical behavior. Of course this is highly dependent
on a rich list of parameters such as the configuration as-
sumed by the lipids, the chemical composition, temper-
ature of their watery environment and applied osmotic
pressure [5–14].
In particular, these amazing structures are capable
to sustain bending moments and normal stress, due
to their special constitutive nature, showing ordering-
Preprint submitted to JMBBM August 10, 2018
ar
X
iv
:1
51
0.
04
53
3v
1 
 [c
on
d-
ma
t.s
of
t] 
 21
 Se
p 2
01
5
disordering phenomena which allow changes in the
shape for responding to the external solicitations. The
pioneering works on modeling the the bending behavior
of biological membranes can be traced back to Canham
[15] and Helfrich [16]. These models relie upon the as-
sumptions of (i) “in-plane fluidity” and (ii) elasticity of
the membrane, hence in-plane shear stress cannot arise.
Other studies on the equilibrium shapes of biomem-
branes include the influence of presence of embedded
proteins [12, 15, 17, 18].
The ordering-disordering phenomena have been ex-
tensively investigated [7, 19–25] in order to understand
their influence on the mechanical behavior of the bi-
ological membranes. This leads to the formation of
buds [26], but this transition can be also related to the
molecules structure [27–29].
The energetics governing the thermo-chemo-
mechanical behavior of this structures was recently
derived [1, 12, 30, 31] for a better understanding of the
mechanics of the biological membranes and a powerful
tool for predicting their response whenever specific
conditions occur.
The main feature of this approach is that the energet-
ics of the membrane can be described through one sin-
gle ingredient: the in-plane membrane stretching elas-
ticity. This allows for describing the response with
respect to local area changes on the membrane mid-
surface. The principle of the minimum of energy allows
for characterizing the governing equation of the me-
chanical response of the membrane. This approach al-
lows for determining the profile and the boundary layer
of the disordering-ordering phenomena, i.e the change
from a thicker domain (ordered phase) to a thinner one
(disordered phase), and their associated rigidities.
The main feature of the energy derived in [32] is the
presence of two turning points in the local stress gov-
erning the biological membrane behavior (see Figure
2a). They are placed in a region characterized by ma-
terial instabilities, i.e in a spinoidal zone. Henceforth,
whenever the external conditions are such that the areal
stretch, i.e. the reciprocal of the thinning, is enclosed in
this region, the response may produce a rapid change of
the geometry, i.e material instabilities can occur. In this
work, we show that this occurrence is exhibited even
when the in-plane viscosity of the lipid membrane is ac-
counted for. In this regard, the experimental observa-
tions of lipid viscous behavior showed that the loss and
storage moduli are well described by power law func-
tions [2]. This observation suggests that the viscoelas-
tic behavior of the biological membrane is properly de-
scribed in the framework of the Fractional Hereditari-
ness. Indeed, upon introducing an enriched kinemat-
ics accounting for in-plane shears and the exhibited in-
plane power-law viscosity in a parallel contribution [3],
a dimension reduction procedure analog to one shown
in [1, 30] will be used for studying the fractional vis-
coelastic behavior mentioned above.
The onset of bifurcated configurations possibly aris-
ing from homogeneous configurations characterized by
an areal stretch lying in the spinoidal region is studied
in Section 2. Here we minimize the total elastic (Gibbs
free) energy to determine the bifurcated modes and the
relationships between the number of nucleated spatial
waves with the critical values of the areal stretches.
The influence of the effective viscoelasticity on the
material instabilities exhibited by the membrane is
studied in Section 3.
The problem is formulated by seeking for the val-
ues of the areal stretches for which unknown time
evolving bifurcated configurations could occur. To this
aim, in full analogy with the elastic case, a variational
principle is employed. Here, the Gibbs free energy
density is taken from [33], where a rheological model
yields the Staverman-Schartzl free energy [34–37] as
the one for power-law materials.
As in the elastic case, the viscoelastic free energy
has a local and a nonlocal part. There, the power
at which stress and hyperstress (which performs work
against changes of the displacement gradient ux, see [1]
for more details) relax could be different, as diffusion
mechanisms may occur at different average speed de-
pending on whether or nor they arise in a boundary layer
between different phase or in a given phase.
2. The membrane elasticity theory for the lipid bi-
layers
In this section we briefly recall the main results ob-
tained in [30, 38], together with a schematic description
of the approach followed in the papers. There the for-
mulation of the membrane problem is restricted to ini-
tially planar membranes, i.e. the effects of spontaneous
curvature have been neglected. In this case a simpli-
fied version of the elastic energy for the configuration
change of the membrane geometry is obtained.
An orthonormal reference frame (e1, e2, e3) is intro-
duced and a prismatic region B0 of constant thick-
ness h0 is taken as reference configuration. A flat mid-
surface Ω in the plane spanned by (e1, e2) is singled out
for further use. Points ofB0 are denoted by
x = x + ze3, (1)
2
where x = x e1 +y e2 and z ∈ (−h0/2, h0/2). Denote by f
the deformation map and by F = ∇f its gradient. Thus,
the stored Helmholtz free-energy can be expressed as
E (f ) =
∫
B0
W(F) dV =
∫
Ω
∫ h0/2
−h0/2
W(F) dz dΩ, (2)
where W is the purely elastic Hemholtz energy density
per unit volume. The surface energy density is, then,
ψ(f ) =
∫ h0/2
−h0/2
W(F) dz. (3)
Lipid membranes are known to be characterized by in-
plane fluidity, corresponding to the impossibility of sus-
taining shear stresses in planes perpendicular to e3, un-
less some viscosity is present. This constitutive assump-
tion can be used to restrict the pointwise dependence W
on a list of three invariants of F (see [39] for details)
I (x) = {J˜(x), det F(x), φ¯(x)}, (4)
which can be interpreted as the areal stretch of planes
perpendicular to the direction e3, the volume variation
and the stretch in direction e3, i.e. the thickness stretch
φ¯(x) = h(x)/h0, respectively.
Figure 1: Schematic representation of the deformation
(5) of a prismatic, plate-like reference configurationB0
into the current configuration B. The gray box depicts
the space occupied by two lipid molecules, their volume
being conserved during the deformation. Courtesy of
[1]
In order to capture the out-of-plane deformations of
the membrane and the occurrence of thickness changes,
the following ansatz (see Fig.1) has been assumed
f (x) = g(x) + zφ(x)n(x), (5)
where g(x) = g(x, y, 0) defines the current mid-surface
of the membrane, that is θ = g(Ω), where n is the out-
ward normal to θ and where φ(x) = h(x)/h0 is the thick-
ness stretch, with h the current thickness. Such ansatz
permits to make explicit the dependence of the invari-
ants I on z and, ultimately, to perform the expansion
of (3) in powers of the reference thickness h0.
The molecular volume of biological membranes can
be considered almost constant in a wide range of tem-
perature [22, 24]. Because (5) holds, this condition can
be imposed by means of a quasi - incompressibility con-
straint
det F(x, 0) = J˜(x, 0)φ(x) = 1. (6)
The constraint (6) is first order approximation of the
exact incompressibility requirement, since det F(x) =
det F(x, 0) + O(z) for a planar deformations, the con-
dition (6) implies that det F(x) = 1 holds exactly. This
is the special case considered in this work.
It is then appropriate to introduce the restriction
of the Helmholtz energy density W to Ω for quasi-
incompressible deformations,
w(J) = W(J˜, det F, φ¯)
∣∣∣∣
z=0
= W(J, 1, J−1), (7)
where J(x) = J˜(x, 0).
At this point, under ansatz (5) and the assumptions of
in-plane fluidity and bulk incompressibility, the expan-
sion of (3) up to h30 gives
ψ = ϕ(J)+κ(J)H2 +κG(J)K +α(J) ||
(
gradθ Ĵ
)
m
||2, (8)
where H and K are the mean and Gaussian curvatures
of the mid-surface θ, respectively, κ(J) and κG are the
corresponding bending rigidities and
α(J) =
h20
24
ϕ′(J)
J5
. (9)
In equation (8), Jˆ is the spatial description of J , defined
by the composition Jˆ ◦ g = J, gradθ is the gradient with
respect to points of the current mid-surface θ, and (·)m
gives his material description.
The main ingredient of the two-dimensional mem-
brane model derived in (8) is the surface Helmholtz en-
ergy ϕ(J), which regulates the in-plane stretching be-
havior of the membrane and describes the phase transi-
tion phenomena taking place in lipid bilayers. In fact,
due to increase in temperature the (hydro)carbon tails
of phospholipid molecules undergo a (first-order) phase
transition, i.e. a thickness reduction from the liquid or-
dered phase Lo to the liquid disordered phase Ld. Due to
the constraint Jφ = 1, both J and φ have been adopted
in literature as coarse-grained order parameters for the
study of the Lo−Ld transition (see, e.g., [8, 21–25, 40]).
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Figure 2: The stretching energy ϕ(J) adapted from [22]
for a temperature T ∼ 30◦ and related local stress
ϕ′(J) = τ(J). The areal stretch Jo = 1 corresponds to
the unstressed, reference configurationB0. Courtesy of
[1]
Experimental evidence clearly shows that for a given
chemical composition there exists a temperature range
where the Lo and Ld phases coexist, organizing them-
selves in domains called rafts.
A classical method to determine ϕ(J) is the construc-
tion of an appropriate Landau expansion of the stretch-
ing free energy in powers of the order parameter J (see,
e.g., [21, 22, 24, 25, 27]). The advantage of the Lan-
dau expansion is that its parameters can be related to
measurable quantities, such as the transition tempera-
ture, the latent heat and the order parameter jump (see
[22] and the treatise [8] for a detailed discussion).
By assuming that for a fixed temperature the mem-
brane natural configuration B0 coincides with the flat,
ordered Lo phase, in which J = Jo = 1, the stretching
energy is chosen in the form
ϕ(J) = a0 + a1J + a2J2 + a3J3 + a4J4, (10)
where the parameters ai (i = 0, ..., 4) depend in general
on temperature and chemical composition. In the lack
of specific experimental data and in order to show the
numerical feasibility of the model, we calibrate these
parameters on the basis of the experimental estimates
provided by [22, 27, 41]. For a temperature T ∼ 30◦,
we have
a0 = 2.03, a1 = −7.1, a2 = 9.23
a3 = −5.3, a4 = 1.13, (11)
dimensionally expressed in [J][m]−2. It is worth point-
ing out that this specific choice is illustrative and is
meant to show the feasibility of the current approach.
2.1. Planar case
The study of the equilibrium problem for a planar
lipid membrane described by the energy (10) with the
constants given by (11) permits to elucidate the emer-
gence of thickness inhomogeneities in the membrane
and allows one to calculate the corresponding rigidities
and the shape of the boundary layer between the ordered
and disordered phases. Whenever no curvature changes
are experienced by the lipid bilayer, the elastic energy
density in (8) takes the form:
ψDZ = ϕ (J) + α(J)||gradθ Ĵ||2. (12)
In this work, following [42], we consider a membrane
that in the reference configuration B0 has the form of
a thin plate of homogeneous thickness h0 (direction
e3), width B (direction e2) and length L (direction e1).
The reference membrane mid-surface θ corresponds to
z = 0, and its edges are defined by x = ±L/2 and
y = ±B/2. Henceforth, the three-dimensional mem-
brane deformation is further restricted with respect to
(5), according to
f (x) = g(x)e1 + ye2 + zφ(x)e3 (13)
so that the width B is kept constant and its gradient takes
the following form
F = ∇f =
 gx 0 00 1 0zφx 0 φ
 , (14)
where the subscript x denotes differentiation with re-
spect to x. The displacement component along e1 is
u(x) = g(x) − x. After setting
λ(x) = gx(x) (15)
for the stretch in direction e1, we have det F = λφ = 1
and J = λ. Hence φ = λ−1, so that the membrane defor-
mation is completely determined by J = λ. In [1], the
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Euler-Lagrange equation related to this kinematics and
the same form of local energy (10) was deeply studied,
obtaining the following result:
γ(J) J +
1
2
γ(J) J2x + τ(J) = Σ (16)
where γ(J) = 2α(J) and Σ is a force per reference length
on the edges x = ±L/2. In such conditions, it is easy to
show that homogeneous configurations are in the set of
equilibria. Indeed, whenever an homogeneous configu-
ration is considered, the higher-order terms drop to zero
and the equilibrium equation reads as:
τ(J) = Σ (17)
The special form of the local stress τ(J) = ϕ′(J)
shown in Figure 2 allows for discriminating several
cases around the spinodial-zone, i.e. where the func-
tion τ(J) is an S-shaped function. Indeed, whenever
J < J1 and J > J2 the equilibrium can be reached
for only one value of J, namely Σ = τ(J). On the
contrary, if J1 < J < J2 the configuration lies in the
spinoidal-zone, and the membrane can sustain the same
value of the stress by assuming three different configu-
rations, i.e. the three intersection of the function τ(J)
with the horizontal straight line representing the values
of the stress at the edges. Here, the only parameter
governing the membrane behavior is the areal-stretch
J, henceforth, by recalling the basic idea of the insta-
bilities of structures, the system is stable if the second
derivative of the total potential energy (namely ϕ(J) for
an homogeneous configuration) is positive. Therefore,
two different behaviors occur inside the spinoidal zone:
if J1 < J < Jmax or Jmin < J < J2 the second deriva-
tive of the energy is positive ϕ′′(J) > 0 (i.e, the slope
of τ(J) = ϕ′(J) is positive), and the behavior is stable,
otherwise Jmax < J < Jmin and the second derivative as-
sumes negative values, namely ϕ′′(J) < 0 and the slope
of τ(J) = ϕ′(J) is negative, determining the unstable
behavior. The only interesting phenomena due to a per-
turbed configuration arise whenever the membrane, for
some reasons (e.g. a configuration imposed in a experi-
mental setup), is homogeneously stretched with a value
lying in the unstable zone.
2.2. The linearized mechanics of membrane elasticity
In this section we obtain the linearized equation of
lipid membrane under the plane strain geometry (14)
with gx = J¯ and φ = φ¯ (hence φx = 0). In this regard
let us denote with ε the strain field perturbing uniformly
the stretched configuration just described. The elastic
free energy density (8) for the membrane is then evalu-
ated at the perturbed configuration J = J¯ + ε, and takes
the form:
ψDZ (ε, εx) = ϕ
(
J¯ + ε
)
+ α(J¯ + ε)||
(
J¯ + ε
)
x
||2
≈ ϕ(J¯) + ϕ′(J¯) ε + ϕ
′′(J¯)
2
ε2 + α(J¯) ||εx||2
(18)
where we neglected higher-order contributions in ε2.
Then the free energy takes the form:
ΨDZ =
∫
Ω
ψDZ(ε, εx)dx, (19)
where a domain Ω ∈ [−L/2, L/2] is considered and
ψDZ(ε, εx) = ϕ(J¯) +ϕ′(J¯) ε+
ϕ′′(J¯)
2
ε2 +α(J¯) ε2x. (20)
As consequence of this choice, the (in-plane) displace-
ment field is described through a perturbation v such
that u = u¯ + v. Of course, ε(x) = vx(x).
We assume that the membrane is pulled by opposite
tractions of magnitude Σ (force per reference length) at
the boundary, i.e on the edges x = ±L/2, although the
case in which the end displacements are controlled may
be treated in an analog way (see, e.g., [43]). Due to the
presence of nonlocal terms εx, it is necessary to intro-
duce hyper-tractions Γ which perform work against dis-
placement gradient vx at the boundary [44]. Henceforth,
the total energy E change in a neighborhood of the ho-
mogeneously deformed configuration reads as follows:
E = B ΨDZ −W (v, vx), (21)
where B denotes the width of the membrane patch and
W is the external work of the applied tractions Σ and
hypertractions Γ (see [1]) defined as follows:
W (v, vx) = B [Σ (u¯ + v) + Γ (u¯x + vx)]∂Ω , (22)
where u¯ = J¯x is the displacement corresponding to the
homogeneously stretched configuration from which bi-
furcations are sought. Upon substituting (18) and (21)
in (22)the total energy change takes the following form:
E = B
∫
Ω
(
ϕ + ϕ′(J¯) vx +
ϕ′′(J¯)
2
v2x + α(J¯) v
2
xx
)
dx
− B [Σ v + Γ vx]∂Ω + E¯ .
(23)
The variation of the energy is computed with respect to
a reference value E (J¯) defined as follows:
E¯ = B
∫
Ω
ϕ(J¯)dx − [Σ u¯ + Γ u¯x]∂Ω . (24)
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In the sequel all the quantities with the over-bar are
referred to the homogeneously stretched configuration,
e.g. ϕ¯ := ϕ(J¯), ϕ¯′′ := ϕ′′(J¯) and α¯ := α(J¯).
The resulting governing equation of the planar mem-
brane is obtained by imposing the stationarity of E (see
Appendix A for details). Such equation together with
its boundary conditions reads as follows:
2α¯ v′′′′ − ϕ¯′′ v′′ = 0 in Ω
either ϕ¯′′ v′ − 2α¯ v′′′ = Σ − ϕ¯ or δv = 0 in ∂Ω
either 2α¯ v′′ = Γ or δv′ = 0 in ∂Ω
(25)
It is worth noting that homogeneous configurations of
the membranes from which oscillatory perturbations
could arise are not known. In order to find the values of
J¯ characterizing such homogeneous states and to study
the solution of the boundary value problem governing
bifurcated equilibria from such configurations, a param-
eter ω is introduced as follows:
ω2 :=

+
ϕ¯′′
2α¯
if ϕ¯′′ > 0
− ϕ¯
′′
2α¯
if ϕ¯′′ < 0,
(26)
where:
ϕ¯′′
2α¯
=
12
h20
ϕ¯′′
ϕ¯′
J¯5, (27)
because of (9). Henceforth, equation (25) can be recast
as: 
v′′′′ ∓ ω2 v′′ = 0 in Ω
either ± ω2v′ − v′′′ = Σ − ϕ¯
2α¯
or δv = 0 in ∂Ω
either 2α¯ v′′ = Γ or δv′ = 0 in ∂Ω.
(28)
The choice of the boundary conditions above generate
various cases. For the sake of illustration, we choose the
case in which the displacement is constrained and the
hypertractions are imposed at the boundary, i.e. v = 0
and 2α¯ v′′ = Γ.
It is worth noting that the assumed value of ω2 af-
fects the quality of the solution, i.e. the onset of phase
changes in the elastic membrane. In this regard some
sub-cases can be identified depending upon the location
of the reference condition associated to J¯ in the stretch-
ing energy function in Figure 2. Indeed, because ϕ(J)
has at most one stationary point J0 unless the lipid bi-
layer is at its transition temperature, inspection of Fig-
ure 2 shows that there are four values of J besides J¯ to
be accounted for, namely J∗ ≤ Jmax ≤ Jmin ≤ J∗. Here
Jmax, Jmin are stationarity points of τ(J) = ϕ′(J), i.e.
ϕ(J) changes curvature there (namely ϕ′′(J) changes
sign, while J∗ and J∗ are the abscissas of the two points
sharing common tangent on ϕ(J). Two alternative sit-
uations may arise depending on the sign of ϕ¯′′. This
depends on whether or not the configuration J¯ is in the
spinoidal (unstable) zone of the local energy density
ϕ(J).
2.3. Unstable zone: ϕ¯′′ < 0
We explore the case for which ϕ¯′′ < 0 in (26), which
happens whenever J¯ is located in the spinoidal zone, i.e.
Jmax < J¯ < Jmin, corresponding to a negative slope of
the local stress, since τ(J) = ϕ′(J) (see Figure 2). The
governing equation (28) takes the following form:
vxxxx + ω2vxx = 0, (29)
which admits the integral
v(x) = A1 cos(ω x) + A2 sin(ω x) + A3 x + A4. (30)
We explore this solution for the following boundary
conditions apply:
v
∣∣∣∣
∂Ω−
= 0 v
∣∣∣∣
∂Ω+
= 0 2α¯v′′
∣∣∣∣
∂Ω−
= ΓˆL 2α¯v′′
∣∣∣∣
∂Ω+
= ΓˆR
(31)
where ΓˆR = Γ
∣∣∣∣
∂Ω+
and ΓˆL = Γ
∣∣∣∣
∂Ω−
. The values of the
coefficients Ai in (30) depend on the specified boundary
conditions. For the sake of convenience the positions
c = cos(ω L/2) and s = sin(ω L/2) are assumed; hence-
forth, the BCs assume the following form: A1 c − A2 s − A3
L
2
+ A4 = 0
2α¯ω2 (−A1 c + A2 s) = ΓˆL
at x = −L
2 A1 c + A2 s + A3
L
2
+ A4 = 0
2α¯ω2 (−A1 c − A2 s) = ΓˆR
at x = +
L
2
In this example we assume ΓˆL = ΓˆR = Γˆ. These assump-
tions lead to a simplified matrix system:
0 s L2 0
c 0 0 1
0 s 0 0
−2α¯ ω2c 0 0 0


A1
A2
A3
A4
 =

0
0
0
Γˆ
 , (32)
whose determinant is α¯ c s Lω2. We first study the non-
trivial modes (30) of the system, i.e. we explore the
roots of the following equation
α¯ c s Lω2 = 0. (33)
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It is worth noting that, because of the definition (9)
and 1 < Jmax < J¯ < Jmin, we have α¯ > 0 for all
J¯ > 1. Then, the orthogonality of the trigonometric
functions imposes that the equation is satisfied if either
for c = cos(ω L/2) = 0 or for s = sin(ω L/2) = 0.
Henceforth, we are left to examine two subcases.
Case 1. Let us consider the case s = 0 and c = ±1. This
condition implies that:
sin
(
ω
L
2
)
= 0 =⇒ ω L
2
= n pi =⇒ ω = 2 n pi
L
(34)
and a closer analysis of (34) shows that this case occurs
whenever the following relationship holds:
ϕ¯′′
ϕ¯′
J¯5 = −n
2pi2
3
(
h0
L
)2
. (35)
The thinness of the membrane here enters with the ratio
(h0/L)2 which is normally smaller than 10−8. A large
but finite number n of oscillation can certainly arise
from (35) for J such that ϕ¯′′ → 0−, i.e. right after
change on convexity of the local part of the strain energy
density. The solution of the system allows for deducing
the values of amplitude of the nth mode:
0 0 L2 0
±1 0 0 1
0 0 0 0
∓2α¯ ω2 0 0 0


A1
A2
A3
A4
 =

0
0
0
Γˆ

then 
A1 = ∓ Γˆ2α¯ ω2
A3 = 0
A4 = ∓A1
.
Hence, the buckled mode n has the following form:
vn(x) = ± Γˆ8 α¯ n2 pi2
[
cos
(
2npi
x
L
)
− 1
]
+ A2 sin
(
2npi
x
L
)
.
(36)
It is worth noting that even if the hyperstress Γˆ at the
boundary would vanish, equation (36) assures that a bi-
furcation always occurs with a bifurcated mode vn =
A2 sin
(
2npi xL
)
.
It is natural to ask if there is a reduction of energy by
nucleating oscillations. The amount of the extra energy
for getting the final configuration from J¯ is computed
in Appendix B. It turns out that it is identically zero.
This fact suggests that all the buckled configuration
from J¯ posses the same quantity of energy and then
such buckled configuration do have the same likelihood
to occur.
Case 2. Let us now consider the case s = ±1 and
c = 0. This condition implies that:
cos
(
ω
L
2
)
= 0 =⇒ ω = (1 + 2 n) pi
L
(37)
and
ϕ¯′′
ϕ¯′
J¯5 = − (1 + 2n)
2pi2
12
(
h0
L
)2
, (38)
which has certainly roots for J¯ such that ϕ¯′′ → 0− for
the reason explained in case 1. As usual, the coefficients
of the mode are found by imposing the boundary condi-
tions. We find A2 = A3 = A4 = 0. Hence, in this case a
solution is possible if and only if Γˆ = 0. It follows that
the buckled modes take the forms:
vn(x) = A1 cos(ω x) = A1 cos
(
(1 + 2n)pi
x
L
)
. (39)
It is easy to recognize that also in this case the extra
amount of energy needed to bifurcate from J¯ is equal to
0.
2.4. Stable zone: ϕ¯′′ > 0
Whenever the configuration of the membrane J¯ is lo-
cated outside of the spinoidal zone, i.e ϕ¯′′ > 0 and either
1 < J¯ < Jmax or J¯ > Jmin, the governing equation as-
sumes the following form:
v′′′′ − ω2 v′′ = 0. (40)
In such a case, the profile of the perturbation becomes:
v(x) = A1 cosh(ω x) + A2 sinh(ω x) + A3 x + A4, (41)
where the coefficients Ai, as in the previous analysis,
depend of the specific boundary conditions.
2.5. Singular points: ϕ¯′′ = 0
Before proceeding further some additional discussion
may be withdrawn from the analysis of the singular
points J¯ = Jmax and J¯ = Jmin. In both cases, the first
derivative of the local stress is zero, i.e ϕ¯′′ = 0: then the
case ω = 0 occurs. Henceforth, the governing equation
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appears to be simpler than in the other cases: v′′′′ = 0,
whose solution reads:
v(x) = A0 + A1 x + A2 x2 + A3 x3. (42)
As an example, let us consider boundary conditions (31)
with ΓˆR = ΓˆL = Γˆ, which yields the following values for
the constants:
A0 = − Γˆ L
2
16 α¯
A1 = 0 A2 =
Γˆ
4 α¯
A3 = 0. (43)
Of course no bifurcated perturbations would occur in
the absence of hyperstress at the boundary.
2.6. Numerical Examples
Let us consider a planar lipid membrane at the fixed
temperature T ∼ 30◦ (see Figure 2). Under this assump-
tion, the use of the experimental data allows for deter-
mining the energetic coefficients (11) of the local part
of the strain energy density as suggested in [1]. These
value are reported in Table 1, where the values J∗, Ji and
J∗ represent the configuration balanced by the Maxwell
stress (see [42]).
T [◦C] ΣM[J/m2] × 10−3
30 5.923
J∗ Ji J∗ Jmax Jmin
1.02539 1.16667 1.30794 1.0851 1.24823
Table 1: Characteristic values of the membrane stretch-
ing energy at T ∼ 30◦.
The solution of the problem in (28) depends on the
sign of the ratio ϕ¯′′/ϕ¯′, appearing in (27) and (38). We
recall that bifurcations occur if ϕ¯′′ < 0, i.e. whenever
the membrane stretch J¯ lies in the unstable part of the
spinoidal zone. This circumstance is highlighted in Fig-
ure 3 as a grey region under the orange curve which,
as expected, is contained in the spinoidal zone between
the two turning points for the convexity of ϕ, i.e. in the
range [Jmax, Jmin].
Figure 3 shows that for each chosen value of n, rep-
resenting the index mode or “wave number”, there ex-
ist two admissible solutions for (35). One of such val-
ues of J¯ lies on the left and the other one on the right
branch of the curve with respect to Jn the location where
the horizontal tangent is found. Moreover, this is the
only location where a unique value of n is possible, i.e
JR = JL = Jn. The wave number related to this location
is labelled nmax, because (35) ensures that greater values
Figure 3: Plot of the ratio ϕ¯′′/ϕ¯′ as function of the ho-
mogeneous configuration J¯ whenever n = 8830, h0 =
4.55 nm and L = 10 µm (see (35)).
of n do not allow the presence of bifurcated solutions.
This value can be computed as follows:
nmax =
1
pi
(
L
h0
) √
−3 ϕ¯
′′ J¯5
ϕ¯′
∣∣∣∣∣∣
J¯=Jn
. (44)
The energy used for this numerical example leads to
Jn = 1.2235 and nmax = 10.832. Each choice of n,
therefore, allows for finding two configurations J¯ from
which a bifurcated mode can be nucleated. Such values
are found numerically by choosing values of n from 0
up to nmax and computing the intersection J¯L and J¯R by
means of equation (35); The results are shown in Figure
4. The lower blue curve represents the intersection with
Figure 4: Locus of the left and right intersections as
stretched balanced configurations, i.e. admissible solu-
tions of equation (35).
the left branch of the curve in Figure 3, whereas the red
curve is the intersection with the right branch. Obvi-
ously, these two curves share a common point at J = Jn.
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In order to show the behavior of the system, a value
n = 10 is chosen for the sake of representation, then
the stretch J and the stress Σ related to this specific bi-
furcated configuration are computed through (16). Two
cases are considered for illustrative purpose only, in or-
der to show the behavior of our numerical solution: as
first case, the arbitrary constant A2 is set to 0 and the
hyperstress is chosen such that Γˆ = α(J¯)50 L , whereas in the
second example a case with a null hyperstress, Γˆ = 0, is
considered and the constant A2 is chosen as A2 = 150
L
2 pi n .
Both the results are shown in Figure 5.
Figure 5: Buckled mode 1: A2 = 0 and Γˆ =
α(J¯)
50 L . Buck-
led mode 2: A2 = 150
L
2 pi n and Γˆ = 0.
3. The mechanics of fractional order lipid bilayers
Available experimental data [2, 45, 46] show that
lipid bilayers present a time-dependent behavior de-
pending on the in-plane anomalous viscous behavior ex-
hibited by various lipid molecules at different tempera-
tures.
In this section we aim to introduce the governing
equations of a Fractional Hereditariness capturing the
evolution of the perturbations on the ordered/disordered
phase transition shown by lipid bilayers. Such perturba-
tion are predicted to occur in the lipid membrane start-
ing from a homogenously squeezed configuration.
The experimental data about lipid membrane heredi-
tariness that can be found in literature [45] show that the
case of a purely elastic membrane represents the asymp-
totic condition of the mechanics of the lipid bilayer un-
der a constant uniform stress. However, this circum-
stance is very seldom present in the physiological condi-
tions of living cells, for which intracellular and/or extra-
cellular fluids contributes to change the areal membrane
stretch several times during cell lifetimes. Therefore the
membrane stress at a certain observation time t may be
much higher than the value evaluated in the non-linear
elasticity framework, it may evolve into breakage of the
cell membrane or to lipid phase modification towards
ceramid phase and then to cell apoptosys [46].
The case of the non-homogeneous reference config-
uration is addressed as in Section 2 and it will be not
studied in this context for brevity.
3.1. The physical description of lipid membrane hered-
itariness
The mechanics of lipid bilayers forming artificial and
natural cytoplasmatic membranes presents a significa-
tive hereditary behavior [2]. Storage and loss moduli
G
′
(p), G
′′
(p) of lipid membrane depend on the type
of lipids (in the membrane e.g. phosphatidylcholine
(PODC), the sphyingomyelin (SM) based lipid chains)
and on the melting temperatures of such mixtures [2].
The morphology of the lipids in the bilayers influence
their viscosity. It may be either liquid-ordered or gel-
phase, for temperatures over or below the melting tem-
peratures of the PODC. For SM the liquid-disordered or
the solid phase (ceramide) may be involved depending
upon the temperature of the membrane.
Several experimental observations on lipid mono-
and-bilayer [45] showed that the storage and loss mod-
ulus, namely G
′
(p) and G
′′
(p), are proportional to the
frequency through a power-law of frational order, i.e
G
′
(p) ∝ pβ and G′′ (p) ∝ pβ+1, where the exponent β
depends on temperature and specific chemical compo-
sition of the biological structure.
Henceforth, the use of Maxwell rheological elements
to model storage and loss moduli of the material does
not provide an suitable representation for the behavior
of lipid membrane. This is because Maxwell models
yield G
′
(p) ∝ p and G′′ (p) ∝ p2, which are not observed
in experimental rheology of such membranes [2].
In this context appropriate models of the heredi-
tary behavior of the lipid membranes must contain
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fractional-order operators models, in which creep and
relaxation are described as power-laws of real-order,
such that J(t) ∝ tβ and G(t) ∝ t−β, respectively. The
time evolution of small perturbations arising in lipid
bilayers from homogeneous configurations describing
uniform squeezing is here modeled by making use of
the Boltzmann-Volterra superposition integral. In par-
ticular, this allows for measuring the stress evolution at
a generic location x depending on an applied strain his-
tory (x, t) as follows:
σ(x, t) =
Cβ
Γ[1 − β]
∫ t
−∞
(t − τ)−β ˙(x, τ) dτ; (45)
the right-hand side of this expression is related to the
Caputo fractional-order derivative [47–51], i.e.:
Dβt f (t) =
1
Γ(β)
∫ t
−∞
(t − τ)−β f˙ (x, τ)dτ. (46)
A rheological model known as springpot element (after
Scott-Blair [52]) is associated to (46). This represents
an intermediate behavior among a linear elastic spring
and a viscous dashpot that are obtained for β = 0 and
β = 1, respectively.
In the next section the free energy function obtained
in [33] for power-law hereditary materials is utilized.
Such a free energy will be further specialized to yield
the rheological description of the springpot element to
handle lipid membrane hereditariness.
3.2. The free energy of hereditary lipid bilayers
In this section we aim to introduce the governing
equations for the evolution of small perturbations of ho-
mogeneous configuration of hereditary and planar lipid
membranes.
To this aim it is worth bearing in mind that the
quadratic form of the free energy in (20) contains both
a local perturbative term, namely ε(x t), and a non-local
contribution in term of a first order gradient εx(x, t). As
we observe that the free energy function of the purely
elastic case is a function of the state variables ε(x) and
εx(x), the free energy function in presence of material
hereditariness may be assumed as the sum of different
contributions related to the local and the non-local state
variables (see e.g. [34–37, 53, 54]).
By looking at purely (nonlinear) elastic contributions,
in the previous section the phase transition phenomena
describing areal changes of lipid membranes were ob-
tained [1, 30]. Time evolution of small perturbation of
such configurations are inferred to be modulated by the
local and nonlocal stresses σL(x, t) and σN(x, t) respec-
tively, i.e.
σL(x, t) =
∫ t
0
GL(t − τ)ε˙(x, τ) dτ, (47a)
σN(x, t) =
∫ t
0
GN(t − τ)ε˙x(x, τ) dτ, (47b)
where GL and GN are the local and nonlocal relaxation
moduli (relative to the configuration J¯), respectively, de-
fined as follows:
GL(t) := ϕ¯′′ + fL(t),
GN(t) := 2α¯ + fN(t).
Here the following relationship must hold
lim
t→∞ fL(t) = limt→∞ fN(t) = 0, (49)
as the elastic case has to be retrieved as limit. The spe-
cific dependence of the functions fL(t) and fN(t) on time
depends on the experimental observation of the evolu-
tion of the ordered-disordered phase as well as of their
transition zone. Motivated by the experimental evidence
discussed in the previous Section, in this work a power
law relaxation function are used for the description of
the decay behavior of both local and nonlocal evolu-
tion. In particular, two different decay laws for describ-
ing both the local and the nonlocal contribution are as-
sumed. Thus the following relaxation moduli, based on
[33], are considered:
GL(t) := ϕ¯′′ + CL t−λ, (50a)
GN(t) := 2α¯ + CN t−ν, (50b)
where CL and CN represent generalized moduli of the
local and nonlocal relaxations, λ and ν are the decay ex-
ponents of the relaxations (for now chosen in the range
[0, 1]). It is worth nothing that the contributions ϕ¯′′ and
2α¯ in (50) come from the third and fourth terms of the
linearized functional in (23). The use of an additive re-
laxation form in (50) corresponds to the use of a frac-
tional order rheological element introduced in (46).
After these considerations, the free energy function
Ψ(x, t) can be thought as composed by two distin-
guished contributions:
Ψ(x, t) = ΨDZ(x, t) + ΨV(x, t), (51)
where ΨDZ(x, t) is defined by (19) and represents the
elastic contribution to the free energy at equilibrium
(see [34]), while ΨV(x, t) denotes the free energy asso-
ciated to the hereditary response of the membrane. This
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has been shown [33] to be the Staverman-Schartzl en-
ergy [34, 35, 53]. This result and equations (47), (50)
suggest that Ψ(x, t) may be written also as:
Ψ(x, t) = ΨL(ε(x, t)) + ΨN(εx(x, t)), (52)
where a local and nonlocal term are accounted for. The
former depends on the stretch itself, while the latter on
its gradient. Following [33, 53] we introduce a kernel
K(◦, ◦) as a symmetric function, i.e K(◦, ◦) ≥ 0 and
K(τ1, τ2) = K(τ2, τ1). The contribution above can fi-
nally be written as follows:
ΨL(x, t) =
1
2
KL(0, 0)ε(x, t)2
+ ε(x, t)
∫ t
−∞
K˙L(0, t − τ)ε(x, τ)dτ
+
1
2
∫ t
−∞
∫ t
−∞
K¨L(t − τ1, t − τ2)ε(x, τ1)ε(x, τ2)dτ1dτ2,
(53a)
ΨN(x, t) =
1
2
KN(0, 0)εx(x, t)2
+ εx(x, t)
∫ t
−∞
K˙N(0, t − τ)εx(x, τ)dτ+
+
1
2
∫ t
−∞
∫ t
−∞
K¨N(t − τ1, t − τ2)εx(x, τ1)εx(x, τ2)dτ1dτ2,
(53b)
where
KL(t, 0) := ϕ¯′′ +
CL
Γ(1 − λ) (t + δ)
−λ = GδL(t), (54a)
KN(t, 0) := 2α¯ +
CN
Γ(1 − ν) (t + δ)
−ν = GδN(t), (54b)
where δ is a preloading time. Of course KL(0, t) =
KL(t, 0) and KN(0, t) = KN(t, 0). It is worth noting that
the form of equation (53) comes from the definition of
the Staverman-Schartzl energy [33, 34, 53]. This result,
together with (50) and the considerations addressed in
equations (17-22) by Deseri et al. [33], allows for writ-
ing down the final form of the free energy as:
ΨL(x, t) =
1
2
GδL(0)ε
2(x, t)
+ ε(x, t)
∫ t
−∞
G˙δL(t − τ)ε(x, τ)dτ
+
1
2
∫ t
−∞
∫ t
−∞
G¨δL(2t − τ1 − τ2)ε(x, τ1)ε(x, τ2)dτ1dτ2,
(55a)
ΨN(x, t) =
1
2
GδN(0)ε
2
x(x, t)
+ εx(x, t)
∫ t
−∞
G˙δN(t − τ)εx(x, τ)dτ
+
1
2
∫ t
−∞
∫ t
−∞
G¨δN(2t − τ1 − τ2)εx(x, τ1)εx(x, τ2)dτ1dτ2,
(55b)
where ε(x, t) = vx(x, t), where v(x, t) represents the
perturbation of the configuration of the lipid membranes
at the location x and time t. Finally, the total (Gibbs)
free energy related to the perturbation v(x, t) can be
computed as:
E = B
∫ t2
t1
(∫
Ω
[ΨL(x, t) + ΨN(x, t)] dx
)
dt
− B [Σ v(x, t) + Γ vx(x, t)]∂Ω ,
(56)
where t1 and t2 > t1 are two subsequent times during
which the time evolution of the membrane is investi-
gated.
4. Linearized evolution of lipid membranes
The governing equation for the evolution of lipid
membrane is sought for v by stationarity of the func-
tional E in the class of syncronous variations, i.e.
δv(◦, t1) = δv(◦, t2). The computation of the first vari-
ation of (56) (see Appendix A for details) leads to the
Euler-Lagrange equation in the form:
2α¯
∂4
∂x4
(
v + C∗NDνt v
)−ϕ¯′′ ∂2
∂x2
(
v + C∗LDλt v
)
= y(x), (57)
where C∗L = CL/ϕ¯′′ and C∗N = CN/2α¯ represent the nor-
malized local and nonlocal moduli of the membrane, re-
spectively, and the forcing term y(x) is defined as fol-
lows:
y(x) = 2α¯
∂4 v0
∂x4
− ϕ¯′′ ∂
2 v0
∂x2
. (58)
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Here v0(x) represents an initial perturbation displace-
ment that can be induced on the membrane at the begin-
ning of the observation time, and it can be thought as the
initial configuration before the relaxation.The govern-
ing equation (57) is coupled with the following bound-
ary conditions:
either
ϕ¯′′
(
v′ + C¯LDλt v′
)
− 2α¯
(
v′′′ + C¯NDνt v′′′
)
= Σ + Σ0
or
δv = 0
(59a)
either
2α¯
(
v′′ + C¯NDνt v′′
)
= Γ + 2α¯ ε′0
or
δv′ = 0
(59b)
It is worth nothing that the term Σ0 := ϕ¯′′ε0 + 2 α¯ ε′′0 can
be interpreted as the initial stress acting on the mem-
brane to hold it in the initially perturbed configuration.
Of course, if no initial perturbation is induced on the
membrane, equation (57) and its boundary conditions
lead to an eigenvalue problem, examined in Section 4.3
in the sequel.
The structure of the linear partial differential equation
(57) allows for separation of variables for the perturba-
tion v(x, t), i.e.:
v(x, t) = f (x) q(t), (60)
where q(t) describes the time change of the perturbation
or “transfer function”, and f (x) describes the shape of
the mode. Henceforth, the governing equation can be
written in the following form:
2α¯
ϕ¯′′
f iv(x)
f ′′(x)
=
q(t) + C∗L Dλt q(t)
q(t) + C∗NDνt q(t)
= k2, (61)
where k2 is a constant to be determined. In this context,
relationship (26) holds. In this work we are interested in
exploring conditions from which oscillations can occur,
henceforth only the case ϕ¯′′ < 0 is studied. Then:
− 1
ω2
f iv(x)
f ′′(x)
=
q(t) + C∗L Dλt q(t)
q(t) + C∗NDνt q(t)
= k2, (62)
as oscillatory perturbations are explored. In analogy
with (31) the following boundary conditions are as-
sumed for all times t: v
∣∣∣∣
∂Ω−
= v
∣∣∣∣
∂Ω+
= 0
2α¯
[
v′′ + C∗NDνt v′′
] ∣∣∣∣
∂Ω−
= 2α¯
[
v′′ + C∗NDνt v′′
] ∣∣∣∣
∂Ω+
= Γˆ
(63)
which by (60) imply:
f (x)
∣∣∣∣
∂Ω
= 0
2α¯ f ′′
[
q(t) + C∗NDνt q(t)
] ∣∣∣∣
∂Ω
= Γˆ
(64)
4.1. Solution of the space-dependent equation
The space-dependent function f (x) is found through
(61) to obey the following ordinary differential equa-
tion:
f iv(x) + k2 ω2 f ′′(x) = 0. (65)
After setting
ζ2 = k2 ω2 , (66)
bearing in mind that ϕ¯′′ < 0, the solution of (65) reads
as
f (x) = A1 cos (ζ x) + A2 sin (ζ x) + A3x + A4. (67)
As usual, the boundary conditions (64) must be used in
order to determine the coefficients Ai, i = 1 ÷ 4. In par-
ticular, a closer analysis of the condition on the second
derivative of the space-dependent function f (x) yields:
2α¯ f ′′
∣∣∣∣
∂Ω
[
q(t) + C∗NDνt q(t)
]
= Γˆ ∀ t.
The latter boundary condition can be fulfilled if either Γˆ
is a prescribed of of time or if it is constant. This second
case is explored in the sequel. Whenever Γˆ is constant,
then
q(t) + C∗NDνt q(t) = κn, (68)
where κn is a constant. Consequently, the boundary con-
dition is written as follows:
2α¯ f ′′
∣∣∣∣
∂Ω
κn = Γˆ. (69)
Moreover, this condition at the edge highlights that the
second derivative vxx(x, t)
∣∣∣∣
∂Ω
there can be zero if and
only if
f ′′
∣∣∣∣
∂Ω
= 0 ⇐⇒ Γˆ = 0 (70)
the hyperstress is zero. For such a case, equation (68)
is irrelevant. Because in this section the attention is fo-
cused on the case ϕ¯′′ < 0, after setting s = sin(ζL/2)
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and c = cos(ζL/2), the boundary conditions can be writ-
ten explicitly in the form: A1 c − A2 s − A3
L
2
+ A4 = 0
2α¯ζ2 (−A1 c + A2 s) κn = Γˆ
at x = −L
2 A1 c + A2 s + A3
L
2
+ A4 = 0
2α¯ζ2 (−A1 c − A2 s) κn = Γˆ
at x = +
L
2
Such a system is the analogue of (32):
0 s L2 0
c 0 0 1
0 s 0 0
−2α¯ κnζ2c 0 0 0


A1
A2
A3
A4
 =

0
0
0
Γˆ
 (71)
whose nontrivial solutions can be found by studying the
roots of the determinant, namely after solving:
α¯ c s L κn ζ2 = 0. (72)
Because of equation (69), the case κn = 0 implies that
the hyperstress at edges is zero, and for now we do not
consider this possibility to occur. Then, the quantities
α¯, L and κn are always nonzero, and we are left to study
only two cases.
Case 1. Because ζ2 = k2 ω2 with k > 0 (although still
unknown at this stage), if s = 0 we have:
k2 ω2 =
4n2pi2
L2
, (73)
and
− ϕ¯
′′
ϕ¯′
J¯5 =
n2pi2
3 k2
(
h0
L
)2
. (74)
Case 2. If c = 0 then Γˆ = 0. As highlighted in (70), this
happens if and only if f ′′ (∂Ω) = 0.
4.2. Solution of the time-dependent equation
The time-dependent solution q(t) turns out to depend
on the value of the second derivative in space at the
edges (see (69)).
Whenever in (64) the boundary condition on the sec-
ond derivative of the displacement is nonzero , the pres-
ence of a hyperstress Γˆ at the edges implies that the
time-dependent term is constant, assuring that relation
(68) holds. This equation can be easily solved through
the method of the Laplace Transform method (see Ap-
pendix C) to yield:
q(t) =
κn
C∗N
tνEν,ν+1
(
− 1
C∗N
tν
)
+ q0Eν
(
− 1
C∗N
tν
)
, (75)
where Eα,β (z) is the Mittag-Leffler function of two pa-
rameters. At the same time, the assumption of the sepa-
ration of variables dictates that (61) be satisfied. Hence,
(61) and (68) imply that the following relationship has
to hold:
q(t) + C∗L Dλt q(t) = k2 κn, (76)
whose solution is again found by using the Laplace
Transform method:
q(t) =
k2 κn
C∗L
tλEλ,λ+1
(
− 1
C∗L
tλ
)
+ q0Eλ
(
− 1
C∗L
tλ
)
. (77)
Both equations (75) and (77) give explicit analytic
closed forms for the time-dependent function q(t). Ob-
viously they must be same. The trivial case in which
the local and nonlocal terms have both the same relax-
ation exponent λ = ν and the same normalized material
parameters C∗L = −C∗N shows that
k2 =
C∗L
C∗N
= 1,
bearing in mind that the local term C∗L < 0 as it is made
dimensioless dividing CL by ϕ¯′′ < 0.
4.3. Complete time-dependent equation: Eigenvalues
The fact that (61) and (68) must be consistent also in
the nontrivial case is studied in this section. In this re-
gard, the complete equation coming from (61) and (68)
is considered:
C∗L Dλt q(t) −C∗N k2Dνt q(t) + (1 − k2)q(t) = 0. (78)
Equation (78) has the form of a Fractional Order Eigen-
value Problem, which is not easy to be solved. Indeed,
very recent works show the strong effort in finding this
kind of solutions [55–59]. In order to solve this eigen-
value problem, we make use of the right-sided Fourier
transform Q(p)
Q(p) :=
∫ +∞
0
e−i p tq(t) dt p ∈ R. (79)
By Fourier transforming both sides of (78) we obtain:[
C∗L (−i p)λ −C∗N k2 (−i p)ν + (1 − k2)
]
Q(p) = 0. (80)
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The roots of the function inside square brackets sup-
plies the eigenvalues of the fractional differential equa-
tion (78). Consider −i = e−i pi2 and expand (80):
C∗L p
λ e−i
pi
2 λ − k2C∗N pν e−i
pi
2 ν + (1 − k2) = 0. (81)
The constant k2 introduced in (61) must be a real-valued
number. Solving equation (80) in terms of k2 we get:
k2 =
1 + C∗L pλ (cλ − i sλ)
1 + C∗N pν (cν − i sν)
=
(
1 + C∗L pλ cλ
)
− i
(
C∗L pλ sλ
)
(1 + C∗N pν cν) − i (C∗N pν sν) =
a − i b
c − i d
=
a − i b
c − i d
c + i d
c + i d
=
a c + b d
c2 + d2
+ i
a d − b c
c2 + d2
,
where we set a = 1 + C∗L pλ cλb = C∗L pλ sλ
 c = 1 + C∗N pν cνd = C∗N pν sν ,
and for the sake of convenience the positions cα =
cos(αpi/2) and sα = sin(αpi/2) are used. Because of
the fact that k is real, the following relationships must
hold:
k2 =
a c + b d
c2 + d2
(82a)
a d − b c = 0. (82b)
The latter of these conditions allows for characterizing
the value k2 as
C∗N p
ν sν −C∗L pλ sλ + C∗L C∗N pλ+ν (sνcλ − cνsλ) = 0.
Bearing in mind the transformation formulae for the dif-
ference of two angles, the relationship (82b) becomes:
C∗N p
ν sin
(
ν
pi
2
)
−C∗L pλ sin
(
λ
pi
2
)
+
+ C∗L C
∗
N p
λ+ν sin
(
(ν − λ) pi
2
)
= 0
(83)
Finally, a relationship for k2 is found in the form:
k2 =
(
1 + C∗L pλ cλ
) (
1 + C∗N pν cν
)
+
(
C∗L pλ sλ
) (
C∗N pν sν
)
(1 + C∗N pν cν)2 + (C∗N pν sν)2
.
(84)
Whenever the trivial case λ = ν and C∗L = C∗N is con-
sidered, equation (83) has solution p = 0, that implies
k2 = 1, as noticed qualitatively above. The solution of
(84) is cannot be found in closed form. In Figure 6 and
Figure 7 some numerical results are represented when-
ever the local modulus C∗L , the nonlocal modulus C∗N and
both the viscoelastic exponents are known. The value of
R is defined as function of the moduli ratio C∗L/C∗N < 0,
showing that the eigenvalues are continuous functions,
then for each choice of R is possible to find the corre-
spondent value of k2.
Figure 6: Locus of the real eigenvalues k2 and their
values as function of the ratio R = −C∗N/C∗L whenever
λ = 0.9 and ν = 0.3 (see equations (83)-(84)).
Each bifurcated configuration is characterized by a
chosen value of k2 that modifies the left and right branch
of the ratio ϕ¯′′/ϕ¯′, as shown in (74). Indeed, the elastic
case (35) is recovered whenever k2 = 1. A numeri-
cal example handling the same energy used in the elas-
tic case is reported in Figure 8. A closer analysis of
the curves shows that k2 works as a rescaling parame-
ter, increasing the magnitude of the ratio ϕ¯′′/ϕ¯′ as k in-
creases. The location of Jn is not affected by the rescal-
ing, whereas the upper bound of the curve is deeply in-
fluenced by that. Henceforth, the value nmax of the spa-
tial oscillations depends on such a rescaling, as shown
in the insert in Figure 8. Consequently, the left and right
branch change their shape, and the intersections yield-
14
Figure 7: Locus of the real eigenvalues k2 and their
values as function of the ratio R = −C∗N/C∗L whenever
λ = 0.7 and ν = 0.4 (see (83)-(84)).
ing the corresponding configurations J¯ are modified as
shown in Figure 9.
4.4. Initial condition and Eigenvalue problem
Let us consider the complete fractional differential
equation (78) with inhomogeneous initial conditions: C∗L Dλt q(t) −C∗N kDνt q(t) + (1 − k2)q(t) = 0,q(0) = q0.
As suggested in [48], a Transform method is used for
solving this Fractional Differential Equation. As first
step, let use the right-sided Fourier Transform on the
original equation taking into account the initial condi-
tion:
C∗L
[
(i p)λQˆ − (i p)λ−1q0
]
−C∗N k2
[
(i p)νQˆ+
− (i p)ν−1q0
]
+ Qˆ (1 − k2) = 0,
where p is the variable in the Fourier domain; the so-
lution of the obtained algebraic equation in term of the
Figure 8: Right hand side of equation (74) as function
of k2.
Figure 9: Modification of the left and right intersection
depending on k2 (see also Figure 4).
transformed function Qˆ(p) reads:
Qˆk(p) = q0
(
C∗L (i p)λ−1 −C∗N k2 (i p)ν−1
)
C∗L (i p)λ −C∗N k (i p)ν + (1 − k2) . (85)
By means of the solution displayed in [48], (eqns 5.22-
5.25 pag. 155 where a = C∗L , β = λ, b = −C∗N k2, α = ν
and c = 1 − k2), the transfer function in the frequency
domain of this problem reads as follows:
Gˆk(p) =
1
C∗L (i p)λ −C∗N k2 (i p)ν + (1 − k2) . (86)
It would be worth noting that the transfer function is
strictly related to the eigenvalue of k2; for this reason,
we denoted Gˆ with the subscript k, in order to highlight
the importance of k2 on the transfer function. Finally,
the transfer function in the real time domain if found
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simply by using the Inverse Fourier transform:
Gk(t) = F −1
{
Gˆk(p); t
}
=
=
1
C∗L
∞∑
z=0
(−1)z
(
1 − k2
C∗L
)z+1
tλ(z+1)−1E(z)λ−ν,λ+zν
(
C∗N
C∗L
k2 tλ−ν
)
.
(87)
The transfer function Gk(t) is strictly connected with
the Mittag-Leffler function, and it plays a modulation
role in the evolution of the membrane response in terms
of both stretch and stress.
As an illustrative example, the transfer function is nu-
merically explored in Figure 10 whenever two subcases
of C∗L = −C∗N are considered, by assuming several val-
ues of the exponential decay λ = ν. Similarly, in Fig-
ure 11 the real and imaginary part of the transfer func-
tion are analyzed whenever different exponents of the
decay λ , ν are chosen for some values of k2. The
Mittag-Leffler function drives the evolution of the mem-
brane stretch, determining changes in the amplitude of
the membrane response, as expected from the analysis
with a separation of variables.
Figure 10: Time-dependent transfer function for two
chosen values of C∗L = −C∗N and h0 = 1.5. Here
t∗ = ν
√
tν
C∗N
is a dimensionless time (see equation (75).
5. Discussion and Conclusions
Lipid phase transition arising in planar membrane
and triggered by material instabilities and their lin-
earized evolution are studied in this paper by accounting
for the effective viscoelastic behavior inherited by their
exhibited power-law in plane viscosity [2].
First, the critical set of areal stretches, i.e. the re-
ciprocal of thinning of lipid bilayer, are determined in
Figure 11: Transfer function Gˆk(p): real and imaginary
part.
the limiting case of elasticity and for two sets of bound-
ary conditions. Spatial oscillations corresponding to
the nucleated configurations arising from any of such
critical stretches are investigated. Perturbations of the
phase ordering of lipids are predicted to form bifurcated
shapes, sometimes of large periods relative to the refer-
ence thickness of the bilayer. The corresponding mem-
brane stress changes are also oscillatory.
Then, the influence of the effective viscoelasticity
of the membrane on its material instabilities is inves-
tigated. A variational principle based on the search of
stationary points of a Gibbs free energy in the class of
synchronous perturbation is employed for such analysis.
The resulting Euler-Lagrange equation is a Fractional
Order PDE yielding a non-classical eigenvalue problem.
Although its fully general solution is not provided in the
paper (see e.g. [55–59] for recent analysis on Fractional
Eigenvalue Problems), eigenvalues of the viscoelastic
problem (65), namely ζ2 (see also equation (66), are
found to be amplified by the factor k2 with respect to
their elastic counterpart, defined by equation (28). Sep-
aration of variables is applied and the mode (spatial de-
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pendence) and transfer (time dependence) functions of
any admissible perturbations of the stretched configura-
tion are determined.
Time synchronous variations are considered for find-
ing the boundary conditions and the field equations
governing the problem. Such equations yield a non-
classical eigenvalue problem to be analyzed through the
method of separation of variables. Because we analyze
bifurcations of the areal stretch from the spinoidal zone,
the spatial modes are still found to be oscillatory. The
period of oscillation is shown to decrease with the ra-
tio of (nondimensional) generalized local and nonlocal
moduli and, hence, the number of oscillation increase
with respect to the elastic case. As the ratio just men-
tioned above increases, for a given number of oscilla-
tions the interval of stretches for which bifurcation can
occur gets larger if compared with the one determined
by the purely elastic behavior.
First of all, it is found that while the range of criti-
cal areal stretches not get affected, the number of oscil-
lations per given critical stretch significantly increase,
thereby drastically reducing the period of oscillations of
the bifurcated configurations. Indeed, the factor k2 in-
duces an higher frequency of oscillation. Nevertheless,
the relaxation of the bifurcated configurations is shown
to occur. For instance, whenever the same power-law
applies both for the local and the nonlocal response, the
explicit time decay is displayed in Figure 10, while in
all of the other cases the frequency dependence of the
real and imaginary part of the transfer function reveal
that fading memory in time occurs as well (see Figure
11).
The time-dependent part of the problem leads to a
non classical fractional eigenvalue problem. Upon ex-
ploring the transfer function of the governing equation
for different values of the local and nonlocal relaxation
power, it can be concluded that time-decay occurs in
the response. Hence, large number of spatial oscillation
slowly relaxes, thereby keeping the features of a long-
tail type response.
Henceforth, although in bifurcated modes a signifi-
cantly higher number of oscillations is expected than in
the limiting case of the equilibrium elastic response of
the bilayer, the transfer function, namely the time de-
pendence of bifurcated solution, exhibits a slow decay.
Appendix A. Computation of first variation
In this Appendix, the explicit calculations referred to
functional first variation are displayed.
Appendix A.1. Elastic case
Whenever the elastic case is considered, after neglect-
ing the material constant B the energy functional E in
(23) reads as follows:
E =
∫
Ω
(
ϕ(J¯) + ϕ′(J¯) λ +
ϕ′′(J¯)
2
λ2 + α(J¯) λ2x
)
dx
− [Σ v + Γ vx]∂Ω
In this work, the unidimensional case only was consid-
ered, then the relationship λ = v′(x) holds. By entering
this result into the energetic functional the first variation
reads as follows:
δE =
∫
Ω
(
ϕ¯′ + ϕ¯′′v′
)
δv′ + (2α¯ v′′)δv′′
− [Σδv + Γδv′]∂Ω . (A.1)
Finally, after expanding all contributions and integrating
by part, the Euler-Lagrange equation with its boundary
condition takes the form:
2α¯ v′′′′ − ϕ¯′′ v′′ = 0 in Ω
ϕ¯′′ v′ − 2α¯ v′′′ = Σ − ϕ¯ or δv = 0 in ∂Ω
2α¯ v′′ = Γ or δv′ = 0 in ∂Ω
Appendix A.2. Viscoelastic case
Whenever the viscoelastic case is studied, we con-
sider the following functional:
E =
∫ t2
t1
∫
Ω
(
ψ(l)(λ) + ψ(nl)(λx)+
− [Σ v + Γ vx]∂Ω
)
dx dt
(A.2)
whose first variation takes the form
δEL =
∫ t2
t1
( ∫
Ω
(
GδL(0)λ+
+
∫ t
−∞
G˙δL(t − τ)λ(τ)dτ
)
δλ
)
dx dt
(A.3a)
δEN =
∫ t2
t1
( ∫
Ω
(
GδN(0)λ
′
+
∫ t
−∞
G˙δN(t − τ)λ′(τ)dτ
)
δλ′
)
dx dt
(A.3b)
Equations (A.3) can be rewritten bearing in mind the
Volterra-type integral in the following form:
δEL =
∫
Ω
(∫ t
−∞
GδL(t − τ)λ˙(τ)dτ
)
δλ dx (A.4a)
δEN =
∫
Ω
(∫ t
−∞
GδN(t − τ)λ˙′(τ)dτ
)
δλ′ dx (A.4b)
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and, after exp substitutions:
δEL =
∫
Ω
(
ϕ¯′′ [λ(x, t) − λ0] +
+ CLDλt λ(x, t)
)
δλ dx
(A.5a)
δEN =
∫
Ω
(
2α¯
[
λ′(x, t) − λ′0
]
+
+ CNDνt λ′(x, t)
)
δλ′ dx
(A.5b)
Henceforth:
δE =
∫
Ω
( [
ϕ¯′′
(
v′ − λ0) + CLDλt v′] δv′+
+
[
2α¯
(
v′′ − λ′0
)
+ CNDνt v′′
]
δv′′
)
dx+
− [Σ δv + Γ δv′]∂Ω
Finally, the Euler-Lagrange equation reads:
2α¯
∂4
∂x4
(
v + C∗NDνt v
) − ϕ¯′′ ∂2
∂x2
(
v + C∗LDλt v
)
=
= 2α¯
∂2 λ′0
∂x2
− ϕ¯′′ ∂ λ0
∂x︸                 ︷︷                 ︸
y(x)
(A.6)
coupled with the following attendant boundary condi-
tions:

either
ϕ¯′′
(
v′ + C∗LDλt v′
)
− ϕ¯′′λ0 − 2α¯
(
v′′′ + C∗NDνt v′′′
)
− 2α¯λ′′0 − Σ = 0
or
δv = 0
(A.7)
and

either
2α¯
(
v′′ + C∗NDνt v′′
)
− 2α¯λ′0 − Γ = 0
or
δv′ = 0
(A.8)
where the following normalized moduli were used:
C∗L =
CL
ϕ¯′′
, C∗N =
CN
2α¯
. (A.9)
Appendix B. Computation of the extra energy
The nth buckled mode obtained in the elastic case (36)
can be expanded as follows:
v =
Γ L2
8pi2α¯
[1 − cos (ωx)] + A2 sin (ωx)
v′ =
Γ L2
8pi2α¯
ω sin (ωx) + A2 ω cos (ωx)
v′′ =
Γ L2
8pi2α¯
ω2 cos (ωx) − A2 ω2 sin (ωx)
(B.1)
Because the solution v(x) depends on the trigonometric
functions, for the sake of discussion we distinguish two
contributions related to the cosine and sine components,
respectively, i.e
v = vc + vs. (B.2)
The energy stored by the membrane for getting the fi-
nal configuration from the reference one can be then de-
composed as follows:
E =
∫
Ω
ϕ¯′ v′(x) +
ϕ¯′′
2
v′2 + α¯ v′′2
=
∫
Ω
ϕ¯′
(
v′c + v
′
s
)
+
ϕ¯′′
2
(
v′c + v
′
s
)2
+ α¯
(
v′′c + v
′′
s
)2
=
∫
Ω
(
ϕ¯′v′c +
ϕ¯′′
2
v′2c + α¯v
′′
c
)
+
(
ϕ¯′v′s +
ϕ¯′′
2
v′2s + α¯v
′′
s
)
+
+ 2
(
ϕ¯′′
2
(
v′cv
′
s
)
+ α¯
(
v′′c v
′′
s
))
= Es + Ec + Ecs
(B.3)
where the following relationships were assumed:
Ec =
∫
Ω
ϕ¯′v′c +
ϕ¯′′
2
v′2c + α¯ v
′′
c , (B.4a)
Es =
∫
Ω
ϕ¯′v′s +
ϕ¯′′
2
v′2s + α¯v
′′
s , (B.4b)
Ecs = 2
∫
Ω
ϕ¯′′
2
(
v′cv
′
s
)
+ α¯
(
v′′c v
′′
s
)
. (B.4c)
Let us now compute the energy term by term:
Ec =
∫
Ω
ϕ¯′ v′c +
ϕ¯′′
2
v′2c + α¯v
′′2
c
= ω
Γ L2
8pi2α¯
∫
Ω
ϕ¯′ sin
(
npi
x
L
)
dx+
+ ω2
(
Γ L2
8pi2α¯
)2 ∫
Ω
[
ϕ¯′′
2
sin
(
npi
x
L
)2
+ α¯ ω2 cos
(
npi
x
L
)2]
dx
= ω2
(
Γ L2
8pi2α¯
)2 L
2
α¯
(
ϕ¯′′
2α¯
+ ω2
)
= 0
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since we are studying the case ω2 = −ϕ¯′′/2α¯. Analo-
gously
Es =
∫
Ω
ϕ¯′ v′s +
ϕ¯′′
2
v′2s + α¯v
′′2
s
= ω A2
∫
Ω
ϕ¯′ cos
(
npi
x
L
)
dx+
+ ω2A22
∫
Ω
[
ϕ¯′′
2
cos
(
npi
x
L
)2
+ α¯ ω2 sin
(
npi
x
L
)2]
dx
= ω2A22
L
2
α¯
(
ϕ¯′′
2α¯
+ ω2
)
= 0,
and, at least:
Ecs =
∫
Ω
2
(
ϕ¯′′
2
(
v′cv
′
s
)
+ α¯
(
v′′c v
′′
s
))
= 0
because of the orthogonality of the trigonometric func-
tions. Indeed v′s v′c ∝ v′′s v′′c ∝ sin (ωˆ x) cos (ωˆ x), and
since they are orthogonal functions, the integral over a
period is zero.
Appendix C. Solution of a Fractional Ordinary Dif-
ferential Equation
As an example, let us solve the following Fractional
Order Differential Equation:
aDαt h(t) + b h(t) = c, (C.1)
and denote with h0 the initial condition. The Laplace
Transform of (C.1) takes the form:
(apα + b) H =
c
p
+ a pα−1h0 (C.2)
For the sake of convenience, we distinguish to contribu-
tion to the transformed function H:
H1 =
c p−1
apα + b
=
c
a
p−1
pα + ba
H2 =
a pα−1h0
apα + b
= h0
a
a
p−1
pα + ba
(C.3)
Let us recall the Laplace Transform of the Mittag-Leffler
function (see Podlubny pag 21, eqn 1.80 [48])
L
{
tα
∗ k+β∗−1E(k
∗)
α∗,β∗
(
±a∗tα∗
)
; t; p
}
=
k∗! pα∗−β∗
(pα∗ ∓ a∗)k∗+1 ,
(C.4)
and look for the Anti-transform of each term. For the
first term we get recognize that k∗ = 0, α∗ − β∗ = −1,
α∗ = α, a∗ = b/a, then:
h1(t) =
c
a
tαEα,α+1
(
−b
a
tα
)
, (C.5)
whereas for the second one k∗ = 0, α∗ − β∗ = α − 1,
α∗ = α, a∗ = b/a, then
h2(t) = h0t0Eα,1
(
−b
a
tα
)
. (C.6)
Finally, the sought solution takes the following form:
h(t) =
c
a
tαEα,α+1
(
−b
a
tα
)
+ h0Eα
(
−b
a
tα
)
. (C.7)
Acknowledgements
The authors are grateful to financial support provided
in the course of the study. Luca Deseri acknowledges
the Department of Mathematical Sciences and the
Center for Nonlinear Analysis, Carnegie Mellon
University through the NSF Grant No. DMS-0635983
and the financial support from Grant INSTABILITIES
- ERC-2013-ADG-“Instabilities and nonlocal multi-
scale modelling of materials” held by Prof. Davide
Bigoni, who is gratefully acknowledged. Pietro Pollaci
greatly acknowledges the Italian INdAM-GNFM
for the financial support through “Progetto Giovani
2014 Mathematical models for complex nano- and
bio-materials”. Massimiliano Zingales acknowledges
the PRIN2010-2011 with national coordinator Prof. A.
Luongo. Kaushik Dayal acknowledges support from
AFOSR Computational Mathematics (YI FA9550-
12-1-0350), NSF Mechanics of Materials (CAREER
1150002), and ONR Applied and Computational
Analysis (N00014-14-1-0715).
References
References
[1] L. Deseri, G. Zurlo, The stretching elasticity of biomembranes
determines their line tension and bending rigidity, Biomech
Model Mechanobiol 12 (2013) 1233–1242. doi:doi:10.
1007/s10237-013-0478-z.
[2] G. Espinosa, I. Lo´pez-Montero, F. Monroy, D. Langevin, Shear
rheology of lipid monolayers and insights on membrane fluidity,
PNAS 108 (15) (2011) 6008–6013. doi:www.pnas.org/cgi/
doi/10.1073/pnas.1018572108.
[3] L. Deseri, M. Zingales, Constitutive model of hereditary fluid
mosaic of lipid bilayers, In preparation.
[4] T. Baumgart, W. Webb, S. Hess, Imaging coexisting domains in
biomembrane models coupling curvature and line tension, Na-
ture 423 (821824).
[5] H. Bermu´dez, D. Hammer, D. Discher, Effect of bilayer thick-
ness on membrane bending rigidity, Langmuir 20 (2004) 540–
543.
19
[6] S. Das, A. Tian, T. Baumgart, Mechanical stability of
micropipet-aspirated giant vesicles with fluid phase coexistence,
J. Phys. Chem. B 112 (1162511630).
[7] A. Iglic (Ed.), Advances in planar lipid bilayers and liposomes,
1st Edition, Vol. 15, Academic Press, 2012.
[8] E. Sackmann, Handbook of biological physics, Elsevier, 1995,
Ch. 5. Physical Basis of Self-Organization and Function of
Membranes: Physics of Vesicles, pp. 213–303.
[9] M. Hu, J. Briguglio, M. Deserno, Determining the gaussian cur-
vature modulus of lipid membranes in simulations, Biophys. J.
102 (14031410).
[10] D. Norouzi, M. Mu¨ller, D. M., How to determine local elas-
tic properties of lipid bilayer membranes from atomic-force-
microscope measurements: A theoretical analysis, Phys.Rev. E
74 (061914).
[11] A. Agrawal, D. Steigmann, Coexistent fluid-phase equilibria
in biomembranes with bending elasticity, J. Elasticity 93 (1)
(2008) 63–80.
[12] A. Agrawal, D. Steigmann, Modeling protein-mediated mor-
phology in biomembranes, Biomech Model Mechan 8 (5)
(2009) 371–379.
[13] N. Walani, J. Torres, A. Agrawal, Endocytic proteins drive vesi-
cle growth via instability in high membrane tension environ-
ment, PNAS (2015) E1423–E1432doi:www.pnas.org/cgi/
doi/10.1073/pnas.1418491112.
[14] T. Baumgart, S. Das, W. Webb, J. Jenkins, Membrane elastic-
ity in giant vesicles with fluid phase coexistence, Biophis. J. 89
(2005) 1067–1080.
[15] P. Canham, The minimum energy of bending as a possible ex-
planation of the biconcave shape of the human red blood cell, J.
Theor. Biol. 26 (1970) 6180.
[16] W. Helfrich, Elastic properties of lipid bilayers: theory and pos-
sible experiments, Z. Naturforsch [C] 28 (11) (1973) 693–703.
[17] J. Jenkins, Static equilibrium configurations of a model red
blood cell, J. Math. Biol. 4 (2) (1977) 149–169.
[18] P. Biscari, F. Bisi, Membrane-mediated interactions of rod-like
inclusions, Eur. Phys. J. E 7 381386.
[19] S. Akimov, P. Kuzmin, Z. J., An elastic theory for line tension at
a boundary separating two lipid monolayer regions of different
thickness, J. Elec. Chem. 564 (203) 13–18.
[20] L. Chen, M. Johnson, R. Biltonen, A macroscopic description
of lipid bilayer phase transitions of mixed-chain phosphatidyl-
cholines: Chain-length and chain-asymmetry dependence, Bio-
phys J. 80 (2001) 254–270.
[21] M. Falkovitz, M. Seul, H. Frisch, H. McConnell, Theory of pe-
riodic structures in lipid bilayer membranes, Proc. Natl. Acad.
Sci. USA 79 (1982) 3918–3921.
[22] R. Goldstein, S. Leibler, Structural phase transitions of interact-
ing membranes, Phys. Rev. A. 40 (2) (1989) 1025–1035.
[23] F. Jahnig, Critical effects from lipid-protein interaction in mem-
branes, Biophys. J. 36 (1981) 329–345.
[24] J. Owicki, M. Springgate, H. McConnell, Theoretical study
of protein-lipid interactions in bilayer membranes, Proc. Natl.
Acad. Sci. USA 75 (1978) 1616–1619.
[25] J. Owicki, H. McConnell, Theory of protein-lipid and protein-
protein interactions in bilayer membranes, Proc. Natl. Acad. Sci.
USA 76 (1979) 4750–4754.
[26] R. Lipowsky, Budding of membranes induced by intramem-
brane domains, J. Phys. II France 2 (1992) 1825–1840.
[27] S. Komura, H. Shirotori, P. Olmsted, D. Andelman, Lateral
phase separation in mixtures of lipids and cholesterol, Europhys.
Lett. 67 (2) (2004) 321.
[28] J. Pan, S. Tristram-Nagle, J. Nagle, Effect of cholesterol on
structural and mechanical properties of membranes depends on
lipid chain saturation, Phys. Rev. E: Stat. Nonlin. 80 (021931).
[29] W. Rawicz, K. Olbrich, T. McIntosh, D. Needham, E. Evans,
Effect of chain length and unsaturation on elasticity of lipid bi-
layers, Biophys. J. 79 (2000) 328–339.
[30] L. Deseri, M. Piccioni, G. Zurlo, Derivation of a new free energy
for biological membranes, Continuum Mech Term 20 (5). doi:
10.1007/s00161-008-0081-1.
[31] M. Maleki, B. Seguin, E. Fried, Kinematics, material symmetry,
and energy densities for lipid bilayers with spontaneous curva-
ture, Biomech Model Mechanobiol 12 (5) (2013) 997–1017.
[32] L. Deseri, D. R. Owen, Submacroscopically stable equilibria
of elastic bodies undergoing disarrangements and dissipation,
Mathematics and Mechanics of Solids 15 (6) (2010) 611–638.
[33] L. Deseri, M. Di Paola, M. Zingales, Free energy and states
of fractional-order hereditariness, Int J Solids Struct 51 (2014)
3156–3167.
[34] G. Del Piero, L. Deseri, On the analytic expression of the free
energy in linear viscoelasticity, J. Elast. 43 (1996) 247–278.
[35] G. Del Piero, L. Deseri, On the concepts of state and free energy
in linear viscoelasticity., Arch. Rational Mech. Anal. 138 (1997)
1–35.
[36] L. Deseri, M. Golden, M. Fabrizio, The concept of a minimal
state in viscoelasticity: New free energies and applications to
pdes, Arch. Rational Mech. Anal. 181 (2006) 43–96.
[37] L. Deseri, M. Golden, The minimum free energy for continuous
spectrum materials., SIAM J. Appl. Math. 67 (3) (2007) 869–
892.
[38] G. Zurlo, Material and geometric phase transitions in biological
membranes, Ph.D. thesis, Doctorate of Philosophy in Structural
Engineering, University of Pisa (2006).
[39] L. Deseri, T. Healey, R. Paroni, Material gamma-limits for bio-
logical in-plane fluid plates, In preparation.
[40] F. Jahnig, What is the surface tension of a lipid bilayer mem-
brane?, Biophys. J. 71 (1996) 1348–1349.
[41] S. Komura, N. Shimokawa, Tension-induced morphological
transition in mixed lipid bilayers, Langmuir 22 (2006) 6771–
6774.
[42] B. Coleman, D. Newman, On the rheology of cold drawing.
i.elastic materials, J Polym Sci Pol Phys 26 (1988) 1801–1822.
[43] N. Triantafyllidis, S. Bardenhagen, On higher order gradient
continuum theories in nonlinear elasticity derivation from and
comparison to the corresponding discrete models, J. Elast. 33
(1993) 259–293.
[44] G. Puglisi, Nucleation and phase propagation in a multistable
lattice with weak nonlocal interactions, Continuum Mech Ther-
modyn (2007) 299–319.
[45] C. W. Harland, M. J. Bradley, R. Parthasarathy, Phospho-
lipid bilayers are viscoelastic, PNAS 107 (45) (2010) 19146–
19150. doi:doi:www.pnas.org/cgi/doi/10.1073/pnas.
1010700107.
[46] D. Craiem, R. L. Magin, Fractional order models of viscoelastic-
ity as an alternative in the analysis of red blood cell (rbc) mem-
brane mechanics, Phys Biol. 7 (1) (2010) 13001.
[47] M. Caputo, Elasticita` e Dissipazione, Zanichelli, Bologna, 1969.
[48] I. Podlubny, Fractional Differential Equation, Academic, New
York, 1998.
[49] R. L. Magin, Fractional calculus models of complex dynamics in
biological tissues, Computers & Mathematics with Applications
59 (5) (2010) 1586–1593.
[50] S. G. Samko, A. A. Kilbas, O. I. Marichev, Fractional Integrals
and Derivatives. Theory and Applications, Gordon & Breach
Science Publishers, Londn - New York, 1987.
[51] A. A. Kilbas, H. M. Srivastava, J. J. Trujillo, Theory and Appli-
cations of Fractional Differential Equations, Elsevier, Amster-
dam, Netherlands, 2006.
[52] G. Scott-Blair, Psychoreology: links between the past and the
20
present, Journal of the Texture Studies 5 (1974) 3–12.
[53] S. Breuer, E. Onat, On the determination of free energies in lin-
ear viscoelastic solids, ZAMP 15 (1964) 184–191.
[54] L. Deseri, G. Gentili, M. Golden, An expression for the minimal
free energy in linear viscoelasticity, J. Elast. 54 (1999) 141–185.
[55] J. Henderson, N. Kosmatov, Eigenvalue comparison for frac-
tional boundary value problems with the caputo derivative,
Fract. Calc. Appl. Anal. 17 (3) (2014) 872–880.
[56] J.-S. Duan, Z. Wang, Y.-L. Liu, X. Qiu, Eigenvalue problems for
fractional ordinary differential equations, Chaos Solition Fract
46 (2013) 46–53.
[57] J. Qi, S. Chen, Eigenvalue problems of the model from nonlocal
continuum mechanics, J. Math. Phys. 52 (073516).
[58] F. Mainardi, The fundamental solutions for the fractional
diffusion-wave equation, Appl.Math.Lett. 9 (6) (1996) 23–28.
[59] J. Li, J. Qi, Spectral problems for fractional differential equa-
tions from nonlocal continuum mechanics, Adv Differ Equ 85
(2014) 2–12.
21
