We present two iterative algorithms to interpolate graph signals from only a partial set of samples. Our methods are derived from classical iterative schemes in presence of irregular samples and compared with existing graph signal reconstruction algorithms in order to study the rate of convergence and the computational efficiency. The experimental results demonstrate the effectiveness of the proposed methods.
Introduction
To extract reliable information from big data requires approaches that efficiently process large amounts of data. Graphs are powerful representations describing the geometric structures of big data domains in numerous applications such as social, energy, transportation and sensor networks, with vertices corresponding to different sensors, observations, or data points and edges representing connections, similarities, or correlations among those points [24, 27] .
Let G = (V, E) be an undirected graph with finite vertex set V = {x i } N i=1 and edge set E. For any x ∈ V, we define the degree of x to be the number of edges connected to x and denote it with d x . If one complex number is associated with each vertex, all these numbers are collectively referred as a graph signal [24, 25, 27] . Thus, a graph signal is regarded as a mapping f : V → C, x n → f (x n ) (f (n), for short), and the complex N -dimensional space C N as the space of all N -dimensional graph signals.
Let D denote the degree matrix of G which is the diagonal N × N matrix given by D = diag(d x ), and A denote the adjacency matrix of G, also N × N , where
Then the Laplacian of G can be written as L = D −A. Matrix L is called Laplacian to distinguish it from the normalized Laplacian L = D −1/2 LD −1/2 . We consider exclusively the normalized Laplacian matrix L because it is shown to produce superior classification results [33] and, under the assumption G undirected without self loops, it is a symmetric positive semi-definite matrix. Therefore, it has nonnegative eigenvalues {λ k } N k=1 always in the range [0, 2] with associated orthonormal real-valued eigenvectors {ϕ k } N k=1 . Let us also denote by ϕ * the conjugate transpose of a vector ϕ, by Φ the N × N orthogonal matrix whose k-th column is ϕ k and by σ(L) the spectrum of L.
The graph Fourier transform (GFT)f of a signal f : V → C on G is defined as the expansion of f in terms of the graph normalized Laplacian eigenvectors, that isf
Thus, GFT is only defined on values of σ(L). Similar with classical Fourier analysis, eigenvalues {λ k } N k=1 are regarded as frequencies of the graph, andf (λ l ) is regarded as the frequency component corresponding to λ l . The frequency components associated with smaller eigenvalues can be called low-frequency part, and high-frequency part those associated with larger eigenvalues. The inverse graph Fourier transform is then given by
If we consider f andf as N × 1 vectors, then (1) and (2) becomef = Φ * f and f = Φf , respectively. The matrices Φ * and Φ are called graph Fourier matrix and inverse graph Fourier matrix, respectively. The inversion formula (2) guarantees a perfect reconstruction of f from the knowledge off (λ l ) for all the eigenvalues λ l of L. However if we only reconstruct f from values off (λ l ) with low magnitudes, we obtain an approximation to f . The task of sampling and recovery is one of the most investigated topics in signal processing on graphs ( [1, 3, 4, 17, 20, 23, 26, 28, 30, 34] ).
If supp(f) ⊆ [0, ω], f is called ω-bandlimited and the subspace P W ω (G) of ωbandlimited signals on G is called Paley-Wiener space. Bandlimited signals are smooth, and the smoothness increases as the bandwidth decreases. Suppose that for a graph signal f ∈ P W ω (G), only {f (u)} u∈S on the sampling set S ⊆ V are known. In [23] , Pesenson showed that f can be uniquely reconstructed from its entries {f (u)} u∈S under certain conditions. To make a practical use of Pesenson's result, the authors of [20] presented the following result to compute the maximum ω.
Proposition 1 Given a graph G = (V, E) with normalized Laplacian matrix L, known sampling set S and unknown set S c = V \ S, let (L 2 ) S c be the submatrix of L 2 containing only the rows and columns corresponding to S c . Then any signal f ∈ P W ω (G) with ω ≤ σ min , where σ 2 min is the smallest eigenvalue of (L 2 ) S c , can be uniquely recovered from its samples on S.
Discrete signals are processed by filters, i. e., systems that take a signal as input and produce another signal as output. Most often, filtering means removing some frequencies and not others in order to suppress interfering signals and reduce background noise, as frequent artifacts corrupting biomedical ecg signals (see [15] for a survey on these topics and [7] for a recent signal denoising scheme based on a recursive filtering methodology). Similarly to classical discrete signal processing, we can represent filtering on a graph using matrix-vector multiplication. In particular, we will consider the linear operations called sampling and bandlimiting, respectively, and defined on C N as follows. The sampling operation maps a signal into another by setting to zero a certain subset of its samples. In matrix form, this corresponds to multiplication by a diagonal matrix S containing only zeros or ones and called sampling matrix. The density of a sampling set is s/N , s being the number of nonzero entries in the sampling set. The bandlimiting operator onto P W ω (G) is characterized by a matrix P of the form P = ΦSΦ * , where S is a sampling matrix other than the identity I. Signals that satisfy f = P f are low-pass signals and P is a low-pass filter matrix.
Iterative reconstruction of bandlimited graph signals
In this section we present two iterative methods to interpolate graph signals from only a partial set of samples. Our methods are derived from classical iterative schemes in presence of irregular samples (see, for instance, [13, 18, 19] ) and compared with existing graph signal reconstruction algorithms in order to study the rate of convergence and the computational efficiency. Namely, the proposed reconstruction methods are based on the Papoulis-Gerchberg algorithm [11, 22] and the Mann's fixed point algorithm [16] , respectively, both considered with the optimal value of a constant involved in the iteration step. First of all, recall the following concepts and results.
Definition 1 The spectral norm of an arbitrary matrix A is given by
Ax or also by A = ρ(A * A), where ρ(A) denotes the spectral radius of A, that is, the greatest of its eigenvalues in absolute value.
Let X be the Banach space of linear operators on C N , that is, matrices over the complex field, with the usual norm · .
for all x, y ∈ X, and strictly nonexpansive if equality holds only for x = y.
Nonexpansiveness of A means Av ≤ v for any v ∈ C N . Thus, the spectral norm of a linear nonexpansive operator A cannot exceed unity. It follows from ρ(A) ≤ A that the absolute values of the eigenvalues of a nonexpansive matrix A do not exceed unity. Therefore, a strictly nonexpansive matrix A is convergent to zero [29] .
It follows that a strict nonexpansive operator is in particular strict pseudo-contractive.
Optimal Papoulis-Gerchberg algorithm
The Papoulis-Gerchberg algorithm (PG) [11, 22] has been extensively used to solve the missing data problem in bandlimited signals. Each iteration of PG consists of two steps: filtering and resampling. The low-pass filtering step
imposes the frequency domain constraints about the data producing an improved approximation p (k) from the previous approximation f (k) . The next step restores the known data, mapping the output of the previous step p (k) into f (k+1) , that is
where T denotes the resampling operator defined by T (·) = µg + (I − µS)(·), with µ a fixed constant called relaxation parameter. The original signal satisfies f = P f and the observed signal is g = f (1) = Sf . Combining (3) and (4) we have
where T
We show the strict nonexpansiveness of the operator T ′ and thus the convergence of (5) to the required solution if suitable conditions are imposed upon S, P and µ. In order to do this, the following lemmas of [9] will be crucial. (6), has at least one solution. 
the operator T Proof Let A µ = (I −µS)P . By contradiction, let (7) hold without T ′ being strictly nonexpansive. This means that
for some v = 0. The last equality implies the vanishing ofv i for i ∈Ī f , thus P v = v. This reduces the second equality to (I − µS)v = v . But
implies v i = 0 for i ∈ I t , since, by hypothesis, 0 < µ < 2. Applying Lemma 3, we see that v must be the zero vector, a contradiction, thus T ′ must be strictly nonexpansive. The theorem then follows since a strictly nonexpansive mapping cannot have more than one fixed point (see, for instance, [2] ).
Let now T µ = P (I − µS)P . In [9] is shown that ρ(A µ ) = ρ(T µ ) and the effect of the parameter µ upon the convergence rate of the algorithm (5) is investigated by comparing the spectral radii of the matrices T µ and T 1 . This proved that decreasing µ below 1 is uninteresting, while increasing µ towards 2 reduces the spectral radius leading to better convergence rates. Assuming µ > 1 and λ min and λ max as the smallest and largest eigenvalues of T 1 , respectively, under the conditions of Theorem 1 we have λ min = 0 and λ max < 1. The spectral radius of A µ is given by
and this expression is minimized when µ − 1 = 1 − µ(1 − λ max ). By solving we find the optimal value of µ
For µ = µ opt the spectral radius of the iteration matrix is
which result in considerably better convergence rates, as shown in Section 3. The algorithm proposed for the reconstruction of a bandlimited graph signal f (f = P f ) from a partial observation (f (1) = Sf ) is based on the iteration step (5) with µ = µ opt . We call it Optimal Papoulis-Gerchberg Iterative Reconstruction (O-PGIR). A pseudocode is displayed below, where σ min is the maximal cutoff frequency defined as in Proposition 1.
Algorithm 1 Optimal Papoulis-Gerchberg Iterative Reconstruction (O-PGIR)
Input: Graph G, sampling set S with density d, sampled data {f (u)} u∈S , cutoff frequency ω ≤ min{σ min , d}; Output: Interpolated signal f (k) ;
Initialization: 1: f (1) = Sf ;
Loop: 2: f (k+1) = µoptSf + (I − µoptS)P f (k) ;
Until: The stop condition is satisfied.
If the relaxation parameter µ is unitary, (5) is proposed as Iterative Least Square Reconstruction (ILSR) in a graph setting in [21] . ILSR is derived from projection onto convex sets [32] . A frame-based representation [6] of ILSR is given in [31] together with the definition of local sets, that is a partition of the vertex set into disjoint neighbours of the sample vertices. Based on these concepts, the authors of [31] also proposed two algorithms, namely Iterative Weighting Reconstruction (IWR) and Iterative Propagating Reconstruction (IPR), that perfectly recover ωbandlimited signals for any ω less than or equal to a certain measure of the local sets. IWR and IPR are derived from (5) as reformulation in a graph setting of the Adaptive Weights Method [8] and the Voronoi Method [14] , respectively, and are shown to converge faster than ILSR.
Optimal Mann iterative algorithm
For a convex subset C of X and a mapping A from C into itself, the Mann iteration process [16] is the sequence {x (k) } in C defined by
where {c k } is a real sequence satisfying c 1 = 1, 0 < c k ≤ 1, for all k > 1, and ∞ k=1 c k = ∞. As a particular case, we may choose for instance c k = k −1 . Chidume [5] proved the following result that guarantees for a Lipschitzian and strictly pseudo-contractive operator A in ℓ p , p ≥ 2, the strong convergence of (8) to a fixed point of A.
Theorem 2 Suppose C is a nonempty closed bounded convex subset of ℓ p , p ≥ 2, and A : C → C is a Lipschitzian strictly pseudo-contractive mapping. Let {c k } be a real sequence satisfying:
Then the Mann sequence {x (k) } ∞ k=1 generated by x (1) ∈ C converges strongly to a fixed point of A.
Recalling that, under the assumptions of Theorem 1, the operator T ′ defined in (6) is strictly nonexpansive and then T ′ cannot have more than one fixed point, Theorem 2 gives an iterative method for the perfect recovering of any bandlimited signal from a suitable set of known samples. With P and S matrices as in Section 2.1, c n = n −1 and T ′ opt (·) = µ opt Sf + (I − µ opt S)P (·), we have the following iteration step for the progressive reconstruction of f = P f from a partial observation f (1) = Sf :
and the following pseudocode of the proposed Optimal Mann Iterative Reconstruction (O-MIR) algorithm.
Algorithm 2 Optimal Mann Iterative Reconstruction (O-MIR)
Initialization:
The stop condition is satisfied.
Experimental results
A randomly generated graph G with 100 vertices and 1193 edges and the Minnesota road graph M [12] which has 2640 vertices and 6604 edges, are chosen as underlying sample structures to compare the convergence rates of the proposed O-PGIR and O-MIR algorithms with the existing ILSR, IWR and IPR methods.
The bandlimited signal f is generated by first considering a random signal and then removing its high-frequency components. In order to identify the most efficient "spreaders" in the graph network with the best connected vertices [10] , we choose 35% of vertices with highest degrees (hence density d = 0.35) as sampling set S for the bandlimited graph signal f . In this case, the maximal cutoff frequency σ min , defined as in Proposition 1, is 0.697 for G and 0.251 for M. We also consider local sets {N (u)} u∈S satisfying
as for the experiments in [31] . The convergence curves of ILSR, IWR, and IPR and the proposed O-PGIR and O-MIR are illustrated in Fig. 1 and Fig. 3 with respect to number of iterations on the graphs G and M, respectively, and in Fig. 2 and Fig.  4 with respect to execution time. The algorithms were implemented in MATLAB. It can be seen that the convergence rate of the proposed algorithms is improved if compared with the references except IPR in terms of iteration number on graph G. The convergence curves of O-MIR and IPR almost coincide when compared with respect to execution time while O-PGIR significantly improves the bound. This is basically due to the fact that IWR and IPR at each iteration require a propagating step that increases the computational complexity of the algorithms. Tables 1-4 show the normalized mean square error (NMSE) of the algorithms with respect to the iteration number and the execution time on both graphs G and M. Basically, the results on graph M confirm the performance of the proposed O-PGIR and O-MIR. Moreover, the convergence rate of the proposed algorithms is improved also with respect to IPR.
Conclusions
In this paper, the task of graph signal reconstruction from only a partial set of samples is investigated. Two iterative methods, called O-PGIR and O-MIR, are proposed to reconstruct the missing data from the observed samples. Our algorithms are derived from classical iterative schemes in presence of irregular samples and compared with existing graph signal reconstruction algorithms, namely ILSR, IWR and IPR, in order to study the rate of convergence and the computational efficiency. Of course this type of methods need to work in a centralized manner. Most existing methods do not have this disadvantage and are developed with the idea of a distributed implementation. As such, it is understandable that they might perform not as good. However, the experimental results demonstrate the effectiveness of the suggested approach by showing relevant improvements in terms of execution time and convergence rate. These results encourage to proceed in a future research by considering time series of data on each vertex of the graph and products of graphs as underlying structures of multidimensional signals, such as digital images and video. 4.578 · 10 −2 1.107 · 10 −2 5.108 · 10 −4 6.238 · 10 −4 6.081 · 10 −5 20
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