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ABSTRACT 
 
Patty J. Dennis 
 
ADVANCEMENTS IN CONDUCTIVITY DETECTION FOR USE WITH 
MICROCOLUMN AND MICROFLUIDIC DEVICES 
(Under the direction of James W. Jorgenson) 
 
 
 The research presented herein describes developments and applications of 
conductivity detection on both capillary and microfluidic platforms. Contactless 
conductivity detection is the foundation for this work and has been developed to provide 
an alternative means of universal detection from the traditionally used method of 
ultraviolet absorbance. Through the application of conductivity detection, a photothermal 
absorbance detector has also been developed. This detector provides a means of optical 
detection that is not subject to some of the limitations found in traditional absorbance 
methods, such as path length, and as such, has been applied to the small volume sampling 
regions found in microfluidics. 
Experimental investigations have been performed for the optimization of 
contactless conductivity detection, including an evaluation of electrical parameters and 
components, such as excitation frequency and voltage, capillary inner diameter, detector 
position, electrode length, and system parameters revolving around buffer ionic strength 
and composition. Through a thorough investigation of numerous buffer systems in an 
attempt to elucidate additional compositional sources of noise, a novel theory of ion 
movement under the confinement of the electrical fields and fluid flow in capillary 
 iv 
electrophoresis systems has been developed. Experimental evidence has indicated the 
presence of an ion depletion region at the capillary inlet which indicates a unique 
interaction between these phenomena.  
Contact conductivity detection has been developed for use with microfluidic 
devices. A planar electrode configuration has been developed for conductivity detection 
on microchips. The decreased area inherent to planar electrodes necessitates a contact 
detection method. Proof of concept studies and investigation into electrode geometry and 
fabrication have been performed. Initial studies into the use of polyelectrolytic salt bridge 
electrodes have also been undertaken as an alternative to traditional metal electrode 
systems. 
Photothermal absorbance detection has been developed for use with microfluidic 
systems as an alternative to absorbance detection. Due to the path length dependence of 
traditional absorbance detection methods, it has been severely limited in practicality for 
small volume detection. Both theoretical and experimental investigations have shown an 
enhancement in the photothermal signal observed on a microfluidic platform. In addition, 
modifications to the photothermal system have also been made to enhance the stability 
and magnitude of the signal observed.  
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Chapter 1: Detection Methods for Microcolumn Separations  
 
1.1 Challenges of Microcolumn Separations 
As separation techniques continue to get smaller, and the desire for fast, high-
throughput analyses using micro-total analysis systems (µ-TAS) becomes more 
prominent, the demand for increased sensitivity and selectivity in detection methods 
becomes more important. Research in the field of analytical detector development has 
centered on providing an ultra-sensitive detection method that gives as much information 
about the analyte of interest as quickly as possible. This is especially important in 
electrokinetically driven separations, where in a capillary the total separation is complete 
within minutes, and even more so in a µ-TAS, where the entire analysis is complete on 
the order of several seconds. Development of microfluidic based platforms such as these 
– where complete analysis of an analyte, from sample preconcentration to enzymatic 
reactions, cell lysis, and detection are on a single microfluidic chip – has seen continued 
interest in the last several years, with detection being one of the integral components to 
the overall success of the sample analysis.1-9  
Due to the small dimensions of the separation channels in microcolumn and 
microfluidic systems, necessitated by the need to provide an adequate means of 
dissipating Joule (resistive) heat produced from the high electrical field strengths used to 
drive the separation, optical detection techniques based on absorbance (transmittance) do 
not provide adequate sensitivity for low abundance analytes, simply due to the path-
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length dependence of Beer’s law. While one could imagine increasing the incident light 
power, it is also known that with traditional absorbance techniques this does not 
necessarily result in improved signal to noise ratios. Thus, conventional methods of 
detection in microfluidic and microcolumn separation techniques have been based on 
either fluorescence or electrochemistry; however, it has been observed that these 
techniques, while highly sensitive and selective, lack a wide range of applicability to 
most analytes.10 Given this need, work to develop a detection method to overcome these 
issues will be presented and discussed. 
 
1.2 Challenges to Conventional Detection Techniques 
Laser induced fluorescence (LIF) has been used extensively for small volume 
detection, as this technique has proven to be an incredibly sensitive optical method, with 
detection limits at the single molecule level being reported.11 In fluorescence detection, 
light of a specific wavelength impinges upon a sample, causing the molecules in the 
sample to enter an excited state. Relaxation back to the ground state can occur through 
several different pathways, including fluorescence (emission of a photon), intersystem 
crossing to an excited triplet state with subsequent emission, or phosphorescence, as well 
as a number of nonradiative relaxation processes comprised of internal and external 
conversions. However, for fluorescence to be an ideal detection method, the analyte of 
interest must have a sufficiently high quantum yield of fluorescence.10, 12 While LIF can 
be a highly sensitive technique, detection of analytes which do not exhibit substantial 
native fluorescence requires tagging and, as such, a substantial amount of work has gone 
into developing and optimizing these reactions.1, 13-15 Unfortunately, tagging reactions are 
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not always available for every analyte of interest and modifications can often cause 
undesirable changes to the physical attributes of the analyte, including electrophoretic 
mobility and solubility. Additionally, derivatization reactions have been shown to cause 
matrix effects, including interference from unreacted derivatization reagents and 
undesired reaction products, further decreasing the applicability of this technique to wider 
range of analytes.16   
 Amperometric techniques have been shown to be highly sensitive as well, 
allowing the quantization of analytes in the nanomolar range.17 This technique works by 
using a potential applied to an electrode to induce oxidation or reduction of the species of 
interest at the electrode surface while continuously monitoring the current. While 
amperometry has proven to be sensitive, the detection method is extremely selective, as 
only analytes that undergo redox reactions at the specified potential are detected, and thus 
has limited applicability.18 Absorption of reaction products to the carbon electrode 
surface can also reduce the electron transfer, and thus the activity, of this method.19 Since 
amperometric detection methods are mass flux sensitive techniques, in which only a 
small fraction of the analyte molecules undergo the electrochemical conversion, scaling 
of the electrochemical cell to the dimensions necessary for micro- and nanoscale 
applications may result in a loss in sensitivity.10  
Potentiometry is another electrochemical method that has been shown to be both 
selective and sensitive. While it is known that the electrode geometry and size has little 
effect on the measured potential – and could thus be used as a detection method in 
smaller volumes –  technique is difficult to implement for the detection of a wide range of 
analytes due to the specificity of the selectivity of the semi-permeable membranes used 
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with ion selective electrodes.20 Additionally, with all electrochemical detection 
techniques, decoupling of the high (separation) electric field is a necessity, making these 
techniques difficult to implement in many electrophoresis systems. 
 While electrochemistry and fluorescence methods have proven to be highly 
sensitive and selective, optical absorbance techniques are still of interest as a detection 
method for chemical separations due to their extensive range of applicability.12 In this 
case, the amount of light transmitted through the sample is measured and related to the 
concentration of the analyte of interest via Beer’s law (equation 1). 
A = εbc = -log T   (1) 
A is the absorbance, ε is the molar absorptivity of the analyte in M-1 cm-1, b is the path 
length of the detection cell in cm, c is the concentration of analyte in solution in mol/L,  
and T is the transmittance – the fraction of light transmitted through the sample. One of 
the main drawbacks to absorbance detection, however, is its direct dependence on path 
length. Although there have been many attempts to increase the path length of the 
detection cell, including incorporation of the Z-cell21, 22 and the bubble-cell,23 in which 
the size of the detection cell is increased based on changes in geometry, these methods 
have seen limited improvement over conventional methods due to the extra band 
broadening typically encountered with such geometries. As stated previously, absorbance 
detection also does not necessarily benefit from an increase in the incident optical power, 
further limiting its applicability to small volume separation techniques. 
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1.3 Alternative Detection Strategies 
An alternative universal detection technique to absorbance detection is conductivity 
detection. Like absorbance detection, this method of detection is concentration sensitive 
rather than mass sensitive because it does not solely rely on the amount of analyte at the 
electrode surface. Instead, conductivity detection measures the impedance of the solution 
between a set of electrodes relative to the background impedance. Like absorbance 
detection, conductivity detection has a wide range of applicability, as any species which 
alters the impedance of the solution will change the corresponding electrical conductivity.  
A significant decrease in the limits of detection, or increase in the signal to noise ratio, 
can be further achieved through the use of a lock-in amplifier.24 Thus, this type of 
detection can provide a means of sensitive, universal detection that is able to be used with 
small volume separations.  
An optical technique, which, to a first approximation, is not path-length dependent, is 
photothermal absorbance detection, providing an additional means of universal detection 
for small volume platforms. This technique provides an optical detection scheme that is 
not dependent on the amount of light transmitted through the sample of interest, as with 
traditional absorbance techniques. Instead, detection is based on physical changes that 
occur in a solution through the non-radiative relaxation of energy absorbed in the form of 
laser light. When used in the ultraviolet (UV) region, this technique provides a very rapid 
method of detection that far surpasses traditional UV detection techniques in terms of 
sensitivity and limit of detection in small volume samples, as this technique does not 
suffer, to the same extent, the path-length disadvantages of conventional absorbance 
measurements.  
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While small volume separations continue to become more prevalent due to their 
increased resolving power and speed of analysis, the need for a universal detection 
strategy that can be applied to these smaller separation platforms becomes critical. 
Through investigations of conductivity detection and photothermal absorbance detection, 
the research presented in this dissertation demonstrates the potential of these techniques 
to provide an extremely sensitive, yet universal detection method. While the overall goal 
of this work is the development of a photothermal absorbance detector, work on 
conductivity detection has been performed simultaneously, as this serves as a basis for 
the photothermal detection system being developed. 
 
1.3.1 Conductivity Detection 
 The conductivity detector, in a direct contact mode, first appeared in the literature 
as a means of detection for use with capillary isotachophoresis (CITP) systems in the 
1970s. Development of this detector was necessitated by the need for a method that had 
high spatial resolving power, unlike thermometric detection techniques commonly used 
in CITP. Everaerts and colleagues sandwiched a 50 µm sheet of Terylene polymer film, 
with a 100 µm thick layer of a metallic foil on each side, between two pieces of Kel-F, in 
a butt-connected manner to ensure little fluidic leakage. The plastic Kel-F pieces were 
then fitted into a brass capillary holder. The center of the Terylene piece and the Kel-F 
pieces were then drilled out to match the inner diameter of the capillary used, to provide a 
uniform channel. In this configuration, the metal foil deposited on each side of the 
Terylene served as a sensing electrode, while the width of the Terylene served to define 
the detection gap between the electrodes. In the initial proof of concept experiments, both 
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alternating current (AC) and direct current (DC) modes were tested. However, it was 
found that in the DC mode, polarization of the electrode surface made definition of zone 
boundaries impossible. It was also noted that drops in the potential gradient occurred due 
to gas formation at the surface of the electrodes, further increasing the noise in the 
system. In the AC mode, it was observed that gas formation on the surface of the 
electrodes did not occur to a significant degree, despite having potential gradients of 50 
mV along the length of the electrodes. It was noted, however, that absorption of hydrogen 
into the metallic layer decreased the sensitivity of the detection method over time.25  
 One method for circumventing the problems associated with direct contact 
measurements is to use the conductivity detector in a contactless mode. This was first 
developed for CITP in the 1980s as a means of detection that did not suffer from the 
irreproducibility and electrode fouling that commonly occurs with direct contact 
measurements. Gas and co-workers used a four electrode setup for detection, wherein a 
high frequency signal is applied to two electrodes and detected by the remaining two 
electrodes at the output end of a capacitive cell. The electrodes were made of 200 µm 
copper enameled wire placed in an equiplanar arrangement around the capillary. A high 
frequency signal was applied to each excitation electrode, with the signals being 180° out 
of phase. An operational amplifier set in differential mode, using the two detection 
electrodes, serves as an amplifier prior to rectification and filtering. While it was 
determined that the baseline stability and reproducibility of the detection was much better 
than that seen with a direct conductivity detector, it was also observed that the spatial 
resolution of contactless conductivity detection was poorer than that seen in the contact 
mode.26 
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Conductivity detection was first applied to capillary zone electrophoresis systems in 
an on-column manner in the late 1980s, by Huang, et al. This initial attempt at on-column 
detection was performed in the contact mode by placing 25 µm (o.d.) platinum wires into 
40 µm (i.d.) holes drilled into the wall of a fused silica capillary directly opposite each 
other. The holes were placed such that the potential difference between them due to the 
electrophoretic separation field was minimized, lessening any electrochemical effects 
from the high separation field. The wires, or electrodes, were held in place using epoxy 
and the entire cell was sealed in a Plexiglas jacket. Using this setup, the detection volume 
was determined to be 30 pL, with detection of Li+ exceeding three orders of magnitude 
with good linearity.27 This setup was also used to quantify Li+ in human serum and 
provide a means for detection of low molecular weight carboxylic acids.28-30 However, 
the construction of the detector made this technique very difficult to implement, and as a 
result, it never found widespread use.   
In 1998, two research groups independently developed a contactless conductivity 
detector for use with capillary electrophoresis. da Silva and do Lago developed a 
detection cell by painting two 2 mm silver electrodes onto the outside of a fused silica 
capillary with a gap of 1 mm. A high-frequency signal was then applied to one electrode 
and detected at a subsequent electrode, where information about the solution impedance 
was collected.  Separation of simple inorganic cations was possible, with a limit of 
detection of 1.5 µM for Li+.31 Zemann and co-workers developed an identical painted 
electrode system; however, they also used 15-50 mm long electrodes made from syringe 
cannulas in a similar detection scheme. As all of these electrodes were cylindrical in 
nature and placed axially rather than radially across the capillary, decreased sensitivity 
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from shorter path lengths was not of concern. One added advantage of using cylindrical 
electrodes is the ease of placement. The electrodes can be placed anywhere along the 
length of the capillary and the placement can be changed quickly. The detection of 
inorganic cations and anions was demonstrated with this detector and shown to have 
limits of detection on the order of 200 ppb for sodium and chloride over a dynamic range 
that was more than three orders of magnitude.32   
Since the introduction of the contactless conductivity system by both groups, there 
have been numerous papers in the literature dealing with the development and 
optimization of the detection electronics,33-35 electrode configuration,36-41 and cell 
geometry.42, 43 There have also been papers dealing with the overall fundamental aspects 
of the detection method,43-46 including capillary inner diameter,47, 48 excitation frequency 
and voltage,33, 49-51 and even  high voltage excitation.52, 53  As was discussed earlier, 
conductivity detection is a concentration sensitive detector, and as a result, there have 
also been a number of accounts where detection has occurred on miniaturized 
platforms,54-66 as well as in conjunction with various other separation techniques such as 
anion exchange,67 reverse-phase ion pair microcapillary electrochromatography,68 size-
exclusion electrokinetic chromatography (SEKC),69 and high performance liquid 
chromatography (HPLC)70 to name just a few. Work presented in this dissertation will 
include further development and optimization of experimental parameters, including a 
thorough investigation of sources of noise and the effect of choice of buffer system on the 
overall noise. 
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1.3.2 Photothermal Absorbance Detection 
 As an alternative to absorbance detection, thermooptical techniques, such as 
thermal lens spectroscopy (TLS), have been developed.16, 71-81 Thermooptical techniques 
are based on a nonradiative relaxation event triggered by the absorption of light. As light 
is absorbed by a species, the heat produced induces changes in intrinsic solution 
properties, such as refractive index. Unlike optical techniques, thermooptical techniques 
have been thought of as path length independent since the measurement is not based on 
the amount of light transmitted through the sample. If one considers two volumes, one of 
1 cm x 1 cm with a path length of 1 cm and the other 1 cm x 1 cm with a path length of 2 
cm, both filled with identical solution, under conditions of low absorbance, the amount of 
energy absorbed per volume will remain the same, given identical experimental 
conditions. This assumes an identical degree of heat escape through convection in each 
volume, or that the heat escaping from the smaller volume is not significantly greater 
than that of the larger volume.  
 Extensive investigation of a laser-induced cross-beam thermal lens detection 
system was performed by Dovichi and co-workers in the 1980s.71, 72, 74-76, 82 This system 
relies on the integration of two laser beams, a probe beam and a pump beam, set in a 
perpendicular orientation. The probe beam continuously impinges upon the sample, while 
the pump beam is modulated to provide a reference to a lock-in amplifier for detection. 
As light from the pump beam is absorbed by a species, defocusing of the probe beam 
occurs due to refractive index changes in the solution, resulting in a loss in the Gaussian 
beam signal intensity. A photodiode is used to measure the intensity of the probe beam. 
Since the sampling region occurs at the intersection of two very tightly focused lasers, 
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this detection method can be applied to very small volume sampling regions. Limits of 
detection for 18 amino acids derivatized with (dimethylamino) azobenzenesulfonyl 
(DABSYL) have been shown to be as low as 750 attomole using a 150 mW argon ion 
laser at 457.9 nm.75 However, the complication of alignment of the optical system makes 
this a less desirable detection method. In an attempt to ease the complication of this 
system, a single laser method was introduced in 1986 by Skogerboe and Yeung wherein a 
beam splitter was used to provide both probe and pump beams to the detection region.73 
Using this setup, it was shown that a limit of detection of 3 pg for benzopurpurin 4B – a 
red acid dye – could be achieved using a 90 mW argon ion laser at 514.5 nm. While this 
detection method reduces the complexity of the optical setup, additional electronic 
components, such as an acoustooptical modulator, are necessary for proper optical 
detection.  
 An alternative to refractive index detection using thermally triggered events is to 
probe viscosity changes in the solution. In aqueous solutions, the viscosity changes ~2% 
per degree of temperature change, which is more than two orders of magnitude more 
significant of a change observed using refractive index measurements (0.01% per degree) 
for aqueous solutions. While refractive index changes are more significant in organic 
solutions (0.04% per degree), the effect of viscosity measurements is greater, as this 
change is still ~2% per degree for these solutions.83 The work compiled in this 
dissertation will include extensive investigation into the development of a photothermal 
absorbance detector for use with microfluidic platforms. Theoretical simulations have 
been used extensively to investigate experimental parameters. In addition, experimental 
work has been performed to further develop those predictions drawn from the theoretical 
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simulations, while also aiding in the overall development and optimization of the 
detection method, including fabrication, electronics, and detector optimization. 
   
1.4 Scope of Dissertation and Overall Research Goals 
 The ultimate goal of the research contained in this dissertation is complete 
development and optimization of the photothermal absorbance detection system in the 
ultraviolet region of the electromagnetic spectrum. On the road to this end goal, however, 
are many stops along the way. Since the development of the photothermal absorbance 
detection system ultimately relies on complete elucidation of the contactless conductivity 
system, further development of this system will be discussed in Chapter 2. While doing 
research into the optimization of the conductivity system, an interesting phenomenon was 
observed experimentally and investigated using both simulations and additional 
experiments. This phenomenon has led to the hypothesis of an ion depletion zone in 
capillary electrophoresis systems and will be discussed in Chapter 3. While development 
of a capillary based photothermal absorbance has been performed previously in the 
Jorgenson research group, simulations will show that movement to a microfluidic 
platform will enhance the sensitivity of the detection method, which will be discussed in 
Chapter 4. As stated earlier, this method of detection is dependent on the performance of 
a conductivity based detection method. As such, development of a microfluidic based 
conductivity detection scheme is discussed in Chapter 5, with development of the 
photothermal absorbance system wrapping up the work in Chapter 6. While complete 
development of a UV based photothermal absorbance detection scheme was not 
completed in its entirety, the work presented in this dissertation has laid the foundation 
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for its complete development and optimization, providing analytical chemists with a 
unique tool to perform sensitive detection at path lengths on the micro- or nanometer 
scale. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 14 
1.5 References 
1. Beard, N.P.; Edel, J.B.; deMello, A.J. Electrophoresis 2004, 25, 2363-2373. 
 
2. Craighead, H. Nature 2006, 442 (7101), 374-380. 
 
3. Dittrich, P.S.; Tachikawa, K.; Manz, A. Analytical Chemistry 2006, 78, 3887-
3907. 
 
4. Gotz, S.; Karst, U. Analytical and Bioanalytical Chemistry 2007, 387, 183-192. 
 
5. Lee, S.J.; Lee, S.Y. Applications in Microbiology and Biotechnology 2004, 64, 
289-299. 
 
6. McGlennen, R.C. Molecular Diagnostics 2005, 365-390. 
 
7. Reyes, D.R.; Iossifidis, D.; Pierre-Alain, A.; Manz, A. Analytical Chemistry 2002, 
74 (12), 2623-2636. 
 
8. Rios, A.; Escarpa, A.; Gonzalez, M.C.; Crevillen, A.G. Trends in Analytical 
Chemistry 2006, 25 (5), 467-479. 
 
9. Whitesides, G.M. Nature 2006, 442 (7101), 368-373. 
 
10. Landers, J.P., ed. Handbook of Capillary Electrophoresis; CRC Press: Ann 
Arbor, MI, 1994. 
 
11. Dovichi, N.J.; Chen, D. Single-Molecule Optical Detection, Imaging and 
Spectroscopy 1997, 223-243. 
 
12. Skoog, D.A.; Holler, F.J.; Nieman, T.A. Principles of Instrumental Analysis. 5th 
ed.; Brooks/Cole Thomson Learning: United States, 1998. 
 
13. Asakura, R.; Isobe, T.; Kurokawa, K.; Aizawa, H.; Ohkubo, M. Analytical and 
Bioanalytical Chemistry 2006, 386 (6), 1641-1647. 
 
14. Duggal, R.; Pasquali, M. Physical Review Letters 2006, 96 (24), 246104/1-
246104/4. 
 
15. Min, J.Z.; Toyo'oka, T.; Kawanishi, H.; Fukushima, T.; Kato, M. Analytica 
Chimica Acta 2005, 550 (1-2), 173-181. 
 
16. Hiki, S.; Mawatari, K.; Hibara, A.; Tokeshi, M.; Kitamori, T. Analytical 
Chemistry 2006, 78, 2859-2863. 
 
 15 
17. Pumera, M.; Merkoci, A.; Alegret, S. Trends in Analytical Chemistry 2006, 25 
(3), 219-235. 
 
18. Cunico, R.L.; Gooding, K.M.; Wehr, T. Basic HPLC and CE of Biomolecules; 
Bay Bioanalytical Laboratory: Richmond, CA, 1998. 
 
19. Swinney, K.; Bornhop, D.J. Critical Reviews in Analytical Chemistry 2000, 30 
(1), 1-30. 
 
20. Vandaveer, W.R., IV ; Pasas-Farmer, S.A.; Fischer, D.J.; Frankenfeld, C.N.; 
Lunte, S.M. Electrophoresis 2004, 25 (21-22), 3528-3549. 
 
21. Dasgupta, P.K.; Bellamy, H.S.; Liu, H. Talanta 1993, 40, 341-345. 
 
22. Kahle, V. Biomedical Chromatography 1999, 13, 93-94. 
 
23. Xue, Y.;Yeung, E.S. Analytical Chemistry 1994, 6, 3575-3580. 
 
24. Johnston, S.E.; Fadgen, K.E.; Jorgenson, J.W. Analytical Chemistry 2006, 78, 
5309-5315. 
 
25. Everaerts, F.M.; Verheggen, T.P.E.M. Journal of Chromatography 1972, 73, 193-
210. 
 
26. Gas, B.; Demjanenko, M.; Vacik, J. Journal of Chromatography 1980, 192, 253-
257. 
 
27. Huang, X.; Pang, T.-K.J.; Gordon, M.J.; Zare, R.N. Analytical Chemistry 1987, 
59, 2747-2749. 
 
28. Huang, X.; Gordon, M.J.; Zare, R.N. Journal of Chromatography 1988, 425, 385-
390. 
 
29. Huang, X.; Gordon, M.J.; Zare, R.N. Journal of Chromatography 1989, 480, 285-
288. 
 
30. Huang, X.; Luckey, J.A.; Gordon, M.J.; Zare, R.N. Analytical Chemistry 1989, 
61, 766-770. 
 
31. da Silva, J.A.F.; do Lago, C.L. Analytical Chemistry 1998, 70, 4339-4343. 
 
32. Zemann, A.J.; Schnell, E.; Volgger, D.; Bonn, G.K. Analytical Chemistry 1998, 
70, 563-567. 
 
33. da Silva, J.A.F.; Guzman, N.; do Lago, C.L. Journal of Chromatography A 2002, 
942, 249-258. 
 16 
 
34. Bastemeijer, J.; Lubking, G.W.; Laugere, F.; Vellekoop, M.J. Sensors and 
Actuators B 2002, 83, 98-103. 
 
35. Johnston, S.E.; Fadgen, K.E.; Tolley, L.T.; Jorgenson, J.W. Journal of 
Chromatography A 2005, 1094, 148-157. 
 
36. Laugere, F.; Guijt, R.M.; Bastemeijer, J.; Gert, v.d.S.; Berthold, A.; Baltussen, E.; 
Sarro, P.; van Dedem, G.W.K.; Michiel, V.; Bossche, A. Analytical Chemistry 
2003, 75, 306-312. 
 
37. Baltussen, E.; Guijt, R., M.; van der Steen, G.; Laugere, F.; Baltussen, S.; van 
Dedem, G.W.K. Electrophoresis 2002, 23, 2888-2893. 
 
38. Lichtenberg, J.; de Rooij, N.F.; Verpoorte, E. Electrophoresis 2002, 23, 3769-
3780. 
 
39. Baldock, S.J.; Fielden, P.R.; Goddard, N.J.; Prest, J.E.; Brown, B.J.T. Journal of 
Chromatography A 2003, 990, 11-22. 
 
40. Bai, X.;,Wu, Z.; Josserand, J.; Jensen, H.; Schafer, H.; Girault, H.H. Analytical 
Chemistry 2004, 76, 3126-3131. 
 
41. Novotny, M.; Opekar, F.; Stulik, K. Electroanalysis 2005, 17 (13), 1181-1186. 
 
42. Tuma, P.; Opekar, F.; Stulik, K. Electrophoresis 2002, 23, 3718-3724. 
 
43. Kuban, P.; Hauser, P.C. Electrophoresis 2004, 25, 3387-3397. 
 
44. Kaniansky, D.; Zelenska, V.; Masar, M.; Ivanyi, F.; Gazdikova, S. Journal of 
Chromatography A 1999, 844, 349-359. 
 
45. Kuban, P.; Hauser, P.C. Electrophoresis 2004, 25, 3398-3405. 
 
46. Brito-Neto, J.G.A.; da Silva, J.A.F.; Blanes, L.; do Lago, C.L. Electroanalysis 
2005, 17 (13), 1198-1206. 
 
47. Mayrhofer, K.; Zemann, A.J.; Schnell, E.; Bonn, G.K. Analytical Chemistry 1999, 
71, 3828-3833. 
 
48. Tanyanyiwa, J.; Galliker, B.; Schwarz, M.A.; Hauser, P.C. The Analyst 2002, 127, 
214-218. 
 
49. Tanyanyiwa, J.; Hauser, P.C. Electrophoresis 2002, 23, 3781-3786. 
 
50. Tanyanyiwa, J.; Hauser, P.C. Analytical Chemistry 2002, 74, 6378-6382. 
 17 
 
51. Gas, B.; Zuska, J.; Coufal, P.; van de Goor, T. Electrophoresis 2002, 23, 3520-
3527. 
 
52. Tanyanyiwa, J.; Schweizer, K.; Hauser, P.C. Electrophoresis 2003, 24, 2119-
2124. 
 
53. Tanyanyiwa, J.; Abad-Villar, E.M.; Fernandez-Abedul, M.T.; Costa-Garcia, A.; 
Hoffmann, W.; Guber, A.E.; Hermann, D.; Gerlach, A.; Gottschlich, N.; Hauser, 
P.C. The Analyst 2003, 128, 1019-1022. 
 
54. Wang, J.; Gang Chen, G.; Muck, A.J. Analytical Chemistry A Pages 2003. 
 
55. Guijt, R.M.; Baltussen, E.; van der Steen, G.; Frank, H.; Billiet, H.; 
Schalkhammer, T.; Laugere, F.; Vellekoop, M.J.; Berthold, A.; Sarro, L.; van 
Dedem, G.W.K. Electrophoresis 2001, 22, 2537-2541. 
 
56. Guijt, R.M.; Baltussen, E.; van der Steen, G.; Schasfoort, R.B.M.; Schlautmann, 
S.; Billiet, H.; Frank, H.; van Dedem, G.W.K.; van den Berg, A. Electrophoresis 
2001, 22, 235-241. 
 
57. Pumera, M.; Wang, J.; Opekar, F.; Jelinek, I.; Feldman, J.; Lowe, H.; Hardt, S. 
Analytical Chemistry 2002, 74, 1968-1971. 
 
58. Wang, J.; Pumera, M. Analytical Chemistry 2002, 74, 5919-5923. 
 
59. Berthold, A.; Laugere, F.; Schellevis, H.; de Boer, C.R.; Laros, M.;Guijt, R.M.; 
Sarro, R.M.; Vellekoop, M.J. Electrophoresis 2002, 23, 3511-3519. 
 
60. Laugere, F.; Lubking, G.W.; Bastemeijer, J.; Vellekoop, M.J. Sensors and 
Actuators B 2002, 83, 104-108. 
 
61. Galloway, M.; Stryjewski, W.; Henry, A.; Ford, S.M.; Llopis, S.; McCarley, R.L.; 
Soper, S.A. Analytical Chemistry 2002, 74, 2407-2415. 
 
62. Macka, M.; Hutchinson, J.; Zemann, A.; Shusheng, Z.; Haddad, P.R. 
Electrophoresis 2003, 24, 2144-2149. 
 
63. Guijt, R.M.; Baltussen, E.; van der Steen, G.; Frank, H.; Billiet, H.; 
Schalkhammer, T.; Laugere, F.; Vellekoop, M.J.; Berthold, A.; Sarro, L.; van 
Dedem, G.W.K. Electrophoresis 2001, 22, 2537-2541. 
 
64. Willauer, H.D.; Collins, G.E. Electrophoresis 2003, 24, 2193-2207. 
 
65. Laugere, F.; Lubking, G.W.; Berthold, A.; Bastemeijer, J.; Vellekoop, M.J. 
Sensors and Actuators A 2001, 92, 109-114. 
 18 
 
66. Wang, J.; Pumera, M.; Collins, G.E.; Mulchandani, A. Analytical Chemistry 2002, 
74, 6121-6125. 
 
67. Hilder, E.F.; Zemann, A.; Macka, M.; Haddad, P.R. Electrophoresis 2001, 22, 
1273-1281. 
 
68. Galloway, M.; Soper, S.A. Electrophoresis 2002, 23, 3760-3768. 
 
69. Oudhoff, K.A.; Macka, M.; Haddad, P.R.; Schoenmakers, P.J.; Kok, W.T. 
Journal of Chromatography A 2005, 1068, 183-187. 
 
70. Kuban, P.; Abad-Villar, E.M.; Hauser, P.C. Journal of Chromatography A 2006, 
1107, 159-164. 
 
71. Dovichi, N.J.; Nolan, T.G.; Weimer, W.A. Analytical Chemistry 1984, 56, 1700-
1704. 
 
72. Nolan, T.G.; Hart, B.K.; Dovichi, N.J. Analytical Chemistry 1985, 57, 2703-2705. 
 
73. Skogerboe, K.J.; Yeung, E.S. Analytical Chemistry 1986, 58, 1014-1018. 
 
74. Bornhop, D.J.; Dovichi, N.J. Analytical Chemistry 1987, 59, 1632-1636. 
 
75. Nolan, T.G.; Dovichi, N.J. Analytical Chemistry 1987, 59, 2803-2805. 
 
76. Yu, M.; Dovichi, N.J. Analytical Chemistry 1989, 61, 37-40. 
 
77. Waldron, K.C.; Dovichi, N.J. Analytical Chemistry 1992, 64, 1396-1399. 
 
78. Krattiger, B.; Bruno, A.E.; Widmer, H.M.; Rene, D. Analytical Chemistry 1995, 
67, 124-130. 
 
79. Odake, T.; Kitamori, T.; Sawada, T. Analytical Chemistry 1995, 67, 145-148. 
 
80. Ragozina, N.; Heissler, S.; Faubel, W.; Pyell, U. Analytical Chemistry 2002, 74, 
4480-4487. 
 
81. Nedosekin, D.A.; Bendrysheva, S.N.; Faubel, W.; Proskurnin, M.A.; Pyell, U. 
Talanta 2007, 71, 1788-1794. 
 
82. Nolan, T.G.; Weimer, W.A.; Dovichi, N.J. Analytical Chemistry 1984, 56, 1704-
1707. 
 
83. Weast, R.C., ed. CRC Handbook of Chemistry and Physics. 51st ed.; CRC Press: 
Boca Raton, FL, 1970. 
 19 
Chapter 2: Further Development and Optimization of a Contactless Conductivity 
Detector 
 
2.1 Introduction 
 Highly sensitive detection for small volume separation techniques continues to 
remain a challenge, as separation platforms and methods continue to move towards 
smaller and smaller dimensions. For capillary electrophoresis techniques, development of 
a universal detector has been limited, as other, more selective techniques, such as laser 
induced fluorescence (LIF) and amperometry, have proven to be much more sensitive 
methods of detection, albeit at the expense of applicability to a wide range of analytes in 
any single separation or assay.  
 As interest grows in a more diverse range of analytes, though, the need for a 
universal approach to detection has become critical. Traditionally, this is done using 
ultraviolet (UV) absorbance techniques, either in a direct absorbance mode for those 
analytes which absorb UV light or indirectly, using a UV absorbing buffer constituent, 
for those that do not. For both detection modes, however, there is a limitation on the 
sensitivity of the technique, as all absorbance methods depend directly on path length, 
according to the Beer-Lambert law. This is particularly limiting when applied to the small 
dimensions found in electrophoresis techniques, whether in a capillary or a microchip 
format. Furthermore, indirect absorbance techniques add the complication of finding a 
suitable background electrolyte that is compatible with the sample matrix in terms of 
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mobility to prevent additional peaks, such as system peaks, as well as peak broadening.1 
In addition, with any indirect detection method, measurement of a small incremental 
change in signal on a high background usually limits the sensitivity and limit of 
detection.   
 As stated previously, the contactless conductivity detector, in its present format, 
was developed in 1998 by work performed in the do Lago2 and Zemann3 research groups. 
Previous work in the Jorgenson research group on a contactless conductivity system has 
been performed, which led to the incorporation of a lock-in amplifier, giving more 
sensitive detection. The detection electronics (i.e., electronic circuitry) were also 
changed, improving the reproducibility of the detection. In addition, a thorough 
investigation of noise sources revealed increased noise measurements from those 
calculated, caused by small amplitude fluctuations in the function generator.4  
 The present work expands on the work done previously in the Jorgenson research 
group. Experimental investigation on the effect of excitation frequency, electrode length, 
and capillary inner diameter has been performed. Additionally, continued investigation of 
noise has been carried out, with an emphasis on buffer systems, including buffer 
concentration and type, as well as detector position.  
 
2.2 Basic Background and Principles 
2.2.1 Capacitively Coupled Contactless Conductivity Detection (C4D) 
The underlying basis of conductivity detection is the continual measurement of 
the solution resistance in the region between the electrodes, where any change in 
resistance signifies passage of an analyte zone. This is accomplished by monitoring the 
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current passed from the excitation to the detection electrode. Although this idea is simple 
in theory, measurement of the solution resistance is a difficult task to accomplish, as there 
are various other contributions to the overall impedance within the overall system. 
Conventionally, in contactless conductivity detection, the electrodes are metal 
cylinders placed on the outside of the separation capillary. An AC voltage is applied to 
one electrode, termed the excitation electrode. The excitation signal capacitively couples 
from the excitation electrode through the capillary wall and into the solution, giving a 
capacitive contribution from the fused silica wall. After coupling resistively down the 
channel through the solution, the signal then capacitively couples back out of the 
capillary to the second electrode, termed the detection electrode, giving an additional 
capacitive contribution to the overall measured impedance. Thus, the impedance can be 
thought of, in simplistic terms, as a series circuit comprised of two capacitors and a 
resistor, as shown in Figure 2-1A. Calculation of the capacitive reactance (XC) in 
equation 2-1, gives a mathematical expression for the overall impedance in the detection 
cell (Z), as shown in equation 2-2. 
fC
X C π2
1=
     (2-1) 
fCj
RZ S π
1+=
    (2-2) 
Here, ƒ is the excitation frequency in Hz, C is the capacitance in Farads (coulombs/volt), 
j is the imaginary unit (-√(1)), and RS  is the solution resistance.5 Equation 2-2, however, 
only holds true in an idealized situation where there is no capacitive leakage directly 
between the two electrodes, contributing an additional capacitive term through the 
surrounding space, as shown in Figure 2-1B. Baltussen and co-workers expanded this 
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simplistic mathematical model to give a more definitive description of the impedance, as 
shown in equation 2-3. 
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In this case, CW is the capacitance from the channel wall and CL is the leakage 
capacitance between the two electrodes.6  This work was then expanded further by work 
completed in the Jorgenson research group, wherein a model composed of a network of 
resistors and capacitors, each 25 µm long, giving a total of 1044 elements, was used to 
more accurately predict the experimental behavior7; however, the basic principle of 
capacitive coupling remains the same.  
 
2.2.2 Buffer Systems Used in C4D 
 As with any detection method, sensitivity to low abundance analytes is extremely 
important. The combination of contactless conductivity detection and capillary 
electrophoresis has its own unique challenges pertaining to finding a suitable background 
electrolyte that functions well when used with conductivity detection, but which does not 
diminish the advantages to separations that capillary electrophoresis possesses.  
In conductivity detection, the magnitude of the measured signal is a result of the 
difference in conductivity between the analyte of interest and the background electrolyte 
(BGE). As such, it stands to reason that a low conductivity BGE should be used with this 
detection method. However, the BGE must have some conductivity, as it is the current 
carrying medium that makes this type of detection possible and which is responsible for 
enabling the migration of analytes in electrophoresis. For isotachophoresis systems, the 
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usefulness of amphoteric buffers for overcoming these issues has been presented in 
literature.8 Thus, it has been shown that for electrophoresis based separations, amphoteric 
buffers offer the advantage of low background conductivity, while allowing higher ionic 
strengths to be used. Based on the principles of capillary electrophoresis, high ionic 
strength BGEs have the added advantage of electrostacking effects, which serves to 
further enhance separations. This presents a challenge for conductivity detection, 
however, where larger differences in ionic concentration serve to increase the sensitivity 
of the detection technique. A more thorough discussion of the effects of buffer systems in 
conductivity detection and capillary electrophoresis will follow in the next chapter of this 
dissertation (Chapter 3); however, investigation of the effect of buffer components as 
applied to the separation of inorganic ions detected with conductivity detection are 
discussed in this chapter. 
 
2.3 Experimental 
2.3.1 Materials and Buffers 
 All materials were used as shipped without further modification. 2-
morpholinoethansulfonic acid (MES), 4-(2-hydroxyethyl)piperazine-1-ethanesulfonic 
acid (HEPES), 1,4-piperazinediethanesulfonic acid (PIPES), 3-(cyclohexylamino)-1-
propanesulfonic acid (CAPS), 2-(cyclohexylamino)-ethanesulfonic acid (CHES), 3-(N-
morpholino)-propanesulfonic acid (MOPS), L-Arginine, L-Histidine, propionic acid, 
hydroxybenzylamine, and borax were all obtained from Sigma (St. Louis, MO). Sodium 
hydroxide solution (NaOH), hydrochloric acid (HCl), sodium chloride (NaCl), and 
lithium chloride (LiCl) were all obtained from Fisher Scientific (Fair Lawn, NJ). 
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Potassium chloride (KCl) was obtained from Mallinckrodt (Paris, NY). All solutions 
were prepared using deionized water filtered through a Barnstead Nanopure Filtration 
System (Boston, MA). Only buffer solutions involved in pH studies were adjusted using 
either sodium hydroxide or hydrochloric acid; otherwise buffer solutions were at their 
native pH. Borate solutions were prepared from borax. Normal capillary electrophoresis 
buffer solutions were 20 mM MES/20 mM Histidine at pH 6.1. All other buffer solutions 
were prepared at a concentration giving a similar background conductivity value as the 
normal solution, which was determined experimentally. All solutions were filtered using 
a 0.2 µm nylon membrane filter from Grace Davidson (Deerfield, IL) and vacuum 
degassed using a Cole Parmer 8891 Ultrasonic Bath (Vernon Hills, IL).   
  
2.3.2 Capillary Electrophoresis System 
 Capillary electrophoresis was performed using an untreated fused silica capillary 
(Polymicro Technologies, Phoenix, AZ) 68 cm in length. The outer diameter (o.d.) of all 
capillaries used was 360 µm. The inner diameter (i.d.) for all studies, with the exception 
of the capillary inner diameter study, was 50 µm. Electrophoresis was driven by a 
reversible 30 kV power supply (Spellman High Voltage Electronics, Inc., Plainview, 
NY). The power supply current was limited using an in-house built current delimiting 
circuit with a resistance value of 111 MΩ. The electrophoresis current was monitored by 
measuring the voltage drop across a 220 kΩ resistor at the outlet end of the 
electrophoresis system, which was connected to ground. Injections were performed 
electrokinetically at 2 kV for 4.5 s, unless otherwise stated.  
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2.3.3 Contactless Conductivity Detection System 
 The entire experimental setup is shown in Figure 2-2. A DS335 digital function 
generator (Stanford Research Systems, Sunnyvale, CA) was used to supply the AC 
excitation signal. Typically, the function generator was set to output 20 Vp-p at 100 kHz; 
however, these values were changed in studies where the effect of the excitation signal 
was investigated. The excitation signal was applied to the conductivity cell via a metal 
electrode. Electrodes were made from 23 gauge, 304 stainless steel hypo tubing (Small 
Parts, Miami Lakes, FL) with the center drilled out to give an inner diameter of 390 µm. 
Electrodes 5 mm in length were used unless otherwise specified. 
 As described previously, the electrodes were soldered onto a printed circuit board 
(ExpressPCB, Redwood City, CA), which defines the dimensions of the conductivity 
cell.4 Conditioning of the electrode using soap, water, and 6 M Hydrochloric acid is 
necessary to ensure sufficient adhesion of the electrode to the PCB. Placement of the 
electrodes was accomplished by feeding a capillary through each electrode, with a 1 mm 
spacer in between. Once the electrodes were properly soldered to the PCB, the capillary 
was removed and the 1 mm spacer taken out, giving a 1 mm air gap between the 
electrodes. The excitation signal was fed into the PCB using a crimp terminal and pin 
header (DigiKey Electronics, Thief River Falls, MN).  
 Once the signal progressed through the detection cell, an OPA 602 operational 
amplifier (Texas Instruments, Dallas, TX) was used in a current to voltage configuration 
for normal runs. This op amp was chosen for its low noise characteristics (0.6 fA / √Hz). 
A 1 MΩ feedback resistor (Multicomp, Chicago, IL) was used to provide an 
amplification of 106 V/A. The feedback resistor used was a 1/8 W thin film resistor and 
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was chosen due to its temperature stability (50 ppm / °C) and precision (1%). The op amp 
was used under gain peaking conditions where the signal peaked at 400 kHz before 
experiencing any rolling off, as shown previously.4 Power was supplied to the op amp by 
connecting four 6 V batteries in series. The series was grounded between the second and 
third batteries to give ± 12 V at the output ends. Power and ground were connected to the 
PCB via a ten pin header (Newark Electronics, Chicago, IL). To remove any high 
frequency oscillations in the feedback loop of the operational amplifier, 1000 pF 
capacitors (Newark Electronics, Chicago, IL) were used between the power supply and 
conductivity electrodes. The entire detection cell was placed in a grounded metal box to 
provide additional shielding from outside noise sources. 
An SR810 digital lock-in amplifier (Stanford Research Systems, Sunnyvale, CA) 
was used for signal isolation and amplification in all cases. The external reference setting 
was used and was supplied by a split signal from the DS335 function generator. The 
signal from the detection cell was input into the lock-in amplifier through the ten pin 
header previously discussed. Due to the frequency input limits of the lock-in amplifier, 
the 100 kHz signal was chosen (limit of 102 kHz). The lock-in was set with a 100 ms 
time constant and a 24 dB/octave slope, giving a bandwidth of 0.78 Hz. The sensitivity 
was chosen such that the maximum signal could be obtained. Line and 2x line filters were 
used to decrease any contribution to noise from external sources.  
The output of the lock-in amplifier was digitized using a PCI-MIO-16XE-50 
DAQ card (National Instruments, Austin, TX) and collected on a personal computer 
using custom software written in LabVIEW (National Instruments, Austin, TX). Data 
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analysis was performed using Igor Pro and included median filter baseline subtraction 
prior to analysis.  
 
2.4 Experimental Results and Discussion 
2.4.1 Excitation Frequency 
 For every conductivity detection cell, there is an optimal excitation frequency that 
depends on the cell geometry and the electronics used.9-12 For the detection electronics 
used in this setup, it was important to fully characterize the cell response as a function of 
excitation frequency to maximize the signal to noise ratio for the analyte of interest. In a 
study to determine the effect of excitation frequency on the detector cell response in the 
widest range possible, an SR844 RF lock-in amplifier (25 kHz to 3 MHz frequency 
range) was used to probe the response of the conductivity detection cell to 20 mM 
MES/20 mM Histidine at pH 6.1. A 2 Vp-p sinusoidal signal was used for excitation. The 
results of this study are shown in Figure 2-3, where it can be clearly seen that the 
maximum response obtained was at 375 kHz. This coincides with the operational 
amplifier roll-off seen with the OPA602 operational amplifier using this feedback 
resistor.  
The results of this study led to the implication that a change in the original lock-in 
amplifier choice was necessary to give the most sensitive detection. As such, a 
comparison between the two different lock-in amplifiers was necessary to solidify this 
choice. For this comparison, two studies were completed; one in which the signal to noise 
ratio of three simple inorganic ions (Na+, K+, and Li+) at 10 ppm was made using the 
SR844 lock-in amplifier at 375 kHz and 100 kHz and another where a comparison of the 
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signal to noise ratios for the same simple ions at the same concentration (10 ppm) was 
made at 100 kHz using both the SR810 and SR844 lock-in amplifiers. For the first study, 
a 2 Vp-p sinusoidal signal was input into the detection cell for both frequencies using the 
SR844 lock-in amplifier. While it can be seen in Figure 2-4 that the peak height for the 
lithium ion was 144 µV at 100 kHz and 332 µV at 375 kHz, due to the increased noise 
experienced at 375 kHz, the signal to noise ratio was only 76 at 375 kHz as compared to 
102 at 100 kHz (Table 2-1). Based on this study, 100 kHz was chosen as the excitation 
frequency; however, a direct comparison between the two lock-in amplifiers was still 
necessary to fully optimize the detection electronics. This study was completed by 
looking at the signal to noise of a mixture of the simple ions Na+, K+, and Li+ at a 
concentration of 10 ppm in 20 mM MES/20 mM His buffer at pH 6.1. To minimize any 
potential differences in the capillary electrophoresis runs, this study was carried out such 
that the signal output from the current to voltage converter was split, supplying both lock-
in amplifiers with an identical input signal. It was discovered that the dynamic range of 
the SR844 lock-in amplifier was only 60 dB, while the SR810 lock-in is known to have a 
dynamic range of 100 dB, giving the SR844 a range over 3 orders of magnitude, while 
the SR810 has a range over 5 orders of magnitude. In order to accurately compare the 
outputs of the two lock-in amplifiers, the excitation voltage was set to 150 mVp-p to 
ensure that any noise measurements taken would fall within the dynamic range of both 
lock-in amplifiers. As can be seen in Figure 2-5 and Table 2-2, the SR844 lock-in 
amplifier has a noise value that is greater than that seen in the SR810 lock-in amplifier. 
As such, the signal to noise values for the SR810 are also greater for each species tested. 
It is believed that the increased noise values in the SR844 are due to coherent pickup 
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stemming from a portion of the reference signal being picked up in the RF signal 
pathway. Through these studies it was determined that while the operational amplifier 
gave a peak performance at 375 kHz, due to the electronic components, an excitation 
frequency of 100 kHz and the SR810 lock-in amplifier would be used for further studies. 
 
2.4.2 Electrode Length 
 Due to the capacitive nature of contactless conductivity detection, the electrodes 
play an important role in the efficiency of the coupling. Previous work performed in the 
Jorgenson group modeled the current pathway through the electrodes and detection cell.7 
The current flow was modeled by breaking the detection region into 25 µm segments of 
capacitors and resistors and calculating the currents and voltages dropped across each 
using Kirchhoff’s laws. Using this model, it was found that at higher frequencies, 1 MHz 
for example, most of the current flows through the electrodes at the tips (ends), 
suggesting that shorter electrodes could be used without any loss in sensitivity. At lower 
frequencies, on the order of 100 kHz, however, it was found that most of the current 
flows through the electrodes in a more evenly distributed manner, suggesting that more 
sensitivity may be achieved using longer electrodes.  
These results were tested experimentally using 2 mm, 5 mm (normal), and 10 mm 
electrodes. The additional electrodes were made from the same 304 hypo stainless steel 
material and drilled out to 390 µm to reduce any differences arising from properties in the 
region between the electrodes and the fused silica capillary (determined by inner diameter 
of electrode). This set of experiments included all possible combinations of electrodes in 
order to ascertain whether there were any differing effects between the excitation and 
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detection electrodes. The response from identical length excitation and detection 
electrodes is shown in Figure 2-6A for the sodium ion. The conductivity signal is taken as 
the peak height of the response at various excitation frequencies. As can be seen, there is 
little difference between the response obtained with the 5 mm electrodes and the 2 mm 
electrodes; however, the 10 mm electrodes give a response that is much greater for the 
sodium ion, indicating that a higher degree of capacitive coupling occurs with the longer 
electrodes for this ion. This can not be held true for all the ions tested, however. As a 
comparison, the results from runs performed with the potassium ion are shown in Figure 
2-8B, where it can be seen that there is little effect on the peak height with longer 
electrodes. However, when the signal to noise values were plotted, it can be seen that the 
10 mm length electrodes exceed the performance of the 5 mm and 2 mm electrodes at 
each frequency tested (Figure 2-7). The plot shows an increase in the signal to noise with 
increasing excitation frequency; however, it also shows that the signal to noise value 
decreases above 60 kHz. This occurs due to an increase in the measured noise at the 
higher frequencies.  
Further analysis of the effect of electrode length revealed that there was up to 
50% relative standard deviation in the values measured. The most interesting results were 
obtained with the 10 mm electrodes in the initial analysis. While looking further into the 
data collected, however, it was observed that when a 10 mm detection electrode was used 
and the length of the excitation electrode was varied, the signal increased with increasing 
electrode length (Figure 2-8A). A similar trend was not observed for situations where the 
excitation electrode was held constant at 10 mm in length and the detection electrode 
length was varied, however (Figure 2-8B). Thus, while it was observed that the electrode 
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length may play a part in increasing the efficiency of the capacitive coupling, its most 
significant impact was when the detection electrode was longer.  
 
2.4.3 Capillary Inner Diameter 
 The effect of capillary inner diameter on the conductivity response of the simple 
inorganic ions Na+, K+, and Li+ was tested. It was important to verify the concentration 
sensitive dependence of the conductivity detector prior to starting any investigation of the 
inner diameter. This was completed by looking at the conductivity response to 10 ppm 
lithium in 20 mM MES/20 mM His using various flow velocities.  
In order to accurately isolate and control the flow velocities without any 
electrokinetic complication from applying different voltages or other modifications 
arising from attempts to alter the electroosmotic flow, pressure driven flow was used for 
this initial study. Pressure driven flow was initiated using a pressure bomb in which 
helium gas was applied to one end of the closed, stainless steel pressure bomb. Inside the 
pressure bomb was a 25 mL scintillation vial into which a capillary was placed. The 
capillary was fed through the top of the pressure bomb and held in place using a capillary 
ferrule (New Objective) tightened to ensure no movement of the capillary occurred at any 
pressure. 20 mM MES/20 mM His buffer at pH 6.1 was used to fill the capillary 
completely and provide a background conductivity measurement. Introduction of sample 
was completed by isolating the pressure bomb from the gas source and switching the 
scintillation vials, with reapplication of the pressure immediately following. The 
conductivity response was taken as the difference between the measured response when 
lithium chloride in 20 mM MES/20 mM His passed the detector versus the response 
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obtained with 20 mM MES/20 mM His, which was observed as a “front” (Figure 2-9). 
The results of this initial study are shown graphically in Figure 2-10, where it can be seen 
that the flow velocity has no effect on the conductivity response of the detector. This 
result very clearly defines the concentration sensitive aspect of the detection technique, 
which was fully expected to be the case. 
The conductivity response to 10 ppm lithium chloride in 20 mM MES/20 mM His 
buffer at pH 6.1 was investigated using both pressure and electroosmotically driven 
fronts in various inner diameter capillaries.  A 20 Vp-p, 100 kHz sinusoidal excitation 
signal was used in these studies. As can be seen by the graph in Figure 2-11, the response 
obtained with both methods increases as the capillary inner diameter increases. This 
coincides nicely with the work completed by Zemann and co-workers in 1998. In this 
paper, the injection plug length for three simple inorganic ions (Na+, K+, and Li+) was 
held constant in capillaries in the range of 10-100 µm. Although a linear plot was not 
shown for their data, electropherograms showed an increased peak height with increasing 
capillary inner diameter. It was noted in this work that zone dispersion from Joule heating 
caused the number of theoretical plates to significantly decrease in larger diameter 
capillaries.13 This present study does not suffer from such phenomena, as any zone 
dispersion would be lost within the electrophoretic front, giving a true depiction of the 
effect of capillary inner diameter on detector response only, free of any zone broadening 
effects. It can be seen in Figure 2-11; however, that while the electrokinetically and 
pressure driven fronts follow the same increasing trend, the absolute signal for the 
pressure driven fronts is greater than that seen with the electrokinetically driven fronts. 
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This arises due to the additional presence of chloride ions in the pressure driven fronts, as 
no separation of ions will occur with this method. 
 
2.4.4 Investigations of Noise 
 A thorough investigation of noise and noise sources in the contactless 
conductivity system has been ongoing in the Jorgenson group for some time, as the level 
of noise is a crucial component in the detection, and ultimately the quantification of low 
abundance analytes. In a comparison of the conductivity signal and noise obtained from 
runs using 10 ppm potassium and a sinusoidal excitation signal at 1 Vp-p and 20 Vp-p, both 
theoretically and experimentally, it was found that while the increase in the signal 
intensities correlated to that of the excitation voltages, the noise increase was greater than 
expected, as shown in Table 2-3.  
 Under shot noise limited conditions, the noise should increase as the square root 
of the background current, which can be calculated from the resulting voltage measured 
by the lock-in amplifier. As seen in Table 2-4, using a 20 Vp-p (7.07 Vrms) excitation 
voltage, the resulting voltage measured for a solution of 20 mM MES/20 mM His buffer 
at pH 6.1 is 341 mV, resulting from a current of 341 nA at the detection electrode. A 
calculation of the shot noise results in an 800 nV contribution, based on the measured 
current. Additionally, it is known that there will be a contribution to the noise from the 
feedback resistor in the form of Johnson noise. This calculation results in a contribution 
of 150 nV. Based on these two noise sources, the expected noise results in a value of 813 
nV. It has been shown previously that there is some inherent instability in the function 
generator arising from small voltage fluctuations in the output.7 It was shown by 
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Johnston, et al., that the function generator contributes noise of approximately 0.001% of 
the magnitude of the excitation signal. Based on this conclusion, there is an additional 
voltage noise at the excitation output of 3.3 µV, giving an overall expected noise value of 
3.4 µV. 
 
2.4.4.1 Detector Position Relative to High Voltage Power Supply 
 Electrical interference, or noise, from environmental causes is a major concern 
when dealing with very small electrical signals. While it is known that power lines can 
produce 60 Hz (and multiples of 60 Hz) line noise, the extent of the influence of the high-
voltage power supplies used in capillary electrophoresis on the measured noise in a 
system like the one discussed here remains unclear. Electromagnetic radiation can be 
picked up as a magnetic component, usually seen in near field situations, or as an electric 
component, seen in far field situations, depending on the impedance of the electronic 
circuitry. In this instance, anything further away than λ/2π from the emission source is 
classified as far field. In the conductivity system, the detection cell impedance is on the 
order of several MΩ, facilitating coupling of the electric field (voltage) fluctuations from 
the high voltage power supply to the conductivity system, manifested as noise. The high 
voltage power supply (Spellman) used in all of the experimental work presented in this 
dissertation has a voltage ripple in the output of up to 0.1% at 20 kV, resulting in possible 
fluctuations of 20 volts.14   
 The extent of the voltage fluctuations from the high voltage power supply was 
tested by moving the conductivity detector along the length of the separation capillary. A 
50/360 (i.d./o.d.) fused silica capillary was filled with a solution of 20 mM MES/20 mM 
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His buffer and the resulting baseline signal was analyzed to determine the overall noise. 
The noise measurements were taken with the high voltage power supply turned off and 
with the high voltage applied to the capillary. Additionally, the effect of having the 
excitation voltage applied to the detection cell was investigated in each case as well. Due 
to the sensitivity of the detection electronics, these studies were only completed on the 
outlet half of the capillary, starting at the halfway point (34 cm of 68 cm), where the 
electrophoresis voltage had dropped to 10 kV, and going towards the grounded end. 
 Shown in Figure 2-12A are the results from these studies. It can be clearly seen 
that the magnitude of the effect of the high voltage does not differ along the length of the 
capillary. As expected, the application of the high voltage does not induce more noise, as 
can be seen by the bottom two traces where the only difference in the data is the 
application of high voltage. However, the application of the excitation voltage produces a 
significant amount of noise, accounting for nearly 1 µV of the overall noise. Based on the 
theoretical values discussed previously, this value is well below the expected noise 
coming from fluctuations in the function generator, although it does suggest that there is 
indeed a contribution from it. What is interesting to note is the reduction in the deviation 
of the measured noise values as the distance from the high voltage power supply was 
increased (table 2-7). The data seemed to suggest that the influence of the voltage 
fluctuations decreased as the overall separation voltage decreased. 
When the high voltage and excitation voltage are both applied to the conductivity 
system, the noise increases to a higher degree. One explanation for the increased noise 
when both potentials are applied is that the voltage fluctuations in the power supply may 
have an effect on the capacitance of the electrical double layer inside the capillary, 
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resulting in a fluctuation in the impedance of the detection cell, and ultimately resulting 
in increased noise in the experimental trace. Another possible explanation is that there is 
some 100 kHz component to the high voltage fluctuations that is picked-up by the 
detection electronics and manifested as increased noise.  
 This investigation was also completed with simple inorganic ions to see if the 
effect could be amplified in systems comprised of more mobile ions. The system chosen 
for this experiment was 2.5 mM potassium chloride. The results from this study are 
shown in Figure 2-13A. As can be clearly seen in the graph, the noise measurements for 
non-buffering solutions are affected to a large extent by being in close proximity to the 
high voltage power supply. It remains unclear as to why this influence would be “felt” 
more in a non-buffering solution versus a good buffer, like MES/His, however. To further 
test the effect of proximity to the high voltage power supply 10 mM PIPES/His and 3.4 
mM NaCl were tested as well, with the results shown in Figure 2-12B and Figure 2-13B 
respectively. Based on these graphs, it can be concluded that while the simple inorganic 
ion solutions do not have the capacity to withstand small voltage fluctuations in the high 
voltage power supply, the more traditional buffers do.  
 
2.4.4.2 Buffer Systems 
Buffer systems play an integral role in capillary electrophoresis, as well as any 
technique that is electrokinetically driven. It is within the buffer where the differential 
migration of analytes occurs. In this sense, the buffer can be thought of as playing the 
selectivity determining role of both the mobile and stationary phases in a liquid 
chromatography column, thereby having an influence on the efficiency and resolution of 
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the separation. The buffer is also an influential factor in the magnitude and direction of 
electroosmotic flow. There have been numerous investigations on the effect of buffer pH, 
ionic strength, concentration, and the addition of organic modifiers to capillary 
electrophoretic separations. It was found that small changes in buffer pH influence the 
extent of electroosmosis, but not to the same degree in every buffer and not to the same 
extent in the same buffer at different ionic strengths. While the role of buffer systems in 
capillary electrophoresis is extremely important, the mechanisms by which they influence 
the separations are also extremely complex in nature.  
In conductivity detection, the buffer also plays an important role, as it is the 
conducting medium through which the electrical signal is carried. It also serves as the 
platform to which the conductivity of analyte bands is compared. Solinova et. al. showed 
that the sensitivity of conductivity detection is directly proportional to the difference in 
mobility between the analyte and that of the buffer ions, such that the greatest sensitivity 
will be achieved with the largest difference, as shown in equation 2-4, taken from 
reference 15. 
K
F
m
mmmmC
GGG
A
EAEA
S
A
BGES 310
))((
−•
+−=−=∆
−
+−−−−
  (2-4) 
In this equation, ∆G is the difference in conductivity (measured conductivity signal), GS 
is the conductivity of the sample zone, GBGE is the conductivity of the background 
electrolyte (buffer),      is the concentration of the anionic species in the sample zone,        
is the mobility of the anionic species in the sample zone,         is the mobility of the 
anionic species in the buffer,        is the mobility of the cationic species in the buffer, F is 
Faraday’s constant, and K is the detection cell constant, determined by the cell geometry. 
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This is based on the transfer ratio (     ), or the number of equivalents of buffer that are 
displaced by analyte ions, derived from the Kohlrausch regulating function, written in 
terms of electrophoretic mobilities in equation 2-5. 
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While characterization of the magnitude of the conductivity signal and its 
contributing factors has been shown analytically in equation 2-1, characterization of the 
noise in the conductivity system and the factors that influence its magnitude remain 
unclear. As previously discussed in this chapter, characterization of the role of the 
detector electronics has been performed, and it was discovered that the function generator 
has some inherent instability in the output signal, increasing the predicted noise value to 
3.5 µV. The noise in any electrical system will depend on the random motions of charge 
(current) carriers in that system. For conductivity detection, it is the buffer that carries the 
charge, and, as such, a thorough investigation of the influence of buffer composition on 
noise has been undertaken and will be discussed. 
 
2.4.4.2.1 Buffer Composition  
Based on the literature to date, the zwitterionic buffer MES/His has been the 
buffer of choice for every research group investigating conductivity detection since Zare 
first introduced an on-column conductivity detector for capillary electrophoresis in 
1987.16 This still holds true for both capillary and microfluidic based separations (Table 
2-5). While there has been discussion of the use of ampholytes as background electrolytes 
in conductivity detection due to their low conductivity at high concentrations, there has 
Ak
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been no clear indication as to the reason for the superior low baseline noise of MES/His 
with this detection method.  
2-N-morpholinoethanesulfonic acid (MES) is a substituted taurine with a pKa of 
6.15 at 20 °C. Traditionally, this acid is paired with an equimolar amount of an amino 
acid, usually Histidine, which has a pKa of 6.00 at 20 °C (Figure 2-14). Additionally, 
Pospichal et al. found that the ionic mobilities of MES and His are -26.8 x 109 m2 V-1 s-1 
and +26.7 x 109 m2 V-1 s-1, respectively.17 It is interesting to note that this particular 
buffer combination results in a unique situation where the constituents have similar pKa 
values and essentially equal, but opposite, mobilities.  
In a comparative study, the noise and separation efficiency of several different 
buffers were tested using a mixture of 10 ppm Na+, K+, and Li+. Buffer components were 
dissolved in deionized water at concentrations that would give similar background 
conductivities to 20 mM MES/20 mM His buffer. Initially, the buffers were not pH 
adjusted, but were left at their native pH when combined in solution. While this meant 
that some buffers would not be at their optimal pH and hence, operating under conditions 
not suitable to give their maximal buffering capacity, it prevented any increased 
conductance from additional chloride or sodium ions in solution. 
Initially, another zwitterionic buffer, piperazine-N,N’-Bis(2-ethanesulfonic acid) 
or PIPES, was used in conjunction with Histidine to test the effect of the anionic species 
in the buffer system. PIPES is a symmetrical disulfonic acid with a pKa of 6.8. The 
absolute ionic mobility of this molecule has not been determined. In a comparison of 
these two buffer systems, it was found that the MES/His system was less noisy, had a 
lower DC current, and gave higher conductivity detection signal-to-noise values.  
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3-(cyclohexylamino)-1-propanesulfonic acid (CAPS), which has a pKa of 10.4, 
was used with Arginine, which has a pKa of 12.5. The experiment was conducted at pH 
10.4, well within the accepted buffering zone for CAPS. According to theory and given 
the experimental electrophoresis current, the shot noise with this system should be 600 
nV. The expected noise with the additional contribution from the function generator 
brings this value up to 2.2 µV for this system. As can be seen from Table 2-6, the 
experimental noise is an order of magnitude greater than that predicted (~21 µV) and the 
signal to noise ratio for the lithium ion is much smaller than for MES/His. Additionally, 
CAPS was paired with lysine to give two buffer components with similar pKa values; 
however, this proved to be even worse due to the increased current and noise obtained.  
Table 2-6 summarizes the results from this extensive study, with a few 
representative electropherograms shown in Figure 2-15. Based on the tabulated data, it 
can be seen that while the background conductivities may be similar in magnitude, the 
noise associated with each buffer is much greater than the theoretically predicted value. 
The combination of MES and His is the only buffer combination that is on the order of 
the predicted value. Several other zwitterionic buffers were tested in addition to 
MES/His; however, it was found that the while these buffers had very low conductivities, 
the noise in these systems was still greater than that seen in MES/His, even while at a pH 
value within their suggested buffering range. The use of MES/His as the buffer for 
conductivity detection meets the necessity of using a low conductivity background 
electrolyte while still providing the current conduction medium necessary without an 
increase in measured noise. 
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In a series of studies further investigating the use of MES/His as a buffer, the two 
components were tested individually, in an attempt to elucidate whether one component 
has a more significant contribution to the decreased noise values than the other. To keep 
the ionic strength of the buffer systems similar to that of the 20 mM MES/20 mM His 
system, the concentration of each individual species was increased to give an overall 
ionic concentration of 40 mM. As shown in Table 2-7, when dissolved in deionized 
water, each solution was at a pH value that was significantly far away from the pKa 
value. It is known that buffer systems have the highest buffer capacity within 1 pH unit of 
their pKa value.18 It should be noted that although the solutions of MES and His were 
beyond this boundary, the noise in the system was very near the expected values, based 
on the electrophoretic currents observed. However, the separation of the standard simple 
inorganic ions (Na+, K+, and Li+) was extremely poor (Figure 2-16A and B). It was 
thought that the low buffer capacity at the native pH could be the cause for the poor peak 
shapes. Each solution was adjusted to the pKa value using a strong acid or base. It was 
found that the noise increased by an order of magnitude when each solution pH was 
adjusted. The increased noise was presumably due to the increased conductance from 
sodium and chloride (Table 2-7) ions in solutions. In a practical sense, all of these 
experiments illustrate the importance of the buffer composition to the noise, as well as 
the separation, associated with conductivity detection.     
 
2.4.4.2.2 Concentration of Buffer 
  It is well known that the concentration of the buffer used has significant 
consequences in terms of efficiency of separation and resolution in capillary 
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electrophoresis systems. The concentration of the buffer used can be correlated directly to 
the buffer capacity, or the amount of acid or base needed to cause a 1 unit pH change.18 It 
is also known that the concentration of the buffer plays a role in the mobility of analytes, 
where it has been shown that the mobility of an analyte increases as the inverse square of 
the buffer concentration.19 However, it remains unclear what effect the buffer 
concentration will have on the conductivity signal.  
 The effect of buffer concentration on the conductivity signal was tested by 
investigating the response of a 10 ppm lithium chloride solution in 20 mM MES/20 mM 
His buffer at pH 6.1. The analyte was migrated as an electrophoretic front. The front 
height as a function of buffer concentration is shown in Figure 2-17A, with the 
corresponding signal to noise ratio given in Figure 2-17B. Clearly, it can be seen that the 
front height decreases as the buffer concentration increases. It has previously been shown 
that as the buffer concentration increases in capillary electrophoresis, the resolution 
decreases due to an increase in the plate height. It is thought that the increase in plate 
height largely stems from increased diffusion in the higher concentration buffer 
systems.19 
Thus, since it is well known that ionic strength plays such an important role in 
many different parameters related to capillary electrophoresis, it was important to isolate 
the effect of buffer concentration on the conductivity detection method from that of the 
capillary electrophoresis separation. To do this, pressure was used to drive fronts of 
analyte through the capillary to the detector. A 10 ppm solution of lithium chloride in 20 
mM MES/20 mM His was analyzed using pressure driven flow in an identical manner as 
that described previously in this dissertation. The results shown in Figure 2-18A and 2-
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18B indicate that there is a strong dependence on the buffer concentration using this 
method of flow as well.  
 
2.4.4.2.3 Buffer Solution Stirring  
  In capillary electrophoresis, like any electrolytic cell, chemical reactions occur at 
the electrodes, including the electrolysis of water. Over time, this induces pH changes 
which can potentially affect an analytes’ migration by changing the electroosmotic flow 
and the electrophoretic mobilities of the species being analyzed.20 The run buffer is used 
to counteract the electrode reactions by maintaining the pH as ions are produced. It was 
hypothesized that these ions, namely hydronium at the anodic end of a capillary 
electrophoresis system, could cause shifts in the equilibrium of the buffer constituents by 
inducing pH changes in solution. Conventionally the studies involved in the detection and 
separation of cations are run in the positive mode; however, this provides an environment 
where any hydronium ions produced from the electrolysis of water at the electrode 
surface will migrate towards the detector and, ultimately, contribute towards a shift in the 
equilibrium between buffer species. Although the generation may reach a steady state, the 
concentration of hydronium ions in solution may vary in space, shifting the equilibrium 
and producing fluctuations in the conductivity measured, which can be manifested as 
noise. In an initial study sodium chloride was used as the capillary electrophoresis run 
buffer (electrolyte in this case) to minimize the buffering capacity of the run solution 
(allowing the hydronium ion to diffuse freely in solution). In an attempt to counteract the 
random motion and convection of ions in solution and possibly decrease the noise of this 
system, stirring was used to produce a more homogenous solution of ions in the capillary 
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inlet vial. This was completed using a stir plate and stir bar to move the inlet solution. 
Although in principle this should have created a completely uniform concentration of 
ions in solution, the baseline noise for this system increased tremendously when the 
solution was perturbed. This exact study was also performed with the conventional 
MES/His buffer system; however the same result of increased noise was obtained, 
although to a lesser extent (Table 2-7). While these studies show that a decrease in 
electrical noise can not be obtained by stirring the inlet solution, they do serve as the 
foundation for further investigation of ion movement in capillary electrophoresis systems, 
which is the topic of Chapter 3. As such, a more thorough discussion, both theoretically 
and experimentally, of the phenomenon observed is given there. 
 
2.5 Concluding Remarks 
 The continued development of the contactless conductivity detector has resulted 
in the elucidation of the effect of various experimental parameters on the sensitivity of 
the detection method. It has been shown that while the optimal frequency of the OPA602 
operational amplifier is at 375 kHz, the noise associated with the RF lock-in amplifier 
that must be used with this particular frequency is such that the signal to noise ratio is 
less than that obtained with measurements taken at 100 kHz. Additionally, it was shown 
that in addition to a smaller dynamic range, the SR844 lock-in amplifier has greater 
inherent noise than the SR810 lock-in amplifier, even at 100 kHz. This result has further 
solidified the choice of using the SR810 lock-in amplifier for use with conductivity 
detection, even in lieu of the 102 kHz input frequency limit of the amplifier.  
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 Based on an electrical model developed previously in the Jorgenson research 
group, it was hypothesized that electrode length would play an important role in the 
efficiency of capacitive coupling of the input signal into the detection cell. It was shown 
that the current pathway at frequencies on the order of 100 kHz comprises nearly the 
entire length of the electrodes suggesting that a longer electrode would increase the 
sensitivity of detection. Experimentally, it was determined that a small increase is 
observed when the detection electrode is longer; however, it was observed that there was 
little effect in lengthening the excitation electrode. 
 Capillary inner diameter was also shown to have an effect on the sensitivity of 
detection, where larger diameter capillaries show increased response. This observation 
was made using both pressure and electrokinetically driven flow, and coincided well with 
previous work in literature. 
 A thorough investigation of noise revealed little contribution from the high 
voltage power supply, but the buffer investigations revealed a very strong dependence on 
buffer composition and concentration. It was found through this exhaustive study that 
MES and His are the only buffer combination that provides a noise value that is even 
remotely close to the predicted value, once the voltage fluctuations of the function 
generator are taken into account. This buffer combination is also the only combination 
with similar pKa values and mobilites (opposite in sign). Buffers similar in pKa and 
mobility were also tested in these studies (although none with as an exact match as MES 
and His), but were found to give worse signal to noise ratios than MES/His. It remains 
unclear if the combination of these two properties is necessary to provide a low noise 
platform on which to detect ions; however, this is the one property that no other buffer 
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combination can mimic. Additionally, stirring of the solution in the buffer reservoir only 
proved to increase the noise when attempts were made to evenly disperse any ion 
produced from electrochemical reactions at the electrode surfaces. The stirring of the 
buffer inlet solution is the focus of the next chapter of this dissertation. However, all of 
the experimental parameters investigated have served to illustrate the unique complexity 
of combining contactless conductivity detection to capillary electrophoresis. 
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2.6 Tables and Figures 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 100 kHz 375 kHz 
Noise (µV) 1.4 4.3 
potassium Peak Height (µV) 99.0 232 
sodium Peak Height (µV) 89.1 207 
lithium Peak Height (µV) 144 332 
   
potassium S/N 69.8 53.5 
sodium S/N 62.8 47.6 
lithium S/N 102 76.5 
 
Table 2-1. Summary of results from an investigation of the effect of excitation frequency. 
The sample of a 10 ppm mixture of Na+, K+, and Li+ ions in 20 mM MES/20 mM His 
buffer at pH 6.1. Analysis was performed on an SR844 lock-in amplifier. The excitation 
voltage was held constant at 20 Vp-p in both cases. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 48 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 SR844 SR810 
Noise (µV) 0.40 0.22 
potassium Peak Height (µV) 6.17 5.87 
sodium Peak Height (µV) 5.34 5.64 
lithium Peak Height (µV) 8.00 7.71 
   
potassium S/N 15 27 
sodium S/N 14 24 
lithium S/N 20 36 
 
Table 2-2. Comparison of results obtained with two different lock-in amplifiers, an 
SR810 and an SR844. The sample was a 2 ppm mixture of Na+, K+, and Li+ ions in 20 
mM MES/20 mM His buffer at pH 6.1. The excitation was a 2.0 Vp-p, 100 kHz sinusoidal 
signal in both cases.  
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 Experimental Theoretical 
Peak Area 20.72 20 
Peak Height 20.28 20 
Baseline Noise 9.93 4.47 
 
Table 2-3. Results taken from reference 7 showing the theoretical and experimental 
response of the contactless conductivity system to a 10 ppm solution of lithium. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 50 
 
 
 
 
 
 
 
 
 
 
 
 
 
Excitation output (Vrms) 7.07 
Measured voltage at detection electrode (mV) 341 
Calculated current at detection electrode (nA) 341 
Impedance of detection cell (MΩ)  20.7 
  
Amplitude instability of function generator (µV) (0.001%) 70.7 
Current noise resulting from function generator instability (pA)  3.4 
Voltage noise resulting from function generator instability (µV) 3.4 
  
Shot noise from solution resistance (nV)* 800 
Johnson noise from feedback resistor (nV) 150 
Lock-in amplifier noise (nV) 7.6 
Op-amp voltage noise (nV) 2.9 
Op-amp current noise (nV) 0.78 
  
Expected noise without function generator instability (nV) 813 
Overall expected noise from all contributions (µV) 3.5 
 
Table 2-4. Calculation of expected noise values in the contactless conductivity system. 
The measured voltage is the response to a 20 mM MES/20 mM His solution. *This is the 
shot noise measured in the detection electrode current. 
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Analytes Background 
Electrolyte 
Format Reference 
    
NH4+, CH3NH3+, 
Na+ 
20 mM MES/20 mM 
His 
Microchip 19 
Na+, K+, Li+ 20 mM MES/20 mM 
His 
Capillary 20 
Mn2+, Pb2+, Cd2+, 
Fe2+, Zn2+, Co2+, 
Cu2+, Ni2+ 
10 mM MES/10 mM 
His, 2.5 mM 18-
crown-6 
Capillary 21 
Mn2+, Zn2+, Cr3+ 10 mM MES/10 mM 
His, 2.5 mM 18-
crown-6 
Microchip 22 
Cl-, SO42-, F-, 
C2H3O2-, PO3-  
20 mM MES/20 mM 
His 
Microchip 23 
CH3NH3+, Na+, 
TNB, TNT, 2,4-
DNB 
20 mM MES/20 mM 
His, 15 ppm LiDS 
Microchip 24 
Na+, K+, Li+ 20 mM MES/20 mM 
His 
Microchip 25 
Na+, K+, Li+ 20 mM MES/20 mM 
His 
Microchip 26 
K+, Br-, NO3-, BrO3-, 
Na+, Mg2+ 
50 mM MES/50 mM 
His 
Capillary 27 
NH4+, K+, Na+, 
Mg2+, Li+ 
10 mM MES/10 mM 
His, 1 mM 18-crown-
6 
Capillary 28 
NH4+, K+, Ca2+, Na+, 
Mg2+, Li+, Cl-, NO3-, 
SO42- 
20 mM MES/20 mM 
His, 0.2 mM CTAB 
Capillary  29 
Br-, Cl-, NO2-, NO3-, 
SO42-, C2O42-, F- 
20 mM MES/20 mM 
His 
Capillary 30 
Na+, K+, Li+ 10 mM MES/10 mM 
His 
Microchip 31 
Oxalate, tartrate, 
succinate, acetate, 
lactate 
10 mM MES/10 mM 
His, 0.2 mM CTAB 
Microchip 32 
MPA, EMPA, IMPA 20 mM MES/20 mM 
His 
Microchip 33 
 
Table 2-5. Small sample of the buffers used found in literature 
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Buffer pH Background 
Conductivity 
(mV) 
Electrophoresis 
Current 
(µA) 
Noise 
(µV) 
Li+ 
S/N 
MES/His 6.0 341 2.90 3.1 670 
MES/Arg 9.4 545 7.62 7.0 214 
PIPES/His 4.5 354 5.10 7.9 130 
Borate 8.9 430 4.75 30 230 
HEPES/Arg 10.3 556 8.00 47 26 
HEPES/His 8.4 339 4.05 28 UI 
CAPS/Arg 9.3 222 1.00 21 27 
CAPS/Lys 6.6 643 10.3 49 30 
CHES/His 7.5 158 0.22 49 17 
      
propionic 
acid/DHB 
9.3 517 6.80 130 13 
NaCl 6.1 354 2.74 49 UI 
KCl 6.9 337 2.27 12 UI 
 
Table 2-6. Summary of buffers tested with contactless conductivity detection. The 
concentration of the buffers listed is 20 mM for each component, with the exception of 
propionic acid/dihydroxybenzylamine, which was used at 10 mM. DHB is 
dihydroxybenzylamine. ND designates that the signal was indistinguishable from the 
baseline. UI designates that a peak assignment could not be made. 
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Buffer pH pH 
Adjusting 
Solution 
Conductivity 
Background 
(mV) 
Conductivity 
Noise 
(µV) 
CE 
Current 
(µA) 
20 mM 
MES/His 
5.90 ----- 334.5 3.33 2.87 
40 mM MES 3.71 ----- 173.1 2.95 0.38 
40 mM His 7.35 ----- 162.4 1.94 0.31 
20 mM MES 4.01 ----- 159.7 1.22 0.02 
20 mM His 7.25 ----- 157.1 2.68 0.02 
40 mM MES 6.02 NaOH 621.5 39.98 9.35 
40 mM His 6.04 HCl 409.1 4.16 0.007 
40 mM 
MES/His 
6.00 NaOH 407.0 57.4 4.25 
 
Table 2-7. Summary of results in an investigation of the contribution of each buffer 
species to the buffering capacity and overall noise.  
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Figure 2-1. Equivalent circuits for contactless conductivity detection with shielding (A) 
and no shielding (B) to prevent capacitive leakage of signal between the electrodes (CL). 
CW is the wall capacitance and RS is the solution resistance. 
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Figure 2-2. Experimental contactless conductivity - capillary electrophoresis setup. 
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Figure 2-3. Frequency response of the OPA602 operational amplifier with a 1 MΩ 
feedback resistor. The solution used for this investigation was 20 mM MES/20 mM His 
at pH 6.1. The response was measured using an SR844 lock-in amplifier. The input 
voltage was 2 Vp-p. 
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Figure 2-4. Comparison of separation of 10 ppm Na+, K+, and Li+ ions in 20 mM MES/20 
mM His buffer at pH 6.1 at 375 kHz (A) and 100 kHz (B) using an SR844 lock-in 
amplifier. The excitation input was 20 Vp-p. 
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Figure 2-5. Comparison of separation of 2 ppm Na+, K+, and Li+ ions in 20 mM MES/20 
mM His buffer at pH 6.1 using an SR810 (A) and SR844 (B) lock-in amplifier at 100 
kHz. The excitation input was 20 Vp-p. 
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Figure 2-6. Response of various length electrodes using 10 ppm sodium (A) and 
potassium (B) in 20 mM MES/20 mM His. The excitation was 20 Vp-p at 100 kHz. 
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Figure 2-7. Signal to noise ratio of 10 ppm potassium in 20 mM MES/20 mM His at pH 
6.1. The excitation was 20 Vp-p at 100 kHz. 
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Figure 2-8. Response of 10 ppm K+ in 20 mM MES/His using an input voltage of 20 Vp-p 
using various length excitation (A) and detection (B) electrodes. 
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Figure 2-9. Lithium chloride front showing the measured conductivity signal. 
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Figure 2-10. Measured front height of 10 ppm lithium chloride in 20 mM MES/20 mM 
His buffer at various flow rates. 
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Figure 2-11. Conductivity response to 10 ppm lithium chloride in 20 mM MES/20 mM 
His buffer in various inner diameter capillaries. The blue squares are for 
electrokinetically driven flow, while the red circles are responses obtained with pressure 
driven flow. 
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Figure 2-12. Noise associated with measurements taken at various distances from the 
high voltage power supply for (A) 20 mM MES/His and (B) 10 mM PIPES/His. 
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Figure 2-13. Noise associated with measurements taken at various distances from the 
high voltage power supply for (A) 2.5 mM KCl and (B) 3.4 mM NaCl. 
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2-Morpholinoethansulfonic acid (MES) 
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Figure 2-14. Structures of MES and Histidine. 
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Figure 2-15. Electropherograms showing the separation of a 10 ppm mixture of Na+, K+, 
and Li+ in (A) 20 mM MES/His (B) 20 mM PIPES/His and (C) 20 mM HEPES/Arg.  
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Figure 2-16. Electropherograms showing the separation of a 10 ppm mixture of Na+, K+, 
and Li+ in (A) 20 mM His (B) 20 mM MES.  
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Figure 2-17. Effect of buffer concentration on the (A) conductivity response of a 10 ppm 
lithium chloride front (electrokinetically driven) and the (B) signal to noise ratio using 
various inner diameter capillaries in 20 mm MES/His. 
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Figure 2-18. Effect of buffer concentration on the (A) conductivity response of a 10 ppm 
lithium chloride front (pressure driven) and the (B) signal to noise ratio using various 
inner diameter capillaries in 20 mm MES/His. 
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Figure 2-19. Comparison of the conductivity response of electrokinetically and pressure 
driven fronts of 10 ppm lithium chloride in 20 mM MES/His. 
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Chapter 3: Ion Movement in Capillary Electrophoresis Systems 
 
3.1 Introduction 
The research presented in this chapter is a compilation of experimental 
observations made while investigations were being performed to elucidate the nature of 
the noise associated with measurements taken using a capillary based contactless 
conductivity system. Specifically, during investigations to determine the role that buffer 
systems play in the magnitude of noise and the overall performance of the separation and 
detection method, a peculiar result was obtained which provided the foundation for this 
research. Ultimately, it was hypothesized that a depletion region – a volume of solution 
depleted of buffer ions – forms at the entrance of a capillary in an electrophoresis system. 
When disturbed, an increase in the noise is observed, making this a crucial aspect in 
terms of the signal to noise ratios obtained when using capillary electrophoresis, 
especially when using detectors that are sensitive to ions. It is also hypothesized that this 
region forms as a result of an interaction between both flow and electric fields. The 
research presented in this chapter goes through the experimental evidence obtained to 
determine the nature and cause of this depletion region. In addition, simulations are used 
to better understand the ion concentration in the inlet reservoir of a capillary 
electrophoresis system and the role that the flow and electric fields contribute to the 
formation of the depletion region. 
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3.1.1 Predicted Noise in Contactless Conductivity – Capillary Electrophoresis 
Systems  
As stated in the last chapter, it is known that MES/His is the best buffer 
combination for use with contactless conductivity measurements in terms of the 
magnitude of noise obtained, and thus, the signal to noise ratio, as evidenced by Table 2-
7. However, there has never been any discussion in the literature as to why this is the case 
nor any experimental evidence presented in a concise manner that illustrates its 
effectiveness. In chapter 2, there was a discussion of the expected (theoretical) noise from 
the contactless conductivity system based on the excitation input and experimental 
components used. Taking into account the voltage fluctuations of the function generator, 
determined to be 0.001%, it was calculated that given a background conductivity of 
approximately 340 mV, the noise associated with any measurements should be on the 
order of 3.5 µV. Again, referring to Table 2-7, the noise associated with the different 
buffers tested shows that while the background conductivity is similar in magnitude, the 
noise is much greater than the predicted noise value, leading to very poor signal to noise 
values compared to that obtained with MES/His as the buffer.  
As discussed in Chapter 2, an attempt was made to decrease the noise associated 
with these buffers by stirring the inlet solutions. Initially, simple electrolyte solutions of 
potassium chloride or sodium chloride were used to investigate the effect that stirring – 
and the creation of a more uniform inlet solution – would have on the noise 
measurements. These solutions were chosen because they would be greatly affected by 
the production of electrolysis products at the electrode surface (electrolysis of water), 
which were thought to be the underlying cause of the increased noise. It was shown that 
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stirring of the inlet solution only served to increase the noise rather than decrease it. The 
same result was obtained when buffer systems like MES/His and PIPES/His were used, 
although to a lesser extent. While the noise associated with these systems would not be 
affected by the presence of hydronium ions, a small shift in the pH will affect the 
equilibrium of the buffer components, possibly leading to increased noise in these 
systems. 
 
3.1.2 Solution Stirring and Conductivity Jumps 
Along with an increase in the noise, increases in the background conductivity 
(hereafter known as a conductivity jump) and the electrophoresis current were also 
observed when the inlet solution was stirred using a magnetic stir plate and bar. Shown in 
Figure 3-1 is the conductivity trace observed when this peculiar result was first obtained. 
The blue trace shows the background conductivity in the region of the conductivity 
detector, while the red trace shows the electrophoresis current for a solution of sodium 
chloride at a concentration of 3.4 mM. What is of interest in this figure is that when the 
solution is stirred, the electrophoresis current starts to increase immediately, whereas the 
conductivity takes time before an increase in seen. It can also be very clearly seen that the 
baseline noise gets much worse when the conductivity increases, but the electrophoresis 
current, background conductivity, and baseline noise all go back to their initial values 
(before stirring was started) once the stirring has stopped. Again, the current begins to 
decrease immediately, while the conductivity takes more time to settle back to its original 
value. It is this phenomenon that is investigated, both experimentally and theoretically, in 
this chapter.  
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3.2 Experimental 
3.2.1 Materials and Buffers 
All materials were used as shipped without further modification. 2-
morpholinoethansulfonic acid (MES), 4-(2-hydroxyethyl)piperazine-1-ethanesulfonic 
acid (HEPES), 1,4-piperazinediethanesulfonic acid (PIPES), 3-(cyclohexylamino)-1-
propanesulfonic acid (CAPS), 2-(cyclohexylamino)-ethanesulfonic acid (CHES), 3-(N-
morpholino)-propanesulfonic acid (MOPS), L-Arginine, L-Histidine, propionic acid, 
hydroxybenzylamine, and borax were all obtained from Sigma (St. Louis, MO). Sodium 
hydroxide solution (NaOH), hydrochloric acid (HCl), sodium chloride (NaCl), and 
lithium chloride (LiCl) were all obtained from Fisher Scientific (Fair Lawn, NJ). 
Potassium chloride (KCl) was obtained from Mallinckrodt (Paris, NY). All solutions 
were prepared using deionized water filtered through a Barnstead Nanopure Filtration 
System (Boston, MA). Buffer components were left in their native state unless they were 
involved in pH studies, in which case adjustments were made using either sodium 
hydroxide or hydrochloric acid. Borate solutions were prepared from borax. Normal 
capillary electrophoresis run solutions were 20 mM MES/20 mM Histidine at pH 6.1. All 
other buffer solutions were prepared at a concentration giving a similar background 
conductivity value as the normal capillary electrophoresis run solution, determined 
experimentally. All solutions were filtered using a 0.2 µm nylon membrane filter from 
Grace Davidson (Deerfield, IL) and vacuum degassed using a Cole Parmer 8891 
Ultrasonic Bath (Vernon Hills, IL).   
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3.2.2 Capillary Electrophoresis System 
Capillary electrophoresis was performed on an untreated fused silica capillary 
(Polymicro Technologies, Phoenix, AZ) 68 cm in length. Capillaries were 50/360 (50 µm 
i.d./360 µm o.d.). Electrophoresis was driven by a reversible 30 kV power supply 
(Spellman High Voltage Electronics, Inc., Plainview, NY). The power supply current was 
limited using an in-house built current delimiting circuit with a resistance value of 111 
MΩ. The electrophoresis current was monitored by measuring the voltage drop across a 
220 kΩ resistor at the outlet end of the electrophoresis system, connected to ground.  
 
3.2.3 Contactless Conductivity System 
 The contactless conductivity system used for the work in this chapter is identical 
to that described in chapter 2. In brief, the system used a DS335 digital function 
generator (Stanford Research Systems, Sunnyvale, CA) to supply the AC excitation 
signal – typically 20 Vp-p at 100 kHz. The excitation signal was applied to the 
conductivity cell via a 5 mm long metal electrode made from 23 gauge, 304 stainless 
steel hypo tubing (Small Parts, Miami Lakes, FL) with the center drilled out to give an 
inner diameter of 390 µm.  
 As described previously, the electrodes were soldered onto a printed circuit board 
(ExpressPCB, Redwood City, CA), using the same conditioning procedure previously 
described. The excitation signal was fed into the PCB using a crimp terminal and ten pin 
header (DigiKey Electronics, Thief River Falls, MN). Once the signal progressed through 
the detection cell, an OPA 602 operational amplifier (Texas Instruments, Dallas, TX) was 
used in a current to voltage configuration for normal runs. A 1 MΩ feedback resistor 
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(Multicomp, Chicago, IL) was used to provide an amplification of 106 V/A. The op amp 
was used under gain peaking conditions where the signal peaked at 400 kHz before 
experiencing any roll off, as shown previously.1 Power was supplied to the op amp by 
connecting four 6 V batteries in series. The series was grounded between the second and 
third batteries to give ± 12 V at the output ends. Power and ground were connected to the 
PCB via the ten pin header (Newark Electronics, Chicago, IL). To remove any high 
frequency oscillations in the feedback loop of the operational amplifier, 1000 pF 
capacitors (Newark Electronics, Chicago, IL) were placed between the power supply and 
the conductivity electrodes. The entire detection cell was placed in a grounded metal box 
to provide additional shielding from outside noise sources. 
An SR810 digital lock-in amplifier (Stanford Research Systems, Sunnyvale, CA) 
was used for signal isolation and amplification in all cases. The external reference setting 
was used and was supplied by a split signal from the DS335 function generator. The 
signal from the detection cell was input into the lock-in amplifier through the ten pin 
header previously discussed. The lock-in was set with a 100 ms time constant and a 24 
dB/octave slope, giving a bandwidth of 0.78 Hz. The sensitivity was chosen such that the 
maximum signal could be obtained for a given range. Line and 2x line filters were used 
to decrease any contribution to noise from AC power lines.  
The output of the lock-in amplifier was digitized using a PCI-MIO-16XE-50 
DAQ card (National Instruments, Austin, TX) and collected on a personal computer 
using custom software written in LabVIEW (National Instruments, Austin, TX). Data 
analysis was performed in Igor Pro.  
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3.2.4 Capillary “Wiggling” System 
In order to more fully characterize and investigate the conductivity jump, a 
system to gently move the capillary in a back and forth motion was designed. This is 
known as the capillary “wiggling” system because of the resulting motion of the capillary 
when moved. Movement of the bulk solution via a stir bar and magnetic plate provides 
more convection than is desired. It was the goal in building this system to be able to 
move the capillary with as little disruption to the overall buffer solution as possible. Since 
the noise increased when solution stirring occurred, it was clear that the phenomenon 
observed was due to some kind of non-uniform inlet solution. The desire then was to 
probe this non-uniformity with as little perturbation to the solution in the buffer vial as 
possible.  
The capillary “wiggling” apparatus was custom designed and machined in-house. 
This system was used to provide movement in a back and forth motion to the inlet end of 
the capillary (grounded end of a negative polarity electrophoresis system). There were 
two versions of this system. The first used a chopper motor which was controlled using 
the analog output of a PCI-MIO-16XE-50 DAQ card (National Instruments, Austin, TX), 
capable of outputting up to 5 V. This system is hereafter referred to as “version 1”. The 
second version used a 225 rpm gear head motor (model # HN-GH12-1324Y) purchased 
through Jameco Electronics (Belmont, CA). This motor has a DC voltage range of 4.5-12 
V, allowing adjustment of the speed, with a maximum speed of 176 rpm ± 10% under a 
300 g-cm load. Power was supplied to the motor using a reversible polarity AC adapter 
capable of outputting 1.5, 3, 4.5, 6, 7.5, 9, and 12 V. Attached to the motor spindle was a 
circular plate upon which a rectangular brass piece was mounted. 1 mm holes were 
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machined in the top of the brass piece, allowing for adjustment of the distance in which 
the capillary moved back and forth. An additional brass piece was machined to provide 
an anchor for a piece of Kevlar string which was then attached to a 1 mm long piece of 
PEEK tubing, which the capillary was fed through. The capillary was also fed through a 6 
mm long piece of PEEK tubing which was glued to the end of an aluminum rod to 
provide a pivot point. This system is hereafter referred to as “version 2”. Version 1 of the 
capillary “wiggling” system is shown in Figure 3-2. 
 
3.3 Experimental Results and Discussion 
3.3.1 Buffer Solution Stirring 
The results from the inlet solution stirring experiment for a solution of sodium 
chloride have already been discussed (Figure 3-1); however, because this electrolyte 
solution has such different properties from a buffer, it was important to see if the same 
effect was observed with a good buffer like MES/His. For this experiment, MES and His 
were dissolved in deionized water at a concentration of 20 mM each. The inlet solution 
was then stirred using a magnetic stir bar and plate, in the same manner discussed 
previously. There was no attempt to keep the stirring speed the same throughout the 
experiment. This proved to be a fruitful oversight, as it appeared that the magnitude of 
the noise, as well as the shift in conductivity, was related to the speed with which the 
solution was stirred. Shown in Figure 3-3 is the change in conductivity observed when 
the buffer solution was stirred with a magnetic stir plate and bar. What is important to 
note is that this effect does occur with a normal buffer and is not an artifact encountered 
only with simple electrolyte solutions. However, as stated previously, it was important to 
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exert some control over the phenomenon observed, and thus, it was necessary to better 
control the speed of the stirring motion in order to fully characterize what was happening 
in the inlet reservoir. Thus, it was important to only gently perturb the solution, as stated 
in the introduction of the “capillary wiggler” section, since information about the solution 
at the capillary tip was what was sought.   
 
3.3.2 Capillary Wiggling 
Movement of the capillary was achieved using the “capillary wiggler” described 
previously in this chapter. It was necessary to repeat the experiments performed with the 
magnetic stir plate and bar to ensure that the same phenomenon would be observed with 
this new setup and that the results obtained previously were indeed reproducible 
occurrences. This experiment was conducted using 3.4 mM sodium chloride as the 
electrolyte solution using version 1 of the “capillary wiggling” system. The conductivity 
detector was placed 26 cm from the capillary inlet. Shown in Figure 3-4A and B are the 
results of this experiment. In comparison to Figure 3-1, the results obtained with the more 
gentle movement are obviously less intense; however, this method gives a more stable 
baseline (comparison with Figure 3-3 made qualitatively as these are two different 
solutions) than that obtained using the magnetic stir plate and bar. In the second incident 
in Figure 3-4A, the spike at the beginning of the jump is due to an overshoot in the 
potential applied to the motor. This overshoot was immediately corrected by dropping the 
voltage to 0.5 V, equivalent to the voltage applied to give the first and third conductivity 
jumps. The electrophoresis current trace is given in Figure 3-4B, which again shows the 
increase in the current with stirring and decrease once the stirring has been stopped. The 
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reproducibility of the phenomenon was again shown with this experiment. In addition, 
the need to fully characterize the effect of wiggling speed on the magnitude of the 
conductivity jump was also encountered. It was also realized in this set of experiments 
that this phenomenon did not occur when the outlet end of the capillary was moved, 
indicating that the observed phenomenon was only occurring at the inlet end of the 
capillary. 
 
3.3.2.1 Wiggling Frequency 
A rudimentary calibration curve of the relationship between wiggling frequency 
and the voltage applied to the motor was made by counting the number of revolutions in a 
defined time period and calculating the frequency based on that number (Figure 3-5). The 
curve is linear up to 5 Hz, with the exception of the point in which the lowest voltage was 
applied, which was not consistent because the minimum turn-on voltage for the motor 
was not being met. Frequencies above 5 Hz were not tested because they could not be 
determined with any degree of certainty. 
A solution of 3.4 mM sodium chloride was used for this study. Voltages of 0.5-1 
V were applied to the chopper motor (version 1), giving wiggling frequencies up to 5 Hz. 
The separation voltage was applied for 11 minutes before any wiggling began so as to 
give the baseline time to fully stabilize. Static periods and periods of wiggling were 1 
minute each and alternated successively until all the frequencies were tested.  
  Shown in Figure 3-6A is the magnitude of the conductivity jump observed with 
each wiggling frequency for this solution. These results were obtained by taking the 
signal average at the top of the conductivity jump and subtracting an average for the 
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baseline immediately after or before the conductivity jump being analyzed. Based on the 
these results, it was conclusively shown that the conductivity jump increases with 
increasing wiggling frequency, as the relationship between the two variables is very 
nearly completely linear with a correlation coefficient of 0.994. The raw conductivity 
trace is shown in Figure 3-6B.  Since the magnitude of the conductivity jump increases 
with faster wiggling speeds, this suggested that more ions were able to migrate into the 
capillary at faster wiggling rates. Although it remained unclear, at this point, which ions 
were responsible for the conductivity jump, this did indicate that some sort of imbalance 
in the concentration of ions in the inlet solution was occurring. 
 
3.3.3 Large Vials and Bridge Vials 
Large vials and bridge vials were used to spatially separate the electrode from the 
capillary entrance in an attempt to isolate any electrolysis products from the capillary and 
prevent their migration into it. Typically, 25 mL scintillation vials are used as fluid 
reservoirs in the capillary electrophoresis system. Large beakers were first used in an 
attempt to separate any electrolysis reaction products from the entrance of the capillary. 
For this study, 450 mL beakers were used for the fluid reservoirs. A solution of 3.4 mM 
sodium chloride was used for this experiment. As shown in Figure 3-7, the conductivity 
jump still occurs with the large vials, indicating that electrolysis products are likely not 
responsible for the increased conductivity observed when the capillary is moved back and 
forth. 
Bridge vials (shown in Figure 3-8) were then used to spatially separate the 
entrance of the capillary even further away from the electrode. This experiment was 
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necessary because even with the larger vials, the movement of the capillary could have 
induced some convection, bringing any potential electrolysis products in closer proximity 
to the capillary entrance. The bridge vials were custom made glass vials modified to have 
standard glass stopcock ports at the bottom and were connected together using Teflon 
tubing, spatially separating the vials by approximately 3 cm. Each vial had an 
approximate volume of 25 mL. The electrode used to supply the separation voltage was 
placed in one vial, while the capillary was moved in a back and forth motion in the other 
vial for a period of 30 seconds. For the bridge vial experiment, periods of wiggling and 
non-wiggling were 10 minutes long. Shown in Figure 3-9 are the results obtained with 
solutions of 3.4 mM sodium chloride and 20 mM MES/His. Very clearly, the results of 
this experiment indicate that electrochemical reactions are not responsible for the 
conductivity jump, as the jump in conductivity still occurs when the electrode and any 
newly formed electrolysis products are spatially separated from the capillary. 
 
3.3.4 Time Dependent Wiggling 
The electrolyte systems used to investigate the phenomenon of the conductivity 
jump were simple in nature in that the number of species in solution consisted of only the 
electrolysis products – hydronium and hydroxide – and whatever species made up the 
electrolyte. For the simple inorganic electrolyte solutions, this was either potassium or 
sodium, and chloride. For the buffer solutions, this was either MES or PIPES, and 
Histidine. Since it was now clear that the conductivity jump was not a result of 
electrochemical hydrolysis products migrating into the capillary, the focus of the 
remainder of the studies in this chapter turned to the other species present; namely, the 
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buffer ions. It was also noted while conducting the previously mentioned experiments 
that the time delay between the application and cessation of wiggling and the time for the 
electrophoresis current to increase and decrease was equivalent. In addition, the time for 
the conductivity to go up after wiggling was initiated and to decrease once the wiggling 
was stopped was equivalent as well. This, then, led to the conclusion that wiggling led to 
an increase in a particular species being introduced into the capillary. 
To determine the influence that the buffer ions had on the conductivity jump, two 
different systems were used – potassium chloride and MES/His. The concentration of 
these two solutions was chosen to give identical background conductivities. The 
MES/His buffer was tested by first wiggling a solution of 15 mM MES/His to get an 
accurate determination of the amount of time it took for the increase in conductivity to be 
seen. Based on Figure 3-10, it takes approximately 350 seconds for the conductivity jump 
to be observed once wiggling has been initiated. Using the separation field applied, it was 
determined that the conductivity jump would have an electrophoretic mobility of +21 x 
10-9 m2V-1s-1. This correlates fairly well with the known mobility of Histidine, +26.7 x 
10-9 m2V-1s-1, which was experimentally determined by Popischal.2 In addition, fronts of 
30 mM MES and 30 mM His were migrated down the capillary (long electrokinetic 
injections). Confirmation that the species responsible for the conductivity jump in this 
system is Histidine is given in Figure 3-10, where it is shown that the front of Histidine 
takes approximately 350 seconds to reach the detector as well, while the front of MES 
takes approximately 365 seconds to travel an identical distance.  
A similar study was performed with a solution of 2.5 mM potassium chloride. As 
shown in Figure 3-11, the migration of a front of 4 mM potassium reaches the detector at 
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approximately the same time (~ 205-207 seconds) as that of the conductivity jump 
associated with a solution of potassium chloride. This, again, illustrates that the positive 
species in the electrolyte solution is responsible for the appearance of the conductivity 
jump when the capillary is moved back and forth. 
  
3.3.5 Flow Considerations 
Once it was determined which species was responsible for the appearance of the 
conductivity jump, it was then important to elucidate the reason behind its appearance. In 
electrochemical systems, electroneutrality is always assumed, and is assumed in this case 
as well; however, the results obtained thus far have indicated that there is some depletion 
of ions in capillary electrophoresis systems. In an attempt to determine if this depletion is 
unique to electrophoresis due to the presence of electroosmotic flow, investigations were 
performed to determine the role that flow, both pressure and electrokinetically driven, 
had on the appearance of the conductivity jump.  
 
3.3.5.1 Hydrodynamic Flow 
The influence of pressure driven flow was investigated using a height differential 
setup. The solution used for this experiment was 2.5 mM potassium chloride. Initially, a 
normal (untreated) fused silica capillary was used for this investigation; however a 
capillary with an inside coating of acrylamide was also used for comparison, as this 
would eliminate the influence of surface charges. Both studies were performed such that 
the capillary inlet and “capillary wiggler” were elevated together at a height of 30 cm. 
Using a 50 µm i.d. capillary, a linear flow rate of approximately 4.2 cm/s was obtained. 
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The only parameter that needed to be modified from previous studies was the length of 
capillary between the inlet and the conductivity detector. This distance was chosen to be 
30 cm based on space constraints.  
The raw data for the results of these studies is shown in Figure 3-12 and Figure 
3-13 where it can be clearly seen that the conductivity jump still occurs in both cases, 
indicating that some kind of flow must be present for the conductivity jump to occur. 
Figure 3-12 is the trace for the normal capillary, while Figure 3-13 is the trace for the 
acrylamide coated capillary. Figure 3-13 shows the conductivity response when the 
capillary is moved back and forth in a situation where there is an applied separation 
voltage with a height differential. This is in agreement with the hydrodynamic flow study 
involving the normal capillary. 
 
3.3.5.2 Electrokinetic Flow 
While it was worthwhile to learn that flow was necessary for the conductivity 
jump to occur, it was even more important to elucidate the influence of electrokinetic 
flow, specifically, the electroosmotic component. The electrokinetic investigation was 
completed using a 75/360 (i.d./o.d.) acrylamide coated fused silica capillary to eliminate 
the presence of electroosmotic flow completely by creating a viscous over-layer on the 
fused silica. 20 kV was then applied to the capillary to provide a means of inducing 
electrophoresis. 
Figure 3-14 shows the results of this study. The conductivity trace is given for a 
solution of 2.5 mM potassium chloride. The capillary was moved back and forth at the 
fastest speed capable of being output using version 2 of the “capillary wiggling” system. 
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Clearly, there is no conductivity jump obtained in a situation where there is no 
electroosmosis. This indicates that the appearance of a conductivity jump could also be 
induced using electroosmosis. This indicates that the flow plays some part in setting up 
an area of interest – most likely to be a depletion zone – that is disturbed when the 
capillary is moved.  
 
3.3.6 Noise 
Another interesting aspect of the presence of the conductivity jump was the 
behavior of the noise associated with different time periods of capillary movement. For 
this investigation, noise measurements were taken over the entire course of the study, 
including periods where there was no high voltage being applied, nor capillary 
movement. The results for a solution of 2.5 mM potassium chloride are shown in Figure 
3-15. Going from the left edge of the figure, it is shown that there is no significant change 
in the baseline noise associated with two different periods prior to application of the high 
(separation) voltage. These two periods are differentiated by “lid off” and “lid on”. “Lid 
off” simply means that the lid to the high voltage interlock was not in place, preventing 
the fan within the high voltage power supply from spinning; while “lid on” completes the 
interlock circuit and allows the fan to function. The baseline noise was then measured 
with the high voltage applied without any capillary movement. This encompasses the 
“before system peak” and “after system peak” categories. The system peak is a known 
phenomenon often seen in capillary electrophoresis. Although its exact origin is not 
completely understood, it is thought to be due to the anionic component in the buffer 
solution.3, 4 The noise measurements taken during these two periods is what would 
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normally be reported in a conductivity experiment as this would represent the normal 
baseline noise attributed for this “buffer” system in a capillary electrophoresis 
experiment. The current value agrees with previous measurements taken for potassium 
chloride solutions. The next period is “moving”. This is the noise value in a period where 
the capillary is actually being moved back and forth. It is very clear, in this figure, that 
this value is much larger than any other period investigated. What this suggests is that 
there is some kind of instantaneous effect that is picked up by the conductivity detection 
electronics that occurs when the capillary undergoes movement. The cause for this 
instantaneous effect is not clear; however, what is of interest is that the noise value goes 
back to the value seen before the capillary was moved once the movement was stopped. 
This suggests that the “instantaneous effect” is truly only occurring when the capillary is 
moved back and forth and that it subsides immediately upon stopping the capillary 
movement. The next measurement was taken during the conductivity jump itself, and as 
previously discussed, the noise increases during this period as well. Interestingly though, 
once the conductivity has decreased back to the baseline level (after the conductivity 
jump), the baseline noise falls back in line with the normal value. Then, the high 
(separation) voltage is turned off and the noise values immediately go back to the original 
value at the start of the experiment, which would be expected.  
This study was repeated with the normal MES/His buffer, and it was found that 
this buffer gives similar results to those obtained with the potassium chloride solution 
(Figure 3-16). The only deviation between the results obtained with MES/His and those 
obtained with the potassium chloride solution is that the noise values during the period of 
capillary movement and the period during the conductivity jump itself are smaller in 
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magnitude than with the potassium chloride solution. This is not a surprising finding, 
though, as the overall magnitude for all measurements is less with MES/His than with 
potassium chloride, including the increase in conductivity signal during the jump. The 
baseline noise during the periods where nothing extraneous is happening (capillary 
movement or conductivity jump) also coincides well with previous noise measurements 
taken with this buffer.  
Overall, this study suggests two things. The first is that there is some kind of 
instantaneous effect that occurs when there is a disruption to the system (i.e., capillary 
movement) that immediately disappears once the disruption is stopped. The second is that 
there is an increased concentration of ions that migrates down the capillary, presumably 
also due to the disruption in the system. The disruption in the system is the peculiar 
aspect, however. Apparently, there is some kind of equilibrium that is setup in the inlet 
reservoir that, upon being disturbed, causes an increase in both conductivity and noise. 
This leads one to hypothesize that there is a depletion, not an enrichment, of ions at the 
tip of the capillary in the inlet reservoir that is disturbed whenever there is movement, 
either in the form of solution stirring or capillary movement. Moreover, this equilibrium 
is very quickly reestablished once all disruptions have ceased, meaning that the baseline 
noise has gone back to its original value. 
 
3.3.7 Capillary Tip Considerations 
The results of the flow and noise studies seem to suggest that there was an 
interesting effect occurring in the inlet reservoir that could be disrupted and reestablished 
quickly. Since the reestablishment was, in effect, immediate, this suggested that whatever 
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was happening in the inlet reservoir was happening in very close proximity to the 
entrance of the capillary. In addition, the fact that the conductivity jump only took as long 
as it would normally take an injected plug of buffer cations to migrate down the capillary 
also suggested that the phenomenon observed had to be close to the capillary tip as well.  
For a typical capillary used in electrophoresis systems, the accepted method to 
prepare it is to score the capillary with a cutter and then very gently file down the end of 
the capillary to give a flat plane (Figure 3-17). Since it had become clear that this 
situation had an effect on the concentration of ions in solution that was currently being 
probed, it was hypothesized that by changing the shape of the capillary tip, more 
information about the phenomenon occurring in close proximity to it could be derived.  
Initially, the ends of several capillaries were coned to various degrees to see if this 
would change the appearance of the conductivity jump. This was accomplished using an 
Emco Jeweler’s Lathe (Hallein, Austria) and a #5 collet. The capillary was fed through a 
piece of PEEK tubing with an i.d. of 400 µm. The PEEK was then placed in the collet, 
allowing the capillary to be held securely in place without the risk of breakage. The 
capillary was then spun at 2000 rpm and held (by-hand) against various grit sandpaper. 
Initially, sandpaper of less than 100 grit was used to define the angle desired, then 
successively higher grit paper (up to 6000 grit) was used to polish the surface to give a 
smooth finish. Additionally, diamond gel (10,000 grit) was used to further polish the 
surface. SEM images of some of the capillaries that were made by this method are shown 
in Figure 3-18. These capillaries were run using the same method as the previous studies, 
with the coned end of the capillary being placed in the inlet reservoir. Since the ends of 
the capillaries were very fragile, they were set such that the ends were 1-2 mm from the 
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bottom of the inlet reservoir. Figure 3-19 shows the conductivity traces for the coned 
capillaries using a solution of 3.4 mM sodium chloride. As shown, the capillaries that are 
the flattest (“65° capillary”) still produce a large conductivity jump when moved, while 
capillaries that are sharper produce a smaller conductivity jump. However, even the 
sharpest capillary was still giving some kind of conductivity jump.  
 Further inspection of the coned capillaries revealed a flat edge at the very end, 
just around the capillary entrance (Figure 3-20), even for the sharpest capillaries. In an 
attempt to get rid of the flat edge of the capillary, coned capillaries were etched by 
submersion in 48 % hydrofluoric acid for 20 minutes. In addition, to prevent etching of 
the inside of the capillary, deionized water was flowed through the capillary at a very low 
flow rate using a pressure bomb. Etching of the capillaries certainly removed any flat 
edges around the capillary entrance (Figure 3-21); however, the etching procedure was 
very hard to control. Thus, some of the capillaries were very jagged or pitted to the point 
where most of them were unusable, as these deformities would cause more disruptions to 
the flow of ions around the tip rather than prevent them. An example of some of the 
etched tips is shown in Figure 3-22. 
 Commercially available coned fused silica capillaries were then purchased from 
New Objective (Woburn, MA). These “Taper Tip” emitters are angled at 14°. SEM 
images of the Taper Tip as received are shown in Figure 3-23, with a hydrofluoric acid 
etched Taper Tip shown in Figure 3-24. The capillary movement experiment was 
conducted both before and after the capillary was etched using a solution of 2.5 mM 
potassium chloride. Figure 3-25 shows the raw data from this experiment, where it can be 
seen that when the Taper Tip was used as received (with a small flat edge around the 
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capillary entrance), the conductivity jump is observed after the capillary is moved. 
However, after etching to remove the flat edge, the conductivity jump is no longer 
observed. This, again, is evidence that there is a disruption of some sort at the capillary 
entrance that is perpetuated by the presence of a flat edge at the capillary end.  
 
3.4 Results of Simulations and Discussion 
The experimental evidence discussed in this chapter has provided a good 
foundation for a hypothesis of an ion depletion region at the capillary tip in the inlet 
reservoir of a capillary electrophoresis system. However, while there was a good deal of 
evidence for this phenomenon, little was known as to why this was occurring or whether 
a depletion region is a natural state for capillary electrophoresis systems. To determine 
the nature and cause of the phenomenon in question, computational fluid dynamics 
software (FEMLAB and CoventorWare) based on finite element calculations was used to 
determine the extent of the role that flow, specifically electroosmotic flow, plays in 
setting up this phenomenon. In addition, it was also necessary to determine if the electric 
field played any role in its cause as well. (A detailed description of the processes 
surrounding this type of simulation as well as the theory behind it is discussed in Chapter 
4 of this dissertation.) 
A plot of the concentration of ions in the inlet reservoir was the desired 
information when the simulations were first used. However, this proved to be beyond the 
scope of the software. If the magnitude of the conductivity change is 3 mV, this 
represents less than a 0.1% change in the ionic concentration, which is far too small for 
simulation software to determine. In addition, the region in question is most likely very 
small in dimension as well, which is also difficult for the software to determine. The 
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software is limited dimensionally by the mesh that is used with the geometry. 
Unfortunately, this is on the order of 1 micron for most simulation software packages, 
and as such, regions that are depleted of ions that are smaller than 1 micron in any 
dimension would be impossible to discern. While the concentration of ions in the inlet 
reservoir could not be determined with much accuracy, various effects could be studied, 
including the effect that the capillary tip shape has on the flow and electric fields and 
what overall flow would be expected in situations where the flow and electric fields are 
interacting or interacting differently than under normal conditions (i.e., a flat ended 
capillary). 
 
3.4.1 Capillary Tip Effects 
Finite element and volume modeling were used to determine the extent that a 
change in shape at the capillary tip (i.e., coning of the capillary tip) would change the 
electric field. It is well known that the electric field fans out radially from a point source 
and that it also decreases as the square of the distance. To model this effect, a two-
dimensional structure was made to mimic the inlet reservoir and the first few millimeters 
of the capillary. For the reservoir, a rectangle 550 µm x 150 µm (x-axis x y-axis) was 
used and for the capillary, a square 50 µm x 50 µm (x-axis x y-axis) was used. The 
capillary was placed in the middle of a 550 µm edge and the two entities were coupled 
together such that their volumes were a single entity. Plots (contour and isoplots) of the 
electric potential for a flat capillary are shown in Figure 3-26. These plots reveal the 
geometry of the model system, as well as the radial distribution of the electric potential, 
and thus, the electric field. In a study of the effect of the tip shape, several simulations 
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were run to calculate the potential and electric field for a flat capillary and capillaries that 
were coned at 60°, 45°, and 15°. The voltage was applied to the electrode approximately 
150 µm from the entrance of the capillary. The furthest edge of the capillary (at the end 
of the entity inside the channel) was grounded. Shown in Figure 3-27 are the results for a 
blunt ended capillary. As illustrated in the figure, the electric field for a flat capillary 
distributes itself radially around the entrance of the capillary. However, as the tip 
becomes more pointed, as in the case of a 15° coned capillary (shown in Figure 3-28), it 
was found that the electric field tends to wrap around the tip, compressing the area 
immediately adjacent to the entrance of the capillary. This is important to note because it 
is in this area where ions will feel the greatest pull from the electric field driving them to 
the grounded end of the capillary. This is also interesting to think about in terms of a 
possible depletion region because it allows sampling from a larger solution volume, 
which can allow more ions to be pulled in towards the capillary. These simulations 
indicate that there is something unique about sharper tipped capillaries, but in terms of 
providing evidence for a depletion region, it has only provided one part of the picture 
thus far. In addition to the electric field, the flow in the inlet reservoir must also be taken 
into consideration in order to model a possible region of ion depletion at the entrance of 
the capillary.  
 
3.4.2 Interaction of Electric and Flow Fields 
It is well known that the negatively charged surface of the capillary aids in 
promoting electroosmosis under the application of a high separation voltage. Interaction 
between ions in solution and those on the capillary wall create a shear plane that migrates 
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under the influence of an electric field. Since this occurs uniformly over the entire surface 
of the capillary, the bulk solution is pulled with it. This is the driving force behind the 
migration of neutral species, as well as positive ions, towards the cathodic end of the 
system.   
However, the “outside” edge of the capillary (or the flat end of the capillary) does 
not have any influence on the presence or establishment of electroosmosis and in fact was 
thought to have no effect on the migration of ions within the electrophoresis system. As 
discussed in the preceding section, it was shown that the electric field has an effect on the 
concentration of ions (on the microscopic level) just outside the capillary inlet. However, 
if the capillary end indeed did not have an effect on the concentration of ions in solution, 
ions adjacent to the capillary entrance would be replenished as fast as they were being 
depleted (by being pulled into the capillary by the electric field). In our hypothesis of a 
depletion region at the capillary entrance, the interaction between electrokinetic effects 
(stemming from the increased electric field immediately adjacent to the capillary 
entrance) and the frictional drag experienced by solution in contact with the surface of the 
capillary (outside edge) has been taken into account. Shown in Figure 3-29 is the model 
that demonstrates this concept. This is a hypothetical drawing of field vectors and as such 
is a qualitative interpretation of the phenomenon. The blue lines depict the electric field. 
It is well known that the electric field decreases as the square of the distance. If the 
current situation is approximated by a rod with a uniform charge distribution, the voltage 
can ultimately be found by integrating over the area of the rod by equation 3-1. 
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Here V is the voltage, k is Boltzmann’s constant, l is the length of the rod (opening in this 
case), R is the distance from the rod, and λ is the charge per unit length. This equation is 
then differentiated to give the electric field, which is shown in equation 3-2. 
222 4/1 RlR
lkE +=
λ     (3-2) 
At long distances away from the source, it has been shown that the electric field is 
approximately equal to kQ/R, where Q = λl, as the square root will approach 1 as R 
increases. Thus, the electric field will uniformly decrease as the distance increases from a 
rod.5 The flow field is a more complicated matter, however. Instead of having a uniform 
distribution of the flow field as the distance from the capillary entrance increases, there is 
a substantial decrease in the flow at the capillary surface due to frictional forces. 
However, closer to the middle of the capillary entrance, the flow field increases because 
of the absence of any frictional drag. The hypothetical flow field is given by the red 
arrows. The interaction of the two fields is what is of interest though.  
 To simulate the interaction of the two fields, FEMLAB and CoventorWare were 
both used. FEMLAB is based on the finite element method while CoventorWare is based 
on the finite volume method, as discussed in Chapter 4 of this dissertation. Both 
simulations involve geometries like the one shown in Figure 3-29, where the end of the 
capillary and approximately the first millimeter of the bulk solution are taken into 
consideration. The simulations do not extend beyond this distance because there is little 
of interest in the bulk solution properties further from the capillary entrance. These 
simulations were performed by designating the inside surface of the capillary as a slip 
plane (allowing for movement at the shear plane) and the outside a no-slip plane (often 
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used to define hydrodynamic flow in computation fluid dynamics). For these simple 
simulations, water was used as the fluid.  
 For the FEMLAB simulation it was necessary to couple the two fields together. 
This was accomplished by coupling the Navier-Stokes equation to the electric field to 
give the overall velocity of an ion when the flow is influenced by the electric field. The 
velocity field for this simulation is shown in Figure 3-30A. In this plot, the magnitude of 
the velocity is indicated by color, with black being the fastest and blue being the slowest 
velocity. This plot very clearly shows that the velocity of the solution is much greater in 
very close proximity to the capillary entrance. It also shows that the velocity is very low 
where the solution meets the capillary surface indicating the presence of drag from 
frictional forces.  
To verify these findings, this simulation was also performed with CoventorWare. 
In this case, the software automatically couples the equations together once the no-slip 
plane and electroosmosis have been setup. Figure 3-30B shows the velocity field 
obtained using these parameters, which again shows that along the blunt capillary end, 
the velocity is slower, and at the capillary entrance, the velocity is faster.  
Although both of these simulations show that the fluid velocity is higher in the 
region immediately adjacent to the entrance of the capillary, information about the 
concentration of ions in this region can not be obtained, as again, the predicted change in 
concentration is on the order of a part per thousand, which is much too small to be seen 
using simulation software. However, conceptually the concentration of ions can be 
thought of in relative terms based on diffusional and migrational velocities. According to 
the random walk theory of molecular movement, if the migrational velocity (or the 
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velocity of an ion based on the application of an electric field) is greater than that of 
diffusion, electrophoresis dominates. This is exactly what happens within the capillary. 
However, if the diffusional velocity is greater than the migrational velocity, random 
diffusion of ions in solution dominates, which is what happens in the bulk solution 
reservoir.6 Of interest, though, is what happens at the interface of these two regions and 
where exactly the two regions intersect. Shown in Figure 3-31 is a plot of the velocity 
from migration (due to interaction with the electric field) and diffusion (based on the 
diffusion coefficient of the sodium ion). The migrational velocity is greatest in close 
proximity to the capillary and decreases as the square of the distance. This velocity is 
initially greater than that obtained by simple diffusion where the electric field is greatest; 
however, it can be seen that at approximately 4 µm from the capillary, the velocity due to 
diffusion will equal the velocity due to migration. So, it is at this point that the 
replenishment of ions can occur fast enough to keep up with the loss of ions from the 
interaction with the electric field. In other words, this is the boundary between the 
depletion zone and what would normally be called the bulk solution. At distances less 
than 5 µm, however, ions are pulled into the capillary at a rate that is too fast for diffusion 
to replenish them, which ultimately results in a net loss of ions, or a depletion zone.  
 
3.5 Concluding Remarks 
The idea behind ion depletion zones in capillary electrophoresis is not a new one. 
There have been several papers that have discussed a depletion of buffer ions.7-11 The 
underlying process discussed in previous reports is a buildup of electrolysis products in 
the inlet and outlet reservoirs, which serves to alter the pH non-uniformly within the 
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electrophoresis system. This has led to the common practice of buffer replenishment in 
the form of rinsing and refilling the buffer vials. In addition, a continuous flow cathode 
was introduced wherein a cross design was fabricated in a piece of PEEK and a steady 
stream of buffer flowed perpendicular to the separation capillary.12 The original intent in 
designing this system was to develop a low volume method to circumvent having to 
replace the fluid in the entire reservoir. While the researchers showed that this method 
has good reproducibility (in terms of migration times), when the total volume of the 
liquid used in the experiment was taken into account, however, it was on the same order 
as that which would be used with a traditional system.  
There have also been papers relating to capillary gel electrophoresis using 
noncrosslinked polyacrylamide that bring up the idea of a depletion of ions on the 
injection end of the capillary column.13 It was noted that for freshly made capillaries, a 
buffer zone of decreased concentration moves into the first few centimeters and a plug of 
increased concentration moves out of the column at the other end. This was observed by 
measuring the current under a field of 300 V/cm and then subsequently cutting off the 
injection end of the column after 145 minutes of operation. The potential was then 
adjusted to keep the same field strength of 300 V/cm and the current was measured again 
for 20 seconds. It was thought that this short time frame would not sufficiently disturb the 
ionic concentration within the capillary and would give an estimation of the current at 
that point. It was also shown that this effect is not observed in older capillaries and was 
thought to stem from charge properties of the gel itself. While this shows that there has 
been some investigation in the idea behind a depletion zone, it differs from the present 
situation in two ways. First, this is a gel electrophoresis experiment and as such, 
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interactions between the gel and solution will have a large effect on the behavior of ions 
in the systems, and secondly, this investigation considers a depletion zone within the first 
few centimeters within the capillary, as opposed to a few microns outside of the capillary 
inlet.  
One other interesting area of investigation that deals with the depletion and 
enrichment of ions in open channels is the idea of ionic transport number (fraction of 
current carried by each species) mismatch that has been observed in channels that are 
nanometers in diameter.14-18 This phenomenon is generated by an overlap in the electrical 
double layer due to the increased concentration of cations (for untreated fused silica) in 
this region. At the interface of a micro- and a nanochannel, there is a depletion and an 
enrichment due to an unbalanced flux of ions. While this is an interesting and unique 
behavior, it has only been observed in situations where double layer overlap is present 
and, thus, does not likely explain the behavior described in this chapter. 
To date there has been no discussion of a depletion zone in capillary zone 
electrophoresis systems using capillaries with inner diameters in the micron range. The 
data discussed in this chapter has provided a variety of experimental evidence that can be 
explained by the presence of a depletion zone. In addition, simulations have given a 
preliminary conceptual framework for the plausibility of such a region based on various 
velocity components. A complete analysis of this system is necessary to more completely 
ascertain the reason behind the formation of a depletion zone. However, rudimentary 
evidence has shown that it is both possible and likely. 
The concept of a depletion zone has implications for any detection scheme that is 
based on the quantification of ions, such as conductivity detection, especially in terms of 
 104 
the magnitude of the overall baseline noise. The equilibrium state for an electrophoresis 
system is to experience depletion at the entrance of the capillary. It has been shown that 
any disruption to this region will cause an increase in the baseline noise, indicating that 
for maximal signal to noise ratios, the capillary and inlet vial should be left completely 
alone and shielded from any vibrations or convection that could ultimately disrupt the 
depletion zone and lead to increased baseline noise.   
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3.6 Tables and Figures 
 
 
 
 
 
 
Figure 3-1. Background conductivity (blue) and electrophoresis current (red) traces 
showing the effect of buffer solution stirring in a 50/360 (i.d./o.d.) capillary using 3.4 
mM NaCl as the electrolyte solution under an applied field of 300 V/cm. 
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Figure 3-2. Capillary wiggling system; (A) is a top view showing the brass plate and 
capillary pivot system, while (B) is a side view showing the motor. 
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Figure 3-3. Stirring of 20 mM MES/20 mM His with a magnetic stir plate.  
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Figure 3-4. Stirring of a 3.4 mM solution of sodium chloride with the “capillary wiggler” 
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Figure 3-5. Frequency calibration curve for “capillary wiggler” for a solution of 3.4 mM 
sodium chloride. 
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Figure 3-6. Magnitude of conductivity jump with increasing wiggling frequency for a 
solution of 3.4 mM sodium chloride.  
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Figure 3-7. Conductivity response using 450 mL reservoir vials with a solution of 3.4 
mM sodium chloride using capillary wiggling. 
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Figure 3-8. Bridge vials 
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Figure 3-9. Conductivity jump observed with solutions of (A) 3.4 mM sodium chloride 
and (B) 20 mM MES/His using the bridge vials and capillary wiggling. 
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Figure 3-10. Front of MES and His plotted along with the conductivity jump associated 
with movement of the inlet of a capillary back and forth in MES/His buffer. 
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Figure 3-11. Conductivity jump associated with capillary movement in a solution of 2.5 
mM potassium chloride (green) and a trace showing the migration of a front of 4 mM 
potassium (red). 
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Figure 3-12. Conductivity jump for a solution of 2.5 mM potassium chloride. 
Hydrodynamic pressure was used to flow the solution though the capillary. Capillary 
movement lasted for 60 seconds and occurred in the time period from 60-120 seconds. 
(*) denotes the system peak. Green and red arrows indicate the approximate times of 
application and cessation of wiggling, respectively. 
 
 
 
 
 
 
 
* 
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Figure 3-13. Conductivity jump for a solution of 2.5 mM potassium chloride (A) without 
(background subtracted) and (B) with a height differential of 30 cm using an acrylamide 
coated capillary. Green and red arrows indicate the approximate times of application and 
cessation of wiggling, respectively. 
 
 
 
 
 
 
 
 
 118 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3-14. Conductivity trace for a solution of 2.5 mM  potassium chloride in an 
acrylamide coated capillary. Capillary movement was for 60 seconds. Green and red 
arrows indicate the approximate times of application and cessation of wiggling, 
respectively. 
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Figure 3-15. Conductivity noise measurements taken for a solution of 2.5 mM potassium 
chloride under different conditions throughout a capillary movement study. 
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Figure 3-16. Conductivity noise measurements taken for a solution of 20 mM MES/His 
under different conditions throughout a capillary movement study. 
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Figure 3-17. SEM image showing an end-on view of a fused silica capillary after filing. 
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Figure 3-18. SEM images of (A) 13° (B) 25° (C) 33° (D) 45° and (E) 65° coned 
capillaries.  
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Figure 3-19. Conductivity traces for coned capillaries. Green and red arrows indicated the 
approximate times of application and cessation of wiggling, respectively. 
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Figure 3-20. SEM image of the tip of the 13° capillary. 
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Figure 3-21. Etched capillary. This was originally a capillary that was coned to 13°. 
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Figure 3-22. Etched capillaries showing some of the deformities encountered. 
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Figure 3-23. SEM images of commercially available Taper Tips. 
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Figure 3-24. SEM images of an (A) incompletely and (B) completely etched Taper Tip. 
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Figure 3-25. Conductivity jump for a solution of 2.5 mM potassium chloride in an (A) 
unmodified Taper Tip and an (B) etched Taper Tip. Green arrows indicate when wiggling 
started and red arrows indicated when wiggling ceased. 
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Figure 3-26. Electric potential shown as a (A) contour plot and an (B) isoplot in the inlet 
reservoir after application of 1.5 V at the end of the capillary. 
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Figure 3-27. Potential and electric field plots for a blunt ended capillary 
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Figure 3-28. Potential and electric field for a 15° coned capillary 
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Figure 3-29. Hypothetical electric and flow field lines. 
 
 
 
 
 Electric Field
Flow Field 
Capillary
Capillary
Channel
 134 
 
 
 
 
Figure 3-30. (A) plot of velocity field using FEMLAB 3.0a and (B) Isosurface plot of 
velocity field using CoventorWare 
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Figure 3-31. Velocity due to diffusion and migration for the sodium ion. 
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Chapter 4: Computational Investigations of a Conductivity Based Photothermal 
Absorbance Detector 
 
4.1 Introduction 
One of the critical challenges facing narrow bore separation techniques, including 
capillary separations, as well as lab-on-a-chip separations, or µ-TAS (micro-total analysis 
systems), is the necessity for a highly sensitive detection method. Both platforms demand 
a sensitive detection technique that can be applied to small sample volumes and which 
does not suffer due to their decreased dimensions. As stated earlier in this dissertation, 
this has been accomplished using either fluorescence or electrochemical methods because 
of their increased sensitivity and selectivity. However, each of these methods has inherent 
problems which make them less than ideal as a universal detection method. Traditionally, 
UV absorbance detection is the preferred technique for universal detection; however, this 
method suffers from the path length dependence of Beer’s law and, as such, is not widely 
applicable to smaller dimension separation platforms. Thermooptical methods provide a 
good alternative means of universal detection when using smaller volumes. 
Conventionally, thermooptical techniques rely on changes in refractive index, and while 
these changes are not path length dependent, it is known that the refractive index changes 
less than 0.04% per degree of temperature change in organic systems and even less in 
aqueous systems (0.01%).1 Previously, development and investigation of a conductivity 
based photothermal absorbance detector took place in the Jorgenson research group using 
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a capillary system.2 Characterization of the response to laser power and modulation 
frequency was performed with a capillary system and it was noted that the sensitivity of 
DABSYL-tagged glucosamine samples exceeded that of a traditional UV-VIS absorption 
detector at laser powers greater than 150 mW with an argon ion laser at 488 nm. It was 
also noted that the conductivity response was only 5% of the calculated theoretical 
response, based on a very crude initial model, and that despite changes to the detection 
system itself, no increase in signal-to-noise was appreciated.3  
The present work is a continuation of the aforementioned experimentation and 
development from the capillary system. Through the use of computational fluid dynamics 
based simulation software, it was noted that the thermooptically heated region did not 
comprise the entire conductivity detection region, or the region between excitation and 
detection electrodes. As such, scaling of the conductivity detection region to adequately 
match the area of the thermooptically heated region was necessary to more fully realize 
the sensitivity of this type of detection. The results from modeling have led to the 
development of a microfluidic based photothermal detection scheme. A thorough 
discussion of the dynamics simulations that led to this observation will be discussed, as 
well as discussion of the influence of flow, laser spot characteristics such as spot size and 
placement, and other experimental conditions such as laser power.  
 
4.1.1 Basic Theory and Background 
The photothermal absorbance detection scheme developed in the Jorgenson 
research group senses viscosity changes in solution caused by thermally triggered events. 
As light impinges upon a sample, a small amount of the light is absorbed, causing the 
 139 
molecules to excite.  The excess energy is then given off in a nonradiative manner, 
causing heating of the surrounding solution, which directly affects the viscosity of the 
solution. In aqueous solutions, the viscosity changes ~2% per degree of temperature 
change. Direct detection of minute viscosity changes in microcolumn separations and on 
microfluidic platforms is a difficult task to accomplish. However, viscosity is directly 
related to electrical conductivity through a variation of the Stokes-Einstein equation, 
r
ez
πηµ 6=     (4-1) 
where µ is the ion mobility, e is the fundamental charge on an electron, z is the charge on 
the ion, η is the solution viscosity, and r is the solvated ion radius. From this equation, it 
can be seen that the viscosity is inversely proportional to the ion mobility, which can then 
be related to the electrical conductivity from the following equation 
Fczµκ =     (4-2) 
where κ is the electrical conductivity, z is the charge on the ion, µ is the ion mobility, F is 
Faraday’s constant, and c is the concentration of the solution. From this relationship, it 
can be seen that the viscosity changes can be probed by direct measurement of the 
electrical conductivity, which can be directly correlated to the temperature change caused 
by the absorption of light.  
 The first instance of conductivity changes being correlated to concentration via 
the absorption of light and subsequent detection of nonradiative relaxation of excited 
states occurred in 1988, resulting in the Thermal Modulation of Electrical Conductivity 
(TMEC) detection scheme. In this instance, Dovichi and coworkers used a 4 mW helium-
neon laser at 632.4 nm for the detection of methylene blue in an aqueous sodium chloride 
solution.4 The goal of their work was to establish a highly sensitive universal detection 
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method that did not require expensive light sources or high laser power. This first 
rendition of the detection method produced results that were less sensitive than 
conventional fluorescence methods, giving a limit of detection of ~200 nM in 90/10 
water/methanol solutions. Through this work, investigation of modulation frequency was 
performed, giving results that are consistent with previous work performed with other 
thermooptical techniques. It was this initial work that laid the groundwork for further 
development of conductivity based photothermal techniques.  
      
4.2 Experimental 
4.2.1 Simulation Software and Hardware 
 Several different software packages were used in the initial attempts at developing 
a comprehensive model of conductivity based photothermal absorbance detection. 
FEMLAB 3.0a (COMSOL, Inc., Burlington, MA) is a multiphysics simulation module 
originally developed as a front end for use with Matlab (Mathworks, Natick, MA). With 
the currently available version for this work, use with Matlab was optional. This software 
package was useful for the initial simulation of heating and cooling in a capillary, and 
was presented in earlier work from the Jorgenson group3; however, it was not capable of 
processing heating and cooling of aqueous solutions in smaller dimensions, nor with the 
added complexity of fluid movement. The Heat Transfer module was used to solve these 
initial, previously discussed simulations. 
 CoventorWare (Coventor, Inc., Cary, NC) was used for the majority of the 
simulation work presented throughout this chapter, unless otherwise stated. This software 
package is specifically designed for use with microfluidic devices through the use of the 
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finite volume method, and is thus able to probe the smaller dimensions and volumes 
associated with them. In addition, the software showed promising capability in 
determining the extent of the effect of fluid flow on the heating of aqueous solutions. The 
MemCFD solver was used for heating and cooling simulations with this software 
package, as well as for the implementation of fluid flow. 
 All simulations presented in this chapter were completed on a Dell Precision 670 
utilizing Windows XP with a Xeon 3 GHz processor, 3.25 GB of RAM, and 800 GB of 
hard disk space.   
 
4.2.2 CoventorWare Simulation Setup 
 For initial work on the heating and cooling of solutions in a three-dimensional 
representation, a 50 µm x 50 µm x 1 mm rectangular geometry was chosen as the fluidic 
channel. The thermooptically heated region for this simulation was a 50 µm cube 
centered over the length of the channel, and the electrodes were modeled as 50 µm x 100 
µm x 1 µm platinum placed adjacent to the thermooptically heated region (Figure 4-1).  
To make the above mentioned geometry in the software, the Architect system 
level design feature was used. The base layer was 50 µm of silicon, and while not used 
for any simulations, this layer provides a foundation for which to simulate fabrication of 
the geometry desired. It also allows for definition of the overall microchip size in the 
Layout Editor, as described in the next paragraph of this section. A stacked deposition of 
100-250 µm of silica was placed on top of this layer to simulate the bottom substrate. 
Immediately upon this layer was an additional layer of 50 µm silica. It is in this layer that 
simulated etching is performed to define the channel as a separate volume from the silica 
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on this layer. In order to do this, the entire 50 µm silica layer was etched using a negative 
polarity mask and “water” was placed in a planar fashion, filling the area completely to 
form the channel. In this case, “water” is used to designate the physical properties of the 
analyte used; however, for the purposes of fabrication, the default values for water are 
used and changed later when defining entities in the three-dimensional structure. Within 
the channel, an additional simulated etching step was used, again with a negative polarity 
mask, to define the thermooptically heated region as a separate entity from the channel, 
allowing integration of a separate set of boundary conditions from those applied to the 
fluid within the channel. This region was also filled with “water” in a planar fashion for 
fabrication purposes. A 1-10 µm layer of “water” was then stacked onto the previous 
layer, denoted as the electrode layer. The electrode layer was first etched completely 
using a positive polarity mask to define the fluid between the electrodes, defined again as 
“water” and placed in a planar fashion. An additional etching step in the electrode layer 
was performed using a positive polarity mask and filled in a planar manner with platinum 
for the electrodes. A final layer of 100-250 µm silica was then placed in a planar fashion 
to represent the cover plate, or top, substrate. The fabrication to this point is rendered in a 
three dimensional bottom to top orientation without any defined geometrical structures 
defining the exact placement of each layer.  
To define the exact dimensions in which etching and deposition take place, a 
Layout Editor is used. This is also where definition of the overall geometry takes place, 
as mentioned previously, by defining the dimensions of the substrate layer. Once each 
layer is completely defined, a three-dimensional entity is processed and displayed in the 
Preprocessor. It is also in the Preprocessor where meshing of the three-dimensional 
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structure occurs (Figure 4-2), as well as definition of material properties and layer names. 
The mesh used for all simulations was a Manhattan bricks type in the smallest allowable 
size to store temporary results on the hard disk space. Generally, this was between 1-10 
µm, depending on the overall dimensions of the structure. The material properties used 
for all photothermal simulations are given in Table 4-1.  
In the Analyzer, the MemCFD solver was used for fluid flow and heating 
problems. This is a general solver used for both static and transient problems pertaining 
to general fluid flow, thermal changes and fluid mixing. While it is capable of solving 
problems with both compressible and incompressible density models, for all 
photothermal simulations, the incompressible density setting was used to describe the 
fluid in the system. Due to the 1 mm length of the channel and the 350 µm width of the 
microchip, the discretization method used for these simulations was the finite volume 
method, which is a Fluent based solver allowing a larger model to be analyzed while 
maintaining a smaller mesh size, and thus giving better volumetric resolution. The finite 
volume method also allows restarting of simulations, enabling smaller timesteps to be 
used in a longer simulation period, giving enhanced temporal resolution. For simulations 
greater than 50 ms, the restart feature was used. All other residuals and tolerances were 
used in their default settings.  
For simulations involving pressure driven flow or static fluid, the surface 
boundary condition applied was a “wall” type, designating the surface to be a no slip 
plane with zero velocity at the surface. Due to coupling constraints on the general solver, 
electrophoretically driven flows were not utilized for photothermal simulations. For all 
simulations, an initial temperature of 298 K was used as a starting volumetric boundary 
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condition. This was applied to all entities, including the channel and fluid, 
thermooptically heated/detection region, electrodes and the silica substrates. A heat 
generation type condition was applied to the volume of the detection region and a power 
load value was used to supply the simulated laser light. The power for each simulation 
was based on a calculated absorption using the channel depth, and based on the use of 
488 nm light to probe 50 µM dasbyl glucosamine, which has a molar absorptivity of 
29,600 cm-1 M-1 at this wavelength. To adequately model the chopping of the laser, a 
transient boundary condition was coupled to the heat generation boundary condition, 
giving results as shown in Figure 4-3, where the average temperature in the 
thermooptically heated region is plotted as a function of time. The transient parameters 
were based on a square wave with a period corresponding to the desired chopping 
frequency, duty cycle of 50%, and amplitude of 1. As the amplitude in the transient 
parameter is multiplied by the boundary condition itself, it is necessary to use an 
amplitude value of 1 in this case, so as not to overstate the power used. No other 
boundary conditions, volumetric or surface, were used for photothermal simulations and 
all other simulation parameters were applied using the default values.5  
Limitations in the software’s ability to accurately model both the heating of the 
solution and electrical conductivity prevented monitoring of current in the conductivity 
system while thermal events were occurring. As such, all simulations are based on the 
calculated volumetric (or average) temperature rise in the solution only. Given this 
assumption, a true depiction of the observed conductivity signal is not obtainable using 
this software and model in the current configuration.  
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4.3 Simulated Results and Discussion 
4.3.1 Capillary Simulations 
 As noted previously, it has been observed that the optimal performance of the 
photothermal system in a capillary setting was not obtainable with the setup being used. 
As such, it was important to determine the exact reason for this discrepancy. To model 
this geometry a 50 µm square capillary 1 mm in length was used (Figure 4-1). For the 
capillary system, electrodes were placed 1 mm apart with a thermooptically heated region 
denoted by a 50 µm cube in the center to represent the laser spot. The average 
temperature between the electrodes was used as a representation of the area over which 
the temperature change is measured in the capillary system, defined as the detection 
region. To observe the effect of adjusting the detection region to more accurately match 
the dimensions of the thermooptically heated region, or the area of the laser spot, the 
average temperature of the 50 µm cube was used to model the effect of bringing the 
electrodes closer together. In these initial proof of concept simulations, the laser power 
used was 200 mW. As discussed previously, the laser power used in the simulation was a 
percentage of the laser light applied based on the channel depth.  
 As can be seen in Figure 4-4, the average temperature change in a capillary 
setting, where the electrodes are 1 mm apart, is approximately 1.6 degrees. However, the 
average temperature change observed when the detection area has dimensions close to the 
thermooptically heated region is nearly 9 degrees, suggesting that an 18% change in the 
solution conductivity will occur in this region. For a solution with a background 
conductivity of 380 mV, this equates to a 68 mV change, whereas, in the current capillary 
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configuration, where the electrodes are spaced 1 mm apart, the solution conductivity 
should only change by 12 mV.   
 In a capillary setting, placing the electrodes any closer together than the current 1 
mm configuration is a difficult task simply due to the mechanics of placement. In 
addition, is has been shown in previous work performed in the Jorgenson research group 
that the sensing region of the electrodes, or the region in which changes in solution 
conductivity are measured, is more accurately represented by an area that can roughly be 
approximated by three times the gap length.6 Experimentally in the capillary setting, this 
translates in to a 3 mm sensing region. Furthermore, limitations on the length of the 
excitation and detection electrodes exist due to the capacitive coupling of the AC 
excitation signal that is required in contactless conductivity detection. Since the signal 
obtained depends on the efficiency of the capacitive coupling, the electrodes are longer 
than with those used with direct conductivity detection, and as such, this increases the 
dimensions of the actual conductivity detection region.  
To overcome these issues, movement to a microfluidic platform is necessary. This 
will allow for fabrication of the electrodes directly onto the substrate, eliminating both of 
the previously mentioned placement issues, while also giving the inherent advantages of 
microfluidics (discussed further in chapter 5). Also, by being able to fabricate the 
electrodes closer together, the size of the overall conductivity sensing region is also 
decreased, allowing for detection in an area comprising mainly the thermooptically 
heated region, and thus, giving a more sensitive detection method. The result of bringing 
a photothermal detection system together in conjunction with a microfluidic platform will 
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also provide a novel universal detection method on platforms of micro- to nanometer 
lengths. 
  
4.3.2 Laser Spot Placement 
 It has previously been observed, experimentally, that the placement of the laser 
spot has a substantial effect on both the background signal (conductivity) obtained and, 
ultimately, the signal observed from analytes within the detection region. From 
experimental observations, it has been hypothesized that the additional background signal 
observed is due to the absorption of light by the electrodes. As laser light is absorbed by 
the metallic electrodes, additional heating of the solution can occur, indicating that 
placement of the laser spot is critical in generating low backgrounds and reproducible 
results. This experimental evidence is shown in Figure 4-5, where a PDMS chip was used 
with a 75 µm square channel. The electrodes are placed 50 µm apart on this chip and 200 
mW laser light is used at a wavelength of 488 nm. Clearly, when laser light strikes the 
electrodes, there is an increased in the measured photothermal response. 
To simulate the effect of the laser spot placement, the simulation parameters 
mentioned previously were used with a laser power of 200 mW, or 3.2 x 108 pW, after 
1% absorption of the laser light from 48 µM DABSYL tagged glucosamine based on a 
channel depth of 30 µm. The spot size was assumed to be 10-15 µm in diameter, placed 
in a detection region where the channel width was 1 mm, the distance between the 
electrodes was 180 µm, and the channel depth was 30 µm. This set of simulations uses a 
modified substrate modeled after the actual substrate. As this model was for the initial 
photothermal microchip discussed previously in work from the Jorgenson research group, 
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in which the channel was formed by creating a slit in a polymeric tape,3 the substrate was 
modeled using polyimide, with a specific heat capacity of 3.968 x 1012 pJ/kgK 
(0.26cal/g/ºC).  A channel depth of 30 µm was used based on specification from the 
manufacturer of the polymeric tape used. 
As can be seen in Figure 4-6A and B, the greatest temperature change observed is 
directly in the center of the channel. It is also observed that the greatest temperature 
change is directly between the electrodes. Since the model treats both the laser spot and 
the volume of detection (if different) as a volume with defined boundaries, it stands to 
reason that the largest temperature change will occur when the entire volume being 
heated is included in the region where the average temperature change is calculated. 
Again, this disagrees with the experimental observation of larger temperature changes as 
the laser spot nears an electrode, which is hypothesized to occur simply due to the 
absorption of light by the electrodes causing additional heating of the solution when the 
laser spot is in close proximity to the electrodes. 
 
4.3.3 Laser Spot Size and Gap Size 
 Data from the simulations of the laser spot placement and the experimental 
evidence obtained from rastering the laser beam across the detection region (gap) and 
electrodes empirically suggest that there is an optimal dimensionality that is necessary to 
realize the full potential of this method. From the simulations and experimental evidence 
discussed in the previous sections, it was shown that an increase in signal could be 
achieved by adjusting the detection region dimensions to more closely match those of the 
thermooptically heated region; however, it was also shown that if the laser spot is placed 
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close to an electrode an increase in the background conductivity would be observed. As 
such, it is necessary to determine the dimensions of the detection gap that would create a 
region to minimize any non-thermooptically heated solution from the overall conductivity 
measurement, while still allowing for adequate distance between the electrodes to 
minimize any additional background signal that would be obtained due to the direct 
irradiation and heating of the electrodes. In addition to detection gap size simulations, a 
model of the effect of laser spot size will indicate the extent of heating that could be 
expected by changing this variable if the detection gap size were not able to be changed.  
 These simulations were completed in a similar fashion to those mentioned 
previously, however, the fabrication of the detection region and thermooptically heated 
region were changed to allow for alteration of the dimensions of the detection gap size 
and laser spot size, respectively. In addition, the simulations were based on a quartz 
microchip with channel dimensions of 50 µm x 20 µm (w x d) and a 20 µm x 20 µm x 50 
µm (l x w x d) thermooptically heated region. The total time of each simulation was 50 
ms, accounting for the time of heating only. 
 The effect of changing the detection gap size was determined by modeling the 
spatial distribution of laser heat (Figure 4-7), as well as the average temperature within 
the detection region at various electrode spacings. For the spatial distribution of heat 
simulation, the laser spot was placed in the center of the detection gap in all directions 
and temperature was plotted as a function of distance from the center of the laser spot. 
For laser powers up to 1 W, it was determined that the temperature rise 100 µm from the 
center of the thermooptically heated region is less than 1% of the total temperature 
increase. It was therefore determined that a detection gap of 200 µm would encompass 
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99% of the volume being heated by the laser while at the same time allowing for enough 
space to ensure that there was not excessive background from light absorption of the 
electrodes causing additional heating of the solution. 
 The importance of placing the electrodes as close together as possible while 
maintaining enough distance to avoid heating of the electrodes and surrounding solution 
is illustrated in Figure 4-8, where the average temperature of the detection region is 
plotted as a function of the electrode spacing. Here, the laser power is 400 mW and the 
channel depth is 30 µm for each simulation. It is shown very clearly that an increase in 
signal is expected with decreasing electrode spacings (gap sizes); however, as mentioned 
previously, any stray light impinging on the electrodes will also affect the solution 
temperature, indicating that care should be taken when setting these parameters in order 
to maintain the accuracy of the measurements taken. 
  The effect of the laser spot size diameter on the heating in the solution (average 
temperature of the detection region) is shown in Figure 4-9. For these simulations, the 
detection region was held constant at 50 µm x 20 µm x 10 µm (w x l x d), while the 
thermooptically heated region was changed to represent various laser spot diameters. The 
results from these simulations predict a greater temperature increase with smaller spot 
sizes due to the increased power density, as can be seen by the nearly exponential 
increase in the average temperature rise in the detection region shown in Figure 4-9. 
Shown in Figure 4-10A is a 50 µm laser spot (diameter) in a 50 µm x 10 µm channel  (w 
x d) with 1 W laser light applied at 0.33% absorption, while Figure 4-10B shows a side 
view of  the spatial distribution of heating for the same microchip, showing that while 
most of the heating occurs in the region where the laser beam impinges upon the sample, 
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there is still a significant amount of heating that occurs in all directions, but most 
importantly beyond the confines of the laser spot. 
 With these simulations, it has been shown that adjustment of the detection region 
to adequately match the laser spot size while at the same time maintaining the minimum 
distance of this region to ensure that additional background signals from the heating of 
the electrodes does not occur are critical parameters in maximizing the sensitivity of 
photothermal absorbance detection. It has also been shown that while there is significant 
heating occurring in regions of distal proximity to the thermooptically heated region, a 
200 µm detection gap will contain 99% of the thermooptically induced signal.  
 
4.3.4 Laser Power and Channel Depth 
 The effect of laser power on the average temperature in the thermooptically 
heated region was also simulated. According to the Beer-Lambert law (equation 4-3), the 
absorbance (A) is directly related to a ratio of the incident power (PO) to that of the 
transmitted power (PT), the molar absorptivity (ε), path length (b), and analyte 
concentration (c).  
bc
P
P
P
PA
O
T
T
O ε=⎟⎟⎠
⎞
⎜⎜⎝
⎛−=⎟⎟⎠
⎞
⎜⎜⎝
⎛= 1010 loglog    (4-3) 
In the case of photothermal absorbance detection, however, the amount of power 
absorbed plays the significant role in determining the overall sensitivity of the detection 
method, which can be denoted as PABS and defined as follows in equation 4-4. 
TOABS PPP −=    (4-4) 
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Using logarithmic relationships, the ratio of the incident to transmitted power can also be 
defined as follows in equation 4-5. 
bc
T
O
P
P ε−= 10     (4-5) 
With some additional rearrangement, the transmitted power can be defined as shown in 
equation 4-6.  
bc
Obc
O
T P
PP εε 1010
== −                (4-6) 
By substituting equation 4-6 into equation 4-4, equation 4-7 is obtained, showing the 
relationship between the incident power and the absorbed power. 
)101( bcOABS PP
ε−−=     (4-7) 
Since the amount of light being absorbed is less than 0.05, 10εbc can be approximated 
using a Taylor series expansion by 1 – 2.303εbc and substituted into equation 4-7 to give 
equation 4-8. 
))303.21(1( bcPP OABS ε−−=    (4-8) 
With more mathematical rearrangement, a final equation showing that the power of the 
laser light absorbed is directly proportional to the absorbance and the incident power can 
then be obtained (equation 4-9). 
APbcPP OOABS 303.2303.2 == ε   (4-9) 
 For the initial studies, a 10 µm (depth) microchip with a 50 µm x 50 µm 
thermooptically heated region was simulated. Initial studies were completed over a range 
of 5-500 mW. Figure 4-11 shows the response plotted using the maximum temperature 
observed in the thermooptically heated region.  As shown in equation 8, as the laser 
power increases, the amount of light absorbed, and thus the temperature, will increase 
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linearly. This has been confirmed by simulation and shown in Figure 4-11. Figure 4-12 
shows the average temperature in the thermooptically heated region as a function of time. 
The simulations used for this study used a transient parameter for the heating, which is 
based on a square wave in which the laser light is applied for 50 ms at a time. Figure 4-12 
shows the first 50 ms of these simulations. The trend of increasing temperature with 
increasing laser power is further solidified with this study. 
Further simulations were performed using 30 µm and 50 µm (depth) microchips 
with a 50 µm x 50 µm thermooptically heated region over a range of 50 mW to 1W. 
These simulations were performed in an exact manner to those of the 10 µm chip, 
keeping the boundary conditions, structure meshing, and solver parameters the same, 
with only the channel depth changing from microchip to microchip. The results of both 
sets of simulations, in addition to the 10 µm simulations, are shown in Figure 4-13, where 
the average temperature of the thermooptically heated region is plotted for each laser 
power tested. For each microchip, a theoretical absorbance value was calculated for 50 
µM DABSYL tagged glucosamine. This absorbance value was then used to calculate the 
exact percentage of the laser light responsible for heating of the solution based on the 
channel depth. It was this modified laser power that was then used for all simulations. As 
can be seen from Figure 4-13, the average temperature of the thermooptically heated 
region does in fact increase with an increase in channel depth, showing that there is 
indeed a path length dependence to this type of detection. However, unlike other 
absorbance techniques, as the incident power increases, the power of the light absorbed 
will also increase, producing a larger temperature change and, thus, larger signal. The 
results from these studies show a direct relationship between the maximum and average 
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temperatures observed in the simulations and the laser power used for heating, which 
agrees with the experimental evidence, as discussed in chapter 6 of this dissertation. 
In addition to the laser power studies, a direct comparison of the effect of channel 
depth was carried out. For these simulations, an aspect ratio of 0.25 was held constant for 
each model used. The simulations were based on a laser input of 400 mW, corrected for 
channel depth as stated previously, and a 12 µm laser spot size. As seen in Figure 4-14, 
the path length dependence of the technique is again illustrated. It was noted, while 
performing the channel depth studies, that while to a first approximation, photothermal 
absorbance detection can be thought of as path length insensitive due to the notion that 
the temperature change is due to the energy absorbed per volume, a larger signal is 
obtained with the larger depth microchips, proving that there is a direct dependence on 
path length, as the signal in a 50 µm channel is nearly 5 times greater than that observed 
in a 10 µm channel. The increased signal in larger depth microchips is due to the fact that 
the heat in the smaller dimension microchips is efficiently conducted out to the 
surrounding silica, allowing the heat to escape more quickly and thus, decreasing the 
overall average temperature in the thermooptically heated region. However, because the 
aspect ratio is held constant, as channels become deeper, they also become wider. Due to 
the increased width of the deeper channels, the detection region also becomes 
significantly large to the extent that any gain in sensitivity becomes lost. This simulation 
further illustrates the applicability of this technique to microchannel separations.   
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4.3.5 Flow Simulations   
 Flow simulations were performed to determine the extent of distortion of the 
thermooptically heated region with various flow velocities. Since the solution is 
constantly moving, either from pressure driven flow or electroosmotically driven flow, it 
was important to know the extent to which this flow would carry the heat from the 
detection point, preventing adequate heating to occur. Finding a balance between flow 
that would quickly dissipate the heat and that which would allow for adequate separation 
of analytes becomes increasingly important with smaller dimension platforms using 
higher solution velocities. 
 These simulations were modeled after the initial photothermal chip discussed 
previously where the channel was 1 mm wide. The detection region was 50 µm wide and 
180 µm long with a 20 µm laser spot. Heating was based on 50 µM DABSYL tagged 
glucosamine with a percent absorbance of 1.6% of 200 mW. Typical electroosmotic flow 
velocities are on the order of 1 mm/s. While modeling of electroosmotic flows is not 
possible in conjunction with the general solver, sufficient pressure was applied with, and 
a slip boundary condition introduced, to mimic the flow profile and velocity as that which 
is found in electroosmosis. As can be seen in Figure 4-15A, a flow velocity of 1 mm/s 
does not detectably distort the thermooptically heated region. However, in contrast, at 50 
mm/s (Figure 4-15B), the thermooptically heated region is both distorted and the 
maximum temperature observed is lower than that observed with 1 mm/s flow. A 
compilation of the effect of various flow velocities on the absolute temperature at various 
points along the detection region can be found in Figure 4-16.  As can be seen in the 
figure, in situations where there is no to little flow, the temperature increase is confined 
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to the initial area of application, although some blooming of the thermooptically heated 
region will occur, while at faster flow velocities the initial laser heated region gets 
spatially distorted to the extent that would cause a loss in signal and thus sensitivity. As 
such, it is important to control the electroosmotic flow velocity and any pressure driven 
flow to restrict the degree of distortion in the thermooptically heated region. 
 
4.4 Concluding Remarks 
 Through the use of computational simulations, various aspects of the 
photothermal setup have been investigated.  It has been shown that this type of detection 
will work well for small volume platforms. Although it has now been shown that this 
technique is path length dependent, unlike traditional absorbance, there is still a benefit 
from increasing the incident laser power. It has also been shown that in addition to being 
a novel detection technique for platforms with decreased path lengths, the sensitivity of 
the detection method will increase due to the ability to fabricate electrodes in a smaller 
dimension. This ability allows one to fabricate the detection region (gap) to adequately 
match the thermooptically heated region and provide a detection region that does not 
suffer from decreased spatial resolution.  
 The additional simulations discussed have given insight into various parameters 
that can be altered to provide for an additional enhancement in the sensitivity. The 
detection gap size and channel depth are of critical importance in the fabrication of this 
detector. Experimental conditions, such as the laser spot size and placement and the laser 
power used were also able to be quickly analyzed computationally. By using simulations, 
these effects were quickly tested and analyzed without the additional expense and time 
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necessary to fabricate and test each different parameter individually. These simulations 
provide the basis for the experimental conditions used to develop a microfluidic based 
photothermal absorbance detector, which is discussed in the following chapters of this 
dissertation. 
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4.5 Tables and Figures 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Property 
 
 
Water 
 
Platinum 
 
Quartz 
 
Glass 
 
Silica 
 
Thermal Conductivity 
(pW/µm·K) 
 
 
 
5.984·105 
 
 
7.160·107 
 
 
1.400·106 
 
 
1.100·106 
 
 
1.130·106 
 
Specific Heat 
(pJ/kg·K) 
 
 
 
4.180·1015
 
 
1.350·1014
 
 
8.350·1014
 
 
7.00·1014 
 
 
7.100·1014
 
Table 4-1. Material properties used for photothermal simulations in CoventorWare. The 
electrical conductivity of water is assumed to be 100 pS/µm, while the viscosity used was 
80.20 kg/µm/s. 
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Figure 4-1. A 50 µm x 50 µm x 150 µm channel with 50 µm x 10 µm x 1 µm platinum 
electrodes. The green cube in the center denotes the thermooptically heated region of the 
channel, while the pink areas represent silica substrates. The blue layer on the bottom is a 
silicon substrate which is the default setting on which all other materials are placed. 
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Figure 4-2. Manhattan bricks mesh of a 50 µm x 50 µm x 150 µm channel (w x d x l) 
with 50 µm x 10 µm x 1 µm (l x w x d) platinum electrodes. The green cube in the center 
denotes the thermooptically heated region of the channel. The mesh used in this figure is 
10 µm x 10 µm x 10 µm. For entities that are smaller than 10 µm in any dimension, a 
mesh comprising the entire dimension is used.  
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Figure 4-3. Simulated average temperature response of a 10 µm x 50 µm x 1 mm (d x w x 
l) channel with a 10 µm x 50 µm x 50 µm (d x w x l) thermooptically heated region. The 
response is due to 0.33% absorption of 200 mW laser light, using a 50 ms cyclic heating 
parameter. 
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Figure 4-4. Temperature change associated with different heating regions in a 50 µm 
square capillary. The red trace is the average temperature change in a 50 µm cube, while 
the blue trace is the average temperature in a region 50 µm x 50 µm x 1 mm with a 
thermooptically heated region comprising of a 50 µm cube, which approximates the 
capillary photothermal system. 
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Figure 4-5. Experimental photothermal signal obtained from rastering the laser beam 
across the electrodes and the detection region (gap). The larger response on the left is the 
response obtained while in close proximity to the detection electrode, while the smaller 
response on the right is obtained while the laser beam is close to the excitation electrode. 
The detection region, or gap, gives a response as represented by the trace between the 
electrode responses. This data was collected on a PDMS chip consisting of a 75 µm 
square channel with 30 nm thick electrodes (10 nm chromium and 20 nm platinum).  
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Figure 4-6. Average temperature change associated with laser spot location after 50 ms of 
continuous exposure to light. (A) lateral distance (B) cross channel distance. This 
simulation was performed using a thermooptically heated region 1 mm wide and 50 µm 
deep in a region 180 µm long. The laser power used was based on 1.6% absorption of 200 
mW light. 
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Figure 4-7. Simulated effect of laser power on the spatial extent of heating in a 50 µm x 
20 µm channel in a quartz microchip after 50 ms of continuous exposure to light. Shown 
in the graph is the average temperature taken as a function of distance from the center of 
the thermooptically heated region, designated as the zero point on the x axis. The 
thermooptically heated region is 50 µm x 20 µm x 50 µm (l x d x w).  
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Figure 4-8. Effect of electrode spacing on the average temperature in the detection 
region. This simulation was performed with a 50 µm deep, 50 µm wide channel. The 
region being heated was a 10 µm x 10 µm x 50 µm rectangle. 
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Figure 4-9. Simulated effect of laser spot size on the average temperature increase in the 
thermooptically heated region after 50 ms of continuous exposure to light. This is based 
on 500 mW laser light with 0.33% absorption in a channel with 50 µm x 10 µm (w x d) 
dimensions.  
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Figure 4-10. Temperature distribution of a 50 µm laser spot in a 50 µm x 10 µm channel 
(w x d) simulating 0.33% absorption of light by 50 µM dasbyl glucosamine at a laser 
power of 50 mW. (A) is an overhead view of the chip while (B) is a side view of the 
same chip, showing the thermal distribution of temperature after 50 ms of continuous 
exposure to light.  
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Figure 4-11. The maximum temperature in the thermooptically heated region of a 
microchip with channel dimensions of 10 µm x 50 µm (d x w) after 50 ms of continuous 
exposure to light. The area heated was a 50 µm cube. 
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Figure 4-12. The average temperature in a thermooptically heated region modeled as a 50 
µm cube in a 10 µm microchip. A heat generation parameter was used to heat this cube 
for 50 ms using powers corresponding to 0.33% absorption of the overall power. 
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Figure 4-13. Simulated effect of laser power on the average temperature in the 
thermooptically heated region in a 10 µm, 30 µm, and 50 µm microchip. The 
thermooptically heated region was held constant at 50 µm x 50 µm, while the channel 
depth was changed for each chip. The percentage of light absorbed was a fraction based 
on the channel depth. The average temperature was taken 50 ms after continuous 
application of laser light. 
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Figure 4-14. Effect of channel depth on the average temperature in the detection region. 
This simulation was performed using a corrected laser power of 400 mW. For each model 
used, the aspect ratio was held constant at 0.25. 
 
 
 
 
 
 
 173 
 
 
 
 
Figure 4-15. Temperature distribution in the thermooptically heated region with (A) 1 
mm/s fluid flow and (B) 50 mm/s in a 50 µm simulated microchip where the detection 
region is 180 µm x 1 mm (l x w). The laser light is applied for 100 ms at 1.6% of 200 
mW. The arrow in each figure denotes the direction of flow. The laser spot was 20 µm. 
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Figure 4-16. Spatial distribution of temperature across detection region (gap) with various 
flow rates in the simulated microchip in Figure 4-13. The absolute temperature was taken 
after 100 ms of continuous application of 0.33% of 200 mW laser light. The chip used in 
this simulation was a 30 µm chip, with a channel width of 1 mm and detection region 
length of 180 µm. The initial spot size is 20 µm. 
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Chapter 5: Development of a Conductivity Detector for Use with Microfluidic 
Devices 
 
5.1 Introduction 
 Microfluidics and micro-total analysis systems (µ-TAS) offer many different 
advantages over conventional analytical techniques. With these analytical platforms, 
complete sample preparation, workup, separation, and analysis can be performed on a 
single microfluidic chip in a fraction of the time and expense that conventional systems 
may offer. Microfluidics is also an enticing prospect because of the decreased volumes 
inherent with the smaller dimensions. For example, a conventional 50 µm i.d. fused silica 
capillary that is 50 cm long has a volume of 1 µL, while a 5 cm long channel with a 10 
µm i.d. that could be found on a microfluidic chip only has a volume of 4 nL. These very 
simple calculations are only based on the volume of buffer needed to simply fill the 
channel, but they illustrate the magnitude of the difference commonly found in the two 
platforms. In situations where very little analyte is available, this can be advantageous. 
 Since Manz introduced the concept of a total analysis system in 1990,1 there has 
been a tremendous amount of work that has gone into characterizing fabrication 
techniques2-9 and developing the fluid delivery systems required, including fluid 
mixers,10-14 electrokinetic pumps,15-17 and valves,18-20 to move such small amounts of 
liquid, as manipulating these smaller volumes is a difficult task.  
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Detection is also a challenge for platforms with the small dimensions found in 
microfluidic systems. There has been a substantial amount of work done in terms of 
integrating or coupling electrochemical,21-23 optical,24, 25 and mass spectrometric 
techniques26-30 into microfluidic chips. While these techniques offer high sensitivity and 
selectivity for a number of analytes, the detection of small ions is more readily carried out 
using conductometric techniques because of their high sensitivity to ions, as these do not 
natively fluoresce.  
 The development of a conductivity detection system that can be used on 
microfluidic platforms is presented. Previous work performed on a capillary contactless 
conductivity system served as the starting point for this work; however, several iterations 
were undertaken to enhance the performance of this detection method, which will be 
discussed. In addition, PDMS “sandwich” chips are developed and used for the 
characterization of the detection system. PDMS was chosen as a layer because of its 
ability to conform to non-planar surfaces, which are encountered when metal electrodes 
are deposited on a planar glass substrate.   
 
5.1.1 Background 
5.1.1.1 Microfluidics 
 Separations methods have gotten increasingly smaller in dimension over the last 
several decades. Specifically, electrophoresis techniques have gone to smaller and 
smaller dimensions, due, in large part, to the increased efficiency in dissipating Joule 
heating that is encountered when using high separation fields for faster, more efficient 
separations.  
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In 1981, Jorgenson and Lukacs introduced an open-tubular zone electrophoresis 
system consisting of a glass capillary 75 µm in diameter that could be used with voltages 
up to 30 kV.31, 32 For electrophoresis systems, it was shown that the separation efficiency 
is proportional to the applied voltage (DC separation voltage), as shown in equation 5-1. 
D
VN
2
µ=     (5-1) 
Here N is the number of theoretical plates, or a measure of the separation efficiency, µ is 
the species mobility (cm2 V-1 s-1), and D is the diffusion coefficient (cm2 s-1). While a 75 
µm capillary is not a microfluidic device, it was shown in this work that sufficient 
dissipation of heat could be achieved with smaller dimension platforms, providing a 
means for increased efficiency in separations.  
 In 1992, Manz et al. took this concept further and applied it to microsystems.33 In 
this work, they showed the importance of an isomorphic decrease in dimensions. Various 
parameters (plate height, current, temperature change, etc.) were normalized to time such 
that area and volume were functions of the diameter and the length. This worked showed 
that if the diameter is miniaturized to a greater extent than the length, improvements can 
be made in both separation performance and time. In their model, “a ten-fold decrease in 
d [diameter] and a five-fold decrease in L [length] would double the number of 
theoretical plates in 1/50th of the retention time.” This is because the number of 
theoretical plates was shown to be proportional to the length/diameter. In systems where 
volume is considered, the increase in the number of theoretical plates is even greater, as 
the value is now dependent on length/(diameter)2.33  
 Decreasing the dimensions of separation channels also brings about many 
different and unique properties that can only be found at smaller length scales.34 If an 
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entity’s dimensions are decreased isomorphically, surface interactions and flow 
phenomena become more influential. For instance, the surface to volume ratio increases 
dramatically for smaller dimension channels, changing the magnitude of influence of 
physical properties such as surface tension and viscosity. As the channel diameter 
decreases, the viscosity increases, making it more difficult for fluid to flow.  
In electrokinetically driven methods, the electrical double layer induces 
electroosmotic flow, giving rise to a characteristic flat flow profile, thereby decreasing 
dispersion as compared to pressure driven flow. The double layer thickness is typically 
on the order of 3-30 nm, depending on the buffer concentration.35 When the dimensions 
of the separation channel are decreased such that the electrical double layer is of the same 
order of magnitude as the channel diameter, it has been shown that a breakdown in the 
motion of ions in the electrical double layer occurs from the influence of additional 
electric fields (or even overlapping electrical fields) leading to deviations in the Poisson-
Boltzmann distribution of ions and ultimately creating unique phenomena, such as non-
uniform zeta potentials, which can be used to increase the mixing efficiency and cause 
the formation of secondary electroosmotic flows.36  
The Reynolds number, or the ratio of inertial to viscous forces, is significantly 
lower in microchannels than in larger channels. This indicates that laminar flow is the 
dominating flow in microchannels. While this might suggest that mixing would be slow, 
it has been shown to be incredibly fast, as reaction kinetics are faster in microchannels 
due to the decreased volume and lengths that molecules must diffuse over to react with 
one another.34   
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Microscale detection also has unique advantages. In electrochemistry, for 
instance, it is widely known that ultramicroelectrodes are more sensitive than macro 
electrodes because of their high mass transfer rates. It has also been shown that the 
diffusion-limited current (Faradaic current) is proportional to the electrode radius, while 
the background current (driven by the Helmholtz capacitance) is proportional to the area. 
This implies that any charge transfer occurs at the edges of electrodes and that there are 
distinct advantages in terms of signal to noise and sensitivity that can be achieved using 
smaller electrodes, as the ratio of Faradaic to background current will increase as the 
radius is decreased.35 For optical techniques, microfluidics necessitates the use of an 
extremely sensitive detection method. This has generally been overcome with 
fluorescence. However, as discussed previously, this technique has some very profound 
disadvantages.  
For concentration sensitive detection, there is a minimum sample volume that 
must be used. The push towards smaller separations platforms has teetered on this 
boundary and has thus pushed advancements in detection as well. For electrophoresis 
systems, Gavin and Ewing showed that when the internal diameter of a channel 
decreases, there is a corresponding reduction in the separation current.37, 38 In addition, it 
was shown that an increased electrical flux (current density) experienced at miniaturized 
electrode surfaces gives increased sensitivity, lower noise, and faster response times. 
   
5.1.1.2 Conductivity Detection on Microchips 
 Conductivity detection, as discussed previously, has been investigated extensively 
in capillary systems. It was not until 2001 that conductivity detection was applied to 
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microfluidic chips. Laugere et al. introduced a capacitively coupled 2- and 4- electrode 
conductivity detector in a “dip stick” configuration for the detection of simple ions. The 
researchers in this case used a capacitively coupled configuration to avoid 
electrochemical reactions at the surface of the electrode and to facilitate decoupling of the 
conductivity field from the separation field.39 Guilt et al. introduced a contact 
conductivity detector for use with microfluidics in the same year.40, 41 To decouple the 
separation field from the conductivity scheme, an AC voltage was used. It was noted, in 
this work, that 50 µm wide electrodes with field strengths of 250 V/cm were prone to 
bubble formation at the electrode surface, but when the field strength was decreased to 
~80 V/cm, no evolution of gases occurred. It was also noted that with the 50 µm wide 
electrodes, a detection limit of 500 µM was achieved for NaCl (both highly conductive 
ions), but with the 25 µm electrodes, a detection limit of 5 µM was obtainable with 
tartaric and fumaric acid.41 
 Since conductivity detection has made the jump to microfluidic platforms, there 
has been a large amount of work that has gone into characterization41-48 and application49-
55 of this device. The work in this dissertation includes the development of a contact 
conductivity detector with similar electronics to those used with capillary conductivity 
systems developed in the Jorgenson research lab, which has already been shown to have 
better signal to noise than previous detection circuits discussed in literature.  
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5.2 Experimental 
5.2.1 Materials and Buffers 
All materials were used as shipped without further modification. 2-
morpholinoethansulfonic acid (MES), L-Histidine, and borax were all obtained from 
Sigma (St. Louis, MO). Sodium hydroxide solution (NaOH), sodium chloride (NaCl), 
and lithium chloride (LiCl) were all obtained from Fisher Scientific (Fair Lawn, NJ). 
Potassium chloride (KCl) was obtained from Mallinckrodt (Paris, NY). All solutions 
were prepared using deionized water filtered through a Barnstead Nanopure Filtration 
System (Boston, MA). Borate solutions were prepared from borax.  2’, 7’–
dichlorofluorescein (laser grade) was obtained from Acros Organics (Geel, Belgium).  
Normal electrophoresis run solutions were 20 mM MES/20 mM Histidine at pH 6.1. All 
solutions were filtered using a 0.2 µm nylon membrane filter from Whatman (Brentford, 
Middlesex, UK).   
Poly-dimethyl siloxane (PDMS) or Sylgard 184 was manufactured by Dow 
Corning (Corning, NY) and purchased through Ellsworth Adhesives (Germantown, WI). 
White crown (B-270) glass subtrates were 4 in. x 4 in. x 0.9 mm (l x w x d) grade PG 
wafers with 5300 Å thick AZ 1500 photoresist and a 1200 Å LRC chrome layer or 4 in. x 
4 in. x 0.6 mm thick grade CG wafers for blank substrates (Telic, Valencia, CA). Quartz 
substrates were 4 in. x 4 in. and 0.09 or 1.1 mm thick (Telic, Valencia, CA). A layer of 
chrome, 150 nm thick, was deposited on the quartz substrates using a PVD 75 Sputtering 
System (Kurt J. Lesker, Co., Wake Forest, NC). Photoresist was then spun onto the 
substrate using a Model 6700 spin coater (Specialty Coating Systems, Indianapolis, IN) at 
a thickness of 200 µm.  
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5.2.2 Electrophoresis Setup 
 Electrophoresis was performed using an in-house built high voltage power supply 
with six UltraVolt high voltage modules (Ronkonkoma, NY) for outputs. Voltages were 
applied to the chip reservoirs using platinum wires through a custom program written in 
LabVIEW (National Instruments, Austin, TX) using the analog output of a PCI 6713 
DAQ board (National Instruments, Austin, TX). Gated injections were performed 
electrokinetically by modifying the applied voltage magnitude and duration to each 
reservoir. A TE300 inverted microscope (Nikon, Melville, NY) equipped with a 20x 
objective, a high pressure mercury lamp, and a NTE/CCD-512-EBFT CCD camera 
(Roper Scientific, Trenton, NJ) were used to visualize and optimize the injection profile 
using a saturated solution of either fluorescein or Rhodamine B in the run buffer.   
 The chip was housed on a custom made polycarbonate (McMaster, Atlanta, GA) 
holder machined in house. The holder was 3” x 8” x 1/2” (w x l x h). A slot 4 inches long 
and 1 inch wide was centered and cut out 1/4” from one end to provide access to the 
bottom of the microchip. A ledge 1/16 inch deep was inside the 4 x 1 inch slot, providing 
a surface on which the microchips could rest. 1/4 inch holes were drilled at the opposing 
end to allow mounting on a translational stage. Two slits were then cut out of the sides of 
the holder to provide access to the electrode pad via electrical connections. The slits were 
1/2 inch deep and 1/4 inch wide. The entire setup was housed in a shielded box to 
decrease the effects from any extraneous environmental noise sources. 
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5.2.3 Conductivity Setup 
 The entire experimental setup is shown in Figure 5-1. A DS335 digital function 
generator (Stanford Research Systems, Sunnyvale, CA) was used to supply the AC 
excitation signal to the conductivity cell. The frequency used for all studies, with the 
exception of frequency dependent studies, was 100 kHz. Excitation voltages were based 
on the maximum background conductivity signal obtained with each set of electrodes and 
microchip, with a background conductivity limitation of 1 V, based on the lock-in 
amplifier input limit; however, typical voltages were 0.5-1 Vp-p. The excitation signal 
passed through a 3 kV, 100 pF radial disc capacitor (Panasonic-ECG, Secaucus, NJ) prior 
to being applied to the electrode pad via a steel micro alligator clip (Mueller Electronics 
Co., Cleveland, OH). Once the signal had passed the detection cell, it went through 
another 3 kV, 100 pF radial disc capacitor to prevent any DC voltage from reaching the 
detection electronics.  
It was found, during the initial investigations with this setup, that the results 
obtained were not reproducible and in an attempt to remedy this, a modification to the 
microchip holder and connections was undertaken. The connections were replaced with 
banana type connections such that the excitation wires could be removed if necessary. To 
enhance the connection to the microchip, a 316 stainless steel compression spring with a 
spring rate of 1.1 lb/in (Small Parts Inc., Miami Lakes, FL) equipped with an aluminum 
pad soldered onto the end was soldered to the end of the banana connection to provide the 
force necessary to push the aluminum pad onto the electrode pad (on the glass substrate) 
while not providing so much force that the glass would fracture.  
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 An OPA602 operational amplifier (Texas Instruments, Dallas, TX) was used in a 
current to voltage configuration with a 1 MΩ feedback resistor (Multicomp, Chicago, IL) 
giving a gain of 106 V/A. These electronics components were chosen for their stability 
and low noise, as discussed previously. The microchip was housed in a grounded, custom 
built aluminum box to provide shielding from external noise sources. Power was supplied 
to the operational amplifier using a Model 1301 Power Supply (Global Specialties, New 
Haven, CT) at ±15 V. 1000 pF capacitors (Newark Electronics, Chicago, IL) were added 
to the circuit between the power supply and detector to remove any high frequency 
oscillations in the power supply, manifesting in the feedback loop of the operational 
amplifier.  
An SR810 digital lock-in amplifier (Stanford Research Systems, Sunnyvale, CA) 
was used for signal isolation and amplification in all cases. The external reference setting 
was used and was supplied by a split signal from the DS335 function generator. The 
signal from the detection cell was input into the lock-in amplifier through a ten pin 
header, as previously discussed. The lock-in was set with a 100 ms time constant with a 
24 dB/octave slope, giving a bandwidth of 0.78 Hz. The sensitivity was chosen such that 
the maximum signal could be obtained for a given range. Line and 2x line filters were 
used to decrease any contribution to noise from AC power lines.  
The output of the lock-in amplifier was digitized using a PCI-MIO-16XE-50 
DAQ card (National Instruments, Austin, TX) and collected on a personal computer 
using custom software written in LabVIEW (National Instruments, Austin, TX). Data 
analysis was performed in Igor Pro (Wavemetrics, Lake Oswego, OR) and included 
median filter baseline subtraction prior to analysis.  
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5.2.4 Microchip Fabrication 
5.2.4.1 Master Fabrication 
 Silicon wafers (Silicon, Inc., Boise, Idaho) 4 in. in diameter, were used as the base 
substrate for fabrication of masters to be used in PDMS molding. The silicon substrates 
were cleaned by immersion in a buffered oxide etch (BOE) consisting of 1:10 HF/NH4F 
solution (Transene, Danvers, MA) for 1 minute, rinsed with deionized water, and dried 
with nitrogen gas. Each wafer was then baked at 200 °C for 5 minutes in an isotemp 
convection oven (Fisher Scientific, Fair Lawn, NJ) to thoroughly dehydrate the surface.  
 The cleaned silicon wafer was then placed on the chuck of a Model 6700 
Spincoater (Specialty Coating Systems, Indianapolis, IN) and spun at 3500 rpm. Once the 
wafer reached the desired speed, it was sprayed with acetone and isopropanol and spun 
for an additional 30 seconds. Once the isopropanol was thoroughly spun from the surface, 
the silicon wafer was placed on a hot plate set at 125 °C for 5 minutes. 
 The silicon wafer was then placed back on the spincoater chuck. 3 mL of SU-8 
2050 (Microchem, Newton, MA) was dispensed in the center of the wafer. SU-8 is a very 
viscous, high contrast epoxy based photoresist capable of producing a large aspect ratio. 
The wafer was spun for 10 seconds at 500 rpm, ramped over 5 seconds. This step was 
completed to thoroughly coat the surface of the silicon with the SU-8 photoresist. To 
make 75 µm tall structures, the silicon wafer is then spun at 2000 rpm for 30 seconds 
with a ramp time of 5 seconds. To make 50 µm tall structures, the silicon wafer is spun at 
3000 rpm for 30 seconds with a ramp time of 5 seconds. For all structure sets, equal 
dimensions, width and height, were used. To remove any edge bead, or build-up of SU-8 
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at the edge of the wafer, the spincoater was set to 60 rpm and an acetone soaked swab 
was used to remove any build-up. 
 The silicon wafer was next placed on top of a larger silicon wafer or B-270 white 
crown glass blank on a hotplate (Barnstead Thermolyne, Boston, MA) set at 65 °C. The 
wafer was then covered with foil to create an isothermal environment and the hotplate 
was turned to 95 °C. The wafer was left at 95 °C for 10 minutes, after which the hotplate 
and covered wafer were allowed to cool to room temperature (approximately 1 hour). 
Channel photomasks designed in TurboCAD v. 9.2 Student Edition (Novato, CA) 
were sent to The Photoplot Store (Colorado Springs, CO) for printing. The resolution 
used for printing these masks was 1/8 mil, giving a resolution of 25 µm. The base for 
each mask is a mylar film with an Accumax ARD7 emulsion layer (Kodak, Rochester, 
NY). The features were printed in a digitized clear (dark field), RRED (Right Reading 
Emulsion Down) manner giving clear entities that are mirrored (reversed) from what is 
shown in the TurboCAD program. This allows the emulsion side of the mask to contact 
the photoresist during exposure. The first step in cross-linking of the photoresist polymer 
occurs in the exposure step. The wafer is exposed to UV light via a Model B 100 AP 
100W Long Wave UV lamp (Black-Ray UVP Inc., San Gabriel, CA) for 90 seconds, 
resulting in the formation of a strong acid. The second step in the cross-linking process 
occurs in the post exposure bake step. The wafer, after exposure, is covered with foil and 
placed on a hotplate set at 65 °C for 1 minute. After 1 minute, the temperature is ramped 
to 95 °C for 7 minutes. 
 The wafer is developed using just enough SU-8 developer (Microchem, Newton, 
MA) to cover the silicon wafer. The solution was swirled gently for 5-7 minutes. To stop 
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the development process, the solution is washed off with water and isopropanol. The 
appearance of white residue signifies underdevelopment, in which case re-immersion 
should follow. The silicon wafer, once developed properly, is washed with deionized 
water and dried using nitrogen gas. 
 
5.2.4.2 PDMS Chip Fabrication 
The base substrate for the PDMS “sandwich” chips was B-270 white crown glass 
(Telic, Valencia, CA) blanks cut to dimensions of 2” x 1” using a Basic Dicer II (Dicing 
Technology, Longwood, FL). Organic residue was cleaned from the substrates by 
immersion in Nanostrip 2x (Cyantek Corporation, Fremont, CA) for 10 minutes. The 
substrates were then rinsed with deionized water and dried using nitrogen gas.  
S1813 photoresist was spun onto the substrate using a Model 6700 Spincoater 
(Specialty Coating Systems, Indianapolis, IN) in two steps. Initially, the substrate is spun 
at 300 rpm for 5 seconds with a ramp time of 5 seconds to evenly distribute the 
photoresist. Then, the speed is increased to 4000 rpm for 25 seconds with a ramp time of 
5 seconds to ensure an even photoresist thickness. After checking for any non-
uniformities, the substrate is put in to a mechanical convection oven (Barnstead 
Thermolyne, Boston, MA) set at 115 °C for 1-3 minutes, after which point, it is ready for 
exposure. 
Electrode photomasks were designed in TurboCAD v. 9.2 Student Edition 
(Novato, CA) and sent to The Photoplot Store (Colorado Springs, CO) for printing. The 
designs for electrode geometries varied in length and overlap of electrodes, width of 
electrodes, and distance between the electrodes. The width of the electrodes was 50 µm 
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and all electrode sets overlapped by at least 60 µm, to ensure that the electrode pair 
spanned the entire channel width. The resolution used was 1/40.64 mil, giving a linear 
resolution of 6 µm. The base for each mask is a mylar film with an Accumax ARD7 
emulsion layer (Kodak, Rochester, NY). The features were printed in a digitized clear 
(dark field), RRED (Right Reading Emulsion Down) manner giving clear entities that are 
mirrored (reversed) from what is shown in the TurboCAD program. This allows the 
emulsion side of the mask to contact the photoresist during exposure.  
The photomask was placed directly on top of the substrate for exposure. To 
prevent any movement of the photomask during the exposure process, a 4 in. x 4 in. 
quartz blank was placed on top. This also serves to ensure good contact between the 
photomask and the substrate. The photoresist was then exposed by UV flood exposure 
using a J200 UV Exposure System (OAI, Milpitas, CA) for 60 seconds. 
The photoresist was developed using MF-319 developer (Shipley, Marlboro, 
MA). Initial immersion of the substrate in the developer lasted for 10 seconds, at which 
time the substrate was rinsed with deionized water and dried using nitrogen gas. The 
progress of photoresist development was checked under a microscope and extended as 
needed. 
A Model IBSe ion beam deposition system (South Bay Technologies, San 
Clemente, CA) equipped with two deposition guns was used to deposit 1-10 nm of 
chrome and 15-20 nm of platinum on top of the substrate, depending on the desired 
electrode thickness. The substrate was then immersed into a solution of acetone and 
sonicated using a Model 2510 sonicator (Branson Ultrasonics, Danbury, CT) for 5 
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minutes to remove the photoresist and any metal deposited on top of it, leaving a 
chrome/platinum layer in the desired pattern for the electrodes. 
The PDMS is shipped with the silicone elastomer (base) and curing agent 
packaged separately. The base is mainly a vinyl T-type silicon resin with a small amount 
of organo-platinum catalyst. The curing agent is a mixture of vinyl terminated 
prepolymers with methylhydrosiloxane prepolymers as crosslinkers. The base and curing 
agent were mixed in a 10:1 ratio and either left to degas on the countertop or degassed in 
a Model 280A isotemp vacuum oven (Fisher Scientific, Fair Lawn, NJ).  
PDMS layers were fabricated using the silicon master mold (discussed 
previously). An in-house machined mold was used to define the dimensions of the PDMS 
layer to 1 1/16” x 2 1/8” by setting the mold on top of the silicon master and securing it 
with HN type Kapton tape (Dupont, Wilmington, DE). The silicon master and mold were 
then placed on a hotplate and 2 mL of PDMS was dispensed onto the mold. The top of a 
polycarbonate Petri dish (Fisher Scientific, Fair Lawn, NJ) was placed on top and held 
down by weights to ensure that no dust was incorporated into the PDMS layers as they 
were curing. The hotplate was then turned to 35 °C for 15 minutes to allow any bubbles 
to degas. A step-wise increase in the temperature from 35 °C to 85 °C (15 minutes for 
every 15 °C) was used to cure the PDMS to approximately 95% completion. The PDMS 
was very carefully pulled away from the master and cut to size using a razorblade. The 
PDMS was then cleaned of any residual dust or PDMS flakes by rinsing with isopropanol 
and dried using nitrogen gas. Holes for buffer reservoirs were punched into the PDMS 
using an in-house machined punch made from aluminum (McMaster, Atlanta, GA), 
leaving access holes approximately 3 mm in diameter. 
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A Model PDC-32G plasma cleaner/sterilizer (Harrick Scientific, Ithaca, NY) was 
used to activate the surface of the PDMS. The plasma cleaner is pumped down to 250 
mtorr using a mechanical pump (Pfeiffer Balzers, Nashua, NH). Oxygen from the 
generated plasma is then used to react with the PDMS to create a hydrophilic surface that 
can permanently bond to glass. After a pump down period of 10 minutes, the plasma is 
turned on for 15 seconds, after which the substrates are immediately placed together. 
An in-house built positioner was used to lay the PDMS layer on top of the 
electrode substrate such that the electrodes were evenly distributed across the channel 
(PDMS layer). As stated previously, the PDMS is only cured to approximately 95% at 
this point, which serves to enhance its conformity to the electrodes as it cures, preventing 
any leakage around the edges of the metal layer. The positioner was built such that two 
aluminum arms extended from three translational stages, allowing for incremental 
adjustments in the x, y, and z dimensions. A SMZ-U stereoscope with a 10x objective 
(Nikon, Mellville, NY) was used to visualize the channel placement. 
The top plate was made from Gold Seal microslides (Erie Scientific, Portsmouth, 
NH). Each slide was cut to 1” x 2” dimensions using a diamond scribe (Fisher Scientific, 
Fair Lawn, NJ). Access holes were made using an MB 1000-1 powder blaster (Comco, 
Inc., Burbank, CA) to blast holes 5 mm in diameter.  The substrates were then cleaned 
with 5% Contrad 70 solution (Decon Laboratories, King of Prussia, PA), rinsed, and 
dried with nitrogen gas before placement on top of the PDMS layer. For 
electrokinetically driven microchips, a UV curable optical adhesive (Norland, Cranbury, 
NJ) was then used to place cloning cylinders (Fisher Scientific, Fair Lawn, NJ) on top of 
the access holes, providing fluid reservoirs. For pressure driven microchips, a N-129H 
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nanoport connection (Upchurch Scientific, Oak Arbor, WA) equipped with a reservoir, 
nut and ferrule was used to connect a 75/360 (i.d./o.d.) piece of PEEK 
(Polyetheretherketone) to the microchip. An N-131 nanoport connection (Upchurch 
Scientific, Oak Arbor, WA) was used to provide an outlet for fluid flow. The tubing used 
at the outlet end of the microchip was 1/16” Teflon tubing (Upchurch Scientific, Oak 
Arbor, WA). A thin layer of uncured PDMS was then placed at the edge of the PDMS 
layer where it meets the glass substrate. This was done to form a tight seal between the 
PDMS and glass layers. The completed chip was then left overnight to fully cure for use 
the following day.    
 
5.3 Results and Discussion 
The PDMS “sandwich” chip (Figure 5-2) was used to investigate the effect of 
various electronic and detection cell parameters, including the distance between the 
electrodes and the frequency and voltage of excitation. Initially, pressure was used to 
force solution through the channel to probe these effects, in which a pressure bomb 
(described previously) was used to induce flow in the microchip. The pressure was set to 
give a flow rate of approximately 17 µL/min. A six port injector (VICI Valco Instruments 
Co. Inc., Houston, TX) equipped with a 750 µL injection loop was used to hold and inject 
50 ppm sodium chloride. With pressure driven flows, “fronts” were used to characterize 
the detector performance. 
 Electrokinetically driven flows were also used to probe the effect of detector 
performance, the robustness of electrode materials, and noise in the system. In this case, a 
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custom built high voltage power supply (described previously) was used to supply the 
voltage difference necessary to drive electroosmosis. 
 
5.3.1 Electrical Model of Contact Conductivity 
 An electrical model was developed which mimics the conductivity system on a 
microfluidic device. This simple model was used to predict the response of various 
electronic parameters within the conductivity system. Due to the nature of the direct 
contact, it was important to account for the capacitance of the electrodes and determine 
whether the capacitive reactance was sufficiently high to be the dominating factor in the 
impedance measurements. For this simple model, three passive electrical components 
were used in series; namely, two capacitors (one for each electrode) and a resistor to 
represent the solution resistance (Figure 5-3).  
 The capacitive reactance (Figure 5-4) for this circuit was calculated at 100 kHz 
based on a capacitance value of 16 µF/cm2, which is a typical capacitance value for 
metals in solution56, and an electrode length of 60 µm. The solution resistance was based 
on an experimentally measured channel resistance. This value was obtained by filling the 
channel with the desired buffer (20 mM MES/20 mM His) and measuring the solution 
resistance over a range of ±5 V. The resistance per unit length was then used to calculate 
the resistance of the detection gap based on its width. Given an electrode width of 50 µm, 
it was shown that the capacitive reactance is on the order of 3.3 kΩ. This value is far 
below the calculated solution resistance for the largest electrode gap investigated at 160 
µm (largest volume), which is on the order of 150 kΩ, indicating that the most of the 
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voltage is dropped across the solution, which is, thus, responsible for generating the 
conductivity response.  
 In a test of the accuracy of the simple model, a comparison was made between it 
and experimental results obtained in a study of the effect of excitation voltage. The 
investigation was performed using a detection cell consisting of 10 µm wide, 60 µm long 
electrodes with a detection gap of 40 µm. The buffer used was 20 mM MES/20 mM His. 
As shown in Figure 5-5, in which the background conductivity is plotted as a function of 
excitation voltage, there is good agreement between the experimental results and those 
calculated using the simple model. It is also observed that the conductivity response 
follows a linear trend, as has been observed experimentally, and would be fully expected. 
The simulated effect of gap width between the electrodes is shown in Figure 5-6. 
Based on the results, the smallest gap widths give the largest conductivity response. This 
occurs because the total resistance for shorter current paths is lower, which, in turn, 
increases the current and thus the voltage output observed.  
It was also shown that the effect of changing the electrode width has very little 
effect on the signal observed (Figure 5-7). However, in this model only electrical 
considerations were made, aside from any effects, advantageous or not, from mass 
transfer in the solution. It is also important to note in this case that the electrode widths 
were only varied by 150 µm. An inset graph shows a close up of the effect of changing 
the electrode width. 
While the electrical model of contact conductivity detection provides a good 
measure of changing various physical effects, there are enough assumptions made (i.e., 
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lack of solution considerations, electrode reactions, etc.) that require experimental 
investigation to fully characterize the performance of this detector.  
 
5.3.2 Experimental Investigations 
5.3.2.1 Effect of Gap Width and Excitation Voltage 
In the capacitively coupled conductivity system in a capillary, it was found that 
the detection spans more than 3 mm in length due to the required length for efficient 
capacitive coupling, as discussed previously in chapter 2. The microchip capillary system 
uses direct contact due to the increased sensitivity seen with these electrodes, as 
discussed previously in this chapter. The contact detection scheme will not require the 
same distance, as there is no capacitive coupling required. In a pressure driven system 
where analyte fronts were used to evaluate the effect of electrode gap distance (width), it 
was found that the smallest electrode spacing (10 µm) gave higher background 
conductivity response than the larger spacings, which is in good agreement with the 
simple model previously discussed (Figure 5-8A).  The conductivity response to 50 ppm 
sodium chloride in 20 mM MES/His with various gap widths was investigated using 
measured electrode spacings of 10, 20, 40 80, and 160 µm. However, the 80 µm pair did 
not fabricate completely and could not be used for this study.  The response of each 
electrode set was tested at various excitation voltages to observe how each electrode set 
would perform. The conductivity response of each electrode set is plotted as a function of 
the excitation voltage in Figure 5-8B. As can be seen in the graph, the 10 µm spacing 
provided a much higher conductivity response than the 20, 40, and 160 µm spacings. It 
was also found that the noise associated with each measurement increased with 
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decreasing detection gaps. However, the increased signal obtained by decreasing the 
detection gap was much larger than the increase in noise for each electrode set. As such, 
the signal to noise was still greater with the smaller detection gap spacings.  
 
5.3.2.2 Excitation Frequency 
 As stated previously, the optimal excitation frequency depends significantly on 
the detection cell geometry. The electronics setup (operational amplifier and feedback 
resistor) used in the microfluidic setup is identical to the one used in the capillary setup. 
In the capillary setup, the optimal excitation frequency was shown to occur at 375 kHz. 
However, because of increased noise in the RF lock-in amplifier (SR844), an excitation 
voltage of 100 kHz was used with the lower noise SR810 lock-in amplifier.  
The AC excitation frequency was investigated from 10-100 kHz using 1 second 
electrokinetic injections of 10 ppm sodium, potassium, and lithium in 20 mM MES/20 
mM His at an excitation voltage of 250 mVp-p. Unlike the results obtained with the 
capillary system, the response as a function of excitation frequency reaches a maximum 
before the 102 kHz limit of the lock-in amplifier (Figure 5-9A). This indicates that a 
maximum signal will occur at a frequency less than 100 kHz, which can be seen in Figure 
5-9B, where the signal intensities of the three simple inorganic ions are plotted as a 
function of excitation frequency. The noise at each frequency is fairly consistent, and 
thus, the optimal signal to noise is reached at approximately 60 kHz and remains the 
same above this frequency. Figure 5-10 shows the signal to noise ratios obtained for the 
simple inorganic ions at a concentration of 10 ppm, which shows this trend.  
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5.3.3 Electrode Investigations 
5.3.3.1 Electrode Thickness and Material 
Due to the nature of the excitation and detection in this system, the electrodes 
play an important role in the efficiency of current passage and thus the conductivity 
signal magnitude and noise. Since the electrodes are fabricated within the microchip 
itself, it is also important to find a robust material that has a good lifetime and which can 
be used frequently without any type of degradation. While performing the initial 
investigations where layers of 10 nm chrome followed by 20 nm platinum were used for 
the electrodes, it was observed that bubbles were forming at the surface of the electrodes, 
causing them to peel away (Figure 5-11). What is of interest, though, is that the bubble 
formation did not occur with each electrode set nor did it occur when the electrodes were 
first used. It was also difficult to reproduce the bubble formation under identical 
conditions. The hypothesis was that electrolysis at the surface of the electrodes was 
causing pitting, which would eventually wear down the chrome/platinum electrodes, 
causing them to peel away over time. Another possible explanation for the peeling away 
of the electrodes was oxidation of the chrome under-layer; however, because the 
fabrication takes place under vacuum with no exposure to atmosphere in between 
deposition steps, this was not likely to be the cause.  
 To reduce any potential electrolysis effects, the separation voltage used was 550 
V over a distance of 3 cm. This gives an electric field strength of 0.018 V/µm, indicating 
that 0.9 V would drop across the electrodes (based on the standard electrode width of 50 
µm) which is short of the 1.6 V needed to drive electrolysis. Another hypothesis was that 
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the bubble formation was somehow due to Joule heating; however, since the bubbles 
were isolated to one side of the electrodes, this was quickly ruled out. 
 To test the effect of using a thicker electrode material, 1 nm chrome and 100 nm 
platinum were deposited on a glass substrate to be used with a PDMS sandwich chip and 
compared to results obtained with the more traditional 10 nm chrome/20 nm platinum 
electrodes. Both electrode sets were 40 µm in width and had detection gaps of 20 µm. 50 
ppm sodium in 20 mM MES/20 mM His was then used to observe the conductivity 
response using a 1 second injection. The field strength was 20 mV/ µm (200 V/cm). The 
response of each electrode set was tested at various AC excitation voltages. 
 The results from this study show that while the background conductivity of each 
electrode set is similar in magnitude, the response to sodium is greater and more linear 
for the thicker electrodes (Figure 5-12A and B). The noise values obtained from traces 
with the thicker electrodes is higher in magnitude than the more traditional electrodes and 
the noise values seemed to reach a maximum, while the noise values from the traditional 
electrodes grew with excitation voltage, giving a signal to noise ratio that was slightly 
better with the thicker electrodes (Figure 5-13 A and B). In terms of robustness, the 
thicker electrodes lasted significantly longer than the traditional electrodes.  
In qualitative terms, thinner electrodes (5 nm chrome/10 nm platinum) were also 
tested; however, no measurements were taken with these electrodes as they did not 
survive the application of separation voltage. Since the traditional 10 nm chrome/ 20 nm 
platinum electrodes would occasionally experience degradation with the application of 
the separation voltage, iridium electrodes were also tested. This material was chosen 
because of its amorphous property, which is less prone to any kind of pitting. This 
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material was also enticing because it could be directly deposited on glass without the 
need for a chrome layer, thereby greatly reducing both the complication of fabrication 
and the potential for any oxidation to occur at the base layer. The two materials were also 
very close in specific resistance value: 5.7 x 10-8 Ωm and 4.8 x 10-8 Ωm for platinum and 
iridium, respectively. 
Both materials were deposited onto a glass substrate used for the complete 
fabrication of a PDMS sandwich chip, with a total thickness of 30 nm and subject to 3000 
V. The intention was to stress the materials by applying an electric field strength of 600 
V/cm, well higher than an applied separation potential that would be used under normal 
conditions.  
The PDMS layer was then removed and each electrode set was imaged using an 
S-4700 Scanning Electron Micrograph (Hitachi, Brisbane, CA) to check for any defects. 
As shown in Figure 5-14A and B, both sets of electrodes experience some oxidation at 
the surface under these high field conditions; however there is clearly cracking of the 
electrodes with the chrome/platinum set. To get a feel for the surface roughness of the 
electrodes after the application of a high separation field, both sets were then profiled 
using a P-15 profiler. The results are shown in Figure 5-15A and B, where it can be seen 
that the chrome/platinum set very clearly has a layer of oxidation that has built up on the 
surface, which is not seen with the iridium electrodes. The profile data is taken along the 
length of the electrodes for the chrome/platinum electrodes (directly down the center) and 
down the channel (or where the channel would have been) for the iridium electrodes. 
For this reason, iridium electrodes were planned to be used for the 
characterization studies; however, after the application of the separation (DC) voltage and 
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the excitation (AC) voltage, the iridium electrodes peeled away. It remains unclear as to 
the exact reason behind this failure. However, it was decided that slightly thicker 
chrome/platinum electrodes would be used for all further studies.   
 
5.3.3.2 Electrode Width 
According to microfluidic theory, the resistance should scale as the 1/width, 
indicating that at longer widths, the resistance will decrease. This in turn means that the 
conductivity will increase.34 For this detection system, the electrode width is the one 
dimension that can be modified, as the electrodes are designed to traverse the channel. 
However, since the flow is being driven electrokinetically, there is a compromise 
between the applied (separation) voltage and the electrode width that must be maintained 
to reduce the occurrence of electrolysis. To fully isolate the effect of changing the 
electrode width, however, electrokinetic flow was not used for this study in order to fully 
investigate the effect of changing the electrode width.  
A 50 ppm solution of sodium chloride in 20 mM MES/20 mM His was used for 
this study. The excitation voltage was varied to investigate the performance of each 
electrode pair. Spacings of 10, 20, 40, 80, and 160 µm were fabricated onto the glass 
substrate; however, the 20 µm electrode pair did not fabricate completely and could not 
be used for this investigation.  
The response of each electrode pairing is shown in Figure 5-16A and B, where the 
background conductivity and analyte response are shown as a function of excitation 
voltage, respectively. In agreement with the scaling laws used in miniaturization, the 
response increases as the length (electrode width in this case) increases due to a decrease 
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in the resistance; however, this relationship was not linear, as theory would predict. It 
should be noted that the response of the 80 and 160 µm spacings were nearly identical, 
indicating that no additional sensitivity would be gained using a wider detection region. 
While it was observed that the background conductivity followed a similar trend 
as that of the conductivity response, the noise for each detection width was peculiar in 
nature. For the smaller electrode widths (10 and 40 µm), it was noted that the noise 
increased linearly with increasing excitation voltage; however, the larger widths (80 and 
160 µm) resulted in more random noise (Figure 5-17A); thus, giving signal to noise 
values that were linear in nature for the smaller widths, but generally random for the 
larger widths (Figure 5-17B).  
According to the simple model presented earlier, the electrode width should have 
very little effect on the overall signal observed. However, the experimental results show 
that there is a greater effect than that predicted by the model.  
 
5.3.4 Initial Separations 
 A separation of the three simple inorganic ions sodium, potassium, and lithium at 
a concentration of 10 ppm in 20 mM MES/20 mM His was performed using a cross chip 
and a 1 second gated injection. The AC excitation voltage was 250 mVp-p at 100 kHz. 
The initial separation used 80 µm wide electrodes with a 40 µm detection gap on the 
PDMS “sandwich” chip. The separation is displayed in Figure 5-18, with signal to noise 
values shown for each analyte. 
 In comparison to the capillary conductivity system, the microfluidic device is 
performing with better signal to noise ratios and in a fraction of the time. Table 5-1 
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shows a comparison between the previously published results using a contactless 
conductivity system with the same detection electronics and the microfluidic chip 
described here. Based on the signal to noise values obtained in the separation, the limits 
of detection for the microfluidic system are given as a comparison to the capillary 
system, showing that the microfluidic chip has superior sensitivity compared to the 
capillary system.  
 
5.4 Concluding Remarks 
 A microfluidic based conductivity system has been developed and the initial 
characterization and optimization has been presented. It was shown that a higher 
sensitivity detection system could be achieved on this platform over the more traditional 
capillary platforms used with electrophoresis. In addition, a simple electronic model was 
also developed which showed good agreement with the experimental data, and which 
could be used in the future for analyzing electronic parameters quickly. 
 It was also shown that a direct contact conductivity detector could be utilized free 
from electrolysis effects, giving a higher sensitivity detection method in a smaller region, 
as the increased electrode lengths necessary for capacitive coupling encountered with 
contactless conductivity detection are not required. Unlike the contactless conductivity 
system, the microchip conductivity detector does not experience the same gain peaking 
observed with the OPA602 operational amplifier, indicating that higher excitation 
frequencies are not necessary.  
 Electrode width studies indicated that wider electrodes should be used as these 
give better response than thinner electrodes. However, one must take careful 
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consideration of the electrode width and the separation voltage used to minimize any 
potential electrolysis effects. It was also noted that thicker electrodes work as well as the 
traditional 10 nm chrome/20 nm platinum electrodes, but that electrodes thinner than this 
may not be robust enough to withstand the applied (separation) voltage.  
 In addition to the experimental parameters that were studied, development of a 
PDMS “sandwich” chip was also presented. This chip was developed and used over a 
completely glass chip because the PDMS would conform to the raised electrode areas 
found on the bottom substrate. In the next chapter, development of a photothermal 
absorbance detector is discussed, which builds upon the work presented in this chapter, 
both in terms of detector development, as well as fabrication methods and electrode 
materials. 
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5.5 Tables and Figures 
 
 
 
 
 microfluidic chip capillary 
AC excitation voltage  
(Vp-p) 
0.2 20 
background conductivity 
(mV) 
240 330 
noise  
(µV) 
~2 ~3 
potassium S/N 
(LOD) 
790 
(38 ppb) 
420 
(71 ppb) 
lithium S/N 
(LOD) 
3200 
(8 ppb) 
610 
(49 ppb) 
sodium S/N 
(LOD) 
1500 
(19 ppb) 
410 
(73 ppb) 
analysis time ~35 seconds ~7 minutes 
 
Table 5-1. Comparison between microfluidic and capillary platforms 
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Figure 5-1. Experimental conductivity setup 
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Figure 5-2. Finished PDMS “sandwich” chip. Shown in figure A is a pressure chip, while 
B is an electrophoresis chip. 
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Figure 5-3. Simplified circuit used to model the contact conductivity detector on a 
microfluidic chip. 
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Figure 5-4. Capacitive reactance of the electrodes at 100 kHz. This value is based on a 16 
µF/cm2 capacitance (metals in liquid). 
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Figure 5-5. Modeled and experimental background conductivity. Both sets of data are 
based on 20 mM MES/20 mM His at 100 kHz. 
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Figure 5-6. Modeled response of the effect of changing the detection width (gap) based 
on 20 mM MES/20 mM His excited at 0.5 Vp-p and 100 kHz. 
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Figure 5-7. Modeled effect of changing the electrode width based on the background 
conductivity obtained with 20 mM MES/20 mM His at an excitation voltage of 0.5 Vp-p 
and a frequency of 100 kHz. 
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Figure 5-8. Effect of various gap widths on the (A) background conductivity and (B) 
signal response of 50 ppm sodium chloride in 20 mM MES/His. 
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Figure 5-9. Effect of excitation frequency on (A) conductivity background and (B) signal 
of simple ions in 20 mM MES/His using an excitation voltage of 250 mVp-p. 
 214 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5-10. Effect of excitation frequency on the signal to noise of 10 ppm sodium, 
potassium, and lithium in 20 mM MES/20 mM His using an excitation voltage of 250 
mVp-p. 
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Figure 5-11. Peeling away of 10 nm chrome/20 nm platinum electrodes. 
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Figure 5-12. Effect of electrode thickness on the (A) background conductivity and (B) 
signal response to 50 ppm sodium in 20 mM MES/His at a frequency of 100 kHz. 
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Figure 5-13. Effect of electrode thickness on (A) noise and (B) signal to noise of 50 ppm 
sodium in 20 mM MES/His using an excitation frequency of 100 kHz. 
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Figure 5-14. SEM images of (A) 10 nm chrome/20 nm platinum and (B) 30 nm iridium 
electrodes after the application of 3 kV (600 V/cm) in a PDMS “sandwich” chip. The 
white arrows indicate in which direction profile data was taken (shown in Figure 5-15). 
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Figure 5-15. Profile of (A) 10 nm chrome/20 nm platinum and (B) 30 nm iridium 
electrodes after the application of 3000 V (600 V/cm) in a PDMS “sandwich” chip. 
Figure 5-14 shows in which direction this data was taken (indicated by arrows). 
under PDMS 
within channel
under PDMS 
glass 
glassglass  glasselectrode electrode 
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Figure 5-16. Effect of electrode width on (A) background conductivity and (B) signal 
response to 50 ppm sodium chloride in 20 mM MES/His at a frequency of 100 kHz. 
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Figure 5-17. Effect of electrode width on the (A) noise and (B) signal to noise of 50 ppm 
sodium chloride in 20 mM MES/His at an excitation frequency of 100 kHz. 
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Figure 5-18. Initial separation of three inorganic ions (potassium, sodium, and lithium) in 
20 mM MES/20 mM His using an excitation voltage of 200 mVp-p at 100 kHz. The 
separation was performed on a PDMS sandwich chip using a 1 second electrokinetic 
injection and 200 V/cm electric field strength. 
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Chapter 6: Photothermal Absorbance Detection for Use with Microfluidic Devices 
 
6.1 Introduction 
 The overall goal of this research, as stated in chapter 1, is the development of an 
optical detector that could be used with small volume separation methods. It was also 
desirable to be able to circumvent the necessity of tagging in order to make the detection 
method applicable to a wide variety of analytes. Previous work performed on a capillary 
based photothermal absorbance system and the dynamic simulations discussed in chapter 
4 suggested that a more sensitive optical detector could be developed for small platform 
separation methods; however, there were a couple of issues preventing complete 
optimization of the detection technique. The main issue is the increased length of the 
electrodes necessary for efficient capacitive coupling of the electrical signal. This mode 
of application lengthens the detection region such that there is a mismatch between the 
size of the area being heated and the area in which the detection takes place, leading to 
decreased sensitivity.  
 One method to circumvent this issue is to move to a microfluidic platform. The 
fabrication procedures used with microfluidics allow integration of the electrodes into the 
microfluidic platform. This allows the use of thinner (in terms of width) electrodes that 
can be placed precisely and which are in contact with the solution. This setup will allow 
for increased sensitivity since the area being heated will be similar to that of the detection 
region, as the electrodes will no longer need to be increased in length for more efficient 
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capacitive coupling. The foundation for this work was the development of a conductivity 
detector for microfluidics, which was presented in chapter 5. The work in this chapter 
builds upon the work completed to characterize the conductivity system by implementing 
a heat source (i.e., a laser) to produce conductivity changes based on the absorption of 
light. 
 An additional aspect of the development in this detection system is the 
characterization of a different type of electrode. Polyelectrolyte salt bridge electrodes 
(PSBE) have been presented in literature.1 Like traditional salt bridges, these “electrodes” 
use ions within the polymeric network to move charge. However, unlike metal electrodes, 
PSBEs are not prone to destruction by electrolysis. In addition, fabrication of the 
electrodes is spatially accurate, as the photopolymerization is controlled by the 
dimensions of the electrode mask. The one limiting aspect of using these electrodes is the 
requirement of a very thin top plate for the microchips. This is a necessity as any 
reflection or diffraction of the light during the polymerization process will cause the 
spatial arrangement of the porous polymer salt bridge to deviate from the designed 
pattern to an unknown degree. Since the ultimate goal for this detection system is 
application to UV absorbing analytes, quartz substrates are preferred; however, these 
substrates are not currently readily available as thin cover plates. 
 
6.2 Experimental 
6.2.1 Materials and Buffers 
All materials were used as shipped without further modification. 2-
morpholinoethansulfonic acid (MES), L-Histidine, and Rhodamine B were obtained from 
 229 
Sigma (St. Louis, MO). Sodium hydroxide solution (NaOH) was obtained from Fisher 
Scientific (Fair Lawn, NJ). Potassium chloride (KCl) was obtained from Mallinckrodt 
(Paris, NY). All solutions were prepared using deionized water filtered through a 
Barnstead Nanopure Filtration System (Boston, MA). 2’, 7’–dichlorofluorescein (laser 
grade) was obtained from Acros Organics (Geel, Belgium).  Normal electrophoresis run 
solutions were 20 mM MES/20 mM Histidine at pH 6.1. All solutions were filtered using 
a 0.2 µm nylon membrane filter from Whatman (Brentford, Middlesex, UK).  4-
(dimethylamino)azobenzene-4’-sulfonyl (DABSYL) chloride and glucosamine were 
obtained from Supelco (St. Louis, MO). DABSYL tagged glycine, proline, and 
tryptophan were obtained from Anaspec (San Jose, CA).  
Poly-dimethyl siloxane (PDMS) or Sylgard 184 was manufactured by Dow 
Corning (Corning, NY) and purchased through Ellsworth Adhesives. White crown (B-
270) glass subtrates were 4 in. x 4 in. x 0.9 mm (l x w x d) grade PG wafers with 5300 Å 
thick AZ 1500 photoresist and a 1200 Å LRC chrome layer or 4 in. x 4 in. x 0.6 mm thick 
grade CG wafers for blank substrates. Quartz substrates were 4 in. x 4 in. wafers and 
either 0.9 mm or 1.1 mm thick. Blank substrates were 4 in. x 4 in. wafers and 0.6 mm 
thick. All glass and quartz substrates were purchased from Telic (Valencia, CA).   
Diallyldimethylammonium chloride (DADMAC), 2-hydroxy-4’-(2-
hydroxyethoxy)-2-methylpropiophenone, N,N’-Methylene-bisacrylamide, and 3-
(Trimethoxysilyl)propyl methacrylate (TMSMA) were used for fabrication of the PSBEs 
and purchased from Sigma-Aldrich (St. Louis, MO). Glacial acetic acid and ethanol were 
purchased from Fisher Scientific (Fair Lawn, NJ).  
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6.2.2 Preparation of dasbyl-tagged glucosamine 
 Tagging of glucosamine with DABSYL has been described in detail elsewhere.2-4 
Briefly, DABSYL chloride was dissolved in acetone at a concentration of 6 mM. The 
desired analyte to be tagged – glucosamine in this case – is dissolved at a concentration 
of 1 mM in 50 mM carbonate buffer at pH 9.0. Equal volumes of each solution are mixed 
together in a closed round bottom flask and heated in a water bath at 75 °C for 12 
minutes, allowing the reaction to go to completion. The solutions are then cooled to room 
temperature and frozen by immersion in liquid nitrogen. A vacuum oven (room 
temperature) is then used to pull out any remaining solvent, leaving a fine powder. This 
process typically takes between 4 and 12 hours depending on the initial volume used. To 
remove any remaining carbonate, the powder is cleaned. To accomplish this, the powder 
was then dissolved in 10 mL DI water, sonicated for 10 minutes, and centrifuged at 
15,000 rpm for 15 minutes. The supernatant was then removed and the remaining 
precipitate was collected, dissolved in deionized water again, and placed back into the 
centrifuge for 10 minutes at 10,000 rpm. This cleaning process was typically performed 
at least 4-5 times. The remaining precipitate was then collected and dissolved in DI water 
to give the final product. A spectrum showing the optical absorbance properties of 
DABSYL tagged glucosamine is given in Figure 6-1.   
 
6.2.3 Optical Setup 
 The light source for photothermal absorption in all cases was either an adjustable 
power 488 nm Innova 300 FReD laser (Coherent, Santa Clara, CA) or a 488 nm Innova 
70A Argon-Ion laser (Coherent, Santa Clara, CA). Prior to impinging upon the sample, 
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the laser light was modulated at 20 Hz (unless otherwise stated) using an SR540 optical 
chopper (Stanford Research Systems, Sunnyvale, CA). After modulation, the laser light 
went through a spatial filter consisting of an F/5 singlet lens, a 25 µm pinhole, and an F/2 
singlet lens to clean up any stray light. A long working distance 40x microscope 
objective (Olympus, Center Valley, PA) was then used to focus the laser light and give a 
final spot size less than 12 µm. To image the laser spot placement and size, a PL-A741 
machine vision camera (PixeLINK, Ottawa, ON) capable of imaging 400-1000 nm light 
was used. An F/2 singlet lens was used with the camera to focus the image for viewing 
before passing through two neutral density filters (FNQ057 and FNQ065, Melles Griot, 
Irvine, CA) to reduce the intensity of the laser light to prevent complete saturation of the 
camera. All fused silica singlet lenses and UV enhanced mirrors used in the optical setup 
were purchased from ThorLabs (Newton, NJ).  
 
6.2.4 Photothermal Electronics 
The entire experimental setup is shown in Figure 6-2. Two DS345 digital function 
generators (Stanford Research Systems, Sunnyvale, CA) were used to supply the AC 
excitation signal to the conductivity cell. The function generators were set in a master-
slave configuration, where the 10 MHz output of one function generator was used as the 
time base of the other function generator. This configuration requires a three electrode 
setup of the conductivity cell, where the output of each function generator is applied to 
the two outside electrodes and detection occurs with the middle electrode. In this manner, 
the phase and voltage of one function generator is adjusted to cause complete destructive 
interference of the two excitation signals; thus, the background conductivity is nulled out, 
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enabling more sensitive detection. The frequency used for all studies, with the exception 
of frequency dependent studies, was 100 kHz. Excitation voltages were based on the 
maximum background conductivity signal obtained with each set of electrodes and 
microchip. Typical voltages were 0.5, 1 or 5 Vp-p (higher voltages max out the lock-in 
amplifier until nulled sufficiently to bring the background down to within the dynamic 
range). The excitation signal passed through a 3 kV, 100 pF radial disc capacitor 
(Panasonic-ECG, Secaucus, NJ) prior to being applied to the electrode pad via banana 
connections. A 316 stainless steel compression spring with a spring rate of 1.1 lb/in 
(Small Parts Inc., Miami Lakes, FL) equipped with an aluminum pad soldered onto the 
end was soldered to the end of the banana connection to provide the force necessary to 
push the aluminum pad onto the electrode pad (on the glass substrate) while not 
providing so much force that the glass would fracture. Once the signal had passed the 
detection cell, it went through another 3 kV, 100 pF radial disc capacitor to prevent any 
direct current (DC) voltage from reaching the detection electronics. 
 An OPA602 operational amplifier (Texas Instruments, Dallas, TX) was used in a 
current to voltage configuration with a 1 MΩ feedback resistor (Multicomp, Chicago, IL) 
giving a gain of 106 V/A. These electronics components were chosen for their stability 
and low noise, as discussed previously and were housed in a grounded aluminum box to 
provide shielding from external noise sources. Power was supplied to the operational 
amplifier using a Model 1301 Power Supply (Global Specialties, New Haven, CT) at ±15 
V. 1000 pF capacitors (Newark Electronics, Chicago, IL) were added between the power 
supply and conductivity electrodes to remove any high frequency oscillations in the 
power supply, manifesting in the feedback loop of the operational amplifier.  
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Two SR810 digital lock-in amplifiers (Stanford Research Systems, Sunnyvale, 
CA) were used for signal isolation and amplification in all cases. The external reference 
setting was used on both lock-in amplifiers. The first lock-in amplifier reference was 
supplied by a split signal from the DS345 function generator, and was thus a standard 
conductivity signal. The second lock-in amplifier reference was supplied by the “ƒ” 
output of an SR540 optical chopper, giving the photothermal reference.  The signal from 
the detection cell was input into the first (conductivity) lock-in amplifier through a ten 
pin header. The first lock-in amplifier was set with a 1 ms time constant with a 24 
dB/octave slope, giving a bandwidth of 78 Hz. Additionally, the first lock-in amplifier 
was set for AC coupling. The output of the first lock-in amplifier was sent to the second 
(photothermal) lock-in amplifier. The second lock-in amplifier was set with a 100 ms 
time constant with a 24 dB/octave slope, giving a bandwidth of 0.78 Hz. The second 
lock-in amplifier was set for DC coupling. The sensitivity of each lock-in amplifier was 
chosen such that the maximum signal could be obtained for a given range. Line and 2x 
line filters were used with both lock-in amplifiers to decrease any contribution to noise 
from AC power lines.  
The output of both lock-in amplifiers was digitized using a PCI-MIO-16XE-50 
DAQ card (National Instruments, Austin, TX) and collected on a personal computer 
using custom software written in LabVIEW (National Instruments, Austin, TX). Data 
analysis was performed in Igor Pro (Wavemetrics, Lake Oswego, OR) and included 
median filter baseline subtraction prior to analysis.  
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6.2.5 Electrophoresis Setup 
Electrophoresis was performed using a custom high voltage power supply with 
six UltraVolt high voltage modules (Ronkonkoma, NY) for outputs. Voltages were 
applied to the chip reservoirs using platinum wires, and were controlled by a custom 
program written in LabVIEW (National Instruments, Austin, TX), using the analog 
output of a PCI 6713 DAQ board (National Instruments, Austin, TX). Gated injections 
were performed electrokinetically by modifying the applied voltage magnitude and 
duration to each reservoir. A TE300 inverted microscope (Nikon, Melville, NY) equipped 
with a 20x objective, a high pressure mercury lamp, and a NTE/CCD-512-EBFT CCD 
camera (Roper Scientific, Trenton, NJ) were used to visualize and optimize the injection 
profile using a saturated solution of fluorescein or Rhodamine B in the run buffer.   
 The chip was housed on a custom made polycarbonate (McMaster, Atlanta, GA) 
holder machined in house. The holder was 3” x 8” x 1/2” (w x l x h). A slot 4 inches long 
and 1 inch wide was centered and cut out 1/4” from one end to provide access to the 
bottom of the microchip. A ledge 1/16 inches was inside the 4 x 1 inch slot, providing a 
surface on which the microchips could rest. 1/4 inch holes were drilled at the opposing 
end to provide for mounting on a translational stage. Two slits were then cut out of the 
sides of the holder to provide access to the electrode pad via electrical connections. The 
slits were 1/2 inch deep and 1/4 inch wide. A grounded aluminum plate was then 
mounted on the top of the microchip holder to provide electrical shielding. 
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6.2.6 Chip Fabrication 
6.2.6.1 Quartz Microchips 
 Quartz microchips were made from 4 in. x 4 in. wafers either 0.9 mm or 1.1 mm 
thick (Telic, Valencia, CA). Wafers were coated with 150 nm of chrome, deposited using 
a PVD 75 Sputtering System (Kurt J. Lesker Co., Wake Forest, NC) followed by a 2 µm 
layer of Shipley 1813 photoresist (MicroChem Corp., Indianapolis, IN) using a Model 
P6700 spincoater (Specialty Coating Systems, Inc., Indianapolis, IN). The quartz was cut 
into 1” x 2” dimensions using a Basic Dicer II (Dicing Technology, Longwood, FL) and 
washed with acetone and methanol to clean away any residual dust before drying with 
nitrogen gas.  
 Completed microchips were 1” x 2” in dimension and consisted of a cross type 
geometry, wherein the separation channel was 3.5 cm in length and all remaining 
channels were 1 cm in length. Channels diameters varied from 50-150 µm and were 
generally 30 µm deep. The electrodes were 50 µm wide and overlapped by 60 µm to 
ensure that the electrode pair spanned the entire channel width. Electrode gaps varied 
from 25-500 µm, with a 100 µm gap being used most commonly. 
The top substrate was used as the channel substrate and was prepared by placing a 
channel photomask in contact with the top side of the substrate for exposure. To prevent 
any movement of the photomask during the exposure process, a 4 in. x 4 in. quartz blank 
was placed on top. This also serves to ensure good contact between the photomask and 
the substrate. The photoresist was then exposed by UV flood exposure using a J200 UV 
Exposure System (OAI, Milpitas, CA). 
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The photoresist was developed using MF-319 developer (Shipley, Marlboro, MA) 
for 30 seconds, rinsed with deionized water, and dried using nitrogen gas. The substrate 
was then checked for any defects under a microscope. 
The chrome layer was etched using chrome etchant (Transene, Danvers, MA) for 
5 minutes. The substrate was then immersed in deionized water to stop the etching 
process, cleaned with 2% sulfuric acid, rinsed thoroughly with deionized water again, and 
dried using nitrogen gas. 
Etching of the quartz layers was done by immersion of the substrate into a 5:1 
buffered oxide etchant (Transene, Danvers, MA). The etching progress was checked 
periodically using a P-15 profilometer (KLA Tencor, San Jose, CA). The etching 
progress was stopped by immersion in deionized water and residual glass build-up in the 
channel was removed using 2% sulfuric acid before a final rinsing step with deionized 
water and drying with nitrogen gas. Once the desired depth was obtained, the channel 
was swabbed with Shipley 1813 photoresist and dried in the oven at 90 °C for 15 
minutes. The photoresist was swabbed onto the substrate to prevent dust particles from 
getting into the channel if not used immediately. The top plate was cut to the desired size 
using a Basic Dicer II. The access holes were made using an MB 1000-1 powder blaster 
(Comco, Inc., Burbank, CA) set to blast holes 2 mm in diameter.  
The base layer of the quartz microchips was made in an identical manner to those 
that were made for the PDMS microchips. It was on this layer that the electrodes were 
fabricated using the same procedure discussed previously in Chapter 5. The electrodes 
were 50 µm in width and had a detection gap of 100 µm. 
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Once the two pieces were ready for bonding, each piece was sonicated in 5% 
Contrad 70 solution for 10 minutes, rinsed with deionized water and dried using nitrogen 
gas. They were then immersed in a hydrolysis bath consisting of 1 part hydrogen 
peroxide (30 %), 2 parts ammonium hydroxide (30%), and 2 parts deionized water heated 
to 65-70 °C for 20 minutes. The substrates were then rinsed with deionized water and 
sonicated for 10 minutes. The two substrates were then put together and held with a 
clamp before putting them into a convection oven set at 95 °C. After 5 minutes, the 
substrates were taken out to check the progress of bonding. When held against light, the 
appearance of diffraction patterns signifies poor bonding. In this case, the bonding was 
stopped and restarted from the beginning. If there were no diffraction patterns observed, 
the substrates were placed in a furnace (Lindberg/Blue, Watertown, WI) to complete the 
bonding process. The temperature of the furnace was set such that a maximum 
temperature of 550 °C was reached at a rate of 3 °C/min at which point the maximum 
temperature was held for 10 hours. Once the bonding was completed, a UV curable 
optical adhesive (Norland, Cranbury, NJ) was then used to place cloning cylinders 
(Fisher Scientific, Fair Lawn, NJ) on top of the access holes, providing fluid reservoirs.  
Silica bonding is a well known and used method in microfluidics.5-10 However, 
the additional layer of material making up the electrodes complicates the bonding as the 
base layer is not completely flat, hindering the ability to put the two substrates together 
with each other in a completely flush manner. This significantly decreases the percentage 
of success in completely bonding the microchips. Several different methods were used to 
try to increase the bonding percentage of these chips, including spin coating a thin layer 
of PDMS onto one substrate and etching the electrode pattern. It was found that etching 
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the electrode pattern into the bottom substrate before depositing the chrome/platinum 
layer (thickness equal to the depth of etching) was a more successful method than 
bonding non-planar substrates.   
 
6.2.6.2 Polyelectrolyte Salt Bridge Electrode (PSBE) Microchips 
 PSBE microchips were developed and fabricated by Honggu Chun, Ph.D.  in the 
Ramsey research group at the Institute for Advanced Materials at the University of North 
Carolina at Chapel Hill and have been described in literature.1 The fabrication procedure 
used is briefly summarized below. 
For the PSBE microchips, B270 white crown glass pre-coated with 1200 Å LRC 
chrome and PG grade photoresist (Telic, Valencia, CA) was used for the bottom 
substrate. The i-line (365 nm) from a maskless SF100 photoexposure system (Intelligent 
Micro Patterning, LLC, St. Petersburg, FL) was used for patterning. This system uses a 
smart filter assembly to position microoptoelectromechanical (MOEM) components in a 
pattern designed in TurboCAD. Total exposure time was 4.5 seconds. The exposed 
photoresist was then developed using MF-319 (Shipley, Marlboro, MA) for 1 minute, 
rinsed with deionized water, and dried using nitrogen gas. The chrome layer was then 
etched completely in the desired pattern using chrome etchant (Transene, Danvers, MA) 
for 4.5 minutes, rinsed with deionized water, 2% sulfuric acid, deionized water again, and 
then dried using nitrogen gas. The substrate glass was then etched using a buffered oxide 
etchant (Transene, Danvers, MA) for 40 minutes to produce channels that were 12 µm 
deep and approximately 53 µm wide. The progression of etching was monitored using P-
15 profilometer (KLA Tencor, San Jose, CA). 
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The top plate for the PSBE microchips was made from Corning 2940-245 
coverglass (Corning, NY) which was 150 µm thick and in a rectangular shape with 1” x 
2” dimensions. Access holes were made using an MB 1000-1 powder blaster (Comco, 
Inc., Burbank, CA) set to blast holes approximately 1 mm in diameter into the top plates. 
These were then rinsed with acetone and deionized water to remove any dust particles 
before drying with nitrogen gas. 
Bonding of the two glass plates was done in much the same manner as the quartz 
microchips; however, the maximum temperature used was 300 °C to ensure no 
destruction to the polyelectrolyte salt bridges. Once the bonding was completed, a UV 
curable optical adhesive (Norland, Cranbury, NJ) was then used to place cloning 
cylinders (Fisher Scientific, Fair Lawn, NJ) on top of the access holes, providing fluid 
reservoirs.  
200 µL of TMSMA was then diluted with 40 mL of ethanol and 1.2 mL of a 1:10 
glacial acetic acid to water mixture (glacial acetic acid added immediately prior to use). 
This solution was used to fill the channel, and the microchip was wrapped in parafilm for 
3 minutes. At this step, the TMSMA covalently binds to the silanol groups on the surface 
of the glass and provides a means for covalent attachment of the polymer. The channels 
are then flushed with ethanol.  
A polymer solution was then prepared which consisted of 65% DADMAC, 2% 2-
hydroxy-4’-(2-hydroxyethoxy)-2-methylpropiophenone, and 2% N,N’-Methylene-
bisacrylamide in deionized water. The 2-hydroxy-4’-(2-hydroxyethoxy)-2-
methylpropiophenone is used as a photo-initiator while the N,N’-Methylene-
bisacrylamide is used as a cross linker. This solution was then used to fill the channels 
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and the electrode reservoirs. An electrode mask was then placed on top of the microchip 
(coverglass side) and polymerization was initiated by exposure to UV light via a Model B 
100 AP 100W Long Wave UV lamp (Black-Ray UVP Inc., San Gabriel, CA) for 4 
seconds to covalently attach the polymer to the channel walls. A 1 M solution of 
potassium chloride was then used to flush the microchip of any remaining DADMAC. An 
image of an original two electrode PSBE is shown in Figure 6-3. The application of 
signal to this microchip requires the use of Ag/AgCl electrodes, which are placed in each 
salt bridge reservoir. For photothermal studies, microchips were fabricated with three 
electrodes to enable background nullification in the master-slave configuration of the 
function generators, as previously discussed. 
 
6.3 Experimental Results and Discussion 
6.3.1 PDMS ‘Sandwich” Microchip 
As discussed previously, a PDMS “sandwich” microchip was used for the initial 
studies on both the microfluidic conductivity and photothermal absorbance detectors. 
This was due to the difficulty in bonding of the non-planar substrates used for glass 
microchips with electrodes deposited on the base substrate. PDMS has the advantage of 
increased flexibility, allowing it to conform around the electrodes, providing a closed 
channel for separations and decreasing the likelihood of leakage. 
Unlike the metal electrode and PSBE microchips, characterization of the PDMS 
“sandwich” microchip was completed using the Innova 70A argon-ion laser and pressure 
induced fronts of 50 µM DABSYL tagged glucosamine in 20 mM borate at pH 8.9. Thus, 
a direct comparison between the three different types of microchips is not available for 
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each experimental parameter investigated; however, the performance of each microchip 
type can be accessed based on the trends observed with each study. 
The electrodes used for this set of investigations were composed of 30 nm chrome 
and 60 nm platinum and were designed such that the width was 20 µm and the detection 
gap width was 80 µm. The laser power used for these studies was 150 mW, using the 488 
nm line, and was modulated at a frequency of 20 Hz. The excitation signal was a 200 
mVp-p, 100 kHz sine wave, unless otherwise noted.  
 
6.3.1.1 Excitation Frequency and Voltage 
 Using an SR810 lock-in amplifier for signal isolation and collection, the 
photothermal background conductivity was shown to increase with increasing excitation 
frequency (Figure 6-4A) in the range of 20-100 kHz. This measurement was taken prior 
to nullification of the background signal and is in good agreement with a simple 
measurement of the background conductivity (Figure 6-4B) also taken before 
nullification of the background signal. These measurements are in response to the 20 mM 
Borate buffer only; however, it can be seen that the photothermal response to DABSYL 
tagged glucosamine also increases with increasing excitation frequency (Figure 6-5A). 
Like the conductivity measurements on a microchip, the photothermal measurements 
increase with increasing excitation frequency, but the magnitude of the increase gets 
smaller at higher frequencies such that the increase is not linear. The trend for the noise 
associated with these measurements increases with increasing frequency; however there 
is a substantial amount of deviation in each noise measurement (Figure 6-5B). Due to the 
large deviation in the noise measurements, especially at higher excitation frequencies, the 
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signal to noise remains fairly constant over the range investigated (Figure 6-6), indicating 
that a reduction in the noise would be necessary to fully exploit the increased signal 
measurements at higher excitation frequencies. 
 The background conductivity of the photothermal absorbance detector also 
increases with increasing excitation voltage (Figure 6-7A), which is fully expected and in 
good agreement with the microchip based conductivity system. The photothermal 
background conductivity (also taken before background nullification) increases as well; 
however, it was observed that there is a large amount of variation in the photothermal 
background (Figure 6-7B). It is thought that the variation in the photothermal background 
was a direct result of the instability in the output of the laser. Although the photothermal 
background tends to deviate by a large percentage, the signal response remains linear in 
nature (Figure 6-8A). It was also observed that the noise with this parameter increases at 
higher voltages (Figure 6-8B), giving a signal to noise ratio that is unchanging with 
respect to excitation voltage (Figure 6-9). 
 
6.3.1.2 Concentration Study 
 A simple concentration study was performed using DABSYL tagged glucosamine 
at concentrations of 500 nM, 5 µM, 50 µM, and 500 µM in 20 mM borate buffer at pH 
8.9. A solution of 50 nM DABSYL tagged glucosamine was also used; however, this was 
below the detection limit. The excitation signal for this study was a 0.5 Vp-p sinusoidal 
signal at 100 kHz. The laser output was 200 mW and was modulated at a frequency of 20 
Hz, which was used with the photothermal lock-in amplifier reference. The response is 
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linear over this range and gives a limit of detection of ~150 nM, based on a signal to 
noise ratio of 3 (Figure 6-10).  
 
6.3.1.3 Optical Modulation (Chopping) Frequency 
 It has been shown previously that the modulation frequency affects the 
photothermal response such that the signal intensity drops exponentially with increasing 
frequencies. It was thought that the depth of modulation increased with decreasing 
frequency, giving a higher signal at slower modulation frequencies. This same result is 
obtained with the PDMS “sandwich” microchip as well (Figure 6-11A). Additionally, 
like the capillary based photothermal system, the noise associated with each measurement 
taken on the microchip suffers from increased noise at lower excitation frequencies 
(Figure 6-11B) leading to an increase in the signal to noise ratio with increasing 
modulation frequency initially (Figure 6-12). However, as the modulation gets faster, the 
signal decreases, which then causes the signal to noise ratio to decrease again. While the 
trend for both platforms is identical in nature, the signal to noise values for the capillary 
based system are on the order of hundreds,11 whereas, the microchip system gives a 
signal to noise value of only 75-80 for the highest values, even though the raw signal 
obtained with the microchip system is slightly higher than that obtained with the capillary 
system.   
 
6.3.1.4 Laser Power 
 The instability in the output of the light source very greatly affected the 
measurements taken in a study to determine the extent of the effect of laser power on the 
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signal response with these microchips. Figure 6-13A shows the photothermal response 
with increasing laser power. From the graph, it can be seen that while there is a linear 
relationship between laser power and signal response, the measurements taken at higher 
laser power are very irreproducible. The large deviation in measurements led to a 
thorough investigation of the laser itself, in which it was determined that the cathode 
within the laser cavity was preventing the full output of the laser to pass outside of the 
cavity, causing a drop in the signal intensity over time and increased noise with each 
measurement (Figure 6-13B). The corresponding signal to noise ratios for each laser 
power tested are given in Figure 6-14.  
 
6.3.1.5 PDMS Investigations with an Innova FReD Laser 
An initial power study was performed using an Innova 300 FReD laser in an 
identical manner as that described for the Innova 70A laser, with the exceptions that the 
buffer was changed to 20 mM MES/20 mM His and electrokinetic flow was used to 
move the analyte. The response with the FReD laser proved to be less than ideal for two 
reasons: the first being that the response was not linear with respect to laser power – 
which is fully expected from theory, as previously discussed – and the second is that with 
an identical microchip and sample, the response is over 5 times lower – 150 mW was 
used for comparison (Figure 6-15).   
While a decrease in absolute response would be expected going from pressure 
driven fronts to electrokinetically driven peaks, this was not the only concern. Through 
the course of this experiment, it was observed that the response was not reproducible in 
peak height or shape – some peaks would appear as doublets. While this would normally 
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signify poor resolution between two co-eluting species, the sample consisted of only one 
species, indicating that some sort of flow issue or mismatch between the peak width and 
either the modulation of the laser light or time constant of the lock-in amplifier was 
occurring. It is unlikely that any kind of a mismatch existed, though, as the modulation of 
the laser light should have only enhanced the detection by putting an overlying 
modulation frequency on the signal itself. This would not lead to a disruption in the peak 
shape at all. Additionally, the time constant is chosen based on the AC excitation signal 
being applied to the detector and would not have any effect on the signal either. A 
thorough investigation of the flow in the PDMS “sandwich” microchip is also a difficult 
task simply because any organic molecule (i.e., traditionally used fluorescent dyes), will 
diffuse into the PDMS due to the hydrophobic nature of the material. This microchip 
proved worthwhile for the initial investigations leading to the development of the 
photothermal absorbance detector; however, it quickly became apparent that this material 
was not well suited for use with photothermal absorbance detection, and as such, other 
microchip materials were investigated.   
 
6.3.2 Metal Electrode and PSBE Microchip Investigations 
 Investigations with both metal electrode and PSBE microchips were completed 
using the Innova 300 FReD laser as the light source. Analyses were completed using 50 
µM DABSYL tagged glucosamine and 10 ppm potassium in 20 mM MES/20 mM his 
buffer at pH 6.1. 100 kHz sinusoidal excitation signals were used, unless otherwise 
stated, and voltages were selected to give the highest signal response without causing 
degradation of the electrodes. The background conductivity was nulled, as discussed 
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previously, to ensure that the detection of a small photothermal signal would be possible 
and to get the maximum sensitivity with each measurement. Gated injections were also 
used with all of the studies and were generally 7 seconds long, ensuring that any 
longitudinal band-broadening associated with a peak measurement would be minimized 
(i.e., injections were long enough to provide a flat response as shown in the blue trace in 
Figure 6-25 for an example). The laser power used in all cases was 400 mW unless 
otherwise stated and was modulated at a frequency of 20 Hz. The metal electrode 
microchip had 50 µm wide electrodes with a 100 µm detection gap. The laser spot was 
placed between one excitation electrode and the detection electrode in each case. A 
picture of each chip is shown in Figure 6-16A (PSBE) and 6-17A (metal electrode), with 
the corresponding laser spot placement shown in Figure 6-16B (PSBE) and 6-17B (metal 
electrode). 
 
6.3.2.1 Excitation Frequency 
 As discussed previously, the detection cell geometry has a large effect on the 
signal response. The PSBE microchip differs from the metal electrode setup in that the 
area of detection is greater than the metal electrode microchip. The PSBE microchip 
measures conductivity changes in the area comprising the PSBE reservoir, the PSBE, and 
the detection gap (equal to the distance in the channel between each PSBE). The metal 
electrode microchip is structured such that the conductivity change is measured only in 
the gap between the electrodes. Thus, it was important to elucidate the optimal frequency 
for each type of microchip used. As discussed in chapter 2, an OPA602 operational 
amplifier is used as a current to voltage converter with a 106 V/A gain. In this 
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configuration, the operational amplifier gain should peak at 400 kHz. For the capillary 
system, it was shown that the gain peaked at 375 kHz. In an investigation of the effect of 
excitation frequency on each type of microchip, 20 mM MES/20 mM His was put into 
each microchip and the background conductivity signal was tested to find the frequency 
at which the gain peaks. As shown in Figure 6-18, the metal electrode microchips have a 
gain that peaks at 170 kHz, while the PSBE microchips peak at 140 kHz. The noise 
concerns remain when using the SR844 lock-in amplifier, which has a higher frequency 
capability. Both microchips will therefore still be used at 100 kHz, despite peaking at the 
higher frequencies. 
 The signal response to 50 µM DABSYL tagged glucosamine in 20 mM MES/20 
mM His for both microchips is shown in Figure 6-19A. This experiment was conducted 
using an excitation of 5 Vp-p. The laser was set to output 400 mW and was modulated at 
20 Hz. While it can be seen that the response obtained with both types of microchips 
increases as the excitation frequency increases, it was also observed that the metal 
electrode microchip gives a larger response than the PSBE microchip at all frequencies. 
In addition, the PSBE microchip gives a higher noise value as the excitation frequency 
increases, while the noise associated with the measurements taken on the metal electrode 
chip remain constant as the excitation frequency increases (Figure 6-19B). This, in turn, 
gives much higher signal to noise ratios for the metal electrode microchip that increases 
as the excitation frequency is increased (Figure 6-20).While complete elucidation of the 
behavior of each microchip type has not been achieved, it is very apparent that the metal 
electrodes are superior to the PSBE microchip in terms of response to excitation 
frequency. It should be stated, however, that this is a peculiar response given the response 
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obtained for the background conductivity, in which the PSBE microchip gave a higher 
response than the metal electrode microchip at 100 kHz.  
 
6.3.2.2 Excitation Voltage 
 The effect of excitation voltage was also investigated using both microchips in 
response to 50 µM DABSYL tagged glucosamine in 20 mM MES/20 mM His. The 
excitation frequency was held constant at 100 kHz. The laser power used was 400 mW, 
which was modulated at 20 Hz. Previously in the capillary system, it was observed that 
the response increased linearly with excitation voltage. This same result would be fully 
expected in this case as well, since the current will have a direct relationship with the 
voltage being applied to the detection cell. The excitation voltage for all measurements 
was set such that the background could be nulled to zero by adjusting the phase and 
voltage of the slave function generator with relation to the master function generator. The 
metal electrode microchip is balanced better in that the sensing regions for this microchip 
were more equivalent – the dimensions of each sensing region determine the behavior 
and sensitivity of that sensing region – allowing for complete nullification of the 
background conductivity. This was not the case for the PSBE microchip. The nature of 
the fabrication of these electrodes can lead to small differences in the dimensions of the 
electrodes, leading to more of an imbalance in the sensitivity of each sensing region. 
Thus, the PSBE microchip is not taken to as high of an excitation voltage as the metal 
electrode microchip.  
 Shown in Figure 6-21A is the photothermal response as a function of excitation 
voltage. As seen in the graph, both microchips give a linear response; however, again, the 
 249 
metal electrode microchip gives a much greater response than the PSBE microchip. In 
addition, when looking at the noise associated with measurements taken on both 
microchips, the PSBE microchip has substantially higher noise associated with it than the 
metal electrode microchip (Figure 6-21B). The metal electrode microchip gives noise 
values that are independent of excitation voltage; however the PSBE microchip gives 
noise proportional to excitation voltage. The additional noise associated with the PSBE 
microchip could possibly be due to the fact that the PSBE microchip measures the 
impedance change over a much larger area than the metal electrode microchip; however, 
the exact cause of the increased noise associated with the PSBE microchips remains 
unclear. The metal electrode microchip gives a much higher signal to noise ratio than the 
PSBE microchip as a function of excitation voltage (Figure 6-22), indicating again that 
this setup gives superior performance. 
  
6.3.2.3 Laser Power 
 As discussed previously in chapter 4, a linear increase with respect to laser power 
is expected from the photothermal measurements, as the power of the light absorbed is 
directly proportional to the incident power and the absorbance (section 4.3.4). This 
argument, however, was from a purely theoretical standpoint and assumes ideal behavior 
of the system. Thus, an investigation of the effect of laser power was completed. This 
investigation looks at the photothermal response of 50 µM DABSYL tagged glucosamine 
in 20 mM MES/20 mM His at an excitation voltage of 1Vp-p at 100 kHz. The laser light 
was modulated at 20 Hz in all cases for this study. These measurements were also taken 
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using 7 second long gated injections to give a flat peak, or front, and driven 
electrokinetically. 
 Shown in Figure 6-23A is the signal response with increasing incident laser power 
for both types of microchips. The response for both microchips is linear in nature and 
gives essentially an identical response. What is interesting, though, is the noise associated 
with each measurement. Again, as shown in Figure 6-23B, the noise associated with the 
PSBE microchip is nearly 4 times greater than the noise seen with the metal electrode 
microchip. This, of course, leads to a greater signal to noise ratio with the metal electrode 
microchip (Figure 6-24), which, again, indicates that the metal electrode microchip has a 
superior performance to that of the PSBE microchip, solely based on the decreased noise 
values associated with measurements taken with the metal electrode microchip.  
   
6.3.2.4 Optical Modulation (Chopping) Frequency 
 The effect of modulation frequency was investigated using 7 second long gated 
injections of 50 µM DABSYL tagged glucosamine in 20 mM MES/20 mM His. This 
study was completed using an incident laser power of 400 mW and an excitation signal of 
5Vp-p at 100 kHz. Previously, it has been shown in literature,11 that an increase in the 
modulation frequency causes a decrease in the signal response. This was also seen with 
the PDMS “sandwich” microchips. Again, the thought is that the depth of modulation 
increases at lower modulation frequencies, giving a higher signal response.  
 This result was also the case for both the PSBE and metal electrode microchips. A 
raw data signal is shown in Figure 6-25, where the modulation can be seen in the 
photothermal trace. The photothermal response with each microchip is shown in Figure 
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6-26A. The response for each microchip follows the trend observed previously and are in 
good agreement with each other. However, as seen previously in studies discussed in this 
chapter, the PSBE microchip has a much larger noise value associated with each 
measurement (Figure 6-26B). As with the other studies, this significantly affects the 
signal to noise of each measurement (Figure 6-27). At the lowest modulation frequencies 
investigated (<4 Hz), the optical chopper is subject to a substantial amount of wobble, 
and as such, the noise at these frequencies is much higher than at modulation frequencies 
above 4 Hz. 
 
6.3.2.5 Concentration 
 Due to the superior performance of the metal electrode microchip, this was the 
only platform that was used for concentration studies. The response of DABSYL tagged 
glucosamine from 1-100 µM in 20 mM MES/20 mM His was investigated using an 
excitation of 5Vp-p at 100 kHz. The laser was set to output 400 mW and was modulated at 
20 Hz.  
 The photothermal response is shown in Figure 6-28 and is plotted both as a (A) 
linear plot and a (B) log-log plot. As expected, the photothermal response is linear (R2 = 
0.998) with respect to concentration. The corresponding signal to noise ratio is shown in 
Figure 6-29. Based on the response and the signal to noise values, the limit of detection 
based on a signal to noise ratio of 3 for this system is 50 nM. This would equate to a 
signal of 4.4 µAU using a conventional UV-VIS, a value beyond the limits of detection 
of such an instrument.  
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6.3.2.6 Separation 
Electrophoretic separation of three DABSYL tagged amino acids – glycine, 
tryptophan, and proline – in a 20 mM MES/20 mM His 65/35 acetonitrile/water (v/v) 
buffer was performed using a fused silica microchip with metal electrodes (Figure 6-30). 
Each tagged amino acid was then detected using photothermal detection using an 
excitation of 5 Vp-p at 100 kHz and a laser power of 400 mW, modulated at 20 Hz. A 1 
second gated injection was used for this experiment. The signal to noise ratios for 
glycine, proline, and tryptophan are 390, 455, and 452, respectively. To date, this is the 
first separation detected using photothermal absorption.  
 
6.4 Concluding Remarks 
 In this chapter the development and characterization of a photothermal 
absorbance detector was discussed. The development of this detector is the culmination 
of the work presented in the previous chapters and was based on the experimental and 
theoretical knowledge obtained in those chapters. In this chapter, it was shown that a high 
sensitivity measurement could be obtained using an optical absorbance method on a 
microfluidic device. A variety of optimization experiments were undertaken as well.   
 In addition to experimental investigations, characterization of three different 
microchips was also performed. The PDMS “sandwich” microchip proved to be a good 
starting point for microfluidic investigations. These microchips have the advantage that 
PDMS is a flexible material, allowing fabrication of a microchip that is able to conform 
around the raised material making up the electrodes. This material is also transparent 
from 300-700 nm, making it useable with photothermal measurements with visible light. 
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However, the hydrophobic nature of this material makes it difficult to use with 
electrokinetically driven separation methods. In addition, PDMS would not be the 
material of choice for UV measurements. There was also some concern about the thermal 
properties of PDMS and its ability to trap or release heat through convection.  
 Development of PSBE microchips was also undertaken. This detection scheme 
was developed previously, and while they show good response with DC conductivity 
measurements (unpublished data), the noise associated with measurements taken using 
AC signals is far too great with these microchips to make them useable for photothermal 
absorbance detection. The one main advantage that these microchips have over metal 
electrode microchips is ease of bonding. There is no additional layer preventing the top 
plate from sitting completely flush with the bottom substrate. The fabrication of the 
electrodes themselves can be difficult as the polymerization steps can be tricky. To make 
these microchips more amenable for use with photothermal absorbance detection, studies 
to fully elucidate the nature of the noise are necessary.  
 The metal electrode microchips have proven to be the best platform for 
photothermal absorbance detection in its present state. Through development of this 
platform, several aspects were investigated in relation to the fabrication of these 
microchips. The major concerns with these microchips are electrolysis and oxidation of 
the chrome layer, either of which renders the electrode fractured or destroyed and 
ultimately useless. These parameters were discussed in the previous chapter; however, by 
keeping the electrodes thick in terms of depth and thin in terms of width, electrolysis can 
largely be prevented and complete oxidation of the chrome layer is avoided. However, 
the one aspect of this detection method that remains a concern is day to day 
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reproducibility. The microchips are very sensitive to external noise sources as well as 
prone to problems with flow and bubble formation upon occasion. This is one difficulty 
that remains and needs to be addressed to further enhance the sensitivity that could be 
achieved.  
 The other additional aspect of this detection method that needs to be incorporated 
is the detection of analytes in the UV. By going into the UV, a fluorophore or 
chromophore is no longer necessary and the detection method can be applied to a large 
number of analytes that have previously been difficult to detect in small volume 
platforms. The present work, however, has provided a basis for the realization of a highly 
sensitive detection method for use with microcolumns and microfluidic devices.  
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6.5 Tables and Figures 
 
 
 
 
 
Figure 6-1. UV-Vis absorbance spectrum for a solution of 3.2 mM DABSYL tagged 
glucosamine in water. 
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Figure 6-2. Experimental photothermal setup showing both optical and electronic 
components. 
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Figure 6-3. Original two electrode PSBE microchip 
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Figure 6-4. PDMS microchip; effect of excitation frequency for 20 mM MES/20 mM His 
– (A) photothermal background (B) background conductivity using 0.2Vp-p at 100 kHz 
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Figure 6-5. PDMS microchip; effect of excitation frequency for 20 µM DABSYL 
glucosamine in 20 mM MES/His using 0.2Vp-p at 100 kHz – (A) signal (B) noise 
 
 260 
 
 
 
 
 
 
 
 
Figure 6-6. PDMS microchip; effect of excitation frequency on the signal to noise ratio 
for a 20 µM solution of DABSYL glucosamine in 20 mM MES/His using an excitation of 
0.2Vp-p at 100 kHz 
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Figure 6-7. PDMS microchip; effect of excitation voltage for 20 mM MES/20 mM His – 
(A) conductivity background (B) photothermal background using 0.2Vp-p at 100 kHz 
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Figure 6-8. PDMS microchip; effect of excitation voltage for 20 µM DABSYL 
glucosamine in 20 mM MES/His using 0.2Vp-p at 100 kHz – (A) signal (B) noise 
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Figure 6-9. PDMS microchip; effect of excitation voltage on the signal to noise ratio for a 
20 µM solution of DABSYL glucosamine in 20 mM MES/His using an excitation of 
0.2Vp-p at 100 kHz 
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Figure 6-10. PDMS microchip calibration plots using DABSYL glucosamine in 20 mM 
MES/His buffer in (A) linear and (B) log formats. 
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Figure 6-11. PDMS microchip; effect of modulation frequency for 20 µM DABSYL 
glucosamine in 20 mM MES/His using 0.2Vp-p at 100 kHz – (A) signal (B) noise 
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Figure 6-12. PDMS microchip; effect of modulation frequency on the signal to noise ratio 
for a 20 µM solution of DABSYL glucosamine in 20 mM MES/His using an excitation of 
0.2Vp-p at 100 kHz 
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Figure 6-13. PDMS microchip; effect of laser power for 20 µM DABSYL glucosamine in 
20 mM MES/His using 0.2Vp-p at 100 kHz – (A) signal (B) noise 
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Figure 6-14. PDMS microchip; effect of laser power on the signal to noise ratio for a 20 
µM solution of DABSYL glucosamine in 20 mM MES/His using an excitation of 0.2Vp-p 
at 100 kHz 
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Figure 6-15. PDMS microchip; effect of laser power using the Innova 300 FReD laser as 
the light source to probe a 20 µM solution of DABSYL glucosamine in 20 mM MES/His 
using an excitation of 0.2Vp-p at 100 kHz 
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Figure 6-16. (A) PSBE microchip showing three salt bridges in a glass (B270) microchip 
(B) PSBE microchip showing placement of the laser spot 
 
 
 
PSBE 
(excitation) 
PSBE 
(detection) 
PSBE 
(detection) 
laser  
spot 
A 
B 
separation 
channel 
 271 
 
 
 
 
Figure 6-17. (A) glass (B270)  microchip with metal electrodes (B)  metal electrode 
microchip showing placement of the laser spot 
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Figure 6-18. Frequency response of PSBE and metal electrode microchips using a 
solution of 20 mM MES/His. The excitation was 0.5Vp-p. The laser power was 400 mW 
and modulated at 20 Hz. 
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Figure 6-19. Effect of excitation frequency on PSBE and metal electrode microchips 
using a 5Vp-p signal to 50µM DABSYL glucosamine – (A) photothermal response (A) 
noise   
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Figure 6-20. Signal to noise response to 50 µM DABSYL glucosamine in 20 mM 
MES/His for the PSBE and metal electrode microchips with increasing excitation 
frequency at an excitation voltage of 5Vp-p 
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Figure 6-21. Effect of excitation voltage on PSBE and metal electrode microchips using a 
100 kHz signal to 50µM DABSYL glucosamine – (A) photothermal response (A) noise   
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Figure 6-22. Signal to noise response to 50 µM DABSYL glucosamine in 20 mM 
MES/His for the PSBE and metal electrode microchips with increasing excitation 
frequency at an excitation frequency of 100 kHz 
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Figure 6-23. Effect of laser power on PSBE and metal electrode microchips using a 100 
kHz, 5Vp-p signal to 50µM DABSYL glucosamine in 20 mM MES/His – (A) 
photothermal response (A) noise 
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Figure 6-24. Signal to noise response to 50 µM DABSYL glucosamine in 20 mM 
MES/His for the PSBE and metal electrode microchips with increasing laser power at an 
excitation frequency of 100 kHz and voltage of 5Vp-p 
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Figure 6-25. Raw photothermal data. The inset shows the modulation of the conductivity 
signal. 
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Figure 6-26. Effect of optical modulation (chopping) frequency on PSBE and metal 
electrode microchips using a 100 kHz, 5Vp-p signal to 50µM DABSYL glucosamine in 20 
mM MES/His – (A) photothermal response (A) noise 
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Figure 6-27. Signal to noise response to 50 µM DABSYL glucosamine in 20 mM 
MES/His for the PSBE and metal electrode microchips with increasing optical 
modulation (chopping) frequency at an excitation frequency of 100 kHz and voltage of 
5Vp-p 
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Figure 6-28. Metal electrode microchip calibration plots using DABSYL glucosamine in 
20 mM MES/His buffer in (A) linear and (B) log formats.  
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Figure 6-29. Signal to noise ratio with increasing concentration of DABSYL glucosamine 
in 20 mM MES/His buffer using an excitation of 5Vp-p at 100 kHz. The laser power was 
set to 400 mW and modulated at 20 Hz. 
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Figure 6-30. Electrophoretic separation of an 50 µM mixture of glycine, proline and 
tryptophan in a 20 mM MES/His 65/35 acetonitrile/water buffer using an excitation of 5 
Vp-p at 100 kHz. The laser power used for detection was 400 mW (modulated at 20 Hz). 
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