External cavity modes of semiconductor lasers with phase-conjugate feedback by Erneux, Thomas et al.
                          Erneux, T., Gavrielides, A., Green, K., & Krauskopf, B. (2003). External
cavity modes of semiconductor lasers with phase-conjugate feedback. DOI:
10.1103/PhysRevE.68.066205
Early version, also known as pre-print
Link to published version (if available):
10.1103/PhysRevE.68.066205
Link to publication record in Explore Bristol Research
PDF-document
University of Bristol - Explore Bristol Research
General rights
This document is made available in accordance with publisher policies. Please cite only the published
version using the reference above. Full terms of use are available:
http://www.bristol.ac.uk/pure/about/ebr-terms.html
External cavity modes of semiconductor lasers with phase-conjugate feedback
Thomas Erneux
Universite´ Libre de Bruxelles, Optique Nonline´aire The´orique,
Campus Plaine, C.P. 231, 1050 Bruxelles, Belgium
Athanasios Gavrielides
Nonlinear Optics Group, Air Force Research Laboratory,
3550 Aberdeen Ave. SE, Kirtland AFB, NM 87117-5776, USA
Kirk Green
Department of Computer Science, KU Leuven, Celestijnenlaan 200A, 3001 Heverlee, Belgium
Bernd Krauskopf
Department of Engineering Mathematics, University of Bristol, Bristol BS8 1TR, UK
(Dated: July 8, 2003)
External cavity modes (ECMs) of a semiconductor laser with phase-conjugate feedback are defined
as time-periodic pulsating intensity solutions exhibiting a frequency close to an integer multiple of
the external cavity frequency. As the feedback rate progressively increases from zero, they sequen-
tially appear as stable attractors in the bifurcation diagram. We construct a simple analytical
approximation of these pulsating intensity solutions and determine their frequencies. We show that
branches of ECMs are isolated. Finally, the validity of our approximation is tested by compar-
ing numerical bifurcation diagrams obtained by simulation and continuation techniques with our
analytical results.
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I. INTRODUCTION
The response of a laser subject to optical feedback is
a key problem for both applied and theoretical research
[1–4]. A weak optical feedback from a distant surface
modifies the laser frequencies suggesting new imaging
techniques [5, 6]. For semiconductor lasers, a weak op-
tical feedback generates undesired dynamical instabilit-
ies because the delay of the feedback is large compared
to the photon lifetime [7–11]. Examples of such laser
systems include the laser subject to conventional optical
feedback (COF) from an external mirror [12, 13] and the
laser with phase-conjugate feedback (PCF) from a phase-
conjugating mirror [14, 15], which is considered here.
Phase conjugation is a process in which the light that is
reflected back from the phase conjugator has not only its
direction of propagation reversed but it is also wave-front
inverted [16]. The most important application of phase
conjugation is the correction of optical distortions. In
particular, for a distortion that occurs between the source
and the phase conjugator, the light passing through the
distortion after reflection from the phase conjugator re-
turns to its original undistorted state. Phase conjugation
is used today extensively in lasers to eliminate phase dis-
tortions due to heating and stress effects in the laser me-
dium. A second interest of phase conjugation is stabil-
ity; that is, PCF is preferred over COF because the full
external round trip phase vanishes and the PCF laser
cannot lock to an external cavity frequency.
There are, however, two difficulties that have delayed
systematic comparisons between experiments and the-
ory. First, PCF is more difficult to realize than COF.
The most common way of making a phase conjugator
is through a four-wave mixing process in which two
pump waves are coupled with the incident wave through
a third-order susceptibility to produce the conjugated
return wave [3]. Second, earlier numerical simulations
[15, 17, 20, 21] and linear stability analyses [14, 19, 22]
revealed a rich variety of possible outputs but with little
insight on simple bifurcation mechanisms. This has mo-
tivated the recent development of numerical continuation
methods. In particular, the application of the Matlab
package DDE-BIFTOOL [23] has revealed important fea-
tures of both the COF and PCF lasers. For the COF
laser, branches emanating from Hopf bifurcations have
been found connecting pairs of external cavity modes (so-
called bridges) [24–28]. For the PCF laser, a sequence of
isolated branches of pulsating intensity solutions exhib-
iting simple properties has been found [29]. Their appar-
ent simplicity encourages analytical investigation. An
asymptotic method that took advantage of the natural
values of the laser parameters has been used in order to
construct the bifurcation bridges in the COF laser [30].
In this paper, we use the same technique and construct an
approximation of the PCF time-periodic intensity solu-
tions found in Ref. [29].
As the feedback rate is progressively increased from
zero, stable branches of pulsating intensity solutions se-
quentially appear between domains of chaotic dynamics
[21]. Due to the fact that the intensity oscillates at a
frequency close to an integer multiple of the external
cavity frequency, these stable regimes have been called
2external cavity modes (ECMs) by analogy to the ECMs
of the COF laser [31]. Our analytical approximation of
the ECMs of the PCF laser show that they sequentially
appear as isolated branches in the bifurcation diagram
and that they exhibit the expected frequencies. A large
part of this paper is devoted to a comparison between
analytical and numerical bifurcation diagrams.
The paper is organized as follows. In Section II we
formulate the PCF laser equations in their dimensionless
form and determine approximations to the Hopf bifurca-
tion points. These approximations are based on specific
scalings of the parameters and reveal two classes of Hopf
bifurcation points. The first class of Hopf points appear
at low feedback rates and exhibit a frequency close to
the relaxation oscillation frequency of the solitary laser.
The second class of Hopf points appear for much higher
values of the feedback rate and their frequencies are pro-
portional to the external cavity frequency. In Section III
we determine the ECM pulsating intensity solutions by
constructing an asymptotic solution. In Section IV we
investigate their relationship with the Hopf bifurcation
points found in Section II. The validity of our approxim-
ation is systematically investigated in Section V where
numerical bifurcation diagrams obtained by simulation
and continuation are compared with the analytical bi-
furcation diagrams. Finally, in Section VI we discuss
the physical significance of our main results and review
a series of open problems.
II. FORMULATION AND HOPF
BIFURCATIONS
We consider rate equations for a semiconductor laser
subject to instantaneous PCF in dimensionless form; this
formulation is briefly described in Appendix A. For ana-
lytical simplicity, we neglect nonlinear gain saturation,
an effect included in Refs. [21, 29, 32–34], and as is usual
in the literature, set the phase and frequency shift at
the PCM to zero. These simplifications are however not
limitations of our analysis. The PCF equations for the
complex electric field Y and the carrier density Z are
then given by
Y ′ = (1 + iα)ZY + γY ∗(t− θ), (1)
TZ ′ = P − Z − (1 + 2Z) |Y |2 (2)
where prime denotes differentiation with respect to the
dimensionless time t. In these equations, α is the
linewidth enhancement factor, γ is the dimensionless
feedback rate, θ = τ/τp is the external cavity round-
trip time normalized by the photon lifetime, T = τe/τp
is defined as the ratio of the carrier and photon lifetimes,
and P is the pump parameter above threshold. Using
the values given in Refs. [21, 29, 32–34], we find
α = 3, θ = 476, T = 1429 and P = 4.17× 10−2. (3)
Equations (1) and (2) have Z2–symmetry in the trans-
formation (Y,Z) → (−Y,Z). This means that any
γθ σ C σθ Cθ
H1 0.53 8.9× 10
−3 −3.6× 10−4 4.23 −0.17
H2 0.63 7.1× 10
−3 4.2× 10−4 3.38 0.20
H3 0.73 5.4× 10
−3 −4.9× 10−4 2.55 −0.23
9.50 1.7× 10−2 6.5× 10−3 7.95 3.00
TABLE I: Hopf bifurcations for low feedback rate and σ close
to ωR = 7.6 × 10
−3. The first three Hopf bifurcations points
have been labelled in terms of increasing values of γθ. The
last solution exhibits a large value of γθ which contradicts our
scaling assumptions (6). The approximated Hopf points have
been labelled according to their relation with the numerical
solutions shown in Table III.
solution will either be symmetric or have a symmetric
counterpart obtained by a rotation by pi of the Y -plane
[35]. Apart from the trivial steady state solution, that
is (Y,Z) ≡ (0, P ), there exist two distinct branches of
nonsymmetric steady states given by (B5)–(B7) in Ap-
pendix B.
The conditions for a Hopf bifurcation are given by (B8)
and (B9) where C and σ represent the amplitude of Z and
the frequency of the oscillations at the Hopf bifurcation
point, respectively. These equations are transcendental
equations which are difficult to solve even numerically.
Our analysis differs from previous attempts to solve the
Hopf conditions [17, 22] by the application of asymptotic
techniques [36, 37]. Specifically, we take advantage of the
large value of T and look for an approximation for C and
σ. To this end, we introduce a small parameter ε defined
by
ε ≡ T−1 (4)
with which we scale C and σ. We also need to specify the
scalings of the other laser parameters since distinguished
limits of the Hopf equations (B8)–(B9) are possible in
the small ε limit.
The simplest approximation is based on the idea that
for low feedback rates, the frequency at the Hopf bi-
furcation must be close to the laser relaxation frequency
defined in Ref. [38] as
ωR ≡ (2εP )1/2. (5)
Assuming the scalings
P = O(1), C = O(ε), θ = O(ε−1) and
σ = O(ε1/2), (6)
we collect the leading terms in (B8) and (B9). We find
σ3 + 2εP
[−(1 + α2)C sin(σθ)− σ] = 0, (7)
−2σ2C + ε(1 + 2P )σ2
+ 2εP (1 + α2)C(cos(σθ) + 1) = 0 (8)
3γθ σθ Cθ (ε = 0) Cθ (ε 6= 0)
H4 5.84 7.39 1.85 1.20
H5 6.58 8.32 −2.08 −2.02
H6 9.06 11.46 −2.87 −2.13
H7 8.33 10.53 2.63 2.66
TABLE II: Hopf bifurcation points for σθ = O(1), ε = 0
(column Cθ (ε = 0)) and εθ2 = O(1) (column Cθ (ε 6= 0)).
The latter values were computed with an improved approx-
imation and they are much closer to the respective numerical
solutions shown in Table III.
where all neglected terms are of order O(ε5/2) or smaller.
Using (8), we determine C as
C =
ε(1 + 2P )σ2
2σ2 − 2εP (1 + α2)(cos(σθ) + 1) . (9)
Inserting (9) into (7), we obtain the following equation
for σ only
F (σ) ≡ σ2 − 2εP − 2εP (1 + α2) (10)
· ε(1 + 2P )σ sin(σθ)
2σ2 − 2εP (1 + α2)(cos(σθ) + 1) = 0.
This equation resembles the equation for the Hopf fre-
quency of the COF laser (see (19) in Ref. [38]) except
that in the denominator of the last term, there is an extra
2σ2 contribution and cos(σθ)+1 replaces cos(σθ)−1. We
use the values of the parameters (3) and solve (10) for σ.
We then determine Cθ from (9) and γθ =
√
1 + α2 |C| θ
comes from the steady state relations (B5) and (B6). A
graphical study of the function F (σ) as a function of σ
indicates four roots. They are listed in Table I.
The approximations of the first three Hopf bifurcations
shown in Table I are in excellent agreement with the val-
ues obtained by continuation using DDE-BIFTOOL; see
already Table III. An analysis of the real eigenvalues of
the characteristic equation indicates that the steady state
with C > 0 is always unstable, namely a saddle. Thus,
only the Hopf bifurcation with C < 0 may lead to stable
oscillations. The first three solutions satisfy γθ < 1 and
agree with our assumption that γ is a small O(ε) quant-
ity. The last solution in Table I corresponds to a large
value of γ and is not a valid approximation. However,
it suggests that there exist other Hopf bifurcations that
satisfy different scaling laws.
We may obtain a different approximation of the Hopf
bifurcation for γθ = O(1) if we consider the case
P = O(1), Cθ = O(1) and σθ = O(1) (11)
as ε → 0. Neglecting all ε terms in (B8) and (B9), the
Hopf bifurcation conditions then reduce to
(1 + α2)C2(cos(2σθ)− 1) + σ2 = 0, (12)
(1 + α2)C sin(2σθ)− 2σ = 0. (13)
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FIG. 1: Analytical bifurcation diagram of the two steady
state branches. The upper branch is stable until the first
Hopf bifurcation H1. The lower branch is always unstable.
Other Hopf bifurcation points have been determined analyt-
ically and are shown in the figure. At these Hopf bifurcations,
nearly vertical Hopf branches appear and connect steady state
and ECMs branches; compare Fig. 4. The bifurcation details
of these connections are not revealed by the leading order
bifurcation equations.
From (13), we extract C as
C =
2σ
(1 + α2) sin(2σθ)
. (14)
Inserting (14) into (12), we obtain an equation for σ only.
The solutions with σ 6= 0 satisfy the condition
cos(σθ) = ±
√
2
1 + α2
. (15)
We determine σθ from (15), obtain Cθ from (14) and
compute γθ =
√
1 + α2 |C| θ. Solutions with 1.5 <
|Cθ| < 3 are listed in Table II in the column Cθ (ε = 0).
Comparing these results with the numerical solutions
listed in Table III, the agreement is good for H5 but not
for the other points. In order to improve our approxim-
ations, we need to take into account the relatively large
value of θ. From the Hopf conditions (B8) and (B9), we
note that the neglected terms are proportional to εθ and
εθ2 which are numerically significant. We may take into
account the effect of ε by investigating the double limit
ε→ 0, θ →∞ but keeping
εθ2 = O(1) (16)
fixed. With (11) and (16), (B8) and (B9) now reduce to
0 = σ
[
(1 + α2)C2(cos(2σθ)− 1) + σ2]
−2εP [(1 + α2)C sin(σθ) + σ] , (17)
0 = σ
[
(1 + α2)C sin(2σθ)− 2σ]
+2εP (1 + α2)(cos(σθ) + 1). (18)
The solution of these equations for Cθ and ε can be found
analytically in parametric form. We determine C from
4(18) and insert its expression into (17). This results in
a quadratic equation for ε which we solve in terms of σ.
Having ε = ε(σ), we determine C = C(σ). In Table II,
the new values for Cθ (in the column for ε 6= 0) are
compared to their earlier estimates obtained with ε = 0.
In Fig. 1 we plot the steady state branches, which are
determined from (B5)–(B7), together with the Hopf bi-
furcation points from Table I and Table II. The lower
branch is always unstable and the upper branch is stable
until the first Hopf bifurcation H1. The relevance of the
Hopf bifurcation points for the ECM intensity solutions
is discussed in Section IV.
III. EXTERNAL CAVITY MODES
We next concentrate on the pulsating intensity solu-
tions described in Ref. [29]. These solutions are charac-
terized by oscillating frequencies that are comparable to
the external cavity frequency. This suggests to seek a
solution that depends on the basic time t. We take ad-
vantage of the large value of T and seek a solution of (1)
and (2) of the form
Y = Y0(t) + εY1(t) + ... (19)
Z = Z0(t) + εZ1(t) + ... (20)
where ε is defined by (4). Introducing (19) and (20) into
(1) and (2) and equating to zero the coefficients of each
power of ε leads to a sequence of linear problems to solve.
The equations for Y0, Z0 and Z1 are given by
Y ′0 = (1 + iα)Z0Y0 + γY0
∗(t− θ), (21)
Z ′0 = 0, (22)
Z ′1 = P − Z0 − (1 + 2Z0) |Y0|2 . (23)
Equation (22) implies that
Z0 = C (24)
is a unknown constant. Equation (21) is then linear and
admits a solution of the form
Y0 = A1 exp(iωt) +A2 exp(−iωt) (25)
provided that A1, A2 satisfy the following homogeneous
system of equations
[−iω + (1 + iα)C]A1 + γA∗2 exp(−iωθ) = 0, (26)
γA∗1 exp(iωθ) + [iω + (1 + iα)C]A2 = 0. (27)
These equations have a nontrivial solution if ω and C
satisfy the characteristic equation
[−iω + (1 + iα)C] [−iω + (1− iα)C]
−γ2 exp(−2iωθ) = 0. (28)
From the real and imaginary parts of (28), we find
−ω2 + (1 + α2)C2 − γ2 cos(2ωθ) = 0, (29)
−2ωC + γ2 sin(2ωθ) = 0. (30)
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FIG. 2: Analytical bifurcation diagram of the first three
ECMs. The figure represents the period T = 2pi/ω of Y (t) as
a function of γθ. The frequency ω is determined from (32).
Comparing with the numerical solutions obtained by DDE-
BIFTOOL in Fig. 5, a lower part of each isolated branch
corresponds to a stable ECM.
Using (30), we have
C =
γ2 sin(2ωθ)
2ω
, (31)
and inserting (31) into (29), we obtain the following equa-
tion for ω only
−ω2 + γ
4 sin2(2ωθ)
4ω2
(1 + α2) = γ2 cos(2ωθ). (32)
Equation (32) is a quadratic equation for γ2 = γ2(ω)
which can be solved. Figure 2 represents the period T ≡
2pi/ω as a function of γθ. The three Σ-shaped branches
are similar to the branches shown in Figure 4 in Ref. [29],
and verified later in Section V, where it is shown that the
lower part of each pulsating intensity branch may exhibit
stable solutions. The lower branches are close to their
asymptotic values as γθ →∞; that is,
Tθ−1 = 2/n (33)
where n = 1, 2, ... Using (25), we compute the intensity
of the laser field as
|Y |2 ' |A1|2 + |A2|2 + 2 |A1| |A2| cos(2ωt+ ψ) (34)
where ψ is a constant phase. The intensity exhibits har-
monic oscillations with a period equal to pi/ω or T/2.
The leading solution (25) is not completely determ-
ined. Equation (26) (or (27)) provides a first relation-
ship between A1 and A2. To find a second relationship
between A1 and A2, we apply a solvability condition for
5(23). Indeed, the condition for a bounded Z1 requires
that
P − C − (1 + 2C)(|A1|2 + |A2|2) = 0. (35)
Using (27), |A2|2 is given by
|A2|2 = γ
2
C2 + (ω + Cα)2
|A1|2 , (36)
which, by inserting into (35), gives |A1|2 as
|A1|2 =
(
P − C
1 + 2C
)(
C2 + (ω + Cα)2
C2 + (ω + Cα)2 + γ2
)
. (37)
Knowing |A1| and |A2|, we determine the intensity from
(34). The pi/ω−periodic intensity oscillates with extrema
given by |Y |2 = (|A1| ± |A2|)2.
IV. HOPF BIFURCATION BRANCHES
Our previous analysis of the ECM solutions need to be
revised near particular points where the ECM solution
and the steady state solution admits the same value of
C (same carrier number Z0 = C). At and near these
points, we have a solution of (21) of the form
Y0 = A0 +A1 exp(iωt) +A2 exp(−iωt) (38)
where A0, A1, and A2 are three unknowns. Substitut-
ing (38) into (21), we find that such a solution is pos-
sible provided that the three amplitudes satisfy both the
steady state equation and the pulsating intensity solution
equations. They are given by
−C(1 + iα)A0 = γA∗0, (39)
iωA1 − C(1 + iα)A1 = γA∗2 exp(−iωθ), (40)
−iωA2 − C(1 + iα)A2 = γA∗1 exp(iωθ). (41)
From (39)–(41), we find that a solution with all three
amplitudes differing from zero is possible provided C, γ
and ω satisfy the conditions
C = ± γ√
1 + α2
=
γ2 sin(2ωθ)
2ω
, (42)
−ω2 + γ
4 sin2(2ωθ)
4ω2
(1 + α2) = γ2 cos(2ωθ). (43)
Equations (42) and (43) lead to critical values for γ and
ω. Using (42), we first determine γ as
γ = ± 2ω√
1 + α2 sin(2ωθ)
> 0 (44)
and by substituting (44) into (43), we obtain a simple
equation for ω given by
cos(ωθ) = ±
√
2
1 + α2
. (45)
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FIG. 3: Numerical bifurcation diagram of the stable attract-
ors obtained by simulation. The figure shows the value of
Z(t) whenever the intensity |Y (t)|2 crosses its average value
in the increasing direction as a function of γθ.
Equations (44) and (45) are identical to the Hopf bifurc-
ation conditions (14) and (15) if we replace ω by σ and γ
by |C| √1 + α2. Note that |A1| = |A2| = 0 at the steady
state branches where |A0| 6= 0, and that |A0| = 0 at the
ECM solution branches where |A1| 6= 0 and |A2| 6= 0. All
three amplitudes are not completely determined by the
leading order equations (39)–(41) and require a higher
order analysis which will not be presented here. We have
found that the Hopf bifurcation branches are vertical as
ε → 0 and they provide a plausible connection between
steady and ECM branches. Figure 4 shows the bifurc-
ation diagram of the steady states obtained numerically
by continuation, and it exhibits nearly vertical bifurca-
tions. Figure 5 shows the Hopf bifurcation branch emer-
ging fromH1, which connects to the second ECM branch.
V. NUMERICAL BIFURCATION DIAGRAMS
In this section we investigate the bifurcation diagram
of the stable solutions of the PCF equations. We first
consider the parameters listed in (3); that is, the values
used in Refs. [21, 29, 32–34] without nonlinear gain sat-
uration. Figure 3 shows that, as the feedback rate γθ
progressively increases from zero, the stable steady state
undergoes a Hopf bifurcation H1 at γθ ≈ 0.53 leading to
stable periodic oscillations exhibiting a frequency close to
the laser relaxation oscillation frequency (5). The stable
periodic solution then undergoes a period-doubling bi-
furcation at γθ ≈ 0.73, the first of a period-doubling
cascade to a domain of more complex, chaotic dynam-
ics. At γθ ≈ 1.29 we observe that the laser locks into
the first ECM solution with an intensity oscillating at a
frequency close to 2piθ−1. This agrees with our analysis
indicating that the first ECM branch admits a period
close to Tθ−1 = 2pi(ωθ)−1 = 2. This implies ω = piθ−1
and since the frequency of the intensity equals 2ω, we find
2piθ−1. The first branch of ECM solutions is stable until
γθ ≈ 1.67 where it undergoes a torus bifurcation leading
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FIG. 4: Numerical bifurcation diagram of the steady state
solutions obtained by continuation; compare Fig. 1. The fig-
ure shows the maximum of |Y | as a function of γθ. Stable (un-
stable) steady state solutions are drawn by thick (thin) lines.
Hopf bifurcation points are shown by stars. Also shown are
the branches of periodic solutions emanating from the Hopf
bifurcation points located on the upper steady state branch.
They are nearly vertical as anticipated by the analysis.
to a new domain of chaotic dynamics. This torus bifurc-
ation and the subsequent route to chaos in the PCF laser
with nonlinear gain was detailed in Ref. [33]. The chaotic
dynamics ends in a sudden transition to the second ECM
solution at γθ ≈ 3.46. Again, this branch of stable solu-
tions undergoes a torus bifurcation at γθ ≈ 3.82 leading
to a third domain of chaotic dynamics. The third stable
ECM appears at γθ ≈ 6.28 and is destabilised in an-
other torus bifurcation at γθ ≈ 7.39 leading to a fourth
and final domain of chaotic dynamics in our γθ-range of
consideration.
In the next section, we investigate the steady state
and periodic solutions of the PCF laser using the con-
tinuation package DDE-BIFTOOL [23]. This approach
has the advantage that one is able to compute solutions
irrespective of their stability. Furthermore, as well as
providing stability information of solutions, the position
and the frequency of the Hopf bifurcation points can be
obtained.
A. Steady states
Figure 4 shows a bifurcation diagram obtained by
continuation with DDE-BIFTOOL. Stable solutions are
drawn as a thick line, unstable solutions by a thin line.
Two branches of steady state solutions are seen to be
born at the onset of feedback. The upper branch is ini-
tially stable. It is destabilised in a Hopf bifurcation H1
at γθ ≈ 0.522, agreeing with the value obtained by sim-
ulation; see Figure 3. The ensuing branch of unstable
steady state solutions undergo further Hopf bifurcations
H3, H5 and H6 at γθ ≈ 0.906, 6.449 and 6.550, respect-
ively. The lower branch is always unstable. It is seen to
undergo Hopf bifurcations H2, H4 and H7 at γθ ≈ 0.756,
3.942 and 7.624, respectively. References [32] and [34]
γθ σθ Cθnum Cθanal
H1 0.522 4.318 −0.165 −0.17
H2 0.756 3.337 0.239 0.20
H3 0.906 2.647 −0.287 −0.23
H4 3.942 7.883 1.247 1.20
H5 6.449 7.648 −2.039 −2.02
H6 6.550 11.18 −2.071 −2.13
H7 7.624 5.474 2.411 2.66
TABLE III: Values of the bifurcation parameter γθ, frequency
σθ, and steady state value of the carrier density Cθ at the
Hopf bifurcation points H1 to H7. All values were calcu-
lated using DDE-BIFTOOL. The last column indicates the
approximative values determined analytically (repeated from
Tables I and II).
contain detailed continuation studies of this steady state
solution.
Table III contains further information, obtained with
DDE-BIFTOOL, on the frequency σ and the amplitude
of Z ≡ C at the Hopf bifurcation points. These values
agree well with the analytical estimates listed in Table I
and Table II. The first three Hopf bifurcations are char-
acterized by frequencies close to the relaxation oscillation
frequency of the laser (ωRθ = 3.602) and values of γθ < 1;
see Table I. The next four Hopf bifurcations exhibit much
larger values for γ and σ (γθ > 1); see Table II.
From the Hopf bifurcation points emanate branches of
nonsymmetric periodic orbits. Symmetric periodic solu-
tions exhibit a period 2pi/ω for the field Y and a period
pi/ω for the intensity |Y |2. Nonsymmetric periodic solu-
tions exhibit the same period 2pi/ω for both the field
and the intensity [35]. The isolated branches of periodic
intensity solutions determined analytically correspond to
the branches of symmetric periodic solutions emerging at
the limit points γθ ≈ 1.295, γθ ≈ 3.733 and γθ ≈ 6.283,
respectively; see Figure 5. These values are slightly lower
than those documented analytically; see Figure 2. Fig-
ure 4 shows that the Hopf bifurcation branches are nearly
vertical close to the Hopf points, again in agreement with
the analytical results. In Ref. [29] it was shown that
these branches connect the branches of pulsating intens-
ity solutions. This is confirmed here, with some minor
differences. Specifically, in Ref. [29], the first Hopf bi-
furcation branch was shown to connect to the first ECM,
however, in the case presented here, that is without non-
linear gain, we find that the branch emerging from H1
connects to the second ECM. The branch of periodic
solutions emanating from H3 does not connect to any
ECMs. The branch emanating from H5 connects to the
third ECM branch, and the branch emanating from H6
leaves our γθ-range of consideration.
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FIG. 5: Numerical bifurcation diagram of the first three
ECMs obtained by continuation; compare Fig. 2. The figure
represents the period T of Y (t) as a function of γθ. The stable
ECM solutions are drawn by thick lines. They are born at
limit points in saddle-node bifurcations (×) and destabilized
in torus bifurcations (∗). Also shown is the stable branch of
periodic solutions emanating from the first Hopf bifurcation
H1 and destabilized in a period doubling bifurcation ().
B. Periodic solutions
Figure 5 shows three isolated branches of symmetric
periodic solutions corresponding to the pulsating intens-
ity solutions constructed analytically. They have been
obtained with DDE-BIFTOOL. Also shown is the branch
of nonsymmetric periodic solutions emanating from the
Hopf bifurcation point H1 and connecting to the second
isolated branch of symmetric periodic solutions. The
solutions are stable when drawn as a thick curve and
unstable when drawn as a thin curve. The three isolated
branches agree with the branches computed in Ref. [29]
and are in very good agreement both in shape and posi-
tion with the branches computed analytically and shown
in Figure 2. They are born in saddle-node bifurcations
of limit cycles at the limit points γθ ≈ 1.295, γθ ≈ 3.733
and γθ ≈ 6.283, respectively. These values are slightly
lower than those given analytically; compare with Fig-
ure 2. Finally, we note that the second stable ECM
does not lie on the lower branch of the second isolated
branch of symmetric periodic solutions but on a very
close branch of nonsymmetric periodic solutions exhibit-
ing a limit point at γθ ≈ 3.453. This branch of solutions
has not been found analytically.
analytical simulation continuation
ECM1 1.6 1.6 1.57
ECM2 4.0 4.2 4.08
ECM3 6.6 6.7 6.53
TABLE IV: Comparison between numerical and analytical
estimates of the ECM limit points for T = 3429 and θ = 76.
C. Comparison with analytical results
As we already discussed in Section II, the determina-
tion of the Hopf bifurcation points assuming γθ = O(1)
is valid provided εθ2 is sufficiently small rather than ε
small. By investigating the double limit of ε small and θ
large, keeping εθ2 fixed, we obtained a better estimation
of the Hopf bifurcation points. In this section, we review
the laser equations by introducing full scalings for all de-
pendent and independent variables. From Section II we
know that an ECM solution exhibits a frequency ω pro-
portional to θ−1, that Y is proportional to
√
P , and that
Z ≈ C is proportional to θ−1. This motivates introdu-
cing the new variables s, y and z defined by
s = t/θ, Y =
√
Py and Z = θ−1z. (46)
From (1) and (2), we then obtain
y′ = (1 + iα)yz + γθy∗(s− 1), (47)
z′ = ε1
[
1− θ−1P−1z − (1 + 2θ−1z) |y|2
]
(48)
where the prime means differentiation with respect to the
new time s, γθ = O(1), and ε = T−1 is now replaced by
ε1 ≡ θ2PT−1. (49)
The parameters (3) imply that ε1 ≈ 7, that is, ε1 is large,
which explains the relatively poor quantitative agreement
between the analytical and the numerical bifurcation dia-
gram. However, as the successive ECMs sequentially ap-
pear at larger values of γθ, the agreement will improve
since rescaling s and z as s = γθs and z = γθz leads to
ε2 = ε1(γθ)
−2 (50)
as the coefficient multiplying the right-hand side of the
z equation. If γθ = 10, the small parameter is ε2 ≈ 0.07.
In order to quantitatively evaluate the validity of our
asymptotic analysis, we consider the exaggerated value
of T = 3429 and a smaller value of θ = 76. We now find
from (49) that ε1 ≈ 0.07, and this is sufficiently small for
our analytical results. From numerical experiments not
presented here, we note that the first Hopf bifurcation
exhibits a frequency close to the relaxation oscillation
frequency at γθ ≈ 0.04 and is then followed by a burst
of chaotic dynamics. At γθ ≈ 0.95, the stable steady
state reappears and undergoes a new Hopf bifurcation
at γθ ≈ 1.55. This bifurcation is quickly followed by
8a small domain of complex oscillations that terminate
as the laser locks to the first ECM. The same pattern
then appears sequentially. In Table IV, we compare the
numerical and analytical estimates for the limit points
(saddle-node bifurcations of periodic orbits) where the
three first pulsating intensity solutions or ECMs appear.
The analytical estimate of the ECM limit points use the
expressions derived in Section III, now evaluated with
the new values of T and θ.
VI. DISCUSSION
We have shown analytically that the pulsating intens-
ity solution branches investigated in Ref. [29], and called
ECMs, belong to isolated branches of periodic solutions.
The intensity exhibits pi/ω-periodic oscillations where ω
is close to a multiple of piθ−1. All the solution branches
were obtained by investigating the leading order solvab-
ility conditions which were relatively easy to derive. The
approximations of the Hopf points and the branches of
ECMs were shown to be in very good agreement with the
values found by a numerical bifurcation study for realistic
laser parameters.
We have found degenerate Hopf bifurcation points that
result from the interaction between pulsating intensity
and steady state branches. We did not find the branch-
ing to nonsymmetric periodic solutions that were noted
numerically. A higher order analysis is necessary in order
to unfold these degeneracies and determine other bifurca-
tions, but this analysis is outside the scope of this paper.
Our asymptotic theory is sufficiently simple so that
complications of the PCF equations can be considered,
such as detuning between the frequencies of the reflec-
ted and incident waves. The linear stability analysis of
the ECM solutions is also possible but again requires a
higher order analysis. Physically, the leading approxim-
ation (25) of the field describes the ECM regimes as the
sum of two oscillatory modes satisfying a resonance con-
dition. A beating phenomenon between these oscillatory
modes is inevitable and leads to rapidly pulsating intens-
ity regimes exhibiting frequencies close to multiples of
the external cavity frequency.
APPENDIX A: DIMENSIONLESS PCF
EQUATIONS
Assuming no nonlinear gain saturation and setting the
phase-shift φPCM = 0, the laser rate equations introduced
in Ref. [32] can be written as
dE
dt′
=
1
2
[
(GN (N −N0)− τ−1p )(1 + iα)
]
E
+ κE∗(t′ − τ), (A1)
dN
dt′
=
I
q
− N
τe
−GN (N −N0) |E|2 . (A2)
Introducing the new variables t, Y and Z defined by
t ≡ t′/τp, Y ≡
√
τeGN
2
E and
Z ≡ GNτp
2
(N −Nsol) (A3)
into (A1) and (A2), we obtain
dY
dt
= (1 + iα)Y Z + γY ∗(t− θ),
T
dZ
dt
= P − Z − (1 + 2Z) |Y |2 (A4)
where
γ = κτp, θ = τ/τp, T = τeτ
−1
p (A5)
Ith =
Nsolq
τe
, P =
GNτpτe
2
(
I − Ith
q
)
. (A6)
APPENDIX B: BASIC STEADY STATE AND
HOPF BIFURCATION CONDITIONS
Introducing the decomposition
Y = R exp(iφ) (B1)
into (1) and (2), we obtain
R′ = ZR+ γR(t− θ) cos(φ+ φ(t− θ)), (B2)
φ′ = αZ − γR(t− θ)
R
sin(φ+ φ(t− θ)), (B3)
TZ ′ = P − Z − (1 + 2Z)R2. (B4)
The steady state solution satisfies the conditions R′ =
φ′ = Z ′ = 0. From the steady state equations, we find
two branches of solutions for Z given by
2φ = − arctan(α), Z = C = − γ√
1 + α2
, (B5)
2φ = pi − arctan(α), Z = C = γ√
1 + α2
(B6)
where
R2 =
P − C
1 + 2C
> 0. (B7)
Since there exist two branches of steady states for Z dif-
fering by the sign of C, it is mathematically more con-
venient to use C as our bifurcation parameter. From
the linearized equations, we determine the characteristic
equation for the growth rate λ of a small perturbation.
A Hopf bifurcation is possible if λ is purely imaginary.
Introducing λ = iσ into the characteristic equation, we
obtain from the real and imaginary parts two equations
for C and σ given by
0 = σ
[
(1 + α2)C2(cos(2σθ)− 1) + σ2]
+ε
1 + 2P
1 + 2C
[−(1 + α2)C2 sin(2σθ) + 2σC]
+2ε(P − C) [−(1 + α2)C sin(σθ)− σ] , (B8)
90 = σ
[
(1 + α2)C2 sin(2σθ)− 2σC]
+ε
1 + 2P
1 + 2C
[
(1 + α2)C2(cos(2σθ)− 1) + σ2]
+2ε(P − C)(1 + α2)C(cos(σθ) + 1) (B9)
where ε is defined by (4).
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