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1. Введение
Развитие технологий программирования для персональных компью-
теров с точки зрения повышения производительности программ тради-
ционно происходило в основном экстенсивными методами. По большей 
части разработчики программного обеспечения (ПО) надеялись на пос-
тоянное совершенствование аппаратных ресурсов компьютера. Очеред-
ная замена процессора с увеличенной тактовой частотой позволяла по-
лучить ускорение работы программ без малейшего их изменения. 
В настоящее время достигнут фактический предел роста тактовой 
частоты процессора, и дальнейшее увеличение его производительности 
становится возможным только за счет перехода к многоядерной архи-
тектуре, по существу к параллельной архитектуре. На сегодняшний день 
уже широко распространены процессоры с четырьмя и более ядрами, а 
в перспективе количество ядер может измеряться сотнями. Подобная 
технологическая революция в архитектуре компьютера предоставляет 
существенный потенциал для роста производительности ПО, однако 
для реализации этого потенциала необходимы столь же серьезные ре-
волюционные изменения современных технологий программирования. 
Параллельные программы должны обладать необычными динами-
ческими свойствами (масштабируемость на все доступные ресурсы, 
балансировка загрузки ядер, анализ зависимостей по данным и управ-
лению и др.), без которых обходятся последовательные программы. В 
результате нынешнее общесистемное ПО и системы программирова-
ния оказались плохо приспособленными для создания параллельных 
программ, трудоёмкость их написания оказалась чрезвычайно велика. 
Более того, программы с динамическими свойствами, как известно, мо-
гут бесконечно долго отлаживаться. Существуют задачи, которые срав-
нительно просто запрограммировать для исполнения на многоядерных 
процессорах. Однако как показывает практика, не так много в мире 
разработано алгоритмов, пригодных для хорошей параллельной реа-
лизации. Все это требует разработки новых подходов к параллельному 
программированию, которые направлены на упрощение и повышение 
эффективности работы программиста. 
Массовое внедрение многоядерных технологий возродило интерес к 
функциональной парадигме программирования, а также к разработке но-
вых языков и техник для обработки данных. Актуальной становится и за-
дача адаптации огромного объема существующего последовательного ПО 
для эффективного выполнения в параллельной вычислительной среде.
С учетом изложенного целью данной работы является обсуждение 
возможных подходов к разработке многопоточных приложений для сов-
ременных многоядерных процессоров как в рамках императивного под-
хода, так и с использованием функциональной парадигмы. В частности, 
для автоматического распараллеливания существующих последователь-
ных программ предлагается использовать метод спекулятивной много-
поточности, а при разработке новых параллельных алгоритмов и при-
ложений – свойства новых языков функционального программирования, 
которые совмещают удобство разработки и физический параллелизм 
исполнения. 
2. Обзор известных методов и подходов
Вопросы параллельного программирования, а также автоматизации 
распараллеливания последовательных программ для определенного 
класса параллельных архитектур имеют уже долгую историю [1–3]. 
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Проблема заключается в том, что, 
как правило, решались они в при-
вязке к определенным типам ар-
хитектур параллельных компью-
теров. Подобный подход требовал 
создания специализированных 
версий программ для каждой раз-
новидности программно–аппарат-
ной платформы параллельного вы-
числителя. Со временем появились 
универсальные библиотеки парал-
лельного программирования, такие 
как MPI для кластеров и систем с 
распределённой памятью, а также 
OpenMP для систем с общей памя-
тью. Однако при написании парал-
лельной программы «вручную» для 
обеспечения эффективности рабо-
ты полученной реализации и дости-
жения сбалансированности нагруз-
ки на процессоры приходится учи-
тывать массу деталей, связанных с 
параметрами конкретной целевой 
многоядерной архитектуры, что су-
щественно ограничивает переноси-
мость программ. Таким образом, за-
дача эффективного автоматического 
переноса последовательных про-
грамм и организации параллельных 
вычислений для систем на основе 
многоядерных процессоров являет-
ся актуальной и востребованной.
Преобразования распаралле-
ливания обычно осуществляются 
в две стадии. На первой – стадии 
анализа, в процессе исследования 
исходной программы выявляется 
параллелизм алгоритма или задачи. 
Результат фиксируется в машин-
но-независимом виде. На второй – 
стадии синтеза, генерируется па-
раллельная программа, эквивалент-
ная исходной, в соответствии с осо-
бенностями архитектуры целевой 
параллельной системы.
На стадии анализа производится 
выявление скрытого параллелизма 
в исходной последовательной про-
грамме. Для этого используются 
методы выявления зависимостей 
между операционными объектами 
программы (зависимостей по уп-
равлению) и зависимостей между 
информационными объектами про-
граммы (зависимостей по данным). 
Выявление потенциального па-
раллелизма последовательной про-
граммы основывается на анализе 
зависимостей составляющих её 
частей друг от друга [3,4]. В качест-
ве подобных частей, в зависимости 
от выбранного масштаба рассмот-
рения – мелкозернистого или круп-
нозернистого, могут рассматри-
ваться отдельные операторы (инс-
трукции), группы операторов при-
сваивания, блоки, итерации цикла, 
условные операторы, выполнение 
процедур после вызова и т.д. Взятая 
за основу модель крупнозернистого 
параллелизма, позволяет выбрать 
в качестве единицы планирования 
группы операторов, объединённые 
в регионы [5]. Рассмотрим различ-
ные типы отношений, возможные 
между регионами gi, gj ∈ G с пози-
ции их потенциального параллель-
ного исполнения. 
1. Одновременность gi δpar gj. 
Регионы gi, gj могут выполняться 
одновременно и обращаться к ис-
пользуемым ячейкам памяти в про-
извольном порядке.
2. Упорядоченность gi δord gj. Ре-
гион gi должен выбрать все, что ему 
требуется, прежде чем регион gj за-
пишет свои результаты.
3. Консервативность gi δcon gj. 
Регион gi должен записать свои ре-
зультаты раньше, чем gj.
4. Последовательность gi δseq gj. 
Регион gi должен быть завершен до 
начала gj.
Выявление отношений меж-
ду регионами позволит выразить 
потенциальный параллелизм пос-
ледовательной программы таким 
образом, чтобы это не повлияло на 
корректность полученного при её 
параллельном исполнении резуль-
тата. Большинство методов анали-
за зависимостей основаны на гра-
фовом представлении программы 
[3–8]. Они выполняют построение 
графов зависимостей по данным 
и по управлению и делятся в свою 
очередь на две большие группы: 
статические и динамические.
Статические методы выполня-
ются на этапе трансляции исходного 
текста программы [4, 9–11]. Возмож-
ности статических методов являют-
ся ограниченными, так как не всег-
да возможно выявить полностью 
все информационные зависимости 
между операторами, в связи с тем, 
что при анализе текста программы 
никогда не известны значения пе-
ременных, используемых в ней. 
Кроме того, в современных языках 
программирования существует ши-
рокий набор средств, позволяющих 
осуществлять неявный (косвенный) 
доступ к информационным объ-
ектам. Примером может служить 
использование указателей и их ра-
зыменования, организация доступа 
к элементам массивов по индексу, 
использование формальных пара-
метров, процедурных переменных, 
виртуальных методов классов. Всё 
это существенно затрудняет задачу 




ют программу на этапе её выпол-
нения [5]. Динамический анализ 
программ основан на внедрении 
в исходную программу дополни-
тельных операторов, проводящих 
анализ. Полученная программа 
выполняется на некотором тесто-
вом наборе входных данных (или 
нескольких наборах), и во время 
выполнения собирается информа-
ция о фактических зависимостях, 
присутствующих в программе на 
данном конкретном наборе данных. 
Такой подход позволяет произво-
дить выявление зависимостей во 
многих ситуациях, когда статичес-
кий анализ невозможен. Поскольку 
анализ происходит во время вы-
полнения программы, анализатору 
доступны значения всех перемен-
ных, присутствующих в программе. 
Поэтому появляется возможность 
проанализировать любые сложные 
и запутанные виды зависимостей и 
снять большинство ограничений на 
структуру управляющих и инфор-
мационных связей последователь-
ной. При этом под динамическим 
распараллеливанием понимается 
способ выявления параллельных 
регионов и планирование их выпол-
нения непосредственно во время 
исполнения (run-time) программы.
3. Метод спекулятивной 
многопоточности
Наиболее подходящим методом 
динамического распараллеливания 
последовательных программ для 
многоядерных вычислительных 
систем с общей памятью, с учётом 
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обозначенных выше недостатков, 
является метод спекулятивной 
многопоточности [5, 12].
Суть метода состоит в следую-
щем. Среди множества всех регио-
нов V последовательной програм-
мы выявляются регионы, имеющие 
зависимости, характер которых не 
может быть установлен на этапе 
трансляции программы из-за неод-
нозначности. Метод спекулятивной 
многопоточности предписывает 
параллельное многопоточное вы-
полнение подобных регионов, в 
расчёте на то, что информационные 
зависимости на стадии исполнения 
не проявятся, прибегая к позиции 
крайнего оптимизма (спекулируя на 
удаче). В случае если подобные на-
дежды оправдают себя, будет полу-
чен выигрыш в производительнос-
ти, в противном случае, результаты 
вычислений региона должны быть 
аннулированы, и он будет выполнен 
повторно, что приведет к наклад-
ным расходам. Регионы программы, 
к которым применяется подобный 
метод, будем называть спекулятив-
ными регионами.
Для того, чтобы организо-
вать многопоточное выполнение 
спекулятивных регионов, фор-
мируется динамическая пос-
ледовательность стадий их ис-
полнения, называемых эпохами 
| 1, , | |ie EP i N N EP∀ ∈ = = . Напри-
мер, для циклического региона эпо-
хами являются отдельные итерации 
цикла. Каждая эпоха снабжается 
локальным буфером памяти для со-
хранения критических к возможным 
нарушениям зависимости данных. 
Подобный подход позволяет 
фактически производить обработ-
ку отдельных итераций цикла в па-
раллельном конвейерном режиме, 
заполняя ступени конвейера (ядра 
процессора) новыми эпохами по 
мере их освобождения. Такой под-
ход минимизирует возможные по-
тери, даже в случае повторного вы-
полнения неудачных эпох.
4. Функциональный 
подход к параллельному 
программированию
Языки параллельного програм-
мирования, использующие явное 
управление вычислительным про-
цессом, позволяют описать макси-
мальный параллелизм задачи, но 
обеспечивают это не самым удоб-
ным способом. Это объясняется 
следующими причинами:
– программист сам должен фор-
мировать все параллельные фраг-
менты и следить за корректной син-
хронизацией данных;
– использование в языках та-
кого типа «ручного» управления 
памятью может привести к конф-
ликтам между процессами в борь-
бе за общий ресурс (программисту 
приходится тщательно следить за 
распределением памяти или явно 
соблюдать принцип единственного 
присваивания);
– при явном распараллелива-
нии в ходе программирования не 
всегда адекватно можно отразить 
в создаваемой программе парал-
лелизм данных, присущий задаче, 
что, в свою очередь может привести 
к дальнейшим искажениям при пе-
реносе написанной программы на 
другую архитектуру.
При распараллеливании после-
довательных программ очень редко 
обеспечивается достижение прием-
лемого уровня параллелизма из-за 
ограничений вычислительного ме-
тода, выбранного программистом, 
что часто обуславливается стерео-
типами последовательного мышле-
ния. В реальной ситуации учесть 
особенности различных параллель-
ных систем оказалось гораздо труд-




ванных на обработку информаци-
онных потоков, удобнее осущест-
влять с применением функцио-
нальных языков параллельного 
программирования, в которых 
выполнение каждого оператора 
осуществляется по готовности его 
данных. Они не требуют явного 
описания параллелизма задачи, ко-
торый в этом случае определяется 
в соответствии с информационны-
ми связями. Использование такого 
языка позволяет:
– создавать мобильные програм-
мы с параллелизмом на уровне опе-
раторов, ограниченным лишь мето-
дом решения задачи;
– обеспечить перенос програм-
мы на конкретную архитектуру без 
ее изменения независимо от числа 
доступных ядер;
– проводить оптимизацию про-
граммы по множеству параметров 
с учетом специфики архитектуры 
ВС, для которой осуществляется 
трансляция без учета управляющих 
связей программы.
В качестве инструмента для ре-
шения возникающих проблем при 
разработке многопоточных прило-
жений предлагается использовать 
функциональный язык параллель-
ного программирования Clojure. 
Этот язык представляет собой сов-
ременный диалект Лиспа и одно-
временно является языком общего 
назначения, который поддержи-
вает разработку в интерактивном 
режиме и упрощает параллельное 
программирование. В частности, 
Clojure использует API JVM для 
работы с многопоточными прило-
жениями, но в отличии от Java он 
реализует его более эффективно за 
счет функциональной парадигмы. 
При этом Clojure обеспечивает не-
изменность (immutable) данных, 
что исключает проблемы блокиров-
ки ресурсов.
Данный язык обладает следую-
щими свойствами [13]:
– обеспечивает параллелизм на 
уровне данных;
– имеет архитектурную неза-
висимость (за счёт использования 
JVM);
– поддерживает параллельную 
модель акторов;
– обеспечивает поддержку функ-
ций в виде объектов первого класса;
– имеет конструкцию future, ко-
торая обеспечивает выполнение 
долго работающего кода одновре-
менно с решением других задач;
– поддерживает три механизма 
синхронного и один асинхронного 
обновления данных.
Примером реализации функци-
онального подхода может служить 
разработка алгоритма и програм-
много приложения для решения 
задачи сортировки методом парал-
лельного слияния [14], который де-
монстрирует идею декомпозиции 
данных в рамках известного подхо-
да «разделяй и властвуй» [15]. Раз-
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работанный алгоритм включает два 
этапа: деление списка на подсписки 
и параллельное слияние получен-
ных подсписков.
Первый этап не сильно отлича-
ется от классического варианта, где 
деление списка на подсписки вы-
полняется рекурсивно. В предлагае-
мой параллельной реализации пер-
вого этапа при рекурсивном спуске 
каждая итерация слияния выделяет-
ся в отдельную нить и ожидает вы-
полнения. Как только в подсписках 
останутся единственные элементы, 
начинается их слияние, т.е. второй 
этап алгоритма.
На втором этапе происходит 
возврат из рекурсии, и каждая пара 
подсписков сливается в отдельном 
потоке (thread). Тем самым загру-
жаются все свободные ядра процес-
сора и минимизируется время их 
простоя.
В программе на языке Clojure 
сортируемые данные представля-
ются в виде связанного списка. Для 
его обработки используется фун-
кция map, которая представляет 
собой функцию высшего порядка. 
Она применяет некоторую функ-
цию к каждому элементу списка и 
возвращает список результатов. В 
функциональных языках функция 
map часто называется «применить 
ко всем», что достаточно точно оп-
ределяет ее сущность. 
Практическая реализация алго-
ритмов параллельного и последо-
вательного слияния подтверждает 
рассмотренные преимущества фун-
кционального подхода. Экспери-
ментальные данные для процессора 
с 4 ядрами показывают, что для раз-
мера списка от 103 до 104 среднее 
время многопоточной сортировки 
резко уменьшается (примерно в 6 
раз), а для размеров списка 105, 106 
и более ускорение составляет от 20 
до 25%.
5. Заключение
В статье рассмотрены перспек-
тивные подходы и технологии адап-
тации последовательных программ 
и алгоритмов с целью эффектив-
ного использования аппаратных 
средств современных многоядер-
ных процессоров при разработке 
многопоточных приложений. 
Представлены возможности ис-
пользования метода спекулятивной 
многопоточности для автоматичес-
кого распараллеливания последова-
тельных программ, разработанных 
на императивных языках програм-
мирования. Данный метод динами-
ческого распараллеливания позво-
ляет существенно упростить анализ 
зависимостей по данным и управле-
нию между последовательными ре-
гионами таких программ, повысить 
за счёт этого возможности их парал-
лельного исполнения.
Функциональная парадигма 
создает благоприятную среду для 
работы программиста и упрощает 
разработку параллельных приложе-
ний за счет использования новых 
свойств языков программирования 
(на примере языка Clojure), которые 
имеют такие преимущества перед 
императивной реализацией, как 
единый поток управления програм-
мой и неявная синхронизация обра-
батываемых данных.
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