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Abst rac t - -The  main result of the paper is a Sturmian-type s paration theorem for the recessive 
solutions of linear Hamiltonian difference systems. The assumptions on the Hamiltonian systems 
allow to include the study of Sturm-Liouville difference quations of higher order. As an application 
of the main result, some Sturmian-type comparison results are obtained. © 1998 Elsevier Science 
Ltd. All rights reserved. 
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1. INTRODUCTION 
We consider the Linear Hami l ton ian Difference System (LHDS) 
AXk = Akxk+l + Bkuk, Auk = Ckxk+l -- A~uk  (H) 
with Axk := Xk+l --Xk, where Ak, Bk, Ck are real n x n-matr ices,  Bk and Ck are symmetr ic ,  and 
where I - Ak is invert ible for k E Z. In the last years, considerable fforts have been made to 
find analogies between osci l lat ion propert ies of solutions of the difference system (H) and of its 
continuous counterpart  
5c = A( t )x  + B(t)u,  i~ = C( t )x  - AT( t )u ,  (C) 
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see [1] and the references in it. An important step was made in the papers [2,3], where the so-called 
Reid Roundabout Theorem and the Sturmian-Type Theory are derived for the LHDS without 
assuming that the matrices Bk are invertible. Similar statements for (H) with positive definite 
(in particular invertible) Bk'S were proven in [4-6]. But note that systems with invertible Bk's 
do not cover important systems and equations like the higher-order Sturm-Liouville quations. 
In this paper, we derive a certain extremal property of the so-called recessive solutions of (H), 
which is known in the continuous case as the zero-maximality of the principle solutions of (C) 
(at ec). This result states, under suitable conditions, the following. If a principle solution of (C) 
has a focal point in some interval [T, oc), then every conjoined basis of (C) must also have a focal 
point in that interval. In this paper, we show that the recessive solutions of (H) have a similar 
extremal property. In our discrete case, the situation is more complicated because of the fact 
that in addition to singularities one has to also consider "sign changes". Therefore, we have to 
use methods which are different from the continuous ones. 
2. NOTATION AND AUXIL IARY RESULTS 
First, we recall basic concepts and notation that is needed in the formulation of our main result. 
For a symmetric (and real) matrix D the inequality D _> 0 (D > 0) means that D is nonnegative 
(positive) definite. By V ~ we denote the Moore-Penrose generalized inverse of a matrix V. Ker 
and Im denote the kernel and the image of the matrix indicated, respectively. The symbol A 
stands for the usual forward difference operator, i.e., Awk = Wk+l -- Wk. 
We consider together with (H) its matrix version (again denoted by (H)), namely 
AXk = AkXk+l + BkUk, AUk = CkXk+l -- A~Uk, (H) 
where a solution (X, U) consists of real n × n-matrices Xk, Uk, and where we assume throughout 
that Ak, Bk, Ck are real n x n-matrices atisfying 
Bk, Ck are symmetric, I -- Ak is invertible for all k, (A) 
we put Ak = (I -- Ak) -1. Similarly, as in the continuous case, a solution (X, U) of (H) is said 
to be a conjoined basis of (H) if, for k e Z ,X[Uk  - U[Xk and rank (X[ ,U[ )  = n. For a 
conjoined basis (X, U) of (H) we say that an interval (k, k + 1] contains a focal point of X or of 
(X, U) [2, Definition 3] or [7, Definition 3] if 
KerXk+l ~ KerXk or Dk := XkX~+IAkBk ~ O. (1) 
Note that if Ker Xk+ 1 C Ker Xk (which trivially happens if Xk+ 1 is invertible), then the matrix Dk 
is symmetric (see, e.g., [2, Theorem 1]). The second condition in (1) may be interpreted as a 
"sign change" which is mentioned in the introduction. The LHDS (H) is said to be disconjugate 
on an (integer) interval [k, l] c7 Z if the solution (X, U) of (H) with the initial conditions Xk = 0, 
Uk = I has no focal point in (k, l + 1] (see [2, Definition 4 and Theorem 2]). We say that (H) 
is eventually disconjugate if there exists M C N such that (H) is disconjugate on [M, cx)) (i.e., 
on [M, l] N Z for all l > M), and (H) is said to be eventually controllable (or controllable for 
large k (see [7, Definition 5]) if there exist M, ~ E N such that the only vector solution of (H) 
with Xm . . . . .  Xm+ k = 0 for some m _> M is the trivial solution x = u = 0 (see [7, Section 4]). 
Next, if (X, U) is any conjoined basis of (H) such that the matrices Xk are invertible on some 
interval [N, oe) A Z, then every solution (X, U) of (H) can be expressed in the form 
f(k = Xk(Skg + L), Uk = Uk(Skg + L) + X[ -1K ,  
k-1  k -1  
where Sk = E X~11ftjBjX~ -1= E X~ID jX / -1  (2) 
j=N j=N 
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for k >_ N, with Dj = XjX~+llAjBj as in (1), and where K and L are constant matrices, more 
precisely 
L = X~nI f(.M, K -- X ]  Oj - UT f(  j. 
One may verify directly that (X, U) given by (2) solves (H) (see [5, Propostion 2.2]), and it is a 
conjoined basis if and only if KrL  = L rK  and rank (K I ,  L q-) -- n. 
Now we summarize properties of recessive solutions of (H). A conjoined basis ()f, (7) of (H) 
is said to be a recessive solution (at co) if there exists M E Z and another conjoined basis 
(X, U) such that Xk and Xk are invertible for all k > M, X'~Ok - U[fCk is invertible, and such 
that limk-,~ XklZk = 0 (see [7, Section 4] or [1, Chapter 5]). If the LHDS (H) is eventually 
disconjugate and eventually controllable, then, as is shown in [7, Section 4], a conjoined basis 
(5(, (7) is a recessive solution if and only if there exists N E Z such that X'k is invertible, 
k-1  ~-1  ~T-1  ~T-1  
D k : :  f (kfCk: iAkB k > 0 for all k > N, Sk := ~j=N is _ _ X~ Dj Xj invertible for large k, 
and such that limk--.oo Sk 1 = 0 (or equivalently, limk--.oo Sk = co, i.e., all eigenvalues tend to 
infinity as k --* co). Moreover, a recessive solution exists under these assumptions, and it is 
unique up to an invertible right factor according to the following lemma. For a special case of 
this result see [1, Chapter 5]. 
LEMMA l. Assume (A), suppose that (H) is eventually controllable and eventually disconjugate, 
and let (X, U) and ( f(,  (7) be recessive solutions of (H). Then there exists an invertible matr/x C 
such that 
f(k = XkC and (Tk = UkC, fo ra l l kEZ .  
PROOF. By our assumptions and the discussion above, there exists N E Z such that 
Xk and )(k are invertible, Dk > 0, /)k > 0, 
for all k >_ N, and such that 
lim S~- 1 = lim S~- 1 = 0, 
k--*oo k--~oo 
where Dk, L)k, SIc, Sk are defined accordingly. By the representation formulae (2) we have that 
f(k = Xk(SkK  + L), Ok = Uk(SkK + L) + XkT-1K, 
= , = + X k K, 
for k >_ N, where 
L = Xg l f (~ = L -1, K = -K  -r, LTK  = KTL .  
Hence, R = KL  -1 is symmetric. Since Sk I --* 0+ as k --* co, it follows from [8, Theorem 1] that 
lim R (R + S~-I) -1 S~ -1 = 0. 
k---*oo 
Moreover, the representation formulae for Xk and )(k imply that 
R (R + S~ -1)-1 S;  1 = g (Skg  + L) -1 = gf f ;1Xk  = K (Sk[£ + L)  = - [£TL  - K-rSkfi: --* O. 
Since limk--.oo Sk = co, we can conclude that /4  = 0 = K. Hence, f(k = XkC, Ok = UkC with 
the invertible matrix C = L. | 
Linear Hamiltonian systems are closely related to Riccati matrix equations, namely: if (X, U) is 
a solution of (H) such that Xk is invertible for k E [M, N + 1] n Z, then the quotient Qk := UkX[  1 
solves the Riccati matrix difference quation 
Qk+l = Ck + ( I  - A [ )  Qk( I  + BkQk) - l ( I  -- Ak), (a) 
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for M _< k < N. Moreover, Qk is symmetric, and Dk = XkX~IAkBk  = (I + BkQk)- lBk.  
- ~ 
If (H) is eventually controllable and eventually disconjugate and if (X, U) is a recessive solution, 
then the quotient Qk :-- Qk -- Uk)(k 1 is unique (the invertible right factor cancels out!), and 
it is called the eventually minimal (or distinguished) solution of (R) (at co). The terminology 
eventually minimal is justified by the fact that any other symmetric solution Q of (R), which 
exists for k > l with some l, satisfies Qk >- Q~ for all k _> m with m _> 1 sufficiently large (see [7, 
Section 4]). Finally, we cite the following lemma [9, Lemma 7] which we will use. 
LEMMA 2. Assume (A) and suppose that Qk, Qk, Qk+l, (~k+l are symmetric and satisfy (R) for 
some fixed k E Z with (I  + BkQk) - lBk  >_ O. Then Qk+l >_ Qk+l implies Qk >- Ok. 
3. MAIN  RESULT  
Now we can formulate the main  result of this paper, a Sturmian-type separation theorem for 
recessive solutions. 
THEOREM 1. Assume (A), and suppose that (H) is eventually controllable and eventually dis- 
conjugate. Let (f(, ~r) be a recessive solution of (H) such that f(k is invertible and DK := 
Xkf( [~l f ikBk >_ 0 for k >_ N + 1. I f  either f (g  is singular or DN ~ O, then, for every conjoined 
basis (X, U) of (H), either Xk is singular or Dk = XkXk~l f ikBk ~ 0 for some k >_ N. 
PROOF. Suppose, by contradiction, that Xk is invertible and that Dk >_ 0 for all k _> N. Since 
(~k = Uk-~/1 is the eventually minimal solution of (R), we get that Ok <- Qk for all sufficiently 
large k. Hence, by Lemma 2, Qk <_ Qk for all k _> N + 1. Therefore, 
DN - -  DN = BN-4TN (QN+I  - -  (~N+I) ANBN >-- 0, 
and this implies /gN --> 0 because DN >_ O. 
We put 
ffk = Xk( I  + Sk), Ok = Uk(I + Sk) + X[  -1 (3) 
with S k ---~ E3k-= 1 Xj+IA jB jX  T 1 for k _> N. Then, by (2) with K = L = I, (X, U) is a conjoined 
basis of (H). Since Sk+l Sk v - l  ,~ vT -1  -- = A k L'kA k _>0for k >_ N, SN = O, we have that Sk >_0, and 
therefore, )(k is invertible for k _> N. Hence, again by (2) (use that X:TUj -- CrTXj = - I ) ,  we 
have that 
xk = 2k (z -  uk = ok - (4) 
k-1 ff-~_lA~3B3X~-l. It follows from (3) and (4) that for k _> N, where Sk = ~.~=N 
( I -  gk)(I+s ) = I ,  
so that 
I - Sk = (I + Sk) -1 >_ (I + Sk+l)  -1 ---- I - Sk+l,  for k _> N. 
Thus, 0 _< Sk -< :~k+l = I -- (I + Sk+l) -1 _< I,/gk -> 0 for k _> N, and therefore, the limit 
So~ := limk-.co Sk exists with 0 _< Soo -< ~. Moreover, Soo > 0, because otherwise :~ke = 0 for all 
k _> N with some c C N n \ {0}. Then, (x, u) with xk = XkSkC and uk = (UkSk + X:[-1)e is a 
nontrivial solution of (H) (again by (2)) with xk = 0 for all k >_ N, contradicting our assumption 
that (H) is eventually controllable. Now, using (2) again, we consider the conjoined basis (.~, ~r) 
defined by 
Xk -----~k (Soo -- Sk) ,  Uk ---- Uk (Soo - Sk) -- ,~[ -1  (5) 
for k >_ N. Because (H) is eventually controllable, it follows with the same argument as above 
that there exists M _> N such that X'} is invertible for all k _> M. Therefore, for k _> M, 
^T-1 
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where L = 2M12M and Sk = ~-~M+lk-1 2~-~I~jBj)~--1. By (5) and (6), 
 k+L = 
and Sk+l -Sk  >- 0. Hence, for k >_ M, 2k isinvertible, Dk >- 0, and we have that ~1 __, 0 
so that (2,  gr) is a recessive solution of (U). Thus, by Lemma 1, 2k = XkC and 0h = UkC for 
an invertible matrix C. Now, for k = N, (5) yields that XN = .YN:~o~C is invertible (use that 
:~oo > 0). Altogether we have shown that XN is invertible and that /)N >-- 0 which contradicts 
our assumption so that the proof is complete. Note that (X, U) is a so-called dominant solution 
of (H) (see [1;7, Section 4]). | 
4. APPL ICAT IONS 
By using inequalities for Riccati difference quations given in [9] we obtain from our Theorem 1 
the following "comparison results". We consider another LHDS (and denote the corresponding 
Riccati equation by (t~)) 
AXk = &Xk+l  + [~kUk, AUk = OkXk+~ -- A~Uk, (S) 
where Ak,/3k, Ck satisfy the same assumptions (A) as Ak, Bk, Ck in (H). Moreover, we denote 
( ) -Ck AT and 72/k := ^ ^ ~/k := Ak Bk Ak Bk 
which are real and symmetric by (A). We need the following result [9, Theorem 1]. 
LEMMA 3. Assume (.4) for (H) and ([-I), and let (X, U) and (2, U) be conjoined bases of (H) 
and (H), respectively. Suppose that Qk, Qk are symmetric with 
x[  QkXk = u2-xk, 2[Qk2k  = ~r~-2k, for k e J* = [0, N + 11N Z, 
and assume for k E J* 
Tlk > "Ilk, [~k >- [~k B~ f3k, KerBk C Ker/~k. (7) 
If Ira 20 C Im 20, 2~-((~0 - Q0)20 >_ 0, and if (X,U) has no focal point in (0, N + 1], then 
(2, gr) has no focal point in (0, N + 1] either, and ^ T ^ Xk (Qk - Qk)2k >_ 0 for all k E J*. 
Now our applications of Theorem 1 are as follows. 
COROLLARY 1. Assume (A) for (H) and (H), suppose that (H) and (H) are eventually controllable 
and that (H) is eventually disconjugate, and assume that (7) holds for all k >_ M. Let (X, U) 
and (2, ~r) be recessive solutions of (H) and (~I), respectively, and suppose that 2k is invertible, 
/)k >- 0 for a11 k >_ N + 1 with N >_ M, and either 2N is singular or DN ~ O. Then either Xk is 
singular or Da ~ 0 for some k >_ N. 
PROOF. Observe first that (7) and eventual disconjugacy of (H) imply eventual disconjugacy 
of (I:I) by Lemma 3, so that a recessive solution of (I:I) exists. Next, suppose, by contradiction, 
that Xk is invertible and Dk _> 0 for all k _> N and let (~:, 0) be the conjoined basis of (I:I) with 
)~N ---- I, UN = QN := UNXN 1. Then, by Lemma 3, (2,  0) has no focal point in (N, c~). Hence, 
2k is invertible and/)k ~ 0 for all k _> N. But, by Theorem 1, -~k is singular or /gk ~ 0 for 
some k > N, which is a contradiction. | 
Combining the previous corollary with Theorem 1 we obtain another comparison result. 
COROLLARY 2. Assume (A) for (H) and (H), suppose that (H) and (H) are eventually controllable 
and that (H) is eventually disconjugate, and assume that (7) holds for all k > M. Moreover, 
let (2,  U) 'be a recessive solution of (~I) such that 2k is invertible, Dk >_ 0 for all k >_ N + 1 with 
N >_ M, and either 2N is singular or DN ~ O. Then, for every conjoined basis (X, U) of (H), 
either Xk is singular or Dk ~ 0 for some k >_ N. 
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