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Introduction
Quantum chromodynamics (QCD) is the theory of the strong interactions that
describes the interaction of quarks and gluons. In QCD, the six quark flavors are
divided in light and heavy quarks, depending on the relation of the quark mass to
the QCD scale. The heavy quarks are charm and beauty, and at the scale of charm
quark mass the cross section can be calculated perturbatively. The knowledge of
heavy quark production in proton-proton collisions allows to test predictions of
QCD. In addition, the charm and beauty from QCD processes contribute to the
background for other processes, such as Higgs production.
The LHC is a proton-proton collider located in a circular tunnel 27 km in cir-
cumference. The LHC is designed to collide two beams of protons or heavy ions
at a nominal energy of 7TeV per proton. Four experiments are located at interac-
tion points, where the beams are crossed and collide at small angles. ATLAS and
CMS are general purpose experiments that can operate at high luminosity, whereas
LHCb and ALICE are dedicated experiments operating at a lower luminosity.
The LHCb experiment is one of the four major experiments at the LHC. The
LHCb detector is a single-arm forward spectrometer dedicated to flavor physics
studies at the LHC. Its main goals are measurements of CP-violation and the
studies of rare decays of heavy flavor particles, in particular to search for ’new
physics’ beyond the Standard Model using the decays of b- and c- hadrons. The
knowledge of the heavy flavor production cross section is particularly important
for estimates of the sensitivity of LHCb for these measurements.
In Chapter 1 a brief introduction to the theory of heavy flavor production
is given. Several theoretical methods to calculate the cross sections are shortly
described.
Chapter 2 gives an overview of LHC and the LHCb detector. An overview of
each sub-detector and the performance of the detector during the 2010 and 2011
data taking periods are presented.
The Outer Tracker, one of the LHCb sub-detectors, is a drift-time detector used
for tracking of charged particles to measure their momentum. Chapter 3 describes
the Outer Tracker, focusing on the Monte Carlo (MC) simulation and detector
digitization descriptions, and on how they compare to the real detector.
About 70% of the reconstructed tracks pass through the active area of the OT,
and for these tracks about half of the hits are provided by the OT. The calibration
of the Outer Tracker is important to achieve the optimal momentum resolution
for reconstructed tracks. In Chapter 4 a description of the developed calibration
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procedures is given. These procedures include t0 calibration and time-to-distance
calibration, signal walk corrections and a resolution calibration. The performance
of the calibration is illustrated over the full 2011 data period.
Finally, in Chapter 5 the measurements of the production cross section of D0+
D0 and D∗++D∗− mesons at the LHCb detector are presented. This measurement
was performed using 15 nb−1 of proton-proton collision data collected with the
LHCb detector at 7TeV center-of-mass energy in May 2010. The cross sections are
measured in bins of transverse momentum and rapidity in the acceptance of the
LHCb detector, and are compared with two theoretical calculations. In addition,
the ratio of cross sections and total cc productions cross sections are estimated.
Chapter 1
Theory
Heavy flavor production is an important area for understanding quantum chro-
modynamics, one of the three fundamental forces in the Standard Model. In the
past years the theoretical understanding of the b and c production has greatly
improved [1–3].
In this chapter a brief theoretical overview of heavy quark production is given.
Section 1.1 gives an introduction into the history of the charm quark and its role
in the Standard Model (SM). A theoretical model and techniques for cross sec-
tion calculation are described in Section 1.2. Finally in Section 1.3 charm physics
beyond charm production is discussed.
1.1 Introduction
In quantum chromodynamics (QCD), the six quark flavors are divided in light
and heavy quarks, depending on the relation of the quark mass to the QCD scale
ΛQCD ∼ 0.2GeV, where QCD becomes non-perturbative. The light quarks u,
d and s have masses mq <∼ ΛQCD, and the heavy quarks c, b and t have masses
mq ≫ ΛQCD.
The existence of the charm quark was predicted in 1970 [4], to explain the sup-
pression of Flavor-Changing-Neutral-Current (FCNC) known as the GIM mecha-
nism. In 1973 [5] the CKM matrix was introduced extending the GIM mechanism
by inclusion of a third generation of quarks.
The charm quark1 was discovered in 1974 when the J/ψ resonance was observed
at the SLAC electron positron storage ring [6]. This particle was at the same time
observed at the Brookhaven 30GeV alternating-gradient synchrotron [7]. The J/ψ
resonance was interpreted as a previously unobserved bound state of a cc pair. This
interpretation was confirmed by the measurement of the ratio R(s) = σ(e+e− →
hadrons)/σ(e+e− → µ+µ−) at higher center-of-mass energies [8], which was in a
good agreement with the prediction, assuming the existence and mass of the charm
1The name “charm” appeared even before the discovery, and reflects the property that aston-
ishing agreement between theory and data can be achieved by adding this quark to the model
(i.e. GIM mechanism).
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quark. The charm quark discovery was a fundamental step for the development of
the SM with two generations of quark pairs.
The charmed meson family is broad. Many open (charm + light quark) and
closed (cc) charm mesons have been discovered and their properties have been
measured. The open and closed charm production cross section in hadron collisions
tests the QCD predictions for the heavy quark production mechanism. In addition,
the precise knowledge of the heavy quark production cross section is important as
charm and beauty from QCD processes contribute to the background for other,
often rare, SM processes, e.g. in Higgs production.
1.2 Heavy quark production
1.2.1 Parton model
At the high energies of hadron colliders, such as the LHC, the interaction occurs
between partons (quarks and gluons) of the colliding hadrons. A schematic illus-
tration of the process is shown in Fig. 1.1. To describe such processes the following
variables are used:
• S = (P1 + P2)2, where P1 and P2 are the four momenta of colliding hadrons;
• p1 = x1P1 and p2 = x2P2 are the four momenta of interacting partons, where
x1 and x2 are four momenta fractions of the partons with respect to the
hadrons;
• s = (p1 + p2)2 is the center-of-mass energy of the interacting partons.
The interaction between individual partons is described with the parton density
functions (PDF). The PDF fi(x) defines the probability to find a parton i with a
momentum fraction x. Consequently, the combination of all PDFs should satisfy
the sum rule:
1 =
∑
i
1∫
0
xfi(x)dx, (1.1)
where the sum goes over all quarks and gluons.
p
i
j fj(x2)
fi(x1)
p1 = x1P1
p2 = x2P2σij
P1
P2
p
Figure 1.1: Schematic illustration of interaction between two colliding
protons.
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Based on the initial distributions described with these PDFs the heavy quark
production cross section in a hadron collision can be written as
σhh→qq =
∑
i,j
1∫
0
dx1dx2fi(x1, µ
2
F )fj(x2, µ
2
F )σij→qq(s,mq, µ
2
F ), (1.2)
where s = (p1+p2)
2 = x1x2S is the center-of-mass energy of the interacting partons,
mq is the mass of the heavy quark, µF is the so-called factorization scale, and fi
and fj are the PDFs. σij→qq is the hard cross section of the process.
Equation (1.2) is based on the QCD factorization theorem [9] stating that the
hard scattering process can be factorized from the initial state. The initial state is
described with the PDFs and the hard scattering can be calculated within pertur-
bative QCD (pQCD).
1.2.2 Parton density function
The parton density function fi(x, µ
2
F
) describes the distribution of parton i as a
function of momentum fraction x at the probing scale µF . The PDFs in general
are not calculable perturbatively, however, their evolution as a function of scale
µF can be obtained through the Altarelli-Parisi (DGLAP) equations [10, 11]. This
implies that the shape of the PDF have to be fixed at a given scale, for example
from the experimental cross sections, such as Deep Inelastic Scattering (DIS) or
Drell-Yan processes. In addition, functions fi depend on the factorization scheme
and the order of perturbation theory at which the evolution is calculated.
There are different collaborations, like CTEQ [12] and MSTW [13], that perform
fits to a wide range of data to extract the PDFs. However, in general their results
are not directly comparable, as both the definition of the fi functions and the data
used in the fits are different. Figure 1.2 shows an example of the CTEQ 6.6 PDF
sets for u, u, d and c quarks at two different scales, µF = 2GeV and µF = 10GeV.
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Figure 1.2: CTEQ 6.6 PDF sets for u, u, d and c quarks at scales
µF = 2GeV (a) and µF = 10GeV (b).
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Note that the scale µF at which the cross section is calculated is arbitrary
and the dependence of the final result on its value comes from the fact that the
calculation is performed at a certain order. This dependence in general becomes
smaller at higher order and one way to estimate the uncertainty of the calculation
is by varying the scale by a factor of 2 around nominal. However, the order of
PDF sets have to match the order at which the hard scattering cross section is
calculated.
1.2.3 pQCD
Assuming that the coupling constant α
S
is small, which is the case in the pertur-
bative regime, it is possible to calculate the cross section expanded in orders of
αn
S
:
σ = σ0 + αSσ1 + α
2
Sσ2 + ..., (1.3)
where σ0 is the Leading Order (LO) or Born level cross section. Calculations up to
αSσ1 and α
2
Sσ2 are known as the Next-to-Leading Order (NLO) and Next-to-Next-
to-Leading Order (NNLO), respectively. The cross sections are calculated using
Feynman diagrams. Figure 1.3 shows LO diagrams for the process gg → qq which
is dominant source of qq production at LHC and is commonly referred to as gluon
fusion.
q
q
(a)
q
q
(b)
q
q
(c)
Figure 1.3: LO diagrams for the process gg → qq.
The higher orders (up to αn
S
σn, where n >= 1) contain the divergences that
spoil the predictive power of QCD. The sources of these divergences are:
• Ultraviolet (UV) divergences that arise from virtual loops in propagators;
• Infrared (IR) divergences due to the soft gluon emission or collinear emission;
The UV and IR divergences are controlled by renormalization and resummation
techniques that are discussed later in this section.
1.2.4 Renormalization
The renormalization technique allows to handle UV divergences. The divergent
terms are first isolated by means of regularization and subsequently the couplings,
1.2 Heavy quark production 7
(a) (b)
Figure 1.4: Virtual gluon (a) and quark (b) loops.
masses and fields are redefined such that infinities cancel.
The regularization technique allows to calculate the divergent integrals that
appear due to virtual loops in the propagators (see Fig. 1.4). There are different
regularization techniques available, such as the so-called cut-off and dimensional
regularizations.
The cut-off regularization introduces a large but finite scale µ to which the
integration is performed such that the integrals are finite:
I =
∞∫
dp
p
→
µ∫
dp
p
∼ log(µ2/Q2), (1.4)
where Q is the interaction scale. Only at the end of the full calculation the limit
of µ→∞ is taken.
The most widely used technique is dimensional regularization [14] as it preserves
symmetries and gauge invariance. In this method the 4-dimension integrals are
replaced with D-dimension integrals:∫
d4p→ µ4−D
∫
dDp, (1.5)
where D = 4 − ε and at the end the limit ε → 0 is taken. Arbitrary scale µ is
introduced to keep physical dimensions.
The redefinition of couplings, masses and fields introduces counter-terms that
serve to cancel infinities at each order of perturbation theory. In that case a theory
is called renormalizable.
Various types of renormalization techniques have been introduced. The most
popular are the Minimal Subtraction (MS) and the modified Minimal Subtraction
(MS) schemes.
The MS renormalization scheme uses the following rules:
• Dimensional regularization is used to control UV divergences;
• The arbitrary scale µ that appears in the dimensional regularization is set to
the energy scale Q, such that logarithms of the form log(µ2/Q2) vanish;
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• The finite term of the renormalization counter-term is set to zero such that
the counter-term only subtracts divergences.
1.2.5 Resummation
Next-to-leading order calculations of heavy quark production are available since
many years. The main assumptions in these calculations are based on the fact
that masses of heavy quarks are relatively large compared to ΛQCD and therefore
the cross section can be written as an expansion in powers of the strong coupling
constant α
S
. The coupling constant can be evaluated at the renormalization scale,
which can be chosen to be the mass of the heavy quark.
The most widely used approach is known as collinear approximation, where the
production cross section is calculated in an expansion in orders of α
S
, neglecting
the logarithmic terms. In addition there is an approach of Fixed Order NLO
calculation, which resums the large terms proportional to αn
S
logk(pT/m), where m
and pT are the mass and transverse momentum of the heavy quark, respectively.
The heavy quark production cross section can be written as [1]:
σq(pT,m) = σ0
[
1 +
∑
n=1
αnS
n∑
k=0
cnk ln
k
(
p2T
m2
)]
, (1.6)
where σ0 is the Born cross section, cnk are constants
2 and αnS ln
k(p2T/m
2) are the
divergent logarithmic terms.
There are many different resumming approaches, such as GMVFNS [15, 16],
FONLL [17,18], etc. All resum the Leading Logarithmic (LL) terms αnS ln
n(p2T/m
2)
or in some cases Next-to-Leading Logarithmic (NLL) terms αn
S
lnn−1(p2
T
/m2).
The idea is to factor all logarithms into a resummation factor:
σq(pT,m) = σ0 ⊗ C(pT, µ)⊗ f(µ,m), (1.7)
where C(pT,m) are coefficients, and f(µ,m) are PDFs or fragmentation functions
and ⊗ denotes convolution over momentum fractions. The parameter µ represents
the artificial factorization scale. The logarithms in coefficients can be set to zero
by choosing µ ∼ pT. The f functions, known at some scale µ0, are obtained at
scale µ through DGLAP evolution equations. Note that due to the large mass of
heavy quarks it is actually possible to calculate the f functions in perturbation
theory, which is not the case for light quarks where they must be obtained from
fits to data.
The resummed cross section in the massless limit (pT ≫ m) is then matched
with the Fixed Order (FO) cross section at pT ∼ m, where the logarithmic terms
can be neglected and the Born cross section is valid. This allows to provide a
prediction for the cross section in a wide pT range.
Currently, several approaches based on the logarithm resummation are in use.
They differ in the following points:
• To what order the initial condition f(µ0,m) is evaluated and the accuracy of
evolution;
2The coefficients cnk can also contain functions of m and pT vanishing when pT ≫ m.
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• How matching to FO calculations is performed.
Two approaches, GMVFNS and FONLL, are discussed below.
Fixed Order Next-to-Leading Log
The Fixed Order Next-to-Leading Log (FONLL) approach was developed to im-
prove the calculation of heavy quark differential cross section at large pT. FONLL
provides a way to calculate the differential cross section of inclusive heavy quark
production. It is based on the Next-to-Leading Order (NLO) massive calculation
with Next-to-Leading Log (NLL) resummation.
The matching between the FO cross section (pT ∼ m) and the resummed cross
section (pT ≫ m) is performed with [17]:
σFONLL = σFO + (σRS − σFO,M0) ·G(m, pT) (1.8)
where σFO is a fixed order calculation, σRS is a resummed calculation and σFO,M0
is the FO calculation in the zero mass limit. The subtraction σRS − σFO,M0 allows
to cancel terms that are present in both σFO and σRS, and the function G(m, pT) ∼
p2T
p2
T
+m2
allows to perform the matching between large pT and small pT, where this
subtraction term is suppressed.
General Mass Variable Flavor Number Scheme
The General Mass Variable Flavor Number Scheme (GMVFNS) approach is an
extension of the Fixed Flavor Number Scheme (FFNS) and the Zero Mass Variable
Flavor Number Scheme (ZMVFNS).
The FFNS is based on the assumption that the gluon and the light partons (u,
d and s) are the only active partons, and that the heavy quark (c or b) appears
only in the final state. In the ZMVFNS approach the heavy quark is added to the
initial state; however, its mass is neglected in the matrix calculation. The FFNS is
applicable when pT ∼ m, whereas ZMVFNS is used in case of pT ≫ m.
The GMVFNS combines the FFNS, by retaining the mass depended term, with
ZMVFNS, by absorbing large logarithms into parton distribution and fragmen-
tation functions. This approach allows to determine the cross section in a wide
kinematic range.
The difference with FONLL is that GMVFNS does not use perturbative NLO
fragmentation functions. Instead, non-perturbative fragmentation functions (fitted
at LEP) of heavy mesons are used. Consequently, the GMVFNS does not produce
the pure NLO cross section.
In this thesis the experimentally measured production cross section of open
charm particles is compared to both the FONLL and GMVFNS calculations.
1.3 Charm physics beyond production
There has been an enormous development in the experimental knowledge of the
charm sector in the past few years [19]. This includes the measurement of open and
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closed charm production, double charm production, the c – c production asymme-
try, as well as CP violation (CPV) and D0 – D0 mixing.
The LHCb collaboration has performed several measurements for the produc-
tion cross section of beauty [20] and charm mesons [21]. In this thesis the mea-
surement of the charm production cross section at
√
s = 7TeV is described. The
total charm production cross section is found to be about 20 times larger than the
beauty production. This makes an extensive study of charm physics possible at
LHCb.
For example, a precision measurement of CPV in the charm sector, which is
predicted to be small in the SM, is within experimental reach. In particular LHCb
contributed to the measurement of mixing in the D0−D0 system [22] which is now
well established at the 10σ significance level, combining results from five different
experiments (including LHCb). Recent results from CDF and LHCb also include
evidence of non-zero direct CPV in D0 → K+K− and D0 → pi+pi− decays [23,24].
The combined result for direct CPV is that ∆adirCP 6= 0 at the 4σ significance level
(including LHCb, CDF, Belle and BABAR).
The double charm production recently measured at LHCb [25] shows good
agreement for J/ψ production accompanied by open charm meson, however, a
discrepancy with the predicted cross section is observed for double open charm
production.
The observation of the asymmetry in the decay of D0/D0 mesons boosted inter-
est in studies of the production asymmetries of other charm mesons and baryons,
for example the D+/D−, D+s /D
−
s and Λ
+
b /Λ
−
b production asymmetries.
Given the small asymmetries observed in the charm sector a very large sample
of charm decays is needed. The large production cross section, in combination with
the high efficiency of LHCb detector, as will be described in the next chapter, will
lead to interesting results in the future.
Chapter 2
The LHCb experiment
The Large Hadron Collider beauty (LHCb) experiment is one of the four major
experiments at the Large Hadron Collider (LHC) at CERN. The other detectors are
ATLAS, CMS and ALICE. These experiments were designed as central detectors,
whereas LHCb is a single-arm forward spectrometer. They are all designed to
perform extensive tests of the Standard Model (SM) as well as for searches of New
Physics (NP) beyond the SM.
2.1 The LHC collider
The LHC [26] is a proton-proton collider located in a circular tunnel 27 km in
circumference. The tunnel lies between 45m and 170m below the surface. The
LHC is designed to collide two beams of protons or heavy ions. The nominal energy
of each beam is 7TeV. In the years 2010 and 2011 the LHC operated at an energy
of 3.5 TeV per beam, and in 2012 at 4TeV per beam. After a shutdown in 2013 and
2014 the machine is expected to operate at full energy. To reach collision energies
the beams are first accelerated in the Super Proton Synchrotron (SPS) to 450GeV
and then injected into the LHC ring, where they are accelerated to the nominal
energy.
The protons in each beam are grouped into bunches, each containing about
1011 protons. Each beam can contain 3564 bunches, however, due to the filling
procedure only up to 2808 bunches per beam can be filled. The nominal bunch
spacing is 25 ns, resulting in a 40MHz collision rate.
The four experiments are located at interaction points (IP), as shown in Fig. 2.1,
where the beams are crossed and collide at small angles. ATLAS [27] and CMS [28]
are general purpose experiments that can operate at a high luminosity of L =
1034 cm−2s−1, whereas LHCb [29] and ALICE [30] are dedicated experiments oper-
ating at lower luminosity of the order of L = 1032 cm−2s−1 and L = 1027 cm−2s−1
(lead-lead ion operation), respectively.
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Figure 2.1: Schematic view of LHC. The four main experiments shown
are LHCb, ATLAS, CMS and ALICE.
2.2 The LHCb detector
LHCb detector is a single-arm forward spectrometer dedicated to flavor physics
studies at the LHC. Its main goals are the measurements of CP-violating observ-
ables as well as rare decays of heavy flavor particles, to search for ’new physics’
beyond the Standard Model using the decays of b- and c- hadrons.
The bb production cross section at
√
s = 7TeV is σbb ≈ 300µb [20]. The proton-
proton inelastic cross section at 7TeV is σin ≈ 70mb [31,32] and the expected yield
of bb is about one in 200 collisions. At the energies of the LHC the main contribu-
tions to the bb production are gluon fusion, gluon splitting and flavor excitation.
Figure 2.2 shows the Feynman diagrams for these processes.
Due to uniform distributions in rapidity (“rapidity plateau”), the bb pairs
are produced predominantly in forward (θ = 0) or backward (θ = pi) directions
(Fig. 2.3). The design of the LHCb detector is optimized for these kinematics.
The side view of the LHCb detector is shown in Fig. 2.4. The LHCb detector
has an acceptance of 2 < η < 5.3 and consists of the following sub-detectors:
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Figure 2.2: Feynman diagrams for production of b-quarks in proton-
proton collisions. The top diagrams (a, b and c) show gluon fusion, bottom
left (d) is gluon splitting and bottom right (e) is flavor excitation.
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Figure 2.3: (a) Production angles of bb pairs at
√
s = 7TeV. The bb
pairs are mainly produced in the backward or forward directions relative to
the beam direction. (b) Comparison of LHCb acceptance with other LHC
experiments.
14 Chapter 2. The LHCb experiment
Figure 2.4: Schematic view of the LHCb detector.
• Tracking detectors: Vertex Locator (VELO), Tracker Turicensis (TT), Inner
Tracker (IT) and Outer Tracker (OT).
• Particle Identification (PID) detectors: two Ring Imaging Cherenkov Detec-
tors (RICH1 and RICH2), muon detectors, and electromagnetic (ECAL) and
hadronic (HCAL) calorimeters.
The warm dipole magnet, located between TT and T-stations, allows the track-
ing system to reconstruct the momenta of the charged particles. The total inte-
grated magnetic field is 4.2 Tm.
LHCb operates at a luminosity of (2−5) · 1032 cm−2s−1, which is smaller than
the nominal luminosity of the LHC. This is achieved by focusing the beams to
only partly overlap. The same technique allows to keep the luminosity at LHCb
constant over the duration of the fill, adjusting the beam focusing periodically. In
2010 and 2011 the average number of interactions per bunch crossing was around
1.5, which corresponds to an average of two interactions per non-empty event.
2.3 Sub-detectors
2.3.1 VELO
Vertex reconstruction is essential for the physics done with the LHCb detector.
The Vertex Locator (VELO) [33] provides a precise measurement of track coordi-
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Figure 2.5: The geometry of r (left) and φ (right) VELO sensors.
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Figure 2.6: The position of left and right module halves along the beam
direction.
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nates, which are used to reconstruct primary and secondary vertexes. The precise
measurement of the primary vertex location and the decay vertexes of beauty and
charm hadrons provides information on their lifetimes and on the impact parame-
ters of particles produced in these decays.
The VELO consists of silicon stations located along the beam direction (Fig. 2.6).
Each station includes two modules: the left and right half detector modules.
Each module consists of an r-sensor and a φ-sensor (Fig. 2.5). The r-sensors
are used to measure the radial coordinate of the particle, and the φ-sensors are
used for the azimuthal coordinate measurement. This layout allows fast track
reconstruction that is essential for the trigger.
The r-sensor has four 45◦ sectors. Each sector consist of 512 readout strips with
a pitch increasing with the distance from the center from 38µm to 102µm. The
φ-sensor is divided into inner and outer regions. The inner region has radial strips
with a stereo angle of 20◦ with the pitch going from 38µm to 78µm. The outer
region has radial strips with a stereo angle of 10◦ and a pitch varying from 39µm
to 97µm.
The modules are mounted inside two aluminum boxes, with 21 modules per box
and 2 dedicated Level-0 modules on the upstream side. During the LHC injection
these boxes are retracted from the beam axis by 3 cm, which is the requirement
imposed by the aperture of the LHC beam.
2.3.2 Tracker Turicensis
The Tracker Turicensis (TT) [34] is a silicon microstrip detector located at the
upstream side of the dipole magnet. It allows to reduce the amount of ghost tracks1
and improve the momentum resolution for low momentum tracks. The layout of the
1Ghosts are formed during pattern recognition due to multiple random combinations of hits.
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Figure 2.7: The layout of four TT layers (x−u−v−x). Different sectors
of modules are indicated by differently shaded areas.
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TT is shown in Fig. 2.7. TT covers the full acceptance of the detector and consists
of four detection layers of silicon sensor ladders. The layers have dimensions of
140 cm in width and 120 cm in height.
The basic building block of a layer is a half-module. Each half-module consists
of seven silicon sensors, organized either in two or three readout sectors. Close to
the beam pipe, where the particle flux is highest, half-modules are organized into
three readout sectors, whereas other half-modules have two readout sectors. The
module ladders are positioned in a x−u−v−x configuration with vertical strips in
the first and last layers and strips rotated by −5◦ and +5◦ in the second and third
layers, respectively. Each sensor has a dimension 9.64× 9.44 cm2, is 500µm thick,
and has 512 readout strips with a pitch of 183µm.
2.3.3 Inner Tracker
The Inner Tracker (IT) [35] is a silicon strip detector that covers the inner regions
of the LHCb acceptance and is located directly downstream of the dipole magnet.
It consist of three stations, where each station consists of four detector boxes that
are arranged around the beam pipe as shown in Fig. 2.8.
52.9 cm 36.35 cm36.35 cm
4
1
.4
c
m
2
1
.8
c
m
readout
detector module
125.6 cm
Figure 2.8: The layout of the Inner Tracker station.
Each detector box carries four detection layers of seven modules arranged in a
similar x−u−v−x layout as TT. The modules in the top and bottom boxes consist
of one silicon sensor, whereas the modules in the left and right boxes contain ladders
of two silicon sensors. Each sensor has a dimension of 6.6 × 11 cm2 and has 384
readout strips with a pitch of 198µm.
2.3.4 Outer Tracker
The Outer Tracker (OT) [36] is a drift-time detector used for tracking of charged
particles and their momentum measurement. It uses 5mm diameter straw tubes
and measures the drift time of the ionization clusters induced by charged particles.
The distance resolution of the detector is about 200µm.
The OT consist of three stations and covers the region outside the IT. Each
station consists of four layers of modules in the same x−u−v−x configuration.
Each module contains two mono-layers of straw tubes. The modules and read-out
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Figure 2.9: Schematic view of the Outer Tracker.
electronics are mounted on support frames (C-frames) outside the active detector
area. There are four C-frames per station, two on the C-side (x < 0) and two on
the A-side (x > 0). A schematic view of the OT is shown in Fig. 2.9.
The outer modules (F-modules) span the full vertical acceptance of the detector.
There are 128 straws in each F-module (64 per mono-layer), and each straw in the
F-modules is divided into a top and a bottom part at y = 0, which have separate
readout electronics. The inner modules (S-modules) cover the region above and
below the IT. There are tree types of S-modules (S1, S2 and S3), which differ in
width or length. The S1 modules are located on the sides of the beam pipe, next
to last F-module. The S2 and S3 modules are located above and below the beam
pipe. The S1 and S2 modules contain 128 straws (64 per mono-layer), whereas S3
contains 64 straws (32 per mono-layer). Each C-frame consist of seven F-modules,
two S1 modules, and two S2 modules (A side) or two S3 modules (C side). The
total number of straws in the OT is 53760.
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Figure 2.10: Schematic view of the RICH1 (left) and RICH2 (right) de-
tectors.
2.3.5 RICH
There are two RICH detectors [37] in LHCb. RICH1 is located before the magnet
(between the VELO and TT) and is used for identification of low momentum
particles. RICH2 is located behind the magnet (between OT and M1) and is
used for the identification of high momentum particles. The combination of both
detectors allows for kaon and pion separation in the momentum range 2 < p <
100GeV/c.
The RICH detectors measure the opening angle of the Cherenkov emission cone
produced by a charged particle that traverses the medium. The photon emission is
focused on the detector surface using a combination of spherical and flat mirrors.
The mirrors are tilted to allow the photo detectors to be positioned outside the
active area of the detector.
The Cherenkov emission angle θ is given by:
cos θ =
1
nβ
, (2.1)
where n is the refractive index of the radiator medium and β = v/c is the velocity
of the particle. Given the momentum p of a particle and the emission angle θ, the
particle mass and therefore the type can be determined.
The RICH1 and RICH2 detectors have different effective momentum ranges,
which are determined by the corresponding radiator emission threshold velocity
βthr = 1/n. The RICH1 detector uses a combination of aerogel and C4F10 gas
radiators and covers the low momentum range 1 < p < 60GeV/c. The RICH2
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detector uses a CF4 radiator and covers the high momentum range 15 < p <
100GeV/c.
2.3.6 Calorimeters
The calorimeter system [38] is designed to measure the energy and position of
hadrons, electrons and photons. This information is used in the first level trigger
(L0) as well as in the oﬄine analysis.
The calorimeter system is located between the RICH2 and muon detectors
and consists of a scintillator pad detector (SPD), a pre-shower detector (PS), an
electromagnetic calorimeter (ECAL) and a hadronic calorimeter (HCAL). The SPD
and PS are located in front of the ECAL and provide information on the evolution
of the electromagnetic shower. The ECAL serves to measure the energy of electrons
and photons, whereas the HCAL measures the energy of hadrons.
When a particle hits the calorimeter, it produces a cascade of secondary par-
ticles. These secondary particles excite the scintillator material, which in turn
emits the scintillation light. The light is transmitted through wavelength-shifting
fibers to the photo-multiplier tubes. The total amount of light collected by photo-
multipliers is proportional to the energy of the incident particle.
The SPD and PS consist of scintillator pads, separated by a 15mm thick lead
converter. The SPD is used for identification of charged particles before the start
of the shower. The lead converter initiates the shower that subsequently is detected
by the PS. The SPD allows to separate electrons from photons, whereas the PS is
used for separation of electrons and photons from hadrons.
The ECAL consists of lead-scintillator modules and covers the acceptance of
25 < θx < 300mrad and 25 < θy < 250mrad in the horizontal and vertical planes,
respectively. Each module is 42mm thick and consists of alternating layers of
4mm scintillator material and 2mm lead absorber. The modules vary in size from
4×4 cm2 in the inner part of the detector, to 6×6 cm2 in the middle and 12×12 cm2
in the outer part of the detector. The energy resolution of ECAL for electrons and
photons is: (σE
E
)
ECAL
=
10%√
E[GeV]
⊕ 1%. (2.2)
The HCAL is located behind the ECAL. The modules of the HCAL have di-
mensions of 13×13 cm2 and 26×26 cm2 in the inner and outer part of the detector,
respectively, and consist of alternating layers of 1 cm thick iron and scintillators.
The energy resolution of HCAL for hadrons is:
(σE
E
)
HCAL
=
80%√
E[GeV]
⊕ 10%. (2.3)
2.3.7 Muon System
The LHCb muon system [39] is designed for muon identification and tracking. It
provides information on the transverse energy of the muon to the first level trigger
(L0) and muon-ID for the second level trigger (HLT) and oﬄine analysis.
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Figure 2.11: Schematic view of the muon system.
The muon system is composed of five stations (M1–M5) placed along the beam
axis (Fig. 2.11). Stations M2 to M5 are placed downstream of the calorimeters
and are interleaved with iron absorbers. The M1 station is located in front of the
SPD/PS and is used to improve the transverse momentum estimate in the trigger.
Each station is divided into four regions, R1 to R4, with increasing distance from
the beam axis. The granularity of each region is made according to the particle flux,
keeping the channel occupancy roughly constant over the four detector regions. For
more precise momentum measurement the granularity is higher in the horizontal
plane.
2.4 Trigger
The LHCb trigger system [40] is used for the selection and storage of events for
LHCb physics studies. The general layout of the trigger is shown in Fig. 2.12.
The first level trigger Level-0 (L0) is implemented in hardware. The L0 trig-
ger decision is based on the information of the calorimeter and muon systems.
Both systems provide information on the multiplicity, and transverse energy ET or
transverse momentum pT of individual particles.
The High Level Trigger (HLT) is the second level trigger of LHCb. The HLT is
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Figure 2.12: Schematic overview of the LHCb trigger.
a software trigger that runs on about 15000 processors of the Event Filter Farm.
The HLT, with its two stages HLT1 and HLT2, reduces the 1MHz L0 rate to about
3 kHz which is put on storage.
HLT1 reduces the rate from 1MHz to 50 kHz. HLT1 performs the reconstruction
of particles in the VELO and determines the location of primary vertexes and
impact parameters (IP) of the particles. The events are selected based on the
presence of particles which pass the requirements on the minimum track quality,
IP, momentum, and transverse momentum. These selections are based on the decay
kinematics of charm and beauty hadrons, such as:
• high average momentum and transverse momentum of charm and beauty
hadrons, and consequently their decay products;
• the decay vertex is well displaced from the collision (primary) vertex, and
consequently the reconstructed final state particles on average do not point
to the primary vertex.
HLT2 reduces the rate from 50 kHz to 3 kHz and is mainly based on inclusive
trigger lines that cover most of the B decays with displaced vertexes. In addition,
HLT2 contains trigger lines based on the presence of muons and lines aiming at
selecting exclusive B decays. HLT2 uses similar requirements on the particles as
HLT1, in addition to which the requirements on distance between primary and
secondary vertexes, vertex quality, mass and lifetime are used.
2.5 LHCb 2010 and 2011 operation
In 2010 and 2011, LHC operated at
√
s = 7TeV. During these run periods LHCb
operated at a significantly higher average number of interactions per bunch crossing,
reaching µ = 2, compared with the design value of µ = 0.4. To cope with the
higher pile-up conditions the trigger system was re-adjusted several times during
data-taking.
Figure 2.13 shows the luminosity delivered and recorded by LHCb in the 2010
(left) and 2011 (right) data-taking periods. In 2010, the luminosity increased ap-
proximately exponentially with time, as the number of protons per bunch, and the
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Figure 2.13: Delivered and recorded luminosity to LHCb in 2010 (a) and
2011 (b).
number of bunches per beam increased. In 2011, the operation conditions and lumi-
nosity were relatively stable and the total recorded luminosity amounts to 1.1 fb−1,
which is close to the originally planned value.
The data used in the analysis presented in this thesis correspond to the first
15nb−1 collected under low pile-up conditions in 2010 with a so-called micro bias
trigger. The micro bias is based on the minimum bias trigger with at least one re-
constructed track in VELO or T-stations. This trigger essentially selects non-empty
unbiased events that are particularly suitable for cross section measurements.
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Chapter 3
Outer Tracker simulation
An accurate description of the detector geometry is essential for event simulation
and reconstruction. Due to the use of different detector technologies, each sub-
detector has its own digitization software that is used to simulate the detector
response of the electronics.
In this chapter the simulation and digitization of the Outer Tracker (OT) is
described. Section 3.1 describes the detector geometry and numbering scheme
used in the OT software. In Section 3.2 the simulation of the OT detector response
is discussed, as well as differences with respect to the real detector. The chapter is
concluded with a short summary in Section 3.3.
3.1 Detector description
The detector geometry, described in the Gaudi [41] detector description frame-
work, follows closely the actual design of the detector. The location of sensitive
elements as well as the inactive material distribution is an important ingredient of
the Geant [42, 43] simulation. The detector description is also extensively used
in the OT signal digitization and track reconstruction software. For example, the
estimated precision of the measured track parameters crucially depends on the
amount of material traversed by the charged particle.
The detector geometry is described by a set of nested volumes that can have any
shape, position and material composition. The OT geometry has a tree-like struc-
ture that closely follows the physical detector geometry. The details of geometry
and alignment procedure can be found elsewhere [44].
The OT is divided into three stations numbered from one to three (T1–T3).
Each station is described as a box, with a central hole that accommodates the inner
tracker and the beam pipe. It contains four layers positioned in a x−u−v−x stereo
configuration that are numbered from zero to three (L0–L3). Table 3.1 shows the
coordinates of the centers of 12 OT layers. The x layers have modules positioned
vertically along the y-axis, whereas the u and v layers have modules placed at
stereo angles −5◦ and +5◦ with respect to the vertical y-axis in the xy-plane. The
layers are further divided into quarters numbered from zero to three (Q0–Q3). Each
25
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Figure 3.1: Numbering scheme of OT first layer X1. The layer is divided
into four quarter, numbered from Q0 to Q4, each containing 9 modules,
numbered from M1 to M9. Other layers have same numbering scheme.
T1 T2 T3
y [mm] z [mm] y [mm] z [mm] y [mm] z [mm]
x (L0) 28.4 7860.75 30.9 8542.75 33.3 9227.75
u (L1) 28.4 7915.25 30.9 8597.25 33.3 9282.25
v (L2) 28.8 7980.75 31.3 8662.75 33.8 9347.75
x (L3) 28.8 8035.25 31.3 8717.25 33.8 9402.25
Table 3.1: The coordinates of the centers of 12 OT layers. The increase
of y positions reflects the tilt of the LHC beam line with respect to the
horizontal plane.
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Figure 3.2: Top view of the module. The module consist of two staggered
mono-layers of straws.
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Figure 3.3: Side view of the F-module showing the location of front-end
boxes. The mono-layers are staggered in the longitudinal direction to avoid
a dead region at the center.
quarter consist of nine modules: seven half F-modules (M1–M7), called L-modules,
and two short S-modules (M8 and M9). The S-modules have different length and
are named S1 and S2 for the A-side (x < 0), and S1 and S3 for the C-side (x > 0)
quarters. The numbering scheme and locations of the stations are illustrated in
Fig. 3.1.
Each module consists of two staggered mono-layers, as shown in Fig. 3.2 and
Fig. 3.3. Each mono-layer consist of 64 straws placed in a row. They are numbered
from 0 to 63 for the first mono-layer and from 64 to 127 for the second mono-layer.
The S3 modules have only 32 straws per mono-layer.
The smallest volume implemented in the geometry corresponds to the individ-
ual OT module. This granularity allows to align the OT at the level of modules
that have spatial and angular degrees of freedom in the corresponding alignment
database. The module geometry description is represented as a set of five sub-
volumes: one containing the straws, sandwiched between two panel volumes, and
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two side-wall volumes. The straw volume is a defined as sensitive detection vol-
ume, whereas panels and walls only contain passive material. In the simulation
the interaction with the sensitive volumes is recorded and can be further used in
the digitization. The passive volumes are essential to simulate multiple scattering
and energy loss of the traversing particles, and to correct for these effects in the
reconstruction.
3.2 Digitization
The OT read-out electronics measures the drift time of the ionization clusters
produced by a particle traversing the straw, relative to the collision time. The
time when the signal reaches the detector read-out relative to the collision time is:
tTDC = ttof + tdrift + tprop + tFE, (3.1)
where ttof is the particle’s time-of-flight, tdrift is the drift time of the ionization
cluster inside the straw towards the anode wire, tprop is the propagation time of
the signal along the wire to the read-out electronics, and tFE is the signal travel
time to the TDC input inside the FE box.
The following sequence of steps constitutes the simulation/digitization proce-
dure of the OT:
• determination of the straws that are hit by a particle and the distances from
the particle trajectory to the wire for these straws;
• simulation of the cell efficiency depending on the straw-particle geometry;
• calculation of the drift time corresponding to these distances;
• simulation of the drift time resolution effect;
• simulation of the cross-talk, noise and double pulses;
• addition of spill-over hits from previous or later bunch crossings;
• simulation of the start of the TDC time measurement;
• simulation of the analog dead time effect due to the amplifier chip character-
istics and the read-out scheme;
• conversion of the time to a digital representation.
All these steps are discussed further in detail.
Time-of-flight
The time-of-flight ttof is obtained from Geant and is the time difference between
the arrival time of the particle at the straw and the collision time. In the real
detector the time-of-flight is calculated assuming that the particle travels with
the speed-of-light, which is a good approximation given the energies of produced
particles.
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Figure 3.4: The schematic view of the particles crossing the module. The
entry and exit points of particles are provided by Geant and are used for
calculation of the distance from the particle to the wire, as explained in the
text.
Drift distance
As there is no description of individual straws in the detector geometry, the entry
and exit points of the particles in the active volume together with the known
locations of the straws in this volume are used to calculate which straws are hit,
and at which distances to the wire the particle passes the straws, assuming a
straight particle trajectory in the volume. The entry and exit points are provided
by Geant and are schematically shown in Fig. 3.4.
This procedure is only valid for high momentum particles that go through the
module, which is not always the case. For example, low momentum particles can
bend significantly under the influence of the magnetic field, and the entry and exit
points can be located in the same mono-layer (zentry = zexit). For these particles
the trajectory is assumed to be circular and perpendicular to the magnetic field.
These particles are mainly produced in secondary interactions with the detector
material and are regarded as background.
Cell efficiency
When the particle passes the straw it produces ionization clusters. The number
of primary ionizations produced by the particle is distributed following a Poisson
distribution and the probability to produce n primary encounters is given by
P (n) =
µn
n!
e−µ, (3.2)
where µ = l/λ is the average number of primary ionizations produced by a particle
over a given path length l in a gas with an average ionization length λ. For a
particle passing the straw at a distance r from the wire, the path length in the
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Figure 3.5: Hit efficiency profile corresponding to λ = 0.8mm.
straw is given by
l(r) =
2
√
r2m − r2
sin(θ)
, (3.3)
where rm = 2.45mm is the inner radius of the straw and θ is the angle between
the particle trajectory and the wire (typically θ is close to 90◦).
The probability to register a particle that passes the straw at a distance r from
the wire can be derived assuming that it is given by the probability to register at
least one ionization cluster:
ε(r) = P (n ≥ 1) = 1− P (n = 0) = 1− exp
(
− l
λ
)
= 1− exp
(
−2
√
r2m − r2
λ sin(θ)
)
,
(3.4)
where P (n ≥ 1) and P (n = 0) are the probabilities to produce at least one and
zero ionization clusters, respectively.
The average ionization length in a gas mixture with 70% Ar and 30% CO2,
used in OT, is about λ = 0.3mm [45]. However, in a real detector, due to electron
recombination and inefficiency of the read-out electronics to register the signal,
the effective ionization length is larger. In the OT digitization the following hit
efficiency profile is used:
ε(r) = ε0
(
1− exp
(
− 2
√
r2m − r2
λeff sin(θ)
))
, (3.5)
where ε0 is an efficiency plateau and λeff is an effective ionization length. Figure 3.5
shows the cell efficiency profile for ε0 = 1 and λeff = 0.8mm (see next chapter for
a determination of λeff ).
Equation (3.5) is used to simulate the probability for a particle to leave a hit in
a straw. Note that there is no actual simulation of individual ionization clusters.
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Drift time
The drift time is the time for the ionization cluster to reach the anode wire and is
calculated as a function of the drift distance. For the simulation, the drift distance
is defined as the closest distance between the particle and the wire. Although the
closest ionization might occur further from the wire than this closest distance, this
is a good approximation as the ionization length is relatively small and the bias is
only sizable when the particle passes the straw close to the anode wire. The size
of this effect will be discussed in the next chapter.
The conversion from the distance to the drift time in the digitization is per-
formed by a distance-to-time relation (TR-relation). The TR-relation is extracted
from the data and the procedure is discussed in detail in the next chapter. In the
digitization the TR-relation has a second order polynomial form, which is taken
from the beam test of 2005 [46]:
t(r) = 20.1
r
rm
+ 14.4
r2
r2m
(3.6)
where r is the distance between the particle and the wire, and rm = 2.45mm is the
inner radius of the straw tube. Note that the maximum drift time is about 35 ns.
Drift time resolution
To simulate a realistic spread in the measured times, tTDC is smeared in the dig-
itization according to a Gaussian distribution. The width of the distribution is
defined as a function of the distance between the particle and the wire. The reso-
lution is determined from data and the procedure is discussed in detail in the next
chapter. Figure 3.6 shows the drift time distributions before and after the smear-
ing, performed by a Gaussian with a width of 3 ns, which is close to the average
drift time resolution in data.
In an ideal detector the resolution is expected to be independent of the distance
from the particle to the wire, however, this is not the case due to residual detector
drift time [ns]
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Figure 3.6: Drift time distributions before and after smearing. Note that
drift time spectrum before smearing includes the cell efficiency effect.
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misalignment (see Section 4.6). In addition, due to the fact that ionization clusters
are distributed along the particle trajectory, the resolution deviates from a Gaussian
shape.
Propagation time
The propagation time tprop is determined from the distance between the hit and the
read-out electronics along the straw. Assuming a constant propagation velocity,
the propagation time is:
tprop =
|yread-out − yhit|
vprop · cos(θstereo) , (3.7)
where yread-out and yhit are the y-coordinates of the read-out and of the hit, respec-
tively, θstereo is the stereo angle of the straw, which is ±5◦ for L1 and L2 layers,
and vprop = 4ns/m is the signal propagation velocity [47].
In the real detector the time measurement relies on the discriminator pulse, and
therefore the measured time, i.e. the time when the signal passes the threshold,
depends on the signal amplitude (this is commonly called “walk”). Consequently,
those parts of the detector with systematically larger pulse height appear as if
the propagation time is smaller than expected. The details of this effect will be
discussed in next chapter.
Cross-talk, noise and double pulses
In addition to signal hits produced by real particles (including spill-over hits), also
hits from noise and cross-talk are simulated. Cross-talk is a fake (spurious) hit
which is not caused by a real particle crossing the straw, but is induced by a signal
in a neighboring channel. This effect occurs in the straws, as well as in the amplifier
and the TDC input. Its combined effect was measured in 2005 beam test [46] and
was determined to be less than 4% per straw for straws in the same mono-layer,
whereas the cross-talk between mono-layers was determined to be negligible (less
than 1%). In the digitization the cross-talk is set to 5% for straws in the same
mono-layer and no cross-talk is simulated between the mono-layers.
Noise hits are not caused by real particles and originate from the noise in the
read-out electronics. The constant level of noise is simulated in the OT at the level
of 10 kHz for every straw. This noise level gives a probability of having a noise hit
within a considered time window of 75 ns equal to 104 kHz ·75 ns = 75 ·10−5, which
corresponds to an occupancy below 0.1% per straw.
In addition to the direct signal from the particle, consecutive signals in the same
channel can be produced. These so-called double pulses originate from multiple
ionization clusters, signal reflection and photon feedback. In the last case the
photon is emitted close to the anode wire and hits the straw wall, producing a new
ionization cluster. This ionization cluster from photon feedback will, if registered,
produce a second signal about 35 ns later, equal to the maximum drift time from
the straw to the wire.
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The double pulses are observed in data and are implemented in the digitization
as a probability to register a second signal after a given time. The average proba-
bility to have a double pulse following a real hit, as estimated from real data [48],
is about 30%.
Spill-over
The LHC operates at a bunch crossing intervals of 25 ns or 50 ns. Consequently,
some particles produced in previous (or later) bunch crossing will contribute to the
current event of interest. In particular, the hits with a long drift time in previous
bunch crossings and with a short drift time in later bunch crossings are observed
in the TDC spectrum. These hits are called spill-over hits. The measured time for
spill-over hits is:
tTDC = ttof + tdrift + tprop + tFE + tspill, (3.8)
where tspill is the time of the spill-over bunch crossing relative to the current one.
There are in total five spills, including the current one, that are considered in
the OT digitization: the so-called Prev-Prev, Prev, Current, Next and Next-Next,
corresponding to time offsets of -50, -25, 0, 25 and 50 ns, respectively. Figure 3.7
shows the tTDC distribution of hits from Prev-Prev, Current and Next-Next spills
for simulated events with 50 ns bunch spacing for station T3. Note that each spill
is simulated with the same pile-up conditions.
Although the spill-over hits are produced by real particles, their trajectories are
typically not well reconstructed, since part of the hits fall outside of the read-out
window and are not retrieved during read-out or, alternatively, do not correctly
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Figure 3.7: Distribution of tTDC for Prev-Prev, Current and Next-Next
spills for simulated events with 50 ns bunch spacing for station T3. The
75 ns wide read-out window, starting at 32 ns, is indicated.
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line up after t0 correction for the current spill. Therefore, these hits are regarded
as background.
Start of the time measurement
The start of the time measurement, tFEclock, defines the phase of the TDC clock
relative to the collision time. The time measured by the front-end (FE) electronics,
therefore, is:
tTDC = ttof + tdrift + tprop + tspill − tFEclock. (3.9)
In the OT digitization the values of tFEclock are set to the time that it takes for a
particle (traveling with the speed of light) to reach the center of the station. This
corresponds to the values of 28 ns, 30 ns and 32 ns for T1, T2 and T3, respectively.
In Eq. (3.9) tFE is assumed to be the same for all channels in simulation, and it is
effectively absorbed in the tFEclock.
Dead time
The read-out electronics consist essentially of an amplifier (ASDBLR - Amplifier
Shape Discriminator with Base Line Restoration) and a time-to-digital converter
(OTIS - OT Time Information System). The signal from the wire is amplified and
discriminated against a threshold value in ASDBLR. The time when the signal
passes the threshold is measured relative to the collision time by the OTIS and is
converted to a 6-bit TDC time.
Several features from the electronics are described in the digitization. First,
there is a dead time that corresponds to the time that it takes to process the signal
in the amplifier chip. During this period any subsequent signal is ignored. The
amplifier has a dead time ranging between 10 and 15 ns (depending on the input
signal characteristics). However, the OTIS TDC can only digitize one hit per bunch
crossing, which essentially sets the effective dead time to 25 ns.
Given the maximum drift time of about 35 ns and the maximum propagation
time of about 10 ns, and ignoring variations in the time-of-flight, the maximum
detection time is 45 ns. This time range falls within the read-out window of two
bunch crossing, however, to accommodate for resolution effects and collect the hits
from current bunch crossing with high efficiency, the read-out window of the OTIS
is set to three bunch crossings (75 ns). The read-out scheme of the TDC chip
is designed to only record the first hit within the 75 ns wide read-out window1.
Effectively, this gives a dead time of up to 75 ns.
Time-to-digital conversion
The final step in the digitization is the conversion of the “measured” time tTDC to
the digital 6-bit TDC time relative to each 25 ns bunch crossing, resulting in a step
size of 25 ns/64 ≈ 0.4 ns. In addition, 2 bits encode the bunch crossing number
1Another read-out scheme allows to record the hits in every bunch crossing, but is not used
for data taking.
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Figure 3.8: TDC spectrum of simulated hits in T3.
within the 75 ns read-out window. In total there are 192 TDC bins that cover a
time range of 75 ns. The TDC value, nTDC , is therefore:
nTDC = tTDC · 192
75
, (3.10)
where nTDC is rounded to the closest integer. Figure 3.8 shows a TDC spectrum
of simulated hits in station T3.
3.3 Summary
In this chapter the simulation and digitization of the OT has been described. In
the next chapter the timing calibration, including the t0, walk, TR-relation and
resolution calibration, is described. The TR-relation and resolution, obtained from
data, are used in the OT simulation to provide an accurate and realistic detector
response.
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Chapter 4
OT calibration
The track reconstruction algorithm finds charged particle trajectories using infor-
mation from different detectors. The hits from VELO, TT, IT and OT are com-
bined and used in the track fitting algorithm to obtain the best estimate for the
track parameters. About 70% of the reconstructed tracks pass through the active
area of the OT, and for these tracks about half of the hits (measurements) are pro-
vided by the OT. These hits contribute mainly to the momentum estimate of the
particle and the trajectory slope determination in the RICH detectors. The calibra-
tion of the OT, which includes timing and spatial alignment, allows to improve the
single hit resolution, consequently improving the precision of the track-parameter
estimates.
In this chapter the timing calibration of the OT is discussed. Section 4.1 gives
an overview of the time measurement and describes the contributions of different
sources to the hit resolution. These procedures are t0 calibration, walk correction
and TR-relation calibration, and are described in Sections 4.2 to 4.4, respectively.
In Section 4.6 a mono-layer shift and its effect on the resolution are discussed.
Finally, in Section 4.7 the stability of the calibration parameters and the achieved
resolution are discussed.
4.1 The OT time measurement
The track reconstruction software uses the hit information from different detec-
tors to reconstruct the particle trajectories. Different types of tracks are defined
based on their hit composition or, equivalently, on the detectors that the particle
traversed. The most interesting tracks pass through the VELO, TT and IT/OT
stations. The particles corresponding to these tracks are mainly produced in pri-
mary collisions and in decays of short lived intermediate particles, such as B and
D mesons. Most of the physics analyses rely on these tracks.
The OT measures the time corresponding to the ionization cluster produced
by the charged particle passing the straw. The measured TDC time is defined as
the time difference between the LHC clock and the time of the hit as recorded by
the TDC. It includes the time-of-flight of the particle to reach the straw from the
37
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Figure 4.1: OT time diagram, showing the schematic of all contribu-
tions to the measured TDC time in the OT. The various contributions are
described in the text. Note that the time scales are arbitrary.
collision point, the drift time of the ionization cluster produced by the particle to
reach the wire, the propagation time of the signal along the wire to the module
front-end and a combination of readout electronics delays.
Figure 4.1 shows the time diagram with all contributions to the measured TDC
time. The relation between these contributions can be written as:
tTDC = tcollision + ttof + tdrift + tprop + tFE − tFEclock, (4.1)
where tFEclock is the phase of the clock at the TDC input, tcollision is the collision
time, ttof is the time of flight from the collision point to the straw, tdrift is the drift
time, tprop is the propagation time along the wire to the readout, tFE is the hit
signal transit time inside the FE box to the TDC input, and tTDC is the measured
drift time difference.
In the detector the reference time for the TDC is provided by the LHC bunch
crossing clock signal tclock, which is provided by the LHC clock distribution sys-
tem [49]. The clock signal is distributed to the various sub-detectors by the LHCb
Timing and Fast Control (TFC) system.
Figure 4.2 shows a schematic view of the OT clock distribution system. The OT
receives the LHC clock signal from the TFC separately for the two detector sides
(OTA and OTC) through 120m fiber cables, which introduce in first approximation
a constant delay to tclock. For both sides the timing signal is then distributed to
12 control boxes (CB) through 20m fiber cables. There are two control boxes per
C-frame (top and bottom), each servicing 18 front-end (FE) boxes. Each control
box allows to adjust the clock phase in the range from 0 to 25 ns. The signal from
each control box to the FE boxes is distributed through equal-length SCSI cables
of about 6.5m length.
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Figure 4.2: OT clock distribution system. The LHC clock (tclock) is
distributed through TFC to two detector sides: OTA and OTC. For both
sides the signal is distributed to individual front-ends through 12 control
boxes. The τOT and τCB are cable delays, and ∆tCB is a delay in the control
box. The τFE is a combination of the signal transit time inside the control
box, in the cable between the CB and the FE, and inside the FE box to the
TDC clock input.
The tFEclock value for the arriving clock signal at the FE is therefore:
tFEclock = tclock + ∆t
FE
clock ≈ tclock + τ{A,C}OT + τCB + ∆tCB + τFE , (4.2)
where τOT and τCB are cable delays, and ∆tCB is a delay that can be set in the
control box. The τFE is a combination of the signal transit time in the control box,
in the cable between the CB and the FE, and inside the FE box to the TDC clock
input.
Neglecting the difference in the cable lengths, the main contribution to the tim-
ing differences for the arriving clock signal, tFEclock, between different FEs originates
from the differences in the signal transit time in the control box, which can amount
up to several ns.
As the tFEclock essentially defines the start of the TDC time, the variation in t
FE
clock
leads to a shift in the TDC spectra for different FEs.
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Figure 4.3: TDC spectra for station T1 (black), T2 (blue) and T3 (red).
Each entry corresponds to the hit on track with momentum P > 3.2GeV/c
and χ2ub/NDoF < 2.
From Eqs. (4.1) and (4.2) the TDC time can be written as
tTDC = (tcollision − tclock) + t0 + ttof + tdrift + tprop, (4.3)
where
t0 = tFE − ∆tFEclock. (4.4)
The difference tcollision − tclock accounts for variations of the phase of the LHC
clock received at the LHCb experiment control. This difference is found to be below
0.5 ns (see Section 4.7) and is further omitted. The tFEclock phases are set separately
for each detector station, to compensate for the difference in the arrival times of
the particles. The same ∆tFEclock values are used for all module front-ends in the
corresponding station. The current values are 28, 30 and 32 ns for T1, T2 and T3,
respectively, reflecting their 0.7m geometric separation. With these settings the
TDC spectra start approximately at the same point as shown in Fig. 4.3. Note
that the integrals of the spectra are not the same, as more secondary particles are
produced in the downstream direction. In addition, in the upstream direction, due
to higher occupancy in the middle of the station, more hits are masked, as only
the first hit in the read-out window is recorded.
The time of flight from the collision point to the straw is calculated with the
assumption that the particle is produced at the collision point and travels with the
speed of light, which is a good approximation given the energies of the produced
particles. The correction to the time of flight due to the bending in the magnetic
field is calculated using the so-called “pT-kick” method [50, 51]. The value for ttof
is known with a precision better than 0.1 ns, as determined from MC simulations.
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The drift time tdrift is the time that it takes for an ionization cluster produced
by the particle to reach the wire. In the track fit the drift time is converted to a
distance using the TR-relation, which maps the drift time to the closest distance
from the track to the wire. The knowledge of the TR-relation is essential to achieve
a good spatial resolution. The procedure for obtaining the TR-relation is explained
in detail in Section 4.3.
The propagation time tprop describes the time delay imposed by signal propaga-
tion along the anode wire and depends on the distance from the hit to the readout
front-end and the signal propagation velocity. The distance from the hit to the
readout front-end is obtained from the reconstructed track and is known with a
precision better than 1mm. Given the propagation velocity of about 4 ns/m [47]
the contribution to the final time resolution is negligible. However, the “effective”
propagation velocity is observed to be not constant and depends on the distance to
the straw end. The source and the calibration of this dependence will be discussed
in Section 4.4.
4.2 t0 calibration
The t0 values contain delays which can vary from one module front-end to another.
The aim of the t0 calibration is to find the optimal values for every module front-
end. The t0 values are obtained by minimizing the difference between the measured
drift time tdrift and the estimated drift time, calculated using the TR-relation and
the distance from the track to the wire. This drift time residual is defined as
∆t = tdrift − t(r), (4.5)
where t(r) is the drift time estimate and r is the distance from the reconstructed
track to the wire.
To demonstrate the calibration of one module, a bias, ∆t0, for the current t0
value is assumed relative to the true t0 value. In this case the measured drift time
t(meas)drift and “true” drift time t
(true)
drift are calculated as:
t(meas)drift = tTDC − ttof − tprop − t0, (4.6)
t(true)drift = tTDC − ttof − tprop − t0 − ∆t0, (4.7)
and the measured value of the drift time residual can be written as
∆t(meas) = t(meas)drift − t(r)
= t(true)drift − t(r) + ∆t0 (4.8)
= ∆t(true) + ∆t0,
where ∆t(true) is the “true” drift time residual.
The average of the “true” drift time residual should be zero, and therefore the
average shift in the measured drift time is equal to a shift in the value of t0:
∆t0 = 〈∆t(meas)〉. (4.9)
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Figure 4.4: Unbiased drift time residual distribution for hits from tracks
with a momentum p > 3.2GeV/c and χ2ub/NDoF < 2. The solid line shows
the Gaussian fit to the distribution in the region ±6 ns. The dotted line
shows the continuation of the fit function to the full range. µ and σ are the
mean and sigma of the Gaussian fit.
Consequently the corrected t0 value is
t(new)0 = t0 + 〈∆t(meas)〉. (4.10)
The value of t(new)0 is equal to t
(true)
0 only if the track parameters do not depend
on the module hits for which t0 is currently extracted. This is achieved by not
including the hits of the corresponding module in the track fit. These hits are
further referred to as unbiased hits. The track fit χ2 with removed hits is linked
to the unbiased hit and is called unbiased chi-square, χ2ub. For each unbiased hit
the drift time and the distance from the track to the wire are calculated and are
referred to as unbiased drift time and unbiased distance, respectively.
Instead of using the average value of the drift time residuals, a fit to the dis-
tribution of unbiased drift time residuals is performed in a narrow range around
the peak. This allows to reduce the contribution of incorrectly assigned hits1. In
addition, only hits with χ2ub/NDoF < 2 are used. Figure 4.4 shows the unbiased
drift time residual distribution of all OT hits with this condition on χ2ub and for
tracks with momentum p > 3.2GeV/c. The background on the left and right sides
of the distribution will be discussed later.
The calibration is performed for all 432 module front-ends in the OT. After the
calibration the values of the t0 change, which in turn leads to changes in the value
of the track parameters, as the track fit is performed with new t0 values. This can
1Incorrectly assigned hits occur for example when two tracks traverse the same straw. In such
a case only the first hit is recorded.
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in turn lead to a bias in the extracted t0 values. Consequently the calibration is
performed in iterations, until the values of t0 stabilize.
Figure 4.5 shows an example of the distribution of ∆t values of all module front-
ends, obtained at three consecutive iterations. At the third iteration the difference
∆t becomes negligible for all modules and does no longer give any contribution to
the change of track parameters. Usually the calibration is performed on a particular
run starting from the calibration values of the previous run. The variation of t0
values, from run to run, are expected to be small, and can only occur due to the
drift in readout electronics delays or global time constants, such as drift in the
difference tcollision− tclock (see Eq. (4.3)). Usually the differences between t0 values
from run to run are small and the number of iterations needed to converge is one
or two. In this particular example the calibration was performed starting from the
same t0 value for all module front-ends, t0 = 0ns, and the calibration converged
already after three iterations.
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Figure 4.5: Distributions of ∆t of all 432 module front-ends for three
calibration iterations. The initial t0 values, before the first iteration, are
set to zero for all module front-ends, t0 = 0ns. Note the different scales
along the axes.
The granularity of the calibration constants, i.e. one t0 value per module front-
end, was chosen as the electronics components inside a module front-end are iden-
tical and should not introduce a variation from one straw to another. The size of
this straw-to-straw variation is discussed in Section 4.7. Figure 4.6 shows the value
of t0 versus the absolute module number, which is defined as:
nmodule = m+ 9 · (q + 4 · (l + 4 · s)) (4.11)
wherem, q, l and s are the module, quarter, layer and station numbers, respectively
(see Chapter 3).
As discussed above, the t0 values include three different sources: the ∆t
FE
clock
values, the synchronization between collision time and the LHC clock, and the
electronics read-out delays. Since the ∆tFEclock values are set for each station and the
LHC synchronization is better than 0.5 ns, the relative variation in t0 values mainly
corresponds to the variation in read-out electronics delays between module front-
ends. This variation amounts to approximately 4 ns, as seen from the spread of
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Figure 4.6: t0 values for all 432 module front-ends versus the module
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data points in Fig. 4.6. Figure 4.7 shows the t0 values versus the front end number
for different control boxes of station T1. All control boxes have similar systematic
shifts of t0 versus the front-end number. These shifts amount to approximately
2 ns and are mainly due to the differences in cable lengths inside the control boxes,
which are of the order of 0.5m. The remaining differences between control boxes
can be due to the distribution of the input clock signal from one control box to
another.
4.3 TR-relation calibration
The TR-relation maps the measured drift time to the closest distance from the track
to the wire. Figure 4.8 shows the schematic view of a particle passing the straw and
producing ionization clusters along its path inside the straw. In ArCO2 [45] the
ionization length, λ, is approximately 0.3mm.2 The number of produced ionization
clusters directly affects the hit efficiency profile, which quantifies the efficiency to
see a hit from the track at a given distance to the wire. This means that the smaller
the ionization length the higher the hit efficiency, as more ionization clusters are
produced. After the ionization is produced the electrons drifts to the wire due to
the electrical field between the wire and the straw. When the ionization cluster
approaches the wire, the electrons ionize the gas due to the high electric field
around the wire. Subsequently a signal is induced on the wire and propagates to
the readout electronics. The signal is registered if it passes a threshold value of
800mV of the module front-end discriminator, corresponding to a charge of about
4 fC. A variation of the signal height introduces a variation in the time when the
signal passes the threshold and is considered to be the main contribution to the
TDC resolution.
In the track reconstruction software an effective TR-relation is used. It only
describes the relation between the drift time and the distance from the track to the
wire, which differs from the distance to the ionization cluster. However, the read-
out electronics only records the first signal, which corresponds to the ionization
cluster closest to the wire, and the difference between these two distances is small,
except for the case when the particle passes the straw close to the wire.
The shape of the TR-relation is defined by the drift velocity of the ionization
cluster inside the straw. The electric field increases towards the wire, leading to a
non linear TR-relation. Currently a parabolic dependence is used.
The parameterization of the TR-relation can be extracted from the fit to the
distribution of the measured drift time versus the reconstructed distance from
the track to the wire. In addition to the TR-relation parameters the resolution
dependence is extracted. This is done by constructing the TR-relation Probability
2The observed (effective) ionization length λeff is larger due to the fact that not all clusters
reach the wire and/or not all induced signals pass the discriminator threshold. The value of the
effective ionization length is discussed later in this section.
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Density Function (PDF):
fTR(t, r) =
rm∫
−rm
Gt (t | t(r0), σt(r0)) ·Gr (r | r0, σr) · ε(r0) · dr0 (4.12)
where r0 is the distance from the particle to the wire, rm = 2.45mm is the radius
of the straw, and the integral describes the probability for the particle to pass the
straw at any distance to the wire. The Gaussian functions Gt and Gr describe two
contributions: the resolution σt(r0) with which the drift time t is measured, and
the error σr on the reconstructed distance r from the track to the wire. t(r0) is
the TR-relation parameterization, and the function ε(r0) gives the probability for
the particle to produce at least one ionization cluster (see Eq. (3.5)). The detailed
description of the TR-relation PDF, as well as the description of random hits, is
given in Appendix A.
The initial parameterization for the TR-relation is taken from beam test re-
sults [46] and has the following quadratic form:
t(r) =
(
20.1 · |r|
rm
+ 14.4 · r
2
r2m
)
ns, (4.13)
where rm is the straw radius and r is the distance from the track to the wire. From
this parameterization it can be seen that the maximum drift time is about 35 ns.
The fit is performed on the sample of unbiased hits from tracks with a mo-
mentum p > 10GeV/c and χ2ub/NDoF < 2. This selection reduces the contribution
r
drift path
ionization
particle
amplification
anode wire
rm
straw edge
region
cluster
Figure 4.8: Schematic view of a particle passing the straw and producing
ionization clusters. The ionization cluster electrons drift to the wire and
induce the signal. Only the earliest signal is detected. The closest distance
from the track to the wire, r, and radius of the straw, rm = 2.45mm, are
also indicated.
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Figure 4.9: The drift time versus the unbiased distance distribution with
the overlaid TR-relation curve, obtained from the fit (blue line). The red
dotted lines show the points with minimum and maximum drift times. The
blue dotted line illustrates the selection ∆t < 6 ns.
of noise. In addition, the fit is constrained to the hits which satisfy the criteria
on unbiased drift time residual ∆t < 6 ns. The fit is performed in the range of
−5 < tdrift < 45 ns and |r| < 2.45mm.
The drift time versus the unbiased distance distribution and the result of the
fit are shown in Fig. 4.9. The noise hits under the main distribution, i.e. at earlier
times, are due to primary or secondary particles (δ-rays) passing the straw at a
closer distance to the wire, consequently producing an earlier signal. The noise
hits above the main distribution, however, are mainly due to ionization clusters
not being produced at the point on the track which is closest to the wire. In
addition, when a particle does not produce any ionization cluster inside the straw,
any other particle passing the same straw will produce a random signal. This effect
is strongest close to the edges of the straw, where the path that the particle takes
inside the straw is shortest.
Figure 4.10 shows the projections of the drift time and unbiased distance dis-
tributions with the overlaid fit projections. The unbiased distance distribution is
expected to be flat, as the particles pass the straw at random distances. The ob-
served dip at the distance r = 0mm is due to the fit constraint ∆t < 6 ns. This
selection removes the hits that correspond to ionization clusters produced far away
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Figure 4.10: Drift time and unbiased distance distributions in data
overlaid with the corresponding projections of the TR-relation PDF. The
small dip in the PDF at r = 0 is due to the lower drift time limit
(−5 < tdrift < 45 ns). The dip in the data is due to requirement ∆t < 6 ns
as explained in the text.
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Figure 4.11: Drift time and unbiased distance distributions in MC over-
laid with the corresponding projections of the TR-relation PDF. The small
dip in PDF at r = 0 is due to lower limit on drift time (0 < tdrift).
from the point on the particle trajectory that is closest to the wire. This effect is
strongest for particles passing the straw close to the wire, i.e. r = 0.
The TR-relation obtained from the fit describes the relation between the drift
time and the distance from the track to the wire as it is seen from the recon-
struction point of view. The parameterization is effective (empirical) and does not
describe the underlying physics processes. For example, it can absorb residual ef-
fects from misalignment and/or asymmetry in the drift time residual distribution,
in particular when the track passes the straw close to the wire.
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The TR-relation PDF also allows to extract the effective ionization length,
which is found to be λeff = 0.8mm. However, due to the cut ∆t < 6 ns the
resulting value is expected to be biased. In Section 4.5 an alternative method to
extract the ionization length is described.
Finally, from the fit, the resolution dependence on the distance from the wire
is extracted, which has the form σt(r) = (2.6+0.9 · |r|/rm) ns. This shows that the
time resolution changes linearly from 2.6 ns close to the wire to 3.5 ns at the straw
edge. From the physics point of view there is no obvious reason for the resolution
to depend on the distance between the track and the wire. A possible source of
this dependence will be discussed further in Section 4.6.
The TR-relation PDF describes all contributions that are implemented in the
OT simulation. As a cross-check, the fit is performed on MC data and the result of
the fit is shown in Fig. 4.11. The parameters of the fit, in particular the ionization
length, TR-relation and resolution parameterization, agree with the ones used to
simulate the data.
Comparisons between data and MC distributions for drift time and recon-
structed distance are shown in Fig. 4.12. The normalization is chosen for the
drift time on the right edge and for the distance on the plateau. The difference
between data and MC in the drift time distribution is due to a different occupancy.
In data the occupancy is about twice as high as in the MC, which leads to a rel-
atively higher amount of earlier hits. For the reconstructed distance distribution
the data-MC difference comes from the fact that in the data the mono-layers inside
the modules are shifted with respect to their nominal position, such that there is
an inefficiency at distance |r| ∼ rm, the inner edge of the straw. This effect will be
discussed later in Section 4.6.
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Figure 4.12: Comparison of drift time and unbiased distance for data
(black points) and MC (solid line).
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4.4 Walk correction
The read-out electronics measures the time when the signal passes the discriminator
threshold. The variation in signal height leads to a variation of the measured TDC
time. The scale of this variation can be estimated from the plot of the drift time
residual versus the threshold value. Figure 4.13 shows how the t0 value changes
relative to the nominal setting. Close to the nominal threshold value of 800mV, t0
changes by approximately 0.5 ns per 100mV.
After the signal is induced on the wire it propagates in both directions, toward
the module front-end, and toward the straw end where it is reflected. Usually these
signals do not interfere with each other and only the first one is used to measure the
time. However, when the particle passes the straw close the straw end at y = 0, the
signal and its reflection sum up with some relative delay, effectively increasing the
amplitude of the signal. The slope of the signal leading edge is proportional to the
signal height. Therefore, larger signals pass the threshold earlier than smaller ones.
This effect is called “walk” and is schematically illustrated in Fig. 4.14. In addition,
the timing variation, due to a variation in amplitude of the signal, is smaller for
larger signals. This means, that close to the straw end, where the signal is higher,
the precision in the measured drift time is better than close to the read-out end.
The effect of the walk can be parameterized as a function of distance from particle
impact point to the straw end.
Figure 4.15 shows the average drift time residual versus the distance to the straw
end. As expected, the hits are recorded earlier closer to the straw end where the
walk effect is strongest. Note that a correction for the constant signal propagation
speed along the wire has already been applied. Further away from the straw end,
the drift time residual stabilizes, as the reflected signal is well separated in time
from the original signal. The remaining slope towards the module front-end (the
right hand side of the plot) is attributed to the attenuation of the signal along the
wire.
To correct for this effect, a correction to the propagation time is applied de-
pending on the distance to the straw end. This correction is assumed to be the
same for all modules. The following parameterization for the walk is used:
walk(l) = bwalk + awalk ·
(
tanh
l
lwalk
− 1
)
+ vwalk · l (4.14)
where l is the distance from the hit to the straw end along the wire, awalk is an
amplitude of the walk effect, lwalk describes the effective length of the signal along
the wire, vwalk describes the “walk” caused by the attenuation of the signal in the
wire and bwalk is absorbed into definition of the t0.
The parameters of this dependence are extracted by fitting the distribution of
the drift time residual versus the hit y position. The result of the fit is shown
in Fig. 4.15. This correction changes the drift time for each hit of the track, and
therefore the “walk” calibration is performed iteratively and simultaneously with
the t0 calibration, as it obviously changes the result of t0. The modified Eq. (4.3)
has following form:
tTDC = t0 + ttof + tdrift + tprop + walk(l). (4.15)
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Figure 4.13: The value of t0 versus the discriminator threshold. At
800mV the slope is approximately 0.5 ns per 100mV. The point are based
on the calibration runs 69578-69611 of 2010 data taking.
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Figure 4.14: Illustration of walk. A higher signal passes the threshold
earlier than a smaller signal.
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Figure 4.15: Average drift time residual versus the distance to the straw
end along the wire. The line shows the walk parameterization fit.
The walk correction does not change the resolution significantly but improves
the track reconstruction efficiency for tracks with a large vertical slope in the zy-
plane. This is due to the fact that mainly the hits at large |y| (small l) are affected
by the walk correction, since the larger number of hits at small |y| (due to tracks
at small angles) dominate the t0 calibration. The walk amplitude over the straw
amounts to about 1 ns. Without the walk correction, this can lead to a small
inefficiency in the pattern recognition, and hence an inefficiency in the track recon-
struction.
4.5 The average OT time and spatial resolution
The time and spatial resolution of the OT are important performance parameters.
The average resolution can be extracted from the drift time and distance residual
distributions.
The resolution, as obtained from the fit to the unbiased distance residual dis-
tribution, is overestimated due to the finite precision of the track parameters and
hence, by the precision of the reconstructed distance from the track to the wire at
the position of the hit. This can be corrected by applying a scale factor αr to every
residual:
αr =
√
σ2meas
σ2meas + σ
2
track
, (4.16)
where σmeas and σtrack are the uncertainty on the measurement and track, respec-
tively. The same scale factor can be used for both the drift time residual and the
distance residual distributions.
The corrected distributions for the time residual and distance residual are shown
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Figure 4.16: Drift time (a) and distance (b) residual distributions cor-
rected for the finite track precision. The hit sample is for tracks with
p > 10GeV/c and χ2ub/NDoF < 2. Lines show the Gaussian fits to the dis-
tributions in the range ±2σ, dotted lines show the continuation to the full
range. Parameters µ and σ are the mean and sigma of the Gaussian fits.
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Figure 4.17: (a) - illustration of a particle passing the straw close to
the wire, the distance to the closest ionization cluster is large; (b) - drift
time distribution for the hits with the distance from the track to the wire
|r| < 0.1mm. From this distribution the effective ionization length can be
determined and amounts to λeff = 0.7mm.
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in Fig. 4.16. The average drift time resolution is 3 ns and the corresponding spatial
resolution is 211µm.
As can be seen, noise is present on both sides of the distance distribution, and
a long tail on the left side of the drift time residual distribution. This noise comes
mainly from secondary hits, that are recorded at earlier times and mask the real
ones. On the right side of the drift time residual distribution there is a small
excess which comes from the fact that ionization clusters are produced not at the
closest point between the track and the wire, and the measured time is higher
(for the distance residual these two effects are averaged on the left and right hand
side). This effect is strongest when the particle passes the straw close to the wire.
Figure 4.17 illustrates such an event and shows the drift time distribution for tracks
with a reconstructed distance to the wire |r| smaller than 0.1mm.
Assuming that the particle passes the straw at distance r = 0, the simplified
drift time PDF that takes into account the distribution of ionization clusters along
the particle trajectory can be constructed:
f(tdrift) =
rm∫
0
Gt (tdrift | t0 + t(l), σt) exp
(
− 2
λeff
· l
)
dl, (4.17)
where the exponent defines the probability to find an ionization cluster at distance
l from the wire, the Gaussian describes the drift time resolution effect. The pa-
rameters of the TR-relation t(l) in the PDF are fixed to the values obtained in
the standard fit, but the offset t0 is necessary as the meaning of the TR-relation
here is different. A fit with such a PDF to the drift time distribution, shown in
Fig. 4.17 (b), gives for the ionization length λeff = 0.7mm. This value is very
close to the one obtained in the standard fit (λeff = 0.8mm).
Momentum dependence
The hit resolution shows a dependency on the momentum of the track (Fig. 4.18).
The explanation for this effect partly comes from the fact that low momentum
tracks are bent more in the magnetic field and hits are distributed over the full
width of the OT. For low momentum tracks the hit resolution is thus dominated
by the contribution from long modules. For high momentum tracks, however, the
main contribution to the resolution comes from the central short modules. As will
be explained in Section 4.6 the resolution is different for short and long modules.
In addition, the resolution also depends on the y-position of the hit due to the
walk, as was explained in Section 4.4.
Figure 4.18 (a) shows the hit resolution dependence on the momentum of the
track. From 3.2GeV/c to 50GeV/c the resolution changes from 280µm to 210µm.
Consequently the width of the pull distribution is not flat. This dependence is
partly due to the different hit resolution in the short and long modules (see Sec-
tion 4.6). Introducing separate resolution parameterizations for long and short
modules (Eq. (4.23) and Eq. (4.24)) allows to reduce this effect. Figure 4.18 (b)
shows the pull width dependence on the momentum, where for each hit the reso-
lution parameterization of corresponding module (short or long) is used. Conse-
quently, the relative change in pull width is smaller than the corresponding change
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Figure 4.18: The dependence of the hit resolution (a), and the width of
the pull distribution (b) on the momentum. The hit resolution is corrected
for multiple scattering using the αr factor of Eq. (4.16). The pull value is
calculated using different resolution parameterizations for short and long
modules.
in hit resolution. The remaining effect comes from the dependence of the resolution
on the distance from the hit to the readout end, as the signal is higher at the straw
end, the resolution is better. Currently this effect is not implemented in the track
reconstruction.
4.6 Mono-layer shift
A misalignment of the detector contributes to the overall OT resolution. Currently
the alignment of the OT is performed on the level of modules. Aligning individ-
ual straws within modules is not envisaged in the current implementation of the
detector geometry. The choice of this granularity was driven by the fact that the
structure of a module was assumed to be well fixed during production.
Each module consists of two mono-layers (shown in Fig. 4.19) which can be
shifted with respect to each other. This shift is the same for all straws inside one
mono-layer, but in opposite directions in mono-layer one and two. If a mono-layer
has a shift ∆x > 0 relative to the nominal position, the measured drift time for a
particle passing the straw from the left side of the wire (x < xwire) or right side of
the wire (x > xwire) will be higher or lower than nominal one, respectively. The
reconstructed distance from the track to the wire does not correct for this, as the
used geometry in the reconstruction software is the same. Figure 4.20 illustrates
this effects.
Consequently, due to the mono-layer shift the drift time residual distributions
have approximately the same shift in opposite directions for particles passing the
straws from left or right sides of the wires. In addition, as the mono-layers are
shifted in opposite directions, the corresponding shifts are also in opposite direc-
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Figure 4.19: Structure of the module, showing the numbering and posi-
tion of a mono-layers (a), and illustration of mono-layer misalignment (b).
On the right plot the solid lines show the “true” position of the straws,
and the dotted lines illustrate the nominal position of the straws as used
by reconstruction software.
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Figure 4.20: Illustration of the straw misalignment effect. The dashed
line shows the actual position of the straw that is shifted to the right rel-
ative to the position of the straw as used in the reconstruction software
(solid line). For track passing the straw from the right side (r > 0) of the
wire the reconstructed distance rrec is bigger than the drift distance rdrift.
Consequently the drift time estimated from the TR-relation t(rrec) is bigger
than measured drift time.
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tions for mono-layers 1 and 2. Figure 4.21 shows the drift time residual distributions
for one module that illustrates the double Gaussian structure that is the result of
the mono-layer shift. By decomposing contributions for left and right tracks in
each mono-layer, the Gaussian structure of both contributions becomes apparent
and the distributions are shifted in opposite directions in time.
In addition, the mono-layer shifts are not constant and can depend on the y-
position. Figure 4.22 shows for one module the average distance residual in slices of
the y-position for different groups of straws. The wires are fixed at the module ends
(same offset) and the deviation becomes larger towards the center of the module.
The discontinuities at ±80 cm and ±160 cm correspond to the positions of wire
locators in the straws. The average mono-layer shifts also depend on the length of
the module. Shorter modules exhibit an average shift that is smaller than that of
long modules.
The knowledge of the mono-layer shifts leads to a small modification of the
t0 calibration procedure. The t0 value for each module front-end is calculated by
fitting the drift time residual distributions with a Gaussian function. Due to the
mono-layer shift the time residual distribution has a double Gaussian structure and
the fit becomes less robust and precise. This is especially important for modules
that have significant shifts. A more robust way is, therefore, to extract t0 separately
for each mono-layer and for tracks passing the straw from the left or right side, as
shown in Fig. 4.21. The final value for t0 is the average over these four values. This
method also allows to reduce the effect of inefficiency in the pattern recognition that
arises at the straw edges due to a shift of the mono-layer and imperfect alignment.
This inefficiency is the source of the difference in height of the distributions for
tracks passing from the left or right side shown in Fig. 4.21.
The effect of the mono-layer shift on the resolution can be studied by performing
a “local” alignment on the level of half mono-layers of 32 straws. This is done by
applying the correction to the distance from the track to the wire that corresponds
to the shift of the half mono-layer. The shift is approximately equal to the average
distance residual of all hits corresponding to this mono-layer. By applying this
correction to all hits one can construct the corrected TR-relation distribution,
shown in Fig. 4.23, and extract the resolution.
The TR distribution after alignment shows a considerably narrower band. By
performing the TR-relation fit to the aligned distribution the extracted parame-
terization of the TR-relation remains unchanged, but the resolution dependence
becomes flat and does no longer depend on the distance to the wire. This shows
that the main contribution to the observed dependence of the resolution on the
distance from the wire to the track comes from the mono-layer shift. Figure 4.24
shows the distribution of drift time and unbiased distance corrected for αr before
and after “local” alignment. The resolution obtained from a fit to this distribu-
tions is 2.6 ns and 179µm, which is about 20% better than before the alignment.
Currently the mono-layer alignment is not implemented in the reconstruction since
the smallest geometry unit being defined is the module, and an implementation of
a mono-layer geometry would be required to perform the alignment at this level.
The distribution of the shifts for all modules in the OT has a Gaussian structure
with a width of about 150µm, but it is different for long and short modules. This
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Figure 4.21: Drift time residual distribution for first (a) and second (b)
mono-layers, and for tracks traversing the straw from the left (r < 0) and
right (r > 0) sides.
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Figure 4.22: Detailed structure of the mono-layer misalignment for one
detector module (T3L3Q1M7). Each point corresponds to the average drift
time residual in a slice of y. Circles and squares correspond to the first
and second mono-layer, respectively. Filled and open points correspond to
channels 0-31 and 32-63, respectively.
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(a) (b)
Figure 4.23: Drift time to distance distribution before (a) and after (b)
“local” half mono-layer alignment. Plot (b) has a narrower band than plot
(a).
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Figure 4.24: Drift time (a) and distance (b) unbiased residual distri-
butions corrected for αr, for tracks with a momentum p > 10GeV/c and
χ2ub/NDoF < 2, before (red histograms) and after (black histograms) “local”
alignment. Lines shows the Gaussian fit to the aligned distributions.
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Figure 4.25: Distribution of OTIS average residual for modules M1-
M7 (a) and M8-M9 (b).
leads to a different resolution for these groups of modules. As shown in Fig. 4.25
the width for long modules is 159µm and for short ones is 91µm. Performing
the TR-relation fit separately for long and short modules gives a resolution of
σt = (2.7+ 1.0 · r/rm) ns and σt = (2.6 + 0.6 · r/rm) ns for long and short modules,
respectively.
The consistency of these numbers can be shown as follows. The “true” res-
olution is obtained from the fit to the “aligned” detector, see Fig. 4.23 (b), and
amounts to 2.4 ns. By calculating the contribution from misalignment using the
TR-relation and employing error propagation, one can extract the final resolution
for the “unaligned” detector, corresponding to Fig. 4.23 (a). The TR-relation is
given by:
t(r) =
(
21.1
r
rm
+ 14.4
r2
r2m
)
ns, (4.18)
and the conversion of time to space resolution is given by:
δt = ∂rt(r) · δr, (4.19)
where
∂rt(r) =
dt(r)
dr
=
(
8.6 + 11.8
r
rm
)
ns/mm. (4.20)
For short modules the misalignment of 91µm translates into a contribution to
the time resolution of ∂rt(r = 0) ·0.091 ≈ 0.8 ns and ∂rt(r = rm) ·0.091 ≈ 1.9 ns; for
long modules the misalignment of 159µm translates into ∂rt(r = 0) · 0.159 ≈ 1.4 ns
and ∂rt(r = rm) · 0.159 ≈ 3.2 ns. Adding these contributions to the “true” time
resolution in quadrature gives:
σ(S)t =
√
2.42 + 0.82
(
1− r
rm
)
+
√
2.42 + 1.92
r
rm
=
(
2.5 + 0.6
r
rm
)
ns (4.21)
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and
σ(L)t =
√
2.42 + 1.42
(
1− r
rm
)
+
√
2.42 + 3.22
r
rm
=
(
2.8 + 1.2
r
rm
)
ns, (4.22)
where the σ(S,L)t are the resolution for short (long) modules.
Comparison of these values with the values obtained from a fit, for short and
long modules separately, gives
σ(S)t =
(
2.6 + 0.6
r
rm
)
ns (4.23)
and
σ(L)t =
(
2.7 + 1.0
r
rm
)
ns, (4.24)
and shows that they are equal within 0.3 ns. The difference might be due to the
use of a linear parameterization for the resolution dependence.
4.7 Results
Full fit including all calibrations
The full calibration procedure consists of t0 calibration, TR-relation and resolution
fit, and walk correction. It is essential that all these calibrations are performed at
the same time, as a change in any of them can influence parameters of the others.
Figure 4.26 shows the flow chart of the calibration procedure.
Each iteration consists of the full reconstruction of the events, following by
the t0, walk and TR-relation calibrations, and finally the update of the condition
database. This procedure is repeated until the changes in the parameters do not
exceed 10% of the average drift time resolution, which is 0.3 ns.
Table 4.1 shows the parameters for TR-relation, resolution and walk for different
runs of 2011 that correspond to the beginning of the data taking periods after
technical stops.
Comparing the values of different parameters, the variation around their average
is summarized below:
• ∆tm < 0.3 ns
• ∆tc < 0.1 ns
• ∆σt(r = 0) < 0.1 ns
• ∆σt(r = rm) < 0.1 ns
• ∆awalk < 0.1 ns (see Eq. (4.14))
• ∆lwalk < 1 cm ≈ σy - hit resolution along y-axis
• ∆vwalk < 0.03 ns/m ≈ 0.1 ns over the straw length
In the final calibration the values of all parameters, except for the t0 values,
were chosen to be the same, as the TR-relation and walk correction do not depend
on the run period.
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Figure 4.26: Flow chart of calibration procedure.
Run
87891 89350 91933 96641 101414 104034
2011-03-23
Fill 1645
2011-04-15
Fill 1711
2011-05-20
Fill 1795
2011-07-21
Fill 1962
2011-09-08
Fill 2086
2011-10-24
Fill 2242
tm [ns] 35.6 35.4 35.3 35.3 35.3 35.1
tc [ns] 3.5 3.6 3.5 3.4 3.4 3.4
σt(r = 0) [ns] 2.5 2.6 2.6 2.6 2.6 2.7
σt(r = rm) [ns] 3.2 3.2 3.2 3.2 3.2 3.4
awalk [ns] 1.22 1.12 1.15 1.14 1.16 1.14
lwalk [m] 0.40 0.39 0.39 0.39 0.40 0.40
vwalk [ns/m] 0.09 0.15 0.12 0.12 0.11 0.11
Table 4.1: Summary table of different calibration parameters for different
runs. Each run corresponds to the start of a different data taking period of
2011.
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t0 stability
It is important to know the stability during data taking of the t0 values and the
parameters that describe the walk correction and TR-relation. There are two
factors that can influence the t0 stability: one is a drift of the LHC clock, the other
is the drift of the electronic read-out delays. The first one can be estimated from
the average of the drift time residual distributions calculated separately for every
run over a period of time. The second one can be estimated from the difference in
t0 values for two calibrations of runs from different data taking periods.
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Figure 4.27: The stability of timing versus the run number. Every
points is an average of drift time residual distribution for all hits in the
run. Squares and circles correspond to runs taken with magnet down and
magnet up polarities, respectively. Arrows indicate the points where the
LHC clock was adjusted.
Figure 4.27 shows the variation of the LHC clock time versus the run number
for the data taking period from May to July of 2011. Each point corresponds to
one run (up to one hour of data taking). Squares (circles) correspond to runs taken
with magnet down (up) polarity. Arrows show when the clock tclock was adjusted.
As can be seen the average drift time residual is stable within the range of ±0.5 ns,
which is well below the time resolution of 3 ns, and does not contribute significantly
to the resolution.
Figure 4.28 (a) shows the difference in the values of t0 between runs 87891 and
89350. These runs correspond to the beginning of two data taking periods in May
and July. Most module front-ends have differences in the values of t0 grouped in a
narrow band with a width smaller than 0.1 ns. The absolute shift of about 0.2 ns
can be attributed to the drift of the tclock value.
Even though the stability is adequate there have been cases where the module
t0 changed significantly. One such change was observed in the beginning of May
2011 due to the adjustment of ∆tFEclock. Figure 4.28 (b) shows the difference in the
values of t0 between runs 87891 and 89350. The shift of -4 ns and -2 ns are due to
the adjustment of ∆tFEclock from 28 ns to 32 ns and 30 ns in T3 and T2, respectively.
The ∆tFEclock for T1 did not change, however, due to the cleaning of the fiber that
carries the clock signal to one control box, the offset of +1 ns was observed for 18
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module front-ends in T1.
The t0 calibration is performed at the level of modules. This granularity was
chosen because the variations of the t0 values from straw to straw for a particular
module are small. Figure 4.29 (a) shows the t0 value versus straw number for
module T0L0Q0M8. As can be seen the t0 values vary from straw to straw, but
the variations are below ±0.5 ns within the groups of 32 straws, which correspond
to one OTIS chip. Figure 4.29 (b) shows the distribution of t0 values, calculated
for 16 straws, for the whole OT. The distribution has a sigma of 0.4 ns which is
much smaller than the resolution of the detector.
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Figure 4.28: Difference in the values of t0 between runs 87891 and 89350
(a), and between runs 89350 and 91933 (b). Each entry corresponds to one
module front-end.
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Figure 4.29: (a) The value of t0 as a function of the straw number in
module T0L0Q0M8, averaged over four adjacent straws. (b) The distri-
bution of t0 values, averaged over groups of 16 consecutive straws, for the
whole OT.
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Future development and prospects
The current calibration is robust and is currently used as the main algorithm for
the OT time calibration in LHCb. There is still room for improvement. For
example the alignment of half mono-layers could improve the resolution by 10 to
20%. In addition, there are specific tunes that can be implemented in the pattern
recognition and track reconstruction algorithms that would take into account the
structure of the time residual distribution and improve the hit on track efficiency.
Also, the remaining effect of the hit resolution dependence on the momentum can
be corrected for by introducing a resolution dependence on the distance to the
straw end, in addition to the resolution parameterization per module.
As for the stability, it is possible to implement an additional extension to the
calibration database, for example, the global t0 offset that describes the synchro-
nization between tclock and tcollision. Furthermore, it is possible to implement a t0
calibration per individual OTIS chip, as it was shown that t0 values can vary from
straw to straw by about 0.5 ns.
In the simulation a more detailed digitization procedure can also be imple-
mented, for example a correct simulation of the distribution of ionization clusters
along the particle trajectory. This correction could improve the description of the
drift time spectra at small distances to the wire, but will require the implementation
of a complicated calibration procedure.
The currently achieved average time resolution is about 3 ns. With the imple-
mentation of half mono-layer alignment in groups of 32 straws the resolution can
be improved to approximately 2.4 ns. This corresponds to an improvement in the
average spatial resolution from 210µm to 180µm, which is similar to what was
measured in the OT beam test of 2005 [46].
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Chapter 5
D
0 and D∗+ production
cross section
The measurement of hadron production in proton-proton collisions allows to test
predictions of quantum chromodynamics (QCD). In addition, knowledge of the
charm production cross section is particularly important for estimates of the sen-
sitivity of LHCb for measurements of CP violation, mixing and rare decays in the
charm system.
In this chapter the measurement of the production cross section of D0 and D∗+
mesons is described.1 The measurement was performed using 15 nb−1 of proton-
proton collision data collected with the LHCb detector at 7TeV center-of-mass
energy in May 2010.
In pp collisions charmed mesons are produced either directly, or through the
immediate decay of excited charm resonances, or in the decay of B mesons. The
first two are referred to as prompt production and the latter is called secondary
production. The present work measures the production cross section of prompt
charm mesons.
The analysis is performed on fully reconstructed decays of D0 and D∗+ mesons
in the decay modes:
• D0 → K−pi+ and
• D∗+ → D0pi+ where D0 → K−pi+.
The cross section was measured in 8 equal size bins of transverse momentum
pT in the range 0 < pT < 8GeV/c and 5 equal size bins of rapidity y in the range
2.0 < y < 4.5.
Section 5.1 summarizes the data sample used for the analysis and the conditions
under which the data were taken. Section 5.2 describes the selections that were
applied to the reconstructed D0 and D∗+ candidates. Section 5.3 presents the
yield extraction procedure. Section 5.4 discusses the selection efficiency, including
particle identification (PID), and describes the Monte Carlo (MC) samples used
1In this chapter the charge conjugate modes are implied, unless stated otherwise.
67
68 Chapter 5. D0 and D∗+ production cross section
for the efficiency calculation. Section 5.5 lists the sources and magnitudes of the
systematic uncertainties. The final results for the measured cross sections and their
ratio, and a comparison with theoretical predictions are given in Section 5.6. In
Section 5.7 the measurement of the polarization of the D∗+ meson as a function of
pT is described. Finally, in Section 5.8 a summary of the cross section measurement
is given and possible improvements are discussed.
5.1 Data set
The measurement of the charm production cross section is based on 15nb−1 of
proton-proton collision data collected with the LHCb detector at 7TeV center-of-
mass energy in May 2010.
These data were taken under low pile-up conditions, where most events con-
tained only one reconstructed primary vertex. The cross section measurement is
performed on a subset of the events that have passed the micro-bias trigger. This
trigger is implemented in the High Level Trigger (HLT) and requires the presence
of at least one reconstructed track in the VELO or T stations. As determined from
MC, the micro-bias trigger has 100% efficiency for the events that contain a D0 or
D∗+ meson in the LHCb acceptance. Therefore, the efficiency is independent of
the decay mode and kinematics of the charm meson, allowing the measurement of
the cross section in low pT region.
During the data taking two trigger configurations were used, further denoted
as data samples I and II. These trigger configurations were designed for low pile-up
data of 2010. The total integrated luminosity corresponding to these data samples
are provided by the Luminosity Working Group [52]:
• LI = 1.87± 0.07 nb−1,
• LII = 13.09± 0.46nb−1.
In data sample I all events that have passed the micro-bias trigger were kept,
such that the efficiency εmbI = 1. In data sample II, however, to reduce the rate,
only part of the micro-bias triggered events were kept. The bulk of the events
pass the “rate limited” trigger line, that limits the rate to 100Hz. The luminosity
corresponding to the micro-bias triggered events for data sample II was determined
using an unbiased “scaled” trigger line, that reduces the rate by a constant fraction
100. The combined efficiency of scaled and limited lines is εmbII = 0.2399± 0.0019.
The total effective integrated luminosity that corresponds to micro-bias triggered
data is:
Lmb =
∑
i=I,II
εmbi Li = (5.01± 0.18) nb−1, (5.1)
where index “mb” denotes the micro-bias.
Signal MC
A full event and detector simulation is used for signal studies, and to estimate the
generator and reconstruction efficiency. The event samples were generated with
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the LHCb tune of Pythia [53], followed by a full Geant event simulation and
LHCb reconstruction.
During the event simulation the products of D0 and D∗+ decays are required
to have their momentum pointing into the angular acceptance of LHCb. This
requirement is referred to as the generator cut. Only events that have passed this
requirement were saved and subsequently reconstructed.
In total 3 · 106 events for each signal mode (D0 decaying to K−pi+, and D∗+
decaying toD0pi+ whereD0 → K−pi+) and for each magnet polarity were simulated
and stored for subsequent analysis. The simulation was performed with an average
number of interactions per bunch crossing ν = 1, however, to simulate the low
instantaneous luminosity environment of the data only events with one interaction
were used to estimate the reconstruction efficiencies.
The procedure to estimate the generator and reconstruction efficiency are de-
scribed in detail in Section 5.4.
5.2 Event selection
The analysis is based on fully reconstructed decays of D0 and D∗+ mesons. The
D0 candidates are reconstructed in the final state K−pi+, and D∗+ candidates
are reconstructed in the final state D0pi+ where D0 → K−pi+. The events used
for the analysis are required to pass the micro-bias trigger and have at least one
reconstructed primary vertex.
D0 selection
The D0 candidates are reconstructed from two oppositely charged long tracks,
where one track has the kaon mass assigned and the other track has the pion mass
assigned. Both tracks are required to have a track fit χ2tr ≡ χ2/NDoF < 5, and the
minimum Kullback-Leibler [54] (KL) distance dKL > 5000 with respect to all other
tracks.2 These requirements allow to reduce the contribution of “fake” ghost and
clone tracks that can be produced by the pattern recognition software.
To suppress random combinations and backgrounds from reflections the particle
identification (PID) information is used. The kaon and pion tracks are required to
have the ratio of kaon to pion likelihoods (log(LK/Lpi)) larger and smaller than zero,
respectively. The likelihood values are mainly based on the information provided by
the RICH detectors and are assigned to each track by the LHCb PID algorithms.
The PID efficiency is determined from a calibration data sample for each track
type and subsequently used for the determination of the total PID efficiency of the
D0 and D∗+ in (pT, y) bins. Consequently, the phase space of the kaon and pion
tracks, for which the PID efficiency cannot be determined, is vetoed. The kaon and
pion tracks are required to have momentum 3.2 < p < 100GeV/c, pseudo-rapidity
2 < η < 5 and transverse momentum pT < 5GeV/c. Additional criteria are applied
to the kaon and pion tracks due to the limited size of the calibration data sample
and are discussed in Section 5.4.
2The KL distance measures the difference between PDFs that describe track parameters. If
the distance is small then two tracks are likely to be clones.
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Figure 5.1: (a) Illustration of D0 decaying to kaon (K) and pion (pi) at a
secondary vertex, and their impact parameters (IPK and IPpi) with respect
to the primary vertex. (b) Illustration of B → D0µνX decay, where the
D0 produced in the B decay does not point to the primary vertex.
The D0 candidates are required to have a reconstructed mass in a wide mass
window 1790 < mKpi < 1940MeV/c
2 to allow signal and background determination.
The following selection criteria are used to further reduce background based on
the properties of the D0 decay:
• A lower limit on the impact parameter (IP) significance χ2IP ∼ IP/σIP of the
kaon and pion produced in theD0 decay with respect to the reconstructed pri-
mary vertex. This requirement suppresses the background containing tracks
that originate from the primary vertex, as the final state particles produced
in the D0 decay do not generally point to the primary vertex (see Fig. 5.1).
• An upper limit on the D0 vertex fit χ2vtx ≡ χ2/NDoF . This requirement
ensures that kaon and pion tracks have a common origin (the secondary
vertex).
• A lower limit on the D0 proper time (cτ). This requirement suppresses back-
ground from particles produced at the primary vertex, as the D0 has a life-
time cτ = 123µm and its decay vertex is displaced from the primary vertex,
whereas the background peaks at zero.
• A cut on the angle between the pion momentum direction and the D0 mo-
mentum direction in the D0 rest frame (θpi). The D
0 is a scalar meson,
consequently, the pion has an isotropic angular distribution in the D0 rest
frame, whereas background peaks at θpi ∼ 0◦. The cut is applied to the
function cos(θpi).
These selections are optimized for minimal yield uncertainty, as it directly trans-
lates into the cross-section uncertainty. The optimization procedure and the final
selection values are discussed later in this section.
In addition to the above variables, the χ2
IP
of the D0 with respect to primary
vertex is used to separate the prompt and secondary D0 mesons. For promptly
produced D0 the χ2
IP
should be small, while for secondary production the χ2
IP
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should be large. For example, in the B → DµνX decay, where X can be anything,
the B meson decays further from the primary vertex and the D0 produced in the B
decay does not point back to the primary vertex. Figure 5.1 shows an illustration
of the D0 decay produced promptly (a) and in the decay of the B meson (b). In
this analysis the prompt and secondary components are separated by performing
simultaneous fits to mass variables and log10(χ
2
IP ) of the reconstructed D
0.
Due to the high rate, only those events that have passed the pre-selection criteria
are written to disk and are available for the analysis. In particular, due to high
background at large D0 χ2IP , the cut χ
2
IP < 100 is applied, consequently limiting
the prompt/secondary separation capability. This effect will be discussed further
in Section 5.3.
D∗+ selection
The D∗+ candidates are reconstructed from D0 candidates by combining them with
a charged long track, to which the pion mass is assigned.
The pion track is required to have the track fit χ2tr < 5. To ensure that pion
and D0 are produced from the same vertex, the D∗+ vertex fit is required to
have χ2vtx < 16. To separate the signal and background the difference between the
reconstructed masses of the D∗+ (mKpipi) and D
0 (mKpi) is used, ∆m = mKpipi−mKpi.
To limit the event rate the ∆m is required to be less than 155MeV/c2.
Note that there is no requirement on KL distance or the PID of the pion. Due
to the low momentum of the pion the PID requirement did not show any significant
improvement in the signal to background ratio, while KL distance was considered
not reliable at this momentum scale.
Optimization procedure
The selections for four variables (kaon/pion χ2
IP
, D0 χ2vtx, D
0 proper time cτ ,
and cos(θpi) in the D
0 rest frame) are optimized, such that the total yield in the
kinematic range of 0 < pT < 8GeV/c and 2.0 < y < 4.5 is determined with the
best possible precision.
The optimization is performed by studying the value of the relative yield un-
certainty σs/s versus the applied cut value, where s is the D
0 yield, and σs is
the statistical uncertainty on the yield given by the fit with a Gaussian and linear
background to the D0 mass distribution. The optimization is performed on data
using all available statistics of the D0 sample.
The selections are optimized one by one, meaning that in order to optimize any
particular cut its value was varied while all others are kept fixed at their optimal
values. The procedure is iterated several times in different orders to ensure stability
of the optimal values and their independence on the order of optimization. The
final values are chosen conservatively to be slightly softer than the optimal values.
Figure 5.2 shows the relative yield uncertainty versus the cut value for different
variables with all other cuts being set to the corresponding pre-selections, final
selections, and final selections with the additional cut of D0 χ2
IP
< 9, respectively.
The D0 χ2IP < 9 cut significantly reduces the background and suppresses the
contribution of secondary fraction. With this selection the positions of the optima
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Figure 5.2: Optimization plots for D0 showing the σs/s as a function
of kaon/pion χ2IP (a), D
0 proper time cτ (b), D0 χ2vtx (c), and cos(θpi) in
the D0 rest frame (d). The triangles, squares and circles correspond to
pre-selections, final selections and final selections with the additional cut of
D0 χ2IP < 9, respectively. The arrows show the final selections.
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do not change, showing that D0 χ2IP is uncorrelated with other variables. Conse-
quently, the fit method used for yield extraction (see Section 5.3) that utilizes the
information about D0 χ2IP shape will give the same optima.
It is possible that the optimization results depend on conditions under which the
data sample has been taken, and especially on the magnet polarity. For this reason
the optimization procedure was checked separately for data with magnetic field up
and down, respectively. Both samples give consistent results for the optima.
Other variables are not optimized. For example, the χ2tr and dKL criteria are
set to values commonly used by other LHCb analyses. The log(LK/Lpi) criteria
are not optimized due to the pre-selection requirements and large PID systematic
effects (see Section 5.5).
Final selection criteria
The list of pre-selection and final selection criteria for D0 are shown in Table 5.1.
The PID requirements applied to the kaon and the pion are not shown and will
be discussed in Section 5.4. The list of selection criteria used for D∗+, that are
applied in addition to D0 selection criteria, is shown in Table 5.2.
Variable Pre-selection Final selection
h± χ2tr < 5
dKL > 5000
χ2
IP
> 6 > 9
p − ∈ [3.2, 100]GeV/c
pT − < 5GeV/c
η − ∈ [2.0, 5.0]GeV/c
K− log(LK/Lpi) > 0
pi+ log(LK/Lpi) < 0
D0 χ2vtx < 25 < 9
cτ > 60µm > 90µm
cos(θpi) − < 0.8
χ2
IP < 100
mKpi ∈ [1790, 1940] MeV/c2
Table 5.1: Selection criteria for D0 → K−pi+ candidates. h denotes the
daughter pion or kaon of a D0.
Variable Pre-selection Final selection
pi+ χ2tr < 5
D∗+ χ2vtx < 25 < 16
∆m < 155 MeV/c2
Table 5.2: Selection criteria for D∗+ → pi+D0 candidates.
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Figure 5.3: The mass distribution mKpi of D
0 candidates that passed all
selections in the kinematic range 0 < pT < 8GeV/c and 2.0 < y < 4.5. nsig
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0 and background events in the full mass
range, respectively.
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Figure 5.4: The distribution of the mass difference ∆m of D∗+ candidates
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background events, respectively. The inner plot shows mKpi distribution of
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After all D0 selections in total 149682 D0 candidates were selected. Figure 5.3
shows the distribution of the reconstructedD0 massmKpi for these candidates. The
total number of prompt D0 is extracted from the fit to the mKpi and log10(χ
2
IP )
distribution. The fit is described in detail in the next section. The total number
of prompt D0 is found to be nsig = 30759± 304 and the secondary fraction αsec =
(4.6± 0.9) · 10−2.
After all D∗+ selections in total 14544 D∗+ candidates were selected. Figure 5.4
shows the distribution of the mass difference ∆m of the selected D∗+ candidates.
The total number of prompt D∗+ is extracted from the simultaneous fit to the mKpi,
∆m and log
10
(χ2
IP
), and is found to be nsig = 3247± 77 and the secondary fraction
αsec = (2.9± 1.1) · 10−2.
5.3 Yield extraction
The yield is extracted through a simultaneous fit to the mass mKpi and log10(χ
2
IP
)
for D0, and the mass mKpi, mass difference ∆m and log10(χ
2
IP ) for D
∗+ candidates.
The fit is performed with probability density functions (PDF) that are con-
structed individually for D0 and D∗+. The PDFs contain description of prompt
and secondary signal components, and background component.
The D0 PDF is defined as
f(m,x) = nbg · fbg(m) · fbg(x)
+ nsig · fsig(m) · (fsig(x) + αsec · fsec(x)), (5.2)
where m is the invariant mass mKpi, x = log10(χ
2
IP ) is the logarithm of the D
0 χ2IP ,
nbg, nsig and nsec = αsec · nsig are the event numbers of background, prompt and
secondary D0, respectively, with αsec being the fraction of the secondary compo-
nent, and f{bg,sig,sec}({m,x}) are the background, signal and secondary PDFs for
m and x, respectively.
The D∗+ PDF is defined as
f(m, ∆m,x) = nbg · fbg(m) · fbg(∆m) · fbg(x)
+ nsig · fsig(m) · fsig(∆m) · (fsig(x) + αsec · fsec(x))
+ nD0 · fsig(m) · fbg(∆m) · (fsig(x) + αsec · fsec(x)), (5.3)
where nsig is the number of prompt D
∗+, nD0 is the number of D
0 that are not
produced via D∗+ decays, αsec is the secondary fraction, and f{bg,sig}(∆m) are the
background and signal PDFs for ∆m.
The PDFs are normalized such that the fitted parameters n{bg,sig} give the
observed yields for background and signal events. The fit is performed with the
RooFit package [55]. The PDF functions for the signal, background and secondary
components for m, ∆m and x are shown in Table 5.3.
The fbg(m) is described with the 1
st order Chebyshev polynomial PDF:
fbg(m) =
(1− pm) · (1940−m) + (1 + pm) · (m− 1790)
(1940− 1790)2 , (5.4)
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fbg(m) 1
st order Chebyshev polynomial PDF
fsig(m) Crystal Ball PDF, CB(m,µm, σm, αm)
fbg(∆m) (∆m−mpi)p∆m
fsig(∆m) Crystal Ball PDF, CB(∆m,µ∆m, σ∆m, α∆m)
fbg(x) AGE(x, µip/bg , σip/bg, 0, ρip/bg, ρip/bg)
fsig(x) AGE(x, µip/sig , σip/sig, εip/sig, ρL,ip/sig, ρR,ip/sig)
fsec(x) AGE(x, µip/sec, σip/sec, 0, ρip/sec, ρip/sec)
Table 5.3: PDF components. The details of the PDF functions are
explained in the text.
where parameter pm is defined in range [−1, 1] and describes the background slope.
The Crystal Ball PDF [56] is defined as
CB(x, µ, σ, α, n) =
{
exp(− (x−µ)2
2·σ2 ) if µ− α · σ < x
(n/α)n·exp(−α2/2)
((x−µ)/σ+n/α−α)n if x < µ− α · σ
(5.5)
where α defines where the tail behavior starts in numbers of σ. The parameter
n = 2 is fixed.3
The AGE(x, µ, σ, ε, ρL, ρR) PDF is an asymmetrical Gaussian with exponential
tails and is defined as
AGE(x, µ, σ, ε, ρL, ρR) =


exp(
ρ2L
2
+ x−µ
σ·(1−ε) · ρL) if x < µ− ρL · σ · (1 − ε)
exp(− (x−µ)2
2·σ2·(1−ε)2 ) if µ− ρL · σ · (1 − ε) < x < µ
exp(− (x−µ)2
2·σ2·(1+ε)2 ) if µ < x < µ+ ρR · σ · (1 + ε)
exp(
ρ2R
2
− x−µ
σ·(1+ε) · ρR) if µ+ ρR · σ · (1 + ε) < x
(5.6)
The parameters ρ{L,R} define how many sigmas from the center the exponential
behavior starts, and the asymmetry parameter ε allows to describe the width of the
PDF with only parameter σ, when both ρ and ε are fixed. In case of background
and secondary components (fbg(x) and fsec(x)), AGE is reduced to a symmetrical
form with ε = 0 and ρ = ρL = ρR.
Figures 5.5 and 5.6 show fits to the data in the kinematic range of 0 < pT <
8GeV/c and 2.0 < y < 4.5 for D0 and D∗+, respectively, with the above PDFs
(Eqs. (5.2) and (5.3)).
The shapes of the prompt and secondary log10(χ
2
IP ) distributions are extracted
from MC and were fixed during the fit to data. Due to the cut of χ2
IP
< 100 the
shift of the IP distribution for the secondary component can not be extracted from
the fit to the data and was fixed to the value obtained from the fit to the MC
distributions (Fig. 5.5 (a) and Fig. 5.6 (a)).
To extract yields in (pT, y) bins the kinematic range was first divided into large
bins. For D0 the large bins are defined in two dimensions with pT binning: from 0
to 2, from 2 to 4, and from 4 to 8GeV/c, whereas the bins in rapidity went from 2.0
to 3.0, from 3.0 to 3.5, and from 3.5 to 4.5. In total there are nine large bins. For
3n = 1 leads to a divergent integral, and n = 2 is chosen as simplest case.
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Figure 5.5: Fit to the D0 data. (a) The distribution of prompt (circles)
and secondary (open squares) D0 log10(χ
2
IP ) in MC with overlaid fit projec-
tions. (b) The distribution of D0 mKpi in data with the overlaid fit projec-
tion. (c) and (d) The distribution of D0 log10(χ
2
IP ) in data with the overlaid
fit projection with |mKpi−1865| < 30 (signal) and |mKpi−1865| > 30 (back-
ground), respectively. The dashed line, shaded area and dotted line show
the prompt, secondary and background fit components, respectively.
pT y
(GeV/c) (2.0, 2.5) (2.5, 3.0) (3.0, 3.5) (3.5, 4.0) (4.0, 4.5)
(0, 1) 815.1± 39.1 1840.2± 66.5 1947.5± 78.6 1357.4± 70.7 481.0± 45.0
(1, 2) 1201.1± 47.2 2972.6± 82.8 2899.3± 87.2 2030.7± 81.5 710.9± 45.3
(2, 3) 1003.1± 37.2 2246.7± 57.4 2043.0± 56.6 1387.5± 48.2 434.9± 27.9
(3, 4) 688.6± 29.3 1244.2± 39.3 1185.3± 39.6 712.3± 31.5 175.9± 14.7
(4, 5) 395.0± 20.8 651.1± 27.1 601.3± 27.8 337.2± 21.2 44.8± 6.8
(5, 6) 202.2± 14.3 350.0± 19.0 245.2± 16.2 143.6± 12.6 10.7± 3.2
(6, 7) 92.5± 9.5 127.7± 11.1 87.8± 9.6 49.4± 7.2
(7, 8) 30.5± 5.4 45.6± 6.7 21.9± 4.7 10.7± 3.2
Table 5.4: Prompt D0 raw yields. Dotted lines indicate the large bins.
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Figure 5.6: Fit to the D∗+ in data. (a) The distribution of prompt
(circles) and secondary (open squares) D0 log10(χ
2
IP ) in MC. (b) The dis-
tribution ofD∗+ ∆m in data with the overlaid fit projection. (c) and (d) The
distribution of D0 log10(χ
2
IP ) in data with the overlaid fit projection with
|mKpi − 1865| < 30 and |∆m− 145.5| < 3.0 (signal), and |mKpi − 1865| > 30
(background), respectively. The dashed line, shaded area and dotted line
show the prompt, secondary and background fit components, respectively.
pT y
(GeV/c) (2.0, 2.5) (2.5, 3.0) (3.0, 3.5) (3.5, 4.0) (4.0, 4.5)
(0, 1) 43.8± 8.6 74.7± 12.3 31.5± 8.6
(1, 2) 74.8± 9.5 379.6± 24.2 295.5± 23.7 96.5± 13.1
(2, 3) 155.8± 13.2 350.0± 21.7 282.5± 20.8 89.3± 11.4
(3, 4) 25.7± 5.1 193.5± 14.2 265.6± 17.9 168.4± 14.7 29.0± 6.0
(4, 5) 39.4± 6.4 107.5± 11.2 143.6± 13.1 80.8± 9.5 14.0± 4.2
(5, 6) 21.6± 4.6 71.0± 8.7 74.7± 9.2 34.2± 6.1
(6, 7) 16.2± 4.0 30.6± 5.6 19.4± 4.7 8.9± 3.1
(7, 8) 8.3± 2.8 13.0± 3.6 3.8± 1.9
Table 5.5: Prompt D∗+ raw yields. Dotted lines indicate the large bins.
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the D∗+ the binning in pT is from 0 to 4, and from 4 to 8GeV/c, with the rapidity
binning the same as in the D0 case, which gives six large bins for the D∗+.
Every large bin is further divided into smaller bins with a binning of 1GeV/c
for pT and 0.5 units for rapidity. In each large bin a simultaneous fit to the D
0
(D∗+) data is performed with the corresponding PDF.
The simultaneous PDFs are defined for every large bin with some of the pa-
rameters defined per small bin and other parameters shared between small bins.
The selection of parameters, which were determined individually in each small bin,
was based on the amount of statistics available in the large bin. In the D0 case
for the large bins with pT < 4GeV/c the parameters determined in each small bin
include the signal and background yields, the signal mass shape parameters µm and
σm, the background parameter pm and the χ
2
IP shape parameters µip/{bg,sig,sec} and
σip/{bg,sig,sec}; all other parameters were common between all small bins of one large
bin. For large bins with pT > 4GeV/c the signal and background yields are small
and it is not possible to constrain all parameters in small bins. For these bins,
only the yield parameters were defined per small bin. In the D∗+ case for large
bins with pT < 4GeV/c, the parameters determined per small bin are the signal
and background yields, the signal mass parameters µm and σm, the background
parameters pm and pdm, and the prompt χ
2
IP shape parameters µip/sig and σip/sig.
For large bins with pT > 4GeV/c, only yield parameters are defined per small bin.
The initial values for the parameters describing the χ2
IP
shapes were taken from
MC by fitting the corresponding distributions with χ2IP PDFs f{bg,sig,sec}(x). The
shape of the prompt χ2
IP
distribution is well described by MC, and to stabilize the
fit to the data the parameters σip/sig, εip/sig, ρL,ip/sig and ρR,ip/sig were fixed from
the fit to the MC prompt χ2IP distribution, leaving only the mean as free parameter.
As was pointed out, due to the cut of χ2
IP
< 100 it is not possible to extract the
mean of the secondary shape from the fit to data, consequently in addition to the
shape parameters of the secondary χ2IP distribution the mean was also fixed from
the fit to MC secondary χ2
IP
distribution, i.e. µip/sec, σip/sec and ρip/sec.
Individual fits for each large bin are shown in Appendix B. Tables 5.4 and 5.5
show the raw yields for D0 and D∗+ in (pT, y) bins extracted with the fit procedure
described above.
5.4 Efficiency
The full event and detector simulation is used for signal studies and to estimate the
generator, selection and PID efficiency. The signal event samples were generated
with Pythia, followed by a full Geant event simulation and LHCb reconstruction.
Generator efficiency
During the event generation only the events in which all charged particles of the
final state have their momentum vector pointing into the angular acceptance of
the LHCb are saved and subsequently available for analysis. This requirement is
referred to as the generator cut. The efficiency of this cut was determined using the
generator-level MC, where the samples of D0 and D∗+ were generated with no cut
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pT y
(GeV/c) (2.0, 2.5) (2.5, 3.0) (3.0, 3.5) (3.5, 4.0) (4.0, 4.5)
(0, 1) 75.14± 0.40 91.75± 0.27 95.12± 0.22 90.96± 0.32 77.55± 0.52
(1, 2) 79.81± 0.35 93.71± 0.22 97.07± 0.17 93.99± 0.26 82.89± 0.47
(2, 3) 86.00± 0.40 96.68± 0.22 98.31± 0.17 95.94± 0.30 87.81± 0.58
(3, 4) 90.79± 0.46 98.62± 0.20 99.18± 0.17 97.31± 0.36 92.43± 0.70
(4, 5) 93.38± 0.55 99.49± 0.17 99.51+0.16−0.21 99.07+0.28−0.35 96.80± 0.67
(5, 6) 95.96± 0.60 99.90+0.08−0.15 99.86+0.10−0.21 99.81+0.14−0.28 97.81+0.73−0.93
(6, 7) 97.04± 0.69 100.00+0−0.21 100.00+0−0.30 99.59+0.30−0.62 96.93+1.18−1.57
(7, 8) 97.93+0.69−0.88 100.00
+0
−0.42 100.00
+0
−0.47 100.00
+0
−0.77 100.00
+0
−1.84
Table 5.6: Generator efficiency (in %) for D0 → K−pi+ in bins of (pT, y).
pT y
(GeV/c) (2.0, 2.5) (2.5, 3.0) (3.0, 3.5) (3.5, 4.0) (4.0, 4.5)
(0, 1) 74.45± 0.36 88.38± 0.28 86.49± 0.31 69.64± 0.45 36.71± 0.52
(1, 2) 79.04± 0.30 93.62± 0.19 96.87± 0.15 93.35± 0.23 75.93± 0.45
(2, 3) 85.71± 0.33 95.95± 0.20 98.78± 0.12 95.22± 0.27 87.21± 0.48
(3, 4) 90.39± 0.38 98.17± 0.19 98.62± 0.18 97.35± 0.28 91.25± 0.59
(4, 5) 92.85± 0.44 99.29± 0.16 99.86+0.07−0.10 98.66± 0.28 95.48± 0.63
(5, 6) 96.19± 0.45 99.63+0.13−0.18 99.84+0.09−0.15 99.35+0.23−0.30 97.91± 0.62
(6, 7) 96.63± 0.55 100.00+0.00−0.13 99.86+0.10−0.21 99.59+0.23−0.38 98.61+0.59−0.83
(7, 8) 98.42± 0.50 99.81+0.14−0.29 100.00+0.00−0.29 100.00+0.00−0.48 100.00+0.00−0.75
Table 5.7: Generator efficiency (in %) for D∗+ → pi+D0(K−pi+) in bins
of (pT, y).
applied. The generator efficiency εgen was determined in (pT, y) bins of generated
D0 and D∗+ particles as the fraction of events that have passed the generator cut.
In total 0.5M signal events were generated for each signal mode and for each
magnet polarity. The generator efficiency for the D0 and D∗+ are shown in Ta-
bles 5.6 and 5.7, respectively.
Selection and reconstruction efficiency
The selection efficiency is estimated using the signal MC event samples. The signal
MC sample for every generated event contains the D0 decaying to K−pi+ or D∗+
decaying to D0pi+, where D0 decays to K−pi+. The charm mesons are mainly
produced promptly from the primary vertex but can also be produced in the decay
of B mesons (secondary production). The selection efficiency is calculated using
promptly produced charm mesons.
The efficiency is defined as the number of true D0 (D∗+) reconstructed candi-
5.4 Efficiency 81
)2 (MeV/cpiKm
1.8 1.82 1.84 1.86 1.88 1.9 1.92 1.94
310×
 
)
2
Ev
en
ts
 / 
( 1
 M
eV
/c
0
2
4
6
8
10
12
310×  
(a)
)2 (MeV/cpiKm
1.8 1.82 1.84 1.86 1.88 1.9 1.92 1.94
310×
 
)
2
Ev
en
ts
 / 
( 1
 M
eV
/c
0
20
40
60
80
100
120
140
160
180
200
220
240
 
(b)
Figure 5.7: Fully (a) and partially (b) matched D0 candidates. The
number of partially matched candidates is extracted from the fit to the
corresponding mass distribution.
pT y
(GeV/c) (2.0, 2.5) (2.5, 3.0) (3.0, 3.5) (3.5, 4.0) (4.0, 4.5)
(0, 1) 0.49± 0.18 0.94± 0.16 1.85± 0.23 2.25± 0.29 2.14± 0.38
(1, 2) 1.06± 0.21 1.16± 0.17 1.87± 0.21 2.60± 0.31 2.02± 0.38
(2, 3) 0.85± 0.19 1.21± 0.16 2.07± 0.19 2.50± 0.29 2.88± 0.45
(3, 4) 0.97± 0.21 1.41± 0.18 2.01± 0.23 2.97± 0.33 2.72± 0.60
(4, 5) 1.01± 0.24 1.52± 0.27 2.20± 0.33 3.23± 0.44 4.18± 1.24
(5, 6) 1.11± 0.29 1.80± 0.37 3.22± 0.47 3.84± 0.70 3.89± 2.58
(6, 7) 1.26± 0.47 2.26± 0.54 2.43± 0.63 0.74± 0.57
(7, 8) 0.00± 1.57 2.46± 1.06 3.77± 1.22 4.45± 2.32
Table 5.8: Fraction of partially matched D0 candidates (in %).
pT y
(GeV/c) (2.0, 2.5) (2.5, 3.0) (3.0, 3.5) (3.5, 4.0) (4.0, 4.5)
(0, 1) 6242± 80 15007± 124 14723± 125 9966± 103 4298± 67
(1, 2) 7990± 90 17645± 135 16342± 131 11016± 109 4391± 68
(2, 3) 6116± 79 12426± 113 11245± 107 7389± 88 2733± 53
(3, 4) 4399± 67 8069± 90 6972± 84 4711± 69 1322± 37
(4, 5) 2951± 55 4640± 69 3926± 63 2540± 51 434± 21
(5, 6) 1592± 40 2420± 50 1900± 44 1131± 34 89± 10
(6, 7) 756± 28 983± 31 770± 28 442± 21
(7, 8) 309± 18 367± 19 265± 16 102± 10
Table 5.9: Corrected number of D0 candidates.
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Figure 5.8: Fully (a) and partially (b) matched D∗+ candidates. The
number of partially matched candidates is extracted from the fit to the
corresponding mass distribution.
pT y
(GeV/c) (2.0, 2.5) (2.5, 3.0) (3.0, 3.5) (3.5, 4.0) (4.0, 4.5)
(0, 1) 3.80± 2.03 7.26± 2.34 5.05± 3.73
(1, 2) 7.22± 1.90 7.29± 1.03 8.64± 1.14 7.77± 1.77
(2, 3) 4.04± 0.93 6.81± 0.82 7.02± 0.93 5.02± 1.40
(3, 4) 3.59± 1.71 5.63± 0.87 5.80± 0.79 5.41± 0.91 7.86± 1.91
(4, 5) 0.93± 1.08 4.86± 0.94 3.81± 0.74 5.86± 1.06 5.01± 2.24
(5, 6) 1.95± 1.17 5.64± 1.09 3.74± 0.99 6.63± 1.52
(6, 7) 1.29± 1.26 4.57± 1.39 7.07± 1.77 7.99± 2.37
(7, 8) 0.68± 1.59 2.59± 1.47 4.00± 2.23
Table 5.10: Fraction of partially matched D∗+ candidates (in %).
pT y
(GeV/c) (2.0, 2.5) (2.5, 3.0) (3.0, 3.5) (3.5, 4.0) (4.0, 4.5)
(0, 1) 547± 25 576± 27 171± 14
(1, 2) 548± 25 3046± 62 2422± 54 827± 31
(2, 3) 1333± 38 2989± 58 2095± 48 676± 27
(3, 4) 261± 16 1525± 40 2153± 48 1413± 39 397± 21
(4, 5) 342± 19 1233± 36 1316± 37 821± 29 140± 12
(5, 6) 254± 16 723± 27 688± 27 419± 21
(6, 7) 177± 13 374± 20 335± 19 181± 14
(7, 8) 70± 8 157± 13 110± 11
Table 5.11: Corrected number of D∗+ candidates.
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pT y
(GeV/c) (2.0, 2.5) (2.5, 3.0) (3.0, 3.5) (3.5, 4.0) (4.0, 4.5)
(0, 1) 5.62± 0.07 12.13± 0.11 12.86± 0.12 10.54± 0.11 6.48± 0.10
(1, 2) 5.96± 0.07 12.45± 0.10 13.00± 0.11 10.95± 0.11 6.45± 0.10
(2, 3) 7.75± 0.10 15.84± 0.15 16.80± 0.17 14.23± 0.18 7.79± 0.16
(3, 4) 10.14± 0.16 19.84± 0.24 20.92± 0.28 18.69± 0.30 7.86± 0.23
(4, 5) 12.48± 0.24 22.11± 0.36 23.07± 0.41 20.24± 0.44 5.38± 0.27
(5, 6) 12.18± 0.32 21.36± 0.48 21.53± 0.55 17.66± 0.57 2.27± 0.25
(6, 7) 10.33± 0.40 15.82± 0.54 16.00± 0.62 12.94± 0.66
(7, 8) 7.02± 0.43 10.11± 0.56 9.64± 0.62 5.77± 0.59
Table 5.12: D0 → K−pi+ reconstruction efficiency (in %) in bins of
(pT, y).
pT y
(GeV/c) (2.0, 2.5) (2.5, 3.0) (3.0, 3.5) (3.5, 4.0) (4.0, 4.5)
(0, 1) 1.59± 0.07 2.44± 0.11 1.63± 0.14
(1, 2) 1.10± 0.05 6.77± 0.14 6.87± 0.16 3.60± 0.14
(2, 3) 4.44± 0.13 11.80± 0.24 10.48± 0.25 5.10± 0.21
(3, 4) 1.54± 0.10 9.48± 0.26 15.89± 0.38 14.11± 0.41 5.89± 0.31
(4, 5) 3.52± 0.20 13.97± 0.44 18.83± 0.57 15.60± 0.59 4.13± 0.36
(5, 6) 4.59± 0.30 14.99± 0.60 17.61± 0.74 15.31± 0.81
(6, 7) 5.58± 0.43 13.67± 0.76 15.10± 0.90 11.54± 0.91
(7, 8) 3.79± 0.46 9.33± 0.78 9.24± 0.92
Table 5.13: D∗+ → pi+D0(K−pi+) reconstruction efficiency (in %) in
bins of (pT, y).
dates that have passed the same selections as are used for the data (except PID),
divided by the total number of generated charm mesons in a specific (pT, y) bin:
εsel(i) =
Nsel(i)
Ngen(i)
, (5.7)
where Nsel(i) is the number of reconstructed D
0 (D∗+) that have passed all se-
lections, Ngen(i) is the number of events that have passed the generator cut, and
index i denotes the (pT, y) bin.
The number of true charm mesons is obtained by performing “truth” matching,
which requires that all final state particles in the decay of a charm meson are
matched to reconstructed tracks. This procedure has an inefficiency associated with
the matching algorithm, consequently underestimating the yield. The correction
for this effect is determined by performing the fit in (pT, y) bins to the mKpi of the
D0 or ∆m of the D∗+ candidates for which all tracks but one are matched. This
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procedure allows to reduce the effect of the matching inefficiency to a negligible
level.
Due to limited MC statistics the fit is performed in large and small bins, sim-
ilar to the fit to data, however, only signal (partially matched candidates) and
background yields are defined per small bin.
Figure 5.7 shows the reconstructed mass of the D0 candidates for fully matched
and partially matched candidates. The fit to partially matched candidates is per-
formed using PDF where the signal is described with CB function (Eq. (5.5)) and
background is described with a linear function. Tables 5.8 and 5.9 show the frac-
tion of partially matched D0 candidates extracted from the fit and the corrected
number of D0 candidates, respectively. The mismatch rate for D0 candidates varies
from 0.5% to 4%. This corresponds to the mismatch rate per track from 0.25% to
2%, assuming the same matching inefficiency for kaon and pion.
Figure 5.8 shows the reconstructed mass of D∗+ candidates for fully matched
and partially matched candidates. The fit to partially matched candidates is per-
formed with PDF where the signal is described with a Gaussian and the background
is described with the function (∆m−mpi)p, where p is a free parameter. Tables 5.10
and 5.11 show the fraction of partially matched D∗+ candidates extracted from the
fit and the corrected number of D∗+ candidates, respectively. The mismatch rate
for D∗+ candidates varies from 1% to 8%, which is factor of 2 larger than in the
D0 case, and is mainly due to the mismatch of the pion from the D∗+.
Tables 5.12 and 5.13 show the reconstruction efficiency in (pT, y) bins for D
0
and D∗+, respectively.
PID efficiency
The PID efficiency is estimated from the data due to the poor description of PID
variables in the simulation. To illustrate this, Fig. 5.9 shows a data/MC comparison
of the background subtracted PID distributions for kaons and pions.
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Figure 5.9: Background subtracted distribution of PID likelihood values
for kaons (a) and pions (b).
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pT y
(GeV/c) (2.0, 2.5) (2.5, 3.0) (3.0, 3.5) (3.5, 4.0) (4.0, 4.5)
(0, 1) 87.24± 0.10 88.21± 0.04 90.35± 0.03 90.78± 0.03 85.84± 0.06
(1, 2) 88.35± 0.07 89.58± 0.03 91.56± 0.03 90.33± 0.03 83.69± 0.06
(2, 3) 90.29± 0.06 92.03± 0.03 92.84± 0.03 89.72± 0.04 81.69± 0.08
(3, 4) 92.27± 0.06 93.87± 0.04 93.80± 0.05 88.80± 0.06 79.74± 0.15
(4, 5) 93.76± 0.09 94.70± 0.07 93.91± 0.08 87.56± 0.11 77.41± 0.29
(5, 6) 95.09± 0.13 95.50± 0.13 94.12± 0.15 86.37± 0.20 76.33± 0.44
(6, 7) 96.39± 0.20 96.25± 0.21 93.95± 0.26 84.60± 0.36
(7, 8) 96.90± 0.34 96.32± 0.36 93.53± 0.45 83.48± 0.62
Table 5.14: D0 → K−pi+ PID efficiency (in %) in bins of (pT, y).
pT y
(GeV/c) (2.0, 2.5) (2.5, 3.0) (3.0, 3.5) (3.5, 4.0) (4.0, 4.5)
(0, 1) 90.73± 0.03 90.55± 0.04 86.27± 0.06
(1, 2) 90.13± 0.04 91.58± 0.03 90.35± 0.03 84.00± 0.06
(2, 3) 91.97± 0.04 92.57± 0.03 89.91± 0.04 81.95± 0.08
(3, 4) 91.85± 0.07 93.70± 0.04 93.70± 0.04 89.25± 0.06 80.18± 0.13
(4, 5) 93.34± 0.09 94.53± 0.07 93.80± 0.07 87.99± 0.09 77.96± 0.25
(5, 6) 94.35± 0.12 95.25± 0.11 93.81± 0.12 86.80± 0.16
(6, 7) 95.80± 0.17 96.11± 0.18 94.32± 0.22 86.08± 0.28
(7, 8) 96.69± 0.27 96.18± 0.30 93.79± 0.34
Table 5.15: D∗+ → pi+D0(K−pi+) PID efficiency (in %) in bins of (pT, y).
The PID efficiency is estimated using the PID efficiencies of kaons and pions
produced in D0 decays. The kaon and pion PID efficiencies are extracted from
data, using the calibration data sample of K0s → pi+pi− and φ → K+K−, in six
bins of momentum p and five bins of pseudo-rapidity η:
• p (GeV/c): [3.2, 6.0], [6.0,9.3], [9.3, 15.6], [15.6, 25.0], [25.0, 40.0], [40.0,
100.0];
• η: [2.0, 2.5], [2.5, 3.0], [3.0, 3.5], [3.5, 4.0], [4.0, 5.0].
This binning scheme is chosen as a compromise between bin size and calibration
statistics. Due to the limited statistics of the calibration data samples the region
of η > 4.4 and p < 8GeV/c is vetoed for both kaons and pions. In addition due to
RICH acceptance requirements the following kinematic regions are vetoed:
• 2.0 < η < 2.5 and 25 < p < 100GeV/c for kaons and pions;
• 3.5 < η < 5.0 and 3.2 < p < 6GeV/c for kaons;
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• 2.5 < η < 3.0 and 40 < p < 100GeV/c for pions;
• 3.0 < η < 3.5 and 60 < p < 100GeV/c for pions.
To determine the effect of the PID requirements in the analysis the kaon and
pion identification efficiencies are used as weights for reconstructed D0 candidates
in MC. The weight for a given D0 candidate is calculated as
W = εK · εpi, (5.8)
where εK and εpi are the PID efficiencies of kaons and pions in their corresponding
(p, η) bin, respectively.
The PID efficiency for a given (pT, y) bin of D
0 (D∗+) is then calculated as the
ratio of weighted matched candidates to the total number of matched candidates
(i.e. without PID criteria applied) in this bin:
ε(i) =
∑
j
W(j)
N(i)
, (5.9)
where index i denotes the (pT, y) bin of the D
0 (D∗+). The sum goes over all
MC matched events in bin i and the N(i) is the total number of MC matched
candidates in bin i.
A dedicated PID calibration package [57,58] is used to obtain the PID efficien-
cies for kaons and pions, as well as a binomial error for the efficiency. The error on
the PID efficiency for D0 (D∗+) was calculated using error propagation, assuming
no correlation between the kaon and the pion, and their (p, η) bins:
σε(i) =
√∑
j
(σW(j))2
N(i)
, (5.10)
where σW = σ(εK) · εpi + εK · σ(εpi).
Tables 5.14 and 5.15 show the PID efficiency for D0 and D∗+ in (pT, y) bins.
The errors are calculated using Eq. (5.10).
Total efficiency
The total efficiency is defined as the product of generator, reconstruction and PID
efficiency in corresponding (pT, y) bins:
ε = εgen · εrec · εpid. (5.11)
Tables 5.16 and 5.17 show the total efficiency in (pT, y) bins for D
0 and D∗+,
respectively. The errors are calculated as the sum of the squares of corresponding
efficiency values.
As a cross check the ratio of the efficiencies of D∗+ to D0 can be studied. Ta-
ble 5.18 shows the D∗+ to D0 ratios of generator, reconstruction and PID efficiency.
The ratio of generator efficiency is approximately 1 in all bins except at very low
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pT y
(GeV/c) (2.0, 2.5) (2.5, 3.0) (3.0, 3.5) (3.5, 4.0) (4.0, 4.5)
(0, 1) 3.68± 0.05 9.82± 0.09 11.05± 0.10 8.70± 0.10 4.32± 0.07
(1, 2) 4.20± 0.05 10.45± 0.09 11.55± 0.10 9.30± 0.10 4.47± 0.08
(2, 3) 6.01± 0.09 14.09± 0.14 15.33± 0.16 12.25± 0.16 5.59± 0.12
(3, 4) 8.50± 0.14 18.37± 0.23 19.47± 0.26 16.15± 0.27 5.79± 0.17
(4, 5) 10.93± 0.22 20.83± 0.34 21.56± 0.39 17.55± 0.39 4.03± 0.20
(5, 6) 11.12± 0.30 20.38± 0.46 20.23± 0.52 15.22± 0.50 1.70± 0.18
(6, 7) 9.66± 0.38 15.23± 0.53 15.03± 0.59 10.91± 0.56
(7, 8) 6.66± 0.41 9.73± 0.54 9.02± 0.58 4.82± 0.50
Table 5.16: D0 → K−pi+ overall efficiency (in %), including reconstruc-
tion, generator and PID, in bins of (pT, y).
pT y
(GeV/c) (2.0, 2.5) (2.5, 3.0) (3.0, 3.5) (3.5, 4.0) (4.0, 4.5)
(0, 1) 1.25± 0.06 1.54± 0.07 0.52± 0.04
(1, 2) 0.93± 0.04 6.01± 0.12 5.79± 0.13 2.30± 0.09
(2, 3) 3.92± 0.11 10.79± 0.22 8.97± 0.22 3.64± 0.15
(3, 4) 1.28± 0.08 8.72± 0.24 14.68± 0.35 12.26± 0.36 4.31± 0.23
(4, 5) 3.05± 0.17 13.11± 0.41 17.64± 0.54 13.54± 0.52 3.08± 0.27
(5, 6) 4.16± 0.27 14.22± 0.57 16.49± 0.69 13.20± 0.70
(6, 7) 5.16± 0.40 13.14± 0.73 14.22± 0.85 9.89± 0.78
(7, 8) 3.60± 0.44 8.96± 0.75 8.67± 0.87
Table 5.17: D∗+ → pi+D0(K−pi+) overall efficiency (in %), including
reconstruction, generator and PID, in bins of (pT, y).
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pT y
(GeV/c) (2.0, 2.5) (2.5, 3.0) (3.0, 3.5) (3.5, 4.0) (4.0, 4.5)
(0, 1) 0.991± 0.007 0.963± 0.004 0.909± 0.004 0.766± 0.006 0.473± 0.007
(1, 2) 0.990± 0.006 0.999± 0.003 0.998± 0.002 0.993± 0.004 0.916± 0.008
(2, 3) 0.997± 0.006 0.993± 0.003 1.005± 0.002 0.992± 0.004 0.993± 0.009
(3, 4) 0.996± 0.007 0.995± 0.003 0.994± 0.002 1.000± 0.005 0.987± 0.010
(4, 5) 0.994± 0.008 0.998± 0.002 1.004± 0.002 0.996± 0.004 0.986± 0.009
(5, 6) 1.002± 0.008 0.997± 0.002 1.000± 0.002 0.995± 0.003 1.001± 0.011
(6, 7) 0.996± 0.009 1.000± 0.002 0.999± 0.003 1.000± 0.005 1.017± 0.016
(7, 8) 1.005± 0.009 0.998± 0.004 1.000± 0.005 1.000± 0.008 1.000± 0.018
Table 5.18: Ratio of D∗+ to D0 generator efficiency in bins of (pT, y).
pT y
(GeV/c) (2.0, 2.5) (2.5, 3.0) (3.0, 3.5) (3.5, 4.0) (4.0, 4.5)
(0, 1) 0.124± 0.006 0.231± 0.011 0.251± 0.021
(1, 2) 0.089± 0.004 0.521± 0.012 0.627± 0.016 0.559± 0.023
(2, 3) 0.280± 0.009 0.702± 0.016 0.736± 0.020 0.654± 0.030
(3, 4) 0.152± 0.010 0.478± 0.014 0.759± 0.021 0.755± 0.025 0.749± 0.045
(4, 5) 0.282± 0.017 0.632± 0.022 0.816± 0.029 0.771± 0.034 0.768± 0.077
(5, 6) 0.377± 0.026 0.702± 0.032 0.818± 0.040 0.867± 0.054
(6, 7) 0.540± 0.047 0.864± 0.057 0.944± 0.067 0.891± 0.084
(7, 8) 0.539± 0.073 0.924± 0.093 0.958± 0.114
Table 5.19: Ratio of D∗+ toD0 reconstruction efficiency in bins of (pT, y).
pT y
(GeV/c) (2.0, 2.5) (2.5, 3.0) (3.0, 3.5) (3.5, 4.0) (4.0, 4.5)
(0, 1) 1.004± 0.001 0.998± 0.001 1.005± 0.001
(1, 2) 1.006± 0.001 1.000± 0.001 1.000± 0.001 1.004± 0.001
(2, 3) 0.999± 0.001 0.997± 0.001 1.002± 0.001 1.003± 0.001
(3, 4) 0.996± 0.001 0.998± 0.001 0.999± 0.001 1.005± 0.001 1.006± 0.003
(4, 5) 0.996± 0.001 0.998± 0.001 0.999± 0.001 1.005± 0.002 1.007± 0.005
(5, 6) 0.992± 0.002 0.997± 0.002 0.997± 0.002 1.005± 0.003
(6, 7) 0.994± 0.003 0.999± 0.003 1.004± 0.004 1.017± 0.005
(7, 8) 0.998± 0.004 0.999± 0.005 1.003± 0.006
Table 5.20: Ratio of D∗+ to D0 PID efficiency in bins of (pT, y).
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pT and high y, where the pion from the D
∗+ can escape the detector. The PID
efficiency ratio is approximately 1 in all bins, showing that in the same (pT, y) bin
the kinematic of D0 and D0 from D∗+ are approximately the same. The recon-
struction efficiency ratio effectively corresponds to the reconstruction efficiency of
the pion produced in the D∗+ decay, depending on the kinematics of the D∗+.
Efficiency corrected yields
The efficiency corrected yields are calculated as the raw yield divided by the total
efficiency. Tables 5.21 and 5.22 show the efficiency corrected yields in (pT, y) bins
for D0 and D∗+, respectively. The errors show only the statistical uncertainty. The
errors in the efficiency are regarded as a systematic uncertainty and are discussed
in the next section.
pT y
(GeV/c) (2.0, 2.5) (2.5, 3.0) (3.0, 3.5) (3.5, 4.0) (4.0, 4.5)
(0, 1) 815.1± 39.1 1840.2± 66.5 1947.5± 78.6 1357.4± 70.7 481.0± 45.0
(1, 2) 1201.1± 47.2 2972.6± 82.8 2899.3± 87.2 2030.7± 81.5 710.9± 45.3
(2, 3) 1003.1± 37.2 2246.7± 57.4 2043.0± 56.6 1387.5± 48.2 434.9± 27.9
(3, 4) 688.6± 29.3 1244.2± 39.3 1185.3± 39.6 712.3± 31.5 175.9± 14.7
(4, 5) 395.0± 20.8 651.1± 27.1 601.3± 27.8 337.2± 21.2 44.8± 6.8
(5, 6) 202.2± 14.3 350.0± 19.0 245.2± 16.2 143.6± 12.6 10.7± 3.2
(6, 7) 92.5± 9.5 127.7± 11.1 87.8± 9.6 49.4± 7.2
(7, 8) 30.5± 5.4 45.6± 6.7 21.9± 4.7 10.7± 3.2
Table 5.21: D0 → K−pi+ efficiency corrected yields.
pT y
(GeV/c) (2.0, 2.5) (2.5, 3.0) (3.0, 3.5) (3.5, 4.0) (4.0, 4.5)
(0, 1) 43.8± 8.6 74.7± 12.3 31.5± 8.6
(1, 2) 74.8± 9.5 379.6± 24.2 295.5± 23.7 96.5± 13.1
(2, 3) 155.8± 13.2 350.0± 21.7 282.5± 20.8 89.3± 11.4
(3, 4) 25.7± 5.1 193.5± 14.2 265.6± 17.9 168.4± 14.7 29.0± 6.0
(4, 5) 39.4± 6.4 107.5± 11.2 143.6± 13.1 80.8± 9.5 14.0± 4.2
(5, 6) 21.6± 4.6 71.0± 8.7 74.7± 9.2 34.2± 6.1
(6, 7) 16.2± 4.0 30.6± 5.6 19.4± 4.7 8.9± 3.1
(7, 8) 8.3± 2.8 13.0± 3.6 3.8± 1.9
Table 5.22: D∗+ → pi+D0(K−pi+) efficiency corrected yields.
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5.5 Systematic uncertainties
There are several sources of systematic uncertainties. First, is the uncertainty re-
lated to the limited statistics of the MC samples that are used to extract generator,
reconstruction and PID efficiencies. Second, is the systematic that comes from the
difference between data and MC, in particular the difference in the shapes of the
distributions for variables that are used in selections. The third contribution comes
from the method of yield extraction, i.e. the systematic fit uncertainties in the data
and the correction for the matching inefficiency in MC.
Some systematic uncertainties are correlated and are calculated per bin, i.e
systematic uncertainties on efficiencies. The uncorrelated systematic uncertainties
affect the overall scale of the cross section, for example uncertainties on luminosity,
branching fractions and the tracking efficiency.
Generator and reconstruction efficiency
The systematic uncertainties of the generator and reconstruction efficiencies are
extracted from the number of D0/D∗+ in the corresponding MC samples. The
relative error in the reconstruction efficiency varies from 1% to 10% depending on
the bin. For the generator efficiency the relative errors are less than 1% in all
relevant bins.
PID efficiency
There are two sources that contribute to the total systematic uncertainty on the
PID efficiency. The first contribution is related to the limited statistic of the
calibration data sample and is directly propagated from the uncertainties on the
kaon and pion PID values (see Eq. (5.10)). The second contribution is related
to the method that is used to determine the PID efficiency. This systematic is
determined using MC by comparing the charm signal sample and the calibration
sample.
The PID efficiency on the signal MC sample is given as
εsigi =
Npidi
Ni
, (5.12)
where N is the total number of truth matched candidates and Npid is the number of
truth matched candidates that have passed the PID requirements. Index i defines
a particular (pT, y) bin.
Alternatively, the PID efficiency εclbri of the MC calibration sample (K
0
s →
pi+pi− and φ → K+K−) is determined using in the same way as used for data, as
described in Section 5.4.
Finally, the difference ∆εi = ε
sig
i −εclbri for each (pT, y) bin is calculated. Due to
a possible relative shift in log(LK/Lpi) value between data and MC (see Fig. 5.9)
the ∆εi is determined by varying the PID cut over a range of ±5 units around the
nominal value. The maximum absolute difference was taken as an estimate for
the systematic uncertainty. Due to the limited MC statistics the PID efficiency in
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pT y
(GeV/c) (2.0, 2.5) (2.5, 3.0) (3.0, 3.5) (3.5, 4.0) (4.0, 4.5)
(0, 1) 4.9 3.3 1.9 1.1 4.1
(1, 2) 3.3 3.0 1.5 1.8 3.5
(2, 3) 1.3 2.1 1.5 2.1 5.2
(3, 4) 4.7 2.2 1.3 5.2 5.2
(4, 5) 4.8 4.9 1.6 5.2 5.2
(5, 6) 5.2 5.2 5.2 5.2 5.2
(6, 7) 5.2 5.2 5.2 5.2 5.2
(7, 8) 5.2 5.2 5.2 5.2 5.2
Table 5.23: PID efficiency systematic uncertainties (in %).
some (pT, y) bins cannot be determined. Consequently, for these bins the maximum
found for all other bins is taken as a conservative estimate of systematic uncertainty.
Table 5.23 shows the systematic uncertainty for the PID efficiency in (pT, y)
bins obtained with this method.
The same systematic uncertainty is used for D0 and D∗+ as the kinematic of
D0 and D0 produced in D∗+ decay is similar (see Section 5.4).
Data/MC difference
The systematic uncertainties related to the difference between data and MC are
estimated by comparing the efficiency corrected yields for statistically independent
data sets. These data sets are defined by dividing the range of variables (kaon/pion
χ2
IP
, D0 proper time cτ , D0 χ2vtx and cos(θpi) in D
0 rest frame) into two non
overlapping regions. For the proper time the division point is 200µm, which gives
two data sets: 90µm < cτ < 200µm and 200µm < cτ . In the same way, the data
sets for the χ2
IP
, cos(θpi) and χ
2
vtx are defined with the separation points at 25, 0.0
and 1, respectively. For each data set the reconstruction and PID efficiencies are
calculated and subsequently used to calculate the efficiency corrected yields using
the same pT and rapidity binning as for the main result.
Figure 5.10 shows the pull distributions of efficiency corrected yields for different
variables. The pull is defined as
Pull =
Ncorr,2 −Ncorr,1√
σ2corr,2 + σ
2
corr,1
, (5.13)
where Ncorr and σcorr are efficiency corrected yields and statistical uncertainties.
Each entry in the pull distributions corresponds to one bin in (pT, y).
The pull distributions show no evidence of systematic effects for the χ2IP and
proper time variables, i.e. the kaon/pion χ2
IP
and the life time acceptance are in
good agreement between data and MC.
The pull of χ2vtx shows a large shift. Further analysis shows that the χ
2
vtx in
data is overestimated compared to MC by a scale factor of about 1.25 which corre-
sponds to a constant shift of about 0.1 of log
10
(χ2vtx) (see Fig. 5.11 (c)). This scale
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Figure 5.10: Pull distributions of efficiency corrected yields calculated
between two independent data samples. The data samples are defined to
have different ranges of kaon/pion χ2IP (a), D
0 proper time cτ (b), D0 χ2vtx
(c) and cos(θpi) in D
0 rest frame (d).
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Figure 5.11: Data/MC comparison for kaon/pion χ2IP (a), D
0 proper
time cτ (b), D0 χ2vtx (c), and cos(θpi) in D
0 rest frame (d). The circles,
squares and triangles correspond to the data background subtracted yield,
the data background yield in mass windows [1790; 1940]MeV/c2 scaled by
factor 0.1, and the number of truth matched candidates in MC, respectively.
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Figure 5.12: Ratio of yield in data to the number of MC truth matched
candidates for kaon/pion χ2IP (a), D
0 proper time cτ (b), D0 χ2vtx (c) and
cos(θpi) in D
0 rest frame (d).
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factor leads to an overestimation of the reconstruction efficiency. The corrected
reconstruction efficiency can be extracted by applying the cut in MC on the χ2vtx
which is adjusted by a factor 1.25: χ2 · 1.25 < 9. The difference in efficiency values
between standard and corrected cut is 1.5%. This value is treated as the systematic
error for the χ2vtx cut.
Note that the data/MC shift in D0 log10(χ
2
vtx) is approximately the same as the
shift observed in D0 log
10
(χ2
IP
) (see parameter µip/sig in Fig. 5.5 for MC (a) and
data (c)). One would not expect to observe these shifts, as there is no data/MC
difference observed for kaon and pion χ2IP . However, these variables effectively link
together different parts of the detector, through the kaon and pion, and shifts can
be due to residual misalignment of the detector, such as scale along x or z axis.
Figure 5.11 shows the distributions of signal yield for data and MC in bins of se-
lection variables. The circles and triangles correspond to the signal and background
in data obtained from the fit to the mass distribution with linear background and
Gaussian signal shapes. The background is scaled by a factor of 0.1. The squares
correspond to the number of MC truth matched events scaled to the data yield.
The ratios of data to scaled MC are shown in Fig. 5.12.
The cos(θpi) pull distribution shows no evidence of systematic effect. However,
the ratio for cos(θpi) (Fig. 5.12 (d)) shows a hint for a systematical deviation that
can be related to the difference in track acceptance between data and MC for the
pion produced in the backward direction in the center-of-mass of the D∗+ meson
(cos(θpi) ≈ −1). This difference affects only a small fraction of events, and the
systematic uncertainty is negligible.
Fit systematic uncertainty
The systematic uncertainty of the fit was estimated by performing the fit with
different PDFs describing log10(χ
2
IP ), mKpi and ∆m shapes.
For the log10(χ
2
IP
) the Bukin PDF [59] was used as a cross check. The Bukin
PDF is defined for x1 < x < x2 as
P (x) ∼ exp
(
− ln(2) ·
[
ln
(
1+2ξ
√
1+ξ2 x−µ
σ
√
2 ln(2)
)
ln
(
1+2ξ2−2ξ
√
1+ξ2
)
]2)
(5.14)
and for x < x1 or x2 < x as
P (x) ∼ exp
(
ξ
√
1+ξ2(x−xi)
√
2 ln(2)
σ
(√
1+ξ2−ξ
)2
ln
(√
1+ξ2+ξ
) + ρi
(
x−xi
µ−xi
)2
− ln(2)
)
, (5.15)
where ρi = ρ1 and xi = x1 when x < x1, and ρi = ρ2 and xi = x2 when x > x2. x1
and x2 are defined as
x1,2 = µ+ σ
√
2 ln(2)
(
ξ√
1 + ξ2
∓ 1
)
. (5.16)
The parameters µ and σ define the position and width of the core, ρ1 and
ρ2 define the left and right exponential tails, and ξ is the asymmetry parameter.
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Note that the number of parameter is the same as in AGE PDF (Eq. (5.6)). The
difference in yields between the standard and the Bukin PDF does not show any
sign of a systematic deviation.
For mKpi and ∆m a Gaussian PDF was used as a cross check. The Gaussian
shape describes well themKpi and ∆m distributions, but does not take into account a
possible radiation tail on the left side of the mass distributions, which is clearly seen
in the data. Possibly other sources than initial/final state radiation of the photon
contribute to this tail. Consequently, the average difference in yields between these
two PDFs is taken as systematic uncertainty. The difference is found to be the
same for mKpi and ∆m, and amounts to 2.5%.
Number of primary vertexes
The number of reconstructed primary vertexes (NPV ) in the data is shown in
Fig. 5.13. Most of the events contain only one reconstructed primary vertex, while
about 10% of events have two or more vertexes.
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Figure 5.13: Number of reconstructed primary vertexes in a selected D0
sample.
The reconstruction efficiency differs by up to 10% (relative) for events containing
two collisions from those with one collision. Combined with the 10% fraction of
events with two reconstructed primary vertexes in data, this gives an estimate of
1% systematic uncertainty.
Binning
As the cross section is measured in (pT, y) bins, the difference between data and MC
distributions of these variables can lead to an additional systematic effect, which
is referred to as binning systematics. One can estimate the scale of this effect
by performing the measurement in smaller size bins. However, due to the limited
statistics this is not possible in two dimensions. Figure 5.14 shows the distribution
of pT and rapidity spectra for data and MC with bin sizes which are half of the
standard size: 0.5GeV/c in pT, and 0.25 units in y.
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Figure 5.14: Data/MC comparison for D0 pT (a) and y (b) spectra and
corresponding ratios of data to MC (c,d).
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Figure 5.15: D0 reconstruction efficiency as a function of pT (a) and y
(b).
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The ratio of data to MC varies within nominal bins by up to ±10%4The vari-
ation within nominal bin is taken to be the half difference of smaller size bins.
However, if the efficiency is constant within a bin, this variation should not in-
troduce any systematic effect. Figure 5.15 shows the reconstruction efficiency as
function of pT (a) and rapidity (b) in half size bins. The efficiency within nominal
bins varies by up to ±10%, but this variation in turn will not introduce a systematic
effect if the data to MC ratio is constant within a bin.
Consequently, the binning systematics can be estimated as the product of the
difference between two neighboring bins in the ratio and efficiency. Taking the
maximum variations gives an estimate of the systematic uncertainty of 1%.
Multiple candidates
During the selection one expects to find one reconstructed D0 or D∗+ candidate
per event. Given the total average efficiency of less than 10% the probability to
reconstruct a pair of D0 or D∗+ particles is less than 0.1%, consequently, other
candidates in the same event usually correspond to background coming from the
presence of ghost or clone tracks.
After all selections are applied the number of selected D0 candidates in the full
mass range is 145618, and the fraction of events with two or more candidates per
events accounts for 1.4%. Selecting candidates with D0 χ2
IP
< 9 and |mKpi−1865| <
25MeV/c2 gives about 90% of the signal events with only a small contribution
of background. The fraction of events with two or more candidates with these
selections is 0.2%. This number is a conservative estimate of the double counting
systematic uncertainty for D0 and is negligible.
In case of D∗+, the total number of selected candidates after all selections is
14544. The fraction of events with 2 or more candidates amounts to 17%. Selecting
the signal D∗+ region with D0 χ2
IP
< 9, |mKpi − 1865| < 25MeV/c2 and |∆m −
145.5| < 2.5MeV/c2 leaves about 7.3% of events with 2 or more candidates. In
MC the fraction of events with 2 or more candidates in the same kinematic region
amounts to about 6.6%. The difference in these numbers, i.e. 1%, is taken as an
estimate of the double counting systematic uncertainty for D∗+.
D
∗+ systematic uncertainties
The D∗+ selections are based on the D0 selections, and most systematic uncer-
tainties are the same. The only additional systematic uncertainty comes from the
selection of the D∗+ χ2vtx and the correlated tracking systematic uncertainty of the
pion from the D∗+. The behavior of the D∗+ χ2vtx is similar to that of D
0 χ2vtx,
however, the scale factor is larger and gives systematic uncertainty of 2%.
Total systematic uncertainty
The systematic uncertainties are summarized in Tables 5.24 and 5.25. There are
two types of systematic uncertainties. The first type of uncertainties are correlated
4.
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Source of uncertainty D0 D∗+
Efficiency (per bin):
- Generator efficiency 0.1÷ 0.8 0.1÷ 1.4
- Reconstruction efficiency 0.9÷ 11.0 2.0÷ 12.1
PID:
- PID efficiency < 1
- PID cut variation 1÷ 5
NPV 1.0 1.0
Binning 1.0 1.0
Double counting — 1.0
Quadratic sum 1.6÷ 12.0 2.5÷ 13.2
Table 5.24: Correlated systematic uncertainties (in %) on measured cross
section of D0 and D∗+. The uncertainties shown in combined cells are fully
correlated between D0 and D∗+ (i.e. PID cut variation). “—” denotes
negligible systematic uncertainty.
Source of uncertainty D0 D∗+
Data/MC:
- K/pi χ2
IP —
- D0 proper time cτ —
- cos(θpi) in D
0 rest frame —
- D0 χ2vtx 1.5
- D∗+ χ2vtx n/a 2.0
Fit:
- D0 log10(χ
2
IP ) shape —
- mKpi shape 2.5
- ∆m shape n/a 2.5
Luminosity 3.6
B(D0 → K−pi+) 1.3
B(D∗+ → D0pi+) n/a 0.7
Tracking 6.0 10.0
Quadratic sum 7.7 11.5
Table 5.25: Uncorrelated (per bin) systematic uncertainties (in %) on
measured cross section ofD0 and D∗+. The tracking systematic uncertainty
for D0 includes 3% error for kaon and pion tracks that are summed linearly
giving 6% uncertainty. In the D∗+ case the additional 4% is added linearly
giving 10% uncertainty. “—” denotes negligible systematic uncertainty.
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between different bins and affect the overall scale of the cross section. The second
type are uncorrelated uncertainties that are applied to each bin individually.
The correlated systematic uncertainties include D0 χ2vtx and D
∗+ χ2vtx, and fit
uncertainties related to the mKpi and ∆m shapes. In addition there are correlated
uncertainties on luminosity, branching fractions and tracking efficiency.
The bin-to-bin uncorrelated uncertainties include efficiency, binning and multi-
ple candidates, and the number of primaries. The efficiency systematic uncertain-
ties are calculated per bin with the main contribution coming from reconstruction
efficiency and the PID systematic uncertainty that is estimated from the variation
of the PID cut. The magnitudes of these uncertainties are limited by the signal MC
samples statistics, however, they are still smaller than the statistical uncertainty
on the yield in most bins.
In addition to these two types of uncertainty correlations, there are correla-
tions present between the D0 and D∗+ uncertainties. Most of the D0 systematic
uncertainties are also applied to D∗+. In particular, the luminosity and tracking
efficiency systematic uncertainties, that are the main sources for the bin-to-bin
correlated uncertainty, are assumed to be fully correlated between D0 and D∗+
modes. The bin-to-bin uncorrelated uncertainties that are common to D0 and D∗+
include only the PID uncertainties due to the PID cut variation. These D0/D∗+
correlated uncertainties cancel in the ratio and will be discussed later.
In summary, the total uncorrelated uncertainty includes a bin-to-bin uncer-
tainty that varies from 1.6% to 12% for D0 and from 2.5% to 13.2% for D∗+, and
an additional uncertainty of 1.4% and 1.7% for D0 and D∗+, respectively. The
total correlated systematic uncertainty amounts to 7.7% and 11.5% for D0 and
D∗+, respectively.
5.6 Cross section
The cross section is calculated in each (pT, y) bin as
σi =
Ni
εi · B · L , (5.17)
where Ni and εi are the yield and efficiency in (pT, y) bin i. B and L are the
branching fraction and luminosity. The branching fractions [60] are B(D0 →
K−pi+) = (3.89 ± 0.05)% and B(D∗+ → pi+D0) = (67.7 ± 0.5)%. The luminos-
ity is L = 5.01± 0.18nb−1 (Eq. (5.1)).
Tables 5.26 and 5.27 show the differential production cross sections in bins of
(pT, y) calculated with Eq. (5.17) for promptD
0 andD∗+ mesons, respectively. The
first error is statistical and the second is the uncorrelated systematic uncertainty.
The correlated systematic uncertainty is not shown and amounts to 7.7% for D0
and 11.5% for D∗+.
In all bins the correlated systematic uncertainty is less than the corresponding
statistical uncertainty, with the exception of low (pT, y) bins of the D
0.
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pT y
(GeV/c) (2.0, 2.5) (2.5, 3.0) (3.0, 3.5) (3.5, 4.0) (4.0, 4.5)
(0, 1) 113.90± 5.46± 6.83 96.40± 3.49± 4.50 90.67± 3.66± 3.47 80.25± 4.18± 2.87 57.34± 5.37± 3.16
(1, 2) 146.95± 5.78± 7.05 146.28± 4.07± 6.57 129.09± 3.88± 4.71 112.37± 4.51± 4.28 81.75± 5.21± 4.12
(2, 3) 85.81± 3.18± 3.20 82.03± 2.10± 3.24 68.55± 1.90± 2.52 58.27± 2.02± 2.36 40.02± 2.57± 2.58
(3, 4) 41.69± 1.77± 2.47 34.85± 1.10± 1.42 31.33± 1.05± 1.16 22.68± 1.00± 1.43 15.62± 1.30± 1.06
(4, 5) 18.59± 0.98± 1.14 16.08± 0.67± 0.98 14.35± 0.66± 0.57 9.88± 0.62± 0.64 5.72± 0.87± 0.45
(5, 6) 9.36± 0.66± 0.62 8.84± 0.48± 0.57 6.23± 0.41± 0.41 4.85± 0.43± 0.33 3.23± 0.98± 0.40
(6, 7) 4.92± 0.51± 0.36 4.31± 0.38± 0.30 3.00± 0.33± 0.22 2.33± 0.34± 0.19
(7, 8) 2.35± 0.42± 0.20 2.41± 0.36± 0.20 1.25± 0.27± 0.11 1.14± 0.34± 0.14
Table 5.26: Differential production cross section, dσ/dpT, in µb/(GeV/c),
for prompt D0 mesons in bins of (pT, y). The first and second errors are
statistical and uncorrelated systematic uncertainties. The correlated sys-
tematic uncertainty amount to 7.7% and is not shown.
pT y
(GeV/c) (2.0, 2.5) (2.5, 3.0) (3.0, 3.5) (3.5, 4.0) (4.0, 4.5)
(0, 1) 26.66± 5.26± 1.84 36.91± 6.06± 2.49 46.47± 12.74± 4.91
(1, 2) 61.11± 7.76± 4.41 48.03± 3.06± 2.57 38.77± 3.11± 2.15 31.92± 4.34± 2.24
(2, 3) 30.21± 2.57± 1.78 24.65± 1.53± 1.32 23.93± 1.76± 1.36 18.62± 2.38± 1.51
(3, 4) 15.22± 3.03± 1.40 16.86± 1.24± 0.99 13.75± 0.92± 0.75 10.44± 0.91± 0.79 5.12± 1.06± 0.45
(4, 5) 9.82± 1.59± 0.86 6.23± 0.65± 0.47 6.18± 0.57± 0.36 4.53± 0.54± 0.36 3.46± 1.03± 0.39
(5, 6) 3.94± 0.85± 0.38 3.79± 0.47± 0.31 3.44± 0.42± 0.28 1.97± 0.35± 0.17
(6, 7) 2.39± 0.58± 0.25 1.77± 0.32± 0.16 1.04± 0.25± 0.10 0.68± 0.24± 0.07
(7, 8) 1.75± 0.59± 0.25 1.10± 0.30± 0.12 0.34± 0.17± 0.04
Table 5.27: Differential production cross section, dσ/dpT, in µb/(GeV/c),
for prompt D∗+ mesons in bins of (pT, y). The first and second errors
are statistical and uncorrelated systematic uncertainties. The correlated
systematic uncertainties amounts to 11.5% and is not shown.
Comparison with theory
The theoretical predictions for the prompt D0 and D∗+ production cross section
have been calculated using the Generalized Mass Variable Flavour Number Scheme
(GMVFNS [61]) and the Fixed Order Next-to-Leading-Logarithm (FONLL [62]).
These calculations provide the differential cross section as a function of pT and y,
and are described in Chapter 1.
Figures 5.16 and 5.17 show the D0 and D∗+ cross sections compared with
the FONLL and GMVFNS predictions. The measured cross section is shown for
different rapidity bins as function of pT, scaled by a factor 10
−m, where m is the
rapidity bin index (starting with zero).
The cross section for GMVFNS is shown for pT > 3GeV/c with the error band
corresponding to the scale variation. Below 3GeV/c the scale uncertainties for
GMVFNS amount to about 65%. The FONLL cross section is available in the full
kinematic region.
Note that the FONLL calculation is systematically lower, while the GMVFNS
calculation is systematically higher than the measured cross section. However, the
results are consistent within the scale uncertainties.
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Figure 5.16: Measured D0 cross section (points) compared with the
FONLL (solid line) and GMVFNS (dashed line) theoretical predictions.
The shaded area shows the theoretical uncertainty for the GMVFNS results.
Dotted line shows GMVFNS prediction with intrinsic charm.
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Figure 5.17: Measured D∗+ cross section (points) compared with the
FONLL (solid line) and GMVFNS (dashed line) theoretical predictions.
The shaded area shows the theoretical uncertainty for the GMVFNS results.
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Cross section ratio
Cross section ratios can be measured with much higher precision as it is free of many
systematic uncertainties. All D0 systematic uncertainties cancel in the ratio and
the remaining systematic uncertainties include only theD∗+ branching fraction, the
tracking systematics of the pion from the D∗+, and generator and reconstruction
efficiencies.
The ratios are calculated in (pT, y) bins where both D
0 and D∗+ cross sections
are measured. The ratio errors are calculated assuming fully correlated statistical
uncertainties: (σR
R
)2
=
(
σ0
x0
)2
+
(
σ∗
x∗
)2
− 2fc σ¯0σ¯∗
x0x∗
, (5.18)
where R = x0/x∗ is the cross section ratio, x{0,∗} are the D
0 and D∗+ cross sec-
tions, σ{0,∗} are the total uncertainties, and σ¯{0,∗} are the correlated statistical
uncertainties. The fc parameter is the correlation coefficient estimated as n∗/n0,
where n{0,∗} are the D0 and D∗+ raw yields.
Table 5.28 shows the cross section ratio in (pT, y) bins with errors calculated
using Eq. (5.18).
The average cross section ratio calculated over all non-empty bins is:
σ(D0)
σ(D∗+)
= 2.32± 0.06± 0.12, (5.19)
with the χ2/NDoF = 43/31. The first uncertainty is calculated using Eq. (5.18) with
bin-to-bin uncorrelated uncertainties (including statistical uncertainties), whereas
second uncertainty is calculated using D0/D∗+ uncorrelated uncertainties (D∗+
χ2vtx, ∆m shape, D
∗+ branching fraction and pion tracking efficiency) and amounts
to 5.2%. The average cross section ratio is compatible with the ratio of fragmen-
tation fractions [60] of D0 and D∗+:
f(c→ D0)
f(c→ D∗+) = 2.46± 0.09, (5.20)
pT y
(GeV/c) (2.0, 2.5) (2.5, 3.0) (3.0, 3.5) (3.5, 4.0) (4.0, 4.5)
(0, 1) 3.42± 0.71 2.17± 0.39 1.23± 0.37
(1, 2) 2.39± 0.33 2.71± 0.20 2.90± 0.27 2.56± 0.40
(2, 3) 2.72± 0.25 2.80± 0.20 2.43± 0.21 2.15± 0.32
(3, 4) 2.74± 0.59 2.07± 0.18 2.30± 0.18 2.17± 0.23 3.05± 0.70
(4, 5) 1.89± 0.34 2.58± 0.30 2.32± 0.25 2.18± 0.31 1.65± 0.58
(5, 6) 2.38± 0.56 2.33± 0.33 1.81± 0.27 2.46± 0.51
(6, 7) 2.06± 0.57 2.44± 0.52 2.89± 0.79 3.42± 1.34
(7, 8) 1.34± 0.54 2.18± 0.72 3.73± 2.07
Table 5.28: Ratio of D0 to D∗+ cross section. The errors show uncor-
related statistical and systematic uncertainty. The correlated systematic
uncertainty includes 4% tracking uncertainty and is not shown.
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where the uncertainty is calculated assuming no correlation between fragmentation
fractions uncertainties.
Total cross section σ(pp→ ccX)
The differential cross section, integrated over all non-empty bins for D0 and D∗+,
is:
• σ(D0) = (1655± 16± 14± 127)µb,
• σ(D∗+) = (500± 19± 7± 58)µb,
where the first error is the statistical uncertainty, the second is the uncorrelated
systematic uncertainty and the third is the correlated systematic uncertainty.
The extrapolation to the kinematic range of 0 < pT < 8GeV/c and 2.0 < y < 4.5
was performed using a Pythia simulation. The extrapolation factors are 1.002 for
D0 and 1.384 for D∗+. The extrapolation error is estimated as (fext − 1)/
√
12,
where fext is the extrapolation factor. The total cross section in the full kinematic
range is:
• σ(D0) = (1658± 16± 14± 127± 1)µb,
• σ(D∗+) = (693± 26± 10± 80± 56)µb,
where the last errors corresponds to the uncertainty of the extrapolation factors.
TheD0 andD∗+ cross sections can be translated to a cc production cross section
as
σ(cc,D) =
σ(D)
2 · f(c→ D) , (5.21)
where D denotes charm meson and f(c→ D) is the fragmentation fraction.
The fragmentation fractions [60] for D0 and D∗+ are f(c→ D0) = 0.564±0.015
and f(c → D∗+) = 0.229 ± 0.006, respectively. Using Eq. (5.21) the total cc
production cross sections calculated for D0 and D∗+ are:
• σ(cc,D0) = (1470± 14± 12± 113± 1± 39)µb,
• σ(cc,D∗+) = (1512± 58± 22± 174± 121± 40)µb,
where the last errors correspond to the fragmentation fraction uncertainties. Within
errors both values are consistent. However, the statistical uncertainties of D0 and
D∗+ are partially correlated, as part of D0 candidates are contained in D∗+ sample.
The same extrapolation technique using a Pythia simulation can be used to
obtain the total cross section in the 4pi kinematic range. The extrapolation factor
for cc production going from 0 < pT < 8GeV/c and 2.0 < y < 4.5 to the full
kinematic range is fext = 4.95. The total cc cross section is, therefore:
• σ(cc,D0) = (7276± 71± 59± 558± 4± 194)µb,
• σ(cc,D∗+) = (7489± 285± 109± 863± 600± 196)µb,
where no additional systematic uncertainty is assigned for extrapolation factor.
Comparison with the total bb cross section [63] shows that σ(pp→ cc) is about
20 times larger than σ(pp → bb). This means that with the inelastic cross section
σin ≈ 70mb at
√
s = 7TeV about one cc pair is produced in every 10 collisions.
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5.7 D∗+ polarization
In this analysis it is assumed that the D∗+ is produced with zero polarization. A
non-zero polarization can affect the reconstruction efficiency leading to systematic
deviations in the measured cross section. Also, knowledge of the polarization of
the D∗+ produced in the pp collisions is important for better understanding of the
production mechanism.
The polarization is determined in bins of pT, integrating over the full rapidity
range 2.0 < y < 4.5. Similar to the fit procedure, described in Section 5.3, the large
and small bins were defined in (pT, cos(θ
∗
pi)) space, where θ
∗
pi is the angle between
the momentum directions of the slow pion and D∗+ in the rest frame of the D∗+.
The large bins have 2GeV/c width in pT and cover the full range in cos(θ
∗
pi). The
small bins have 2GeV/c width in pT, the same as large bins, and 0.25 units in
cos(θ∗pi), giving 8 bins in the full cos(θ
∗
pi) range. A simultaneous fit was performed
in each large bin. The parameters n{sig,bg,D0}, µm, σm and σ∆m were determined
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Figure 5.18: Fit to cos(θ∗pi) in different pT bins of D
∗+. The fit is per-
formed with the function 1 + α · cos2(θ∗pi), where α describes the D∗+ po-
larization. The overall normalization is arbitrary.
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separately per small bin, with all other parameters shared between small bins.
As the overall scale factor is not important for polarization, the efficiency cor-
rected yields were calculated as a ratio of prompt D∗+ yields, determined from the
fit to data, to the MC yields. This allows to automatically take into account the
generator and reconstruction efficiency. The yields are not corrected for the PID
efficiency, as it is found to be independent of cos(θ∗pi); the bin-to-bin variations are
smaller than 0.5%. In addition, no PID systematics is assigned to the corrected
yields.
Figure 5.18 shows the ratio as a function of cos(θ∗pi) for different pT bins fitted
with a function 1 + α · cos2(θ∗pi), where α describes the polarization.
The result of the fit in each pT bin is consistent with no polarization.
5.8 Summary
The charm production cross section of D0 and D∗+ has been measured with an
integrated luminosity of 15 nb−1 collected in May 2010 at low pileup conditions
with the LHCb detector at
√
s = 7TeV. A comparison with theoretical predictions
is made, however, the theoretical uncertainties are significantly larger than the
measurement uncertainties. The cross section is measured in bins of transverse
momentum pT and rapidity y; 8 bins of width 1GeV/c in the range 0 < pT <
8GeV/c, and 5 bins of width 0.5 units in the range 2.0 < y < 4.5. Also the total
cross section in the full kinematic region is determined.
The use of the full integrated luminosity collected with LHCb can allow to im-
prove the precision and extend the kinematic region to higher pT. However, due to
the strong rate limits on the micro-bias trigger, the effective increase in available
data is smaller than the increase in luminosity. In addition, due to higher pileup,
one has to estimate the efficiency for a different number of primary vertexes. On
the other hand, the large available data sample allows to reduce the systematic un-
certainties on the PID and tracking, which are the dominant sources of systematic
uncertainties.
For the high pT region, where the production rate is small, the cross section
can also be measured using the hadron triggered events. This would allow to
significantly increase the available data sample, as the efficiency is high, but requires
good understanding of the hadron trigger efficiency.
To implement a better separation of prompt and secondary components, it is
possible to perform a separate selection of inclusive B → DµνX decays, where X
is “anything”. These decays are the main contribution to secondary production
and can allow to extract the precise shape of χ2IP for the secondary fraction of D
mesons.
Appendix A
TR-relation PDF
The TR-relation PDF describes the two-dimensional distribution of measured drift
time versus reconstructed distance. Figure A.1 shows the schematic view of a par-
ticle passing the straw at a distance r0 from the wire and producing the ionization
cluster closest to the wire at distance d0. Assuming that both measured drift time t
and distance from the wire to the reconstructed track r depend only on the distance
r0 the TR-relation PDF can be factorized:
P (r, t) =
rm∫
0
ε(r0) ·Gr(r|r0) ·Gt(t|r0) dr0, (A.1)
where ε(r0) is the cell efficiency, and G(r|r0) andGt(t|r0) are drift time and distance
PDFs, respectively. The distribution of impact parameters of the incident particles
over the straw diameter is assumed to be uniform and is integrated out in the
calibration procedure.
The cell efficiency ε(r0) describes the probability for a particle to produce at
least one ionization cluster that is consequently registered (see Section 3.2):
ε(r0) = 1− exp
(
− 2
λeff
·
√
r2m − r20
)
, (A.2)
where λeff is an effective ionization length.
Assuming Gaussian uncertainties and that the ionization cluster is produced
close to the POCA (d0 ≈ r0, see Fig. A.1) the drift time and distance PDFs can
be written as
Gr(r|r0) = 1√
2piσr
exp
(
− (r − r0)
2
2σ2r
)
(A.3)
and
Gt(t|r0) = 1√
2piσt(r0)
exp
(
− (t− t(r0))
2
2σt(r0)2
)
, (A.4)
where σr is an estimate of the distance uncertainty (provided by the track fit)
and σt(r0) is the drift time resolution. The function t(r0) is the distance-to-time
relation or TR-relation.
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The drift time resolution is assumed to have a linear dependence:
σt(r) = σ
(0)
t ·
(
1− r
rm
)
+ σ(m)t ·
r
rm
, (A.5)
where σ(0)t is the resolution at distance r = 0 and σ
(m)
t is the resolution at distance
r = rm.
The TR-relation has the form of a second order polynomial:
t(r) = tm · r
rm
− 4tc · r
rm
(
1− r
rm
)
, (A.6)
where tm is the maximum drift time at distance r = rm and tc describes the
curvature of the distance-to-time relation. The schematic view of the TR-relation
illustrating the meaning of parameters is shown in Fig. A.2.
Secondary hits
The measured drift time corresponds to the rising edge of the signal that is read-
out. Consequently, for two particles passing the same straw the measured drift
time will correspond to the particle (ionization) that is closest to the wire. Note
that the reconstructed distances correspond to the signal particles (reconstructed
tracks), as any secondary hits are considered to be random and their contribution
is reduced by usage of track quality cuts, for example the track fit χ2.
For the particle passing the straw at distance r0 and for a secondary (back-
ground) particle passing the straw at distance r′0 there are four cases to be consid-
ered:
• The secondary particle did not produce an ionization cluster and the drift
rm
l
r0 particle
d0
wire
ionization
cluster
POCA
r
reconstructed
track
Figure A.1: Schematic view of a particle passing the straw at distance r0
from the wire. POCA denotes the point of closest approach to the wire on
the particle trajectory. The distance along the particle trajectory from the
POCA to the closest ionization cluster is l. The inner radius of the straw
is rm.
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t
r
tm
rm(0, 0)
tc
rm
2
Figure A.2: Illustration of time-to-distance relation. TR-relation is de-
scribed with second order polynomial. The tm is the maximum drift time
and tc describes the curvature.
time corresponding to the signal particle is measured:
P ′10(t|r0) =
rm∫
0
ε(r0) · (1− ε(r′0)) ·Gt(t|r0) dr′0, (A.7)
where ε′(r0) is the cell efficiency for secondary particle;
• The signal particle did not produce an ionization cluster and the drift time
corresponding to the secondary particle is measured:
P ′01(t|r0) =
rm∫
0
(1− ε(r0)) · ε(r′0) ·Gt(t|r′0) dr′0; (A.8)
• Both particles produced ionization clusters and the secondary particle is
closer to the wire (r′0 < r0):
P ′>(t|r0) =
r0∫
0
ε(r0) · ε(r′0) ·Gt(t|r′0) dr′0; (A.9)
• Both particles produced ionization clusters and the signal particle is closer
to the wire (r′0 > r0):
P ′<(t|r0) =
rm∫
r0
ε(r0) · ε(r′0) ·Gt(t|r0) dr′0; (A.10)
The combination of these contributions gives the correction to TR PDF:
∆P (r, t) = α
rm∫
0
Gr(r|r0) · (P ′10 + P ′01 + P ′< + P ′>) dr0, (A.11)
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where α is the fraction of secondary hits. Both r0 and r
′
0 are assumed to have
uniform distribution and are integrated out.
(a) (b)
Figure A.3: Simulated distribution of drift time and distance with no
background hits (a) and with background hits (b).
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Figure A.4: (a) Drift time projections for |r − 2.0| < 50µm and (b) dis-
tance projections for |t − 15| < 0.5 ns. The black line corresponds to TR
distribution with background hits and the red line with no background hits.
Figure A.3 (left) shows the two-dimensional distributions of hits simulated with
the TR-relation PDF given by Eq. (A.1) and Eq. (A.11). Figure A.4 shows for both
PDFs the projections on drift time and reconstructed distance in a certain range
of distance and time respectively. Note that the background hits are visible mainly
below the main distribution (t′ < t).
Ionization length
It has been assumed above that the ionization clusters are produced at the POCA.
This is a good approximation at distances r0 & λeff . However, at small distances
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to the wire, due to the distribution of clusters along the particle trajectory, the
distance to closest ionization cluster can be significantly larger than r0.
The distance l to the closest ionization cluster from the POCA along the particle
trajectory is described with an exponential PDF:
Pl(l) =
2
λeff
exp
(
− 2
λeff l
)
, (A.12)
where the factor 2 comes from the fact that the ionization cluster can be located
on both sides from the POCA.
Following Eq. (A.12) the drift time PDF can be rewritten as:
Gt(t|r0) =
√
r2m−r20∫
0
1√
2piσt(d0)
exp
(
− (t− t(d0))
2
2σt(d0)2
)
Pl(l) dl, (A.13)
where d0 =
√
r20 + l2 is the distance to the ionization cluster.
Note that the introduction of such a drift time PDF into the TR PDF signif-
icantly complicates the calculation, leading to multidimensional integrals. Conse-
quently, this extension of TR PDF is used only to extract the effective ionization
length, as shown in Section 4.5. In addition, at small distance the average mea-
sured drift time becomes larger, effectively introducing a shift along the t-axis.
This leads to the fact that the fit performed with the simplified PDF (d0 = r0)
does not describe the actual (physical) time-to-distance relation.
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Appendix B
D
0 and D∗+ fits
Figures B.1 to B.9 show the D0 fits in large bins. In each figure (a) shows the
prompt (circles) and secondary (open squares) D0 log10(χ
2
IP ) in MC, (b) shows the
mKpi in data with the overlaid fit projection, (c) and (d) show the D
0 log
10
(χ2
IP
)
in data with the overlaid fit projection in signal (|mKpi − 1865| < 30MeV/c2) and
background (|mKpi − 1865| > 30MeV/c2) regions, respectively.
Figures B.10 to B.15 shows the D∗+ fits in large bins. In each figure (a) shows
the prompt (circles) and secondary (open squares) D0 log10(χ
2
IP ) in MC, (b) shows
the mKpi in data with the overlaid fit projection, (c) and (d) show the D
0 log
10
(χ2
IP
)
in data with the overlaid fit projection in signal (|mKpi − 1865| < 30MeV/c2 and
|∆m − 145.5| < 3.0MeV/c2) and background (|mKpi − 1865| > 30MeV/c2) regions,
respectively, (e) shows the ∆m in data with the overlaid fit projection
In each figure the dashed line, shaded area and dotted line show the prompt,
secondary and background fit components, respectively. The fit parameters for each
projection are shown in corresponding figure. For parameters that are defined per
small bin the range of parameter values are shown. The background and secondary
yields are not shown. The signal yields are shown in Tables 5.4 and 5.5.
For detailed description of fit procedure see Section 5.3.
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Figure B.1: Fit to the D0 data for 0 < pT < 2GeV/c and 2.0 < y < 3.0.
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Figure B.2: Fit to the D0 data for 0 < pT < 2GeV/c and 3.0 < y < 3.5.
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Figure B.3: Fit to the D0 data for 0 < pT < 2GeV/c and 3.5 < y < 4.5.
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Figure B.4: Fit to the D0 data for 2 < pT < 4GeV/c and 2.0 < y < 3.0.
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Figure B.5: Fit to the D0 data for 2 < pT < 4GeV/c and 3.0 < y < 3.5.
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Figure B.6: Fit to the D0 data for 2 < pT < 4GeV/c and 3.5 < y < 4.5.
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Figure B.7: Fit to the D0 data for 4 < pT < 8GeV/c and 2.0 < y < 3.0.
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Figure B.8: Fit to the D0 data for 4 < pT < 8GeV/c and 3.0 < y < 3.5.
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Figure B.9: Fit to the D0 data for 4 < pT < 8GeV/c and 3.5 < y < 4.5.
123
)2
IP
χ(
10
log
-3 -2.5 -2 -1.5 -1 -0.5 0 0.5 1 1.5 2
Ev
en
ts
 / 
( 0
.1 
)
0
100
200
300
400
500
600
700
800
 MC
µip/sig=0.43÷0.46
σip/sig=0.47÷0.50
εip/sig=−0.33±0.01
ρL,ip/sig=1.37±0.03
ρR,ip/sig=1.81±0.07
µip/sec=1.7±0.1
σip/sec=1.05±0.06
ρip/sec=2.7±0.5
(a)
)2 (MeV/cpiKm
1.8 1.82 1.84 1.86 1.88 1.9 1.92 1.94
310×
 
)
2
Ev
en
ts
 / 
( 3
 M
eV
/c
0
20
40
60
80
100
120
140
 Data
µm=(1862.7÷1865.0) MeV/c
2
σm=(6.8÷8.2) MeV/c
2
αm=2.1±0.2
pm=−(0.2÷0.4)
(b)
)2
IP
χ(
10
log
-3 -2.5 -2 -1.5 -1 -0.5 0 0.5 1 1.5 2
Ev
en
ts
 / 
( 0
.1 
)
0
10
20
30
40
50
60
 Data
µip/sig=0.49÷0.59
αsec=(4.7±1.9)·10
−2
(c)
)2
IP
χ(
10
log
-3 -2.5 -2 -1.5 -1 -0.5 0 0.5 1 1.5 2
Ev
en
ts
 / 
( 0
.1 
)
0
10
20
30
40
50
 Data
µip/bg =1.52±0.04
σip/bg=0.68±0.03
ρip/bg=1.3±0.1
(d)
)2m (MeV/c∆
140 142 144 146 148 150 152 154
 
)
2
Ev
en
ts
 / 
( 0
.25
 M
eV
/c
0
20
40
60
80
100
 Data
µ∆m=145.47±0.04
σ∆m=0.72±0.04
α∆m=1.9±0.2
p∆m=0.3÷1.1
(e)
Figure B.10: Fit to theD∗+ data for 0 < pT < 4GeV/c and 2.0 < y < 3.0.
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Figure B.11: Fit to theD∗+ data for 0 < pT < 4GeV/c and 3.0 < y < 3.5.
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Figure B.12: Fit to theD∗+ data for 0 < pT < 4GeV/c and 3.5 < y < 4.5.
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Figure B.13: Fit to theD∗+ data for 4 < pT < 8GeV/c and 2.0 < y < 3.0.
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Figure B.14: Fit to theD∗+ data for 4 < pT < 8GeV/c and 3.0 < y < 3.5.
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Figure B.15: Fit to theD∗+ data for 4 < pT < 8GeV/c and 3.5 < y < 4.5.
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Summary
The LHC is a hadron collider located in a circular tunnel 27 km in circumference,
designed to collide two beams of protons with 7TeV nominal energy in each beam.
The LHCb experiment is one of the four experiments located at interaction points.
LHCb detector is a single-arm forward spectrometer dedicated to flavor physics
studies. Its main goals are precision measurements of CP-violation and meson
mixing, as well as studies of rare decays of heavy flavor particles, to search for
physics beyond the Standard Model (’New Physics’) using the decays of b- and c-
hadrons.
The Outer Tracker (OT), one of the LHCb sub-detectors, is a straw drift-tube
detector used for tracking of charged particles and their momentum measurement.
It consists of three stations and covers the region surrounding a smaller silicon Inner
Tracker. Each station consists of four layers of modules which in turn contain two
mono-layers of straw tubes. The straw tubes are 5mm in diameter and measure
the drift time via the ionization clusters induced by charged particles.
About 70% of all reconstructed tracks in LHCb pass through the active area
of the OT, and for these tracks about half of the hits are provided by the OT,
the remaining hits originate from the upstream tracking detectors. These OT hits
contribute mainly to the momentum estimate of the particle and the trajectory
slope determination in the RICH detectors. The calibration of the OT, which
includes timing and spatial alignment, allows to improve the single hit resolution,
consequently improving the precision of the track-parameter estimates.
The first part of this thesis describes the timing calibration of the OT and in-
cludes t0 and TR-relation, as well as signal propagation and resolution calibration.
The developed calibration procedures are currently used for the OT timing cali-
bration in the LHCb experiment. The calibration allows to achieve average time
resolution of approximately 3 ns, which is equal to result obtained in the 2005 beam
test. The corresponding average spatial resolution is 210µm. In this thesis it is
shown that the resolution can be improved to approximately 2.4 ns with the im-
plementation of half mono-layer alignment which then corresponds to the average
spatial resolution of 180µm.
Quantum chromodynamics (QCD) is the theory of the strong interactions,
which describes the interactions of quarks and gluons. In QCD, the six quark
flavors are divided in light and heavy quarks, depending on their relation to the
QCD scale. The knowledge of heavy quark production in proton-proton collisions
is important for understanding and testing of QCD. In addition, the precise knowl-
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edge of the heavy quark production cross section is important as charm and beauty
from QCD processes contribute to the background for other, often rare, SM pro-
cesses, e.g. in Higgs production.
The second part of this thesis presents the measurement of the open charm
production cross section of D0 and D∗+. The measurement is performed using
15nb−1 of proton-proton collision data collected under low pile-up conditions with
the LHCb detector at 7TeV center-of-mass energy in May 2010. The cross sections
are measured in bins of transverse momentum pT and rapidity y: 8 bins of width
1GeV/c in the range 0 < pT < 8GeV/c, and 5 bins of width 0.5 units in the
range 2.0 < y < 4.5. The total cc cross section in the experimental kinematic
region is determined to be σ(cc,D0) = (1470± 121)µb and σ(cc,D∗+) = (1512±
224)µb using D0 and D∗+ cross sections, respectively. The measured cross sections
are compared with theoretical predictions (Fixed Order Next-to-Leading Log and
General Mass Variable Flavor Number Scheme) and found to be compatible within
theoretical uncertainties.
There has been a major development in the experimental knowledge of the
charm sector in the past few years. This includes the measurement of open and
closed charm production, double charm production, the c – c production asymme-
try, D0 –D0 mixing and measurement of CP violation (CPV). The large production
cross section, in combination with the high efficiency of LHCb detector will lead
to interesting charm physics results in the future.
Samenvatting
De LHC is een hadron versneller gesitueerd in een circulaire tunnel met een omtrek
van 27 km, die ontworpen is om twee bundels protonen met een energie van 7TeV
per bundel te laten botsen. Het LHCb experiment is e´e´n van de vier experimenten
in de interactiepunten. De LHCb detector is een eenarmige voorwaarts gebouwde
spectrometer gemaakt om flavor fysica te bestuderen. De hoofddoelen van het ex-
periment zijn om precisiemetingen uit te voeren van CP-schending en meson mix-
ing, maar ook om zeldzame vervallen te bestuderen van zware quarks, om zodanig
te zoeken naar fysica buiten het standaard model (’nieuwe fysica’) gebruikmakend
van de vervallen van b- en c-hadronen.
De Outer Tracker (OT), een van de subdetectoren van LHCb, is een detector
bestaande uit gasgevulde cilindrische cathode driftbuizen (’rietjes’). Deze wordt
gebruikt om de sporen van geladen deeltjes en hun impuls te meten. Hij bestaat
uit drie stations en omringt de veel kleinere Inner Tracker. Elk station bestaat uit
vier lagen van modules, welke elk twee monolagen rietjes bevatten. De rietjes zijn
5mm in diameter en meten de drifttijd via de ionisatieclusters die door geladen
deeltjes gemaakt worden.
Ongeveer 70% van alle gereconstrueerde sporen in LHCb gaan door het actieve
oppervlak van de OT en voor deze sporen wordt ongeveer de helft van de ’hits’ door
de OT gegeven, de overige hits komen van de detectoren stroomopwaarts. Deze
OT hits dragen voornamelijk bij aan de geschatte waarde van de impuls van het
deeltje en de geschatte waarde van de baanhrichting in de RICH detectoren. De
calibratie van de OT bevat tijd- en ruimte-informatie en zorgt voor een verbetering
van de resolutie van een hit met als gevolg een verbetering van de precisie van de
gemeten spoorparameters.
Het eerste deel van dit proefschrift beschrijft de tijdscalibratie van de OT en
bevat de bepaling van t0 en TR-relatie, alsook signaalpropagatie en calibratie van
de resolutie. De ontwikkelde procedures worden gebruikt in de huidige calibratie
van de OT tijden in het LHCb experiment. De calibratie maakt het mogelijk
een waarde voor de tijdsresolutie te verkrijgen van ongeveer 3 ns, gelijk aan het
resultaat verkregen in de testbundel van 2005. De corresponderende gemiddelde
ruimtelijke resolutie is 210µm. In dit proefschrift wordt aangetoond dat de resolutie
kan worden verbeterd tot ongeveer 2.4 ns door de implementatie van alinee¨ring
van halve monolagen, welke dan correspondeert met een gemiddelde ruimtelijke
resolutie van 180µm.
Quantumchromodynamica (QCD) is de theorie van de sterke interacties die de
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wisselwerkingen beschrijft tussen quarks en gluonen. In QCD zijn de zes quarks-
maken verdeeld in lichte en zware quarks, afhankelijk van hun relatie tot de QCD
schaal. De kennis van productie van zware quarks in proton-proton botsingen is
belangrijk voor het begrip en het testen van QCD. Ook is de precieze kennis van de
productie doorsnede van zware quarks belangrijk omdat ’charm’ en ’beauty’ pro-
ductie uit QCD processen bijdragen aan de achtergrond van andere, vaak zeldzame,
SM processen, zoals b.v. Higgsproductie.
Het tweede deel van dit proefschrift presenteert de meting van de productie
doorsnede voor ’open charm’ in D0 en D∗+. De meting is uitgevoerd met 15nb−1
aan proton-proton botsingsdata, verzameld in lage ’pile-up’ condities met de LHCb
detector bij 7 TeV botsingsenergie in Mei 2010. De werkzame doorsnedes wor-
den gemeten in ’bins’ van transversale impuls pT en rapiditeit, y: 8 bins met
breedte 1GeV/c in het bereik 0 < pT < 8GeV/c, en 5 bins met een breedte
van 0.5 eenheden in het bereik 2.0 < y < 4.5. De totale cc doorsnede in de
experimentele kinematische gebied is gemeten als σ(cc,D0) = (1470 ± 121)µb
en σ(cc,D∗+) = (1512 ± 224)µb voor respectievelijk de D0 en D∗+ doorsnedes.
De gemeten werkzame doorsnedes worden vergeleken met theoretische voorspellin-
gen (Fixed Order Next-to-Leading Log en General Mass Variable Flavor Number
Scheme) en blijken compatibel binnen de theoretische onzekerheden.
Er is de laatste jaren een grote ontwikkeling in de experimentele kennis van de
charm sector. Deze kennis omvat ook de meting van open en gesloten productie
van ’charm’, dubbele ’charm’-productie, de c – c productie asymmetrie, D0 – D0
mixing en de meting van CP schending. De grote productie doorsnede, samen met
de hoge efficie¨ntie van de LHCb detector zal leiden tot interessante ’charm’-fysica
resultaten in de toekomst.
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