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I
N THE field of signal processing, the interest brought to algorithms aiming at exploring the irregularity of signals is increasing. This can be observed by listing the new entropybased algorithms that have recently been proposed to improve and extend one of the most well-known irregularity measures, sample entropy (SampEn 1D ) [1] : see, e.g., [2] - [6] . This growing interest is probably due to the ability of the entropy-based algorithms to analyze large sets of signals [3] and also to their ability-when associated with a multiscale approach-to give information on the system's complexity [3] , [7] . Among these recent methods, distribution entropy (DistrEn 1D ) showed good performances when applied to both synthetic and experimental data [5] . Moreover, DistrEn 1D , unlike SampEn 1D , has low sensitivity to the parameters. The DistrEn 1D -based results also showed the stability of profiles even for short signals, which is not observed with SampEn 1D [5] .
However, in the field of image processing, to the best of our knowledge, only two algorithms have been proposed to ana- lyze image irregularity [8] , [9] . Nevertheless, the potential application for irregularity measures in image processing is wide: image irregularity could be of great interest for texture analysis [8] - [10] . Based on the advantages of DistrEn 1D over SampEn 1D for short signals, we here introduce bidimensional distribution entropy (DistrEn 2D ) to quantify the irregularity of texture images. Then, we compare the performance of DistrEn 2D with the one given by the extension of SampEn 1D to the two-dimensionalcase (SampEn 2D ) [8] . For this purpose, the two algorithms are applied to small-sized synthetic textures. In addition, we use real textured surfaces to demonstrate the ability of DistrEn 2D to distinguish different kinds of textures.
II. BIDIMENSIONAL DISTRIBUTION ENTROPY
Assume an image of size h × w: 3) We employ the histogram approach with M bins to estimate the empirical probability density function (ePDF) of D. We use p t (t = 1, . . . , M) to denote the probability (frequency) of each bin. 4) Finally, the DistrEn 2D of image U based on the Shannon's definition of entropy [11] is calculated as follows:
As DistrEn 2D value changes from 0 to log 2 (M), we use the normalized DistrEn 2D as 1 log 2 (M) DistrEn 2D in this study. It is worth noting that DistrEn 2D is insensitive to rotation as evidenced by the algorithm and also will be shown later.
There are two parameters for DistrEn 2D , namely the embedding dimension vector m and number of bins M in the histogram. For simplicity, like the recommendations for SampEn 2D [8] , we set m h = m w = m. The total number of elements in matrix
, and this should then be the maximum value that M can be assigned. When M > TNE, the information underlying D cannot be appropriately quantified [5] . As d k,l = d l,k , D is symmetrical and so, the upper or lower triangular matrix will actually be enough for the estimation of the ePDF. Thus, we consider only a triangular part. In this study, we used the base-2 logarithm in (2) to choose M as an integer of power 2. As we show later, DistrEn 2D is not very sensitive to its parameter values. For SampEn 2D , we set r as 0.25 of the SD of an image [8] .
III. EVALUATION IMAGES
In this section, we briefly describe the synthetic and real textures used in this study to assess the behavior of DistrEn 2D .
1) 2-D MIX process:
To assess the ability of DistrEn 2D to detect different degrees of irregularity, we used 2-D MIX (MIX 2D ) process [8] as follows:
where
), Y = {y i, j } is a uniform 2-D matrix of white noise (WN 2D ) ranged from − √ 3 to √ 3, and z i, j denotes a random variable that is equal to 1 with probability p and equals to 0 with probability 1 − p [8] , [12] . Therefore, the larger the value of p, the more irregular the images. Composite texture images used in our study [17] . floor1, fur, brick1, and bark3. One sample of each of them is depicted in Fig. 5 . The database, publicly available at [18], includes surfaces whose textures are due mainly to albedo variations (e.g., wood), 3-D shape (e.g., fur), and a mixture of both (e.g., brick). Noticeable viewpoint changes and scale differences are observed within each class and illumination conditions are uncontrolled. During data acquisition, it has been paid attention to exercise further sources of variability wherever possible, including nonplanarity of the textured surface (bark), significant nonrigid deformations between different samples of the same class (fur), and inhomogeneities of the texture pattern (bark). For more information, refer to [19] . a,b ] ≤ r , when the size of an image or threshold r is small, this number may be 0, leading to undefined values. Accordingly, the SampEn 2D values, unlike the DistrEn 2D ones, for various image sizes are undefined in Fig. 6 , occurring in the cases where there is no output. We also evaluate the effect of m on these approaches. The results, depicted in Fig. 7 , follow the concept of irregularity for the MIX 2D process as the larger the value of p, the more irregular the image [8] , [12] Table I demonstrates that DistrEn 2D of a periodic texture is lower than that of its corresponding synthesized texture. This • in a counterclockwise direction around its center point using bilinear interpolation. The DistrEn 2D of the original image (0.6615) is equal to that of each of the rotated images, evidencing DistrEn 2D is insensitive to the rotation of images, as it is clear in the DistrEn 2D algorithm.
V. COMPUTATION TIME
To evaluate the computation time of DistrEn 2D , compared with the one of SampEn 2D , we created MIX 2D (0.5) with different sizes changing from 50 × 50 to 300 × 300. The computation times are shown in Table IV . The simulations have been carried out by the use of a PC with Intel (R) Xeon (R) CPU, E5420, 2.5 GHz, and 8-GB RAM by MATLAB R2015a. Table V shows that SampEn 2D with m = 3 is relatively faster than SampEn 2D with m = 2, and the latter one is comparatively faster than SampEn 2D with m = 1. However, the computation time for DistrEn 2D is not very sensitive to m. DistrEn 2D is about 20 and 2 times faster than SampEn 2D for the image with size 50 × 50 and 200 × 200, respectively. It is one reason that we stress the importance of DistrEn 2D for especially small-sized textures. Overall, DistrEn 2D is noticeably quicker than SampEn 2D , suggesting the superiority of DistrEn 2D over SampEn 2D especially for smallsized images.
VI. CONCLUSION
We introduced DistrEn 2D to quantify the irregularity of textures or images. The results showed the great ability of DistrEn 2D to distinguish different amounts of WGN 2D and SPN, periodic from synthesized textures, and different types of textured surfaces. DistrEn 2D dealt with the problem of undefined SampEn 2D values for small-sized textures. We also demonstrated that DistrEn 2D is considered as an insensitive feature extraction method to image rotation. Additionally, DistrEn 2D is considerably faster than SampEn 2D especially for small-sized images. Accordingly, DistrEn 2D has great potential to analyze various textures. In future work, we will investigate the suitability of DistrEn 2D to characterize the variability of other real textures and images, such as [20] and [21] .
