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Despite the widespread application of finite mixture models, the decision of how many 
classes are required to adequately represent the data is, according to many authors, an 
important, but unsolved issue. This work aims to review, describe and organize the 
available approaches designed to help the selection of the adequate number of mixture 
components (including Monte Carlo test procedures, information criteria and 
classification-based criteria); we also provide some published simulation results about 
their relative performance, with the purpose of identifying the scenarios where each 
criterion is more effective (adequate).  
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1  Introduction 
Models for mixtures of distributions, first discussed by Newcomb (1886) and Pearson 
(1894), are currently a very popular statistical-model base to clustering. They have been 
of considerable interest in recent years, leading to a vast number of both methodological 
developments and applications in such different scientific areas as marketing, 
economics, agriculture, biology, genetics, medicine or astronomy. However, despite the 
widespread use of finite mixture models, the decision of how many clusters are required 
to adequately represent the data is, according to many authors, (as Bozdogan, 1992; 
Bozdogan, 1994; Dillon and Kumar, 1994; McLachlan and Basford, 1988; Wedel and 
DeSarbo, 1994; Wedel and Kamakura, 2000; Andrews and Currim, 2003a, 2003b) an 
important problem, but without a satisfactory statistical solution. In fact, with real-world 
data, the true number of mixture components is unknown and must be inferred from the 
data; unfortunately, no method has been found yet, optimal for all situations.   
The purpose of this work is to review, describe and organize the available criteria 
designed to help the selection of the adequate number of mixture components; we also 
aim to discuss some published simulation results about their relative effectiveness.  
 The plan of the study is as follows: after a brief description of the finite mixture model 
(point 2), we review the available approaches and criteria designed to determine the 
number of mixture components (point 3) and describe some published simulation 
designs who evaluate the performance of approximate measures; finally we provide 
some conclusions.  
2  Mixture Model 
The general model assume that the  N   ( ) 1,..., = nN  objects on witch a set of P  
() 1,..., = p P  variables  () nn p y = y
1,  are measured arise from a population that is a 
mixture of a finite number (S) of mixture components, in proportions  s λ  () 1,..., = sS ; it 
is not known in advance from which class a particular observation belongs and the 
proportions (prior probabilities or mixture weights) satisfy the following constraints (1):  
                                                 








= ∑ , 0,  1,..., s sS λ ≥=                     (1) 
Given that the observation  n y  belongs to class s, its conditional distribution function 
could be defined by (2): 
  () ns n s f ≈ yy θ        ( 2 )    
where  s θ  denotes the vector of all unknown parameters needed to characterize the 
specific form of the density chosen
2; The unconditional density of observation n is 








Φ= ∑ yy θ , where  ( ) , Φ= λθ    (3) 
The likelihood approach has become the most frequently used method among a set of 
several proposed approaches (Dillon e Kumar 1994; McLachlan and Peel, 2000) to 









Φ= Φ ∏ yy        ( 4 )  
An estimate of Φ can be obtained by maximizing (4) with respect to Φ, subject to the 
restrictions (1). After, estimates of the posterior probabilities,  ns p , that observation n 

















        ( 5 )  
Despite a lot of algorithms that have been published to fit mixture models, (see 
McLachlan and Peel, 2000 for a review) in this work we only describe the fitting of 
mixture models by Maximum Likelihood (ML) estimation and via Expectation-
Maximization (EM) algorithm. In fact, due to its computational simplicity, the EM 
algorithm, which derives its name from the two basic steps, Expectation and 
                                                 
2 Some well known distributions in the exponential family include the normal, exponential, gamma, multivariate 
normal (continuous case) and binomial, poisson, dirichlet (discrete case) 4 
Maximization, has become a very used procedure. To derive the EM algorithm for 
mixture data, it’s necessary to introduce unobserved data,  ns z , indicating if observation 
n () 1,..., nN =  belongs to cluster s  ( ) 1,..., sS = : 1 ns z =  if ncomes form class s and 
0 ns z =  otherwise. It is assumed that the  ns z  is i.i.d. multinomial. Considering  ns z  as 
missing data and assuming that the observed data  n y , given  () 1,...,
t
nn n S zz = z  are 
conditionally independent, the log-likelihood function for the complete data (or 
complete log-likelihood function) can be formed by (Dempster et al., 1977): 
  () ()
11 11
ln ; , ln ln
NS NS
cn s s n s n s s
ns ns
Lz f y z λ
== ==
Φ= + ∑∑ ∑∑ yz θ    (6) 
This complete log-likelihood is maximized by alternating E and M-steps: in the E-step 
is calculated the expectation of  (6)  ( ) ln ; , c EL ⎡ ⎤ Φ ⎣ ⎦ y z ; in the M-step de expectation of 
() ln ; , c EL ⎡⎤ Φ ⎣⎦ y z  is maximized with respect to  s λ , producing (7) and with respect to 




























        ( 8 )  
Table 1 provides a description of the EM algorithm. 
Table 1: Expectation-Maximization algorithm 
(1) At the first step of the iteration, (h=1), initialize the procedure by fixing the number 
of segments S and generating a starting partition  ( ) 1
ns p . 
(2) Given  ( ) h
ns p , obtain estimates of  s λ by using equation (7) and of  s θ using (8).  
(3)  Convergence test: stop if the change in the log-likelihood (4) from iteration () 1 h−  
to iteration () h  is sufficient small. 
(4) Increment iteration index,   1 hh ← + , and evaluate new estimates of the posterior 
membership  ( ) h
ns p  by (5). 
(5) Repeat steps 2 to 4. 
Source: Adapted from Wedel e Kamakura (2000:85) 5 
As we can observe from Table 1, the specification of the number of classes is required 
to the algorithm initialization; usually one runs the EM algorithm to a set candidate 
models, defined as a function of different assumptions relatively to the number of 
mixture components, and then the best model is chosen according to one or more 
diagnosis tools. Next we review the available criteria to help the decision of how to 
select the number of classes to retain in a mixture model solution.   
3  Approaches for assessing the number of mixture components 
When applying the above models to real data, the actual number of classes,S , is 
unknown and must be inferred form the data; to help this decision, a great number of 
procedures have been proposed; in this section we provide a  survey of the published 
criteria, organized in five groups, according to their theoretical background: 
i)  Hypothesis Test 
ii)  Information Criteria 
iii) Classification Criteria 
iv) Minimum Information Ratio and related criteria 
v)  Other criteria 
An obvious way to decide upon the number of components of a mixture model is to 
carry out a successive Hypothesis Tests (of the null hypothesis of S  segments against 
the alternative hypothesis of  1 S +  classes), using the well-known likelihood ratio test 
statistic LRTS. As regularity conditions do not hold for the mixture model, an 
alternative procedure is the Monte Carlo test procedure, which requires bootstrapping, 
in order to obtain an assessment of the p-value. 
Due to the computational burden of carrying out a hypothesis test based on 
bootstrapping, the estimation of the order of a mixture model has been considered 
mainly by using a penalized form of the log-likelihood function; as the likelihood 
increases with the addition of a component to a mixture model, some heuristics, called 
Information Criteria, attempt to balance the increase in fit obtained against the larger 
number of parameters estimated for models with more clusters.  
Although Information Criteria account for over-parametrization as large numbers of 
clusters are derived, it is also important to ensure that the segments are sufficiently 6 
separated for the selected solution. To access the ability of a mixture model to provide 
well-separated clusters, an entropy statistic can be used to evaluate the degree of 
separation in the estimated posterior probabilities. These approach yields the 
Classification Criteria. 
The Minimum Information Ratio (MIR) criteria include functional validities specific 
to the context of mixture analysis but aren’t also penalized log-likelihood methods. 
They are inspired on the properties of the information ratio matrix (thus the designation 
MIR, Minimum Information Ratio). When the EM algorithm is used to obtain 
parameters estimates, these criteria can be calculated as a function of the convergence 
rate of the EM algorithm. These criteria are isolated in a specific group due to this 
computation property. 
 The group Other Criteria includes approaches not classified in the previous classes, 
comprising approaches such as graphical diagnosis tools or cross-validation.  
3.1  Hypothesis test: Bootstrapping the LRTS 
A starting way to approach the problem of testing for the adequate number of mixture 
components is to carry out a hypothesis test, using the likelihood ratio test statistic 
(LRTS). Consider the null hypothesis  0 H  of   0 s  classes against the alternative 













        ( 9 )  
Under appropriate regularity conditions, the likelihood ratio test statistic, LRTS, (10) 
provides the necessary information to choose between these two models. 
()





















   (10) 
It is common to conduct successive tests and keep adding one component until the 
increase in the log likelihood starts to fall away as S  exceeds some threshold.  7 
Unfortunately, with mixture models, the standard LRTS does not apply, because 
regularity conditions do not hold
3 for (10) to have its usual asymptotic null distribution 
of chi-squared with degrees of freedom equal the difference between the number of 
parameters under the null and alternative hypothesis (Aitkin and Rubin, 1985, Ghosh 
and Sen, 1985, Li and Sedransk, 1988, Titterington, 1990, Böhning et al,. 1994). A lot 
of both theoretical conjectures and simulation results have been published about the null 
distribution of the LRTS (see Wedel and Kamakura, 2000 or McLachlan and Peel, 
2000, for a survey of these studies). According to Bozdogan (1994: 80) “To insist to use 
the LR test in determining the number of component clusters is fruitless, and moreover, 
it seems to be wrong, since the null hypothesis tested corresponds to the boundary 
rather than interior of the parameter space”.  An alternative methodology for selecting 
the number of components is the Monte Carlo test procedure (Hope, 1968), applied to 
mixture problems by Aiktin et al. (1981), McLachlan (1987) and De Soete and DeSarbo 
(1991). In this procedure, the likelihood ratio statistic from the real data is compared 
with the values that it assume in a set of bootstrapped samples, generated under the null 
hypothesis. Discussions about the p-value required for this test are discussed in Hoaglin 
(1985), Smyth (2000), Efron and Tibshirani (1993) and McLachlan and Peel (2000).  
The main limitation of bootstrapping of the LRTS procedure relates to its computational 
demand (McLachlan e Basford, 1988; Wedel e DeSarbo, 1994; Wedel e Kamakura, 
2000), leading to another class of criteria to investigate the number of mixture 
components, called information criteria in model selection. 
3.2  Information Criteria 
The likelihood, interpreted as a measure of the quality of the adjustment, could not be 
used as a criterion to select the number of components in a mixture model due to its 
tendency to systematic select more complex solutions, with a higher number of 
parameters (classes). The so called Information Criteria impose a penalty on the 
likelihood that is related to the number of parameters estimated, thus assuming the 
general form (11): 
() () IC 2ln =− + s s Ld k        ( 1 1 )  
                                                 
3  0 H  corresponds to a boundary of the parameter space for  1 H  8 
where  () s k  is the number of parameters associated to a solution with S  clusters and d  
is some constant or the “marginal cost” per parameters (Bozdogan, 1987). Information 
Criteria is a general family, including criteria that are estimates of (relative) Kullback-
Leibler distance, approaches that have been derived within a Bayesian framework for 
model selection and “consistent criteria”. 
3.2.1  KULLBACK-LEIBLER DISTANCE ESTIMATORS  
According to Bozdogan (1987: 346) “Akaike, in a very important sequence of papers 
Akaike (1973, 1974, 1977) was perhaps one of the first who laid the foundation of the 
modern field of statistical data modelling, statistical model identification and 
validation”. The imaginative work of Akaike lies in the relation found between the 
relative expected Kullback-Leibler distance (Kullback and Leibler, 1951), considered 
by the author as a fundamental basis for model selection, and its proposed estimator, the 
maximized log-likelihood. This relation leads to a general methodology to selecte a 
parsimonious model. The Kullback-Leibler quantity, I, or, equivalently, the generalized 
entropy of Boltzman, B, measure de distance between one model and its true 
distribution. Of course, good inference procedures will make this distance as small as 
possible. 
AIC 
Akaike´s Information Criterion, AIC (Akaike, 1973, 1974, 1977, 1984) is an estimator 
of minus twice the negentropy or twice the Kullback-Leibler distance. From Akaike 
(1973) and Bozdogan (1987, 1994) we can recall that, for a large sample size, a measure 
of the average estimation error is given by the expectation of the Kullback-Leibler 
Information (between one model, characterized by the parameters  ˆ
k θ  and the true 
model, denoted by 
* θ ): 






N δ =− θθ represents an unknown bias term, where the square norm is 
taken with respect to the Fisher Information matrix and k, the number of free parameters 
in the estimated model. 9 
Akaike (1973, 1974) estimates δ  based on the Wald results for the distribution of the 
LRTS.  
Based on the alternative hypothesis that 
* ˆ
K = θθ , Wald (1943) concludes that (13) is 
asymptotically distributed has a noncentral 
2 χ  random variable, with 
* vK k =−  
degress of freedom and the noncentrality parameter δ  (14). 
() ( ) { } ˆˆ 2log 2 ln ln Kk LL λ −= − θθ       ( 1 3 )  
()
2
* 2log   v λ χδ −≈         ( 1 4 )  
As is well known, 
   [ ] ( )
2 2log 2log = +   v EE v λλ χ δ δ ⎡⎤ −≅ − = ⎣⎦      ( 1 5 )  
Solving (15) in relation to δ  and substituting the result in (12) we obtain: 
() ˆ 2* ,2 l n k NE I v k λ ⎡⎤ ≅− − + ⎣⎦ θθ       ( 1 6 )  
Ignoring the constant terms in (12) AIC is defined by: 
 AIC 2log 2 =− + Lk         ( 1 7 )  
AIC3  
Bozdgoan (1994) propose a modified version of AIC, designed to handle with mixture 
data. Relatively to AIC derivation, a new assumption for the distribution of the LRTS is 
assumed, based on Wolfe’s work (Wolfe, 1970, 1971).  
      ()
2
* 2l o g   v C λ χδ −≈        ( 1 8 )  
where the degrees of freedom are  ( )
* 2 vK k = − , δ is the noncentrality parameter, and 
C a correction factor. The new criteria, labelled as Modified AIC (Bozdogan, 1994), is 
also known as  3 AIC  (19). 
3 AIC 2ln 3 =− + Lk         ( 1 9 )  
AIC4 
Bozdogan (1994) obtain another information criteria, using the asymptotic relationship 
between noncentral chi-square distributions given by Kendall and Stuart (1979), namely 10 
*
22 ρ k v χ χ ≈          ( 2 0 )  











         ( 2 1 )  
As the noncentrality parameter or the bias gets larger between the models, ρ 2 →  in the 
limit in (21), and we obtain: 
() *
22 2 k v χ δ χ ≈            ( 2 2 )  
and 
( )
22 2 22 2 kk s EE k V a r χ χχ ⎡⎤ ⎡ ⎤ == = ⎣⎦ ⎣ ⎦       ( 2 3 )  
So we can write, 
()
* ˆ 2; 2 s nE I k δ ⎡⎤ ≅+ ⎣⎦ θθ        ( 2 4 )  
We can further obtain 
4 AIC 2log 4 =− + Lk         ( 2 5 )     
AICc – A Small sample AIC 
Sugiura (1978) and Hurvich and Tsai (1989, 1995) conclude that AIC may perform 
poorly, conducting to overfitting, if there are too many parameters in relation to the 
sample size. According to (Hurvich e Tsai 1989: 298), “As k, de dimension of the 
candidate model, increases in comparison to N, the sample size, AIC becomes strongly 
negatively estimate of the K-L information. This bias can lead to overfitting”. They 
derived a small-sample bias adjustment, which led to a criterion called c AIC  (26).  
AIC 2log 2
1





        ( 2 6 )  
Note that the penalty term in AIC is multiplied by the correction factor () 1 NNk −−; 











      ( 2 7 )  










         ( 2 8 )  
Generaly, AICc is recommended when the ration  NK  is less than 40 (Burnham e 
Anderson, 2002). 
QAIC and QAICc – Modification of AIC for overdispersed count data  
The modification of AIC criterion for overdispersed count data is known as QAIC 
Quasi-likelihood  Akaike Information Criterion (Lebreton et al., 1992): 
  ˆ QAIC 2log 2 =− + Lc k          ( 2 9 )  
where c is a single inflation factor, that can be estimated from the goodness-of-fit chi-
square statistic of the model with the higher number of supposed components and its 
degrees of freedom, df : 
df c
2 ˆ χ =            ( 3 0 )  
We might expect values of c between 1 and 4; larger values of c reveal an inadequate 
model structure. For small samples,  40 Nk < , the authors propose to adjust the QAIC 
criterion by same correction proposed to derive AICc . 
( ) 21









       ( 3 1 )  
Note that when  1 c = , QAIC is equivalent to AIC (Akaike, 1973) and QAICc reduces do 
AICc. 
TIC 
Takeuchi (1976) proposed, three years after the pioneering work of  Akaike (1973), a 
knew information criterion, named by TIC, Takeuchi’s Information Criterion; despite 
being little-known and rarely applied (note that the original paper is in Japanese), it 
possess an interesting application context: it was thought to be useful in cases where the 
candidate models were not particularly close approximations of the true model.   
According to Burnham and Anderson (2002: 65), “One might consider always using 
TIC and worry less about the adequacy of the models in the set of candidates”.  TIC, 
which has a more general bias-adjustment term, is defined by (32): 
  
1 2ln 2
− ⎡⎤ =− + ⋅ ⎣⎦ TIC L tr IF        ( 3 2 )  12 
Matrices  I  e F represent the first and second mixed partial derivatives of the log-
likelihood function and tr denotes the matrix trace function.        
  
EIC Efron (bootstrapped Information Criterion) 
Ishiguro  et al. (1997) developed a new extension of AIC, called EIC Efron 
(bootstrapped) Information Criteria. The bias term is estimated using Efron’s (1979) 
bootstrap. The number of mixture components is chosen on the basis of (33). 
() ˆ EIC 2log 2 =− + N Lb E        ( 3 3 )  
Where the (nonparametric) bootstrap bias  ( ) ˆ
n bE  is approximated by Monte Carlo 














⎩⎭ ∑∑    (34) 
where 





NN YYE ≈         ( 3 5 )  
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iid
bN bN Eb B ≈= YY .       ( 3 6 )  
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* ˆ
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⎩⎭ ∑∑ ∑    (37) 
. 
3.2.2  BAYESIAN-BASED INFORMATION CRITERIA 
We now consider some criteria that have been derived within a Bayesian framework for 
model selection. In a Bayesian framework, the model with the highest posterior 
probability is chosen among S competing models. According to Bayes’s theorem, the 

















, 1,..., sS =      ( 3 8 )  
where  () s p M y  is the integrated likelihood of the model  s M  and  () s PM  is its prior 
probability. When models are equally probable a priori, the model with the highest 
posterior probability corresponds to the model with the highest integrated likelihood 
(39).       
()()() s p ML p d =Φ Φ Φ ∫ y        ( 3 9 )  
Where  () p Φ  is a non informative prior distribution on Φ for the model  s M .  
BIC 
The main Bayesian-based information criteria, proposed by Schwarz (1978) use an 
approximation of the integrated likelihood, yielding the Schwartz Criteria: 




p MLN y        ( 4 0 )  
Kass e Raftery (1995) note that minus twice the Schwartz Criteria is often named by the 
Bayesian Information Criteria (BIC) as in (41).  
2ln ln BIC L k N =− +       ( 4 1 )  
Curiously, BIC (41) was also derived in the context of coding theory by Rissanen 
(1986, 1987, 1989), and known by MDL, Minimum Decription Lenght. 
AWE 
Banfield and Raftery (1993) derived another criterion in the context of Bayesian theory, 
the AWE Approximate Weight of Evidence. Contrasting with BIC, that is a general tool 
for model selection, AWE (42) was developed specifically as a tool to select the optimal 
number of components in a mixture of normal distributions and uses the Complete 




C AWE L K N ⎛⎞ =− + + ⎜⎟
⎝⎠
      ( 4 2 )  
When mixture components are well separated it can be expected an analogous 
behaviour for BIC  and  AWE  (Celeux and Soromenho, 1996).   14 
Other Bayesian criteria 
Other approximations have been proposed to approximate the integrated likelihood, 
namely the Laplace-Metropolis Criterion, Laplace empirical criterion and the Laplace 
Method of Approximation (Bass and Raftery, 1995; McLachlan and Peel, 2000).  
3.2.3  CONSISTENT CRITERIA 
CAIC and CAICF 
Bozdogan (1992) provides two analytic extensions of AIC, without violating Akaike´s 
principle of minimizing the Kulback-Leibler information quantity. The new selection 
criteria, called Consistent AIC – CAIC, and Consistent AIC with Fisher Information - 
CAIF, make AIC asymptotically consistent and penalize overparametrization more 
stringently.   
To make AIC consistent, Bozdogan (1992) defines 
* v  as an increasing function of the 
sample size. Considering ()
* ln vK k N =− , instead of  ( )
* vK k = −  used to derivate 
AIC, we obtain: 
() CAIC 2log log 1 ⎡⎤ =− + + ⎣⎦ Lk N       ( 4 3 )  
The criterion CAICF incorporates the Fisher Information matrix within the penalty 
component.  
() CAICF  -2 logL log 2 log
                AIC log log
kN
kN




     ( 4 4 )  
HQ 
Hannan and Quinn (1979) provided a consistent model selection criterion, where the 
penalty term increases with the sample size(45):  
() HQ 2ln ln ln =− + L ck N        ( 4 5 )  
where c is a constant greater or equal to 2. This criterion, despite being often cited, has 
little use in practice; Oliver et al. (1999) rewrite HQ for the context of mixture models 
and include it in their experiment. 15 
ICOMP 
Bozdogan (1988, 1990, 1993, 1994) developed the complexity criterion, ICOMP, for 
model selection. Analytic formulation of ICOMP, despite taking the “spirit of AIC” 
(Bozdogan, 1994), is based on the generalization and use of an entropic covariance 
complexity index of van Emden (1971).  
() ( )
1
1 ICOMP Overall Model 2log ln ln
−
− ⎡⎤






F  (46) 
So, in the context of mixture models, the derivation of ICOMP (46) requires the 
knowledge of the inverse-Fisher information matrix (IFIM) of the model and its sample 
estimate. According to Windham and Cutler (1994), the Fisher Information matrix 






























=− ⎜⎟ ⎜⎟ ∂∂ ⎝⎠
∑ θθ θθ
y θ y θ
F
θθ
    (48) 
Given the difficulties of estimating 
1 − F  for a mixture model, Bozdogan (1993, 1994) 
propose some approximation to the case of Gaussian mixtures, using the expected 
information matrix to a classified sample.  
ICOMP tends to penalize models that produce high variances in the parameter estimates 
(through the second term in (46)) and models with more parameters (the Hessian 
becomes near-singular due to increasing number of parameters and the value of the third 
term increases). 
3.3  Classification-based information criteria 
The classification criteria considered in this session measure the ability of a mixture 
model to provide well-separated clusters. Some measures are derived in the context of 
mixture models and others are “imported” from the fuzzy literature (Bezdek et al., 16 
1997).  These criteria are named, respectively as probabilistic indices and fuzzy 
indices
4. 
3.3.1  PROBABILISTIC INDICES 
LP and E 
Biernacki (1997) propose the use of the criterion LP (49), the logarithm of the 
probability of the partition z  when all the posterior probabilities  ns p  are known, and 
the Entropy Criterion, E (50), to compare solutions with different number of clusters in 

















p p         ( 5 0 )  
Note that  1 ns z =  if argmax nt t p s =  and 0, otherwise. If the mixture components are well 
separated, the fuzzy classification matrix  [ ] ns p = P  tends to define a partition and both 
(49) and (50) assume small values ( 0 ≈ );  
CLC  
Biernacki and Govaert (1997), proposed the classification likelihood criterion, CLC 
(51) to choose the number of classes in a mixture of normal distributions, based on the 





ns s s n s
sn
CLC z f y λ
==
⎡⎤ = ⎣⎦ ∑∑ θ       ( 5 1 )  
CLC log LP L =−         ( 5 2 )  
where LP is defined by (49).So, the classification likelihood (or the complete log-
likelihood) is the standard likelihood penalized by a term which measures the quality of 
the partition, thus making a compromise between the fit of the data and the ability of the 
                                                 
4 The quantities  ns p  are interpreted as partial memberships in the context of fuzzy clustering and as probabilities of 
membership in the context of mixture models. 17 
mixture model to provide a classification (Biernacki, 1997; Biernacki and Govaert, 
1997).  
CL 
Biernacki (1997) and Biermacki and Govaert (1997) propose the following criteria to 






⎡⎤ = ⎣⎦ ∑∑
SN
ns s n s
sn
pf y θ       ( 5 3 )  
The defined criteria can be calculated on the base of the relation defined by Hathaway 
(1986), who provides a decomposition of the log-likelihood function into two terms (54)  
 ln CL E =+ S L        ( 5 4 )  
where  E, defined by (50), measures the overlap of the mixture components and is 
related to the fuzzy classification matrix; relation (54) reveals that  the classification 
log-likelihood also can be interpreted as a compromise between the fit of the data to the 
mixture model (first term) and the ability of the mixture model to provide well-
separated clusters (second term). 
NEC 
The quantity (50) is also the basis for the Normalizez Entropy Criterion NEC, provided 

















     ( 5 5 )  
where  () 1 ln L  denotes the maximized log-likelihood for a single distribution. 
So, the normalized entropy criterion to be normalized to assess the number of mixture 
components is defined as (56): 
  ()
()









       ( 5 6 )  
However, as NEC is not valid to decide between one and more than one clusters, 
Biernacki (1999) presents an extension of this criterion to deal with this situation. 18 
ICL-BIC 
Biernacki et al. (2000) note that the integrated likelihood does not account the ability of 
the mixture model to provide evidence for a clustering structure in the data and suggest 
the alternative use of the Integrated Completed likelihood(57): 
() ()() , sc p ML p d = ΦΦ Φ ∫ yz       ( 5 7 )  
To approximate (57) Biernacki et al. (2000) propose the use of a BIC-like 
approximation. 




p ML N ≈Φ − yz       ( 5 8 )  
Substituting (52) in (58), we obtain: 
  () ln ln
2
k
ICL L LP N ≈Φ − −        ( 5 9 )  
The criteria ICL BIC −  is thus defined by: 
2ln 2 ln ICL BIC L LP k N −= −++       ( 6 0 )  
EP 
Ramaswamy et al. (1993) propose another entropy-based measure to assess the degree 
















       ( 6 1 )  
s E  is bounded between 0 (meaning that all the posterior probabilities are equal to each 
object) and 1 (corresponding to minimum entropy). As  s EM  is a nonlinear measure, 
Jedidi et al. (1996) argument that values for the indicator between 0,5 and 0,6 can reveal 
a enough separation. 
3.3.2  FUZZY INDICES 
PC and PE 
Bezdek (1981) developed the criteria ‘Partition Coeficient’ - PC and ´Partition Entropy’ 
– PE, to select the optimal number of clusters when the fuzzy k-means algorithm 
(Bezdek, 1974, Dunn 1974) is used; recently, Windham e Cutler (1992) proposed the 19 
use of the PC to select the number of components in mixture models and Bezdek et al. 
(1997) motivated the use of both indicators. The PC criteria is defined as (62): 










        ( 6 2 )    
This indicator assumes values in the domain1P C 1 ≤ ≤ S , where the lower bound and 
upper bound are associated, respectively, to a completely fuzzy solution and a 
nonoverlapping solution; this criterion presents the limitation of not allowing the test of 
1 S =  against 1 S > , because () () 11 1 SS PC PC => = ≥ . 
The Partition Entropy is defined as (63): 












      ( 6 3 )  
Being defined on the domain 0P El n ≤≤ S , the PE should be minimized. 
3.4  MIR criteria 
The validity functionals analysed in this section are not penalized likelihood methods, 
and have been developed in the specific context of mixture models by Windham and 
Cutler (1992) and Cutler and Windham (1994).  
MIR 
The first measure to be analysed is the MIR, Minimum Information Ratio, introduced by 
Windham and Cutler (1992). MIR is defined as the smallest eigenvalue of the 
information ratio matrix, 
1 −
c FF , where F is the Fisher Information Matrix and  c F  the 
Fisher Information for the classified sample. According to the authors, MIR is used as a 
measure of the proportion of information about the parameters without knowing the 
subpopulation memberships and might be interpreted as the ability of the data to 
distinguish the component densities. When the EM algorithm is used to estimate the 
model parameters, MIR can be estimated by one minus the convergence rate of the EM 
algorithm (64); in fact, Louis (1982) and Sundberg (1976) have shown that the 
convergence rate of the EM algorithm is the largest eigenvalue of 
1 − − c IF F  or, 
equivalently, the smallest eigenvalues of 
1 −
c FF .  20 















        ( 6 4 )  
Where     ⋅  is a convenient norm of the Euclidean space and  h θ  the sequence of 
parameter estimates produced by the iterations of the EM algorithm.  
MIR is interpreted as the ability of the data to distinguish the component densities and it 
take values between 0 and 1; s small MIR suggests a poor clustering and a large MIR 
suggests a good clustering. 
Windham e Cutler (1992) propose also the procedure MIREV -  Minimum Information 
Ratio Estimation and Validation, as follows.  
The simplicity of the estimation step makes it attractive, but summarizing the clustering 
quality in a single number could be dangerous. The validation step provides a measure 
of the reliability of the number of components selected by the estimation step. 
Polymedis and Titterington (1998) proposed a modification of the MIREV Procedure; 
in their simulation experiment the new method outperformed the method proposed by 
Windham and Cutler (1992). 
Table 2:  MIREV Procedure 
Estimation 
i)  select S1 and S2 with  12 2 SS ≤≤. 
ii)  For each S,  12 SS S ≤≤ , obtain the  () s MIR  assuming the mixture has s components. 
iii) Estimate the number of components to be  ˆ S , the value of S  for which the  () s MIR  is 
largest 
Validation 
i)  For  1,..., mM = , obtain a bootstrap sample from the original data and compute ˆ
m S , 
as in the estimation step 
ii)  Estimate the probability that the maximum  () s MIR  occurs at  ˆ SS =  by  p ˆ  = 
(number of times  ˆˆ
m SS = /M), and use this value has a measure of confidence in  ˆ S . 
Source: Windham and Cutler (1992: 1188)  21 
ALL and AND 
Two additional validity functionals could be obtained from MIR (Cutler e Windham, 
1994), the adjusted log-likelihood ALL (65) and the adjusted number of components, 
ANC (66). 
( ) 1 ln ln ss s ALL MIR L L =−        ( 6 5 )  
() 1 s s ANC S MIR =−         ( 6 6 )  
The estimated number of components is chosen to maximize MIR, ALL and ANC.  
As () () 11 1 SS MIR MIR => =≥ , it can only be used to  1 S > .  
3.5  Other criteria 
EL – Elbow Likelihood 
Cuttler and Windham (1992) proposed a modification of the log-likelihood, called EL – 
Elbow likelihood; according to EL, the estimated number of components is the smallest 
value of S for which 1 ln ln ss LL ε + −< , where the subscript denotes the number of 
components and the value ofε  is 1% the absolute value of the log-likelihood for the 
model with the smallest number of components. 
LOGVL 
Andrews and Currim (2003a,b) suggest the use of the log-likelihood value from the 
validation sample (LOGVL) as a criterion to select the number of classes in a mixture 
regression model; so, this criterion requires the split of the empirical data into two parts, 
an estimation sample and a validation sample. Unlike the estimation sample log-
likelihood, LOGVL may decrease when the number of mixture components increase, 
which may suggest misspecification.  
CVIC – Cross-Validation-Based Information Criterion 
CVIC (Smyth 2000) suggests the use of Cross-Validation-Based Information Criterion 
to choose the number of mixture components. Cross validation approaches require that 
the empirical data is divided repeatedly (M times) into two parts: an estimation sample 
and a validation sample; model parameters are estimated on the estimation sample and 
model performance is then tested on the validation sample. The criterion proposed by 
Smith (2000) is defined as: 22 
()
1







= ∑ y θ        ( 6 7 )  
where  ˆ
m E θ denotes the parameters estimated (for the model under S components) from 
the mth estimating subset,  m E  and  ( ) ˆ ln ;
mm VE Ly θ is the log-likelihood evaluated on the 
validation sample  m V  using the parameters estimates  ˆ
m E θ . 
Different cross-validation methodologies arise, based on how the M validation and 
estimation samples are chosen. The so called v-fold cross validation use v disjoint 
validation samples, each of size  / Nv ; when vN = , the approach is known as “leave-
one-out” or “jacknife”; due to its time consumption, consideration might be given to 
1 v >  solutions, being  10 v =  a popular number (Smith, 2000); Another way, known as 
Monte Carlo Test validation, generates M independent partitions of the data, for a fixed 
fraction  γ , into a estimation sample of size  N γ  and a validation sample of size 
() 1 N γ − . Smith (2000) suggests the choice  0,5 γ = . Smith (2000) compared CVIC 
(implemented via Monte Carlo methods) with BIC and the bootstrap LRTS in real data 
sets and concluded that these three suggest the same number of mixture components. 
Gradient function 
Lindsay and Roeder (1992) present two diagnostic tools, the residual function and the 
gradient function, useful to select the number of segments in mixture models. 
According to the author these two proposed functions are closely related and should be 
used as the first approach to mixture models validation. Due to its popularity and 
properties (Deb and Trivedy, 1997; Wedel and Kamakura, 2000), we limit our 
discussion to the gradient function. 















      ( 6 8 )  
Following Lindsay and Roeder (1992), the graph of (68) could be used as a diagnostic 
test for the presence of the mixture: the convexity of the graph is interpreted as evidence 
in favour of a mixture. However, as such convexity could be observed for more than 
one value of S, the analysis of other information criteria is also required. 23 
An additional diagnosis(69) suggested by Linday and Roeder (1992) is a weighted sum 
of equation (68). 







DS d S f yy       ( 6 9 )  
Where  () f y  is the sample frequency of y. Deb and Trivedi (1997) applied (68) and 
(69) in the context of mixture regression models. 
4  Empirical comparisons of performance 
Despite the large number of heuristics available to help the selection of the optimal 
number of mixture model components, few studies have been conducted in order to 
evaluate their relative effectiveness.  
In fact, the majority of results appear in papers where a new criterion is proposed and an 
experimental design is conducted in order to compare its performance with a limited 
number of well-known criteria; these studies do not intent to provide general results, but 
also illustrate the effectiveness of the new developed criteria (Bozdogan, 1987, 1992, 
1994; Windham and Cutler, 1992; Celeux e Soromenho, 1996; Biernacki et al, 1999; 
Smith, 2000); only few contributions defined as main objective to compare criteria 
designed for mixture model selection (Bozdogan, 1992, 1994, Cutler and Windham, 
1994, Biernacki, 1997, Hawpkins, 2001, Andrews and Currim, 2003a,b). Additionally, 
in general these studies consider a limited number of data characteristics (mostly 
multivariate normal data with no predictors) and manipulated factors (number of 
components, separation degree) in the experimental design. Exceptions are the full 
factorial designs developed by Andrews and Currim (2003a,b) in the context of mixture 
models and the work of Cutler and Windham (1994). Finally, available studies yield 
different conclusions about the overall performance of the compared criteria. Table 3 






Table 3: Empirical comparisons of performance 
Reference Mixture  Model  Methodology  Criteria 
Bozdogan (1992)  Univariate normal 
mixture  Experimental Design   AIC3, BIC & ICOMP 
Bozdogan (1993)  Multivariate normal 






Experimental Design  ICOMP, AIC3 & CAIC 
Cutler and 
Windham (1994) 
Mixtures of bivariate 
normal distributions  Experimental Design 
lnL, EL, AIC, AIC3, 
ICOMP, MIR, ALL, ANC 
& WID 
Windham and 




Univariate, bivariate and 
four-dimesional normal 
mixtures 
Experimental Design  NEC, AIC, BIC & ICOMP 
Biernacki et al. 
(1999) 
Multivariate normal 
mixture,  Experimental Design  NEC & NECII 
Biernacki e 
Govaert (1997) 
Univariate and bivariate 
normal mixtures 
Experimental design 
and real data set (Iris 
data) 
CL, CLM, L, AIC, AIC3, 
BIC, ICOMP, NEC & 
AWE 
Biernacki, 
Celeux e Govaert 
(2000) 
Multivariate normal 
mixture and non-gaussian 
distributions  
Experimental design 
and real data set  BIC & ICL 
Andrews and 
Currim (2003a) 
Multinonial choice data 
(mixture regression 
models) 
Experimental Design  AIC, AIC3, BIC, CAIC, 
ICOMP, LOGLV and NEC 
Andrews and 
Currim (2003a) 
Normal mixture (Mixture 
regression models)  Experimental Design  AIC, AIC3, BIC, CAIC, 
ICOMP, LOGLV and NEC 
 
5  Conclusion 
This work reveals the existence of a large number of available criteria designed to help 
the selection of the adequate number of clusters to retain in mixture models; some of 
these approaches possess a powerful theoretical justification, while others are based in 
more empirical arguments. The literature was organized in five groups, namely: 
hypothesis test in the context of mixture models; information criteria, including those 
criteria that penalize the over-parametrization, (including KL estimators, bayesian 
criteria and consistent criteria); classification-based criteria, include both criteria 
developed in the context of mixture analysis and criteria imported from the fuzzy 
classification literature that look for well-separated clusters); MIR and related criteria 
that are calculated using  the convergence rate o the EM algorithm and other criteria.  25 
Review of published simulation studies about the effectiveness of the available criteria 
shows that few comprehensive studies have been conducted. In general studies tend to 
be narrow in scope, and aim to exemplify the effectiveness of new proposed measures 
rather than compare the effectiveness of available measures. Also, as the majority of 
these studies have appeared mostly in the statistics literature, we don’t know if the 
experimental designs include all relevant manipulated factors for specific areas of 
application. Finally, as results of available studies aren’t completely consistent, it may 
be that no criterion is best for all types of mixtures in all contexts.  
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