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Abstract: Sequential Monte Carlo (SMC) is a class of algorithms that
approximate high-dimensional expectations of a Markov chain. SMC algo-
rithms typically include a resampling step. There are many possible ways
to resample, but the relative advantages of different resampling schemes
remain poorly understood. Here, a theoretical framework for comparing re-
sampling schemes is presented. The framework uses resampling matrices to
provide a simple description for the SMC resampling step. The framework
identifies the matrix resampling scheme that gives the lowest possible error.
The framework leads to new asymptotic error formulas that can be used to
compare different resampling schemes.
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1. Introduction
Sequential Monte Carlo (SMC) has a history that traces from the 1950’s to the
present. The first examples of SMC were simulations of chain polymers in the
1950’s [15, 27]. Starting in the 1960’s, SMC was used in the quantum chemistry
community to calculate the ground state energy of the Schro¨dinger equation
[20, 12]. SMC became a standard statistical tool in the 1990’s, as the algorithm
was applied to problems in Bayesian inference and signal processing [8]. In recent
years, the algorithm continues to fascinate researchers who are ever developing
new variations of SMC algorithms (e.g., [28, 10]).
SMC is a tool for evaluating expectations of the form
E
[
G0 (X0)
T−1∏
t=0
Gt (Xt−1, Xt) f (XT−1, XT )
]
where (Xt)t≥0 is a discrete-time Markov chain on a sequence of state space
(Et)t≥0, functions (Gt)t≥0 are nonnegative, and f is real-valued. These expec-
tations are called Feynman-Kac integrals, and they are notoriously difficult to
evaluate when T is large [23]. SMC is a sampling algorithm that simulates the
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dynamics of the Markov chain (Xt)t≥0 and provides random approximations
for Feynman-Kac integrals that become increasingly accurate as computational
effort is increased.
SMC has a wide range of applications from Bayesian statistics to rare event
sampling. In Bayesian contexts, functions (Gt)t≥0 are typically unnormalized
likelihood ratios between prior and posterior distributions. SMC is used to esti-
mate statistics of the posterior distribution, and the resulting algorithm is often
called the particle filter [8]. In rare event sampling, on the other hand, SMC is
used to provide estimates of rare event probabilities, and functions (Gt)t≥0 bias
a process (Xt)t≥0 to explore regions of state space that would rarely be accessed
under typical conditions [13].
Despite the usefulness of SMC, practitioners are burdened with the difficult
task of choosing a resampling scheme from the many options. Past analyses
have provided error formulas for a few particular resampling schemes (e.g., [5,
4, 7]). However, the number of resampling schemes has increased rapidly in
recent years [22], and more theoretical analysis is required to rigorously compare
schemes. Error formulas are not available for all common resampling schemes
(e.g., stratified resampling), and there remains no consensus among experts
about how best to resample.
One goal of the current paper is to describe the resampling step in a uni-
fied way in order to facilitate analysis. Thus, Section 2 introduces a matrix
resampling framework, inspired by work of Hu et al. [18] and Whiteley et al.
[28]. Resampling matrices provide a simple description for a great variety of
resampling schemes, and any scheme in the matrix resampling framework is
guaranteed to exhibit important convergence behavior. In particular, Section
2 proves unbiasedness, convergence, and an upper bound on variance for SMC
estimates made using matrix resampling schemes.
Another goal of the current paper is to present a unified analysis of SMC
error. Section 3 explains how error arises within the SMC algorithm and how
error can be reduced by selecting an appropriate resampling scheme. The scheme
that gives the lowest possible resampling error is identified. To compare the per-
formance of resampling schemes, Section 3 also provides new asymptotic error
bounds, including the first such bounds for stratified resampling and stratified
residual resampling.
Technical proofs are presented in an appendix, following Section 3 and the
conclusion.
2. Matrix resampling framework
The goal of the current section is to provide a matrix resampling framework
that ties together diverse SMC resampling schemes. Section 2.1 provides a short
overview of SMC. Section 2.2 describes the key features of the matrix resampling
framework. Section 2.3 presents convergence theorems that ensure the validity
of SMC estimates. Section 2.4 presents a martingale argument to show why
SMC estimates are unbiased.
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2.1. Overview of Sequential Monte Carlo
Sequential Monte Carlo begins by sampling initial “particles”, and then the al-
gorithm proceeds iteratively through three main steps: reweighting, resampling,
and mutation. Definition 2.1 gives an overview of these steps and the quantities
that can be estimated through SMC:
Definition 2.1. Overview of Sequential Monte Carlo
1. Initialization: Independently sample ξ
(i)
0 ∼ Law (X0) for 1 ≤ i ≤ N0.
2. The algorithm proceeds iteratively for t = 0, 1, 2, . . ..
(a) Reweighting: Assign weights w
(i)
t to each particle ξ
(i)
t with
w
(i)
t = Gt
(
ξ
(i)
t
)
, t = 0
w
(i)
t = wˆ
(i)
t−1Gt
(
ξˆ
(i)
t−1, ξ
(i)
t
)
, t > 0
(b) Resampling: Replace the ensemble
(
w
(i)
t , ξ
(i)
t
)
1≤i≤Nt
with a new en-
semble
(
wˆ
(j)
t , ξˆ
(j)
t
)
1≤j≤Nt+1
, where each particle ξˆ
(j)
t is a copy of some
particle ξ
(i)
t and weights wˆ
(j)
t are defined so that
1
N0
Nt∑
i=1
w
(i)
t f
(
ξ
(i)
t
)
≈ 1
N0
Nt+1∑
j=1
wˆ
(j)
t f
(
ξˆ
(j)
t
)
for all functions f : Et → R.
(c) Mutation: sample ξ
(i)
t+1 ∼ Law
(
Xt+1|Xt = ξˆ(i)t
)
for 1 ≤ i ≤ Nt+1.
3. Estimation: To estimate quantities E
[∏t−1
s=0Gsf
]
, use
1
N0
Nt∑
i=1
wˆ
(i)
t−1f
(
ξˆ
(i)
t−1, ξ
(i)
t
)
≈ E
[
t−1∏
s=0
Gsf
]
For notational simplicity, in expectations involving the Markov Chain (Xt)t≥0,
the arguments of functions will often be omitted. For example, E
[∏t−1
s=0Gsf
]
denotes E
[
G0 (X0)
∏t−1
s=1Gs (Xs−1, Xs) f (Xt−1, Xt)
]
.
While the reweighting and mutation steps are straightforward, there are many
different ways to carry out the resampling step. Outlined below are examples of
resampling methods:
Example 2.1 (Sequential importance sampling). The simplest resampling scheme,
sequential importance sampling [15, 27], leaves the ensemble of particles and
weights completely unchanged:(
wˆ
(j)
t , ξˆ
(j)
t
)
1≤j≤Nt+1
=
(
w
(i)
t , ξ
(i)
t
)
1≤i≤Nt
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In sequential importance sampling, weights wˆ
(j)
t are multiples of many func-
tions (Gt)t≥0:
wˆ
(j)
t = wˆ
(j)
t−1Gt
(
ξˆ
(j)
t−1, ξ
(j)
t
)
= wˆ
(j)
t−2Gt−1
(
ξˆ
(j)
t−2, ξ
(j)
t−1
)
Gt
(
ξˆ
(j)
t−1, ξ
(j)
t
)
= · · ·
Consequently, some weights wˆ
(j)
t can be very large, while other weights can
be very small. The imbalance in weights can potentially contribute variance to
the estimates 1
N0
∑Nt
i=1 wˆ
(i)
t−1f
(
ξˆ
(i)
t−1, ξ
(i)
t
)
, because the single particle with the
highest weight can dominate all the others.
Alternatives to sequential importance sampling, which alleviate the imbal-
ance in weights, include multinomial resampling and Bernoulli resampling.
Example 2.2 (Multinomial resampling). In multinomial resampling [17], up-
dated particles
(
ξˆ
(j)
t
)
1≤i≤N0
are independently sampled with common distribu-
tion
ξˆ
(j)
t ∼
∑Nt
i=1 w
(i)
t δ
(
ξ
(i)
t
)
∑Nt
i=1 w
(i)
t
and each updated particle is assigned an updated weight wˆ
(j)
t = wt =
1
N0
∑Nt
i=1 w
(i)
t .
Example 2.3 (Bernoulli resampling). In Bernoulli resampling [20], each of
the original particles ξ
(i)
t is replicated N
(i)
t times, where the numbers N
(i)
t are
independent random variables with

N
(i)
t =
⌊
w
(i)
t
wt
⌋
+ 1, with probability
{
w
(i)
t
wt
}
N
(i)
t =
⌊
w
(i)
t
wt
⌋
, otherwise
Here, the floor function ⌊·⌋ is defined by ⌊x⌋ = max {z ∈ Z : z ≤ x}, the re-
mainder function {·} is defined by {x} = x−⌊x⌋, and wt = 1N0
∑Nt
i=1 w
(i)
t is the
average of the weights. After replication, each updated particle ξˆ
(j)
t is assigned
an updated weight wˆ
(j)
t = wt.
2.2. Extending the matrix resampling framework
Sequential importance sampling and multinomial resampling are both matrix
resampling schemes. First introduced by Hu et al. [18] and Whiteley et al. [28],
matrix resampling schemes involve a resampling step described by a nonnegative
matrix Wt with dimensions Nt ×Nt+1. The properties of this matrix are:
• The ith row sum equals the weight w(i)t for 1 ≤ i ≤ Nt.
• The jth column sum equals the updated weight wˆ(j)t for 1 ≤ j ≤ Nt+1.
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• Each updated particle ξˆ(j)t is independently drawn from a distribution
determined by the jth column of the resampling matrix:
ξˆ
(j)
t ∼
∑Nt
i=1 w
(i,j)
t δ
(
ξ
(i)
t
)
∑Nt
i=1 w
(i,j)
t
Resampling schemes can be divided into fixed population resampling schemes,
where particle numbers (Nt)t≥0 are deterministic, and random population re-
sampling schemes, where the number of particles (Nt)t≥0 is random. While the
matrix resampling framework is useful for describing fixed population schemes,
it is necessary to extend the framework further in order to describe random
population resampling schemes.
This section presents a new extension to the matrix resampling framework
to random population schemes that satisfy an upper bound on the maximum
possible number of particles Nt. In these schemes, Nt can be bounded by CtN0
for each t ≥ 0, where (Ct)t≥0 is a deterministic series of constants. This as-
sumption is often satisfied for the random population schemes used in practice.
For example, in Bernoulli resampling, the random numbers Nt satisfy an upper
bound Nt ≤ N0 (t+ 1) and cannot grow in an uncontrolled way, because
Nt+1 =
Nt∑
i=1
N
(i)
t =
Nt∑
i=1
(⌊
w
(i)
t
wt
⌋
+ 1
)
≤
Nt∑
i=1
(
w
(i)
t
wt
+ 1
)
= N0 +Nt
The extended matrix resampling framework differs from the standard ma-
trix resampling framework by including a “coffin state” c. The coffin state is
an element of state space that particles ξˆ
(j)
t can potentially occupy, but parti-
cles in the coffin state do not affect any SMC estimates. By including a coffin
state, the extended matrix resampling framework is able to reinterpret many
random population schemes as schemes where the number of particles (Nt)t≥0
is deterministic but the number of coffin state particles is random.
In the extended matrix resampling framework, the Markov chainXt is allowed
to take values in the extended state space Et ∪ {c}. Transitions from the coffin
state are described by P {Xt+1 = c|Xt = c} = 1. Functions defined on Et or
Et−1 × Et are extended to take values f (c) = 0 or f (c, c) = 0. As seen in the
definition below, the extended matrix resampling framework includes a row in
each resampling matrix Wt governing transitions into the coffin state c:
Definition 2.2. Extended matrix resampling framework
1. Initialization: Independently sample ξ
(i)
0 ∼ Law (X0) for 1 ≤ i ≤ N0.
2. The algorithm proceeds iteratively for t = 0, 1, 2, . . ..
(a) Reweighting: Assign weights w
(i)
t to each particle ξ
(i)
t with
w
(i)
t = Gt
(
ξ
(i)
t
)
, t = 0
w
(i)
t = wˆ
(i)
t−1Gt
(
ξˆ
(i)
t−1, ξ
(i)
t
)
, t > 0
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(b) Resampling: Select a nonnegative matrixWt with dimensions (Nt + 1)×
Nt+1 and row sums
∑Nt+1
j=1 w
(i,j)
t = w
(i)
t for 1 ≤ i ≤ Nt. Indepen-
dently, for 1 ≤ j ≤ Nt+1, select ξˆ(j)t from the distribution
ξˆ
(j)
t ∼
∑Nt
i=1 w
(i,j)
t δ
(
ξ
(i)
t
)
+ w
(Nt+1,j)
t δ (c)∑Nt+1
i=1 w
(i,j)
t
Define the wˆ
(j)
t by the column sum wˆ
(j)
t =
∑Nt+1
i=1 w
(i,j)
t .
(c) Mutation: sample ξ
(i)
t+1 ∼ Law
(
Xt+1|Xt = ξˆ(i)t
)
for 1 ≤ i ≤ Nt+1.
3. Estimation: To estimate quantities E
[∏t−1
s=0Gsf
]
, use
1
N0
Nt∑
i=1
wˆ
(i)
t−1f
(
ξˆ
(i)
t−1, ξ
(i)
t
)
≈ E
[
t−1∏
s=0
Gsf
]
The extended matrix resampling framework encompasses a variety of resam-
pling schemes. For example, Figure 1 presents resampling matrices Wt that
correspond to sequential importance sampling, multinomial resampling, and
Bernoulli resampling. In the extended matrix resampling framework, the choice
of which matrix Wt to use can be made adaptively, incorporating any informa-
tion, such as the values of particles
(
ξ
(i)
t
)
1≤i≤Nt
and their weights
(
w
(i)
t
)
1≤i≤Nt
.
Only the numbers (Nt)t≥0 must be fixed in advance of running the SMC algo-
rithm.
Fig 1. Examples of resampling matrices W0 when N0 = 4, N1 = 6, and particles have weights
w
(1)
0 = 3.2, w
(2)
0 = 2.4, w
(3)
0 = .8, and w
(4)
0 = 1.6. A horizontal line separates the coffin state
c.


3.2
2.4
.8
1.6
2 2


seq. importance sampling


.8 .8 .8 .8
.6 .6 .6 .6
.2 .2 .2 .2
.4 .4 .4 .4
2 2


multinomial resampling


2 1.2
2 .4
.8
1.6
.8 1.6 1.2 .4


Bernoulli resampling
2.3. Unbiasedness, convergence, and variance
The matrix resampling framework leads to a series of powerful results on the
unbiasedness, convergence, and variance of SMC estimates. While versions of
these theorems were proved previously [5, 7, 28], this section presents results that
hold more broadly and include all schemes in the matrix resampling framework.
The first of the key theorems that govern the validity of SMC estimates
ensures that estimates are unbiased:
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Theorem 2.1. If E
∣∣∣∏T−1t=0 Gtf ∣∣∣ <∞, then SMC estimates are unbiased:
E
[
1
N0
NT∑
i=1
wˆ
(j)
T−1f
(
ξˆ
(i)
T−1, ξ
(i)
T
)]
= E
[
T−1∏
t=0
Gtf
]
Theorem 2.1 is quite general and holds without any additional assumptions.
In contrast, Theorems 2.2 and 2.3 will require a mild assumption on the numbers
(Nt)t≥0 and on the resampling matrices (Wt)t≥0:
Assumption 2.1. There exist absolute constants (Ct)t≥0 such that
Nt
N0
≤ Ct
and max1≤i≤Nt+1 wˆ
(i)
t ≤ Ctmax1≤j≤Nt w(j)t .
Assumption 2.1 guarantees that the number of particles does not grow too
high and also that the maximum weight does not grow too high during resam-
pling. This assumption is satisfied for all the schemes presented in the current
paper, taking Ct = 1 for fixed population schemes and Ct = t + 1 for random
population schemes.
The next result is a widely useful convergence theorem for SMC estimates:
Theorem 2.2. If E
[∏t
s=0Gs
]
<∞ for 0 ≤ t ≤ T −1 and E
∣∣∣∏T−1t=0 Gtf ∣∣∣ <∞,
then
1
N0
NT∑
i=1
wˆ
(i)
T−1f
(
ξˆ
(i)
T−1, ξ
(i)
T
)
P→ E
[
T−1∏
t=0
Gtf
]
as N0 →∞
In Theorem 2.2, it is assumed the SMC algorithm is well-defined on a prob-
ability space (Ω,F ,P) for any number of starting particles N0 = 1, 2, . . .. As
N0 → ∞, Theorem 2.2 establishes that SMC estimates converge in probabilty
to the correct result.
Another key convergence result is a simple upper bound on the variance of
SMC estimates. The upper bound leads to a clear interpretation that SMC
estimates have a 1√
N0
error rate when functions (Gt)t≥0 are bounded.
Theorem 2.3. If functions (Gt)0≤t≤T−1 are bounded and E
∣∣∣∏T−1t=0 Gtf2∣∣∣ <∞,
then
Var
[
1
N0
NT∑
i=1
wˆ
(i)
T−1f
(
ξˆ
(i)
T−1, ξ
(i)
T
)]
≤ 1
N0
E
[
T−1∏
t=0
Gtf
2
]
T−1∏
t=0
supGt
T∑
t=0
t−1∏
s=0
Cs
where (Ct)t≥0 are the constants appearing in Assumption 2.1.
While antecedents of Theorems 2.2 and 2.3 appear in the SMC literature
[7, 28], the versions presented here are more general with respect to possible
resampling schemes or are more powerful with respect to unbounded functions f .
In examples outlined below, these theorems determine the convergence behavior
of a diverse set of matrix resampling schemes. See also Figure 2, which provides
resampling matrices for the three examples.
R. J. Webber/Unifying SMC 8
Example 2.4 (Adaptive resampling and parallel resampling). Two common
variations on the SMC framework are adaptive resampling and parallel resam-
pling. In adaptive resampling [23], a resampling scheme such as multinomial or
Bernoulli resampling is triggered if the variation in weights exceeds a certain
threshold; otherwise, sequential importance sampling is applied instead. In par-
allel resampling [22], resampling is applied independently on different processors
in order to minimize communication costs. Theorems 2.2 and 2.3 guarantee the
convergence of many adaptive and parallel resampling schemes. In particular,
convergence is guaranteed even if the user decides adaptively which resampling
scheme to use at the start of each resampling stage or if resampling decisions
are made in parallel across different machines.
Example 2.5 (Pruning and enrichment). In the pruning and enrichment scheme
[11], a lower cutoff ut and an upper cutoff Ut are selected at the beginning of
each resampling step. If w
(i)
t > Ut, then the particle ξ
(i)
t is split into two repli-
cas ξˆ
(j)
t and ξˆ
(k)
t with reduced weights wˆ
(j)
t = wˆ
(k)
t =
1
2w
(i)
t . If w
(i)
t < ut, then
instead an updated particle ξˆ(j) is drawn from the distribution
ξˆ(j) ∼ 1
2
δ
(
ξ(i)
)
+
1
2
δ (c)
with weight wˆ(j) = 2w
(i)
t . Lastly, if ut ≤ w(i)t ≤ Ut, the ith particle and weight
are left unchanged, with
(
wˆ
(j)
t , ξˆ
(j)
t
)
=
(
w
(i)
t , ξˆ
(i)
t
)
for some 1 ≤ j ≤ Nt+1.
Theorems 2.2 and 2.3 guarantee convergence of the pruning and enrichment
scheme even when cutoff values ut and Ut are selected adaptively at the start
of each resampling stage.
Example 2.6 (Rejection control). The rejection control scheme [24] mixes se-
quential importance sampling and Bernoulli resampling. In this scheme, first
compute the average particle weight wt =
1
N0
∑Nt
j=1 w
(j)
t . Then, if w
(i)
t ≥ wt, the
ith particle and weight are left unchanged, with
(
wˆ
(j)
t , ξˆ
(j)
t
)
=
(
w
(i)
t , ξˆ
(i)
t
)
for
some 1 ≤ j ≤ Nt+1. Otherwise, if w(i)t < wt, a particle ξˆ(j) is drawn from the
distribution
ξˆ(j) ∼ w
(i)
t
wt
δ
(
ξ(i)
)
+
(
1− w
(i)
t
wt
)
δ (c)
with weight wˆ(j) = wt. Theorems 2.2 and 2.3 are the best known convergence
results for the rejection control scheme.
Remark 2.1. Many past analyses of SMC [7, 3] have focused on SMC estimates
of ratios E
[∏T−1
t=0 Gtf
]
/E
[∏T−1
t=0 Gt
]
. In the present analysis, the central focus
is shifted toward SMC estimates of quantities E
[∏T−1
t=0 Gtf
]
. This central focus
has three advantages. First, estimates of E
[∏T−1
t=0 Gtf
]
are unbiased, making
them simpler to analyze than estimates of ratios, which are typically biased.
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Fig 2. Examples of resampling matrices W0 when N0 = 4, N1 = 5, and particles have weights
w
(1)
0 = 3.2, w
(2)
0 = 2.4, w
(3)
0 = .8, and w
(4)
0 = 1.6. In parallel resampling the resampling
matrix takes a block diagonal form, with each block corresponding to a different processor. In
pruning and enrichment, the cutoff values are ct = 1 and Ct = 3.


1.6 1.6
1.2 1.2
.4 .4
.8 .8
2


parallel mult. resampling


1.6 1.6
2.4
.8
1.6
.8


pruning and enrichment


3.2
2.4
.8
1.6
1.2 .4 2


rejection control
Second, unbiased SMC estimates have not been studied in as much detail as
estimates of ratios have been, despite their central importance in rare event
sampling and Bayesian statistics [5, 13]. Third, convergence properties for es-
timates of ratios follow as a corollary of convergence properties for unbiased
estimates. For more details of this relationship, refer to the discussion in the
appendix.
2.4. Martingale analysis of SMC
Martingale theory provides an essential tool for the analysis of SMC [5, 7, 3].
In the current section, a martingale is used to show that SMC estimates are
unbiased. In later sections, the same martingale leads to an error decomposition
and asymptotic error formulas for SMC estimates.
The first step in a martingale analysis is to define a filtration and a martingale
sequence on that filtration. Toward this goal, fix functions (Gt)0≤t≤T−1 and f
and define σ-algebras and conditional expectations as follows:
Definition 2.3. σ-algebras and conditional expectations
1. Introduce the filtration (Ft)−1≤t≤T , where

F−1 = {∅,Ω}
F0 = σ
((
ξ
(i)
0
)
1≤i≤N0
,W0
)
Ft+ 12 = Ft ∨ σ
((
ξˆ
(j)
t
)
1≤j≤Nt+1
)
, 0 ≤ t ≤ T − 1
Ft+1 = Ft+ 12 ∨ σ
((
ξ
(i)
t+1
)
1≤i≤Nt+1
,Wt
)
, 0 ≤ t ≤ T − 2
FT = FT− 12 ∨ σ
((
ξ
(i)
T
)
1≤i≤NT
)
Here, G ∨ H denotes the smallest σ-algebra containing G and H.
2. Define the conditional expectations
ht (xt) = E
[
T−1∏
s=t+1
Gsf
∣∣∣∣∣Xt = xt
]
, 0 ≤ t ≤ T − 1
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with the convention that
∏
∅Gs = 1.
3. To keep the notation simple, write hT (xT ) = 1,GT (xT−1, xT ) = f (xT−1, xT ),
and w
(i)
T = wˆ
(i)
T−1GT
(
ξˆ
(i)
T−1, ξ
(i)
T
)
for 1 ≤ i ≤ NT .
The next theorem shows that the SMC estimate 1
N0
∑NT
i=1 wˆ
(i)
T−1f
(
ξˆ
(i)
T−1, ξ
(i)
T
)
for the quantity E
[∏T−1
t=0 Gtf
]
can be interpreted as a martingale on the filtra-
tion Ft:
Theorem 2.4. If E
∣∣∣∏T−1t=0 Gtf ∣∣∣ < ∞, there exists a martingale Mt on the
filtration Ft that satisfies

M−1 = E
[∏T−1
t=0 Gtf
]
Mt =
1
N0
∑Nt
i=1 w
(i)
t ht
(
ξ
(i)
t
)
, 0 ≤ t ≤ T
Mt+ 12 =
1
N0
∑Nt+1
i=1 wˆ
(i)
t ht
(
ξˆ
(i)
t
)
, 0 ≤ t ≤ T − 1
Proof. For 0 ≤ t ≤ T − 1,
E
[
Mt+1| Ft+ 12
]
= E

 1
N0
Nt+1∑
i=1
w
(i)
t+1ht+1
(
ξ
(i)
t+1
)∣∣∣∣∣∣Ft+ 12

 (2.1)
=
1
N0
Nt+1∑
i=1
wˆ
(i)
t E
[
Gt+1
(
ξˆ
(i)
t , ξ
(i)
t+1
)
ht+1
(
ξ
(i)
t
)∣∣∣Ft+ 12 ] (2.2)
=
1
N0
Nt+1∑
i=1
wˆ
(i)
t ht
(
ξˆ
(i)
t
)
=Mt+ 12 (2.3)
Lines (2.1)-(2.3) use the fact that wˆ
(i)
t is measurable with respect to Ft+ 12 , as
well as the definitions for w
(i)
t+1, Law
(
ξ
(i)
t+1|Ft+ 12
)
, ht+1, and ht.
Next, for 0 ≤ t ≤ T − 1,
E
[
Mt+ 12
∣∣∣Ft] = E

 1
N0
Nt+1∑
j=1
wˆ
(j)
t ht
(
ξˆ
(j)
t
)∣∣∣∣∣∣Ft

 (2.4)
=
1
N0
Nt+1∑
j=1
wˆ
(j)
t
Nt∑
i=1
ht
(
ξ
(i)
t
)
P
{
ξˆ
(j)
t = ξ
(i)
t
∣∣∣Ft} (2.5)
=
1
N0
Nt+1∑
j=1
wˆ
(j)
t
Nt∑
i=1
ht
(
ξ
(j)
t
) w(i,j)t
wˆ
(j)
t
=
1
N0
Nt∑
i=1
w
(i)
t ht
(
ξ
(i)
t
)
=Mt (2.6)
Lines (2.4)-(2.6) use the fact that wˆ
(j)
t is measurable with respect to Ft, the
definition for Law
(
ξˆ
(j)
t
∣∣∣Ft), and the fact that ∑Ntj=1 w(i,j)t = w(i)t .
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Lastly, because ξ
(j)
0 ∼ Law (X0) for 1 ≤ j ≤ N0, E
[
1
N0
∑N0
i=1 w
(i)
0 h0
(
ξ
(i)
0
)]
=
E [G0h0] = E
[∏T−1
t=0 Gtf
]
.
Theorem 2.4 guarantees the unbiasedness of SMC estimates, confirming The-
orem 2.1.
3. Unified analysis of SMC error
The current section provides a unified analysis of SMC error which facilitates
comparison of different resampling schemes. Section 3.1 defines complete re-
sampling schemes, a subset of matrix resampling schemes which will be covered
in the error analysis. Section 3.2 explains how error arises within the SMC al-
gorithm and how error can be reduced by selecting an appropriate resampling
scheme. Section 3.3 identifies the matrix resampling scheme that gives the lowest
possible error. Section 3.4 presents new asymptotic formulas that can be used
to rigorously compare the error associated with different resampling schemes.
3.1. Complete resampling schemes
A complete resampling scheme is a matrix resampling scheme with the require-
ment that all the updated weights wˆ
(j)
t equal the same weightwt =
1
N0
∑Nt
i=1 w
(i)
t .
Complete resampling schemes, which include Bernoulli resampling and multi-
nomial resampling, are very prominent in discussions of SMC. In fact, several
previous reviews of resampling methods focused solely on complete resampling
schemes [6, 16]. The error analysis makes the following assumption:
Assumption 3.1. The resampling scheme is complete; that is, all the updated
weights wˆ
(j)
t equal the same weight, wt =
1
N0
∑Nt
i=1 w
(i)
t .
There are two major factors that determine the value of a resampling scheme:
the computational cost of using the scheme and the accuracy of the estimates
it provides. The advantage of analyzing complete resampling schemes is that all
complete resampling schemes share a similar computational cost. In particular,
the computational cost of an SMC algorithm is proportional to the number
of non-coffin particles, and the next proposition guarantees that the number
of non-coffin particles is similar for all complete resampling schemes, with a
statistical range of N0 ±
√
N0 particles:
Proposition 3.1. If at least one of the weights
(
w
(i)
t
)
1≤i≤N0
is positive, then
the number of non-coffin particles satisfies
E
[∑Nt+1
j=1 1
{
ξˆ
(j)
t 6= c
}∣∣∣Ft] = N0
Var
[∑Nt+1
j=1 1
{
ξˆ
(j)
t 6= c
}∣∣∣Ft] ≤ N0
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Proof. Calculate
∑Nt+1
j=1 P
{
ξˆ
(j)
t 6= c
∣∣∣Ft} =∑Nt+1j=1 ∑Nti=1 w(i,j)twt = N0 and
Nt+1∑
j=1
Var
[
1
{
ξˆ
(i)
t 6= c
}∣∣∣Ft] = Nt+1∑
j=1
w
(Nt+1,j)
t
wt
(
1− w
(Nt+1,j)
t
wt
)
≤
Nt+1∑
j=1
(
1− w
(Nt+1,j)
t
wt
)
=
Nt+1∑
j=1
Nt∑
i=1
w
(i,j)
t
wt
= N0
Since all complete resampling schemes share a similar computational cost,
it is the accuracy of these schemes that should be the determining factor in
deciding which scheme to use. The accuracy of SMC estimates made using
various resampling schemes is explored in depth in the subsequent sections.
3.2. Factors contributing to SMC error
The goal of the current section is to show how each step of the SMC algo-
rithm contributes error to SMC estimates and how this error can be reduced by
selecting an appropriate resampling scheme.
The starting point for the decomposition of SMC error is the martingale
introduced in Theorem 2.4.

M−1 = E
[∏T−1
t=0 Gtf
]
Mt =
1
N0
∑Nt
i=1 w
(i)
t ht
(
ξ
(i)
t
)
, 0 ≤ t ≤ T
Mt+ 12 =
wt
N0
∑Nt+1
i=1 ht
(
ξˆ
(i)
t
)
, 0 ≤ t ≤ T − 1
where ht (xt) = E
[∏T−1
s=t+1Gsf
∣∣∣Xt = xt]. At time t = −1, the martingale is
a perfect estimate M−1 = E
[∏T−1
t=0 Gtf
]
. At time t = T , the martingale has
evolved to become an imperfect estimate MT =
wT−1
N0
∑NT
i=1 f
(
ξˆ
(i)
T−1, ξ
(i)
T
)
. An
additive decomposition of SMC error is
wT−1
N0
NT∑
i=1
f
(
ξˆ
(i)
T−1, ξ
(i)
T
)
− E
[
T−1∏
t=0
Gtf
]
= (M0 −M−1)︸ ︷︷ ︸
initialization error
+
T−1∑
t=0
(
Mt+ 12 −Mt
)
︸ ︷︷ ︸
resampling error
+
T−1∑
t=0
(
Mt+1 −Mt+ 12
)
︸ ︷︷ ︸
mutation error
In this decomposition, SMC error is the sum of three uncorrelated error
sources: initialization error, resampling error and mutation error. The first error
source is initialization error, which can be written
M0 −M−1 = 1
N0
N0∑
i=1
{
G0
(
ξ
(i)
0
)
h0
(
ξ
(i)
0
)
− E [G0h0]
}
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Intialization error is caused by random sampling of the particles
(
ξ
(i)
0
)
1≤i≤N0
during the initialization step. The mean squared initialization error can be cal-
culated
E |M0 −M−1|2 = Var
[
1
N0
N0∑
i=1
G0
(
ξ
(i)
0
)
h0
(
ξ
(i)
0
)]
=
1
N0
Var [G0h0]
This error source is the same for all resampling schemes, with no dependence
on the particular resampling scheme that is used.
Similar to initialization error is mutation error. Mutation error arises from
the random sampling of particles
(
ξ
(i)
t
)
1≤i≤Nt
during a mutation step. Mutation
error Mt+1 −Mt+ 12 can be written
wt
N0
Nt∑
i=1
{
Gt+1
(
ξˆ
(i)
t , ξ
(i)
t+1
)
ht+1
(
ξ
(i)
t+1
)
− E
[
Gt+1ht+1|Xt = ξˆ(i)t
]}
An asymptotic expansion shows how mutation error approaches a fixed asymp-
totic limit, regardless of which resampling scheme is used:
Proposition 3.2. Assume functions (Gt)0≤t≤T−1 are bounded and assume
E
[∏T−1
t=0 Gtf
2
]
< ∞. Then, at each time 0 ≤ t ≤ T − 1 there exists a con-
stant C > 0, independent of resampling scheme, such that
1
N0
E
[
t∏
s=0
Gs
]
E
[
t∏
s=0
GsVar [Gt+1ht+1|Xt]
]
≤ E
∣∣∣Mt+1 −Mt+ 12 ∣∣∣2
≤ 1
N0
E
[
t∏
s=0
Gs
]
E
[
t∏
s=0
GsVar [Gt+1ht+1|Xt]
]
+
C
N20
Proof. Define ν (xt) = Var [Gt+1ht+1|Xt = xt]. By Theorem 2.3,
0 ≤ E
[
w2t
N0
Nt∑
i=1
ν
(
ξˆ
(i)
t
)]
− E [wt] E
[
wˆt
N0
Nt∑
i=1
ν
(
ξˆ
(i)
t
)]
= Cov
[
wt,
wˆt
N0
Nt∑
i=1
ν
(
ξˆ
(i)
t
)]
≤ Var [wt]
1
2 Var
[
wt
N0
Nt∑
i=1
ν
(
ξˆ
(i)
t
)] 12
≤ C
N0
Moreover, Theorem 2.4 guarantees E [wt] = E
[∏t
s=0Gs
]
and
E
[
wt
N0
Nt∑
i=1
ν
(
ξˆ
(i)
t
)]
= E
[
t∏
s=0
GsVar [Gt+1ht+1|Xt]
]
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In summary, Proposition 3.2 demonstrates that mutation error, just like
initialization error, does not depend on which particular complete resampling
scheme is used.
Having discussed two sources of SMC error – initialization error and resam-
pling error – the last error source that remains to be discussed is resampling
error. Resampling error can be written
Mt+ 12 −Mt =
wt
N0
Nt+1∑
j=1
ht
(
ξˆ
(j)
t
)
− 1
N0
Nt∑
i=1
ht
(
ξ
(i)
t
)
Resampling error results from random population changes during the resampling
step. Resampling error exhibits quite different behavior from initialization and
mutation error: the size of this error can vary significantly depending on which
particular resampling scheme is used.
A tool for measuring resampling error [6] is resampling variance
Vˆ 2t [ht] = Var

 wt
N0
Nt+1∑
j=1
ht
(
ξˆ
(j)
t
)∣∣∣∣∣∣Ft


Reducing resampling variance is a means toward increasing SMC efficiency. As
illustrated in the next lemma, resampling variance can be reduced by selecting
an appropriate resampling scheme:
Lemma 3.1. (a) Let ht ∈ RNt+1 denote the vector with h(i)t = ht
(
ξ(i)
)
for
1 ≤ i ≤ Nt and h(Nt+1)t = 0. Then, resampling variance Vˆ 2t [ht] can be
written as a quadratic function of the resampling matrix Wt:
wt
N20
Nt∑
i=1
w
(i)
t
∣∣∣ht (ξ(i)t )∣∣∣2 − 1N20 hTt WtWTt ht
Consequently, minimizing resampling variance is a concave minimization
problem.
(b) Consider a resampling matrixWt containing a sequence of columns cj1 , cj2 , . . . , cjK .
Then, replacing the columns cj1 , cj2 , . . . , cjK with K identical columns
1
K
∑K
k=1 cjk either increases resampling variance or leaves resampling vari-
ance unchanged.
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Proof of Lemma 3.1. Resampling variance Vˆ 2t [ht] can be written as
Var

 wt
N0
Nt+1∑
j=1
ht
(
ξˆ
(j)
t
)∣∣∣∣∣∣Ft

 = w2t
N20
Nt+1∑
j=1
Var
[
ht
(
ξˆ
(j)
t
)∣∣∣Ft]
=
w2t
N20
Nt+1∑
j=1
E
[∣∣∣ht (ξˆ(j)t )∣∣∣2
∣∣∣∣Ft
]
− w
2
t
N20
Nt+1∑
j=1
∣∣∣E [ht (ξˆ(j)t )∣∣∣Ft]∣∣∣2
=
wt
N0
E

 wt
N0
Nt+1∑
j=1
∣∣∣ht (ξˆ(j)t )∣∣∣2
∣∣∣∣∣∣Ft

− 1
N20
Nt+1∑
j=1
∣∣∣∣∣
Nt∑
i=1
w
(i,j)
t ht
(
ξ
(i)
t
)∣∣∣∣∣
2
=
wt
N20
Nt∑
i=1
w
(i)
t
∣∣∣ht (ξ(i)t )∣∣∣2 − 1N20 hTt WtWTt ht
Next, let W
(1)
t ,W
(2)
t , . . . ,W
(K)
t be the resampling matrices formed by cyclic
permutations of columns cj1 , cj2 , . . . , cjK . Then, h
T
t W
(k)
t W
(k)
t
T
ht = h
T
t WtW
T
t ht
for each 1 ≤ k ≤ K. By convexity of Wt 7→ hTt WtWTt ht,
hTt
(
1
K
K∑
k=1
W
(k)
t
)(
1
K
K∑
k=1
W
(k)
t
)T
ht
≤ 1
K
K∑
k=1
hTt W
(k)
t W
(k)
t
T
ht = h
T
t WtW
T
t ht
The second part of Lemma 3.1 is a useful device for comparing common re-
sampling schemes. In examples below, the lemma is used to analyze efficiency of
three common resampling schemes: stratified, multinomial residual, and strati-
fied residual resampling. See also Figure 3, which provides resampling matrices
for these three schemes.
Example 3.1 (Stratified resampling). In stratified resampling [21], sample uni-
form random variables U
(j)
t ∼ Unif
(
j−1
N0
, j
N0
)
for 1 ≤ j ≤ N0 and select parti-
cles ξˆ
(j)
t = Qt
(
U
(j)
t
)
, where
Qt (x) = ξ
(i)
t ,
∑i−1
k=1 w
(k)
t∑Nt
k=1 w
(k)
t
≤ x <
∑i
k=1 w
(k)
t∑Nt
k=1 w
(k)
t
It is seen in Figure 3 that the resampling matrix for stratified resampling takes
a particular form, with nonzero matrix entries forming a path rightwards and
downwards. By averaging over all matrix columns, the multinomial resampling
matrix is obtained. Thus, by Lemma 3.1, the resampling variance of stratified
resampling is always as low or lower than that of multinomial resampling.
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Example 3.2. In multinomial residual resampling [2], first select
⌊
w
(i)
t
wt
⌋
copies
of each particle ξ
(i)
t . Then, select an additional Rt =
∑Nt
i=1
{
w
(i)
t
wt
}
particles ξˆ
(j)
t
independently from the distribution
ξˆ
(j)
t ∼
1
Rt
Nt∑
i=1
{
w
(i)
t
wt
}
δ
(
ξ
(i)
t
)
It is seen in Figure 3 that the resampling matrix for multinomial residual resam-
pling contains a block of columns with just one nonzero matrix entry per column.
By averaging over all matrix columns, the multinomial resampling matrix is ob-
tained. Thus, by Lemma 3.1, the resampling variance of stratified resampling is
always as low or lower than that of multinomial resampling.
Example 3.3. Stratified residual resampling [1] combines aspects of stratified
resampling and multinomial residual resampling. First select
⌊
w
(i)
t
wt
⌋
copies of
each particle ξ
(i)
t . Then, for 1 ≤ j ≤ Rt =
∑Nt
i=1
{
w
(i)
t
wt
}
, sample a uniform
random variable U
(j)
t ∼ Unif
(
j−1
Rt
, j
Rt
)
and select the particle ξˆ
(j)
t = Qt
(
U
(j)
t
)
,
where
Qt (x) = ξ
(i)
t ,
1
Rt
i−1∑
k=1
{
w
(k)
t
wt
}
≤ x < 1
Rt
i∑
k=1
{
w
(k)
t
wt
}
The resampling matrix for stratified residual resampling contains a block of
columns where entries for a path rightwards and downwards. By averaging over
this block of columns, the multinomial residual matrix is obtained. By Lemma
3.1, the resampling variance of stratified residual resampling is as low or lower
than that of multinomial residual resampling.
Fig 3. Examples of resampling matrices W0 when N0 = 4, N1 = 4, and particles have weights
w
(1)
0 = 3.2, w
(2)
0 = 2.4, w
(3)
0 = .8, and w
(4)
0 = 1.6.


.8 .8 .8 .8
.6 .6 .6 .6
.2 .2 .2 .2
.4 .4 .4 .4


multinomial


2 1.2
.8 1.6
.4 .4
1.6


stratified


2 .6 .6
2 .2 .2
.4 .4
.8 .8


multinomial residual


2 1.2
2 .4
.4 .4
1.6


stratified residual
Remark 3.1. While Proposition 3.2 requires that functions (Gt)t≥0 are bounded,
this assumption can be lifted, at the cost of greater complexity. Using methods
to be presented in Section 3.4, it can be shown that mutation error converges
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in distribution
1√
N0
(
Mt+1 −Mt+ 12
) D→ N
(
0,E
[
t∏
s=0
Gs
]
E
[
t∏
s=0
GsVar [Gt+1ht+1|Xt]
])
whenever the asymptotic variance is finite. The asymptotic distribution does
not depend on which resampling scheme is used.
Remark 3.2. Similar to the examples above, Douc et al. [6] compared resam-
pling variance between different resampling schemes. But while [6] used explicit
resampling variance calculations, the resampling matrix framework provides a
quicker route to comparing schemes. In the examples above, it is enough sim-
ply to compare columns between resampling matrices and apply Lemma 3.1 to
obtain a rigorous error comparison.
3.3. Minimizing resampling variance
The goal of SMC is to compute a quantity E
[∏T−1
s=t+1Gsf
]
with minimal error.
Sections 3.1 and 3.2 have demonstrated that the error of an estimate depends
critically on the resampling variance. Thus, it is of foremost concern to find
resampling schemes that minimize resampling variance.
Theorem 3.1 identifies the minimal variance resampling scheme, a scheme
that sorts particles depending on the values ht
(
ξ
(i)
t
)
:
Theorem 3.1. (a) The following random population scheme minimizes re-
sampling variance Vˆ 2t [ht]:
1. Add one particle
(
w
(Nt+1)
t , ξ
(Nt+1)
t
)
= (wt, c) to the ensemble
(
w
(j)
t , ξ
(j)
t
)
1≤j≤Nt
.
2. Sort the ensemble
(
w
(j)
t , ξ
(j)
t
)
1≤j≤Nt+1
from highest to lowest by the
value of ht
(
ξ
(j)
t
)
so that
ht
(
ξ
(1)
t
)
≥ ht
(
ξ
(2)
t
)
≥ · · · ≥ ht
(
ξ
(Nt)
t
)
≥ ht
(
ξ
(Nt+1)
t
)
3. Apply stratified resampling.
(b) The fixed population scheme that minimizes resampling variance Vˆ 2t [ht] is
a simpler version of the scheme in part (a). First sort particles from high-
est to lowest by the value of ht
(
ξ
(i)
t
)
and then apply stratified resampling.
Proof. Assume particles have been sorted so that ht
(
ξ
(1)
t
)
≥ ht
(
ξ
(2)
t
)
≥ · · · ≥
ht
(
ξ
(Nt)
t
)
and consider an arbitrary resampling matrix Wt. By Lemma 3.1, the
resampling variance is decreased if hTt WtW
T
t ht is increased.
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As a first step toward increasing hTt WtW
T
t ht, define Pt and Nt by
p
(i,j)
t = w
(i,j)
t 1
{
ht
(
ξ
(j)
t
)
≥ 0
}
, 1 ≤ i ≤ Nt
q
(i,j)
t = w
(i,j)
t 1
{
ht
(
ξ
(j)
t
)
< 0
}
, 1 ≤ i ≤ Nt
and {
p
(Nt+1,j)
t = wt −
∑Nt
k=1 p
(k,j)
t
q
(Nt+1,j)
t = wt −
∑Nt
k=1 q
(k,j)
t
Then set St =
(
Pt Qt
)
and observe that hTt WtW
T
t ht ≤ hTt StSTt ht.
Let c(1), c(2), . . . , c(Nt+1) denote the columns of Pt, sorted so that h
T
t c
(1) ≥
hTt c
(2) ≥ · · · ≥ hTt c(Nt+1) ≥ 0. Consider the following algorithm to increase the
value of hTt PtP
T
t ht:
1. Call a quadruplet (i, j, k, ℓ) a problematic quadruplet if p
(i,j+ℓ)
t > 0 and
p
(i+k,j)
t > 0 and if i+ k ≤ Nt. Choose a problematic quadruplet with i as
small as possible. If there is more than one such quadruplet, choose one
with j as small as possible.
2. Set α = min
{
p
(i,j+ℓ)
t , p
(i+k,j)
t
}
and update the entries of Pt with
p
(i,j)
t = p
(i,j)
t + α p
(i,j+ℓ)
t = p
(i,j+ℓ)
t − α
p
(i+k,j)
t = p
(i,j)
t − α p(i+k,j+ℓ)t = p(i,j+ℓ)t + α
3. If necessary, resort the columns c(j+ℓ), c(j+ℓ+1), . . . , c(Nt+1) to ensure that
hTt c
(j+ℓ) ≥ hTt c(j+ℓ+1) ≥ · · · ≥ hTt c(Nt+1).
Note that step 2 of the algorithm increases hTt P
T
t Ptht or leaves h
T
t P
T
t Ptht
unchanged, while step 3 ensures that hTt c
(1) ≥ hTt c(2) ≥ · · · ≥ hTt c(Nt+1) ≥ 0.
After repeated applications of the algorithm, all the problematic quadruplets
involving column c(1) will eventually be gone and the same too with columns c(2),
c(3), etc. Eventually, the algorithm will have no more problematic quadruplets
to correct. A similar algorithm can be applied to increase the value of Nt. On
examination it is seen that the resulting matrix
(
Pt Qt
)
generates the same
resampling scheme as described in part (a).
The proof of part (b) is similar. Because fixed population schemes satisfy
Vˆ 2t [ht] = Vˆ
2
t [ht + c] for c ∈ R, it can be assumed without loss of generality that
ht
(
ξ
(i)
t
)
> 0 for all ξ
(i)
t 6= c. But in this case, the schemes in part (a) and part
(b) are identical, and sorted stratified resampling represents the best possible
strategy.
The optimal scheme identified in Theorem 3.1 is an example of a sorting
scheme. In more general sorting schemes, particles can be sorted using any
real-valued coordinate θt : Et → R and then stratified resampling or stratified
residual resampling can be used. Sorting schemes have a long history dating
back at least to Madow & Madow [25]. Sorting schemes can lead to a beneficial
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stratification effect. Each particle ξˆ
(j)
t is drawn from a subset of particles for
which ht
(
ξ
(i)
t
)
values are similar, thereby reducing resampling variance. Theo-
rem 3.1 indicates that the best possible coordinate for sorting is θt = ht. This
is the first known result which proves that sorting particles can produce an
optimal resampling scheme.
The optimal scheme in Theorem 3.1 can be difficult to implement exactly,
because the function ht (xt) = E
[∏T−1
s=t+1Gsf
∣∣∣Xt = xt]. can be challenging to
compute. However, ht is not the only coordinate for sorting particles that can
lead to an effective resampling scheme. The error formulas of the next section
show that effective sorting is possible with a wide range of different coordinates
θt.
3.4. Asymptotic error
In past work [5, 4, 7], a central tool for for analyzing SMC error has been Central
Limit Theorems (CLTs) of the form
√
N0
(
wT−1
N0
NT∑
i=1
f
(
ξˆ
(i)
T−1, ξ
(i)
T
)
− E
[
T−1∏
t=0
Gtf
])
D→ N (0, η2)
where the quantity η2 depends on the particular resampling scheme that is used.
CLTs have been proved for multinomial, multinomial residual and Bernoulli
resampling [5, 4, 7]. In the present section, new error formulas are presented for
stratified resampling and stratified residual resampling. These error formulas are
not CLTs; instead they are upper bounds on asymptotic error. Asymptotic error
is a new way to measure error that is more general than a CLT and also more
flexible for analysis. Before presenting asymptotic error formulas, it is therefore
necessary to introduce the key features of asymptotic error and explain how this
error measurement tool can be interpreted.
Asymptotic error is a far-reaching generalization of the error rate in a CLT.
In a CLT, a sequence of random variables (Yn)n≥1 approach a constant c with
error measured by an error rate Un.
Yn − c
Un
D→ N (0, 1)
Thus, a CLT can only be proved when there is very precise knowledge of the
error rate Un. In contrast, asymptotic error can be analyzed when knowledge
of Un is less precise and there is only an upper or lower bound on Un. A full
definition of asymptotic error is provided below:
Definition 3.1. Suppose random variables (Yn)n≥1 satisfy
lim inf
n→∞ E
[
1An
∣∣∣∣Yn − cUn
∣∣∣∣2
]
≥ 1
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for all possible sequences of sets (An)n≥1 with P (An)→ 1. Then, Yn converges
to c with asymptotic error greater than or equal to Un, and write |Yn − c| & Un.
Suppose random variables (Yn)n≥1 satisfy
lim sup
n→∞
E
[
1Bn
∣∣∣∣Yn − cUn
∣∣∣∣2
]
≤ 1
for some sequence of sets (Bn)n≥1 with P (Bn) → 1. Then, Yn converges to c
with asymptotic error less than or equal to Un, and write |Yn − c| . Un.
If both conditions are satisfied, Yn converges to c with asymptotic error Un,
and write |Yn − c| ∼ Un.
A CLT can be viewed as a particular example of asymptotic error, as guar-
anteed by the following lemma:
Lemma 3.2. Suppose random variables (Yn)n≥1 satisfy
Yn−c
Un
D→ N (0, 1) as
n→∞. Then, |Yn − c| ∼ Un.
Proof. Fatou’s Lemma shows lim infn→∞ E
[
1An
∣∣∣Yn−cUn ∣∣∣2
]
≥ 1 for all sequences
(An)n≥1 with P (An) → 1. Thus, |Yn − c| & Un. To show |Yn − c| . Un, con-
struct a sequence (Bn)n≥1 with the properties P (Bn)→ 1 and limsupn→∞E
[
1Bn
∣∣∣Yn−cUn ∣∣∣2
]
≤
1. First let Ln be the largest number such that
E
[
1
{∣∣∣∣Yn − cUn
∣∣∣∣ < Ln
} ∣∣∣∣Yn − cUn
∣∣∣∣2
]
≤ 1
and note that Ln is well-defined by the Monotone Convergence Theorem. Set
Bn =
{
|Yn−c|
Un
< Ln
}
. For any ǫ > 0, chooseM > 0 large enough that P {|Z| < M} >
1− ǫ2 where Z ∼ N (0, 1). Since Yn−cUn
D→ N (0, 1), it follows that P
{
|Yn−c|
Un
< M
}
>
1−ǫ for all n large enough. Since x 7→ 1 {|x| < M} |x|2 is bounded and piecewise
continuous,
E
[
1
{∣∣∣∣Yn − cUn
∣∣∣∣ < M
}∣∣∣∣Yn − cUn
∣∣∣∣2
]
→ E [1 {|Z| < M}Z2] < 1
For all n large enough, it follows that M < Ln,
{
|Yn−c|
Un
< M
}
⊆ Bn, and
P (Bn) ≥ P
{
|Yn−c|
Un
< M
}
> 1− ǫ. Since ǫ is arbitrary, P (Bn)→ 1.
Asymptotic error can be compared to mean squared error, which is another
common error metric, different from the error rate in the CLT. Both asymptotic
error and mean squared error are tools to assess the value of an estimate and
to provide confidence intervals around an estimate. By Chebyshev’s inequality,
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asymptotic error leads to confidence intervals:
|Yn − c| . Un =⇒ lim sup
n→∞
P {|Yn − c| ≥ ǫUn} ≤ 1
ǫ2
The chief difference between asymptotic error and mean squared error is ro-
bustness to perturbations. Mean squared error E |Yn − c|2 is quite sensitive to
changes in the behavior of Yn on a set of vanishing probability, but asymptotic
error is completely robust to these changes. Thus the confidence intervals de-
rived from asymptotic error bounds can be much tighter than those derived
from mean squared error bounds.
The rigorous treatment of asymptotic error leads to new results in SMC
analysis, including the first known error formulas for stratified resampling and
stratified residual resampling. In the following theorem, these new formulas are
presented alongside CLTs for multinomial, multinomial residual, and Bernoulli
resampling, which are extended from [5, 4, 7] to have less restrictions on func-
tions (Gt)t≥0 and f :
Theorem 3.2. Assume E
[∏t
s=0Gs
]
< ∞ for 0 ≤ t ≤ T − 1, E |G0h0|2 < ∞,
and E
[∏t
s=0Gs |Gt+1ht+1|2
]
for 0 ≤ t ≤ T − 1. If multinomial residual or
stratified residual resampling is used, assume E
[∏t−1
s=0Gs1
{
G˜t ∈ {1, 2, . . .}
}]
=
0 for 0 ≤ t ≤ T − 1 as well. Set G˜t = E
[∏t−1
s=0Gs
]
Gt/E
[∏t
s=0Gs
]
and set
η2 = Var [G0h0] +
T−1∑
t=0
ηˆ2t [ht] +
T−1∑
t=0
E
[
t∏
s=0
Gs
]
E
[
t∏
s=0
GsVar [Gt+1ht+1|Xt]
]
where η2 depends on a sequence of a numbers
(
ηˆt [ht]
2
)
0≤t≤T−1
.
First assume multinomial resampling, Bernoulli resampling, or multinomial
residual resampling is used. Then SMC estimates satisfy the CLT
√
N0
(
wT−1
N0
NT∑
i=1
f
(
ξˆ
(i)
T−1, ξ
(i)
T
)
− E
[
T−1∏
t=0
Gtf
])
D→ N (0, η2)
where ηˆ2t [ht] is determined by the resampling scheme:
multinomial
(
E
[∏t
s=0Gs
])2
minc∈R E
[∏t
s=0 G˜s |ht − c|2
]
multinomial residual
(
E
[∏t
s=0Gs
])2
minc∈R E
[∏t−1
s=0 G˜s
{
G˜t
}
|ht − c|2
]
Bernoulli
(
E
[∏t
s=0Gs
])2
E
[∏t−1
s=0 G˜s
{
G˜t
}(
1−
{
G˜t
})
h2t
]
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Next, assume that at each resampling step particles are sorted by a coordinate
θt and then stratified or stratified residual resampling is used. Then,∣∣∣∣∣wT−1N0
NT∑
i=1
f
(
ξˆ
(i)
T−1, ξ
(i)
T
)
− E
[
T−1∏
t=0
Gtf
]∣∣∣∣∣ . η√N0
where ηˆ2t [ht] is determined by the resampling scheme:
stratified
(
E
[∏t
s=0Gs
])2
minp : R→R E
[∏t
s=0 G˜s |ht − p (θt)|2
]
stratified residual
(
E
[∏t
s=0Gs
])2
minp : R→R E
[∏t−1
s=0 G˜s
{
G˜t
}
|ht − p (θt)|2
]
There are two main conclusions that can be drawn from Theorem 3.2 about
how best to choose a resampling scheme. The first conclusion is that residual
versions of a resampling scheme should be used whenever possible. Error for-
mulas for multinomial and multinomial residual resampling are differentiated
by a factor of G˜t for multinomial and a factor of
{
G˜t
}
for multinomial resid-
ual resampling. Since
{
G˜t
}
is always as low or lower than G˜t, the multinomial
residual resampling scheme can lead to reduced SMC error. Similarly, stratified
residual resampling has an improved asymptotic error upper bound compared
to stratified resampling.
The second conclusion that follows from Theorem 3.2 is that sorting schemes
can substantially reduce error, depending on the coordinate θt used for sort-
ing. Error formulas for multinomial and stratified resampling are distinguished
by a factor of minc∈R E
[∏t
s=0 G˜s |ht − c|2
]
for multinomial and a factor of
minp : R→R E
[∏t
s=0 G˜s |ht − p (θt)|2
]
for stratified resampling. Since minp : R→R E
[∏t
s=0 G˜s |ht − p (θt)|2
]
≤
minc∈R E
[∏t
s=0 G˜s |ht − c|2
]
, asymptotic error for stratified resampling is as low
or lower than asymptotic error for multinomial resampling. In the simplest case
where θt ≡ 0, particles are not sorted in any particular order and error reduction
may be very mild; on the other hand, as the stratification effect due to sort-
ing by θt increases, the error contributed at each resampling step approaches
zero. Similarly, asymptotic error for stratified residual resampling is as low or
lower than asymptotic error for multinomial residual resampling, with a major
reduction possible depending on the coordinate θt.
Below, two examples of resampling schemes that use sorting to achieve error
reduction are described:
Example 3.4 (Sorting in Rd). When applying SMC to a one-dimensional sys-
tem, Kitagawa [21] sorted particles ξ
(i)
t by their values in R and then applied
stratified resampling, leading to a dramatic reduction in resampling variance.
Later, Gerber et al. [10] suggested a more general strategy of sorting particles in
R
d according to a Hilbert curve, a measurable one-to-one mapping from Rd into
R. In both cases, Theorem 3.2 gives an upper bound on asymptotic error with
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ηˆ2t [ht] = 0. This is the lowest possible asymptotic error for any SMC scheme.
It should be noted however that pre-asymptotic resampling variance for this
sorting strategy is difficult to estimate; further research may help elucidate the
practical efficiency of Hilbert curve sorting.
Example 3.5 (Binning). In binned resampling [19], the state space is sorted
into bins B1, B2, . . . , BK , and particles ξ
(i)
t are arranged by bin number, from
highest to lowest. When stratified resampling is applied, Theorem 3.2 gives an
upper bound on asymptotic error with
ηˆ2t [ht] =
(
E
[
t∏
s=0
Gs
])2
E

 t∏
s=0
G˜s
K∑
k=1
1Bk
∣∣∣∣∣∣ht −
E
[∏t
s=0 G˜s1Bkht
]
E
[∏t
s=0 G˜s
]
∣∣∣∣∣∣
2


As values of ht become increasingly similar in each bin Bk, equation (3.5) guar-
antees that asymptotic error must decrease. In particular, as the diameter of
the bins approaches zero in a region that grows to fill the state space Et, ηˆ
2
t [ht]
approaches the lowest possible level: ηˆ2t [ht] = 0.
4. Conclusion
The present work derives a theoretical framework that unifies past SMC schol-
arship and establishes significant new results. The framework uses a simple
parametrization to describe a great variety of resampling schemes. The theoret-
ical framework includes a unified error analysis and asymptotic error formulas
with a unified structure that can be used to compare resampling schemes.
The resampling matrix framework combines a fresh look at common resam-
pling schemes with new technical tools to analyze SMC error. Aymptotic error
is defined in a new way, as mean squared error outside a set of vanishing prob-
ability. This notion of error leads to simple proofs and rigorous comparisons
between resampling schemes. Due to this innovation, asymptotic error formulas
are now available for stratified resampling and stratified residual resampling,
including the full range of unbounded functions (Gt)t≥0 and f used in practical
implementations of SMC.
The framework leads to two concrete recommendations for how best to re-
sample:
1. Firstly, practitioners are encouraged to use stratified residual resampling
instead of multinomial residual resampling and stratified resampling in-
stead of multinomial resampling in order to reduce resampling variance.
Similar recommendations were given in Douc et al. [6], but resampling
matrices provide a more intuitive and general explanation for reductions
in resampling variance.
2. Secondly, sorting schemes can lead to extremely low asymptotic error
rates. These schemes are recommended when there is a coordinate θt that
can be used to sort particles
(
ξ
(i)
t
)
1≤i≤Nt
to achieve a beneficial stratifi-
cation effect in the resampling step.
R. J. Webber/Unifying SMC 24
In summary, the unifying analysis in the current paper shines light on the
best ways to resample, providing practical guidance to help SMC users make
the most of the powerful and versatile SMC algorithm.
5. Appendix
5.1. Estimates of ratios
SMC is often used to approximate ratios
∑NT
j=1 wˆ
(j)
T−1f
(
ξˆ
(j)
T−1, ξ
(j)
T
)
∑NT
j=1 wˆ
(j)
T−11
{
ξˆ
(j)
T−1 6= c
} ≈ E
[∏T−1
t=0 Gtf
]
E
[∏T−1
t=0 Gt
]
In some cases, the denominator in the SMC estimate may equal zero, and the
estimate can be assigned an arbitrary value when this occurs. If E
[∏t
s=0Gs
]
<
∞ for 0 ≤ t ≤ T − 1 and E
∣∣∣∏T−1t=0 Gtf ∣∣∣ <∞, then Theorem 2.2 guarantees

∑NT
j=1 wˆ
(j)
T−1f
(
ξˆ
(j)
T−1, ξ
(j)
T
)
P→ E
[∏T−1
t=0 Gtf
]
∑NT
j=1 wˆ
(j)
T−11
{
ξˆ
(j)
T−1 6= c
}
P→ E
[∏T−1
t=0 Gt
]
Therefore, SMC estimates of ratios are convergent. While expressions for the
bias and variance of these estimates are challenging to derive, asymptotic error
for these estimates can be studied with the aid of the following lemma:
Lemma 5.1. 1. If Yn
D→ N (0, 1) and Wn P→ c ∈ R, then YnWn D→ N
(
0, c2
)
.
2. If |Yn| . 1 and Wn P→ c > 0, then |YnWn| . c.
Proof. Part 1 follows from Slutsky’s Theorem. To prove part 2, first construct a
sequence of sets (Cn)n≥1 with the properties P (Cn)→ 1 and lim supn→∞
∥∥1Cn Wnc ∥∥∞ ≤
1. Set Em,n =
{
Wn
c
≤ 1 + 1
m
}
for m,n ≥ 1 and D1,n = E1,n for n ≥ 1.
By the hypothesis in part 2, there exists a number N (m) ≥ 1 such that
P (Em,n) ≥ 1− 1m for n ≥ N (m). Accordingly, for m > 1 define{
Dm,n = Dm−1,n, n < N (m)
Dm,n = Em,n, n ≥ N (m)
By this construction, for m ≥ M and n ≥ N (M), ∥∥1Dm,n Wnc ∥∥∞ ≤ 1 + 1M
and P (Dm,n) ≥ 1− 1M . Setting Cn = Dn,n gives the required sequence. Lastly,
select (Bn)n≥1 so that P (Bn)→ 1 and lim supn→∞ E
[
1BnY
2
n
] ≤ 1. Then Dn =
Bn ∩ Cn satisfies P (Dn)→ 1 and lim supn→∞ E
[
1Dn
∣∣YnWn
c
∣∣2] ≤ 1.
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To apply Lemma 5.1, set f˜ = f − E[
∏T−1
t=0 Gtf]
E[
∏T−1
t=0 Gt]
and observe
∑NT
j=1 wˆ
(j)
T−1f˜
(
ξˆ
(j)
T−1, ξ
(j)
T
)
∑NT
j=1 wˆ
(j)
T−11
{
ξˆT−1 6= c
} =
∑NT
j=1 wˆ
(j)
T−1f
(
ξˆ
(j)
T−1, ξ
(j)
T
)
∑NT
j=1 wˆ
(j)
T−11
{
ξˆ
(j)
T−1 6= c
} − E
[∏T−1
t=0 Gtf
]
E
[∏T−1
t=0 Gt
]
Since 1
N0
∑NT
j=1 wˆ
(j)
T−11
{
ξˆT−1 6= c
}
P→ E
[∏T−1
t=0 Gt
]
, the asymptotic error of an
SMC estimate is the asymptotic error of 1
N0
∑NT
j=1 wˆ
(j)
T−1f˜
(
ξˆ
(j)
T−1, ξ
(j)
T
)
scaled by
a factor of
(
E
[∏T−1
t=0 Gt
])−1
. A corollary of Theorem 3.2 gives precise expres-
sions for asymptotic error:
Corollary 5.1. Set G˜t = E
[∏t−1
s=0Gs
]
Gt/E
[∏t
s=0Gs
]
and set
h˜t (xt) = E

 T−1∏
s=t+1
G˜s

f − E
[∏T−1
r=0 Grf
]
E
[∏T−1
r=0 Gr
]


∣∣∣∣∣∣Xt = xt


Assume that E
[∏t
s=0Gs
]
< ∞ for 0 ≤ t ≤ T − 1, E
∣∣∣G0h˜0∣∣∣2 < ∞, and
E
[∏t
s=0Gs
∣∣∣Gt+1h˜t+1∣∣∣2] for 0 ≤ t ≤ T −1. If multinomial residual or stratified
residual resampling is used, also assume E
[∏t−1
s=0Gs1
{
G˜t ∈ {1, 2, . . .}
}]
= 0
for 0 ≤ t ≤ T − 1. Define
η2 = Var
[
G˜0h˜0
]
+
T−1∑
t=0
ηˆ2t
[
h˜t
]
+
T−1∑
t=0
E
[
t∏
s=0
G˜sVar
[
G˜t+1h˜t+1
∣∣∣Xt]
]
where η2 depends on a sequence of numbers
(
ηˆt
[
h˜t
]2)
0≤1≤T−1
.
First assume multinomial resampling, Bernoulli resampling, or multinomial
residual resampling is used. Then SMC estimates satisfy the CLT
√
N0

∑NTj=1 wˆ(j)T−1f
(
ξˆ
(j)
T−1, ξ
(j)
T
)
∑NT
j=1 wˆ
(j)
T−11
{
ξˆ
(j)
T−1 6= c
} − E
[∏T−1
t=0 Gtf
]
E
[∏T−1
t=0 Gt
]

 D→ N (0, η2)
where ηˆ2t
[
h˜t
]
is determined by the resampling scheme:
multinomial E
[∏t
s=0 G˜sh˜
2
t
]
multinomial residual minc∈R E
[∏t−1
s=0 G˜s
{
G˜t
} ∣∣∣h˜t − c∣∣∣2]
Bernoulli E
[∏t−1
s=0 G˜s
{
G˜t
}(
1−
{
G˜t
})
h˜2t
]
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Next assume at each resampling step particles are sorted by a coordinate θt
and then stratified or stratified residual resampling is used. Then,∣∣∣∣∣∣
∑NT
j=1 wˆ
(j)
T−1f
(
ξˆ
(j)
T−1, ξ
(j)
T
)
∑NT
j=1 wˆ
(j)
T−11
{
ξˆ
(j)
T−1 6= c
} − E
[∏T−1
t=0 Gtf
]
E
[∏T−1
t=0 Gt
]
∣∣∣∣∣∣ . η√N0
where ηˆ2t
[
h˜t
]
is determined by the resampling scheme:
stratified minp : R→R E
[∏t
s=0 G˜s
∣∣∣h˜t − p (θt)∣∣∣2]
stratified residual minp : R→R E
[∏t−1
s=0 G˜s
{
G˜t
} ∣∣∣h˜t − p (θt)∣∣∣2]
5.2. Proofs for Theorems 2.2, 2.3, and 3.2
To prove Theorem 2.2, first introduce intermediate σ-algebras between Ft−1
and Ft: 

F (0)t = Ft−1
F (i)t = F (i−1)t ∨ σ
(
ξ
(i)
t
)
, t = 0, 1 ≤ i ≤ Nt − 1
F (i)t = F (i−1)t ∨ σ
(
ξˆ
(i)
t−1, ξ
(i)
t
)
, t > 0, 1 ≤ i ≤ Nt − 1
F (Nt)t = Ft
Next, define a martingale M
(i)
t = E
[
1
N0
∑NT
k=1 wˆ
(k)
T−1f
(
ξˆ
(k)
T−1, ξ
(k)
T
)∣∣∣F (i)t ]. Since
pairs
(
w
(k)
t , ξ
(k)
t
)
are conditionally independent given Ft−1, it follows
M
(i)
t =
1
N0
i∑
k=1
w
(k)
t ht
(
ξ
(k)
t
)
+
1
N0
Nt∑
k=i+1
E
[
w
(k)
t ht
(
ξ
(k)
t
)∣∣∣Ft−1] (5.1)
The proof of Theorem 2.2 also requires two technical lemmas.
Lemma 5.2. For each n ≥ 1, suppose Gn0 ⊆ Gn1 ⊆ Gn2 ⊆ · · · ⊆ Gn,kn is a
filtration and (Ynj)1≤j≤kn is a sequence of random variables with Ynj measurable
in Gnj. Suppose

∑kn
j=1 E [|Ynj |1 {|Ynj | > C}|Gn,j−1]
P→ 0, C > 0
limλ→∞ supn≥1 P
{∑kn
j=1 E [|Ynj ||Gn,j−1] > λ
}
= 0
Then,
∑kn
j=1 {Ynj − E [Ynj |Gn,j−1]}
P→ 0.
Proof. The lemma can be traced back to the early martingale literature, par-
ticularly Hall & Heyde [14, pg. 45-47] and McLeish [26, pg. 626]. The lemma
appears in Douc & Moulines [7], who also use the lemma to prove convergence
of SMC schemes.
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Lemma 5.3. If E
[∏t
s=0Gs
]
< ∞ for 0 ≤ t ≤ T − 1 and E
∣∣∣∏T−1t=0 Gtf ∣∣∣ < ∞,
then for each 0 ≤ t ≤ T and C > 0
E
[
1
N0
Nt∑
i=1
wˆ
(i)
t−1
∣∣∣f (ξ(i)t )∣∣∣1
{
1
N0
wˆ
(i)
t−1
∣∣∣f (ξ(i)t )∣∣∣ ≥ C
}∣∣∣∣∣Ft−1
]
P→ 0 (5.2)
Proof of Lemma 5.3. Use induction on the time index 0 ≤ t ≤ T . For the t = 0
case, the Dominated Convergence Theorem shows
E
[
1
N0
N0∑
i=1
G0
(
ξ
(i)
0
) ∣∣∣f (ξ(i)0 )∣∣∣1
{
1
N0
G0
(
ξ
(i)
0
) ∣∣∣f (ξ(i)0 )∣∣∣ ≥ C
}]
= E
[
G0 |f |1
{
1
N0
G0 |f | ≥ C
}]
→ 0
Next, assume (5.2) holds for all times 0 ≤ s ≤ t−1 and consider a time t ≥ 1.
By the induction assumption,
E

 1
N0
Nt−1∑
i=1
w
(i)
t−11
{
1
N0
w
(i)
t−1 ≥ C
}∣∣∣∣∣∣Ft−1

 P→ 0, C > 0
For δ > 0, calculate
P
{
max
1≤i≤Nt−1
w
(i)
t−1
N0
≥ δ
}
= E
[
P
{
max
1≤i≤Nt−1
w
(i)
t−1
N0
≥ δ
∣∣∣∣∣Ft−1
}]
≤ E

min

1, 1δ E

 1
N0
Nt−1∑
i=1
w
(i)
t−11
{
1
N0
w
(i)
t−1 ≥ δ
}∣∣∣∣∣∣Ft−1






Sending N0 to infinity, it follows that max1≤i≤Nt−1
w
(i)
t−1
N0
P→ 0, and by Assump-
tion 2.1 max1≤j≤Nt
wˆ
(j)
t−1
N0
P→ 0.
Now for C > 0 and δ > 0, define ν = |f |1{|f | ≥ C
δ
}
. Calculate
P
{
E
[
1
N0
Nt∑
i=1
wˆ
(i)
t−1
∣∣∣f (ξ(i)t )∣∣∣1
{
1
N0
wˆ
(i)
t−1
∣∣∣f (ξ(i)t )∣∣∣ ≥ C
}∣∣∣∣∣Ft
]
> ǫ
}
≤ P
{
max
1≤j≤Nt
wˆ
(j)
t−1
N0
> δ
}
+
1
ǫ
E
[
1
N0
Nt∑
i=1
wˆ
(i)
t−1ν
(
ξˆ
(i)
t−1, ξ
(i)
t
)]
= P
{
max
1≤j≤Nt
wˆ
(j)
t−1
N0
> δ
}
+
1
ǫ
E
[
t−1∏
s=0
Gs |f |1
{
|f | ≥ C
δ
}]
Sending N0 to infinity and δ to zero verifies (5.2) at time t.
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Proof of Theorem 2.2. Lemma 5.3 verifies the first condition of Lemma 5.2,
namely,
T∑
t=0
Nt∑
i=1
E
[
1
N0
w
(i)
t
∣∣∣ht (ξ(i)t )∣∣∣1
{
1
N0
w
(i)
t
∣∣∣ht (ξ(i)t )∣∣∣ > C
}∣∣∣∣F (i−1)t
]
P→ 0
To verify the second condition, observe
P
{
T∑
t=0
Nt∑
i=1
E
[
1
N0
w
(j)
t
∣∣∣ht (ξ(j)t )∣∣∣
∣∣∣∣F (i−1)t
]
> λ
}
≤ 1
λ
T∑
t=0
E

 1
N0
Nt∑
j=1
w
(j)
t
∣∣∣ht (ξ(j)t )∣∣∣

 ≤ T + 1
λ
E
[
T−1∏
t=0
Gt |f |
]
The last quantity tends to zero as λ→∞. Apply Lemma 5.2 to conclude.
Proof of Theorem 2.3. The proof uses a standard variance decomposition for
martingales:
Var [MT ] =
T∑
t=0
Nt∑
i=1
E
[
Var
[
M
(i)
t
∣∣∣F (i−1)t ]] ≤ E
[
T∑
t=0
Nt∑
i=1
∣∣∣∣ 1N0w(i)t ht
(
ξ
(i)
t
)∣∣∣∣2
]
Since functions Gt are bounded, weights wˆ
(i)
t are also bounded, with wˆ
(i)
t ≤∏t
s=0 Cs supGs. Thus, conclude
Var [MT ] ≤
T∑
t=0
(
t−1∏
s=0
Cs supGs
)
E
[
1
N20
Nt∑
i=1
wˆ
(i)
t−1
∣∣∣Gt (ξˆ(i)t−1, ξ(i)t )ht (ξ(i)t )∣∣∣2
]
=
1
N0
T∑
t=0
(
t−1∏
s=0
Cs supGs
)
E
[
t−1∏
s=0
Gs |Gtht|2
]
≤ 1
N0
E
[
T−1∏
t=0
Gtf
2
]
T−1∏
t=0
supGt
T∑
t=0
t−1∏
s=0
Cs
The proof of Theorem 3.2 requires a series of lemmas.
Lemma 5.4. For each n ≥ 1, suppose Gn0 ⊆ Gn1 ⊆ Gn2 ⊆ · · · ⊆ Gn,kn is
a filtration and Sn,kn =
∑kn
j=1 Ynj is the sum of martingale differences with
E [Ynj | Gn,j−1] = 0. Define V 2n,kn =
∑kn
j=1Var [Ynj | Gn,j−1].
(a) If V 2n,kn
P→ 1 and if ∑knj=1 E [Y 2nj1 {|Ynj | > C}∣∣Gn,j−1] P→ 0 for each C >
0, then Sn,kn
D→ N (0, 1).
(b) If P
{
V 2n,kn > 1 + ǫ
}
→ 0 for all ǫ > 0, then |Sn,kn | . 1.
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Proof. Part (a) is the martingale CLT [14, pg.58-59]. To prove part (b), first
set Em,n =
{
V 2n,kn ≤ 1 + 1m
}
for m,n ≥ 1 and D1,n = E1,n for n ≥ 1. By the
assumption in part (b), there exists a number N (m) ≥ 1 such that P (Em,n) ≥
1− 1
m
for n ≥ N (m). Accordingly, for m ≥ 1 define{
Dm,n = Dm−1,n, n < N (m)
Dm,n = Em,n, n ≥ N (m)
By this construction, for any m ≥M and n ≥ N (M), E
[
1Dm,nS
2
n,kn
]
≤ 1+ 1
M
and P (Dm,n) ≥ 1− 1M . Setting Bn = Dn,n gives lim supn→∞ E
[
1BnS
2
n,kn
]
≤ 1
and P (Bn)→ 1.
Lemma 5.5. Assume E
[∏t
s=0Gs
]
< ∞ for 0 ≤ t ≤ T − 1 and assume
E
[∏t
s=0Gs |Gtht|2
]
<∞. Then for each 0 ≤ t ≤ T and C > 0,
E
[
1
N0
Nt∑
i=1
∣∣∣w(i)t ht (ξ(i)t )∣∣∣2 1
{
1√
N0
w
(i)
t
∣∣∣ht (ξ(i)t )∣∣∣ ≥ C
}∣∣∣∣∣Ft−1
]
P→ 0
Proof. For the t = 0 case, use the Dominated Convergence Theorem. For 1 ≤
t ≤ T and C > 0, define ν = |Gtht|2 1
{
|Gtht| ≥ C
√
N0
2E[
∏t−1
s=0 Gs]
}
. Calculate
P
{
E
[
1
N0
Nt∑
i=1
∣∣∣w(i)t ht (ξ(i)t )∣∣∣2 1
{
1√
N0
∣∣∣w(i)t ht (ξ(i)t )∣∣∣ ≥ C
}∣∣∣∣∣Ft−1
]
> ǫ
}
≤ P
{
wt−1 > 2E
[
t−1∏
s=0
Gs
]}
+
2
ǫ
E
[
t−1∏
s=0
Gs
]
E
[
wt−1
N0
Nt∑
i=1
ν
(
ξˆ
(i)
t−1, ξ
(i)
t
)]
= P
{
wt−1 > 2E
[
t−1∏
s=0
Gs
]}
+
2
ǫ
E
[
t−1∏
s=0
Gs
]
E
[
t−1∏
s=0
Gsν
]
Since wt−1
P→ E
[∏t−1
s=0Gs
]
by Theorem 2.2, both terms vanish upon sending
N0 to infinity.
Lemma 5.6. Assume E
[∏t
s=0Gs
]
< ∞ for 0 ≤ t ≤ T − 1, E |G0h0|2 < ∞,
and E
[∏t
s=0Gs |Gt+1ht+1|2
]
for 0 ≤ t ≤ T − 1. Define
η2 = Var [G0h0] +
T−1∑
t=0
ηˆ2t [ht] +
T−1∑
t=0
E
[
t∏
s=0
Gs
]
E
[
t∏
s=0
GsVar [Gt+1ht+1|Xt]
]
where η2 depends on numbers
(
ηˆt [ht]
2
)
0≤1≤T−1
.
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(a) If N0Vˆ
2
t [ht]
P→ ηˆ2t [ht] for each 0 ≤ t ≤ T − 1, then
√
N0
(
wT−1
N0
NT∑
i=1
f
(
ξˆ
(i)
T−1, ξ
(i)
T
)
− E
[
T−1∏
t=0
Gtf
])
D→ N (0, η2)
(b) If limN0→∞ P
{
N0Vˆ
2
t [ht] ≥ ηˆ2t [ht] + ǫ
}
= 0 for each 0 ≤ t ≤ T − 1 and
ǫ > 0, ∣∣∣∣∣wT−1N0
NT∑
i=1
f
(
ξˆ
(i)
T−1, ξ
(i)
T
)
− E
[
T−1∏
t=0
Gtf
]∣∣∣∣∣ . η√N0
Proof. The proof uses Lemma 5.4 to analyze asymptotic behavior of the mar-
tingale
√
N0
η
M
(i)
t , where M
(i)
t is defined in equation (5.1). First compute the
sum of conditional variances
T∑
t=0
Nt∑
i=1
Var
[
M
(i)
t
∣∣∣F (i−1)t−1 ] = Var [G0h0]N0 +
T∑
t=1
Var [Mt| Ft−1]
=
Var [G0h0]
N0
+
T∑
t=1
(
Var
[
E
[
Mt| Fˆt−1
]∣∣∣Ft−1]+ E [Var [Mt| Fˆt−1]∣∣∣Ft−1])
=
Var [G0h0]
N0
+
T∑
t=1
Var
[
wt
N0
Nt∑
i=1
ht
(
ξ
(i)
t
)∣∣∣∣∣Ft−1
]
+
T∑
t=1
E
[
w2t−1
N20
Nt∑
i=1
Var
[
Gtht|Xt−1 = ξˆ(i)t−1
]∣∣∣∣∣Ft−1
]
=
Var [G0h0]
N0
+
T∑
t=1
Vˆ 2t [ht] +
T∑
t=1
wt−1
N20
Nt−1∑
i=1
w
(i)
t Var
[
Gtht|Xt−1 = ξ(i)t−1
]
Theorem 2.2 shows that wt
P→ E
[∏t−1
s=0Gs
]
and
1
N0
Nt−1∑
i=1
w
(i)
t Var
[
Gtht|Xt−1 = ξ(i)t−1
]
P→ E
[
t−1∏
s=0
GsVar [Gtht|Xt−1]
]
Next, for C > 0 and 0 ≤ t ≤ T , a useful inequality of Dvoretzky [9] gives
N0
Nt∑
i=1
E
[∣∣∣M (i)t −M (i−1)t ∣∣∣2 1{√N0 ∣∣∣M (i)t −M (i−1)t ∣∣∣ ≥ C}
∣∣∣∣F (i−1)t
]
≤ 4E
[
1
N0
Nt∑
i=1
∣∣∣w(i)t ht (ξ(i)t )∣∣∣2 1
{
1√
N0
w
(i)
t
∣∣∣ht (ξ(i)t )∣∣∣ ≥ C2
}∣∣∣∣∣Ft−1
]
This last term vanishes upon sending N0 to infinity by Lemma 5.5. Thus, the
conditions of Lemma 5.4 are satisfied, and parts (a) and (b) follow.
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Lemma 5.7. Assume E
[∏t
s=0Gs
]
< ∞ for 0 ≤ t ≤ T − 1 and assume
E
∣∣∣∏Tt=0Gtf ∣∣∣ <∞. Set G˜T = E [∏T−1t=0 Gt]GT /E [∏Tt=0Gt]. Then
wT−1
N0
NT∑
i=1
{
w
(i)
T
wT
}(
1−
{
w
(i)
T
wT
})
f
(
ξ
(i)
t
)
P→ E
[
T−1∏
t=0
Gt
{
G˜T
}(
1−
{
G˜T
})
f
]
(5.3)
If additionally E
[∏T−1
t=0 Gt1
{
G˜T ∈ {1, 2, . . .}
}]
= 0, then
wT−1
N0
NT∑
i=1
{
w
(i)
T
wT
}
f
(
ξ
(i)
T
)
P→ E
[
T−1∏
t=0
Gt
{
G˜T
}
ν
]
(5.4)
Proof. For a proof of equation (5.4) and a special case of equation (5.3), see
Douc & Moulines [7]. To prove the more general case of (5.3), first define L (x) =
{x} − {x}2. By Theorem 2.2,
wT−1
N0
NT∑
i=1
L
(
G˜T
(
ξˆ
(i)
T−1, ξ
(i)
T
))
f
(
ξ
(i)
T
)
P→ E
[
T−1∏
t=0
Gt
{
G˜T
}(
1−
{
G˜T
})
f
]
Thus, it suffices to show
wT−1
N0
NT∑
i=1
∣∣∣∣∣L
(
w
(i)
T
wT
)
− L
(
G˜T
(
ξˆ
(i)
T−1, ξ
(i)
T
))∣∣∣∣∣
∣∣∣f (ξ(i)T )∣∣∣ P→ 0
Since x 7→ L (x) has Lipschitz constant 1, for ǫ > 0 and δ > 0 it follows that
P
{
wˆt−1
N0
Nt∑
i=1
∣∣∣∣∣L
(
w
(j)
t
wˆt
)
− L
(
G˜t
(
ξˆ
(i)
t−1, ξ
(i)
t
))∣∣∣∣∣
∣∣∣f (ξ(i)t )∣∣∣ > ǫ
}
≤ P


∣∣∣∣∣∣wT−1wT
E
[∏T
t=0Gt
]
E
[∏T−1
t=0 Gt
] − 1
∣∣∣∣∣∣ > δ


+
δ
ǫ
E
[
wˆT−1
N0
NT∑
i=1
G˜T
(
ξˆ
(i)
T−1, ξ
(i)
T
) ∣∣∣f (ξ(i)T )∣∣∣
]
= P


∣∣∣∣∣∣wT−1wT
E
[∏T
t=0Gt
]
E
[∏T−1
t=0 Gt
] − 1
∣∣∣∣∣∣ > δ

+ δǫ E
[
t−1∏
s=0
GsG˜tf
]
Both terms vanish upon sending N0 to infinity and then δ to 0.
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Lemma 5.8. Assume E
[∏t
s=0Gs
]
< ∞ for 0 ≤ t ≤ T − 1 and assume
E
[∏T
t=0Gtf
2
]
< ∞. At resampling step T , assume particles are sorted by a
coordinate θT and then stratified or stratified residual resampling is used. Then
for any p : R→ R with E
[∏T
t=0Gt |p (θT )|2
]
<∞,
lim sup
N0→∞
P
{
N0Vˆ
2
T [f ] > (1 + ǫ)N0Vˆ
2
T [f − p (θT )] + ǫ
}
< ǫ, ǫ > 0
Proof. Fix δ > 0 and select η ∈ Cc (R), which approximates p so that E
[∏T
t=0Gt |η (θT )− p (θT )|2
]
<
δ. Applying Cauchy’s inequality with ǫ,
Vˆ 2T [f ] ≤
(
2 +
2
ǫ
)(
Vˆ 2T [η (θT )] + Vˆ
2
T [η (θT )− p (θT )]
)
+ (1 + ǫ) Vˆ 2T [f − p (θT )]
To prove the result it suffices to bound Vˆ 2T [η (θT )] and Vˆ
2
T [η (θT )− p (θT )]. First
bound Vˆ 2T [η (θT )]. On the event that wˆT ≤ 2E
[∏T
t=0Gt
]
, it follows
Vˆ 2T [η (θT )] ≤
(
2E
[
T∏
t=0
Gt
])2
Var

 1
N0
NT+1∑
j=1
η
(
θˆ
(j)
T
)∣∣∣∣∣∣FT


=
(
2E
[
T∏
t=0
Gt
])2
1
N20
NT+1∑
j=1
Var
[
η
(
θˆ
(j)
T
)∣∣∣FT ]
where θˆ
(j)
T denotes θT
(
ξˆ
(j)
T
)
. In the resampling step, a series of particles
(
ξˆ
(j)
T
)
1≤j≤J
is randomly selected (other particles may be deterministically selected) with
L(0) ≥ θˆ(1)T ≥ L(1) ≥ θˆ(2)T ≥ · · · ≥ θˆ(J)T ≥ L(J) for some FT -measurable random
variables L(j). Therefore,
J∑
j=1
Var
[
η
(
θˆ
(j)
T
)∣∣∣FT ] ≤ 1
4
J∑
j=1
∣∣∣∣∣∣ supx∈[L(j−1),L(j)] η (x)− infx∈[L(j−1),L(j)] η (x)
∣∣∣∣∣∣
2
≤ sup
x∈R
|η (x)|
J∑
j=1
∣∣∣∣∣∣ supx∈[L(j−1),L(j)] η (x)− infx∈[L(j−1),L(j)] η (x)
∣∣∣∣∣∣ ≤ supx∈R |η (x)|V (η)
where V (η) is the total variation of η.
It remains to bound Vˆ 2T [η (θT )− p (θT )]. On the event wˆT ≤ 2E
[∏T
t=0Gt
]
,
Vˆ 2T [η (θT )− p (θT )] =
NT+1∑
j=1
wˆ2T
N20
Var
[(
η
(
θˆ
(j)
T
)
− p
(
θˆ
(j)
T
))∣∣∣FT ]
≤ 2E
[
T∏
t=0
Gt
]
E

 wˆT
N0
NT+1∑
j=1
∣∣∣η (θˆ(j)T )− p(θˆ(j)T )∣∣∣2
∣∣∣∣∣∣FT


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This last term has expectation
2E
[
T∏
t=0
Gt
]
E
[
T∏
t=0
Gt |η (θT )− p (θT )|2
]
< 2δ E
[
T∏
t=0
Gt
]
Conclude
lim sup
N0→∞
P
{
N0Vˆ
2
t [ht] > (1 + ǫ)N0Vˆ
2
t [ht − ν] + ǫ
}
= lim sup
N0→∞
P
{
wˆt ≤ 2E
[
t∏
s=0
Gs
]
,
(
2 +
2
ǫ
)
N0Vˆ
2
T [η (θT )] >
ǫ
2
}
+ lim sup
N0→∞
P
{
wˆt ≤ 2E
[
t∏
s=0
Gs
]
,
(
2 +
2
ǫ
)
N0Vˆ
2
T [η (θT )− p (θT )] >
ǫ
2
}
≤
(
2
ǫ
)(
2 +
2
ǫ
)(
2δE
[
T∏
t=0
Gt
])
For small enough δ, this last term is less than ǫ, proving the result.
Proof of Theorem 3.2. The proof combines Lemma 5.6 with explicit computa-
tions of resampling variances Vˆ 2t . For multinomial resampling,
N0Vˆ
2
t [ht] =
wt
N0
Nt∑
i=1
w
(i)
t
∣∣∣ht (ξ(i)t )∣∣∣2 −
∣∣∣∣∣ 1N0
Nt∑
i=1
w
(i)
t ht
(
ξ
(i)
t
)∣∣∣∣∣
2
By Theorem 2.2, therefore,
N0Vˆ
2
t [ht]
P→ E
[
t∏
s=0
Gs
]
E
[
t∏
s=0
Gsh
2
t
]
−
(
E
[
t∏
s=0
Gsht
])2
= E
[
t∏
s=0
Gs
]
E

 t∏
s=0
Gs
∣∣∣∣∣∣ht −
E
[∏t
s=0Gsht
]
E
[∏t
s=0Gs
]
∣∣∣∣∣∣
2


For multinomial residual resampling, N0Vˆ
2
t [ht] takes the form
w2t
wt−1

wt−1N0
Nt∑
i=1
{
w
(i)
t
wt
}∣∣∣ht (ξ(i)t )∣∣∣2 −
∣∣∣∣wt−1N0 ∑Nti=1
{
w
(i)
t
wt
}
ht
(
ξ
(i)
t
)∣∣∣∣2
wt−1
N0
∑Nt
i=1
{
w
(i)
t
wt
}


By Theorem 2.2 and Lemma 5.7, N0Vˆ
2
t [ht] converges in probability to(
E
[∏t
s=0Gs
])2
E
[∏t−1
s=0Gs
] E

t−1∏
s=0
Gs
{
G˜t
} ∣∣∣∣∣∣ht −
E
[∏t−1
s=0Gs
{
G˜t
}
ht
]
E
[∏t−1
s=0Gs
{
G˜t
}]
∣∣∣∣∣∣
2


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For Bernoulli resampling, Theorem 2.2 and Lemma 5.7 give
N0Vˆ
2
t [ht] =
w2t
N0
Nt∑
i=1
{
w
(i)
t
wt
}(
1−
{
w
(i)
t
wt
}) ∣∣∣ht (ξ(i)t )∣∣∣2
P→
(
E
[∏t
s=0Gs
])2
E
[∏t−1
s=0Gs
] E
[
t−1∏
s=0
Gs
{
G˜t
}(
1−
{
G˜t
})
h2t
]
To compute the resampling variance for stratified resampling, consider the func-
tion p that minimizes E
[∏t
s=0 G˜s |ht − p (θt)|2
]
. Since this function can be writ-
ten as an L2 projection, it is well-defined. Moreover, by Lemma 3.1, the re-
sampling variance N0Vˆ
2
t [ht − p (θt)] is bounded by the multinomial resampling
variance, which converges in probability to
ηˆ2t [ht] =
(
E
[
t∏
s=0
Gs
])2
E
[
t∏
s=0
G˜s |ht − p (θt)|2
]
Thus, P
{
N0Vˆ
2
t [ht − p (θt)] > ηˆ2t [ht] + ǫ
}
→ 0 for all ǫ > 0. By Lemma 5.8,
this is enough to guarantee P
{
N0Vˆ
2
t [ht] > ηˆ
2
t [ht] + ǫ
}
→ 0 for all ǫ > 0. The
asymptotic variance upper bound for sorted stratified residual resampling is
proved similarly.
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