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Abstract
Inflation is an early period of accelerated cosmic expansion, thought to be sourced by
high energy physics. A key task today is to use the influx of increasingly precise obser-
vational data to constrain the plethora of inflationary models suggested by fundamental
theories of interactions. This requires a robust theoretical framework for quantifying the
predictions of such models; helping to develop such a framework is the aim of this thesis.
We begin by providing the first complete quantization of subhorizon perturbations
for the well-motivated class of multi-field inflationary models that possess a non-trivial
field metric. In particular, the implications for the bispectrum of the Cosmic Microwave
Background (cmb) are potentially very exciting. The subsequent evolution of pertur-
bations in the superhorizon epoch is then considered, via a covariant extension of the
transport formalism. We demonstrate appropriate matching between the subhorizon
and superhorizon calculations.
With the aim of developing intuition about the relation between inflationary dynam-
ics and the evolution of cosmic observables, we investigate analytic approximations of
superhorizon perturbation evolution. The validity of these analytic results is contingent
on reaching a state of adiabaticity which we discuss and illustrate in depth. We then
apply our analytic methods to elucidate the types of inflationary dynamics that lead to
an enhanced cmb non-Gaussianity, both in its bispectrum and trispectrum. In addition
to deriving a number of new simple relations between the non-Gaussianity parameters,
we explain dynamically how and why different shapes of inflationary potential lead to
particular observational signals.
In addition to multiple scalar fields, candidate theories of high energy physics include
many possible modifications to the Einstein–Hilbert action. We consider the observa-
tional viability of single field chaotic inflation with additional corrections as motivated
by low energy effective string theory. These new ingredients allow for consistency of
chaotic inflationary models that are otherwise in tension with observational data.
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1. Introduction
We begin in §1.1 by summarising the observational motivations and theoret-
ical assumptions that underpin the prevailing Λcdm model of our Universe.
§1.2 then describes why this picture is thought to be incomplete without the
addition of an early epoch of accelerated expansion called inflation. We then
proceed, in §1.3, to demonstrate how inflation may be achieved by simple
phenomenological models. Finally, §1.4 describes the observational and theo-
retical arguments that motivate the consideration of more general inflationary
scenarios.
“Confidence is what you have before you understand the problem.”
—Woody Allen.
1.1. The Λcdm model
Cosmology aims to understand the dynamics of our Universe: past, present and future.
This task presents significant observational, theoretical and computational challenges
and for these reasons it is not currently possible to provide a full definitive answer. The
combination of recent high-resolution data and improved theoretical understanding has
led to the Λcdm (Λ Cold Dark Matter) model of our Universe emerging as the widely
accepted standard.
The Λcdm model is based on three fundamental assumptions:
1. The Universe is homogeneous and isotropic on large scales.
2. Gravity is described by the Einstein field equations of general relativity.
3. The content of the Universe is described by a combination of standard model
particles, dark matter and a cosmological constant.
These assumptions are far from trivial and their validity remains a matter of intense
debate. In §§1.1.1–1.1.3, we take these three assumptions and discuss some of the key
observational evidence that supports them.
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1.1.1. Homogeneity and isotropy
Homogeneity and isotropy describe invariance under spatial translations and rotations
respectively. The constraints of homogeneity and isotropy prescribe the spacetime
metric gµν to be of the Friedmann–Lemaˆıtre–Robertson–Walker flrw form [1]
ds2 = −dt2 + a2(t)
[
dr2
1− kr2 + r
2dθ2 + r2 sin2 θ dφ2
]
, (1.1)
where the scale factor a(t) is a dimensionless function of coordinate time t and {r, θ, φ}
are comoving spatial coordinates. The parameter k = {+1, 0,−1} represents positive,
flat and negative spatial curvatures respectively. A growing scale factor a(t) produces
isotropic expansion of our Universe, which was found observationally in the 1920s by a
combination of contributions from Knut Lundmark [2], Georges Lemaˆıtre [3] and Edwin
Hubble [4].1
Observational evidence for homogeneity and isotropy
Isotropy may be directly tested by observing our Universe. The distances involved are
large and are often quoted in terms of the redshift z defined as 1+z ≡ a0/a(t), where a0
and a(t) are evaluated at the present time and the time of photon emission, respectively.
At high redshifts, z ∼ 1000, cosmological data comes from the Cosmic Microwave
Background (cmb). This was first studied in detail by the Cosmic Background Ex-
plorer (cobe) satellite [5]. Under a spherical harmonic decomposition, the cmb has a
dominant monopole with a temperature of (2.728± 0.004) K at 95% Confidence Limit
(cl). There is also a dipole arising from the Doppler shift induced by the Earth’s pe-
culiar velocity. After these are subtracted, the anisotropy remains. Following cobe,
the wmap mission [6–8] has imaged the cmb with higher precision and provided an
anisotropy map as shown in figure 1.1. The anisotropy corresponds to temperature
variations of one part in 105 relative to the monopole, demonstrating isotropy to high
precision.
At lower redshifts, z ∼ 0.5 − 2, isotropy is seen in spectroscopic observations of the
Large Scale Structure (lss) of galaxies and galaxy clusters. Two of the most compre-
hensive galaxy surveys are the Two-degree-Field Galaxy Redshift Survey (2df) [9, 10]
and the Sloan Digital Sky Survey (sdss) [11]. A two-dimensional (2d) slice through
sdss data is illustrated in figure 1.2 which clearly illustrates small-scale structure in the
form of filaments of enhanced galaxy population. However, after smoothing on some
large scale, this provides excellent evidence for large-scale isotropy.
lss and cmb data provide a clear observational justification for the assumption of
1Hubble’s recession velocities were measured by Vesto Slipher.
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Figure 1.1.: Full-sky cmb map from wmap. The monopole and dipole have been
removed, as has the galactic foreground contamination. Red/blue shows temperature
anisotropy of +/ − 200 µK on a linear scale. Image courtesy of the wmap Science
Team.
large-scale isotropy. Large-scale homogeneity, on the other hand, is challenging to
justify on the basis of spectroscopic observations since these probe uniform redshift
hypersurfaces within our past lightcone, whereas homogeneity is defined on spatial
hypersurfaces [12]. The standard justification of the assumption of large-scale homo-
geneity appeals to the Copernican Principle: If we do not live in a special location in
which the cmb is isotropic by chance, then the cmb must be isotropic for all freely-
falling observers. In this case the Ehlers-Geren-Sachs theorem [13] prescribes that the
Universe is both homogeneous and isotropic.2
The large smoothing scale applied to lss observations—usually referred to as the ho-
mogeneity scale—is typically taken to be 100 Mpc,3 although recent work has suggested
that it could be much larger [15, 16]. A homogeneity scale of 100 Mpc corresponds to
a redshift variation ∆z ≈ 0.023 which corresponds to roughly 16% of the radial extent
of the lss map shown in figure 1.2.
We also note that an area of active research considers the consequences of violat-
ing the assumptions of homogeneity and isotropy which can lead to modified cosmic
dynamics [17–19].
2The Ehlers-Geren-Sachs theorem formally only applies for a purely isotropic cmb which is clearly
only approximately true. The theorem was extended by Maartens et al. [14] to apply to the case
with a small anisotropy.
3‘Mpc’ is a standard astronomical unit of length, Mpc = 3.09× 1022 m.
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Figure 1.2.: A two-dimensional slice through the sdss galaxy map with Earth at the
center. Points represent galaxies, each typically containing 1011 stars. Galaxies con-
taining older stars are coloured increasingly red. The black regions were not mapped
due to the galactic foreground. Image courtesy of M. Blanton and the Sloan Digital Sky
Survey.
1.1.2. General Relativity
The Λcdm model incorporates gravity as described by Einstein’s general theory of
relativity. The gravitational field equations may be derived from varying the Einstein–
Hilbert action
SEH =
1
2
M2pl
∫
d4x
√−g (R− 2Λ) , (1.2)
where R is the Ricci scalar corresponding to the spacetime metric gµν , g = det(gµν)
and Λ is the cosmological constant which we shall discuss in §1.1.3. Demanding that
SEH has zero variation with respect to gµν , one obtains the left hand side (lhs) of the
1.1: The Λcdm model 12
gravitational field equations
Rµν − 1
2
gµνR− gµνΛ = M−2pl T µν , (1.3)
where Rµν is the Ricci curvature tensor derived from gµν . The spacetime curvature
on the lhs of eq. (1.3) is coupled to the matter content of the Universe through the
symmetric stress-energy tensor T µν appearing on the right hand side (rhs). We note
that both sides of the Einstein field equations are covariantly constant.
There are a multitude of suggested alternatives to Einstein’s theory of general rela-
tivity which arise from changing the form of the Einstein–Hilbert action (1.2). For a
thorough review we refer the reader to Clifton et al. [20].
1.1.3. The content of the Universe
The stress-energy tensor T µν may be decomposed into an energy density T 00, momen-
tum density T 0i and stress T ij. The Λcdm model provides a very simple description
of the content of the Universe in terms of perfect fluids which are characterised only
by their energy density ρ and isotropic pressure p. Isotropy prescribes an absence of
anisotropic stress, such that T ij = pδij. If we pick a frame in which the 3-space velocity
vi is small, but non-zero, then the momentum density may be written as T 0i = (ρ+p)vi
to first order in vi. At this same order, the energy density is simply T 00 = ρ. Together,
these conditions combine to yield a general form for the energy momentum tensor as
T µν = (ρ+ p)uµuν + pgµν , (1.4)
where uµ is the fluid 4-velocity. By covariance, this expression is valid in any inertial
frame.
The continuity equation follows from the covariant constancy of the energy-momentum
tensor, ∇µT µν = 0. Each non-interacting particle species ‘A’, with density ρA and pres-
sure pA, obeys a continuity equation as
ρ˙A + 3H(ρA + pA) = 0, (1.5)
where H ≡ a˙/a defines the Hubble parameter. For perfect fluids it is convenient to
define the equation of state parameter ωA such that pA = ωAρA. The value of ωA
depends on the fluid and in general will vary with time.
The fluids present in the Λcdm model are baryons (ωb = 0), relativistic photons
and neutrinos (ωrel = 1/3), Cold Dark Matter (cdm) (ωcdm = 0) and dark energy
(ωΛ = −1). The dynamics of these homogeneous and isotropic fluids follow from the
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continuity equation (1.5) which integrates to give {ρb, ρcdm} ∝ a−3 and ρrel ∝ a−4.
cdm does not interact electromagnetically and so is not directly detectable by ob-
servation of photons; as such the nature of dark matter is unknown and is the subject
of much debate [21]. Motivations for the existence of cdm are indirect and include:
The inferred rapidity of structure formation [22], non-Keplerian galaxy rotation curves
and Baryon Acoustic Oscillations (bao) [23]. The bao arise in the Universe around
the time of photon decoupling, when competition between gravitational collapse and
pressure lead to the generation of acoustic waves. Measurements of bao, such as by
sdss [11], provide a key constraint on the Λcdm model.
The Λcdm model provides a simple realisation of the dark energy component by iden-
tifying it with the cosmological constant appearing in the Einstein–Hilbert action (1.2).
1.1.4. Dynamics of the Λcdm universe
Substituting the energy momentum tensor (1.4) and the flrw metric (1.1) into the
gravitational field equations (1.3), we obtain the Friedmann and Raychaudhuri equa-
tions for a(t) respectively as
a˙2
a2
=
ρ
3M2pl
+
Λ
3
− k
a2
, (1.6)
a¨
a
= − 1
6M2pl
(ρ+ 3p) +
Λ
3
. (1.7)
The Raychaudhuri equation tells us that the Λcdm universe, in the absence of the Λ
term, would be decelerating. This is at odds with observational data from surveys of
type-1A supernovae (snia) [24, 25] that have led to the conclusion that the Universe is
accelerating in its expansion. This acceleration has since been independently corrobo-
rated by cmb data from high multipole measurements using the South Pole Telescope
(spt) [26] which possess much higher sensitivity to weak gravitational lensing by large-
scale structure at low redshifts. The Λcdm model achieves this acceleration through a
small positive value of Λ.
We now present observational bounds on some of the key Λcdm model parameters.
Dividing the Friedmann equation (1.6) by the critical density ρcrit = 3M
2
plH
2 yields
Ωtot = Ωb + Ωcdm + Ωrel + ΩΛ = 1− Ωk, (1.8)
where the density parameters are defined as ΩA = ρA/ρcrit, except for ΩΛ = Λ/3H
2 and
Ωk = −k/H2a2. The latest wmap 9-year results [8], combined with data from bao [27]
and the Hubble Space Telescope (hst) [28], give 100 Ωb h
2 = 2.266± 0.043, Ωcdm h2 =
0.1157±0.0023 and ΩΛ = 0.712±0.010 at 68% cl, where h is the dimensionless present
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value of the Hubble parameter defined as
H0 = 100hKm s
−1 Mpc−1 = (3.247× 10−18s−1)h. (1.9)
The current best constraint on this value is h = 0.6933 ± 0.0088 at 68% cl [8]. We
note that the Friedmann, Raychaudhuri and continuity equations (1.6), (1.7) and (1.5)
together inform us that the Hubble rate monotonically decreases with time. Note that
we have neglected the present density of relativistic species. This is much smaller than
the other components and may be calculated using the tools developed in §A.1 to be
Ωrel,0 = (4.13± 0.11)× 10−5.
These data are illustrated in figure 1.3, which demonstrates that Ωtot is observation-
ally consistent with unity, representing a flat spatial geometry.
Figure 1.3.: Observational constraints on the cosmic density parameters ΩΛ and Ωm =
Ωcdm + Ωb from cmb, bao and snia. Image courtesy of the Supernova Cosmology
Project [29].
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1.2. The need for inflation
Thus far we have discussed the Λcdmmodel as an effective model of our Universe. There
are, however, serious issues with the Λcdm model that may be averted by adding an
initial epoch of accelerated expansion. This epoch, which was originally proposed in
the 1980s by a number of independent authors [30–32], is called inflation. In order to
explain these issues, we must first introduce some theoretical concepts.
1.2.1. Theoretical prerequisites
Conformal time. The spatially flat (k = 0) flrw metric can be put into conformally
flat form by introducing a conformal time coordinate
η =
∫
dt
a
. (1.10)
For inflationary dynamics we choose integration limits between ∞ and the time of
measurement t, such that −∞ < η < 0. However, for a universe filled with dust or
radiation then the appropriate integration limits are from 0 to t which lead to a positive
definite range for η. The spatially flat flrw metric then takes the form
ds2 = a(η)2
(− dη2 + dx2 + dy2 + dz2). (1.11)
Particle horizon. The particle horizon is the maximal distance that light may have
travelled since the start of the Universe where t = 0. Assuming causality, spacetime
points that are separated by more than their particle horizon have never interacted. If
the Universe is flat, light follows null geodesics of the conformal flrw metric (1.11)
and the comoving particle horizon distance dph is simply the change in the conformal
time
dph = η(t)− η(0). (1.12)
As an example, if the Universe is presumed to be spatially flat and contain only ra-
diation, then one can integrate the Friedmann equation (1.6) to obtain η = (aH)−1.
Thus the particle horizon equals the comoving Hubble length. Allowing for pressureless
matter only modifies this conclusion by a O(1) factor.
Inflation. The acceleration of the flrw universe is precisely correlated with a shrink-
ing comoving particle horizon size
a¨ > 0 ⇔ d
dt
(aH)−1 < 0. (1.13)
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Under such accelerating conditions, the flrw universe is described as inflating. It
proves useful to define the positive definite parameter H as
H = − H˙
H2
, (1.14)
such that inflation corresponds to the regime H < 1. We note that eq. (1.13) informs
us that a decelerating universe has a growing comoving Hubble length (aH)−1.
Efolds. The expansion of the Universe between times t1 and t2 is often written in
terms of the dimensionless number of efolds N . Defining the scale factor and Hubble
rate at time t1 as a1 and H1 respectively (and similarly for t2, a2 and H2), N is defined
as
N = ln
(
a2
a1
)
=
∫ t2
t1
H dt. (1.15)
An alternative definition of efolds relates the comoving horizon size (aH)−1 between
two different times and may be defined as
N¯ = ln
(
a2H2
a1H1
)
. (1.16)
Throughout this thesis, our use of ‘efolds’ shall refer to N , rather than N¯ .
1.2.2. How inflation resolves problems with the Λcdm model
Horizon Problem
In §1.2.1 we calculated that the early phases of the Λcdm model (which may be rea-
sonably approximated as radiation-dominated) have a particle horizon of order the
comoving horizon size. Hence the particle horizon at the time of cmb last scattering
is roughly 205 Mpc, which corresponds to an angular separation of roughly one degree
as measured today [33]. Thus the Λcdm model prescribes that the cmb should be
comprised of about 40,000 causally disconnected regions.
The Horizon Problem is how to reconcile the uniformity of the cmb with the causal
separation of its component parts. A complementary description of the Horizon Prob-
lem is to ask why the cmb has a near-perfect black-body spectrum [5] which strongly
implies a system in thermal equilibrium. To achieve the observed cmb isotropy within
the Λcdm model requires fine-tuning of the initial conditions of each of the causally
disconnected patches.
This problem is averted if one presumes an initial inflationary epoch because this will
reduce the comoving horizon size via eq. (1.13). Given sufficient inflation, the comoving
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horizon size reduces to encompass a small homogeneous portion of the particle horizon.
If inflation then ends and is followed by the standard Λcdm decelerating expansion, we
will expect the near-isotropy of the cmb as a requirement for our model to be valid.
Flatness Problem
To understand this problem in the context of the Λcdm model let us take a non-flat
model with k = ±1 and approximate the Λcdm universe to be radiation dominated.
Taking the ratio of the Friedmann equation (1.8) between an early time t = te and
today, where t = t0, we find
1− Ωtot,e
1− Ωtot,0 =
te
t0
. (1.17)
We may take the age of the Universe to be approximately 13.7 Gyr [33] and te ≈ 1s to
be the early epoch of Big Bang Nucleosynthesis (bbn). bbn is the process by which
the light elements such as hydrogen, helium, lithium and deuterium are produced in
the early Universe, which is in excellent agreement with observed abundances found in
clouds of interstellar gas [34]. Between bbn and today, eq. (1.17) gives
|1− Ωtot,e| ∼ 10−17|1− Ωtot,0|. (1.18)
We therefore see that, since the Universe is close to flatness today, it must have been
incredibly fine-tuned towards flatness at earlier times. In this respect the Flatness
Problem is similar to the Horizon Problem, in that the Λcdm model provides no means
for choosing such delicate initial conditions.
It is easy to see how inflation resolves the Flatness Problem by reconsidering the ratio
of the Friedmann equation under the assumption that our Universe undergoes an early
period of quasi-exponential expansion in some time interval ti < t < te. In this case
the Hubble rate H remains roughly constant and one finds
1− Ωi
1− Ωe ≈
a2e
a2i
. (1.19)
As inflation proceeds, the scale factor grows quasi-exponentially and so ae≫ ai. For
a generic initial density Ωi 6= 1, this entails that the density parameter Ωe is driven
incredibly close to unity and so the Universe evolves very close to flatness at time te.
Given enough inflation, this behaviour is sufficient to ensure that the Universe that
we see today is spatially flat. In fact, the near-spatial flatness of our Universe may be
regarded as an important consequence of inflation.
1.2: The need for inflation 18
Relic particle production
In extended models of high energy particle physics it is possible to generate high-
mass particles in the early Universe, such as magnetic monopoles [35]. If their mass is
very large then they will become non-relativistic whilst the remainder of the Universe
is sufficiently hot to be relativistic. As shown in §1.1.3, the energy density of non-
relativistic species decays more slowly and so even a small initial population of such
heavy particles will quickly dominate the Universe, which is inconsistent with what we
observe.
Inflation solves this problem by diluting the relic particles to sufficiently small densi-
ties that any such particle production would not conflict with observations. One then
requires that the particles are not reproduced at the end of inflation, in the period called
reheating, which may be achieved by having the reheating temperature sufficiently low.
1.2.3. Quantifying the amount of observable inflation
We have discussed qualitatively how the horizon, flatness and relic particle problems
can be resolved by admitting a period of accelerated expansion. We now quantify
the amount of inflation required. The standard answer follows from the procedure
outlined in Liddle and Leach [36]. Instead, we follow a thermodynamic argument which
avoids presuming an instantaneous transition between radiation and matter epochs. For
simplicity, we presume instantaneous reheating at a temperature Treh which defines the
time of transition between inflation and decelerated expansion.
In §1.2.1 we showed that, in all but the most recent phase of the post-inflationary
Universe, the comoving Hubble length (aH)−1 is growing. Thus the present Hubble
length (a0H0)
−1 is much greater than it was at the end of inflation, (arehHreh)−1. Under
the assumption that the present comoving horizon size was well inside the particle
horizon at some earlier time, it follows that the present comoving horizon size crossed
the horizon at some point during inflation, which we denote with a label ‘∗’.4 We
therefore have
(aH)0
(aH)∗
= 1 =
(aH)0
(aH)reh
eN¯inf , (1.20)
where
eN¯inf =
(aH)reh
(aH)∗
, (1.21)
is the number of efolds of observable inflation. During inflation with H  1, the
Hubble parameter does not vary appreciably. Therefore, N¯inf ≈ ln(areh/a∗) = Ninf and
4In the body of this thesis we shall use ∗ to denote the time at which a given Fourier mode k crossed
the horizon. For contact with observational data this is conventionally taken to be the wmap pivot
scale k = 0.002 Mpc−1, which corresponds to a spherical multipole l ' 30.
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it is conventional to calculate Ninf rather than N¯inf . Using eq. (1.20), we calculate that
the required amount of inflation is therefore equal to the ratios of comoving Hubble
lengths after inflation as
Ninf = ln
(
areh
a0
)
+
1
2
ln
(
H2reh
H20
)
. (1.22)
We note that the total number of inflationary efolds may be significantly larger, but
that only the last Ninf efolds correspond to scales of observable interest.
In §A.1 we show how we can evaluate the two parts of eq. (1.22) separately. We find
Ninf =
1
2
ln Ωrel,0 +
1
6
ln
(
greh
g0
)
+ ln
(
Treh
T0
)
, (1.23)
where greh is the particle degeneracy factor and g0 = 43/11 (see §A.1 for details). Taking
the typical value Treh = 10
16 GeV [33], compared with T0 = 2.35× 10−13 GeV [5], and
further approximating greh = 100, one finds Ninf = 61.1. Whist this is relatively
insensitive to variations of greh, it is sensitive to the choice of Treh, which one may
argue could be different by many orders of magnitude [36]. In conclusion, a necessary
condition for a given inflationary model to describe our Universe is that it provides
∼ 60 efolds of inflation.
1.2.4. Cosmic perturbations from inflation
We have seen that inflation is capable of resolving the Horizon, Flatness and Relic
Particle Problems for which it was originally designed. However, its biggest success
has been its prediction of the anisotropy that has since been observed in the cmb. At
present, the whole-sky anisotropy of the cmb has been most precisely observed by the
wmap satellite [6–8]. Recently, this data has been augmented by measurements of the
small-scale anisotropy as measured by the spt [26, 37] and the Atacama Cosmology
Telescope (act) [38, 39]. In the near future, the full-sky anisotropy will be observed
with increased precision by the Planck mission [40].
Full-sky cmb data does not provide the only observational constraints on inflation.
Observations of bao in lss surveys have been very successful in constraining the pa-
rameters of the Λcdm model [23]. In addition, future constraints are expected from
3d observations of 21cm emissions [41] and cmb polarisation observations such as spi-
der [42].
The statistics of the anisotropy provides a powerful constraint on the dynamics of
inflation. We shall defer a thorough discussion to chapter 3 where we shall properly
discuss observable quantities and their evolution. Nevertheless, we emphasise that a
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model of inflation is not judged purely on the basis of generating sufficient background
expansion; it is also necessary to ensure that the model produces observably consistent
perturbation statistics.
We now describe one of the simplest phenomenological inflationary models—where
the expansion is riven by a single, canonical and minimally coupled scalar field—for the
dual purposes of orientation and introducing important concepts.
1.3. The simplest inflationary scenarios
The simplest and most commonly studied models of inflation employ a single canonical
scalar field ϕ that is minimally coupled to the Ricci curvature (see [43–46] for reviews).
A particularly simple realisation of this scenario is provided by the chaotic inflationary
model of Linde [47], a more general version of which we shall study in chapter 6. The
scalar field ϕ is known as the inflaton and it is considered to dominate the energy
density of the Universe during the early epoch of accelerated expansion.
The dynamics follow from varying the action
S =
1
2
∫
d4x
√−g
(
M2plR +X − V (ϕ)
)
. (1.24)
which combines the theory of gravity in the form of the Einstein–Hilbert action (1.2)
with the Lagrangian Lϕ for the inflationary field. The Lagrangian Lϕ is the usual
combination of kinetic energy X = −gµν∂µϕ∂νϕ/2 and the potential energy V (ϕ).
From a particle physics perspective, the potential V (ϕ) defines the self-interaction of
inflaton particles.
This action is varied with respect to a background flrw metric and a homogeneous
scalar evolution φ(t)—full details are given in chapter 2. One finds background equa-
tions of motion of the form
3M2plH
2 = φ˙2/2 + V (φ), (1.25)
2M2plH˙ = −φ˙2, (1.26)
φ¨ = −3Hφ˙− V ′(φ), (1.27)
where V ′(φ) = ∂V (φ)/∂φ. The parameter H becomes
H =
3φ˙2
φ˙2 + 2V
, (1.28)
which yields inflation in the limit that the potential energy dominates over the kinetic
energy, V (φ) φ˙2/2.
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1.3.1. The slow-roll approximation
The majority of viable candidate models of inflation satisfy the constraints of slow-roll
for at least some of their evolution. Slow-roll implies that the kinetic energy is much
smaller than the potential energy. In this regime the Friedmann and Klein–Gordon
equations may be approximated as
3M2plH
2 ' V (φ), (1.29)
3Hφ˙ ' −V ′(φ). (1.30)
These simplifications are crucial for facilitating further analytic progress, since they
reduce the scalar field degrees of freedom from {φ, φ˙} to merely {φ}. Such reduction of
the dynamical phase space is formally the limit of convergence to a lower-dimensional
hyperspace—referred to in the literature as the inflationary attractor [33].
Slow-roll may be formalised by demanding the smallness of a series of potential slow-
roll parameters that describe the shape of the inflationary potential. The first such
parameter is
 =
M2pl
2
(
V ′
V
)2
. (1.31)
In the limit that  1 then  ' H and so the scale factor will obey quasi-exponential
expansion a(t) ∝ eHt, with the Hubble rate H approximately constant. From eq. (1.31),
the constraint on the inflationary potential for this to occur is that it has sufficient
magnitude and flatness.
The condition   1 describes the criterion for inflation at a particular field value.
By itself, this is insufficient, since we need inflation to endure for ∼ 60 efolds and in this
time the field value will evolve in time. One may guarantee the enduring smallness of
 by making a temporal Taylor expansion of the inflationary potential and demanding
that the series of coefficients produced are sufficiently small. The first such expansion
term is
d
dN
' 2(2− η) 1, η = M2pl
V ′′
V
, (1.32)
where we have presumed that the slowly-rolling inflaton evolves monotonically from
positive values towards zero, such that φ˙ ' −MplH
√
2. The condition that  varies
slowly corresponds to stipulating η  1 and so we refer to η as the second slow-roll
parameter.5 Within the slow-roll approximation, both  and η are typically considered
to have comparable magnitudes. Higher-order slow-roll parameters may be derived
analogously as discussed in ref. [48].
5Note that we use η both as a slow-roll parameter and to denote conformal time, but it should be
clear from the context which is the appropriate meaning.
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We also note that one can define a complementary set of Hubble slow-roll parameters
derived around the variation of the Hubble rate rather than the potential [48]. The first
such parameter is H. The Hubble slow-roll and the potential slow-roll parameters are
precisely related, but the potential slow-roll parameters provide a more direct means
for discerning how the shape of the potential affects the dynamics of inflation. Since
developing such intuition will be a focus of this thesis, in the following we shall use the
potential slow-roll parameters.
1.3.2. Types of inflation
Inflationary models fall into two broad categories: large-field inflation and small-field
inflation. Large-field inflation involves scalar fields that evolve over super-Planckian
field values, |∆ϕ| > Mpl. The best known example is chaotic inflation where the
inflationary potential is of power-law form V (ϕ) = V0ϕ
p, for positive constants V0 and
p, and this can generate inflation in the regime |ϕ|  Mpl. Such models are also
interesting because they typically lead to the generation of gravitational waves [49].
On the other hand, small field inflation involves scalar fields that evolve over sub-
Planckian field values, |∆ϕ| < Mpl. Small field models often arise as the effect of
spontaneous symmetry breaking, such as in Hybrid inflation [50]. In either class of
these inflationary models, inflation typically ends when the slow-roll conditions are
violated, after which reheating occurs.
1.3.3. Reheating
Reheating is the phase of the Universe’s evolution between the inflationary epoch and
the hot dense state described by the early phases of the Λcdm model. The dynamics of
reheating is complex, uncertain and the subject of much study (see e.g. refs. [46, 51] for
reviews). Models fall into two broad categories, the first simply known as ‘reheating’
and the second as ‘preheating’.
The standard reheating mechanism is based on the single-body decay of the inflaton
into standard model particles. This model views the inflaton field ϕ as a collection
of scalar particles, each of which has equal probability of decaying into some other
species. For example, decay into a fermion ψ may arise through an interaction term
hϕψψ¯ appearing the the Lagrangian, where h is some coupling constant. This may be
most simply modelled alongside the inflationary dynamics by addition of a perturbative
decay term Γϕ˙ in the equations of motion (for example, see ref. [52]), where Γ is typically
of order the inflaton mass.
Preheating generates standard model particles through non-perturbative particle pro-
duction during the oscillations of the inflaton field ϕ. The simplest example involves a
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potential of the quadratic form V = m2ϕ2/2 which, after inflation has ended, exhibits
underdamped oscillations as ϕ(t) = [Mpl/(
√
3pimt)] sin(mt) [46]. We may now consider
a coupling of the inflaton which, for the sake of simplicity, we take to be with another
scalar χ. If such a coupling takes the form g2ϕ2χ2/2 for some dimensionless coupling
constant g, then we see that the χ field has an effective mass meffχ = g
2ϕ2. Crucially, this
becomes zero at the minimum of each ϕ oscillation. For suitable parameters that can
produce instability in the perturbation evolution equations, resonance may then occur,
leading to exponential growth of the perturbations δχ which corresponds to explosive
particle production.
1.3.4. Virtues of the simplest inflationary models
Many of the inflationary models that were first studied had only one dynamically rel-
evant scalar field. This initial choice is not without reason, indeed such models have
redeeming features including [53]:
• Simplicity – whilst the degree of simplicity possessed by a theory need have no
correlation to its accuracy in characterising physical law, there are clear pragmatic
advantages.
• Effectiveness – not only do such models resolve the known issues with the Λcdmmodel,
they have been widely shown to generate observably consistent perturbation
statistics.
• Predictivity – the predicted statistics of different inflationary models are not
wholly degenerate, providing the means for differentiating between candidate
models.
• Robustness – the conservation of the curvature perturbation shortly after horizon
exit (as discussed in chapter 3) guarantees that the predictions of single field infla-
tionary models are easily related to current observations, despite our uncertainty
regarding the physics operating at intermediate times.
Why then should we consider more complex models? There are two compelling rea-
sons: The first arises from the growing strength of observational data, particularly the
imminent possibility of a detection of non-Gaussianity which would provide new ways to
constrain inflationary models. The second is from our desire to situate inflation within
theories of high energy physics which motivates more complex inflationary scenarios.
We now discuss these possibilities.
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1.4. Generalised inflationary scenarios
Improvements in cosmological data will inevitably lead to tighter constraints on all of
the cosmological parameters. This will, in turn, restrict the parameter space of viable
inflationary models. A potentially exciting example lies with cmb non-Gaussianity.
With current data, the primordial cmb perturbations are compatible with a Gaussian
random distribution. This is the generic prediction of the simplest models of inflation,
as first shown by Maldacena in 2002 [54], under the joint assumptions that inflation is
driven by a single field with canonical kinetic energy and evolving under global slow-roll
conditions.
However, there is a possibility that new data, such as that from Planck [40], will
detect a non-Gaussian signal. By Maldacena’s theorem, such a detection would re-
quire us to consider inflationary models beyond the simple scenarios he considered,
and furthermore, consider how these more complex models may produce observable
non-Gaussianity. At the same time, understanding the non-Gaussian predictions of
different inflationary models may in principle allow us to constrain candidate theories
of fundamental interactions.
To ensure that the full implications of future cosmological data are appreciated re-
quires a firm theoretical framework that links inflationary dynamics and observables
such as non-Gaussianity. This thesis provides such a study: Working with a broad class
of non-canonical multi-field inflationary models, chapters 2 and 3 derive new theoret-
ical tools that enhance our ability to track the evolution of non-Gaussianity in both
the subhorizon and superhorizon regimes. This includes analytic approximations of the
superhorizon evolution of non-Gaussianity, the validity of which is then discussed and
investigated in chapter 4. Chapter 5 then uses these analytic results to draw new con-
clusions, demonstrating those conditions under which the non-Gaussianity may evolve
above the detection threshold, and also developing important intuition to explain why
this happens.
1.4.1. Inflation from fundamental theory
Our ultimate goal is to realise inflation as a product of fundamental laws of physical
interactions. The physics operating at the high energy scales of inflation are not known
to us and it is interesting to consider how situating inflation within high energy theory
may modify the simplest phenomenological inflationary scenarios. Modifications may
include multiple fields, non-canonical kinetic energy, non-minimal coupling and a com-
pilation of terms arising from effective string theory corrections. We now very briefly
consider these possibilities and their motivation.
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Multi-field inflation
The energy scales of inflation are vastly higher than those to which the Standard Model
applies. In this untested regime, string theory is currently our best-developed framework
for exploring issues such as quantum gravity. The result of years of work has led to the
consensus opinion that multi-field dynamics are to be expected [55–57]. This motivates
our study multi-field inflation in chapters 2–5.
Furthermore, it has proven challenging for fundamental theories of interactions to
generate inflatons with a mass sufficiently smaller than the Hubble rate [58]—a nec-
essary prerequisite for observable consistency. When the mass is of the order of the
Hubble rate, the slow-roll expansion becomes non-perturbative and this is known as
the η-problem. Realisations of inflation nevertheless exist [59], by employing a range
of procedures to effect a reduced mass. Importantly, the act of reducing the inflaton
mass often leads to activating couplings to other fields which may affect cosmological
evolution [53, 60]. The dynamics of these additional fields must therefore be followed
in the context of a multi-field inflationary model.
Non-canonicality
Non-canonicality refers to the presence of a non-standard kinetic energy term in the
action. For the simplest models of single field inflation discussed in §1.3, the kinetic
energy assumed the canonical form Lϕ ⊇ X where X = −12gµν∂µϕ∂νϕ. For multi-field
inflation, we choose canonical to mean Lϕ ⊇ X where X = −12δIJgµν∂µϕI∂νϕJ .
Assuming a smooth potential, canonical inflationary models have been shown to gen-
erate unobservable non-Gaussianity at the time of horizon crossing [61–64]. However,
if one considers non-canonical kinetic terms, then a large non-Gaussianity can develop.
A typical non-canonical Lagrangian is a complex function of the kinetic energy X, such
as for Dirac-Born-Infeld (dbi) inflation. When this may effect a reduced sound speed
for perturbations, it can significantly enhance the non-Gaussian signal [65–71]. We
discuss a specific case of this at greater length in chapter 6 when we consider Galileon
corrections to chaotic inflation.
However, other non-canonical models naturally arise. High energy theories such as
string theory and supergravity generically involve kinetic energy terms of the form
X = −1
2
GIJ(ϕ
K)gµν∂µϕ
I∂νϕ
J , (1.33)
where GIJ(ϕ
K) is an arbitrary, symmetric function of the fields ϕI . The simplest
example is the non-linear σ-model of Gell-Mann and Le´vy, originally introduced to
describe spin-0 mesons [72]. A second example is Ka¨hler moduli inflation, where the
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metric arises as the Hessian of the Ka¨hler potential K as GIJ ∝ ∂I∂JK [73]. In
chapters 2 and 3 we shall derive the necessary new theoretical framework required to
evolve perturbations for non-canonical models with kinetic energies of the form given
in eq. (1.33).
Non-minimal coupling
The simple single field inflationary model described in eq. (1.24) is minimally coupled,
in that the Ricci scalar R is not directly multiplied by any other fields. Non-minimally
coupled models incorporate such a coupling. A simple example exists within the stan-
dard model of particle physics via Higgs inflation: The Higgs scalar ϕ can support a
viable inflationary phase as a result of a non-minimal coupling to the Ricci scalar of
the form (1− ζϕ2/M2pl)R [74]. We shall discuss this scenario in greater depth in §6.5.
In the context of multi-scalar field inflation, a non-minimal coupling manifests as an
action such as
S =
∫
d4x
√−g
[
1
2
M2pl f(ϕ
K)R− 1
2
GIJg
µν∂µϕ
I∂νϕ
J − V (ϕK)
]
. (1.34)
Such a scenario may arise naturally in the low-energy limit of higher-dimensional theo-
ries including supergravity, string theory and Kaluza–Klein models [75–77], or as coun-
terterms in curved spacetime [78, 79]. To be general, let us assume that f(ϕK) is an
arbitrary function of the fields ϕI , although we require it to be positive definite. This
action defines the Jordan frame, where the Ricci scalar is coupled to the inflaton fields.
One can recover the Einstein frame action (in which the Ricci scalar is only minimally
coupled to the scalar fields) via a conformal redefinition of the spacetime metric [80].
Denoting quantities in the Einstein frame with a circumflex, the appropriate conformal
redefinition is
gˆµν = fgµν . (1.35)
The Einstein frame action is
Sˆ =
∫
d4x
√
−gˆ
[
1
2
M2plRˆ−
1
2
GˆIJ gˆ
µν∂µϕ
I∂νϕ
J − Vˆ
]
, (1.36)
where Vˆ = V/f 2 is the potential and
GˆIJ =
1
f
GIJ +
3
2
M2pl
f,If,J
f 2
. (1.37)
We note that cosmological observables are unaltered by this procedure [81–84]. How-
ever, quantities that are not directly observable may be altered [85].
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The Einstein-frame kinetic energy is of the same form as eq. (1.33) and so our analysis
of such non-canonical models in chapters 2 and 3 also applies to these non-minimally
coupled scenarios.
Effective string theory corrections
Since string theory is the leading candidate theory for the physics at high energies, it is
natural to ask if and how simple phenomenological models of inflation may be situated
within effective theories motivated by string theory. In chapter 6 we perform such an
analysis for what is arguably the simplest inflationary model of all: chaotic inflation.
If chaotic inflation is derived from compactification of a higher dimensional string
theory action to yield the 4d effective action [86], one expects terms appearing at next
order in the Regge parameter α′ [87–89] which may lead to much richer inflationary
dynamics. This encourages us to consider models possessing a number of such α′ terms.
We have already discussed some of these, including non-minimal coupling of the inflaton
ϕ to the Ricci scalar and non-canonical kinetic terms.
In chapter 6 we also consider the effect of higher derivative quantum gravity terms
such as the Gauss-Bonnet term G ≡ R2 − 4RαβRαβ + RαβγδRαβγδ and non-linear
field interactions such as the Galileon term J(ϕ,X)ϕ.6 We take the Galileon cou-
pling J(ϕ,X) to be a general differential function of the field ϕ and its kinetic energy
X = −(1/2)gµν∂µϕ∂νϕ.7 This is a generalisation of interaction Xϕ that appears in
the Dvali-Gabadadze-Porrati (dgp) braneworld model [90–92]. Furthermore, the term
of the form ξ(ϕ)Xϕ also appears as an α′ correction in low-energy effective string
theory [87, 93].
1.4.2. Thesis aims and structure
We are thus motivated to consider two broad generalised inflationary scenarios: multi-
field inflation and generalised single field inflation. This thesis is structured chronolog-
ically in cosmological terms: Chapter 2 will quantify the subhorizon perturbations for
multi-field inflationary models with a non-trivial field metric. This then sets the initial
conditions for chapter 3, where we demonstrate how to evolve these perturbations in the
superhorizon epoch and make contact with observations. We also show that, in certain
simple scenarios, it is possible to analytically approximate the superhorizon evolution
of perturbations. Chapter 4 then provides some context to the superhorizon evolution
of perturbations which must be followed until such a time as they become conserved.
6‘’ denotes the d’Alembertian operator  = gµν∂µ∂ν .
7In ref. [89] the Galileon term was denoted G(ϕ,X). We have changed G → J to avoid confusion
with the field metric GIJ(ϕ
K).
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We will discuss and illustrate how such conservation may occur. We then proceed in
chapter 5 to use our analytic results to develop intuition about the relationship be-
tween inflationary dynamics and the evolution of cosmic observables. Combined, these
chapters represent a thorough study of the theory and phenomenology of a number of
important aspects of multi-field inflation. As discussed above, we are also motivated to
study generalised single field inflation which we consider in chapter 6 where we consider
an range of generalisations to chaotic inflation. We conclude in chapter 7. Appendix A
contains some supporting calculations.
To assist reading, we begin each chapter with a short abstract that summarises the
material included and how this contributes to the overall aims of this thesis.
1.5. Conventions
We use natural units with c = ~ = kB = 1 such that Mpl = (8piG)−1/2 = 2.4 ×
1018 GeV. The spacetime metric has signature (−1, 1, 1, 1), Greek indices run over the
four spacetime coordinates {0, 1, 2, 3} and lowercase Roman indices run over the purely
spatial coordinates {1, 2, 3}. Partial and covariant derivatives with respect to spacetime
indices may be respectively denoted by a comma and semi-colon, such that for vector
components Aα
Aα;β = A
α
,β + Γ
α
βγA
γ, (1.38)
where Γαβγ are the Christoffel symbols of the second kind corresponding to the metric
gαβ as
Γαβγ =
1
2
gαδ
(
∂γgβδ + ∂βgγδ − ∂δgβγ
)
. (1.39)
The Riemann curvature tensor is then constructed as
Rαβγδ = Γ
α
βγ,δ − Γαβδ,γ + ΓαδΓβγ − ΓαγΓβδ. (1.40)
Partial derivatives with respect to spacetime coordinates may be abbreviated as ∂A/∂xµ =
∂µA = A,µ.
We also take derivatives of functions of scalar fields. This involves scalar field in-
dices which are usually denoted by capitalised Roman letters (exceptions to this rule
are explained where they occur). These derivatives may be partial derivatives ∂I , or
covariant ∇I with respect to the field metric GIJ , as detailed in chapter 2. It is useful
to define intrinsic derivatives on the space of scalar fields ϕI with respect to coordinate
time t, conformal time η and efolds N as
Dt = dφ
I
dt
∇I , Dη = dφ
I
dη
∇I , DN = dφ
I
dN
∇I . (1.41)
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Finally, we employ a Fourier convention such that
Qk =
∫
d3x Q(x)e−ik·x. (1.42)
2. Subhorizon perturbations
As discussed in §1.4, there is good motivation to consider general multi-field
inflationary models with non-canonical kinetic terms as defined by the action
S =
1
2
∫
d4x
√−g [M2plR−GIJ(ϕK)gµν∂µϕI∂νϕJ − 2V (ϕK)] . (2.1)
In this chapter we follow Elliston et al. [94] which provided the first full compu-
tation of the quantized perturbation statistics for the subhorizon epoch of such
a scenario, without restriction on the functional form of GIJ(ϕ
K) or V (ϕK). In
§§2.1–2.3 we introduce metric and covariant matter perturbations. These are
then combined in §2.4 to yield covariant perturbations up to third order which
are then quantized in §2.5 to obtain the two and three-point functions of the
field perturbations at horizon exit. As we shall show, the non-canonical na-
ture of the action (2.1) has profound implications for the three-point function.
The results derived also serve as the initial conditions for the superhorizon
evolution discussed in subsequent chapters.
“Clouds are not spheres, mountains are not cones, coastlines are not circles, and
bark is not smooth, nor does lightning travel in a straight line.”
—Benoˆıt Mandelbrot, 1982.
2.1. Introduction to perturbations
In chapter 1 we discussed the background dynamics of a perfectly homogeneous and
isotropic Universe. In order to make contact with cmb observations it is necessary to
consider inhomogeneous perturbations by using the methods of cosmological perturba-
tion theory [95–97]. The inhomogeneous Universe contains perturbations both of the
matter content and also of the spacetime metric.
One of the complexities of cosmological perturbation theory is that there is no unique
prescription with which to describe the perturbations, due to the lack of a preferred
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coordinate system. A coordinate system is built by foliating the 4d spacetime with
spatial hypersurfaces, each with a different constant time t. This 3 + 1 split is often
referred to as the slicing and threading of spacetime [98]. One is free to choose the
threading and slicing, and this alters the description of any inhomogeneity [33]. Since
the choice of coordinate system cannot have physical implications, it is clear that our
splitting of physical quantities into a background and a perturbation introduces spurious
gauge dependencies [99].
One may solve this problem by working with gauge-invariant variables. These are
constructed from combinations of perturbations that are invariant under changes of the
threading and slicing. That is not to say that the choice of gauge invariant variables
is unique; one is free to pick between a number of possible gauges and this decision is
usually made for pragmatic reasons.
We now consider the metric and matter perturbations in turn. For the metric pertur-
bations we begin with the Arnowitt-Deser-Misner (adm) metric [100] and then expand
this around a background flrw metric. This is one of the standard calculation pro-
cedures for multi-field inflation (for examples see refs. [61, 70, 101, 102]). The matter
perturbations involve splitting the scalar fields ϕI into background and perturbed pieces
for which we employ the recent covariant perturbation scheme of Gong and Tanaka [103].
2.2. Metric Perturbations
A general spacetime metric may be written in terms of adm variables [100] as
ds2 = −L2 dt2 + hij(dxi +N i dt)(dxj +N j dt), (2.2)
where hij is the metric of the 3-slices, L is the lapse function and N
i is the shift vector.
Spatial indices are raised and lowered using the 3-metric hij, which has determinant h.
The contravariant metric components are given by
g00 = − 1
L2
, g0i =
N i
L2
, gij = hij − N
iN j
L2
. (2.3)
Substituting this metric into the action (2.1) gives [101]
S =
1
2
∫
d4x
√
h
{
M2pl
[
LR(3) +
1
L
(EijE
ij − E2)
]
+ 2Lp
}
, (2.4)
where p is the pressure, p = −gµνGIJ∂µϕI∂νϕJ/2−V , and R(3) is the Ricci scalar built
from the 3-metric hij. Eij is proportional to the extrinsic curvature of spatial slices and
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is given by
Eij =
1
2
(
h˙ij −Ni|j −Nj|i
)
, (2.5)
where a vertical bar denotes the covariant derivative corresponding to the 3-metric hij.
Finally, E is the trace Eii.
Metric perturbations may be scalar, vector or tensor in nature [33]. At linear order
these types of perturbation are decoupled from one another and so may be treated
independently. We shall ignore vector perturbations since they are not sourced at linear
order during inflation and are attenuated during the expansion [104]. It is therefore
consistent to decompose the shift vector into scalar and vector components as N i ≡
∂iϑ+βi where ∂iβ
i = 0, and retain only the scalar part.1 The tensor perturbations shall
be discussed independently in §2.5.2. We now focus on the scalar perturbations that
are the dominant source of the cmb anisotropy. The lapse L and scalar shift ϑ appear
in (2.4) without time derivatives. Consequently their variation leads to constraint
equations rather than propagating modes, which may be substituted back into the
second order action to eliminate the metric perturbations.
We consider the adm metric as a perturbation about a background flrw universe.
It is therefore necessary to remove redundant gauge modes which, for the reasons to
be described in §2.2.1, we achieve by specialising to the spatially flat gauge where
hij = a
2δij. The remaining metric perturbations L and ϑ can then be expanded as
L = 1 + α1 + · · · ,
ϑ = ϑ1 + · · · . (2.6)
To expand the action (2.1) to third-order in field perturbations we only need consider the
linear order metric components α1 and ϑ1 since the second order metric perturbations
cancel by virtue of the equations of motion [54, 67, 103].
2.2.1. Gauge choice and infrared safety
Now that we have defined our metric, we are in a position to explain our choice of the
flat gauge rather than the popular ζ gauge.
The ζ gauge
A common choice of gauge for single field inflation is the uniform-field foliation δϕ = 0.
This leaves a scalar metric mode ζ which measures the perturbation of the volume
element as ζ = (1/6)δ ln deth. The disadvantage of this gauge is that the calculations
1Note that in ref. [94] the vector component βi was kept, but the perturbation equations constrain
it to be null.
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are long [54]. In order to get the action into a suitable form, multiple partial integrations
are required which generate boundary terms which must be retained [105–107].
The advantage of the ζ gauge for single field inflation is that ζ becomes classically
time-independent after horizon crossing [108–114]. This result can also be seen in the
(tree-level) quantum calculation of the correlation functions of ζ [115]: evolution of ζ
after horizon crossing would appear in the form of divergent vertex integrals appearing
in the correlations functions [116–118]. Such divergence would indicate that interactions
continue arbitrarily far into the future, creating what it classified as infrared dynamics.
Consequently, the great merit of the ζ-gauge in single field inflationary models is that
the n-point functions of ζ cease to evolve in the superhorizon epoch. Thus calculations
of the perturbations are dominated by contributions occurring near horizon crossing
and are decoupled from the infrared dynamics of the theory.
However, when faced with a multi-field model the situation becomes more complex. ζ
is now able to evolve in the superhorizon epoch and is dependent on infrared dynamics
which must be followed (see, for examples, refs. [119–130]). This nullifies the main
advantage of this gauge and so motivates an alternative choice.
The flat gauge
The flat gauge foliates spacetime with spatial hypersurfaces which carry a flat metric,
leaving perturbations in the scalar field values. Usefully, the lowest-order perturbed
actions are simpler to compute in this gauge [61]. However, the field perturbations
are sensitive to infrared dynamics. This can be seen from the quantum calculation
where the integrals which define its correlation functions receive contributions from all
times, not just those near horizon crossing [116, 131–134]. An important consequence
of this is that terms in the action that are subleading in slow-roll may, after sufficient
superhorizon evolution, lead to important evolutionary effects that must be followed.
Seery and Lidsey [61] proposed a solution to the problem of infrared dynamics by
evaluating each n-point function in the spatially flat gauge a few efolds after hori-
zon crossing. Restricting the duration of superhorizon evolution in this way prevents
enhancements of the subleading terms from contaminating the lowest-order slow-roll
prediction. Furthermore, one benefits from the computational simplicity of the flat
gauge. The subsequent infrared evolution of these correlation functions must then be
accounted for by other means. For canonical multi-field models, the non-linear separate
universe or ‘δN ’ formalism introduced by Lyth and Rodr´ıguez [135] can be used for this
purpose. In the presence of a non-trivial field metric GIJ(ϕ
K), we require a suitable
generalisation of the standard δN formalism. We shall develop such a generalisation in
chapter 3.
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The conclusion of this discussion is that we will exploit the computational simplicity
of the flat gauge. The subhorizon calculation that will occupy the remainder of this
chapter will generate infrared divergent vertex integrals. We must then be careful to
ensure that our procedure for evolving the superhorizon perturbations, as described in
chapter 3, exactly matches these growing modes.
2.3. Matter Perturbations
The previous section focussed on the perturbations of the spacetime metric. In this
section we shall discuss the matter perturbations. For the present purposes, inflation is
driven by multiple scalar fields and so the matter in question is simply the scalar fields
ϕI . The presence of the non-trivial field metric GIJ(ϕ
K) complicates the procedure of
taking perturbations. We first motivate a suitable perturbation scheme that is covariant
in field space, before applying it to the action (2.1).
Covariant perturbations
When tasked with perturbing the action (2.1) one is perfectly entitled to employ stan-
dard non-covariant perturbation theory and expand fields about a homogeneous back-
ground φI(t) as ϕI(t,x) = φI(t) + δϕI(t,x). Under this prescription it is necessary to
treat GIJ(ϕ
K) simply as an additional function, and so perturbations naturally invoke
new terms proportional to the derivatives such as GIJ,K . Refs. [70, 71] used such a
procedure in their study of dbi inflation, providing expressions for the quantized per-
turbations, valid in the limit that the sound speed is very small. The action (2.1) has
a sound speed of unity and so a more complete analysis is required.
We shall demonstrate that it is economical to interpret the fields ϕI as living on a
curved manifold with field metric GIJ , as first suggested by Sasaki and Stewart [121].
In this interpretation, the field metric raises and lowers tangent-space indices. A well-
defined inverse metric requires that detGIJ is non-zero in the domain of application.
Early work on this problem was performed by Groot Nibbelink and van Tent [136],
although this work was limited to linear perturbations and did not employ to covariant
techniques discussed in the next section.
Local inhomogeneity is produced by a finite coordinate displacement δϕI that does
not lie in the tangent space of the field manifold at φI . As a result, δϕI is not tensorial,
a fact that is not desirable within a covariant framework. Recently, Gong and Tanaka
resolved this issue by providing a covariant perturbation scheme [103]2 and perturbing
the dbi action of Langlois et al. [70] up to third-order. The action (2.1) is a specific
2A similar argument later appeared by Saffin [137].
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case of that considered in ref. [70], and so the first step of our calculation is implicitly
contained in the analysis of ref. [103]. By performing covariant perturbations with
respect to the field metric, the lengthy terms involving explicit derivatives of the field
metric are thankfully absent. Rather, these are replaced with quantities related to the
field space curvature which allow for a more intuitive interpretation.
Gong and Tanaka’s covariant methodology
The field-space metric is assumed to be smoothly differentiable and the points φI and
φI + δϕI are presumed to be linked by a unique geodesic, labelled by a parameter λ.
The normalization is set so that λ = 0 corresponds to the background coordinate φI
and λ = 1 corresponds to the perturbed coordinate φI + δϕI , as shown in figure 2.1.
One may then expand the displacement δϕI via a Taylor series along this geodesic
δϕI ≡ dϕ
I
dλ
∣∣∣∣
λ=0
+
1
2!
d2ϕI
dλ2
∣∣∣∣
λ=0
+
1
3!
d3ϕI
dλ3
∣∣∣∣
λ=0
+ · · · , (2.7)
which we note is independent of our choice of normalisation of λ. This expansion is
subject to the geodesic equation
D2λϕI =
d2ϕI
dλ2
+ ΓIJK
dϕJ
dλ
dϕK
dλ
= 0, (2.8)
where Dλ ≡ (dϕI/dλ)∇I . It is also useful to define QI ≡ dϕI/dλ|λ=0. Using eq. (2.8),
the Taylor expansion (2.7) may then be rewritten as a power series in QI , yielding
δϕI = QI − 1
2!
ΓIJKQ
JQK +
1
3!
(
ΓILMΓ
M
JK − ΓIJK,L
)
QJQKQL + · · · , (2.9)
where the coefficients ΓIJK , Γ
I
JK,L, . . . are evaluated to background order, i.e. at λ = 0.
For the standard calculation where the field-space is Euclidean, only the first term is
non-vanishing and so δϕI = QI . Our normalization of λ was chosen to achieve this
correspondence.
Covariant Taylor expansions
A crucial point is that QI transforms as a vector in the tangent space at φI . Conse-
quently, the perturbative expansion of the action (2.1) will be manifestly covariant if
expressed in powers of QI . As a general example, let us expand an arbitrary tensor
FI···J . It is necessary to prescribe which indices belong to which tangent space, so we
prime indices transforming in the tangent space at the perturbed position ϕI and leave
un-primed those indices transforming in the tangent space at the background position
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Figure 2.1.: The scalar fields are defined on a curved manifold (shown schematically
in green), with λ = 0 defining the background field location and λ = 1 the perturbed
point. The standard perturbation δϕ (dashed line) does not in general lie in the tangent
space at the background point (shown as cross-hatching). We may define a geodesic
(curved solid line) linking the two points λ = {0, 1}. To obtain a description that obeys
correct tensorial transformation properties such that the perturbations are manifestly
covariant, perturbations are described via the geodesic tangent vector QI .
φI . The two are then straightforwardly related as
FI′···J ′ = GI′I · · · GJ ′J
(
FI···J |λ=0 + DλFI···J |λ=0 +
1
2!
D2λFI···J
∣∣
λ=0
+ · · ·
)
, (2.10)
where GI′I is the parallel propagator, which expresses parallel transport along the
geodesic connecting φI with φI + δϕI . For details, see Poisson, Pound and Vega [138].
In the action (2.1), the covariant expansion is only required for expanding the pressure
p. Since this is a field-space scalar, the perturbation expansion is rather simpler and
may be achieved by applying successive Dλ operators as
p = p|λ=0 + DλX|λ=0 − V,IQI +
1
2!
D2λX
∣∣
λ=0
− 1
2!
V;IJQ
IQJ
+
1
3!
D3λX
∣∣
λ=0
− 1
3!
V;IJKQ
IQJQK +O(Q4), (2.11)
where X = −1
2
GIJg
µν∂µϕ
I∂νϕ
J .
2.3: Matter Perturbations 37
Useful results
The covariant notation may be extended to define Dµ as the spacetime derivative co-
variant with respect to the field metric. Hence, for a vector U I we have
DµU I = ∂µU I + ΓIJK∂µϕJUK . (2.12)
Taking U I = dϕI/dλ in eq. (2.12) and evaluating at λ = 0 gives the useful result
Dλ∂µφI = ∂µQI + ΓIJK∂µφJQK = DµQI . (2.13)
It is also useful to note that eq. (2.13) implies that DiQI = ∂iQI for spatial indices
i. Commutators of covariant derivatives are concisely given in terms of the Riemann
tensor RIJKL corresponding to the field metric GIJ as
[Dλ,Dµ]UI = RIJKL∂µϕLdϕ
J
dλ
UK , (2.14)
for some vector UI . For the specific case UI = QI , and evaluating at λ = 0, this yields
another useful result
DλDµQI = RIJKL∂µφLQJQK , (2.15)
by virtue of the geodesic equation (2.8) whereby DλQI = 0. Finally, derivatives of the
Riemann tensor, when evaluated at λ = 0, are simply given by
DλRIJKL|λ=0 = RIJKL;MQM . (2.16)
It is to be understood that the Riemann tensor components and its derivatives that
appear in such expressions are all evaluated along the background trajectory where
λ = 0. Applying eqs. (2.13), (2.15) and (2.16) we find
DλX|λ=0 = −gµν∂µφIDνQI ,
D2λX
∣∣
λ=0
= −gµν (RKIJL∂µφK∂νφLQIQJ +DµQIDνQI) ,
D3λX
∣∣
λ=0
= −gµν (RMIJL;K∂µφL∂νφMQIQJQK + 4RKIJL∂µφLQIQJDνQK) , (2.17)
where it is then necessary to substitute in the adm metric for gµν . For example,
DλX|λ=0 appears in the linear order action S(1) as a term φ˙IDtQI . It also appears in
the second order action S(2) as two terms: −2α1φ˙IDtQI and −∂iϑφ˙I∂iQI .
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2.4. Combined perturbations
We now combine the matter and metric perturbations from §§2.2 and 2.3 and construct
the perturbed actions. We will proceed order-by-order.
2.4.1. First order
At linear order we find
S(1) =
∫
d4x
{
a3
[
3M2plH
2 − 1
2
φ˙I φ˙
I − V
]
α1 −
[
Dt(a3φ˙I) + a3V,I
]
QI
}
, (2.18)
where we have integrated by parts and removed total spatial derivatives. The back-
ground field equations follow after varying this action with respect to α1 and Q
I ,
3M2plH
2 =
1
2
φ˙I φ˙
I + V, (2.19)
Dtφ˙I + 3Hφ˙I = −V,I . (2.20)
Acting Dt on the Friedmann eq. (2.19) and eliminating Dtφ˙ by using the Klein-Gordon
eq. (2.20), we obtain the Raychaudhuri equation
2M2plH˙ = −φ˙I φ˙I . (2.21)
We therefore see that, at background level, the effect of the curved field space is only
evident through the covariant time derivative in the Klein-Gordon equation (2.20).
Slow-roll
The slow-roll regime in curved field-space was discussed by Sasaki and Stewart [121]
and later by Nakamura and Stewart [133]. Extending the discussion in §1.3.1, this
requires H to be sufficiently small and slowly varying such that
ηH ≡ d ln H
dN
=
2
H
φ˙IDtφ˙I
φ˙J φ˙J
+ 2H  1. (2.22)
Geometrically, ηH  1 constrains the acceleration tangent to the phase space velocity
to be small. These conditions are satisfied for fields obeying the slow-roll equation
3Hφ˙I + V,I ' 0, (2.23)
if the potential is sufficiently flat. Detailed conditions are given in refs. [121, 133].
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Beyond slow-roll
We presume that the background theory realises an era of inflation with H  1 in
which H varies smoothly during horizon exit. This enables us to generate a reasonably
general formalism, but the assumption of slow-roll is not mandatory. For example, it
is also interesting to consider cases involving potential features that violate slow-roll,
which requires a dedicated analysis [105, 139].
The presumption of a globally near-flat potential is also not necessary. One may
admit large potential gradients orthogonal to the inflationary trajectory via the inclu-
sion of heavy fields [140–143]. When we compute the two and three-point functions
we will only consider field-space directions which are light during horizon exit, implic-
itly ignoring any such heavy fields.3 In simple models this is acceptable because large
masses rapidly drive any fluctuations to extinction. In more complex models it has been
suggested that modest corrections can occur where the phase-space flow drives power
from massive modes into the curvature perturbation before decay [144–147]. To capture
these effects would require an extension of the formalism derived in this chapter.
2.4.2. Second order
Expanding the action to second order, performing multiple partial integrations and
removing total derivatives, we find
S(2) =
1
2
∫
d4x a3
{
α1
[
− 6M2plH2α1 + φ˙I φ˙Iα1 − 2φ˙IDtQI − 2V,IQI
]
− 2
a2
∂2ϑ1
[
2M2plHα1 − φ˙IQI
]
+RKIJLφ˙
K φ˙LQIQJ
+DtQIDtQI − 1
a2
∂iQI∂iQ
I − V;IJQIQJ
}
. (2.24)
Repeated covariant indices denote summation with the Dirac delta function δij rather
than the 3-space metric hij. We employ the Laplacian operator ∂2 = ∂i∂i such that
it defines the Laplacian in the Euclidean metric of the Fourier components QIk. The
energy and momentum constraints can be respectively obtained by varying the action
with respect to α1 and ϑ1. We find
− 2M2pl
H
a2
∂2ϑ1 = 6M
2
plH
2α1 − α1φ˙I φ˙I + φ˙IDtQI + V,IQI , (2.25)
2M2plHα1 = φ˙IQ
I . (2.26)
3It is for this reason that, when employing slow-roll ordering to the terms in the second and third-
order actions, we quote powers of φ˙I/H to emphasize that individual components of this vector
are not necessarily of order 1/2.
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Eqs. (2.25) and (2.26) can now be employed to eliminate the metric perturbations α1
and ϑ1 in S(2) to obtain
S(2) =
1
2
∫
d4x a3
{
DtQIDtQI − 1
a2
∂iQI∂iQ
I −MIJQIQJ
}
, (2.27)
where MIJ is the symmetric mass matrix which satisfies
MIJ = V;IJ −RLIJM φ˙Lφ˙M − 1
M2pla
3
Dt
(
a3
H
φ˙I φ˙J
)
. (2.28)
This result was first obtained by Sasaki and Stewart [121] (see also Nakamura and
Stewart [133] and Gong and Stewart [148, 149]). The second order action is almost
identical to the canonical case where GIJ = δIJ , except for the presence of covariant
derivatives and the term in MIJ involving the Riemann tensor. The Riemann term
in the mass matrix alters the effective mass of modes orthogonal to the field velocity
which will affect the way that these modes evolve and couple.
2.4.3. Third order
The third order action is
S(3) =
1
2
∫
d4x a3
{
6M2plH
2α31 + 4M
2
pl
H
a2
α21∂
2ϑ1 −
M2plα1
a4
(
∂i∂jϑ1∂i∂jϑ1 − ∂2ϑ1∂2ϑ1
)
− φ˙I φ˙Iα31 + 2α21φ˙IDtQI +
2
a2
α1φ˙I∂iϑ1∂iQ
I − α1RL(IJ)M φ˙Lφ˙MQIQJ
− α1
(
DtQIDtQI + 1
a2
∂iQI∂iQ
I
)
− 2
a2
∂iϑ1DtQI∂iQI + 4
3
RI(JK)Lφ˙
LDtQIQJQK
+
1
3
R(I|LM |J ;K)φ˙Lφ˙MQIQJQK − 1
3
V;(IJK)Q
IQJQK − V;(IJ)α1QIQJ
}
. (2.29)
We have indicated the symmetric index combinations4 picked out by each product of
the QI . The metric perturbations α1 and ϑ1 can be eliminated using eqs. (2.25) and
(2.26). The resulting expression is exact and does not invoke an expansion in powers of
slow-roll. However, as we shall see in §2.5, it is necessary to presume slow-roll in order
to integrate the contributions to the three point function. Furthermore, it is these
leading order terms that will produce the dominant contributions to the three-point
function. Isolating the lowest-order slow-roll contributions and rewriting in terms of
4Our symmetrization conventions are 2A(IJ) = AIJ+AJI and 6A(IJK) = AIJK+{5 perms}. Vertical
bars delimit indices excluded from symmetrization.
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conformal time, we find
S(3) ⊇
∫
d3x dη
{
− a
2
4M2plH
φ˙IQIDηQJDηQJ − a
2
4M2plH
φ˙IQI∂iQ
J∂iQJ
+
a2
2M2plH
φ˙I∂i∂
−2DηQI∂iQJDηQJ + 2a
3
3
RI(JK)Lφ˙
LDηQIQJQK
+
a4
6
R(I|LM |J ;K)φ˙Lφ˙MQIQJQK
}
. (2.30)
The first two lines of eq. (2.30) are identical to the result of the canonical (GIJ = δIJ)
calculation [61] with the partial derivatives promoted to covariant derivatives. These
terms do not produce infrared divergences at lowest order in slow-roll. Subleading
corrections to these terms enter at O(φ˙/H)3 and hence are negligible around horizon
crossing. However, these terms are time-dependent and so exhibit important infrared
behaviour at later times. The third line of eq. (2.30) includes explicitly new terms
proportional to the Riemann tensor. Such terms were first calculated, but not quan-
tized, by Gong and Tanaka [103] and are a new feature associated with the curvature
of field space. In §2.5 we show that these terms produce infrared divergences; this is
particularly significant since these divergences arise at leading order in slow-roll.
To track this time-dependence as clearly as possible we have elected to retain terms
up to O(φ˙/H)2. This procedure is consistent because eq. (2.28) demonstrates that next-
order corrections in the two-point statistics enter at O(φ˙/H)3 and are thus neglected at
requisite order. One finds the same result for corrections to the scale factor and Hubble
rate. There is, however, one correction term at O(φ˙/H)2 which arises from the time-
dependence of the term proportional to RI(JK)L [See eqs. (2.76) and (2.77)]. In order to
maintain consistency we shall include this term in our quantization. Additionally, by
retaining terms consistently to O(φ˙/H)2, we shall be able to demonstrate in chapter 3
that the quantum and classical time-dependence of the perturbations match at both
leading and subleading orders.
2.5. Quantization
The previous section derived the perturbed actions S(2) and S(3). Upon quantization
these respectively will provide us with the two and three-point correlators of the field
perturbations 〈QIk1QJk2〉 and 〈QIk1QJk2QKk3〉. Obtaining these is the principal aim of this
chapter.
We shall frequently refer to the two-point correlator 〈QIk1QJk2〉 as the propagator since
it has precisely this interpretation in terms of Feynman diagrams. The calculation of
the propagator and all higher n-point functions follows from the ‘in–in’ formulation of
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quantum field theory. Details may be found in refs. [54, 64, 150–152]. For the present
calculation, the curved field-space generates an extra complication because we must be
careful to ensure that each n-point function satisfies the correct tensorial transformation
properties. We find that this may be enforced by parallel transport of the tangent-space
bases along the direction of the inflationary phase space flow.
2.5.1. Two-point statistics
The two-point statistics have previously been calculated in the presence of a non-trivial
field metric. At lowest order in slow-roll this was calculated by Sasaki and Stewart [121].
Next-leading-order corrections were included by Gong and Stewart [148]. Neither of
these references employed the covariant perturbation scheme of Gong and Tanaka [103],
but the calculation follows almost identically and so we shall only summarise the key
steps.
We begin with the second order action (2.27). After moving to conformal time η and
integrating by parts this takes the form
S(2) = −1
2
∫
d3x dη a2QI
{
GIJ
(
D2ηQJ + 2
a′
a
DηQJ − ∂2QJ
)
+ a2MIJQJ
}
, (2.31)
where a prime denotes differentiation with respect to conformal time. One may then
move to Fourier space perturbations QIk and define u
I
k = aQ
I
k and so obtain the Sasaki–
Mukhanov equation
D2ηuIk +
([
k2 − a
′′
a
]
δIJ + a
2M IJ
)
uJk = 0. (2.32)
One may write
a′′
a
= 2a2H2
(
1− 1
2
H
)
, (2.33)
and we note that the mass matrixMIJ = O(H). Working to leading order in slow-roll
we find5
D2ηuIk +
(
k2 − 2
η2
)
uIk = 0. (2.34)
The mode variable uIk may then be quantized by writing in terms of raising and lowering
5Perturbative mass corrections can be considered [148]. As argued at the end of §2.4.3, such correc-
tions appear beyond the order of our bispectrum calculation and so we may safely ignore them.
Note, however, that we only ignore such couplings between modes for the brief period around hori-
zon exit. After horizon crossing such couplings are definitely not negligible, causing flow of power
from isocurvature perturbations to the adiabatic mode. This is accounted for in chapter 3 by the
covariant transport formalism.
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operators
uIk(η)→ u(η)aˆIk + u∗(η)aˆ†I−k, (2.35)
where u∗ is the complex conjugate of u. Provided that these are normalised as
u∗ku
′
k − u∗k′uk = −i, (2.36)
then the creation and annihilation operators satisfy[
aˆIk1 , aˆ
†J ′
k2
]
= (2pi)3δ(k1 − k2)ΠIJ ′ . (2.37)
In this commutation relation we have introduced the bitensor ΠIJ
′
which defines parallel
transport along the direction of phase space flow rather than along geodesics. The
transport is between the unprimed tangent space at η1 and the primed tangent space
at η2. This bitensor solves the equation DηΠIJ ′ = 0 which prescribes a formal solution
as a path ordered exponential,
ΠIJ
′
= P exp
(
−
∫ η2
η1
dη ΓI
′′
K′′L′′
dφK
′′
dτ
)
GL
′J ′ , (2.38)
where the integral is computed along the phase space trajectory traversed by the in-
flationary dynamics and the symbol ‘P’ denotes path ordering. Note that in the limit
η2 → η1 we obtain ΠIJ ′ → GIJ .
One may enquire about the motivation for the appearance of the parallel propagator
in eq. (2.37). Gong and Stewart [149], working in the limit of an equal-time commutator,
used the field metric GIJ in place of the parallel propagator. Eq. (2.37) recovers this
result if the operators on the lhs are taken at equal times, since then their tangent
spaces are equivalent and ΠIJ
′ → GIJ .
However, we require a commutator where the creation and annihilation operators
may be taken at different times (this will become evident in the calculation of the
three-point function when one operator will be taken at the time of measurement and
one operator will be summed over past times). The free Minkowski vacuum |0〉 is inert
under time evolution, but the operators aˆIk will evolve under parallel propagation over
the non-trivial metric GIJ . It is for this reason that we insert the factor of the trajectory
propagator.
An alternative but equivalent argument may be made in terms of the derivation of
the propagator as a Green’s function of the Klein-Gordon operator ∆IJ . This operator
is defined from S(2) which yields the equation of motion for Q
J as ∆IJQ
J = 0. Schemat-
ically, the propagator 〈QIQJ ′〉 obeys ∆IK〈QI(η,x)QJ ′(σ,y)〉 ∝ ΠJ ′Kδ(η − σ)δ(x − y),
where the non-time-equality is explicit. From this argument it is clear that the trajec-
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tory propagator relates field perturbations defined at different times η and σ.
The parallel propagator factorises the index structure of the Sasaki–Mukhanov equa-
tion (2.32) leaving the mode functions u(η) obeying a scalar mode equation
u′′(η) +
(
k2 − 2
η2
)
u(η) = 0, (2.39)
where we have used the fact that D2ηu(η) = u′′(η), since u(η) is a field space scalar.
Eq. (2.39) is precisely the standard mode equation for single field inflation.
Its initial condition arises in the deep subhorizon where η → −∞ and the flrw
spacetime is approximately Minkowski. The Bunch-Davies initial vacuum condition
then follows as
u(η) =
1√
2k
e−ikη. (2.40)
We now use this as a boundary condition for eq. (2.39) to find the solution
u(η) =
1√
2k
(
1− i
kη
)
e−ikη. (2.41)
One thus finds the power spectrum of QIk as
〈TQIk1(η1)QJ
′
k2
(η2)〉 = (2pi)3δ(k1 + k2)ΠIJ ′ u(η1)u
∗(η2)
a2
, (2.42)
where we have presumed η1 > η2 and ‘T’ denotes time ordering. The solution for
η1 < η2 is identical with η1 and η2 interchanged. Substituting eq. (2.41) into eq. (2.42)
we arrive at our final result
〈TQIk1(η1)QJ
′
k2
(η2)〉 ' (2pi)3δ(k1+k2)ΠIJ ′ H
2
∗
2k3
×
{
(1− ikη1)(1 + ikη2)eik(η1−η2), η1 < η2
(1 + ikη1)(1− ikη2)eik(η2−η1), η2 < η1
(2.43)
where k = |k1| = |k2| and this result is valid within a few efolds of the horizon crossing
times |kη1| = 1 and |kη2| = 1. The label ‘∗’ denotes evaluation precisely at the time
of horizon crossing. We note that the trajectory propagator ensures that the rhs of
eq. (2.43) has the correct bitensorial transformation properties.
Taking the equal-time limit of eq. (2.43) and evaluating soon after horizon crossing,
the two-point function becomes
〈QIk1QJk2〉 ' (2pi)3δ(k1 + k2)GIJPQ(k) , (2.44)
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where PQ(k) is the power spectrum of Q
I
k defined as
PQ(k) ≡ H
2
∗
2k3
. (2.45)
One may also define the dimensionless power spectrum
PQ(k) = k
3
2pi2
PQ(k) =
(
H∗
2pi
)2
. (2.46)
For this estimate to be valid we require that all of the non-growing power-law terms
in (2.43) have frozen out at constant values [153]. However, QI has infrared dynamics
(see §2.2.1) which manifest as growing terms at subleading order [132, 133] and so (2.44)
becomes untrustworthy soon after horizon crossing. Consequently, this result remains
valid only for a very narrow range of efolds.
2.5.2. Tensor spectrum
The calculation for the tensor modes is considerably simpler than their scalar coun-
terparts. Ignoring the independent scalar perturbations, the tensor perturbations are
defined from the conformal metric [33, 104] as
ds2 = a2(η)
[−dη2 + (δij + hij) dxidxj] , (2.47)
where hij denotes the perturbed metric which obeys h
ij
,i = h
i
i = 0. The second order
action S(2) for the tensor perturbation takes the form [104]
S(2) = −
M2pl
8
∫
d3x dη a2hij
[
h′′ij + 2
a′
a
h′ij − ∂2hij
]
, (2.48)
which is simply a rescaled version of the scalar action (2.31) without the mass term.
One may then move to Fourier space as
hij(x, η) =
∫
d3k
(2pi)3
∑
s=+,×
esijh
s
k(η)e
ik·x + c.c. , (2.49)
where we have used the two eigenmodes of the spatial Laplacian e
(+,×)
ij and k is the co-
moving wavenumber. We write ‘+ c.c.’ to denote the addition of the complex conjugate.
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If we choose k to be aligned with the z-axis then
e+ij =
1 0 00 −1 0
0 0 0
 , e×ij =
0 1 01 0 0
0 0 0
 . (2.50)
Noting that eii = k
ieij = 0 and e
s
ij(k)e
s′
ij(k) = 2δ
ss′ , the action S(2) in eq. (2.48)
becomes
S(2) = −
M2pl
4
∑
s
∫
d3k dη a2hsk
[
hsk
′′ + 2
a′
a
hsk
′ + k2hsk
]
. (2.51)
Defining vsk = aMplh
s
k/2 we obtain the Sasaki–Mukhanov equation
vsk
′′ +
(
k2 − a
′′
a
)
vsk = 0. (2.52)
As before, one may write
a′′
a
=
2
η2
+O(H). (2.53)
We see that the two polarisations of the gravitational waves behave as renormalised
massless scalar fields under the identifications
QIk →
Mpl
2
hsk, u
I
k → vsk. (2.54)
The dimensionless power spectrum Ph(k) for each of these tensor fluctuations is thus
Ph(k) = 4
M2pl
(
H∗
2pi
)2
, (2.55)
where we have evaluated around the time of horizon exit. Summing over both polari-
sations yields a total tensor spectrum as
Pt(k) = 8
M2pl
(
H∗
2pi
)2
. (2.56)
The lack of mass corrections or a non-trivial field space makes the calculation consid-
erably simpler.
2.5.3. Three-point statistics
There are two popular and equivalent methods for deriving the three-point function
〈QIQJQK〉: One follows from the path integral formalism described pedagogically in
ref. [66] in the context of single field inflation and subsequently extended to the multi-
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field case [61]. The second approach uses the Hamiltonian formulation of quantum
mechanics and was the method used by Maldacena [54]. We shall present the latter
method since it makes some of the calculational steps more transparent. Using this
method, the full bispectrum in the presence of an arbitrary non-trivial field metric was
first computed by Elliston et al. [94], which we now review.
Our calculation is similar to standard scattering calculations, where one computes
transition amplitudes between an ‘input’ state |in〉 and an ‘output’ state 〈out| as
〈out|S|in〉 where S is the scattering matrix. However, in our case we want to cal-
culate an expectation value of an operator F at a given time, which is schematically
〈in|F|in〉. This structure gives the formalism of our calculation its name: the ‘in–in
formalism’.
We work in the interaction picture such that the Hamiltonian is split into two com-
ponents as H = H0 + Hint. The dominant term is H0 which contains perturbations
only up to second order in QI and represents the ‘free-theory’ calculation. It is H0 that
generates the time dependence of operators such as QIQJQK . Meanwhile, Hint contains
higher order perturbations such as those arising in S(3) and it is Hint that evolves the
states.
The interacting vacuum |Ω〉 at some time t may be calculated in terms of the free-
theory vacuum |0〉 at some early time t0, provided that we take t0 to be sufficiently
early. This follows from standard theory [154] as
|Ω〉 = T exp
(
−i
∫ t(1−iδ)
t0(1−iδ)
Hint(t
′) dt′
)
|0〉. (2.57)
The contour of integration is rotated infinitesimally as t′ → t′(1− iδ) in order that the
interacting vacuum state may be defined.
Our goal is to calculate the correlator of perturbations 〈Ω|QI(t)QJ(t)QK(t)|Ω〉. Using
the above result and expanding the exponents to first order (which is sufficient for the
present calculation) one finds
〈Ω|QI(t)QJ(t)QK(t)|Ω〉 = −i
∫ t(1−iδ)
t0(1−iδ)
dt′〈QI(t)QJ(t)QK(t)Hint(t′)〉+ c.c. (2.58)
At the level of our computation we are neglecting loop corrections. If such terms are
computed then they will be suppressed by factors of Q ∼ H/Mpl which is very small.
We are now in a position to calculate the three-point function 〈QI(t)QJ(t)QK(t)〉 by
adding up the contributions from each of the terms in S(3). We shall split the terms
into two types, those that do not produce log-divergences, and those that do. For both
classes, we shall explicitly illustrate one calculation, the method of which then applies
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analogously to the other contributions.
Convergent contributions
We shall begin with the first term in eq. (2.30)
S(3) ⊇
∫
d3x dη
{
− a
2
4M2plH
φ˙IGJKQ
IDηQJDηQK
}
, (2.59)
which produces a contribution to the three-point function as
〈Ω|QI(τ,y1)QJ(τ,y2)QK(τ,y3)|Ω〉 = −i
∫
C
dη d3x
a2
4M2plH
φ˙L′GM ′N ′ ×
〈QI(τ,y1)QL′(η,x)〉Dη〈QJ(τ,y2)QM ′(η,x)〉Dη〈QK(τ,y3)QN ′(η,x)〉
+ perms.+ c.c. (2.60)
The permutations arise from Wick’s theorem, since there are six ways of contracting
pairs of external and internal Feynman lines. C denotes the integration contour as
previously described. Since we are computing quantities over a range of times, the field
perturbations are naturally defined in a range of tangent spaces. We label tangent-space
indices at the time of calculation, τ , with unprimed capitalised labels I, J , K. Indices
associated with the integration variable η are primed and capitalised viz I ′, J ′, K ′.
One may now move to Fourier space. The variable QI(τ,y1) is then written in terms
of the Fourier mode QIk1 and so on. Eq. (2.60) contains six separate perturbations
QI , QJ , . . . , QN
′
which correspond to Fourier modes k1,k2, . . . ,k6. We now substitute
for the propagators using eq. (2.43), where we set η1 → η as the time at which the
interaction occurs, and η2 → τ as the time at which the field perturbations are calcu-
lated. The propagator factors introduce delta functions of the form δ(k1 + k4) which
allow us to eliminate k4,k5,k6. Performing the integration over the spatial coordinates
we obtain
〈QIk1QJk2QKk3〉 = −i(2pi)3δ(k1 + k2 + k3)ΠII′ΠJJ ′ΠKK′
∏
i=1,2,3
(
1 + ikiτ
2k3i
)
×
∫ τ(1−iδ)
−∞(1−iδ)
dη
a2H4
4M2pl
φ˙I
′
H
GJ
′K′(1− ik1η)k22η k23η eikt(η−τ)
+ c.c. + perms.
(2.61)
We have introduced kt = k1 +k2 +k3. Note that the factors of the trajectory propagator
ΠII′ ensure that eq. (2.61) has the correct tensorial transformation properties.
To perform the integral in eq. (2.61) we must specify the time dependence of the
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field velocity φ˙I and the scale factor a (and thus the Hubble rate H). In the absence
of a specific model, this is not in general possible. However, the exponent in the
integrand is highly oscillatory in the deep subhorizon and so it is only the times near
to horizon exit that will significantly contribute to the result. We may parametrise
our ignorance of the inflationary model by expanding in terms of slow-roll. Firstly,
we may substitute a = −(Hη)−1 + O(H). Secondly, we temporally Taylor expand
the factors of φ˙I and H about their values at the time of horizon exit of a particular
Fourier mode k∗. Tangent-space indices at this time are labelled with unprimed lower-
case indices i, j, k. The Taylor expansion proceeds via eq. (2.10) with the trajectory
propagator in place of the parallel propagator. The zeroth order term is simply a
constant, augmented by the appropriate factors of the trajectory propagator. Slow-roll
corrections may be incorporated perturbatively, although they appear beyond requisite
order for the present calculation [155] and so are ignored.
We shall find that there are two types of terms contributing to the three-point func-
tion: growing modes and frozen modes. The frozen modes are terms that have a van-
ishing or constant contribution to the three-point function at times a few efolds after
horizon exit. The asymptotic value of these contributions is obtained by taking the
limit τ → ∞. The growing modes behave differently, sourcing contributions to the
three-point function at times significantly after horizon exit. These will manifest as
terms proportional to powers of the number of superhorizon efolds N . We will truncate
the evolution of such terms near the time of horizon exit when N is small, and leave
the superhorizon evolution to be tracked using the methods developed in chapter 3.
It proves convenient to extract a number of common factors such that the three-point
function may be written in terms of the bitensor Aijk(N) as
〈QIk1QJk2QKk3〉 = (2pi)3δ(k1 + k2 + k3)
H4∗
4k31k
3
2k
3
3
ΠI iΠ
J
jΠ
K
kA
ijk(N). (2.62)
We start our efolding clock at the time of horizon crossing for k∗ and so N∗ = 0. The
three-point function 〈QIk1QJk2QKk3〉 is a rank-three tensor evaluated in the tangent space
at a slightly different timeN . This leavesAijk(N) as a bitensorial quantity, transforming
as a rank-three tensor at N∗ but as a scalar at N . Eq. (2.61) then becomes
Aijk ⊇ − i
8
φ˙i∗
H∗
Gjkk22k
2
3 lim
τ→0
3∏
l=1
(1 + iklτ)e
−iktτ
∫ τ(1−iδ)
−∞(1−iδ)
dη (1− ik1η)eiktη + c.c.+ perms.
(2.63)
The contour integral can be calculated and so one obtains the final result
Aijk ⊇ −1
2
φ˙i∗
H∗
Gjkk22k
2
3
( 1
kt
+
k1
k2t
)
+ cyclic, (2.64)
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where a number of terms have dropped out following the complex conjugation and ‘+
cyclic’ sums over the two permutations generated by simultaneous exchange of {i, k1},
{j, k2} and {k, k3}.
This result is valid at lowest order in slow-roll and one can see that eq. (2.64) does
not contain any explicit time-dependent terms. Physically this means that such a
bispectrum contribution does not contain growing modes at lowest order in slow-roll.
Rather, it contains frozen modes and eq. (2.64) represents the asymptotic limit in
which these have all reached constant values. Note that this is not precisely the time
of horizon crossing [153]. Interesting infrared dynamics occur when one considers the
subleading slow-roll corrections to eq. (2.64), but as discussed in §2.2.1, we may ignore
these provided we constrain our attention to the few efolds immediately after horizon
exit.
We may now consider the contributions arising from the other two terms in S(3) that
are simply the covariantized versions of those present in flat field-space. The calculation
is analogous to that above and the three results together are
• − a
2
4M2plH
φ˙IQIDηQJDηQJ
Aijk ⊇ − 1
2M2pl
φ˙i∗
H∗
Gjk∗ k
2
2k
2
3
(
1
kt
+
k1
k2t
)
+ cyclic, (2.65)
• − a
2
4M2plH
φ˙IQI∂iQ
J∂iQJ
Aijk ⊇ 1
2M2pl
φ˙i∗
H∗
Gjk∗ (k2 · k3)
(
kt − κ
2
kt
− k1k2k3
k2t
)
+ cyclic, (2.66)
• a
2
2M2plH
φ˙I∂i∂
−2DηQI∂iQJDηQJ
Aijk ⊇ 1
2M2pl
φ˙i∗
H∗
Gjk∗
[
(k1 ·k2)k23
(
1
kt
+
k2
k2t
)
+(k1 ·k3)k22
(
1
kt
+
k3
k2t
)]
+cyclic, (2.67)
where κ2 =
∑
i<j kikj. Elliston et al. [94] showed that these three contributions can be
combined to produce the more elegant result
Aijk ⊇ 1
M2pl
φ˙i∗
H∗
Gjk∗
[
− 2k
2
2k
2
3
kt
+
1
2
k1(k2 · k3)
]
+ cyclic. (2.68)
Log-divergent contributions
We now consider the remaining terms in S(3) that involve the Riemann tensor. The
quantization procedure is identical apart from the final integration. As an example, let
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us consider the bispectrum contribution arising from the term
S(3) ⊇
∫
d3x dη
{
2a3
3
RI(JK)Lφ˙LDηQIQJQK
}
. (2.69)
Following the previous methodology one finds
Aijk ⊇ − i
3
M2pl
φ˙l∗
H∗
Rijklk
2
1 lim
τ→0
(1 + iktτ +O(τ 2))e−iktτ×∫ τ(1−iδ)
−∞(1−iδ)
dη
1
η2
(1− ik2η)(1− ik3η)eiktη + c.c.+ perms. (2.70)
The integral in eq. (2.70) may be performed by parts, starting with the most divergent
pieces, as
Integral = i
∫ τ(1−iδ)
−∞(1−iδ)
dη
1
η2
(1− ik2η)(1− ik3η)eiktη
=
−ieiktτ
τ
−
∫ τ(1−iδ)
−∞(1−iδ)
dη
(
k1
η
+ ik2k3
)
eiktη
=
−ieiktτ
τ
− k1 ln(ktτ)eiktτ − k2k3
kt
eiktτ + ik1
∫ ktτ(1−iδ)
−∞(1−iδ)
dx ln(−x)eix. (2.71)
The final integral is convergent as ktτ → 0 and so we take this limit:
i
∫ 0
−∞
dx ln(−x)eix =
∫ ∞
0
dw ln(−iw)e−w
=
∫ ∞
0
dw
(
lnw − ipi
2
)
e−w
= −
(
γE +
ipi
2
)
, (2.72)
where γE ≈ 0.577 is the Euler–Mascheroni constant. We therefore find the integral in
eq. (2.71) as
Integral = eiktτ
[−i
τ
− k1
(
N + ln
kt
k∗
)
− k2k3
kt
]
− k1
(
γE +
ipi
2
)
. (2.73)
Combining this with eq. (2.70), one finds that the terms which diverge polynomially as
τ → 0 all cancel under the complex conjugation. One is then left with convergent and
log-divergent terms that form the final result [94]
Aijk ⊇ 4
3
Ri(jk)m∗
φ˙∗m
H∗
[
k31
(
γE −N + ln kt
k∗
)
− ktk21 +
k21k2k3
kt
]
+ cyclic, (2.74)
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The remaining log-divergence is explicit in the term proportional to N = − ln |k∗τ | and
so there is explicit infrared dynamics at leading order. It is such terms that ensure
that the three-point function result as calculated in this section is not valid in the limit
N  1.
A similar calculation finds the contribution from the other term S(3) as
• a
4
6
R(I|LM |J ;K)φ˙Lφ˙MQIQJQK
Aijk ⊇ 1
3
R(i|mn|j;k)∗
φ˙∗m
H∗
φ˙∗n
H∗
[
k31
(
N − ln kt
k∗
− γE − 1
3
)
+
4
9
k3t − ktκ2
]
+ cyclic.
(2.75)
In addition, since we are working to O(φ˙/H)2, there is one final contribution arising
from the Taylor expansion of the Riemann tensor
RI
′(J ′K′)L′ φ˙L′
H
= ΠI
′
iΠ
J ′
jΠ
K′
k
(
Ri(jk)l
φ˙l
H
+DNRi(jk)l φ˙l
H
N + · · ·
)
∗
. (2.76)
This provides us with one additional contribution to the three-point function that ap-
pears at requisite order in slow-roll:
• 2a
3
3H
RI(JK)L;M φ˙Lφ˙MNDηQIQJQK
Aijk ⊇ 2
3
Ri(jk)m;n∗
φ˙∗m
H∗
φ˙∗n
H∗
[
− k31N2 + k31
(
γ2E −
pi2
12
+ ln
kt
k∗
(
2γE + ln
kt
k∗
))
− 2ktk21
(
ln
kt
k∗
+ γE − 1
)
+ 2
k21k2k3
kt
(
ln
kt
k∗
+ γE
)]
+ cyclic. (2.77)
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Final result
We may now simply combine the convergent and log-divergent pieces together to obtain
the full bispectrum at horizon crossing:
Aijk(N) =
1
M2pl
φ˙i∗
H∗
Gjk∗
(
− 2k
2
2k
2
3
kt
+
k1
2
k2 · k3
)
+
4
3
Ri(jk)m∗
φ˙∗m
H∗
[
k31
(
γE −N + ln kt
k∗
)
− k21kt +
k21k2k3
kt
]
+
1
3
R(i|mn|j;k)∗
φ˙∗m
H∗
φ˙∗n
H∗
[
k31
(
N − ln kt
k∗
− γE − 1
3
)
+
4
9
k3t − ktκ2
]
−4
3
Ri(jk)m;n∗
φ˙∗m
H∗
φ˙∗n
H∗
[
k31
2
(
N2 − γ2E +
pi2
12
−
[
2γE + ln
kt
k∗
]
ln
kt
k∗
)
+k21kt
(
ln
kt
k∗
+ γE − 1
)
− k
2
1k2k3
kt
(
γE + ln
kt
k∗
)]
+cyclic. (2.78)
This result constitutes one of the principal results of this thesis. The first line of
eq. (2.78) reduces to the standard result of Seery and Lidsey [61] for multi-scalar field
inflation in the presence of a trivial field metric. The remaining terms in eq. (2.78) are
new and mediated by the field space curvature tensor. The added complexity provides
exciting prospects for bispectrum phenomenology at horizon crossing. Perhaps the most
exciting aspect is the presence of time-dependence in the bispectrum at lowest order
in slow-roll, suggesting that it is possible for a field space metric to mediate significant
bispectrum evolution.
Isolating the growing modes
The time-dependent terms in (2.78) (those involving N) are divergent in the late-time
limit τ → 0. It is these terms that generate the infrared dynamics described in §2.2.1 by
sourcing time evolution after horizon exit [116–118], which ensures that the expressions
derived in this chapter are only valid for a few efolds after horizon crossing. In chapter 3
we shall show that the divergences calculated in this chapter may be properly accounted
for by a covariant version of the ‘separate universe’ method [130, 135]. To demonstrate
the agreement between this superhorizon formalism and the quantization calculation
in this chapter, it is necessary to demonstrate that both calculations have the same
time-dependence at horizon crossing. At this point it is therefore useful to isolate those
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terms in Aijk which are linear or quadratic in diverging logarithms as
Aijk1-log =
1
3
Nk31
(
R(i|mn|j;k)
φ˙m
H
φ˙n
H
− 4Ri(jk)m φ˙m
H
)
∗
+ cyclic, (2.79)
Aijk2-log = −
4
6
N2k31
(
Ri(jk)m;n
φ˙m
H
φ˙n
H
)
∗
+ cyclic. (2.80)
Summary
This chapter followed Elliston et al. [94] where we provided the first full computation
of the three-point function 〈QIk1QJk2QKk3〉 for non-canonical models of the form (2.1).
Because we have chosen to employ the covariant perturbation scheme of Gong and
Tanaka [103], one must be careful to ensure that all expressions have the correct ten-
sorial transformation properties. We have achieved this through the introduction of
the trajectory propagator ΠIJ
′
. The three-point function is written in eq. (2.78), which
generalises the canonical result of Seery and Lidsey [61].
The non-trivial field metric does not alter the power spectrum at leading order.
However, it has a notable effect on the bispectrum through the introduction of new
terms in S(3) mediated by the field space curvature. One effect of this is to produce
richer frozen modes; these may be observable if the curvature tensor takes sufficiently
large values. A second effect is the presence of new time-dependent growing modes that
appear at lowest order in slow-roll. This is in contrast to the canonical scenario where
such time-dependence enters with O(φ˙/H)3 slow-roll suppression. Consequently there
is an expectation that such models may lead to the generation of observable local-shape
non-Gaussianity, which may then be constrained by future observational data.
The results of this chapter do not in themselves represent observables. Rather, they
represent stochastic initial conditions for the subsequent superhorizon evolution that
we consider in chapter 3.
3. Superhorizon formalisms
Chapter 2 calculated covariant quantum perturbations around the time of hori-
zon exit. The aim of this chapter is to develop the necessary mathemati-
cal formalism to enable these perturbations to be tracked in the subsequent
superhorizon epoch and then linked with observationally relevant quantities.
Observational quantities, discussed in §3.1, are derived from the n-point cor-
relators of the curvature perturbation on uniform density hypersurfaces, ζ. In
§3.2 we review the δN formalism and show how this formally allows ζ to be
computed in terms of field perturbations at horizon exit. To obtain usable
formulae for the evolution of covariant perturbations, §3.3 follows Elliston et
al. [94] by employing and extending the transport formalism of Mulryne, Seery
and Wesley [127, 128, 156]. ζ is then derived from the covariant gauge transfor-
mation defined in §3.3.5. We then derive analytic solutions to the superhorizon
evolution of perturbations in §3.4 so that we can develop intuition about the
relationship between inflationary dynamics and the evolution of cosmic observ-
ables. This follows Elliston et al. [157], deriving compact expressions for δN
coefficients for two-field canonical inflation which lead to new expressions for
the local bispectrum and trispectrum. The analysis of these analytic results is
deferred to chapters 4 and 5.
“Philosophy is written in this grand book—I mean the
Universe—which stands continually open to our gaze, but it
cannot be understood unless one first learns to comprehend the
language and interpret the characters in which it is written. It
is written in the language of mathematics, and its characters
are triangles, circles, and other geometrical figures, without
which it is humanly impossible to understand a single word of
it; without these,
one is wandering around in a dark labyrinth.”
—Galileo Galilei, The Assayer, 1622.
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3.1. Observable statistics of inflation
Observational quantities are derived from the n-point correlators of ζ, the curvature
perturbation on uniform density hypersurfaces, which we now define.
3.1.1. The uniform density curvature perturbation ζ
Working with the adm metric in the flat gauge, at linear order the curvature pertur-
bation on uniform density hypersurfaces takes the form
ζ = −H
ρ˙
δρ =
1
3
δρ
ρ+ p
, (3.1)
where H(t), ρ(t) and p(t) are background quantities whereas ζ(x, t) and δρ(x, t) are
inhomogeneous perturbations. If we had not specialised to the flat gauge then eq. (3.1)
would include another term.1 This definition of ζ is gauge invariant to linear order, and
may be suitably redefined to ensure that gauge invariance holds to second order [158,
159].
At this point we can state a very useful result called the δN formula. Noting that
the density perturbation may be written δρ(x, t) = −ρ˙(t)δt(x, t), we find that ζ may
be written as [160]
ζ(x, t) = δN(x, t), (3.2)
where we have employed the sign convention of Lyth and Rodr´ıguez [135]. This result
has also been extended beyond linear order [111]. Eq. (3.2) applies between a flat
hypersurface of constant efolding number and the uniform density hypersurface on
which ζ is defined. As the Universe evolves, spatially-separated regions will undergo
different expansion histories before reaching this hypersurface. The average expansion is
absorbed into the background number of efolds N(t), leaving the perturbation δN(x, t)
with zero mean.
Physically, ζ describes the spatial curvature of surfaces of uniform density. At the
time of horizon re-entry one can consider ζ as the primordial perturbation. This is
subsequently evolved via transfer functions to describe the subhorizon perturbations
that we observe [161].
In chapter 2 we derived the two and three-point correlators of the Fourier field per-
turbations QIk. These can be related to the Fourier components ζk via either the δN
formalism or the transport formalism, which we respectively discuss in §3.2 and §3.3.
1General expressions can be found in Malik and Wands [95].
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The comoving curvature perturbation R
It is useful at this point to define a second gauge-invariant perturbation variable which
we shall use in chapter 6. In the flat gauge at linear order, the comoving curvature
perturbation takes the form [104]
R = − H
ρ+ p
δq, (3.3)
where ∂iδq is the scalar part of the 3-momentum density T
0
i = ∂iδq. The perturbation
R(x, t) denotes the spatial curvature on comoving hypersurfaces. For inflation driven
by a single scalar field, the two curvature perturbations ζ and R are approximately
equal [104], up to a minus sign. This approximate equality also holds in the superhorizon
regime, both for single field and multi-field inflation.
3.1.2. Two-point statistics of ζ
We saw in chapter 2 that the perturbations in the cmb have a quantum origin. It is
therefore only meaningful to ask statistical questions about the perturbations that we
observe. The most basic statistical information is provided by the 2-point correlator of
ζ.
Power spectrum
The power spectrum Pζ(k) is defined as the two-point correlator of the Fourier modes
ζk as
〈ζk1ζk2〉 ≡ (2pi)3δ(k1 + k2)Pζ(k), (3.4)
where 〈· · · 〉 denotes the ensemble average and k is the common magnitude of k1 and k2.
If the volume is sufficiently large then the ensemble average equates to a volume average
by the ergodic theorem [33]. We may also define a dimensionless power spectrum
Pζ(k) ≡ k
3
2pi2
Pζ(k). (3.5)
The dimensionless power spectrum varies weakly with the comoving scale k, so it is
conventional to fix a particular pivot scale. The best data at present is a combination
of wmap 9-year, bao and hst data [8] which uses a pivot scale k0 = 0.002 Mpl
−1 and
finds
Pζ
∣∣
k0
=
(
2.427+0.078−0.079
)× 10−9 at 68% cl. (3.6)
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Spectral index
The spectral index nζ(k) measures the scale-dependence of the power spectrum as
nζ − 1 ≡ d lnPζ(k)
d ln k
. (3.7)
The factor of unity is conventional, since the power spectrum is observationally found
to be nearly scale invariant and so the above definition implies nζ ≈ 1. Current data [8]
favours a red-tilted spectrum as
nζ
∣∣
k0
= 0.971± 0.010 at 68% cl. (3.8)
This places a strong constraint on many models of inflation, although there is often
sufficient parameter freedom to ensure observational compatibility. This will be in-
creasingly tough as new data increasingly constrains the observational parameters of
cosmology. In particular, Planck is forecast to improve constraints on the spectral index
by up to a factor of 5 [162].
Spectral index running
One may continue differentiating the power spectrum to gain more information about
its scale-dependence. The running of the spectral index is defined as
αζ ≡ d lnnζ(k)
d ln k
. (3.9)
The constraint on αζ(k) varies significantly depending on whether the tensor modes
(discussed in §3.1.3) are jointly constrained. Presuming an absence of tensor modes,
the running is constrained as [8]
αζ
∣∣
k0
= −0.023± 0.011 at 68% cl, (3.10)
although this is insufficiently precise to infer inconsistency with a power-law spectrum
which has constant nζ and correspondingly zero αζ .
3.1.3. Tensor modes
The tensor power spectrum Pt(k) near horizon crossing was calculated in eq. (2.56).
The tensor modes obey the equation of motion derived from S(2) in eq. (2.48) as
h¨ij + 3Hh˙ij +
k2
a2
hij = 0. (3.11)
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In the superhorizon regime the final term in (3.11) is negligible, leading to superhorizon
evolution that admits a constant solution. The tensor modes are therefore frozen during
the superhorizon evolution, until the point of re-entry, after which they undergo damped
oscillations that may be observable as gravitational waves. As a result of this lack of
superhorizon time-evolution, the result Pt(k) in eq. (2.56) holds until the time of re-
entry.
The amplitude of the tensor modes is commonly written in terms of the tensor–scalar
ratio defined as
r ≡ Pt(k)Pζ(k) . (3.12)
For a single field model, Pζ(k) is conserved shortly after horizon crossing and then
r is similarly conserved. Conversely, r may vary for multi-field models due to the
superhorizon evolution of Pζ(k).
At present we only have an upper bound on the tensor–scalar ratio r. The tightest
constraint arises from a combination of wmap 9-year, bao and hst data [8] with
additional small-scale data supplied by the spt [37] and act [38, 39] which produces
the upper bound of
r < 0.13 at 95% cl. (3.13)
This constraint is sensitive to any assumption made on the running of the scalar spectral
index αζ . The value we quote is valid for the power-law assumption αζ = 0.
The upper bound on r and the narrow bounds on nζ provide two of the most stringent
current constraints on inflationary models. For this reason it is commonplace to provide
a joint constraint as shown in figure 3.1. The upper bounds on r will be further
constrained by cmb polarisation observations such as spider [42] which, in the absence
of a detection, will place limits of r < 0.03 at 3σ confidence.
Tensor spectral index
The tensor spectral index nt(k) is defined similarly to the scalar spectral index nζ as
nt ≡ d lnPt(k)
d ln k
. (3.14)
Note that, as opposed to nζ , it is nt not nt−1 that is defined in this way. Observational
data is yet to provide useful constraints on the tensor spectral index.
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Figure 3.1.: Current observational bounds on the tensor–scalar ratio r and the spectral
index nζ at 68% cl and 95% cl respectively. The scale-invariant Harrison-Zel’dovich
spectrum with nζ = 1 is strongly ruled out. Image traced from Hinshaw et al. [8].
3.1.4. Three and four-point statistics of ζ
Bispectrum
The three-point statistics of ζ are written in terms of the bispectrum Bζ(k1, k2, k3) as
〈ζk1ζk2ζk3〉 ≡ (2pi)3δ(k1 + k2 + k3)Bζ(k1, k2, k3). (3.15)
The overall delta function multiplying the bispectrum constrains the wavevectors k1,
k2 and k3 to form a triangle. One degree of freedom is the size of this triangle, and in
this sense the bispectrum has scale-dependence much like the power spectrum Pζ(k).
However, the bispectrum contains considerably more information because one can also
vary the triangle shape.
For a fixed total scale kt = k1 + k2 + k3, the triangle shape is dependent on the ratios
k2/k1 and k3/k1. The shape is commonly referred to in terms of three limiting cases:
equilateral (k1 = k2 = k3), local (k1  k2 = k3) and folded (k1 = 2k2 = 2k3). These
are shown in figure 3.2. In our present state of uncertainty regarding the bispectrum,
it is sufficient to consider these simple shapes. However, in light of increasingly precise
data, it may become necessary to employ a complete basis decomposition such as that
developed by Fergusson and Shellard [163].
Physically, the bispectrum has terms of two types: First, those arising from frozen
modes near horizon exit; and second, those arising from interactions between growing
modes far outside the horizon. By frozen we simply mean that such modes cease to
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Figure 3.2.: The bispectrum wavenumbers k1,k2,k3 form a triangle but various shape
possibilities exist. These are commonly parametrized in terms of the equilateral (k1 =
k2 = k3), local (k1  k2 = k3) and folded (k1 = 2k2 = 2k3) shapes as shown.
evolve after a few efolds of superhorizon evolution and that they settle to a constant
value. The frozen modes can have complex dependence on the k-modes k1, k2 and k3
which manifests as a bispectrum with complex shape-dependence. The second type
appears only in the local combination (k31k
3
2)
−1 or its permutations. With canonical
kinetic terms, applying global slow-roll conditions to the potential and assuming that
only light fields contribute to ζ, Lyth and Zaballa [164] showed that the multi-field result
of Seery and Lidsey [61] implies that only the local bispectrum shape can be observable
(see also refs. [135, 164, 165]). In this chapter we shall investigate the non-canonical
extension of this result.
It is commonplace to further parametrise the bispectrum in terms of the dimensionless
parameter fNL(k1, k2, k3) defined by
Bζ(k1, k2, k3) ≡ 6
5
fNL(k1, k2, k3)
[
Pζ(k1)Pζ(k2) + cyclic
]
, (3.16)
where ‘+ cyclic’ includes the additional terms Pζ(k2)Pζ(k3) and Pζ(k3)Pζ(k1). This
definition may be used for any bispectrum shape. However, it is particularly useful if
the bispectrum is dominated by the local shape in which case fNL(k1, k2, k3) → f localNL
is simply a number. Chapters 4–5 consider canonical multi-field inflation for which
this local limit is the only observationally relevant shape. Conversely, chapter 6 will
work with a range of scenarios of generalised single field inflation for which the only
bispectrum generated is of the equilateral type.
The best bispectrum constraints to date are provided by the analysis of data from
the wmap satellite [7] as
−10 <f localNL < 74, (3.17)
−214 <f equilNL < 266, (3.18)
−410 <f foldNL < 6, (3.19)
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where the uncertainties are at 95% cl. Planck will improve on these constraints consid-
erably, and in the absence of a detection is expected to give the bounds |f localNL | < 5 [166].
We recall that the quantum computation of 〈QIk1QJk2QKk3〉 in chapter 2 worked under
the assumption that all of the modes ki left the horizon at approximately the same
time. This may seem at odds with the notion of a bispectrum Bζ(k1, k2, k3) where the
ki are not equal. However, it is not inconsistent to take |ki| 6= |k∗| provided that the
difference is moderate, as we shall now demonstrate.
The dominant contribution to 〈QIk1QJk2QKk3〉 for non-log-divergent terms arises from
the narrow range of efolds near to the time of horizon exit of some reference scale
k∗. We approximate the slow-roll parameters to equal their constant value at the
horizon exit time of the mode k∗; the time-dependence of the slow-roll parameters then
only enters perturbatively at higher order in the slow-roll expansion. If we label N∗
as the time at which k∗ exits the horizon, then |ki| 6= |k∗| exits the horizon at a time
N∗+∆Ni. Provided that ∆Ni is not much larger than the range of efolds which provide
the dominant contribution to 〈QIk1QJk2QKk3〉, then the effect of ∆Ni 6= 0 will manifest
through the presence of new higher order corrections. Since we have neglected all higher
order perturbations in our analysis, it is fully consistent to ignore these effects.
Trispectrum
There are two types of terms that contribute to the four-point statistics 〈ζk1ζk2ζk3ζk4〉.
Firstly, there are disconnected terms that are simply related to two copies of the power
spectrum and arise when any two of the ki sum to zero. These therefore provide no
new information and so we shall follow refs. [62, 167] and ignore these contributions.
This equates to ignoring parallelogram shapes. The remaining connected contribution
〈ζk1ζk2ζk3ζk4〉conn defines the trispectrum Tζ(k1, k2, k3, k4) as
〈ζk1ζk2ζk3ζk4〉conn ≡ (2pi)3δ(k1 + k2 + k3 + k4)Tζ(k1, k2, k3, k4). (3.20)
Analogously to the bispectrum, the trispectrum will in general exhibit complex shape-
dependence which may be parametrised by extending the methods used for the bispec-
trum [168]. However, the growing superhorizon modes that we study in chapters 4–5
only source particular shapes. For canonical fields and a smooth potential, these super-
horizon modes represent the only observable source of the trispectrum and so we can
recast the trispectrum as [167, 169]
Tζ(k1, k2, k3, k4) = τNL
[
Pζ(k13)Pζ(k3)Pζ(k4) + 11 perms
]
+
54
25
gNL
[
Pζ(k2)Pζ(k3)Pζ(k4) + 3 perms
]
, (3.21)
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where kij = ki + kj.
The parameters τNL and gNL are presently constrained as −0.6 < τNL/104 < 3.3 and
−7.4 < gNL/105 < 8.2 [170, 171], with ref. [172] finding the slightly different constraint
−5.4 < gNL/105 < 8.6. In the absence of a detection, Planck is expected to give bounds
of τNL < 560 [166] and |gNL| < 1.6× 105 [170].
If a given inflationary model predicts a magnitude of any of the parameters fNL, τNL or
gNL that are greater than the Planck forecast bounds, then we refer to such a prediction
as observationally relevant. A non-Gaussianity that could in principle be measured by
an ideal observation conservatively requires these non-Gaussianity parameters to have
magnitudes greater than unity. Following the standard diction in the literature, we
describe such models as producing a large non-Gaussianity.
3.2. δN formalism
3.2.1. Separate universes
One may follow the superhorizon evolution of cosmic perturbations by using the tools
of cosmological perturbation theory. The perturbation equations of motion include gra-
dient terms that measure the deviation from exact homogeneity. When expressed in
Fourier space, these gradient terms appear as powers of k/aH. During inflation, H
is approximately constant, whereas a is growing quasi-exponentially. Therefore k/aH
quickly becomes negligible after horizon crossing. This motivates a simplifying assump-
tion whereby the gradient terms are neglected.2
The above discussion suggests that we can consider the superhorizon Universe as a
collection of independent flrw universes; independent by virtue of the lack of gradient
terms. In reality this procedure only works down to a cut-off smoothing scale somewhat
larger than the comoving horizon size. If we were to equate the smoothing scale to
the wmap pivot scale, this implies that the observed cmb is a composition of at least
40,000 separate universes, although ref. [173] suggests that cmb observations sample
106 or more separate universes. These separate universes evolve according to the same
background equations of motion, but they have different initial conditions sourced by
quantum perturbations.
This framework, known as the separate universe assumption, allows for a simpler
analysis of superhorizon perturbation evolution [108, 109, 135, 160, 174–176].
2One can incorporate the gradient terms perturbatively via a gradient expansion [111].
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3.2.2. Separate universes in phase space
We shall now show that it may be intuitive to consider the separate universe picture
in terms of the relevant phase space. Each separate universe defines a different phase
space point that evolves independently. The task of evolving the perturbed Universe
is thus reduced to the simpler task of tracking this ensemble of phase space points.
This ensemble is drawn from a spacetime region of finite comoving extent. Provided
that this extent is not too large then we expect the ensemble of phase space points
to be narrowly distributed. We refer to this ensemble of clustered points as a bundle,
since this is the shape generated in the phase space when the ensemble is allowed to
evolve with time. In practice, the analysis is simplified by working in a thermodynamic
limit where the bundle formally contains an infinite number of trajectories. To avoid
spurious infrared problems we should demand that these reheat in the same vacuum.
This bundle approach can be traced to Hawking’s formulation of perturbation theory
[177], and has been applied to inflation by several authors [109, 121, 174, 175].
The full phase space incorporates two dimensions per scalar field from each of the
{ϕI , ϕ˙I} pairs. Extending the discussion in §1.3.1, the slow-roll limit, where H 
1, causes reduction of dynamics to a submanifold on which (for example) the field
velocities are unique functions of the field values. The growing mode on this submanifold
satisfies 3Hϕ˙I +V,I = 0. An explicit description in terms of trajectories on the slow-roll
submanifold was given by Salopek [123] and Garc´ıa-Bellido and Wands [122].
There are two types of perturbation associated with the relative phase space location
of separate universes, and these two types of perturbation have distinct geometrical
definitions. Perturbations along the direction of phase space flow are referred to as
adiabatic perturbations. Since these perturbations are defined by time evolution, they
may be written in terms of the variation in efold number δN , or equivalently the
curvature perturbation ζ. The remaining perturbations distinguish different bundle
elements. These perturbations are called isocurvature or entropy perturbations. It is
useful to define a new field basis aligned with the bundle, such that σ is the local
adiabatic field and sI are local isocurvature fields [125]. Each isocurvature field sI has
an equation of motion s˙I = 0 and constitutes a conserved quantity [122, 123]. Together,
these conserved quantities identify a trajectory.
3.2.3. The δN expansion
The δN expansion [121, 135, 175] provides a prescription for finding ζ in terms of
the field perturbations at horizon exit and at subsequent times. It is necessary to
assume that the slow roll attractor is operative at the time of horizon exit, such that
the subsequent number of efolds until a later-time uniform density hypersurface can
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be expressed as a function of the field values at horizon exit, N = N(ϕI∗). We note
that the slow-roll assumption was also required in order to compute the quantum field
correlators at horizon exit and so it is fully consistent to demand slow-roll behaviour
for the first few efolds of superhorizon evolution.
In standard non-covariant perturbation theory the perturbed fields at horizon exit
ϕI∗(x, t) and the unperturbed background φ
I
∗(t) are related by the perturbation δϕ
I
∗(x, t).
We may therefore expand δN in terms of these perturbations as
ζ ≡ δN = N,Iδϕ∗I +
1
2
N,IJδϕ
∗
Iδϕ
∗
J + · · · , (3.22)
where N,I denotes ∂N/∂φ
I
∗. We have written all indices as covariant to emphasise that
they are contracted with the Dirac delta function δIJ rather than the field metric GIJ .
Lyth and Rodr´ıguez [135] were the first to extend this Taylor expansion to second order
as required for calculating the bispectrum.
It is no harder to work with covariant perturbations QI . The number of efolds N is
a field-space scalar and so it Taylor expands via eq. (2.10) as
ζ ≡ δN = N,iQi∗ +
1
2
N;ijQ
i
∗Q
j
∗ + · · · . (3.23)
Note that we have used lower case Roman indices to be consistent with indices trans-
forming in the tangent space at horizon crossing. The derivatives of N are now covariant
derivatives, and they are formally bitensorial quantities, transforming as rank-one or
rank-two covariant tensors in the tangent space at horizon exit and with scalar de-
pendence in the tangent space at the time of calculation. We describe these as δN
coefficients. This covariant expansion was first written down by Saffin [137]. A similar
expansion has already been used by Peterson and Tegmark [178], although this did not
incorporate covariant perturbations.
The finite difference approach
The simplest numerical procedure for calculating the (non-covariant) δN coefficients N,I
andN,IJ is the finite difference approach. This entails setting up a grid of different initial
conditions at horizon crossing to represent different separate universes. Each universe
is then evolved onto subsequent uniform density hypersurfaces and the time taken is
recorded. Dividing the variation in the number of efolds by the relative field separation
at horizon crossing, one obtains a crude but effective approximation of the linear δN
coefficients. Second order δN coefficients are obtained by comparing neighbouring linear
δN coefficients (and so on for higher orders).
The advantage of the finite difference approach is its simplicity and that it can triv-
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ially account for non-slow-roll behaviour after horizon crossing. The disadvantage is
that the numerical calculation can be delicate; having too small an initial grid leads to
rapidly growing numerical error, whereas too large an initial grid fails to calculate the
coefficients at the correct point in phase space.
3.3. The covariant transport formalism
The transport formalism of Mulryne, Seery and Wesley [127, 128, 156] provides an
alternative to the δN formalism. The key idea is to generate evolution equations directly
for the moments of the probability distribution of ζ. Equivalently, one can consider the
evolution of the Jacobi fields—the vectors QI which define the separate universes [179].
Observable quantities are thus evolved via systems of ordinary differential equations
which have good numerical stability. Once the field perturbations QI are found at the
time of interest, one can then compute the correlators of ζ by making an appropriate
gauge transformation. In flat field-space the transport equations can be integrated to
reproduce the δN Taylor expansion [130] and so these procedures are equivalent.
In curved field-space we must be cautious when comparing the relative motion of
neighbouring trajectories. Analogously to general relativity, the relative motion be-
tween separate universes will be altered through the effect of geodesic deviation as
mediated by field space curvature. One way to proceed is to use the finite difference
approach with non-covariant perturbation theory. The background field equations are
now augmented by additional terms describing the geodesic flow. This procedure is intu-
itively simple, but requires correlators of the form 〈δϕIδϕJ〉∗. We recall that in chapter
2 we purposefully avoided calculating such field perturbations because the perturbed
Einstein–Hilbert action included a complex array of terms proportional to derivatives
of GIJ(ϕ
K). It is therefore preferable to work with covariant perturbations QI . In
Elliston et al. [94] we developed such an approach by deriving a covariant transport
formalism to evolve the Jacobi fields. When promoted to curved field-space, the Jacobi
approach is automatically covariant and accounts naturally for time-dependent effects
generated by the Riemann curvature, including its known contribution to the effective
mass-matrix. We therefore elect to use the covariant transport approach which we now
derive.
3.3.1. Jacobi fields
The Jacobi method provides a simple way to implement the separate universe approach
in curved field-space. Consider two separate universes, with a small relative displace-
ment in phase space at horizon exit. This displacement is described covariantly using
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a tangent-space vector QI described in §2.3.
Each universe evolves according to the field equation
1
3
D2NϕI +
(
1− 
3
)
DNϕI = uI , (3.24)
where uI = −V,I/3H2. (Recall that N in the derivative DN is not a field-space index,
but the number of efolds.) Under the slow-roll approximation the acceleration term
D2NϕI is negligible along each trajectory. In flat field-space this means that the change
in acceleration term between neighbouring trajectories also contributes at higher-order
in slow-roll. In curved field-space this is no longer true because derivatives do not com-
mute. Therefore we must retain the acceleration term when studying how trajectories
disperse.
The evolution of QI can be determined by making a Taylor expansion of eq. (3.24)
along a geodesic connecting the adjacent trajectories, as in §2.3. To describe evolution
of the two and three-point functions we require this expansion up to second-order.
Dropping the explicit O() term, which can contribute only at higher order in the
slow-roll expansion, and discarding a common factor of the parallel propagator we find(
Dλ + 1
2
D2λ
)(
1
3
D2NϕI +DNϕI
) ∣∣∣∣
λ=0
= uI ;JQ
J +
1
2
uI ;JKQ
JQK . (3.25)
Performing the covariant expansion using the results developed in §2.3 one finds
DNQI + 1
3
D2NQI =
(
uI;J +
1
3
RILMJ
φ˙L
H
φ˙M
H
)
QJ
+
(
1
2
uI;JK −
1
2
RIJKL
φ˙L
H
− 1
6
(
RIJKL;M −RILMJ ;K
) φ˙L
H
φ˙M
H
)
QJQK
− 2
3
RIJKL
φ˙L
H
DNQJQK , (3.26)
where we have applied the Bianchi identity RI [JKL] = 0 to simplify the final term.
To ensure that the Jacobi equation is consistent with the bispectrum as calculated in
eq. (2.78), it is necessary to ensure that all terms in eq. (3.26) have the correct symmetry
properties. We note that in the canonical framework, such symmetry considerations
are irrelevant since the Jacobi equation is simply an expansion in terms of symmetric
partial derivatives. One bispectrum term that requires symmetrization, for example, is
to rewrite RIJKL;M in terms of R(I|LM |J ;K). The curvature tensor terms in eq. (3.26)
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are symmetrised using the Bianchi identities, allowing us to find(
RI(JK)L;M −RILM(J ;K)
)
φ˙Lφ˙M =
(
4
3
RI(JK)L;M −R(I|LM |J ;K)
)
φ˙Lφ˙M . (3.27)
Similarly, we need to symmetrise the u-tensors. uI;J is symmetric, whereas uI;JK may
be found as
uI;JK = u(I;JK) − 1
3
RI(JK)L
φ˙L
H
(3.28)
at lowest order in slow-roll. Combining these ingredients one finds(
1 +
1
3
DN
)
DNQI =
(
u(I;J) +
1
3
RILMJ
φ˙L
H
φ˙M
H
)
QJ
+
1
2
(
u(I;JK) − 4
3
RIJKL
φ˙L
H
+
1
3
R(I|LM |J ;K)
φ˙L
H
φ˙M
H
)
QJQK
− 2
3
RIJKL
φ˙L
H
DNQJQK − 2
9
RI(JK)L;M
φ˙L
H
φ˙M
H
QJQK . (3.29)
The final step is to eliminate the factor of (1 + DN/3) from the lhs of eq. (3.29).
We can do this by multiplying both sides by (1 − DN/3) and then taking the leading
order slow-roll contribution. Working to O(φ˙/H)2 in the terms involving the curvature
tensor and O(φ˙/H)3 in other terms, we find that the final term in eq. (3.29) cancels.
The penultimate term in eq. (3.29) is neglected at the order of our calculation.
We thus conclude that QI evolves according to the Jacobi equation
DNQI = wIJQJ + 1
2
wI (JK)Q
JQK + · · · , (3.30)
where the coefficients wIJ and w
I
(JK) satisfy
wIJ = u(I;J) +
1
3
RL(IJ)M
φ˙L
H
φ˙M
H
, (3.31)
wI(JK) = u(I;JK) +
1
3
(
R(I|LM |J ;K)
φ˙L
H
φ˙M
H
− 4RI(JK)L φ˙
L
H
)
. (3.32)
It is possible to extend this analysis to non-slow-roll scenarios but we shall confine
ourselves to the slow-roll limit. As usual, the background trajectory is denoted by
φI(t). All curvature quantities and derivatives of uI are evaluated on this trajectory
and therefore powers of slow-roll can be counted in the usual way. Because we have
used the slow-roll approximation, eqs. (3.31)–(3.32) are trustworthy only to lowest order
in slow-roll in respect of derivatives of uI , and to O(φ˙/H)2 in terms multiplying the
Riemann tensor and its derivatives. This accuracy is sufficient to make a comparison
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with the divergent terms isolated in §2.5.3.
Although both terms in eq. (3.31) are automatically symmetric under exchange of
IJ , we have indicated this explicitly. However, wIJK is symmetric only on JK. This is
different to the case of flat field-space, where terms involving the Riemann tensor are
absent and each coefficient on the right-hand side of the Jacobi equation is always a
symmetric combination of partial derivatives. When writing wI (JK) we add brackets to
emphasize this symmetry.
3.3.2. Time-evolution operators
The Jacobi equation (3.30) is a first-order differential equation, and therefore its solution
can be expanded in powers of the initial conditions Qi∗,
3
QI = T I iQ
i
∗ +
1
2
T I (ij)Q
i
∗Q
j
∗ + · · · . (3.33)
To write eq. (3.33) we have used the index convention introduced in §2.5.3. The fluctu-
ation QI is evaluated at some late time N , and its index I transforms as a contravariant
vector in the tangent space at this time. Conversely, Qi∗ and its index i transform as a
contravariant vector at an earlier time N∗. Like the trajectory propagator (2.38), the
coefficients T I i and T
I
(ij) are bitensors. The initial conditions require T
I
i = δ
I
i and
T I (ij) = 0 when N = N∗.
Eq. (3.33) solves the Jacobi equation (3.30) provided the T coefficients satisfy
DNT I i = wIJT J i, (3.34)
DNT I (ij) = wIJT J (ij) + wI (JK)T J iTKj. (3.35)
We describe the coefficients T I (i···j) collectively as time-evolution operators. They are
covariant analogues of the coefficients ∂φI/∂φi∗ and its higher derivatives which occur
when applying the separate-universe method in flat field-space [181, 182]. These could
be obtained by solving for ϕI using eq. (2.9) and then computing its derivatives with
respect to the initial conditions, but in practice it is much easier to integrate eqs. (3.34)–
(3.35) directly.
3.3.3. Matching to subhorizon divergences
Terms in 〈QIk1QJk2QKk3〉 involving N are divergent in the late-time limit τ → 0 and
are responsible for spoiling infrared safety, as described in §2.2.1. They generate time
3The quantities T Im and T
I
mn were written Γ
I
m and Γ
I
mn in refs. [130, 180]. In this paper we
reserve Γ to mean the Levi-Civita connection compatible with the field-space metric GIJ .
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evolution after horizon exit [116–118] and rapidly invalidate the expressions derived
in chapter 2. It is to properly account for this superhorizon evolution that led us to
develop the covariant transport formalism.
In this section we perform an important cross-check: We show that the divergent
Riemann curvature terms in eq. (2.78) are correctly matched by the covariant transport
method derived above. This also provides new intuition about the geometrical origin
of the curvature-mediated divergences arising in the in–in calculation.
In §2.5.3 we isolated the terms diverging linearly and quadratically with N . We now
show that eqs. (3.30)–(3.32) reproduce these divergences. The argument is similar to
that of Zaldarriaga [116]. Solving eqs. (3.34)–(3.35) perturbatively yields a power series
in N . The lowest-order terms are
T I i = Π
I
i + Π
I
j
[
wj i
]
∗
N +
1
2
ΠI j
[
wjkw
k
i +DNwj i
]
∗
N2 + · · · , (3.36)
T I (ij) = Π
I
k
[
wk(ij)
]
∗
N (3.37)
+
1
2
ΠIk
[
DNwk(ij) + wklwl(ij) + wk(il)wlj + wk(jl)wli
]
∗
N2 + · · · ,
where N = − ln |k∗τ |.
Eq. (3.36) shows that the time-evolution operator T I i can be understood as a mod-
ification of the trajectory propagator to include the effect of time-dependence along
the inflationary trajectory in addition to parallel transport. This follows because the
trajectory propagator ΠI i satisfies (3.34) with w
I
J = 0.
At linear order in N , the two and three-point functions following from eqs. (3.36)–
(3.37) are
〈QIk1QJk2〉 ⊇ (2pi)3δ(k1 + k2)
NH2∗
k3
ΠI iΠ
J
jw
ij
∗ , (3.38)
〈QIk1QJk2QKk3〉 ⊇ (2pi)3δ(k1 + k2 + k3)
NH4∗
4
∏
i k
3
i
ΠI iΠ
J
jΠ
K
kw
i(jk)
∗ k
3
1 + cyclic. (3.39)
One may then employ eqs. (3.34) and (3.35) to substitute for wij and wi(jk).
At quadratic order in N and lowest order in slow-roll one finds a single contribution
arising from the DNwk(ij) term in eq. (3.37). This gives
〈QIk1QJk2QKk3〉 ⊇ (2pi)3δ(k1 + k2 + k3)
N2H4∗
4
∏
i k
3
i
× ΠI iΠJ jΠKk
(
− 4
6
Ri(jk)l;m
φ˙l
H
φ˙m
H
)
∗
k31 + cyclic.
(3.40)
It can be checked that eq. (3.38) reproduces the divergence in the two-point func-
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tion (including the term involving the Riemann tensor) found by Nakamura and Stew-
art [133].4 Comparing eqs. (3.39) and (3.32), it can also be checked that the terms in
wi(jk) involving the Riemann tensor reproduce the 1-log divergences in eq. (2.79). It was
to enable a non-trivial check of this matching that we elected to keep divergences up
to O(φ˙/H)2 in the Riemann-tensor terms of eq. (2.30). Finally, comparing eqs. (3.40)
and (2.80) it can be checked that the lowest-order double-logarithmic divergence is also
correctly reproduced. At the accuracy of our present calculation it is not possible to
check whether the divergences proportional to u(i;jk) also agree. Higher-order terms in
N and φ˙/H could also be retained in the perturbative expansions (3.36)–(3.37), which
would enable a check of matching at all orders. This has subsequently been verified to
all orders in ref. [155].
3.3.4. Transport equations
The time-evolution operators enable us to determine each n-point function after horizon
exit. Translating the formulae of Lyth and Rodr´ıguez [135] using eq. (3.33) we obtain
〈QIk1QJk2〉 = T I iT J j〈Qik1Qjk2〉∗ (3.41)
and
〈QIk1QJk2QKk3〉 = T I iT J jTKk〈Qik1Qjk2Qkk3〉∗
+ T I (ij)T
K
kT
J
l
∫
d3q
(2pi)3
〈Qik1−qQkk2〉∗〈QjqQlk3〉∗ + cyclic,
(3.42)
where ‘cyclic’ denotes the two permutations of the second line in (3.42) obtained by
exchanging {I,k1}, {J,k2} and {K,k3}. When there is no time evolution (i.e. wIJ = 0),
eq. (3.42) reproduces the horizon crossing result of eq. (2.62).
Up to this point we have worked in a frame derived from the field-space coordinates,
but other possibilities exist. Since an n-point function of the Qm∗ transforms as a rank-n
tensor in the tangent-space at time N∗, eqs. (3.41)–(3.42) are manifestly covariant. As
a result, we are free to select a basis for the tangent space independently at the early
and late times N∗ and N .
The approach given above is simple and emphasizes its similarity with familiar δN
methods, but it is also possible to write transport equations for the n-point functions.
We write the two-point function as
〈QIk1QJk2〉 = (2pi)3δ(k1 + k2)
ΣIJ(k)
2k3
, (3.43)
4In ref. [133] the factors of ΠI i were omitted.
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where ΣIJ(k) is symmetric and weakly scale-dependent. The amplitude of the local
mode of the three-point function can be parametrized
〈QIk1QJk2QKk3〉 = (2pi)3δ(k1 + k2 + k3)
[
αI(JK)
k32k
3
3
+
αJ(IK)
k31k
3
3
+
αK(IJ)
k31k
3
2
]
, (3.44)
where the αIJK are formally functions of k with weak scale-dependence. Direct differ-
entiation, followed by use of the Jacobi equation (3.30), yields
DNΣIJ = wILΣLJ + wJLΣLI + · · · , (3.45)
DNαI(JK) = wILαL(JK) + wJLαI(LK) + wKLαI(JL) + wI (LM)ΣLJΣMK + · · · , (3.46)
where the omitted terms involve higher-order correlation functions and are negligible
in typical inflationary theories. Following the method described in ref. [130] it can be
verified that eqs. (3.45)–(3.46) reproduce eqs. (3.41)–(3.42).
Interpretation of Riemann terms
It is now possible to understand the significance of those interactions in 〈QIQJQK〉, as
calculated in eq. (2.78), which are mediated by the Riemann curvature. The formalism
derived in this section makes it clear that this effect in field space is entirely analogous
to geodesic deviation between freely-falling observers in curved spacetime. These new
sources of time-dependence arise mathematically from tidal effects in field space due to
the non-vanishing field space curvature and their physical meaning can be understood
as follows: An initial perturbation Qi∗ generically represents a mix of adiabatic and
isocurvature fluctuations. The isocurvature fluctuations differentiate between ‘separate
universes’, and correspond to a choice of inflationary trajectory measured from the fidu-
cial trajectory at Qi = 0. As these trajectories flow over field-space their separation will
be subject to the effect of geodesic deviation which will generate a new mechanism by
which the bundle may dilate and/or shear. This may cause a non-linear redistribution
of power between adjacent trajectories which can generate non-Gaussianity.
The Riemann tensor is antisymmetric on its first and second pairs of indices. Since
the field velocity is proportional to the bundle tangent vector, we conclude that the
Riemann contribution to wIJ is zero when either index is aligned with the adiabatic
direction. Gong and Tanaka emphasized that this leads only to new couplings between
isocurvature modes [103]. Eq. (3.45) shows that these couplings influence how the
isocurvature modes share power between themselves, but do not cause power to flow
between the isocurvature and adiabatic directions. Such a flow must be mediated by
the potential through u(I;J).
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In the special case where the trajectory follows an exact geodesic, its tangent vector
is parallel-transported proportional to itself. In this case, the adiabatic mode decouples
completely and no power flows to or from it.
3.3.5. Gauge transformation to the curvature perturbation
We have now developed a formalism for computing the superhorizon evolution of the
correlators of the field perturbations during slow-roll inflation. For comparison with
microwave background observations or galaxy surveys we must compute the n-point
functions of the primordial curvature perturbation, ζ. This entails a gauge transfor-
mation from QI to the curvature perturbation ζ and in curved field-space this can
be performed economically using a covariant extension of the method introduced in
ref. [180].
We expand N as a function of the density ρ. Taking ∆ρ to be the displacement from
a point of fixed density ρc to an arbitrary initial location, we find
∆N =
dN
dρ
∆ρ+
1
2
d2N
dρ2
(∆ρ)2 + · · · . (3.47)
To determine the variation of eq. (3.47) under a change in the initial location we expand
along a geodesic, as in §2.3, along which both ∆ρ and the differential coefficients will
vary. The variation of ∆ρ satisfies
δ(∆ρ) = −V;IQI − 1
2
V;IJQ
IQJ + · · · . (3.48)
Therefore, up to second order, we can express ζ as
ζ = δ(∆N) = NIQ
I +
1
2
NIJQ
IQJ + · · · . (3.49)
The coefficients NI and NIJ are distinct from the δN coefficients by the lack of a comma
or semicolon. NI and NIJ satisfy
NI = −dN
dρ
V;I , (3.50)
NIJ = −dN
dρ
V;IJ +
d2N
dρ2
V;IV;J +
1
M2pl
(
AIV;J + AJV;I
)
, (3.51)
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where
AI =
V;I
V ;JV;J
− 2V
(V ;JV;J)2
V ;KV;IK , (3.52)
dN
dρ
= − 1
M2pl
V
V ;IV;I
, (3.53)
d2N
dρ2
= − 1
M2pl
1
V ;IV;I
+
2
M2pl
V
(V ;IV;I)3
V ;JV ;KV;JK . (3.54)
Eqs. (3.50)–(3.51) are defined at a single point in field space; they are not bilocal in
the sense of the coefficients T Im and T
I
(mn). We can obtain analogues of these bilocal
coefficients using the time evolution operators to relate the QI to their values at horizon
crossing. This yields eq. (3.23) as
ζ(N) = N,iQ
i
∗ +
1
2
N;ijQ
i
∗Q
j
∗ + · · · , (3.55)
where N,i and N;ij may be calculated as
N,i = NIT
I
i, (3.56)
N;ij = NIT
I
(ij) +NINJT
I
iT
J
j. (3.57)
Our procedure, culminating in eq. (3.55), therefore agrees with the covariant δN expan-
sion discussed by Saffin [137]. However, we have been the first to provide a procedure
for computing the covariant δN coefficients.
3.3.6. Correlators of ζ
The expansion (3.55) allows us to write the correlators of ζ in terms of the correlators
of field perturbations at horizon exit. We now have all of the necessary formalism with
which to make predictions for inflationary observables.
Power spectrum. The power spectrum follows simply from the two-point correlator
of ζk
〈ζk1ζk2〉 = N,iN,j〈Qik1Qjk2〉∗. (3.58)
Substituting the two-point field correlator 〈Qik1Qjk2〉∗ using eq. (2.44), the power spec-
tum Pζ(k) follows from eq. (3.4) as
Pζ(k) = k
3
2pi2
Pζ(k) = N,iN,jG
ij
(
H∗
2pi
)2
, (3.59)
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where the label ‘∗’ on rhs denotes evaluation at the horizon crossing time for the mode
k.
Scalar spectral index. The scalar spectral index defined in eq. (3.7) follow directly
from differentiating the power spectrum Pζ(k) as given in eq. (3.59). Using the chain
rule one finds
nζ − 1 = d lnPζ
dN
× dN
d ln k
. (3.60)
The latter term in eq. (3.60) may be found given we are working about the time of
horizon exit of the mode k∗ such that k∗ = aH. One finds
dN
d ln k
=
1
1− ∗H
. (3.61)
The former term in eq. (3.60) is calculated by taking d/dN of the expression for Pζ .
Noting that Pζ is itself a field-space scalar, we have dPζ/dN = DNPζ . The covariant
derivative of eq. (3.59) is then simply found and putting the pieces together to find
nζ − 1 =
[
−2∗H +
2
H∗
N,ikN,jG
ijφ˙k∗
N,lN,mGlm
]
. (3.62)
This result is valid to O(φ˙I/H)2.
Bispectrum. The three point correlator of ζ may be expanded as
〈ζk1ζk2ζk3〉 = N,iN,jN,k〈Qik1Qjk2Qkk3〉∗
+N;ijN,kN,l
∫
d3q
(2pi)3
〈Qik1−qQkk2〉∗〈QjqQlk3〉∗ + cyclic,
(3.63)
where ‘cyclic’ indicates the usual combination of permutations, as in eq. (2.64). In
§3.1.4 we described how it is useful for the bispectrum to be written in terms of the
dimensionless parameter f localNL , provided that the dominant bispectrum contribution
arises from the non-linear interaction of superhorizon growing modes. For this to be
valid we require that the other bispectrum contributions arising from the frozen modes
in eq. (2.78) are negligible. Depending on the field-space curvature it is possible that
‘non-local’ contributions in eq. (2.78) could be enhanced, but to determine whether this
happens would require an extension of the analysis in refs. [164, 165]. On the other
hand, the field metric curvature certainly modifies the evolution of the amplitude of
the local shape and so it is possible that the dominant bispectrum signal may be local
regardless. In this case one is able to neglect the intrinsic non-Gaussianity of the QI∗,
which amounts to ignoring the first term on the rhs of eq. (3.63). One then obtains a
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covariant analogue of the familiar δN formula for the amplitude of the local bispectrum,
6
5
f localNL ≈
N,iN,jN
;ij
(N,kN ,k)2
. (3.64)
Since this formula assumes that the bispectrum generated at horizon exit is negligible
then subsequent time evolution is necessary to generate an observable non-Gaussian
signal.
Tensor–scalar ratio. Given the expression for Pζ(k) in eq. (3.59), and the result for
Pt(k) derived in eq. (2.56), the tensor–scalar ratio follows immediately as
r =
8
M2plN,iN,jG
ij
. (3.65)
Tensor spectral index. We may equally derive a formula for the scale-dependence
of the tensor spectrum nt as defined in eq. (3.14). This is considerably simpler than
the scalar spectral index since it does not evolve after horizon exit. At leading order
one finds
nt = −2∗H. (3.66)
3.4. Analytic superhorizon evolution
3.4.1. Orientation
So far we have described how the superhorizon evolution of perturbations in multi-field
inflation could be computed within the δN or transport formalisms. The non-covariant
δN coefficients N,I , N,IJ , · · · may be found numerically via the finite difference method
discussed in §3.2.3. The transport method necessitates evolution of eqs. (3.45) and
(3.46) to evolve the power spectrum and bispectrum respectively. These procedures
are suitable for numerical computations but are less applicable towards our goal of
generating intuition about how the dynamics of inflation affect the evolution of cosmic
observables. One expects this type of intuition to arise naturally from analytic solutions
of the superhorizon perturbation evolution, where such solutions exist.
The most direct method of obtaining analytic solutions for the evolution of perturba-
tions QI would be to integrate the Jacobi equation (3.31). In practice it is considerably
easier to compute the δN coefficients directly, which shall be the focus of this section.
It is not known how to derive analytic solutions in the presence of a general metric GIJ
and so we henceforth specialise to the canonical multi-field scenario with GIJ = δIJ .
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Since we are assuming a canonical field metric in this section, we leave all field indices
covariant and capitalized.
Whilst the following results enable the computation of the superhorizon evolution
of a range of cosmic observables, including the power spectrum Pζ and the spectral
index nζ , we choose to focus on non-Gaussianity both because of its known sensitivity
to superhorizon dynamics and also because of the possibility of its imminent detection.
The presence of multiple dynamically relevant fields is not covered by Maldacena’s
theorem [54] and large non-Gaussianity have been shown to develop in a number of in-
flationary models due to the non-linear interaction of growing modes in the superhorizon
epoch [165, 183–185]. As discussed in chapter 3, only the ‘local’ shape non-Gaussianity
is observable in this scenario and so we focus on this exclusively for the remainder of
this chapter. To avoid redundant notation, we shall drop the label ‘local’.
We do not consider alternative scenarios which may give rise to a large non-Gaussianity
after horizon exit, such as the curvaton mechanism [186, 187] or modulated reheating
[116, 188], which rely on an inflationary seed perturbation which is then amplified by
a non-inflationary mechanism.
δN expressions for observable parameters
Before launching into the derivation of the δN coefficients, we need to know how these
lead to expressions for observable parameters. The power spectrum Pζ , scalar spectral
index nζ , tensor–scalar ratio r, tensor spectral index nt and the bispectrum parameter
fNL were derived in §3.3.6. The canonical analogues of these expressions are simply
found and two of these are written below. In addition to these results we now include
formulae for the local-shape trispectrum parameters τNL and gNL [167, 169]. Together,
the results that we shall require for this section are
nζ − 1 = 2φ˙
∗
I
H∗
N,IJN,J
N,KN,K
− 2∗H, (3.67)
6
5
fNL =
N,IN,JN,IJ
(N,KN,K)
2 , (3.68)
τNL =
N,IJN,IKN,JN,K
(N,LN,L)
3 , (3.69)
54
25
gNL =
N,IJKN,IN,JN,K
(N,LN,L)
3 , (3.70)
where we have assumed the field fluctuations to be approximately Gaussian at horizon
crossing, which we recall is an excellent approximation for canonical fields [61–63].
We will generate expressions for the δN coefficients in terms of the potential and its
derivatives. These quantities may then be written in terms of the multi-field potential
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slow-roll parameters
I =
M2pl
2
V 2,I
V 2
,  =
∑
I
I ,
ηIJ = M
2
pl
V,IJ
V
, ξ2IJK = M
3
pl
√
2
V,IJK
V
.
(3.71)
In the limit where   1 then  ' H and the dynamics describe an accelerating
cosmology.
Since the δN method involves comparison of background field values of different
separate universes, we shall be working with φK(t) rather than ϕK(t,x).
3.4.2. Computing N,I
In §A.2 we give an alternative derivation of the linear δN coefficients N,I for canonical
multi-field inflation, which is fully consistent with previous results [165, 189]. Rather
than employing the standard analytical tricks that simplify the functional variation, we
evaluate the path integrals directly. The main advantage of this method is its direct
approach.
To obtain analytic tractability we must simplify the dynamics. One possible route
that we will not consider is to take the Hubble rate to be of the separable form H =∑
J HJ(φJ) [190, 191]. A more popular assumption is that of exact slow-roll dynamics
such that
3Hφ˙I + V,I = 0. (3.72)
Under the additional assumption of monotonicity (chosen such that φ˙K < 0, without
loss of generality), the number of efolds N can be written with the field φK as a time
variable as
N = −
∫ c
∗
V
V,K
dφK , (no sum). (3.73)
Note that there is no summation over K. This integral is performed between the initial
flat hypersurface ‘∗’ and later-time uniform density hypersurface ‘c’, such that the
functional variation δN yields ζ. Varying this functional with respect to the horizon exit
field values will generate three terms, an initial term from varying the initial boundary,
an end term from varying the final boundary and a path term from varying the integrand
itself. These are shown schematically in figure 3.3. The result is
N,I =
V
V,K
∣∣∣∣
∗
δIK − V
V,K
∣∣∣∣
c
∂φcK
∂φ∗I
−
∫ c
∗
∂
∂φ∗I
(
V
V,K
)
φK
dφK , (no sum). (3.74)
where we employ the notation ()φK to denote that the variable φk is being held constant
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under differentiation. One may be concerned about the free index ‘K’ that appears
only on the rhs of eq. (3.74). However, whilst the various terms in eq. (3.74) may
individually vary with K, their sum is necessarily invariant.
Figure 3.3.: The functional integral for N between horizon exit and a later-time uni-
form density hypersurface. In general there are three contributions, the ‘initial term’
(region 1) and ‘end term’ (region 3) arise from varying the boundaries and region 2 is
the ‘path term’ from the variation of the intergrand.
After performing the manipulations in §A.2 we show that eq. (3.74) may be written
as
M2plN,I =
U∗I
U ′I
∗ δIJ −
U cJ
U ′J
c
∂φcJ
∂φ∗I
, —for V = P, (3.75)
M2plN,I = A
U∗I
U ′I
∗ − A
∑
J
U cJ
U ′J
c
∂φcJ
∂φ∗I
, —for V = S1/A, (3.76)
where we have used the shorthand UI = UI(φI), S =
∑
I UI and P = M
4
pl
∏
I UI .
The derivatives appearing in these expressions are evaluated in eqs. (A.58) and (A.60).
Higher order δN coefficients such as N,IJ may be calculated by differentiation of (3.75)
and (3.76).
This method of deriving N,I for such separable potentials is fully consistent with
previous work: Expressions for the sum-separable potential V = S have appeared in
refs. [122, 165, 169, 192] and the product-separable counterparts V = P in ref. [193].
The extension to sum separable potentials of the form V = S1/A for constant A was
first shown by Wang [189]. In our subsequent discussion of sum-separable potentials
we shall set the constant A = 1.
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3.5. Two-field analytic non-Gaussianity
The above results for N,I hold for any number of scalar fields. In order to provide a
simple analytic analysis of the superhorizon evolution, we now focus on the important
subclass of two-field inflation. This is the simplest scalar field inflationary scenario
possessing isocurvature perturbations during slow-roll evolution and so is a good set-
ting in which to develop intuition about how the inflationary dynamics are related to
observational predictions. We label the two scalar fields φ1 = φ and φ2 = χ to reduce
proliferation of unnecessary indices.
Analytic formulae for the bispectrum for two-field inflation may be found in refs. [135,
165, 167, 169, 189, 194], which entails the use of linear and quadratic δN coefficients.
These were extended to multiple fields by Battefeld and Easther [192]. Trispectrum
formulae have appeared in ref. [195] where it is necessary to consider the cubic order
δN coefficients in order to calculate gNL. Our approach in this section draws on all of
this previous work. But, by performing a rotation of the field basis on both the horizon
exit and uniform density hypersurfaces, we find new ways of simplifying the results.
We shall use a field basis {σ, s} such that the perturbations dσ are aligned with the
instantaneous adiabatic direction, and perpendicular isocurvature perturbations are
described by ds. This basis was introduced by Gordon et al. [125] and we shall follow
ref. [196] in referring to this as the kinematic basis. For two-field slow-roll inflation, the
kinematic basis is defined by a simple rotation of the field basis as(
dσ
ds
)
= Y ·
(
dφ
dχ
)
, (3.77)
where Y is nothing more than the standard rotation matrix
Y =
(
cos θ sin θ
− sin θ cos θ
)
. (3.78)
This therefore defines θ as the angle of instantaneous phase space velocity which will
prove to be a useful physical variable with which to describe the dynamics. We empha-
sise that θ(t) is a dynamical variable. This means that the kinematic frame at the time
of horizon exit ‘∗’ is different from the kinematic frame on some later uniform density
hypersurface ‘c’.
For notational ease we now drop the ‘c’ label that has been attached to quantities
evaluated on a later-time uniform density hypersurface. This is unambiguous since
all quantities henceforth not evaluated at horizon crossing are evaluated on uniform
density hypersurfaces.
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To facilitate our simplifications of the δN coefficients it is necessary to have a pre-
scription for writing the potential slow-roll parameters in terms of the kinematic basis
{σ, s}. We therefore introduce a suitable formal prescription: Let φI define the original
field basis and φ˜I the kinematic basis. These are related as φ˜I = YIJφJ where YIJ are
the elements of Y . Using the shorthand ∂I = ∂/∂φI one may verify that ∂˜I = YIJ∂J .
From this result one finds
η˜IJ = YIKYJLηKL , (3.79)
ξ˜2IJK = YILYJMYKNξ
2
LMN . (3.80)
We now employ these formulae for the sum and product-separable potentials. The
calculations appear in §3.5.1 and §A.3 respectively.
3.5.1. Formulae for sum-separable potentials
We follow the work of Vernizzi and Wands [165] and consider a potential with the sum-
separable form V = U(φ) + W (χ). The first derivatives of N follow from the previous
section and may be written as [165]
MplN,φ =
u√
2∗φ
, u =
U∗ + Z
V ∗
, (3.81)
MplN,χ =
w√
2∗χ
, w =
W ∗ − Z
V ∗
, (3.82)
where
Z =
Wφ − Uχ

. (3.83)
For the purposes of calculating our desired expressions for N,IJ and N,IJK we shall need
to decompose ηIJ and ξ
2
IJK into the kinematic basis. In the original {φ, χ} frame the
potential is sum-separable and the only non-zero values of ηIJ and ξ
2
IJK are those for
which all of the indices are identical, which allows us to use the single-index notation
ηφ and ξ
2
φ. After rotating into the kinematic basis with fields σ and s, the potential
generally loses it separable form and so it is necessary to use all of the indices. The
three η components are found from eq. (3.79) as
ησσ =
φηφ + χηχ

, (3.84)
ησs =
√
φχ

(ηχ − ηφ) , (3.85)
ηss =
χηφ + φηχ

. (3.86)
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The components of ξ2IJK in the kinematic frame follow from eq. (3.80) as
3/2 ξ2σσσ = 
3/2
χ ξ
2
χ + 
3/2
φ ξ
2
φ , (3.87)
3/2 ξ2σσs = χ
√
φ ξ
2
χ − φ
√
χ ξ
2
φ , (3.88)
3/2 ξ2σss = φ
√
χ ξ
2
χ + χ
√
φ ξ
2
φ , (3.89)
3/2 ξ2sss = 
3/2
φ ξ
2
χ − 3/2χ ξ2φ . (3.90)
The second derivatives N,IJ are found by differentiation of eqs. (3.81)–(3.82), giving
M2plN,φφ = 1−
uη∗φ
2∗φ
+
A
∗φ
, (3.91)
M2plN,φχ = −
A√
∗φ∗χ
, (3.92)
M2plN,χχ = 1−
wη∗χ
2∗χ
+
A
∗χ
, (3.93)
where
Mpl
V ∗
√
∗φ
2
∂Z
∂φ∗
= −Mpl
V ∗
√
∗χ
2
∂Z
∂χ∗
= A ≡ V
2
V 2∗
φχ
2
(ηss − ) . (3.94)
Taking the next derivative we find
M3plN,φφφ =
1
∗φ
√
2∗φ
(
−u
2
√
∗φ
∗
ξ∗φ
2 − ∗φη∗φ + uη∗φ2 − 3η∗φA+ B2
)
, (3.95)
M3plN,φφχ =
1
∗φ
√
2∗χ
(
η∗φA− B2
)
, (3.96)
M3plN,φχχ =
1
∗χ
√
2∗φ
(
η∗χA+ B2
)
, (3.97)
M3plN,χχχ =
1
∗χ
√
2∗χ
(
−w
2
√
∗χ
∗
ξ∗χ
2 − ∗χη∗χ + wη∗χ2 − 3η∗χA− B2
)
, (3.98)
Mpl
√
2∗φ
∂A
∂φ∗
≡ −4∗φA+ B2, (3.99)
B2 ≡ −V
3
V 3∗
√
φχ
3
3
[
ξ2sss + 2
φ − χ√
φχ
ηss(ηss − )− 2ησs(ηss + )
]
. (3.100)
The derivative ∂A/∂χ∗ follows by a simple permutation of eq. (3.100) under the
joint permutations {u↔ v} and {φ↔ χ} which has the effect of negating B2 whilst A
remains unchanged. We thus obtain expressions for inflationary observables by substi-
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tuting these results into eqs. (3.67)–(3.70). This yields
nζ − 1 = −4
(
u2
∗φ
+
w2
∗χ
)−1[
1− u
2η∗φ
2∗φ
− w
2η∗χ
2∗χ
]
− 2∗, (3.101)
fNL =
5
6
(
u2
∗φ
+
w2
∗χ
)−22(u2
∗φ
+
w2
∗χ
)
− u
3η∗φ
∗φ
2 −
w3η∗χ
∗χ
2
+ 2
(
u
∗φ
− w
∗χ
)2
A
, (3.102)
τNL = 4
(
u2
∗φ
+
w2
∗χ
)−3 [
− u
3η∗φ
∗φ
2 −
w3η∗χ
∗χ
2
+
u4η∗φ
2
4∗φ
3 +
w4η∗χ
2
4∗χ
3
+
u2
∗φ
+
w2
∗χ
− u
2
∗φ
2
(
u
∗φ
− w
∗χ
)
η∗φA−
w2
∗χ
2
(
w
∗χ
− u
∗φ
)
η∗χA
+ 2
(
u
∗φ
− w
∗χ
)2
A+
(
u
∗φ
− w
∗χ
)2(
1
∗φ
+
1
∗χ
)
A2
]
, (3.103)
gNL =
25
27
(
u2
∗φ
+
w2
∗χ
)−3[
− u
3η∗φ
∗φ
2 −
w3η∗χ
∗χ
2
+
u4η∗φ
2
∗φ
3 +
w4η∗χ
2
∗χ
3
− 1
2
u4ξ∗φ
2
∗φ
2
√
∗ ∗φ
− 1
2
w4ξ∗χ
2
∗χ
2
√
∗ ∗χ
− 3 u
2
∗φ
2
(
u
∗φ
− w
∗χ
)
η∗φA
− 3w
2
∗χ
2
(
w
∗χ
− u
∗φ
)
η∗χA+
(
u
∗φ
− w
∗χ
)3
B2
]
. (3.104)
Thus far we have employed the kinematic basis on the later-time hypersurface. In
order to facilitate the simplification of the above expressions in chapter 5 we rewrite the
horizon crossing slow-roll parameters in terms of their kinematic counterparts such as
η∗ss. Note that ηss and η
∗
ss are calculated in two different bases, since the kinematic basis
evolves with time. There are three kinematic η parameters and four ξ2 parameters,
which means that there is no unique way to write the slow-roll parameters in the
kinematic basis. We shall elect to write η∗φ and η
∗
χ in terms of η
∗
ss and η
∗
σs and ξ
∗
φ
2 and
ξ∗χ
2 in terms of ξ∗sss
2 and ξ∗σss
2. This gives the relations
ηφ = ηss −
√
φ
χ
ησs , (3.105)
ηχ = ηss +
√
χ
φ
ησs , (3.106)
ξ2φ =
√
φ
χ
ξ2σss −
√

χ
ξ2sss , (3.107)
ξ2χ =
√
χ
φ
ξ2σss +
√

φ
ξ2sss . (3.108)
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Substituting the relations (3.105)–(3.108) into eqs. (3.101)–(3.104) and simplifying we
obtain
nζ − 1 =
(
u2
∗φ
+
w2
∗χ
)−1[
−4 + 2w − 2u√
∗φ∗χ
η∗σs
]
+ 2(η∗ss − ∗) , (3.109)
6
5
fNL =
(
u2
∗φ
+
w2
∗χ
)−2[
2
(
u2
∗φ
+
w2
∗χ
)
−
(
u3
∗φ
2 +
w3
∗χ
2
)
η∗ss
+
(
u3
∗φ
− w
3
∗χ
)
η∗σs√
∗φ∗χ
+ 2
(
u
∗φ
− w
∗χ
)2
A
]
, (3.110)
τNL =
(
u2
∗φ
+
w2
∗χ
)−3[(
u4
∗φ
3 +
w4
∗χ
3
)
η∗ss
2 − 2
(
u4
∗φ
2 −
w4
∗χ
2
)
η∗ssη
∗
σs√
∗φ∗χ
+
(
u4
∗φ
+
w4
∗χ
)
η∗σs
2
∗φ∗χ
−4
(
u3
∗φ
2 +
w3
∗χ
2
)
η∗ss + 4
(
u3
∗φ
− w
3
∗χ
)
η∗σs√
∗φ∗χ
+ 4
(
u2
∗φ
+
w2
∗χ
)
−4
(
u
∗φ
− w
∗χ
)2(
u
∗φ
+
w
∗χ
)
η∗ssA+ 8
(
u
∗φ
− w
∗χ
)2
A
+ 4
(
u
∗φ
− w
∗χ
)(
u2
∗φ
+
w2
∗χ
)
η∗σsA√
∗φ∗χ
+ 4
(
u
∗φ
− w
∗χ
)2
∗A2
∗φ∗χ
]
,
(3.111)
27
25
gNL =
(
u2
∗φ
+
w2
∗χ
)−3[(
u4
∗φ
3 +
w4
∗χ
3
)
η∗ss
2 − 2
(
u4
∗φ
2 −
w4
∗χ
2
)
η∗ssη
∗
σs√
∗φ∗χ
+
(
u4
∗φ
+
w4
∗χ
)
η∗σs
2
∗φ∗χ
−
(
u3
∗φ
2 +
w3
∗χ
2
)
η∗ss +
(
u3
∗φ
− w
3
∗χ
)
η∗σs√
∗φ∗χ
+
1
2
(
u4
∗φ
2 −
w4
∗χ
2
)
ξ∗sss
2√
∗φ∗χ
−1
2
(
u4
∗φ
+
w4
∗χ
)
ξ∗σss
2
∗φ∗χ
− 3
(
u
∗φ
− w
∗χ
)2(
u
∗φ
+
w
∗χ
)
η∗ssA
+ 3
(
u
∗φ
− w
∗χ
)(
u2
∗φ
+
w2
∗χ
)
η∗σsA√
∗φ∗χ
+
(
u
∗φ
− w
∗χ
)3
B2
]
(3.112)
Whilst these expressions may appear more complex than those in eqs. (3.101)–(3.104),
we shall find in chapter 5 that this method of recasting the expressions ultimately allows
for greater simplification. The product separable counterparts to these formulae may
be found in §A.3.
Summary
This chapter has developed the technology to evolve covariant perturbations in the
superhorizon epoch. The covariant δN coefficients N,i, N;ij, . . . may be found using the
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covariant transport method that we have derived. Our calculation presumes slow-roll
inflation, but there is no barrier to developing a non-slow-roll version of this formalism.
We have then used this theoretical framework to show how to derive observational
predictions from inflationary models. This framework in general requires numerical
methods for its computation. However, there is an important subclass of scenarios
where the evolution is analytically tractable. These are very useful since they allow us
to develop intuition about the relation between inflationary dynamics and the evolution
of inflationary observables.
Such analytic formulae are then discussed. Under the assumptions of slow-roll and
a separable potential, we have derived expressions that describe the evolution of non-
Gaussianity. There are, however, important scenarios in which this evolution ceases,
with profound implications for the predictivity of inflationary models. We shall discuss
this at length in chapter 4. Then, in chapter 5, we shall interpret and simplify the key
results of this chapter appearing in eqs. (3.109)–(3.112) and (A.91)–(A.94).
4. Adiabaticity
One of the key goals of this thesis is to calculate observational predictions for
inflationary models. However, there are intermediate phases between inflation
and the time of cmb decoupling and one may generally expect these to source
additional evolution of the curvature perturbation. In our present state of
ignorance of the physical processes occurring at these intermediate times, the
only scenario in which inflationary models will generate robust predictions
occurs when ζ and its statistics become conserved during or shortly after the
inflationary epoch. We show in §4.1 that conservation of this form arises if
cosmic dynamics reach a state of adiabaticity. Following Elliston et al. [197],
§§4.2–4.4 then illustrate this discussion with a range of examples covering three
different adiabaticity regimes. A key emphasis of this study is its implications
for the appropriate choice of analytical or numerical tools for calculating cosmic
observables.
“The only real valuable thing is intuition.”
—Albert Einstein.
4.1. Criterion for adiabaticity
In §2.2.1 we discussed how multi-field models of inflation may be sensitive to infrared
dynamics. We then developed the necessary formalism for tracking these dynamics in
chapter 3. Such sensitivity has the exciting capacity to be able to differentiate be-
tween candidate models of inflation. Unfortunately, precisely because of these desirable
properties, the corresponding observables possess an added complication: they may
be equally sensitive to post-inflationary dynamics, further complicating the task of ex-
tracting predictions. In principle, the statistics of the curvature perturbation should be
tracked until the time of last scattering—where the microwave background anisotropy
was imprinted—and in our present state of ignorance this is an impossible undertaking.
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Therefore, to connect the physics of inflation with observations, an important approach
in practice is to rely on conservation; it is the statistics which apply at the onset of
conservation which will be inherited by observable quantities.
This point of view was developed soon after multiple-field models entered the lit-
erature [122]. For practical purposes we require a characterization of the conditions
under which ζ cannot subsequently evolve. This occurs when the isocurvature modes
are attenuated, as demonstrated by Rigopoulos and Shellard [110], Lyth, Malik and
Sasaki [111] and later Langlois and Vernizzi [113, 114, 126, 198, 199] using a gradient
expansion. Christopherson and Malik [200] extended these results to models in which
the Lagrangian can be an arbitrary Lorentz-invariant function of the scalar field and
its first derivatives. More recently, Naruko and Sasaki [201] and Gao [202] applied
similar arguments to higher-derivative models which preserve second-derivative field
equations, where conservation can be subtle [203, 204]. Weinberg developed a different
approach [112, 205–207], adapting the techniques of Goldstone’s theorem to show that ζ
would become massless on superhorizon scales, admitting a time-independent solution.
Whether this solution is selected is a model-dependent question.
When are the isocurvature modes attenuated? The conditions under which this oc-
curs are known as the adiabatic conditions. They require that every component of the
Universe’s content (such as dust and radiation) is uniquely prescribed by a single pa-
rameter, such as the local density ρ(x, t). For perfect fluids, the continuity equation
(1.5) then uniquely prescribes the relative magnitude of each fluid’s perturbation.
Let us now consider the adiabatic conditions in terms of the relevant phase space (the
dimensions of this space describe every component of the Universe’s content, though we
do not require any further details for the present argument). The adiabatic conditions
require that all of the separate universes reside on a 1d line with different separate
universes parametrized by translations in time. Upon making such a translation to
reach a nearby uniform density hypersurface,1 one generates the curvature perturbation
ζ. In this gauge, the adiabatic conditions prescribe the separate universes to be at a
single point in the phase space. They thus all undergo identical subsequent evolution
to any later uniform density hypersurface, and in this evolution ζ remains unchanged.
This demonstrates that ζ is conserved under adiabatic conditions, regardless of the
content of the Universe. Consequently, it is only necessary to evolve the dynamics until
the onset of adiabaticity.
The simplest models of inflation have a single scalar field. As discussed in §2.2.1,
1We have assumed that the 1d adiabatic line is nowhere tangent to the uniform density hypersurfaces.
This condition is always fulfilled by slow-roll inflation where the bundle obeys gradient flow and
thus flows normal to uniform density hypersurfaces. More generally, eq. (1.7) guarantees that
H˙ < 0 even out of the slow-roll regime, such that the bundle is nowhere tangent to surfaces of
constant H.
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for such models the curvature perturbation ζ is conserved at times slightly beyond
horizon exit [108–114]. We may now understand this result in terms of the above ar-
gument: Single field models would in general have both adiabatic and isocurvature
perturbations, corresponding to the variations {δϕI , δϕ˙I}. However, by virtue of the
inflationary attractor [33], these are not independent and may be written in terms of
a single perturbation which defines relative time-translation between different separate
universes. Up to a gauge choice, this perturbation is ζ. Since only this adiabatic per-
turbation persists, the above argument shows that ζ will not evolve between subsequent
uniform density hypersurfaces in the superhorizon regime. Consequently, the n-point
functions 〈ζn〉 are conserved for all subsequent times, regardless of the dynamics of
subsequent phases.2
Multi-field inflation is more complex because the isocurvature modes may persist
into the superhorizon epoch and source interesting infrared dynamics. For example,
turning of the separate universe bundle is known to cause the curvature perturbation
to evolve [125, 165, 183]. However, the previous argument demonstrates that if the
separate universe bundle converges to a 1d line then an adiabatic limit is reached and
cosmic observables at that time are conserved thereafter. This notion of adiabaticity
has profound implications for the application of any theoretical tools which we may
employ to track the dynamics. Whether these tools are analytic or computational in
nature, they will be based on certain simplifying approximations. If an adiabatic limit
is reached before these approximations break down, then the tools will reliably calculate
the limiting value of cosmic observables. On the other hand, an adiabatic limit may
not be reached until some time after the approximations have broken down. In this
case we cannot expect the tools to track the complete evolution.
A fundamentally important question therefore is: When does the adiabatic regime
begin? If and how the phase space bundle may focus to a 1d line is a model-dependent
question. A ‘natural’ method is to have a valley shape in the inflationary potential such
that neighbouring separate universe trajectories converge. Examples include Nflation
and related models [165, 184, 208–212]. Alternatively, one may consider interrupting
the dynamics, such as via a hybrid transition, in which case one must verify whether
or not the interruption itself modifies the predictions for cosmic observables.3
2Note that this argument only holds a few efolds after horizon crossing, since it is necessary to
ensure that the non-growing subhorizon modes have frozen out at constant values, as demonstrated
explicitly by Nalson et al. [153].
3We calculate statistics on uniform density hypersurfaces. Should inflation end suddenly on some
different hypersurface, and if this happens before any adiabatic limit is attained, then this will
generate an additional source of ζ [213, 214].
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4.1.1. Analytic adiabaticity
In certain scenarios the evolution of the curvature perturbation can be accounted for
analytically. In chapter 3 we showed that this may be achieved with slow-roll evolution
and a separable potential. Where analytic representations are faithful, they provide
valuable insights into the inflationary dynamics and the corresponding observational
effects. Naturally, it is necessary to consider the domain of validity of these analytic
approximations. Any individual case may be easily verified by comparing to a numerical
code which does not employ the slow-roll approximation after horizon exit, or require
a separable potential. Whilst this is an important check, it does not develop intuition.
Developing such intuition, that can then be cautiously applied in other scenarios, is a
focus of this chapter.
If the separate universe bundle has converged to a 1d line then it intersects each
uniform density hypersurface at a unique point φcJ . Making a small change of trajec-
tory by perturbing the horizon exit conditions as φ∗I → φ∗I + δφ∗I , will not change φcJ .
Therefore δφcJ = 0 and we conclude that derivatives of the form ∂φ
c
J/∂φ
∗
I are null in
regions where ζ is conserved.4 This has a profound effect on the functional variation
of N as shown in figure 4.1. These principles provide a formal analytic procedure for
determining the statistics of ζ in an adiabatic limit: One uses methods such as those
developed in §3.4 to determine any required n-point correlation functions, and then
imposes the requirement ∂φcJ/∂φ
∗
I → 0. One must ensure that this limit is faithfully
attained by the dynamics, and furthermore, that this occurs before the slow-roll ap-
proximation breaks down (after which the analytic results of §3.4 no longer apply). We
now discuss in greater detail how this adiabatic limit may be attained via a focussing
of trajectories during slow-roll inflation.
Focussing of trajectories
A typical example of a focusing region is a valley of the potential landscape, perhaps
terminating in a local minimum. ForM fields, this prescribes there to beM−1 heavy
directions with masses greater than the Hubble rate. The steep slopes cause exponential
convergence, and rapidly focus the bundle to a line. In the neighbourhood of the valley
floor, let us assume it is possible to choose coordinates on field space for which the
potential approximately separates as
V ≈ Uσ(σ) +
∑
α
Uα(sα) ≈ Uσ(σ) + 1
2
∑
α
m2αs
2
α, (4.1)
4The condition that ∂φcJ/∂φ
∗
I → 0 is a sufficient but not necessary condition for ζ to become conserved
within the separate universe picture.
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Figure 4.1.: The functional variation for δN between horizon exit and a later-time
uniform density hypersurface. The left pane is the general scenario shown in figure
3.3. The right pane shows the effect of realising an adiabatic limit at some intermediate
time: There is no final boundary term and the functional variation δN (and thus ζ)
becomes conserved after the onset of adiabaticity.
where σ labels distance along the valley floor—which may be a light direction—and the
M− 1 fields sα are stabilized with masses mα & H. To describe a complicated valley
it may be necessary to glue several such regions together. Focusing on the particular
region described by eq. (4.1), we denote the field values on entry to its domain of validity
as σ¯ and s¯α. These will be functions of the initial fields φ
∗
i which may lie far away from
the valley where eq. (4.1) need not be a good approximation.
If m > 3H/2 then the dynamics of the s field are underdamped and so exhibit damped
oscillations about the valley minimum. This amplitude decay is identical to that which
occurs in the simpler over-damped case, which occurs for m . H. For brevity, let us
focus on the overdamped case where the field obeys slow-roll as 3Hs˙α = −m2αsα. After
N efolds from the point of entry, one finds
sα = s¯α(φ
∗
I)e
− ∫N0 ηα(N ′) dN ′ , (4.2)
where ηα(N
′) = m2α/3H
2. The total number of efolds available within the valley is
model-dependent. In a long valley the focusing may practically go to completion,
making sα effectively zero. Alternatively, if the valley rapidly terminates in a local
minimum there may be insufficient time to focus the bundle completely.
The fields φK can be written as linear combinations of σ and the sα, giving φK =
γKσ +
∑
α β
α
Ksα. The γK and β
α
K are constants, which depend only on the choice of
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separable coordinates used in eq. (4.1). From this we find
∂φcK
∂φ∗J
=
∑
α
(
βαK − γK
U ′α
c
U ′σ
c
)
∂scα
∂φ∗J
. (4.3)
Therefore ∂φcK/∂φ
∗
J evolves as a linear combination of derivatives ∂s
c
α/∂φ
∗
J .
In eq. (4.3) the term proportional to γK will typically decay exponentially, because
U ′cα ∼ m2αsα whereas U ′cσ decays less rapidly. Therefore eq. (4.2) implies the derivatives
∂φcK/∂φ
∗
J decay at least as fast as the lightest isocurvature field. We conclude that the
partial derivatives of the form ∂φcK/∂φ
∗
J decay as
5
∂φcK
∂φ∗J
 e−
∫N
0 ηs(N
′) dN ′ ∼ e−ηsN , (4.4)
where ηs = min{ηα} and N is the same quantity as that occurring in eq. (4.2). The
final equality applies if ηs is approximately constant during the focusing process.
It is not straightforward to estimate the minimum number of efolds required to make
the final ‘c-terms’ of eqs. (3.75) and (3.76) negligible. Although eq. (4.4) gives informa-
tion concerning the decay rate, the number of efolds required to damp any contribution
from the c-terms depends on their amplitude on entry to the valley. This is a function
of each species’ relative contribution to the energy density of the Universe on the initial
and final slices c and ∗, from which it does not appear straightforward to draw general
conclusions. However, if we presume the isocurvature to be sufficiently heavier than
the Hubble scale, the parameter ηs will typically be much larger than unity. In these
circumstances, rather less than O(10) efoldings are usually required to accumulate a
very substantial suppression of the c-terms.
Presuming that the potential possesses a focusing region, one might expect that the
final values of quantities such as fNL would depend only on the local shape of the
potential in the focusing region, which will typically be a stable parabolic minimum.
If so, the asymptotic value of fNL would be universal among all potentials sharing a
similarly-shaped minimum. However, this is not the case since the number of efolds N is
dependent on the dynamics of the entire superhorizon evolution. Hence, the asymptotic
value of quantities such as fNL will generally depend on properties of the potential far
from the focusing region.
If a natural focusing region is not available, or is not selected, then one must either
impose an adiabatic limit through some other mechanism or continue to evolve the
perturbations indefinitely in order to obtain observationally meaningful quantities.
5The asymptotic notation x  y indicates that x and y share a common decay rate.
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Adiabaticity and non-Gaussianity
The concept of adiabaticity applies equally to all inflationary observables. We choose
to focus on non-Gaussianity because its evolution is currently less explored and because
of its known sensitivity to superhorizon dynamics. For canonical multi-field inflation,
the results of chapters 2 and 3 showed that the curvature perturbation at horizon
exit has nearly Gaussian statistics (see also [61–63]). During a turn, typically in the
early stages, it is possible for the statistics of the curvature perturbation to become
highly non-Gaussian [184, 185, 215]. If an adiabatic limit is imposed suddenly, perhaps
through a hybrid transition, it is possible that this large non-Gaussianity is subsequently
conserved. This strategy has been invoked by various authors [50, 185, 215–217]. Alter-
natively, one may consider scenarios in which an adiabatic limit is imposed ‘naturally’
as we have just described. This may lead to negligible non-Gaussianity as argued by
Meyers and Sivanandam [194, 195], but this is not the only option. It is also possible
for the non-Gaussianity to tend to a large value after a turn [212], and furthermore, its
evolution towards this large value may be characterised by growth of non-Gaussianity
rather than decay. This broad range of evolutionary behaviour on approach to adia-
baticity was first studied in detail by Elliston et al. [197].
4.1.2. Asymptotic behaviour
For globally separable potentials and slow-roll evolution, N,I satisfies eqs. (3.75) and
(3.76). It may happen that eq. (4.4) is sufficiently strong to make the final ‘c-term’
irrelevant. This limit is known as the Horizon Crossing Approximation (hca) [210–
212]. Thus the hca corresponds to the analytic realisation of the adiabatic conditions
∂φcJ/∂φ
∗
I → 0. When one employs the hca correctly, the δN derivatives are functions
only of the field values at horizon crossing and are thus constant. When applied to
observables such as fNL, the hca yields the adiabatic value but does not calculate the
prior evolution. Since the hca is based on the above slow-roll formulae, it is clear that
a necessary condition for the hca to yield accurate results is that an adiabatic limit is
attained before the breakdown of the slow-roll approximation.
The expressions (3.110)–(3.112) and (A.92)–(A.94) for fNL, τNL and gNL simplify
considerably if one invokes the hca. In particular, the terms involving Z, A and B2 (or
AP and B2P ) as defined in eqs. (3.83), (3.94) and (3.100) (or eqs. (A.77) and (A.83))
all tend to zero. These simplifications will allow us to produce some very simple results
in the analysis carried out in chapter 5.
From eqs. (A.58) and (A.60), we see that the constraint of having a separable potential
means that the adiabatic conditions ∂φcK/∂φ
∗
I → 0 can only be satisfied in a number
of simple ways. Firstly, for either class of separable potential, this condition is met if
4.1: Criterion for adiabaticity 93
the phase space velocity is aligned with one of the field axes such that only one field
is evolving. Secondly, the adiabatic conditions are met if the global potential V c goes
to a minimum at zero. One can see that this implies ∂φcK/∂φ
∗
I → 0 for the product-
separable potential because if the fields are in the potential minimum then there is no
velocity in any direction and so cK = 0.
When applied to any specific potential, it is important to consider whether or not
one expects the isocurvature modes to have decayed on approach to one of these limits.
To illustrate this point we take two different examples:
• Taking a multi-field sum-separable potential, the phase space velocity may be
enforced to align to an axis because all the other fields are in the minima of their
potentials (in this case the potential landscape is a multi-dimensional valley), then
one would expect attenuation of isocurvature modes and an adiabatic limit to be
reached.
• A modified scenario may have an additional field χ with potential Uχ that is part of
the global sum-separable potential. If Uχ is very flat then the field χ is essentially
frozen. The other fields may evolve to their minima and the inflationary dynamics
then become aligned with one of the phase space axes, but this does not imply
adiabaticity since the isocurvature present in the χ field remains. This scenario
is very similar to the curvaton scenario [186, 187].
If we are careful of these issues, we can impose the hca by eliminating the final terms
in eqs. (3.75) and (3.76). Further care is required if the potential UJ has a minimum
at some non-zero value, such as for simple models of hybrid inflation with a non-zero
vacuum energy. In this case the derivative prefactor UJ/U
′
J will diverge as the field φJ
approaches the minimum.6 One may side-step the issue, however, by simply allocating
the constant part of the potential to the potential component UK that corresponds to
a field that is not purely isocurvature and so U ′K 6= 0. A similar issue arises for the
product separable formula (3.75). In this case the resolution is easily made by choosing
the free index J such that U ′J 6= 0.
Large fNL after natural focusing
We now show how it is possible to have a large non-Gaussianity in an adiabatic limit
in a general class of inflationary models. We focus on the bispectrum parameter fNL
for simplicity. The foregoing discussion implies that eqs. (3.75) and (3.76) may be
6If the field φJ approaches the minimum of a potential at which UJ = 0 then UJ/U
′
J tends to zero
and there is no divergence.
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simplified. For sum-separable potentials one finds
N,I =
U∗I
U ′I
∗ , N,IJ = δIJ
(
1− UIU
′′
I
U ′I
2
)
∗
. (4.5)
The general conditions required to achieve a large fNL from these results may still be
complicated. However, a relatively simple picture emerges if we assume that N,I is
dominated by one field χ [212]. Therefore, U∗χ/U
′
χ
∗ dominates the analogous terms for
all other fields and fNL can be written
6
5
fNL ≈ −
U ′′χ
Uχ
∣∣∣∣
∗
. (4.6)
In a single field model, the quantity U ′′χ/Uχ would be a slow-roll parameter and thus
small. But in assisted inflation the total potential may be much larger than Uχ [218,
219]. Therefore ηχ can remain small, making χ light at horizon crossing and causing it to
acquire quantum fluctuations by the usual mechanism, while U ′′χ/Uχ can be appreciable.
We will see an example of this with the axion-quadratic model, whose bispectrum
evolution is shown in figure 4.3.
If several fields have comparable N,I then their perturbations contribute equally to
ζ at the adiabatic limit and this will dilute any non-Gaussianity. Therefore the largest
values of fNL will be achieved where a single field has a dominant N,I .
For product-separable potentials, eqs. (4.5) are only modified by multiplying by a
factor of δIK where ’K’ must be chosen to such that only the field φK is still evolving
at the adiabatic limit. One then finds
6
5
fNL = 2
∗
K − η∗KK , (4.7)
and so a large fNL would require a violation of slow-roll. We conclude that large |fNL|
is not possible at the natural adiabatic limit in this class of models.
4.1.3. Classification of adiabatic regimes
Regardless of the details by which an adiabatic limit is achieved, one can identify three
broad classes of behaviour:
1. The focussing of the bundle may occur during slow-roll inflation. If this is the
case then it is not necessary to specify details of the subsequent phases such as
reheating. Additionally, because the slow-roll dynamical attractor is operative,
the relevant phase space is simplified. We can then employ the analytic tools
developed in §3.4 to obtain robust predictions for cosmic observables.
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2. Alternatively, an adiabatic limit may be achieved during the non-slow-roll epoch,
but still before the onset of subsequent phases like reheating. In this case we will
find that our analytic tools give a good indication of the qualitative evolution
of cosmic observables, but that we must resort to numerical methods to obtain
reliable quantitative results.
3. Finally it is possible that no adiabatic limit is reached during the epoch dominated
by scalar-fields. In such cases the inflationary model does not make unambiguous
predictions by itself, and must be embedded in a larger scenario which determines
at least the mechanism by which inflation ends and the universe reheats [220]. In
this case we must choose among the various scenarios for reheating and later dy-
namics, and the evolution of cosmological observables may depend on our choice.
We now consider examples to illustrate these three different scenarios, for which we
will compare the analytic predictions of §3.4 with numeric results derived via the finite
difference method.
4.2. Slow-roll adiabatic limit
This class of inflationary models achieves an adiabatic limit before the slow-roll ap-
proximation fails. We consider two examples of this class: A model with interrupted
dynamics and a model with a ‘natural’ end to inflation.
4.2.1. Transitory model with interruption
This example begins with a simple slow-roll two-field model that produces a large
transient enhancement of fNL. Such models have been studied by a number of au-
thors [184, 185, 215] who identified that the non-Gaussianity would typically grow and
decay in a transitory ‘spike’ feature. We were the first to explain the dynamical mecha-
nism behind this behaviour in ref. [197], details of which appear in chapter 5. A generic
feature of these models is the considerable fine-tuning of initial conditions required for
the spike to attain large magnitudes. In two-field models with separable potentials,
the parameter combinations required to ensure these conditions were given by Byrnes
et al. [185]. Chapter 5 will also review, simplify and extend this analysis. In addition
to this two-field dynamics, one often requires a mechanism to terminate inflation and
one must tune the relevant parameters such that this interruption occurs whilst the
non-Gaussianity is large.
To be specific, let us consider a model of two-field hybrid inflation studied by Alabidi
and Lyth [184] and later by Byrnes et al. [185, 215]. The potential for this model is
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given by
V =
1
2
m2φφ
2 +
1
2
m2χχ
2 +
1
2
(
g2φφ
2ψ2 + g2χχ
2ψ2
)
+
1
4
λ
(
ψ2 − v2)2 , (4.8)
where φ and χ are slowly-rolling fields, and ψ is a waterfall field. The waterfall field ψ
becomes destabilized when gφ
2φ2 +gχ
2χ2 = λv2 and rolls rapidly, terminating inflation.
We take the masses mφ and mχ to be positive, and assume g
2
φ/g
2
χ = m
2
φ/m
2
χ. This
ensures that the waterfall occurs at a fixed energy density, making it unnecessary to
account for the effect of inflation ending on different hypersurfaces [214, 216, 217, 221].
If the masses are not equal, there is a steep slope in the direction of the more massive
field. The trajectories evolve along this steep direction and then turn towards the global
minimum and this turning leads to a large ‘spike’ of transitory non-Gaussianity. Later,
in §5.3, we shall discuss and explain why valley shapes lead to positive spikes in fNL.
In figure 4.2 we plot the evolution of fNL for mφ/mχ = 5, ηφ = 4M
2
plm
2
φ/(λv
4) =
0.08 and initial conditions χ∗ = 0.001 Mpl, φ∗ = 0.5 Mpl. We adjust the remaining
parameters so that the waterfall occurs when |fNL| > 1 and the waterfall takes much
less than a Hubble time to complete. The blue dotted line represents the fNL calculated
using the analytic techniques developed in §3.4. This calculation considers the slow-roll
fields only, ignoring the waterfall, and so inflation does not end and the bispectrum
eventually decays towards negligible values.
The solid red line represents a numerical evolution, terminated by the waterfall tran-
sition on the growing arm of the spike. We adopt the simple finite difference scheme
to compute the derivatives of N , as discussed in §3.2.3. This requires the slow-roll ap-
proximation at horizon crossing, where initial conditions are set, but not subsequently.
We have verified that our results are insensitive to changes in the step size of the fi-
nite difference scheme. Although slower than other approaches [127, 128], the finite
difference method has the advantage of straightforward comparison with analytic δN
methods. Moreover, it requires only the evolution of an unperturbed universe, making
a simple description of reheating—assuming thermal equilibrium and a single radiation
fluid—easy to implement. These assumptions are at best quasi-realistic, but serve to
model a plausible phenomenology.
As can be seen from figure 4.2, before the hybrid transition, the numerical results
follow the analytic prediction as expected. Inflation ends when the waterfall field ψ
becomes operative. Care must be taken in modelling this transition. We provide
the waterfall field with a small value consistent with the root-mean-squared (rms)
value expected from quantum mechanical excitations of a massive field in de Sitter,
ψrms ≈ H3/M , where M is representative of the waterfall mass before the transition.
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Figure 4.2.: Evolution of fNL for the hybrid inflation model defined in eq. (4.8). The
blue dashed line represents the analytical approximation with no hybrid transition in-
cluded. The solid red line is the numerical calculation, including the hybrid transition,
for the parameter values in the text. The red dot-dashed line is added to illustrate the
constant final level of fNL.
The results are extremely insensitive to its precise value.7
The waterfall field is heavy at horizon crossing and is therefore unperturbed. Hence,
we need not differentiate N with respect to ψ. Using these assumptions, we find that
fNL appears to be conserved through the hybrid transition (see figure 4.2). The numer-
ical evolution is only continued for a fraction of an efold after the transition, during
which time fNL does evolve due to the oscillating scalar fields. However, the resulting
oscillations in fNL are decaying and are centred around a fixed value. This behaviour
appears to be generic for a range of parameter values, provided the transition hap-
pens sufficiently rapidly (in less than an efold). One must already impose this ‘rapid
transition’ condition to avoid issues with primordial black holes [222].
This model illustrates a very simple point: If there is a transient growth of non-
Gaussianity then it is often possible to impose some auxiliary mechanism to terminate
inflation and allow this non-Gaussianity to be attained in the imposed adiabatic limit.
Since the evolution up to this point is well-approximated by slow-roll, we are able to
7In reality, this rms value is made up of many inhomogeneous short scale modes. Their collective
evolution approximates that of a homogeneous mode, at least in the initial stages before the mini-
mum is reached [222]. We expect this approximation captures at least some of the physics which
occurs at the hybrid transition.
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reliably employ analytic tools to predict the non-Gaussianity.
4.2.2. Large non-Gaussianity at a ‘natural’ adiabatic limit
We now consider a two-field inflationary model in which an adiabatic limit may be
attained during slow-roll inflation without any need to employ a secondary mechanism
to terminate the dynamics.
This case can be illustrated using a model closely related to the N -axion model of
Kim et al. [212], in which the potential assumes the form
V =
∑
I
Λ4I
[
1− cos
(
2piφI
fI
)]
. (4.9)
The sum is taken over a large number of uncoupled axions φI with decay constants fI .
Each axion potential has a hilltop at φI = fI/2 and the field rolls to the minimum at
φI = 0. In ref. [212] the initial conditions were chosen randomly, with only a small
number accessing the hilltop region. The axions collectively contribute to a phase of
assisted inflation, which ends gracefully when the final field to roll exits from slow-roll.
The asymptotic fNL can be moderate or large. We will reconsider this potential in §4.3.
In this section we illustrate this case with the help of a related effective model con-
sisting of two fields. Dynamically, the large number of axions which begin away from
the hilltop region serve only to source the Hubble rate and so these may be effectively
replaced with a single quadratic field. We retain a single cosine field near the hilltop
that will source the non-Gaussianity. (This model has some similarity to the scenario
of Boubekeur and Lyth [223].) Our potential therefore takes the form
V =
1
2
m2φ2 + Λ4
(
1− cos 2piχ
f
)
, (4.10)
where Λ and f are constants.
In figure 4.3 we show a numerical evolution of fNL for this model with parameters
f = Mpl and Λ
4 = 25m2f 2/(4pi2), which makes the mass of the axion five times greater
than the mass of φ. The initial conditions are φ∗ = 16 Mpl and χ∗ = (f/2−0.001) Mpl.
The cosine and quadratic together define a potential with adjacent ridge and valley
features. Later, in §5.3, we shall discuss and explain why ridge shapes lead to negative
spikes in fNL. As a consequence of its large mass, the axion rolls off the ridge quite
early and starts rolling down the bottom of the valley whilst slow-roll is still a good
approximation. The positive isocurvature mass in the valley focusses the bundle towards
a 1d line and so enforces an adiabatic limit. In this case the difference between the
slow-roll calculation and the full numerical evolution is at the level of a few percent,
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consistent with the accuracy of the slow-roll approximation.
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Figure 4.3.: Evolution of fNL for the quadratic axion model defined in eq. (4.10) with
the parameter choices as stated in the text. The solid red line is the numerical calcu-
lation, the blue dashed line is the slow-roll analytic approximation and the horizontal
green dashed line represents the hca value. The vertical black line shortly after N = 60
efolds denotes the end of inflation where it is clear that the slow-roll approximation must
fail. Since the interesting dynamics occur significantly to the left of this line, slow-roll
is a valid approximation and therefore it is unsurprising that the analytic calculation is
a good approximation of the numerical evolution.
4.3. Non-slow-roll adiabatic limit
This class of models reach an adiabatic limit during the epoch in which the scalar fields
dominate, but only after the slow-roll approximation fails.
The quadratic-axion potential (4.10) may exhibit this behaviour if the parameter
choices are suitably chosen. Figure 4.4 compares the analytic and numerical evolution
of fNL for f = Mpl and Λ
4 = m2f 2/(4pi2), giving both fields the same mass. In this
case the axion starts to evolve only near the end of inflation, when φ is approaching the
minimum. Indeed, much of the axion’s evolution takes place while φ is oscillating. In
these circumstances the adiabatic limit cannot be calculated analytically. Nevertheless,
the important features can still be understood. While φ is oscillating near the minimum,
its potential energy contributes to the energy density in a way not accounted for by the
slow-roll approximation. If we suppose the φ oscillations do not lead to rapid reheating
or preheating, we may expect ζ to approach a constant as the trajectories settle in
the minimum and Hubble friction drains their energy. In this simple example, fNL
oscillates around an asymptotic value which is lower than would be expected if the fields
obeyed slow-roll evolution throughout. In more sophisticated examples, where complex
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dynamical behaviour can occur during the oscillating phase, it would be necessary to
follow their decay in precise detail [224–230].
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Figure 4.4.: Evolution of fNL for the potential (4.10) with the parameter choices given
in §4.3. The solid red line is the numerical evolution and the blue dashed line is the
analytic calculation. Only the final few e-folds are shown. From the vertical black line—
which identifies the end of inflation computed using the exact equations of motion—one
can see that the interesting dynamics occur outside of the slow-roll regime and so it is
unsurprising that the analytic approximation is quantitatively unreliable. The horizontal
green dashed line represents the hca value.
4.3.1. N-axion model
We now briefly consider the N -axion model of Kim et al. [212] with the potential (4.9).
Where the parameters ΛI and fI take common values Λ and f for each species, and
f . Mpl, this generates a large fNL at the adiabatic limit. Although larger fNL can
na¨ıvely be obtained by decreasing f , it is necessary to simultaneously increase the
number of fields in order to obtain sufficient inflation. This presents computational
challenges, especially for the finite difference scheme.
There is also another difficulty. As f decreases, the approach of fNL to its asymptotic
limit occurs later in the evolution. In figure 4.5 we show one realisation of this behaviour
for 1800 fields and f = Mpl, with initial conditions for the fields randomly distributed
in the range 0 < φI < piMpl. The slow-roll phase ends, at the latest, when  = 1 which
is marked by the vertical black line. The evolution near to and rightwards of this line
is not trustworthy and should be replaced by a numerical calculation.
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Figure 4.5.: Evolution of fNL for the N-axion model. The solid blue line shows the
analytic calculation which employs the the slow-roll approximation. The horizontal dot-
dashed red line is its asymptotic hca value. The vertical black line corresponds to  = 1.
Since fNL has not reached the adiabatic limit in advance of this point, a numerical
analysis is required to obtain a reliable value for fNL.
There is a specific case where this model can be related exactly to the two-field
axion-quadratic model of eq. (4.10): One can place all but one of the scalar fields to
be initially close to the minimum of the axion potential, φI  f/2, with identical
initial conditions. These fields then act like a large number of fields with a quadratic
potential. Since they all evolve from an identical initial condition, the dynamics of the
many fields is completely identical to the dynamics of a single field Φ2 =
∑
I φ
2
I , with
a quadratic potential of the same mass as the individual φI fields. The remaining field
can be initially placed close to the hilltop. For f = Mpl, this reduces identically to the
two-field axion-quadratic model studied in figures 4.3 and 4.4.
Because of the computational challenge related to the large number of fields, Kim
et al. [212] employed the hca. As we have discussed, this will represent a valid pre-
scription for attaining the adiabatic value of fNL, provided that the adiabatic limit is
reached before the assumption of slow-roll is violated. Our analysis has shown that it
is possible that slow-roll is violated before fNL reaches the adiabatic value. In this case,
we still expect the N -axion model to produce a large adiabatic value of fNL, but the
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quantitatively accurate value of fNL can only be determined numerically.
Finally, it is interesting to note that the N -axion model produces a large fNL without
any need to fine-tune the initial conditions on the field space. It is interesting to study
whether or not the fine-tuning of initial conditions required to give large fNL in two-field
models may be reduced in models with many fields.
4.4. No inflationary adiabatic limit
Finally we consider a model that does not reach an adiabatic limit in the phase space
described by purely scalar field dynamics. We consider the two-field model of Byrnes
et al. [185]
V = V0 φ
2e−λχ
2
. (4.11)
In ref. [185] the dynamics were followed only until the end of slow-roll, at which time
the non-Gaussianity is large. However, at this point, the isocurvature modes are not
exhausted and the curvature perturbation is still evolving. To study this model, we
make the the same parameter choices as Byrnes et al, setting λ = 0.05M−2pl , φ∗ = 16Mpl
and χ∗ = 0.001Mpl.
The initial evolution involves descent from a ridge in the potential landscape which
leads to a negative ‘spike’ of fNL. The fields then evolve into and begin oscillations
about the degenerate vacuum defined by the line φ = 0. This does not represent an
attractor. This behaviour fails to focus the bundle either before or after the slow-roll
approximation fails. Consequently, fNL continues to evolve and subsequently oscillates
wildly. We illustrate this evolution in figure 4.6.
To reach an adiabatic limit we must apply a prescription for reheating. As we shall
see, the details of such mechanisms can have important consequences on the final value
of cosmological observables. Here, we adopt a very simple perturbative model in which
energy is transferred from the field into a single radiation component. The dynamical
equations are in this case given by
φ¨I + 3Hφ˙I = −ΓI φ˙I − ∂V
∂φI
, (4.12)
ρ˙ = −4Hρ+
∑
I
ΓI φ˙
2
I , (4.13)
where ρ is energy density of radiation, and the ΓI represent the decay rate from species
I. We illustrate the effect of reheating in figure 4.7. The final value of fNL is sensi-
tive to our choice of ΓI , and hence the time-scale of reheating. We take ΓI = Γ for
both fields, making reheating begin approximately when H = Γ and take place on a
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Figure 4.6.: Numerical evolution of fNL for the potential (4.11) without reheating.
Oscillations about the degenerate vacuum lead to growing oscillatory non-Gaussianity
and the model is not predictive.
uniform density hypersurface. After reheating, if the radiation is the only contribution
to the energy density, then the statistics of ζ at this time will be the ones relevant for
observation. Figure 4.7 indicates that these will depend on microphysical details of the
reheating phase, at least through Γ. This analysis appeared in Elliston et al. [197]. The
dependence on reheating parameters has since been studied in greater detail by Leung
et al. [52].
Our aim here has not been to present a realistic inflationary model. Rather, we
wished to demonstrate that, if no attractor exists within the inflationary regime, we
must follow the dynamics until all observable quantities stop evolving at the adiabatic
limit. We can expect the asymptotic value of each observable to be sensitive to this
evolution, including the time scale and details of reheating.
Summary. The discussions on adiabaticity in this chapter inform us of the domain
within which the analytic non-Gaussianity formulae derived in §3.4 may be legitimately
applied. This chapter therefore provides an essential contextual basis for the subsequent
analysis which we now turn to in chapter 5.
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Figure 4.7.: Top panel: The solid red line is the numerical evolution of fNL for the
parameter values quoted in the text and Γ = (V0/10)
1/2M−1pl . The blue dashed line
represents the corresponding plot with Γ = (V0/100)
1/2M−1pl , and the green dot-dashed
line represents the analytical evolution. The analytic evolution terminates when the χ
field reaches zero, because the slow-roll expressions is unable to evolve past this point.
Bottom panel: Magnification of the evolution in the vicinity of the end of inflation.
The asymptotic value of fNL depends on Γ, and therefore on microphysical details of
the reheating phase.
5. Heatmaps and potential shapes
This chapter analyses and interprets the analytic results of §3.4, with a focus on
non-Gaussianity in two-field inflation. For an arbitrary separable inflationary
potential, the bispectrum and trispectrum are respectively analysed in §§5.1
and 5.2 in terms of graphical heatmaps. This work follows Elliston et al. [157]
and Elliston [231], where we apply, simplify and extend the methodology of
Byrnes et al. [185]. Throughout, we shall give due consideration to the im-
plications of adiabaticity, following the discussion in chapter 4. Our analysis
motivates further investigation of how different shapes in the inflationary po-
tential source non-Gaussianity, which we consider in §5.3, following Elliston
et al. [157, 197, 232]. Finally we validate our conclusions by comparing to
illustratory examples in §5.4.
“Great simplicity is only won by an intense moment or
by years of intelligent effort.”
—T.S. Eliot.
5.1. Bispectrum heatmap analysis
We now reformulate the analytic results for non-Gaussianity parameters derived in §3.4
in eqs. (3.110)–(3.112) and also in eq. (A.92)–(A.94). Our method is an extension of the
graphical approach employed by Byrnes et al. [185] in their study of the fNL parameter.
This approach does not require any particular form of the separable inflationary poten-
tial to be specified and so we can obtain the spectrum of possible modes of behaviour
which therefore makes it a powerful tool. We begin by reviewing the analysis of the
bispectrum of Byrnes et al. [185]. Usefully we show that it is possible to greatly simplify
the analytic expressions they obtained, which allows us to draw stronger conclusions.
We then extend the analysis to the trispectrum in §5.2 to consider the parameters τNL
and gNL.
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Recently, Peterson and Tegmark [178, 196, 233] have also undertaken a study of the
bi and tri-spectrum parameters in the setting of slow-roll inflation, arriving at compact
relationships between fNL, τNL, gNL, and the tilts of the curvature and isocurvature
power spectra. Our approach is complimentary to their study, and provides new in-
sights. The key advantage of our method is that our analytic expressions for fNL, τNL
and gNL are written directly in terms of potential parameters. This means that our
results make it easy to understand the evolution of non-Gaussianity in terms of the
shape of the inflationary potential.
Variables
In order to rewrite the non-Gaussianity formulae in eqs. (3.110)–(3.112) and (A.92)–
(A.94) in a simple form it is convenient to define two new variables. The first variable
is the angle θ, defined in eq. (3.78), that prescribes the angle of phase space flow. This
can be written in terms of the slow-roll parameters φ and χ, defined in eq. (3.71), as
φ

= cos2 θ ,
χ

= sin2 θ. (5.1)
Since we assume that both fields are monotonically decreasing (which follows from our
use of the slow-roll equations of motion), θ is constrained to lie in the range 0 6 θ 6 pi/2.
We note that φ can be written in terms of the angle θ, and that 
∗
φ is written in terms
of the different angle θ∗.
Eqs. (3.110)–(3.112) and (A.92)–(A.94) also involve the quantities u and w, defined
in eqs. (3.81)–(3.82) and (A.65)–(A.66), which lie in the range zero to one. It proves
convenient to define a second parameter, α, to replace these variables as
u = cos2 α , w = sin2 α. (5.2)
We note that for product-separable potentials, α = θ. The situation is not so simple in
the sum-separable case, as we shall discuss in §5.1.2.
Substituting these definitions into the non-Gaussianity parameters in eqs. (3.110)–
(3.112) and (A.92)–(A.94), we can eliminate the variables u,w, φ and χ in favour of
α, θ and . One then finds fNL, τNL and gNL are only functions of α, θ and θ
∗, as
well as  and the other slow-roll parameters. Some of these slow-roll parameters are
evaluated at horizon crossing, whilst others are evaluated on a later uniform energy
density hypersurface, usually labelled ‘c’, but we have dropped this label for simplicity.
Quantities without a ‘∗’ label are therefore assumed to be calculated on the later-time
uniform density hypersurface.
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5.1.1. Simplifying the bispectrum
For the fNL parameter, the procedure outlined above leads to the expressions
6
5
fNL = f1
∗ − f2η∗ss + f3η∗σs + 2f Ω (ηss − ) —for sum-separable ,
6
5
fNL = −f2η∗ss + f3η∗σs + 2fηss —for product-separable ,
(5.3)
where, with some overlap with ref. [185], we have defined the functions f(α, θ∗), fi(α, θ∗),
Λ and Ω as
f =
sin2 2α
4Λ2
(cos2 α− cos2 θ∗)2 , f2 = 1
Λ2
(
cos6 α sin4 θ∗ + sin6 α cos4 θ∗
)
,
f1 =
sin2 2θ∗
2Λ
, f3 =
sin 2θ∗
2Λ2
(
cos6 α sin2 θ∗ − sin6 α cos2 θ∗) ,
Λ = cos4 α sin2 θ∗ + sin4 α cos2 θ∗ , Ω =
V 2
V 2∗
sin2 2θ
sin2 2α
. (5.4)
We have introduced the useful parameter Ω which is bounded as 0 6 Ω 6 1. The
non-trivial upper limit follows from eqs. (3.81) and (3.82) and the associated definitions
found in §3.5.1 to give
Ω =
V 2φχ
(U∗+Wφ − Uχ)(W ∗−Wφ + Uχ)
6 V
2φχ
(U+Wφ − Uχ)(W−Wφ + Uχ) = 1 ,
(5.5)
where the second inequality follows using U 6 U∗ and W 6 W ∗.
The functions f1→3 and f all multiply quantities ofO() or smaller, and so a necessary,
though not sufficient, condition for fNL to be large is that the magnitude of one or
more of these functions is large. We will not specify the value of slow-roll parameters
since this would require specialisation to particular models. Our analysis, therefore,
identifies only the conditions for which it is possible to produce a large fNL during
slow-roll inflation.
Because we are only interested in cases where fNL can be large, the expressions (5.3)
may be further simplified by noting that |f1| is bounded by order of unity and so the
term f1
∗ is negligible. Similarly, the term f3η∗σs is negligible and can be dropped. This
latter result follows by noting that we have the freedom to interchange between ησσ,
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ησs and ηss via the relations
1
ησs =
1
2
tan 2θ (ηss − ησσ) —for sum-separable ,
ησs =
1
2
tan 2θ (ηss − ησσ + 2) —for product-separable .
(5.6)
Considering first the sum-separable case and expanding f3η
∗
σs as
f3η
∗
σs =
[
sin 2θ∗f3
]
η∗σs +
[1
2
(1− sin 2θ∗) tan 2θ∗f3
]
(η∗ss − η∗σσ), (5.7)
then the negligibility of f3η
∗
σs follows from the fact that the terms in square brackets can
never become larger than order of unity. A way of understanding how this procedure
can work is that η∗σs tends to zero in the limits of θ
∗ → 0, pi/2 which counters the
divergence in f3. Since eq. (5.6) has the same structure for both sum and product-
separable potentials, we may neglect the term f3η
∗
σs in both cases.
A final simplification follows by noting that f2 = 1+f (this follows from a non-trivial
proof involving standard trigonometric relations). We arrive at the extremely simple
approximate expressions for fNL
6
5
fNL ' f
[
− η∗ss + 2Ω (ηss − )
]
—for sum-separable ,
6
5
fNL ' f
[
− η∗ss + 2ηss
]
—for product-separable ,
(5.8)
where f is positive definite. These simpler expressions make it transparent that the
condition for fNL to be large is that f  1. We emphasise that these approximate
expressions will be highly accurate when |fNL| > 1.
5.1.2. Bispectrum heatmap
The expressions (5.8) imply that a necessary condition for |fNL| > 1 is that f  1. We
can see when this occurs by plotting f(α, θ∗), as shown in figure 5.1, which we refer
to as a heatmap. One can immediately see that the function is only significant in a
small region of the 2d (α, θ∗) space. In some sense this demonstrates the fine-tuning
required in order to obtain a large value of fNL in two-field slow-roll inflationary models.
However, to better understand this assertion requires a more thorough understanding
of the parameter α which we shall now discuss.
1These relations only exist because of our assumption of separability; eq. (5.6) may be understood
as the kinematic frame representation of the equation ηφχ = 0 for sum-separable potentials or
ηφχ = 2
√
φχ for product-separable potentials.
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Figure 5.1.: Heatmap of the function f . Since fNL, ηss and  are symmetric under
field exchange φ↔ χ, the function f must have the same symmetry. We can see this by
inverting the heatmap though the point (θ∗, α) = (pi/4, pi/4) which leaves f invariant.
Time-dependence of α
For product-separable potentials, α and θ are trivially related as α = θ. The initial
(horizon crossing) value of α for product-separable potentials is therefore αinit = θ
∗. For
sum-separable potentials the same initial condition is found. This can be seen by taking
the limit c → ∗ in eqs. (3.81) and (3.82). This means that all separable inflationary
models start on the diagonal of the heatmaps at horizon crossing. Since f = 0 on the
diagonal, we know that initially fNL will be given by the various negligible terms that
we have dropped in eq. (5.8), and so |fNL|  1 initially, as we expect [61].
As the model evolves from a given θ∗, α varies such that the model traces a vertical
line on the heatmap. For this trajectory to ever intercept one of the regions in which
f  1, the initial conditions must be such that the initial phase-space velocity is
dominated by one of the two fields φ or χ. Up to an arbitrary field-relabelling, this
equates to the demand that 0 < θ∗  pi/2.
Since α has different interpretations in the two different separable scenarios, we con-
sider them separately.
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Product-separable. As an example, let us take a product-separable model with
θ∗  1, such that the horizon crossing conditions correspond to a position on the diag-
onal of the heatmap of f near the lower left-hand corner. If the angle θ (= α) increases
towards pi/2, there can be a transient ‘spike’ in fNL as the model passes through the
region in which f is large. If the trajectory turns back, so that θ decreases, it may
well pass back through this region again and another transient signal in fNL can be
produced. Of course, whether or not a significant spike will occur is also dependent
on the slow-roll parameters that define the model. The magnitude of this spike in fNL
increases as θ∗ decreases towards zero. We must be careful with the interpretation, how-
ever, since our analysis presumes separable potentials and this places strong constraints
on the possible modes of behaviour. If the initial field velocity is exactly aligned with
one of the field axes then it will (classically) remain so indefinitely, since this implies
θ = θ∗ always. Furthermore, for neighbouring initial conditions with sufficiently small
values of θ∗, one may find that θ will take longer than the duration of observable infla-
tion to grow sufficiently for there to be a significant enhancement of fNL. Consequently
it follows that there will be an upper bound on the value fNL achievable by any such
potential.2
Sum-separable. To make progress with understanding the dynamics in the sum-
separable case, it is necessary to understand the relationship between α and θ. To do
this we differentiate eq. (5.2) to find
α′ =
V
V ∗
sin2 2θ
sin2 2α
θ′ , (5.9)
where a prime represents a derivative with respect to an arbitrary time variable. The
fractions in eq. (5.9) are positive definite and so α increases as θ increases and vice
versa.
Vacuum dominated sum-separable. More progress is possible by considering the
vacuum-dominated limit, where V ' V ∗. This is a good approximation for some models
of inflation such as hybrid inflation. Eliminating the ratio V/V ∗ from eq. (5.9), we see
that α ' θ. Moreover, one also finds Ω = 1 in this limit. Consequently, for vacuum-
dominated sum-separable potentials, one may use the heatmaps in the same way as
for product-separable potentials. Furthermore, we see that in this case the sum and
product-separable formulae for fNL are identical, apart from the presence of the slow-
roll parameter  in the sum-separable case. Thus for models with ηss  , there is
2There will also be another upper bound on |fNL| imposed by the quantum scatter of the field near
horizon crossing which will prohibit the limit θ∗ → 0 being physically realisable.
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a very near equivalence between product-separable potentials and vacuum-dominated
sum-separable potentials in terms of their contribution to fNL.
General sum-separable. We now consider eq. (5.9) for general sum-separable mod-
els without vacuum-domination. The ratio V/V ∗ is initially unity and decreases towards
zero. This ensures that, whilst the angle is monotonically varying, α lags behind θ. Fur-
thermore, the difference between α and θ will become more pronounced the smaller the
ratio V/V ∗. When this ratio goes to zero, we see that α remains constant despite any
subsequent turning of the trajectory in phase space. Similarly, α will cease to evolve if
either of the limits θ → 0 or θ → pi/2 are reached. Physically, these limits correspond
to straight lines in the field phase space under which conditions it is well known that ζ
does not evolve. We note that Ω is zero in any of these three limits and so we are only
left with the η∗ss term in fNL. This is the approximate hca formula for fNL. We note
that since α 6= θ, it is quite possible for f to be large when α becomes a constant, and
so produce an observationally relevant constant fNL. For a given evolution, the final
value of α is readily extracted once the initial and final field values are known, and
hence one can check whether the correct value of α is reached in order to give a large
non-Gaussianity.
The final case to consider is when the trajectory turns back on itself during its
evolution. There is no barrier to constructing sum-separable potentials which exhibit
this behaviour for particular evolutions. This will mean that the model moves up
and then down a vertical line on the heatmap, perhaps many times. To fully and
quantitatively understand how this movement occurs requires a knowledge of how the
potential V varies with θ, which is necessarily model-specific. However, it is possible
to gain some more detailed intuition for how α varies with θ by rewriting eq. (5.9) as
h′(α) =
V
V ∗
h′(θ) , (5.10)
where we have defined the function h(x) = 4x − sin 4x, which is monotonic in x. One
sees that h(α) and h(θ) increase and decrease simultaneously and hence the velocity
h′(α) is always smaller than the velocity h′(θ). Since V/V ∗ is constantly decreasing then
so is the range of values of h(α) which the evolution can reach. Ultimately h′(α) → 0
and h(α) takes a constant value. Since h(α) is monotonic in α we see that restricting
the range of h(α) translates into introducing ‘excluded regions’ at the top and bottom
of the heatmaps, the size of which will grow as the potential drops, and ultimately the
whole of the heatmap will be excluded except for the final value of α. Once again, for
a given evolution, the final value of α can be readily calculated, and one can check if it
is in the regime f  1.
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The role of Ω The value of Ω determines which of the terms η∗ss or ηss dominates in
the sum-separable formula for fNL (5.8). At horizon crossing it takes a value of unity.
For product-separable or vacuum-dominated sum-separable potentials, Ω is effectively
fixed to be unity for subsequent times, and so which term dominates depends on how
ηss evolves during the evolution. On the other hand, if Ω → 0 then the η∗ss term will
dominate. It is instructive, therefore, to think of sum-separable inflationary models
belonging to one of two limiting classes, those for which Ω ' 1 throughout and those
for which Ω→ 0 at some point. We now briefly consider each of these cases in turn.
Evolutions for which Ω ' 1 have vacuum-dominated sum-separable potentials. In
the simplest cases of interest, such as falling from a potential ridge or rolling into a
vacuum dominated valley [197], the absolute value of the potential does not change
significantly during this phase of evolution. If ηss ' η∗ss then one finds 65fNL ' fη∗ss.
Since f is positive definite, we see that the sign of fNL is the same as the sign of the
isocurvature mass. Thus a ridge shape (ηss < 0) leads to a negative fNL and a valley
shape (ηss > 0) leads to a positive fNL. If inflation does not end abruptly, for example
by a hybrid transition, but the fields continue their evolution, then fNL will continue
to evolve until θ → 0 or θ → pi/2. In either of these limits f → 0 and so fNL is much
smaller than unity.
Evolutions for which Ω→ 0 naturally reach a limit in which α becomes constant, and
the hca becomes a good approximation for the limiting value of observable statistics.
This may or may not coincide with a scenario in which the isocurvature perturbations
decay and an adiabatic limit is reached. If an adiabatic limit is arrived at, then we can
be certain that there will be no further evolution of ζ and its statistics. When Ω → 0
we find 6
5
fNL ' −fη∗ss. Due to the minus sign, if we begin in a region with a negative
isocurvature mass, for example on a ridge, then such a model will eventually produce
a positive fNL, whereas if we begin in a region with a positive isocurvature mass, then
fNL will ultimately reach a negative limiting value.
In summary, in the context of these models, the positive fNL that is marginally
preferred by wmap data [7] can be generated in two simple ways: The evolution can
begin with a small θ∗ and an initially negative isocurvature mass, and then evolve until α
naturally takes a small constant value for which f is large. Alternatively, the evolution
can evolve from a small θ∗ during which time the isocurvature mass is positive, and
some mechanism may then interrupt the dynamics whilst f is large.
We now turn to analyse the trispectrum. Our aims are twofold. First, to understand
the types of inflationary models and the initial and final conditions for which the obser-
vational non-Gaussianity parameters τNL and gNL can be large. Secondly, to infer if it is
possible to relate these non-Gaussianity parameters to one another, perhaps for specific
classes of models. Such relations are potentially important in order to observationally
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exclude classes of models.
5.2. Trispectrum heatmap analysis
The material in §5.1 is similar to that appearing in Byrnes et al. [185], although our
analysis is somewhat simpler. We now extend our method to consider the trispectrum
which has not been considered before. The trispectrum parameters for sum-separable
potentials follow from eqs. (3.111)–(3.112) and may be written as [157]
τNL = τ1η
∗
ss
2 − τ2η∗ssη∗σs + τ3η∗σs2 − τ4∗η∗ss + τ5∗η∗σs + τ6∗2 − τ7 Ω η∗ss(ηss − )
− τ8 Ω η∗σs(ηss − ) + τ9 Ω ∗(ηss − ) + 4τ Ω2 (ηss − )2 , (5.11)
27
25
gNL = τ1η
∗
ss
2 − τ2η∗ssη∗σs + τ3η∗σs2 −
1
4
τ4
∗η∗ss +
1
4
τ5
∗η∗σs +
1
4
τ2ξ
∗
sss
2
− 1
2
τ3ξ
∗
σss
2 − 3
4
τ7 Ω η
∗
ss(ηss − )−
3
4
τ8 Ω η
∗
σs(ηss − )
+ g1 Ω
3/2
(
ξ2sss − 2ησs(ηss + )
)
+ 4g3 Ω
V
V ∗
cos 2θ ηss(ηss − ) , (5.12)
and, for the product-separable potentials, eqs (A.93)–(A.94) may be written as
τNL = τ1η
∗
ss
2 − τ2η∗ssη∗σs + τ3η∗σs2 − τ7η∗ssηss − τ8η∗σsηss + 4τη2ss , (5.13)
27
25
gNL = τ1η
∗
ss
2 − τ2η∗ssη∗σs + τ3η∗σs2 + τ3∗η∗ss +
1
4
τ2ξ
∗
sss
2 − 1
2
τ3ξ
∗
σss
2
− 3
4
τ7η
∗
ssηss −
3
4
τ8η
∗
σsηss + g1
(
ξ2sss − 2ησsηss
)
+ 4g2η
2
ss , (5.14)
where the various functions occurring in these expressions are defined by
τ1 =
1
Λ3
(cos8 α sin6 θ∗ + sin8 α cos6 θ∗) , τ4 = 2f1f2 ,
τ2 =
sin 2θ∗
Λ3
(cos8 α sin4 θ∗ − sin8 α cos4 θ∗) , τ5 = 2f1f3 ,
τ3 =
f1
2Λ2
(cos8 α sin2 θ∗ + sin8 α cos2 θ∗) , τ6 = f 21 ,
τ7 =
4f
Λ
(
cos2 α sin2 θ∗ + sin2 α cos2 θ∗
)
, τ9 = 4f1f ,
τ8 = −sin 2θ
∗ sin2 2α
2Λ2
(
cos2 α− cos2 θ∗) , τ = f sin2 2α
4Λ
,
g1 = g3 sin 2α , g2 = g3 cos 2α , g3 = − f
2Λ
(cos2 α− cos2 θ∗) . (5.15)
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5.2.1. Simplifying the trispectrum
We can now follow similar methods to those we employed previously in our simplification
of the bispectrum. A number of the terms in eqs. (5.11)–(5.14) are negligible if the
trispectrum parameters are large enough to detect. Since the trispectrum functions
pre-multiply quantities that are second order in slow-roll, in this case we neglect any
functions that are never larger than 10, rather than order of unity. The manipulations
involved are found in appendix A.4, and we now quote the results.
τNL simplified
After discarding terms that are unobservably small, we find the remarkably simple
forms for τNL as
τNL ' C
(
6
5
fNL
)2
− 12
5
fNL(η
∗
ss − f1∗) —for sum-separable ,
τNL ' C
(
6
5
fNL
)2
− 12
5
fNLη
∗
ss —for product-separable ,
(5.16)
where
C = τ
f 2
=
Λ
(cos2 α− cos2 θ∗)2 . (5.17)
A further simplification can be made by comparing the relative magnitude of the terms
in these equations. Noting that C > 1 and that f1 is at most of order unity. The second
terms in eqs. (5.16) will therefore be suppressed relative to the first by at least O(∗).
We thus find
τNL ' C
(
6
5
fNL
)2
, (5.18)
which is valid for both sum and product-separable potentials.
In ref. [170], the ratio between τNL and
(
6
5
fNL
)2
was parametrized by ANL. Peterson
et al. [196] subsequently showed that ANL = 1/r
2
c for two-field models under slow-roll,
where rc determines the fraction of the curvature perturbation which is sourced by the
horizon crossing isocurvature mode. Our result, eq. (5.18), is complementary to this
analysis, explicitly showing the form of rc in terms of the dynamics of inflation for
separable potentials.
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gNL simplified
Unsurprisingly, gNL does not simplify so neatly. After discarding terms that are unob-
servably small, gNL in the product-separable case may be written as
27
25
gNL ' τNL
(
η∗ss − ηss
η∗ss − 2ηss
)
− 6
5
fNL(2η
∗
ss + ηss)− g4ξ∗sss2 + g1
[
ξ2sss − 2ησsηss
]
, (5.19)
where g4 =
1
4
(τ3 sin 2θ
∗ cos 2θ∗ − τ2). For sum-separable potentials we obtain two addi-
tional terms, and the expression takes the form
27
25
gNL ' τNL
(
η∗ss − Ω (ηss − )
η∗ss − 2 Ω (ηss − )
)
− 6
5
fNL(2η
∗
ss + Ω (ηss − ))− g4ξ∗sss2
+ g1 Ω
3/2
[
ξ2sss − 2ησs(ηss + )
]
− 1
2
f1f
∗η∗ss
+ 4g3 Ω (ηss − )
(
V
V ∗
cos 2θηss − Ω cos 2α(ηss − )
)
. (5.20)
These formulae for gNL are once again complimentary to those derived by Peterson
et al. [196]. One advantage of our results is that, because of their explicit nature, we
can easily consider which shapes in the inflationary potential will cause the different
terms in eqs. (5.19) and (5.20) to become large. We shall return to this theme in §5.3.
Another advantage of our formulae is that the hca is easily implemented.
5.2.2. τNL heatmaps
Referring to eqs. (5.16) we see that τNL can only be large when τ or f are large. We plot
these functions side-by-side in figure 5.2. The fact that both functions peak in similar
regions of the parameter space means that the classes of models that are capable of
producing a large τNL are the same as the classes of models that can produce a large
fNL.
Simplifying the Suyama-Yamaguchi consistency relation
For canonical scalar field inflation, τNL and fNL satisfy the condition [234]
τNL >
(
6
5
fNL
)2
, (5.21)
where equality occurs for single field inflation.3 This is fully consistent with our result
(5.18), once we recall that C > 1. We plot C in figure 5.3. The interesting regions of
3See also the recent work by Sugiyama [235] claiming that this equality is broken when contributions
are included from all loops.
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Figure 5.2.: Heatmaps of f and τ on the same scale. We note that both are large in
the same regions of the parameter space. We also note that heatmaps of τ and f 2 are
visually almost indistinguishable.
this plot are those for which f is not small, as shown in figure 5.2. We see that if a
model has θ∗  1 and θ subsequently increases, then such a model will first enter the
region in which C  1 and so τNL will grow whilst fNL remains small. It is unsurprising
that τNL evolves first, since being associated with a higher order moment, it will be
more sensitive to outliers of the δN distribution and it is these that will evolve first.
For larger α, one can see that C ' 1 to a very good degree of accuracy, and the single
field relation becomes a good approximation. We note that τNL deviates more from the
single field limit C = 1 when θ∗ is fine-tuned to be closer to the θ∗ = 0 axis.
5.2.3. gNL heatmaps
We now turn our attention to consider how gNL evolves, and so consider possible rela-
tions between gNL and τNL.
The Ω = 0 case. First, we consider the case of non-vacuum dominated sum-separable
potentials for evolutions which reach Ω = 0 such that all of the observational parameters
have ceased to evolve. From eq. (5.20) we see that
27
25
gNL ' τNL − 3
5
fNL (4η
∗
ss − f1∗)− g4ξ∗sss2 . (5.22)
The fNL term in eq. (5.22) is suppressed relative to the τNL term by a relative factor of
f−1NL ×O(∗) and so may be safely neglected. In cases where ξ∗sss2 can be neglected, for
example in the absence of significant terms in the potential beyond quadratic order at
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Figure 5.3.: Heatmap of the function C illustrating the conditions required for a model
to deviate from the single field consistency result for τNL. This is only physically inter-
esting in the regions for which f is large which are close to the sides of the heatmap.
The region where C  1 overlaps with part—but not all of—the region where f is large
and one can see that this overlapping region is displaced from the sides of the heatmap.
horizon crossing, we find a relation between τNL and gNL as
27
25
gNL ' τNL . (5.23)
Next, let us look at the term g4ξ
∗
sss
2 and assess when it may be relevant. If an
inflationary potential exists for which this term is important, and such a system reaches
an adiabatic limit during slow-roll inflation, then it will have a signature such that gNL
deviates from eq. (5.23). The heatmap for g4 is plotted in figure 5.4 and we see that the
areas in which g4 is large are very small in comparison to the corresponding areas for
the τ function. Practically speaking, this ensures that one has to tune the parameters
of the model to a very high degree in order to access this region. In §5.3, we show
that, in the interesting limit where θ∗ and α are small, we can accurately approximate
2g4 ' θ∗τ . Thus a necessary (but not sufficient) condition for the ξ∗sss2 contribution to
|gNL| to be large is that θ∗τ  1. In addition, for gNL to deviate from eq. (5.23) we
require that L = θ∗ξ∗sss
2/2η∗ss
2 is not small. Potentials with L  1 therefore have the
capacity to generate |gNL|  τNL.
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Figure 5.4.: Heatmap of the function g4 which is antisymmetric about field exchange.
The very small lobe in the bottom left hand corner has positive g4, whilst the lobe in the
top right hand corner has negative g4. This pattern is repeated for g1 and g3 as seen in
figures 5.5.
Let us consider a sum-separable potential, in the case where θ∗  1; to leading order
in θ∗ we find
η∗ss
2 = η∗χ
2 , ξ∗sss
2 = ξ∗χ
2 , θ∗ =
√
∗χ/
∗
φ . (5.24)
Expanding out the slow-roll parameters in terms of potential derivatives, one finds that
L ' V,χV,χχχ/2V 2,χχ. If one considers a general power-law potential U(χ) = U0χn then
L = 0 for n = 0, 1, 2 and L 6 1/2 for n > 3. On the other hand, for an exponential
potential U(χ) = U0e
λχ then L = 1/2. In these two cases we would therefore not expect
to find a deviation from eq. (5.23) beyond a factor of 2. It is interesting to note that
a potential of the form U(χ) = a ln(χ − b) for constants a and b has L = 1 and so for
such a potential the two leading order terms in gNL exactly cancel and so gNL is of order
fNL ×O(∗).
We now ask if there are potentials with L  1. Considering polynomial potentials
V (χ), the necessary condition is for the potentials to possess a linear term, a negligible
quadratic term and at least one term beyond quadratic order. The simplest such
potentials have a sloping inflection point of the form U(χ) = U0 + hχ+
1
6
λχ3. Nearby
the inflection point one has ηχ ' 0 whilst θ ξ2χ = M3plhλ/U20 and so L diverges. We shall
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examine such an inflection point further in §5.4.3.
The Ω 6= 0 case: It is considerably harder to make concrete statements about the
value of the trispectrum parameter gNL, and its relation to τNL, when Ω 6= 0. We can
take a step in this direction by plotting the heatmaps for the remaining functions g1 and
g3 which appear in the expressions (5.19) and (5.20). These are shown in figure 5.5.
The similarity between these plots, and those of f and τ , tells us that the types of
inflationary potential, and initial conditions, that can give rise to a large gNL are similar
to those that may give rise to a large fNL and τNL. No new regions of interest appear
for gNL which were not present for fNL.
Figure 5.5.: Plots of g1 and g3 on the same scale as used for the other heatmaps. We
note that they are very similar and are anti-symmetric under field interchange. Both
are large in the same regions of the parameter space as τ .
The Ω ' 1 case: Finally, we consider the case Ω ' 1. This arises for vacuum
dominated potentials, and so can be relevant for models where inflation is terminated
suddenly, perhaps through a waterfall transition. During a vacuum dominated phase of
evolution, the fields evolve only very slowly, and likewise turns in field space progress
slowly.
It is instructive to consider how the non-Gaussianity parameters given by eqs. (5.8),
(5.18) and (5.20) may be approximated for Ω ' 1, θ  1 and an isocurvature power-law
potential of the form V (χ) ∝ χn where we presume n to be a positive integer greater
than or equal to 2. In the regime of interest where θ  θ∗ (such that the functions
f and τ may be large) we require |χ|  |χ∗|. If n = 2, such that the potential has
a parabolic shape, then ηss is approximately constant and from eq. (5.20) for gNL we
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see that the first term will be negligible in this case. Furthermore, if the potential is
well-described by an expansion to quadratic order we see that the other terms in gNL
are also suppressed with respect to fNL and so gNL is not large. This was the case found
by Byrnes et al. [215] in their study of vacuum dominated quadratic potentials.
However, for n > 3 the situation is different. The isocurvature mass ηss is now
a function of χ and |ηss| will grow as |χ| grows. In the regime of interest, where
|χ|  |χ∗|, we find that 27
25
gNL ' 12τNL from the first term in eq. (5.20) and so it is clear
that gNL is not generally a vanishing quantity when the potential is described by terms
beyond quadratic order. We note that the remaining terms in eq. (5.20) for gNL will
mostly be small in this limit, but we will anticipate that the g1ξ
2
sss term will contribute
notably to the value of gNL during this transient evolution. We shall look at the specific
case of n = 3 in §5.3.3.
5.3. Shapes in the inflationary potential
An important feature of the results obtained in the previous section is that particular in-
flationary dynamics—mediated by particular shapes in the inflationary potential—lead
to interesting evolution of non-Gaussianity. In this section we consider this correspon-
dence in greater depth, demonstrating how our formulae for fNL, τNL and gNL can be
used to make both qualitative and quantitative predictions for the evolution of bi and
tri-spectra as the fields evolve over generic features in the inflationary potential. Moti-
vated by the analyses in the previous sections, as well as other work [184, 197, 215, 232],
we consider potentials with one of the following three general features: a ridge, a valley
or an inflection point.
An important outcome of our analysis is that it provides simple expressions which
give the sign and the peak values of the non-Gaussianity generated by these generic
potential features. By Taylor expanding any given potential about the initial conditions,
it is often possible to approximate the actual potential by one of these features over a
range of field values. The dominant term in such a Taylor expansion will be a constant,
justifying the subsequent analysis to presume α = θ. This method allows quantitative
predictions to be obtained readily [197], without the need for detailed calculations in
each case.
Our heatmap analysis found that large non-Gaussianity parameters require small
angles in the parameter space which correspond to potentials for which the motion
is highly aligned to one of the field directions. We take this to be φ without loss of
generality. We can then expand the functions such as f in the limit where θ∗ and α = θ
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are small to find
f ' θ
6
(θ4 + θ2∗)2
, τ ' θ
8
(θ4 + θ2∗)3
, (5.25)
and the other parameters are related as g1 ' θτ , 2g3 ' τ and 2g4 ' θ∗τ . We now
consider each feature in turn.
5.3.1. Ridges
The simplest possible ridge that we can consider takes the form
V = V0 + gφ− 1
2
m2χχ
2 , (5.26)
where g and mχ are taken to be positive and the V0 term dominates. Since the potential
is vacuum dominated and Ω ' 1, the product-separable and sum-separable formulae
for fNL, τNL and gNL are identical if  ηss. To be consistent with our sign convention
we stipulate that χ < 0 such that V,I > 0 and 0 6 θ 6 pi/2. The initial conditions
are fine-tuned such that the field initially moves almost parallel to the top of the ridge,
with θ & 0. The isocurvature direction is therefore almost precisely the χ direction,
and ηss ' −m2χ/W0 is a constant. This then gives
6
5
fNL ' fη∗χ , τNL ' τη∗χ2 ,
27
25
gNL ' 18
5
fNL η
∗
χ . (5.27)
In this case gNL is subdominant, even to fNL, and so we do not consider this further.
The peak value of fNL and τNL can then be found by maximising the functions f and
τ as θ varies. They peak when θ2 =
√
3θ∗ and θ2 =
√
2θ∗ respectively and so
6
5
fNL|max '
3
√
3
16
η∗χ
θ∗
, τNL|max '
4
27
η∗χ
2
θ2∗
. (5.28)
The sign of fNL is negative due to the sign of η
∗
χ, and the amplitude of fNL reaches its
peak after τNL. The peak of τNL is only slightly larger than the square of
6
5
fNL|max, but
due to the difference in peaking times it is quite possible to have τNL  |fNL|.
Direct ridge calculation for fNL
We now show that these results can be approximately derived from a direct calcula-
tion [197] that does not require the analytic formalism developed in this chapter. The
results work surprisingly well, even when the slow-roll approximation begins to break
down. For simplicity we consider only the bispectrum. This provides a useful validation
and helps to develop further qualitative intuition.
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Evolution of trajectories. Measuring length along each trajectory by the energy
density, the slow-roll evolution equations are
dφ
dV
=
g
g2 +m4χχ
2
, (5.29)
dχ
dV
=
−m2χχ
g2 +m4χχ
2
. (5.30)
According to (5.30), a trajectory emanating from (V∗, χ∗) and evolving to (Vc, χc) sat-
isfies
m2χ
2
(χ2c − χ2∗) +
g2
m2χ
ln
χc
χ∗
= V∗ − Vc . (5.31)
Restricting our attention to the early stages of the turn for which |χc|  |g|/m2χ,
then the logarithm dominates on the lhs of eq. (5.31) and the trajectories disperse
exponentially as the potential drops. We note that |χc| = |g|/m2χ defines the point at
which the bundle is exactly halfway through the turn towards the χ direction.
This leads to the following physical picture: Trajectories begin close to the ridge
with a Gaussian profile. Elements of the bundle furthest from the ridge top are the
first to ‘turn’ and fall from the ridge. Such bundle elements then rapidly hit subsequent
uniform density hypersurfaces and so generate a large tail of negative δN which will
be measured by parameters such as fNL. This picture is illustrated in figure 5.6 from
which it is physically clear that fNL will become negative as the bundle begins to fall
from the ridge.
One can further understand why it is possible for fNL to become large from this ridge
mechanism. By its definition, a large fNL requires growth of the three point statistics,
but without significant growth of the two point statistics. In the early stages of the
turn, only the periphery of the bundle is affected, leading to a growth of 〈ζζζ〉 but not
〈ζζ〉 and so the desired conditions are obtained. We note that this intuition leads us to
hypothesise that higher-order moments of the δN distribution will typically evolve first
during turning in phase space, and therefore higher order non-Gaussianity parameters
will also typically evolve first. We shall see examples of this behaviour in §5.4.
δN analysis. In order to obtain an alternative approximation of eq. (5.28), we now
translate to ζ and repeat the above analysis in the language of the δN method. Consider
two trajectories rolling along the top of the ridge which are initially separated by a dis-
tance (δφ∗, δχ∗). In this region, surfaces of constant energy density practically coincide
with surfaces of constant φ. Therefore, to bring this pair of trajectories to a common en-
ergy density V = V∗ requires a small excess expansion δN ≈ (2∗φ)−1/2M−1pl δφ∗. The sub-
sequent expansion between different uniform density hypersurfaces is then parametrized
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Figure 5.6.: Schematic demonstration of how a ridge may generate a large non-linear
δN distribution. Those bundle elements that start furthest from the ridge top (i.e.
those with larger |χ∗|) are the first to fall. They then reach a nearby uniform density
hypersurface Vturn quickly and so N decreases non-linearly with χ
∗. Noting χ < 0, N,χ
is positive and N,χχ is negative, and so fNL will be negative.
by the perturbation δχ∗.
Passing to the limit where δφ∗ and δχ∗ become infinitesimal and using eq. (5.30),
we conclude that on arrival at V = V c the trajectories have experienced expansion
histories which differ by
dN ≈ 1√
2∗Mpl
dφ∗ + 2M−2pl m
4
χ dχ∗
∫ Vc
V∗
V dV
[g2 +m4χχ
2]2
χ
(
∂χ
∂χ∗
)
V
, (5.32)
where the partial derivative is to be evaluated at constant V . Invoking the chain
rule, eq. (5.32) determines all derivatives of N . We find
N,χχ = 2M
−2
pl m
4
χ
∫ Vc
V∗
V dV
[g2 +m4χχ
2]2
[
g2 − 3m4χχ2
g2 +m4χχ
2
(
∂χ
∂χ∗
)2
V
+ χ
(
∂2χ
∂χ2∗
)
V
]
. (5.33)
So far our considerations have been general.
Prior to the turn, eq. (5.31) makes ∂2χ/∂χ2∗ negligible whereas ∂χ/∂χ∗ ≈ χ/χ∗ is
exponentially growing. Substituting eq. (5.31) for χ(V ) we can then integrate these
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expressions to find
N,χ ≈ −
m2χVc
M2plg
2
(
χ2c
χ∗
)
, (5.34)
N,χχ ≈ N,χ
χ∗
. (5.35)
Initially, N,χ and N,χχ are small in comparison with N,φ and N,φφ. In addition,
N,φχ ≈ −m2χχ∗/gM2pl is constant and can safely be neglected. Therefore ζ is dominated
by the fluctuation in φ, which is practically Gaussian. Using (3.64), we find
6
5
fNL ≈
[
2∗ −
(
N,χ
N,φ
)3 g2M2pl
V∗χ∗
+O
(N,χ
N,φ
χ∗
)][
1 +
N2,χ
N2,φ
]−2
. (5.36)
While |N,χ|  |N,φ|, the first term dominates and eq. (5.36) gives |fNL| ∼ ∗  1. As the
trajectory moves away from the ridge, N,χ becomes increasingly important whereas N,φ
is constant. When |N,χ| and |N,φ| are comparable, fNL is dominated by the second term
in (5.36) this causes a ‘spike’ in fNL. Estimating the peak to occur when |N,φ| ≈ |N,χ|,
we find
fNL|peak ≈ −
√
2∗
Mpl
|χ∗| , (5.37)
In this expression, and similar ones below, the numerical prefactor is uncertain by an
O(1) quantity which depends on the precise balance between N,φ and N,χ at the peak.
We can see that this analysis recovers the same scaling as eq. (5.28), as expected.
On approach to the spike, eq. (5.36) predicts that fNL is negative and growing like
(χ/χ∗)6. Subsequently, χ continues to increase and |N,χ| eventually dominates |N,φ|.
In this region ζ is composed almost entirely of the χ fluctuation. The non-Gaussianity
then decays like (χ/χ∗)−2. These estimates of the growth rate and decay rate are valid
before the turn, where χ is growing exponentially.
Dropping numerical factors of order unity and using χturn = −g/m2χ to estimate fNL
when the fiducial trajectory passes the turn, we find
fNL|turn ∼ ηχ|turn . (5.38)
This is much less than eq. (5.37) and corresponds to a time well after the ‘spike’. We
can understand the smallness of eq. (5.38) because this is when the core of the bundle
is part way through its turn and so the two-point statistics have grown to mask the
growth of the three-point statistics.
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5.3.2. Valleys
The simplest possible vacuum-dominated valley takes the form
V = V0 +
1
2
m2φφ
2 +
1
2
m2χχ
2 , (5.39)
where mφ and mχ are taken to be positive and the V0 term dominates. We again
consider θ∗  1, and assume that mφ  mχ, so that the initial motion is almost
exactly parallel to the φ direction. Once again, therefore, the isocurvature direction is
well approximated by the χ direction, and ηss = m
2
χ/W0 is again constant. This then
gives expressions for fNL, τNL and gNL which are identical to those in eq. (5.27), but
we note that the signs of fNL and gNL are now reversed. We can also understand the
growth and positive sign of fNL intuitively as shown in figure 5.7.
Figure 5.7.: Schematic demonstration of how a valley may generate a large non-linear
δN distribution. The bundle initially evolves down the steep φ axis and those trajectories
further from the χ = 0 axis experience a larger velocity in the χ direction. This leads to
a non-linear compression of the bundle. At the valley bottom the bundle turns into the
shallow χ direction. At the turning point, those bundle elements that started furthest
from the φ axis have further to travel to the global minimum. The shallowness of the
potential along the χ axis magnifies this into a large non-linear δN . One can see that
N,χ and N,χχ are both positive and so fNL will be positive.
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5.3.3. Inflection points
The analysis of §5.2.3 with Ω ' 1 illustrated how gNL is negligible for inflationary po-
tentials that are approximately quadratic, but that gNL ∼ τNL for potentials with cubic
or higher order shapes. We now consider the simplest such shape, with an inflection
point of the form
V = V0 + gφ+
1
6
λχ3 . (5.40)
Such a potential is also motivated by studies of d-brane inflation [236]. The regime of
interest is close to but below the inflection point with |χ|  1 such that θ  1. The
non-Gaussianity parameters are only large in the regimes where f or τ are large, which
requires |χ|  |χ∗|. In this limit we find that the leading order non-Gaussianity is given
as
6
5
fNL ' 2fηss , τNL ' 4τη2ss ,
27
25
gNL ' 5
8
τNL . (5.41)
For a general power-law potential, the numerical relation between gNL and τNL will take
a different value. Since gNL simply follows the evolution of τNL, we need only calculate
the peak values of fNL and τNL as
6
5
fNL|max ' −1.08
|ξ∗sss|
θ∗3/4
, τNL|max ' 1.48
ξ∗sss
2
θ∗3/2
. (5.42)
where these peaks respectively occur when θ2 =
√
3 θ∗ and θ2 =
√
13/3 θ∗.
5.4. Concrete Models
In §§5.1–5.3 we have developed a qualitative and quantitative understanding of non-
Gaussian evolution in two-field inflationary models. In this section we demonstrate the
usefulness of these tools, illustrating them with concrete examples of simple models
which can produce large values of τNL and/or gNL.
5.4.1. Two-field hybrid inflation
Our first example is the two-field hybrid model studied in §4.2 and extensively else-
where [50, 184, 185, 213–217, 237–241]. We are returning to this example because it
provides a simple scenario for demonstrating some of the intuition that we have de-
veloped. Until the time at which the waterfall field becomes operative, the effective
potential may be written in the simple form
V = V0
(
1 +
1
2
ηφφ
2 +
1
2
ηχχ
2
)
, (5.43)
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Let us restrict our attention to the case in which ηφ and ηχ are both positive, and so the
potential has a valley-like shape during inflation. This provides an illustrative example
of our discussion in §5.3.2. If either ηφ or ηχ were negative, the potential would contain
a ridge. We further assume that ηφ > ηχ, and that the initial conditions are such that
0 < χ∗  Mpl, whilst φ∗ ∼ O(Mpl) is significantly displaced from zero. Hence, the
trajectory initially rolls towards the minimum along the φ axis before turning and rolling
very slowly towards the χ axis. This is precisely the scenario depicted in figure 5.7.
These initial conditions imply a small θ∗, and since the potential is vacuum-dominated,
α ' θ and the heatmaps are particularly simple to interpret. The initial (horizon cross-
ing) condition corresponds to a position on the diagonal in the bottom left hand corner
of any given heatmap. As the trajectory begins its slow turn into the valley, the point
on the heatmap proceeds vertically upwards and we can see that a strong non-Gaussian
signal is expected during the early stages of the turn. When the angle grows larger,
the trajectory moves out of the regions of the heatmaps where f and τ are large and so
the non-Gaussianity decays. Since the large non-Gaussianity occurs during the early
stages of the turn we see that ηss ≈ ηχ is a constant whilst all components of the ξ2ijk
parameter are zero.
In figure 5.8 we show how fNL, τNL and gNL evolve for the potential (5.43). This
evolution uses the full analytical formulae derived in §3.5 and so provides a test of our
subsequent simplifications. The parameter values used are ηφ = 0.09 and ηχ = 0.0025
with the initial conditions taken as φ∗ = 0.9Mpl and χ∗ = 0.001Mpl. The evolution of
the trispectrum is exactly as we expect: fNL and τNL both begin at negligible values,
grow to large positive peaks and then decay again to negligible values. We confirm that
the peak amplitudes are as expected from eq. (5.28) to within 10%. Furthermore, we
see that τNL peaks before fNL in agreement with the discussion regarding eq. (5.18) and
also in agreement with the results in §5.3.2. This quadratic shape of the potential also
gives a small gNL as expected.
After 60 efolds, where we assume the evolution is terminated by the waterfall field, we
find ns = 1.07, which is clearly in violation of the wmap bounds on the spectral index,
which demands a red spectral tilt for priors of zero running and zero tensor–scalar ratio.
We do not therefore consider this model a viable candidate for inflation. Moreover, we
know that there does not exist a choice of parameters or initial conditions (where both
fields are less than the Planck scale) which can support a red tilt [184]. Nevertheless,
we still consider the model a useful illustration of our analysis, and in particular as an
example of a potential with a valley feature.
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Figure 5.8.: Analytic evolution of non-Gaussianity for the two-field hybrid potential
(5.43) with parameter values as described in the text. The solid blue line shows the
evolution of sign(fNL)(6/5fNL)
2, τNL is shown by the dashed green line, and gNL is
negligible as shown by the dot-dashed red line.
5.4.2. Axion-quartic potential
We now consider a modification of the axion-quadratic model of §4.2. The quadratic
potential is replaced with a quartic with the effect that it is also possible to achieve
a consistent spectral index, in addition to achieving a large non-Gaussianity. Whilst
this is not necessary insofar as providing a test of our analytic results, it is comforting
to know that it is possible for such models to be made observably consistent. The
potential takes the form
V =
1
4
gφ4 + Λ4 (1− cos (2piχ/f)) . (5.44)
We take initial conditions such that χ∗ is close to the hilltop region χ∗ . f/2, while φ
starts its evolution at a large field value (φ∗ ≈ 23Mpl is required for roughly 60 efolds),
the velocity is initially almost entirely in the φ direction and rolls along the ridge defined
by χ = f/2. The initial angle θ∗ is therefore close to zero, and as the trajectory slowly
turns off the ridge, θ increases.
From the heatmaps, one can see that the initial growth of the angle θ will lead to
an increase in the magnitude of fNL and τNL as α passes up through the ‘hot-spot’
region where f and τ peak. After the initial turn from the ridge-top, the trajectory will
fall quickly down the steep side of the ridge, before turning back towards its original
direction as it reaches the valley bottom. This leads to a decrease of α back through
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the hot-spot region once more. Importantly, the potential V drops by a small (but
non-vanishing) amount between these two turns. From eq. (5.10) this means that the
initial growth of α is slightly larger than the subsequent decay and so α will not make
it to zero as θ → 0. Instead, it will end up with a small positive value. We therefore
expect the non-Gaussianity parameters may take large constant values asymptotically,
where we also know that the phase space trajectory ends up in a valley and so the
asymptotic formula 27gNL/25 = τNL in eq. (5.23) will be an accurate prediction.
In figure 5.9 we give the full analytic evolution of fNL, τNL and gNL for a specific
realisation of this model. The parameter values chosen are f = 1Mpl and Λ
4/g =
(25/2pi)2M4pl, with the overall normalisation fixed to agree with wmap 7-year power
spectrum amplitude. The initial conditions are φ∗ = 22.5Mpl and χ∗ = f/2− 0.001Mpl
which gives us the hca value of α as 0.022 which is small in agreement with the above
discussion. In this case, the final constant spectral index has a value of ns = 0.949
which is within the wmap 7-year 95% contours. The evolution is exactly as we expect,
with fNL and τNL both beginning with negligible values and fNL then evolving to a large
negative peak, while τNL grows to a large positive one, before both peaks decay. Despite
inflation ending soon after the axion rolls, the peak values of fNL and τNL are described
by the formulae in §5.3.1 with about 30% accuracy. The subsequent evolution is also
interesting. As the trajectory evolves into the valley there is a positive spike in fNL,
typical of this evolution. We see that there is a delay between the evolution of fNL and
τNL as we expect from our discussion in §5.3.1. Finally, the constant asymptotic values
of fNL, τNL and gNL are reached where we find 27gNL/25 = τNL holds very well. In
this case τNL ≈ (6/5fNL)2, though this is not as a consequence of reaching an adiabatic
regime, unlike the relation between τNL and gNL.
5.4.3. Inflection point model
The discussion in §5.2.3 motivated sloping inflection features in the potential as a
scenario in which the condition gNL  τNL might be found in an adiabatic regime
where Ω → 0. We now present such a model, but note that severe tuning is required
to find parameters such that gNL is both large and dominant in the adiabatic limit.
We expect, therefore, that the simple relation (5.23) will hold for the vast majority of
models.
We choose an inflection potential similar to that studied in ref. [232] which takes the
form
V = V0
(
1
4!
φ4 + U0 + hχ+
1
3!
λχ3 +
1
4!
µχ4
)
. (5.45)
The value of V0 is fixed by the wmap power spectrum, and there is an inflection point
feature at χ = 0. We further assume that U0 and µ are fixed by the requirement
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Figure 5.9.: Evolution of sign(fNL)(6/5fNL)
2 (solid blue line), τNL (dashed green line),
and gNL (dot-dashed red line) for the axion-quartic model discussed in the text, calculated
using the analytic formulae presented §3.5.1.
that there is a minimum of the potential at χmin = −F , where F is taken to be
positive. We note that beginning some way above/below the inflection point leads to a
negative/positive asymptotic value of fNL as explored in ref. [232].
From an exploration of the parameter space for this model we have found it very
difficult to obtain a large and dominant gNL whilst satisfying the constraints of slow-
roll. We present a compromise scenario where the χ field rolls when  ∼ 0.3. Such
a model has parameter values h = 0.05M3pl, λ = 10
4Mpl and F = 0.1Mpl and the
evolution begins with φ∗ = 22.5Mpl and χ∗ = 0.4 We compare the evolution from our
analytic expressions to the numerical non-slow-roll evolution calculated using a finite-
difference code identical to that used in chapter 4. When the deviation from slow-roll
is not too large, the non-slow-roll evolution mimics a superposition of the slow-roll
evolution and small rapid oscillations. We therefore find that our analytic results are
surprisingly applicable when slow-roll begins to break. For this example, the analytic
spectral index is ns = 0.964 and this is within 1% of the non-slow-roll value. Our
calculation gives gNL = −432 which agrees with the non-slow-roll code to within a
factor of two. In general, if the evolution of observables for a given model has not
settled down to a constant value before the end of slow-roll inflation then one must use
numerical methods to obtain an accurate result. However, a crude estimate is very easy
4A realistic application of our formulae requires that the model is insensitive to changes in the
horizon crossing conditions within the range of the quantum scatter. Such changes do not affect
the predictions of this model.
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to calculate through the slow-roll analysis. To conclude, in this final example we have
tried to engineer a model to break from the simple result 27gNL/25 = τNL but we have
found that this is very hard to achieve.
Summary. In this chapter we have developed intuition about the relation between in-
flationary dynamics and the evolution of primordial non-Gaussianity. We have followed
the methodology of Byrnes et al. [185] which has the great benefit of not requiring us to
specify the form of the separable inflationary potential. Following Elliston et al. [157]
and Elliston [231], we have shown that the bispectrum analysis of Byrnes et al. [185]
may be simplified, leading to stronger conclusions. We also extend this method to the
trispectrum, showing that the types of inflationary dynamics that can give rise to a
large bispectrum are similar to those that generate a large trispectrum. We also derive
new relations between the non-Gaussianity parameters, showing that the trispectrum
parameters may be related as 27gNL/25 = τNL for the vast majority of hca scenarios.
This analysis motivated us to consider the role of generic shapes in the inflationary
potential as sources of non-Gaussianity, including ridges, valleys and inflection points.
6. Generalised single field inflation
In this final chapter we consider the observational consequences of various
generalisations to chaotic inflation that arise in low energy effective string
theory. We begin in §6.1 with a review of standard chaotic inflation. The
α′ corrections from string theory, as motivated in §1.4.1, are then added to
the chaotic inflationary scenario in §6.2. Subsequent sections then focus on
particular α′ terms: §§6.4–6.6 consider non-minimally coupled Higgs inflation
with a non-canonical kinetic term, as well as Brans-Dicke theories. Gauss-
Bonnet assisted inflation is included in §6.7 and Galileon inflation is considered
in §6.8. For each scenario we derive theoretical predictions which we then
constrain using current observational data. This follows our work in ref. [89].
“Everything should be made as simple as possible,
but not simpler.”
—Attributed to Albert Einstein.
6.1. The predictions of standard chaotic inflation
Linde’s chaotic inflation model [47] is one of the simplest candidate models of inflation.
It has an action of the form
S =
∫
d4x
√−g
[
M2pl
2
R +X − V0ϕp
]
, (6.1)
where V (ϕ) = V0ϕ
p is the inflationary potential with constants {V0, p} and the kinetic
energy takes the canonical form X = −gµν∂µϕ∂νϕ/2. Our interest will mainly be
with the cases p = 2 and p = 4 which take the forms V = m2ϕ2/2 and V = λϕ4/4
respectively. We note that the mass m has dimension of Mpl whereas λ is dimensionless.
The potential slow-roll parameters  and η can be calculated from eqs. (1.31) and (1.32)
as
 =
M2pl
2
p2
φ2
, η = M2pl
p(p− 1)
φ2
. (6.2)
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For reasonable positive values of p, slow-roll inflation occurs in the regime φMpl. For
the remainder of this chapter we restrict ourselves to φ > 0 without loss of generality.
Note that we use ϕ for the fully-perturbed field and φ for the background field, as
consistent with the rest of this thesis.
Since this is a single field model, it does not have appreciable infrared dynamics and
so its predictions are robustly found a few efolds after horizon exit. These follow di-
rectly from the general formulae derived in chapter 3 and their analytic approximations
derived in §3.4. We note that the horizon crossing approximation is valid in this sce-
nario and so we may employ expressions such as eq. (4.5) to find the adiabatic values
of the δN coefficients. At lowest order in slow-roll these follow as
N,φ =
φ∗
M2pl p
, N,φφ =
1
M2pl p
. (6.3)
Using the formulae of §3.3.6 we therefore find adiabatic values for inflationary observ-
ables at leading order to be
Pζ = H
2
∗
8pi2M2pl
∗ , (6.4)
nζ − 1 = −2∗
(
1 +
2
p
)
, (6.5)
6
5
f localNL =
2∗
p
, (6.6)
r = 16∗ = −8nt. (6.7)
We note that not all positive values of the parameter p are compatible with observational
constraints. The simplest possible model V = m2ϕ2/2—dubbed vanilla inflation—is
compatible with observational data, whereas the self-coupling potential V = λϕ4/4 is
not. We now explain briefly where the discrepancy with observational data arises.
The scalar spectral index nζ has the correct sign for all positive values of p; not
all values of p will be observationally viable but p = 2 and p = 4 are within the 2σ
bounds. The tensor–scalar ratio r is small, but with increasingly precise bounds on
gravitational waves, larger values of p are ruled out. One may see this by expressing
the slow-roll parameter ∗ in terms of the number of efolds of inflation as ∗ ≈ p/4N .
The tensor–scalar ratio then becomes r = 4p/N . Since we require about 55 efolds of
observable inflation, we find r ≈ 0.15 for p = 2 and r ≈ 0.29 for p = 4. Comparing to
the data shown in figure 3.1, the self-coupling potential is disfavoured since it predicts
a tensor–scalar ratio in excess of observational constraints.
The self-coupling potential V = λϕ4/4 also suffers from a problem of requiring very
small parameter values. This arises from the scalar power spectrum amplitude Pζ which
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may be theoretically fixed by the constant λ. However, for 55 efolds of inflation, one
recovers the observed value of Pζ (given in eq. (3.6)) for λ ∼ 10−13. Such a small
coupling constant is not the generic prediction of particle physics where coefficients
nearer to order of unity are generally expected.
Finally, we see that there is a negligible bispectrum for these simple chaotic inflation-
ary models. This is unsurprising since the single field, canonical and slow-roll nature
of chaotic inflation ensures that a negligible bispectrum follows immediately from Mal-
dacena’s theorem [54].
6.2. Including α′ corrections
In §1.4.1 we discussed the task of embedding chaotic inflation within string theory and
how this could lead to α′ modifications of the action (6.1) including:
• Non-minimal coupling of the inflaton ϕ to the Ricci scalar,
• Non-canonical kinetic terms,
• Higher derivative quantum gravity terms such as the Gauss-Bonnet (gb) term
G ≡ R2 − 4RαβRαβ +RαβγδRαβγδ,
• Non-linear field interactions such as the Galileon term J(ϕ,X)ϕ.
The gb term and the Galileon interaction J(ϕ,X)ϕ give rise to second-order field
equations. This property is welcome since it avoids the propagation of extra degrees of
freedom which may lead to negative kinetic energy states known as the Ostrogradski
instabilities or ghosts.
A key question is to determine the observational consequences of such α′ terms for
different models of inflation such as the chaotic inflationary model. For example, in §6.1
we illustrated that the ‘bare’ self-coupling potential V = λϕ4/4 is disfavoured by obser-
vational constraints on the tensor–scalar ratio r and furthermore there was a difficulty
to explain the very small coupling constant required. It is interesting to see whether
these problems may be addressed through the inclusion of additional ingredients into
the action, in particular those motivated from string theory which may be naturally
expected to be present.
For the self-coupling potential, it has been shown that multiplying the Ricci scalar
by a non-minimal coupling of the form 1− ζϕ2/M2pl allows us to realise larger values of
λ (it should be clear from the context whether ζ is referring to the curvature pertur-
bation or the non-minimal coupling). Furthermore, the self-coupling potential becomes
observationally viable in the limit where ζ is negative and |ζ|  1; the tensor–scalar
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ratio reduces to the order of 10−3 with the scalar spectral index nζ ≈ 0.96 [242–248].
Recently, there has been renewed interest in non-minimally coupled inflation models by
identifying the inflaton as the Higgs boson appearing in the standard model of particle
physics (for example see ref. [74]).
The self-coupling model may also be saved by the introduction of the nonlinear
kinetic interaction (1/M3)Xϕ. This interaction is invariant under Galilean symmetry
∂µϕ→ ∂µϕ+bµ in Minkowski spacetime, where bµ is a constant vector. For this type of
model and a self-coupling potential, it was recently shown that the tensor–scalar ratio
can reduce to r ≈ 0.18 [249]. Moreover, the coupling constant λ may attain a more
natural value of order λ ∼ 0.01. We expect a modification of this result given our choice
of a more general function J(ϕ,X) that is a differentiable function of both ϕ and X.
With these motivations in mind we incorporate the various generalisations into a
general action of the form
S =
∫
d4x
√−g
[
M2pl
2
F (ϕ)R + ω(ϕ)X − V (ϕ)− ξ(ϕ)G − J(ϕ,X)ϕ
]
, (6.8)
where F (ϕ), ω(ϕ) and ξ(ϕ) are differentiable functions of ϕ. The field ϕ can be identified
as a dilaton coupled to all the terms in the Lagrangian. De Felice and Tsujikawa [88]
considered an action of the form (6.8), deriving the background field equations and
slow-roll parameters, as well as the second and third order perturbations from which
they derived expressions for those observational quantities of interest in our study.
We review these results in §6.3. Our aim is to constrain the analysis of ref. [88] by
confronting various different inflationary scenarios with current observational data.
We note that the bispectrum for the action (6.8) was also studied in ref. [88] although
we shall not consider this here. This is because a large non-Gaussianity was shown
to arise only if the sound speed cs is small—and we shall show that cs ≈ 1 for the
action (6.8) in the cases that we consider. The prediction of a negligible bispectrum is
significant because the inflationary models considered in this chapter can be ruled out
if observations detect a non-zero bispectrum.
Routemap
For the purposes of analysing the general action (6.8) we consider each of the additional
terms (those not present in eq. (6.1)) individually. This will allow us to assess how each
of these α′ corrections affect inflationary observables without the analysis becoming
intractable. This is also pragmatic, since we do not presently have sufficient data to
constrain every term in eq. (6.8) simultaneously. For non-minimally coupled models,
we shall move to the Einstein frame, as discussed in §6.4. In this frame we shall
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consider non-minimally coupled Higgs inflation and a non-canonical kinetic term ω(ϕ)X
in §6.5. In §6.6 we consider Brans-Dicke theories which have explicit couplings ϕR and
(ωBD/ϕ)X. We consider gb coupling in §6.7 and Galileon coupling in §6.8.
The theoretical predictions of each of these scenarios will be largely determined an-
alytically, although we shall use some numerical methods where appropriate. We will
calculate the scalar power spectrum Pζ , the scalar spectral index nζ and the tensor–
scalar ratio r. The scalar power spectrum will provide us with the value V0 as discussed
in §6.1, leaving the scalar spectral index and the tensor–scalar ratio to constrain the
remaining parameters. The value of the tensor power spectrum Pt is effectively con-
strained through the tensor–scalar ratio r.
In some instances we shall compare the results to existing 1σ and 2σ likelihood con-
tours, as produced from joint analysis of data from wmap 7-year [7], bao [27] and
hst [28]. For consideration of gb and Galileon corrections, we shall use the Cosmo-
logical Monte Carlo (cosmomc) code [250]. In addition to wmap, bao and hst data,
we also use lss [251], supernovae type ia (snia) [29] and bbn [252], by assuming a
Λcdm universe. In these cases we shall calculate the tensor spectral index nt which is
a required constraint in cosmomc.
6.3. Background theory
This section briefly reviews the work of de Felice and Tsujikawa [88] who provided a
detailed theoretical analysis of the generalized action (6.8). Working with a metric of
the spatially flat flrw form (1.1), the background equations of motion are given by
{E1, E2, E3} = 0 where
E1 ≡ 3M2plFH2 + 3M2plHF˙ − ωX − V − 24H3ξ˙ − 6Hφ˙XJ,X + 2XJ,φ , (6.9)
E2 ≡ 3M2plFH2 + 2M2plHF˙ + 2M2plFH˙ +M2plF¨ + ωX − V − 16H3ξ˙
− 16HH˙ξ˙ − 8H2ξ¨ − J,X φ˙X˙ − J,φφ˙2 , (6.10)
E3 ≡ (ω + 6Hφ˙J,X + 6Hφ˙XJ,XX − 2XJ,φX − 2J,φ)φ¨
+ (3ωH + φ˙ ω,φ + 9H
2φ˙J,X + 3H˙φ˙J,X + 3Hφ˙
2J,φX − 6HJ,φ − J,φφφ˙)φ˙
− ω,φX + V,φ − 6M2plH2F,φ − 3M2plH˙F,φ + 24H4ξ,φ + 24H2H˙ξ,φ . (6.11)
Only two of the above equations are independent due to the Bianchi identities which
prescribe that
φ˙E3 + E˙1 + 3H(E1 − E2) = 0 . (6.12)
The combined equation, (E2 − E1)/(M2plH2F ) = 0, provides us with a formula for
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the slow-roll parameter H as
H ≡ − H˙
H2
= − F˙
2HF
+
F¨
2H2F
+
ωX
M2plH
2F
+
4Hξ˙
M2plF
− 8H˙ξ˙
M2plHF
− 4ξ¨
M2plF
+
3φ˙XJ,X
M2plHF
− φ¨XJ,X
M2plH
2F
− 2XJ,φ
M2plH
2F
. (6.13)
Since H  1 during inflation, the modulus of each term on the rhs of eq. (6.13) is
much smaller than unity. We do not consider the alternative scenario in which some of
the terms on the rhs may be large but cancel in such a way that H is still small. This
leads us to introduce the following slow-roll parameters
δF ≡ F˙
HF
, δX ≡ ωX
M2plH
2F
, δξ ≡ Hξ˙
M2plF
, δJX ≡ φ˙XJ,X
M2plHF
,
δφ ≡ φ¨
Hφ˙
, δJφ ≡ XJ,φ
M2plH
2F
, ηF ≡ δ˙F
HδF
, ηξ ≡ δ˙ξ
Hδξ
,
(6.14)
which lead to the relations
F¨
H2F
= δF (δF + ηF − H) , ξ¨
M2plF
= δξ(δF + ηξ + H) . (6.15)
We may now substitute these slow-roll parameters into our expression for H in eq. (6.13)
to obtain
H =
2δX − δF + 8δξ + 6δJX − 4δJφ + δF (δF + ηF )− 8δξ(δF + ηξ)− 2δφδJX
2 + δF − 8δξ , (6.16)
= δX − δF/2 + 4δξ + 3δJX − 2δJφ +O(2H) , (6.17)
where in the latter step we have taken the leading-order contribution.
6.3.1. Observable signatures
We now consider cosmological perturbations about a spatially flat flrw background,
following ref. [88]. As in chapter 2, it is convenient to employ the adm metric [100].
Up to a gauge choice, we include perturbations in the scalar field δϕ and both scalar
and tensor perturbations of the metric. However, since we are working with a single
field model, it is convenient to use the curvature perturbation R and specialise to the
uniform-field gauge where δϕ = 0. We now quote the second and third order actions
for this scenario as computed in ref. [88].
After expanding the action (6.8) up to second order, performing multiple integrations
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by parts and applying the energy and momentum constraints to eliminate the metric
perturbations α1 and ϑ1 one obtains
S(2) =
∫
dt d3x a3Z
[
R˙2 − c
2
s
a2
∂iR∂iR
]
, (6.18)
where
Z ≡ w1(4w1w3 + 9w
2
2)
3w22
, (6.19)
c2s ≡
3(2w21w2H − w22w4 + 4w1w˙1w2 − 2w21w˙2)
w1(4w1w3 + 9w22)
, (6.20)
and
w1 ≡M2pl F − 8H ξ˙ , (6.21)
w2 ≡M2pl(2HF + F˙ )− 2φ˙XJ,X − 24H2ξ˙ , (6.22)
w3 ≡ −9M2plFH2 − 9M2plHF˙ + 3ωX + 144H3ξ˙
+ 18Hφ˙(2XJ,X +X
2J,XX)− 6(XJ,φ +X2J,φX) , (6.23)
w4 ≡M2plF − 8ξ¨ . (6.24)
In order to avoid the appearance of ghosts and Laplacian instabilities we respectively
require Z > 0 and c2s > 0. One can express w1→4 in terms of the slow-roll parameters
given in eq. (6.14). For example, one finds
w3 = −9M2plFH2
(
1 + δF − 1
3
δX − 16δξ − 4δJX + 2
3
δJφ − 2δJXλJX + 2
3
δJφλJφ
)
,
(6.25)
where the quantities λJX and λJφ are not necessarily small and are defined as
λJX ≡ XJ,XX
J,X
, λJφ ≡ XJ,φX
J,φ
. (6.26)
We may now expand the speed of sound to leading order in slow-roll parameters viz
c2s '
δX + 4δJX − 2δJφ + 2δJφλJφ
δX + 6δJX − 2δJφ + 6δJXλJX − 2δJφλJφ . (6.27)
For standard slow-roll inflation with F = 1, ω = 1, ξ = 0, and J = 0, one obtains
exactly c2s = 1. Equation (6.27) shows that it is only the Galileon term that gives rise
to contributions to c2s at linear order. Other terms, such as the gb term, only contribute
to c2s at the next order.
In order to express the scalar power spectrum analytically, it is helpful to define a
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new slow-roll parameter s ≡ Zc2s/(M2pl F ), which may be expanded as
s = δX + 4δJX − 2δJφ + 2δJφλJφ
− 2δJφδFλJφ + 16δJφδξλJφ + 2δφδJXλJX + 4δJφδJXλJφ + 3δ2F/4
− 12δξδF + 2δJXδφ − δF δX − 5δF δJX + 2δF δJφ + 8δξδX + 40δξδJX
− 16δξδJφ − 4δJXδJφ + 2δJXδX + 48δ2ξ + 7δ2JX
+O(3H) . (6.28)
In the standard slow-roll inflationary scenario one simply finds s = Z/M
2
pl = δX = H.
Returning to the general case, the power spectrum of the curvature perturbation is
given by [88]
Pζ = H
2
8pi2Zc3s
=
H2
8pi2M2plFscs
, (6.29)
where it is assumed that these quantities are evaluated at the time of horizon crossing.
The scalar spectral index follows, and may be expanded as
nζ − 1 ≡ d lnPζ
d ln k
∣∣∣∣
csk=aH
= −2H − δZ − 3s , (6.30)
' −2H − δF − ηs − s , (6.31)
where we have introduced three new slow-roll parameters
δZ ≡ Z˙
HZ
, s ≡ c˙s
Hcs
, ηs ≡ ˙s
Hs
. (6.32)
In writing these expressions we have assumed that both H and cs vary slowly, such that
d ln k|csk=aH may be approximated as d ln a = Hdt.
The tensor power spectrum is given by [88]
Pt = H
2
2pi2Ztc3t
, (6.33)
Zt =
w1
4
=
M2plF
4
(1− 8δξ) , (6.34)
c2t =
w4
w1
= 1 + 8δξ +O(2H) . (6.35)
Taking the leading-order contribution in Pt, it follows that Pt ' 2H2/(pi2M2plF ). The
tensor spectral index is
nt ≡ d lnPt
d ln k
∣∣∣∣
ctk=aH
' −2H − δF , (6.36)
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which is valid at first order in slow-roll. At times before the end of inflation when
H  1, both Pζ and Pt remain approximately constant and we can estimate the
tensor–scalar ratio as
r ≡ PtPζ ' 16
Zc3s
M2plF
= 16css . (6.37)
Non-Gaussianity
The non-Gaussianity of scalar perturbations for the action (6.8) follows from the third
order perturbed action S(3). This has also been calculated in ref. [88] (see also refs. [54,
253, 254] for related works). Under the slow-roll approximation the nonlinear parameter
f equilNL was shown to be [88]
f equilNL '
85
324
(
1− 1
c2s
)
− 10
81
Λ
Σ
+
55
36
s
c2s
+
5
12
ηs
c2s
− 85
54
s
c2s
+
5
162
δF
(
1− 1
c2s
)
− 10
81
δξ
(
2− 29
c2s
)
+ δJX
[
20 (1 + λJX)
81s
+
65
162c2ss
]
, (6.38)
where
Λ ≡ F 2
[
φ˙H(XJ,X + 5X
2J,XX + 2X
3J,XXX)− 2
3
(2X2J,φX +X
3J,φXX)
]
, (6.39)
Σ ≡ w1(4w1w3 + 9w
2
2)
12M4pl
'M2plF 3H2
(
δX + 6δJX − 2δJφ + 6δJXλJX − 2δJφλJφ
)
. (6.40)
In the absence of the Galileon term (under which conditions δJX = 0 = δJφ) one has
c2s ' 1 and s ' δX from eqs. (6.27) and (6.28) at linear order in slow-roll. In this case,
the expansion of c2s up to second order gives
c2s ' 1−
2δξ(δF − 8δξ)(3δF − 24δξ − 4δX)
δX
, (6.41)
which shows that the gb contribution can only lead to minimal deviations from c2s = 1.
In this regime we can expand f equilNL in eq. (6.38) approximately as
f equilNL '
55
36
s +
5
12
ηs +
10
3
δξ , (6.42)
from which it is evident that the bispectrum signal is negligible for theories with J = 0.
However, the presence of the Galileon term can potentially give rise to large non-
Gaussianity.
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6.4. Transformation to the Einstein Frame
We start by considering non-minimally coupled theories which also include a coupling
to the kinetic energy X, in the absence of the gb and Galileon terms (ξ = 0 = J). The
action takes the form
S =
∫
d4x
√−g
[
M2pl
2
F (ϕ)R + ω(ϕ)X − V (ϕ)
]
. (6.43)
Models defined by the action (6.43) have c2s = 1 and s = 0, such that
nζ − 1 = −2H − δZ ' −2H − δF − ηs ' −2s − ηs , (6.44)
nt ' −2H − δF ' −2s , (6.45)
r =
16Z
M2plF
' 16s ' −8nt , (6.46)
Z =
F (2Fωφ˙2 + 3M2plF˙
2)
(2HF + F˙ )2
. (6.47)
In the last approximate equalities of eqs. (6.44)–(6.46) we have used the relation s '
H + δF/2 which is valid at linear order in slow-roll. This follows from eqs. (6.17) and
(6.28), which give H ' δX − δF/2 and s ' δX respectively.
It makes for a simpler analysis if we transform the action (6.43) into the Einstein
frame in which the scalar field is minimally coupled. This may be achieved via a
conformal transformation as described in §1.4.1 as
gˆµν = F (ϕ)gµν , (6.48)
where we denote quantities calculated in the Einstein frame with circumflexes. It is then
useful to define a new scalar field χ such that the kinetic term assumes canonical form
(we note that this is only possible in general for single field models). The transformed
action is given by (for example see ref. [80])
Sˆ =
∫
d4x
√
−gˆ
[
1
2
M2plRˆ−
1
2
gˆµν∂µχ∂νχ− Vˆ (χ)
]
, (6.49)
where
Vˆ =
V
F 2
, χ ≡
∫
B(ϕ) dϕ , B(ϕ) ≡
√
3
2
(
MplF,ϕ
F
)2
+
ω
F
. (6.50)
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The following relations hold between the variables in the two frames:
dtˆ =
√
F dt , aˆ =
√
F a , Hˆ =
1√
F
(
H +
F˙
2F
)
. (6.51)
We may define Einstein frame variables as
ˆH ≡ − 1
Hˆ2
dHˆ
dtˆ
, Zˆ ≡ 1
2Hˆ2
(
dχ
dtˆ
)2
, δˆZˆ ≡
1
HˆZˆ
dZˆ
dtˆ
, (6.52)
which are related to the Jordan frame variables through the expressions [246, 247]
ˆH =
H + δF/2
1 + δF/2
− δ˙F
2H(1 + δF/2)2
, Zˆ =
Z
F
, δˆZˆ =
δZ − δF
1 + δF/2
. (6.53)
Since ˆH ' H + δF/2 and δˆZˆ ' δZ − δF at linear order in slow-roll, we find that
eqs. (6.44)–(6.46) reduce to
nζ − 1 ' −2ˆH − δˆZˆ , (6.54)
nt ' −2ˆH , (6.55)
r ' 16 Zˆ
M2pl
= 16ˆH . (6.56)
In the last equality of eq. (6.56) we have used the relation ˆH = Zˆ/M
2
pl, which follows
from the background equation dHˆ/dtˆ = −(dχ/dtˆ)2/(2M2pl). The results (6.54)–(6.56)
coincide with those derived from a purely Einstein frame calculation [246, 247]. This
equivalence is a consequence of the fact that both the scalar and tensor spectra are
unchanged under a conformal transformation [242–245].
Under the slow-roll conditions |d2χ/dtˆ2|  |3Hˆdχ/dtˆ| and (dχ/dtˆ)2/2  Vˆ , the
background equations of motion are approximately given by
3M2plHˆ
2 ' Vˆ , 3Hˆ dχ
dtˆ
' −Vˆ,χ . (6.57)
We then find
ˆH =
Zˆ
M2pl
' M
2
pl
2
(
Vˆ,χ
Vˆ
)2
, δˆZˆ ' 2M2pl
( Vˆ,χ
Vˆ
)2
− Vˆ,χχ
Vˆ
 . (6.58)
The expressions for nζ , nt and r in eqs. (6.54)–(6.56) can thus be explicitly written in
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terms of Jordan frame quantities as
nζ − 1 ' −3M2pl
(
Vˆ,χ
Vˆ
)2
+ 2M2pl
Vˆ,χχ
Vˆ
,
' M
2
pl
B2
[
2
V,φφ
V
− 3V
2
,φ
V 2
− 4F,φφ
F
+ 4
V,φ
V
F,φ
F
− 2B,φ
B
(
V,φ
V
− 2F,φ
F
)]
, (6.59)
r ' −8nt ' 8M2pl
(
Vˆ,χ
Vˆ
)2
' 8M
2
pl
B2
(
V,φ
V
− 2F,φ
F
)2
. (6.60)
In the Jordan frame the number of efoldings from the horizon exit time t (with the field
value φ) to the time tf at the end of inflation (with the field value φf ) is given by
N =
∫ tf
t
H dt =
∫ tˆf
tˆ
Hˆ dtˆ+
1
2
ln
F
Ff
, (6.61)
where Ff ≡ F (φf ). Note that in the last equality we have used eq. (6.51). The scales
relevant to the cmb temperature anisotropy corresponds to 50 . N . 60. The number
of efoldings in the Einstein frame should be equivalent to that in the Jordan frame
[255, 256]. Applying the slow-roll approximation in the Einstein frame, the frame-
independent quantity (6.61) can be written as
N '
∫ χ
χf
Vˆ
M2plVˆ,χ
dχ+
1
2
ln
F
Ff
, (6.62)
which we will use in the following sections.
6.5. Inflation with non-minimal coupling and
non-canonical kinetic terms
In this section we ignore the effects of the gb and the Galileon terms (i.e. let ξ = J = 0)
and instead focus on the non-minimal coupling F (ϕ) and non-canonical kinetic term
ω(ϕ)X. The action is precisely of the form (6.43) which the last section showed can be
written in the Einstein frame. We take the function F (ϕ) to have the form
F (ϕ) = 1− ζ ϕ
2
M2pl
. (6.63)
For the canonical field with ω(ϕ) = 1, observational constraints for this non-minimal
coupling have been studied for the chaotic potential V = V0(ϕ/Mpl)
p using a combi-
nation of wmap 1-year and lss data [247]. Recently, the observational compatibility
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of this type of potential, as well as the different potential V (ϕ) = λ(ϕ2 − v2)2/4, were
examined in ref. [248] using wmap 7-year data. The latter potential appears in the con-
text of Higgs inflation with the electroweak scale v ∼ 103 GeV [74]. If the non-minimal
coupling is negative with |ζ|  1, it is possible to use the Higgs field as an inflaton
because the self-coupling λ can be of the order of 10−2 or 10−1 from the wmap normal-
ization [74]. Since the field ϕ is much larger than the electroweak scale during inflation,
the observational prediction of the potential V (ϕ) = λ(ϕ2 − v2)2/4 is very similar to
that of the potential V = λϕ4/4.
In addition to the Higgs non-minimal coupling described above, we shall consider the
non-canonical kinetic term ω(ϕ)X. We will provide general formulae for nζ , r, and nt
in terms of the dimensionless background field x = φ/Mpl and then apply these for two
different choices of ω(ϕ): Firstly, when ω(ϕ) = constant, and secondly, the exponential
coupling ω(ϕ) = eµϕ/Mpl , which is of the dilatonic form.
The Jordan frame potential V = V0x
p, when written in the Einstein frame, takes the
form
Vˆ =
V0 x
p
(1− ζx2)2 . (6.64)
For p < 4 this has a local maximum at x =
√
p/[(4− p)|ζ|] and hence the non-minimal
coupling makes it more difficult to realise inflation. On the other hand, if p = 4, the
potential (6.64) is asymptotically flat in the region x  1. If p > 4 the potential does
not possess a local maximum and for p > 5 +
√
13 inflation does not occur.
From eqs. (6.59) and (6.60) it follows that
nζ − 1 ' − 1
[ω + (6ζ − ω)ζx2]2x2
{
(p− 4)2(6ζ − ω)(ζx2)3
+
(
24ω − 14pω + 3p2ω + 24pζ − 12p2ζ)(ζx2)2
+
(− 8ω + 4pω − 3p2ω + 24pζ + 6p2ζ)ζx2
+ pω(p+ 2)− µωx(1− ζx2)2[(p− 4)ζx2 − p]
}
, (6.65)
r ' −8nt ' 8[p+ (4− p)ζx
2]2
x2[ω + (6ζ − ω)ζx2] , (6.66)
where the variation of ω is parametrized by µ ≡ Mpl ω,φ/ω. We note that in these
expressions, and the subsequent formula for Pζ , the values of ω and x are implicitly
evaluated at horizon crossing. For the two cases ω(ϕ) = constant and ω(ϕ) = eµϕ/Mpl ,
the parameter µ is zero and constant respectively. Combining the slow-roll equations
of motion (6.57) and the definitions (6.52) into the power spectrum expression (6.29)
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yields
Pζ ' Vˆ
3
12pi2M6plVˆ
2
,χ
=
V0
12pi2M4pl
xp+2[6ζ2x2 + ω(1− ζx2)]
(1− ζx2)2[p+ (4− p)ζx2]2 . (6.67)
This is constrained by the wmap normalization given in eq. (3.6). We first consider
the non-minimally coupled theories with ω = constant and µ = 0, before proceeding to
discuss the dilatonic case ω = eµϕ/Mpl for which µ is a non-zero constant.
6.5.1. Non-minimal coupling with constant ω
Models with constant ω are found from the previous analysis by setting µ = 0. Intro-
ducing a new field ψ =
√
ωϕ, the kinetic term ωX reduces to the canonical form
−gµν∂µψ∂νψ/2. In this case the non-minimal coupling ζϕ2R/2 can be written as
ζ˜ψ2R/2 with ζ˜ = ζ/ω. The potential V (ϕ) = V0(ϕ/Mpl)
p takes the power-law form
V = V˜0(ψ/Mpl)
p, where V˜0 = V0/ω
p/2. This means that these theories reduce to non-
minimally coupled theories with ω = 1 in terms of the field ψ. The ratio ζ˜ = ζ/ω
characterizes the effect of the non-minimal coupling on the inflationary observables nζ ,
nt, and r, and V˜0 = V0/ω
p/2 normalizes the scalar power spectrum.
From eq. (6.62) the number of efoldings is given by
N ' − 1
4ζ
ln
∣∣∣∣(p− 4)ζx2f − p(p− 4)ζx2 − p
∣∣∣∣
3pζ−2ω
p−4
− 1
4
ln
∣∣∣∣∣1− ζx21− ζx2f
∣∣∣∣∣ , —for p 6= 4 , (6.68)
N ' ω − 6ζ
8
(x2 − x2f )−
1
4
ln
∣∣∣∣∣1− ζx21− ζx2f
∣∣∣∣∣ , —for p = 4 , (6.69)
where xf ≡ φf/Mpl. The result (6.69) can also be reproduced by taking the limit p→ 4
in eq. (6.68). We identify the end of inflation by the condition ˆH = 1, which gives
x2f =
ω − ζp(4− p)−√(ω − 2pζ)(ω − 6pζ)
ζ
[
ζ(4− p)2 + 2(ω − 6ζ)] . (6.70)
Let us consider the limit where |ζ/ω|  1. We implicitly assume that ω is not
different from O(1). Expanding the rhs of eqs. (6.68) and (6.69) up to first order in ζ
and then solving for x using eq. (6.70) gives
x2 ' p(p+ 4N)
2ω
[
1− 8(p− 4)N
2 + 4p(p− 6)N + p2(p− 8)
2(p+ 4N)
ζ
ω
]
, (6.71)
which is valid for both p 6= 4 and p = 4. The spectral index (6.65) and the tensor–scalar
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ratio (6.66) are then approximately given by
nζ − 1 ' −2(p+ 2)
p+ 4N
[
1− 4(p− 2)(p− 12)N
2 + 2p(p2 − 12 p+ 28)N + p2(12− p)
(p+ 4N) (p+ 2)
ζ
ω
]
,
(6.72)
r ' 16p
p+ 4N
[
1− 2N
(
2(p− 12)N + p(p− 10))
p+ 4N
ζ
ω
]
. (6.73)
We see that the effect of the non-minimal coupling appears only in terms of the ratio
ζ/ω.
Substituting eq. (6.71) into the formula for Pζ (6.67) and expanding it up to first
order in ζ, it follows that
Pζ ' V˜0
M4pl
p+ 4N
24pi2p
[
p(p+ 4N)
2
]p/2
×[
1− p
4 + (4N − 12)p3 + (8N2 − 64N)p2 + (80N − 112N2)p+ 192N2
4(p+ 4N)
ζ
ω
]
.
(6.74)
We can now equate this to the wmap power spectrum at N = 55 efolds. In the absence
of the non-minimal coupling (ζ = 0) one finds m ' 6.8 × 10−6Mpl for p = 2 (where
V˜0 = m
2M2pl/2) and λ ' 2.0× 10−13 for p = 4 (where V˜0 = λM4pl/4). If ζ 6= 0, then the
inside of the last parenthesis in eq. (6.74) is approximately given by 1 + 4ζ/ω for p = 2
and 1 + 460ζ/ω for p = 4. As long as |ζ/ω|  1, we conclude that the order of V˜0 is
not subject to change by the presence of the non-minimal coupling.
In the following we derive the numerical values of nζ and r for p = 2 and p = 4
separately to compare the models with observations.
Models with p = 2
In order to obtain the theoretical values of nζ and r for p = 2, we numerically solve
the background equations of motion in the Jordan frame by identifying the end of
inflation under the condition given in eq. (6.70). We derive the numerical values of x
corresponding to the number of efoldings N = 55 and then evaluate nζ and r using the
formulae (6.65) and (6.66).
In figure 6.1 we show the 1σ and 2σ observational contours constrained by the joint
analysis of data from wmap 7-year [7], bao [27] and hst [28]. This is derived by
varying the two parameters nζ and r with the consistency relation r = −8nt (as derived
in eq. (6.46)). Since the runnings of scalar and tensor spectral indices are suppressed
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as O(2H), they are set to zero in the likelihood analysis. These results are valid for the
theories with ξ = 0 = J .
In the limit |ζ|  1, eqs. (6.72) and (6.73) give
nζ − 1 ' − 4
2N + 1
[
1− 4N + 5
2N + 1
ζ
ω
+
2 (104N4 + 160N3 + 84N2 − 30N − 9)
3 (2N + 1)2
ζ2
ω2
]
,
(6.75)
r ' 16
2N + 1
[
1 +
4N (5N + 4)
2N + 1
ζ
ω
]
. (6.76)
For the scalar spectral index we have included the second-order correction in ζ/ω be-
cause the dominant contribution to the first-order term in ζ/ω in eq. (6.72) vanishes
for p = 2. In the absence of the non-minimal coupling (ζ = 0), we calculate nζ = 0.964
and r = 0.144 for N = 55, which is inside the 2σ observational bound shown in fig-
ure 6.1. A positive non-minimal coupling leads to an increase of r relative to the case
ζ = 0. Since r is observationally bounded from above, this puts an upper bound on
the positive value of ζ. The parameter ζ is also bounded from below since a negative
non-minimal coupling pushes the scalar spectral index too far from the scale-invariant
limit. Together, nζ and r constrain the non-minimal coupling ratio ζ/ω as
− 7.0× 10−3 < ζ/ω < 7.0× 10−4 at 95% cl. (6.77)
This agrees with the range derived in ref. [248] for ω = 1. The lower bound in eq. (6.77)
is slightly tighter than the constraint ζ > −1.1× 10−2 (with ω = 1) [247] obtained by
using wmap 1-year and lss data.
Models with p = 4
We proceed to the case of the self-coupling inflaton potential V (ϕ) = λϕ4/4. In the
regime |ζ/ω|  1, eqs. (6.72) and (6.73) give
nζ − 1 ' − 3
N + 1
[
1 +
4 (2N2 +N − 4)
3(N + 1)
ζ
ω
]
, (6.78)
r ' 16
N + 1
[
1 +
4N (2N + 3)
N + 1
ζ
ω
]
. (6.79)
In the absence of non-minimal coupling one has nζ = 0.946 and r = 0.286 for N = 55,
which is outside the 2σ observational bound, as shown in figure 6.2.
The presence of a negative non-minimal coupling leads to the increase of nζ , whereas r
gets smaller. Hence it is possible for this mechanism to make the self-coupling potential
consistent with observations. From the joint data analysis of wmap 7-year [7], bao [27]
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Figure 6.1.: 1σ and 2σ likelihood contours are shown in shades of green in the (nζ , r)
plane, generated by the joint data analysis of wmap 7-year, bao, and hst, with the
pivot scale k0 = 0.002 Mpc
−1. The red cross is the theoretical prediction for the canon-
ical and minimally coupled potential V (ϕ) = m2ϕ2/2 at N = 55. Non-minimal and
non-canonical couplings are illustrated by three lines where we label points from top to
bottom as follows:
• Solid black line with circles—constant ω (i.e. µ = 0) in the presence of the non-
minimal coupling ζϕ2R/2 with ζ/ω = 0.001, 0,−0.001,−0.005,−0.01.
• Solid light blue line with squares—exponential coupling eµϕ/MplX with µ =
−0.05, 0, 0.1, 1, 10, in the absence of the non-minimal coupling.
• Dashed dark blue line with squares—exponential coupling eϕ/MplX (i.e. µ = 1) in the
presence of the non-minimal coupling with ζ = 0.03, 0.01,−0.05,−0.1.
and hst [28], the non-minimal coupling is constrained to be
ζ/ω < −2.0× 10−3 at 95% cl. (6.80)
This is tighter than the bound ζ < −3.0 × 10−4 (with ω = 1) derived in ref. [247]
obtained by using wmap 1-year and lss data.
It is also interesting to consider the alternative limit of ζ < 0 and |ζ/ω| → ∞. In
this case, inflation is realised by the flat potential Vˆ in the Einstein frame in the regime
x  1. One obtains N ' −3ζx2/4 and x2f ' −2
√
3/(3ζ) from eqs. (6.69) and (6.70)
respectively. The leading contributions to nζ and r in the regime N  1 then follow
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Figure 6.2.: The green regions are the same observational constraints as shown in
figure 6.1. The red cross is the theoretical prediction for the canonical and minimally
coupled potential V (ϕ) = λϕ4/4 at N = 55. Non-minimal and non-canonical couplings
are illustrated by three lines, where we label points from top to bottom as follows:
• Solid black line with circles—constant ω (i.e. µ = 0) in the presence of a non-minimal
coupling ζϕ2R/2 with ζ/ω = 0,−0.001,−0.005,−0.01,−0.03.
• Solid light blue line with squares—exponential coupling eµϕ/MplX with µ = 0.1, 1, 10
in the absence of non-minimal coupling.
• Dashed dark blue line with squares—exponential coupling eϕ/MplX (i.e. µ = 1) in the
presence of a non-minimal coupling with ζ = 0.03, 0.02,−0.03.
from eqs. (6.65) and (6.66) as
nζ − 1 ' −2/N , (6.81)
r ' 12/N2 . (6.82)
As long as |ζ| is sufficiently large relative to ω, the effect of the term ω appears only as
the next order corrections to (6.81) and (6.82) with the order of ω/(ζN2). For N = 55,
one finds nζ = 0.964 and r = 0.004 which is well within the 1σ observational bound.
These predictions, formally valid as |ζ| → ∞, define the Fakir-Unruh point in the (nζ , r)
space.
In the regime |ζ/ω|  1, the power spectrum (6.67) reduces to Pζ ' λN2/(72pi2ζ2),
6.5: Inflation with non-minimal coupling and non-canonical kinetic terms 150
so that the wmap normalization Pζ ' 2.4× 10−9 at N = 55 gives
λ/ζ2 ' 5.6× 10−10 . (6.83)
For large negative non-minimal couplings, such as ζ ∼ −104, the self-coupling λ can be
of the order of 10−2. This was the property used in previous work on Higgs inflation [74].
6.5.2. Non-canonical kinetic coupling with ζ = 0
Let us now consider a minimally coupled scenario (ζ = 0) with a dilatonic coupling
ω(ϕ) = eµϕ/Mpl to the kinetic energy X. After the field settles down to the potential
minimum where ϕ = 0, the coupling ω(ϕ) tends to unity and one recovers the standard
kinetic energy X. The number of efoldings (6.62) is given by
N =
1
pµ2
[(µx− 1)eµx − (µxf − 1)eµxf ] . (6.84)
Since ˆH ' p2/(2x2ω), we can estimate xf by setting ˆH = 1 as
x2f e
µxf = p2/2 , or xf =
2
µ
W
(√
2p|µ|
4
)
, (6.85)
where W is Lambert’s function [257]. The scalar spectral index and the tensor–scalar
ratio are found from eqs. (6.65) and (6.66) as
nζ − 1 ' − p
x2eµx
(p+ 2 + µx) , (6.86)
r ' 8p
2
x2eµx
. (6.87)
In the limit |µ|  1, eq. (6.85) allows us to rewrite eq. (6.84) in the form
N ' 2x
2 − p2
4p
+
(
8x3 +
√
2p3
)
µ
24p
. (6.88)
This can be solved for x to yield
x2 ' p
2
2
+ 2pN − µ
12
[√
2 p3 + (2p2 + 8pN)3/2
]
. (6.89)
We may now substitute this relation into the formulae for nζ and r in eqs. (6.86) and
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(6.87) to obtain
nζ − 1 ' −p+ 2
2N
[
1− (p− 1)µ
√
2pN
3(p+ 2)
]
, (6.90)
r ' 4p
N
(
1− µ
√
2pN
3
)
, (6.91)
which are valid up to the first order in µ. The presence of a positive value of µ results in a
spectral index that is closer to the scale-invariant spectrum, meanwhile r is attenuated.
In figures 6.1 and 6.2 we plot the theoretical values of nζ and r in the (nζ , r) plane
for p = 2 and p = 4 respectively, with several different values of µ. These are derived
numerically by integrating the background equations and are therefore valid in the
regime µ & 1. Interestingly, the models with large positive values of µ can be favoured
observationally. On the other hand, the models with negative µ push the predictions
away from the observationally allowed region. The joint observational constraints from
wmap 7-year [7], bao [27] and hst [28] give the following bounds on µ:
µ > −0.04 at 95% cl, —for p = 2 , (6.92)
µ > 0.2 at 95% cl, —for p = 4 . (6.93)
Let us now consider the limit where µ  1. In this regime the condition µx  1
is satisfied, so that eq. (6.84) yields N ' xeµx/(pµ). The scalar spectral index and
tensor–scalar ratio in eqs. (6.86) and (6.87) then reduce to
nζ − 1 ' − 1
N
, (6.94)
r ' 8p
N
1
µx
. (6.95)
For a given N , µx increases for larger µ. This means that, in the limit µ  1, one
finds nζ − 1 → −1/N ' 0.982 (for N = 55) and r → 0. This limit is inside the
1σ observational bound. We have confirmed numerically that inflation is followed by
oscillations of ϕ as required for a successful reheating phase.
6.5.3. Combined non-minimal and non-canonical couplings
To complete this section we consider the case in which both the non-minimal coupling
ζϕ2R/2 and the non-canonical kinetic term eµϕ/MplX are present. Since it is difficult
to derive an analytic form for the number of efoldings N , we solve the background
equations numerically to identify the values x corresponding to N = 55 before x = xf ,
which happens when ˆH = 1. We then use the formulae (6.59) and (6.60) to evaluate
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nζ and r for given values of p, µ, and ζ.
In figure 6.1 we plot the numerical values of nζ and r in the two-dimensional plane for
p = 2 and µ = 1 with ζ = 0.03, 0.01,−0.05,−0.1. The presence of the term eµϕ/MplX
with µ > 0 leads to compatibility of non-minimally coupled models with larger values
of |ζ| than is the case for µ = 0 and ω = 1. For instance, when µ = 1, we find that the
non-minimal coupling is constrained to be
− 0.12 < ζ < 0.035 at 95% cl. (6.96)
This is wider than the range (6.77) which we found for µ = 0 and ω = 1. If |ζ| is
larger than the bounds given by (6.96), the effect of the non-minimal coupling is more
important than that of the non-canonical kinetic term.
For p = 4 and µ = 0, a positive non-minimal coupling is not allowed observationally
because both |nζ − 1| and r tend to be larger than those for ζ = 0. However, the
non-canonical kinetic term with µ > 0 allows the compatibility of the positive non-
minimally coupled models with observations, as shown in figure (6.2). For example, if
µ = 1 then ζ is constrained as
ζ < 0.025 at 95% cl. (6.97)
For µ = 1, models with ζ < 0 are within the 1σ observational bound. In the limit of
the large negative non-minimal coupling (|ζ|  1), the scalar spectral index and the
tensor–scalar ratio are again given by eqs. (6.81) and (6.82).
For µ larger than O(1), the effect of the non-canonical kinetic term tends to be more
important. In the limit that µ  1, with a finite value of ζ (where |ζ| . 1), nζ and r
approach the values given by eqs. (6.94) and (6.95).
6.6. Brans-Dicke theories
We now proceed to Brans-Dicke (bd) theory [258] with the action
S =
∫
d4x
√−g
[
1
2
Mpl ϕR +
Mpl
ϕ
ωBDX − V (ϕ)
]
, (6.98)
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where ωBD is the bd parameter. Under the conformal transformation (6.48) we obtain
the Einstein frame action (6.49) with
F =
ϕ
Mpl
= eµχ/Mpl , (6.99)
Vˆ = e−2µχ/Mpl V, (6.100)
µ =
1√
3/2 + ωBD
. (6.101)
We choose the integration constant for the field χ such that χ = 0 corresponds to
ϕ = Mpl.
6.6.1. Case for a power-law potential
So far our specific interest has been with inflationary models where the Jordan frame
potential assumes the power-law form V (ϕ) = V0ϕ
p. For bd theory, the Einstein frame
potential is then given by
Vˆ (χ) = V0e
νχ/Mpl , ν ≡ p− 2√
3/2 + ωBD
. (6.102)
For ωBD = O(1), inflation does not occur unless p is close to 2. However, for ωBD  1,
it is possible to realise |ν|  1 even if p is deviant from 2.
We may now apply the potential (6.102) to our general expressions for nζ and r in
eqs. (6.59) and (6.60) to find
nζ − 1 ' −ν2 , (6.103)
r = −8nt ' 8ν2 . (6.104)
The cmb likelihood analysis using data from wmap 7-year [7], bao [27] and hst [28]
provides bounds on ν of [259]
0.09 < ν < 0.23 at 95% cl. (6.105)
This translates into a constraint on ωBD as
19(p− 2)2 − 3/2 < ωBD < 123(p− 2)2 − 3/2 . (6.106)
The reason why the p = 2 case (i.e. ν = 0) is disfavoured is that it recovers the
Harrison-Zel’dovich scale-invariant spectrum which does not agree with the observed
scalar spectral index nζ = 1. On the other hand, if p = 4 then eq. (6.106) gives the
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bound 75 < ωBD < 491. Note that such bounds only apply around the time of horizon
crossing where we are approximating ωBD to be constant.
A problem with the power law potential V (ϕ) = V0ϕ
p is that it yields an exponential
potential in the Einstein frame which does not naturally lead to an oscillatory reheat-
ing regime. We shall now consider Starobinsky’s f(R) model [31] which is a suitable
potential that addresses this issue.
6.6.2. Models including Starobinsky’s f(R) scenario
f(R) theory is a modification of the Einstein Hilbert action of the form
S =
∫
d4x
√−g M
2
pl
2
f(R) . (6.107)
This theory is equivalent to bd theory with ωBD = 0 [260, 261]. In fact the action
(6.107) can be written as
S =
∫
d4x
√−g
[
M2pl
2
F (ϕ)R− V (ϕ)
]
, (6.108)
where
F =
ϕ
Mpl
=
∂f
∂R
, V (ϕ) =
M2pl
2
(
R
∂f
∂R
− f
)
. (6.109)
Starobinsky’s model has f(R) = R+R2/(6M2) from which we find the Ricci curvature
as R = 3M2(ϕ/Mpl − 1) and the inflationary potential as
V (ϕ) =
3M2
4
(ϕ−Mpl)2 . (6.110)
We consider the more general potential
V (ϕ) = V0(ϕ−Mpl)p , (6.111)
for arbitrary values of ωBD; Starobinsky’s model is recovered as a special case by setting
p→ 2 and ωBD → 0. The potential in the Einstein frame reads
Vˆ = V0Mpl
pe(p−2)µχ/Mpl
(
1− e−µχ/Mpl)p , (6.112)
where µ is defined in eq. (6.101). For |ωBD| ∼ O(1) (which prescribes µ ∼ O(1)),
inflation occurs in the regime χMpl. The behaviour of the potential (6.112) depends
on the values of p:
• p = 2: The potential (6.112) becomes constant for χ  Mpl. We note that it
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is not necessary for p to exactly equal 2 for this behaviour to occur. Since Vˆ
is approximated as Vˆ ∝ χ2 in the regime χ  Mpl, inflation is followed by a
successful reheating.
• p > 2: The field rolls down the potential towards χ = 0.
• p < 2: The field rolls to χ = +∞ or χ = 0 depending on the initial condition. In
the latter case the potential does not have a minimum at ϕ = 0 and so reheating
is problematic.
From eqs. (6.59) and (6.60) we may calculate the observational quantities
nζ − 1 = −µ
2 [4 + 2(3p− 4)F + (p− 2)2F 2]
(F − 1)2 , (6.113)
r =
8µ2[2 + (p− 2)F ]2
(F − 1)2 . (6.114)
The number of efoldings (6.62) reads
N =
1
2µ2
(F − Ff ) + 1
2
(
1− 1
µ2
)
ln
(
F
Ff
)
, —for p = 2,
(6.115)
N =
p
2µ2(p− 2) ln
(
2 + (p− 2)F
2 + (p− 2)Ff
)
+
1
2
(
1− 1
µ2
)
ln
(
F
Ff
)
, —for p 6= 2,
(6.116)
where Ff is the value of F at the end of inflation. Using the criterion ˆH = 1 for the
end of inflation, we have
Ff =
1 +
√
2µ
1− (p− 2)µ/√2 . (6.117)
We split the remaining analysis into two cases, models with p = 2 and those with p 6= 2.
Models with p = 2
For the theories with |ωBD| ∼ O(1) (and thus µ ∼ O(1)) one has Ff = 1 +
√
2µ = O(1)
and N ' F/(2µ2), which means that F  1 for N  1. From eqs. (6.113) and (6.114)
it follows that
nζ − 1 ' −4µ
2
F
' − 2
N
, (6.118)
r ' 32µ
2
F 2
' 8
µ2N2
=
4(3 + 2ωBD)
N2
, (6.119)
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which are valid for −3/2 < ωBD < O(1). The metric f(R) gravity corresponds to ωBD =
0, whereas the limit ωBD → −3/2 corresponds to Palatini f(R) gravity [262, 263]. In
this latter case the tensor–scalar ratio vanishes and a separate analysis is required [264].
If ωBD  1, then one has µ 1 and hence F is close to unity even during inflation.
The end of inflation is characterized by the condition ˆH = 1, which gives Ff = 1 +√
2µ ' 1. In this case the number of efoldings (6.115) is approximately given by
N ' (χ/Mpl)2/4. The scalar spectral index and the tensor–scalar ratio then follow as
nζ − 1 ' −8
M2pl
χ2
' − 2
N
, (6.120)
r ' 32M
2
pl
χ2
' 8
N
, (6.121)
which match with those for the chaotic inflation model with the potential V (ϕ) =
m2ϕ2/2 [132].
From the general results (6.118) and (6.119) we see that the tensor–scalar ratio de-
pends on the parameter ωBD, while the scalar spectral index is practically independent
of ωBD. In figure 6.3 we plot the theoretical predictions of nζ and r for several different
values of ωBD by fixing N = 55. Shown also are the 1σ and 2σ observational contours
constrained by the joint data analysis of wmap 7-year [7], bao [27] and hst [28]. The
f(R) model f(R) = R+R2/(6M2), which corresponds to ωBD = 0, is well within the 1σ
observational contour. While present observational data is compatible with ωBD  1,
it will be of interest to see how the Planck satellite [40] can provide an upper bound on
ωBD.
Using the approximate relation F ' 2µ2N + Ff , which follows from eq. (6.115), the
wmap normalization for the scalar power spectrum Pζ = Vˆ 3/(12pi2M6plVˆ 2,χ) is given by
Pζ ' V0
12pi2M2pl
(
√
2µN + 1)4µ2
(2µ2N + 1 +
√
2µ)2
= 2.4× 10−9 , (6.122)
around N = 55. Since ωBD = 0 and µ = 1/
√
3/2 for the model f(R) = R+R2/(6M2),
the mass scale M is constrained to be M ' 3 × 1013 GeV. More generally, the energy
scale V0 varies with the parameter ωBD.
Models with p 6= 2
In this case, for the parameter ωBD of the order of unity, the number of efoldings (6.116)
cannot be much greater than unity unless F is much larger than Ff ∼ O(1). If F  1,
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Figure 6.3.: In green are the 1σ and 2σ observational contours in the logarithmic (nζ , r)
plane as discussed in figure 6.1. The dotted points show the theoretical predictions for
bd theories with the potential V (ϕ) = V0(ϕ −Mpl)2 and N = 55. From bottom to top
the points correspond to ωBD = −1.4,−1, 0, 10, 102, 103, 104 and ωBD → ∞. The red
cross indicates ωBD = 0 and represents Starobinsky’s model f(R) = R+R
2/(6M2). For
larger ωBD the two observables nζ and r approach those for chaotic inflation with the
quadratic potential m2ϕ2/2.
then eqs. (6.113) and (6.114) give
nζ − 1 ' −µ2(p− 2)2 , (6.123)
r ' 8µ2(p− 2)2 . (6.124)
Since µ ∼ O(1) in this case, the results (6.123) and (6.124) mean that for small ωBD both
the scalar spectral index and the tensor–scalar ratio are incompatible with observations
apart from the case where p is close to 2. On reflection this is unsurprising since only
for p ≈ 2 is there a flat region of the potential that will give slow-roll along with its
signatures of near scale invariance and suppressed tensor modes.
When ωBD  1 one has µ  1 and hence F = eµχ/Mpl is close to 1. In this case
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eqs. (6.113) and (6.114) give
nζ − 1 ' −p(p+ 2)
M2pl
χ2
' −p+ 2
2N
, (6.125)
r ' 8p2M
2
pl
χ2
' 4p
N
, (6.126)
where we have used the approximate relation N ' χ2/(2pM2pl). These results match
with those of chaotic inflation with the potential V = V0ϕ
p. The self-coupling potential
p = 4 is excluded observationally, both in the regimes ωBD  1 and ωBD = O(1). Even
for other values of ωBD it is difficult to satisfy observational constraints unless p is close
to 2.
6.7. Gauss-Bonnet corrections
In this section we study the effects of the gb term on the chaotic inflationary scenario,
described by the action
S =
∫
d4x
√−g
[
M2pl
2
R +X − V (ϕ)− ξ(ϕ)G
]
. (6.127)
In order to confront this model with observations, it is convenient to rewrite inflation-
ary observables in terms of the potential slow-roll parameters (6.2). The background
equations are
3M2plH
2 − φ˙2/2− V − 24H3ξ˙ = 0 , (6.128)
φ¨+ 3Hφ˙+ V,φ + 24H
2ξ,φ(H
2 + H˙) = 0 . (6.129)
The parameters H and s follow from eqs. (6.17) and (6.28) and at linear order take
the simple forms
H = s + 4δξ , s = δX . (6.130)
The background equations of motion (6.128) and (6.129) allow us to express the
potential V and its derivative V,φ as
V = 3M2plH
2
(
1− 1
3
s − 8δξ
)
, (6.131)
V,φ = −Hφ˙
[
3− H + 1
2
ηs + 12
δξ
s
(1− H)
]
. (6.132)
6.7: Gauss-Bonnet corrections 159
At leading order, eq. (6.132) yields
V,φ ' −3Hφ˙
(
1 +
4δξ
s
)
, (6.133)
V,φφ ' −3H2
[
1
2
ηs − 2s − 16δξ − 4δξ
s
(
8δξ +
1
2
ηs − ηξ
)]
. (6.134)
These results allow us to express the potential slow-roll parameters  and η in terms of
the other slow-roll parameters viz
 ' s
(
1 +
4δξ
s
)2
, (6.135)
η ' −1
2
ηs
(
1− 4δξ
s
)
+ 2s + 4δξ
[
4 +
1
s
(8δξ − ηξ)
]
. (6.136)
This enables us to obtain the inversion formulae
s ' 1
2
[
− 8δξ +
√
2 − 16δξ
]
, (6.137)
ηs ' − 2
1− 4δξ/s
(
η − 2s − 4δξ
[
4 +
8δξ − ηξ
s
])
, (6.138)
where we have taken the positive sign in eq. (6.137) to reproduce s →  for δξ → 0.
From eqs. (6.31), (6.36), and (6.37) the inflationary observables are given by
nζ − 1 = −2s − ηs − 8δξ , (6.139)
nt = −2s − 8δξ , (6.140)
r = 16s . (6.141)
Upon substitution of eqs. (6.137) and (6.138), the above expressions for inflationary
observables are dependent on the four variables {, η, δξ, ηξ}. By specifying the func-
tional forms of V (ϕ) and ξ(ϕ), we can reduce this number of variables. For the chaotic
inflation potential V (ϕ) = V0ϕ
p, the potential slow-roll parameters (6.2) are related via
η =
2(p− 1)
p
 . (6.142)
For the gb coupling we prescribe the function ξ(ϕ) to be of the dilatonic form
ξ(ϕ) = ξ0e
µϕ/Mpl , (6.143)
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where ξ0 and µ are constants. It then follows that
ηξ = −2s + ηs/2− 8δξ − µ
√
2s . (6.144)
Combining eq. (6.144) with eq. (6.138), we obtain
ηs ' 2
[
2s − η + 4δξ
(
µ
√
2s + 16δξ
s
+ 6
)]
. (6.145)
Substituting eq. (6.145) into eq. (6.139), the scalar spectral index can be written as
nζ − 1 ' −6s + 2η − 8δξ
(
7 +
µ
√
2s + 16δξ
s
)
, (6.146)
where
η =
2(p− 1)
p
 ' 2(p− 1)
p
s
(
1 +
4δξ
s
)2
. (6.147)
For fixed values of p and µ one can carry out a cmb likelihood analysis in terms of nζ ,
r, and nt by varying the two parameters s and δξ.
In figure 6.4 the observational constraints on the parameters s and rξ ≡ δξ/s are
plotted for p = 2 and µ = 1. This is produced using the cosmomc code [250] with
input data from wmap 7-year [7], lss [251], bao [27], hst [28], snia [29] and bbn [252],
by assuming a Λcdm universe. The ratio rξ is constrained to be |rξ| < 0.1 at 95% cl,
which means that the effect of the gb term needs to be suppressed for observational
compatibility. Consequently, the energy scale V0 is similar to that of standard chaotic
inflation.
From figure 6.4 we find that the slow-roll parameter s is bounded to be s < 0.025
at 95% cl. In the presence of the gb term, small values of s can give rise to a scalar
spectral index close to nζ = 0.96. For example, when s = 0.002, rξ = 0.05, µ = 1,
and p = 2, one has nζ = 0.962 from eq. (6.146). This is different from standard chaotic
inflation in which small values of s push the spectrum close to the Harrison-Zel’dovich
one (which is not favoured observationally). Hence we find that the allowed range of s
tends to be wider in the presence of the gb coupling.
Let us now estimate the two observables nζ and r in terms of the number of efoldings
N , under the condition |rξ|  1. Since s ' −8δξ from eq. (6.137), we find eqs. (6.146)
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Figure 6.4.: cosmomc likelihood contours at 1σ and 2σ in the (s, rξ) plane for the
potential V (ϕ) = m2ϕ2/2 with µ = 1 (rξ = δξ/s). We use data from wmap 7-year,
lss (including bao), hst, snia and bbn with the pivot scale k0 = 0.002 Mpc
−1.
and (6.141) reduce to
nζ − 1 ' −
(
2 +
4
p
)
− 8δξ
(
1 + µ
√
2

)
, (6.148)
r ' 16
(
1− 8δξ

)
. (6.149)
From eqs. (6.131) and (6.133) one has H/φ˙ ' −(1 + 4δξ/s)V/(M2plV,φ). Using the
relation s = δX and the definition of δξ, it follows that H/φ˙ = −φ/(pM2pl + 8H2ξ,φφ).
Since we are considering the case where H2ξ,φφ/M
2
pl  1, the number of efoldings for
the potential V = V0ϕ
p is
N =
∫ φf
φ
H
φ˙
dφ ' x
2 − x2f
2p
+ N¯p , where N¯p ≡ −8ξ0µ
3p2
V0
M4pl
∫ x
xf
eµxxp+2 dx .
(6.150)
Here xf is the value of x = φ/Mpl at the end of inflation. We identify the end of
inflation by the condition  = 1, when xf = p/
√
2. For the specific potentials p = 2
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and p = 4, eq. (6.150) may be integrated to give
N¯2 =− m
2
3M2pl
ξ0
µ4
{
eµx[µ4x4 + 4(−µ3x3 + 3µ2x2 − 6µx+ 6)]
− 4e
√
2µ [µ4 − 2
√
2µ3 + 6(µ2 −
√
2µ+ 1)]
}
, (6.151)
N¯4 =− λξ0
24µ6
{
eµx(µ6x6 − 6µ5x5 + 30µ4x4 − 120µ3x3 + 360µ2x2 − 720µx+ 720)
− 16e2
√
2µ
[
32µ6 − 48
√
2µ5 + 120µ3(µ−
√
2) + 90µ(2µ−
√
2) + 45
]}
, (6.152)
where we have set V0 → m2M2pl/2 for p = 2, and V0 → λM4pl/4 for p = 4.
For positive µ of the order of unity, the dominant contributions to N¯p come from
the first terms in eqs. (6.151) and (6.152), i.e. N¯2 ' −m2ξ0x4eµx/(3M2pl) and N¯4 '
−λξ0x6eµx/24, for the scales relevant to the cmb (µx 1). In this case the number of
efoldings (6.150) is approximately given by
N ' 1
4
x2
[
1− 4
3
(
m
Mpl
)2
ξx2
]
− 1
2
, —for p = 2 , (6.153)
N ' 1
8
x2
(
1− 1
3
λξx4
)
− 1 , —for p = 4 . (6.154)
Since δξ ' −µV0p xp−1ξ/(3M4pl) and  = p2/(2x2), one can express the scalar spectral
index (6.148) and the tensor–scalar ratio (6.149) in terms of x. By treating the ξ-
dependent terms in eqs. (6.153) and (6.154) as small corrections, nζ and r can be
written in terms of N . For p = 2 one finds
nζ − 1 ' − 2
N
[
1− 16
3
N2
(
m
Mpl
)2
µ2ξ
]
, (6.155)
r ' 8
N
[
1 +
32
3
N3/2
(
m
Mpl
)2
µ ξ
]
, (6.156)
whereas for p = 4 one finds
nζ − 1 ' − 3
N
[
1− 256
9
N3λµ2ξ
]
, (6.157)
r ' 16
N
[
1 +
128
√
2
3
N5/2λµ ξ
]
. (6.158)
These expressions are valid for positive µ of the order of unity. If ξ > 0 (in which
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case δξ < 0 under the assumption φ˙ < 0), then the effect of the gb coupling leads
to the approach to the scale-invariant spectrum, while r gets larger. Alternatively,
negative values of ξ lead to a decease of r, but nζ deviates further from unity. Since s
is approximately given by s ≈  ≈ p2/(8N), the scales relevant to the cmb anisotropy
(50 < N < 60) correspond to 0.008 < s < 0.01 for p = 2. It is therefore unsurprising
that figure 6.4 constrains the ratio rξ to the tight bounds of −0.04 < rξ < 0.03 (at
95% cl) for this range of s. The self-coupling potential V (ϕ) = λϕ
4/4 is not saved
by taking into account the gb term with positive µ, because the gb coupling does not
simultaneously lead to an increase of nζ and a decrease of r.
For negative µ with |µ| = O(1), the exponential term eµx in eqs. (6.151) and (6.152)
is much smaller than unity for cmb scales (x 1). In this case we have
N¯2 ' 4m
2
3M2pl
ξ0e
√
2µ
µ4
[
µ4 − 2
√
2µ3 + 6(µ2 −
√
2µ+ 1)
]
, (6.159)
N¯4 ' 2λξ0e
2
√
2µ
3µ6
[
32µ6 − 48
√
2µ5 + 120µ3(µ−
√
2) + 90µ(2µ−
√
2) + 45
]
. (6.160)
The scalar spectral index and the tensor–scalar ratio are then approximately given by
nζ − 1 ' − 2
N
(
1 +
N¯2 − 1/2
N
)
, r ' 8
N
(
1 +
N¯2 − 1/2
N
)
, (6.161)
for p = 2, whilst for p = 4 one finds
nζ − 1 ' − 3
N
(
1 +
N¯4 − 1
N
)
, r ' 16
N
(
1 +
N¯4 − 1
N
)
. (6.162)
To reach these expressions we have assumed N  N¯p and ignored the exponential term
eµx. When µ < 0, one can show that N¯2 and N¯4 in eqs. (6.159) and (6.160) are positive
for ξ0 > 0 and negative for ξ0 < 0. In the latter case the presence of the gb term leads
to the approach to the Harrison Zel’dovich spectrum. Such a scenario was discussed in
ref. [265]. Since m/Mpl and λ are much smaller than unity by the wmap normalization
(m/Mpl ' 6.8×10−6 and λ ' 2.0×10−13), one has |N¯p|  1 for |ξ0| < O(1). For µ < 0
the effect of the gb term on inflationary observables appears only for very large values
of ξ0 such as |ξ0| ∼ 1010 [265].
Gauss-Bonnet section summary. The presence of a gb coupling with positive µ
does not save the self-coupling potential. Our cmb liklihood analysis have shown that,
for the quadratic potential, the gb coupling needs to be suppressed as |δξ/s| < 0.1. If
µ is negative then both |nζ − 1| and r can decrease for negative ξ0, but this requires a
large coupling constant.
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6.8. Galileon inflation
Finally we study chaotic inflation in the presence of the Galileon-like self-interaction
J(ϕ,X)ϕ. We specify the functional form of J(ϕ,X), as
J(ϕ,X) = Φ(ϕ)Xn, Φ(ϕ) =
θ
M4n−1
eµϕ/Mpl , (6.163)
where n and µ are constants and θ = ±1. The constant M has a dimension of mass
with M > 0. We have introduced the exponential form for Φ motivated by the dilaton
coupling in low-energy effective bosonic string theory. In fact the low-energy effective
Lagrangian at the next to leading order in the Regge parameter includes a term of
the form α′f(ϕ)Xϕ (see the third term in eq. (2) of ref. [93]). Here we consider the
power-law function ΦXn by generalizing previous studies [249]. Note that, for n = 1
and µ = 0, we recover the Galileon term which satisfies the Galilean symmetry in the
limit of Minkowski spacetime [266].
The background equations of motion (6.9) and (6.11) can be written as
V = 3M2plH
2
(
1− 1
3
δX − 2δJX + 2
3
δJφ
)
, (6.164)
V,φ = −3Hφ˙
{
1 + (3− H)δJX
δX
− µ
2
3n
δJX + 2(n− 1)δJφ
δX
+
δφ
3
[
1 + 6n
δJX
δX
− 2(n+ 1)δJφ
δX
]}
. (6.165)
To compare with observations, we seek an expression for nζ − 1 in terms of a minimal
set of independent slow-roll parameters. Since Pζ = H2/(8pi2Zc3s), it is important to
find the expressions for Z and cs. From eqs. (6.19) and (6.20) it follows that
Z
M2pl
=
δX + 6nδJX − 2(n+ 1)δJφ + 3δ2JX
(1− δJX)2 , (6.166)
c2s =
δX + 2(2 + nδφ)δJX + 2(n− 1)δJφ − δ2JX
δX + 6nδJX − 2(n+ 1)δJφ + 3δ2JX
, (6.167)
where we have used the relations λJX = n − 1 and λJφ = n. Hence, we can derive an
exact expression for nζ−1 in terms of the slow-roll parameters entering eqs. (6.166) and
(6.167) and their first derivatives; these derivatives introduce other slow-roll parameters
but these are not all independent as we now discuss.
For the choice of the function Φ in eq. (6.163) we have
δJφ = ± µ√
2n
δJX
√
δX , (6.168)
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where the ± signs in this expression are compatible with those in the expression φ˙ =
±√2MplH
√
δX . Equation (6.168) shows that δJφ is in general suppressed relative to
δJX and so it is appropriate to consider δJφ = O(3/2H ). This relation also implies that
ηJφ ≡ δ˙Jφ
HδJφ
=
ηX
2
+ ηJX , (6.169)
where
ηX ≡ δ˙X
HδX
, and ηJX =
δ˙JX
HδJX
. (6.170)
From the definition of δX and δJX we obtain
ηX = 2(1− δJX)δφ + 2δX + 6δJX − 4δJφ , (6.171)
ηJX = (2n+ 1− δJX)δφ ± µ
√
2δX + δX − 2δJφ + 3δJX , (6.172)
where we have used the relation
H = δX + 3δJX − 2δJφ − δφδJX . (6.173)
It should be noted that the relations (6.168)-(6.173) are all exact. We may use these
to find {ηJφ, ηX , ηJX} in terms of the three slow-roll parameters {δφ, δX , δJX}.
We finally use a last constraint coming from the fact that we have chosen a power-
law form V = V0ϕ
p for the inflationary potential. The relation (6.142) between the
potential slow-roll parameters  and η leads to
V˙,φ
HV,φ
=
p− 1
p
V,φ
HV
φ˙ . (6.174)
This equation can be used to set the last constraint on the slow-roll variables. At lowest
order we have
δφ =
(δX + 3δJX)[(2− p)δX + 6δJX ]
p(δX + 6nδJX)
∓ 3
√
2δJX
√
δX
δX + 6nδJX
µ
− 2(n− 1)δXδJX(δX − 3δJX)
n(δX + 6nδJX)2
µ2 +O(3/2H ). (6.175)
Using this relation we can express ηJφ, ηX , and ηJX in terms of two slow-roll parameters
δX and δJX .
We are now ready to explicitly calculate the scalar index nζ − 1 = −2H − δZ − 3s,
where δZ = Z˙/(HZ) and s = c˙s/(Hcs) are evaluated by taking the time derivatives of
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eqs. (6.166) and (6.167). This yields
nζ − 1 ' − 2 (δX + 3 δJX)
p (δX + 4 δJX) (δX + 6n δJX)
2
[
δ3X(p+ 2)
+ δ2XδJX [(3p− 6)n2 + (12p+ 27)n+ 4p+ 8]
+ δXδ
2
JX [(57p+ 30)n
2 + (54p+ 105)n+ 6] + 72nδ3JX(3np+ 2n+ 1)
]
± 3
√
2 δJX
√
δX [(7n+ 2) δXδJX + nδ
2
X + 24n δ
2
JX ]
(δX + 6n δJX)
2 (δX + 4 δJX)
µ
− 2δJX δX
n (δX + 6nδJX )
3 (4 δJX + δX)
2
[
δX
4 +
(
9n+ 8 + 6n3 − 24n2) δ3XδJX
+
(
4− 99n2 + 54n− 42n3) δ2Xδ2JX + (132n2 − 282n3 − 24− 132n) δXδ3JX
− 72n (n2 − 3n+ 6) δ4JX]µ2, (6.176)
where, in order to derive this result, we have also included the terms of order O(3/2H )
not shown in eq. (6.175). The factor of ± is compatible with those in the expression for
φ˙ in terms of δX . The tensor–scalar ratio (6.37) and the tensor spectral index (6.36)
are approximately given by
r ' 16 (δX + 4δJX)
3/2
(δX + 6nδJX)1/2
, (6.177)
nt ' −2(δX + 3δJX) , (6.178)
and the scalar propagation speed squared is
c2s '
δX + 4δJX
δX + 6nδJX
. (6.179)
If |δJX |  δX then these observables reduce to
nζ − 1 ' −2(p+ 2)
p
δX ± 3
√
2nµ
δJX√
δX
, (6.180)
r ' 16δX ' −8nt . (6.181)
On the other hand, in the limit where δJX  δX , one finds
nζ − 1 ' −3(3np+ 2n+ 1)
pn
δJX ± µ√
2n
√
δX , (6.182)
r ' 64
3
√
6
n
δJX ' −32
9
√
6
n
nt ' − 8.7√
n
nt , (6.183)
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which agree with the results in ref. [249] derived for n = 1 and µ = 0.
To be concrete, in the following discussion we focus on the theories with n = 1, µ 6= 0,
and θ = −1. In this scenario δJX > 0 for φ˙ < 0, so that the conditions for the avoidance
of ghosts and Laplacian instabilities (Z > 0 and c2s > 0) are always satisfied. In this
case we need to take the minus sign for the terms proportional to µ in eqs. (6.176),
(6.180), and (6.182). Since V,φ ' −3Hφ˙(1 + 3Hφ˙Φ) from eq. (6.165), the field velocity
corresponding to φ˙ < 0 is
φ˙ '
√
1− 4ΦV,φ − 1
6HΦ
, (6.184)
where we have used the fact that Φ < 0. Employing the approximate relation V '
3H2M2pl, the two slow-roll parameters δX and δJX can be expressed in terms of φ as
δX '
M2pl(
√
1− 4ΦV,φ − 1)2
8V 2Φ2
, δJX ' δX
6
(
√
1− 4ΦV,φ − 1) . (6.185)
The number of efoldings is given by
N =
∫ φf
φ
H
φ˙
dφ ' 2
M2pl
∫ φf
φ
ΦV√
1− 4ΦV,φ − 1
dφ
= 2B4
∫ x
xf
xpeµx√
1 + 4B4pxp−1eµx − 1 dx , (6.186)
where
B ≡
(
V0
M3Mpl
)1/4
, x ≡ φ
Mpl
, xf ≡ φf
Mpl
. (6.187)
We determine the value of xf at the end of inflation using the condition H ' δX+3δJX =
1.
In the limitB → 0 (i.e. δJX → 0) we have H ' δX ' p2/(2x2) andN ' x2/(2p)−p/4,
so that eqs. (6.180) and (6.181) give
nζ ' 1− 2(p+ 2)
4N + p
, r ' 16p
4N + p
' −8nt . (6.188)
In eq. (6.188) we have not taken into account the contributions coming from the term
µ, because we do not have an analytic expression for general p. Numerical calculations
show that in the regime B  1 both nζ and r become smaller for µ > 0. If µ < 0, then
nζ decreases, whereas r increases.
In the opposite limit where B  1 it follows that
H ' 3δJX ' p
3/2
2B2
x−(p+3)/2e−µx/2 , N ' B
2
√
p
∫ x
xf
x(p+1)/2eµx/2dx , (6.189)
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and δX ' px−(p+1)e−µx/(2B4). In order to have N ≈ 55 for B  1, the integral inside
the expression of N needs to be much smaller than unity, which requires x  1 for
|µ| = O(1). Using the approximation |µx|  1, we have x(p+3)/2f ' p3/2/(2B2) and
N ' B
2
√
p
2
p+ 3
x(p+3)/2
[
1 +
p+ 3
2(p+ 5)
µx
]
− p
p+ 3
. (6.190)
From eqs. (6.182) and (6.183) it then follows that
nζ ' 1− 3(p+ 1)
(p+ 3)N + p
[
1− 2(p− 1)
3(p+ 1)(p+ 5)
µx
]
, (6.191)
r ' 64
√
6
9
p
(p+ 3)N + p
(
1− µx
p+ 5
)
. (6.192)
For N = 55, in the limit where µ → 0, one finds nζ = 0.9675 and r = 0.1258 for
p = 2, whereas for p = 4 one finds nζ = 0.9614 and r = 0.1791. In the regime B  1
the current observations can be consistent with both models. In the presence of the
exponential coupling with positive µ, the scalar spectral index gets larger for p > 1,
while the tensor–scalar ratio becomes smaller.
In the intermediate regime between B  1 and B  1, we evaluate nζ and r
as follows: For given values of p, µ, and B we identify the field value x = φ/Mpl
corresponding to N = 55 by integrating eq. (6.186) numerically. We derive δX and
δJX from eq. (6.185) which allows us to obtain nζ and r by using the formulae (6.176)
and (6.177). We have also solved the background equations numerically to the end of
inflation and confirmed that the above method provides an accurate estimation for nζ
and r.
The theoretical values of nζ and r for µ = 1 are plotted in figures 6.5 and 6.6
(corresponding to p = 2 and p = 4 respectively) with several different values of B.
Increasing B from B = 0 leads nζ to decrease initially, before it increases briefly and
then finally decreases towards the point given by eq. (6.191). Meanwhile r decreases
up to some value of B, with a minimum smaller than 0.1, before starting to increase
towards the asymptotic value (6.192). The above peculiar curved trajectories in the
(nζ , r) plane occur because of the presence of the exponential Galileon coupling with
µ > 0. For µ = 0 the theoretical curve is well approximated by a straight line that
connects the two asymptotic points corresponding to B → 0 and B →∞. The actual
line is shown as a dashed line in figures 6.5 and 6.6.
If µ < 0 and B is increasing, then r increases up to some value of B, whereas nζ
decreases. The maximum values of r for µ = −1 are about 0.35 and 0.68 for p = 2
and p = 4, respectively. If B is increased further, r starts to decrease towards the
point given by eq. (6.192) (with nζ starting to increase at some value of B). Compared
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Figure 6.5.: Theoretical values of nζ and r for the standard chaotic inflation-
ary potential V (ϕ) = m2ϕ2/2 in the presence of the dilatonic Galileon cou-
pling J = −(1/M3)eµϕ/MplX with µ = 1 (solid line). Proceeding anti-
clockwise from the top of the loop, the points correspond to the cases with B =
0, 10−5/2, 10−9/4, 10−2, 10−7/4, 10−3/2, 10−5/4, 0.1, 10−1/2, 1, 101/2, 10, 103/2, 102 with N =
55. In the limit B → ∞ one has nζ = 0.9675 and r = 0.1258. The dotted curve cor-
responds to the case where µ = 0. We also show the 1σ and 2σ observational contours
derived by the joint data analysis of wmap 7-year, bao and hst, with the consistency
relation r = −8nt.
to the case µ > 0, this behaviour is not desirable to satisfy the observational bounds,
especially for p = 4. In the following discussion we shall therefore focus on the case of
the positive µ.
From eqs. (6.177) and (6.178) we may consider the ratio
r
nt
= −8 (1 + 4RJ)
3/2
(1 + 6RJ)1/2(1 + 3RJ)
, (6.193)
where RJ ≡ δJX/δX . For 0 ≤ RJ <∞, the ratio r/nt is constrained to be in the narrow
range −8.71 < r/nt ≤ −8. We carry out a cmb likelihood analysis in terms of nζ and
r by using the two consistency relations r = −8nt and r = −8.71nt. We find that the
observational constraints on nζ and r are similar in both cases. Hence the constraints
using the standard consistency relation r = −8nt should be trustworthy even in the
intermediate regime. Figure 6.5 shows that the quadratic inflaton potential is consistent
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Figure 6.6.: Similar to figure 6.5, but for the potential V (ϕ) = λϕ4/4
with µ = 1 (solid line). The points correspond to the cases with B =
0, 10−9/2, 10−17/4, 10−4, 10−15/4, 10−7/2, 10−13/4, 10−3, 10−11/4, 10−5/2, 10−2, 10−3/2, 10−3/4,
10−1/2, 10−1/4, 1, 101/2, 103/4, 103/2, 103 with N = 55. In the limit where B → ∞ one
finds nζ = 0.9614 and r = 0.1791. The dotted curve corresponds to the case where
µ = 0.
with observations even in the presence of the exponential Galileon coupling with µ = 1.
From figure 6.6 we find that the self-coupling inflaton potential can be saved by taking
into account the exponential Galileon coupling.
For the theoretical points shown in figures 6.5 and 6.6, we can calculate the values
of δX and δJX corresponding to N = 55. It is then possible to derive fitting functions
that relate δJX with δX . The fitting function for p = 4 and µ = 1 is given in eq. (A.107)
in §A.5. This allows us to run the cosmomc code in terms of just one inflationary
parameter δX . In figure 6.7 we show the 1d marginalized probability distribution
for p = 4 and µ = 1, constrained by the joint data analysis of wmap 7-year, bao,
hst, snia and bbn. In the absence of the Galileon coupling (δJX = 0), one has
δX = p/(4N + p) ' 0.018 for N = 55, which is observationally excluded. In the
opposite limit of large Galileon coupling such that δJX  δX , it follows that δJX '
p/{3[(p + 3)N + p]} = 3.4 × 10−3 for N = 55. Since this case is marginally inside the
2σ observational contour in figure 6.6, we find a suppressed probability distribution
for smaller δX in figure 6.7. The intermediate regime such as 10
−4 . δX . 10−3
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is most favoured observationally, because the corresponding theoretical points can be
deep inside the 2σ bound in figure 6.6. In figure 6.6 the theoretical point for B = 10−3/2
gives δX = 3.5×10−4, which actually corresponds to the highest probability in figure 6.7.
Hence the effect of the exponential Galileon coupling can work to save the self-coupling
inflaton potential.
Figure 6.7.: 1d marginalized probability distribution of the parameter δX for Galileon
modified inflation with the quartic potential V (ϕ) = λϕ4/4 and µ = 1. We use the fitting
function (described in §A.5) that gives the relation between δX and δJX for N = 55 in
the regime 10−8 < δX < 0.018. The parameter δX is constrained by the joint data
analysis of wmap 7-year, lss (including bao), hst, snia and bbn, with the pivot
scale k0 = 0.002 Mpc
−1.
The scalar spectrum Pζ at the scale k = 0.002 Mpc−1 (for n = 1) is subject to the
wmap normalization:
Pζ =
√
3
pi2
(
Mpl
M
)6(
V0
M4pl
)3
y1/2x3pe2µx
(y − 1)2(2y + 1)3/2 ' 2.4× 10
−9 , (6.194)
where y ≡ (1 + 4pB4xp−1eµx)1/2. In the limit that B  1 we obtain the result m ≈
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1016(1012 GeV/M) GeV for p = 2 (with V0 = m
2M2pl/2) and λ ≈ (1012 GeV/M)4 for
p = 4 (with V0 = λM
4
pl/4), which agree with those obtained in ref. [249] for µ = 0.
In order to have B  1 for p = 4, we require that λ  (M/Mpl)3. Combining this
with the wmap normalization, the mass scale M is constrained to be M  10−4Mpl.
If we demand that the coupling λ is smaller than 1, this gives another constraint
M > 4 × 10−7Mpl. In the intermediate regime between B  1 and B  1 we need
to solve eq. (6.194) to relate M and V0 after identifying the values of x at N = 55
numerically. In the regime B  1 we recover the standard mass scales of inflaton:
m/Mpl ' 6.8× 10−6 for p = 2 and λ ' 2.0× 10−13 for p = 4.
Since we regard M to be a cut-off scale for the function J(ϕ,X), the effective theory
can be trusted as long as H . M . This relation yields the constraint B4xp . Mpl/M .
For the case B  1 and p = 2, we find that the effective theory can be trusted for
x . M/m ≈ (M/1014 GeV)2. For B  1 and p = 4, this constraint reduces to
x . λ−1/4(M/Mpl)1/2 ≈ (M/1014 GeV)3/2.
The scalar propagation speed squared (6.179), in the regime δJX  δX , reduces to
c2s ' 2/(3n). Consequently, the non-Gaussianity parameter f equilNL is constrained to be
small for n = 1 although it may be possible to have |f equilNL |  1 for n 1.
Galileon section summary. We have shown that the Galileon-like self-interaction
∝ eµϕ/MplXnϕ can have interesting effects on inflationary observables. Specifically,
models with µ > 0 can lead to the compatibility of some chaotic inflationary potentials
that are otherwise in tension with current observational bounds. We have confirmed
this property for the self-coupling potential by carrying out a cmb likelihood analysis.
In addition, we have obtained analytic formulae for the regime where the Galileon term
dominates over the standard kinetic term, δJX  δX .
7. Conclusions
Despite enormous observational and theoretical advances in recent years, the dynamics
of our Universe are not fully understood. The focus of this thesis has been on the
early epoch of inflation—a hypothesised period of accelerated cosmic expansion that
is expected to be driven by the physics operating at energies vastly in excess of the
standard model of high energy particle physics. As discussed in chapter 1, the density
perturbations observed in the cmb provide excellent support for the inflationary hy-
pothesis. Whilst inflation may easily be achieved by invoking simple phenomenological
models, our understanding will remain incomplete until we can realise inflation in the
context of fundamental theories of interactions.
There are two independent ways in which progress may be made: Firstly, more pre-
cise cosmological data will allow us to constrain viable theories of gravitation, as well as
constraining the potentially exotic contents of our Universe. Secondly, particle physics
and higher energy theory, such as string theory, are hoped to develop an improved
understanding of the small scale nature of physical law. Whilst these two efforts are
valuable in isolation, in union they may collaboratively inform each others’ development
and dramatically enhance our understanding of our Universe. This thesis has taken a
number of steps towards developing these vital links between high energy theory and
cosmological observations.
Chapter 2 performed the first complete covariant computation of the bispectrum for
multi-field inflation with a non-trivial field metric GIJ(ϕ
K). Not only is this scenario
well motivated in the context of fundamental theory, via a conformal transformation
it includes non-minimally coupled models of multi-field inflation which themselves rep-
resent an important class of modified gravity theories. Employing the covariant per-
turbation scheme of Gong and Tanaka [103], we perturbed the action (2.1) to third
order and provided the first full quantization. We have been the first to include the
required factors of parallel propagation that ensure tensorial transformation properties
are maintained. The two and three-point correlators of field perturbations 〈QIk1QJk2〉
and 〈QIk1QJk2QKk3〉 were then found around the time of horizon exit in eqs. (2.44) and
(2.78).
The correlators differ from the standard result of Seery and Lidsey [61] in two ways:
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Firstly, we obtained the covariantized form of the standard result, by promotion of par-
tial derivatives to covariant derivatives and contracting all indices with the field-space
metric. Secondly, new terms were shown to arise, mediated by the Riemann curvature
of the field-space metric. Such curvature terms only modify the power spectrum beyond
leading order in slow-roll. However, they affect the three-point function at leading or-
der, and so it is important to consider their effect when making bispectrum predictions.
Furthermore, the new terms are evolving and may thus lead to interesting infrared dy-
namics as discussed in §2.2.1.
The superhorizon evolution of covariant perturbations was discussed in chapter 3,
where we made contact with observations in terms of correlators of the curvature per-
turbation ζ. We developed a covariant version of the transport formalism of Mulryne,
Seery and Wesley [127, 128, 156] for this purpose. This is mediated by the covariant
Jacobi equation (3.30) which automatically incorporates curvature contributions which
influence the evolution of the two and three-point functions. Importantly, we have ver-
ified that this formalism correctly reproduces the time-dependent growing modes near
horizon crossing as generated by the apparatus of quantum field theory. This matching
agrees to subleading order in both slow-roll and time-dependent perturbation theory.
The Jacobi approach leads to covariant time evolution operators T Im and T
I
(mn)
which evolve the correlators of field perturbations as in eqs. (3.41)–(3.42). For con-
tact with observations, the final step is to transform to the uniform density gauge as
described in §3.3.5. In §3.3.6 we show how these equations recover the covariant exten-
sion of the δN formalism in terms of the separate universe coefficients N,i and N;ij. In
summary, we have provided a clear and economical framework enabling perturbations
to be evolved in a slow-roll inflationary model with a non-trivial field-space metric.
Chapter 3 closes with §3.4, where we considered simpler scenarios of multi-field in-
flation in which the perturbations may be tracked analytically. Through a novel di-
rect calculation of the path variation δN , we recover the standard results for sum
and product-separable potentials. Specialising to the subclass of two-field inflation,
we found analytic expressions for inflationary observables in eqs. (3.109)–(3.112) and
(A.91)–(A.94). This includes new compact trispectrum results. These expressions in-
volve a rotation to the kinemetic bases at both boundaries which leads to results in a
suitable form for subsequent analysis in chapter 5.
Before launching into an analytic analysis of superhorizon perturbation evolution,
we considered the observational domain of applicability of our analytic results. Such a
domain is intimately related to the broader notion of adiabaticity, which we discussed in
chapter 4. The occurrence of an adiabatic limit for an inflationary model ensures that its
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observational predictions do not subsequently evolve—a crucial requirement given our
ignorance of the physics operating in the subsequent phase of reheating. After giving a
general discussion, we illustrated the variety of ways in which simple phenomenological
models of inflation may reach an adiabatic limit. If adiabaticity is obtained during the
regime of slow-roll inflation, the analytic results of §3.4 represent a viable approxima-
tion and the asymptotic value of inflationary observables is accurately determined by
the hca. In other adiabatic scenarios, we showed how inflationary models may require
numerical analysis to obtain quantitatively reliable predictions. We also discussed a
non-adiabatic model and demonstrated how cosmic observables are then dependent on
the details of subsequent phases such as reheating.
Employing this theoretical background, we proceeded in chapter 5 to study the types
of inflationary potential and horizon exit conditions that may lead to the generation
of large non-Gaussianity in two-field slow-roll inflation. We were able to achieve this
for arbitrary separable potentials by extending and simplifying the heatmap analysis
of Byrnes et al. [185]. After some challenging algebraic manipulations, we arrived at
remarkably simple results that then allowed us to draw new conclusions about the
relationship between inflationary dynamics and their predictions for inflationary ob-
servables.
Specifically, we have shown that the same inflationary dynamics that are capable of
producing large values of the bispectrum parameter fNL are also capable of producing
large values of the trispectrum parameters τNL or gNL. Our results confirmed that a
necessary requirement for a large local non-Gaussianity is that the horizon crossing field
velocities must be dominated by one of the two fields. We also provided an explicit
realisation of the Suyama-Yamaguchi consistency relation, arriving at the very simple
result (5.18) where we were able to relate τNL and fNL via an approximate equality
rather than an inequality. We showed that in a slow-roll adiabatic limit, gNL is usually
trivially related to τNL as (27/25)gNL ' τNL—with deviations from this result being
possible, but are shown to be very hard to engineer. The heatmaps that we derived may
also be interpreted in a dynamic way, enabling them to be used as qualitative tools to
understand and predict the qualitative evolution of non-Gaussianity in different models
of inflation.
Our heatmap analysis demonstrated that generic features in inflationary potentials
such as ridges, valleys and inflection points can lead to large transient τNL and fNL pa-
rameters, with τNL being the first to peak. gNL was shown to be transiently significant
near an inflection point, representing a specific realisation of a more general result that
gNL can only be transiently large if the potential is described by terms beyond quadratic
order. We then proceeded to study these potential shapes in greater quantitative detail
7: Conclusions 176
in §5.3. This allowed us to calculate the peak non-Gaussianity in terms of the param-
eters that define the local shape of the potential and these results may be exported to
any canonical multi-field slow-roll model.
Finally, in chapter 6 we considered the effects of low energy effective string theory
corrections to the simple phenomenological scenario of single field chaotic inflation
with the potential V (ϕ) = V0(ϕ/Mpl)
p. The self-coupling potential V (ϕ) = λϕ4/4 is
excluded by cmb temperature anisotropy data, while the quadratic potential V (ϕ) =
m2ϕ2/2 is within the 2σ observational contour. We have clarified how various field
couplings present in low-energy effective string theory modify the resulting cosmological
observables for these models.
In particular we have shown that the inclusion of a non-canonical kinetic term
eµϕ/MplX with µ > 0 allows chaotic inflation models that are in tension with obser-
vations to be made compatible with them. This study also included a non-minimal
coupling of the form 1 − ζϕ2/M2pl, as typically present in models of Higgs inflation.
We verified recent work [248] where it was shown that a large negative coupling ζ can
lead the self-coupling potential to be observationally viable. For Brans-Dicke theory,
we have found that the field potential of the form V (ϕ) = V0(ϕ−Mpl)p, where p ≈ 2,
produces observationally viable inflation followed by a successful reheating for all values
of the bd paramter ωBD > −3/2.
We also considered the presence of a Gauss-Bonnet coupling of the form ξ0e
µϕ/MplG.
We found that the gb coupling with positive µ does not save the self-coupling potential.
For the quadratic potential, we have shown that the gb coupling needs to be suppressed
(|δξ/s| < 0.1) from a cmb likelihood analysis. If µ is negative then it is possible to lead
to the decrease of both |nζ − 1| and r for negative ξ0, but we require a large coupling
constant, such as |ξ0| ∼ 1010, in order to produce a sizeable effect on inflationary
observables.
The final correction that we considered is the presence of a Galileon-like self-interaction
∝ eµϕ/MplXnϕ for which we expressed the three inflationary observables nζ , r, and
nt in terms of two slow-roll parameters δX and δJX . In the regime where the Galileon
term dominates over the standard kinetic term (δJX  δX) we have derived analytic
formulae for nζ and r in terms of the number of efoldings N . We have shown that, for
µ > 0, the Galileon term can lead to the compatibility of chaotic inflationary poten-
tials with current observations. We have confirmed this property for the self-coupling
potential by carrying out a cmb likelihood analysis.
In summary, this thesis has developed new tools that improve our intuition about
more complex models of inflation. We have used a number of different approaches in
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our consideration of multi-field inflation, exploiting both analytic and numerical meth-
ods and contributing to the development of existing formalisms. To complement this
work we have considered well-motivated generalisations of single field inflation. In com-
bination, these represent two well-motivated methods for extending our understanding
about the observational predictions of generalised inflationary scenarios.
A. Appendices
A.1. The amount of observable inflation
This appendix calculates the number of efolds of inflation by evaluating the two terms
appearing in eq. (1.22). We begin with the ratios of the scale factors. The entropy
density sA of a particle species ‘A’ is calculated as [1]
sA =
gA
2pi2T
∫ ∞
0
dq
q2
eE/T ± 1
(
E +
q2
3E
)
, (A.1)
where E and q are the energy and momentum, T is the temperature and gA is the
species degeneracy factor. The factor ± takes positive values for fermions and negative
for bosons. We have presumed equilibrium conditions and so the chemical potential is
absent. In the non-relativistic limit, E ≈ m+q/2m and both bosons and fermions have
a distribution function of the form e−m/T . This yields a suppressed entropy as
snon−relA =
gAm
8T
(
2mT
pi
)3/2
e−m/T . (A.2)
However, in the relativistic limit one obtains
srel = g
2pi2
45
T 3, (A.3)
where
g =
∑
bosons
gA +
7
8
∑
fermions
gA. (A.4)
The entropy is totally dominated by the relativistic species and so it is only relativistic
species that contribute to g. There is no heat transfer in a homogeneous and isotropic
universe and so the total entropy S = a3s is constant. From eq. (A.3) one therefore
obtains the useful formula
g(T )a3T 3 = constant, (A.5)
where we have written g as a function of temperature to emphasise that it varies over
the thermal history of the Universe.
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There is an important subtlety should any particle species fall out of thermal equi-
librium whilst still relativistic. This happened as the temperature dropped through
T ∼ 1 MeV at the time of neutrino decoupling, taking some of the entropy density
with it. Shortly after, the temperature dropped below the threshold for the electrons
and positrons to become non-relativistic and they promptly annihilated into photons.
In this annihilation process, g drops from 11/2 to 2, and so eq. (A.5) informs us that
the photon temperature is enhanced by a factor of (11/4)1/3. Because the neutrinos
are decoupled, their temperature is not modified. Consequently, if we wish to employ
eq. (A.5) today, we need to account for the lower temperature of the neutrinos.
For example, we may find the present density of relativistic species from the general
density formula
ρ =
gpi2
30
T 4, (A.6)
by taking T to be the cmb temperature and replacing g with geff where
geff = 2 +
7
8
× 6×
(
4
11
)4/3
. (A.7)
It is useful to take the ratio of eq. (A.5) with its present-day value. One finds(
a
a0
)3(
T
T0
)3
=
g0
g
. (A.8)
In order to use T0 as the cmb temperature, the lower neutrino temperature is accounted
for by using g0 = 43/11. This formula directly relates the expansion to the temperature
difference. Given that Treh > 1 MeV, eq. (A.8) becomes
ln
(
areh
a0
)
= −1
3
ln
(
greh
g0
)
− ln
(
Treh
T0
)
. (A.9)
The ratios of the Hubble rates in eq. (1.22) may be calculated from the flat Friedmann
equation (1.6) as
1
2
ln
(
H2reh
H20
)
=
1
2
ln
(
grehpi
2T 4reh/30
ρcrit,0
)
=
1
2
ln Ωrel,0 +
1
2
ln
(
greh
g0
)
+2 ln
(
Treh
T0
)
, (A.10)
where we have used eq. (A.6) for the energy density at the time of reheating. Combining
eqs. (A.9) and (A.10) gives
Ninf =
1
2
ln Ωrel,0 +
1
6
ln
(
greh
g0
)
+ ln
(
Treh
T0
)
. (A.11)
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A.2. Computing N,I
points of notation
• Einstein summation convention is not employed in §A.2.
• To ease the complexity of the formulae derived in this section (§A.2), we shall
adopt units of Mpl = 1 for this section only.
1
The lack of summation convention provides us with new ways of manipulating ex-
pressions such as N,I given in eq. (3.74). Terms which are proportional to a delta
function δIK are only present when I = K and therefore one can interchange indices I
and K freely in expressions of this form. For example, in eq. (3.74) the first term can
be manipulated as
V
V,K
∣∣∣∣
∗
δIK =
V
V,I
∣∣∣∣
∗
δIK , (A.12)
where we emphasise that the delta function is not removed during this index manipu-
lation since there is no summation occurring.
The path term can be expanded in a field basis to give
N,I =
V
V,K
∣∣∣∣
∗
δIK − V
V,K
∣∣∣∣
c
∂φcK
∂φ∗I
−
∑
J
∫ c
∗
∂
∂φJ
(
V
V,K
)
φK
(
∂φJ
∂φ∗I
)
φK
dφK . (A.13)
To proceed we need to obtain expressions for the derivatives (∂φJ/∂φ
∗
I)φK and ∂φ
c
J/∂φ
∗
I
in terms of the potential and its derivatives. We now proceed to show how this can be
done for two general classes of separable potential.
A.2.1. Separable potentials
To evaluate the derivatives mentioned above, it is necessary to relate different field
values to one another. For a general inflationary potential and non-slow-roll evolution,
this has not been shown to be possible. However, if we confine ourselves to the slow-roll
dynamics of eq. (3.72) then these equations of motion provide the relation
dφK
V,K
=
dφJ
V,J
. (A.14)
For this to uniquely relate fields to one another, we demand a potential V such that
eq. (A.14) is manipulable to make each side a function of just one field. For such
1This is particularly useful when dealing with separable inflationary potentials since the natural choice
for sum-separable potentials is to have each term of dimension M4pl, whereas for product-separable
potentials the natural choice is to have each multiplicative term dimensionless. Temporarily taking
Mpl = 1 facilitates easier comparison between these two calculations.
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a potential, we can take the functional derivative ∂/∂φ∗I of eq. (A.14) and obtain a
path-independent relationship between different fields.
We therefore require that the potential obeys
V,K
V,J
=
qK(φK)
qJ(φJ)
. (A.15)
where the qK are different functions for K = 1, 2, · · · . This ratio requires that the
dependence on every other field L 6= {K, J} is either zero or cancels in the ratio. Using
the shorthand UI = UI(φI), S =
∑
I UI and P =
∏
I UI , there are two general potential
forms that give this result:
V = F (S), (A.16)
V = G(P ), (A.17)
where F and G are arbitrary functions. We refer to these as sum and product-separable
potentials respectively.
A.2.2. Sum-separable potentials
The sum-separable potential allows us to write eq. (A.14) as
dφK
U ′K
=
dφJ
U ′J
, (A.18)
where U ′I = ∂UI/∂φI . Integrating from t
∗ to some general time t and taking the
functional derivative with respect to horizon exit field values yields
∂
∂φ∗I
∫ φK
∗
1
U ′K
dφK =
∂
∂φ∗I
∫ φJ
∗
1
U ′J
dφJ ,
1
U ′K
∂φK
∂φ∗I
− 1
U ′I
∗ δIK =
1
U ′J
∂φJ
∂φ∗I
− 1
U ′I
∗ δIJ ,
∂φJ
∂φ∗I
=
U ′J
U ′I
∗ (δIJ − δIK) +
U ′J
U ′K
∂φK
∂φ∗I
. (A.19)
We note that the final boundary condition in the above expressions has not yet been
fixed. This is because we wish to consider two different final boundary conditions which
will yield the two derivatives that we require in the end and path terms of eq. (A.13).
The first boundary condition is to hold φK constant in eq. (A.19) which gives the
path term derivative as (
∂φJ
∂φ∗I
)
φK
=
U ′J
U ′I
∗ (δIJ − δIK). (A.20)
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The second boundary condition is one of uniform density from which we may derive an
expression for the derivative ∂φcK/∂φ
∗
I . This is obtained using the defining relation for
the uniform density condition,
0 =
∂V c
∂φ∗I
= F ′c
∑
J
U ′J
c∂φ
c
J
∂φ∗I
⇒
∑
J
U ′J
c∂φ
c
J
∂φ∗I
= 0, (A.21)
where we have ignored the trivial potential V = constant, and employed the notation
F ′ = dF/dS. Evaluating eq. (A.19) on a uniform density hypersurface ‘c’ and then
substituting into (A.21) gives
∑
J
U ′J
c
(
U ′J
c
U ′I
∗ (δIJ − δIK) +
U ′J
c
U ′K
c
∂φcK
∂φ∗I
)
= 0 ,
1
U ′I
∗
∑
J
U ′J
2
∣∣∣
c
(δIJ − δIK) + 1
U ′K
c
∂φcK
∂φ∗I
∑
J
U ′J
2
∣∣∣
c
= 0 ,
(A.22)
and so we obtain
∂φcK
∂φ∗I
=
U ′K
c
U ′I
∗
(
δIK − U
′
I
2∑
J U
′
J
2
)
c
. (A.23)
We can put this into a more pleasant form by using the potential slow-roll parameters
√
2I =
F ′U ′I
F
, (A.24)
and also defining uI = I/ we get
∂φcK
∂φ∗I
=
U ′K
c
U ′I
∗ (δIK − ucI) . (A.25)
Taking eq. (A.20), we now work on the path term in eq. (A.13) as
Path = −
∑
J
∫ c
∗
∂
∂φJ
(
V
V,K
)
φK
(
∂φJ
∂φ∗I
)
φK
dφK ,
= −
∑
J
∫ c
∗
∂
∂φJ
(
V
V,K
)
U ′J
U ′I
∗ (δIJ − δIK) dφK ,
= − 1
U ′I
∗
∑
J
∫ c
∗
∂
∂φJ
(
F
F ′U ′K
)
U ′J(δIJ − δIK) dφK , (A.26)
where we have substituted in the form of the potential. We note a subtle point: The
requirement that φK is constant in the first bracket has been removed. This follows
because if K 6= J then φK is already constant under ∂∂φJ , else if K = J , the integrand
is zero by virtue of the (δIJ − δIK) factor. Thus, whether or not φK is constant in the
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derivative is irrelevant. By this same logic, we are at liberty to remove the U ′K term
from the differential as
Path = − 1
U ′I
∗
∑
J
∫ c
∗
∂
∂φJ
(
F
F ′
)
U ′J
U ′K
(δIJ − δIK) dφK . (A.27)
We can now use eq. (A.18) to change the integration variable to dφJ as
Path = − 1
U ′I
∗
∑
J
∫ c
∗
∂
∂φJ
(
F
F ′
)
(δIJ − δIK) dφJ . (A.28)
Performing the summation gives two terms
Path =
δIK
U ′I
∗
∫ c
∗
∑
J
∂
∂φJ
(
F
F ′
)
dφJ − 1
U ′I
∗
∫ c
∗
∂
∂φI
(
F
F ′
)
dφI . (A.29)
We notice that the first term is simply the expansion
d
(
F
F ′
)
=
∑
J
∂
∂φJ
(
F
F ′
)
dφJ , (A.30)
leading the path term to take the form
Path = −δIK
U ′I
∗
F
F ′
∣∣∣∣
∗
+
δIK
U ′I
∗
F
F ′
∣∣∣∣
c
− 1
U ′I
∗
∫ c
∗
∂
∂φI
(
F
F ′
)
dφI ,
= −δIK V
V,I
∣∣∣∣
∗
+ δIK
U cI
U ′I
∗
V
V,I
∣∣∣∣
c
− 1
U ′I
∗
∫ c
∗
∂
∂φI
(
F
F ′
)
dφI . (A.31)
Substituting eqs. (A.31) and (A.25) into the original expression for N,I in eq. (A.13)
we find
N,I =
V
V,K
∣∣∣∣
∗
δIK − V
V,K
∣∣∣∣
c
U ′K
c
U∗I
(δIK − ucI)−
V
V,I
∣∣∣∣
∗
δIK
+
V
V,I
∣∣∣∣
c
U ′K
c
U∗I
δIK − 1
U ′I
∗
∫ c
∗
∂
∂φI
(
F
F ′
)
dφI .
(A.32)
There are two cancellations arising from the interchange of I and K labels in terms
proportional to δIK . The simplified result is
N,I =
1
U ′I
∣∣∣∣
∗
(
FuI
F ′
∣∣∣∣
c
−
∫ c
∗
∂
∂φI
(
F
F ′
)
dφI
)
. (A.33)
This result applies for an arbitrary function F and we have eliminated the free indices.
However, if the ratio F/F ′ maintains any S dependence then to perform the integral
requires us to know how each of the UJ varies as we vary φI . Without new tools to
understand how the UJ evolve we must restrict ourselves to special cases. There are
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precisely two cases when the S dependence is lost: the integrand being either zero or a
constant. If the integrand is zero then we have F/F ′ = A for constant A. This solves
to give a general solution of F = BeS/A where B is also a constant. However, one can
set these constants to unity by a suitable redefinition of the potentials UI , leading to
the result
N,I =
ucI√
2∗I
, —for V = eS. (A.34)
Let us now consider the scenario where the integrand is not zero, but is constant. The
integral manipulates as∫ c
∗
∂
∂φI
(
F
F ′
)
dφI =
∫ c
∗
d
dS
(
F
F ′
)
U ′I dφI ,
=
∫ c
∗
d
dS
(
F
F ′
)
dUI . (A.35)
We can find that the general form of F such that the integrand is a constant is F =
(BS+D)1/A where A,B,D are constants. We can eliminate the constants B and D by
redefining the potentials UI , leaving a general potential form as V = S
1/A such that∫ c
∗
∂
∂φI
(
F
F ′
)
dφI =
∫ c
∗
A dUI = AU
c
I − AU∗I . (A.36)
This then gives us N,I for another class of potentials as
N,I =
A
U ′I
∗
(
U∗I − U cI + V Ac ucI
)
, —for V = S1/A. (A.37)
A.2.3. Product-separable potentials
The product-separable potential allows us to write eq. (A.14) as
UK
U ′K
dφK =
UJ
U ′J
dφJ . (A.38)
Integrating from t∗ to some general time t and taking the functional derivative gives
∂
∂φ∗I
∫ φK
∗
UK
U ′K
dφK =
∂
∂φ∗I
∫ φJ
∗
UJ
U ′J
dφJ ,
UK
U ′K
∂φK
∂φ∗I
− U
∗
I
U ′I
∗ δIK =
UJ
U ′J
∂φJ
∂φ∗I
− U
∗
I
U ′I
∗ δIJ ,
∂φJ
∂φ∗I
=
U∗I
U ′I
∗
U ′J
UJ
(δIJ − δIK) + U
′
J
UJ
UK
U ′K
∂φK
∂φ∗I
. (A.39)
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We now manipulate eq. (A.39) to find the derivatives in the end and path terms of eq.
(A.13). Holding φK constant in eq. (A.39) gives the path term derivative as(
∂φJ
∂φ∗I
)
φK
=
U∗I
U ′I
∗
U ′J
UJ
(δIJ − δIK). (A.40)
For the end term of eq. (A.13) we require the derivative ∂φcK/∂φ
∗
I . We use the defining
relation
0 =
∂V c
∂φ∗I
= (G′P )c
∑
J
U ′J
c
U cJ
∂φcJ
∂φ∗I
⇒
∑
J
U ′J
c
U cJ
∂φcJ
∂φ∗I
= 0, (A.41)
where we have simply ignored the trivial potential V = constant, and employed the
notation G′ = dG/dP . Evaluating eq. (A.39) on a uniform density hypersurface ‘c’ and
then substituting into eq. (A.41) gives
∑
J
U ′J
c
U cJ
(
U∗I
U ′I
∗
U ′J
c
U cJ
(δIJ − δIK) + U
′
J
c
U cJ
U cK
U ′K
c
∂φcK
∂φ∗I
)
= 0 ,
U∗I
U ′I
∗
∑
J
U ′J
2
U2J
∣∣∣∣
c
(δIJ − δIK) + U
c
K
U ′K
c
∂φcK
∂φ∗I
∑
J
U ′J
2
U2J
∣∣∣∣
c
= 0 ,
∂φcK
∂φ∗I
=
U ′K
c
UK
c
U∗I
U ′I
∗
(
δIK − U
′
I
2/UI
2∑
J U
′
J
2/UJ
2
)
c
. (A.42)
We can put this into a more pleasant form by using the slow-roll parameters
√
2I =
G′PU ′I
GUI
, (A.43)
and also defining uI = I/ to obtain
∂φcK
∂φ∗I
=
U ′K
c
UK
c
U∗I
U ′I
∗ (δIK − ucI) . (A.44)
Taking eq. (A.40), we now work on the path term in eq. (A.13) given by
Path = −
∑
J
∫ c
∗
∂
∂φJ
(
V
V,K
)
φK
(
∂φJ
∂φ∗I
)
φK
dφK
= −
∑
J
∫ c
∗
∂
∂φJ
(
V
V,K
)
U∗I
U ′I
∗
U ′J
UJ
(δIJ − δIK) dφK
= − U
∗
I
U ′I
∗
∑
J
∫ c
∗
∂
∂φJ
(
GUK
G′PU ′K
)
U ′J
UJ
(δIJ − δIK) dφK , (A.45)
where we have substituted in the form of the potential. By the same logic that links
eqs. (A.26) and (A.27), we are at liberty to remove the UK and U
′
K terms from the
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differential as
Path = − U
∗
I
U ′I
∗
∑
J
∫ c
∗
∂
∂φJ
(
G
G′P
)
UK
U ′K
U ′J
UJ
(δIJ − δIK) dφK . (A.46)
We can now use eq. (A.38) to change the integration variable to dφJ as
Path = − U
∗
I
U ′I
∗
∑
J
∫ c
∗
∂
∂φJ
(
G
G′P
)
(δIJ − δIK) dφJ . (A.47)
Performing the summation gives two terms
Path = δIK
U∗I
U ′I
∗
∫ c
∗
∑
J
∂
∂φJ
(
G
G′P
)
dφJ − U
∗
I
U ′I
∗
∫ c
∗
∂
∂φI
(
G
G′P
)
dφI . (A.48)
We notice that the first term is simply the expansion
d
(
G
G′P
)
=
∑
J
∂
∂φJ
(
G
G′P
)
dφJ , (A.49)
and so we find
Path = −δIK U
∗
I
U ′I
∗
G
G′P
∣∣∣∣
∗
+ δIK
U∗I
U ′I
∗
G
G′P
∣∣∣∣
c
− U
∗
I
U ′I
∗
∫ c
∗
∂
∂φI
(
G
G′P
)
dφI ,
= −δIK V
V,I
∣∣∣∣
∗
+ δIK
U∗I
U ′I
∗
U ′I
c
U cI
V
V,I
∣∣∣∣
c
− U
∗
I
U ′I
∗
∫ c
∗
∂
∂φI
(
G
G′P
)
dφI . (A.50)
Substituting eqs. (A.50) and (A.44) into eq. (A.13) we find
N,I =
V
V,K
∣∣∣∣
∗
δIK − V
V,K
∣∣∣∣
c
U ′K
c
UK
c
U∗I
U ′I
∗ (δIK − ucI)−
V
V,I
∣∣∣∣
∗
δIK
+
V
V,I
∣∣∣∣
c
U ′K
c
UK
c
U∗I
U ′I
∗ δIK −
U∗I
U ′I
∗
∫ c
∗
∂
∂φI
(
G
G′P
)
dφI ,
(A.51)
where we finally note that there are two cancellations since we can interchange the I
and K labels in terms proportional to δIK . The simplified result is
N,I =
UI
U ′I
∣∣∣∣
∗
(
GuI
G′P
∣∣∣∣
c
−
∫ c
∗
∂
∂φI
(
G
G′P
)
dφI
)
. (A.52)
This result works for an arbitrary function G. However, if the ratio G/G′P maintains
any P dependence then to perform the integral requires us to know how each of the
UJ varies as we vary φI . Without new tools to understand how the UJ evolve we must
restrict ourselves to special cases. There are precisely two cases when the P dependence
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is lost: the integrand being either zero or a constant. If the integrand is zero then we
have G/G′P = A for constant A. This solves to give a general solution of G = BP 1/A
where B is also a constant. However, one can remove the constants under a redefinition
of the potentials UI , leading us to the result
N,I =
ucI√
2∗I
, —for V = P. (A.53)
Let us now consider the scenario where the integrand is not zero, but a constant. The
integral manipulates as∫ c
∗
∂
∂φI
(
G
G′P
)
dφI =
∫ c
∗
d
dP
(
G
G′P
)
PU ′I
UI
dφI ,
=
∫ c
∗
P
d
dP
(
G
G′P
)
d(lnUI) , (A.54)
and we find that the general form of G such that the integrand is a constant is G =
(B lnP +D)1/A, where A,B,D are constants. We can eliminate the constants B and D
by redefining the potentials UI , leaving a general potential of the form V = (lnP )
1/A,
such that ∫ c
∗
∂
∂φI
(
G
G′P
)
dφI =
∫ c
∗
A d(lnUI) ,
= A lnU cI − A lnU∗I . (A.55)
This then gives us a result for another form of separable potential as
N,I = A
UI
U ′I
∣∣∣∣
∗
(
lnU∗I − lnU cI + V Ac ucI
)
, —for V = (lnP )1/A. (A.56)
A.2.4. Correspondence between sum and product-separable
potentials
It is clear that there is a correspondence between eqs. (A.34) and (A.53) and also
between eqs. (A.37) and (A.56). Essentially, redefining lnUI → UI turns a product-
separable potential into a sum-separable potential, and redefining eUI → UI performs
the opposite transformation. This correspondence was first discussed by Wang [189]. It
is therefore not necessary for us to proceed with all four classes of potentials. We choose
the pair of independent potentials that appear most natural, V = P and V = S1/A.
Since we only need these two potentials, it is useful at this point to list the four key
formulae that we need for subsequent calculations:
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For the potential V = P :
N,I =
ucI√
2∗I
, (A.57)
∂φcK
∂φ∗I
=
√
cK
∗I
(δIK − ucI) . (A.58)
For the potential V = S1/A:
N,I =
1
V A∗
√
2∗I
(
U∗I − U cI + V Ac ucI
)
, (A.59)
∂φcK
∂φ∗I
=
(
V c
V ∗
)A√
cK
∗I
(δIK − ucI) . (A.60)
We can put these results into a more standard form by using eqs. (A.58) and (A.60)
to substitute for uI in eqs. (A.57) and (A.59) and rewriting as
N,I =
U∗I
U ′I
∗ δIK −
U cK
U ′K
c
∂φcK
∂φ∗I
, (A.61)
N,I = A
U∗I − U cI + V Ac δIK
U ′I
∗ − A
∑
J U
c
J
U ′K
c
∂φcK
∂φ∗I
, (A.62)
for the potentials V = P and V = S1/A respectively. One may then relabel K = J in
eq. (A.61). Summing over J in the last line of eq. (A.19) and then substituting into
eq. (A.62) yields the other standard result. Together these are
N,I =
U∗I
U ′I
∗ δIJ −
U cJ
U ′J
c
∂φcJ
∂φ∗I
, (A.63)
N,I = A
U∗I
U ′I
∗ − A
∑
J
U cJ
U ′J
c
∂φcJ
∂φ∗I
, (A.64)
for the potentials V = P and V = S1/A respectively.
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A.3. Analytic expressions for product-separable
potentials
For a two-field potential with the product-separable form V = M4pl U(φ)W (χ), the first
derivatives N,I are
MplN,φ =
u√
2∗φ
, u =
φ

, (A.65)
MplN,χ =
w√
2∗χ
, w =
χ

. (A.66)
In the {φ, χ} frame the potential is product-separable which means that any of the
parameters ηIJ or ξ
2
IJK with mixed derivatives can be written in terms of lower-order
slow-roll parameters that do not have mixed derivatives. This allows us to use the
single-index notation ηφ and ξ
2
φ for the remaining terms. In the kinematic basis the
three η components are
ησσ =
φηφ + χηχ + 4φχ

, (A.67)
ησs =
√
φχ

[
(ηχ − 2χ)− (ηφ − 2φ)
]
, (A.68)
ηss =
χηφ + φηχ − 4φχ

. (A.69)
The components of the ξ2IJK tensor are
3/2 ξ2σσσ = 
3/2
χ ξ
2
χ + 
3/2
φ ξ
2
φ + 6φχ
√
(ηφ + ηχ) , (A.70)
3/2 ξ2σσs = χ
√
φ ξ
2
χ − φ
√
χ ξ
2
φ + 2
√
φχ
[
(φ − 2χ)ηφ − (χ − 2φ)ηχ
]
, (A.71)
3/2 ξ2σss = φ
√
χ ξ
2
χ + χ
√
φ ξ
2
φ + 2
√

[
(φ − 2χ)φηχ + (χ − 2φ)χηφ
]
, (A.72)
3/2 ξ2sss = 
3/2
φ ξ
2
χ − 3/2χ ξ2φ + 6
√
φχ(χηφ − φηχ) . (A.73)
The second derivatives of N follow by differentiation of eqs. (A.65) and (A.66):
M2plN,φφ = u−
uη∗φ
2∗φ
+
AP
∗φ
, (A.74)
M2plN,φχ = −
AP√
∗φ∗χ
, (A.75)
M2plN,χχ = w −
wη∗χ
2∗χ
+
AP
∗χ
, (A.76)
where we have substituted
AP ≡ uw ηss , (A.77)
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to put these equations into a form similar to that found for the sum-separable potential.
Taking the next derivative we find
M3plN,φφφ =
1
∗φ
√
2∗φ
(
−u
2
√
∗φ
∗
ξ∗φ
2 − u∗φη∗φ + uη∗φ2 − 3(η∗φ − 2∗φ)AP + B2P
)
, (A.78)
M3plN,φφχ =
1
∗φ
√
2∗χ
(
(η∗φ − 2∗φ)AP − B2P
)
, (A.79)
M3plN,φχχ =
1
∗χ
√
2∗φ
(
(η∗χ − 2∗χ)AP + B2P
)
, (A.80)
M3plN,χχχ =
1
∗χ
√
2∗χ
(
−w
2
√
∗χ
∗
ξ∗χ
2 − w∗χη∗χ + wη∗χ2 − 3(η∗χ − 2∗χ)AP − B2P
)
, (A.81)
Mpl
√
2∗φ
∂AP
∂φ∗
≡ −Mpl
√
2∗χ
∂AP
∂χ∗
≡ B2P , (A.82)
B2P ≡ −
√
uw
3
[
ξ2sss + 2
φ − χ√
φχ
η2ss − 2ησsηss
]
. (A.83)
As with the sum-separable case, AP is symmetric under field exchange whilst B2P is
anti-symmetric. We take these results together to find
nζ − 1 = −4
(
u2
∗φ
+
v2
∗χ
)−1 [
1− 2uw − u
2η∗φ
2∗φ
− w
2η∗χ
2∗χ
]
− 2∗, (A.84)
fNL =
5
6
(
u2
∗φ
+
w2
∗χ
)−2 2(u3
∗φ
+
w3
∗χ
)
− u
3η∗φ
∗φ
2 −
w3η∗χ
∗χ
2
+ 2
(
u
∗φ
− w
∗χ
)2
AP
 (A.85)
τNL = 4
(
u2
∗φ
+
w2
∗χ
)−3 [
− u
4η∗φ
∗φ
2 −
w4η∗χ
∗χ
2
+
u4η∗φ
2
4∗φ
3 +
w4η∗χ
2
4∗χ
3
+
u4
∗φ
+
w4
∗χ
− u
2
∗φ
2
(
u
∗φ
− w
∗χ
)
η∗φAP −
w2
∗χ
2
(
w
∗χ
− u
∗φ
)
η∗χAP
+ 2
(
u2
∗φ
− w
2
∗χ
)(
u
∗φ
− w
∗χ
)
AP +
(
u
∗φ
− w
∗χ
)2(
1
∗φ
+
1
∗χ
)
A2P
]
,
(A.86)
gNL =
25
27
(
u2
∗φ
+
w2
∗χ
)−3[
− u
4η∗φ
∗φ
2 −
w4η∗χ
∗χ
2
+
u4η∗φ
2
∗φ
3 +
w4η∗χ
2
∗χ
3
− 1
2
u4ξ∗φ
2
∗φ
2
√
∗ ∗φ
− 1
2
w4ξ∗χ
2
∗χ
2
√
∗ ∗χ
−3 u
2
∗φ
2
(
u
∗φ
− w
∗χ
)
η∗φAP − 3
w2
∗χ
2
(
w
∗χ
− u
∗φ
)
η∗χAP
+ 6
(
u2
∗φ
− w
2
∗χ
)(
u
∗φ
− w
∗χ
)
AP +
(
u
∗φ
− w
∗χ
)3
B2P
]
. (A.87)
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One can rewrite the horizon crossing slow-roll parameters as
ηφ = ηss + 2φ −
√
φ
χ
ησs , ηχ = ηss + 2χ +
√
χ
φ
ησs , (A.88)
ξ2φ =
√
φ
χ
ξ2σss −
√

χ
ξ2sss − 2
√
φ
χ
(φηχ − 2χηφ) , (A.89)
ξ2χ =
√
χ
φ
ξ2σss +
√

φ
ξ2sss − 2
√
χ
φ
(χηφ − 2φηχ) . (A.90)
Substituting the relations (A.88)–(A.90) into eqs. (A.84)–(A.87) yields
nζ − 1 =
(
u2
∗φ
+
w2
∗χ
)−1[
2w − 2u√
∗φ∗χ
η∗σs
]
+ 2(η∗ss − ∗) , (A.91)
6
5
fNL =
(
u2
∗φ
+
w2
∗χ
)−2−( u3
∗φ
2 +
w3
∗χ
2
)
η∗ss +
(
u3
∗φ
− w
3
∗χ
)
η∗σs√
∗φ∗χ
+ 2
(
u
∗φ
− w
∗χ
)2
AP
,
(A.92)
τNL =
(
u2
∗φ
+
w2
∗χ
)−3[(
u4
∗φ
3 +
w4
∗χ
3
)
η∗ss
2 − 2
(
u4
∗φ
2 −
w4
∗χ
2
)
η∗ssη
∗
σs√
∗φ∗χ
+
(
u4
∗φ
+
w4
∗χ
)
η∗σs
2
∗φ∗χ
− 4
(
u
∗φ
− w
∗χ
)2(
u
∗φ
+
w
∗χ
)
η∗ssAP
+ 4
(
u
∗φ
− w
∗χ
)(
u2
∗φ
+
w2
∗χ
)
η∗σsAP√
∗φ∗χ
+ 4
(
u
∗φ
− w
∗χ
)2
∗A2P
∗φ∗χ
]
, (A.93)
27
25
gNL =
(
u2
∗φ
+
w2
∗χ
)−3[(
u4
∗φ
3 +
w4
∗χ
3
)
η∗ss
2 − 2
(
u4
∗φ
2 −
w4
∗χ
2
)
η∗ssη
∗
σs√
∗φ∗χ
+
(
u4
∗φ
+
w4
∗χ
)
η∗σs
2
∗φ∗χ
+
(
u4
∗φ
+
w4
∗χ
)
∗η∗ss
∗φ∗χ
+
1
2
(
u4
∗φ
2 −
w4
∗χ
2
)
ξ∗sss
2√
∗φ∗χ
−1
2
(
u4
∗φ
+
w4
∗χ
)
ξ∗σss
2
∗φ∗χ
− 3
(
u
∗φ
− w
∗χ
)2(
u
∗φ
+
w
∗χ
)
η∗ssAP
+ 3
(
u
∗φ
− w
∗χ
)(
u2
∗φ
+
w2
∗χ
)
η∗σsAP√
∗φ∗χ
+
(
u
∗φ
− w
∗χ
)3
B2P
]
. (A.94)
A.4. Simplification of trispectrum expressions
The function |τ6|, as defined in eq. (5.15), is bounded well within our limit of ten,
and so this term may be immediately neglected. Furthermore, we can use eq. (5.6) to
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manipulate various other terms. In the sum-separable case we find
τ2η
∗
ssη
∗
σs =
[
sin 2θ∗τ2
]
η∗ssη
∗
σs +
[
(1− sin 2θ∗)τ2 1
2
tan 2θ∗
]
η∗ss(η
∗
ss − η∗σσ) , (A.95)
τ3η
∗
σs
2 =
[
sin2 2θ∗τ3
]
η∗σs
2 +
[
(1− sin2 2θ∗)τ3 1
4
tan2 2θ∗
]
(η∗ss − η∗σσ)2 , (A.96)
τ5
∗η∗σs =
[
sin 2θ∗τ5
]
∗η∗σs +
[
(1− sin 2θ∗)τ5 1
2
tan 2θ∗
]
∗(η∗ss − η∗σσ) , (A.97)
− τ8 Ω η∗σs(ηss − ) = −
[
(1− sin 2θ∗)τ8 1
2
tan 2θ∗
]
Ω (η∗ss − η∗σσ)(ηss − )
−
[
sin2 2θ∗τ8
]
Ω η∗σs(ηss − ) , (A.98)
and we find that all of the functions in square brackets never have a magnitude greater
than ten and so these terms represent variations in the trispectrum that are significantly
smaller than observables will ever probe. One can easily check that these results follow
analogously for product-separable potentials and so these terms may be neglected for
both types of separable potential.
Analogously to eq. (5.6) there exist formulae relating the various ξ2ijk components.
For sum-separable potentials we have
ξ2σss =
1
2
tan 2θ(ξ2sss − ξ2σσs) , (A.99)
ξ2σσs =
1
2
tan 2θ(ξ2σss − ξ2σσσ) , (A.100)
whereas for product-separable potentials these relations are of the form
ξ2σss =
1
2
tan 2θ (ξ2sss − ξ2σσs) + 2ηss + 2 tan 2θ  ησs , (A.101)
ξ2σσs =
1
2
tan 2θ (ξ2σss − ξ2σσσ)− 2 ησs + 2 tan 2θ  (ηss + ) . (A.102)
Using eqs. (A.99) and (A.100) we can then simplify part of the sum-separable expression
for gNL in eq. (5.12) as
1
4
τ2ξ
∗
sss
2 − 1
2
τ3ξ
∗
σss
2 =
1
4
τ2ξ
∗
sss
2 − sin2 2θ∗1
2
τ3ξ
∗
σss
2 − (1− sin2 2θ∗)1
2
τ3
×
(
1
2
tan 2θ∗ξ∗sss
2 − 1
4
tan2 2θ∗
(
ξ∗σss
2 − ξ∗σσσ2
))
= −g4ξ∗sss2 −
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4
ξ∗σσσ
2
)
,
' −g4ξ∗sss2 , (A.103)
where we have defined g4 =
1
4
(τ3 sin 2θ
∗ cos 2θ∗ − τ2) in the expressions above. The
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term in square brackets in the penultimate line can never be large and so is neglected.
The product-separable case follows similarly, yielding the same answer, however
the calculation is unsurprisingly more involved. Manipulating three of the terms in
eq. (5.14) for gNL by using eq. (A.101) we find
1
4
τ2ξ
∗
sss
2 + τ3
∗η∗ss −
1
2
τ3ξ
∗
σss
2 = −g4ξ∗sss2 −
[1
2
τ3 sin
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ξ∗σss
2 − 2∗η∗ss
)
+
1
4
τ3 sin 2θ
∗ cos 2θ∗
(
ξ∗σσs
2 − 4∗η∗σs
)
. (A.104)
We now expand the last term of eq. (A.104) by substituting for ξ∗σσs
2 using eq. (A.102).
We also use eq. (5.6) to rewrite η∗σs = sin 2θ
∗η∗σs + (1− sin 2θ∗)12 tan 2θ∗(η∗ss− η∗σσ + 2∗)
and so we ultimately find
1
4
τ2ξ
∗
sss
2 + τ3
∗η∗ss −
1
2
τ3ξ
∗
σss
2 = −g4ξ∗sss2 −
[1
2
τ3 sin
2 2θ∗
](3
4
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1
4
ξ∗σσσ
2 − 3∗η∗ss
−∗2 + 3∗η∗σs cos 2θ∗ +
3
2
(1− sin 2θ∗)(η∗ss − η∗σσ + 2∗)
)
. (A.105)
The term in square brackets is always negligible and this multiplies terms no larger
than O(∗2) and so may be ignored, leaving the same simple result that we found for
sum-separable potentials.
After these various terms have been neglected from eqs. (5.11) to (5.14), we can
simplify the remaining terms, rewriting them by means of the following trigonometric
relations (similarly to the bispectrum calculation, these simple formulae follow standard
trigonometric identities, although the algebra is not itself trivial)
τ1 = τ + 2f + 1 ,
τ4 = 2f1(1 + f) ,
τ7 = 4(τ + f) ,
2g2 = τ − f .
(A.106)
A.5. Fitting function for Galileon inflation
We present a fitting function for the quartic potential V (ϕ) = λϕ4/4 in the presence
of the Galileon-type coupling J = −(1/M3)eµϕ/MplX with µ = 1. We numerically find
the field value φ giving N = 55 before the end of inflation and evaluate δX and δJX
for several different values of B (B = 10i/8 with i = −32, . . . , 32). These slow-roll
parameters can be approximated by the following fitting function (found by using the
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method of least squares)
δJX = −5.25192634579698 + 540.210808997015 δ1/2X − 3509.55978587371 δ1/3X
+ 15290.159752272 δ
1/4
X − 38509.9526724544 δ1/5X + 53949.4042466374 δ1/6X
− 38908.1718682253 δ1/7X + 11232.4296410833 δ1/8X − 224.28358682764 δX
+ 6155.30047533836 δ2X − 519243.629001884 δ3X + 38227861.764318 δ4X
− 1897688289.07932 δ5X + 54200448383.7942 δ6X − 665839723646.196 δ7X .
(A.107)
We have used this expression in the regime 10−8 < δX < 0.018 for our cmb likelihood
analysis in figure 6.7. Finally, in figure A.1, we show both the numerical data and the
fitting function δJX(δX). Since its inverse function, on the whole interval, is multivalued,
we have used δX as the independent slow-roll parameter.
Figure A.1.: Numerical data points corresponding to the values of δJX and δX satisfy-
ing the constraint N = 55. Each data point corresponds to a particular value B = 10i/8
with i = −32, . . . , 32. The fitting function we use for cmb likelihood analysis is also
plotted.
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