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Abstract
We present a systematic characterization of the domain of a generator of a one parameter
group on certain C-subalgebras of LðHÞ via ﬁnite-dimensional estimates. Our approach
yields an example of a densely deﬁned closed symmetric derivation on a C-subalgebras of
LðHÞ whose domain is not closed with respect to the C1-functional calculus. This completes
and complements the earlier example of McIntosh (J. Funct. Anal. 30 (1977) 264). Our
methods are partly based on the theory of adjoint C0-semigroups.
r 2004 Elsevier Inc. All rights reserved.
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1. Introduction
In this paper we investigate some properties of inﬁnitesimal generators d of
strongly continuous groups faðtÞgtAR in Banach spaces SDLðHÞ which are given by
aðtÞT ¼ eitATe	itA ð1Þ
ARTICLE IN PRESS
Corresponding author.
E-mail address: B.dePagter@ewi.tudelft.nl (B. de Pagter).
0022-1236/$ - see front matter r 2004 Elsevier Inc. All rights reserved.
doi:10.1016/j.jfa.2004.05.004
for all TAS; where A is an unbounded self-adjoint operator in the Hilbert space H:
Such groups are also called automorphism flows. If S is a C-subalgebra of LðHÞ;
then d is a densely deﬁned closed symmetric derivation in S (i.e., dom ðdÞ is a dense
linear subspace of S; d : domðdÞ-S is closed and satisﬁes dðTÞ ¼ dðTÞ; dðSTÞ ¼
SdðTÞ þ dðSÞT for all S; TAdomðdÞ). For a detailed discussion of such derivations
we refer the reader to [2]. An important problem in the theory of such derivations in
C-algebras is to give conditions on a function f :R-R guaranteeing that
f ðBÞAdomðdÞ whenever B ¼ BAdomðdÞ: Sufﬁcient conditions for this were given
in [1], including in particular the case fAC2: In [9] it was falsely claimed that the
same result holds for fAC1: In [8] an example was exhibited by McIntosh indicating
that this result does not hold in general for fAC1 (see also the comments and
discussion concerning this result of McIntosh in the books [2] and [10]). As was
pointed out to us by Alan McIntosh, his example was a modiﬁcation of an earlier
counterexample of his to the question of generalising the Calderon commutator
theorem to general operators in a Hilbert space [7]. The main motivation for the
present paper is to ﬁll a technical gap in [8]; in fact, the operator B constructed in [8]
satisfying f ðBÞedomðdÞ does not belong to domðdÞ; if we insist that domðdÞ should
be dense in the C-algebra (see Corollary 4.6). Our presentation is based on the
theory of adjoints of strongly continuous (semi-)groups (i.e. C0-groups) as can be
found in [3] and [6].
In Section 2 we present a general description of the inﬁnitesimal generators of
C0-groups of the form (1) in Banach space SDLðHÞ (see Proposition 2.2 for the
precise statement). In Section 3, a number of precise estimates in ﬁnite dimensions is
given which are necessary to analyze the example of McIntosh in detail and which
are used to give the appropriate modiﬁcations of the example. Finally, these
estimates are glued together in Section 4 to obtain our main results (Corollary 3.8
and Theorem 4.8).
Throughout this paper, ðH;/; SÞ will be a complex Hilbert space and the space
of bounded linear operators in H is denoted by LðHÞ; equipped with the operator
norm jj  jj: For x; yAH; we denote by x#y the rank one operator in H given by
ðx#yÞz ¼ /z; ySx for all zAH:
2. Automorphism ﬂows and their inﬁnitesimal generators
Let ðH;/; SÞ be a complex Hilbert space. Throughout this section we assume
that A : domðAÞ-H is a self-adjoint operator inH and that fUðtÞgtAR is the unitary
group generated by A; i.e., UðtÞ ¼ eitA for all tAR: Deﬁning
aNðtÞT ¼ UðtÞTUð	tÞ ð2Þ
for all TALðHÞ and all tAR; it is easily veriﬁed that faNðtÞgtAR is an ultra-weakly
continuous group of isometries in LðHÞ: If A is unbounded, then this group is not
strongly continuous (see e.g. [2]). However, on appropriate subspaces of LðHÞ
equipped with an appropriate norm, the group faNðtÞgtAR induces a C0-group. In
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the next proposition we present a description of the inﬁnitesimal generator of such
induced groups. We will use the following notation. If TALðHÞ is such that
TðdomðAÞÞDdomðAÞ; then AT2TA : domðAÞ-H is a well deﬁned linear operator.
If this operator AT 	 TA is closable, then we will denote its closure by ½A; T : In
particular, we will write ½A; T ALðHÞ if AT2TA is closable and its closure is a
bounded operator.
It will be convenient to formulate in the next lemma a form of the product rule for
differentiation which will be used in the proof of the proposition. The proof of this
lemma is straightforward and left to the reader.
Lemma 2.1. Let DDH be a linear subspace and suppose that:
(i) g:R-D is a differentiable function with derivative g0ðtÞAH for all tAR;
(ii) f : R-LðHÞ is a bounded function such that for all yAD the function t/f ðtÞy is
differentiable with derivative f 0ðtÞyAH for all tAR:
Then the function h :R-H; defined by hðtÞ ¼ f ðtÞgðtÞ; is differentiable and the
derivative is given by h0ðtÞ ¼ f 0ðtÞgðtÞ þ f ðtÞg0ðtÞ for all tAR:
Proposition 2.2. Let SDLðHÞ be a linear subspace equipped with a norm jj  jjS such
that
(i) ðS; jj  jjSÞ is a Banach space,
(ii) jjT jjpjjT jjS for all TAS;
(iii) UðtÞTUð	tÞAS for all TAS and all tAR;
(iv) jjUðtÞTUð	tÞ 	 T jjS-0 as t-0 for all TAS:
Define the C0-group faðtÞgtAR in S by aðtÞT ¼ UðtÞTUð	tÞ for all TAS and tAR;
and let d : domðdÞ-S be the infinitesimal generator of faðtÞgtAR: If TAS; then
TAdomðdÞ if and only if the following two conditions are satisfied:
(a) TðdomðAÞÞDdomðAÞ;
(b) ½A; T AS:
Moreover, dðTÞ ¼ i½A; T  for all TAdomðdÞ:
Proof. Before we start with the proof of the proposition we note that condition (ii) in
combination with the Closed Graph Theorem implies that the operators aðtÞ are
bounded on S for all tAR: Hence, it follows from (iii) and (iv) that faðtÞgtAR is
indeed a C0-group in S:
First we assume that TAdomðdÞ: So, by deﬁnition we have
UðtÞTUð	tÞ 	 T
t
	 dðTÞ




S
-0 as t-0:
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Hence, it follows from condition (ii) that
UðtÞTUð	tÞx 	 Tx
t
	 dðTÞx



-0 as t-0 ð3Þ
for all xAH: Now take xAdomðAÞ and write
UðtÞTx 	 Tx
t
¼ UðtÞTx 	 Uð	tÞx
t
þ UðtÞTUð	tÞx 	 Tx
t
: ð4Þ
Since
x 	 Uð	tÞx
t
-iAx as t-0
and
ðUðtÞT 	 TÞ x 	 Uð	tÞx
t
	 iAx
 


p2jjT jj x 	 Uð	tÞxt 	 iAx



;
it follows that
UðtÞTx 	 Uð	tÞx
t
-iTAx as t-0:
In combination with (3) and (4) this implies that
UðtÞTx 	 Tx
t
-iTAx þ dðTÞx
as t-0; hence TxAdomðAÞ and iATx ¼ iTAx þ dðTÞx: This shows that
TðdomðAÞÞDdomðAÞ and iðAT 	 TAÞDdðTÞ: So, iðAT 	 TAÞ is closable with
closure dðTÞ; i.e., i½A; T  ¼ dðTÞAS:
Now assume that TAS satisfying conditions (a) and (b). We claim that
aðtÞT 	 T ¼
Z t
0
aðsÞði½A; T Þ ds ð5Þ
for all tAR: Note that the integral in (5), which we will denote for the moment by
FðtÞ; deﬁnes an element in S; as the function s/aðsÞði½A; T Þ is continuous from R
into ðS; jj  jjSÞ: Moreover, it follows from assumption (ii) that this integral is norm
convergent integral in LðHÞ as well. In particular,
FðtÞx ¼
Z t
0
aðsÞði½A; T Þx ds ð6Þ
for all xAH: Since both aðtÞT 	 T and FðtÞ are bounded linear operators on H; it is
sufﬁcient to show that aðtÞTx 	 Tx ¼ FðtÞx for all xAdomðAÞ: Fix xAdomðAÞ and
deﬁne the functions g : R-H and f : R-LðHÞ by gðtÞ ¼ Uð	tÞx and f ðtÞ ¼ UðtÞT ;
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respectively, for all tAR: Note that gðtÞAdomðAÞ and g0ðtÞ ¼ 	iAUð	tÞx for all
tAR: Moreover, if yAdomðAÞ; then it follows from (a) that TyAdomðAÞ; and so the
function t/f ðtÞy is differentiable with derivative f 0ðtÞy ¼ iAUðtÞTy: Therefore, we
may apply Lemma 2.1 (with D ¼ domðAÞ) and we ﬁnd that the function t/aðtÞTx
is differentiable with derivative
d
dt
aðtÞTx ¼ iAUðtÞTUð	tÞx 	 iUðtÞTAUð	tÞx
¼ iUðtÞðAT 	 TAÞUð	tÞx:
This shows that
d
dt
ðaðtÞTx 	 TxÞ ¼ aðtÞði½A; T Þx
for all tAR: From (6) it is clear that
d
dt
FðtÞx ¼ aðtÞði½A; T Þx
for all tAR: Since að0ÞTx 	 Tx ¼ 0 ¼ Fð0Þx; we may conclude that aðtÞTx 	 Tx ¼
FðtÞx for all tAR: As observed already, this sufﬁces to prove (5), which immediately
implies that TAdomðdÞ and dðTÞ ¼ i½A; T : This completes the proof of the
proposition. &
Next we will discuss some examples to illustrate the above proposition.
Example 2.3. We assume that A : domðAÞ-H is a self-adjoint operator and put
UðtÞ ¼ eitA for all tAR:
(a) For 1ppoN we denote by Sp the p-Schatten ideal of compact operators in
LðHÞ (for the relevant deﬁnitions we refer the reader to [4]). Deﬁning apðtÞT ¼
UðtÞTUð	tÞ for all TASp; it is easily seen that fapðtÞgtAR is a C0-group of
isometries (using that the ﬁnite rank operators are dense in Sp). Denoting the
inﬁnitesimal generator of fapðtÞgtAR by dp; it follows immediately from the
above proposition that:
domðdpÞ ¼ fTASp : TðdomðAÞÞDdomðAÞ; ½A; T ASpg ð7Þ
and that dpðTÞ ¼ i½A; T  for all TAdomðdpÞ: Similarly, denoting by S0 ¼ KðHÞ
the ideal of compact operators in LðHÞ; equipped with the operator norm, and
deﬁning a0ðtÞT ¼ UðtÞTUð	tÞ for all TAKðHÞ; the generator d0 of the C0-
group fa0ðtÞgtAR is given by
domðd0Þ ¼ fTAKðHÞ : TðdomðAÞÞDdomðAÞ; ½A; T AKðHÞg
and d0ðTÞ ¼ i½A; T  for all TAdomðd0Þ:
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(b) We deﬁne
SA ¼ fTALðHÞ : jjUðtÞTUð	tÞ 	 T jj-0 as t-Ng: ð8Þ
It is easily seen that SA is a C-subalgebra of LðHÞ and UðtÞTUð	tÞASA for all
tAR whenever TASA: Deﬁning aðtÞT ¼ UðtÞTUð	tÞ for all TASA; it follows
that faðtÞgtAR is a C0-group of isometries in SA: The inﬁnitesimal generator
d : domðdÞ-SA of faðtÞgtAR is a densely deﬁned closed symmetric derivation in
SA; which is given by
domðdÞ ¼ fTASA : TðdomðAÞÞDdomðAÞ; ½A; T ASAg ð9Þ
and dðTÞ ¼ i½A; T  for all TASA: Note that always KðHÞDSA and that
SAiLðHÞ whenever A is unbounded (see [2]).
It will be useful to consider Example 2.3(b) in some more detail in the general
context of the theory of adjoint semi groups on Banach spaces. For deﬁnitions and
notation concerning adjoint semi groups, in particular for the deﬁnition of the so-
called sun-dual, we refer the reader to [3, Section 3.4] and [6, Chapter XIV]. Let
A : domðAÞ-H be a self-adjoint operator and let UðtÞ ¼ eitA for all tAR: Deﬁne the
C0-group f#a1ðtÞgtAR in S1 by
#a1ðtÞT ¼ Uð	tÞTUðtÞ ð10Þ
for all TAS1: The generator #d1 is given by #d1ðTÞ ¼ 	i½A; T  for all TAdomð#d1Þ;
where domð#d1Þ is given by (7). Via trace duality (see e.g. [4]) we may identify the
Banach dual space of S1 with LðHÞ: Denoting the adjoint operator of #a1ðtÞ by #a1ðtÞ;
we ﬁnd that #a1ðtÞT ¼ UðtÞTUð	tÞ for all TALðHÞ and all tAR: Hence, the adjoint
group of f#a1ðtÞgtAR is faNðtÞgtAR; given by (2). Consequently, the so-called sun-dual
S}1 of S1 with respect to the group f#a1ðtÞgtAR is given by (8) and #a}1 ¼ a; as deﬁned
in Example 2.3(b). Furthermore, an easy computation shows that the adjoint #d1 :
domð#d1Þ-LðHÞ is given by
domð#d1Þ ¼ fTALðHÞ : TðdomðAÞÞDdomðAÞ; ½A; T ALðHÞg ð11Þ
and #d1ðTÞ ¼ i½A; T  for all TAdomð#d1Þ: From the general theory of C0-semigroups it
follows that:
SA ¼ S}1 ¼ domð#d1Þ ð12Þ
(see e.g. [3, Theorem 3.16]) the norm closure in LðHÞ: As observed at the end of
Example 2.3, if A is not bounded, then SA is a proper subspace of LðHÞ; hence, #d1 is
not densely deﬁned in this case. The generator d ¼ #d}1 of a ¼ #a}1 is the part of #d1
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in S}1 ; i.e.,
#d}1 is given by
domð#d}1 Þ ¼ fTAdomð#d1Þ : #d1ðTÞAS}1 g
and #d}1 ðTÞ ¼ #d1ðTÞ ¼ i½A; T  for all TAdomð#d}1 Þ; which agrees with (9). In general
domð#d}1 Þidomð#d1Þ; see Corollary 4.6.
3. Estimates in ﬁnite dimensions
In this section we present some matrix calculations in ﬁnite-dimensional spaces
which will be useful in the next section. We ﬁx a natural number mX1 and consider
the complex vector space C2m ¼ Cm"Cm; as an orthogonal direct sum correspond-
ing to the standard basis in C2m: We will identify the linear operators in Cm and C2m
with their matrices with respect to the standard bases. Furthermore, we may consider
LðC2mÞ as 2 2 matrices with entries in LðCmÞ; i.e., LðC2mÞDM2ðLðCmÞÞ:
Suppose that V ; WALðCmÞ and deﬁne A; CALðC2mÞ by
A ¼ 0 V	V 0
 
; C ¼ 0 	W	W 0
 
: ð13Þ
We deﬁne the group faðtÞgtAR on LðC2mÞ by aðtÞT ¼ eitATe	itA for all TALðC2mÞ:
The proofs of the following two lemmas are easy computations which we leave to the
reader.
Lemma 3.1. For all tAR we have
eitA ¼ coshðtVÞ i sinhðtVÞ	i sinhðtVÞ coshðtVÞ
 
:
Lemma 3.2. For all tAR we have
aðtÞC ¼ M1ðtÞ M2ðtÞ
M2ðtÞ 	M1ðtÞ
 
;
where
M1ðtÞ ¼ 	ifsinhðtVÞW coshðtVÞ þ coshðtVÞW sinhðtVÞg
and
M2ðtÞ ¼ 	sinhðtVÞW sinhðtVÞ 	 coshðtVÞW coshðtVÞ:
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Now we assume in addition that V is skew-adjoint (i.e., V  ¼ 	V ). Then A is self-
adjoint and so feitAgtAR is a unitary group in C2m: Let il1;y; ilm (ljAR) be the
eigenvalues of V repeated according to multiplicity such that jl1jXjl2jX?Xjlmj
and let fx1;y; xmg be a corresponding orthonormal basis of Cm consisting of
eigenvectors (i.e., Vxj ¼ iljxj).
Lemma 3.3. For all tAR; the operators M1ðtÞ and M2ðtÞ; as introduced in Lemma 3.2,
are given by
M1ðtÞ ¼
Xm
j¼1
Xm
k¼1
fsinðlj tÞ cosðlktÞ þ cosðlj tÞ sinðlktÞg/Wxk; xjSxj#xk
and
M2ðtÞ ¼
Xm
j¼1
Xm
k¼1
fsinðlj tÞ sinðlktÞ 	 cosðlj tÞ cosðlktÞg/Wxk; xjSxj#xk:
Proof. Since V ¼Pmj¼1 ðiljÞxj#xj; it is clear that
sinh ðtVÞ ¼
Xm
j¼1
sinhðilj tÞxj#xj ¼ i
Xm
j¼1
sinðlj tÞxj#xj
and similarly,
coshðtVÞ ¼
Xm
j¼1
cosðlj tÞxj#xj :
Using these observations, the result follows immediately from Lemma 3.2. &
From now on we specialize to a particular choice of matrices V and W : Let
W ¼ ½wjk be given by wjk ¼ ðk 	 jÞ	1 if 1pj; kpm; jak and wjj ¼ 0 for all 1pjpm:
Now deﬁne V ¼ ½vjk by vjk ¼ ðe	j þ e	kÞ	1wjk for all 1pj; kpm: Note that V is
indeed skew-adjoint. Furthermore, let D be the m  m matrix given by D ¼
diagðe	1;y; e	mÞ and deﬁne BALðC2mÞ by
B ¼ D 0
0 	D
 
: ð14Þ
Note that DV þ VD ¼ W and
AB 	 BA ¼ C: ð15Þ
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Lemma 3.4. With l1;y; lm and x1;y; xm as introduced before Lemma 3.3, we have
jl1jXð1þ eÞ	1em and j/Wx1; x1SjX12:
Proof. Since V is skew-adjoint, we know that jjV jj ¼ rðVÞ ¼ jl1j: On the other
hand, jjV jjXvm	1;m ¼ ð1þ eÞ	1em; which proves the ﬁrst statement of the lemma.
Using that V  ¼ 	V and that W ¼ DV þ VD; it follows that:
/Wx1; x1S ¼ /DVx1; x1S	/Dx1; Vx1S ¼ 2il1/Dx1; x1S:
From the deﬁnition of D it is clear that /Dx1; x1SXe	m/x1; x1S ¼ e	m and so
j/Wx1; x1SjX2jl1je	mX2ð1þ eÞ	1X1
2
;
which completes the proof of the lemma. &
Lemma 3.5. Let l1;y; lm and x1;y; xm be as in the previous lemma. Define aðtÞT ¼
eitATe	itA for all TALðCmÞ and all tAR: For t ¼ 1
4
pjl1j	1 we have
jjaðtÞC 	 CjjX1
2
:
Proof. Using the notation introduced in Lemma 3.2 and the deﬁnition of C as given
in (13), we have
aðtÞC 	 C ¼ M1ðtÞ M2ðtÞ þ W
M2ðtÞ þ W 	M1ðtÞ
 
and so jjaðtÞC 	 CjjXjjM1ðtÞjjXjjM1ðtÞx1jj for all tAR: Since the system
fx1;y; xmg is orthonormal in Cm; it follows from Lemma 3.3 that
M1ðtÞx1 ¼
Xm
j¼1
fsinðlj tÞ cosðl1tÞ þ cosðlj tÞ sinðl1tÞg/Wx1; xjSxj
and hence, via Lemma 3.4 we ﬁnd that
jjM1ðtÞx1jjXjsinð2l1tÞj j/Wx1; x1SjX1
2
jsinð2l1tÞj:
Taking t ¼ t ¼ 1
4
pjl1j	1; we obtain jjaðtÞC 	 CjjXjjM1ðtÞx1jjX12: &
Although the proof of the following lemma is easy, we state the result for later
reference.
Lemma 3.6. For all tAR we have jjaðtÞC 	 Cjjp2p:
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Proof. Since faðtÞgtAR is a group of isometries in LðC2mÞ; it is clear that jjaðtÞC 	
Cjjp2jjCjj: From the deﬁnition of C it follows that jjCjj ¼ jjW jj and jjW jjpp:
Indeed, this last inequality follows from the fact that the matrix of W is equal to the
left upper m  m block of the matrix (with respect to the trigonometric basis) of the
Toeplitz operator Tj; where the symbol j is given by jðyÞ ¼ iðy	 pÞ; for 	prypp;
and jjjjjN ¼ p (see e.g. [5, Chapter 25]). &
Following [8], for 0oZo1 let the C1-function fZ : ð	1; 1Þ-R be deﬁned by
fZðxÞ ¼ jxj log logjxj
e


 	Z
ð16Þ
for xa0 and fZð0Þ ¼ 0: Note that fZ is increasing on ½0; 1Þ: Recall the deﬁnitions of
the operators V ; DALðCmÞ as given before Lemma 3.4. Since jjDjj ¼ e	1; it is clear
that fZðpDÞ is a well deﬁned operator for any 0opp1 and is given by fZðpDÞ ¼
diagðfZðpe	1Þ;y; fZðpe	mÞÞ:
Lemma 3.7. If mX3; then for all 0opp1 and all 0oZo1 we have
jjfZðpDÞV 	 VfZðpDÞjjX 1
16
p
logð3	 log pÞ log
m
2
	 
1	Z
:
Proof. Put S ¼ fZðpDÞV 	 VfZðpDÞ and let ½sjk be the matrix of S with respect to the
standard basis in Cm: Then
sjk ¼ fZðpe
	jÞ 	 fZðpe	kÞ
ðe	j þ e	kÞðk 	 jÞ
whenever jak and sjj ¼ 0: Note that sjk ¼ skjX0 for all 1pj; kpm: A straightfor-
ward estimate shows that for all 1pkojpm we have
sjkX
1
2
ð1	 e	1Þpðlogðj þ 1	 log pÞÞ	Z 1
j 	 k:
Note that log pp0; as 0opp1: Hence,
Xm
k¼1
sjkX
Xj	1
k¼1
sjkX
1
2
ð1	 e	1Þpðlog ðj þ 1	 log pÞÞ	Z
Xj	1
k¼1
1
j 	 k
X
1
2
ð1	 e	1Þpðlogðj þ 1	 log pÞÞ	Zlog j
¼ 1
2
ð1	 e	1Þpðlogðj þ 1	 log pÞÞ1	Z log j
logðj þ 1	 log pÞ
XK
p
logð3	 log pÞ ðlogðj þ 1	 log pÞÞ
1	Z
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for all 2pjpm; where K ¼ 12ð1	 e	1Þlog 2: For the last inequality we have used that
the function x/ðlog xÞðlogðx þ aÞÞ	1 is increasing on ½1;NÞ for aX0:
With x ¼ m	12;y; m	12
 
we ﬁnd that
jjSjj2X jjSxjj2 ¼ 1
m
Xm
j¼1
Xm
k¼1
sjk
 !2
X
1
m
Xm
j¼½mþ1
2

Xm
k¼1
sjk
 !2
X
1
m
K2
p2
ðlogð3	 log pÞÞ2
Xm
j¼½mþ1
2

ðlogðj þ 1	 log pÞÞ2	2Z
X
1
m
K2
p2
ðlogð3	 log pÞÞ2
m
2
log
m
2
	 
2	2Z
:
This shows that
jjSjjX1
2
ﬃﬃﬃ
2
p
K
p
logð3	 log pÞ log
m
2
	 
1	Z
and since 1
2
ﬃﬃﬃ
2
p
KX
1
16
; the proof is complete. &
Corollary 3.8. If mX3 and 0oZo1; then for all 0opp1 we have
jjAfZðpBÞ 	 fZðpBÞAjjX 1
16
p
logð3	 log pÞ log
m
2
	 
1	Z
:
Proof. Since fZ is an even function, it is clear that fZð	pDÞ ¼ fZðpDÞ and so
fZðpBÞ ¼
fZðpDÞ 0
0 fZðpDÞ
 
:
This implies that
AfZðpBÞ 	 fZðpBÞA ¼
0 VfZðpDÞ 	 fZðpDÞV
	VfZðpDÞ þ fZðpDÞV 0
 
and hence,
jjAfZðpBÞ 	 fZðpBÞAjjXjjfZðpDÞV 	 VfZðpDÞjj:
The result now follows immediately from the above lemma. &
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4. Domains of unbounded derivations on C-algebras
The main purpose of the present section is to exhibit an example of a densely
deﬁned symmetric derivation d: domðdÞ-A in a C-algebra A for which there exists
a self-adjoint element bAdomðdÞ and a C1-function f on the spectrum of b such that
f ðbÞedomðdÞ: The derivation d will be deﬁned as the generator of a strongly
continuous -automorphism group on a C-subalgebra of LðHÞ; where H is a
Hilbert space.
Let H ¼"Nm¼3C2m; the Hilbert space direct sum. The elements in H will be
denoted by x ¼ ðxmÞ; where xmAC2m for all m ¼ 3; 4;y . Given linear operators
TmALðC2mÞ for m ¼ 3; 4;y; the closed and densely deﬁned operator T ¼"Nm¼3Tm
is given by
domðTÞ ¼ ðxmÞ :
XN
m¼3
jjTmxmjj2oN
( )
and TðxmÞ ¼ ðTmxmÞ for all ðxmÞAdomðTÞ: Note that T is bounded if and only if
supmjjTmjjoN and in this case jjT jj ¼ supmjjTmjj:
For each mX3 we denote by Wm; Vm and Dm the linear operators W ; V and D on
Cm as introduced before Lemma 3.4. Similarly, we denote by Am; Cm and Bm the
corresponding operators on C2m as deﬁned by (13) and (14). Furthermore, we will
denote UmðtÞ ¼ eitAm ; which deﬁnes a unitary group in C2m; and amðtÞS ¼
UmðtÞSUmð	tÞ for all SALðC2mÞ and all tAR: So, famðtÞgtAR is a group of
isometries in LðC2mÞ: Next we deﬁne
A ¼ MN
m¼3
Am;
which is a self-adjoint operator in H (note that A is unbounded, as follows
immediately from the deﬁnition of Am in combination with Lemma 3.4).
Furthermore, given the sequence p ¼ fpmgNm¼3 in R such that 0opmp1 for all m;
we deﬁne
BðpÞ ¼ MN
m¼3
pmBm and C
ðpÞ ¼ MN
m¼3
pmCm:
Note that both BðpÞ and CðpÞ are bounded self-adjoint operators in H (indeed,
jjBmjjpe	1 and jjCmjjpp for all m).
Let UðtÞ ¼ eitA for all tAR and deﬁne the -automorphism group faNðtÞgtAR in
LðHÞ by aNðtÞT ¼ UðtÞTUð	tÞ for all TALðHÞ:
Remark 4.1.
(a) It is easy to see that UðtÞ ¼"Nm¼3 UmðtÞ for all tAR:
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(b) Let TmALðC2mÞ be given for mX3 such that supmjjTmjjoN and deﬁne TALðHÞ
by T ¼"Nm¼3 Tm: Then aNðtÞT ¼"Nm¼3 amðtÞTm for all tAR:
As in Example 2.3(b) we denote by SA the C-subalgebra of LðHÞ given by
SA ¼ fTALðHÞ : jjaNðtÞT 	 T jj-0 as t-0g
and we deﬁne aðtÞ ¼ aNðtÞjSA : Then faðtÞgtAR is a C0-group of -automorphisms in
SA: The inﬁnitesimal generator of faðtÞgtAR; which we denote by d : domðdÞ-SA;
is a densely deﬁned symmetric derivation in SA:
Lemma 4.2. If p ¼ fpmgNm¼3 is a sequence in ð0; 1; then BðpÞðdomðAÞÞDdomðAÞ and
the operator ABðpÞ 	 BðpÞA : domðAÞ-H is closable with closure CðpÞ; i.e., ½A; BðpÞ ¼
CðpÞ:
Proof. First note that AmBm 	 BmAm ¼ Cm for all mX3 (see (15)). If x ¼
ðxmÞAdomðAÞ; then
PN
m¼3jjAmxmjj2oN and so it follows from
XN
m¼3
jjAmpmBmxmjj2
 !1
2
p
XN
m¼3
jjAmBmxmjj2
 !1
2
p
XN
m¼3
jjCmxmjj2
 !1
2
þ
XN
m¼3
jjBmAmxmjj2
 !1
2
pp
XN
m¼3
jjxmjj2
 !1
2
þe	1
XN
m¼3
jjAmxmjj2
 !1
2
that
PN
m¼3 jjAmpmBmxmjj2oN: Hence BðpÞx ¼ ðpmBmxmÞAdomðAÞ: Furthermore,
for all x ¼ ðxmÞAdomðAÞ we have
ðABðpÞ 	 BðpÞAÞx ¼ ðpmCmxmÞ ¼ CðpÞx;
from which it follows that ABðpÞ 	 BðpÞA is closable with closure CðpÞ: &
Recall that f#a1ðtÞgtAR is the C0-group of isometries in S1 corresponding to A as
deﬁned by (10) at the end of Section 2. Denoting the generator of this group by #d1; its
adjoint #d1 in LðHÞ is given by (11). Therefore, we can reformulate the result of the
above lemma as follows.
Corollary 4.3. If p ¼ fpmgNm¼3 is a sequence in ð0; 1; then BðpÞAdomð#d1Þ and
#d1ðBðpÞÞ ¼ i½A; BðpÞ ¼ iCðpÞ: In particular, BðpÞAS}1 ¼ SA:
ARTICLE IN PRESS
W. van Ackooij et al. / Journal of Functional Analysis 218 (2005) 409–424 421
Note that #d1 is a symmetric derivation in LðHÞ; but #d1 is not densely deﬁned (see
the observations following (12), keeping in mind that A is unbounded). With this
notation, the generator d of the C0-group faðtÞgtAR as deﬁned above, is equal to #d}1 ;
which is the part of #d1 in S
}
1 ¼ SA: Hence,
domðdÞ ¼ fTAdomð#d1Þ : #d1ðTÞASAg
and dðTÞ ¼ #d1ðTÞ for all TAdomðdÞ: Consequently, BðpÞAdomðdÞ if and only if
CðpÞASA: In the next lemma we characterize those sequences p ¼ fpmgNm¼3 for which
this is the case.
Lemma 4.4. CðpÞASA if and only if pm-0 as m-N:
Proof. First suppose that CðpÞASA: For each m we denote by il
ðmÞ
1 ;y; il
ðmÞ
m the
eigenvalues of Vm; enumerated such that l
ðmÞ
1
 X?X lðmÞm : By Lemma 3.4 we know
that lðmÞ1
 	1pð1þ eÞe	m and so lðmÞ1 	1-0 as m-N: Given e40 there exists Z40
such that jjaðtÞCðpÞ 	 CðpÞjjpe whenever jtjpZ: Take m0AN such that tm ¼
1
4
p lðmÞ1
 	1pZ for all mXm0: It follows from Lemma 3.5 and Remark 4.1(b) that
1
2
pmppmjjamðtmÞCm 	 CmjjpjjaðtmÞCðpÞ 	 CðpÞjjpe
whenever mXm0: This shows that limm-N pm ¼ 0:
For the proof of the converse implication, assume that limm-N pm ¼ 0: Let e40
be given and take m0AN such that 0opmp e2p for all mXm0: Since jjamðtÞCm 	
Cmjj-0 as t-0 for all m; there exists Z40 such that jjamðtÞCm 	 Cmjjpe whenever
jtjpZ and 3pmpm0: Furthermore, it follows from Lemma 3.6 that pmjjamðtÞCm 	
Cmjjpe for all mXm0 and all tAR: Since
jjaðtÞCðpÞ 	 CðpÞjj ¼ sup
m
pmjjamðtÞCm 	 Cmjj;
we may conclude that jjaðtÞCðpÞ 	 CðpÞjjpe whenever jtjpZ: This proves that
CðpÞASA: &
Corollary 4.5. The operator BðpÞ belongs to domðdÞ if and only if pm-0 as m-N:
Corollary 4.6. If we choose p ¼ 1 (i.e., pm ¼ 1 for all m), then Bð1ÞAdomð#d1Þ; but
Bð1Þedomð#d}1 Þ ¼ domðdÞ:
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This choice p ¼ 1 corresponds to the operator considered by McIntosh in his
paper [8].
Remark 4.7. Suppose that C is a C-subalgebra of SA which is invariant under the
group faðtÞgtAR and let dC be the generator of faðtÞjCgtAR: It is easy to see that
domðdCÞ ¼ domðdÞ-C: Consequently, if TAC; then TAdomðdCÞ if and only if
TAdomðdÞ: In particular, if we take for C the C-subalgebra generated by
faðtÞBðpÞ : tARg; then BðpÞAdomðdCÞ if and only if BðpÞAdomðdÞ: Using this
observation we may replace SA by a separable C-subalgebra, preserving the results
of the above corollary and of the following theorem.
Next we will show that it is possible to choose a sequence p ¼ fpmgNm¼3 in ð0; 1
such that BðpÞAdomðdÞ but fZðBðpÞÞedomðdÞ; where fZ : ð	1; 1Þ-R is the C1-
function deﬁned by (16). Observe that for any sequence p in ð0; 1 we have
jjBðpÞjjpe	1 and so fZðBðpÞÞ is a well deﬁned bounded self-adjoint operator inH given
by fZðBðpÞÞ ¼"Nm¼3 fZðpmBmÞ:
Theorem 4.8. Given 0oZo1; let p ¼ fpmgNm¼3 be a sequence in ð0; 1 satisfying
limm-N pm ¼ 0 and
lim
m-N
pm
logð3	 log pmÞ log
m
2
	 
1	Z
¼N: ð17Þ
Then BðpÞAdomðdÞ but fZðBðpÞÞedomðdÞ:
Proof. Since limm-Npm ¼ 0; it follows from Corollary 4.5 that BðpÞAdomðdÞ: Now
assume that fZðBðpÞÞAdomðdÞ: This implies in particular that the operator
MN
m¼3
ðAmfZðpmBmÞ 	 fZðpmBmÞAmÞ
is bounded on H: However, it follows from Corollary 3.8 that
jjAmfZðpmBmÞ 	 fZðpmBmÞAmjjX 1
16
pm
logð3	 log pmÞ log
m
2
	 
1	Z
for all mX3: This contradicts the assumption (17) on the sequence fpmgNm¼3:
Therefore, we may conclude that fZðBðpÞÞedomðdÞ: &
Remark 4.9. It is easy to see that there exist sequences p ¼ fpmgNm¼3 in ð0; 1 such
that pm-0 as m-N and for which (17) is satisﬁed as well. Indeed, we may take e.g.
pm ¼ ½logðlogðm þ 81ÞÞ	1:
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