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4RÉSUMÉ
L'alternance de deux groupes de polarités très différentes, CH2 et CF2, permet au poly fluorure de
vinylidène (PVDF)
polymérisation, en complément de la propagation tête-queue, CH2CF2CH2CF2, les monomères inversés
-queue, CF2CH2CH2CF2, et tête-tête, CH2CF2CF2CH2. Le taux de
transformation de polymère se trouve expérimentalement entre 3 et 7%.iCe pourcentage élevé entraine sans
aucun doute la modification de propriétés macroscopiques.
En utilisant la dynamique moléculaire, cette thèse a pour but de montrer l'effet de ces défauts sur la
température de transition vitreuse (Tg), la dynamique locale et sur la température de fusion (Tm) du PVDF.
En phase amorphe, le PVDF avec différents pourcentages de régio-défauts a été étudié : 3.6, 4.1, 9.3 et
23%. Cette étude permet de prédire le comportement de polymères qui ne sont pas synthétisés. Étant donné
que les Tg simulées et expérimentales concordent avec précision, les motifs moléculaires qui donnent lieu
à l'effet plastifiant de l'inversion de monomères peuvent être envisagés.
En plus d'accentuer leur effet de plastifiant, la conclusion significative est que la relaxation de la chaîne
peut être révélée en abordant explicitement des mouvements locaux. Car cette procédure ne peut pas être
déduite de la connaissance du Tg, nous avons basé notre analyse sur le fait cela :
1) Nous avons démontré que des relations linéaires directes entre Tg et l'énergie d'activation
conformationnelle de transition (Ea) extraite à partir d'un graphe d'Arrhenius, existent. Ce diagramme
correspond au logarithme naturel des taux de transition entre les états rotameriques contre l'inverse de la
température. La pente de cette courbe rapporte directement à cet Ea efficace. Un tel lien a été seulement
spéculé dans la littérature.
i Ameduri, Bruno, Chem. Rev 109.12 (2009): 6632-6686.
52) Nous avons calculé des relations d'Arrhenius pour différents genres de torsions le long de la chaîne
d'épine dorsale. En conséquence, une barrière d'énergie potentielle, ea, est associée à la rotation d'un lien
dans un environnement spécifique. L'addition de ces énergies pesées par le pourcentage de chaque lien le
long de l'épine dorsale, donne un ea moyen qui est équivalent à l'ea efficace. À l'aide de cette procédure,
nous avons maintenant accès au mouvement local de la chaîne entière.
3) Nous avons vérifié cette procédure pour calculer une valeur pour le Tg du copolymère alternatif du
l'éthylène-tétrafluoroéthylène (E-TFE), qui possède les segments qui sont présents le PVDF changé.
L'ambiguïté concernant la valeur de la Tg du copolymère E_TFE peut être résolue grâce à cette approche,
puisque le PVDF avec 50% de défauts régio-isomériques conduit à l'E_TFE.
D'ailleurs, nous avons étudié les temps de relaxation pour la fonction d'autocorrélation de torsion au-
dessus d'un large éventail de température. La dynamique locale est alors spécifiquement étudiée. L'équation
Vogel-Fulcher-Tammann (VFT) est utilisée pour décrire le processus de relaxation associée aux
mouvements coopératifs des segments le long de la chaîne. Nous avons également étudié le possibilité
d'utiliser le Kohlrausch-Williams-Watts (KWW), fonction exponentielle étirée, afin de décrire la
dépendance temporelle du processus de relaxation, ce travail a été effectué à différentes températures. Les
résultats concordent bien avec les données expérimentales.
L'objectif principal de cette section est d'étudier conjointement la fréquence des transitions
conformationnelles e
entre les fréquences des transitions conformationnelles
Nous montrons
pour la première fois qu'une relation linéaire peut être établie entre la barrière de transition
conformationnelle, Ea et l'énergie d'activation effective, B, responsables de la dynamique locale.
Parmi les cinq phases cristallines que présente le PVDF, les cristaux et ß présentent des propriétés
particulières intéressantes et ont fait l'objet d'une attention significative. Ces deux structures cristallines
le cristal
ossède des propriétés ferroélectriques. Toutefois, le comportement lors de la fusion de ces deux phases
6ii. D'autres affirment que le pic endothermique vu sur le
thermogramme obtenue par calorimétrie différentielle à balayage (DSC) a été attribué par erreur à la phase
iii. À cet égard, le comportement de la Tm des cristaux
et par rapport à leur épaisseur est obtenu par la dynamique moléculaire. Différents types de nanocristaux
composés de chaînes de PVDF, sans ou avec 10% de régio-défauts, ayant des longueurs différentes ont
ainsi été simulées dans les phases et .
On applique l'équation de Gibbs-Thomson (G-
de fusion des nanocristaux. Les valeurs déterminées sont en accord avec les données expérimentales. Nous
pur a une température de fusion inférieure à celle du PVDF en phase
ii K. Matsushige, T. Takemura, Polym. Sci. Polym. Phys. Ed. 16(1978) 921-34
iii B. S. Ince-Gunduz, R. Alpern, D. Amare, J. Crawford, B. Dolan, S. Jones, R. Kobylarz, M. Reveley, P. Cebe,
Polym. 51(2010) 1485-1493
7SUMMARY
Alternating two groups, CH2 and CF2, of very different polarities along the backbone chain of
polyvinylidene fluoride (PVDF) leads to very interesting properties, such as ferroelectricity. However, these
properties are affected by the presence of regioisomerism defects (monomer inversion) that appear during
the synthesis. During the polymerization, in addition to the Head-to-Tail (HT) sequences, CH2CF2CH2CF2,
the reversed monomer units lead to formation of Tail-to-Tail (TT), CF2CH2CH2CF2, and Head-to-Head
(HH), CH2CF2CF2CH2, links. The rate of this chain alteration experimentally lies between 3 and 7 %. This
percentage undoubtedly brings changes in macroscopic properties. The aim of this thesis is to reveal the
impact of these defects on the glass transition temperature (Tg), local dynamics and melting temperature
(Tm) of PVDF by using Molecular Dynamics (MD) simulation.
In amorphous phase, PVDF chains with different percentages of regiodefects were investigated: 0, 3.6,
4.1, 9.3, and 23 %. This study makes it possible to predict the experimental behavior of polymers which
have not yet been synthesized. Once Tg is acquired, the relaxation of the chain can be investigated through
the calculation of the activation energy (Ea) of the conformational transition. The significant conclusion is
that the relaxation of the chain can be revealed by addressing the local motions. More specifically:
a) We demonstrate a direct linear relationship between Tg and Ea extracted from an Arrhenius plot. This
diagram corresponds to the natural logarithm of transition rates between rotameric states versus the inverse
of the temperature. The slope of this curve yields directly Ea.  Such a link was only speculated in the
literature.
b) A significant finding of this work is that the mobility of the chain can be associated with different types
of bonds in PVDF with regiodefects.
c) Based on the analysis of Ea for the different bond contributions, we proposed a value for the Tg of
ethylene-tetrafluoroethylene (E-TFE), an isomeric polymer of PVDF with 50% regiodefects.
Experimentally, the available data for the Tg of E-TFE are limited and highly variable. For example, it
has been reported as varying from -108 °C to 145 °C. The ambiguity of Tg for this copolymer can be
resolved with this approach.
8Furthermore, we studied the relaxation time associated with the torsional autocorrelation function
(TACF) over a wide temperature range. The Vogel-Fulcher-Tammann (VFT) equation was used to describe
the temperature dependence of the relaxation time. The Kohlrausch Williams Watts (KWW) stretched
exponential function is then applied to fit the time dependence of the relaxation process at various
temperatures. The results obtained from this work were found to be in good agreement with the
experimental data. A particular interest in this study is the question of how the non-Arrhenius VFT of
relaxation process is related to the Arrhenius behavior of conformational jump rates near the glass
transition. In both cases, the energies (the conformational transition energy (Ea) and the effective activation
energy (B) in VFT equation), were very close to the value of a single torsional barrier. However, in contrast
to the relaxation time associated with TACF, the rates of conformational jumps show the activation energy
higher than the single barrier value. We have shown that a linear relationship can be established between
the conformational transition energy and the effective activation energy.
crystals are of particular interest. T
phase is the most thermodynamically stable form The
melting behaviour of these two crystal phases is not so clear. Some researchers believe that the melting
. Others have claimed that the higher melting
temperature of the peak in Differential Scanning Calorimetry (DSC) has been mistak
phase melting, due to confusion in the referencing of literature sources. In this regard, the melting
temperatures (with and without regiodefects) with respect to their thickness are captured
by MD simulation.
We then applied the Gibbs-Thomson (G-T) equation to determine the melting temperature, as well as
the surface energy and enthalpy of fusion, for and nanocrystals. We have shown that pure phase PVDF
has a lower melting temperature than pure phase PVDF. However, by inserting regiodefects randomly
inside the crystal, the phase with regiodefects shows a lower melting temperature than that of the phase
with regiodefects.We attributed this behaviour to the different structures of the two phases.
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ABBREVIATIONS
A-G Adam-Gibbs
AMBER Assisted Model Building with Energy Refinement
AS Atomistic Simulation
B Effective activation energy
CFF Consistent Force Field
CHARMM Chemistry at HARvard Macromolecular Mechanics
COMPASS Condensed-phase Optimized Molecular Potentials for Atomistic Simulation Studies
CPU Central Process Unit
CRR Cooperatively Rearranging Region
DMA
DMTA
Dynamical Mechanical Analysis
Dynamical Mechanical Thermal Analysis
DMF Dimethylformamide
DMAc Dimethylacetamide
DSC Differential Scanning Calorimetry
Ea Activation Energy
EOS Equation Of States
E-TFE Ethylene-tetrafluoroethylene
F Flourine
F4E Tetrafluoroethylene
fs Femtoseconde
FEP Fluorinated ethylene-propylene
G-T Gibbs-Thompson
H Hydrogen
HH Head-to-Head
IBC Isolated Boundary Condition
IR Infrared Radiation
Kb Boltzmann Constant
KWW Kohlrausch-Williams-Watt
MC Mode Coupling
MD Molecular Dynamics
NMR Nuclear Magnetic Resonance
NVT constant Number of particles, Volume and Temperature
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NPT constant Number of particles, Pressure and Temperature
PBC Periodic Boundary Conditions
PE Polyethylene
PFA Perfluoroethers
PMA Poly methyl acrylate
PVDF Polyvinylidene fluoride
PTFE Polytetrafluoroethylene
PCTFE Poly chlorotrifluoroethylene
RIS Rotational Isomeric States
RU Repeating Unit
Sact Activation entropy
SAXS X-ray diffraction at small angles
TFE Tetrafluoroethylene
T0 Vogel Temperature
T2 Second order transition temperature
T* critical temperature
TK Kauzmann temperature
Tg Glass transition temperature
Tm Melting temperature
TACF Torsional Auto Correlation Function
TEM Transmission Electron Microscopy
TG+ trans-gauche+-trans-
TT Tail-to-Tail
TTT All trans
e Surface tension
VFT Vogel-Fulcher-Tamman
VF2 Vinylidene fluoride
WAXS Wide-Angle X-ray Scattering
WLF Williams-Landel-Ferry
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INTRODUCTION
Polyvinylidene fluoride (PVDF) is known for its significant properties such as insolubility,
ferroelectricity and thermal stability.1-3 Experimentally, PVDF is characterized by four relaxation processes
when the temperature and frequency are changed.4,5 Dynamical Mechanical Analysis (DMA) reveals that
the pick at low temperature (-
a
at 90 °C is related to the
at -38 °C is attributed to micro-Brownian motion in amorphous phase that is linked to the glass transition
temperature (Tg).
Since the electronegativity of the hydrogen is less than that of fluorine, the spatially symmetrical
disposition of the hydrogen and fluorine atoms along the PVDF chain gives rise to the polarity, which can
play a significant role in properties of PVDF. Nevertheless, this unique sequence of dissimilar polarities
also creates regioisomerism defects during polymerization, affecting those properties. According to
different polymerization methods, PVDF usually has regular Head-to-Tail (HT) sequences;
CH2CF2CH2CF2, but also has reversed monomeric sequences, leading to Head-to-Head (HH);
CH2CF2CF2CH2 and Tail-to-Tail (TT); CF2CH2CH2CF2 as regiodefects.6,7
Experimentally, the rate of these defects is between 3 to 7%.1 This percentage can change the macroscopic
properties such as miscibility,8 crazing resistance,9 crystal structures 10,11 and ferroelectric properties of
PVDF.11,12 It can also change the amount of inter-lamellar amorphous phase.13 Nevertheless, the impact of
these defects on the glass transition temperature, Tg, is not clear. We applied Molecular Dynamics (MD)
simulation to address this issue.
Moreover, alternative copolymer, ethylene-tetrafluorothylene (E-TFE), is considered as a structural
regioisomer of PVDF, with 50% regiodefects. The agreement about one specific value for Tg of E-TFE is
not reached in the literature and it varies from -108 °C to 145 °C.14-16 As E-TFE is an isomeric polymer of
PVDF, studies carried out on the impact of regiodefects on values of Tg can address this issue. For this
purpose, PVDF chains with different percentages of regiodefects were investigated: 0, 3.6, 4.1, 9.3, and 23
%. We used the method that has been developed in our group to obtain Tg of vinyl polymers.17 The PCFF
(Polymer Consistent Force Field) was chosen to characterize interactions in polymers.18-20
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We report the variation of Tg as a function of regiodefects. To study the influence of these defects on the
mobility of the chain, we calculated the conformational transition rates between the rotameric states at
different temperatures, and then reported these rates in an Arrhenius plot.21 The activation energy (Ea)
obtained from the Arrhenius plot can effectively represent the potential energy barrier that needs to rotate
around backbone bonds.22-24 The conformational transition occurs between two rotameric states. Typical
examples of rotameric states are trans (T), gauche plus (G+) and gauche minus (G-) associated with dihedral
angles at 180°, +60° and -60° respectively.
A value of Ea obtained from an Arrhenius diagram can be computed not only for the whole bonds of the
backbone chain but also for a specific type of bond. Accordingly, the contribution of each type of bond (a
bond in a specified environment that is defined by a dihedral angle) to the total energy barrier of the entire
chain can then be inferred. This has the advantage of providing access to a certain portion of the energy
landscape25 as well as to provide information about the mobility of the chain. Nevertheless, in literature,
there are different interpretations for Ea . 26 For example, it was suggested that
Ea is related to the potential energy barrier that a C C bond needs to change from the trans state to the
gauche state. Moreover, it was also suggested that Ea is directly linked to Tg.23 In this regard, we have first
verified the relation. We show that a linear relationship is achieved between Ea computed for the entire
chain and Tg. Accordingly, the contribution of each kind of torsion angle to the total Ea, and thus to Tg
through the linear relation, is found. The Tg of E-TFE is estimated from the relation between Ea and Tg and
compared to experimental values and the value obtained from simulated dilatometry.
Further insight into the nature of the glass transition and influence of regiodefects on local dynamics has
been obtained by studying the relaxation time associated with the torsional autocorrelation function (TACF)
over a wide temperature range. This procedure is well described by Vogel Fulcher Tamman (VFT)
equation.27-29
In crystalline phase, despite the importance of regiodefects on PVDF properties, the role of these defects
on melting temperature has been less investigated. Moreover, this property remains a source of debate since
different phases in PVDF exhibit different melting temperatures. Five different crystalline polymorphs have
been retrieved for PVDF depending on crystallization conditions:iv , , , and .30-33 Among these
iv Unfortunately, Greek letters ( , , ,) are used in the literature both for crystalline phases and relaxation processes.
In this thesis, we use the same nomenclature but we add the words "relaxation" and "crystal" or "phase" to avoid
misunderstanding.
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crystalline phases, the and phases are of particular interest and have been the focus of significant
attention by researchers. The phase is the most thermodynamically stable phase. In phase, interactions
between the two antagonist groups result in trans-gauche+-trans-gauche (TG+ ) conformation making
a helix structure with lower energy than the all-trans (TTT) conformation.34,35 In phase, the zig-zag (all
trans) arrangement leads the two groups in opposite position along the chain, and it exhibits ferroelectric
properties.
The melting temperature of these two crystal phases is not clear. Matsushige36 as well as other groups37-
39 showed that the form melts at higher temperature than the form. However, the reverse pattern was
observed by Ince-Gunduz et al.40,41 The authors indicated that the higher melting peak of the crystal
attributed to this phase is a mistake stemming from the original study of Prest and Luca.42,43 In their study,
the phase was attributed to a new kind of spherulite type for PVDF, whose melting temperature is higher
than the phase. Later, this crystal phase was revealed to be the phase.44 However, still several articles
or reviews quote the original article of Prest and Lucas.45-49 In addition to this divergence, the melting
temperatures of and were recently found equivalent.50 To clarify the melting temperature behaviour in
and phases, MD simulation is carried out and the impact of regiodefects on melting temperature of these
two phases is investigated. Recently, we have shown that the behaviour of the melting temperatures of
alkane nanocrystals with respect to their thickness is captured by MD simulation. The ensuing linear
relationship is accurately fitted by the Gibbs Thomson (G-T) equation. The surface energy and melting
enthalpy were then extracted. The stemming values were found consistent with experimental data.51 This
method was applied to reveal the influence of regiodefects on melting behaviour of and phases.
This thesis is organized as follows. Chapter I, is the theoretical framework. It explains the essential
theories and concepts that are relevant to the topic of the research. Several models and different theories of
the glass transition are presented. Then the fundamental conceptions of melting phenomenon in crystalline
polymers will be explained. Furthermore, we will review several experimental works related to relaxation
process in PVDF and E-TFE.
In chapter II, MD simulation is introduced. The key concepts for a proper understanding of the MD are
explained with more details. In addition, the techniques of MD to generate the initial configurations in
amorphous and crystal phases are specified. In amorphous phase, the proposed approach is based on an
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appropriate choice of initial configurations and a simulated annealing process (followed by uniform
hydrostatic compression). In crystal phase, we will explain the procedure to model the melting point of
nano phases.
Chapter III is concerned with the simulation of the glass transition. The activation energy of transition
between rotameric states is presented. In this chapter, we will discuss about the relationship between
activation energy and the Tg of PVDF with regiodefects. The value of Tg for E-TFE is obtained by this
approach.
In Chapter IV, we study the dynamics of polymer chain associated with relaxation time. The VFT
equation and the Adam-Gibbs model are applied for a better understanding of this phenomenon. Moreover,
the connections between the conformational jump rates (from Chapter III) and the relaxation times for the
autocorrelation function are investigated.
In chapter V, we investigate the influence of the size of the nanocrystals on the melting point of the
PVDF. Moreover, the impact of 10% regiodefects on the melting temperatures of is
studied by G T equation. Then, we compared the simulated results with experimental data in both cases.
Differences between results obtained from pure and altered crystals are outlined.
Finally, we present the broad general conclusions of the entire investigation and the main findings are
summarised.
26
CHAPTER I. General Introduction
1.1. Introduction to Fluoropolymers
A fluoropolymer is defined as a fluorocarbon-based polymer. It is characterized by high resistance to
solvents, acids and bases. The development of the fluoropolymer industry began with the discovery of the
polytetrafluoroethylene (PTFE) by Roy Plunkett in 1938.52 While he was studying new chlorofluorocarbon
refrigerants, he stored tetrafluoroethylene gas (TFE) in a small cylinder at very low temperatures in order
to chlorinate TFE. After he prepared the cylinder, he found a white powder (PTFE) instead of a gas. The
discovery of PTFE opened the door to the fluoropolymer productions in the following 70 years. The
fluoropolymer family includes two types of fluorinated thermoplastics:
- Perfluoropolymers
- Partially fluorinated polymers
Perfluoropolymers are fully fluorinated polymers. PTFE is a common example of linear
perfluoropolymers in which all the hydrogen atoms of polyethylene [-CH2-CH2-] n have been replaced by
fluorine. Fluorinated ethylene-propylene (FEP) is an example of branched perfluoropolymers. The presence
of pendent groups of oxygen or chlorine, along the chain in fluoropolymers, defines a large family of
perfluoropolymers such as perfluoroethers (PFA) and poly chlorotrifluoroethylene (PCTFE).
Partially fluorinated polymers contain hydrogen or other atoms such as chlorine, in addition to fluorine
and carbon. The common examples of partially fluorinated polymers are polyvinyl fluoride (PVF),
polyvinylidene fluoride (PVDF) and polyethylene-tetrafluoroethylene (E-TFE). With this specific
structure, the partially fluorinated polymers have remarkably different properties from perfluoropolymers.
For example, perfluoropolymers are more heat-resistant than partially fluorinated polymers but physically
they are not as stiff as partially fluorinated polymers. A large number of different polymers can be produced
by the combination of fluorinated or non-fluorinated monomers. Several common fluoropolymers are
shown in Table 1.
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Table 1. Abbreviation list of fluoropolymers.
Abbreviations Abbreviations
PBVE Perfluoro-3-butenyl-vinyl ether PE Polyethylene
ECTFE Copolymer of ethylene and CTFE PPVE Perfluoropropylvinylether
E-TFE Poly ethylene-tetrafluoroethylene PFA Copolymer of TFE and PPVE
FEP Copolymer of fluorinated ethylene and
propylene
PTFE Polytetrafluoroethylene
HFP Hexafluoropropylene PVDF Poly vinylidene fluoride
Nafion TFE and perfluoro-3,6-dioxa-4-methyl-
7-octenesulfonic acid copolymer
PVF Polyvinylfluoride
Cytop Homopolymer of PBVE Teflon AF Copolymer of TFE and PDD
PCTFE Polychlorotrifluoroethylene CTFE Chlorotrifluoroethylene
PDD Perfluoro-2,2-dimethyl-1,3-dioxole THV Poly(TFE-co-HFP-co-VDF)
Among partially fluorinated polymers, PVDF plays an important role in industry since it exhibits two
important properties: polymer polymorphism and ferroelectricity. Moreover, PVDF has attracted much
attention due to its special regioisomerism structures. These anomalous structures exert some influence on
the properties of PVDF. An isomeric polymer of PVDF with 50% regioisomerism structures is E-TFE.53
We study these two polymers to show the impact of these structures on some properties of PVDF. In this
regard, along large family of fluoropolymers, the work described in this thesis has been concerned with
PVDF and E-TFE.
In this chapter, the information concerning the structure and function of these materials (PVDF and E-
TFE) will be provided. Moreover, the regioisomerism structures, so-called Head-to-Head (HH) and Tail-
to-Tail (TT) defects which remarkably affect the properties of PVDF will be described. We will also
describe the concepts and theories of relaxation phenomena and thermodynamic transitions in the
amorphous and crystalline phase of polymers.
1.2. Polyvinylidene fluoride (PVDF)
Polyvinylidene fluoride (PVDF) whose IUPAC name is poly (1, 1-difluoroethylene), is a highly non-
reactive and pure thermoplastic fluoropolymer. The molecular weight of this polymer is generally high,
Mn> 100,000 g/mol, with repeat unit of:
( 2 2)
Where n is the number of repeat units. PVDF is known for its excellent electrical property and thermal
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stability.1 It can be used in a wide range of industries and applications, such as insulation and cables used
in areas of air circulation, ceilings and raised floors in buildings. PVDF is available in the market under a
variety of brand names including KF (Kureha), Hylar (Solvay), Kynar (Arkema) and Solef (Solvay).
1.2.1. Polymerization of PVDF
PVDF is obtained by polymerization of vinylidene fluoride, especially by suspension or emulsion
polymerization.54 It can also be synthesized from the gaseous vinylidene fluoride monomer via a free radical
polymerization process. This method may be followed by some processes such as melt casting or processing
from a solution.55 Polymerization techniques, temperature, pressure, formulation additives and post
polymerization are the main parameters that influence the characteristics and quality of this product.54 For
example, PVDF samples produced by free radical polymerization methods have high amount of structural
defects. However, lowering the polymerization temperature reduces the number of these defect structures.56
For instance, both Kynar-961 (with %5 regiodefect) and Kureha KF-1100 (with %3.7 regiodefect) are
commercial products of free radical polymerization. But, Kynar 961 has higher defect content since it is
prepared at significantly higher temperature than that employed for the Kureha KF-1100.57
1.2.2. Regiodefect structure
In PVDF, the very different polarities of CH2 and CF2 groups on the chain lead to highly desirable
insolubility and electrical properties. This unique sequence of dissimilar polarities also creates
regioisomerism defects during polymerization.6,7 Regioisomerism defects are in the form of reversed Head-
to-Tail (HT) sequences, i.e. HH: CH2-CF2-CF2-CH2, and TT: CF2-CH2-CH2-CF2 (Figure 1). Polymerization
methods have a particularly strong effect on the frequency of these defects. For example, while PVDF is
obtained from the free radical polymerization process,54 the high reactivity of fluorinated alkyl radicals is
responsible for reversed monomer units resulting in structural defects. Since VDF is an asymmetrical
monomer, the propagation step may add onto CF2 or CH2 sites, considering that an electroattractive
fluorinated radical should react onto CH2 site taking into account the polar, electronic and steric effects.58,59
This leads to the presence of HH and TT defects in the chain. However, radical polymerization process in
aqueous emulsion generates more HH defects that are not followed by TT monomers than radical
polymerization in suspension.60
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Tail to Tail
Head to Tail
Head to Head
Figure 1. Head-to-Head (HH) and Tail-to-Tail (TT) monomers are shown in the PVDF chain. Grey,
blue and white colours present carbon, Fluorine and Hydrogen respectively.
These defects can be observed by high resolution 19F61 and 1H Nuclear Magnetic Resonance (NMR)
spectroscopy62 and infrared techniques.42 Figure 2 shows an example of 19F NMR spectrum of PVDF with
Iodine as end-group. CF2 groups (c' and e') in reversed HH addition exhibit different signals from CF2 group
in PVDF without defect.
Figure 2. 19F NMR spectrum of the PVDF.61
It is not possible to find a commercial PVDF sample without any defects. The percentage of regiodefects
in most commercial PVDF samples is approximately between 3-7%.1 Although it might not be possible to
synthesize the ideal PVDF (without any defects), one may want to know how the thermal behaviour changes
if the pure PVDF is obtained. In 1984, Cais and Kometani succeeded in synthesizing a PVDF sample with
the lowest content of rediodefect, which was around 2.8% compared with available commercial samples.53
In their experiment, they applied the bulk polymerization of 1, l-dideuterio-2, 2-difluoroethylene (VF2-D2)
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at 0 °C with trichloroacetyl peroxide as an initiator. Their samples also possessed less branching compared
to commercial polymers. They showed that melting point, molecular weight and crystallinity of this sample
were definitely higher than other commercial PVDF samples. They concluded that the variation of
regiodefect content could have a remarkably large effect on properties of this polymer.
In many articles, the structure of defective PVDF, is introduced by -CF2-CF2-)
sequences.9,63,64 Such defects are not considered as true regiodefects of PVDF since TT (-CH2-CH2-) order
is not present along the backbone chain. These a result of polymerization
of vinylidene fluoride with tetrafluoroethylene.
further in this study. In this thesis, the true regiodefects as the summation of HH and TT sequences are
considered.
In the following sections, we introduce different phases that exist in PVDF and then we discuss about
the influence of these defects on structure and phase transition of PVDF.
1.2.3. Crystalline phases of PVDF
The characteristic properties of PVDF, are strongly related to its crystallinity. In general, PVDF has a
significant degree of crystallinity around 50%.65Depending on crystallization conditions, PVDF can appear
in different crystalline forms. In 1992, Karasawa et al. have proposed the existence of a possible nine stable
crystalline structures using molecular dynamics simulations.66 Five of these forms have been observed
experimentally: , , , and .30-33 The difference in the variety of PVDF phases comes from the differences
in arrangement of the bond directions in the main chain. In PVDF, there are three specific structures: G+=
gauche plus, = gauche minus, T = trans; these structures are represented in the Newman projection in
Figure 3.
Figure 3. The Newman projection represents three specific structures: T = trans, G+= gauche plus
gauche minus.
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Rotation about single bond leads to conformational isomers. The angle between two planes originating
from different atoms in Newman projections is called the torsion angle or dihedral angle. In Figure 4, the
distribution of dihedral angles in PVDF at different temperatures is plotted. The trans (T), gauche plus (G+),
and gauche minus (G-) rotameric states are associated with dihedral angles at 180°, +60° and -60°
respectively.38
Figure 4. Torsion angle distribution for different temperature ranges. 300-550 K in red, 575-650 K
blue, 675-725 K black, 750-825 K green and 850-875 K.38
1.2.3.1. Form I
The form I, so-called phase, is the most important phase from an industrial point of view because of
its ferroelectricity properties. In PVDF, the chain is arranged as TTT (trans trans trans) which is polar
in nature. In TTT conformation, all the polar C F bonds are directed in one direction giving rise to high
dipole moment. This phase can be achieved by the mechanical stretching of crystalline phase II.67 phase
has orthorhombic lattice, which has been determined for the first time by Galperin et al. with unit cell
parameters:68 a=0.845 nm, b=0.4881 nm, c=0.255 nm and its space group is Cm2m. Later, Hasegawa et al.
proposed another unit cell parameters for phase:69 a=0.858 nm, b=0.491 nm, c= 0.256 nm. These authors
have shown that the molecular chain is distorted around 7° compared to TTTT conformation. The initial
unit cell of phase I is presented in Figure 5.
Figure 5. The initial unit cell of phase I

32
1.2.3.2. Form II
Phase II, also known as phase, was detected for the first time by Galperin in 1965.68 This phase, with
trans-gauche-trans-gauche (TG+ conformation in antiparallel fashion is the most stable phase. Phase
II does not present electrical properties and is obtained from crystallization of the molten polymer with
moderate or fast cooling rates. The absence of a dipole moment is related to an antiparallel arrangement of
the chains. The unit cell parameters of this phase with orthorhombic crystal system (a=0.496 nm, b=0.966
nm, c=0.464 nm) were determined for the first time by Lando.70 Later, following several works, the
parameters of the crystal lattice were specified.63,71,72 Then the values of a=0.496 nm, b=0.964 nm, c=0.462
nm for the crystal lattice were accepted. However, the identification of orthorhombic or monoclinic group
in this phase remains unclear. According to Takahashi et al. this difference in space group is due to the
presence of conformation type:73 TG+ +. The TG+ conformation was proposed by Cortilili
and Zerbi,74 based on IR spectra. This conformation was confirmed by several authors.33,63,71 The unit cell
contains two repeat units where the dipole moments (perpendicular to the axis c) are antiparallel as shown
in Figure 6.
Figure 6 - phase
1.2.3.3. Phase III
The existence of phase III, or phase has been suggested by several authors33,74,75 via the analysis of the
Wide-Angle X-ray Scattering (WAXS) pattern on a film obtained from moulding under high pressure. They
have proposed a monoclinic cell with parameters: a=0.866 nm, b=0.493 nm, c=0.258 nm with angle °
with a space groupC121. However, in 1979, Weinhold 31 showed that the WAXS and spectroscopy analyses
on the crystal lattice of phase III are quite different with that of Hasegawa et al..33 They proposed that the
cell is orthorhombic with the following lattice parameters: a=0.497 nm, b=0.966 nm, c=0.918 nm.
Following their work, several researchers studied the molecular conformation with repetition distance of
c= 0.918 nm. Finally, after analysis of the IR (Infrared) spectra, the T3G+-T3 conformation has been
attributed to phase.76-78 Takahashi et al. proposed a polar monoclinic lattice with a space group Cc and
parameters: a=0.496 nm, b=0.95 nm, c=0.923 nm with angle °.73,79 Lovinger studied on the

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monocrystalline of phase by electron diffraction.80 He found the same unit cell as Takahashi et al. with
little difference in the crystalline parameter (c= 0.958 nm) (Figure 7).
Figure 7. The initial unit cell of phase
This phase can be obtained by solution crystallization in dimethylformamide (DMF), dimethylsulfoxide
(DMSO) or dimethylacetamide (DMAc).81 The formation of observed above certain temperature
(near the melting temperature) which depends on resin type and the thermal history of each samples.32 Phase
III with conformation can be considered as an intermediate between the phases I and II.
1.2.3.4. Form IV or IIp
p (
through an intense electric field.82 Under the effect of an electric field, the polar groups, CF2, are oriented
parallel (in the same direction) to the axis a; however, the crystal lattice and the conformation of the chain
are identical to phase II (Figure 8). This corresponds to a transition of the nonpolar phase II to the polar
phase IV (IIp).
Figure 8. The initial unit cell of phase
1.2.3.5. Form V
A fifth crystallographic phase is the form V ( ). For the first time, Lovinger observed the phase
by annealing the phase at high temperatures.83 contains the conformation of


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
Annealing above 80
Drowing below 80
Poling at high voltage
Annealing at high pressure


Annealing at high pressure
In fact, it is the non-polar
form of phase.
1.2.4. Relationship between different crystalline forms
Under the effect of various thermo-mechanical treatments, phase transformation between the different
crystal forms can occur84,85 (Figure 9). As an example, the transformation of phase II to phase I is obtained
by stretching the sample at a temperature below 80 °C. Stretching leads to mechanical deformation and
induces a sufficiently high stress to destroy the crystalline form. Then, reorganization of phase I is induced
during stretching. Because of diversity of crystalline phases in PVDF (crystalline forms, molecular weight,
concentration of defects), the melting temperature can be extended over a few tens of degrees (155 to 192
°C) depending on the heating rate.54,86
Figure 9. Diagram showing how each of the crystalline phases in PVDF can be achieved.84,85
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1.2.5. Influence of regiodefects on structure and phase transition of PVDF
The presence of regiodefects in PVDF can effect on crystallization forms. Lovinger et al.87 showed that
increasing the concentration of defects in PVDF would favor the formation of phase I. Figure 10 shows that
the phase II was obtained when the samples contain less than 12% defects, while phase I appeared in
samples with more than 12% defects.
Figure 10. .87
Farmer et al. calculated the potential energy of PVDF single chain with different percentage of
regiodefects to reveal their impact on phase modification of PVDF.88 In Figure 11, the potential energy
plotted with respect to the percentage of regiodefects. The TG+ conformation (phase II) is the most
stable structure with 4% defects. However, for a higher concentration of defects, the TTT conformation
(phase I) becomes more stable. The stereo chemical repulsion between non-bonded fluorine atoms stabilizes
the trans structure rather than the gauche structure.
Figure 11. Potential energy confirmed by Farmer et al. according to percentage of regio-defects for
TTT and TG+ conformations.88
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1.3. Isomeric polymer of PVDF: E-TFE
Ethylene-tetrafluoroethylene (ETFE) is an equimolar copolymer of ethylene and tetrafluoroethylene
with a molar content of 50/50 mol% alternatively, and it is isomeric with PVDF with crystalline density of
1.9 gcm-3.89 Figure 12 depicts a simple example of ETFE polymerization. Commercially, the brand names
of E-TFE are Tefzel by DuPont, Fluon by Asahi Glass Company, Neoflon E-TFE by Daikin and Texlon by
Vector Foiltec.
Figure 12. The preparation of E-TFE. n is the number of monomers.
The correct crystal structure of E-TFE is still under debate.90-92 Wilson and Starkweather proposed two
structures: a monoclinic unit cell with space group C2/m(C2h ) and the structure of orthorhombic cell with
space group Cmca(D2h ).92 However, they were unable to successfully specify the structure through the X-
ray diffraction intensities between the observed and calculated values. On the other hand, Tanigami et al.
defined the orthorhombic unit cell containing four planar zigzag chains.91 They determined the angle of
planar-zigzag chains through the X-ray intensity ratio of the two innermost reflections of the type (120) and
(200). However, their model is not in agreement with the observed and calculated intensities for other
reflections.
In following sections, two distinct types of thermal transitions will be explained in more details: glass
transition and melting phenomena.
1.4. Thermal transitions in semi-crystalline polymers
Solid polymers are usually semi-crystalline, and can appear in amorphous or crystalline states. From a
thermodynamic point of view, two main important types of transitions that can occur in solid polymers are:
Glass transition, Tg.
Melting point, Tm.
Polymers with amorphous domains can reveal the glass transition temperature; this is characterized by
a transition from a hard and brittle glass into a softer and rubbery state by increasing the temperature. This
Initiator+
n n
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transformation occurs only in the amorphous region of polymers and the crystalline portion remains
unaltered. The melting is a first-order phase transition that occurs at higher temperatures. Differential
Scanning Calorimetry (DSC) is a valuable tool to study the thermal transitions in polymers. In DSC, the
heat effects associated with phase transitions show a base line shift at Tg. As the temperature increases, the
sample eventually reaches its Tm which results in an endothermic peak in the DSC curve. Experimentally,
DSC curves can be more complicated than what is shown in Figure 13.
Figure 13. Schematic representation of a thermogram showing Tg and Tm.
1.5. Glass transition in amorphous polymers
During the study of polymers and their applications, it is essential to know the principles of the glass
transition temperature. Upon decreasing the temperature or increasing the pressure, the molecular motion
slows down. If the system is cooled fast enough, the molecular motion becomes too slow to form a
crystalline conformation in the available time of the cooling rate. Therefore, crystallization can be
prevented. The metastable phase achieved in this way is called the ''supercooled liquid'' phase. This
phenomenon refers to the glass transition temperature, as shown in Figure 14. At temperatures close to the
Tg, liquids capable of forming a glass are characterized by a process of complex movement involving
simultaneous and coherent displacement of several particles. This cooperative movement indicates that the
displacement of a molecule depends on its neighbors. The idea of cooperativity has been used in several
theories to explain the phenomenon of the glass transition (see section 1.5.3).
Temperature (K)
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Figure 14. Plot of specific volume as a function of temperature. The glass transition temperature, Tg, is
defined as a change in slope of the curve of specific volume vs. temperature, proceeding from a low value
in the glassy state to a higher value in the rubbery state.
At glass transition temperature, the liquid has a relaxation time, , of about 100 second and a viscosity of
1012 Pascal-seconds or 1013 Poise; furthermore, the rate of volume or enthalpy variation with respect to
temperature decreases abruptly (but continuously) to a value comparable to that of a crystalline solid.
Although Tg is associated with thermodynamic variables ( such as enthalpy, entropy or volume), it can also
be considered as a kinetic phenomenon (see section 1.5.3.2.).93,94 In the study of glass transition, relaxation
time and temperature are expressed as a time temperature superposition principle.95-97 This can be
shown in terms of an (or, equivalently, relaxation time)
with respect to inverse temperature (Figure 15). In this regard, Angell proposed two kinds of glasses
according to their behavior: "strong" and "fragile".98-100 The key challenge lies in understanding the non-
Arrhenius temperature dependence in relaxation time near Tg. The straight line in Figure 15, corresponds
to "strong" glass formers and it is attributed to an Arrhenius behavior. The degree of deviation from
Arrhenius behavior gives a measure of "fragility" and it corresponds to "non-Arrhenius" behavior.
Figure 15. fragile pattern. Strong liquids exhibit
approximate linearity (Arrhenius behaviour). Fragile liquids exhibit non-Arrhenius behaviour.25
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1.5.1. Non-Arrhenius temperature dependence: VFT and WLF
Non-Arrhenius temperature dependence of structural relaxation time can be described by the Vogel
Fulcher Tammann (VFT)27-29 or Williams Landel Ferry (WLF) equations.101 The VFT equation originally
dates back to the 1920s (Equation [1, 1]):
[1, 1]
Where is the relaxation time and 0 is the correlation time at infinite temperature. T0 so-called Vogel
temperature, and is constant. B, is the effective activation energy, and is actually attributed to an activation
energy at very high temperatures at which the Arrhenius behaviour is attained. The non-Arrhenius
behaviour is explained by introducing the Vogel temperature as an additional parameter in Arrhenius
equation. Many papers report that T0 is equal to the Kauzmann temperature, TK.102-104 The Kauzmann
temperature (or the ideal glass-transition temperature) is the temperature at which the entropy of liquid
phase extrapolated below the glass transition becomes identical to the entropy of crystal phase.105 However,
in 2003, Tanaka showed that equality between T0 and TK is not experimentally confirmed.106 Following the
Equation 1, William, Landel and Ferry 101 proposed WLF equation (Equation [1, 2]):
[1, 2]
Where and are constant parameters defined for each polymer.
1.5.1.1. Relation between WLF and VFT parameters
In 1980, Ferry proposed that the equivalence between the two empirical equations (WLF and VFT)
results in the following relationships (Equation [1, 3] and [1, 4]):
[1, 3]
[1, 4]
1.5.2. Spectral shape of a segmental relaxation peak: KWW Function
Relaxation time ( ) obtained from VFT or WLF equations can be characterized by an empirical
stretching exponential function, the Kohlrausch-Williams-Watts (KWW) equation (Equation [1, 5]).107
[1, 5]
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Where (t) is a relaxation function and t is the time. 0 is the value of physical quantity at t=0. In general,
KWW is regarded as the characteristic relaxation time whose temperature dependence is often non-Arrhenius
(exhibiting fragile behaviour). KWW reflects the extent to which the relaxation process deviates from pure
exponential behavior and it is ranging between 0 and 1 depending on the fragility of the material. When
KWW approaches to 1, the fragility becomes smaller.101 The Kohlrausch function has proven to be more
appropriate to describe the relaxation and decay process than the standard exponential function.
1.5.3. Theoretical perspectives on the glass transition
Investigation of the fundamental behavior of the viscosity (molecular mobility) in polymers has led
many researchers to propose various theories about glass transition. The following paragraphs describe the
main theories of glass transition: free volume theory, kinetic theory, thermodynamic theory, Adam Gibbs
theory and Coupling Model (CM).
1.5.3.1 Free-volume theory
For the first time, the concept of free volume was introduced by Eyring in 1936.108 The main aspect of
this theory lies on the dependency of molecular motion on the presence of holes. These holes are called the
"free volume" and are associated with the end of a polymer chain. The free volume is schematically
represented in the Figure 16.
Figure 16. A small amount of unfilled volume is associated with the end of a polymer chain. This
volume is called the free volume.
In 1950, Fox and Flory considered the free volume, f, as shown in Equation [1, 6]. 109,110
[1, 6]
Where R and G are the volumetric thermal expansion coefficients in rubbery and glassy states,
respectively, and K is related to the free volume at 0 K. Later in 1962, Simha and Boyer defined the free
Free volume
Chain end
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volume at glass transition temperature (Equation [1, 7]):111
[1, 7]
Where is the free volume of rubbery state at 0 K. The specific volume, , is (Equation [1, 8]):
[1, 8]
If we consider R G, then the free volume, f, can be obtained at Tg as shown in Figure 17
(Equation [1, 9]):
[1, 9]
Figure 17. Thermal history of total volume. f is the free volume at Tg; 0,R and 0,G are the free volume of
the rubbery and glassy states respectively at 0 K. 0 is the occupied volume at 0 K.
If we increase the free volume content in a polymeric material, the polymers has more space to move
around, so mobility goes up. This leads the Tg decreases to a lower value. Tg tends to increase when the
external pressure increases. Indeed, high pressure compresses polymers and reduces the free volume.
Subsequently, the mobility of the molecules reduces and the Tg rises since it needs more thermal energy to
provoke the movement of the polymer chains. Like many theories, this theory has both strong and weak
aspects. Although it is useful to show the behavior of relaxation time above glass transition, it cannot
explain the dependency of glass transition temperature on heating rate nor the validation of second order of
glass transition at "too slow" cooling rate.
1.5.3.2. Kinetic theory
From the kinetic point of view, the nature of the glass transition is considered as a dynamic phenomenon
since the value of Tg depends on the rate of cooling or heating. Kinetic theory predicts that Tg values
obtained for a polymeric system depend on the time scale of the experiment, and it also shows that the free-
Volum
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volume theory has a kinetic nature. While the liquid is cooling, the viscosity increases and the relaxation
time becomes almost equal to the time scale of the experiment. The dependency of glass transition
temperature on the cooling rate ( c) shows that the increase in c leads Tg to increase by 3-4 °C. As depicted
in Figure 18, a decrease in the cooling rate leads to a decrease in the glass transition temperature.
Figure 18. Variation of the specific volume as a function of temperature obtained by dilatometry.
1.5.3.3. Thermodynamic theory of glass transition
In 1958, Gibbs and DiMarzio proposed the observation of true second transition as the time scale
approaches infinity.112,113 In this condition, the polymers reach equilibrium. In this regard, if the super-
cooled liquid is cooled slowly enough, it goes to a zone of transition temperature where the entropy of the
system is less than that of the crystal. In other words, at this temperature, the entropy of the supercooled
liquid becomes negative. This would be in paradox with the third law of thermodynamics, because the
crystal is characterized by a zero entropy value at T = 0 K. The Gibbs-DiMarzio theory explained this
phenomenon as Kauzmann paradox ( Figure 19).
Figure 19. Graph of the polymer's entropy as a function of temperature. Tk is the Kauzmann
temperature.
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In order to prevent the Kauzmann paradox, Gibbs and DiMarzio predicted a thermodynamic glass
transition. At this temperature, the conformational entropy, Sc, vanishes while the system has only one
degree of freedom. Conformational entropy is related to the number of possible configurations that are
capable of undergoing the cooperative movement. Their theory was based on the lattice model for polymer
solutions proposed by Flory-Huggins114,115 to calculate the configurational entropy. The hypothesis
proposed by Gibbs- DiMarzio is that as the polymer cooled at constant pressure, the number of holes
decreases in accordance with the decreasing volume. Therefore, Sc declines with cooling and a second-
order thermodynamic transition occurs at T2 (the ideal glass transition temperature), where Sc becomes zero
(Figure 20).
Figure 20. Conformational entropy (Sc) as function of temperature and pressure according to the
Gibbs-DiMarzio theory.
1.5.3.4. Adam Gibbs theory (AG)
Following the Kauzmann paradox, in 1965, Adam and Gibbs116 considered a conformational entropy as
a fundamental quantity to determine the relaxation time. This entropy depends on the number of monomers
involved in a cooperative rearrangement under the effect of thermal fluctuation. This rearrangement occurs
in a "Cooperative Rearranging Region" (CRR).117 When the temperature decreases, the movement of a
molecule is hindered by an increase in the number of neighboring monomers, thus Sc decreases following
the increase of relaxation time (Equation [1, 10]):
[1, 10]
Where is the relaxation time at infinite temperature and C is the potential energy that each molecule
undergoes during the rearrangement; C is defined as shown in Equation [1, 11]:
[1, 11]
=0
T
P
S
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Where is the change in potential energy per monomer segment, and kB is Boltzman constant. is
the critical entropy for the smallest rearrangement region and NA number. Sc, the
configurational entropy is defined as shown in Equation [1, 12]:
[1, 12]
Where P(T), the conformational heat capacity, is obtained from the difference in heat capacities
between the two phases.
1.5.3.5. Coupling Model (CM) theory
The Coupling Model (CM) theory is able to explain the dynamics of glass-forming liquids at
temperatures above a crossover temperature (Tc) which is higher than Tg. Crossover temperature is also
called critical temperature at which the system becomes non-ergodic and the relaxation time diverges. Ngai
118-121 proposed the existence of two separate time regimes governing the process of the relaxation time in
supercooled liquids. This model predicts a microscopic system where the relaxation process is not yet
influenced by the presence of other segments. In other words, for a short duration ( ), the units are
relaxing independently from one another and the correlation function is an exponential function of time
(Equation [1, 13]):
[1, 13]
Where (t) is a relaxation function. tc is a critical time (crossover time) on the order of a picosecond122
and corresponds to the time required for cooperative movements to be initiated. tc is unaffected by
temperature and depends only on intermolecular interactions. 0 is the value of physical quantity at t=0.
is the noncooperative relaxation time. For a longer duration ( ), the interactions occur and the
cooperativity increases. Then the relaxation time expression is given by the function of KWW (Equation
[1, 5]).
In cooperative movement, near the glass transition, different types of movements take a place. In fact,
the backbone motion of the chain is associated with conformational transitions. Conformational transitions
in polymers involve large angle rotations about bonds. In the following section, we will describe the theory
of the kinetics of conformational transitions and different types of movements in polymers.
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1.5.4. Cooperative segmental movements within a polymer chain
The bond movements within a polymer chain are much more complex than the Brownian motion of a
small molecule. In 1971, Helfand proposed different types of movements that can occur in a polymer
chain.123 He considered a short well-defined conformation in the middle of a polymer chain, such as:
Where t and gmean the conformation of trans and gauche respectively. P andQ represent the orientation
of the tails. In other words, there is a polymer consists of trans and gauche structures with P and Q as its
tail ends.
1.5.4.1. First type of movement
The first type of movement is characterized by the fact that the coordinates (or orientations) of the
polymer's tail ends are identical both before and after the transition. This type of movement does not
consider the motions that their end-to-end distance changes. Among such movements, there is a movement
with three bonds (shown in Figure 21), as well as the crankshaft movement (shown in Figure 22).
Figure 21. Example of transition type I: Movement of the 3 bonds.
Figure 22. Example of transition type I: Movement of the crankshaft
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1.5.4.2. Second type of movement
In the second type of movement, the remaining parts, P and Q, in the chain undergo a translation (P' and
Q'). The gauche migration shown in Figure 23 is representative of this type of movement.
Figure 23. Transitions type II: a) Conformation migration gauche; b) Creation of a pair gauche.
In this type of movement, the final state of Q relative to P differs from the original state by a transition
of the coordinate system.
1.5.4.3. Third type of movement
This type of movement, shown in Figure 24, corresponds to a rotation around any chain conformations.
It makes a conformation "trans" to a conformation "gauche" or vice versa. Such a transition causes a
rotation from the rest of the chain Q, and leads a large viscous friction. This type of movement is very
unlikely. Transition of type III changes the orientation of Q relative to P. Therefore, part of Q must travel
a long distance. Figure 24 depicts a simple illustration for this movement.
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Figure 24. Example of conformational transition type III.
1.5.4.4. Conformational transition barrier
Conformational transitions in polymers involve rotations around bonds. For those bonds that undergo
the rotational transition, we consider the potential energy as a harmonic oscillator (Figure 25). Such
quadratic forms have long been the subject of study in connection with high-frequency spectra (high-
frequency spectra exhibits the torsional motions involved mainly bond rotations). Figure 25 consists of
initial and final energy wells separated by a barrier. The minimum of the energy curve depending on the
torsion angels is one of the t, g+, and g- conformational state. The transition between conformational states
is taking place when certain bond angles pass from one energy well to another. However, in literature, there
are different interpretations for . Some researchers believe that a transition
occurs only when the torsion overcomes the barrier and approaches the potential well bottom of the other
rotameric state. However, they did not consider the width of the well bottom in their studies.124-126 Boyd
and Gee showed that the transition takes place when the angle (at the two well bottoms) is within ± 5° or ±
10°.127 When Boyd counted the transition from the well bottom with ± 5° or ± 10°, he observed that the
transition rate possesses an Arrhenius behaviour near the Tg. Takeuchi and Roe 128, as well as Boyd et al.,
found that the conformational transition rates show an Arrhenius behaviour near Tg with an activation
energy almost equal to a single torsional barrier.
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Figure 25. The illustration of the transition state and the conformational state. Minimum of the energy
curve is one of the T, G+, and G- conformational states. The shaded domains (in orange) are the transition
state areas. Wbarrier (± 40°) is the width of the barrier.22
Sumpter showed that the transition state associated with trans gauche occurs when the rotations
toward a gauche conformation is more than 90°.129 Conversely, other researchers128,130,131 introduced a
transition when the dihedral angle passed the barrier peak. Liang et al.22 recorded the torsion angle trajectory
in 1 ps interval. They divided the jumps from this torsion angle trajectory into two categories. The first
deep jump of widths at the top of the barrier of ± 40° to ± 55°.
The second category, shallow jump , is defined as having widths at the top of the barrier of ± 20°. The
shallow jump is found to play an important role in the motion of polymer chains through Tg. In other words,
a significant change in the chain motions occurring before and after Tg is dependent on the shallow jumps
of the conformational transition, rather than the deep jumps. We study the conformational transition based
on Liang's model with some minor modifications (Chapter 3).
1.5.5. Methods and techniques to measure Tg
Experimentally, the glass transition temperature is detected by several techniques such as dilatometry,132
Differential Scanning Calorimetry (DSC),133 NMR,134 the dielectric dispersion 135 spectroscopic methods
such as neutron scattering 136 and inelastic X-rays 137. In our study, to obtain the value of Tg, we follow the
dilatometry technique. While the system is cooling, we analyse the variation of the volume, or more
precisely, the specific volume (inverse of the density) with respect to the temperature by molecular
dynamics simulation.
± 40°
Dihedral Angle ( )
Transition State
-180 -120 -60 0 60 120 180
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1.5.6. Main factors affecting Tg
a polymer chain is determined by the movement of the backbone chain (see free volume
theory, section 1.5.3.1). The chains that are difficult to bend have higher Tg. Since the movements of chain
segments play an important role in the occurrence of glass transition, any structural characteristics or
external conditions that control the chain flexibility will also affect the value of Tg. Some of these structural
factors include c polarity, geometric factors such as copolymerization, molecular
weight, branches, cross-linking and crystallinity and finally the external conditions such as plasticization,
temperature, pressure, and the rate of testing. In this section, the influence of some of these parameters on
the value of Tg is briefly discussed. The polymers that have double bonds in their main chain and the
functional aromatic polymers have an extremely rigid chain with high value of Tg due to lower polymer
chain movement. The impact of the side-groups (or pendant groups) in the value of Tg depends on the
exibility of the group. The presence of large-size side groups decreases the chain flexibility and increases
Tg. In fact, these groups can impede the bond rotation and cause the greatest stiffening. This leads to increase
Tg since the segments cannot create sufficient free-volume to move together as a unit. Cross-links restrict
the mobility of macromolecular chains and increases Tg. The presence of the chains creates entanglement
and thus may reduce the flexibility. Branches decrease the dimensional stability. Tgmay also decrease while
the polymers have more branches, since they have more free volume. On the other hand, branches such as
side-groups may restrict the rotation and increase Tg. Therefore, falling or raising Tg depends on which of
these two effects is greater in each specific polymer.138
Tg for random copolymers can be approximated from the Tg of homo-polymers and their volume fraction.
In polymeric systems, structures with trans conformation have different Tg compared to structures that have
cis conformation. In cis conformation, the energy barrier for the rotation of adjacent bonds decreases and
makes the chain more flexible, leading to a decrease of Tg. Symmetrical structure has lower Tg compared
to those with asymmetric structures. For example, polypropylene has lower Tg than polyisobutylene.
Another geometric factor which affects the value of Tg is tacticity. In the case of polymers, isotactic
configurations that possess all side chains on the same side of the main chain have lower Tg than syndiotactic
configurations, which have alternating side chains. The common example is polymethyl methacrylate
(PMMA).139
1.5.6.1. Influence of regiodefects on Tg
The positions of the regiodefects can create two opposite effects:
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a) It increases the flexibility of the main chain by TT monomers (for example, -CH2-CH2-monomers).
b) It solidifies the polymer backbone by HH monomers.
An increase in flexibility leads to a decrease in the value of Tg, while the high value of Tg results in a
high stiffness. As an example, in polypropylene, (as it is shown in Figure 26) the effect of HH defects to
restrict the mobility of the chain is more than TT and causes the Tg to decrease.
Figure 26. HT, HH and TT structures of polypropylene.
1.5.7. Relaxation and transitions in PVDF
PVDF exhibits several transitions that can be revealed by DSC133 and relaxation processes that have
been studied by several methods such as: NMR,61 dilatometry,132 piezoelectric measurements,140 Thermally
Stimulated Current (TSC),141 Thermally Stimulated Discharge (TSD).142 Dynamic Mechanical Thermal
Analysis (DMTA).143 Relaxation phenomena are very complex in PVDF. This is due to the fact that these
phenomena depend on several factors, such as the thermal history and the conditions of implementation of
the sample, pressure, the levels of crystallinity, the nature of the crystalline phase. In addition, the
experimental parameters such as the spectroscopic method and the frequency of measurement can affect
such phenomena. The results of some studies on relaxation process of PVDF are summarized in Table 2.
Several authors have observed a double glass transition (called low glass transition TgL and high glass
transition TgU) by dilatometry and DSC. These two transitions are associated with two types of amorphous
phase:144
- The inter-spherulitic amorphous phase characterized by a low glass transition TgL.
- The inter-lamellar amorphous phase characterized by high glass transition TgU.
+
Head-to-HeadHead-to-Tail
+
Tail-to-Tail
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Table 2. The relaxation processes of PVDF are summarized. The method of measurement, the region,
the type of motion and the temperature (at which these relaxations are occurred) are reported.
Method relaxation
Dielectric Method4 -Crystalline region
-Phase I and II
-Molecular motion of defects
-Temp. 130 °C
-Amorphous region
-Tg
-Temp. 0 °C
-Amorphous region
-Local molecular motion
-Temp. -30 °C
Dielectric Method145 -Amorphous region
-Tg
-Temp. -33 °C (when there is
phase II)
-Temp. -13 °C (when there is
phase I)
-Crystalline region
-Phase II
-Temp. -98 °C
-Crystalline region
-phase I
-Temp. -225 °C
Dielectric
measurement146
-Crystal region
-Dipole orientation
-Temp. 80 °C
-Amorphous region
-Glass transition
-Temp.-20 °C
-Amorphous region
-Local molecular motion
-Temp. -80 °C
Dielectric
measurement147
-Crystalline region
-Phase II (Transition TG+ to
+)
-Temp. 147 °C
Dielectric
measurement148
-Amorphous-crystal interface
-Temp. -11°C
DSC149 -Amorphous region
- TgL: (-40 °C)
- TgU: (17 °C)
-Amorphous region
-Local molecular motion
-Temp. -100 °C
Dielectric
measurement150
-Crystalline region
-Phase II
-Temp.110 °C
-Amorphous region
-Glass transition
-Temp. -30 °C
DSC151 -Crystal region
-Phase II
- 1(65 °C)
- 2 (120 °C)
-Amorphous Region
-Glass transition
-Temp. -40
Dielectric
measurement152
Crystalline region
-Sliding of the grain boundaries:
1 (-10 °C)
-Molecular movement within the
crystals: 2 (30 °C):
-Amorphous region
-Glass transition
-Temp. -40
NMR5 Crystalline region
-phase II: 1 (70 °C)
-phase I: 2 (110 °C)
-Amorphous region
-Glass transition
-Temp. -40
-Amorphous region
-Local mode oscillation
of frozen main chain
-Temp. -75 to -33 °C
Dynamic mechanical
measurements153
-Crystalline region
-Molecular motion
-Temp. 105 °C
-Amorphous region
- TgL: (-40 °C)
- TgU: °C)
-Amorphous region
-Local molecular motion
-Temp. -100 °C
Spectrometry154 -Crystalline region
-Temp. 100
-Amorphous region
- TgL: (-40)
- TgU: (+50)
-Amorphous region
-Temp. -70 °C
NMR155 -Crystalline region
-Temp. 100
-Amorphous region
- TgL: (-35)
- TgU: (+40)
-Amorphous region
-Temp. -50 °C
Table 2 shows that the main relaxation ( ) attributed to the glass transition is characterized by different
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methods. For the other transitions, it appears that a comprehensive study is needed. In most studies, a Tg of
-40 Surprisingly, in these works, the influence of regiodefects on transitions
is not studied. In this thesis, we aim to show the influence of these defects on the value of glass transition
( relaxation).
1.5.8. Glass transition temperature of E-TFE
For a copolymer of E-TFE, the available data for the glass transition temperature is limited, and the
assignment of Tg is not clear. Kumler and Boyer estimated the value of Tg for E-TFE around 53 °C by the
Electron Spin Resonance (ESR).16 The degree of alternation in their sample was about 1.0. The degree of
alternation is the ratio of repeating a unit of one monomer followed by a unit of the other monomer.
However, some scientists believe that E-TFE copolymer with an ideal alternation of 1.0 has not yet been
synthesized and the maximum alternation of E and TFE in E-TFE is found to be 0.92.156 In fact, it is
important to clarify the degree of these two polymers since they remarkably influence the physical
properties of E-TFE, especially the melting and glass transition temperatures. Starkweather investigated the
internal motions of an alternating copolymer of E and TFE by Dynamic Mechanical Analysis (DMA) and
NMR.156 °C °C °C at a frequency of 1 Hz. The
were attributed to the motion of long and short segments in the amorphous regions,
respectively. The was observed in the crystalline regions. Feng et al. observed four relaxation
processes for E-TFE.157 They believed that it was difficult to find the location of the Tg for E-TFE. In their
article, they declared that, the loss modulus peak at 71.8 °C would be a reasonable estimate for Tg of E-
TFE, but a close examination of the tan -TFE shows four transitions that makes it difficult to
find the location of the Tg for E-TFE. These four transitions are:
84, 13.4, 68 and 110 °C, respectively. Mi et al. studied the thermal behavior and mechanical properties
of the E-TFE/PVDF blends by using DSC,WAXS (Wide Angle X-ray Scattering) and DMA.158 They found
that E-TFE and PVDF blends are incompatible; their blends have separate Tgs close to those of the two pure
polymers respectively. For pure E-TFE, dynamic mechanical spectra show a maximum peak at -108 °C for
, which is attributed to Tg. Aria et al. showed that the different values of Tg for E-TFE are due to
different degrees of alternation of E and TFE monomeric units along the skeletal chain.15 They showed that
for perfectly alternating E-TFE copolymer, the glass transition of perfect E-TFE is 145 °C. In short,
agreement about one specific value for Tg of E-TFE is not reached in the literature. As E-TFE is an isomeric
polymer of PVDF, studies carried out on the impact of regiodefects on values of Tg can address this issue.
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Since we study the influence of regiodefects on glass transition and melting phenomena, it is essential
to describe the thermodynamics of melting in polymers as well as glass transition. In this regard, the
following sections present the fundamental conceptions of melting phenomenon in crystalline polymers.
1.6. Polymer melting and thermodynamics of fusion
From a thermodynamic point of view, a crystal has lower free energy than the liquid below the
equilibrium melting point ( ). The equilibrium melting temperature is described as the melting point of
the pure polymer with infinite chain length. This quantity is one of the most significant thermodynamic
properties in crystalline polymer chains. At , equilibrium exists between the crystal and liquid since both
phases have the same value of Gibbs free energy ( ), on the other words, = 0. The variation of
Gibbs free energy of liquid and crystal corresponding to temperature is shown in Figure 27.a. The Gibbs
free energy function with respect to pressure above , differs from that of below , which is in agreement
with the behaviour of the first order phase transition defined by Ehrenfest.159
Figure 27. General behavior of thermodynamic variables at the equilibrium melting temperature 
(a) gibbs free energy (b) entropy, entropy and volume.
For a particular phase, the variation of Gibbs free energy is defined as (Equation [1, 14]):
= [1, 14]
Where V and S are the volume and entropy of the phase, respectively. Taking the partial derivatives of
G Equation 14, we can write (Equation [1, 15] and [1, 16]):
[1, 15]
[1, 16]
Perfect Crystal
Liquid Phase
or
V
or
H
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For stable phase, the first derivations of G with respect to T or P show a discontinuity at (Figure
27.b). At the equilibrium melting temperature, , the variation of Gibbs free energy for crystallization is
(Equation [1, 17]):
[1, 17]
Therefore, Equation [1, 18] shows:
[1, 18]
Where , , and are the enthalpy and entropy of liquid and crystal phase respectively. From
Equation 17 and 18, we can write Equation [1, 19]:
[1, 19]
depends on the interactions between the molecular chains and is almost constant if the crystalline
structure is similar. On the other hand, depends on the chain conformations in the crystalline states.
While a higher value of results in a higher Tm, we cannot ignore the entropic effects and we must
consider both ( and ) as the main parameters to determine the value of Tm.
Concerning nanocrystals, the focus of this study is to highlight the impact of regiodefects on the melting
temperature of two types of PVDF crystals (phase I and II) according to their lamellar thickness by using
the Gibbs-Thompson equation. We will first describe the concept of lamellar crystals in polymers, and then
the Gibbs-Thomson equation will be discussed in detail.
1.6.1. Lamellar crystals in polymers
In 1930, Hermann, Gerngross and Abitz 160 proposed a "fringed micelles" model to explain the structure
of gelatine. In this model, the crystalline regions are presented by stacks of different chains with short
lengths and aligned parallel to one other, while the amorphous regions consist of disordered conformations
(Figure 28.a). The parts of the chains moving from the crystalline zone to the amorphous region are termed
"fringes". Later in 1957, Keller introduced another model of polymer structure.161,162 He proposed the
concept of chain folding in semi-crystalline polymers as a "chain-folding" model. Following this, Storks
showed the existence of lamellar structures while he carried out electron diffraction of gutta-percha (a
natural polymer).163 It should be note that Keller's study confirmed the stork's approach. There are two
different structures for the chain-folding model. Firstly, in a model of tight folding or "adjacent re-entry",
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the chains fold at the surface of the lamella to form a loop and occupy the neighbouring sites (Figure 28.b).
Secondly, in a model of "switchboard random", chains can fold at the surface of the lamella by forming a
looser loop and returning to the farthest location (Figure 28.c).
a) b) c)
Figure 28. Schematic of a) fringed-micelle model for semi-crystalline polymers, b) chain-folded
lamellar structure: adjacent re-entry and c) switchboard random or random re-entery.
During crystallization from the melt, these entanglements remain in the residual amorphous phase.
Lamellar crystals grow by folding the chain parallel to crystallographic axis. This leads to the formation of
crystals in the form of long ribbons (such as in the case of PE or PVDF) or needles (such as in the case of
polyamides). The length of the lamellae is in the order of several microns. The periodicity of these lamellar
stacks can be quantified by Polarized Optical Microscopy (POM) 164 as well as Small Angle X-ray
Scattering (SAXS).165
1.6.1.1. Lamellar thickness
In crystalline polymers, lamellar thickness is an important factor in macroscopic properties. The
thickness of the crystals is controlled by the crystallization conditions and it is determined mainly by the
degree of undercooling, (Equation [1, 20]):
[1, 20]
Where is a material constant166 and it is determined as (Equation [1, 21]):
[1, 21]
here and e are the melting enthalpy and surface free energy in a given crystallization conditions,
respectively. In fact, the extreme thinness of lamellar crystals causes their melting points to be depressed
below the equilibrium melting temperature by a mounts, which are easily measurable. Thus, we can observe
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the range of melting temperatures to obtain information concerning the distribution of lamellar thickness in
a crystallized specimen.
1.6.2. Gibbs-Thomson equation: Dependence of Tm on lamellar thickness
The Gibbs Thomson equation is used to reveal the melting temperature of lamella crystals based on a
given heat of fusion, , surface free energy, e, and the thickness of the crystal, l. This equation is a
simple application of fundamental thermodynamic concepts applied to lamellar crystal morphology. To
describe this equation, suppose a thin lamella with a thickness much smaller than the lateral dimensions
(Figure 29).
Figure 29. Diagram of a crystalline polymer lamella.
is estimated from the variation of Tm with respect to lamellar size of the crystal through Gibbs-
Thomson equation. For a crystal with a finite size, as shown in Figure 29, we can obtain the free energy
change of crystal (Equation [1, 22]):
[1, 22]
is the free energy change on crystallization per unit volume. The melting point is directly related
to the lamellar size of the crystal. If we combine Equation [1, 19] and [1, 22], Equation [1, 23] can be
achieved:
[1, 23]
We can rewrite the above equation as Equation [1, 24]:
[1, 24]
Where , is the harmonic mean of the lateral cell dimensions, x and y. and represent the
melting temperature for infinitely large crystal, and the melting enthalpy per unit volume of bulk
respectively. is the fold surface free energy, is the surface free energy of lateral edges. Equation [1,
24] can be written as (Equation [1, 25]):
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[1, 25]
Where,
[1, 26]
[1, 27]
Equation [1, 25] is equivalent to the G-T equation. Where Tm(l) represents the melting temperature of sheets
with finite length, l. In order to obtain the melting point dependent on the crystal thickness, we must follow
two steps. In the first step, we keep l constant and let x and y vary.  Figure 30, shows an example of variation
of the melting temperature, Tm(l), with respect to the reversed (x and y vary) for a certain thickness (l).
We can then obtain the value of and Tm(l) from the slope and the ordinate at the origin of plot (Figure 30)
respectively. The value of and Tm(l) for different nanocrystals (in this study) are reported in Chapter V,
Table 10.
Figure 30. Variation of for a certain length with respect to 1/ .
In the second step, according to Equation [1, 27], we plot the values of with respect to the inverse
of the lamellar thickness. The slope and the ordinate at the origin of Equation [1, 27] represent the value of
and respectively. It is interesting to note that if we follow the same method for the
crystallization line, we can observe a similar behaviour for obtaining the maximum crystallization
temperature (Figure 31).167
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Figure 31. Variation of temperatures with respect to the inverse of crystal thickness for the crystallization
(blue) and melting line (orange).
In chapter II, we will explain the simulation procedure to generate the nanocrystals of PVDF and the
procedure to obtain the melting point of nano phases. Then, the results of melting
temperatures and the influence of regiodefects on this property will be discussed in chapter V.
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CHAPTER II. Review of Molecular Dynamics
2.1. Introduction
In chapter II, the principles of Molecular Dynamics (MD) simulation (the main method used in this
work) are presented. The following sections introduce the equations that the MD simulation relies on. Then
we will explain how to approach the initial configurations of amorphous and nanocrystals. Furthermore,
fundamental procedures used in this simulation will be introduced and explained in more details.
2.2. Molecular dynamics simulation
In general, scientific studies can be separated into two main areas: experimental and theoretical; one
may argue that these two areas cannot exist without the other. Without the theorist, experimentalist would
essentially run out of ideas, and without the experimentalist, the theorist likely would not be able to confirm
their more abstract theories. Most often, from Galileo s time to the mid-20th century, this was simply
common-place. However, in the 1950s, a new tool in the arsenal of science arose: the computer. As the
computer continued to evolve, it emerged as a "virtual experimenter", a bridge between theory and
experiment. Several theoretical proposals cannot be easily verified by experience, and some experimental
results are easily explained by the theory. In many cases, cutting-edge computer modeling phenomenon
often overcomes these difficulties. Computer associated with studies in chemistry also has an important
place in major universities. Its contribution to the development of science was rewarded in 1998 with a
Nobel Prize by Kohn and Pople;168,169 in their groundbreaking work, they used computers to understand the
interactions within materials to solve mathematical equations from theoretical models and simulate their
behavior at different time scales. The 2013 Nobel Prize in chemistry was awarded to Karplus, Levitt and
Warshel who developed a way for researchers to simulate chemical reactions with computers.
Atomistic simulation methods describe materials at the atomic scale. MD simulation is one of the
methods used to model the behavior of polymers with large numbers of atoms. The first article referring to
MD simulation was written by Fermi in 1957.170 The purpose of this article was to study linear chains of
harmonic oscillators. A year later, by performing a simulation of hard spheres, Alder and Wainwright
applied MD to find the phase diagram of a system with hard spheres, especially liquid and solid phases.171
In 1960, an article by most likely the first example of the
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MD calculation with potential based on an integration method.172 Later in 1964, the famous article of
Rahman convinced many of the experimentalist and theorists to use computational simulation to obtain a
better understanding of the microscopic properties of materials.173 Rahman studied the properties of liquid
argon by using the Lennard-Jones in a system containing 864 atoms. Developed Verlet algorithm was the
.174
He calculated the phase diagram of argon using Lennard-Jones potential and calculated correlation
functions to test theories of the liquid state in 1967. His work motivated other scientists to model different
types of molecules such as small rigid molecules by Barojas et al.,175 molecules of water by Rahman and
Stillinger,176 flexible molecules by Ryckaert et al.177 and proteins by McCammon and his coworkers.178 In
the mid-70s, MD was applied to study polymers.179,180 The goals of these simulations were to reveal the
effects of volume fraction and the length of the chains on polymer characteristics such as the Mean Square
Displacement (MSD) and the radius of gyration. Later, it was extended to a model for polymer properties
such as calculation of the elastic constants,181 the distribution and dynamics of small molecules in dense
polymers,128,182-185 local dynamics186 and the glass transition.187-191 Simulations of polymers in the liquid
state were performed for the first time by Weber et al. using a realistic model to consider both binding and
non-binding interactions.192-195 Theodorou and Suter were the first pioneers to simulate the glassy state of
polymers containing 76 Repeat Units (RU).181 They used the model of Rotational Isomeric States (RIS)196
to generate polymer chains. Later they modified the RIS model by introducing long-range interactions.
In this thesis, the method of computer simulation known as "molecular dynamics" is used to investigate
the influence of regiodefects on the thermal transition of specific polymers in amorphous and crystalline
regions. In this chapter, the standard algorithms of MD simulation as a virtual experience will be explained.
2.3. Algorithms of molecular dynamics
Atoms and molecules can be presented as "particles" that can be conveniently described in terms of
interaction laws. We can introduce the potential interactions, external forces and positions to these particles
in a phase space (the space where they evolve). When the system has thousands or even millions of particles,
everything is running in a virtual universe. The position and velocity of each particle in space are defined
by and , respectively. As the particles move, the integration of the equations of motion yields the
trajectory of the particles. The MD trajectories are characterized by both position and velocity vectors, and
they define the time evolution of the system in phase space. Mathematically, using the numerical integrators
leads to the propagation of the positions and velocities in finite times. For a system of n particles with
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(mass), (coordinate) and (momentum), the equations of motion as given by classical mechanics are
defined (Equations [1, 28] and [1, 29]):
[2, 28
[2, 29]
Where and are the internal and external forces (respectively) for the particle i, and U ( ) is the
total potential energy of the system. If we consider n as number of particles, in three dimensions, there
would be 6n equations to be solved simultaneously. Manually by hand, the task is almost impossible beyond
only a few particles; however, computing power and memory make this task both accessible and fast. To
solve the equation of motion, different time steps during a simulation are applied. By this method, we use
the shortest Central Process Unit (CPU) time.
2.3.1. Trajectory sensitivity
Get a high degree of precision in the trajectories is not a realistic goal or a practical objective. For
sufficiently small time steps, the method has high accuracy on any given time interval. However, by
increasing time step, the methods in MD are confined by their limits. On the other word, in real-world
molecular simulation, we generally allow some error to be introduced into the computation of a trajectory.
Trajectories show an exponential sensitivity to even the most minute perturbation. Trajectories of one
system simply cannot be expected to match trajectories of another system for arbitrarily long times (even
the same MD program) due to the exponential sensitivity of trajectories.197 Exponential sensitivity with
respect to initial conditions is captured by Lyapunov exponent.  Lyapunov exponent is a quantity that
characterizes the rate of separation of infinitesimally close trajectories with initial conditions. In a typical
integration, the roundoff error associates with the exponential sensitivity of the initial conditions (or control
parameters) to produce an overall precision that deteriorates exponentially by increasing time. This implies
that trajectories are sensitive to the precision and rounding method. Due to exponential sensitivity, there is
no meaningful physical quantity that depends on only one trajectory recognition. In fact, all meaningful
calculations require averages that cover this sensitivity, based on integration along the actual trajectories.
In this simulation, we apply the Verlet algorithm to calculate the trajectories of particles.174
2.3.2. Verlet algorithm
Two third-order Taylor expansions for the position r (t) can be written. The system is propagated forward
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and backward in time by a time step t (Equation [1, 30] and [1, 31]):
[2, 30]
[2, 31]
Where a b is the so- which is the third derivative
of r with respect to time (t). is the local error in position of Verlet integrator. The smaller time steps
increase the accuracy of time approximation. If we combine the two equations (Equations [1, 30] and [1,
31]), the basic form of the Verlet algorithm for integration of shown
in Equation [1, 32]:
[2,32]
Where a (t), the acceleration, is a function of the positions r (t) (Equation [1, 33]):
[2, 33]
A problem with the Verlet algorithm is that we cannot calculate the velocity directly. Although it is not
needed to calculate velocities directly for the time evolution, their knowledge is sometimes necessary. An
example of this case is to analyse the conservation of the total energy E=K+V, as the velocity is required to
compute the kinetic energy, K. This is one of the most important tests to show that an MD simulation
proceeds accurately. We can compute the velocity from the positions (Equation [1, 34]):
[2, 34]
The algorithm of the Verlet leapfrog is commonly used to solve this problem. Using this method, we
can calculate the new velocities and positions (Equation [1, 35] and [1, 36]):
[2, 35]
[2, 36]
In this case, the velocity is first calculated at a half-integral time (t+1/2 ), then it is used to calculate
the position (r) and the integer time (t+ ). In fact, the leap-frog integration calculates both the positions
and velocities at interleaved time points. Alternatively, the values of velocity and position are determined.
In fact, this algorithm derives its name from this particular characteristic. The trajectories generated by the
Verlet algorithm satisfy the boundary conditions of the real trajectory in phase space. Although using a
leapfrog method causes numerical integration error, this error is not the significant factor, because similar
results can be obtained in hard-sphere studies that are free from integration error.198 Gillilan et al. showed
that calculated trajectory by Verlet algorithm can still be close to some true trajectory of the system over a
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relatively long time period.199
2.4. Boundary condition
Generally, in a numerical simulation, we select a particular component of interest to stimulate rather
than the entire universe, as it is impossible and most often unessential to simulate such an extraordinary
large entity. The selected specific component or part is confined by a certain boundary with the surrounding
environment. In fact, MD simulation contains several hundred to a few thousand atoms, which are much
smaller than the true system. To prevent such a problem of size limitation in a computational cell, it is
necessary to choose the boundary conditions correctly. Different boundary conditions may lead to
completely different simulation outcomes. Generally, the boundary condition is classified into two groups:
the Periodic Boundary Condition (PBC) and the Isolated Boundary Condition (IBC). However, there could
also be mixed boundary conditions in which the system is characterized by PBC in some directions but not
others.
2.4.1. Periodic Boundary Condition (PBC)
The simulation cell defines the boundaries of the system which is reproduced virtually. In macroscopic
systems, in order to characterize the bulk, the effects of surfaces are generally negligible since the surface
is only a small portion of the remaining sample. In simulated system which has a much smaller size, the
surface effects the behavior of the molecules. In most cases, the simulation cell is provided with a periodic
boundary to eliminate the surface effects. Assuming a cubic lattice with 1000 molecules, half of the
molecules lie on the surface; these molecules would experience different forces than other molecules in the
system. To prevent this surface effect, it is common to apply PBC.200 In PBC, any atom which passes
through a wall of the box is found on the other side of the box as shown in Figure 32. This is similar to a
spherical world map: the west end of the map also corresponds to the beginning of the east in the map. The
density is therefore preserved and the pressure can be applied to the system.
Figure 32. Schematic representation of a periodic boundary.
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In an MD simulation, when the box is periodically replicated, it needs a simulation box possessing a
shape with space-filling. The simulation cell (box) can take several forms as shown in Figure 33: (a) the
triclinic box, (b) the hexagonal prism, (c) the rhombic dodecahedron, (d) the elongated rhombic
dodecahedron and (e) the truncated octahedron. The regular and the general periodic boundary box used in
MD is a triclinic box. It corresponds to a rectangular prism whose sides and angles can present any value.
The triclinic cell is generally used with angles of 90° or as a regular rectangular prism.
Figure 33. Five types of periodic boundary boxes are shown: (a) the triclinic box, (b) the hexagonal prism,
(c) the rhombic dodecahedron, (d) the elongated rhombic dodecahedron, and (e) the truncated octahedron.
2.4.2. Isolated Boundary Condition (IBC)
Occasionally, the PBC method is faced with the problem of trying to represent a virtually infinite system
with a finite system. Applying PBC to simulate the melting of nanocrystals in a vacuum is complicated
since it cannot study the surface of the system. For these problems, we can apply the IBC.201-204 IBC is
suitable for systems such as clusters, crystals and molecules. In this condition, the system is assumed to be
surrounded by vacuum. Moreover, the interaction between the particles occurs just inside the system and
particles cannot leave this system. It is assumed that the particles inside the system have no interactions
with those on the outside, except in response to well defined external forces.
2.5. Statistical Ensembles
During an MD simulation, some variables are kept constant in the system in order to provide a more
realistic model that can mimic the experimental conditions. In this regard, MD simulations generate
different kinds of ensembles depending on which variables are kept fixed. An ensemble is a group of points
a b c
d e
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in phase space emulating the conditions of a specific thermodynamic state. There can be various ensembles
with different characteristics. One of the most common ensembles is Isobaric-Isothermal ensemble NP
ensemble). In this ensemble, the number of particles in the system (N), pressure (P) and temperature (T)
are maintained at a constant value. In our simulation, we apply NPT ensemble to simulate the amorphous
phase. NPT ensemble enables the system to change the volume and shape of the box during the hydrostatic
uniform compression procedure (see section 2.8.4). In crystal phase, to simulate the melting of nanocrystals
in a vacuum, we apply canonical ensemble ( ) while three thermodynamic variables are
constant: number of particles in the system (N), cell volume (V) as well as shape, and the temperature (T).
This ensemble is the appropriate choice when a simulation is carried out in a vacuum without PBC.205
2.6. Choosing the force field and the method to calculate the energy
In many approaches, a covalent bond between two atoms can be described as a classical spring and its
related energy is given by a simple harmonic potential. Similar assumptions are made for bond angles
leading to a definition of the energy as an additive two body potential. In MD simulation, the functional
form (and parameter sets) used to calculate the potential energy of a system (of atoms) is called force field
and it is defined by mathematical expressions. Force fields use simplified functions (potential functions) to
describe the interactions between the atoms and they are defined by fitting the parameters from
experimental data (X-ray and electron diffraction, NMR and IR spectroscopy) and semi-empirical quantum
mechanical calculations. All work on force fields are based on the original work of Hendrickson.206
Basically, we can classify force fields into two categories based on their energy expression. The most
popular first generation force fields are; AMBER (widely used for proteins and DNA),206 CHARMM (used
for both small molecules and macromolecules),178,207 OPLS (applied in simulation of aqueous solution),208-
210 GROMOS (used in molecular dynamics of macromolecules),211 ECEPP (used for polypeptide
molecules)212,213 and DREIDING ( used to predict structures and dynamics of organic, biological, and main-
group inorganic molecules).214 Second generation force fields include CFF (Consistent Force Field) family
of force fields adapted to a broad variety of organic compounds and polymers, such as: CFF93,215 PCFF
(Polymer Consistent Force Field) 216 and COMPASS (Condensed-phase Optimized Molecular Potentials
for Atomistic Simulation Studies).217 Compared to the first category of force fields, second generation force
fields have additional cross terms describing the coupling between stretching, bending, and torsion energies.
In this work we have established our calculations by applying PCFF (class II) developed by Suter and his
coworkers.218 PCFF is based on CFF91 and is developed to have a broad coverage of organic polymers.
The typical energy functions used in PCFF are shown in Appendix I.
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In the context of molecular modelling, a force field has two types of interactions: intramolecular
interactions based only on the geometry of the molecule, and intermolecular interactions related to attraction
or repulsion between neighbouring particles. The following sections, describe the terms composing a
classical force field with a simple interpretation.
2.6.1. Intramolecular energy
Intramolecular interaction is the summation of stretching, bending and torsion energies (Equation [1,
37]):
[2, 37]
In order to develop the efficiency of the mechanical model, we can apply cross-terms to the force fields
which are composed of coupling between bending and stretching energies in neighbouring bonds.219 The
mathematical form of the energy terms can be changed from one force field to another force field.
2.6.1.1. Stretching energy
The stretching energy equation is based on Hooke's law. Hooke's law describes the restorative force on
a mass of a spring for stretching or compression (Equation [1, 38]):
[2, 38]
Where k is a positive real number, characteristic of the spring. r is the relative displacement from an
equilibrium position. We can define the stretching energy as (Equation [1, 39]):
[2, 39]
Where the parameter controls the rigidity of the bond spring, and is the equilibrium length of spring.
Figure 34 illustrates the stretching energy by a parabola plot.
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Figure 34. As a bond is stretched toward the position of dissociation, the model shifts to break down.
2.6.1.2. Bending energy
The bending energy equation (Equation [1, 40]) is also based on Hooke's law:
[2, 40]
Where governs the rigidity of the angle spring, and describes its equilibrium angle. Figure 35, is
a simple illustration of bending energy explained by a parabola plot.
Figure 35. Bending energy defined by a parabola plot.
In Figure 36, the Hook potential is presented for different values of k. If the k parameter moves towards
a larger value, much energy is required to deform an angle (or bond) from its equilibrium value.
Figure 36. The potential energy associated with Hook low is shown for three values of k.
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2.6.1.3. Torsion energy
In molecular mechanics, in order to obtain the total energy close to the experimental values, we apply
the torsion energy to correct the remaining energy terms. The motion associated with this term is a rotation
around the bond. This rotation is directly related to the angle of torsion which is defined by the position of
four atoms linked by three successive bonds. Generally, the term of torsion is presented by a Fourier series
(Equation [1, 41]):
[2, 41]
Where creates the amplitude of the curve and depends on n, and n determines its periodicity (i.e. it
considers the type of symmetry in the dihedral angle). In this regard, shifts the curve along the rotational
angle axis ( ). Figure 37 is the simplest example to illustrate the torsion energy with different variables.
Figure 37. The plot of torsion energy is shown.
2.6.2. Intermolecular energy
In classical force fields, the intermolecular interaction is usually composed of van der Waals interactions
(repulsion and dispersion) and electrostatic interactions (Equation [1, 42]):
[2, 42]
2.6.2.1. van der Waals energy
van der Waals attraction appears at a short range and quickly decreases as the interacting atoms separate
from each other by a few angstroms. Repulsion occurs when two substituents in a molecule come close to
each other with a distance of less than the summation of their van der Waals radii. Usually, van der Waals
interactions are presented by a Lennard-Jones (LJ) type. Equation [1, 43] is the simplest term of LJ energy,
called the 12-6 potential:220
=2.0, n=2.0, =0.0°
=1.0, n=1.0, =90.0°
=1.0, n=2.0, =0.0°
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[2, 43]
Where is the distance between two particles. determines the degree of "stickiness" in van
der Waals attraction and specifies the degree of "hardness" of the atoms. Moreover, is the well
depth and it defines how strongly the two particles attract each other, and is the distance between the
two particles while their intermolecular potential is zero; This also measures how close two nonbonding
particles can get and is thus referred to the van der Waals radius. Both and parameters define the
depth and position of the potential energy well for a pair of non-bonded atoms. The and are
attributed to the attraction and repulsion parts as illustrated in Figure 38.
Figure 38. A graph of strength versus distance for the 12-6 Lennard-Jones potential.
2.6.2.2. Electrostatic energy
The electrostatic energy is related to the partial charge on the atoms. The methods applied in force fields
do not specifically consider the electrons. In fact, their impacts are averaged and they are defined by partial
charges attributed to atoms according to their electronegativity. The electrostatic potential is described by
Coulomb's law (Equation [1, 44]):
[2, 44]
Where is the distance between two atoms with charges and . is the permittivity of vacuum,
and is the dielectric constant of the environment (i. e. solvent). Performance of the MD simulation code
is largely dependent on its scalability with the number of simulated particles N. Although Coulomb and van
der Waals interactions only concern atoms separated by at least three consecutive bonds, such interactions
consume the majority of the computing time. In order to decrease the time of computing, the interactions
Optimum Energy
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between two atoms by a distance of more than a predetermined distance are ignored. This predefined value
of distance is termed the - . There are several different methods to determine this cut-off
distance. A portion of these methods are summarized below.
2.6.3. Treatment of the non-bonded energy terms
To modify the non-bonded energy terms, several methods have been developed. In the truncation
method, for interatomic distances higher than the cut-off value, the interactions are zero. Simple truncation
is not applied in MD since it results in a large fluctuation in energy and obtains an inaccurate energy
conservation. In another method, called the shift method, the potential is shifted by a constant value and
results in a new potential value. The additional term makes the force equal to zero at the cut-off distance,
as is shown (with red dash) in Figure 39. The drawback of this method is that equilibrium distances are
slightly decreased. In the switch method, the potential function is multiplied by a polynomial that is a
function of the distance. The function of the distance reduces the potential between the first (r1) and last
cut-off (rcut), as shown (with red dot) in Figure 39. The potential has its usual value up to the first cut-off,
and then switches to zero between the first and last cut-off.
Figure 39. The graph shows the LJ potential with and without the modification of energy. The total
energy, shift and switch methods are shown by line, dash and round dot respectively.
The last method can be used in the case of the Lennard-Jones type for long-range interactions. However,
it is not recommended for the calculation of electrostatic interactions. In this case, more sophisticated
methods are required. These methods include the Ewald summation.
2.6.3.1. Ewald summation
The Ewald summation, named after Paul Peter Ewald,221 is a technique used to compute the electrostatic
interactions in systems with periodic boundary conditions. This method is divided into two parts: a short-
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range contribution, and a long-range contribution. The short-range contribution is calculated in real (direct)
space, and the long-range contribution is calculated in a reciprocal (Fourier transform) space. In Ewald
summation, all point charges are naturally extended to Gaussian charge distributions.222 For short
interactions (in real space), the Gaussian distribution with an apposite sign (because system must be charge
neutral to avoid infinite sums) and with the same amplitude is added around each partial charge. For the
long-range contribution, this method introduces another Gaussian distribution that cancels the previous
effect in the reciprocal space. In other words, it is applied to cancel the background charge density. As
shown in Figure 40, adding the two spaces yields the original point charge distribution. The advantage of
this method is the rapid convergence of the energy compared with that of a direct summation.
Figure 40. Method of Ewald summation for periodic potentials. It represents the real, reciprocal and
original spaces.
2.7. Control the simulated system
During the MD simulation, it is necessary to maintain variables such as temperature, pressure and
volume throughout the experiment in order to provide more realistic models. To maintain a fix temperature,
we apply Nosé-Hoover algorithm.223,224 The Nosé-Hoover algorithm (sometimes called the extended system
method) brings additional (virtual) degrees of freedom in the Hamiltonian function (H) in order to modify
the equation of motion (Equation [1, 45]):
[2, 45]
Where is the friction force (Equation [1, 46]):
[2, 46]
Where s is an extra degree of freedom for heat bath, g is the number of independent momentum degrees
of freedom of the system. Q is the fictitious "heat bath mass". A value must be specified for the constant Q,
which is important in determining the rate of exchange of system energy with the imaginary heat bath. If Q
q
Original Space
q Real Space q Reciprocal Space
+ + + +
- -
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is large, then it is weakly coupled.
The idea of the method is to minimize the influence of an external system, acting as heat reservoir, by an
additional degree of freedom. This heat reservoir controls the temperature of the given system, i.e. the
temperature in a molecule oscillates around the given temperature (target value). As an example, Figure
41 shows the temperature in a molecule fluctuates around the target value (i.e. given temperature). Bond
and Leimkuhler observed up to one percent error in molecular dynamics simulations based on the Nosé-
Hoover.225
Figure 41. Plot of the velocity scaling MD by the Nosé-Hoover method.226
To maintain a constant pressure in NPT ensemble, we apply Parrinello-Rahman dynamics.227
Developing the constant-pressure method of Andersen by Parrinello and Rahman allows the simulation box
to change shape as well as size and volume so that the internal pressure of the system can match the external
pressure. In this method, similar to the Nosé-Hoover algorithm, the Hamiltonian function is extended by
adding an external degree of freedom (Equation [1, 47]).
[2, 47]
Where is the desired pressure, V is the volume. T stand for transpose.Q is The fictitious "cell mass".
A low "mass" will result in rapid box size oscillations, which are not damped very efficiently by the motions
of the molecules. A large "mass" will give rise to a slow adjustment of the volume, i.e., the pressure, and
infinite mass restores normal MD.
2.8. Construction of the cells
In simple atomistic models, many efforts have been made to build amorphous polymer cells. The glassy
Time(fs)
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polymer structure was simulated by Theodorou and Suter in 1985. They modified the Rotational Isomeric
States (RIS) model,228 and the idea of this model .196 According to this
hypothesis, a polymer chain in melt phenomenon behaves like random-walk model. It means that the
backbone angles of one segment are independent of those of the segments preceding or following it (as
presented in Figure 42).
Figure 42. Random-walk of a polymer chain in a 2D lattice.
The random-walk model enables the chain to retrace its steps and therefore many of the pieces can
occupy the same place in space which is impossible. Two molecules cannot be in one place at the same
time, and this is defined as the principle of excluded volume . When two molecular objects come close to
one another, there is steric repulsion. To solve the problem of the random-walk with excluded volume (also
called the self-avoiding walk or SAW), the RIS model was introduced by Flory.196 The RIS method allows
us to describe the conformational behaviour of macromolecules in accordance with the chemical structure
of the chain configuration. According to this method, the rotational isomeric state of each added monomer
is chosen with a probability defined by its conformational energy. If we consider N+1 monomers in the
chain, as shown in Figure 43, then there will be N+1 position vectors: and N-1 bond
vectors: , and N-2 dihedral angles: .
Figure 43. Depiction of the in-plane bond angle = 116° and PVDF backbone. The angle is the
supplementary angle to .
Then the energy of a polymer as a function of the angles is calculated as (Equation [1, 48]):
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[2, 48]
If one considers the sequence , then it can be shown that . This causes the monomers
i-2 and i+2 to be in the same position. This phenomenon termed the ''pentane effect'', and brings a larger
positive contribution to the energy. The name ''pentane'' comes from the smallest carbon chain in which this
phenomenon can occur. In order to consider the pentane effect, the corrected energy of a
polymer as a function of the angles is shown in Equation [1, 49]:
[2, 49]
Whenever the growing chain contour exits from a unit cell, it re-enters from the opposite side of the unit
cell (in PBC). The density of the system is characterised by cell dimensions. To generate the polymer chain,
we apply a computer code termed the Amorphous_Cell. The Amorphous_Cell code, is the combination of
the algorithm developed by Theodorou and Suter and the scanning method. The scanning method is
proposed by Meirovitch.229. Through this method, a self-avoiding walk is generated by step-by-step
construction (i.e. growth). Each movement is determined by scanning all possible different chain
continuations in future steps. Figure 44 illustrates the simple example of scanning method.
Figure 44. Simple example of a scanning procedure. A filled circle presents the last segment added, an
interdiction flag represents occupied space, and a square represents the free space.
As it is shown in Figure 44, the possibility of three more next segments after the last added segment (the
red circle) will be four: one on the left side and the three others should be above. Therefore, the probability
to move segments in an upward direction would be 0.75. This method has high accuracy comparing to
Monte-Carlo method. In Monte-Carlo method, the probability of the next segment to be placed upward or
left is equal, at 0.5. In this method, the segments are added without considering the future possibilities.
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2.9. Errors and uncertainty in MD simulation
MD simulation is a virtual experience and like any experiments in a laboratory, it has statistical and
systematic errors. The sources of statistical error are due to the fact that the values resulting from the
simulation are averaged in time and space. Statistical errors such as roundoff error (which is unavoidable)
occurs whenever an irrational number is represented by using a finite number of decimal digits. Truncation
error, results when higher-order terms in a functional series (such as Taylor series) are neglected.230 On the
other hand, there are systematic errors associated with, for example, finite-size effects, interaction cutoff.
These are an intrinsic part of the computer experiment and are reproducible. Systematic errors are directly
related to the algorithms and the approximations used to describe the system (such as the force field, the
initial configurations, the Nosé-Hoover thermostat and the Parrinello-Rahman barostat). In the laboratory,
in order to minimize errors, it is essential to use the best instruments and the most appropriate method for
the type of measurement. In the case of simulation, it is desirable to use the best methods with the most
efficient algorithms, the appropriate approximations, as well as a rigorous method to choose the variables
during a simulation by MD. The following section details our approach to this principle to generate initial
configurations.
2.10. Generation of amorphous polymers
The initial amorphous structures for polymers are created as follows. The self-avoiding walk (SAW)
algorithm developed by Theodorou and Suter228 and the scanning method proposed by Meirovitch229 are
applied in Amorphous_Cell code to generate the polymers in the Materials Studio environment. For each
kind of polymer, 100 chains constituted of 250 monomers are generated with periodic boundary conditions
in NPT ensemble. To generate the PVDF chain with a certain percentage of HH and TT defects, a random
procedure was applied. A HH defect is defined by the two carbon difluoride groups (the heavy substituent)
that are adjacent to one another (CF2 CF2), as outlined by Bicerano,231 and a TT defect is defined by the
two methylene groups (CH2 CH2) (the light substituent) that are adjacent to each other. Along the polymer
chain, monomers are randomly inverted to create regiodefects. PVDF chains with different percentages of
regiodefects were thus generated: 0, 3.6, 4.1, 9.3, and 23%. For clarity, we denote them as PVDF, PVDF_3,
PVDF_4, PVDF_9, andPVDF_23, respectively. The size of the simulation box for initial configurations is
24.7 × 24.7 × 24.7 Å.
Despite the technological developments in recent years, the time available by MD simulation is always
less than that of the Rouse time.232 The Rouse time corresponds to the time required for the polymer chain
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to move a distance comparable to the radius of gyration (i.e. it is the time required for the chain to diffuse
its own size).  Radius gyration is defined as the average distance of any points in the polymer, ri, from its
center of mass, mi, and it is obtained as (Equation [1, 50]):
[2, 50]
Since the simulated trajectory is always a reflection of the initial structure, we should choose the initial
configurations carefully. If we consider the cube as a shape to represent the isotropy of the amorphous
system, the generation of a polymer chain automatically causes anisotropy inherent. It creates
configurations with different orientations. Figure 45 shows two configurations that reveal the anisotropy
inherent to the generation of one chain.
Figure 45. Two configurations of a polymer chain generated with same method show different preferred
orientations.
To prevent the problem of anisotropy and to produce configurations that are representative of the
experimental system, we choose at least eight representative configurations. These configurations must
have almost the same value of radius of gyration with minimum energy. The state of minimum energy leads
to maximum stability. In this regard, for each polymer (with 100 configurations), 8 configurations are
selected according to two separate criteria. First, we select configurations whose radii of gyration are close
to the average value. Then, we select eight configurations according to their lowest energy (see Appendix
II). We have applied these selected configurations in annealing process in order to eliminate any endemic
stress.
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2.10.1. Simulation of the annealing process
In order to eliminate the defects as well as to improve the quality of metals and alloys, metallurgists use
the principle of annealing,233 which corresponds to a heating cycle as follows: heating at high temperature,
maintaining the temperature for a certain period and then following by cooling. This inspired the modellers
to adopt a similar method in their work for approaching a relaxed configuration and also for balancing the
systems. Without this relaxation process, the system is confined in a local energy well represented by the
local minimum A in Figure 46. While the system is heating at high temperature, increasing the energy of
the system leads the configuration overcomes the energy barriers. While the high-temperature system is
slowly cooled, it reaches a more stable configuration (represented by the minimum B).
Figure 46. A schematic free-energy landscape in a configurational space.
The approached maximum temperature during a heating-cooling process should ideally allow all degrees
of freedom of the system to be accessible. Therefore, this temperature depends directly on the type of
material studied. The cooling rate must be slow enough to not trap the system in a high energy configuration,
but it must be fast enough to be compatible with the available computing power. To apply this method to
our polymers, the temperature of the simulation cells was increased progressively from 300 to 800 K in
increments of 50 K. Then, the systems were cooled from 800 to 20 K followed by a lower cooling rate (20
K/ns). Figure 47 illustrates the cooling-heating process in a simple way.
Rapid
Cooling
A B
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Figure 47. Illustration of the simulated dilatometry procedure.
2.10.2. Dilatometry simulation
In polymers, a variety of methods to obtain glass transition temperature are based on measurements of the
thermal expansion coefficient as a function of temperature. One of the most common techniques used in
this regard is dilatometry. In accordance with what is performed in experimental dilatometry, in atomistic
simulation, we follow the evolution of the volume, or more precisely, the specific volume (inverse of the
density) at different temperatures. As the system is cooled, a discontinuity in the linear behaviour of the
specific volume with respect to the temperature is the sign of a change in the molecular behaviour. This
discontinuity is attributed to Tg by several authors.234,235
2.10.3. Hydrostatic uniform compression
In a polymeric system, hydrostatic uniform compression provides a simple and efficient tool to ascertain
the structure with minimum energy. This process is applied after the simulated annealing procedure17 and
consists into two stages. In first step, the initial compression of the cell is carried out uniformly with
variation steps of the cell edge of 0.1 Å. In this stage, the energetic convergence is 10 kcal/mol. When a
imposed, with an energetic convergence of 0.1 kcal/mol. An example of data stemming from uniform
hydrostatic compression on one configuration of PVDF, PVDF_4, PVDF_9 and PVDF_23 (with MD of 5
ns) is displayed in Figure 48.
Time
Holding Initial configurationFinal configuration
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Figure 48. Graph of energy with respect to cell volume during a uniform hydrostatic compression for one
configuration of PVDF ( ) and PVDF_4 ( ), PVDF_9 ( ) and PVDF_23 ( ).
2.10.4. Generation of crystal polymers with and without defects
We generated the initial crystal structure of and unit cells by theMaterial Studio software of Accelrys
Inc.236 The unit cell of and PVDF are both orthorhombic, while the unit cell has a=0.496 nm, b=0.964
nm, c= 0.462 nm with space group P2cm69,71 and the unit cell has a=0.858 nm, b=0.491 nm, c=0.256 nm
with space group of Cm2m.70 To create supercells from the initial lattices, we multiplied the
directions: x, y and z by m, n and N respectively. Figure 49.a and 49.b illustrate the initial unit cell
configurations for both and phases respectively, in two different perspectives.  The initial unit cell has
two planar zigzag chains with one monomer unit in each chain. As depicted in Figure 49.b, possesses half
of the number of atoms compared to unit cell (Figure 49.a). In consequence, to preserve the same number
of atoms in both supercells, during comparison of the two crystal behaviours, we replicated the z direction
For example, in and unit cells, each chain contains 14
monomers while N=7 for and N=14 for .
P
P
P
P
P
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Figure 49. viewed from different prospectives.
Carbon, hydrogen and fluorine are presented by grey, white and cyan respectively. The cell dimensions
are shown by the black dashed lines.
The nanocrystals built through this procedure (an example is shown in Figure 50), and referred as
manbNc, are reported in Chapter V, Table 10. The periodic boundary conditions are then removed in
order to prevent interference caused by interactions from the other cells. All the chains end with hydrogen
atom in order to preserve the neutrality.  10% regiodefects are randomly inserted inside the unit chains by
nanocrystals
generated through this procedure is shown in Figure 50.
Figure 50.
hydrogen and fluorine are shown by grey, white and cyan colors respectively.  Regiodefects are located
randomly (see black circle).
a=0.4960 nmc=0.462
a=0.858
a=0.858
b=0.964 b=0.964
b=0.491
c=0.256
a)
b)
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2.10.5. Melting simulation
These nanocrystals were used as initial configuration to perform MD in NVT ensemble, at temperatures
ranging from 300 K to 570 K with 5 K increments. The value of the melting temperature (Tm) was
established as the midway temperature between the temperatures separating the jump in the potential
energy, as shown in Figure 51. An abrupt jump in intermolecular potential energy reflects the transition
from the crystal to the liquid state.
It is confirmed by the occurrence of a peak in the heat capacity at the same transition temperature, as
displayed in Figure 51 for the 3a6b7c
various nanocrystals (reported in Chapter V, Table 10) to get all the values of Tm. The values of Tm for
nano V.
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Figure 51. -crystal (3a6b7c) by potential
energy ( constant volume with respect to temperature.
In chapter V, the results of the s will be discussed in
detail.
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CHAPTER III. Unveiling the Impact of Regioisomerism Defects in Glass Transition
Temperature of PVDF by the Mean of the Activation Energy
3.1. Introduction
Commercially, the ratio of regiodefects lies between 3 and 7%.1 This percentage undoubtedly brings
changes in macroscopic properties such as miscibility,8 crazing resistance,9 crystal structures,87 and
ferroelectric properties of PVDF.11,12 However, their impact on the glass transition temperature, Tg, is not
clear. In this chapter, we address this issue by using molecular simulation and we report the variation of Tg
as a function of regiodefects content for PVDF.
Positional isomers have a particular ability to share the same force field parameters; 234,237,238 the degrees
of freedom and nonbonding terms are mainly equivalent. Accordingly, changes in the data obtained from
simulation are only attributed to differences in molecular characteristics. Modifications in the bond
alternation (regiodefects) along the PVDF chain impact on the bond environment, which ultimately leads
to changes in the local motion of the chain. The mobility of the chain is thus perturbed, resulting in changes
in the value of Tg. In fact, movements around bonds are inherent to the dynamics of polymer chains. They
are characterized by torsional jumps between rotameric states, that is, conformations of local minimum
energy.239 The importance of the jumps between these rotameric states in the characterization of the glass
transition has been put forward.22,196
In this chapter, we report the variation of Tg as a function of regiodefects. To study the influence of these
defects on the mobility of the chain, we calculated the conformational transition rates at different
temperatures, and then reported these rates in an Arrhenius plot.21,240 The activation energy (Ea) obtained
from the Arrhenius plot can effectively represent the potential energy barrier that needs to rotate around
backbone bonds.22,241,242 This transition occurs between two rotameric states.196 Therefore, if Ea is computed
for all backbone bonds, it can express the mobility of the chain.240
The relation between the conformational transition and the glass transition remains a subject of
continuing interest.23,127,184,235 In short chain system, Rigby and Roe showed that bond conformational
transitions cease at a temperature slightly below Tg.243 This observation was confirmed for long chains.127,244
The conformational transition rate with respect to the inverse of temperature was revealed to exhibit an
Arrhenius behavior through the glass transition, allowing its use to characterize the local segmental
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dynamics.127,245 It has to be mentioned that this behavior is not incompatible with the non-Arrhenian
behavior usually observed in the study of relaxation in the domain of the glass transition.117,245 Calculation
of conformational rates does not actually involve evolution of bonds with time, as calculations with
autocorrelation functions do. In this latter case, cooperativity along the backbone chain can be revealed
leading to non-Arrhenian behavior.20
A value of Ea obtained from an Arrhenius diagram can be computed not only for the whole bonds of the
backbone chain but also for a specific type of bond. Accordingly, the contribution of each type of bond (a
bond in a specified environment that is defined by a dihedral angle) to the total energy barrier of the entire
chain can then be inferred. It thus becomes available to compute Tg for an isomeric polymer of PVDF such
as ethylene-tetrafluoroethylene copolymer (E-TFE), directly from the knowledge of the different
contributions to Ea. This alternative copolymer, E-TFE, can be considered as a structural regioisomer of
PVDF, with 50% of Head-to-Head and Tail-to-Tail regiodefects.53 Nevertheless, the value of its Tg remains
a source of debate.
It has been reported that Tg of E-TFE varies from -108 °C to 145 8C.15,16,156-158 Kumler and Boyer
estimated this around 53 °C by using the ESR spin-probe method.16 Arai et al. showed that the Tg of perfect
E-TFE must be 145 °C.15 By employing DMA, Mi et al. showed that for pure E-TFE, a value of -108 °C is
attributed to Tg.158 Starkweather observed three relaxations in E-TFE with 90% of monomer alternation. He
concluded that (110 °C) and (-120 °C) relaxations reflect motions in the amorphous phase due to long
and short (chain fold) segments, respectively. They attributed former relaxation to the glass transition. The
(225 °C) relaxation occurs in crystalline regions.156 In addition, Feng et al. reported the difficulty to
precisely locate Tg of E-TFE.157 The authors actually found four transitions: (84 °C), (13.4 °C), (-68
°C), and (-110 °C). They consider transition as the glass transition. In short, agreement about one
specific value for Tg of E-TFE is not reached in the literature. As E-TFE is an isomeric polymer of PVDF,
studies carried out on the impact of regiodefects on values of Tg can address this issue.
PVDF chains with different percentages of regiodefects were thus investigated: 0, 3.6, 4.1, 9.3, and 23%.
For clarity, we denote them as PVDF, PVDF_3, PVDF_4, PVDF_9, and PVDF_23, respectively. The two
latter PVDF chains do not exist commercially, but they provide an opportunity to extrapolate data, and to
finally predict a value for the Tg of E-TFE. We applied the procedure developed on a series of vinylic
polymers to obtain precise values of Tg.17,139 The variation of Tg with percentage of regiodefects shows a
nonlinear behavior, as expected in random copolymers.8 Nevertheless, we show that a linear relationship is
achieved between Ea computed for the entire chain and Tg. Accordingly, the contribution of each kind of
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torsion angle to the total Ea, and thus to Tg through the linear relation, is found. The Tg of E-TFE is thus
estimated and compared to experimental values and the value obtained from simulated dilatometry.
3.2. Simulation Method
The molecular simulation procedure to get Tg is detailed in Chapter II and the main issues are summarized
hereafter. The self-avoiding walk (SAW) algorithm developed by Theodorou and Suter228 and the scanning
method proposed by Meirovitch246 are applied in Amorphous_Cell  code to generate the polymers in the
Materials Studio environment. For each kind of polymer, 100 chains constituted of 250 monomers are
generated with periodic boundary conditions.
The size of the simulation box for initial configurations is 24.7 Å × 24.7 Å × 24.7 Å. As the simulated
trajectory is always a reflection of the initial structure, it is important to select the initial configurations
carefully. For each polymer (with100 configurations), 8 configurations were selected according to two
criteria. First, the configurations are selected so that their radii of gyration are close to the average value.
This procedure provides a way to circumvent the problem of anisotropy. Second, they should exhibit the
lowest possible energy. The state of minimum energy leads to maximum stability. A heating cooling
process was then employed to eliminate any endemic stress. MD) in the NPT (constant number of particles,
pressure, and temperature) ensemble was used. The integration of Newt
performed using the velocity Verlet integration algorithm with 1fs integration time step.247 The Nose
Hoover223,224 Parrinello-Rahman227 algorithms were used to maintain the constant temperature and pressure,
respectively. The pressure was kept constant at 1 atm during MD. The PCFF force field was chosen.248 This
force field has been already used to study the properties of PVDF.249
Moreover, Toulhoat and Bianciotto18 have shown that PCFF is the most suitable force field among those
available to study PVDF and provides realistic and accurate representations of intermolecular interactions.
The non bonded interactions have been computed using the Ewald summation to take into account the long
range interactions.250-252 All the MD simulations have been carried out using the LAMMPS code.253 The
heating cooling process consists in a fast heating process (50 K/200 ps) followed by a lower cooling rate
(20 K/ns). It has been shown that to get reproducible values of Tg, the initial configuration must be in a
-sta
internal pressure.254,255 -
is imposed to the system until the internal energy reaches a minimum. By applying this uniform hydrostatic
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compression, the system reaches a mechanical equilibrium state that definitively occurs in real materials.255
During the second cooling process, at 20 K/ns, the specific volume is reported with respect to the
temperature, for each configuration. The simulated dilatometry is applied to extract the value of Tg. MD of
5 ns is then run at each temperature, and a configuration is saved at each 500 fs. This trajectory is used to
compute average properties. To generate the PVDF chain with a certain percentage of Head-to-Head and
Tail-to-Tail defects, a random procedure was applied. In this procedure, if every other repeat unit is flipped
(through a rotation), before being attached to the growing end of the chain then a Head-to-Head, Tail-to-
Tail arrangement is obtained. Mixtures of these two orientations with a random distribution in the final
polymer can be obtained using a probability scheme. The probability of flip is given as a value less than or
equal to 1 (0 meaning never flip and 1 always flip). A random number between 0 and 1 is generated. A
Head-to-Head defect is defined by the two carbon difluoride groups (the heavy substituent) that are adjacent
to one another (CF2 CF2), as outlined by Bicerano,231 and a Tail-to-Tail defect is defined by the two
methylene groups (CH2 CH2) (the light substituent) that are adjacent to each other. Along the polymer
chain, monomers are randomly inverted to create regiodefects. It has to be pointed out that some studies
-to-Head ( CF2 CF2 ) sequences to characterize regiodefects in PVDF.200,250,251
Such defects are not considered as true regioisomers defects of PVDF since the Tail-to-Tail ( CH2 CH2 )
order is not present along
not discussed further in this study. In our work, the percent contributions of Head-to-Head and Tail-to-Tail
structures in the chain are nearly identical. Thus, a PVDF containing 23% of regiodefects indicates that the
polymer chains include 11.5% of Head-to-Head and 11.5% of Tail-to-Tail sequences.
For convenience, a nomenclature is introduced to symbolize a backbone dihedral angle. The carbon
atom along the backbone chains and the subscript (2) corresponding to the two atoms, H and F that are
linked to these atoms, are not shown. Only the bond in which the torsion occurs is denoted by a dash. As
an example, FF HF symbolizes the bond between CF2 and CH2 groups, that both linked to a CF2 group. It
thus corresponds to the dihedral angle C(F2) C(F2) C(H2) C(F2). Along the altered PVDF backbones, six
types of dihedral angles have been specifically monitored. They are shown in Figure 52: HF HH, HF FH,
FH HF, HH FF, FH FH, and FF HF.
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Figure 52.  The different dihedral angles are shown in yellow in a chain structure of PVDF with
regiodefects. Carbon (C), Fluorine (F) and Hydrogen (H) atoms are displayed in grey, blue and white
spheres, respectively.
3.3. Specific Protocol
To get Tg, the simulated dilatometry technique is employed.243 The specific volume is reported with
respect to the temperature, as shown in Figure 53 for pure PVDF. As the system is cooled, a discontinuity
in the linear behavior of the specific volume with respect to the temperature is the sign of a change in the
molecular behavior. This discontinuity, as observed in Figure 53, has been attributed to Tg by several
authors.51,243
120 160 200 240 280 320 360
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Figure 53. The variation of specific volume with respect to the temperature is shown for pure PVDF.
The error bars show the standard deviation of Tg for 8 configurations.
To get reproducible values of Tg, we developed a specific protocol based on an appropriate selection and
preparation of the initial configurations.17 This procedure was applied to the different regiodefect
compositions of PVDF. Once Tg is acquired, the mobility of the chain can be investigated through the
CF2CH2-CF2CH2
CH2CH2-CF2CF2CH2CF2-CF2CH2
CF2CH2-CH2CF2
CH2CH2-CF2CH2
CF2CF2-CH2CF2
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calculation of the activation energy Ea.240 For the calculation of Ea, the number of transitions between
rotameric states at each temperature is first counted. A rotameric state corresponds to a dihedral angle
associated with a bond that is in a local minimum energy state.196 Typical examples are the three rotameric
states defined for a C C bond along the polyethylene (PE) chain: trans (t), gauche plus (g+), and gauche
minus (g-) states corresponding to dihedral angles of 0°, 120°, and -120°, respectively. For PVDF, the
dihedral angles corresponding to the minima of energy for rotation around C C bonds are comparable with
those of the PE chain.256 The transition between the minima of energies must be defined from an MD
perspective.257Hotston et al. proposed to count transitions included in a window 40° width which is centered
on one of the three rotameric states (t, g+, and g-).258 Moreover, Wu made a distinction between two types
242
with some minor modifications. The lag time (the time interval needed for a trajectory to lose memory of
how the system entered a state) usually ranges from 0.1 to 1 ps.259 To reduce the inherent noise of the
dihedral angle, we smoothed the data using a sliding average. The smoothed version is shown with blue
circle dots in Figure 54.
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Figure 54. Dihedral angle for one configuration of PVDF at T = 180K with respect to time (1 unit
corresponds to 500 fs).
We also considered a series of conditions. These conditions are as follows: (1) during a transition, the
difference between the two involved dihedral angles must be >40° and (2) the torsion angle of the new
rotameric state must exist for more than 1.5 ps to avoid counting abrupt changes of states. As it is shown in
Figure 54, the jump located at 3194.5 ps (see black arrow) was not taken into account in the counting. Once
transitions are properly defined, the transition rate of conformational states can be computed for all the
backbone bonds at different temperatures, establishing an Arrhenius plot. The activation energy (Ea) is thus
deduced from the slope (Equation [1, 51]):22,24,242
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[3, 51]
where , the rate of conformational transitions, corresponds to the number of transitions as
previously defined, divided by the time during which these transitions are happening, at a temperature (T).
The pre-exponential factor A is considered constant and is not discussed in this article. Ea, and R are the
activation energy (kcal/mol) of conformational transition, and the ideal gas constant (kcal/(mol.K)),
respectively. Ea is directly deduced from the slope of the graph of with respect to the inverse of
the temperature, at temperatures above Tg. An example is shown in Figure 55.
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Figure 55. Arrhenius plot: the natural logarithm of the average transition per second is reported in
regards to the inverse of temperature for pure PVDF. The slope of the best-fit line is used to determine Ea
above Tg.
In literature, there are different interpretations for Ea 260 For example, it
was suggested that Ea is related to the potential energy barrier that a C C bond needs to change from the
trans state to the gauche state. Moreover, it was also suggested that Ea is directly linked to Tg.23 In this
regard, we first calculated the effective Ea which is related to the mobility of the entire polymer chain. All
the backbone bonds were considered to compute the conformational transition rates, and thus to obtain the
Arrhenius plot. This procedure was applied to the different PVDF, making it possible to compare the
effective Ea to the computed Tg. This protocol enabled us to reveal the influence of a particular environment
associated with a specific type of dihedral bond i, by computing its associated activation energy, Ea[i]. As
we discussed before, there are six types of different dihedral bonds in PVDF containing regiodefects. By
knowing Ea[i] associated with each type of dihedral bond i, an average value of the activation energy, ,
can be computed (Equation [1, 52]):
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[3, 52]
Where is the percentage of the specific dihedral bond i, along the polymer chain. should be equal to
the effective Ea of the entire polymer chain.
3.4. Result and discussion
Simulated values of Tg for PVDF with respect to the total percentage of defects are reported in Figure
56. The dependence of Tg with the percentage of regiodefects is not available experimentally. However, the
available experimental Tg (with 3 7% regiodefects) found in literature is in the range of 230 226 K.261 This
range of Tg is close to the range of our simulated Tg for small percentage of defects.
Figure 56. Tg with respect to the percentage (%) of simulated defects for PVDF. The variation of Vsp
with respect to temperature for all polymers are shown in APPENDIX III.
The decrease in values of Tg observed in Figure 56 (as the defect concentration increases) indicates that
according to molecular simulation, these regiodefects act as a plasticizer in PVDF. In fact, PVDF with
different amounts of regiodefects can be considered as a random copolymer of pure PVDF and E-
TFE.15,16,125 E-TFE is actually an alternating copolymer containing 25%, 25%, and 50% of FH HF, HF
FH, and FF HH, respectively. These types of bonds are also found in PVDF containing regiodefects. Tg of
E-TFE can thus be retrieved from the calculation of their Ea. From Figure 56, it is shown that the impact of
regiodefects cannot be expressed by an additive formula, such as the Fox equation.262 To investigate such
a nonlinear behavior, we proposed to compute Ea for the different compositions. This has the advantage of
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providing access to a certain portion of the energy landscape,25 as well as to provide information about the
mobility of the chain. The activation energy associated with the conformational transition rates is calculated
for all backbone bonds for the different percentages of regiodefects in PVDF (Table 3). The error in
computing Ea is in the order of 0.05 kcal/mol in the studied domain of temperature. For pure PVDF, the
value of Ea (3.20 kcal/mol) is slightly higher than the expected value for a single energy barrier in PVDF
(3 kcal/mol).256 This 0.2 kcal/mol difference comes from the fact that motion of the whole chain is taken
into account during our calculations, rather than considering rotation around one single bond only. By
increasing the percentage of defects, the effective Ea decreases (Table 3).
Table 3. Effective Ea (kcal/mol) and Tg (K) of PVDF with different regiocontents.
POLYMER PVDF PVDF_3 PVDF_4 PVDF_9 PVDF_23
3.20 3.15 3.10 2.99 2.86
240 226 220 206 192
As expected, it indicates that the mobility rises when Tg decreases, as shown in Figure 57. A clear linear
relationship between Ea and Tg is actually observed (Equation [1, 53]):
[3, 53]
Figure 57. Total activation energy (Ea) with respect to the Tg are shown for PVDF, PVDF_3, PVDF_4,
PVDF_9, and PVDF_23. Linear fit is displayed.
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The linear fit (displayed in Figure 57) indicates that Tg can be inferred from the computation of Ea. Many
authors have suggested that there must be a correlation between Tg and Ea,22,241 but in this work, it is shown
specifically. However, the significance of different parameters on this equation needs further studies.
By combining the two findings, (a) Tg and Ea are linearly correlated (Figure 57) and (b) Tg is nonlinearly
related with the percentage of regiodefects (Figure 56), we can now infer that Ea has also a nonlinear relation
to the amount of regiodefects. Accordingly, the contribution of Ea[i], the activation energy related to the
transition rates for a specific type of bond, to the total activation energy of the chain, can be directly
correlated to Tg. As a result, the mobility of the whole chain can be inferred from the motion of smaller
segments (different types of bonds). The values of Ea[i] for the different types of bonds i are shown in Table
4. Values of Ea[i] from Table 4, except for FF HF and HF HH bonds, are reported with respect to the
percentage of the regiodefects in Figure 58. Ea[FF-HF] and Ea[HF-HH] are not shown in this figure due to
their low percentages along the backbone chain.
Table 4. Ea[i] (kcal/mol) for six types of bonds and (kcal/mol) (Equation [1, 52]) are reported for the
different PVDF.
POLYMER [HF-HF] [FF-HH] [FH-HF] [HF-FH] [HH-FH] [FF-HF]
PVDF 3.20(100%)
3.20
PVDF_3 3.14(91.1%)
2.71
(2.02%)
3.71
(1.8%)
2.60
(1.8%)
2.52
(1.61%)
2.56
(1.61%)
3.12
PVDF_4 3.13(89. 9%)
2.72
(2.2%)
3.69
(2.02%)
2.60
(2.02%)
2.51
(1.81%)
2.57
(2.02%)
3.10
PVDF_9 3.10(77.1%)
2.69 (5.2%) 3.61
(4.6%)
2.58
(4.6%)
2.48
(4.04%)
2.72
(4.24%)
3.04
PVDF_23 2.98(47.4%)
2.64
(16.2%)
3.49
(11.5%)
2.51
(11.5%)
2.44
(6.66%)
2.86
(6.66%)
2.88
It can be observed that the rotation associated with the FH HF bond exhibits the highest value of Ea.
The presence of the heaviest group, CF2, gives the highest potential energy barrier around the CH2 CH2
bond, contributing toward a decrease in the mobility of the whole chain. This is confirmed when we see
that the Ea[FF-HF] has the highest value compared to Ea[HF-HH] in Table 4. In contrast, the presence of a
methyl group linked to the CF2 CF2 bond (HF FH) leads to small values of Ea.
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Another interesting observation is that all values of Ea[i] reported in Figure 58 decrease at different rates.
These data can all be fitted with straight lines as shown in Figure 58. The slopes are displayed in Table 5.
The FH HF dihedral angle exhibits the highest decrease in Ea, with a slope (1/%) of -1.07 kcal/mol of
defects, more than two times higher than the slope of Ea[HF-FH] (-0.46 kcal/mol) which is slightly higher
than the slope of effective Ea[FF-HH] (-0.39 kcal/mol). Differences in the slopes explain the nonlinear
behavior of Ea (Figure 57 and Table 3), and thus of Tg (Figure 56), with the percentage of defects.
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Figure 58. Ea associated with different dihedral angles: HF-HF ( ), HH-FF( ), HF-
FH( ), FHHF( ), and the  with respect to the percentage of their contribution in the chain for PVDF_3,
PVDF_4, PVDF_9, PVDF_23.
Table 5. Slope (1/%) of the lines displayed in Figure 58, for the different bonds.
BOND SLOPE
HF-HF -0.91
FF-HH -0.39
FH-HF -1.07
HF-FH -0.46
To address the contribution of each Ea[i] to for each altered PVDF (Table 4), and thus to Tg
(Equation [1, 53]), the percentage of each bond along the polymer chain (Table 4) must be taken into
account in Equation [1, 52]. The agreement between values of (Table 4) and effective Ea of the whole
chain (Table 3) indicates that the local motion can be deduced from the mobility of the entire chain. The
iEa[i] that takes into account the environment of bond i and its contribution along the chain is reported
with respect i (Figure 59). In Figure 59, a clear linear relationship is observed, and the slopes are
displayed in Table 6.
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Figure 59. associated with three different dihedral angles; FH- -FH( ), and FF-HH( ),
with respect to the percentage of their contribution in the chain for PVDF_3, PVDF_4, PVDF_9 and
PVDF_23.
Table 6. Slope (kcal/mol) of the lines as displayed in Figure 59, and percentages of each bond along
the E-TFE backbone, used to calculate iEa[i].
BOND SLOPE % OF [I] CONTRIBUTION INALTERNATIVE E-TFE
FF-HH 2.63 50 1.32
FH-HF 3.45 25 0.86
HF-FH 2.50 25 0.63
As alternating E-TFE contains FH HF, HF FH, and FF HH bonds with contribution of 25%, 25%, and
50% respectively, we can compute its Ea (Figure 59). A value of 2.80 kcal/mol (sum of iEa[i] in Table 6)
is obtained for Ea of E-TFE. Having established that is equivalent to effective Ea of the whole polymer
chain, its value can be inserted into Equation [1, 53], leading to a value of 176 K (i.e., 297 8C) for Tg of E-
TFE. Experimentally, determining Tg of this alternating copolymer is not so clear because of the presence
of several transitions. It actually varies from -108 °C to 145 °C.15,16,157,158Our results show that the simulated
value of Tg= -97 °C is in the range of Tg obtained from DMA measurements (-108 °C).158
To validate the method developed in this text and to confirm the value of Tg for alternating E-TFE, a
simulated dilatometry was computed following the previously described procedure (Figure 60). A value of
-103 °C (170 K) was deduced. This confirms the relevance of our procedure. Based on the analysis of the
different bond contributions of PVDF, we proposed a value for the Tg of E-TFE that corresponds to the one
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extracted from simulated dilatometry. This study thus confirms the possibility of revealing the contribution
of each bond to Ea and local motion from the mobility of the entire chain.
Figure 60. The variation of a specific volume with respect to the temperature is shown for E-TFE.
3.5. Conclusion
This study reports some of the consequences of the presence of regiodefects along the PVDF chain on the
chain mobility. Using molecular simulation, we were able to show that the occurrence of monomer
inversion leads to a decrease in Tg (glass transition temperature). As the percentage of defects increases,
interactions with different environments change, actually leading to a loss of the linearity between Tg and
percentage of defects. This nonlinearity was captured by unveiling the rates of conformational transitions
between rotameric states at different temperatures. We thus showed that a clear linear relationship could be
established between Ea (activation energy) and Tg. Unveiling the mobility of segments was carried out
through the calculation of Ea for each type of segments. Accordingly, motion related with each type of bond
can be separated from the mobility of the whole chain, and studied separately. By combining values
stemming from bonds found in E-TFE, an isomeric polymer of PVDF, we proposed a value for its Tg. The
resulting value is found in good agreement with some experimental data, and the value extracted from
simulated dilatometry.
This study provides an additional step toward a better understanding of the effect o f regiodefects in
relation to the molecular behavior an d existing theories on glass transition.
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3.5.1. Future work
This study paves the way for further research as additional work is warranted to answer remaining
questions, which are as follows.  Despite the fact that the PCFF force field showed that Tg is in agreement
with experimental data, the MSXX force field that is especially built to simulate the crystalline structure of
PVDF must be regarded66 and compared to these results ( in particular to the Tg of E-TFE). The linear
relationship between the activation energy and Tg is of the utmost importance, since it provides a molecular
viewpoint of the nature of the glass structure. Investigations are currently being carried out, and the result
of which will be the subject of a forthcoming article.
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CHAPTER IV. Influence of Regiodefects on Local Dynamics of PVDF
4.1. Introduction
Study of the correlation between the chemical structure of the polymers and their local dynamics
provides information about the microscopic basis of the glass transition. Recently, NMR experiments and
dielectric studies showed that there is a discrepancy in the time scale of segmental motion for poly
vinylidene fluoride (PVDF). This discrepancy varied between 0.1 to 20 ms. Hirschinger et al.,263 suggested
that this difference in time scale is due to presence of Head-Head (HH) and Tail-Tail (TT) structures. He
proposed that relaxation time is strongly shifted toward higher temperature (longer correlation times) with
decreasing level of chemical defects. However, there was no attempt to investigate the influence of these
defects on local dynamics of PVDF precisely. In this article, we will discuss about the impact of these
defects on time scale of the segmental motion.
In the previous chapter, we have applied the MD simulation to study the influence of regiodefects in
PVDF on glass transition. We obtained the activation energy of conformational transition from the
frequency of jumps between rotameric states at different temperatures. We have shown that this energy is
directly related to glass transition, Tg, and a clear linear relationship was established between Ea and Tg. In
this chapter, the aim is to study local dynamics of the amorphous phase near glass transition for PVDF with
different contents of defect concentration. We will also verify the correlation between the effective energy
associated with relaxation time, and the activation energy of rotameric states, Ea.
Experimentally, the relaxation processes of PVDF have been extensively studied using several
techniques, such as NMR,61 dielectric spectroscopy 264,265 and the scattering of light 266. However, these
techniques are limited since a particular movement cannot be easily detected, especially above the Tg where
it is often coupled with other movements. In fact, the connection between single chain conformational
transition and segmental relaxation in the bulk is not simple, since several segmental relaxations must be
simultaneously addressed in the bulk.267 Moreover, Rault268 believed that some polymers with high
crystallinity as well as PVDF have low accuracy in the determination of glass transition, and subsequently,
other characteristic temperatures such as the Vogel temperature, T0, and the crossover temperature, T*,
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cannot be detected precisely. Since molecular modeling allows us to simulate particularly the amorphous
system, the degree of crystallinity does not influence the accuracy of our results and we can determine the
characteristic temperatures more precisely. For this purpose, we have used the method that is developed in
the Soldera group to obtain segmental local dynamics of vinyl polymers.237
To study the effective activation energy (B) responsible for the local dynamics near the glass transition,
we apply the empirical Vogel Fulcher Tamman (VFT) equation (Equation [1, 1]):27-29
[1, 1]
In the literature, there are different interpretations for B of ''effective activation energy.'' For example,
it was suggested that B is related to activation energy at which the temperature tends to infinity ( T >>
T0).269 Solunov,270 considered this energy as the activation energy per basic molecular specie (BMS). He
defined the apparent activation energy as RBZ2, where Z is the size of a Cooperative Rearrangement Region
(CRR) and it's equal to (T/(T - T0)). Ferry96 considered RB as an apparent activation energy where R is the
gas constant. Average activation energy was also used by some authors.271 In this chapter, the term of
effective activation energy is employed as RB, and R will be omitted in the remaining of the text.
To characterize the local polymer dynamics by the VFT equation, we first present the method to compute
the Torsional Auto Correlation Function (TACF) associated with backbone motion at different
temperatures. A particular interest in this study is to show the relation between the non-Arrhenius relaxation
process and the Arrhenius intrinsic conformational transition rate near the glass transition. We consider
PVDF with and without regiodefects (as it was explained in chapter III).
4.2. Computational method to study the local dynamics
To study the local dynamics of the polymer, MD simulation of 5 ns duration in the NPT ensemble is
applied. The trajectories were saved at every 0.5 ps. To study an appropriate dynamics, we consider a vector
associated with a specific bond (C-C), as shown in Figure 61.
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Figure 61. Regular repeat unit of the studied polymers with vector used to reveal local dynamics.
The movement and direction of this vector is revealed by the Torsional Auto Correlation Function
(TACF) from MD trajectory. This function is then fitted by the second term of the Legendre polynomial
P2(t). P2(t), tends to give a picture of the local dynamics of polymers [19]. Actually it measures the
disorientation of a molecular segment, represented by the vector , at a time t with respect to its initial
orientation at t=0 (Equation 54):
[4, 54]
Where is the vector representing the movement of C-C bond at time t. The brackets <> indicates
an average of the autocorrelation function over all bond unit vectors, u, along the chain. The scalar product
in expresses the cosine between the two vectors. The variation of the orientation function, P2
(t), for the chain backbone of pure PVDF at different temperatures is presented in Figure 62.
Figure 62. Visualization of the autocorrelation functions for pure PVDF with respect to the time at
different temperatures.
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As the temperature increases (above Tg=240 K), the decrease in the orientation function P2(t) is faster,
and thus the segments of the chain become more mobile. This mobility is quantified by a time which is
referred to as the . To determine the correlation time, it is necessary to integrate P2(t)
during the time from 0 to infinity, which is virtually impossible. To solve this problem, the variation of
P2(t) with respect to the time can be fitted by a stretching exponential function, Kolsrauch Williams Watt
(KWW) function107 (Equation 5, Chapter I):
[1, 5]
In order to extract the fitting KWW parameters ( KWW a linear method can be employed. It
P2)] versus ln(t).272 Then we can calculate KWW
of the plot respectively. The determination of these two fitting parameters enables the direct calculation of
the macroscopic relaxation time, c (Equation 55), since it is determined by the integral of P2(t) over all the
times (if we assume that Equation 5 is valid for a long period of time):272
[4, 55]
The example of variation of the relaxation time as a function of the
temperature is shown in Figure 63 for pure PVDF.
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Figure 63. Thermal change of the relaxation time associated with back bond movements for pure
PVDF. The red solid curve fits the data with the VFT function. The black line fits the data with the
Arrhenius function. The error bars show the standard deviation of c) for 8 configurations.
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c, computed at different temperatures (Figure 63) are then fitted using the VFT
equation (Equation 1, Chapter I). This yields the correlation time at infinite temperature, 0(T) and the
apparent activation energy, B. If we consider the natural logarithm of the VFT equation (Equation 56):
[4, 56]
If we plot versus 1/ , we can calculate the intercept and the slope, and B,
respectively, from the straight line that fits best to the data. T0, the Vogel temperature, is the fitted parameter.
For pure PVDF (in Figure 63), at temperatures greater than Tg (240 K), the relaxation time possesses non-
Arrhenius behavior and the data is fitted with the VFT function. The red solid line in Figure 63, shows
-
called crossover temperature (T*), and we can observe the Arrhenius dependence for the relaxation time
* in polymeric systems with different chemical structures has been
the subject of many studies.273-275 The identification of the crossover temperature is important as this
phenomenon occurs at temperatures above the Tg, and it may play a fundamental role in understanding the
glass transition phenomenon. For pure PVDF, the crossover temperature (where T*= 400 K) is estimated
by the intersection of two regions. Our result is in good agreement with data deduced from the relaxation
maps given by Tormala et al. (T*= 400-450 K)276. However, Hedvig found T* at 300 K by dielectric
spectroscopy.206 Rault268 claimed that some polymers, such as PVDF, with higher crystallinity ( 60-
85%) have low accuracy in the determination of T*, Tg and T0. Since we simulated the amorphous system,
the degree of crystallinity does not influence the accuracy of our data and we can calculate the characteristic
temperatures more precisely. The values of the VFT parameters for PVDF with different percentages of
defects are reported in Table 7. The percentage of regiodefects is not indicated in literature (References in
Table 7).
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Table 7. The parameters of the VFT equation describing the movements of the main chain for PVDF, are
reported. The estimated error for computing B and T0 (for 8 configurations) are in the order of 0.05 kcal/mol
and 5 K respectively. These values are obtained from the linear fit with correlation factor, R2 > 0.99.
Polymer B[kcal/mol] 0[s] Correlation Factor T0[K] Tg[K] Tg[K]- T0[K]
PVDF_0 2.90 4.5E-13 0.997 196 240 44.0
PVDF_3 2.79 1.0E-12 0.999 190 226 36.0
PVDF_4 2.67 3.9E-12 0.999 185 214 29.0
PVDF_9 2.26 5.4E-12 0.999 180 206 26.0
PVDF_23 2.06 8.7E-12 0.999 170 192 22.0
277 1.82 2.5E-14 - 191 223.4 32.4
277 1.96 1.58E-13 - 191.3 224.0 32.7
277 1.75 7.9E-14 - 195.6 225.4 29.8
278 2.07 5.2E-12 - 185.2 222.1 36.9
279 2.57 2.0E-13 - 175 233 58.0
For pure PVDF, the effective activation energy (2.9 kcal/mol) is close to the torsional barrier of a single
C-C bond (3.0 kcal/mol).256However, by increasing the percentage of regiodefects, the value of B decreases.
The value of 0[s], the correlation of relaxation time at infinite temperature, increases by proliferating the
concentration of defects in PVDF. Since the inverse of is related to the relaxation rate, one possible
explanation is that the effects of regiodefects should increase the relaxation by mobilizing segments of the
polymer chain. This would decrease the relaxation rate as well as Tg. The values of simulated and B are
close to the experimental values. This confirms the robustness of the method as well as the choice of the
PCFF force field. However, the percentage of regiodefects is not available in the literature.
The simulated values reported in Table 7 show that the polymers with greater defects are characterized
by a lower effective energy than that of polymers possessing lesser defects. At a given temperature, the
chains with more defects have greater mobility than the pure polymer. Indeed, higher B implies a low
mobility of the polymer chain and indicates a higher Tg and T0. The values of B (reported in Table 7) are
compared with values of conformational transition barrier, Ea (in Chapter III) for different samples (Figure
64).
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Figure 64. The activation energy (Ea) of rotameric states with respect to the effective energy (B) for
polymers. A linear fit with correlation factor, R2=0.99 is displayed.
Figure 64 shows a close link between B and Ea. A linear relationship is observed with a correlation factor
of 99 % (Equation 57):
[4, 57]
In fact, the value of Ea is obtained from the conformational transition rate characterized by the Arrhenius
equation and the value of B is obtained from the non- Arrhenius VFT equation. The values of Ea and B for
pure PVDF are very close to the value of a single torsional barrier (3 kcal/mol).256 However, The Figure 64
shows that the variation of Ea is slightly higher than B. The values of both parameters decrease by increasing
the defect concentration. The variations of B and Ea values for different samples show that the agreement
between the two methods is very close. This clearly indicates that the conformational transition rate can be
used to describe the glass transition.
4.3. Role of regiodefects in fragility of PVDF
Studies on the temperature dependence of the relaxation time has led to an introduction of a fragility
index, m, in glass transition physics.280,281 Fragility in polymers indicates how rapidly the dynamics of a
material slow down as it is cooled toward the glass transition. Polymers with a higher fragility index show
a relatively narrow transition temperature range and those with a lower fragility index show a relatively
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broad transition temperature range. In 1993, Bohmer et al.282 defined a fragility index from VFT parameters
as (Equation 58):
[4, 58]
Where m is the degree of shifting from the basic Arrhenius dynamics to non-Arrhenius. In other words,
it characterizes the slope of the viscosity (or relaxation time) of a material with temperature as it approaches
the glass transition temperature. A high m value defines a very fragile material, whereas a strong material
will be characterized by a small m value. Bohmer et al.282 compared the fragility indices for several
amorphous polymers. These values can vary from strong liquids (m = 16) characterized by a single
exponential behaviour, to the super-cooled liquids (m = 250), which are described by a non-exponential
behaviour.282-284 m (Tg). The m (Tg) values calculated
from the VFT parameters for pure and altered PVDF, are reported in Table 8. Bello et al. showed that the
fragility parameter for PVDF is found to be 87, which characterizes this polymer as a relatively strong
material.278 This value is close to the simulated value we obtained for PVDF. However, rising regiodefects
leads to the higher fragility index.
Table 8. Fragility index at glass transition, m(Tg), for pure and altered PVDF. These values are calculated
from Equation 58.
Polymer PVDF PVDF_3 PVDF_4 PVDF_9 PVDF_23
m(Tg) 77.8 103.7 102.7 158.8 177.3
We can conclude that PVDF possessing higher percentages of defects shows a smaller range of
transition, while pure PVDF has a wide range of transition temperature. Moreover, we can confirm our
shown in Figure 65.
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Figure 65. Natural logarithm of relaxation time with respect to inverse of temperature for PVDF ( ),
PVDF_3 ( ), PVDF_4( ), PVDF_9 ( ) and PVDF_23( ). The fits of the VFT equation to the
relaxation times are represented by the lines.
In Figure 65, at lower temperatures, increasing the degree of curvature indicates the rise of fragility. In
addition, in the high temperature domain, the decreasing of the slope (by increasing the regiodefects) is
related to an increasing value of m.266
4.4. KWW Function
KWW is associated with the distribution of simple exponential relaxation times. As mentioned before (in
section 1.5.3.5), the adjustment of the second term of Legendre polynomial P2(t) by the KWW equation
leads to calculation of the KWW parameter for different temperatures. Figure 66 shows the variation of KWW
with respect to the temperature for pure PVDF.
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Figure 66. The characteristic behavior of kww with temperature (for pure PVDF) shows two separate
regions. The error bars show the standard deviation of kww for 8 configurations. These values are varied
between 0.01 to 0.02.
The value of kww (Tg) is estimated to be 0.14. This value is in agreement .285
They have shown that the value of kww (Tg) for PVDF is 0.14. However, this value does not agree with the
general trend indicates 282 Bello explained that the low value of kww (Tg) is due
to the wide distribution (of relaxation time) found at low temperatures, which may be attributed to the
existing strong chain interactions due to the electronegativity of the fluorine atoms.
In Figure 66, by increasing the temperatures above Tg (240 K), kww increases linearly. However, at
higher temperatures (so-called crossover temperature), this behavior shows a clear deviation from a simple
linear dependence of temperature. In fact, there are two different regimes before the glass transition
temperature. In the first regime, by increasing the temperature above Tg, the KWW exponent increases
linearly; it then becomes a constant value (second regime) at a temperature of 400 K. This temperature
could be associated with the critical temperature (or crossover temperature, T*) described by coupling model
theory (Figure 63). The division of kww into separate regimes is described by intermolecular and
intramolecular interactions involved in the relaxation process.286 By increasing the temperature above Tg,
the impact of the intermolecular contribution increases, but the effect of the intramolecular contribution
does not change significantly. At this regime, the movement of a molecule depends on its neighbors
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(cooperativity movement) and the intermolecular contribution increases. At temperature T*, free volume
and hence intermolecular effects lose their importance and molecules move independent of their
neighbors,287 thus the kww reaches a constant value (Figure 66). The characteristic behavior of kww with
respect to temperature is presented in Figure 67 for PVDF with regiodefects. The values of T*, kww(Tg ) and
kww(T*) obtained from Figure 66 and 67 are reported in Table 9.
Figure 67. The variation of kww (blue color) and relaxation time (black color) with respect to
temperature is shown for PVDF with different regiodefects. The error bars show the standard deviation of
kww and relaxation time for 8 configurations.
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Table 9. Simulated values of T* s of T*/ Tg, kww (Tg) and kww (T*). The estimated error represents
the standard deviation of values for 8 configurations.
Polymer T*[K] T*/ Tg kww (Tg) kww (T*)
PVDF 400 1.66 0.14 ± 0.01 0.42 ± 0.02
PVDF_3 395 1.74 0.10 ± 0.01 0.40 ± 0.004
PVDF_4 385 1.75 0.12 ± 0.01 0.37 ± 0.01
PVDF_9 340 1.65 0.14 ± 0.01 0.34 ± 0.02
PVDF_23 328 1.70 0.11 ± 0.02 0.37 ± 0.01
Simulated value of kww (T*) is 0.42 ± 0.02 for pure PVDF. This value is properly close to the theoretical
result of kww= 0.43, as predicted by the trapping model of Phillips.288However, this value decreases slightly
as the defect concentration increased.
The kww (Tg) for all samples varies between 0.10 to 0.14, and it seems that this variation is independent
of the amount of regiodefects in the samples. The low value of kww (Tg) may be attributed to the strong
chain interactions as a result of the electronegativity of the fluorine atoms.278 The values of T* in Table 9
show that it decreases gradually by rising the regiodefects in polymers. By comparing T* to Tg, the dynamics
associated with the backbone relaxation reaches a steady regime at T*/ Tg= 1.7 (as averaged) for all samples.
This ratio is not close to T*/ Tg= 1.2 as predicted by CM theory.289,290 However, several authors have
reported that the crossover temperature is roughly twice that of the glass transition temperature in the
system.291 The strong chemical interactions among the fluorine and hydrogen groups along the chain should
be partly responsible for this behavior.
4.5. Conclusion
The impact of regiodefects on local dynamics of PVDF was examined by using atomistic simulation.
For pure PVDF, the effective activation energy, B, was found almost equal to a single torsional barrier.
However, it decreases by increasing the content of regiodefects. Indeed, higher B implies a low mobility of
the polymer chain and also indicates a higher Tg and T0.
In this chapter, the correlation between the B (associated with VFT) and Ea (the activation energy of
rotameric states) was studied. We showed that a linear relationship is established between these two
parameters. The values of Ea (3.2 kcal/mol) and B (2.9 kcal/mol) for pure PVDF are very close to the value
of a single torsional barrier (3 kcal/mol).256 However, the variation of Ea is slightly higher than B for all
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samples. The values of both parameters decrease by increasing the defect concentration. The variation of B
and Ea values for different samples show that the agreement between the two methods is very close. This
clearly indicates that the conformational transition rate can be used to describe the glass transition.
We have also shown the impact of regiodefects on time-dependent behavior of the Kohlrausch exponent
in PVDF. The value of kww(Tg) for all PVDF samples is around 0.14. This value is low compared to the
general trend of the reported values for other polymers. The low value of kww(Tg) is attributed to the strong
chain interactions due to the electronegativity of the fluorine atoms.278
Above Tg, as the temperature increases, a linear rise in kww is first observed. At T*, a clear deviation
from a simple linear dependence of temperature is observed, and kww reaches an average constant value.
This plateau value is close to the theoretical value predicted by the trapping model of Phillips.288 The values
of T* as well as Tg decline by adding more regiodefects.
In chapter III and IV, we examined the influence of regiodefects on properties confined in the amorphous
phase of polymers. The effect of several properties associated with the crystalline portion, such as melting
temperature as well as enthalpy of fusion and surface tension will be discussed in the next chapter.
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CHAPTER V. Influence of Regioisomerism Structures on Melting Behaviour of PVDF
5.1. Introduction
The presence of regiodefects on properties of PVDF has been extensively investigated.8,9,87 Despite the
importance of these defects on properties of PVDF, their role on the melting temperature has been less
explored.292 Moreover, this property remains a source of debate since different phases in PVDF exhibit
different melting temperatures.
Depending on crystallization conditions, PVDF crystallizes in five different polymorphs, the so-called
30,31,42,69 Among these crystalline phases, the and ones show particular interests, and have
been the focus of significant attention.
trans-gauche plus-trans-gauche minus (TG+TG-) conformation along the chain. This arrangement leads to
an helix structure with lower energy than the all-
thermodynamically stable form.34,35 -phase of PVDF with chains in the zig-zag (TT) form exhibits
Fluorine on the one side and Hydrogen on the other side. This arrangement maximizes the difference in
Each kind of crystal
exhibits its own chain conformation leading to different potential energies and entropies, resulting in
differences in the melting point. However, what is reported in the literature regarding the melting behaviour
of these two crystal phases is not so clear.  Matsushige36 as well as other groups37-39 showed that the form
melts at higher temperature than the form.  The reverse pattern was observed by Ince-Gunduz et al.40,41
from the original study of Prest and Luca.42,43
was .50 Moreover, Steinmann et al.293 showed that phase melts at higher
temperature than phase.
found equivalent.50 To address this ambiguity, atomistic simulation is particularly suited by disclosing the
role of regiodefect on melting temperature of PVDF.
We have shown that the behaviour of the melting temperatures of alkane nanocrystals with respect to
the inverse of their thickness is captured by molecular dynamics (MD) simulation.51 The ensuing linear
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relationship was depicted by the Gibbs Thomson (G-T) equation (Equation [1, 27]) from which the surface
energy and melting enthalpy per unit volume of bulk ethylene are extracted.294
[1, 27]
Where and m are the melting temperature and the melting enthalpy per unit volume of bulk
polyethylene respectively; e is the interfacial tensions of the crystal in the plane normal to Z. The simulated
values were found consistent with experimental data.51
Crystals of PVDF chains with different lengths were simulated. Due to the disagreement observed
experimentally on the melting temperature of the different forms of the PVDF crystal, validation, a
mandatory step in simulation, is difficult to complete. Moreover, PVDF samples without any defects
experimentally are not available. Since the percentage of regiodefects in most commercial PVDF samples
is around 7%,1 simulations were carried out on two states for both crystalline phases: pure and with 10%
regiodefect.
5.2. Simulation
More details on the molecular simulation procedure to get Tm are provided in Chapter II. A brief
description of the approach is presented here.  The principle is to disclose the Gibbs-Thomson equation
(Equation [1, 27]). For this purpose, nanocrystals with various chain lengths and cell replications along
lateral dimensions must be built.  They are constructed using the Crystal_Cell© code from the Materials
Studio environment.236
the space group P2cm with a=0.496 nm, b=0.964 nm, c= 0.462 nm,33,71
space group Cm2m with a = 0.858 nm, b = 0.491 nm, c = 0.256 nm70 (Figure 49). m, n and N replica of the
x, y and z, respectively.  A
nomenclature was introduced: manbNc means that the three-unit cell edges a, b, and c, are multiplied by m,
n, and N, respectively. The in
cell (Figure 49). In order to compare crystals with the same chain length, N used to describe the chain
conditions are then removed in order to prevent interference caused by interactions with the other
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nanocrystals. All the chains end with hydrogen atom in order to preserve the neutrality of the system.  For
each nanocrystal, 10% regiodefects are inserted inside the unit chains by substituting HT monomers with
HH and TT monomers randomly. This random insertion is carried out for each nanocrystal, making a
through this procedure are shown in Figure 50.
Molecular dynamics (MD) was carried out using the Large-scale Atomic/Molecular Massively Parallel
Simulator (LAMMPS) software,253 in the canonical statistical (N, V, T) ensemble.  The temperature, T, was
kept constant through the Nose-Hoover thermostat algorithm. 223,224 Interactions are described by the pcff
force field.216 It has been shown in the literature that this force field provides realistic and accurate
representations of intermolecular interactions in PVDF.18,249
velocity-Verlet algorithm was used, with a 1 fs integration step.247 The cut-off of the non-bond energy was
performed using the Ewald summation approach, an rc of 10 Å.295 It has to be pointed out that
polymerization of vinylidene fluoride (VF2) with tetrafluoroethylene (F4 -CF2-
CF2-) sequences.8,64,70,296 Such defects have not been considered in the reported simulation, since they are
not truly regioisomers: the TT (-CH2-CH2-) sequences are not present in the chain. The percent
contributions of HH and TT structures in the chain are nearly identical. Thus, a PVDF containing 10% of
regiodefects indicates that the polymer chains include 5% of HH and 5% of TT sequences.
5.2.1 Procedure
The procedure to get melting temperatures that are ultimately compared to experimental data through
the Gibbs-Thomson equation is split into two major steps.  The first step consists in keeping the chain
length, l, constant and varying the lateral, x and y, dimensions.  It is aimed at identifying the melting
temperature for an infinite slab with a specific thickness.  Results for all the studied samples are shown in
Table 10. Once the melting temperatures for infinite slabs of different thicknesses are obtained, the melting
temperature can be reported with respect to the lamellar thickness, making available the investigation of
the Gibbs-Thomson equation.
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Table 10. Number of chains and the volume are annotated only for systems which have been studied. The
round-off error is in the order of 0.001 nm3.
-Phase) Num. of chains N=7 N=10 N=12 N=14 N=16 N=18
4a4bNc 32 24.71 - 42.37 49.43 56.50 -
3a6bNc 36 27.81 39.72 47.67 55.61 63.56 71.50
4a6bNc 48 37.08 52.10 63.56 74.12 84.74 95.33
5a6bNc 60 46.35 66.21 79.45 92.69 105.9 119.20
6a6bNc 72 55.61 79.45 95.34 111.3 - 143.00
4a7bNc 56 - 61.79 74.15 - 98.87 111.30
-Phase) Num. of chains N=14 N=20 N=24 N=28 N=32 N=36
4a4bNc 32 27.40 39.13 46.96 54.79 62.61 70.44
3a6bNc 36 30.82 44.02 52.83 61.63 70.44 79.24
4a6bNc 48 41.09 - 70.44 - 93.91 105.70
5a6bNc 60 51.36 73.37 88.05 - 117.40 132.10
6a6bNc 72 61.63 88.05 - - 140.90 -
4a7bNc 56 - - - 95.87 109.60 -
To obtain the melting point, each nanocrystal undergoes MD simulation at temperatures ranging from
340 K to 570 K with a 5 K spacing, for 5 ns.  An abrupt jump in intermolecular potential energy reflects
the transition from the crystal to the liquid state ( Figure 51, Chapter II). This change is confirmed by the
occurrence of a peak in the heat capacity at the same transition temperature, as displayed in Figure 51 for
the 3a6b7c
This procedure was applied to the whole nanocrystals (reported in Table 10) to get the necessary values
of Tm to reveal the Gibbs-Thomson behaviour.  The error estimate for Tm is 2.5 K. For a nanocrystal with
cell edges, x and y, and thickness l, the Gibbs-Thomson equation must be rewritten as Equation [1, 24]:
[1, 24]
Where is the harmonic mean of the lateral cell dimensions, x and y: . and
represent the melting temperature for infinitely large crystal, and the melting enthalpy per unit volume of
bulk PVDF respectively. edges that
are assumed to be similar. Equation [1, 24] can be rewritten as Equation [1, 25]:
Crystal Volume/nm3
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[1, 25]
Where,
[1, 26]
[1, 27]
represents the melting temperature of infinite sheets with finite length, l. An example of variation of
the melting temperature with respect to the reversed for the two crystals, and with a constant thickness,
l, is shown in Figure 68. The observed linear fit is in agreement with Equation [1, 24].  Values of and
are then extracted (from this straight line) from the slope and the ordinate at the origin respectively.
These values are reported in Table 11, for different lengths. can now be reported with respect to the
inverse of the lamellar thickness, leading to a comparison with the Gibbs-Thomson equation.  The resulting
linear fit leads to values of and , directly from the slope and ordinated at the origin, respectively.
Discussions are based on differences between these values.
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Figure 68. Simulated Tm(l) from Equation [1, 25] with respect to 1/ , is plotted for ( ) and ( )
nanocrystals with constant thickness l= 3.23 nm and l= 3.58 nm respectively. The solid line marks the
best fit. The correlation factor for and is 0.98 and 0.99 respectively. The error estimate for Tm is 2.5 K.
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Table 11. , Tm(l), of Equation [1, 25], are obtained from linear fits
between the values of Tm(l) and inversed with correlation factor R2> 0.95. The error value estimate for
Tm is 2.5 K, The round-off error for l is less than 0.01 nm. The Tm(l) and have error round-off of 0.1 K
and 0.1 respectively.
5.3. Results and discussion
The Gibbs-Thomson behaviour observed in the graph of Figure 68 was detected for nanocrystals with
other lengths (Table 10).  Accordingly, the ordinate at the origin, Tm(l) reported in Table 11 (Equation [1,
25]), that corresponds to the melting temperature of an infinite slab of thickness l, can be reported with
respect to the inverse of l (Figure 69). All simulated values scale linearly with 1/l in perfect agreement with
the Gibbs-Thomson behaviour. The ordinates at the origin correspond to the melting point of an infinite
crystal.  They are compared with experimental values in Table 12. The melting temperatures for all the
simulated nanocrystals are always higher than the experimental ones (Table 12).
-PVDF -PVDF / 10 % defect
N l(nm) ( /
7 3.23 -163.0 590.4 -122.5 501.1
10 4.62 -165.8 612.5 -79.7 515.4
12 5.54 -184.7 636.7 -75.3 530.3
14 6.46 -186.8 642.4 -74.6 534.5
16 7.39 -191.5 652.0 -78.1 537.6
18 8.31 -199.0 654.8 -95.6 538.7
-PVDF -PVDF / 10 % defect
N l(nm) ( /K ( /K
14 3.58 -93.8 556.7 - -
20 5.12 -99.6 583.1 -146.1 569.3
24 6.14 -109.0 590.8 -158.4 580.6
28 7.16 -114.5 599.1 -146.2 583.8
32 8.19 -112.9 603.6 -137.7 587.7
36 9.21 -107.8 607.4 -126.2 592.1
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Figure 69. Simulated melting temperatures of PVDF as a function of reverse crystal thickness; ( ),
( ), with 10% regiodefects ( ) and with 10% regiodefects ( ). Linear fits are also displayed with
with 10% regiodefects with 10% regiodefects).
Different reasons can explain such differences.  Our model corresponds to perfect nanocrystals whose
chains are not linked together, and they are not surrounded by amorphous polymer.  The choice of the force
field can lead to variations in the interactions 38 used the force field of Byutner
and Smith specifically developed for PVDF.297 They actually showed that melting points of and phases
are much higher than experimental data. The use of another force field (MSXXS) developed specifically
for PVDF did not permit to reveal any melting point following our procedure.66
The fact that the pcff force field describes correctly the slope in the G-T equations, indicates that it is not
the main factor leading to the observed difference in the absolute values of Tm. It has been shown that
interfacial energy and melting enthalpy directly extracted from the slope of G-T plot, are in agreement with
experimental data.51 Difference in entropy between the melting and crystal phases is namely the reason of
this discrepancy.  Some studies are currently carried out to further investigate this statement.  Nevertheless,
in this study, differences in the behaviour of isomers are investigated.  Accordingly, observed changes are
due to variations in molecular characteristics brought by the presence of regiodefects. From Table 12, it is
observed that the melting point of pure is greater than the form. This is due to van der Waals interactions
that govern the structure of PVDF and make the trans-gauche-trans-gauche structure of the phase the
most stable.35,298,299 The helical molecular shape is much lower in energy than the planar zigzag formation,
revealing a stabilized crystal leading to the highest melting point for the phase.  By adding 10% of
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regiodefect, melting temperatures of both crystals decrease, but the magnitude of changes is definitively
different (Table 12).  The drops are 133 K and 21 K, for the and phases respectively.  Slopes of the GT
equation fit are also different.  As shown in Table 12, the decrease in the slope for the phase is clearly
the most important.  Since the slope corresponds to the ratio of the interfacial tension and the enthalpy per
volume unit, these two properties were investigated more thoroughly.
The difference in the enthalpy can be deduced from the behaviour of the potential energy with temperature.
Since the effect of Laplace pressure for a flat surface is negligible,300 and change in the volume is small,
can be compared favourably to .  The lap in the potential energy as shown in Figure 51(Chapter
II), is thus computed for each nanocrystal. In order to be consistent with published data, values are converted
in J/g. All the data are shown in the APPENDIX IV. Eliminating data corresponding to small volumes due
crystals with 10% regiodefects, are 126.04 and 97.08 J/g respectively.  These values accurately fit the
experimental data. Exper
104.5 J/g Considering the slopes stemming from Figure 5, and melting enthalpy per unit volume, m, we
can calculate the surface energy, e, for each crystal (Table 13). The results shown in Table 2 reveal that
the value of e
-T plot as well as
in Hoffmann-Weeks plot.301
Table 12.  The simulated (Figure 69) and experimental values of equilibrium melting temperature are
Polymer (K) Slope (K.nm) m m (J/g) e (dyn/cm)
-PVDF This work 699 -360 126.04 ± 9.0 32.45
-PVDF / 10 % defect This work 566 -213 97.08 ± 17.8 18.26
-PVDF Experiment 443.5 a 104.5301 15.6-27.2d
449 b
532.5 c
-PVDF This work 640 -297 118.72 ± 4.6 27.54
-PVDF / 10 % defect This work 619 -249 104.68 ± 10.2 21.05
Experiment 431.5 e
463 b
a) Infinite crystal melting point, 302; b) Bulk melting temperature; 36 c) compensated
for chain length and Head-Head impurities292 d) 15.6 and 27.2 dyn/cm are calculated from different
solvents. 302 e) Bulk melting temperature. 303
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Morra and Stein have explained the change in slope of the Hoffmann-
from a change in the concentration of regiodefects within the crystal.  Accordingly, the presence of
regiodefects within the crystal disturbs the stability of the chains.  Convers
e for alter dyn/cm
dyn/cm
phase, the all-trans structure remains in the same plane as the carbon backbone and they lead to force the
fluorine atoms along the carbon backbone to come closer together. The insertion of defects along the carbon
chain does not disturb greatly the general conformation.
5.4. Conclusion
The thermodynamic approach underlying the Gibbs Thomson equation was investigated by atomistic
simulation.  It has been confirmed that simulated values scale linearly with 1/l in perfect agreement with
Gibbs Thomson equation. Pure crystals and with regiodefects were thus examined.  The simulated enthalpy
of fusion and the surface tension are in a good agreement with experimental data. However, the simulated
values of melting temperature are much higher than experimental data. Nevertheless, the variation of
melting temperature in two phases is worthwhile and can help us to understand thermal behaviour of PVDF
in presence of regiodefects.
this behaviour to the different chain arrangements
without defects.  It was actually expected the same value for the interfacial energy for all nanocrystals since
methyl groups are at the end of the chains, and thus constitute the interface region. This difference shows
that the interfacial tension on the surface of crystal is influenced by the distorted structures in altered
PVDF.
Despite these conclusions based on qualitative data validated with experimental conclusions, it is worth
to get more quantitative melting temperatures.  Current studies are thus carried out on the role linked chains,
and environment.  The role of entropy changes will thus be assessed.
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Conclusion
David A. Weitz, a physics professor at Harvard, once joked,
304 In fact, so far, there is no complete theory that
can explain the glass transition, and this will continue to plague and challenge scientists far into the future.
Moreover, the influence of modified structures and therefore the dynamics of polymers on this phenomenon
is at the focus of several theoretical concepts. This study provides an additional step toward a better
understanding of the effect of regiodefects in relation to the molecular behavior and existing theories on
glass transition of polyvinylidene fluoride (PVDF). Moreover, the impact of these defects in several
properties, such as melting temperature, enthalpy of fusion and surface tension, was studied.
To
Equilibration and selection of initial configurations are the most important part of simulation since the
simulated trajectory is always a reflection of the initial configurations. The method of Theodorou and Suter
was used to generate the initial configuration of each polymer. In amorphous phase, the configurations with
almost the same value of radius of gyration (to prevent the anisotropy problem) and with the lowest energy
were selected. To obtain balanced configurations, a simulated annealing process, followed by a uniform
hydrostatic compression, was performed.
We considered different percentages of regiodefects in amorphous PVDF: 3.6, 4.1, 9.3, and 23 %. Our
results showed that MD simulation can be used as a predictive tool to show the value of Tg for PVDF with
higher percentages of regiodefects which have not yet been synthesized. As the defect concentration
increases, the decrease in the value of Tg was observed. This indicates that these regiodefects act as a
plasticizer in PVDF. We can attribute this behaviour to the plasticizer role of different copolymers in PVDF.
In addition to highlighting their plasticizer effect, a significant conclusion in this work is that the total
dynamics of the system can be separated into different contributions associated with each type of bond.
This procedure cannot be performed only by considering Tg. We actually based our analysis on the
relationship between Tg and Ea of the conformational transition extracted from the Arrhenius diagram. This
diagram is obtained from the natural logarithm of the frequency of jumps between rotameric states,
, versus the inverse of the temperature. Such a link was only predicted by some researchers.22,184,235
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We can then analyse the contribution of different type of bonds in total Ea of the chain. This study has the
advantage of providing access to a certain portion of the energy landscape,25 as well as to provide
information about the mobility of the chain. Based on the analysis of Ea for the different bond contributions,
we propose a value for the Tg of alternative E-TFE copolymer. This approach is invaluable since the
available experimental data for the Tg of this copolymer are limited and unclear.
Another approach to study the local dynamics of this polymer is to analyse the torsional angle
autocorrelation function (TACF). To study the dynamic relaxation, the impact of regiodefects on time-
dependent behavior of the Kohlrausch exponent, KWW, was investigated. The value of KWW(Tg) for all
PVDF samples was too low compared to the general trend reported for several other polymers. This is
attributed to the existing strong chain interactions caused the electronegativity of the fluorine atoms.278
For all samples above Tg, as the temperature increased, a linear rise in KWW was first observed. At T*
(cross-temperature) a clear deviation from linear relation of temperature with KWW was observed. Above
this temperature, KWW reaches an average constant value. The value of this plateau value is close to the
theoretical values predicted by some authors.288 The values of T* as well as Tg decline by adding more
regiodefects.
The study of the fragility reveals that increasing the defect concentration leads to an increase in fragility.
We confirmed our results by an Angell plot. Angell plot shows the variation of natural logarithm of
relaxation time with respect to inverse of temperature. In this plot, the degree of curvature in relation
between the relaxation time and the temperature increased as the defects became greater. Increasing the
degree of curvature in Angell plot indicates a higher fragility.
Moreover, we verified the relation between the apparent energy (B) associated with relaxation time, and
the activation energy (Ea) of transition between rotameric states. B was obtained from the non-Arrhenius
equation (VFT equation) and Ea was computed from the Arrhenius equation. The variation of B and Ea at
Tg for different samples show that both Ea and B decrease by increasing the concentration of the defects.
The agreement between the two parameters is very close; this indicates that the conformational transition
rate can be used to describe the glass transition, as it has been previously proposed by several
authors.22,184,235
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The final portion of this thesis was about the study of the regiodefects on crystalline PVDF. The idea of
authors36-39 believe that the higher melting temperature peak in DSC belongs to crystal. This means that
phase has a higher melting temperature than phase. On the other hand, some authors40,41 attributed this
peak to crystal melting. To clear this ambiguity, we applied MD simulation to study the melting
temperature of pure Moreover, we have shown the impact of 10% regiodefect on melting
points of these two phases.
To build PVDF nanocrystals, we first generated super-crystals . The
interface region was represented by hydrogen atoms excluded from the crystal. Then, 10% regiodefects
were randomly inserted inside the crystals. This procedure was performed to extract the melting temperature
as well as the enthalpy of fusion and the surface energy from the Gibbs Thomson equation. The results
were compared with available literature data.
The results showed that the enthalpy of fusion and the surface energy are in good agreement with the
experimental data. However, the simulated values of the melting temperature are much higher than the
values of the experimental data. Nevertheless, analyses of the variation of melting temperature in two
phases can help us to understand the thermal behaviour of PVDF by the presence of regiodefects.
The decrease in melting temperatures caused by regiodefects was not surprising, since we have shown
that these defects act as a plasticizer in the amorphous phase. The interesting result is that these defects do
pure PVDF has a lower melting temperature than that of a pure PVDF; but by inserting the same amount
of defect inside the crystal, the melting temperature of phase becomes less than that of the phase. We
attributed this behaviour to the different structures of the two phases.
The phase with TG+ structures has with all-trans conformation.34,35
This structure leads the pure
Increasing the amount of defects changes the formation of these structures. An all-trans conformation in
pure phase forces the fluorine groups closer together in the chain and therefore their van der Waals radii
are overlapped. Therefore, by inserting the defect, the van der Waals radii of the carbon structure do not
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change remarkably, as it is already overlapped. This leads the melting temperature of the altered phase,
does not change a To simply explain such behaviors, Atkins uses the analogy
of the effect of a sneeze (in our study, it refers to regio
The values of interfacial tension e, of PVDF with regiodefects is much lower than pure PVDF,
while the values of e do not change significantly. This shows that the
interfacial tension on the surface of a crystal is influenced by the entanglement between the deformed
structures in altered PVDF which is more significant
we suggest that the importance of regiodefects on melting temperature of these phases should be considered.
This study paves the way to investigate the impact of other structures, such as short and long branching, on
the thermal behaviour of these phases.
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APPENDIX I
The pcff force field has been used in this study. The potential energy is the sum of bond stretching, angle
bending, torsional rotation, cross terms (describing the coupling between stretching, bending, and torsion
energies), electrostatic and van der Waals interactions:
K2, K3, K4, H2, H3, H4, V1, V2, V3, V'1,V'2, V'3, V''1, V''2, V''3, V'''1,V'''2, V'''3, b0, ', '1; '2, '3, ij, r*ij, qi, qj,
are potential parameters included into the force field. b, , , rij, are bond length, valence angle, dihedral
angle, and non-bonding distance between two atoms i and j, respectively.
Table 13. Parameters for non-bonding energetic term;
With and
Atom i(Å) kcal.mol-1)
C 4.0100 0.05400
F 3.2000 0.05980
H 2.9950 0.02000
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Table 14. Partial charge for nonbonding energetic term;
Atom qij qji
C C 0.0000 0.0000
C F 0.2500 -0.2500
C H -0.0530 0.0530
Table 15. Parameters for bonding energetic term;
Atom b0 K2(kcal mol-1 Å-2) K3(kcal mol-1 Å-3) K4(kcal mol-1 Å-4)
C C 1.5300 299.6700 -501.7700 679.8100
C F 1.3900 403.0320 0.0000 0.0000
C H 1.1010 345.0000 -691.8900 844.6000
Table 16. Parameters for valence energetic term;
Atom 0(deg) H2(kcal mol-1 deg-2) H3(kcal mol-1 deg-2) H4(kcal mol-1 deg-2)
C C C 112.6700 39.5160 -7.4430 -9.5583
C C F 109.2000 68.3715 0.0000 0.0000
C C H 110.7700 41.4530 -10.6040 0.0000
F C F 109.1026 71.9700 0.0000 0.0000
H C H 107.6600 39.6410 -12.9210 -2.4318
Table 17. Parameters for dihedral angle energetic term;
Atom Atom Atom Atom V1(kcal.mol-1) V2(kcal.mol-1) (deg) V3(kcal.mol-1) (deg)
C C C C 0.0000 0.0 0.0514 0.0 -0.1430 0.0
C C C F 0.0000 0.0 0.0000 0.0 0.1500 0.0
C C C H 0.0000 0.0 0.0316 0.0 -0.1681 0.0
F C C F 0.0000 0.0 0.0000 0.0 -0.1000 0.0
F C C H 0.0000 0.0 0.0000 0.0 -0.1000 0.0
H C C H -0.1432 0.0 0.0617 0.0 -0.1083 0.0
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Table 18. Parameters for cross terms (bond-bond, bond-angle);
,
Atom (kcal mol-1 Å-2) (kcal mol-1 Å-1 deg-1)
C C C 0.0000 8.0160
C C H 3.3872 20.7540
H C H 5.3316 18.1030
F C C 0.0000 0.0000
F C H 0.0000 0.0000
Table 19. Parameters for cross terms (angle-angle);
Atom (kcal mol-1 deg-2)
C C C C -0.1729
C C C H -1.3199
H C C H -0.4825
Table 20. Parameters for cross terms (End_bond-torsion, middle_bond-torsion); (kcalmol-1Å-1)
Atom Left (kcalmol-1Å-1) Right (kcalmol-1Å-1)
I J K L
C C C C -0.0732 -17.7870 -7.1877 0.0000
C C C H 0.2486 0.2422 -0.0925 0.0814 0.0591 0.2219
H C C H 0.2130 0.3120 0.0777 -14.2610 -0.5322 -0.4864
Table 21. Parameters for cross terms (angle-angle, Angle-angle-torsion); (kcalmol-1deg-1)
Left (kcalmol-1deg-1) Right
Atom (kcalmol-1deg-2)
C C C C 0.3886 -0.3139 0.1389 -22.0450
C C C H -0.2454 0.0000 -0.1136 0.3113 0.4516 -0.1988 -16.1640
H C C H -0.8085 0.5569 -0.2466 -12.5640
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APPENDIX II
Table. 22. As an example, 8 configurations of pure PVDF are selected according two criteria: First, the
configurations are selected that their radius of gyration is not far from the average value (indicated by the
double square). Then, we select 8 configurations with the lowest energy (grey square) among all of the
selected configurations from the first criteria.
Configuration's number End-to-End distance Energy(kcal/mol)
48 22.71
37 37.05
27 38.01
11 38.35
32 38.99
36 47.91
45 49.46
20 49.70
17 50.03 -11655.75
18 52.12 -11642.94
24 53.99 -11635.79
26 55.34 -11669.02
47 56.96 -11655.50
10 60.33 -11657.05
39 61.78 -11646.68
50 63.75 -11687.35
21 65.84 -11657.16
46 68.79 -11649.45
43 70.67 -11677.07
14 71.07 -11665.16
19 71.92 -11636.87
2 73.47 -11650.79
4 74.64 -11690.02
44 75.57 -11669.74
34 76.05 -11652.30
30 77.18 -11644.19
40 77.66 -11663.24
22 79.65 -11677.35
41 79.83 -11647.56
35 83.31 -11652.02
42 85.67 -11630.65
6 89.03 -11610.97
12 89.45 -11692.93
15 90.73 -11672.50
29 92.27 -11652.20
8 92.41 -11644.88
1 92.42 -11699.62
33 97.42 -11648.54
3 98.59 -11671.98
25 100.89 -11646.83
5 108.53 -11664.25
38 110.36
13 114.19
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23 117.22
49 118.35
31 121.08
9 129.92
28 140.11
7 143.59
16 149.15
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APPENDIX III
Figure 70. Determination of glass transition simulated by dilatometry for PVDF_3, PVDF_4,
PVDF_9, PVDF_23. The error bars show the standard deviation of Tg for 8 configurations.
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Table 23. Tm(K) acquired from an abrupt
jump in intermolecular potential energy by increasing the temperature. Number of the chains for
each nanocrystal is reported. hm (J/g) is melting enthalpy per unit volume.
Model ( -Phase) Num. of Chains 1/y+1/x=1/ Tm(K) (J/g)
3a_6b_7c 36 0.845 452.5 124.17
4a_4b_7c 32 0.764 467.5 112.49
4a_6b_7c 48 0.677 477.5 100.37
5a_6b_7c 60 0.576 497.5 108.22
6a_6b_7c 72 0.509 507.5 141.20
3a_6b_10c 36 0.845 472.5 98.07
4a_6b_10c 48 0.677 497.5 90.59
5a_6b_10c 60 0.576 517.5 104.17
6a_6b_10c 72 0.509 527.5 109.54
4a_7b_10c 56 0.652 507.5 101.29
3a_6b_12c 36 0.845 477.5 93.57
4a_4b_12c 32 0.764 497.5 95.13
4a_6b_12c 48 0.677 512.5 104.73
6a_6b_12c 72 0.509 542.5 110.07
4a_7b_12c 56 0.652 517.5 83.00
5a_6b_12c 60 0.576 527.5 98.01
3a_6b_14c 36 0.845 487.5 120.06
4a_4b_14c 32 0.764 497.5 112.34
4a_6b_14c 48 0.677 512.5 119.10
5a_6b_14c 60 0.576 537.5 120.19
3a_6b_16c 36 0.845 492.5 110.06
4a_4b_16c 32 0.764 502.5 100.11
4a_6b_16c 48 0.677 522.5 95.51
4a_7b_16c 56 0.652 527.5 122.60
5a_6b_16c 60 0.576 542.5 106.54
3a_6b_18c 36 0.845 482.5 133.14
4a_6b_18c 48 0.677 522.5 124.20
6a_6b_18c 72 0.576 542.5 134.86
4a_7b_18c 56 0.509 547.5 112.89
5a_6b_18c 60 0.652 527.5 132.95
Model ( -Phase 10% Regiodefects) Num. of Chains 1/y+1/x=1/ Tm(K) (J/g)
3a_6b_7c 36 0.845 397.5 95.72
4a_6b_7c 48 0.677 417.5 96.51
5a_6b_7c 60 0.576 432.5 95.22
6a_6b_7c 72 0.509 437.5 88.11
3a_6b_10c 36 0.845 447.5 121.99
5a_6b_10c 60 0.576 472.5 87.97
6a_6b_10c 72 0.509 472.5 89.07
4a_4b_10c 32 0.764 455.5 120.54
3a_6b_14c 36 0.845 472.5 63.89
129
4a_6b_14c 48 0.677 482.5 63.18
6a_6b_14c 72 0.509 497.5 63.59
4a_4b_14c 32 0.764 477.5 47.53
4a_4b_16c 32 0.764 477.5 65.04
4a_7b_16c 56 0.652 487.5 73.10
3a_6b_18c 36 0.845 457.5 55.78
5a_6b_18c 60 0.576 482.5 65.24
4a_6b_18c 48 0.677 472.5 63.84
Model ( -Phase) Num. of Chains 1/y+1/x=1/ Tm(K) (J/g)
3a_6b_14c 36 0.728 487.5 109.78
4a_6b_14c 48 0.631 497.5 104.64
5a_6b_14c 60 0.573 502.5 107.47
6a_6b_14c 72 0.534 507.5 111.78
3a_6b_20c 36 0.728 512.5 101.31
4a_4b_20c 32 0.801 502.5 117.97
5a_6b_20c 60 0.573 522.5 110.49
6a_6b_20c 72 0.534 532.5 117.59
4a_6b_24c 48 0.631 522.5 100.87
5a_6b_24c 60 0.573 527.5 105.84
3a_6b_28c 36 0.728 512.5 93.67
4a_6b_28c 48 0.631 527.5 118.70
5a_6b_28c 66 0.573 532.5 120.16
4a_4b_28c 32 0.801 507.5 126.97
4a_5b_28c 40 0.699 522.5 121.93
3a_6b_32c 36 0.728 522.5 82.14
4a_4b_32c 32 0.801 512.5 123.49
4a_7b_32c 56 0.582 537.5 104.47
3a_6b_36c 36 0.728 527.5 123.33
4a_6b_36c 48 0.631 537.5 104.49
5a_6b_36c 60 0.573 547.5 112.55
4a_4b_36c 32 0.801 522.5 99.89
Model ( -Phase 10% Regiodefects) Num. of Chains 1/y+1/x=1/ Tm(K) (J/g)
6a_6b_20c 72 0.534 492.5 113.50
4a_7b_20c 56 0.582 482.5 114.37
5a_6b_24c 60 0.573 487.5 108.10
6a_6b_24c 72 0.534 497.5 90.78
4a_4b_24c 32 0.801 452.5 89.46
3a_6b_28c 36 0.728 477.5 110.17
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4a_6b_28c 48 0.631 492.5 126.68
5a_6b_28c 60 0.573 497.5 128.53
6a_6b_28c 72 0.534 507.5 95.94
4a_4b_32c 32 0.801 477.5 62.10
4a_7b_32c 56 0.582 507.5 55.49
4a_5b_32c 40 0.699 492.5 65.44
4a_6b_36c 48 0.728 502.5 107.44
5a_6b_36c 60 0.631 512.5 94.45
4a_4b_36c 32 0.801 487.5 94.84
4a_5b_36c 40 0.699 507.5 95.67
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Figure 71. Determination of the melting temperature by reporting the potential energy ( ) at constant
4a4b7c, 4a6b7c, 5a6b7c.  Expected value of energy before the melting temperature (E1) is shown with red
star.
Experimental value of the melting enthalpy per unit volume for PVDF is 1.6 kcal/mol (104.5
J/g). To compare the simulated values of with experiment, we multiply the experimental
value of melting enthalpy per unit volume (1.6 kcal/mol) to the number of repeat units in a
nanocrystal. As an example, the nanocrystal 4a_4b_7c consists 448 repeat units (it has 32 chains
and each chain conta =716.8 kcal/mol. This
value is in a good agreement with the value of the gap between the energies before (E1) and after
(E2) melting temperature. In the other words, for 4a_4b_7c if we subtract the value of energy after
the melting temperature (E2 = -15474.14 kcal/mol) to the value of =716.8 kcal/mol, we can
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determine the value of energy before the melting temperature (E1 = -16190.95 kcal/mol). This
value is shown with red star in the graph and it is close to the simulated value of energy before the
melting temperature (E1).
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