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In formulating their model, Landes and Wei redetined the process zone size, dT, in terms
of the inverse of the strain-hardening exponent N (N= lin), the yield strain Evs , the yield
strength (Jys, and K: the critical stress intensity factor or "plane stress" fracture toughness
as
dT = ( KC
II1
)2(0.75NEys)(N+ll/N
(Jys1t
(2.5)
Perhaps the most important aspect of their model was demonstrating an explicit
dependence of the steady state crack growth rate as on the steady state creep strain rate £s ,
the elastic stress intensity factor K and other measurable properties of the materials given
by;
. (N + l)dT£s
as = ------:-~-1- (K / Kc)2N/(N+l) (2.6)
In order to validate this model, crack growth rates of AISI 4340 steel were compared to
the rates predicted by the model. In comparison, a reasonable correlation was established,
hence validating the model [2].
An important conclusion can be deduced from theTLI models of Krafft and
coworkers [4-6,26] and by Landes and Wei [3]. This cOhclusion is that local tensile
instability is a necessary and sufficient condition for the movement of the crack tip,
otherwise known as crack growth, and forJracture. Before concluding, itis important to
.
note that the Landes-Wei model focuses on steady state creep at the location r=dT. As a
p,
crack progresses through the crack tip plastic zone, the material must proceed through the
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three fundamental stages of creep discussed previously and eventually rupture. Again.
these stages are transient, steady state, and tertiary creep. However, since crack growth
rate is at steady state or constant a, the crack growth rate could be modeled in terms of the
steady state creep rate at a particular point near the crack tip.
2.3 Mechanistically Based Probability Models: A Methodology
Present design approaches are based on the presumption that design data, or short-
time data, usually obtained at higher than service loading and over shorter time intervals,
can be extrapolated and used in the prediction of long-term structural performance.
These extrapolations incorporate both size and time. Typical time extrapolations can vary
from one to three orders of magnitude. An example of this is the use of data collected
over a few months to project the service life of tens or hundreds of years. As one would
expect, such extrapolations have substantial uncertainties. The following factors aid in
such uncertainties associated with time extrapolations: (i) uncertainties in the damage
accumulation or crack growth model, (ii) statistical variations in material properties,
loading, and environmental conditions, (iii) variability introduced through experimental
conditions, and through differences in damage mechanisms at the before mentioned
higher stresses incorporated in testing versus those encountered during service at the
lower operating levels, and (iv) long-term changes in material properties and variations in
environmental conditions. Due to these and other factors, current design approaches
based on the use of "safety factors" and "design verifications" tests, otherwise known as
17
accelerated service simulation tests, cannot render quantitative predictions of service life.
along with defensible assessments of safety and reliability, or the degree of risk [30].
In order to improve upon the current design approaches. quantitative methods for
life prediction must be developed that link well established fundamental comprehension
of the underlying physical phenomena with appropriate statistical and probabilistic
analyses. This comprehension must be generalized and translated into a usable form
through modeling of the failure mechanism in terms of the key loading, environmental
and the material's microstructural variables. After the model has been established,
statistical analysis must be performed to identify the sources of variability and quantify
the contributions of key variables. Probabilistic modeling is then utilized to integrate
mechanistic understanding and statistical information into a methodology for life
prediction and risk assessment [30]. This approach is illustrated through the development
of a mechanistically based probability model for creep crack growth in Incone! 718.
The essential advantage of this approach is the use of a mechanistically based
damage accumulation model to capture the functional dependence of all of the key
random variables. This approach is significantly different than a statistically based
approach which utilizes the use of parametric models of experimental data.
The essential effort of this approach is the construction of the mechanistically
based probability model. Although the process for doing so is difficult and time
consuming, it is what enables the deve!opmen,t of meaningful predictions. This approach
must be established from the outset of the analysis. It cannot be an ad hoc add-on after
18
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the mechanism is understood because accurate parameter identification and
characterization is an integral part of both experimental design and modeling.
The initial step of this approach is to identify the mechanisms and all of the
critical variables which contribute to the failure process. These variables can be
sewated into two categories: external variables, which describe such things as loading
and environmental conditions; and internal variables, which include the structure and
properties of the material and its response to the external conditions.
The design of experiments is also affected by the model. These experiments are
highly dependent on the choice of the variables used in the model due to the fact that
those variables, as well as their interrelationships, or dependence on one another, must be
identified in order to analytically evaluate the proposed probability model. Put simply,
the effect of a variable must be known before it can be integrated meaningfully into the
model. Thenifore, one vital aspect of the design of experiments is the verification and
refinement of the mechanistic model [30].
As expressed above, the development of the mechanistic model is crucial. If tight
estimates are to be achieved, all of the physical, chemical, and material processes which
critically determine the degradation process must be identified. Another aspect of the
design of experiments is the estimation of a joint probability density function (JPDF) for
the internal and external variables. For example, the probability of having a particular
collection of values for the external and internal variables. Issues such as the degree of
~-'1
scatter and the statistical interdependence of the variables must also be addressed.
19
Finally, the mechanistic model and the lPDF is merged to produce a probability model
which can estimate long-term reliability.
One of the strengths of this approach is that it is iterative. Through time. more
data or insight on the model may become available. At that point, the modeling process
may be repeated to include the additional information. This feature is especially
important for modeling long-term processes, where data would become available through
several years of service.
20
CHAPTER 3
MODEL DEVELOPMENT
3.1 Steady State Creep Rate
The modeling of the crack growth rate actually incorporates two separate models.
These two models are the Landes-Wei model for crack growth rate, and Hart's model for
uniaxial creep deformation. These two models can be combined due to the presence of the
steady state creep rate, £s, which appears in each.
Hart and his coworkers developed a phenomenological theory of plastic
deformation by using the concept of an equation of state [31-33]. They proposed a
deformation model consisting of essentially two parallel branches, shown schematically in
Figure 3.l(a) [2]. One branch (branch I) represents dislocation-glide-controlled processes.
The other branch (branch II) represents diffusion-controlled processes. In Hart's model,
the a element represents the barrier processes, the £a element characterizes the pile-ups as
a stored strain and the £ element represents the glide friction. The applied uniaxial tensile
stress (J is the sum of the stresses (Ja and (Jf which operate in parallel. Since £a is generally
small in comparison to a for high strength alloys, such as Inconel 718, it is reasonable to
simplify the model by neglecting £a; see Figure 3.l(b).
The micromechanical processes for irreversible deformation and the formulation of
an equation of state for this deformation were discussed in [34]. To summarize, the
2\
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Figure 3.1 Schematic rheological diagram representing Hart's Deformataion model [31-
33].
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dislocation flux that is responsible for inelastic deformation of the metal matrix must
transverse not only large regions of relatively well-ordered crystal, but also dislocation
tangles and cell walls which act as strong barriers to dislocation motion. These barriers
represent the basic sources for strain hardening and are generated by straining. Dislocation
motion in the good regions is limited by glide friction. Passage through the strong barriers
can occur in either of two means, depending on the stress level. At sufficiently high
stresses passage occurs by mechanical cutting of dislocations, and at lower stresses by
thermal activation. Since the dislocation flux in regions of low dislocation density or in
cell interiors will generally exceed the rate of passage through barriers, there will be an
accumulation of dislocations in pile-ups at the barriers. In general, the pile-ups will raise
the driving force for barrier passage and will generate back stresses that slow down the
dislocation flux through the good crystal [2].
Deformation is controlled by both dislocation glide processes and diffusive
processes. The contribution from each of these processes may be more, or less, at different
temperatures. Hence, both branches of the phenomenological model will operate such that,
. * .
* £ A £S 11Ma = a exp{-(-.) }+ G("77)
£5 A
(3.1)
where Aand M are material constants with typical values of A=O.lS and M=7-9, G is the
shear modulus, a is the stress level, a* is a hardness parameter, £* and A* are strain rate
coefficients, and £5 is the steady state creep rate.
At temperatures well above the homologous temperature (Tho~o=O.2STmela, the
deformation processes are predominately controlled by diffusion-~9ntrolled processes.
Therefore, the upper branch (branch II) in Figure 3.1 (b) contains the major contributors to
the deformation process. The elements of the lower branch, branch I, represent dislocation
glide processes which will be assumed to be negligible in comparison at the temperatures
considered. This assumption permits dropping the second term of equation 3.1. The
deformation rate can, therefore, be well described by solving the remainder of equation 3.1
explicitly for the steady state strain rate:
"
. _ '*[1 (0" )]-I/A.£s-£ n-
0"
3.2 Crack Growth Rate
(3.2)
The modeling of the crack growth rate can be simplified, if it is assumed that the
material near the crack tip takes the form of cylindrical tensile micro-ligaments. Each of
these ligaments are assumed to have diameter dT and are assumed to be homogeneous.
These ligaments of width dT are viewed as ordinary tensile elements which are stressed by
O"yy and are subjected to creep. When a particular tensile ligament reaches the tensile
instability point, an increment of crack advance occurs [2].
The instability criterion of a tensile ligament was derived as follows [11]:
-A dd= O"dA (3.3)
The differentials of area (dA) and of stress (dO") on a ligament (of diameter dT) at the crack
Q.
tip can be separated into their constituent partials (for power-law hardening materials): (i)
stress variation due to strain hardening, dO" =(nO" / £1)d£1 ; (ii) cross-sectional area
variation by Poisson contraction, dAv = -(2vA)d£l; (iii) reductionof area by creep,
~, . 24
dAv = -( 2vA£s)dt. Combining these three partials, and assuming that Possion's ratio v =
1/2 since the ligament is assumed to be undergoing constant volume plastic deformation,
the instability criterion is written as,
(3.4)
where EI is the longitudinal strain, £s is the steady state creep rate, and £1 is the local
"applied" strain rate.
The crack growth rate can be recovered from the instability criterion by
differentiating the longitudinal strain with respect to time. Two terms are involved in the
strain rate:
. dE K' dE.E=- +-r
dK dr
(3.5)
Landes and Wei have demonstrated that the first term is the above expression adds only a
negligible contribution [3]. In the case of steady state crack growth the rate of change of
position relative to the crack tip (r) is equal to the speed of crack tip movement in the
opposite direction ( -as). Since the TLI models focus on the ligament at the crack tip, the
local "applied" strain rate is evaluated at the end of the ligament (i.e., r=dT) and is related
to the steady state crack growth rate as by
(3.6)
Where K is the stress intensity factor, crys is the yield strength of the material, N is the
material's strain hardening exponent, and dT is the process zone size. Through the
-
..... "'•.:'~"...,.".~.<-.---
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combination of equations (2.4), (3.4), and (3.6), the steady state crack growth rate is linked
to the local steady state creep rate by
. (N + l)dT .
a~ = £s(1- (K / Kc)2N/(N+I)}
The ligament stress and strain are evaluated along the direction of crack
(3.7)
propagation at r=dT using the results of Hutchinson, Rice, and Rosengren [14-16]. Their
findings are:
<Jyy(dT,O) =1.2<Jys( Kif) )2/(N+I) dT -I/(N+I)
<JysTC -
£yy(dT,O) = 0.75£ys( K
I
/') )2N/(N+I) dT -N/(N+I)
<JysTC -
(3.8)
(3.9)
Finally, combining equations (3.2 and 3.7), which link the Landes-Wei model with
the Hart-Li model, the steady-state creep crack growth rate may be rewritten in the
following form, where it is explicitly related to the steady-state creep deformation rate:
. (N+l)dT '*[1 (<J*)]-l/A.a~= £ n-[1- (K / Kc)2N/(N+I)] (J
3.3 Time-to-Failure
(3.10)
..
. ","_. ,---,' . .,,'
In this probability modeling, the key variable of interest is the time-to-failure, tf, of
the component. The goal of this entire analysis is to determine the cumulative distribution
function (CDF), or reliability function for tf. It is the CDF which accounts for scatter
introduced by the ensemble of random variables and allows for the prediction of reliability.
For creep crack growth,tfL~..Qy.t~IInined fr:om integration of equation 3.10:
""'>1:«. ~_..... ,. ,._~ - .• - ,....-.. --. -~-" <'. - c', -".,.' " .......
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[ [
Cj2N/(N+ll ]
ill 1- cr;c1t a N/(N+I) [In cr' -In{1.2crysdT -I/(N+I) (cre / crys)2/(N+I) a l/(N+I) }fl.
tr = J • da
ao (N + l)dTE
(3.11 )
where,
/
Kc = (O.75NdT CYYS)-(N+ll/2N CYys1t'/2
E
(3.12)
and K=CYe(1ta) 1/2 is assumed. This expression is valid for a wide plate, or where the ratio of
the crack length, a, to plate width; W, is small. The remotely applied tensile stress is
represented by the expression CYe.
The limits of integration go from initial crack length, ao, to the final or critical crack
length, af. The initial crack length corresponds to the length of some preexisting flaw in
the material. The final crack length is a function of the fracture toughness of the material
and the remotely applied tensile stress, given by the relationship: at" = (l/ 1t)(Kc / CYe)2
3.4 Selection of Deterministic and Random Variables
3.4.1 External Variables
In the expression for the time to failure, equation 3.11, the only explicit external
variable present is the applied stress, CYe. Although not expressed explicitly, the
temperature, T, should also be regarded as a second external variable. This is due to the
temperature dependence of deformation,as well as other material properties, such as yield
strength, O'ys. In truth, some of the other variables may in fact be functions.oLtemperature.
27
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To simplify an alre'ady complex model, no explicit functional relationship is assumed in
these variables. However, the temperature dependence is included in a similar manner to
that in [2].
3.4.2 Internal Variables
Although there are only two external variables, there are significantly more internal
variables which contribute to the crack growth process. These internal variables include:
a ys, E, Kc, dT, N, a*, £*, ao, and af. The variables (or parameters) a ys , N, a*, and£.* are
associated with deformation characteristics of the material; E, with the materials stiffness;
and Kc with its fracture resistance. The parameters dTand ao are characteristic of material
cleanliness and manufacturing qualities. Note that not all of the variables are
independent of one another. One example is the relationship of Kc to dTgiven in equation
3.12. Another is the dependence £* of on a*, given by the expression: E* = Aa *ffi. In this
relationship, A and m are constants for a particular temperature. The value of m
corresponds to the material's high temperature creep exponent. Additionally, the variables
a ys, N, a *, £. *, and Kc may depend on the same set of metallurgical variables, and hence be
related. For simplicity, a e, a ys, E, N, m, and T are treated as deterministic variables, and
a*, A, dT, and ao are taken to be the random variables. A further assumption is that all of
these variables are statistically independent. This is done for computational expediency
-
and because their statistical dependence is not known. Variations in Kc are reflected
28
through its dependence on dT. Variations in E' are reflected through its dependence on A
and <J'. In essence, E' is a function of two random variables.
In this analysis, the creep crack growth life for nickel based alloy Incone! 7 18 is
assessed. A model of a wide plate, containing a through-thickness crack of length 2a and
subjected to mode I loading by a remotely applied stress, <Je , is used. For simplicity of the
model, the crack tip stress intensity factor, K, is taken to be equal to <Je(7t:a) 1/2. The specific
values and distribution functions for the parameters will be given in the following sections.
3.4.3 Deterministic Variables
The values of the deterministic parameters are given in Table 3.1. These are
parameters where either the variability in the value is low enough to consider them to be
constant, or the variability is simply not known. An example of a parameter with low
Table 3.1 Values of Selected Deterministic Variables
I
·,.0 ::0/)'··,
........ /I/i/ /'\J~\'" ..•.......':••. .::/i
··',·'.·· ...·.·i 1.0W.·C:
oi
1/ ':, \.1:"",·0'-' ,. ...
Young's Modulus, E (GPa) 163.0 158.6 155.3
Yield Strength, <JyS (MPa) 933 870 788
Strain Hardening, N=lIn 5.0 5.0 5.0
A- 0.15 0.15 0.15
Applies Stress, <Je (MPa) 200,300,400,500 100,200,300,400 100,200,300
variability is the material constant used in the Hart-Li moderfor deformation, A-. An
example of a parameter which could possibly be considered random, but the extent of its
randomness in unknown, is the yield strength of the material, <Jys; Extensive testing would
have to be performed in order to accurately estimate a statistical distribution for the yield
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strength of Incone! 718. Therefore, this and other materials properties, such as Young's
modulus, E, and the strain hardening exponent, n, are considered [Q be constant or
deterministic. The values for these three materials parameters were obtained from the
Aerospace Structural Metals Handbook [35]. Since it is the assumption that the applied
load, and consequently, the stress applied to the system (Je) is known, these parameters are
deterministic. In some instances, it could be advantageous to assume some sort of
distribution for the applied stress. This, of course, depends heavily on the application for
which the material is being used. Nonetheless, in this analysis, a constant value will be
used. After all, creep is being addressed here and it assumes deformation of a material at a
constant stress. To analyze any possible fluctuations this constant value will be varied to
assess the influence of the external loading condition.
3.4.4 Random Variables
In this probabilistic model, randomness is assumed to be introduced through the
four variables, dr, (J*, A, and aQ. To select an appropriate probabilitydensity function
(PDF) or cumulative distribution function (CDF) for each random variable (RV), extensive
experimental and statistical testing is needed within the theoretical probability framework
in which CDF's are constructed [7]. The experimental data used in this analysis allowed
for the statistical testing of two of the random variables under assessment. These two are
(J* and A. Both of these RVs are associated with the deformation of the material. From the
creep data provided from Oak Ridge National Laboratory [36], a complete evaluation of
the statistical behavior of these two variables was performed (see Chapter 4).
Unfortunately. the creep data provided did not allow for the same statistical analysis of the
two other random variables in the model, dT and aQ. These two variables are characteristic
of the material's cleanliness and manufacturing qualities. The distributions used for these
I
variables will be assumed, resembling the same CDFs used in Wei et al. [7].
Due to the fact that the actual CDFs are not known, the Weibull CDF is chosen to
represent all of the RVs. The Weibull CDF is sufficiently robust to provide adequate
estimates of the statistical behavior of the RVs [7]; see Barlow and Proschan [37] or
Kapur and Lamberson [38]. This is especially true since the quantity of data used in this
analysis are limited in number. The Weibull distribution gives an excellent estimate of the
true statistical behavior given only a few data points in which to measure.
The three parameter Weibull CDF is chosen, which is represented by the following:
(3.13)
In equation (3.13), a is the shape parameter, the location parameter or minimum value is
represented by y, and ~ is the scale parameter of the distribution. The parameters of the
Weibull CDF are related to physical quantities. The shape parameter, a, is characteristic
of the scatter in the RV. The higher the value of a the lower the variability or scatter in
the variable being modeled. The lower the value of a, the higher the variability. The
quantity (~ + y) is approximately equal to the mean value of the data, Jl. The location
parameter, y, is the minimum value of the distribution. It should be noted that, in reality,
the CDFs for the different RVs may differ, and should be characterized in terms of other
properly defined distribution functions. Nonetheless, after the statistical al1aly'~i.~"QL~~.."..
....."" __.~ .., ,
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Chapter 4, it seems that the Weibull distribution is a valid characterization of the statistical
behavior of these RVs.
3.5 Computation of the CDFs
After all of the previous analysis had been completed and all of the CDFs for the
RVs had been estimated, the next step was the determination of the CDFs for the actual
mechanical components. Due to the complex form of the relationship for the time-to-
failure expressed in equation 3.11, its CDF, Fr(t), was obtained via a Monte Carlo
simulation technique in conjunction with a numerical integration. The following"section
briefly describes the technique used in the Monte Carlo simulation.
3.5.1 Monte Carlo Simulation
The simulation transforms a probabilistic problem into a statistical analysis by
rand.9mlY generating realizations for the RVs. First, all of the deterministic values found in
table 3.1 are set and used in each individual trial. Next, a realization of each RV (dT, A, (j*,
and ao) is generated from its corresponding CDF with the aid of a random number
generator. This step is the key to this probabilistic simulation. A quality random number
generator, which does not simply cycle the same set oLlJ.umbers, is-n~ce.ssaqr---iruhis>----­
procedure in order to produce accurate results.
Once these random numbers have been assigned a temporary deterministic value
for this particular trial, the corresponding time-to-failure, t[, for the trial can be calculated
by integrating equation 3.1 L The integration limits- are the initial crack length, ao, a RV, to
,--""----_.-.-.-~~
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the final crack length, ar, which can be considered as deterministic or random. This final
crack length would be set depending on the particular application. Through regular
inspections, cracks of various lengths will be detected in the material. The final or critical
,
crack length could be detennined depending on what is deemed the largest acceptable
crack length in the component before repair or replacement is necessary.
Again, due to the complex form of equation 3.11, the time-to-failure cannot be
explicitly integrated. Therefore, tf is computed through the use of a standard Romberg
algorithm for numerical integration [39].
Once this numerical integration is performed and the time-to-failure is calculated,
the first trial or realization is complete. The simulation is repeated, with the random
number generator producing another set of realizations for the RVs so that the process can
be repeated. This process was repeated until the number of simulations was 1000. The
next step involved ordering the time-to-failures from each simulation from shortest to
longest and assigning each time a probability of occurrence. The probability of each time
was determined by: pj = j/(n+1), where j is the jth ordered time-to-failure and n is the
sample size (n=1000). Therefore, the shortest time had the smallest probability and the
longest time had the greatest probability. This makes sense intuitively, since the longer the
component is in service, the more likely it is to fail. When all was told, one thousand sets
ofRVs were used in the simulation of one CDF for the mechanical system, and the
simulation was repeated 100 times. The 100 simulated CDFs were sorted and averaged to
produce a final estimate for Fr(t). The actual estimated CDF is the average of the 100
simulated CDFs. All of the times for a specific proba~!~ry_oL!~il~E~' (i.e., Pj = 0.001),.
33
were assumed summed and the average value was represented on the actual estimated
CDF. This was done for all of the discrete values of the probability of failure until the
entire CDF was constructed. This procedure was followed to account for the "law of large
numbers" behavior [7]. The more simulations performed, the better the estimate of the
CDF.
Estimates of the mean and confidence limits for the simulation were then
determined. The mean value came from the averaging of the 100 simulated CDFs. Since
100 CDFs were produced and sorted, the first and last of the sorted CDFs corresponded to
99% confidence intervals for the simulation. The results of this can be seen in chapter 5.
The tightness of the confidence bounds shows the relative accuracy of the simulation
technique employed.
All of the simulation were performed using a FORTRAN code and the use of a
RISC workstation. Computations for each 100 simulated CDFs can be completed in about
an hours time on this particular system~
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CHAPTER 4
DATA ANALYSIS
4.1 Material Information
Creep and creep rupture data were obtained from Oak Ridge National Laboratory
[36] for commercially heat-treated alloy Inconel 718 for the temperatures 649°C to
760°C. These data were developed for three heats of material: 9478 (l3-mm plate), 9419
(l3-mm plate), and 9497 (l9-mm plate). Table 4.1 characterizes these heats. The
"commercial" heat treating schedule given these heats was as follows: solution anneal at
954 +/- 14°C for 1 hour; air cool; age at 718 +/- 8°C for 8 hours; furnace cool at (55 +/-
8°C)/hr to 621 +/- 8°C; hold at 621 +/- 8°C for 8 hours or sufficient time to provide a
Table 4.1 Characterization of Heats of Alloy 718
Product 13-mm Plate 13-mm Plate 19-mm Plate
Form
ELEMENT CONTENT, WT %
C 0.05 0.05 0.05 0.08
Mn 0.21 0.23 0.17 0.35
P 0.005 <0.005 <0.005 0.015
B, 0.002 0.003 0.006 0.006
S 0.005 <0.002 <0.005 0.015
Si 0.10 0.10 0.03 0.35
Cr 18.21 18.02 18.15 J7-21
Ni 52.63 52.63 52.37 50-55
Co 0.30 0.27 0.42 1.0
Mo 3.05 3.02 3.10 2.8-3.3
Cu 0.02 0.05 0.02 0.30
Nb+Ta 5.08 5.13 5.08 4.75-5.50
Ti 0.97 1.06 0.98 0.65-1.15
Al 0.54 0.54 0.57 0.20-0.80
~~
-.,-_.--.--. ..
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total accumulated aging time of 18 hours: and finally air cool to room temperature. The
creep specimens used were solid bar specimens with 5-mm diameters by 54-mm long
reduced sections. The tests were performed in air on lever-arm frames with 12/1 ratios.
To monitor and control specimen temperature during testing, five Chromel vs Alumel
thermocouples were utilized. Three thermocouples were applied on the specimen gage
section and the other two were placed at each grip. Temperatures were controlled within
+/- 2°e. Creep strain was measured with a mechanical extensometer attached to the
specimen shoulders, and the extension was read periodically from left and right dial gages
with sensitivities of 25 11m. The two numbers were averaged and this value was used to
represent the creep strain. Strain was normalized to the specimen reduced section length.
Total elongation and reduction of area were determined from pre- and post-test specimen
measurements.
4.2 Estimation of Steady State Creep Rate
The first step in the data analysis was to estimate the steady state or minimum
creep rate for the particular state of temperature and stress. The data obtained from Oak
Ridge National Laboratory included creep curves, which are curves of strain versus time.
These curves demonstrated the-three-Stages of tbe-creep-ettrve as discussed in Ornpter2.
The goal was to estimate the slope of these creep curves during Stage II, otherwise known
as secondary creep. In order to do so, data points which were representative of stages I &
III, known as primary and tertiary creep, respectively, had to be deleted. The remaining
data points (strain, time) were representative of secondary, or steady state creep.
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Ideally, it is assumed in secondary creep that the strain versus time curve will
possess a constant slope, best fit by a linear model. In order to analyze the validity of
this assumption, a linear regression was performed on each set of data (i.e., at each
different temperature and stress level). A typical result of this analysis can be seen below
in Figure 4.1. As this graph demonstrates, the data are well described with a linear
704C - Strain vs Time - 414MPa
.-0.4 -'---1
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I 1
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Figure 4.1 Strain versus Time at 704°C and 414 MPa
model. The correlation coefficient (R2) of the regression performed on the data set
obtained at 704°C and an applied stress of 414 MPa was 0.999. This was a typical value
for all of the data. No data set had a correlation coefficient below 0.97. Hence, the
-.at',. ,... '"- . . .. ..., ~_.:...~-.:..~ .. :'.-'-"'-,' <;'j "V' "'~-;::-,~:;':~ ~1_'1;~,'u':::;" C~~\.·~"-:::-'::':~.:..~~·C"::::.~:-A(.i~--~
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assumption of a steady state creep rate is reasonable. At the end of this portion of the
analysis, the steady stale creep rate, £s. was estimated for each data set of temperature
and applied stress. Tables 4.2 through 4.4 show the estimated steady state creep rates for
various stresses and the corresponding correlation coefficients for the regression. The
actual regressions performed to estimate £s can be seen in Appendix A.
4.3 Estimation of Parameters of Hart-Li Model
The next step in the analysis was the determination of the parameters of the Hart-
Li model. As mentioned in the Chapter 3, the assumption is that since the temperatures
considered are well above the homologous temperature of the material (Inconel 718), the
deformation process is predominately diffusion-controlled. Therefore, the steady state
strain rate can be modeled as,
(4.1)
Again, this assumes that the lower branch of Figure 3.1 has no significant contribution to
the deformation process. The validity of this assumption will be considered later.
4.3.1 Linearization of Hart-Li Model
After ~ompleting the first step in the data analysis, the steady state creep rate for a
particular applied stress and temperature is available. Therefore, two of the parameters of
equation 4.1 are known, namely, (J and £s. This lttaves three parameters to be estimated:
;:'-."":>.""'c;-;;-c·=,,," ,,- A.,.cr*,and £*. From the literature,there seems to be little variation in A. for differ,ent
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Table 4.2 Steady State Strain Rates at Various Stresses at 649°C
(J (MPa) es (%/hr) R2
882 0.1314 0.999
793 0.055 0.998
758 0.0115 0.999
745 0.023 0.992
662 0.0062 0.994
620 0.00044 0.992
600 0.00090 0.981
551 0.00017 0.987
538 0.00185 0.996
469 8.7E-05 0.991
434 7.1E-05 0.996
Table 4.3 Steady State Strain Rates at Various Stresses at 704°C
(J (MPa) es(%/hr) R2
689 0.1875 0.978
586 0.0212 0.989
414 0.00205 0.999
379 0.00093 0.993
310 0.00042 0.983
303 0.00027 0.974
241 0.000155 0.989
Table 4.4 Steady State Strain Rates at Variouli Stresses at 760°C
(J (MPa) £5 (%/hr) R2
379 0.031 0.999
241 0.0365 0.990
207 0.0385 0.999
172 0.00135 0.997
138 0.00064 0.990
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materials, with the typical value being 0.1 S. This being the case, it is assumed that
lambda, A, is constant for the three temperature being assessed (649°C, 704°C, and
760°C) and that is has a value of 0.15.
All that remains now are two parameters. In order to determine these from the
data, equation 4.1 was linearized. The following is an outline of this procedure.
First, taking the natural log of both sides of equation 4.1,
In(ln(cr* Icr)}=A·ln(E* IE)
simplifying,
1 * . * .
-In (In(cr I cr)} = In £ -In £
A
rearrangmg,
. 1 * . *In£=--·ln{ln(cr Icr)}+ln£
A
This transformation has the form of,
y=m'x+b
where,
y = InE
1
m=--
A
x = In {In(cr * I cr) }
1 . *b = n£
Therefore, Hart's deformation model has been linearized.
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Again, the only parameters left to estimate are 0' and E' , each of which are
temperature dependent. Therefore, an analysis was done at each particular temperature.
4.3.2 Estimation of a* and E*
From the linearized model, it is apparent that In Es corresponds to y values, -II)..
corresponds to the slope, In(ln(0*/0») corresponds to x values, and the intercept of the
line is represented by In E"'. For the three temperatures analyzed, a linear regression WClS
performed on the data in order. to estimate these final two parameters. This was
accomplished by varying the value of 0*. The value of 0* was taken as the value which
maximized the correlation coefficient (R2) of the regression. Then E* was estimated from
the intercept given by the regression. This was performed at each of the three
temperatures. The results of these regressions can be seen in Figures 4.1 through 4.3.
Each of these figures also gives the value of 0* which optimized the regression. The
following table is a summary of these results as well as the correlation coefficient for
each of these regressions.
TABLE 4.5 Optimal 0* for various temperatures
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Figure 4.4 Optimal Regression at 760°C (R2 =0.974)
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As can be seen, the correlation coefficient for these regressions ~u'e high enough to
validate the use of the linear model in the estimation of these parameters. It also allows
for the justification of the assumption made in the Hart model. The simplified model,
which neglects dislocation-glide-controlled processes, does represent the actual data quite
well. The values obtained in this analysis are average values. This is helpful, but it does
not complete the analysis, since the ultimate goal is to characterize the statistical
variability of cr' and E*. This will be the attention of the next sections.
4.3.3 Determination of the CDF of the RV cr"'
In order to estimate the distribution for d', some values of d' had to be calculated.
This was accomplished by solving equation 3.2 explicitly for cr'. The result is:
, cr
cr = ---:------.,..-
exp( -(E* / E)A) (4.2)
Again, the analysis was done separately for each temperature considered. From the
previous analysis, data sets of applied stress, 0, and the steady state creep rate, Es , for the
different temperatures were produced. These data sets were used, along with the average
value of £s obtained from the linear regression discus.~ed previously. Using all of this
•information, values of cr were calculated and used to estimate its distribution.
As discussed in the previous chapter, the Weibull distribution was chosen to
.
represent the RVs. In order to estimate the parameters of the distribution, a graphical
..
technique using Weibull probability paper was employed. A Weibull probability plot was
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Figure 4.7 Weibull Probability Plot for a* at 760°C
created for each temperature (649°C, 704°C, and 760°C) and can be seen in Figures 4.4
through 4.6. The value of CDF represents the probability of failure. This value is
estimated and assigned to the ordered data, representing the values of (j'. The expression
used to approximate this value of CDF is: Pj = j/( n+ I), where j is the /h ordered data
point and n is the sample size. In this case, n is the total number of values of IT'
calculated.
The data are plotted and fit with a linear regression. If the Weibull distribution is
a valid choice for representing the statistical variability of the data, these data should be
close to linear. The actual value of the minimum value, y, is found by varying its value
until the value of the correlation coefficient of the regression is maximized. Each of the
figures representing these plots show the value of ywhich maximized R2.
After the optimal value for the minimum value, y, has been determined, the slope
and intercept from the regression are used to estimate the other two parameters of the
distribution, these being a and~. The scale parameter, ~, is calculated from the
following expression:
ln~ = -b/m
where b is the intercept and m is the slope obtained from the regression. Once ~ has
calculated, the shape parameter, a, can be obtained from:
a =-b/(ln~)
Thus, the three parameter Weibull distribution has been completely estimated.
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"The following table summarizes the results obtained from the Weibull probability
plots at the three temperatures analyzed:
Table 4.6 Parameters of the Weibull Distribution for cr* at Different Temperatures
',,' :" .'/&<. !, ·'··B:(MPa)' ..... . "(;(MPa) .' R.~'.UY',' :,
649 1.60 82.3 1085 0.962
704 3.20 260 I 135 0.965
760 5.20 218 1250 0.959
Table 4.6 shows the values of the correlation coefficients for the regressions performed
on each data set. As can be seen, each of them is about 0.95 which means that the use of
the Weibull distribution is acceptable for describing the statistical behavior of cr*.
One will find that the CDF for the hardness parameter, cr', displayed in Table 4.5,
differs somewhat from the distribution used in the simulation, presented in Table 4.10.
The reason for this involves the functional dependence of cr* on strain. All of the
statistical apalysis performed on cr* is based on the creep data received from Oak Ridge
National Laboratory [36]. The problem lies in that the original distribution displayed in
Table 4.5 is based on strain levels typical of creep deformation testing. On average,
typical values for this strain level are around 0.4 % to 0.5%. However, this analysis is
more concerned with the strain experienced at the crack tip. The value of this strain level
is can be computed with equation 3.9. In this analysis ofInconel718, the typical value
for the strain at the crack tip is 0.9%, substantially larger than the typical levels of strain
experienced in general creep testing. In order to account for the dependence on strain for
cr*, the minimum value (y) was doubled and the minimum value (y) was arbitrarily added
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to the mean values of distributions for 0" found in Table 4,5. This will account for the
fact that the actual strain levels experienced at the crack tip are approximately double the
typical strain levels of the data used in the statistical modeling of the CDFs of 0*, This
change in the CDF will not affect the scatter found with the original data. In essence, the
distribution is being shifted in order to correspond with the increased strain level
experienced at the crack tip. The actual shape of the PDF will not change. All that is
occurring is a shift in the mean value of the PDF. Therefore, all that is affected is the
mean value, ~,and the minimum value, y. The oth~r two RflIamet~rs oft~~distributiQI1 ----I
a and ~, are unaffected by this compensation.
This arbitrary increase in ~ and y is justified by comparing calculated theoretical
crack growth rates to experimental crack growth rates ofInconel 718 in air. Using the
mean values for all the random variables at 704°C, the steady state crack growth rate, it,
was computed using equation 3.9 at a stress intensity, K, of 30 MPa..Jffi. The value
computed was 3.06 x 10-2 rn/hr. This value corresponds quite well with experimental
values found by Valerio [40] and Floreen [17] in air. Valerio determined a crack growth
rate under these conditions of 2.0 x 10-2 rn/hr and Floreen determined a to be 2.5 x 10-2
m1hr. Increasing the value of ~ and yactually reduces the computed value for crack
growth rate. If the original values for the distribution (Table 4.5) are used, a larger crack
growth rate is computed. However, this leads to further deviation from the experimental
results. The adjusted CDF produces values which are closer to the experimental values.
Therefore, this arbitrary increase in the mean, ~, and minimum value, y, of the
distribution seems reasonable. -
- ...•.. -"'. -
4.3.4 Determination of Randomness Associated with E'
As mentioned previously, an independent statistical analysis cannot be performed
on E" due to its dependence on cr". The functional relationship is .
. * *m
E = Acr
where A is considered to be constant in a deterministic model, and m is the high
(4.3 )
temperature creep exponent of the material (for Inconel 718, m=4.l [35]). Since the
model herein is probabilistic, not deterministic, A will be considered as a RV and not a
constant. The value of m is known to have little variability, consequently, it will be
assumed to have a deterministic value of 4.1. Therefore, the randomness associated with
this model and in the parameter E* will be a direct consequence of the randomness of A
and cr*. As it turns, E* actually becomes a product of two random variables.
4.3.5 Determination of CDF of the Random Variable A
Similar to the evaluation of the statistical distribution for cr*, the first step in
evaluating a distribution for A is to produce a representative set of data. This data set is
then used to assess the statistical variability of A, through the formulation of a three
parameter Weibull distribution. The parameter A can be solved for explicitly by
rearranging equation 4.3,
. *
A=_E_
*m
cr
(4.4)
,.~.~c__•••" •.",,,,,~n ~rder to generate a set of values fOJ: f:, th~.~.~IEc-s.~~F~~!~,,~9jS.~.~~~r.ellsed ;to compute,
the distribution for cr* are utilized. Once again, due to the temp~.t~tJJLe.-.dependence of cr*
_ ....-.,-----_.--- .. --~----- -
- ._~- -- -~------- .. '
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and £" , a complete analysis for A is done at each temperature. The average values of cr"
computed during the original linear regression are also used to compute values for A.
Values of £" were obtained by solving equation 3.2 explicitly for the strain rate
coefficient. The result is:
£s
. "£ =-----H:)r" (4.5)
As an example of these computations, consider the analysis done at 704°C. Values of
cr*, seen in Table 4.7, along with the paired data sets of stress, cr, and steady state creep
rate, £s, found in Table 4.3 were used to compute values of £* using equation 4.5. These
values of £* were used along with the average value of cr" obtained in the regression to
compute values of A using equation 4.4. These results can be seen in Table 4.8.
Table 4.7 Representative Data Set of cr* at 704°C
1242
1160
1222
1169
1219
Table 4.8 Representative Data Set of A at 704°C
5.64E-14
4.84E-14
7.02E-14
7.74E-14
7.03E-14 ' .
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Using the same procedure as outlined in section 4.3.3, a Weibull probability plot
was produced for this data set, as well as ones for 649°C and 760°C. The following table
summarizes the results obtained from the Weibull probability plots. represented in
Figures 4.8 through 4.10.
Table 4.9 Parameter of the Weibull Distribution for A at Different Temperatures
649
704
760
1.08
5.18
1.31
5.80 X 10- 18
4.86 X 10- 16
5.24 X 10- 15
2.80 X 10- 17
4.80 X 10- 16
7.00 X 10- 15
0.955
0.943
0.979
4.4 Parameters of CDFs Used in Simulations
The para~eterrlues for the CDFs chosen for this analysis are given in Table
./'-4,J
4.10. The values given for dr and ao are intended to be representative, but are not
necessarily accurate characterizations of the individual variables due to the lack of data
needed for a complete statistical analysis. However, they are the values llsed by Wei et al
[7] in a similar analysis. More confidence is placed on the values given for the
parameters A and a* since the Oak Ridge creep data [36] allowed for the calculation of
each of these variables distributions. Since the parameters dr and ao are characteristic of
the materials manufacturing qualities, even if a statistical analysis was performed, it
would be valid only for the particular batch of material used to obtain data for these
parameters. Therefore, it is justified to use an assumed distribution for these two
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variables. In fact, limited experimental results show that typical values for these
parameters match fairly well with their assumed mean (11) values; however, more data
would be needed in order to accurately estimate the scatter (a) for the particular
distribution.
Steps have been taken to assess the dependence of the values of the mean and
scatter for the initial crack length, ao. This can be seen in Table 4.10. First, assuming a
constant mean value of 1.50 mm, the scatter for ao is varied by implementing three
different values for a: 1.0,5.0, and 10.0. As a is increased the amount of scatter in the
distribution decreases. Simulations will be performed and time-to-failure CDPs for the
components will be constructed using each of these a values. The construction of
Table 4.10 Values for Selected Random Variables
.......',<',.'.. .«. ., .... Ii 'il.l. (X< I S
,
"1/.< ',ii
'.. ,,'., . ", .,.,.,. . ..
Process Zone, dT (!lm) 64 15 8.28 56
Hardness, a* (MPa)
649°C 2240 1.60 82.3 2170
704 °C 2345 3.20 260 2270
760°C 2675 5.20 218 2500
A
649 °C 3.36 x 10-17 1.08 5.80 x 10- 18 2.80 X 10- 17
704°C 4.95 x 10- 15 5.18 4.86 x 10- 16 4.80 X 10- 16
760°C 1.18 x 10-14 1.31 5.24 x 10- 15 7.00 X 10-15
Initial crack size, ao (mm) 1.50 1.0 0.2000 1.30
(scatter) 1.50 5.0 0.2178 1.30
1.50 10.0 0.2102 1.30
Initial crack size, ao (mm) 1.40 5.0 0.1089 1.30
(mean) 1.60 5.0 0.3267 1.30
1.80 5.0 0.5445 1.30
2.00 5.0 0.7624 1.30
-
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these time-to-failure CDFs was outlined in section 3.5. Using these three different CDFs
will show the influence of scatter in the initial crack length on the reliability of the
component. This will also show the effect of manufacturing quality on the reliability.
Therefore, if a certain reliability is desired, one would be able to choose what level of
manufacturing quality is needed in order to obtain this desired value.
In a similar fashion, time-to-failure CDFs will be constructed to show the
influence of mean value (Il) in the initial crack length on the reliability of the component.
This will be accomplished by considering four different mean values, while at same time,
holding a, the parameter representative of scatter, constant. The four values used for the
mean of the distribution, Il, which can also be seen in Table 4.10, are: lAO, 1.60, 1.80,
and 2.00 (mm).
The other two random variables used in the modeling, A and c/, have been
constructed using statistical analysis previously discussed. The values shown in Table
4.10 show the influence of temperature on each of these parameters. It is evident that all
aspects of the distribution are affected by the temperature. Each temperature leads to a
different value for a, ~, y, and Il. Some of this is influenced by the temperature
dependence, another factor may be the limited data used in the analysis. Typical data sets
used in this analysis consisted of approximately 7 or 8 values, which may be insufficient
to produce the best estimates for the parameters in the CDFs. However, the Weibull
distribution was used in an attempt to minimize this potential, since the Weibull
distribution gives reasonable estimates with limited data, such as the case here.
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4.6 Chapter Summary
In this chapter, the data analysis needed to compute estimated CDFs for the RVs
A and cr' was displayed. With such limited data, it was felt that the Weibull CDF would
do an adequate job of representing the statistical nature of these variables. The Weibull
probability plots for cr' (Figures 4.5-7) and A (Figures 4.8-10) demonstrate that the
Weibull CDF is indeed a valid choice. This is due to the high correlation coefficient (R2)
displayed in each of the aforementioned figures.
With the CDFs graphically estimated for A and cr*, and with the assumed CDFs
for the other RVs in the model, initial crack length, ao, and process zone size, dT, all of
the RVs of the model have been assigned a CDF. Since the deterministic values of the
model have already been dealt with, all of the parameters incorporated in the model are
set. It is now time to execute the simulation to produce reliability and life prediction
estimates for components of Inconel 718.
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Effect of Applied Stress at 704C
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Figure 5.3. Effect of applied stress on the distribution in creep crack growth life
at 704°_C..
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Effect of Applied Stress at 760C
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Effect of Temperature at 200 MPa
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Figure 5.5. Effect of temperature on the distribution in creep crack growth life
at 200 MPa.
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Contribution of individual random variables
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Influence of inital crack size at constant a
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Figure 5.7. Influence of initial crack size at constant a.
Influence of scatter factor ex at fixed inital crack size.
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Figure 5.8. Influence of shape parameter, ex, at fixed initial crack size.
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Figure 5.9. Estimated mean creep crack growth life tr and 95% confidence
intervals based on the simulation at 649°C.
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Chapter 6
Summary
6.1 Summary
Life predictions or inspection intervals were produced for creep controlled crack
growth in a nickel-based superalloy, Inconel 718. These predictions and reliability
with most statistical approaches.
The results of this analysis can be used for determining inspection intervals or
'.
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replacement intervals for engineering comporients. Depending on the service conditions .
range of laboratory observations. It facilitates parametric analysis which is not possible
Nonetheless, this modeling technique is well-suited for making predictions beyond the
assumed parameters were utilized for two of the random variables in the model.
However, the results are not intended to be completely qualitatively accurate because
The probabilistic contributions from the relevant material properties and quality"
on the time-to-failure were assessed as functions of applied stress and temperature.
assessments were made through the used of a mechanistically based probability model.
and for service conditions that are well beyond the range considered in the typical
actually an incorporation of the Hart-Li model for creep deformation with the Landes-
Wei model for creep crack growth.
creep crack growth, based on Krafft, and Hart and Li. This creep crack growth model is
This approach is needed for making stochastically tight estimates of service life at times
supporting data. The probability model utilized a tensile ligament instability model for
(temperature and stress level) and desired level of reliability. this model dictates when
inspections or replacements should be performed. As an example. consider the following
scenario. An engineering component made of Inconel 718 was needed to sustain a static
load at 649°C, which resulted in an applied stress of 200 MPa. The design engineers
desire this component to have a reliability of 0.999, which means the probability of
failure of 0.00 1. Under these service conditions, Figure 5.2 is utilized to predict the time-
to-failure of this component. The estimated time-to-failure of the 0.1 percentile at 200
MPa is just under 300 days. With this knowledge, the engineer may wish to set up
routine inspections every 100 days, just as a conservative estimate. These inspections
would involve nondestructive testing to determine the length of any cracks present in the
component. This evaluation would inform the engineer of the longest crack present in the
component at that particular time. If this length was greater than the critical crack length,
af, then the component would be replaced. However, after only 100 days, the model
predicts that this will not be the case. The model predicts it will take 300 days for the
crack to reach its critical value. If it is true that the actual crack is shorter than the critical
length, the engineer can run another simulation to estimate the time it will take for the
crack to reach its critical value. The difference in this simulation as opposed to the
original simulation, would be the deterministic value of the initial crack size, ao, obtained
from the inspection. This would give the engineer an updated evaluation of the time-to-
failure. This updated version eliminates any errors introduced in the or~ginal version
caused by uncertainty in the CDP for initial crack size, ao.
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The model also aids in the selection of manufacturing quality. This factor is
incorporated into the model through its affect on initial crack size, ao. Higher quality
components will have initial cracks with shorter mean lengths as well as less scatter. It
was demonstrated in Figures 5.7 and 5.8 how improving these manufacturing variables
can increase estimated times-to-failure. Each individual application dictates whether an
increase in product quality is actually cost effective in terms of increasing the estimated
time to failure or reliability level. It will necessitate analysis on the engineer's part to
determine if this is the case.
It is important to remember that the present study is quite focused. The results
apply only to Inconel 718 for heat treatment 9478. Also, these results are only valid in
service conditions were creep crack growth will be the predominate mode of failure.
These conditions being elevated temperatures and a statically applied load. If another
failure mode is predominate, our damage accumulation model (creep crack growth)
would not be consistent. This would require another complete analysis utilizing a
damage accumulation model which was concurrent with the predominate failure
mechanism. Which failure mode will predominate is dependent on the conditions the
component will encounter in service.
It is also important to note, that although a graphical technique was used to
statistically identify the random variables A and 0'*, other methods could have be utilized.
One popular method is the maximum likelihood estimation (MLE) method. This method
provides excellent resolution when provided with enough representative d(lta.
""'. ',--' -_~'-"'" ' ..-
- -. .
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Nonetheless, the graphical technique employed here is very popular in engineering
•• "".~'~"._ _. '~_~' .1)0. ••-_ - - • ._.....
__ ,_~ _ ._ • -.:- .'~ __ .' ~..._ .;,_,"' ._ ,..._...,.';r.c·,- ....~•• rll.<.··. ,-..-.·,~-r',"~·-.. -'.,.···,· ' ..•.•..-..•
• .~ -, './'I"~~'-'" ,-.I"' • ••-, •• 'OJ' •••
applications. It is not as precise as MLE. but it works well with the limited data sets often
encountered in engineering analyses. Since the data available in this study were limited
in number, the resolution provided by this graphical technique is very comparable to the
resolution that would have been obtained using the MLE method.
Assessing the choice of methodology, it appears that the mechanistically based
probability approach worked well in this application. The use of this methodology
allowed making statistically accurate estimates of the service life or times-to-failure for
components of Inconel 718. The key to this methodology was obtaining the functional
\
dependence of all the key variables associated with the damage accumulation process
which in this case was the crack growth rate. Fortunately, for this degradation process, a
model had been established which did incorporate all of the key variables. If this
methodology was to be applied to anot r study, with different damage accumulation
process or failure mechanism, a model would have to be established which incorporated
all of the key variables of that particular process.
6.2 Future Work
Through this study, it is clear that mechanistic understanding, probability
considerations and analysis must be an integral part of the modeling process.
Probabilistic aspects of the process cannot be an ex post facto addition to a mechanistic
study. Therefore, the effectiveness of the approach depends upon the quality of the
mechanistic understanding of the underlying damage accumulation process in conjunction
~ith appropriate probabilistic modeling to describe the influences of fundamental RVs
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[7]. One of the most critical aspects of the process is the selection of the external and
internal variables for the damage process, each of which may be random or deterministic.
In this particular model, four of the variables were assumed to be random. Of the
four, only two were based on a statistical analysis. The creep data obtained from Oak
Ridge National Laboratory [36] only allowed for the estimation of the hardness
parameter, (J', and the parameter A. The other two RVs in the model, initial crack size
and process zone size, did not receive the same analysis. This was due to lack of data for
these two variables. Further work should attempt to characterize these variables. Such
work would either confirm or disprove the assumed CDFs used for these variables. As
mentioned previously, these two variables are dependent on the manufacturing quality.
Future work could also try to incorporate more RVs into the model. Although
four are used in this study, there is nothing wrong with using more. In fact, such an
analysis would be more realistic, for in reality, most of the parameters can be considered
random. Although, some have such a tight distribution, that a deterministic value is not
an unvalid assumption. Such material parameters as Young's modulus, yield strength,
and strain hardening exponent could be analyzed to compute some estimated distribution.
'""::
Although it could be done, numerous material testing would be required in order to
produce such distributions.
Although there is additional work which could be done to improve this particular
model, the overall assessment of this study is that it does a good job providing
representative estimates of the time-to-failure for components of Inconel 718 under the
prescribed conditions.
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Appendix A
Experimental Creep Rates
J /~CX',
\,
95
\
S
Temp. = 649C; Stress = 745MPa
Time-min. Strain-min.
o 0
5 0.11917
10 0.28165
12 0.38455
Regression Output:
Constant
Std Err of Y Est
R Squared
No. of Observations
Degrees of Freedom
-9.9E-18
0.027445
0.9922
7
5
X Coefficient(s)
Std Err of Coef.
Temp. = 649C; Stress =620MPa
0.023
0.001183
Time (hr) Time - mi Strain (%) Strain - min
69.74 0 0.058043 0 Regression Output:
115.84 46.1 0.08223 0.024187 Constant
187.95 118.21 0.1258 0.067757 StdErrofYEst
283.7 213.96 0.208 0.149957 R Squared
354.62 284.88 0.3023 0.244257 No. of Observations
Degrees of Freedom
1.8E-18
0.020736
0.992166
9
7
X Coefficient(s)
Std Err of Coef.
Temp. = 649C; Stress = 600MPa
Time Strain Strain-min
o 0.08075 . 0 Regression Output:
100 0.1805 0.09975 Constant
200 0.2577 0.17695 Std Err of Y Est
250 0.38 0.29925 R Squared
No. of Observations
Degrees of Freedom
0.00044
3.9E-05
-2E-18
0.031196
0.981401
7
5
X Coefficient(s)
Std Err of Coef.
96
0.0009
6.6E-05
Temp =649C; Stress =551 MPa
Time (hr) Time-min Strain (%) Strain-min
213.13 0 0.061375 0 Regression Output:
336.37 123.24 0.07792 0.016545 Constant
454 240.87 0.96065 0.899275 Std Err of Y Est
574.5 361.37 0.11208 0.050705 R Squared
671.8 458.67 0.12542 0.064045 No. of Observations
765.4 552.27 0.14677 0.085395 Degrees of Freedom
884.9 671.77 0.17612 0.114745
1056.4 843.27 0.21882 0.157445 X Coefficient(s) 0.00017
1125.9 912.77 0.2375 0.176125 Std Err of Coef. 8.3E-05
126.9.5 1056.37 0.28553 0.224155
1389.9 1176.77 0.32555 0.264175
o
0.017952
0.987422
21
20
Temp. =649C; Stress =538MPa
Time-min Stain-min
o 0 Regression Output:
500 0.07937 Constant
1000 0.18703 Std Err of Y Est
R Squared
No. of Observations
Degrees of Freedom
-5.6E-18
0.01033
0.996122
5
3
X Coefficient(s)
Std Err of Coef.
0.00185
6.5E-06
Temp. =649C; Stress =469C
3.9E-18
0.014728
0.990987
5
3
Regression Output:o
0.07586 Constant
0.17421 Std Err of Y Est
R Squared
No. of Observations
Degrees of Freedom
Time Time-min Strain
203.89 0
400.41 196.52
805.74 601.85
X Coefficient(s)
Std Err of Coet.
8.7E-05
1.6E-05
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Temp. = 649C; Stress = 434MPa
Time Strain Strain-min.
o 0.15268 0 Regression Output:
1000 0.217276 0.0646 Constant
2000 0.307625 0.15495 Std Err of Y Est
3000 0.3996 0.24692 R Squared
No. of Observations
Degrees of Freedom
1.3E-06
0.011118
0.996534
7
5
X Coefficient(s)
Std Err of Coef.
98
7.1E-05
2.1 E-06
Temp. =704C; Stress =586MPa
Time Strain
11.4415 0.33231 Regression Output:
7.9995 0.22154 Constant
4.0935 0.07385 Std Err of Y Est
1.6744 0.03693 R Squared
No. of Observations
Degrees of Freedom
o
0.023233
0.988641
9
7
X Coefficient(s)
Std Err of Coet.
Temp. =704C}; Stress =414MPa
0.021201
0.001122
Time Strain
232.56 0.32093
204.65 0.26976 Regression Output:
181.4 0.22325 Constant
158.14 0.18604 Std Err of Y Est
134.89 0.14418 R Squared
111.63 0.11162 No. of Observations
53.49 0.08139 Degrees of Freedom
37.21 0.04186
13.96 0.0186 X Coefficient(s) 0.002052
Std Err of Coet. 3E-05
Temp. =704C; Stress =379MPa
o
0.018319
0.99956
19
17
Time-min Strain Strain-min
o 0.28444 0 Regression Output:
100 0.4 0.11556 Constant
200 0.48 0.19556 Std Err of Y Est
300 0.64 0.35556 R Squared
No. of Observations
Degrees of Freedom
-7.9E-18
0.021928
0.993248
7
5
X Coefficient(s)
Std Err of Coet.
99
0.00093
4.1E-05 ~.
Temp. = 704C; Stress == 303MPa
Time-min Strain Strain-min
o 0.25859 0 Regression Output:
500 0.40404 0.14545 Constant
1000 0.72727 0.46868 Std Err of Y Est
R Squared
No. of Observations
Degrees of Freedom
5.6E-18
0.064916
0.973751
5
3
X Coefficient(s)
. Std Err of Coef.
Temp. =704C; Stress == 241 MPa
0.00027
4.1 E-05
Time
712.5
750
787.5
825
862.5
900
937.5
975
1012.5
1050
1087.5
1125
1171.9
1200
1275
1293.8
1368.8
1434.4
1481.3
1509.4
1556.3
1612.5
1668.8
1687.5
1771.9
1837.5
1950
1996.9
Strain Time-min Strain-min
0.16154 0 0
0.16615 37.5 0.00461 Regression Output:
0.17538 75 0.01384 Constant
0.18 112.5 0.01846 Std Err of Y Est
0.18923 150 0.02769 R Squared
0.19846 187.5 0.03692 No. of Observations
0.20769 225 0.04615 Degrees of Freedom
0.21462 262.5 0.05308
0.22154 300 0.06 X Coefficient(s) 0.000155
0.23077 337.5 0.06923 Std Err of Coef. 8.4E-06
0.24 375 0.07846
0.24692 412.5 0.08538
0.25846 459.4 0.09692
0.26308 487.5 0.10154
0.28154 562.5 0.12
0.28615 581.3 0.12461
0.30462 656.3 0.14308
0.31615 721.9 0.15461
0.32308 768.8 0.16154
0.33231 796.9 0.17077
0.33692 843.8 0.17538
0.36 900 0.19846
0.36462 956.3 0.20308
0.37845 975 0.21691
0.40385 1059.4 0.24231
0.41538 1125 0.25384
0.45692 1237.5 0.29538
0.47538 1284.4 0.31384
100
o
0.048693
0.989124
61
59
_. -------- -. - ..~---I
Temp. =760C; Stress =379MPa
Time-min Strain
o 0.22971
1 0.28983
2 0.348416
3 0.4378
Strain-min
o Regression Output:
0.06012 Constant
0.118706 Std Err of Y Est
0.20809 R Squared
No. of Observations
Degrees of Freedom
9.9E-19
0.011185
0.999873
7
5
X Coefficient(s)
Std Err of Coef.
0.031004
0.002114
Temp. =760C; Stress =241 MPa
Time Strain Time-min Strain-min
23 0.235 0 0 Regression Output:
34 0.265 11 0.03 Constant
40 0.29 17 0.055 Std Err of Y Est
50 0.32 27 0.085 R Squared
58 0.345 35 0.11 No. of Observations
64.5 0.375 41.5 0.14 Degrees of Freedom
92 0.5 69 0.265
95.5 0.528 72.5 0.293 X Coefficient(s) 0.036502
106 0.53 83 0.295 Std Err of Coef. 9.6E-05
122 0.666 99 0.431
Temp. =760C; Stress =207MPa
o
0.023878
0.989726
19
17
Time Strain Strain-min
o 0.325 0 Regression Output:
20 0.42575 0.10075 Constant
40 0.5395 0.2145 Std Err of Y Est
R Squared
No. of Observations
Degrees of Freedom
-5.6E-18
0.004747
0.999398
5
3
X Coefficient(s)
Std Err of Coef.
0.036502
7.5E-05
101
Temp. =760C; Stress =172MPa
Time
90
161.5
185.2
209.3
232.85
Strain Time-min Strain-min
0.16 0 0 Regression Output:
0.2767 71.5 0.1167 Constant
0.33 95.2 0.17 Std Err of Y Est
0.3967 119.3 0.2367 R Squared
0.4733 142.85 0.3133 No. of Observations
Degrees of Freedom
o
0.023133
0.997478
9
7
X Coefficient(s)
Std Err of Coef.
Temp. =760C; Stress =138MPa
Time Strain Strain-min
o 0.135 0 Regression Output:
100 0.2 0.065 Constant
200 0.305 0.17 Std Err of Y Est
R Squared
No. of Observations
Degrees of Freedom
0.001353
7.4E-05
-5.6E-18
0.014606
0.99034
5
3
X Coefficient(s)
Std Err of Coef.
102
0.00064
4.6E-05
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