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Abstract
In the Paris agreement of 2015, it was decided to reduce the CO2 emissions of
the energy sector to zero by 2050 and to restrict the global mean temperature
increase to 1.5◦C above the pre-industrial level. Such commitments are possible
only with practically CO2-free power generation based on variable renewable
technologies. Historically, the main point of criticism regarding renewable
power is the variability driven by weather dependence. Power-to-X systems,
which convert excess power to other stores of energy for later use, can play an
important role in offsetting the variability of renewable power production. In
order to do so, however, these systems have to be scheduled properly to ensure
they are being powered by low-carbon technologies. In this paper, we introduce
a graphical approach for scheduling power-to-X plants in the day-ahead market
by minimizing carbon emissions and electricity costs. This graphical approach
is simple to implement and intuitively explain to stakeholders. In a simulation
study using historical prices and CO2 intensity for four different countries,
we find that the price and CO2 intensity tends to decrease with increasing
scheduling horizon. The effect diminishes when requiring an increasing amount
of full load hours per year. Additionally, investigating the trade-off between
optimizing for price or CO2 intensity shows that it is indeed a trade-off: it is
not possible to obtain the lowest price and CO2 intensity at the same time.
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1. Introduction
The world agreed to reduce the net CO2 emissions of the energy sector
to zero by 2050 and to restrict the global mean temperature rise under 1.5◦C
above the pre-industrial level, as committed in the UN Climate Change Con-
ference, Paris in 2015 [1]. These kinds of commitments are possible only with
practically CO2-free power generation and the energy systems based on solar,
wind, and other renewable sources of power [2, 3]. To achieve such targets,
new policies are necessary to handle climate change by reducing the renewable
energy cost and the decarbonization of the energy systems [4, 5].
In recent decades, large quantities of variable renewable electricity (VRE)
based on wind and solar energy has been introduced in the electricity sys-
tem. Here, a continuous balance between the electricity generated and con-
sumed needs to be maintained for the system to be stable. High shares of
VRE in the electricity system can pose a challenge to this balance [6]. Tradi-
tionally, electricity network operators has been relying on backup power from
non-renewable and fossil fuels [7, 8]. The concept of converting VRE to hy-
drogen gained attention in recent years in order to mitigate the challenges
from the intermittent nature of VREs. Power-to-X systems such as Power-
to-Gas, Power-to-Chemical, etc. are emerging as an alternative solution for
storing renewable power and to produce CO2 neutral alternatives to fossil fu-
els for aviation, heavy transport and other sectors that are inherently difficult
to electrify [9, 10, 11].
The predominantly used form of Power-to-X systems is the Power-to-Gas.
The Power-to-Gas system is the conversion of the excess of electricity into
storable hydrogen through a water electrolysis process. This stored hydrogen
can be further converted into methane, electricity, liquid fuels, etc or directly
consumed as energy in several applications [12, 13]. Power-to-X is the utiliza-
tion of stored hydrogen or methane into several usable energy forms to store
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electricity forms, e.g., VRE sources. The main applications of Power-to-X sys-
tems include converting VREs into easily storable chemical energy carriers,
producing fuels for transportation, industry, and households, as well as the
production of chemicals for the industry [14, 15, 16]. There are numerous ap-
plications of Power-to-X systems to achieve a carbon-neutral climate, which
includes the transport sector by a mix of electric and hydrogen fuel vehicles or
the generation of renewable biofuels with Power-to-Liquid systems. Further,
Power-to-X systems have been used in biomass-based plants. Such Power-to-X
plants could be used to produce chemicals and renewable decarbonized fuels
when biomass cannot be utilized or there is a lack of chemicals like hydrogen
in bio-process.
The power-to-X systems can be beneficial for the electricity day-ahead mar-
ket (spot market). The negative prices of electricity are one of the major chal-
lenges in the VRE spot markets [17] and such cases can be avoided with the
integration of the spot market with the Power-to-X systems [18]. Looking at
the benefits and potential to decarbonize the energy system, in recent years,
the Power-to-X systems are making headway and practically exercised at in-
dustrial scale [19]. Some of these successful models are discussed in the studies
[20, 21, 22].
Though Power-to-X systems have great potential, more success can be
achieved with proper planning. Recently, analytical and data-driven studies
have been proposed to make the Power-to-X systems more successful [23, 24,
25]. These studies claimed that the Power-to-X plant operations and efficiency
can be improved notably with day or week ahead optimized planning [26]. The
planned activities can further improve the economic and commercial viability
of Power-to-X plants. The European spot markets are dynamic in nature and
hourly electricity prices vary significantly for each season. This is one of the
most challenging factors for the commercial viability of the Power-to-X plants.
A study based on spot market bidding in Sweden [18] proposed a bidding
strategy based on day-ahead electricity price forecasting and compared it with
conventional (without forecasting) bidding approach. The study helped reduce
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the chances of the purchase of the high-cost electricity and its integration with
Power-to-X systems led to control the carbon intensity of the hydrogen.
Whereas existing studies focus on the economic viability of Power-to-X by
considering only the market prices, this study considers both market prices and
CO2 intensity. This is important to ensure that the power used by the Power-
to-X plant is supplied by low-carbon VREs. This guarantees that the flexibility
added to the system supports the integration of larger shares of VREs.
This study proposes a data-driven model for optimal day-ahead spot mar-
ket scheduling for Power-to-X storage applications. In addition, a graphical
model is proposed to achieve inexpensive Power-to-X operation with minimum
carbon emissions. The model is proposed, examined, and validated on a real-
world time-series, and the effect of operating expenses (OPEX) and capital
expenditures (CAPEX) is ignored in it. Consequently, this paper contributes
to the literature as follows:
• The models to forecast the spot market electricity price and CO2 in-
tensity time-series for 36-48 hours ahead values, which are necessary for
electricity market bidding.
• Discussing the trade-off between optimizing for spot market electricity
price or CO2 intensity.
• Optimally scheduling the Power-to-X storage operations by minimizing
carbon emissions and electricity costs.
2. Methodology
In the literature, there are several models proposed for spot market schedul-
ing based on the spot market electricity prices, which are directly or indirectly
related to Power-to-X systems [27, 28, 29]. In addition, due to the serious
concern towards carbon emission, some recent studies were focused on mini-
mum carbon emission based spot market scheduling [30]. For the first time,
the proposed study is focused on spot market scheduling with the selection
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of hours having minimum carbon emissions and the least electricity prices for
the Power-to-X applications. The framework of the proposed methodology is
shown in Figure 1. The presented model is focused on the optimum day-ahead
spot market scheduling for Power-to-X storage systems based on the trade-off
of the day-ahead forecasted CO2 emissions and electricity prices. As shown
in Figure 1, the Power-to-X storage system is connected with a computation
unit that takes historic electricity price and CO2 intensity datasets for a spe-
cific price zone (of a spot market) as an input. The computation unit forecasts
both time-series datasets for 36-48 hours-ahead values with suitable forecasting
methods. Then optimal scheduling of hours for the storage system is obtained
with consideration of the trade-off between the forecasted electricity prices
and CO2 intensity values. While performing scheduling, it is assumed that
the Power-to-X storage system is owned by a third party (private) operator
who wishes to store electricity generated predominantly by VREs with the
least carbon emissions and lowest prices and converting it into the natural
gases or other forms of fuels and chemicals. The electricity prices and CO2
intensity are the independent parameters and usually, there is no strong cor-
relation between these parameters, hence it is an important step to estimate
the trade-off between these parameters and schedule the spot market hours
with optimum (least) CO2 emissions and electricity prices. The optimal op-
eration of the Power-to-X storage would therefore responsible for inexpensive
and decarbonized sources of energy.
2.1. Spot market forecasting
Usually, the bidding in the spot market is improving more with proper
forecasts, scheduling, and planning, as discussed in recent studies [31, 32]. Such
studies have mainly focused on the economical aspect of the spot market and
electricity usage that eventually used electricity prices as a targeted dataset.
However, in the present study, the spot market scheduling is minimizing both
CO2 emissions and costs, therefore, both electricity prices and CO2 intensity
time-series are used as the input dataset.
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Figure 1: The framework of the proposed methodology.
The data set used in this study is obtained from the ENSTO-E Trans-
parency platform [33]. Individual transmission system operators report data
for production mix, power consumption, import and export flows and spot
prices to this platform with hourly resolution. In present study, the spot prices
are directly used in our simulation and forecasting studies.
The CO2 intensity is calculated using the method of [34], which introduced
a real-time carbon accounting method for the European electricity markets.
This method builds on the concept of flow tracing, which maps power flows
between importing and exporting countries in an interconnected network [35].
For each area this method considers local production mix, local power con-
sumption as well as imports and exports between neighboring areas. Since
imports from a neighboring area depend both on the mix within that area as
well as the neighbors from which this area imports, the hourly CO2 intensity
is found simultaneously for all areas by solving a set of linear equations as
described in [34]. The average CO2 intensity per area per hour, which is used
in the following simulation and forecasting studies, is based on a specific CO2
intensity per generation technology per area based on the ecoinvent 3.4 power
plant database [36].
Spot market scheduling based on forecasted electricity prices is one of the
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popular research objectives and it can be categorized into short-term fore-
casting. In the present study, both electricity prices and CO2 intensity are
forecasted with the ‘Method 1’ proposed in [30]. This method is a short-term
forecasting model based on the decomposition of the historic time series with
moving average method and generation of three sub-series components named:
trend, seasonal, and random ones. Figure 2 shows the block diagram of the
moving average based decomposition used in the ‘Method 1’. The first step
of this decomposition in the detection of the trend in the time series using
the centered moving average method. Then the time series is detrended by
eliminating the trend series from the original time series. The detrended series
represents a seasonal component along with some noise values.
Centered moving
average method
Fourier
transform
Seasonal
period Trend
component
Average
seasonality
Detrened
series Seasonal
component
Subtract Randomcomponent
Decompose with Moving averages
Subtract
Figure 2: Schematic of the moving averages based decomposition approaches. (Source: [30])
The seasonal component is calculated by adding seasonality of detrended
series together and dividing it by seasonality period. Finally, with the removal
of seasonal and trend components from the original time series, the random
noise component is obtained.
In ‘Method 1’, all three components are forecasted individually with three
different models. The seasonal component is forecasted with Feed-forwards
neural network (FFNN) and two different ARIMA models are employed for
the trend and random components. The aggregation of the forecasted values
of these three components in the final forecasting results as shown in Figure 3.
7
Time series data
Decomposition
Forecast Forecast Forecast
Aggregate
Forecast
results
Trend 
component
Seasonal/High
Frequency
component
Random/Low
frequency
component
Figure 3: Block diagram of forecasting method (‘Method 1’) [30].
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The study proposed in [30] confirms the higher accuracy of ‘Method 1’ in
the short-term CO2 intensity forecasting for several European countries. In
the proposed study, ‘Method 1 is used to forecast both CO2 intensity and
electricity price, and corresponding results are discussed in brief in subsequent
section. Though these forecasting results are accurate, it is worth noting that
further improvements in forecasting accuracy can lead to more accurate and
reliable spot market scheduling.
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(a) Scheduling based on forecasted electricity prices
(b) Scheduling based on forecasted CO2 intensity
Figure 4: Example of scheduling 4 hours of flexible electricity consumption one day in
advance based on (a) electricity prices and (b) CO2 intensity in France. The gray area
shows the day-ahead interval. The red and black lines show forecasted and realized values
of the CO2 intensity, respectively. The four hours minimum of the forecast is market with
red dots. The corresponding realized values are marked with black dots.
Figures 4 (a) and (b) show the forecasted electricity prices and CO2 inten-
sity time-series with respective forecasting models as discussed in the earlier
section. In both sub-figures, the red and black lines represent the forecasted
and historic values, respectively. The total forecast horizon shown here is 48-
hours and the hours of interest (24 hours) for the bidding purposes are shown
in a dark gray background with blue dashed borders. In the European spot
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markets, bidders need to participate in auctions before noon the day before
consumption takes place. Usually, all spot markets open at 10.00 am and auc-
tions end before noon and the bidding can be done for slots (in hours) within
24 hours of the following day, starting from midnight 00.00 am. In both sub-
figures, four hours with minimum amount (of CO2 intensity and electricity
prices, respectively) are scheduled. The height of rectangles with red borders
is the entities within the scheduled hours based on forecasted series, whereas
the corresponding values after real-time scheduling based on forecast results
are shown with green border rectangles. Because of accurate forecasts, in both
cases (CO2 intensity and electricity prices), the hours with minimum error val-
ues can be scheduled efficiently. However, it is worth noticing that there can be
variations in scheduled hours based on the minimization of CO2 intensity and
electricity prices. As shown in Figure 4, based on the forecasting results, for
four hours scheduling on a specific day, the cheapest electricity can be obtained
from 14th to 17th hours, whereas the least carbon-intensive hours are the 13th,
14th, 16th, and 17th. A slight variation in hours occurred for scheduled hours
based on optimum (minimum) electricity prices and carbon intensities. Fur-
ther, this variation goes on increasing with the increase in the number of hours
to be scheduled. Since there is no strong correlation between these two param-
eters, it is obvious that the optimally scheduled hours based on one parameter
will not be optimum for the other one. Hence, it becomes a crucial decision
to find a trade-off between these two parameters and to schedule the hours
such that inexpensive (not the cheapest) electricity can be purchased which
will be responsible for lesser (not the least) carbon emissions. However, it will
be important to observe at what cost the CO2 emission in the electricity be
reduced.
2.2. Trade-off between spot price and CO2 intensity
This section proposes a graphical methodology to schedule the optimum
hours based on the trade-off between electricity price and CO2 intensity. The
proposed methodology is based on simple geometrical principles. It uses fore-
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casted values to schedule the optimum hours for the targeted day in the elec-
tricity market, and the values of previous days as a reference for the optimum
scheduling.
The first step of the methodology is the scatter plot of electricity prices (on
the X-axis) versus CO2 intensity (on the Y-axis) for the previous time horizon
(day, month or year based on the targeted schedule). This is shown in Figure 5.
The scatter plot shows the hourly relations between electricity prices and CO2
intensity. The points in the scatter plot which are near to the origin of the
plot are the hours with the lowest values of both entities (CO2 intensity and
electricity price). These are the preferred hours for optimum daily scheduling.
The second step of the methodology is the selection of the desired number
of optimum hours. This is done through plotting a line segment intersecting
both the axes at a specific angle so that the desired number of optimum hours
(points) can be collected between the origin of the plot and the line segment
as shown in Figure 5. The angle of the line represents the trade-off between
the electricity price and CO2 intensity.
The line segment is a movable entity that starts from the origin of the
plot and moved on the X-axis without changing its angle. The line segment
stops moving when it has selected a specific number of points (representing
hours) of the scatter plot between the origin of the plot and the line segment
itself. These selected points (hours) are considered to be the reference for the
optimum hours for scheduling.
The default angle of the line segment with the X-axis is 45 degrees, which
ensures that the points (hours) selected by this line have an equal weight
of both CO2 intensity and electricity prices. This angle can be varied from
0 to 90 degrees as shown in Figure 6. The minimum and maximum angles
represent CO2 intensity and electricity prices, respectively, whereas, the in-
between angles represent the different ratios of the trade-off between CO2
intensity and electricity prices. The line segments with an angle less than 45
degrees are more towards CO2 intensity benefits and those with more than 45
degrees are towards better electricity prices. This is explored in Section 5.
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Figure 5: Scatter plot of hourly electricity price and CO2 intensity. Historical values in black
and forecasted values in red.
The third step of the methodology is plotting the scatter plot of forecasted
values for the targeted hours as shown in the red dots in Figure 5. The red dots
lying below the line segments are considered as optimum hours for the given
trade-off and are considered as suitable hours for the scheduling. It is possible
that the number of hours scheduled based on the forecasted values (shown in
red points) varies from that of the historic values. Hence, it is crucial to adjust
this difference in the number of hours.
In the proposed study, the hours are scheduled for a year with three strate-
gies, i.e., daily, monthly, and yearly. For the daily strategy, the targeted num-
ber of FLHs is settled on a daily basis. For example, if the targeted FLHs
is 12 hours and the number of hours scheduled with the proposed methods
is 10. Then the remaining two hours are chosen from within the day, which
will be from the set of hours above the 45-degree line (but, nearest to the
line), whereas, in the monthly strategies, the difference of the number of hours
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Figure 6: Visualizing different angles of the line used for scheduling. The steeper the line,
the higher the weight assigned to electricity prices. The flatter the line, the higher the weight
assigned to CO2 intensity.
scheduled based on historic and forecasted hours are adjusted at the end of
each month. For instance, suppose 400 FLHs are to be scheduled per month
and the number of hours scheduled for a month based on the proposed graph-
ical method is 380. Then the remaining 20 hours are adjusted in the last days
of that particular month. If, towards the end of the scheduling period, the
number of remaining hours X exceed, 24 the last X hours of the scheduling
period will be scheduled to meet the required amount of FLH. Similarly, for
the yearly strategy, such remaining hours will be adjusted in the last days of
the year. Based on these strategies, the number of hours scheduled per day is
shown in Figure 7.
For daily scheduling, the leftover hours are settled every day, therefore,
targeted FLHs are get scheduled daily. Hence, the number of hours scheduled
daily is uniform throughout the year as shown in Figure 7 (a). Whereas,
in monthly and yearly schedules, the leftover hours are scheduled at the end
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Figure 7: The number of scheduled hours per day of year 2018 in Denmark for (a) daily, (b)
monthly, and (c) yearly scheduling.
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of each month and end of the year, respectively; and these patterns can be
observed in Figure 7 (b) and (c), respectively.
It is worth noting how the scheduled hours are related to the share of the
renewable energy produced in the respective days. In Figure 7, the hours
scheduled per day are shown and it can be observed that the peaks in the plots
are aligned with the patterns of daily wind energy generated in Denmark for the
year 2018 as shown in Figure 8. For example, the minimum number of hours is
scheduled in Figures 7 (b) and (c) at around 200th day and this is analogous to
the minimum amount of wind energy generated at the 200th day in Figure 8.
Wind is the dominant renewable source of electricity in Denmark, thus this
comparison between Figure 8 and Figure 7 (b) ensures the effectiveness of the
proposed methodology in scheduling the hours with highest shares of renewable
electricity production and minimum CO2 emissions.
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Figure 8: Daily wind energy generated in Denmark for the year 2018.
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3. Simulation study
3.1. Simple optimization
Full Load Hours (FLH) is a way to characterize the power plant energy
output over a period of time (usually a year). FLH states how many hours
a plant or energy system have taken to produce a specific amount of energy
if it has been operating at its full capacity. This section is focused on FLH
scheduling based on the trade-off between CO2 intensity and electricity price
with the proposed graphical methodology. For each of these optimizations the
weight between price and CO2 is fixed to either best, worst or trade-off. A
varying weight is explored in a later section.
Figure 9 (a) shows the per hour mean CO2 emissions for given FLHs for
the year 2018 in Denmark. These line-plots are plotted based on optimum
(minimum) carbon-intensive hours scheduled with three different time-scales,
i.e., optimum scheduling hours throughout the year (in red), averaged over
the months (in blue) and averaged over the days (in black). In all cases the
scheduling is carried out for an angle of 45 degrees for an equal weight of both
CO2 intensity and electricity price. This plot shows the amount of CO2 emis-
sions for the specific FLHs. Consider, it is of interest to know the amount of
CO2 emissions for 6000 FLHs in a power plant. Then for the yearly schedul-
ing, optimum 6000 hours will be selected throughout the year and the mean of
these hours will be the average CO2 emissions at 6000 FLH. Whereas, for the
monthly scheduling, (6000/12 months =) 500 optimum hours will be selected
per month and the corresponding month will be the average CO2 emissions for
monthly scheduling at 6000 FLHs. Similarly, average CO2 emissions per day
can be calculated by selecting (6000/(12 months X 30 days) = 16.67) ∼ 17
optimum hours per day.
From Figure 9 (a), it can be interpreted that on 6000 Full load hours, in
the optimum case, on average, 268 gCO2eq/kWh CO2 are emitted for the
year 2018 in Denmark. These values are based on the original/historic CO2
intensity time-series for the year 2018. Similarly, Figure 9 (b) shows a similar
16
line-plot for per hour mean electricity prices for the respective FLHs.
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(e) CO2 intensity scheduling with proposed trade−off methodology
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Figure 9: Full load hours scheduling in Denmark.
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In both cases, the magnitudes of series are increasing with the increase in
the FLHs. Throughout the year schedule, the rate of rising in the magnitude is
lower as compared that of averaged over the monthly and daily intervals. This
outcome is obvious, since the ample availability and choice of optimum hours
throughout the year. On the contrary, for averaged daily scheduling, there are
limited optimum hours per day.
Again, it is worth observing the per hour mean electricity prices when best-
case scheduling is done for the CO2 intensity, and it is shown in Figure 9 (d).
Similarly, the per hour mean carbon emission at the best case scheduling of
electricity prices are shown in Figure 9 (c). In both figures (Figures 9 (c) and
(d)), the per hour mean magnitudes are significantly higher than the best-case
values at distinct FLHs. It means, for the scheduling with the best case of one
parameter can be achieved with the compromise of the other one. Onward,
such plots (shown in Figures 9 (c) and (d)) is referred as the ‘Compromised
cases’, throughout this article. Whereas, Figures 9 (e) and (f) are the CO2
intensity and electricity price scheduling FLHs with the proposed trade-off
methodology. Obviously, the amplitudes of both parameters are a bit higher
than their respective best-case scheduling, but these are significantly lower than
the amplitudes observed in the compromised cases shown Figures 9 (c) and
(d), respectively. The observed improvements in CO2 intensity and electricity
price values achieved at the cost of a trade-off between both parameters and
respective percentage improvements are tabulated for sample FLHs in Table
A.2.
Further, Figures B.20, B.21, and B.22 shown in Appendix B show the
performance of the proposed trade-off methodology in Norway, France, and
Germany, respectively. Though the trade-off scheduling observed at Denmark
and Norway have shown significant improvements as compared to the com-
promised ones, improvements are negligible (or negative at some FLHS) for
France and Germany. The quantified percentage improvements for 26 areas in
Europe for yearly scheduling of 6000 FLHs are shown in Table A.3.
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3.2. Effect of correlation between spot price and CO2 intensity
As shown in Table A.3, for 26 areas, there are 2 to 41% improvements in the
CO2 intensity values, whereas the improvements in 5 countries are negative.
In terms of electricity prices, all countries have shown improvements varying in
the range of 0.5 to 13%. The negative values in the percentage improvements
signify the degradation of CO2 intensity scheduling due to the proposed trade-
off methodology. Hence, it becomes important to understand the nature and
relations of the electricity prices and CO2 intensity patterns in various countries
and to understand why some countries can not be beneficial with the trade-off
methodology.
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Figure 10: Regression model showing the relation of ‘the correlation between electricity
prices and CO2 intensity’ with ‘the percentage of improvements in CO2 intensity with the
proposed trade-off methodology at 6000 FLHs for yearly scheduling’ for 26 areas for the year
2018.
Figure 10 shows the relation of the correlation between electricity prices
and CO2 intensity with the percentage of improvements in CO2 intensity with
the proposed trade-off methodology at 6000 FLHs for yearly scheduling for 26
areas. These parameters are successfully fitted into a linear regression model as
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shown in Figure 10 with significant p-value (<< 0.005). Also, the coefficient of
regression (R2) value is 0.5, which confirms the accuracy of the fitted regression
model. This regression line confirms the indirect relationship between ‘the
strong correlation in electricity prices and CO2 emission’ and ‘the percentage
improvements in CO2 intensity’. The countries such as FR, PT, DE, etc. which
shows the strong correlation between electricity prices and CO2 intensity values
have shown negligible or negative improvements in the scheduling with the
proposed trade-off methodology. On the contrary, the countries such as NO,
DK, NL, BE, LV, etc, with a weak correlation of electricity prices and CO2
intensity showed a significant and noticeable improvement in the scheduling.
Similarly, it is worth investigating the effect of the correlation coefficient on
the improvements in the electricity prices. Figure 11 shows the fitted regression
model among these parameters. The fitted model is weak (with insignificant p-
value and very small regression coefficient of 0.02) and hence does not provide
any valuable information.
Similar improvements are obtained for the dataset from the year 2019. Fig-
ure 12 shows the linear regression model for ‘percentage improvements in CO2
intensity’ versus the ‘correlation between electricity prices and CO2 intensity’
for the year 2019 for the same 26 European countries. The fitted model is
not very strong (with regression coefficient (R2) = 0.31), but acceptable to
understand the relation between the targeted parameters for various countries.
Similar to Figure 10, Figure 12 shows the identical relationship for the year
2019. Most of the countries have shown consistent positions in the years 2018
and 2019 (as shown in Figures 10 and 12). In a few countries (for example,
PT), the CO2 intensity and electricity prices have shown a weaker correla-
tion in 2019 than in 2018, and therefore higher percentage improvements are
achieved in the respective countries. These observations confirm the strong
relations between ‘the correlation coefficient in electricity prices and CO2 in-
tensity’ and ‘the percentage improvement in CO2 intensity with the proposed
methodology’.
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Figure 11: Regression model showing the relation of ‘the correlation between electricity
prices and CO2 intensity’ with ‘the percentage of improvements in electricity price with the
proposed trade-off methodology at 6000 FLHs for yearly scheduling’ for 26 areas for the year
2018.
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Figure 12: Regression model showing the relation of ‘the correlation between electricity
prices and CO2 intensity’ with ‘the percentage of improvements in CO2 intensity with the
proposed trade-off methodology at 6000 FLHs for yearly scheduling’ for 26 areas for the year
2019.
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4. Forecast study
Further, it is crucial to examine the performance of the proposed method-
ology on forecasted electricity prices and CO2 intensity. For this purpose, the
French electricity prices and CO2 intensity time series for three months dated
from 2018−05−01 00 : 00 : 00 to 2018−07−31 23 : 00 : 00 are used for training
of the ‘Model 1’ (which is discussed in the earlier sections) and forecasted 36
hours ahead values throughout the next year, from 2018− 08− 01 00 : 00 : 00
to 2019 − 07 − 31 23 : 00 : 00 with an iterated approach that was performed
with the ForecastTB tool [37]. Out of these 36 hours, 13th to 36th hours
(last 24 values) are considered as a part of hours to be used for the scheduling
and the initial 12 hours are skipped due to the nature and rules of the Eu-
ropean electricity spot markets. Figures 13a and 13b shows the historic and
forecasted time-series of CO2 intensity and electricity prices for the targeted
365 days (from 2018 − 08 − 01 00 : 00 : 00 to 2019 − 07 − 31 23 : 00 : 00),
respectively. The statistical characteristics of both parameters in historic and
forecasted time series are shown in Table 1 along with the correlation coeffi-
cients between them.
Table 1: Statistical characteristics of historic and forecasted CO2 intensity and electricity
price time series. (Min. = Minimum, 1st Qu. = First quartile, Max. = Maximum, SD =
Standard Deviation, CC = Correlation Coefficient.)
Time series Min. 1st Qu. Median Mean 3rd Qu. Max. SD CC
Historic CO2
intensity
16.35 61.03 88.78 87.26 111.65 200.00 33.99
0.81
Forecasted CO2
intensity
9.47 70.10 90.41 89.30 109.64 176.78 28.30
Historic
electricity prices
-24.92 36.74 47.95 49.37 62.60 150.00 18.27
0.87
Forecasted
electricity prices
9.50 38.17 50.37 50.52 63.68 106.23 16.93
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Figure 13: Historic and forecasted time-series of (a) CO2 intensity and (b) electricity price
for the targeted 365 days (from 2018 − 08 − 01 00 : 00 : 00 to 2019 − 07 − 31 23 : 00 : 00 at
hourly interval).
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The forecasted results are validated with a linear regression model fitted in
Figures 14a and 14b for CO2 intensity and electricity prices, respectively. Both
fitted models are fitted accurately with strong regression coefficients (R2) of
0.67 and 0.77 for CO2 intensity and electricity prices, respectively.
Figure 15a compares CO2 intensity for consumption at a random time
during the 24-hour interval for an entire year in Denmark and corresponding
scheduled values at best, compromised, and trade-off cases of scheduling. Each
bar shows results for different durations of flexible consumption from one to
24 hours. The ratio between the bars is shown as the respective colored lines.
A ratio of one means there are no savings from scheduling compared to con-
suming at a random time. This is the case when the flexible consumption
takes up all 24 hours of the window. The ratio decreases as the duration of
flexible consumption decreases. This is to be expected as a shorter duration
of consumption means more flexibility for scheduling during the 24 windows.
Further, Figure 15b compared the performance of scheduling cases for electric-
ity prices during the 24-hour interval for an entire year in Denmark. A similar
comparison is done for CO2 intensity and electricity prices in France and is
shown in Figure 16a and 16b, respectively.
These comparison results confirm the negative relationship of ‘the corre-
lation between electricity prices and CO2 intensity’ with ‘the percentage of
improvements in CO2 intensity with the proposed trade-off methodology’ dis-
cussed in Figure 10. In the case of Denmark, a significant improvement is
observed for CO2 intensity as well as electricity prices with the proposed graph-
ical scheduling methodology. Whereas, the performance of the same proposed
methodology observed similar or worse than the compromised cases for both
CO2 intensity and electricity price schedule.
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(a) Linear regression model fitted for CO2 intensity.
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(b) Linear regression model fitted for electricity price.
Figure 14: Linear regression model fitted for forecasted and historic (a) CO2 intensity and
(b) electricity prices.
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Figure 15: Comparison of emissions between (a) CO2 intensity and (b) electricity price
scheduling and consuming at a random time during the 24-hour interval for an entire year in
Denmark. Each bar shows results for different durations of flexible consumption. The ratio
between the bars is shown as the red line.
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Figure 16: Comparison of emissions between (a) CO2 intensity and (b) electricity price
scheduling and consuming at a random time during the 24-hour interval for an entire year
in France. Each bar shows results for different durations of flexible consumption. The ratio
between the bars is shown as the red line.
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5. Investigating the trade-off between spot price and CO2 intensity
So far, we have discussed the scheduling of hours with the proposed graph-
ical methodology with an inclined line at a 45 degree angle, which ensures an
equal weight of the CO2 intensity and electricity prices as shown in Figure 17.
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Figure 17: Schematic of equal weight between electricity price and CO2 intensity.
The proposed methodology allows us to change the share of CO2 intensity
and electricity prices by altering the angle of the inclined line. For instance, if
we change the angle of inclination from 45 to 30 degrees, it leads to the change
in the ratios of CO2 intensity and electricity prices as shown in Figure 18.
The corresponding effect on the scheduling of hours by varying the an-
gles of the inclined line in the proposed methodology is examined for the
Danish dataset for the year 2018. The angle is varied at the rate of x ∈
{0◦, 15◦, 30◦, 45◦, 60◦, 75◦, 90◦}. Also, the hours are scheduled for daily, monthly,
and yearly FLHs. Figure 19 (a), (b), and (c) are the observed changes in the
CO2 intensity and electricity prices for 6000 FLHs with respect to change in
the inclination angle of the line for daily, monthly and yearly FLHs scheduling,
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Figure 18: Schematic of impact on weight between electricity price and CO2 intensity when
changing the angle from 45 to 30 degrees.
respectively. In these figures, 6000 FLHs are scheduled yearly, that is 500 hours
scheduled monthly, and approximately 16 hours scheduled daily. The results
for an angle of 45 degrees are highlighted with a big black dot. This is the case
of equal weight between the electricity price and CO2 intensity.
It is clear from all sub figures that the price decreases and the CO2 inten-
sity increases with increasing angle and vice versa. This corresponds to the
increasing (decreasing) angle weighting the electricity price (CO2 intensity)
higher. This leads to a trade-off between the two as it is not possible to obtain
the lowest price and CO2 intensity at the same time. Another general pattern
is that as the scheduling horizon increases from daily to monthly to yearly, the
variation in price and CO2 intensity for different angles increases dramatically.
For the daily scheduling, we see only small changes in price when changing
the angle. However, the angle has a larger effect on the intensity. For the
monthly scheduling, there seems to be a plateau in the intensity for angles be-
tween 30 degrees and 60 degrees. This opens an opportunity for weighting the
price higher with an angle of 30 degrees and get about the same low intensity
30
as if the angle was at 30 degrees. The lines for price and intensity diverge
extremely when it comes to yearly scheduling. This means that any choice of
angle in this case is a trade-off between the two.
While the minima and maxima of the price and CO2 lines get more extreme
with increasing scheduling horizon, the values for the midpoint at 45 degrees
decrease. From daily to monthly scheduling the price and CO2 intensity de-
crease by 5.7 and 2.9 %, respectively. From daily to yearly scheduling the price
and CO2 intensity decrease by 14.3 and 7.1 %, respectively. This shows that
with a longer scheduling horizon, it is on average possible to find more hours of
simultaneous low price and CO2 intensity than it is with only a daily horizon.
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Figure 19: Observed changes in the CO2 intensity and electricity prices for 6000 FLHs with
respect to change in the inclination angle of the line for a) daily, b) monthly and c) yearly
FLHs scheduling, respectively.
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6. Conclusions
With the increasing shares of variable renewable energy sources in the elec-
tricity system flexibility becomes increasingly important. Power-to-X assets are
a great source of this flexibility. However, for these plants to be economic viable
it is necessary to have proper scheduling mechanisms in place. In addition to
considering market prices, these scheduling methods should also consider the
CO2 intensity of electricity. This ensures that the flexibility provided to the
system by Power-to-X is supporting the integration of larger shares of variable
renewable energy sources.
This study has introduced a graphical approach to schedule Power-to-X
plants while optimizing for minimum spot market electricity prices, minimum
CO2 intensity, or a mix between the two.
In a simulation study using historical prices and CO2 intensity for four
different countries, it is found that there is a general tendency for the price and
CO2 intensity to increase with the number of full load hours scheduled. This
is expected since more hours of operation means less flexibility in scheduling
them. Another general pattern is that the price and CO2 intensity tend to
decrease with increasing scheduling horizon.
The choice of optimization objective in scheduling has a huge impact on
the resulting price and CO2 emissions but the effect decreases fast with an
increasing number of hours scheduled per year.
Investigating the trade-off between optimizing for price or CO2 intensity
shows that it is indeed a trade-off: it is not possible to obtain the lowest price
and CO2 intensity at the same time. The potential for obtaining a low price
or low CO2 intensity increases with increasing scheduling horizon, but at the
same time the trade-off becomes increasingly pronounced.
There are two reasons for the simplicity of the graphical approach intro-
duced in this study. Firstly, it is easy to explain to stakeholders without
requiring deep mathematical knowledge. Secondly, it requires little effort to
implement it in the operation of Power-to-X assets.
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In future work, we will explore more advanced methods that take the control
constraints of the Power-to-X asset into account. These constraints include
ramp rate limits and minimum running time after startup. Including such
constraints are necessary for the scheduling method to be applicable to a wide
range of Power-to-X assets.
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Appendix A. Tables
Table A.3: Percentage improvements in electricity prices and CO2 intensity values at 6000
FLHs for yearly scheduling in 26 areas with the proposed trade-off methodology. (values are
rounded at the decimal point).
Countries Parameter Best case Compromised case Trade-off case % Improvement
DK-2
Intensity 268 328 273 16
Prices 38 45 42 6
38
DK-1
Intensity 189 276 197 28
Prices 36 42 39 7
AT
Intensity 228 260 235 9
Prices 37 42 40 5
BE
Intensity 266 356 269 24
Prices 44 55 53 3
BG
Intensity 494 528 499 5
Prices 59 69 63 9
CH
Intensity 431 490 442 9
Prices 43 52 48 7
CZ
Intensity 602 690 618 10
Prices 37 46 43 6
DE
Intensity 459 486 508 -4
Prices 35 39 41 -5
EE
Intensity 872 948 918 3
Prices 40 46 48 -3
ES
Intensity 311 359 325 9
Prices 51 55 54 2
FI
Intensity 298 322 301 6
Prices 40 45 43 3
FR
Intensity 60 66 61 7
Prices 41 43 42 1
GB
Intensity 291 315 296 6
Prices 50 54 52 4
GR
Intensity 650 697 679 2
Prices 55 59 58 1
HU
Intensity 409 422 445 -5
Prices 41 45 59 -30
IT
Intensity 468 493 473 4
Prices 52 59 56 6
LT
Intensity 253 289 258 10
Prices 41 46 44 3
LV
Intensity 442 521 447 14
Prices 41 50 47 5
NL
Intensity 352 442 361 18
Prices 44 52 47 8
39
NO
Intensity 28 65 32 50
Prices 39 45 43 4
PL
Intensity 899 925 937 -1
Prices 186 209 211 -1
PT
Intensity 329 358 366 -2
Prices 52 54 57 -5
RO
Intensity 354 380 394 -3
Prices 163 201 201 0
RS
Intensity 816 863 833 3
Prices 40 47 44 6
SI
Intensity 317 359 331 7
Prices 41 49 43 11
SK
Intensity 384 409 419 -2
Prices 38 44 46 -3
Appendix B. Performance of the proposed trade-off methodology
for other countries
This section have the Figures B.20, B.21 and B.22, which show the perfor-
mance of the proposed trade-off methodology in Norway, France, and Germany,
respectively.
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Table A.2: Percentage improvements in electricity prices and CO2 intensity values at differ-
ent FLHs and time scale scheduling in Denmark with the proposed trade-off methodology.
(values are rounded at the decimal point).
FLH Time scale Parameters Best-case Compromised-case Trade-off case % Improvement
4000
Yearly
Intensity 236 328 245 25
Prices 33 44 34 21
Monthly
Intensity 253 313 279 10
Prices 36 41 38 8
Daily
Intensity 285 333 322 3
Prices 38 44 40 9
5000
Yearly
Intensity 252 326 258 20
Prices 36 44 37 17
Monthly
Intensity 268 317 289 8
Prices 38 42 39 8
Daily
Intensity 294 331 315 4
Prices 40 44 41 8
6000
Yearly
Intensity 268 328 273 16
Prices 38 45 39 14
Monthly
Intensity 282 319 301 5
Prices 39 43 41 4
Daily
Intensity 301 330 319 3
Prices 41 45 42 6
7000
Yearly
Intensity 286 329 289 12
Prices 40 45 41 10
Monthly
Intensity 297 321 311 3
Prices 41 44 43 3
Daily
Intensity 311 330 317 4
Prices 43 45 44 1
41
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(e) CO2 intensity scheduling with proposed trade−off methodology
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(f) Eletricity prices scheduling with proposed trade−off methodology
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Figure B.20: Full load hours scheduling in Norway.
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(a) Best−case CO2 intensity scheduling
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(b) Best−case electricity prices scheduling
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(c) Compromised CO2 intensity scheduling 
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(d) Compromised electricity prices scheduling 
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(e) CO2 intensity scheduling with proposed trade−off methodology
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(f) Eletricity prices scheduling with proposed trade−off methodology
Full Load Hours
El
ec
tri
ci
ty
 p
ric
es
 (€
/M
W
h)
Yearly Scheduled
Monthly Scheduled
Daily Scheduled
500 1500 2500 3500 4500 5500 6500 7500 8500
Figure B.21: Full load hours scheduling in France.
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(a) Best−case CO2 intensity scheduling
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(b) Best−case electricity prices scheduling
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(c) Compromised CO2 intensity scheduling 
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(d) Compromised electricity prices scheduling 
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(e) CO2 intensity scheduling with proposed trade−off methodology
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(f) Eletricity prices scheduling with proposed trade−off methodology
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Figure B.22: Full load hours scheduling in Germany.
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