Introduction

Finite perimeter sets and compactness
In the remaining part of this paper we always assume that all the Riemannian manifolds M considered are smooth with smooth Riemannian metric g. We denote by V g the canonical Riemannian measure induced on M by g, and by A g the (n − 1)-Hausdorff measure associated to the canonical Riemannian length space metric d of M . When it is already clear from the context, explicit mention of the metric g will be suppressed in what follows. Definition 1.1. Let M be a Riemannian manifold of dimension n, U ⊆ M an open subset, X c (U ) the set of smooth vector fields with compact support on U . Given E ⊂ M measurable with respect to the Riemannian measure, the perimeter of E in U , P(E, U ) ∈ [0, +∞], is
where ||X|| ∞ := sup |X p | gp : p ∈ M and |X p | gp is the norm of the vector X p in the metric g p on T p M . If P(E, U ) < +∞ for every open set U , we call E a locally finite perimeter set. Let us set P(E) := P(E, M ). Finally, if P(E) < +∞ we say that E is a set of finite perimeter. Definition 1.2. We say that a sequence of finite perimeter sets E j converges in L 1 loc (M ) to another finite perimeter set E, and we denote this by writing E j → E in L 1 loc (M ), if χ E j → χ E in L 1 loc (M ), i.e., if V ((E j ∆E) ∩ U ) → 0 ∀U ⊂⊂ M . Here χ E means the characteristic function of the set E and the notation U ⊂⊂ M means that U ⊆ M is open and U (the topological closure of U ) is compact in M . Definition 1.3. We say that a sequence of finite perimeter sets E j converge in the sense of finite perimeter sets to another finite perimeter set E, if E j → E in L 1 loc (M ), and lim j→+∞ P(E j ) = P(E).
For a more detailed discussion on locally finite perimeter sets and functions of bounded variation on a Riemannian manifold, one can consult [JPPP07] .
Isoperimetric profile and existence of isoperimetric regions
Standard standard results of the theory of sets of finite perimeter, guarantee that A(∂ * E) = H n−1 (∂ * E) = P(E) where ∂ * E is the reduced boundary of E. In particular, if E has smooth boundary, then ∂ * E = ∂E, where ∂E is the topological boundary of E. In the sequel we will not distinguish between the topological boundary and reduced boundary when no confusion can arise.
Definition 1.4. Let M be a Riemannian manifold of dimension n (possibly with infinite volume). We denote byτ M the set of finite perimeter
is called the isoperimetric profile function (or shortly the isoperimetric profile) of the manifold M . If there exist a finite perimeter
such an Ω will be called an isoperimetric region, and we say thatĨ M (v) is achieved.
Compactness implies always existence of isoperimetric regions, but there are examples of manifolds without isoperimetric regions of some or every volumes. For further information about this point the reader could see the introduction of [Nar14a] or [MN15] and the discussion therein. So we cannot have always a compactness theorem if we stay in a noncompact ambient manifolds. If M is compact, classical compactness arguments of geometric measure theory combined with the direct method of the calculus of variations provide existence of isoperimetric regions in any dimension n. For completeness we remind the reader that if n ≤ 7, then the boundary ∂Ω of an isoperimetric region is smooth. More generally, the support of the boundary of an isoperimetric region is the disjoint union of a regular part R and a singular part S. R is smooth at each of its points and has constant mean curvature, while S has Hausdorff-codimension at least 7 in ∂Ω. For more details on regularity theory see [Mor03] or [Mor09] Sect. 8.5, Theorem 12.2.
Main Results
The main result of this paper is the following theorem which is an application of the preceding theory plus the work done in [EM13b] to some mathematical problems arising naturally in general relativity. Theorem 1. Let (M n , g) be an n ≥ 3 dimensional complete Riemannian manifold. Assume that there exists a compact set K ⊂⊂ M such that M \ K =˚ i∈I E i , where I := {1, ..., l}, l ∈ N \ {0}, and each E i is a C 0 -asymptotic to Schwarzschild of mass m > 0 at rate γ end, see Definition 2.7. Then there exists a volume V 0 = V 0 (M, g) such that for every volume v ≥ V 0 there exists at least one isoperimetric region Ω v enclosing volume v. Moreover Ω v satisfies the conclusions of Lemma 2.1. Remark 1.1. The caracterization of isoperimetric regions in Theorem 1 follows exactly the lines of Theorem 5.1 of [EM13b] applied to the part of an isoperimetric region that have a sufficiently big volume in a end, the details and suitable modification of the proof are presented in Lemma 2.1.
In the next theorem paying the price of strenghten the rate of convergence to the Scwarzschild metric inside each end, we can show existence of isoperimetric regions in every volumes. The proof uses the generalized existence theorem of [Nar14a] and a slight modification of the fine estimates for the area of balls that goes to infinity of Proposition 12 of [BE13] .
Theorem 2. Let (M n , g) be an n ≥ 3 dimensional complete Riemannian manifold. Assume that there exists a compact set K ⊂⊂ M such that M \ K =˚ i∈I E i , where I := {1, ..., l}, l ∈ N \ {0}, and each E i is a C 0 -strongly asymptotic to Schwarzschild of mass m > 0 end, see Definition 2.8. Then for every volume 0 < v < V (M ) there exists at least one isoperimetric region Ω v enclosing volume v.
1.4 Plan of the article 1. Section 1 constitutes the introduction of the paper. We state the main results of the paper.
2. In Section 2 we prove Theorems 1 and 2.
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2 Proof of Theorems 1 and 2
Definitions and notations
Now, let us recall the basic definitions from the theory of convergence of manifolds, as exposed in [Pet06] . This will help us to state the main results in a precise way.
Definition 2.1. For any m ∈ N, α ∈ [0, 1], a sequence of pointed smooth complete Riemannian manifolds is said to converge in the pointed C m,α , respectively C m topology to a smooth manifold Remark 2.1. In general, a lower bound on Ric M and on the volume of unit balls does not ensure that the pointed limit metric spaces at infinity are still manifolds.
This motivates the following definition, that is suitable for most applications to general relativity for example. Definition 2.3. We say that a smooth Riemannian manifold (M n , g) has C m,α -locally asymptotic bounded geometry if it is of bounded geometry and if for every diverging sequence of points (p j ), there exist a subsequence (p j l ) and a pointed smooth manifold
For a more detailed discussion about this last definition and from it comes, the reader could find useful to consult [Nar14a] . Remark 2.2. Observe that if (M, g, p) ∈ M m,α (n, Q, r) for every p ∈ M , then M have C 0 -bounded geometry. So Theorem 2.1 applies to pointed manifolds in M m,α (n, Q, r). For the exact definitions see chapter 10 of [Pet06] . Now we come back to the main interest in our theory, i.e., to extend arguments valid for compact manifolds to noncompact ones. To this aim let us introduce the following definition suggested by Theorem 2.1.
Definition 2.4. We call D ∞ = i D ∞,i a finite perimeter sets inM a generalized set of finite perimeter of M and an isoperimetric region ofM a generalized isoperimetric region, whereM is ....
Remark 2.4. If D is a genuine isoperimetric region contained in M , then D is also a generalized isoperimetric region with N = 1 and
This does not prevent the existence of another generalized isoperimetric region of the same volume having more than one piece at infinity. Definition 2.5. Let m ∈ N and α ∈ [0, 1] be given. We say that a complete Riemannian n-manifold (M, g) is C m,α -locally asymptotically flat or equivalently C m,α -locally asymptotically Euclidean if for every diverging sequence of points (p j ) j∈N there exists a subsequence (p j l ) l∈N such that the sequence of pointed manifolds (M, g, p j l ) → (R n , δ, 0) in the pointed C m,α -topology, where δ is the canonical Euclidean metric of R n .
Remark 2.5. Observe that an C m,α -locally asymptotically Euclidean manifold in the sense of Definition 2.5 is of bounded geometry in the sense of definition 2.5. 
for all r ≥ 2, where r := |x| = δ ij x i x j , (Einstein convention). We will use also the notations B r := {x ∈ R n : |x| < r}, and S r := {x ∈ R n : |x| = r}, for a centered coordinate ball of radius r and a centered coordinate sphere of radius r, respectively.
Remark 2.6. Observe that an initial data set in the sense of Definition 2.6 is C 2 -locally asymptotically Euclidean in the sense of definition 2.5.
In what follow we always assume that n ≥ 3.
Definition 2.7. For any m > 0, γ ∈ (0, 1], and k ∈ N, we say that an initial data set is C k -asymptotic to Schwarzschild of mass m > 0 at rate γ, if
for all r ≥ 2, in each coordinate chart
n−2 δ ij is the usual Schwarzschild metric on (R n \ {0}).
Definition 2.8. For any m > 0, γ ∈]0, +∞[, we say that an initial data set is C 0 -strongly asymptotic to Schwarzschild of mass m > 0 at rate γ, if
Lemma 2.1. There exists V 0 = V 0 (M, g), and a large ball B such that if Ω ⊆ M is an isoperimetric region with V (Ω) = v ≥ V 0 , then there exists an end E v such that Ω ∩ E v is the region below a normal graph based on S r where V g (Ω ∪ E v ) = V g (B r \ B Ev ), i.e., Ω = x −1 (ϕ(B r \ B 1 ))∪Ω * , with Ω * ⊆ B and ϕ(B r \ B 1 ) ⊆ R n \ B R n (0, 1) is a suitable perturbation of B r \ B 1 . Ω ∩ E v contain the horizon Σ of E v and is an isoperimetric region as in Theorem 4.1 of [EM13b] , Ω \ E v contain the horizon Σ and Ω \ E v has least relative perimeter with respect to all domains in B \ E containing Σ.
Remark 2.7. In general B contain U and is much more larger than U . In general M \ B is a union of ends that are foliated by the boundary of isoperimetric regions of that end.
Proof: Let (Ω j ) be a sequence of isoperimetric regions in M , such that V (Ω j ) → +∞. Without loss of generality we can assume that V (Ω j ∩ E) → +∞ where E is some fixed end with respect to j. The proof of this fact follows easily because the number of ends is finite. Now, put Ω ′ j := (Ω j \ E)˚ ϕ(x −1 B r j \ B 1 ), where V (ϕ(x −1 (B r j \ B 1 ))) = V (Ω \ E) and ϕ(x −1 (B r j \ B 1 )) is an isoperimetric region that contain the horizon. For v large enough we claim that A(∂Ω ′ j ) ≤ A(∂Ω j ). To see this we use exactly the same arguments of Theorem 5.1 [EM13a] , 4.1 of [EM13b] and Theorem 15 of [BE13] . In particuar the arguments of Theorem 15 of [BE13] , are used taking into account that we are in a C 0 -asymptotic Schwarzschild end instead of just an exact Schawrzschild end, but this is a quite standard task and we omit here the details. From this discussion follows that Σ ⊆ Ω,
for larges values of V (Ω), where E is the preferred end and Σ is the horizon of E. Roughly speaking, it remains to show that there is no infinite volume in at least two ends. But this follows quickly from the estimates of [EM13b] because the dominant term in the expansion of the area with respect to volume is like in Euclidean space which shows that two big different coordinate balls each in one different end do worst than one coordinate ball of the same volume in just one end. To see this the reader could use equation (10). According to (5) we have Σ ⊂ Ω \ E v , hence to finish the proof it is sufficient to prove that Ω \ E v ⊆ B \ E is such that and it holds
the detailed verification of (6) being left to the reader. q.e.d.
Now we prove Theorem 1.
Proof: Take a sequence of volumes v i → +∞. Applying the generalized existence Theorem 1 of [Nar14a], we get that there exists Ω i ⊂ M , (Ω i is eventually empty) isoperimetric region with V (Ω i ) = v i1 and B(0, r i ) ⊂ R n with V (B R n (0, r i )) = v i2 , satisfying v i1 + v i2 = v i , and
. We observe that I M (v i1 ) = A(∂Ω i ) and that we have just one piece at infinity because two balls do worst than one in Euclidean space. Note that this argument was already used in the proof of Theorem 1 of [MN15] . If v i2 = 0 there is nothing to prove about existence. If v i2 > 0 one can have three cases
2. there exist a constant K > 0 such that 0 < v i1 ≤ K for every i ∈ N.
3. v i1 = 0, for i large enough.
We will show, in first, that we can rule out case 2) and 3). To do so, suppose by contradiction that 0 < v i1 ≤ K < +∞ then remember that by Theorem 1 of [FN14] the isoperimetric profile function I M is continuous so V (Ω i ) + A(∂Ω i ) ≤ K 1 where K 1 > 0 is another positive constant. We can extract from the sequence of volumes v i1 a convergent subsequence named again v i1 →v ≥ 0. By generalized existence we obtain a generalized isoperimetric region for every i ∈ N. As a consequence of the fact that v i → +∞ and (v i1 ) is a bounded sequence we must have v i2 → +∞, hence r i → +∞, and we get H ∂D∞ = lim r i →+∞ n−1 r i = 0. As it is easy to see it is impossible to have an Euclidean ball with finite positive volume and zero mean curvature. This implies that D ∞ = ∅, for v i large enough. As a consequence of the proof of Theorem 2.1 of [RR04] or Theorem 1 of [Nar14a] and the last fact we have Ω i → D 1 in the sense of finite perimeter sets of M . This last assertion implies that V (D 1 ) =v = lim i→+∞ v i1 . By Lemma 2.7 of [Nar14a] we get I M ≤ I R n . It follows that
because v i − v i2 →v and I R n is the function v → v n−1 n , with fractional exponent 0 < n−1 n < 1. By (7) lim i→+∞ I M (v i1 ) = 0, since I M is continuous we obtain
which implies that V (D 1 ) =v = 0. Now for small nonzero volumes, isoperimetric regions are psedobubbles with small diameter and big mean curvature H ∂Ω i → +∞, because M is C 2 -locally asymptotically Euclidean, compare [Nar14b] , and for earlier results in the compact case compare of [Nar09a] , but this is a contradiction because by first variation of area
, with r i → +∞. We have just showed that v i1 = 0 for i large enough provided v i1 is bounded, that is case 2) is simply impossible.
Consider, now, the case v i1 = 0. To rule out this case we compare a large Euclidean ball of enclosed volume v i2 with
, for large i then we have that all the mass stays in a manifold at infinity and so if we want to have existence we need an isoperimetric comparison between I M (v) and I M∞ (v) = I R n (v). This isoperimetric comparison is a consequence of (9) which gives that there exists a volume i (B r \ B 1 (0)), with r such that V (B r ) = v, because after straightforward calculations
where m * > 0 is the same coefficient that appears in the asymptotic expansion of
. Namely m * = c ′ n m > 0, where c ′ n is a dimensional constant that depends only on the dimension n of M . The calculation of m * is straightforward and we omit here the details, in the case of n = 3 it comes immediately from (3) of [EM13a] . It is worth to note here that (3) is crucial to have the remainder in (9) of order of infinity strictly less than v 1 n . If the rate of convergence of g to g m was of the order r −α with 0 < α ≤ n − 2 then this could add some extra term to m * that we could not control necessarily.
So we are reduced just to the case 1). We will show that the only possible case is v i1 → +∞ and v i2 = 0. A way to see this fact is to consider equation (9) and observe that the leading term is Euclidean, now we take all the mass v i2 and from infinity we add a volume v i2 to the part in the end E, in this way we construct a competitor setΩ
, where E is one fixed end in which V (E ∩ Ω v i1 ) → +∞, r i >r i , and V (x −1 (ϕ(B r i \ Br i ))) = v i2 in such a way thatΩ v i ∩E is an isoperimetric region containing the horizon Σ of E, i.e., a pertubation of a large coordinate ball as prescribed by Theorem 4.1 of [EM13b] ,Ω v i ∩ (B \ E) =:Ωv i and V (Ω v i ) = v i . Hence by virtue of (9) we get for large v i1
where
is the relative area of the isoperimetric regionΩv i1 of volumev i1 inside B \ E where B is the fixed big ball of Lemma 2.1. It easy to see that Ω v i1 ∩ (B \ E) could be caracterized as the isoperimetric region for the relative isoperimetric problem in B \ E which contain the horizon Σ of E. Such a relative isoperimetric regionΩ exists by standard compactness arguments of geometric measure theory, in particular
Again by compactness arguments it is easy to show that the relative isoperimetric profile 
for large volumes v i → +∞, which is the desired contradiction. We remark that the use Lemma 2.1 is crucial to have the right shape of Ω v i1 inside the preferred end E. The only case that remains to settle is when v i1 → +∞ and 0 < v i2 ≤ const. for every i. By generalized compactness there exists v 2 ≥ 0 such that v i2 → v 2 . If v 2 > 0 then comparing the mean curvatures like already did in this proof, to avoid case 2) we obtain a contradiction, because the mean curvature of a large coordinate sphere tends to zero but the curvature of an euclidean ball of positive volume v 2 is not zero. A simpler way to see this is again to look at formula (9), since the leading term is I R n that is strictly subadditive, we can consider again a competing domainΩ
, where E is one fixed end in which 
D is obtained by perturbing the closed balls B := {x : |x − a| ≤ r}, for bounded radius r and big |a|. The remaining part of the proof follows exactly the same scheme of Theorem 13 of [BE13] , that was previously employed in another context in the proof of Theorem 1.1 of [MN15] . Now, using Theorem 1 of [Nar14a] , or Theorem 2.1 we get that there exists a generalized isoperimetric region Ω = Ω 1∪ Ω ∞ , both Remark 2.8. As a final remark we observe that the hypothesis of convergence of the metric tensor stated in 4 are necessary for the proof because a weaker rate of convergence could destroy the estimate (13), when passing from the model Scharzschild metric to a C 0 -asymptotically one.
