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Abstract
The play-the-winner (PW) rule is an important method in clinical trials where patients can be
assigned to one of the two treatments. In the PW rule, the probability of the next patient to be assigned
to a particular treatment only depends on the response of the current patient. In this paper, we consider a
general kind of PW rule for multi-treatment adaptive designs, in which the probability that a treatment
is assigned to the next patient depends upon both the response of the previous patient and an estimated
parameter, e.g., the observed success rate. Using this kind of adaptive designs, more information of
previous stages are used to update the model at each stage, and more patients may be assigned to better
treatments. The strong consistency and the asymptotic normality are established for the allocation
proportions.
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1. Introduction
In comparing treatments 1 and 2 with dichotomous response (success and failure), sup-
pose subjects arrive to the experiment sequentially and must be assigned immediately to
treatment 1 or 2. Zelen [18] proposed the well-known play-the-winner (PW) rule: a success
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on a particular treatment generates a future trial on the same treatment with a new patient.
A failure on a treatment generates a future trial on the alternate treatment. The PW rule is
used for the ethical consideration in which more patients are assigned to a better treatment.
As an extension of PW rule,Wei andDurham [17] proposed the randomized play-the-winner
(RPW) rule based on the urn model. Wei [16] extended the RPW rule to multi-treatment
clinical trials. And he also deﬁned a generalized Polya’s urn (GPU) design. The asymptotic
properties of the RPW rule and its various generalizations to multi-treatment cases based
on the GPU have been studied by many authors (cf., [16,14,13,2,3], etc.). Recently, Bai et
al. [4] proposed a new adaptive design for multi-arm clinical trials. In this adaptive design,
the urn is updated according to the rate of sample’s success. Such design can assign more
patients to better treatments than Wei’s does. However, the asymptotic distribution of the
allocation proportion is unknown.
When the cure rate of each treatment is large (close to 1), the asymptotic distribution of
the allocation proportion is unknown in using the RPW rule or its generalizations to multi-
treatment cases based on the GPU. The variability of the RPW rule and the GPU model is
very high unless all treatments have low cure rates. The variability of allocation may have
a strong effect on the power. This has been demonstrated by the simulation studies of Melﬁ
and Page [9] as well as Rosenberger et al. [12], and Hu and Rosenberger [8]. Due to the
unknown distribution and high variability, the designs in which we use urn models become
less applicable when the treatments have high cure rates, in sense that it is difﬁcult to test
whether or not a design truly assign more patients to better treatments or the design ﬁt the
desirable goals.
In this paper, we consider an alternative generalization of the PW rule and deﬁne a new
adaptive design. In this new adaptive design, instead of using the urn model, we assign
each patient directly with a certain probability that depends on an estimated parameter, e.g.,
the observed success rate. A special case (see Example 2.1) of this new adaptive design
is similar to the one proposed by Bai et al. [4]. However, the asymptotic normality holds
now in almost all cases. Another special case (see Example 2.3) is the sequential maximum
likelihood procedure mentioned by Melﬁ and Page [9,10] and Melﬁ et al. [11]. In Section
2, we deﬁne the new design and give some examples. The asymptotic properties, including
the strong consistency and its convergence rate, the asymptotic normality and Gaussian
approximation are discussed in Section 3. The technical proofs are given in Section 4.
2. The design and examples
Consider a d-treatment clinical trial. Patients are recruited to the clinical trial sequentially
and can respond immediately to treatments. Suppose at stage m, the mth patient is assigned
to treatment i. We write the response of the mth patient to treatment i as m,i , which is a
random variable following the distribution Pi , where i ∈ i . Then the (m + 1)th patient
will be assigned to treatment j according to a certain probability, which depends on the
response m,i of the mth patient. Let dij (m,i) denote this probability. After n assignments,
let Nni be the number of patients assigned to treatment i, for i = 1, . . . , d, and let Xni = 1
if the nth patient is assigned to treatment i and 0 otherwise. Write Nn = (Nn1, . . . , Nnd),
Xn = (Xn1, . . . , Xnd) and  = (1, . . . , d). It is obvious thatNn1′ = Nn1+· · ·+Nnd = n,
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where 1 = (1, . . . , 1). Also,
P(Xm+1,j = 1|Xm,i = 1, m,i) = dij (m,i), i, j = 1, . . . , d,
dij (m,i)0 and
d∑
j=1
dij (m,i) = 1.
Such a design is a generalization of the two-treatment Markov chain adaptive design pro-
posed byBai et al. [1].Wewrite m = (m,1, . . . , m,d), and assume that {m,m = 1, 2, . . .}
is a sequence of i.i.d. random vectors. In the clinical trial, i,k is observed when the ith pa-
tient is assigned to treatment k, i.e., Xi,k = 1. The complete data consist of all the responses
{i,k}. The observed data are {i,k : Xi,k = 1}.
Inmany cases, the parameters k’s can be regarded as rules tomeasurewhether a treatment
is good or not. If 1, . . . , d are known, it is reasonable to use them to optimize the design.
In such case, the assignment probability dij depends on , i.e.,
P(Xm+1,j = 1|Xm,i = 1, m,i) = dij (, m,i), i, j = 1, . . . , d
and then
P(Xm+1,j = 1|Xm,i = 1) = hij () =: E[dij (, m,i)], i, j = 1, . . . , d.
It follows that {Xn; n1} is a homogeneous Markov chain with transition matrix
H = H() = (hij ())di,j=1.
However, the parameter  is usually unknown and needs to be estimated. Now let us consider
the following adaptive design. Throughout this paper, we assume that  = Em. Then we
can use the sample mean to estimate .
Adaptive Design 1. Suppose the previous m − 1 patients are assigned and the responses
are observed. Let ˆm−1 = (ˆm−1,1, . . . , ˆm−1,d ) be an estimate of , where ˆm−1,k =∑m−1
i=1 Xi,ki,k+0,k
Nm−1,k+1 , k = 1, . . . , d. Here, 0 = (0,1, . . . , 0,d ) is a known starting value.
Now, if the mth patient is assigned to treatment i and the response is observed, then we
assign the (m + 1)th patient to treatment j with probability dij (ˆm−1, m,i), j = 1, . . . , d.
However, to insure that each treatment is tested by enough patients, i.e., Nni → ∞ a.s.,
i = 1, . . . , d, dij (ˆm−1, m,i) could be modiﬁed by (1 − 1/m)dij (ˆm−1, m,i) + 1/md if
necessary. That is
P(Xm+1,j = 1|Fm,Xm,i = 1, m,i) =
(
1 − 1
m
)
dij (̂m−1, m,i),+ 1
md
,
i, j = 1, . . . , d. (2.1)
HereFn = (X1, . . . ,Xn, 1, . . . , n−1) is the history sigma ﬁeld.We also let hij (̂m−1) =
E[dij (̂m−1, m,i)|Fm−1] and write H(̂m−1) = (hij (̂m−1))di,j=1.
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Remark 2.1. If
∞∑
m=2
min
i
hij (̂m−1) = ∞ a.s., j = 1, . . . , d, (2.2)
then themodiﬁcation of dij (ˆm−1, m,i) is not necessary. For example, if =: {x : hij (x) >
0, i, j = 1, . . . , d} is a rectangle in Rd of the form (a,b), (a,b], etc., and also  ∈ ,
̂m−1 ∈  for each m, then (2.2) is satisﬁed (see the proof in Section 4).
Remark 2.2. Usually, many cases, in which the parameter  is not a mean of the response
n, can be transferred to the case we have studied above. In fact, if for each k, the estimator
˜n,k = ˜n,k(j,k : j = 1, 2, . . . , n) of  can be written in the following form:
˜n,k = 1
n
n∑
j=1
fk(j,k) + o(n−1/2−) for some  > 0 and functions fk, (2.3)
then in the Adaptive Design 1, we can deﬁne
̂m−1,k = ˜n,k(j,k : Xj,k = 1, j = 1, 2, . . . , m − 1).
Many maximum likelihood estimators and moment estimators satisfy (2.3).
As a function of ̂, H(̂) is assumed to be continuous at , i.e., H(x) → H = H() as
x → . It is obvious that H1′ = 1′. So, 1 = 1 is an eigenvalue of H. Let 2, . . . , d be
other d − 1 eigenvalues of H, and let  = max{|2|, . . . , |d |}. Then 1. Also, we let
v = (v1, . . . , vd) be a left eigenvector ofH corresponding to its maximal eigenvalue 1 = 1
with v1′ = 1 and vi0, i = 1, . . . , d. Such an eigenvector according to the matrix theory
is unique when i = 1, i = 2, . . . , d. In the next section, we will claim that under some
suitable conditions (stated in Section 3) on the functionH(·) and moments of the responses,
Nn
n
→ v a.s. and n1/2
(
Nn
n
− v
)
D→ N(0,), (2.4)
if  < 1, where  is deﬁned as in (3.4).
Next, we give some examples of the special case that the treatments have dichotomous
outcomes, the success and failure. Consider that the patient is assigned to treatment k, let
pk be the probability of success, and qk = 1 − pk , for k = 1, . . . , d. We assume that
0 < pk < 1, for k = 1, . . . , d. As an extension of the PW rule to the multi-treatment case,
Hoel and Sobel [6] proposed the cyclic play-the-winner (PWC) rule: if the response on
treatment k is a success, we assign the next patient to the same treatment. If the response
is a failure, we assign the next patient to the treatment k + 1. Here, treatment d + 1 means
treatment 1. By using the PWC rule, one has
Nnk
n
P→ vPWCi =:
1/qi∑d
j=1 1/qj
, i = 1, . . . , d. (2.5)
The PWC rule can make more patients to undergo better treatments. However, one may
argue, when there is a failure on treatment k, why we assign the next patient to treatment
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k+1 instead of any other treatment or some of the d−1 treatmentswith certain probabilities.
When there is a failure on treatment k, it should be more reasonable to assign the next patient
with higher probability to a better treatment among the other d − 1 treatments. Motivated
by this, we will consider the following adaptive design.
Example 2.1. If the response on treatment k is a success, we assign the next patient to the
same treatment. If the response is a failure,we assign the next patient to otherd−1 treatments
with probabilities proportional to the estimated rate of success, i.e., at stage m, when the
response of the mth patient on treatment k is a failure, we assign the (m + 1)th patient to
treatment j with probability pˆm−1,j
(Mm−1−pˆm−1,k) for all j = k, where Mm−1 =
∑d
j=1 pˆm−1,j ,
pˆm−1,j = Sm−1,j+1Nm−1,j+1 , and Sm−1,j denotes the number of successes of treatment j in all the
Nm−1,j trials of previous m − 1 stages, j = 1, . . . , d. For this design, we have
H =
⎛⎜⎜⎝
p1
p2
M−p1 q1 · · ·
pd
M−p1 q1
p1
M−p2 q2 p2 · · ·
pd
M−p2 q2· · · · · · · · · · · ·
p1
M−pd qd
p2
M−pd qd · · · pd
⎞⎟⎟⎠ ,
where M = ∑dj=1 pj , and
vi = pi(M − pi)/qi∑d
j=1 pj (M − pj )/qj
, i = 1, . . . , d.
The next example is an extension of Example 2.1.
Example 2.2. Let 0 < ∞. At the mth stage, if the response is a failure, we assign the
(m + 1)th patient to treatment j with probability pˆ

m−1,j
(Mm−1,−pˆm−1,k) for all j = k, instead,
where Mm−1, = ∑dj=1 pˆm−1,j . In this case, H(x) = (hk,j (x), k, j = 1, . . . , d), where
hk,k(x) = pk and hk,j (x) = x

j qk∑
i =k xi
for k = j . Also,
H = H() =:
⎛⎜⎜⎜⎜⎜⎝
p1
p2
M−p1 q1 · · ·
pd
M−p1 q1
p1
M−p2 q2 p2 · · ·
pd
M−p2 q2· · · · · · · · · · · ·
p1
M−pd qd
p2
M−pd qd · · · pd
⎞⎟⎟⎟⎟⎟⎠ ,
where M = ∑dj=1 pj , and
vi = v()i =:
pi (M − pi )/qi∑d
j=1 pj (M − pj )/qj
, i = 1, . . . , d.
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For these two examples, (2.4) holds. Example 2.1 is a special case of Example 2.2 with
 = 1. When  = 0, then H() and v()i become
H(0) =
⎛⎜⎜⎝
p1
1
d−1q1 · · · 1d−1q1
1
d−1q2 p2 · · · 1d−1q2· · · · · · · · · · · ·
1
d−1qd
1
d−1qd · · · pd
⎞⎟⎟⎠ ,
and
v
(0)
i =:
1/qi∑d
j=1 1/qj
, i = 1, . . . , d.
By comparing the values of v()’s, one can ﬁnd the larger . Then more patients will be
assigned to a better treatment. It is obvious that v(0)i = vPWCi , i = 1, . . . , d. Hence, the
design in Examples 2.1 or 2.2 can assign more patients to better treatments than the PWC
rule can. Also, when there is a failure, the assignment is random in the designs deﬁned in
these two examples. Hence, these designs are not so deterministic as the PWC rule.
Remark 2.3. When d = 2, the designs in Examples 2.1 and 2.2 are all PW rule.
Remark 2.4. Using the GPU model, Bai et al. [4] proposed a design similar to that in
Examples 2.1. But for the GPU model, to study the asymptotic normality, we need a very
stringent condition, that is, max{Re(2), . . . , Re(d)}1/2. Even in the three-treatment
case, such a condition is not easy to check.
Finally we give an example for the two-treatment case.
Example 2.3. We consider the two-treatment adaptive design. At the mth stage, no matter
what the response of the mth patient is, we assign the (m + 1)th patient to treatment j with
probability qˆm−1,j
qˆm−1,1+qˆm−1,2 , j = 1, 2. This is the sequential maximum likelihood procedure
proposed by Melﬁ and Page [9,10] and Melﬁ et al. [11]. If 0 < p1, p2 < 1, then
H(x) =
( 1−x2
(1−x1)+(1−x2)
1−x1
(1−x1)+(1−x2)
1−x2
(1−x1)+(1−x2)
1−x1
(1−x1)+(1−x2)
)
→ H =
( q2
q1+q2
q1
q1+q2
q2
q1+q2
q1
q1+q2
)
.
We have the following asymptotic properties:
Nn,1
n
− q2
q1 + q2 = O
(√
log log n
n
)
and
Nn,2
n
− q1
q1 + q2 = O
(√
log log n
n
)
a.s.
and
n1/2
(
Nn,1
n
− q2
q1 + q2 ,
Nn,2
n
− q1
q1 + q2
)
D→ N(0, 2)(1,−1),
592 Z. Li-Xin / Journal of Multivariate Analysis 97 (2006) 586–605
where
2 = q1q2(2 + p1 + p2)
(q1 + q2)3 . (2.6)
This design gives the same limiting proportions as the PW rule does.
3. Asymptotic properties
To study the precise asymptotic properties, we ﬁrst need some assumptions.
Assumption 3.1. For the matrix H and the vector v, we assume that  < 1 and vi > 0,
i = 1, . . . , d.
This assumption is satisﬁed if H is a regular transition matrix of a Markov chain, i.e., all
of the elements of Hq are strictly positive for some q = 1, 2, . . . . Then the assumption is
satisﬁed for all the designs in Examples 2.1–2.3 since hij > 0 for all i, j = 1, . . . , d.
Assumption 3.2. For the responses n, we assume that
E‖n‖2+c0 < ∞ for some  > 1
and write 2k = Var(1,k), k = 1, . . . , d.
Assumption 3.3. For the matrix function H(x), we assume that
H(x) − H = H(x) − H() = O(‖x − ‖) as x → .
Assumption 3.4. For the matrix function H(x), we assume that for some  > 0,
H(x) − H =
d∑
k=1
H(x)
xk
∣∣∣∣∣
x=
(xk − k) + O(‖x − ‖1+) as x → .
Using the notation and assumptions deﬁned as above, we can now establish the following
results.
Theorem 3.1. For Adaptive Design 1, suppose E‖1‖ < ∞ and j = 1, j = 2, . . . , d.
Then
Nn
n
→ v a.s.
Theorem 3.2. For Adaptive Design 1, under Assumptions 3.1–3.3,
Nn
n
− v = O
(√
log log n
n
)
a.s. (3.1)
The next theorem gives us the strong approximation of Nn.
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Theorem 3.3. For the Adaptive Design 1, suppose Assumptions 3.1, 3.2 and 3.4 are satis-
ﬁed. Deﬁne H˜ = H − 1′v and
 = (I − H˜′)−1(diag(v) − H′diag(v)H)(I − H˜)−1,
fk = vH(x)xk
∣∣∣
x=, F = (f
′
1, . . . , f ′d)′,
F† = F(I − H˜)−1, † = F′† diag(21/v1, . . . , 2d/vd)F†. (3.2)
Then possibly in a richer underlying probability space in which there exist two independent
d-dimensional standard Brownian motions {Bt } and {Wt }, we can redeﬁne the sequence
{Xn, n} without changing its distribution, such that
̂n −  = 1
n
Wn diag(1/
√
v1, . . . , d/
√
vd) + o(n1/2−),
Nn − nv = Bn1/2 +
∫ n
0
Wt
t
dt1/2† + o(n1/2−) a.s., (3.3)
for some  > 0. In particular,
n1/2
(Nn
n
− v, ̂n − 
) D→ N (0,(  F′††
†F† †
))
,
where
 = + 2† and † = diag(21/v1, . . . , 2d/vd), (3.4)
and also
n−1/2(N[nt] − ntv) D→ Bt1/2 +
∫ t
0
Ws
s
ds1/2†
in the space D[0, 1] with the Skorohod topology.
Remark 3.1. Notice that all eigenvalues of H˜ are 0, 2, . . . , d , and the all eigenvalues of
I − H˜ are 1, 1 − 2, . . . , 1 − d . So, if i = 1, i = 2, . . . , d, then (I − H˜)−1 exists.
Remark 3.2. If the probabilities of assignments do not depend on the estimated parameters,
i.e., H(x) ≡ H, then † = 0. Hence, the second term in the right-hand side of (3.3) and
(3.4) will not appear.
Remark 3.3. From the proof of Theorem 3.3, we may estimate  (the asymptotic covari-
ance matrix of n−1/2Nn) based on the following procedure:
(i) Let v̂k = Nn,k/n, k = 1, . . . , d, and v̂ = (̂v1, . . . , v̂d ). Estimate H by Ĥ = H(̂), and
fk by f̂k = vH(x)/xk|x=̂, k = 1, . . . , d. Write F̂ = (̂f ′1, . . . , f̂ ′d)′.
(ii) Let ̂2k =
∑n
i=1 Xi,k(i,k − ̂k)2/Nn,k be the estimators of 2k , for k = 1, . . . , d. And
let ̂† = diag(̂21/̂v1, . . . , ̂2d /̂vd) be the estimator of †.
594 Z. Li-Xin / Journal of Multivariate Analysis 97 (2006) 586–605
(iii) Let ̂˜H = Ĥ − 1′̂v and use
̂ = [(I − ̂˜H)−1]′[diag(̂v) − Ĥ′diag(̂v)Ĥ + 2F̂′̂†F̂](I − ̂˜H)−1
to estimate . Based on ̂, we can assess the variation of designs.
Remark 3.4. If the responses n, n1, are not identically distributed, then under the
conditions in Theorems 3.1–3.3, we have, respectively,
Nn − nv = O
(
n∑
m=1
‖Em − ‖
)
a.s.,
Nn − nv = O
(√
n log log n
)
+ O
(
n∑
m=1
‖Em − ‖
)
a.s.,
Nn − nv = Bn1/2 +
∫ n
0
Wt
t
dt1/2† + o(n1/2−)
+O
(
n∑
m=1
‖Em − ‖
)
+ O
⎛⎝{ n∑
m=1
d∑
i=1
|Var(m,i) − 2i |
}1/2+⎞⎠ a.s.
4. Proofs
We start with some lemmas that will be used to prove the strong consistency and its
convergence rate.
Lemma 4.1. If E‖1‖ < ∞, then ̂n,k → k a.s. as n → ∞ on the event {Nn,k → ∞},
k = 1, . . . , d. Furthermore, if E‖1‖2 < ∞, then ̂n,k − k = O(
√
log log Nn,k
Nn,k
) a.s. as
n → ∞ on the event {Nn,k → ∞}, k = 1, . . . , d.
Proof. For k = 1, . . . , d, deﬁne ki = min{j : Nj,k = i}, where min{∅} = +∞. Let{	i,k} be an independent copy of {i,k}, which is also independent of {Xi}. Deﬁne i,k =
ki ,k
I {ki < +∞} + 	i,kI {ki = +∞}, i1. Then, {m,k,m = 1, 2, . . .} is a sequence of
i.i.d. random variables, with the same distribution as that of 1,k (cf., [4]). Also, ̂n,k =
1
Nn,k+1 (
∑Nn,k
i=1 m,k + 1) on the event {Nn,k → ∞}. The results follow by the law of large
numbers and the law of the iterated logarithm for sums of i.i.d. random variables. 
Lemma 4.2. For Adaptive Design 1, we have
Nn,k → ∞ a.s., k = 1, . . . , d.
Z. Li-Xin / Journal of Multivariate Analysis 97 (2006) 586–605 595
Proof. For each ﬁxed k, it is obvious that
∞∑
m=2
P(Xm+1,k = 1|Fm)
∞∑
m=2
1
md
= +∞ a.s.,
which implies that P(Xm,k = 1, i.o.) = 1 by the generalized Borel–Cantelli lemma (cf.,
[5]). It follows that Nn,k → ∞ a.s. If (2.2) is satisﬁed, then the proof is similar. 
Proof of Theorem 3.1. Write
hij (m) =
(
1 − 1
m
)
hij (̂m−1) + 1
md
and Hm = (hij (m))di,j=1.
From (2.1), it follows that
P(Xm+1,j = 1|Fm,Xm,i = 1) = hij (m), i, j = 1, . . . , d,
i.e.,
P(Xm+1 = ej |Xm = ei ,Fm) = hij (m),
where ei is a vector whose ith component is 1 and other components are 0, i = 1, . . . , d. It
follows that:
E[Xm+1|Fm] = XmHm. (4.1)
So, {Xm} looks like a non-homogeneous Markov chain with transition matrix Hn.
Let Zn = Xn − E[Xn|Fn−1], and Mn = ∑nk=1 Zn. By (4.1), it is easily seen that
Xn = Zn + Xn−1Hn−1 = Zn + (Xn−1 − v)H + v + Xn−1(Hn−1 − H)
= Zn + (Xn−1 − v)H˜ + v + Xn−1(Hn−1 − H)
since vH = v and (Xn−1 − v)1′ = 1 − 1 = 0. So,
n∑
k=1
(Xk − v) = Mn +
n∑
k=1
(Xk − v)H˜+
n∑
k=1
Xk(Hk − H)+E[X1|F0] − E[Xn+1|Fn].
It follows that
(Nn − nv)(I − H˜) = Mn +
n∑
k=1
Xk(Hk − H) + E[X1] − E[Xn+1|Fn]. (4.2)
On the other hand, it is obvious that ‖Zn‖2. By the law of the iterated logarithm for
martingales (cf., [15, Theorem 5.4.1]), one has
Mn = O
(√
n log log n
)
a.s. (4.3)
Now, by Lemmas 4.1 and 4.2, we have ̂n →  a.s. as n → ∞. So, H(̂n) → H() a.s.
n → ∞. It follows that Hn → H. Hence,
n∑
k=1
‖Hk − H‖ = o(n) a.s.,
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which together with (4.2) and (4.3) implies (Nn − nv)(I − H˜) = o(n) a.s. Notice that
(I − H˜)−1 exists under the condition that j = 1 = 1 for j = 1. The proof is now
completed. 
Proof of Theorem 3.2. From Theorem 3.1, it follows that
1
Nn,k
∼ 1
nvk
a.s. (n → ∞), k = 1, . . . , d.
So, by Lemmas 4.1 and 4.2,
̂n,k − k = O
(√
log log Nn,k
Nn,k
)
= O
(√
log log n
n
)
a.s. k = 1, . . . , d.
Thus,
̂n −  = O
(√
log log n
n
)
a.s., (4.4)
which, together with Assumption 3.4, implies that
Hn − H = H(̂n−1) − H() + O
(
1
n
)
= O
(√
log log n
n
)
a.s. (4.5)
Hence,
n∑
k=1
‖Hk − H‖ =
n∑
k=1
O
(√
log log k
k
)
= O
(√
n log log n
)
a.s.
By combining (4.2), (4.3) and the above equation, we conclude that (Nn − nv)(I − H˜) =
O
(√
n log log n
)
a.s. The proof is now completed. 
Proof of (2.2) in Remark 2.1. By Lemma 4.1, ̂m,j → j a.s. on the event {Nm,j → ∞}.
Also, on the event {supm Nm,j < ∞}, there exists a positive number m0, such that, ̂m,j =
̂m0,j for all mm0. It follows that
the closure of {̂m;m = 1, 2, . . .} ⊂ {x : hij (x) > 0, i, j = 1, . . . , d} a.s.
So, by the continuity of H(x), with probability 1 there is an c0 > 0 such that
hij (̂m)c0 for all i, j = 1, . . . , d and m1.
(2.2) is proved. 
Now, we begin the proof of Theorem 3.3. Recall (4.2), in which the martingale Mn can
be approximated by a Wiener process. If the term
∑n
k=1 Xk(Hk − H) is asymptotically
negligible, the Gaussian approximation of Nn can be gotten easily. However, by (4.5), the
fastest convergence rate of
∑n
k=1 Xk(Hk−H) isO(
√
n log log n). Sowe shall do something
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else to deal with this term.At ﬁrst, we will give the other three lemmas. The ﬁrst one shows
that
∑n
k=1 Xk(Hk − H) can be approximated by
∑n
k=1 v(Hk − H).
Lemma 4.3. If  = max{|2|, . . . , |d |} < 1, then∥∥∥∥∥
n∑
k=1
Xk(Hk − H) −
n∑
k=1
v(Hk − H)
∥∥∥∥∥
C + C
∥∥∥∥∥
n∑
k=2
Zk(I − H˜)−1(Hk−1 − H)
∥∥∥∥∥
+C
n∑
k=2
‖Hk − Hk−1‖ + C
n∑
k=1
‖Hk − H‖2. (4.6)
Proof. Without loss of generality, we can assume that ‖x‖ is the Euclidean norm of x, ∀x ∈
Rd , and ‖M‖ = supx =0 ‖xM‖/‖x‖ is the norm of a d × d matrix M. Write H0 = e′1EX1.
For k0, let Xk = EX1, Hk = H0, Fk = F0 and Zk = 0. Then, for pn1,
n∑
k=1
Xk(Hk − H) =
n∑
k=1
Zk(Hk − H) +
n∑
k=1
Xk−1Hk−1(Hk − H)
=
n∑
k=1
Zk(Hk − H) +
n∑
k=1
Xk−1H(Hk − H)
+
n∑
k=1
Xk−1(Hk−1 − H)(Hk − H)
=
n∑
k=1
Zk(Hk − H) +
n∑
k=1
Zk−1H(Hk − H) +
n∑
k=1
Xk−2H2(Hk − H)
+
n∑
k=1
Xk−1(Hk−1 − H)(Hk − H)+
n∑
k=1
Xk−2(Hk−2 − H)H(Hk−H)
= · · · =
n∑
k=1
p∑
j=0
Zk−jHj (Hk − H) +
n∑
k=1
Xk−pHp(Hk − H)
+
n∑
k=1
p∑
j=1
Xk−j (Hk−j − H)Hj−1(Hk − H).
Observe that Xj1′ = 1, Zj1′ = 0, Hj − 1′v = (H − 1′v)j = H˜j and (Hj − H)1′ =
1′ − 1′ = 0. We have
Xk−pHp(Hk − H) = Xk−p(Hp − 1′v)(Hk − H) + Xk−p1′v(Hk − H)
= Xk−pH˜p(Hk − H) + v(Hk − H),
Zk−jHj (Hk − H) = Zk−j H˜j (Hk − H)
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and
Xk−j (Hk−j − H)Hj−1(Hk − H) = Xk−j (Hk−j − H)H˜j−1(Hk − H).
We conclude that
n∑
k=1
Xk(Hk − H) (4.7)
=
n∑
k=1
v(Hk − H) +
n∑
k=1
p∑
j=0
Zk−j H˜j (Hk − H)
+
n∑
k=1
p∑
j=1
Xk−j (Hk−j − H)H˜j−1(Hk − H)+
n∑
k=1
Xk−pH˜p(Hk − H)
=
n∑
k=1
v(Hk − H)+
n∑
k=1
p∑
j=0
Zk−j H˜j (Hk−j−1 − H)+
n∑
k=1
p∑
j=0
Zk−j H˜j (Hk−Hk−j−1)
+
n∑
k=1
p∑
j=1
Xk−j (Hk−j − H)H˜j−1(Hk − H) +
n∑
k=1
Xk−pH˜p(Hk − H)
=:
n∑
k=1
v(Hk − H) + I1 + I2 + I3 + I4. (4.8)
Notice that limj→∞ ‖H˜j‖1/j = || < 1. So, for || < 
 < 1, there exists a constant C > 0
such that ‖H˜j‖C
j , j0. It follows that
‖I1‖ =
∥∥∥∥∥∥
n∑
k=1
n∑
j=0
Zk−j H˜j (Hk−j−1 − H)
∥∥∥∥∥∥ =
∥∥∥∥∥∥
n∑
j=0
n∑
k=j
Zk−j H˜j (Hk−j−1 − H)
∥∥∥∥∥∥
=
∥∥∥∥∥∥
n∑
j=0
n−j∑
l=0
ZlH˜j (Hl−1 − H)
∥∥∥∥∥∥ =
∥∥∥∥∥∥
n∑
l=0
n−l∑
j=0
ZlH˜j (Hl−1 − H)
∥∥∥∥∥∥
=
∥∥∥∥∥∥
n∑
l=0
∞∑
j=0
ZlH˜j (Hl−1 − H) −
n∑
l=0
∞∑
j=n−l
ZlH˜j (Hl−1 − H)
∥∥∥∥∥∥

∥∥∥∥∥
n∑
l=0
Zl (I − H˜)−1(Hl−1 − H)
∥∥∥∥∥+ C
n∑
l=0
∞∑
j=n−l

j‖Hl−1 − H‖

∥∥∥∥∥
n∑
l=1
Zl (I − H˜)−1(Hl−1 − H)
∥∥∥∥∥+ C/(1 − 
)2, (4.9)
‖I2‖  C
n∑
k=1
p∑
j=0

j‖Hk − Hk−j−1‖C
n∑
k=1
p∑
j=0

j
j∑
i=0
‖Hk−i − Hk−i−1‖
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 C
n∑
k=1
p∑
i=0
p∑
j=i

j‖Hk−i − Hk−i−1‖C
n∑
k=1
p∑
i=0

i‖Hk−i − Hk−i−1‖
 C
p∑
i=0

i
n∑
k=1
‖Hk−i − Hk−i−1‖C
p∑
i=0

i
n∑
k=1
‖Hk − Hk−1‖
 C
n∑
k=1
‖Hk − Hk−1‖, (4.10)
‖I3‖  C
n∑
k=1
p∑
j=1
‖Hk−j − H‖ · 
j−1 · ‖Hk − H‖
= C
p∑
j=1

j−1
n∑
k=1
‖Hk−j − H‖ · ‖Hk − H‖
 C
p∑
j=1

j−1
(
n∑
k=1
‖Hk−j − H‖2
)1/2 ( n∑
k=1
Hk − H‖2
)1/2
 C
p∑
j=1

j−1
n∑
k=1−j
‖Hk − H‖2
= C
p∑
j=1
j
j−1‖H0 − H‖2 + C
p∑
j=1

j−1
n∑
k=1
‖Hk − H‖2
 C‖H0 − H‖2 + C
n∑
k=1
‖Hk − H‖2 (4.11)
and
‖I4‖C
p
n∑
k=1
‖Hk − H‖. (4.12)
Substituting (4.9)–(4.12) into (4.7) and letting p → ∞ yields (4.6). 
The next two lemmas are related to the strong approximation for a martingale.
Lemma 4.4. Let {Sn = ∑nk=1 Sk,Fn; n1} be a sequence of RK -valued martingale,
and let
T n =
n∑
k=1
E
[
(Sk)′(Sk)|Fk−1
]
.
Suppose that there exists a constant 0 <  < 1 such that
sup
n
E‖Sn‖2+ < ∞. (4.13)
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Furthermore, suppose T is a covariance matrix measurable with respect to Fk for some
k0. Then for any  > 0, possibly in a richer underlying probability space in which there
exists a K-dimensional standard Brownian {Bt }, we can redeﬁne the sequence {Sn} and T,
without changing their distributions, such that {Bt } is independent of T, and
Sn − BnT1/2 = O(n1/2−) + O(1/2+n ) a.s.
for some  > 0. Here n = maxmn ‖T m − mT‖.
Proof. This lemma is proved by [19], we omit the details here. 
Lemma 4.5. Denote 1 = diag(v)−H′ diag(v)H. LetQn=(Qn,1, . . . ,Qn,d)=∑nk=1 qk ,
where qk=Xk diag(k − ). Suppose that Assumption 3.2 is satisﬁed. Then for any  > 0,
there are two independent d-dimensional standard Brownian motions Bt and Wt and a
positive number  > 0, such that
Mn − Bn1/21 = o(n1/2−) + O
⎛⎝( n∑
k=1
‖Hn − H‖
)1/2+⎞⎠ a.s.,
Qn − Wn diag
(
1
√
v1, . . . , d
√
vd
) = o(n1/2−)
+O
⎛⎝( n∑
k=1
‖Hn − H‖
)1/2+⎞⎠ a.s.
Proof. It is obvious that
E[Z′nqn|Fn−1] = E[Z′nXn|Fn−1]diag
(
E[n − ]
) = 0 (4.14)
and
n∑
k=2
E[q′nqn|Fn−1] =
n∑
k=2
diag(21, . . . , 2d)diag(Xk−1Hk−1)
= diag(21, . . . , 2d)diag
(
n−1∑
k=1
XkH
)
+diag(21, . . . , 2d)diag
(
n−1∑
k=1
Xk(Hk − H)
)
= (n − 1)diag(21, . . . , 2d)diag(vH)
+diag(21, . . . , 2d)diag((Nn−1 − (n − 1)v)H)
+diag(21, . . . , 2d)diag
(
n−1∑
k=1
Xk(Hk − H)
)
.
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It follows that ∥∥∥∥∥
n∑
k=1
E[q′nqn|Fn−1] − n diag(21v1, . . . , 2dvd)
∥∥∥∥∥
C + C‖Nn − nv‖ + C
n∑
k=1
‖Hk − H‖
C
√
n log log n + C
n∑
k=1
‖Hk − H‖ a.s., (4.15)
by (4.2) and (4.3).
On the other hand, we can verify that
E[Z′nZn|Fn−1] = E[X′nXn|Fn−1]−(E[Xn|Fn−1])′E[Xn|Fn−1]
= diag(Xn−1Hn−1)−H′n−1 diag(Xn−1)Hn−1
= diag(vH) − H′ diag(v)H − H′ diag(Xn−1 − v)H+diag[(Xn−1−v)H]
+diag[Xn−1(Hn−1 − H)] − H′n−1 diag(Xn−1)(Hn−1 − H)
−(Hn−1 − H)′ diag(Xn−1)H.
It follows that∥∥∥ n∑
k=1
E[Z′kZk|Fk−1] − n1
∥∥∥

∥∥H′ diag(Nn−1 − nv)H∥∥+ ‖diag[((Nn−1 − nv)H]‖ + C n∑
k=1
‖Hn − H‖ + C
C‖Nn − nv‖ + C
n∑
k=1
‖Hn − H‖ + C (4.16)
C
(√
n log log n
)
+ C
n∑
k=1
‖Hn − H‖ (4.17)
by (4.2) and (4.3) again. By (4.16), (4.14) and (4.15), applying Lemma 4.4 to the martingale
sequence {∑nk=1(Zk,qk); n1}, we complete the proof of Lemma 4.5. 
Proof of Theorem 3.3. Recall (4.2). First we apply Lemma 4.3 to show that
n∑
k=1
Xk(Hk − H) =
n∑
k=1
1
k
Qk diag(1/v1, . . . , 1/vd)F + o(n1/2−/3) a.s. (4.18)
By Assumption 3.4 and (4.4),
Hn+1 − H = H(̂n) − H() + O
(
1
n
)
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=
d∑
k=1
H(x)
xk
∣∣∣
x=(̂n,k − k) + O(‖̂n − ‖
1+) + O
(
1
n
)
=
d∑
k=1
H(x)
xk
∣∣∣
x=(̂n,k − k) + o(n
−1/2−/3) a.s. (4.19)
Also, by noting that Qn = O
(√
n log log n
)
a.s., ̂n,k =
∑n
m=1 Xm,km,k+1
Nn,k+1 , k = 1, . . . , d,
and (3.1), we have
̂n,k − k = n
Nn,k + 1
1
n
(Qn,k + 1 − k)
= 1
vk
1
n
Qn,k +
(
n
Nn,k + 1 −
1
vk
)
1
n
Qn,k + 1 − k
Nn,k + 1
= 1
vk
1
n
Qn,k + O
(√
log log n
n
)
O
(√ log log n
n
)
+ O
(
1
n
)
= 1
vk
Qn,k
n
+ O
(
1
n
)
a.s.
It follows that
Hn+1 − H = 1
vk
d∑
k=1
H(x)
xk
∣∣∣
x=
Qn,k
n
+ o(n−1/2−/3). (4.20)
So,
v(Hn+1 − H) = (̂n − )F + o(n−1/2−/3)
= 1
n
Qn diag(1/v1, . . . , 1/vd)F + o(n−1/2−/3) a.s. (4.21)
Then, we conclude that
n∑
k=1
v(Hk − H) =
n∑
k=1
1
k
Qk diag(1/v1, . . . , 1/vd)F + o(n1/2−/3) a.s. (4.22)
Next we will treat the terms in the left-hand side of (4.6). By (4.20),
Hn+1 − Hn = 1
vk
d∑
k=1
H(x)
xk
∣∣∣
x=
(
Qn,k
n
− Qn−1,k
n − 1
)
+ o(n−1/2−/3)
= 1
vk
d∑
k=1
H(x)
xk
∣∣∣
x=
Xn,k(n,k − k)
n
+O
(√
n log log n
n(n − 1)
)
+o(n−1/2−/3)
= O
(‖n − ‖
n
)
+ o(n−1/2−/3) = o(n−1/2−/3) a.s.
It follows that
n−1∑
k=1
‖Hk+1 − Hk‖ = o(n1/2−/3) a.s. (4.23)
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By (4.5),
n∑
k=1
‖Hk − H‖2 = O((log n)(log log n)) a.s. (4.24)
On the other hand, {∑nk=2 Zk(I − H˜)−1(Hk−1 − H); n2} is a martingale sequence with∥∥∥∥∥
n∑
k=2
E
[[
(I − H˜)−1(Hk−1 − H)
]′Z′kZk[(I − H˜)−1(Hk−1 − H)]∣∣∣Fk−1]
∥∥∥∥∥
=
∥∥∥∥∥
n∑
k=2
[
(I − H˜)−1(Hk−1 − H)
]′E[Z′kZk|Fk−1][(I − H˜)−1(Hk−1 − H)]
∥∥∥∥∥
C
n∑
k=2
‖Hk−1 − H‖2 = O((log n) log log n) a.s.
Hence, by the law of the iterated logarithm for martingales, we have
n∑
k=2
Zk(I − H˜)−1(Hk−1 − H)
= O
(√
(log n)(log log n) log log log n
)
a.s. (4.25)
Combining (4.22)–(4.25) and (4.6), we get (4.18) immediately.
Now, by (4.2), (4.18) and Lemma 4.1, we obtain
(Nn − nv)(I − H˜) = Bn1/21 +
n∑
k=1
Wk
k
diag(1/
√
v1, . . . , d/
√
vd)F + o(n1/2−)
= Bn1/21 +
∫ n
0
Wx
x
dx diag(1/
√
v1, . . . , d/
√
vd)F
+o(n1/2−) a.s.
Also,
̂n −  = 1
n
Qn diag(1/v1, . . . , 1/vd) + o(n−1/2−/3)
= 1
n
Wn diag(1/
√
v1, . . . , d/
√
vd) + o(n−1/2−) a.s.
The proof is now completed. 
A Note on the Proof of Example 2.3. Write E = (1,−1)′(1,−1). Note that v1 =
q2
q1+q2 , v2 =
q1
q1+q2 , 
2
1 = p1q1, 22 = p2q2,
H = 1
q1 + q2
(
q2 q1
q2 q1
)
= 1′v.
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So, H˜ = H − 1′v = 0 and  = 1 = q1q2(q1+q2)2 E. Also,
H(x)
x1
∣∣∣∣
x=(p1,p2)
= q2
(q1 + q2)2
(
1 −1
1 −1
)
and
H(x)
x2
∣∣∣∣
x=(p1,p2)
= q1
(q1 + q2)2
(−1 1
−1 1
)
.
It follows that
F = 1
q1 + q2 (q2,−q1)
′(1,−1) and
† = F′ diag(21/v1, 22/v2)F =
q1q2(p1 + p2)
(q1 + q2)3 E.
Then
 = + 2† = q1q2(2 + p1 + p2)
(q1 + q2)3 E.
The proof is completed. 
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