ABSTRACT A deterministic finite automaton (DFA) A is called a cover automaton (DFCA) for a finite language L over some alphabet Σ if L = L(A) ∩ Σ ≤l , with l being the length of some longest word in L. Thus a word w ∈ Σ * is in L if and only if |w| ≤ l and w ∈ L(A). The DFCA A is minimal if no DFCA for L has fewer states. In this paper, we present an algorithm which converts an n-state DFA for some finite language L into a corresponding minimal DFCA, using only O(n log n) time and O(n) space. The best previously known algorithm requires O(n 2 ) time and space. Furthermore, the new algorithm can also be used to minimize any DFCA, where the best previous method takes O(n 4 ) time and space. Since the required data structure is rather complex, an implementation in the common programming language C/C++ is also provided.
Introduction
Regular languages and finite automata (DFA) are widely used in theoretical computer science and have been studied extensively. However, many applications only deal with finite languages. In this paper we analyze deterministic finite cover automata (DFCA) which are capable of parsing these languages as follows. Let L be some finite language and l the length of its longest word(s). A DFCA for L accepts a word w with |w| ≤ l if and only if w ∈ L, but it may also accept additional words being longer than l. Thus deciding the membership problem for some w ∈ Σ * with a DFCA only requires an additional comparison of two integers:
• First verify whether |w| ≤ l holds. If not, then w cannot be in L.
• Otherwise, w is in L if and only if the DFCA accepts w. L = {a, aba, ababa}. Figure 1 (a) shows a minimal finite automaton accepting L with seven states. The cover automaton in Fig. 1 (b) also accepts some longer words, but only has three states. Hence DFCA are more space efficient. Pȃun et.al. [4] have suggested an algorithm for converting an n-state DFA into a corresponding DFCA with the fewest possible number of states. It requires O(n 2 ) time and space. Another algorithm [1] consuming O(n 4 ) time and space has been proposed for directly minimizing a DFCA. However, in this paper we shall show that both problems can be solved in O(n log n) time and O(n) space by decomposing the set of states of the original DFA (resp. DFCA) accordingly.
The paper is organized as follows. The next section reviews some notation and basic results on DFCA. Section 3 introduces similarity state decompositions (SSD). Given such a decomposition, a minimal DFCA can be easily established. An SSD can be computed with the algorithm presented in Sect. 4. (However, the required data structure is rather complex. Thus, the appendix provides an implementation of the algorithm, written in the common programming language C/C++.) Section 5 deals with the complexity analysis, and Sect. 6 concludes the paper.
Preliminaries
We assume the reader to be familiar with the theory of finite automata as presented in standard books, e.g. [7] . A DFA is a quintuple A = (Q, Σ, δ, q 0 , F ), where Q = {q 0 , . . . , q n−1 } is a finite set of states, Σ is a finite nonempty set of input symbols, δ : Q × Σ → Q is a (total) transition function, q 0 ∈ Q is the initial state, and F ⊆ Q is the set of final states. We extend δ to Q × Σ * by setting δ(q, ε) = q and δ(q, aw) = δ(δ(q, a), w), where a ∈ Σ and w ∈ Σ * . Let |w| be the length of a word w ∈ Σ * . For k ≥ 0 let Σ ≤k = {w ∈ Σ * | |w| ≤ k}. The language recognized by A is L(A) = {w ∈ Σ * | δ(q 0 , w) ∈ F }. For the rest of the paper, we assume L to be some fixed finite language. By l we denote the maximal length of a word in L.
Note that in general the minimal DFCA is not unique. The exact number of different minimal DFCA is elaborated in [2] .
All states of a DFA or DFCA A = (Q, Σ, δ, q 0 , F ) for L are assumed to be useful, i.e., for q ∈ Q there exists some word w ∈ Σ * such that δ(q 0 , w) = q (useless states can be easily removed in time linear in the number of states n). This allows us to define level A (q) := min{|w| | δ(q 0 , w) = q} for all q ∈ Q. We simply write level(q) when the corresponding DFA is clear from the context. To give an example, in Fig. 1  (a) we have level(q 0 ) = 0, level(q 1 ) = 1, level(q 2 ) = 2, level(q 3 ) = 3, level(q 4 ) = 4, level(q 5 ) = 5, and level(q 6 ) = 1. By applying a breadth-first-search algorithm [5] to the state transition diagram associated with A, the levels of all states can also be computed in linear time. Clearly, a state q ∈ Q with level A (q) > l can be removed from A without changing L(A) ∩ Σ ≤l . Thus for the rest of this paper we assume level(q) ≤ l for all states q of any automata. Definition 2 Let A = (Q, Σ, δ, q 0 , F ) be a DFA and p, q ∈ Q. We say p and q are similar ( 
For example, concerning the DFA in Fig. 1 (a) , it is rather easy to see that q 2 and q 4 are similar. Firstly note that l = 5 and max{level(q 2 ), level(q 4 )} = 4. Now clearly δ(q 2 , w) ∈ F ⇔ δ(q 4 , w) ∈ F for all w ∈ Σ ≤5−4 = {ε, a, b}. However, q 4 and q 5 are dissimilar because δ(q 4 , ε) = q 4 / ∈ F and δ(q 5 , ε) ∈ F . Note that ∼ is reflexive and symmetric, but not transitive (see [1] for further properties). A DFCA A for L is known to be minimal if and only if all states of A are pairwise dissimilar [3] . However, checking similarity for all pairs of states in a straightforward way consumes at least Ω(n 2 ) time. We therefore use a different method to obtain a minimal DFCA, which is presented in the next section.
Similarity Decompositions
This section gives an introduction to similarity state decompositions. We shall prove that once such a decomposition is given, it is easy to construct a minimal DFCA for L. We start with the basic definition.
Concerning our example in Fig. 1 (a) , the reader can easily verify the following properties: 6 , and q 1 ∼ q 6 . Hence Q 0 := {q 0 , q 2 , q 4 }, Q 1 := {q 1 , q 3 , q 5 }, and Q 2 := {q 6 } form an SSD.
The goal for this section is to show the following theorem.
Then B is a minimal DFCA for L.
In Fig. 1 (a) , we have p 0 := q 0 , p 1 := q 1 , and p 2 := q 6 . Now, for example, since
By checking the other transitions we finally end up with the DFCA shown in Fig. 1 (b) .
We require three auxiliary results to prove Thm. 1. Lemma 1 Let A and B be as in Thm. 1 
2 Lemma 2 Let A and B be as given in Thm. 1 
Proof. If j = 0, then we can choose p := q 0 . To prove the claim for j + 1, let i such that
2 Lemma 3 Let A and B be as given in Thm. 1 
Proof.
Assuming the contrary, let k := level A (q) be the smallest number such that level
We are now prepared for proving the previously stated theorem.
By the properties of an SSD, we can choose p ∈ Q i and q ∈ Q j with p ∼ q, so it follows there exists some word z with
∈ F . By Lemma 3 we have |v i z| ≤ l and |v j z| ≤ l. Now put j = |v i | and apply Lemma 2 to w = v i z. This leads to some p ∈ Q i with
2 The crucial question now is how to compute an SSD for a given DFCA. An efficient method for this task is presented next.
The Decomposition Algorithm
The algorithm for decomposing the state set of some DFCA (Q, Σ, δ, q 0 , F ) into an SSD is an (however nontrivial) adaptation of Hopcroft's well known method for minimizing ordinary DFAs [6] . In this section we first sketch the idea, and then prove its correctness. The following two sections explain details of the implementation and its complexity analysis.
The algorithm manages a decomposition (Q 0 , . . . , Q r−1 ) of Q such that the properties a), b) and d) of an SSD are always satisfied. The initial decomposition is Q 0 := Q \ F and Q 1 := F . As long as there is some state set Q i which violates condition c) of an SSD, (i.e. Q i contains two dissimilar states p and q), Q i is split into two nonempty parts, where one part (containing p) replaces the current set Q i , and the other part (containing q) becomes the new state set Q r . We then also say that all states in the first part are separated from the states in the second part. Now r is increased by one, and the described procedure is repeated until an SSD is found. Clearly, once two states p and q have been separated, they remain in different state sets until the algorithm terminates.
Some of the state sets determined during the execution of the algorithm are additionally stored in a first-in-first-out (FIFO) queue T . With each execution of the main loop, the first element of T is extracted from the queue, and possibly causes other state sets of the current decomposition to be split. The smaller part of each such separated state set is then appended to T . At the beginning, T contains only one set, namely Q 1 = F . The main loop eventually terminates as soon as T becomes empty. Hence, if the resulting SSD contains r state sets, then exactly r − 1 elements have been appended to (and removed from) T .
From the algorithm shown in Fig. 2 it can be seen that T in fact stores pairs of the form (S, k), where S is some state set as described above, and k is some integer which corresponds to the levels of the states in S. The exact meaning of k will become clear during the correctness proof presented below. Later, we shall also analyze the state sets X and Y which are computed in lines 8-9 (rougly speaking, X and Y contain the dissimilar p's and q's mentioned above).
Initialize FIFO queue T with the only element (F, 0); Before proving the correctness of the algorithm, let us apply it to the example in Fig. 1 (a) . Recall that the length l of the longest word in L is five. Starting with Q 0 := {q 0 , q 2 , q 4 , q 6 } and Q 1 := {q 1 , q 3 , q 5 } (line 3), the algorithm reaches the Forloop in line 7 with S = {q 1 , q 3 , q 5 To show the correctness of the algorithm, we first prove some helpful properties. Lemma 4 Let (S 1 , k 1 ), (S 2 , k 2 ) , . . . , (S r−1 , k r−1 ) be the complete sequence of elements appended to T during the execution of the algorithm. Then
Proof. Let i be the smallest index satisfying k i > k i+1 ≥ 0. Then (S i , k i ) has been appended to T due to some pair (S u , k u ) with u < i and k u + 1 = k i . Later, (S i+1 , k i+1 ) has been appended to T due to some pair (S v 
Notation. Let p, q ∈ Q and S ⊆ Q. In the following, we often use logical expres- 
∈ S and k ≤ m is appended to T . Now assume p, q ∈ Q j for some j when (S, k ) is extracted from T in line 6. Consider the instance of the For-loop in line 7 when c equals b. Since level(p) ≤ l − (m + 1) < l − m ≤ l − k and similarly level(q) < l − k , it is easy to see from lines 8-9 that either p ∈ X ∧ q ∈ Y or q ∈ X ∧ p ∈ Y . Consider the instance of the For-loop in line 10 when i = j. The condition in line 11 is satisfied, and when line 20 is reached, p and q have been separated. Also, since k + 1 ≤ m + 1, line 20 appends a pair to T as claimed.
If p and q were separated before (S, k ) is extracted from T , then the corresponding state set either has been split while executing lines 1-4 (in this case the claim follows immediately), or due to some pair (S , k ) with k ≤ k by Lemma 4. Then k ≤ k ≤ m, i.e., k + 1 ≤ m + 1, and the claim follows in the same way as presented above.
Lemma 6 When creating a new state set Q r (r > 1) by splitting some previous state set Q i (i < r ) into two parts, each part contains a state p with level(p) ≤ l−k r (where k r has been defined before in Lemma 4).
Proof. Before appending the pair (Q r , k + 1) with k + 1 = k r to T in line 20, the program code in lines 8-19 ensures that each part contains a state p with 
Proof. The claim can be easily verified if r = 1. For r ≥ 2 let Q i be the state set from which Q r has been separated. If j < i, letQ 0 , . . . ,Q i denote the status of the decomposition after creatingQ i . Then Q r ⊆Q i and Q j ⊆Q j . By Lemma 4, l − k r ≤ l − k i , thus the claim follows from the induction hypothesis for r = i. Similarly, if j > i, letQ 0 , . . . ,Q j be the status of the decomposition after creating Q j . Then again Q r ⊆Q i and Q j ⊆Q j , and the claim follows analogously.
It remains to prove the claim for j = i. Consider the pair (S, k) (line 6) and the symbol c ∈ Σ (line 7) of the algorithm which caused Q r to be created. Then (S, k) equals (Q t , k t ) for some t < r , whereQ 0 , . . . ,Q t was the actual decomposition after generatingQ t . Now we reconstruct what happened just before creating Q r . Firstly, line 20 implies k r = k + 1 = k t + 1. Secondly, from line 8 we see that
Thus X and Y form a decomposition of the set {q | level(q) ≤ l − (k t + 1)}. Hence, analyzing line 12 (with Q i representing the still unsplit state set) yields
) and level(q ) ≤ l − k t . Therefore the induction hypothesis for r = t yields p ∼ q . So there is some w ∈ Σ ≤k t such that δ(p , w) ∈ F ⇔ δ(q , w) / ∈ F , and the word cw ∈ Σ ≤k t +1 can be used to show that p and q are dissimilar. Thus, since lines 13-19 imply Q i = Z and Q r = Q i \ Z, we have shown the claim for j = i. The proof is complete. 
Data Structure and Complexity
We now describe an implementation of the algorithm and analyze its time and space complexity. However, this section only deals with the general idea. For all details, we refer the reader to the appendix where a precise program code (written in C/C++) can be found. For example, the code shows how to implement the required breath-first-search routine [5] for our purposes. The appendix should also be studied if the reader doubts about some stated time or space bounds mentioned in the following text.
We begin with studying the data structure used for managing the current decomposition {Q 0 , . . . , Q r−1 }. Each state set Q i is represented by a double-linked list of length |Q i |. A simple implementation for this is to manage an array link of size n, where link [j] contains prev and next indices indicating the states before and after q j in its corresponding list. In order to know where each list begins, we manage an additional array head with again n elements, where head [i] stores the index of the first element of Q i (for i ≥ r the index is undefined). A function getindex maps Q to {0, . . . , r − 1}, where getindex (q) = j iff [q] = Q j . Another array contains the levels for all states in Q and can be computed with the breadth-first-search method [5] in O(n) time. We shall see that this bound also applies to the other preprocessing work done before reaching the While-loop in line 5.
An efficient implementation for the FIFO queue T is required. Whenever a pair (S, k i ) is appended to T , we have S = Q i at that point of time. Thus S does not need to be saved if we keep track of all parts which are later separated from Q i . Thus when Q i is created, we start to manage a single-linked (and initially empty) list children i of indices. Each time a state Q j with j > i is separated from Q i , j is added to children i . Now T can be implemented by a linear size array U storing k i for 1 ≤ i < r, and an index h for U representing the head of the queue. Then line 4 becomes U [1] := 0 and h := 1, and line 20 becomes U [r] := k + 1. To extract (S, k) from T , we collect the set C of all indices associated with the tree at root h, using the children pointers. This takes time linear in the number of all scanned tree nodes, i.e., |C|. Also, we have S = {q ∈ Q j | j ∈ C}, i.e., for each j ∈ C we have to scan all states from the double-linked list starting at head [j]. The required time for this task is bounded by O(|S| + |C|). But since there are no empty state sets, we have |C| ≤ |S|. Hence, completing the removal process by setting k := U [h] and h := h + 1, the total time for extracting (S, k) from T takes O(|S|) time. Furthermore, note that testing the condition in line 5 is equivalent to verifying h < r, i.e. this can be accomplished in constant time.
Additional data structures are necessary for implementing the While-loop. For each q ∈ Q and a ∈ Σ we require the set δ −1 (q, a) := {p | δ(p, a) = q} to be stored in a single-linked list. Moreover, there are two additional linear size arrays count and newindex which save auxiliary data. Normally, count[i] equals zero for all state sets 0 ≤ i < r. For example, since the initial decomposition consists of F and Q \ F , we start with count[0] = count [1] = 0. Concerning the other array, we use newindex [i] to temporarily store the index of a state set which has been separated from Q i . To indicate that some Q i has not (yet) been split, we use some value equal to or greater than r.
Completing the data structure, we define two more functions b and c with domain {0, . . . , n − 1}. Their meaning is as follows. While executing the Whileloop, it always holds that b(i) = |{q ∈ Q i | level(q) < l − k}| and c(i) = |Q i |, for all 0 ≤ i < r, where k has been determined in line 6. It is easy to update c whenever state sets are split, but managing b requires for all 0 ≤ i ≤ l a single-linked list R i containing the set {q | level(q) = l − i}. Hence, these lists represent a decomposition of Q, and they can be furthermore preprocessed in linear time. Now each time k changes its value due to line 6 (i.e., looking at the proof of Lemma 4, it increases by one), we in turn decrease b(getindex (q)) by one for all q ∈ R k . Then clearly b is correctly managed. Since each list R i is required only once, the overall additional time complexity added to the main loop is linear.
Let us now assume some fixed c ∈ Σ (by line 7). Lines 8-23 are processed in three steps. Using count for temporary data, the first step computes |Q i ∩ X| and |Q i ∩ Y | for all 0 ≤ i < r, where X and Y are as specified in line 8 resp. 9. The states are split during the second step, using newindex to hold the indices of the new states. The last step exchanges the positions of some state sets and cleans up the auxiliary data structures.
The first step is as follows. For each q ∈ S and p ∈ δ −1 (q, c), provided that level(p) < l − k, we increase count[getindex (p)] by one. Since the automaton is deterministic, each state p occurs at most once. Hence, for all 0 ≤ i < r, we obtain
. Furthermore, the first step obviously consumes
time. Also, we clearly have
To has not yet been created. We then assign newindex [i] := r and setup Q r to only contain p. Afterwards, we increase r by one. If s > 0, we directly insert p into Q s . However, for technical reasons, in both cases we do not yet update getindex (p) to reflect the new state set p has been moved to. The reason for this will be explained below. For this moment, we concentrate on the fact that each case can be processed in constant time. Thus, the total time required for the second step is again bounded by
During the third step, for all q ∈ S and p ∈ δ 
The remaining resetting work in the third step is again bounded by
Thus, putting together Eq. (1)- (5), we see that all three steps can be done in
time. The complete body of the loop (lines 6-24) is therefore bounded by
In addition to that, when splitting a state set, only the smaller part is appended to T , i.e., compared to its parent state set, its size shrinks at least by a factor of two. Thus for all q ∈ Q a state set S containing q can be extracted from T for at most O(log n) times. So the total time required for all r − 1 < n executions of the main loop cannot exceed
Now finally recall that the automaton is deterministic, thus for all c ∈ Σ we have δ
Regarding |Σ| as a constant, this yields the following result. Proof. Trivially, a DFA is also a DFCA. 2
Conclusion
In this paper, we have presented a new algorithm for minimizing deterministic finite cover automata (DFCA). It is based on computing similarity state decompositions and significantly improves the previously known methods. Altogether, we have obtained the following two results:
• An n-state DFA accepting a finite language can be converted into a minimal DFCA using O(n log n) time and linear space. The best previous method [4] requires O(n 2 ) time and space.
• An n-state DFCA accepting a finite language can be converted into a minimal DFCA using O(n log n) time and linear space. The best previous method [1] requires O(n 4 ) time and space.
Open Problem
Is it possible to improve the O(n log n) bound? From our point of view, this seems to be rather unlikely. By slightly modifying a better algorithm for minimizing DFCAs, it should be rather easy to use it for minimizing ordinary DFAs as well. However Hopcroft's O(n log n) bound [6] is more than 30 years old, and has not been improved by now. We therefore assume the O(n log n) time bound to be tight. 
