Software systems grow each day in size and complexity. In an effort to manage increasing complexity and to maximize the reuse of code, the software engineering community has, in recent years, put considerable effort into the design and development of component-based software methodologies and tools. Inspired by the notion of connector (Allen and Garlan (1994) Formal connectors. Technical report CMU-CS-94-115, Carnegie Mellon University, PA, USA) in software architecture and the 'Design by Contract' metaphor proposed by Meyer ( (2000) Object-Oriented Software Construction. Prentice Hall, USA), this paper presents a methodology for component composition, coordination and dynamic adaptation. Our proposal is based on connectors enriched with contracts, making software architecture more explicit at the implementation level. Those connectors will be components in our system. Therefore, we can use subtyping techniques for connectors development and we could offer a set of generic connectors implementing standard behavior patterns. In addition, the connectors will use semantic web techniques and a Prolog machine to solve functional adaptation problems, such us name or parameters mismatching of a service, at run-time.
INTRODUCTION
Most software technologies support component-based design. Generally, this support exists only in the sense that components are syntactic modules (black boxes showing only their interfaces): systems can be readily constructed from components that are designed and implemented by other parties. Components can be compiled separately, and they can be composed at compiling time or at run time.
One problem with current component-based software engineering (CBSE) practice is that the component interfaces are generally just a syntactic definition and not behavioral modules. Therefore, normal situations such as software systems developed by teams, the replacement of individual parts of a software application, and the component software market, require the definition of the behavior, interaction and coordination among components. However, such information cannot be extracted from the signature description of the component (the so-called interface).
In addition, there are many problems to be considered when designing and implementing components for open systems where the life of a component is usually shorter than the life of the application and some components could be inserted, modified and dropped during the lifetime of the application. Furthermore, these components may be developed by different teams, technologies, platforms, etc. Therefore, such problems should be dealt with if we want to have a component market where developers only need plug and play components.
Frequently, the component designer keeps in mind what the component does (its functionality) but he/she knows neither the users nor the application where it will be used. So, it is suitable to have a clear separation between the functional aspects of the components and other requirements such as synchronization, coordination, persistence, replication, distribution, real time, etc., specific to the application scenario where the components will be used and known by the whole system designer.
Allen and Garlan [1] , when modeling software architectures, distinguish between the implementation and interaction relationships of software modules or components: 'Whereas the implementation relationship is concerned with how a component achieves its computation, the interaction relationship is used to understand how that computation is combined with
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For Permissions, please email: journals.permissions@oxfordjournals.org doi:10.1093/comjnl/bxm094 others in the overall system' [1] . They propose a formal model for software design that makes the interaction relationships between components explicit by using the abstraction of a connector. Describing software architectures in terms of interaction relationships among components brings us closer to a compositional view, and hence a more flexible or open view of an application. Thus, our work proposes the connectors as a way of viewing an application's architecture as a composition of independent components. Connectors support better flexibility, since each component could engage in a number of different agreements, thereby increasing the potential reuse of individual components. Separating connectors from components also promotes reuse and refinement of typical interaction relationships, allowing the refinement of connectors and the construction of complex connectors out of simpler ones. But interaction relationships are rarely captured by programming language constructs as method calls. In this sense, traditional object-oriented languages provide little support for explicit representation of software architecture.
Type hierarchies are the only design elements explicitly visible at implementation level-but they represent inheritance relationships, and do not reflect an application's architecture. In contrast, interaction relationships, such as coordination and synchronization of a group of objects collaborating to achieve a task, manifest themselves as patterns of message exchanges.
Such patterns of communication have a logical and conceptual identity at design level but this identity is lost when we move from design to implementation because the information about such collaborations is spread out among the participating objects and the method calls. The loss of this information makes the resulting application opaque with respect to its architecture, difficult to understand, to reuse and to reengineering.
The first step toward more explicit application architecture at code level is to enable the location of information about interactions inside the application's code. In this paper we propose the following solution: enriching component interfaces with contracts. These contracts are formed by logical asserts and the behavior we want when the asserts are not satisfied. Besides this methodological proposal, we have developed a tool for generating automatically the connectors. These connectors represent the interaction relationships between components. The main contribution of this paper is to provide connectors at implementation level that are able to provide client requirements using contracts and able to solve run-time adaptation problem using semantic web techniques. Therefore, connectors will be run-time entities that not only describe, but also actually control inter-component communication and behavior against unexpected situations.
The connectors adapt non-functional requirements, statically, in the composition step when defining contracts and on-failure statements for connectors and carry out a dynamic adaptation when a service is invoked and it is not found in the requested component.
Preliminaries
A system will be developed as a set of tools and mechanisms allowing users to create and interconnect software components as well as a set of services to help components running on it. A system is considered independently extensible [2] when it is possible to dynamically extend it (adding new components or functionalities at run time) and when it is possible to combine extensions developed by different entities, which have no knowledge of each other.
Component interfaces present a syntactic definition of the services (operations) offered by the server, as well as the types and parameters needed.
Components are binary software units (executable by a machine) that can be inserted into a system and put to work. There are seven criteria about what a component should be [2] . A system is called open system when it is concurrent, reactive, independent, extendable, and allows heterogeneous components (components developed in different programming languages and/or different operating system or platforms) to go inside/outside dynamically. Those conditions make open systems inherently evolutionary. As a consequence, the development of an application for this kind of systems will be affected by many specific problems such as evolution management, lack of a global vision of the whole system, security, confidentiality, heterogeneous components, distribution over the net, communication delays, communication errors, etc.
The state-of-the-art
One characteristic of progress in programming languages and tools has been the regular increases in the level of abstraction or the conceptual size of software design building blocks. To obtain this into perspective, let us begin by looking at the historical development of abstraction techniques in computer science.
The design and evolution of programming languages is one of the most important areas of computer science.
Programming languages define the manner in which we communicate with our machines. They give us layers of abstraction with which to work, so we can accomplish our tasks without reaching into the hardware. They also attempt to increase our efficiency by automating many hardware bound tasks. Anyone who has attempted to write a large project in an assembly language understands the necessity for higher level languages. Over the last 50 years or so, languages have continued to evolve in order to support their ever increasing usage. Program design and maintenance became issues with the dawn of software engineering. People sought to formalize methods for constructing correct, efficient and easily modified programs. Languages evolved in order to support these new requirements. Block structure came into existence from a desire for modularity. Object-oriented programming (OOP) was created from a desire to have language constructs for modeling real-world objects and encouraging software reuse. OOP has been around for more than a decade now, and has become the default paradigm in many peoples' minds.
Object-orientation still presents some problems. Although it encourages software reuse, practical experience has shown that OOP does not handle this as effectively as people originally thought. Pre-packaged software often does not suit the programmer's needs, and ill-constructed interfaces make using these packages difficult. Furthermore, OOP should enhance maintainability by causing redesign to affect as few modules/classes as possible. However, as our programs continue to get larger and larger it becomes increasingly difficult to cleanly separate concerns into modules.
The treatment of these situations has brought about the necessity of new models because of the traditional programming has been unable to treat them in a natural way. This way, OOP has been the base of software engineering for non-open systems. However, OOP has not been useful enough when designing and developing open systems. OOP does not allow users to express clearly the distinction among computational or functional aspects and compositional and non-functional aspects in a software application. Besides, doing the concept of object to prevail over the concept of component. In addition, OOP does not keep in mind the market factors such as time to market or the change of the requirements that are highly necessary in the real world, as well as the distributed features of the real applications and the possibility of getting component software and putting it into our system.
Aspect-oriented programming (AOP) has been first introduced by Kickzales [3] in 1997. Like structured programming and OOP introduced a new approach to design programs and a set of guidelines to make more readable and reusable code, AOP is a philosophy that is related to the style of programming. It addresses issues that can be solved in other approaches, but in a more elegant way. To understand the spirit of AOP, you must understand the following issues.
(i) Separation of concerns: referring the Law of Demeter, a project's efficiency increases if all the concerns are well modularized and if you only have to speak to your direct friends to make a modification of the program (this is a very old principle and the OOP gives some answers). (ii) Crosscutting: in a complex system, there are always some concerns that are not easily modularized, especially common-interest concerns that, by essence, are used by several modules (i.e. several modules use/ share a well-known service of a module-such as a logging or a persistence service). (iii) Dependencies inversion: the best way to avoid crosscutting is to NOT use the well-known services that crosscut. This is possible by reversing the dependencies (i.e. the well-known service shall use the other modules instead of the contrary). This dependency inversion is implemented by aspects.
AOP furnishes a set of programming concepts, which allows the user to implement the dependency inversion in a clean way.
Model-driven architecture (MDA) [4] is a framework for software development, made by the object management group. Key to MDA is the importance of models in the software development process. Within MDA, the software development process is driven by the activity of modeling your software system. The MDA process defines the following three steps.
(i) Build a model with a high level of abstraction, that is independent of any implementation technology. This is called a platform-independent model (PIM). (ii) The PIM is transformed into one or more platformspecific models (PSMs). A PSM is tailored to specify your system in terms of the implementation constructs that are available in one specific implementation technology, for example, a database model, an EJB model. (iii) Transform a PSM to code. Because a PSM fits its technology very closely, this transformation is rather trivial. The complex step is the one in which a PIM is transformed to a PSM.
Component-oriented programming was born, starting from those ideas, as a natural extension of the object orientation for open systems. This new programming paradigm proposes the development and utilization of reusable components inside a new environment such as, for example, a global market of software components.
However, having components is not enough unless we are able to reuse them. And, reusing a component does not only mean using it more than once, it means being able to use it in different contexts. In this way, the software engineer COMPOSITION OF SELF-ADAPTING COMPONENTS Page 3 of 16 community has always dreamt of having a global market of software components.
To obtain a real global market of software components, it is necessary that components are packed in such a way as to allow an easy distribution and their composition with other components, especially, components developed by other parts, called commercial off-the-shelf (COTS).
The concept of COTS is changing the traditional idea of software development where everything is private, to new software development methodologies where it is possible to take external elements and put them into our application. These new methodologies are changing the way we design and develop our systems.
Allen and Garlan [1] propose a formal model for software design that makes the interaction relationships between components explicit using the abstraction of connector. Describing software architectures in terms of interaction relationships between components brings us closer to a compositional view, and hence a more flexible or open view of an application. In this scenario, connectors allow us to view the application's architecture as a composition of components.
This paper presents one implementation and methodology for the Allen and Garlan software architecture model as well as a tool supporting the methodology proposed. This implementation has been improved with contracts, dynamical adaptation and connector subtyping.
In addition, there is another way to deal with the problem. Besides adapting the components, we recommended adapting the connectors and developing new connectors as a subtype of a previous one. This feature opens the door to a new framework where a developer can find 'generic connectors' implementing classical coordination protocols, then using such connectors to coordinate their components or as a base for the development of new connectors.
THE NOTION OF CONNECTOR
The CBSE is concerned with the development of systems from reusable parts (components), the development of components and also system maintenance and improvement by means of component replacement or customization. Building systems from components and building components for different systems requires established methodologies and processes not only in relation to development/maintenance phases, but also in relation to the entire component and system life-cycle including organizational, marketing, legal and other aspects.
This work proposes an implementation of the [1] software architecture model. This implementation has been improved with contracts, dynamical adaptation and connector subtyping.
The main idea of the approach presented lies in the separation of the roles. This way, the component designer will be the person taking care of the component functionality and the system designer will be the person in charge of making the system work properly. The system designer (a client of the component) takes a set of components that have a well-known functionality and he/she builds the system interconnecting those components by means of connectors where he/she is able to express the semantics of the system in terms of a set of contracts. As it shown in Fig. 1 , the system designer will define the contracts for the component behavior and could provide one ontology of the domain of the component. The ontology will be translated to prolog. The prolog will be translated to C# and joined to the contracts to generate the connector.
Using web services as connectors
Nowadays, Web services are an important emerging technology for software component development and integration. The paper [5] defines a Web service as a software system designed to support interoperable machine-to-machine interaction over the Internet. It has an interface described in a machine-processable format (e.g. WSDL). Other systems interact with the Web service in the way prescribed by its description using SOAP messages, typically conveyed using HTTP with an XML serialization in conjunction with other Web-related standards. WSDL describes the static interface of a Web Service. It defines the protocol and the message features of end points. The goal of Web Services is to automate and to make business process collaborations easier both inside and outside enterprise boundaries. Useful business applications of Web services in business to business, business to consumer and enterprise application integration environments will require the ability to carry out complex and distributed Web service integrations and the ability to describe the relationships between the constituent low-level services.
WSDL describes only the 'static interface' of a Web service. So, several questions arise when using and reusing components implemented using Web services in applications: Therefore, it is necessary to determine whether a component can be used within a certain context. We would like a specification that tells us what the component does without entering into the details of how it does it. Furthermore, such a specification should provide parameters in order that the component may be verified and validated, and thus providing a kind of contract between the component and its users enriching the WSLD.
Components are mainly for reuse. One of the essential tasks in the component-based software development process is finding the right component providing the functionality and interface expected by component clients. Once the right components are identified, a connector is used to adapt the behavior of components without modifying the components themselves. A connector is an external component that sits between the component client and the component server and mediates the mismatch between them. Hence, the connector mechanism does not try to change any internal part of the component.
Therefore, a connector is a component for managing, connecting and adapting the behavior of one (or more) server component for any client. A client component wanting to get some services from a server component has two possibilities: it can either use a server using a given behavior only using a known connector, or it is possible to obtain a different behavior by developing a new connector. A connector tests the behavior of a server and schedules which requests will be served, when they will be served and which server can attend the reclaimed service (in the case of a connector having more than one server attached).
All the constraints set for the server are established as contracts (preconditions, postconditions and invariant) and represented by logical expression. The connector tests the invariant and preconditions for each service before calling it and tests postconditions and the invariant when the server returns. The connector can also execute some defined actions when the contract fails. This way, a client is able to set how he/she wants the server to behave and he/she is also able to set what should be done when the requirements fail. Our proposal starts from the server features definition (its interface), which is extended to define server location, requirements and behaviors. Connectors have the following features.
(i) Connectors are defined by clients.
(ii) Connectors use contracts to express the properties expected by the client. (iii) Connectors are Web services that will be automatically generated. This is important because it allows a connector can be used by any client component running in any host. As mention previously, connectors will be implemented as Web services. But, there is no supposition about the implementation of the rest of the components in the system (Fig. 2 ).
Features of the connectors
We have developed a graphical tool named COMPOSITOR to make the connector definition easier starting from the remote component. COMPOSITOR reads the WSDL of the remote component (its location as an url is needed) and it presents the interface of the remote component in a familiar syntax (C#-style). Then the user may define his/her own nonfunctional requirements via contract and the behavior to be executed when contracts fail. Because a connector is a Web service implemented in C# and ASP.NET, preconditions, postconditions and invariants will be valid Boolean expressions written in C#. The behaviors associated to each contract are C# sentences. Both, contracts and behaviors can use a number of predefined predicated and functions such as Available, Fail, Retry, Suspend, Timeout, etc. In addition, external sentences can be used to define other components (or connectors) you are going to use in the context of your application allowing the use of external components as part of the contracts.
It is important to note that the Web service generated is just the connector (not an addition of component and connector). This allows a connector can be used by different client in order to have the same behavior of the server, as well as, using other (or new) connector to get a different behavior of the server.
We will use an example throughout this point in order to obtain a better illustration of the features of the connectors. Let us imagine we want to develop a chess game where players may be human or not. We have (previously developed) a referee component. This component implements the rules of the game; so that it can determine when the game is over or when a movement is valid or not. Thus, the developer only has to implement the user/virtual interfaces and the game synchronization rules. The ChessMaster component offers some services such as IsMoving which tells us if a player is moving a piece, PlayersConnected which tells us how many players are connected to play, GetMovement which tells us the last move made by a player, ResignGame which tells the referee when a player quits the game, BeginGame which tells the referee when a player wants to play, etc. The interface of the ChessMaster component is shown in Fig. 3 . We show below the syntax and the semantics of these predefined functions and predicates available for the connector designer.
(i) External components (external at): They express external dependencies of the component. This allows us to ensure that all the external components required (managed as remote references) are ready. External references are active throughout the whole life of the connector. Syntax: external ,type. ,name. at ,url.; Example: (not used in the chess example)
external Ex ext at "http://.../Ex.asmx";
(ii) Preconditions (require): They set up the conditions that the client wishes to be fulfilled before the service is carried out. (a) Suspend: It interrupts the execution of the service until its precondition is satisfied, so it is a useful feature for synchronization. Suspended services are enqueued. Then, each time any service ends, the oldest service suspended for its precondition verification, is activated. To avoid the loss of information concerning a change in the state of the server component produced by the non-desired and non-recommended access to the server component directly instead of using the connector, there is also a background thread that periodically reviews suspended services when there has been no activity for some time. In the chess example, we cannot obtain a player's move until he/she has finished moving; so we have to suspend the request until he/she has completed the move. For example:
(b) Retry: It retries the service. It is typically useful when some 'repairing' action can be done before retrying. It is also useful for debugging. For example, the identification of a player in the chess application is a number (1 means white and 21 means black), and a client could want to retry a service adapting the situation to avoid errors. For example:
(c) Fail: It raises an exception to the client. So, it is the client who must manage that exception. For example, an exception is raised when a player tries to join the game and there are already two players connected. This way the client application will show an error message, will try to connect to a new server, etc. Example:
(d) Source Code: It allows any adaptation wanted by the client. It could be very useful to adapt values after/before the services will be done. Following example (not used in the chess example) shows how to return to the client a price in euros when the service gives the price in dollars. It even could be better developed by getting the conversion factor from one external component.
Timing features
Real-time systems have many constraints and features that make it hard to develop them by composing software components. However, there are some typical characteristics of the real-time systems that can be incorporated to connectors. Under current proposal, by means of the predicate timeout, it is possible to set a timeout for every service managed by a connector. timeout sets time requirements (in seconds). Such time requirements could be used for a dynamic service scheduling. So, the connector runs services using an Earliest Deadline First (EDF) algorithm. This is possible because once a precondition is verified each service runs in an independent and atomic way (not interrupted by the connector). Therefore, when a service exceeds its assigned time, it will be interrupted and an exception will be raised to the caller, who must handle the situation. For example, the GetMovement service could be required to respond within certain time limit or an exception will be arised. For example:
AN EXAMPLE: THE CHESS MASTER
This section shows how to develop the chess game mentioned before. We start from the ChessMaster component. Therefore, developers only have to implement the graphic user interface for playing or a virtual player and the game synchronization rules expressed as contracts. Those contracts will be used to generate the ChessMasterConnector and the application can be deployed as shown in Fig. 4 .
Using the COMPOSITOR tool, this interface is extended allowing each player to use the referee and modeling the behavior for a cheating or malicious movement. This way, when a player tries to send a movement it is necessary the player can move (its turn) and also that his movement be valid. An inexperienced player could make a mistake and he/she could try to send an invalid movement because he/she is learning to play, but an expert player cannot send an invalid movement because it would mean he/she is trying to cheat. Therefore, a novice player will fail when he/she tries to send an invalid movement and an expert player will loose the game when he/she attempts to send an invalid movement. For example, a novice player could be implemented as follows:
This way the deployment diagram will be as shown in Fig. 5 . 
SUBTYPING
The connectors generated are components as well, so we have to define what subtyping techniques will be applicable for connectors, how to use them and how they work. Therefore, we will analyze subtyping techniques and then we will show how can be used for connectors.
In the object-oriented paradigm, the question of software reuse deals with the substitutability of classes with respect to their instances. Substitutability is usually captured by the concept of subtyping.
The idea of behavioral subtyping is to regard the behavior of the subtyped components as being consistent with their parents' behavior. A class is a program module that describes a set of potential instances or objects. In many languages, such as Java and Smalltalk, a class also describes a class object, which can receive messages in order to create instances (in Smalltalk), and which also holds information common to all instances (such as the code for methods, the class name, etc.). One can also make a distinction between instance methods and class methods; instance methods can be sent to an instance, whereas class methods are sent to class objects. We will use the term 'class method' to refer also to the static methods and constructors of languages such as C þþ and Java.
A type is a static attribute of some object in a programming language. For example, numeric literals have a type such as int. In OO languages, both class objects and instances have types. The type of an instance is derived from the class declaration, and a structural rendering of such a type only involves the instance methods. Such a type corresponds to a Java interface, since it describes a protocol for manipulating objects; hence, it is called an object-type.
The extension of an object-type is thus a set of objects with a common protocol [6] . All the instances of a given object-type can thus be sent the same set of messages (method calls with arguments) without generating a type error. In contrast, a class-type or meta-type describes the protocol of class objects. A structural rendering of such a type involves the types of class methods and the object types of the instances that the class can create. Types can be viewed as degenerate specifications, since they give information about the syntax of methods (their names, and types of arguments, etc.), but do not (usually) involve behavior. In contrast, a behavioral specification describes both syntax and semantics.
Refinement is an important relationship on meta-types. It is a stronger relationship than behavioral subtyping, which relates object types. Refinement is a relationship between behavioral specifications which is useful in developing programs from specifications [7, 8] . The basic idea is that a refinement, C, of a specification, A, is a specification that is stronger than A in the sense that every correct implementation of C is also a correct implementation of A; thus, C will have no more correct implementations than A.
As already mentioned, the OO approach is very powerful to develop large software systems. Much of this power is due to the key concept of inheritance. However, the static checks enforced by, for example C þþ or Java compilers upon derived classes, test only for such syntactic and typing restrictions which guarantee no run-time-type errors. This is the contracting and specification level that has been used for many years in the past by most software developers. Obviously, this is not enough to prevent surprising and often disastrous program behavior. That means, that checks done by compilers are only part of what is needed to reason about the behavior (i.e. the semantics) of software, especially for OO systems when new subtypes are added.
Behavioral subtyping is a technique for preventing unexpected behavior in a modular way: it ensures that any reasoning that has been done about the behavior of a piece of client code that uses objects of a base class C continues to hold if the code is instead applied to objects of a subclass SC of C, i.e. it remains valid if calls to a method m are dispatched by SC instead of C. This is the case if methods redefined in subclasses satisfy their base class specification, i.e. if they fulfill a reuse ensuring specification match. Thus, objects of new subtypes (instances of subclasses) 'act like' objects of their supertypes, when used as if they were supertype objects. This is what the Liskov substitution principle (LSP) for OO design states [9] : (i) In class hierarchies, it should be possible to treat a specialized object as if it were a base class object. (ii) OO functions that use pointers or references to a base class must be able to use objects of a derived class without knowing it. The basic idea here is as simple as it is important: inheriting classes should not perform any actions that will invalidate the assumptions made by (the client of) a parent class. Put differently, any object of a subtype must be substitutable for an object of a supertype in the hierarchy without any effect on the program's observable behavior. If the LSP is applied, then code using a base class pointer will never break when another class has been added to the inheritance tree.
Suppose a contractor [10] (representing a parent class) makes a deal with a client (representing a client class) to do certain work (representing the postcondition). Part of the deal might be that the client agrees to have a site ready by a certain date (representing the precondition). Now suppose the contractor brings in a subcontractor (representing the heir class) to do a portion of the work. The subcontractor cannot force the client to change the date that the site is to be ready to an earlier date (no strengthing of the precondition). The deal with the client was made by the contractor and so no new or stronger requirements can be imposed by the subcontractor. Similarly, the subcontractor must provide at least as much work as was bargained for by the contractor, but may promise to provide more if appropriate (strengthing of postcondition is allowed). This also means, for simpler cases: The proposed approach allows three different techniques of subtyping for connectors: inheritance, delegation and composition.
Inheritance
By default, COMPOSITOR uses the subcontractor analogy [10] . This way, developers must respect the contract, and can change the assertions if: † the preconditions are weaker than in the inherited contract; † the postconditions are stronger than in the inherited contract.
To replace a precondition on a service you are affecting or redefining, these conditions will be logically 'or-ed' with the original precondition to form a new one. Similarly, use to add conditions to a postcondition. The added conditions will be 'and-ed' to the original.
However, what happens if you want to design new asserts for a service ignoring the previous contract? The COMPOSITOR offers a service or connector modifier named new which means that the tool does not keep in mind the contracts of the parent connector for that service (or all of the connector). This modifier could only be necessary in a few particular cases; so, we do not recommend its use as a design methodology.
The original subcontractor analogy is based on Meyer's contract. However, the semantic of the contract failed is not the same. Meyer's contract failure implies the service will not be executed, instead of that, our proposal executed a set of sentences defined in the on failure block and then continue working. So, this has to be kept in mind by COMPOSI-TOR. on failure blocks can be found associated to invariant, preconditions and postconditions. on failure blocks associated to preconditions should be used in order to solve problems detected before activating the service to execute it as the client wants. Using the same analogy, actions taken in redefined on failure blocks should leave the component in a state that ensures the service will be executed in similar conditions as if the parent had executed it. This part of the analogy is not implemented by our tool because it would be difficult and slow to analyze the statements to ensure the service. However, we strongly recommend as methodology to keep in mind what on failure blocks are for. The following example shows how we can develop a simpler connector weakening the contract.
Delegation
Delegation was originally introduced by Lieberman [11] in the framework of a class-free (prototype-based) object model as an alternative to inheritance. An object, called the child, may have modifiable references to another object, called its delegate. Messages for which the message receiver has no matching method are automatically forwarded to its parent. When a suitable method is found in a parent object (the method holder) it is executed after binding its implicit self parameter. This parameter refers to the object on whose behalf the method is executed. Automatic forwarding with the binding of self to the message of receiver is called delegation. In contrast, automatic forwarding self with binding of self to the method holder is called consultation [3] . Delegation is object-based inheritance, whereas consultation is just an automatic form of message sending. To avoid confusion, it is worth noting that many authors use the term COMPOSITION OF SELF-ADAPTING COMPONENTS Page 9 of 16 delegation to denote consultation or simple message sending which is what we really do (Fig. 6) .
The current proposal allows a connector to set a delegate component which will be invoked when a service is not present, or it is not available, in the server component. This delegation can be set/modified using the predefined method named delegateOn that only needs the URL of the component we delegate on. This is very useful combined with timeout sentences in fault tolerant scenarios delegating on other components in case of timeout. For example:
Composition
Assertions are Boolean functions and connectors are components, so, could we compose some connectors? The answer is simple: 'yes'. When you define a connector you set which component you connect to. Therefore, you only have to connect one connector to another one and the composition is done.
How does the contract behave when using composition? The composition model adopted in the current proposal is the sequential composition, so, all the preconditions will be evaluated sequentially as a conjunction and the on failure statements will be applied when its respective assert has not been validated. For example:
You can see how the connectors are composed and the requirements are evaluated sequentially as a refinement or filter process. This way, an expert player with a valid movement has to wait his/her turn to send the movement and loses the game when the movement is not valid.
COMPONENT DYNAMIC ADAPTATION
The CBSE [2, 12] focuses on building large software systems by integrating existing software components. The old notion of developing a system by writing code has been complemented by assembling existing components. The main aim of CBSE is to enhance the flexibility and maintainability of systems. Some of these systems are critical, and their maintenance should be on-going. Such systems must be adapted on the fly. In this section, we focus on the dynamic adaptation problem (dynamic means the ability to change an application at run-time).
The dynamic adaptation problem
Adapting a component-based application means adapting one or more of its components. Adapting a component at run-time means disconnecting it from the application and connecting a new version or a different version of this component or modifying its interconnections [13] . A dynamic adaptation may be performed for multiple reasons classified into four categories: corrective, environment, extending or perfective.
A corrective adaptation removes the faulty behavior of a running component by replacing it with a new version that provides exactly the same, but correct, functionality. An environment adaptation transforms the application in response to changes affecting its environment (OS, hardware components, etc). The extending adaptations extend the application by adding new components to provide the desired new functionalities. The perfective adaptations aim to improve the application even when it runs correctly. For example, replacing a component with a new version.
It does not matter why the adaptation is needed, several types of adaptation may be identified: (i) Architecture adaptation: it affects to the structure of the application. This can be performed by adding new components, removing existing components or modifying their interconnections. (ii) Implementation adaptation: it is motivated by performance, correction reasons or environmental changes that were not considered when the component was first implemented. Therefore, the interfaces exposed by the component should be maintained the same. (iii) Interface adaptation: it modifies the list of services provided by the component. In component-based software, that can be performed by adding (removing) some services in (from) the list of services supported by the component. (iv) Location adaptation: it corresponds to the migration of components from one site to another. For example, this can be done to balance loading. Such adaptation does not affect the application's architecture; but, the communication between the moved component and other components should be adapted according to the new location.
Multiple requirements must be satisfied to accurately perform an adaptation. The most important requirements to keep in mind are consistency, performance and degree of automation.
The consistency concerns the adaptation operation which is instigated by the control application (the application used to adapt the running application) has high priority. However, it does not mean granting all rights to the control application to do anything at any time. The adaptation must preserve the application consistency.
The performance is related to the duration of the adaptation and the number of components affected. Even though the adaptation operation is seldom carried out during the running application life cycle, it should be effective, and its duration should be as minimal as possible. Also, the number of components affected by the adaptation operation should be minimal.
The degree of automation is also important. It represents the ability of an application to adapt itself. This is only possible when the application has all the information and capabilities necessary to carry out such an operation at run-time. Selfadaptive software [14] modifies its own behavior in response to changes in its operating environment.
A solution to the dynamic adaptation problem using connectors
As it was mentioned before, adapting a component-based application frequently means adapting a component at run-time which implies disconnecting it from the application and connecting a new version of this component. Therefore, the use of connectors has to provide a way of changing at run-time the component you are connected to as well as the connector you are using. Changing the connector you are using (maybe because new contracts or behaviors are wanted) is not a problem. The connector is represented by its url that is stored and managed as an string. So, the client application only has to change the url of the connector to connect to another. This can be done either at compile time or at run-time.
The problem can arise when we want to change the connected component. In such case, it is necessary to inform the connector that the server component has changed, but the new server can be slightly (or very) different from the previous one and their interfaces may be different. Therefore, it is suitable that all the problems could be solved by the connector as automatically as possible at run-time.
The way to switch to another server component is easy. You only have to set the new server component using the predefined primitive void nowConnectTo(string url);
There is no problem when the new component has the same interface as the old one. However, the problem arises when the services are (or could be) equivalent but, the interfaces they offer are not equals. Three different conicts are identified: (i) Name Conflict: it happens when the same service has a different name in the new server but its parameters are the same. (ii) Parameters Conflict: it happens when the same service needs different parameters though the information provided is the same (maybe different types, order, etc). (iii) Composition Conflict: this is the hardest problem and it happens when there is no a direct equivalence among services. However, old services can be seen as the composition of two (or more) new services.
Using Semantic web for adaptation implementation
Semantic Web technology [15, 16] helps us in managing information in our business, personal space or employment. The Semantic Web initiative aims to build a Web to be consumed by software, instead of humans as the traditional WWW does.
Thanks to formal and semantic specification of the content, new applications such as product catalogues integration, advanced search and retrieval applications, knowledge inferences become possible. Even if the vision of the Semantic Web is still at its beginning, the number of businesses that take benefit is rapidly increasing. Ontology is a shared and common understanding of some domain that can be communicated across people and computers. Ontologies [17] can, therefore, be shared and reused among different applications. An ontology describes the subject matter using notions of concepts, instances, relations, attributes and axioms. Concepts in the ontology are organized in taxonomies through which inheritance mechanisms can be applied. Ontology description languages such as RDF(S) and OWL [18] are built on top of XML and add semantics to the model representation. Those languages are now standards of the W3C with a large support of applications and infrastructure for their storage, manipulation and overall management.
The web semantic technique will be used for the dynamic component adaptation is based on formal and semantic specification of the information. And, this specification is expressed using ontologies. Ontologies have already been used in the context of translation. The idea of using ontologies to solve the adaptation problem is born from the fact that the only knowledge we have to make that adaptation is the server interface: service names, parameters, etc. The grammar used in natural language is wide and complex; however, programming languages have a well-defined grammar. In our particular case, we only have to keep in mind the invocation grammar which is as shown in Fig. 7 . That allows us to adapt the call to a 'not found' service by other service looking for the semantic of the service.
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How could the following ontology written in OWL like be used to adapt a 'not found' service?
The first step taken is to translate the ontology into a list of PROLOG facts where we show the inherence relationships, what (classes, services, etc) are equivalent (or same as) to what, etc. Following, some rules are added to express some properties, such as the reflexive, symmetric and transitive properties of equality (same as), etc. Finally, replacement rules are included. This way, a class can be replaced by a subclass or by a 'same as' class or by an equivalent class and a service can be replaced by a 'same as' service or by an equivalent service.
So, it is possible to determine who and what can be replaced by and to invoke an existing service that solves the request made. This way, we can invoke a different service (different name and/or parameters), which is equivalent to the requested one (implementation details are shown in Section 6).
IMPLEMENTATION ISSUES
The connectors are implemented as Web services, which are automatically generated in C# under the .NET (dot-Net) platform starting from its specification (interface, contracts and on failure blocks).
Inside the connectors
Connectors are implemented as Web services where the external dependencies are references to remote components that are created when the connector is instantiated and remains active while the connector is active.
Every connector implements a Boolean method for each precondition, postcondition and invariant, as well as void methods for each on failure block of sentences. Beside those methods, a private object (beh) from the class CBehavior is used to implement the predefined behaviors such us Suspend, Retry and Fail. For example, the precondition of the SendMovement service is implemented as follows:
Every service request is managed by the doCall method (defined in the CConnector class). This method tests all the contracts and executes the associated behavior to each service in the case where its contract fails.
Using the reection and emit capability provided by the .NET platform, the connector builds methods for preconditions, postconditions, invariants and on failure blocks. It also builds a MethodInfo object (MethodInfo is a .NET class that discovers the attributes of a method and provides access to method metadata) used to invoke the services required over the server. doCall method is implemented as follows:
It is worth noting the following features marked as 1 to 5.
(1) Shows how the service, the contracts and the behaviors are built using reection. A MethodInfo object is created for each one using the type of the connector, the name of the service and the type of the server. finished. The state of the server will have changed after the execution of a service, so the connector then takes the oldest suspended call whose precondition can now be verified and wakes it up. There is also a timer thread that calls periodically the wake up. This preventive action is taken because someone could modify the state of the server without using the connector, so no wake_up call would be executed.
State and persistence
Web services are intrinsically disconnected, so they are considered as some kind of stateless components. However, the proposed connectors use instance variables that need to keep their values while the connector is alive (running) such as suspended calls, remote references, etc. We have used a property that uses the application object to store the information global to the application. The ASP.NET run-time maintains a pool of HttpApplication objects. When an incoming request arrives, the runtime takes a HttpApplication object from the pool to pair with the request. The object remains associated with the request, and only that request, until the request processing is complete. When the request is finished, the run-time may return the object to the pool, and later pull it out to service another request; but only one request at a time is associated with an HttpApplication object.
The Application object (of type HttpApplicationState) is what we generally think of when we need to store information global to the application. The session object allows us to place variables in it too, and it will maintain them until the session ends. However, the Application object is the most appropriate place to store information because the state of the connector is the same for all the clients/sessions and it is not an independent state for each client/session. For example, we use the Application object to store the object beh containing the queue of the suspended calls:
It also can be done using static variables but it is better to use the Application object because already provides thread safety through a course grained reader/writer lock.
Details of adaptation
Let us show how one ontology written in OWL [18] used to adapt a 'not found' service. The first step is to translate the ontology into a list of PROLOG facts. That is not hard, it is only necessary to take classes, subclasses, properties, equivalences and equalities. This way, the OWL file shown before is translated to the following PROLOG facts: As you can see, we try first to invoke the method requested, and we do nothing if it goes well. However, when it fails and an exception is raised, we catch it and adapt the service as it shows in the following code:
As can be seen in the previous code, we get all the methods given by the current server using reflection and test if someone of them can replace to the 'not found' service. This test is done by the Prolog machine offered by P#, invoking the predicate Can_Be_Replaced with the server name, service name and service parameters of the 'not found' service and the candidate service to replace it.
P# is a Prolog implementation [19] designed for use with Microsoft's .NET framework. Specifically, it translates Prolog to C# source code, allowing interoperation with C#, and hence with other .NET languages. This allows the development of software, which combines Prolog back-ends with C# front-ends. Much of P# is shared with SICStus Prolog and the tool from which P# is derived, Prolog Cafe (version 0.4.4). Page 14 of 16 J.L. PASTRANA et al.
RELATED WORK
As far as we know, there are many proposals for component synchronization, coordination, adaptation, etc, but none of them manage all the problems at the same time. So, we present a methodology and tool for developing distributed component systems giving solutions to the most of the problems that can be found such as synchronization, coordination, adaptation, etc. MDA is an emerging set of standards and technologies focused on a particular style of software development one that emphasizes the advantages of modeling at various levels of abstraction and, most important, the integration and flow of information through these models. However, our proposal uses (conceptually) remote components and we only know their interfaces and we do not have their PIM models.
AOP is a way of modularizing crosscutting concerns (concerns that cut across the natural units of modularity). AOP uses new languages or extensions of existent languages to describe the different aspects in one application and to weave code and aspects. AOP works well in sequential systems. But the problem arises when defining aspects over distributed components where the weaver cannot weave functional and non-functional codes. One solution is presented in the Dynamic Wrappers [20] proposal. It is based on defining before, after and around advices for the remote objects and wrapping middleware objects (stub/skeletons). However, it does not allow us to have different behaviors for the same remote component and cannot suspend a call.
On the other hand, the work carried out by Lopes and Kiczales [21] in the field of the COOL language could resemble our work, because they use a coordinator with some functions similar to our connectors. The model is improved by Coordinated Roles [22] , since it allows us to generate, change and modify the coordination at run-time. However, the difference between current work and this model can be found in the place where the coordinator resides and who sets the rules of the coordination. Lopes's coordinator is tied (a thread) to the server which sets the rules of the coordination and synchronization. However, the proposed work allows a server can be accessed by many different connectors at the same time as well as the connectors are defined by the clients instead of the server. So, our work proposes that the client is who determines the server behavior, the coordination and synchronization rules.
Another interesting proposal is the Polyphonic C# [23] . Polyphonic C# extends the C# programming language with new asynchronous concurrency abstractions, based on the join calculus. The language presents a simple and powerful model of concurrency which is applicable both to multithreaded applications running on a single machine and to the orchestration of asynchronous, event-based applications communicating over a wide area network. However, Polyphonic C# is eventoriented, not service-oriented and the join calculus used to coordinate is done and defined on the server side, for example: Web Services Choreographies [24] such as BPEL4WS or WSCI are message interchanging models that tell us how components interact in a system, but tell us nothing about properties of the system and what to do when something goes wrong.
The Semantic web techniques for web services (OWL-S [25] , METEOR-S [26] and WISMO [27] ) are oriented to the discovery process. They are used for finding the component (web service) offering the service we need but they do not solve the problem of the adaptation.
Related to the functional adaptation and composition of components, Product-Line software engineering [28] is an approach that adapts components when a family of related software systems is to be developed. This adaptation can be static (conditional compiling) or dynamic (using one skeleton object). However, the adaptation done develops a new system but does not solves the problem of a 'not found' request service at a run-time.
Solutions in the self-adaptive software systems use a middleware or a management framework for handling components at run-time. And, using hot deployment in an application server such as JBoss could be seen as a solution. However, on one hand, a connector differs from a container in J2EE because a connector and the component do not have to be in the same host and two different connectors (with different behavior) can connect to the same component at the same time. On the other hand, a self-adaptive software system evaluates its own behavior and changes behavior when the evaluation indicates that it is not accomplishing what the software is intended to do, or when better functionality or performance is possible. And, the adaptation done by the connectors solves only the problem of a change in the interface of the component when the system is running.
CONCLUSIONS AND FUTURE WORK
The current proposal is based on the idea of developing a system by the connection of pre-existent components. Those components are conceptually distributed all over the Internet and represent the functional properties of the system. Current work covers the coordination, synchronization and adaptation of those components using contracts and the behavior defined when those contracts fail. Finally, the knowledge of the domain of the problem expressed in a OWL ontology is used in order to adapt service request at run-time.
Connectors are implemented as Web services. This is very important because Web services are based on international standards. Therefore, connectors can be used for any application or platform (not just Microsoft or .NET).
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This proposal allows a client to set server requirements and behaviors when contracts fail. This is a new point of view because traditionally, the server is the one who sets what it requires and what happens when these needs are not satisfied. In addition, our work is the only one (as far as we know), which can adapt service calls at run-time totally transparent for the user of a component (the client).
Currently, the tool supposes all the remote components are Web services. So, as future work, the COMPOSITOR tool will be improved to allow remote server components using CORBA, TCP, etc. This way, the tool increases the interoperatibility skill in a system. Finally, we are working improving the dynamic adaptation as well as the usability and friendliness of the tool.
