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Abstract
We consider three graphs, G7,3, G7,4, and G7,6, related to
Keller’s conjecture in dimension 7. The conjecture is true for
this dimension if and only if the size of the largest clique in
at least one of the graphs is less than 27 = 128. We present
an automated method to solve this conjecture by encoding
the existence of such a clique as a propositional formula.
We apply satisfiability solving combined with symmetry-
breaking techniques to determine that no such clique exists.
This result implies that every unit cube tiling of R7 contains
a facesharing pair of cubes. Since a faceshare-free unit cube
tiling of R8 exists (which we also verify), this completely
resolves Keller’s conjecture.
1 Introduction
In 1930, Keller conjectured that any tiling of n-dimensional
space by translates of the unit cube must contain a pair of
cubes that share a complete (n − 1)-dimensional face [10].
This generalized a 1907 conjecture of Minkowski [20] in
which the centers of the cubes were assumed to form a lattice.
Keller’s conjecture was proven to be true for n ≤ 6 by Perron
in 1940 [21, 22], and in 1942 Hajós [6] showed Minkowski’s
conjecture to be true in all dimensions.
In 1986 Szabó [24] reduced Keller’s conjecture to the study
of periodic tilings. Using this reduction Corrádi and Szabó [3]
introduced the Keller graphs: the graph Gn,s has vertices
{0, 1, . . . , 2s − 1}n such that a pair are adjacent if and only if
1) they differ by exactly s in at least one coordinate and 2)
they differ in at least two coordinates. The size of cliques in
Gn,s is at most 2n and the size of the largest clique inGn,s is
at most the size of the largest clique in Gn,s+1.
A clique in Gn,s of size 2n demonstrates that Keller’s
conjecture is false for dimension n. Lagarias and Shor [16]
showed that Keller’s conjecture is false for n ≥ 10 in 1992
by exhibiting clique of size 210 in G10,2. Mackey [19] found
a clique of size 28 in G8,2 to show that Keller’s conjecture is
false for n ≥ 8 in 2002. In 2011, Debroni, Eblen, Langston,
Myrvold, Shor and Weerapurage [5] showed that the largest
clique in G7,2 has size 124.
In 2015, Kisielewicz and Łysakowska [11, 13] made sub-
stantial progress on reducing the conjecture in dimension
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7. More recently, in 2017, Kisielewicz [12] reduced the con-
jecture in dimension 7 as follows: Keller’s conjecture is true
in dimension 7 if and only if there does not exist a clique in
G7,3 of size 27 [18].
The main result of this paper is as follows.
Theorem 1.1. Neither G7,3 nor G7,4 nor G7,6 contains a
clique of size 27 = 128.
Although proving this property for G7,3 suffices to prove
Keller’s conjecture true in dimension 7, we also show this
forG7,4 andG7,6 to demonstrate that our methods need only
depend on prior work of Kisielewicz and Łysakowska [11, 13].
In particular, the argument forG7,6 [11] predates and is much
simpler than the one for G7,4 [13] (although the publication
dates indicate otherwise). It is not explicitly stated in either
that it suffices to prove thatG7,4 orG7,6 lacks a clique of size
128 to prove Keller’s conjecture. We show this in Appendix A.
We present an approach based on satisfiablity (SAT) solv-
ing to show the absence of a clique of size 128. SAT solving
has become a powerful tool in computer-aided mathemat-
ics in recent years. For example, it was used to prove the
Erdős discrepancy conjecture with discrepancy 2 [14], the
Pythagorean triples problem [9], and Schur number five [8].
Modern SAT solvers can also emit proofs of unsatisfiability.
There exist formally verified checkers for such proofs as
developed in the ACL2, Coq, and Isabelle theorem-proving
systems [4, 17].
We encode whether a clique in Gn,s of size 2n exists as a
propositional formula. Without symmetry breaking, these
formulas with n > 5 are challenging for state-of-the-art tools.
However, the Keller graphs contains many symmetries. After
breaking the symmetries, we were able to prove the absence
of a clique of size 128 in G7,3, G7,4 and G7,6. We optimize
the proofs of unsatisfiability obtained by the SAT solver and
certify them using a formally verified checker.
2 Preliminaries
We present the most important background concepts related
to this paper and introduce some properties of Gn,s . First,
for positive integers k , we define [k] := {1, 2, . . . ,k} and
⟨k⟩ := {0, 1, . . . ,k − 1}. Note that all arithmetic operations
will be performed modulo 2s .
Keller Graphs. The Keller graph Gn,s consists of the ver-
tices ⟨2s⟩n . Two vertices u,v ∈ V (Gn,s ) are connected if and
only if 1)u andv differ by exactly s in at least one coordinate;
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Figure 1. Illustration ofG2,2. The coordinates of the vertices
are compactly represented by a sequence of the digits.
and 2) they differ in at least two coordinates. Figure 1 shows
a visualization of G2,2.
Gn,s can be colored with 2n colors [5] such that vertices
having the same color are not adjacent. As a consequence, the
size of largest possible clique in Gn,s is at most 2n . Consider
the following partition of V (Gn,s ). For every w ∈ {0, 1}n ,
let Vw (Gn,s ) := sw + ⟨s⟩n . Notice that every Vw (Gn,s ) is an
independent set. For example,V (G2,2) can be partitioned into
• V(0,0)(G2,2) = {(0, 0), (0, 1), (1, 0), (1, 1)},
• V(0,1)(G2,2) = {(0, 2), (0, 3), (1, 2), (1, 3)},
• V(1,0)(G2,2) = {(2, 0), (2, 1), (3, 0), (3, 1)},
• V(1,1)(G2,2) = {(2, 2), (2, 3), (3, 2), (3, 3)}.
We use the above observation for encoding whether Gn,s
has a clique of size 2n . Instead of searching for such a clique
on the graph representation of Gn,s , which consists of (2s)n
vertices, we search for 2n vertices, one from each Vw (Gn,s ),
such that every pair is connected by an edge.
Automorphisms of Keller Graphs. Let Sn be the set of per-
mutations of [n]. Let Hs be the set of permutations of ⟨2s⟩
generated by the swaps (i i + s) along with any permuta-
tion of ⟨s⟩ which is identically applied to s + ⟨s⟩. Note that
|Hs | = 2s ·s!. For example,H3 has 48 permutations, which can
be generated by {(03), (14)(25), (01)(34), (02)(35)}. Similarly,
|H4 | = 384.
Let Aut(Gn,s ) be the automorphism group of Gn,s . The
elements of Aut(Gn,s ) are
(x1,x2, . . . ,xn) −→ (τ1(xσ (1)),τ2(xσ (2)), . . . ,τn(xσ (n))),
where σ ∈ Sn and τ1,τ2, . . . ,τn ∈ Hs . Hence, |Aut(Gn,s )| =
n! · (s! · 2s )n .
Observe that for every δ ∈ Aut(Gn,s ), T ⊂ V (Gn,s ) is a
clique if and only if δ (T ) is a clique.
Combinatorial Cubes and Covers. For every v ∈ V (Gn,s )
we define the combinatorial cube at v , denoted C(v), as fol-
lows:
C(v) := v + ⟨s⟩n .
For every I ⊂ V (Gn,s ) and clique C ⊂ V (Gn,s ), we say that
C covers I if and only if
I ⊆
⋃
v ∈C
C(v).
Observe that C(u) ∩C(v) = ∅ for every pair of adjacent
vertices u,v ∈ V (Gn,s ). For example, consider two adja-
cent vertices in V (G2,2): u = (0, 0) and v = (1, 2). Note that
the intersection of C((0, 0)) = {(0, 0), (0, 1), (1, 0), (1, 1)} and
C((1, 2)) = {(1, 2), (1, 3), (2, 2), (2, 3)} is empty.
Since every pair of vertices in a clique are adjacent, this
means that a clique C covers I if and only if
|I| =
∑
v ∈C
|C(v) ∩ I|. (1)
Propositional Formulas. We consider formulas in conjunc-
tive normal form (CNF), which are defined as follows. A literal
is either a variable x (a positive literal) or the negation x of a
variable x (a negative literal). The complement l of a literal l
is defined as l = x if l = x and l = x if l = x . For a literal l ,
var(l) denotes the variable of l . A clause is a disjunction of
literals and a formula is a conjunction of clauses.
An assignment is a function from a set of variables to
the truth values 1 (true) and 0 (false). A literal l is satisfied
by an assignment α if l is positive and α(var(l)) = 1 or if
it is negative and α(var(l)) = 0. A literal is falsified by an
assignment if its complement is satisfied by the assignment.
A clause is satisfied by an assignment α if it contains a literal
that is satisfied by α . A formula is satisfied by an assignment
α if all its clauses are satisfied by α . A formula is satisfiable if
there exists an assignment that satisfies it and unsatisfiable
otherwise.
3 Clique Existence Encoding
Recall that Gn,s is a graph on ⟨2s⟩n . Two vertices u,v are
connected by an edge if and only if 1) ui . vi for at least
two i ∈ [n] and 2) there exists a coordinate i ∈ [n] such that
ui −vi ≡ s mod 2s .
The encoding exploits the observation that the vertices
of Gn,s can be partitioned into 2n independent sets: For ev-
ery w ∈ {0, 1}n , let Vw (Gn,s ) := sw + ⟨s⟩n . Note that each
Vw (Gn,s ) is an independent set and that theVw (Gn,s )’s parti-
tion V (Gn,s ). Thus, in any clique of size 2n there is a unique
uw ∈ Vw (Gn,s ) for eachw ∈ {0, 1}n .
Our CNF will use a coordinate encoding of uw . For each
w ∈ {0, 1}n , i ∈ [n], c ∈ ⟨s⟩, we define Boolean variables
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xw,i,c which are true if and only if uw,i = swi + c . We there-
fore need to encode that exactly one of xw,i,0, xw,i,1, . . .,
xw,i,s−1 is true. We use the following clauses
∀w ∈ {0, 1}n ,∀i ∈ [n], (xw,i,0 ∨ xw,i,1 ∨ · · · ∨ xw,i,s−1) ∧∧
c<c ′∈⟨s ⟩
(x¯w,i,c ∨ x¯w,i,c ′).
This defines 2n ·n · s variables and 2n ·n · (1+ (s2)) clauses.
Next we enforce that for every pair of vertices in the clique
differ in at least two coordinates. For most pairs of vertices,
no clauses are required because they differ in at least two
positions of theirw’s. Hence, a constraint is only required
for two vertices ifw andw ′ differ in exactly one coordinate.
Let ⊕ be the binary XOR operator and ei be the indicator
vector of the ith coordinate. Ifw ⊕w ′ = ei , then in order to
ensure that uw and uw ′ differ in at least two coordinates we
need to make sure that there is some coordinate j , i for
which uw, j , uw ′, j
∀w , w ′ ∈ {0, 1}n s.t.w ⊕w ′ = ei ,
∨
j ∈[n]\{i },c ∈⟨s ⟩
(xw, j,c , xw ′, j,c ).
We use the Plaisted-Greenbaum [23] encoding to convert
the above constraint into CNF. We refer to the auxiliary
variables introduced by the encoding as yw,w ′, j,c , which are
true if xw, j,c , xw ′, j,c , or written as an implication
yw,w ′, j,c → (xw, j,c , xw ′, j,c )
The following two clauses express this implication
(yw,w ′, j,c ∨ xw, j,c ∨ xw ′, j,c ) ∧ (yw,w ′, j,c ∨ xw, j,c ∨ xw ′, j,c ).
Notice that the implication is only in one direction as
Plaisted-Greenbaum takes the polarity of constraints into
account. The clauses that represent the other direction, i.e.,
(yw,w ′, j,c ∨ xw, j,c ∨ xw ′, j,c ) and (yw,w ′, j,c ∨ xw, j,c ∨ xw ′, j,c )
are redundant (and more specifically, they are blocked [15]).
Using the auxiliary variables, we can express the con-
straint using clauses of length s · (n − 1)
∀w , w ′ ∈ {0, 1}n s.t.w ⊕w ′ = ei ,
∨
j ∈[n]\{i },c ∈⟨s ⟩
yw,w ′, j,c .
This defines an additional 2n−1 ·n · s · (n − 1) variables and
2n−1 · n clauses.
The last part of the encoding consists of clauses to ensure
that each pair of vertices in the clique have at least one
coordinate in which they differ by exactly s . Observe that
uw,i − uw ′,i ≡ s mod 2s implies that wi , w ′i and for all
c ∈ ⟨s⟩ holds that xw,i,c = xw ′,i,c . We use auxiliary variables
zw,w ′,i that are true if uw,i −uw ′,i ≡ s mod 2s , or written as
an implication
∀w , w ′ ∈ {0, 1}n ,∀i ∈ [n] s.t.wi , w ′i ,
zw,w ′,i →
((xw,i,0 = xw ′,i,0) ∨ · · · ∨ (xw,i,s−1 = xw ′,i,s−1))
Notice that the implication is again in one direction only.
Below we enforce that some zw,w ′,i variables must be true,
but there are no constraints that enforce zw,w ′,i variables to
be false.
This can be written as a CNF using the following clauses:∧
c ∈⟨s ⟩
((zw,w ′,i ∨ xw,i,c ∨ xw ′,i,c ) ∧ (zw,w ′,i ∨ xw,i,c ∨ xw ′,i,c ))
There are 22n−2 · n triples (w,w ′, i) withwi = 0 andw ′i = 1.
Thus, we have defined 22n−2 ·n new variables and 22n−1 ·n · s
clauses. To make sure that uw,i −uw ′,i ≡ s mod 2s for some
i , we specify
∀w , w ′,
∨
i :wi,w ′i
zw,w ′,i .
This creates
(2n
2
)
clauses.
Thus, we have a total of
2n−1n(ns + s + 2n−1)
variables and
2nn
(
3
2 +
(
s
2
)
+ ns − s
)
+ 22n−1ns +
(
2n
2
)
clauses. Notice that for fixed n, the dependence on s is qua-
dratic, which is better than the s2n dependence you would
get in the naive encoding of Gn,s as a graph. This compact
encoding, when combined with symmetry breaking, is a core
reason that we were able to prove Theorem 1.1.
The current implementation of this CNF produces an in-
stance with 39 424 variables and 200 320 clauses for G7,3;
43 008 variables and 265 728 clauses forG7,4; and 50 176 vari-
ables and 399 232 clauses for G7,6.
The instances with n = 7 are too hard for state-of-the-
art SAT solvers if no symmetry breaking is applied. We ex-
perimented with general-purpose symmetry-breaking tech-
niques, similar to the symmetry-breaking predicates pro-
duced by shatter [1]. This allows solving the formula forG7,3,
but the computation takes a few CPU years. The formulas
for G7,4 and G7,6 with these symmetry-breaking predicates
are significantly harder.
Instead we employ problem-specific symmetry breaking
by making use of the observations in Section 4. This allows
solving the 2n existence problem for all three graphs in rea-
sonable time.
4 Symmetry Breaking
Our goal is to prove that there exists no clique of size 128
in G7,s for s ∈ {3, 4, 6}. Note that for any such clique, the
combinatorial cubes at its vertices partition V (G7,s ). In this
section, and the subsequent, we assume that such a clique K
exists. We adapt some of the arguments of Perron [21, 22]
to show that there exists δ ∈ Aut(G7,s ) such that δ (K) has a
canonical form.
Theorem 4.1. Let s ≥ 2, and let K be a clique of size 128 in
G7,s . There exists δ ∈ Aut(G7,s ) such that the following hold
for δ (K):
3
Under submission, October, 2019 Joshua Brakensiek, Marijn Heule, and John Mackey
1. (0, 0, 0, 0, 0, 0, 0), (s, 1, 0, 0, 0, 0, 0) ∈ δ (K).
2. There is a covering C3 of ⟨s⟩3 in G3,s such that
a. (1, 1, 1) ∈ C3; and
b. for every (v5,v6,v7) ∈ C3 there exist v3,v4 ∈ ⟨s⟩
such that (s, 1 − s,v3,v4,v5,v6,v7) ∈ δ (K).
Proof. Let K be a clique of size 128 in G7,s . Consider the
following sets of vertices in G6,s :
K<s := {(v2, . . . ,v7) | ∃v1 ∈ ⟨s⟩ s.t. (v1, . . . ,v7) ∈ K}
and
K≥s := {(v2, . . . ,v7) | ∃v1 ∈ s + ⟨s⟩ s.t. (v1, . . . ,v7) ∈ K}.
Every pair of vertices in K<s differs by exactly s in at least
one coordinate, because the corresponding pair of vertices
in K can’t differ by exactly s in the first coordinate. Simi-
larly, every pair of vertices in K≥s differs by exactly s in at
least one coordinate. Although K<s and K≥s are not nec-
essarily cliques in G6,s , they satisfy the first condition of
the adjacency requirement. The coloring of section 2 can
thus be applied to deduce that |K<s | ≤ 64 and |K≥s | ≤ 64.
Since |K<s | + |K≥s | = 128, we conclude that |K<s | = 64 and
|K≥s | = 64.
By the truth of Keller’s conjecture in dimension 6, K<s is
not a clique in G6,s . Thus, some pair of vertices in K<s are
identical in five of the six coordinates. After application of
an automorphism, we may without loss of generality assume
that this pair is (s, 0, 0, 0, 0, 0) and (0, 0, 0, 0, 0, 0). Since the
pair comes from K<s , there exist v1 , v ′1 ∈ ⟨s⟩ such that
(v1, s, 0, 0, 0, 0, 0) and (v ′1, 0, 0, 0, 0, 0, 0) are in the clique.
After application of an automorphism that moves v1 to
1 and v ′1 to 0, we deduce that without loss of generality
(1, s, 0, 0, 0, 0, 0) and (0, 0, 0, 0, 0, 0, 0) are in the clique. Appli-
cation of the automorphism that interchanges the first and
second coordinates yields a clique K1 of size 128 containing
the vertices c1 := (0, 0, 0, 0, 0, 0, 0) and c2 := (s, 1, 0, 0, 0, 0, 0).
Claim 4.2. LetK1 be a clique size 128 containing the vertices
c1 and c2. Then, there exists a clique C0 ⊂ {1− s, . . . , s − 1}5
of G5,s which covers ⟨s⟩5 such that {s} × {1 − s} ×C0 ⊂ K1.
Further, C0 , {(0, 0, 0, 0, 0)}.
Proof. Observe that
C(c1) = ⟨s⟩7 and C(c2) = (s + ⟨s⟩) × (1 + ⟨s⟩) × ⟨s⟩5.
Consider the set
I1 = {s − 1, s} × {0, 1} × ⟨s⟩5.
Let C∗ be the set of vertices in K1 having combinatorial
cubes that intersect I1 non-trivially. Note that C∗ covers I1
and
C∗ ⊂ {0, . . . , s} × {1 − s, . . . , 1} × {1 − s, . . . , s − 1}5.
Moreover, no vertex in C∗ \ {c1, c2} can differ by s in the
last 5 coordinates with c1 and c2. Hence such vertices must
differ by s with each of c1 and c2 in at least one of the first 2
coordinates. Therefore
C∗ \ {c1, c2} ⊂ {s} × {1 − s} × {1 − s . . . , s − 1}5.
Wehave |I1 | = 22·s5, |I1∩C(c2)| = s5 and |I1∩C(c1)| = 2·s5.
Thus, ∑
v ∈C∗\{c1,c2 }
|C(v) ∩ I1 | = s5.
Observe that for every v = (s, 1 − s,v1,v2,v3,v4,v5) ∈
C∗ \ {c1, c2}, we have |C(v) ∩ I1 | = |C(y) ∩ ⟨s⟩5 |, where y =
(v1,v2,v3,v4,v5). Hence, C0 = {(v1,v2,v3,v4,v5) : (s, 1 −
s,v1,v2,v3,v4,v5) ∈ C∗ \ {c1, c2}} is a cover of ⟨s⟩5 in G5,s .
However, C0 cannot be the covering that consists solely
of the vertex (0, 0, 0, 0, 0), since that would yield the nonad-
jacent pair c2 = (s, 1, 0, 0, 0, 0, 0) and (s, 1 − s, 0, 0, 0, 0, 0).
□
Claim 4.3. If C ⊂ {1−s, . . . , s−1}5 is a clique ofG5,s which
covers ⟨s⟩5 in which every vertex has at least 3 coordinates
equal to 0, then C = {(0, 0, 0, 0, 0)}.
Proof. By equation 1, because C covers ⟨s⟩5,
s5 = |⟨s⟩5 | =
∑
v ∈C
|C(v) ∩ ⟨s⟩5 |.
Note that this equation is satisfied if C = {(0, 0, 0, 0, 0)}. Now
assume for sake of contradiction that C , {(0, 0, 0, 0, 0)}.
Because the only v ∈ {1 − s, . . . , s − 1}5 for which |C(v) ∩
⟨s⟩5 | = s5 is v = (0, 0, 0, 0, 0), we deduce that C has at least
two vertices.
For eachu ∈ C, define η(u) := {i : ui , 0}. For any distinct
u,v ∈ C, since they are connected by an edge in G5,s , there
must exist a coordinate i such thatui −vi ≡ s mod 2s . Since
ui ,vi ∈ {1 − s, . . . , s − 1}, this is only possible if ui , 0
and vi , 0. In other words, η(u) and η(v) have nonempty
intersection for all u,v ∈ C.
Let S =
⋃
u ∈C η(u). Since (0, 0, 0, 0, 0) < C, S has at least
one element. By permuting the coordinates of C, we may
assume without loss of generality that S = [k] for some k
between 1 and 5. We define Ck := {(u1, . . . ,uk ) : u ∈ C}.
Note that Ck covers ⟨s⟩k inGk,s and every element of Ck has
at most 2 coordinates which are not 0. Further, {0}k < Ck .
We now split into cases.
Case 1, k ≤ 2. The only cover of ⟨s⟩k for k ≤ 2 consists of
a single vertex, (0) or (0, 0), for k = 1, 2, respectively. This is
a contradiction.
Case 2, k ≥ 4. Because ⋃u ∈C η(u) = [k], and η(u) and
η(v) have nonempty intersection for all u,v ∈ C, there must
be some η(u) with cardinality 2. By permuting the first k
coordinates, we may assume there exists u ∈ Ck such that
η(u) = {1, 2}. Likewise, there must be somev ∈ Ck such that
3 ∈ η(u), since η(u) and η(v) have nonempty intersection,
one of 1 or 2 is also in η(v). By permuting the coordinates
again, we may assume that η(v) = {1, 3}. By the same logic,
there must be w ∈ Ck with 4 ∈ η(w). Since η(u),η(v), and
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η(w) have pairwise nonempty intersections, we have that
η(w) = {1, 4}.
Therefore, because {u,v,w} is a clique in Gk,s , we have
thatu1−v1 ≡ s mod 2s ,v1−w1 ≡ s mod 2s , andw1−u1 ≡ s
mod 2s . Adding these three equations gives 0 ≡ s mod 2s ,
a contradiction.
Case 3, k = 3. By a similar argument as in Case 2, by
permuting the first k coordinates, we may assume there
exists u ∈ Ck , v ∈ Ck such that η(u) = {1, 2} and η(v) =
{1, 3}. Note that u1 −v1 ≡ s mod 2s .
We define the corners of ⟨s⟩3 to be {0, s − 1}3. Since C
covers ⟨s⟩3, C also covers {0, s − 1}3. Therefore, invoking
equation (1),
8 = |{0, s − 1}3 | =
∑
u ∈C
|C(u) ∩ {0, s − 1}3 |.
Because u1 , 0 and u2 , 0, C(u) ∩ {0, s − 1}3 has at most
two elements. Likewise, C(v) ∩ {0, s − 1}3 has at most two
elements. Since C covers {0, s − 1}3, there must be a third
cubew ∈ C. We now branch into cases based on the value
η(w). Note that η(w) must intersect with both η(u) and η(v).
Case 3a, η(w) = {1}. By similar logic to Case 2, u1 −v1 ≡ s
mod 2s , v1 −w1 ≡ s mod 2s , w1 − v1 ≡ s mod 2s , which
again leads to the contradiction 0 ≡ s mod 2s .
Case 3b, η(w) = {1, 2}. Therefore, u1 − v1 ≡ s mod 2s .
w1 − v1 ≡ s mod 2s . Thus, u1 = w1. Since u3 = w3 = 0 as
well, u andw cannot share an edge in G3,s , a contradiction.
Case 3c, η(w) = {1, 3}. This has identical logic to Case 3b.
Case 3d, η(w) = {2, 3}. Note that this forces w2 − u2 ≡ s
mod 2s and w3 − v3 ≡ s mod 2s . Like u and v , w covers
two corners of ⟨s⟩3. Thus, six corners of ⟨s⟩3 are covered by
{u,v,w}, so there must exist another cubew ′ ∈ C3. In order
to intersect with all of η(u),η(v),η(w), the possibilities are
η(w ′) = {1, 2}, {1, 3}, or {2, 3}. By the logic of Case 3b, all of
these are impossible. This is the final contradiction. □
Thus, C0 must have, without loss of generality, a vertex of
the form (0, 0,v3,v4,v5), (0,v2,v3,v4,v5), or (v1,v2,v3,v4,v5),
where v1, . . . ,v5 ∈ {1 − s, . . . , s − 1} \ {0}. We apply au-
tomorphisms from Hs that fix 0, as necessary, to obtain a
cliqueK2 of size 128 inG7,s containing c1 := (0, 0, 0, 0, 0, 0, 0),
c2 := (s, 1, 0, 0, 0, 0, 0), and (c3 := (s, 1 − s, 0, 0, 1, 1, 1), or
c4 := (s, 1 − s, 0, 1, 1, 1, 1), or c5 := (s, 1 − s, 1, 1, 1, 1, 1)).
Consider the set
I2 = {s − 1, s} × {0, 1} × {s − 1} × {s − 1} × ⟨s⟩3.
Let C∗∗ be the set of vertices in K2 having combinatorial
cubes that intersect I2 non-trivially. Note that C∗∗ covers I2
and
C∗∗ ⊂ {0, . . . , s} × {1− s, . . . , 1} × ⟨s⟩2 × {1− s, . . . , s − 1}3.
Moreover, no vertex in C∗∗ \ {c1, c2} can differ by s in the
last 5 coordinates with c1 and c2. Hence such vertices must
differ by s with each of c1 and c2 in at least one of the first 2
coordinates. Therefore,
C∗∗ \ {c1, c2} ⊂ {s} × {1 − s} × ⟨s⟩2 × {1 − s . . . , s − 1}3.
Wehave |I2 | = 22·s3, |I2∩C(c2)| = s3 and |I2∩C(c1)| = 2·s3.
Thus, ∑
v ∈C∗∗\{c1,c2 }
|C(v) ∩ I2 | = s3.
Observe that for every v = (s, 1 − s,v1,v2,v3,v4,v5) ∈
C∗∗ \ {c1, c2}, we have |C(v) ∩ I1 | = |C(w) ∩ ⟨s⟩3 |, where
w = (v3,v4,v5).
Hence,C3 = {(v3,v4,v5) : (s, 1−s,v1,v2,v3,v4,v5) ∈ C∗∗\
{c1, c2}} is a cover of ⟨s⟩3 in G3,s . Observe that regardless
of which of c3, c4 or c5 is in K2, we have (1, 1, 1) ∈ C3. The
conditions of Theorem 4.1 are thus met in any case and the
proof is complete.
□
Theorem 4.4. Let Cs be the set inequivalent coverings of
⟨s⟩3 that include the vertex (1, 1, 1), where equivalence is up
to applying the symmetries of Hs which fix 0 and 1 in each
coordinate as well as permuting the coordinates. C3 has 67
elements, C4 has 88 elements, C6 has 90 elements.
Proof. All three of these are checked with computer searches.
The implementation confirms there are 455 different cov-
erings of ⟨3⟩3 that contain the vertex (1, 1, 1) in G7,3. They
further confirm that these 455 different coverings can be
distilled into 67 inequivalent coverings using coordinate per-
mutation and swapping 2 and 5, as shown in Table 1.
The implementation confirms there are 1819 different cov-
erings of ⟨4⟩3 that contain the vertex (1, 1, 1) in G7,4. These
are distilled into 88 inequivalent coverings using coordinate
permutation and permutations in columns that fix {0, 1, 4, 5}
as shown in Table 2.
The implementation confirms for s = 6 there are 11 291
coverings of ⟨6⟩3 that contain the vertex (1, 1, 1) in G7,6.
These are distilled into 90 inequivalent coverings as shown
in Table 3. □
5 Experiments
5.1 Symmetry Breaking and Case Split
In Section 4, we showed that if a cliqueK of 128 vertices exists
in G7,s , for s = {3, 4, 6}, then without loss of generality, we
may assume that (0, 0, 0, 0, 0, 0, 0) ∈ K and (s, 1, 0, 0, 0, 0, 0) ∈
K . In addition, for s = 3 (respectively s = 4 and s = 6),
there exists a covering C ⊂ {1 − s, . . . , s − 1}3 from our
list of 67 (respectively 88 and 90) coverings such that for
every (v5,v6,v7) ∈ C , there exist (v3,v4) ∈ ⟨s⟩2 such that
(s, 1 − s,v3,v4,v5,v6,v7) ∈ K .
As an example, for s = 3, consider the first covering (index
“0") in Table 1. In this case, we see that K has the cubes as dis-
played in Table 4. Here we use ∗ to mean an unspecified value
in {0, 1, 2}. Also depicted in Table 4 are the variables that
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Index Size Cubes Index Size Cubes
0 8 111 2¯2¯2¯ 12¯2¯ 2¯12¯ 112¯ 2¯2¯1 12¯1 2¯11 1 8 111 2¯2¯2¯ 12¯2¯ 2¯12¯ 112¯ 1¯2¯1 22¯1 2¯11
2 7 111 2¯2¯2¯ 12¯2¯ 2¯12¯ 112¯ 02¯1 2¯11 3 8 111 2¯2¯2¯ 12¯2¯ 1¯12¯ 212¯ 1¯2¯1 22¯1 2¯11
4 7 111 2¯2¯2¯ 12¯2¯ 1¯12¯ 212¯ 02¯1 2¯11 5 8 111 2¯2¯2¯ 12¯2¯ 1¯12¯ 212¯ 12¯1 2¯1¯1 2¯21
6 7 111 2¯2¯2¯ 12¯2¯ 1¯12¯ 212¯ 12¯1 2¯01 7 6 111 2¯2¯2¯ 12¯2¯ 012¯ 02¯1 2¯11
8 7 111 2¯2¯2¯ 12¯2¯ 012¯ 12¯1 2¯1¯1 2¯21 9 6 111 2¯2¯2¯ 12¯2¯ 012¯ 12¯1 2¯01
10 8 111 2¯2¯2¯ 11¯2¯ 122¯ 2¯11¯ 1¯2¯1 22¯1 2¯12 11 7 111 2¯2¯2¯ 11¯2¯ 122¯ 2¯11¯ 02¯1 2¯12
12 6 111 2¯2¯2¯ 11¯2¯ 122¯ 2¯10 02¯1 13 5 111 2¯2¯2¯ 102¯ 2¯10 02¯1
14 8 111 1¯2¯2¯ 22¯2¯ 2¯12¯ 112¯ 2¯2¯1 12¯1 2¯11 15 8 111 1¯2¯2¯ 22¯2¯ 2¯12¯ 112¯ 1¯2¯1 22¯1 2¯11
16 7 111 1¯2¯2¯ 22¯2¯ 2¯12¯ 112¯ 02¯1 2¯11 17 8 111 1¯2¯2¯ 22¯2¯ 2¯12¯ 112¯ 12¯1 2¯1¯1 2¯21
18 7 111 1¯2¯2¯ 22¯2¯ 2¯12¯ 112¯ 12¯1 2¯01 19 8 111 1¯2¯2¯ 22¯2¯ 1¯12¯ 212¯ 1¯2¯1 22¯1 2¯11
20 7 111 1¯2¯2¯ 22¯2¯ 1¯12¯ 212¯ 02¯1 2¯11 21 8 111 1¯2¯2¯ 22¯2¯ 1¯12¯ 212¯ 12¯1 2¯1¯1 2¯21
22 7 111 1¯2¯2¯ 22¯2¯ 1¯12¯ 212¯ 12¯1 2¯01 23 6 111 1¯2¯2¯ 22¯2¯ 012¯ 02¯1 2¯11
24 7 111 1¯2¯2¯ 22¯2¯ 012¯ 12¯1 2¯1¯1 2¯21 25 6 111 1¯2¯2¯ 22¯2¯ 012¯ 12¯1 2¯01
26 8 111 1¯2¯2¯ 21¯2¯ 1¯12¯ 222¯ 2¯2¯1 12¯1 2¯11 27 8 111 1¯2¯2¯ 21¯2¯ 1¯12¯ 222¯ 1¯2¯1 22¯1 2¯11
28 7 111 1¯2¯2¯ 21¯2¯ 1¯12¯ 222¯ 02¯1 2¯11 29 8 111 1¯2¯2¯ 21¯2¯ 1¯12¯ 222¯ 12¯1 2¯1¯1 2¯21
30 7 111 1¯2¯2¯ 21¯2¯ 1¯12¯ 222¯ 12¯1 2¯01 31 7 111 1¯2¯2¯ 202¯ 1¯12¯ 2¯2¯1 12¯1 2¯11
32 7 111 1¯2¯2¯ 202¯ 1¯12¯ 1¯2¯1 22¯1 2¯11 33 6 111 1¯2¯2¯ 202¯ 1¯12¯ 02¯1 2¯11
34 7 111 1¯2¯2¯ 202¯ 1¯12¯ 12¯1 2¯1¯1 2¯21 35 6 111 1¯2¯2¯ 202¯ 1¯12¯ 12¯1 2¯01
36 7 111 02¯2¯ 2¯12¯ 112¯ 2¯2¯1 12¯1 2¯11 37 7 111 02¯2¯ 2¯12¯ 112¯ 1¯2¯1 22¯1 2¯11
38 6 111 02¯2¯ 2¯12¯ 112¯ 02¯1 2¯11 39 7 111 02¯2¯ 2¯12¯ 112¯ 12¯1 2¯1¯1 2¯21
40 6 111 02¯2¯ 2¯12¯ 112¯ 12¯1 2¯01 41 7 111 02¯2¯ 1¯12¯ 212¯ 1¯2¯1 22¯1 2¯11
42 6 111 02¯2¯ 1¯12¯ 212¯ 02¯1 2¯11 43 7 111 02¯2¯ 1¯12¯ 212¯ 12¯1 2¯1¯1 2¯21
44 6 111 02¯2¯ 1¯12¯ 212¯ 12¯1 2¯01 45 5 111 02¯2¯ 012¯ 02¯1 2¯11
46 6 111 02¯2¯ 012¯ 12¯1 2¯1¯1 2¯21 47 5 111 02¯2¯ 012¯ 12¯1 2¯01
48 8 111 12¯2¯ 112¯ 2¯1¯1¯ 2¯21¯ 12¯1 2¯1¯2 2¯22 49 7 111 12¯2¯ 112¯ 2¯1¯1¯ 2¯21¯ 12¯1 2¯02
50 6 111 12¯2¯ 112¯ 2¯01¯ 12¯1 2¯02 51 5 111 12¯2¯ 112¯ 2¯00 12¯1
52 8 111 1¯1¯2¯ 21¯2¯ 1¯22¯ 222¯ 1¯2¯1 22¯1 2¯11 53 7 111 1¯1¯2¯ 21¯2¯ 1¯22¯ 222¯ 02¯1 2¯11
54 7 111 1¯1¯2¯ 21¯2¯ 022¯ 1¯2¯1 22¯1 2¯11 55 6 111 1¯1¯2¯ 21¯2¯ 022¯ 02¯1 2¯11
56 7 111 1¯1¯2¯ 21¯2¯ 022¯ 12¯1 2¯1¯1 2¯21 57 6 111 1¯1¯2¯ 21¯2¯ 022¯ 12¯1 2¯01
58 8 111 1¯1¯2¯ 21¯2¯ 122¯ 2¯21¯ 12¯1 2¯1¯1 2¯22 59 7 111 1¯1¯2¯ 21¯2¯ 122¯ 2¯20 12¯1 2¯1¯1
60 6 111 01¯2¯ 022¯ 1¯2¯1 22¯1 2¯11 61 5 111 01¯2¯ 022¯ 02¯1 2¯11
62 6 111 01¯2¯ 022¯ 12¯1 2¯1¯1 2¯21 63 5 111 01¯2¯ 022¯ 12¯1 2¯01
64 6 111 01¯2¯ 122¯ 2¯20 12¯1 2¯1¯1 65 5 111 11¯2¯ 122¯ 2¯00 12¯1
66 4 111 002¯ 02¯1 2¯11
Table 1. The case s = 3 for Theorem 4.4 as a table. Each entry denotes the vertex (commas removed for succinctness) in the
covering of ⟨3⟩3. For negative entries, we put a bar overhead. Notice that (1, 1, 1) is always included.
we can deduce to be true. We cannot make any immediate
deductions about coordinates that contain a ∗.
We break the computation into further cases by enumer-
ating over choices for the ∗’s. Note that every covering in
Table 1 and 2 has at least 4 vertices. For the first four such
vertices (as given by the canonical ordering in the table),
there are s8 ways to insert the 8 ∗’s. Up to this point, our
description of the partial clique is invariant under the per-
mutations of ⟨s − 1⟩ in the 3rd and 4th coordinates as well as
swapping the 3rd and 4th coordinates. With respect to these
automorphisms, for s = 3 there are only 861 equivalence
classes for how to fill in the ∗’. For s = 4 there are 1326
such equivalence classes, and for s = 6 there are 1378 such
equivalence classes. This gives a total of 67 × 861 = 57 687
cases to check for s = 3, 88 × 1326 = 116 688 cases to check
for s = 4, and 90 × 1378 = 124 020 cases to check for s = 6.
To enforce that a specific vertex u ∈ ⟨2s⟩n is in the clique,
we compute the uniquew ∈ {0, 1}n such that u ∈ sw + ⟨s⟩n
and then enforce that xw,i,ui is true for i ∈ [n].
In a select numbers cases, even this additional symmetry
breaking is not enough for the SAT solver to run efficiently.
For those, we observe there must be a unique cube whose
center is in ⟨s⟩ × (s + ⟨s⟩) × ⟨s⟩5. Because of the cube c0
the second coordinate must be s . Likewise, because of the
cube c1, the first coordinate must be 0. Thus, we know that
(0, s∗, ∗, ∗, ∗, ∗) ∈ T . There are s5 ways the ∗s can be filled in
(often fewer if the partial tiling has many automorphisms).
Thus, the most difficult cases can be split into a number of
smaller, more tractable cases.
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Index Size Cubes Index Size Cubes
0 8 111 3¯3¯3¯ 13¯3¯ 3¯13¯ 113¯ 3¯3¯1 13¯1 3¯11 1 8 111 3¯3¯3¯ 13¯3¯ 3¯13¯ 113¯ 2¯3¯1 23¯1 3¯11
2 7 111 3¯3¯3¯ 13¯3¯ 3¯13¯ 113¯ 03¯1 3¯11 3 8 111 3¯3¯3¯ 13¯3¯ 2¯13¯ 213¯ 2¯3¯1 23¯1 3¯11
4 8 111 3¯3¯3¯ 13¯3¯ 2¯13¯ 213¯ 1¯3¯1 33¯1 3¯11 5 7 111 3¯3¯3¯ 13¯3¯ 2¯13¯ 213¯ 03¯1 3¯11
6 8 111 3¯3¯3¯ 13¯3¯ 2¯13¯ 213¯ 13¯1 3¯2¯1 3¯21 7 7 111 3¯3¯3¯ 13¯3¯ 2¯13¯ 213¯ 13¯1 3¯01
8 6 111 3¯3¯3¯ 13¯3¯ 013¯ 03¯1 3¯11 9 7 111 3¯3¯3¯ 13¯3¯ 013¯ 13¯1 3¯2¯1 3¯21
10 6 111 3¯3¯3¯ 13¯3¯ 013¯ 13¯1 3¯01 11 8 111 3¯3¯3¯ 12¯3¯ 123¯ 3¯12¯ 2¯3¯1 23¯1 3¯12
12 7 111 3¯3¯3¯ 12¯3¯ 123¯ 3¯12¯ 03¯1 3¯12 13 6 111 3¯3¯3¯ 12¯3¯ 123¯ 3¯10 03¯1
14 5 111 3¯3¯3¯ 103¯ 3¯10 03¯1 15 8 111 2¯3¯3¯ 23¯3¯ 3¯13¯ 113¯ 3¯3¯1 13¯1 3¯11
16 8 111 2¯3¯3¯ 23¯3¯ 3¯13¯ 113¯ 2¯3¯1 23¯1 3¯11 17 8 111 2¯3¯3¯ 23¯3¯ 3¯13¯ 113¯ 1¯3¯1 33¯1 3¯11
18 7 111 2¯3¯3¯ 23¯3¯ 3¯13¯ 113¯ 03¯1 3¯11 19 8 111 2¯3¯3¯ 23¯3¯ 3¯13¯ 113¯ 13¯1 3¯2¯1 3¯21
20 7 111 2¯3¯3¯ 23¯3¯ 3¯13¯ 113¯ 13¯1 3¯01 21 8 111 2¯3¯3¯ 23¯3¯ 2¯13¯ 213¯ 2¯3¯1 23¯1 3¯11
22 8 111 2¯3¯3¯ 23¯3¯ 2¯13¯ 213¯ 1¯3¯1 33¯1 3¯11 23 7 111 2¯3¯3¯ 23¯3¯ 2¯13¯ 213¯ 03¯1 3¯11
24 8 111 2¯3¯3¯ 23¯3¯ 2¯13¯ 213¯ 13¯1 3¯2¯1 3¯21 25 7 111 2¯3¯3¯ 23¯3¯ 2¯13¯ 213¯ 13¯1 3¯01
26 8 111 2¯3¯3¯ 23¯3¯ 1¯13¯ 313¯ 1¯3¯1 33¯1 3¯11 27 7 111 2¯3¯3¯ 23¯3¯ 1¯13¯ 313¯ 03¯1 3¯11
28 8 111 2¯3¯3¯ 23¯3¯ 1¯13¯ 313¯ 13¯1 3¯2¯1 3¯21 29 7 111 2¯3¯3¯ 23¯3¯ 1¯13¯ 313¯ 13¯1 3¯01
30 6 111 2¯3¯3¯ 23¯3¯ 013¯ 03¯1 3¯11 31 7 111 2¯3¯3¯ 23¯3¯ 013¯ 13¯1 3¯2¯1 3¯21
32 6 111 2¯3¯3¯ 23¯3¯ 013¯ 13¯1 3¯01 33 8 111 2¯3¯3¯ 22¯3¯ 2¯13¯ 223¯ 3¯3¯1 13¯1 3¯11
34 8 111 2¯3¯3¯ 22¯3¯ 2¯13¯ 223¯ 2¯3¯1 23¯1 3¯11 35 8 111 2¯3¯3¯ 22¯3¯ 2¯13¯ 223¯ 1¯3¯1 33¯1 3¯11
36 7 111 2¯3¯3¯ 22¯3¯ 2¯13¯ 223¯ 03¯1 3¯11 37 8 111 2¯3¯3¯ 22¯3¯ 2¯13¯ 223¯ 13¯1 3¯2¯1 3¯21
38 8 111 2¯3¯3¯ 22¯3¯ 2¯13¯ 223¯ 13¯1 3¯1¯1 3¯31 39 7 111 2¯3¯3¯ 22¯3¯ 2¯13¯ 223¯ 13¯1 3¯01
40 7 111 2¯3¯3¯ 203¯ 2¯13¯ 3¯3¯1 13¯1 3¯11 41 7 111 2¯3¯3¯ 203¯ 2¯13¯ 2¯3¯1 23¯1 3¯11
42 7 111 2¯3¯3¯ 203¯ 2¯13¯ 1¯3¯1 33¯1 3¯11 43 6 111 2¯3¯3¯ 203¯ 2¯13¯ 03¯1 3¯11
44 7 111 2¯3¯3¯ 203¯ 2¯13¯ 13¯1 3¯2¯1 3¯21 45 6 111 2¯3¯3¯ 203¯ 2¯13¯ 13¯1 3¯01
46 7 111 03¯3¯ 3¯13¯ 113¯ 3¯3¯1 13¯1 3¯11 47 7 111 03¯3¯ 3¯13¯ 113¯ 2¯3¯1 23¯1 3¯11
48 6 111 03¯3¯ 3¯13¯ 113¯ 03¯1 3¯11 49 7 111 03¯3¯ 3¯13¯ 113¯ 13¯1 3¯2¯1 3¯21
50 6 111 03¯3¯ 3¯13¯ 113¯ 13¯1 3¯01 51 7 111 03¯3¯ 2¯13¯ 213¯ 2¯3¯1 23¯1 3¯11
52 7 111 03¯3¯ 2¯13¯ 213¯ 1¯3¯1 33¯1 3¯11 53 6 111 03¯3¯ 2¯13¯ 213¯ 03¯1 3¯11
54 7 111 03¯3¯ 2¯13¯ 213¯ 13¯1 3¯2¯1 3¯21 55 6 111 03¯3¯ 2¯13¯ 213¯ 13¯1 3¯01
56 5 111 03¯3¯ 013¯ 03¯1 3¯11 57 6 111 03¯3¯ 013¯ 13¯1 3¯2¯1 3¯21
58 5 111 03¯3¯ 013¯ 13¯1 3¯01 59 8 111 13¯3¯ 113¯ 3¯2¯2¯ 3¯22¯ 13¯1 3¯2¯2 3¯22
60 8 111 13¯3¯ 113¯ 3¯2¯2¯ 3¯22¯ 13¯1 3¯1¯2 3¯32 61 7 111 13¯3¯ 113¯ 3¯2¯2¯ 3¯22¯ 13¯1 3¯02
62 6 111 13¯3¯ 113¯ 3¯02¯ 13¯1 3¯02 63 5 111 13¯3¯ 113¯ 3¯00 13¯1
64 8 111 2¯2¯3¯ 22¯3¯ 2¯23¯ 223¯ 2¯3¯1 23¯1 3¯11 65 8 111 2¯2¯3¯ 22¯3¯ 2¯23¯ 223¯ 1¯3¯1 33¯1 3¯11
66 7 111 2¯2¯3¯ 22¯3¯ 2¯23¯ 223¯ 03¯1 3¯11 67 8 111 2¯2¯3¯ 22¯3¯ 1¯23¯ 323¯ 2¯3¯1 23¯1 3¯11
68 7 111 2¯2¯3¯ 22¯3¯ 1¯23¯ 323¯ 03¯1 3¯11 69 8 111 2¯2¯3¯ 22¯3¯ 1¯23¯ 323¯ 13¯1 3¯2¯1 3¯21
70 8 111 2¯2¯3¯ 22¯3¯ 1¯23¯ 323¯ 13¯1 3¯1¯1 3¯31 71 7 111 2¯2¯3¯ 22¯3¯ 1¯23¯ 323¯ 13¯1 3¯01
72 7 111 2¯2¯3¯ 22¯3¯ 023¯ 2¯3¯1 23¯1 3¯11 73 7 111 2¯2¯3¯ 22¯3¯ 023¯ 1¯3¯1 33¯1 3¯11
74 6 111 2¯2¯3¯ 22¯3¯ 023¯ 03¯1 3¯11 75 7 111 2¯2¯3¯ 22¯3¯ 023¯ 13¯1 3¯2¯1 3¯21
76 7 111 2¯2¯3¯ 22¯3¯ 023¯ 13¯1 3¯1¯1 3¯31 77 6 111 2¯2¯3¯ 22¯3¯ 023¯ 13¯1 3¯01
78 8 111 2¯2¯3¯ 22¯3¯ 123¯ 3¯22¯ 13¯1 3¯2¯1 3¯22 79 7 111 2¯2¯3¯ 22¯3¯ 123¯ 3¯20 13¯1 3¯2¯1
80 6 111 02¯3¯ 023¯ 2¯3¯1 23¯1 3¯11 81 5 111 02¯3¯ 023¯ 03¯1 3¯11
82 6 111 02¯3¯ 023¯ 13¯1 3¯2¯1 3¯21 83 6 111 02¯3¯ 023¯ 13¯1 3¯1¯1 3¯31
84 5 111 02¯3¯ 023¯ 13¯1 3¯01 85 6 111 02¯3¯ 123¯ 3¯20 13¯1 3¯2¯1
86 5 111 12¯3¯ 123¯ 3¯00 13¯1 87 4 111 003¯ 03¯1 3¯11
Table 2. The case s = 4 for Theorem 4.4 as a table. For negative entries, we put a bar overhead.
5.2 SAT Solving
We used the CaDiCaL1 SAT solver developed by Biere [2]
and ran the simulations on a cluster of Xeon E5-2690 pro-
cessors with 24 cores per node. We used DRAT-trim [25] to
optimize the proof of unsatisfiability that were generated by
the SAT solver. Afterwards we certified the optimized proofs
1Commit cb89cbfa16f47cb7bf1ec6ad9855e7b6d5203c18 of
https://github.com/arminbiere/cadical
with ACL2check, a formally verified checker [4]. All of the
code that we used is publicly available on Github.2 We have
also made the logs of the computation publicly available on
Github.3
For the experiment with s = 3, the total solving was 77.32
CPU hours while the average runtime to solve a subformula
2https://github.com/jbrakensiek/Keller
3https://github.com/jbrakensiek/Keller-logs
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Index Size Cubes Index Size Cubes
0 8 111 5¯5¯5¯ 15¯5¯ 5¯15¯ 115¯ 5¯5¯1 15¯1 5¯11 1 8 111 5¯5¯5¯ 15¯5¯ 5¯15¯ 115¯ 4¯5¯1 25¯1 5¯11
2 7 111 5¯5¯5¯ 15¯5¯ 5¯15¯ 115¯ 05¯1 5¯11 3 8 111 5¯5¯5¯ 15¯5¯ 4¯15¯ 215¯ 4¯5¯1 25¯1 5¯11
4 8 111 5¯5¯5¯ 15¯5¯ 4¯15¯ 215¯ 3¯5¯1 35¯1 5¯11 5 7 111 5¯5¯5¯ 15¯5¯ 4¯15¯ 215¯ 05¯1 5¯11
6 8 111 5¯5¯5¯ 15¯5¯ 4¯15¯ 215¯ 15¯1 5¯4¯1 5¯21 7 7 111 5¯5¯5¯ 15¯5¯ 4¯15¯ 215¯ 15¯1 5¯01
8 6 111 5¯5¯5¯ 15¯5¯ 015¯ 05¯1 5¯11 9 7 111 5¯5¯5¯ 15¯5¯ 015¯ 15¯1 5¯4¯1 5¯21
10 6 111 5¯5¯5¯ 15¯5¯ 015¯ 15¯1 5¯01 11 8 111 5¯5¯5¯ 14¯5¯ 125¯ 5¯14¯ 4¯5¯1 25¯1 5¯12
12 7 111 5¯5¯5¯ 14¯5¯ 125¯ 5¯14¯ 05¯1 5¯12 13 6 111 5¯5¯5¯ 14¯5¯ 125¯ 5¯10 05¯1
14 5 111 5¯5¯5¯ 105¯ 5¯10 05¯1 15 8 111 4¯5¯5¯ 25¯5¯ 5¯15¯ 115¯ 5¯5¯1 15¯1 5¯11
16 8 111 4¯5¯5¯ 25¯5¯ 5¯15¯ 115¯ 4¯5¯1 25¯1 5¯11 17 8 111 4¯5¯5¯ 25¯5¯ 5¯15¯ 115¯ 3¯5¯1 35¯1 5¯11
18 7 111 4¯5¯5¯ 25¯5¯ 5¯15¯ 115¯ 05¯1 5¯11 19 8 111 4¯5¯5¯ 25¯5¯ 5¯15¯ 115¯ 15¯1 5¯4¯1 5¯21
20 7 111 4¯5¯5¯ 25¯5¯ 5¯15¯ 115¯ 15¯1 5¯01 21 8 111 4¯5¯5¯ 25¯5¯ 4¯15¯ 215¯ 4¯5¯1 25¯1 5¯11
22 8 111 4¯5¯5¯ 25¯5¯ 4¯15¯ 215¯ 3¯5¯1 35¯1 5¯11 23 7 111 4¯5¯5¯ 25¯5¯ 4¯15¯ 215¯ 05¯1 5¯11
24 8 111 4¯5¯5¯ 25¯5¯ 4¯15¯ 215¯ 15¯1 5¯4¯1 5¯21 25 7 111 4¯5¯5¯ 25¯5¯ 4¯15¯ 215¯ 15¯1 5¯01
26 8 111 4¯5¯5¯ 25¯5¯ 3¯15¯ 315¯ 3¯5¯1 35¯1 5¯11 27 8 111 4¯5¯5¯ 25¯5¯ 3¯15¯ 315¯ 2¯5¯1 45¯1 5¯11
28 7 111 4¯5¯5¯ 25¯5¯ 3¯15¯ 315¯ 05¯1 5¯11 29 8 111 4¯5¯5¯ 25¯5¯ 3¯15¯ 315¯ 15¯1 5¯4¯1 5¯21
30 7 111 4¯5¯5¯ 25¯5¯ 3¯15¯ 315¯ 15¯1 5¯01 31 6 111 4¯5¯5¯ 25¯5¯ 015¯ 05¯1 5¯11
32 7 111 4¯5¯5¯ 25¯5¯ 015¯ 15¯1 5¯4¯1 5¯21 33 6 111 4¯5¯5¯ 25¯5¯ 015¯ 15¯1 5¯01
34 8 111 4¯5¯5¯ 24¯5¯ 4¯15¯ 225¯ 5¯5¯1 15¯1 5¯11 35 8 111 4¯5¯5¯ 24¯5¯ 4¯15¯ 225¯ 4¯5¯1 25¯1 5¯11
36 8 111 4¯5¯5¯ 24¯5¯ 4¯15¯ 225¯ 3¯5¯1 35¯1 5¯11 37 7 111 4¯5¯5¯ 24¯5¯ 4¯15¯ 225¯ 05¯1 5¯11
38 8 111 4¯5¯5¯ 24¯5¯ 4¯15¯ 225¯ 15¯1 5¯4¯1 5¯21 39 8 111 4¯5¯5¯ 24¯5¯ 4¯15¯ 225¯ 15¯1 5¯3¯1 5¯31
40 7 111 4¯5¯5¯ 24¯5¯ 4¯15¯ 225¯ 15¯1 5¯01 41 7 111 4¯5¯5¯ 205¯ 4¯15¯ 5¯5¯1 15¯1 5¯11
42 7 111 4¯5¯5¯ 205¯ 4¯15¯ 4¯5¯1 25¯1 5¯11 43 7 111 4¯5¯5¯ 205¯ 4¯15¯ 3¯5¯1 35¯1 5¯11
44 6 111 4¯5¯5¯ 205¯ 4¯15¯ 05¯1 5¯11 45 7 111 4¯5¯5¯ 205¯ 4¯15¯ 15¯1 5¯4¯1 5¯21
46 6 111 4¯5¯5¯ 205¯ 4¯15¯ 15¯1 5¯01 47 7 111 05¯5¯ 5¯15¯ 115¯ 5¯5¯1 15¯1 5¯11
48 7 111 05¯5¯ 5¯15¯ 115¯ 4¯5¯1 25¯1 5¯11 49 6 111 05¯5¯ 5¯15¯ 115¯ 05¯1 5¯11
50 7 111 05¯5¯ 5¯15¯ 115¯ 15¯1 5¯4¯1 5¯21 51 6 111 05¯5¯ 5¯15¯ 115¯ 15¯1 5¯01
52 7 111 05¯5¯ 4¯15¯ 215¯ 4¯5¯1 25¯1 5¯11 53 7 111 05¯5¯ 4¯15¯ 215¯ 3¯5¯1 35¯1 5¯11
54 6 111 05¯5¯ 4¯15¯ 215¯ 05¯1 5¯11 55 7 111 05¯5¯ 4¯15¯ 215¯ 15¯1 5¯4¯1 5¯21
56 6 111 05¯5¯ 4¯15¯ 215¯ 15¯1 5¯01 57 5 111 05¯5¯ 015¯ 05¯1 5¯11
58 6 111 05¯5¯ 015¯ 15¯1 5¯4¯1 5¯21 59 5 111 05¯5¯ 015¯ 15¯1 5¯01
60 8 111 15¯5¯ 115¯ 5¯4¯4¯ 5¯24¯ 15¯1 5¯4¯2 5¯22 61 8 111 15¯5¯ 115¯ 5¯4¯4¯ 5¯24¯ 15¯1 5¯3¯2 5¯32
62 7 111 15¯5¯ 115¯ 5¯4¯4¯ 5¯24¯ 15¯1 5¯02 63 6 111 15¯5¯ 115¯ 5¯04¯ 15¯1 5¯02
64 5 111 15¯5¯ 115¯ 5¯00 15¯1 65 8 111 4¯4¯5¯ 24¯5¯ 4¯25¯ 225¯ 4¯5¯1 25¯1 5¯11
66 8 111 4¯4¯5¯ 24¯5¯ 4¯25¯ 225¯ 3¯5¯1 35¯1 5¯11 67 7 111 4¯4¯5¯ 24¯5¯ 4¯25¯ 225¯ 05¯1 5¯11
68 8 111 4¯4¯5¯ 24¯5¯ 3¯25¯ 325¯ 4¯5¯1 25¯1 5¯11 69 8 111 4¯4¯5¯ 24¯5¯ 3¯25¯ 325¯ 2¯5¯1 45¯1 5¯11
70 7 111 4¯4¯5¯ 24¯5¯ 3¯25¯ 325¯ 05¯1 5¯11 71 8 111 4¯4¯5¯ 24¯5¯ 3¯25¯ 325¯ 15¯1 5¯4¯1 5¯21
72 8 111 4¯4¯5¯ 24¯5¯ 3¯25¯ 325¯ 15¯1 5¯3¯1 5¯31 73 7 111 4¯4¯5¯ 24¯5¯ 3¯25¯ 325¯ 15¯1 5¯01
74 7 111 4¯4¯5¯ 24¯5¯ 025¯ 4¯5¯1 25¯1 5¯11 75 7 111 4¯4¯5¯ 24¯5¯ 025¯ 3¯5¯1 35¯1 5¯11
76 6 111 4¯4¯5¯ 24¯5¯ 025¯ 05¯1 5¯11 77 7 111 4¯4¯5¯ 24¯5¯ 025¯ 15¯1 5¯4¯1 5¯21
78 7 111 4¯4¯5¯ 24¯5¯ 025¯ 15¯1 5¯3¯1 5¯31 79 6 111 4¯4¯5¯ 24¯5¯ 025¯ 15¯1 5¯01
80 8 111 4¯4¯5¯ 24¯5¯ 125¯ 5¯24¯ 15¯1 5¯4¯1 5¯22 81 7 111 4¯4¯5¯ 24¯5¯ 125¯ 5¯20 15¯1 5¯4¯1
82 6 111 04¯5¯ 025¯ 4¯5¯1 25¯1 5¯11 83 5 111 04¯5¯ 025¯ 05¯1 5¯11
84 6 111 04¯5¯ 025¯ 15¯1 5¯4¯1 5¯21 85 6 111 04¯5¯ 025¯ 15¯1 5¯3¯1 5¯31
86 5 111 04¯5¯ 025¯ 15¯1 5¯01 87 6 111 04¯5¯ 125¯ 5¯20 15¯1 5¯4¯1
88 5 111 14¯5¯ 125¯ 5¯00 15¯1 89 4 111 005¯ 05¯1 5¯11
Table 3. The case s = 6 for Theorem 4.4 as a table. For negative entries, we put a bar overhead.
was 4.82 seconds. The total proof optimization time was
27.25 CPU hours and the total proof certification time was
9.18 CPU hours. There were only 55 instances (less than 1%)
that required more than 900 seconds to solve. The hardest
instance required slightly more than 2.6 CPU hours. The
vertices of this instance are shown in Figure 5 (left).
One of the instances of the experiment with s = 4 timed
out after 10 hours. We split that instance into 33 subprob-
lems.4 The total runtime of the 33 subproblems was roughly
8.3 CPU hours. The vertices of this hard instance are shown
4Nominally, as described in Section 5.1 we would need to consider 1024
cases, but because the case has an unusually large automorphism group,
only 33 are actually necessary. In particular, for the cube (0, 4, ∗, ∗, ∗, ∗, ∗),
one can assume that the third and fourth coordinates are one of (0, 0),
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Cube w Deductions
(0, 0, 0, 0, 0, 0, 0) (0, 0, 0, 0, 0, 0, 0) xw,1,0 ∧ xw,2,0 ∧ xw,3,0 ∧ xw,4,0 ∧ xw,5,0 ∧ xw,6,0 ∧ xw,7,0
(3, 1, 0, 0, 0, 0, 0) (1, 1, 0, 0, 0, 0, 0) xw,1,0 ∧ xw,2,1 ∧ xw,3,0 ∧ xw,4,0 ∧ xw,5,0 ∧ xw,6,0 ∧ xw,7,0
(3, 4, *, *, 1, 1, 1) (1, 0, 0, 0, 0, 0, 0) xw,1,0 ∧ xw,2,1 ∧ xw,5,1 ∧ xw,6,1 ∧ xw,7,1
(3, 4, *, *, 4, 4, 4) (1, 0, 0, 0, 1, 1, 1) xw,1,0 ∧ xw,2,1 ∧ xw,5,1 ∧ xw,6,1 ∧ xw,7,1
(3, 4, *, *, 1, 4, 4) (1, 0, 0, 0, 0, 1, 1) xw,1,0 ∧ xw,2,1 ∧ xw,5,1 ∧ xw,6,1 ∧ xw,7,1
(3, 4, *, *, 4, 1, 4) (1, 0, 0, 0, 1, 0, 1) xw,1,0 ∧ xw,2,1 ∧ xw,5,1 ∧ xw,6,1 ∧ xw,7,1
(3, 4, *, *, 1, 1, 4) (1, 0, 0, 0, 0, 0, 1) xw,1,0 ∧ xw,2,1 ∧ xw,5,1 ∧ xw,6,1 ∧ xw,7,1
(3, 4, *, *, 4, 4, 1) (1, 0, 0, 0, 1, 1, 0) xw,1,0 ∧ xw,2,1 ∧ xw,5,1 ∧ xw,6,1 ∧ xw,7,1
(3, 4, *, *, 1, 4, 1) (1, 0, 0, 0, 0, 1, 0) xw,1,0 ∧ xw,2,1 ∧ xw,5,1 ∧ xw,6,1 ∧ xw,7,1
(3, 4, *, *, 4, 1, 1) (1, 0, 0, 0, 1, 0, 0) xw,1,0 ∧ xw,2,1 ∧ xw,5,1 ∧ xw,6,1 ∧ xw,7,1
Table 4. Example of encoded symmetry breaking conditions for the first covering in Table 1.
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Figure 2. Cactus plot of the runtime in seconds (logscale) to
solve the 57 687 subformulas of G7,3 as well as the times to
optimize and certify the proofs of unsatisfiability.
in Figure 5 (middle). The total solving of solving all instances
was 143.07 CPU hours, while the average runtime to solve a
subformula was 4.41 seconds. The total proof optimization
time was 60.10 CPU hours and the total proof certification
time was 23.54 CPU hours. There were only 94 instances
(also less than 1%) that required more than 900 seconds to
solve.
For the experiment with s = 6, the total solving was 136.65
CPU hours while the average runtime to solve a subformula
was 3.97 seconds. The total proof optimization time was
54.06 CPU hours and the total proof certification time was
35.40 CPU hours. Notice that the runtimes are lower com-
pared to the s = 4 experiment. We examined the logs and
observed that CaDiCaL aggressively eliminates variables
during inprocessing for s ∈ {3, 4}, but to a lesser extent for
s = 6. This impacts the search and influences the runtime.
(1, 0), or (1, 1). The last 11 coordinates are one of (0, 0, 0), (1, 0, 0), (2, 0, 0),
(1, 1, 0), (1, 2, 0), (2, 1, 0), (2, 2, 0), (1, 1, 1), (1, 1, 2), (1, 2, 2), (2, 2, 2).
100
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104
0 20000 40000 60000 80000 100000
solving
proof optimization
proof certification
Figure 3. Cactus plot of the runtime in seconds (logscale) to
solve the 116 720 subformulas of G7,4 as well as the times to
optimize and certify the proofs of unsatisfiability.
It also suggests that the performance could be improved by
changing some of the heuristics in CaDiCaL. There were only
68 instances (also less than 1%) that required more than 900
seconds to solve. The hardest instance required slightly less
than 2.5 CPU hours. The vertices of this instance are shown
in Figure 5 (right). We ran all three experiment simultane-
ously on 15 nodes on the Lonestar 5 cluster and computing
on 24 CPUs per node in parallel.
All instances were reported unsatisfiable. This proves The-
orem 1.1.
5.3 Keller’s Conjecture in Dimension 8
To check the accuracy of the CNF encoding, we verified that
the generated formulas forG8,2,G8,3,G8,4 andG8,6 are satisfi-
able — thereby confirming that Keller’s conjecture is false for
dimension 8. These instances, by themselves, have too many
degrees of freedom for the solver to finish. Instead, we added
to the CNF the existence of 28 vertices from Mackey’s con-
struction [19] (as suitably embedded for the larger graphs).
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Figure 4. Cactus plot of the runtime in seconds (logscale) to
solve the 124 020 subformulas of G7,6 as well as the times to
optimize and certify the proofs of unsatisfiability.
(0, 0, 0, 0, 0, 0, 0)
(3, 1, 0, 0, 0, 0, 0)
(3, 4, 0, 0, 1, 1, 1)
(3, 4, 0, 0, 4, 4, 4)
(3, 4, 0, 0, 1, 0, 4)
(3, 4, 0, 0, 4, 1, 0)
(3, 4, ∗, ∗, 0, 4, 1)
(0, 0, 0, 0, 0, 0, 0)
(4, 1, 0, 0, 0, 0, 0)
(4, 5, 0, 0, 1, 1, 1)
(4, 5, 0, 0, 5, 5, 5)
(4, 5, 0, 0, 1, 0, 5)
(4, 5, 0, 0, 5, 1, 0)
(4, 5, ∗, ∗, 0, 5, 1)
(0, 0, 0, 0, 0, 0, 0)
(6, 1, 0, 0, 0, 0, 0)
(6, 7, 0, 0, 1, 1, 1)
(6, 7, 0, 0, 7, 7, 7)
(6, 7, 0, 0, 1, 0, 7)
(6, 7, 0, 0, 7, 1, 0)
(6, 7, ∗, ∗, 0, 7, 1)
Figure 5. Vertices for the hardest instance for s = 3 (left),
s = 4 (middle), and s = 6 (right). Observe the similarities.
Specification of the vertices was per the method in Section 4.
These experiments were run on a laptop computer and took
only a couple of minutes to identify cliques of size 256 in
these graphs.
6 Conclusions and Future Work
In this paper, we analyzed maximal cliques in the graphsG7,3,
G7,4, andG7,6. By applying a geometric argument similar to
that of Perron, we were able to break both problems up into
roughly 105 cases up to isomorphism. We used a SAT solver
to check that each case cannot be extended to a clique of
size 128 and optimized and certified the resulting proofs of
unsatisfiability. As a result, we proved Theorem 1.1, which
resolves Keller’s conjecture in dimension 7.
In the future, we hope to perform more formal proof-
checking beyond certifying individual cases. More specifi-
cally, wewant to incorporate the case splitting and symmetry
breaking into a single proof of unsatisfiability. We plan an ap-
proach similar to other recent mathematical proofs obtained
with SAT solving, such as the computation of the fifth Schur
number [8]. Such an approach requires that the symmetries
that are broken are present on the CNF level.
Furthermore, we would like to extend the analysis toG7,s ,
including computing the size of the largest cliques for var-
ious values of s . Another direction to consider is to study
the maximal cliques in G8,s in order to have some sort of
classification of all maximal cliques.
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A Appendix
In this Appendix, we show that the work of Kisielewicz and
Łysakowska [13] implies that the lack of a clique of size 128
in G7,4 implies that Keller’s conjecture is true in dimension
7. We do not claim that this argument is novel: a similar
argument appears in the proof of Corollary 1.3 of [12] and
perhaps other places in the literature.
A cube tiling of Rd is a family of pairwise disjoint cubes
[0, 1)d +T = {[0, 1)d +t : t ∈ T } such that⋃t ∈T ([0, 1)d +t) =
Rd . Kisielewicz and Łysakowska defined, for x ∈ Rd and
i ∈ [d], L(T ,x , i) to be the set of all ith coordinates ti of
vectors t ∈ T such that ([0, 1)d + t) ∩ ([0, 1]d + x) , ∅ and
ti ≤ xi . They have shown that ifT is a cube tiling of R7 such
that |L(T ,x , i)| ≥ 5 for some x ∈ R7 and i ∈ [7], then T has
a facesharing pair of cubes.
Suppose that T is a faceshare-free tiling of R7. The 128
cubes inT ∩ [0, 2)7 form a faceshare-free periodic tilingT ′ =
(T ∩[0, 2)7)+ (2Z)7. As in the seminal works of Hajos [7] and
Szabo [24] we can transform these 128 cubes into a Keller
graph. We do so coordinate by coordinate, as follows: Let
T1 = T ∩ ([0, 1) × [0, 2)6) and T2 = T ∩ ([1, 2) × [0, 2)6). Let
xi be the maximum of the ith coordinates of the vectors in
T1 and set x = (x1,x2/2,x3/2,x4/2,x5/2,x6/2,x7/2). Since
|L(T ,x , 1)| ≤ 4, there are at most 4 first coordinates among
the cubes inT1. Similarly, there are at most 4 first coordinates
among the cubes inT2. We can take these coordinates to be in
{0, 14 , 24 , 34 } and {1, 54 , 64 , 74 }, respectively. Scaling by 4 results
in a clique T0 of size 128 in G7,4.
By a similar argument, the condition |L(T ,x , i)| ≤ 6 for
all x implies a clique of size 128 in G7,6.
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