I. INTRODUCTION

P
ARAMETRIC models, such as the constant-amplitude sinusoidal or Exponentially Damped Sinusoidal (EDS) models are popular and efficient tools in many areas of interest including spectral-line [24] or pole estimation [15] , source localization [22] , biomedical signal processing [25] , and audio signal compression [2] , [12] , [20] . In this paper, we introduce a generalization of these models, called the Damped and Delayed Sinusoidal (DDS) model, which adds a time-delay parameter to allow time-shifting of each component waveform. Note that this paper goes further into the work initiated in [3] . Properties of this model are studied, and we show that it can achieve compact representations of fast time-varying or "transient" signals.
This paper also addresses the problem of the DDS model parameter estimation. Two model parameter estimation algorithms are derived, and their performances are compared on a noisy synthetic signal and on a typical audio transient signal.
The paper is organized as follows: Section II introduces the DDS model. An overview of the problems and the proposed solutions is presented in Section III. In Section IV, two algorithms, called DDS-B (B stands for Block), and DDS-D (D stands for Deflation), are presented for the estimation of the DDS signal parameters. Section V presents the derivation of the Cramér-Rao Bound (CRB) for the estimation of the DDS parameters in the presence of additive white Gaussian noise. Section VI provides additional comments about the DDS model Manuscript received November 20, 2002 ; revised May 6, 2004 . The associate editor coordinating the review of this manuscript and approving it for publication was Prof. Arnab K. Shaw.
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Digital and the proposed estimation algorithms. In Section VII, simulation results are given, and Section VIII is dedicated to the final conclusions.
II. DDS MODEL
A. Parametric Model Definitions
The complex -EDS model definition is given by (1) where is the number of complex sinusoids or the modeling order, and are the real amplitude, phase, damping factor, and angular frequency parameters. Note that if we choose for all , we obtain the complex sinusoidal model. The -DDS model can be understood as a generalization of the previous parametric model. Its expression [3] , [9] is given by (2) where we have introduced the discrete-valued time-delay parameters and the Heaviside function defined by for and 0 otherwise. Note that the complex -DDS model is formally similar to the -EDS model of expression (1) by supposing that the amplitude varies with time according to (3) with and . Real formulation of the previous complex -DDS model can be written in terms of the complex amplitude and the pole , according to (4) where is a real 1-DDS component. In Fig. 1 , different 1-DDS waveforms are presented.
B. Damping Factor Sign and Compact Representation
In this paper, we consider the real discrete space of finite energy signals. using the -EDS model. Consequently, a large number of components is used to mitigate the increasing energy of such components during the analysis segment. In other words, those phenomena cannot be modeled in a compact way by a sum of 1-EDS with positive damping factor. A compact representation is one in which and (5) where is an original signal sample of length . On the other hand, signals with strong onset can be efficiently modeled by a sum of 1-DDS components, all with negative damping factor. The strong onset is taken into account by the introduction in the model of the delay parameters . Other approaches to handle this problem can be found in [8] , [10] , [16] , [17] , and [21] .
C. Time-Frequency Considerations
It is important to note that the 1-DDS model enables temporal representations with reduced support. This property of temporal support compactness allows the effective modeling of any event that has fast temporal variations or does not occupy the entire analysis segment. We note that the standard sinusoidal model does not possess this interesting property, which explains its poor performance for transient signals. The 1-EDS model is able to model signals with narrow support by imposing a large numeric value for the parameter but only at the beginning or at the end of the time analysis interval. When a signal abruptly "appears" far from the beginning of the analysis segment, the 1-EDS model is less efficient [2] , [18] . The 1-DDS model with its delay parameter and with the heaviside function is able to model more efficiently a transient phenomenon being situated not only at the beginning or the end of the analysis segment but also in the middle of the analysis segment.
For a better understanding of these kind of transient signals, it is interesting to study their properties in the Time-Frequency (T-F) plane. In Fig. 2 , we show simple representations of the T-F distributions of the sinusoidal, 1-EDS, and 1-DDS models. The sinusoidal model uses all the time resource , and by invoking the duality principle, the frequency resource is minimal [see Fig. 2(a) ]. The 1-EDS model reduces the time resource occupation by adding a damping parameter and gets a tradeoff between the time and frequency resource occupation. However, 
III. SKETCH OF THE SOLUTION
Given a (real-valued) signal , the global nonlinear criterion to be solved is (6) where is the -DDS signal given by (4 propose several algorithms that are well adapted to the audio signals.
• In the second case, the components are nonorthogonal, and is not (approximately) equal to zero when . This means that the th component is not clearly separated from the th component, and direct estimation of the time delay is a difficult task. However, the angular frequency estimation by means of Fourier-type [19] or subspace [15] methods, directly applied to the observed signal, remains relatively robust, whereas a direct damping factor estimation, on the 1-DDS signal, is systematically biased. Simulations in Fig. 3 (a) and (b) show these considerations on an example of a 1-DDS signal. In this context, we propose to solve this problem by performing a narrow bandpass filtering around each component to decrease the influence of the other components [27] . Afterwards, in each subband, we estimate the 1-DDS model parameters. In brief, the proposed parameter estimation approach proceeds in the following steps:
• angular frequency estimation using a subspace (eventually a Fourier-type) method; • subband filtering to "separate" the sinusoidal components and mitigate at best the inter-components interferences; • in each subband, estimate the damping factor, the phase, the amplitude, and the delay (eventually refine the frequency estimation) of the considered component. Note that subband sinusoidal modeling has been already considered in [1] and [7] . Contrary to our approach, the subband filtering in [1] and [7] does not depend on the angular frequency of the considered signal components and is used rather to provide a perceptually improved allocation of the sinusoids.
IV. TRANSIENT MODELING BASED ON THE DDS MODEL
In [3] , we have presented a new algorithm called DDS-B for the estimation of the -DDS model parameters. This algorithm is based on the use of subspace methods and exploits a filterbank architecture. We start by reviewing the details of this algorithm and then introduce a second estimation algorithm that uses a deflation approach in conjunction with the filterbank architecture.
The latter, called DDS-D, is shown to improve the computational cost by using FFT-based estimation procedures.
A. DDS-B Algorithm: "Block Approach" 1) Primary Estimation of the Angular Frequency by a Subspace Approach:
In the context of the DDS-B algorithm, we perform a primary 1 estimation of the angular frequency of the signal using a standard subspace method. In this paper, we use the Matrix Pencil (MP) method [15] .
Note that the MP method has been developed for the EDS but not the DDS model. In fact, the subspace shift-invariance property on which the MP method is based is only approximately satisfied in the case of DDS signals. Consequently, the corresponding parameter estimates are systematically biased. However, as observed in our simulations, the frequency parameter estimates are quite robust to this model approximation (model error), which justifies the proposed approach. This point deserves a theoretical model error perturbation analysis to evaluate the limits of this approximation and further justify our approach. This will be the focus of future work.
2) Filterbank Design: A filterbank approach is considered in the DDS-B algorithm. The signal is filtered as (see Fig. 4 ): (7) where is the bandpass filter, and is the contribution of the signal in the frequency bin centered at ( denotes the convolution operator). The design of the filter is very important since we must find a tradeoff between the frequency selectivity of the filter and its time support occupation. The time-frequency uncertainty principle binds these two quantities. Indeed, filtering a transient signal without substantially degrading the time waveform implies choosing a short linear-phase Finite Impulse response (FIR) filter (typically between eight and 12 coefficients). On the other hand, choosing a filter with short time support decreases both the frequency selectivity and the component separation ability of the filter. A good choice to balance this tradeoff is the modulated raised cosine filter of length , which is defined by [13] : (8) where is the rolloff parameter, and is the filter bandwidth. Another possibility, when the number of components is relatively small, would be to use a rejection filter of order that cancels frequencies for and keeps only the desired one .
3) Models Equivalence and Filtering Effects:
By supposing that the th subband signal is well isolated from the other components by the filtering process, we introduce the following time offset: (9) which represents a rough overestimate of delay parameter . After that, we define the truncated subband signal for (10) with . The latter is efficiently approximated by the real 1-EDS model. This assumption is based on the Model Equivalence (ME) property [4] between the 1-EDS model and the 1-DDS with a reduced time support and modified complex amplitude, i.e., is a 1-EDS signal. Indeed, the delayed 1-DDS component can be written as (11) (12) where . Using the fact that is causal, i.e., for and , we verify that expression (11) is the 1-EDS model definition with modified complex amplitude. Using the previous ME property, the estimate of the truncated subband signal admits the following expression: (13) with (due to the filtering properties, we have , where is the time delay introduced by the filter). Consequently, we can see that only the complex amplitude is modified by the filter according to where diag (14) with , and is the complex amplitude vector.
4) Subband Parameter Estimation:
In each subband indexed by , we estimate the filtered 1-DDS component that best matches the th filtered signal (see Fig. 5 ), i.e., we resolve the following criterion: (15) where (16) 
Assuming an initial estimate of the time-delay, criterion (15) is equivalent to (19) where is an selection matrix such as . Angular frequency and damping factor estimation: The direct minimization of criterion (15) or (19) requires a computationally expensive multidimensional nonlinear optimization. Instead, we propose a much simpler approach based on the signal FFT where angular frequency is re-estimated (this is a refining of the first estimate ) according to (20) where is the Fourier Transform (FT) of the truncated subband signal. After that, we estimate the damping factor by the shifted-FT method [19] . This method uses the ratio of the modulus of two FT segments of the same length but one shifted from the other. Consequently, we have where is a time offset chosen to be small with respect to the analysis duration. is a smooth window designed for isolating the pole from its conjugate. We choose here a Blackman window.
Time delay estimation:
The delay parameter is estimated via a "model-data" matching criterion. Therefore, in each subband , we resolve criterion (15) with respect to the time delay. Given an estimate of the complex pole and optimizing first over the amplitude and then over leads to where (22) where is the orthogonal projector onto the kernel of , which is the filtered matrix of the th signal pole. is the pseudo-inverse of , and is a given time interval centered at . We solve (22) by a simple enumeration of the possible values in to reduce the search cost.
Back-estimation of the damping factor: Once we estimate the delay , we can sharpen the damping factor estimation using a nonlinear optimization technique such as Newton's algorithm [5] . The back-estimation (using Newton's method) of the damping factor corresponds to (23) which can be iterated to further improve the estimation of the damping parameter.
We give the expressions of the first-and the second-order derivative with respect to the damping factor as (24) where , and (respectively, ) denotes the first (respectively, second) order derivative of with respect to the parameter .
In order to simplify the above re-estimation procedure, we use, in our simulation, a Newton implementation based on the real-valued (instead of complex) vectors, which lead to vector instead of matrix manipulations according to (25) where with , and (26) where represents an estimate of the phase parameter given by , where is estimated as shown in Subsection B2 using , and denotes the phase argument.
5) Complex Amplitude Estimation:
In the context of DDS-B algorithm, we proceed to the amplitude and phase parameter estimation according to the linear least squares criterion (27) where is the observed signal vector, and (28) is a block-Vandermonde matrix with , and . We finally extract the real amplitudes and the phases from
according to , and . Note that if needed, it is possible to use a real formulation [3] to reduce the computational complexity.
B. DDS-D Algorithm: "Deflation Approach"
We propose here a second algorithm that is based on a Fourier-type iterative scheme with deflation to enforce the 1-DDS separation (see Fig. 6 ). This approach presents a lower computational complexity than the DDS-B approach. Such iterative schemes are very efficient and have been considered in the literature in many signal processing problems and, in particular, in the context of the MP technique [11] , [14] .
Consider the th residual signal defined by the recurrent equation (30) where . Contrary to the DDS-B algorithm, we determine a primary angular frequency estimation by simply maximizing the FT modulus of the th residual signal according to , where is the FT of the signal . Note that for the deflation process, the signal in (30) should be known, which means that its corresponding amplitude, phase, and damping factor have been estimated. This is detailed in the next two following sections.
We denote the th synthetic signal by , and from (30), we have
This process is stopped when the energy of the residual is small enough, according to , where is a chosen threshold. For estimating the sinusoid parameters, we use the above deflation technique in conjunction with subband filtering to enforce the separation of the different components. In this algorithm, we applied the modulated raised cosine filter, which is defined in Section IV-A2, but in the context of DDS-D algorithm, i.e., it is the th residual signal, which is filtered such as (32)
After that, we perform the angular frequency back-estimation and damping factor estimation according to the methodology of Section IV-A4 and the time-delay estimation and damping factor back-estimation, as described in previous sections.
Moreover, we have to estimate the complex amplitude (amplitude and phase parameter) of the subband signal according to the linear least squares criterion (19) . Define . We extract the real amplitude and the phase in terms of the complex amplitude associated with the th subband signal (33)
V. CRAMÉR-RAO BOUND FOR THE DDS MODEL
The CRB for the parameter estimation of a DDS process is derived in this section since it is useful as a touchstone against which the efficiency of the considered estimators can be tested. The CRB has been investigated in [23] for an undamped sinusoidal process and in [28] for a damped sinusoidal process. Here, we derive the conditional CRB for the more general DDS case. More precisely, the CRB is computed conditionally to the exact knowledge of the discrete-valued time-delay parameters.
Consider a real-valued -DDS process corrupted by zeromean white Gaussian noise :
where is given by (4) . Let be the vector of desired damping factor, angular frequency, phase, and amplitude parameters, where and , and are defined similarly. The time-delay parameter vector is omitted here as it is assumed to be perfectly known (see discussion in Section VI). Under the above assumptions, the logarithmic likelihood function can be expressed as . Before proceeding, we first show that the CRB for is decoupled from the CRB for .
Lemma: Under the above assumptions, the elements of the Fisher Information matrix corresponding to the cross terms of and are zero. The proof of this lemma is given in the Appendix. This lemma allows us to "ignore" the noise parameter and compute only the Fisher Information submatrix corresponding to the desired parameters .
Corollary: The CRB for the variance of any unbiased estimate of (conditionally to the perfect knowledge of the timedelay parameter vector ) is given by CRB
where is given by
VI. DISCUSSION
Here, we provide some comments to get more insight onto the proposed DDS model and related parameter estimation algorithms and CRB.
• The numerical cost of the DDS-B is essentially equal to the subspace decomposition cost plus the subband filtering cost plus the least-square resolution of (28) . This leads to a total complexity of . On the other hand, the complexity of the DDS-D is essentially dominated by the subband filtering cost and Fourier transforms for angular frequency and damping factor estimation. Therefore, the total complexity of DDS-D is of only. Note that in both cases, the cost of the Newton algorithm is , which is negligible in comparison with others implementation costs.
• In Section V, we chose to compute a bound conditionally to the exact knowledge of delay parameters because the latter are discrete valued, and consequently, the computation of a (nonconditional) bound leads to intractable derivations. On the other hand, choosing continuous real-valued time-delay parameters leads to the following model indeterminacy: For , we have for any such that , where is the integer part.
• We observed in our simulation a relatively small distance (especially when the damping factor is low) between our estimation method performances and the CRB for low and moderate values of the SNR. However, the gap becomes significant for high SNRs (typically over 20 dB). This is due to the fact that at high SNRs, the performances are essentially bounded by the approximation errors of our estimation method. Indeed, we assume implicitly that the rejection filter is perfect, and hence, in each subband, only one sinusoidal component persists. Due to the angular frequency estimation errors and the finite duration of the rejection filter, this assumption is only approximatively satisfied. • The DDS model might be slightly modified in such a way to allow a continuous variation of the delay parameters. This can be done, for example, by using a soft DDS model, where the Heaviside function used in the signal modeling is replaced by an appropriate continuous function that decreases smoothly to zero (contrary to the Heaviside function that is discontinuous at zero). This model has the particular advantage to allow exact computation of the CRB in terms of all DDS parameters including the time delays. This point is still under investigation and will be the focus of future work. used in Code Division Multiple Access (CDMA) communication systems [6] , [26] . Several studies of the PIC and SIC exist in the literature, and some of them can be adapted to our context. In particular, we can use a multistage cancellation procedure to improve the DDS parameter estimation.
VII. SIMULATIONS
A. Synthetic Signal
We choose a 2-DDS nonorthogonal components, i.e., is small. In this case, a time-delay estimation/detection based on the variation of the signal envelope is inefficient. We show in Fig. 7(a) and (b) the test signal and the two components.
1) Parameter Estimation Analysis:
The algorithms are compared in terms of parameter estimation accuracy through the Normalized Mean Square Error (NMSE), evaluated for several SNRs using 100 Monte Carlo trials. The NMSE is defined by the ratio of the square difference between the true parameter value and its estimated value over the square value of the true parameter. Additionally, we define SNR . In relation to Figs. 8 and 9, we can say that the DDS-B algorithm outperforms the DDS-D algorithm in this simulation context for the damping factor estimation. In Fig. 10 , we have represented the time-delay estimation for each experiment . Therefore, every 50 experiments, we increase the SNR by 5 dB. Note that the true time-delay values are 65 and 80, and we can point out the capacity of the proposed algorithms to correctly estimate these parameters, especially at SNR higher than 15 dB. Finally, we can note that the performances of these two algorithms are quite far from the ideal performances of the CRB. We can improve the efficiency of these algorithms by considering a joint Newton algorithm in , , , which can be done at a slight increase of the computational complexity. This improvement has been observed for the synthetic data of Fig. 7 . However, for percussive audio signals of the next section, the observed performance gain due to joint Newton algorithm is negligible. Consequently, we have kept a simple Newton on the parameter only since this approach represents a good tradeoff between computational complexity and performance.
B. Typical Audio Transient Signal
In the context of percussive audio modeling, we choose to apply the proposed algorithms on a castanet onset which is a typical audio transient signal [see the top of Fig. 11(a) ]. In the middle and bottom plots, we show 20-order DDS-B and DDS-D models, respectively. The chosen criterion is the Signal to Modeling Noise Ratio (SMNR), which is a time-matching criterion between the synthesized waveform and the original signal. Note that the SMNR in the context of audio modeling is defined according to SMNR in decibels, where is the residual audio signal. Then, we obtain 11.2 dB for the DDS-B algorithm and 12.7 dB for the DDS-D algorithm. This result is confirmed by the observation of Fig. 11(b) . Indeed, we can see that the DDS-B algorithm estimates several time-delay parameters lower than 223 samples, which is the true onset in the original signal, as indicated in Fig. 11(a) . Consequently, we observe in the middle part of Fig. 11(a) a small pre-echo (distortion before the sound onset [2] , [8] ). Inversely, the DDS-D modeling presents a total absence of pre-echo and a good reproduction of the onset dynamic.
VIII. CONCLUSION
In this paper, we presented a nonstationary parametric Damped and Delayed Sinusoidal (DDS) model. This model can be seen as a generalized sinusoidal model in the sense that we add damping factors and delay parameters. These modifications enable efficient modeling of any event in the time-frequency plane. We present two model parameter estimation algorithms applied to a noisy fast time-varying synthetic signal and to a typical audio transient signal. The first algorithm, called DDS-B, is based on a subspace approach and the exploitation of the use of a filterbank scheme. The second algorithm, called DDS-D, uses a Fourier-type algorithm in conjunction with a deflation scheme. Afterwards, we estimate and backestimate the model parameters in each subband. Finally, we derive the expression of the Cramér-Rao Bound for the DDS model. A performance analysis shows the usefulness and validity of the proposed approach.
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