This paper presents an approach to the vision tasks to be performed in a vehicle navigation application in crop fields. The objective is to automate chemical spraying by autonomous navigation and machine vision. A camera is used as the sensor device and a bar of spraying nozzles is provided to perform the spraying. The proposed solution consists of recovering maps of the environment from the image sequence, and exploring them to locate the path to follow and the nozzles that have to be switched on. The motion parameters of the vehicle are used to place the images in the map. and are computed from a feature tracking method. The plants and the weeds are identified through a. segmentation, the features to be tracked are computed from the contours of the plants. Results with real image sequences of all the steps involved are presented.
INTRODUCTION
One of the richest sensors that a mobile robot can be equipped with is artificial vision. The visual information recorded by a. video camera can be processed to extract models of the world suitable to accomplish robotic tasks. The flow of visual information can be used to find the motion that the robot is following, and passed as feedback for motion planning. Extracting the motion parameters needs some preliminary steps, such as segmenting the image to focus on the objects of interest. To decide the actions to be performed, a mobile robot has to build a model (or a map) of its environment. This work is focused on an investigation aimed at developing an autonomous vehicle to automate some agricultural tasks, like the application of chemical treatment in crops. The automation of these tasks by using autonomous navigation and artificial vision techniques will lead to an accurate application of the products to the plants or to the weeds, thus saving product as well as the environment. The working conditions are confined to a restricted, but important, horticultural situation: that of transplanted vegetable crops. In commercial practice the plants are grown to about 75 mm high in a greenhouse, then transplanted following a reasonably regular pattern into an almost weed-free seedbed. The problem domain has been confined further to situations where the plants remain as spaced blobs in the images.
Many autonomous vehicle navigation applications have been reported in the literature, that use sensors which provide visual data, and apply image analysis and machine vision techniques to extract information about the vehicle egornotion and the structure of the environment. Refs. 1-4 are among the most representative ones. The motion information is commonly used by the vehicle controller, thus closing the loop of the vehicle automatic steering system. The environment structure may be used by a task-planning module that decides the actions to perform, such as operating on the environment (if the vehicle is equipped with some actuator) or to decide a change in the path to follow.
Iii most applications the vehicle moves in a well structured environment, such as roads3'4 or corridors inside buildings."2 There are not many applications in which an autonomous vehicle has to deal with unstructured or semi-structured environments, such as a crop field,5'6 although much effort has been made in finding methods to compute the egornotion of the camera from image sequences in a completely unstructured scene.7 In most works the objective of the mobility is just a research exercise: crossing a room avoiding obstacles, navigating through the corridors of the department, etc. The main difference between the present application and these reported works is the environment in which the vehicle evolves, and that the vehicle is equipped with an actuator to influence the environment.
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[xjiloue lii' 111111) illohit.!, tin' position of liii' nozzle bar to provide orders to the nozzles that have to iii swutiluiel Once features are extracted they are tracked through the image sequence, the proposed tracking strategy has been reported elsewhere.14 A tracking filter is initialised for each newly-appearing feature in the scene. A mapping is obtained from the present observed features to all of the existing tracks, that is, estimations of previously observed features. The method can deal with poor feature extraction (a misdetected feature is correctly assigned to a track when detected again) and is based on the similarity between features and on the rigidity of the scene. Briefly the method consists of:
1. Compute a search region for every feature taking into account the previous motion parameters. Compute the similarity between the present feature and the existing tracks that lie inside the search region. A dissimilarity measurement is proposed as the distance between the vectors of characteristics, the proposed characteristics are the angles of convexity c and orientation /3 at a dominant point, Fig. 3 . Therefore, the similarity distance (or dissimilarity) between feature i in image k and feature jin image k -1, is defined as d = (c
2. Build up a similarity matrix with all the measurements. Each entry (i, j) represents the dissimilarity between feature i in the present image and track j.
3. Compute candidate matches as the entries that are at the same time a minimum in their row and column, these are the two-way matches.
4. Select the matches that have arisen from the same motion of the camera, that is, matches consistent with the rigidity of the scene. Assuming a two-dimensional motion on the ground plane, for each candidate match (i, j) we can write the following equation:
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ItOtO?000'((Ij, k 1 as the uiumber features in image k that did not appear iii ilmiage k -I (due to I lie imuotion of t ho A map of the local area between the field of view and the nozzle bar is recovered from the image sequence. The map is used to extract the row structure of the field, from which the steering information is derived, and is explored along the position of the nozzle bar to provide instructions to the nozzles. The map is drawn by placing segmented images in a storage space according to the motion parameters, only the lower half of the images are transferred to the map because they contain much more detail than the upper half, which reflects a further part of the scene. Considerable computing time is saved this way, while a whole map with no gaps can be still drawn due to image overlapping.
Since images overlap to a certain extent, different observations are available for every pixel, which are integrated by counting the number of times that a pixel is assigned to a certain class: plant, weed or soil. So, each pixel in the map consists of three counters: the plant counter (3 bits), the weed counter (3 bits), and the soil counter (2 bits). A pixel is finally assigned to the class having more observations. In case of a draw the priority is weed, then plant and finally soil. If all counters equal zero, a special class, unknown is assigned, this happens in the areas of the map which the field of view has never covered.
Two rotations and a translation have to be performed on every pixel to be transferred. The first rotation is due to the camera tilt angle, which is fixed and part of the calibration data, so a look-up table can be used to speed up these computations. The second rotation, due to the heading angle, varies at each frame. Fig. 5 shows the different co-ordinate systems involved in the process of placing images in the map: the camera co-ordinate system (xe, Yc, zr), its projection on the ground plane (x9, y9), which can be considered as the local co-ordinate system on the ground plane, and the world co-ordinate system (x, z). The world co-ordinate system is defined so that its z axis is aligned with the camera z axis at the first frame (frame 0). Given the projection of a point in the image plane, its world co-ordinates z) can be found by knowing p (tilt angle), v (camera height), /k (rotation angle), tx,k ( absolute translation in the x direction) and tz,k (absolute translation in the z direction) . The rotation angle and the translation are directly found from the global motion parameters (Rk, Tk) considering that:
The frame-to-frame motion parameters (rk,k_1 ,tk,kl ) were recovered from the feature tracking. Therefore, the global motion is recursively computed from them at every frame: Rk=Rk_1r_1; R0=I (4 Tk Tk_1 Rktk k-i T0 = 0
The process of drawing the map can be divided into a boot-strap and a feed-forward phases. The common part of the computations are performed at the boot-strap phase before the first image is received, look-up tables are prepared to speed up the feed-forward phase, so that the computations are directly found in the tables. 
Boot-strap Phase
The actions performed at this stage are:
1 . The computer co-ordinates of the four corners of the lower half image are transferred to the map (world coordinates) , given the scale (in mm per pixel), the tilt angle of the camera and other calibration data (focal length, etc.) , and using a neutral value for the motion parameters: Rk = I, Tk = 0. As a result, the present field of view is located on the map.
2. The pixels inside the field of view of the map are visited and their image co-ordinates are computed. A pixel visiting order is followed from left to right and top to bottom of the field of view. A two-dimensional look-up table is initialised with these data (the image co-ordinates of every pixel inside the field of view).
Feed-forward Phase
At this stage the image sequence is processed. The actions performed are:
1 . The four corners of the field of view are placed in the map using the present values of the heading angle and translation. The common part of the computations was done at the boot-strap phase, now only a rotation and a translation have to be applied to the four corners to locate them in the map.
2. The segment joining the two top corners of the field of view is coded and stored in form of displacements from the starting top-left point, using the Bresenham algorithm.'6 A pixel visiting order is defined in the same way as in the boot-strap phase. The pixels are visited following lines parallel to the coded segment, so the displacements of these lines are all the same, and have to be computed just once.
3. The field of view look-up table is accessed the same way as in the boot-strap phase. Two values are read from the table, which indicate the corresponding position of the pixel in the original image. The map is updated by incrementing the plant, weed or soil counters.
The map is implemented as a two-dimensional circular buffer of 256x512 pixels. Two pointers indicate the initial position of the map in the memory space, a vertical and an horizontal pointer. When the vehicle moves, if the newly appearing field of view comes out of the map, the vertical and horizontal pointers are moved to allocate space for this zone, and this area is initialised. No transferring of the data in memory is performed, saving computing time.
An example of the map, and the trajectory of the vehicle for this image sequence, can be seen in Fig. 6 . The last field of view and position of the nozzle bar are outlined in the map. The calibration parameters used for this sequence were: tilt angle p=66 degrees, camera height v=1200 mm, focal length f=40 mm, image size 256x256 pixels, size of the sensor elements 0.05 mm. The vehicle speed was about one metre per second, and the image sequence was taken at a frame rate of 5 Hz.
DERIVING STEERING INFORMATION
The path that the vehicle has to follow is the central one of the three rows that appear in the field of view. Useful items of steering information are the angle between the present orientation of the vehicle and the line that represents the central row (heading angle, I'heading), and the offset, or transversal separation between the centre of the present field of view and the central row, measured along the horizontal direction of the field of view. These measurements are straightforwardly computed from the equation of the line which represents the central row, and from the pose of the vehicle (position and orientation) , both with reference to the same co-ordinate system (the world co-ordinate system, Fig. 5 ). The pose of the vehicle is contained in the global motion parameters, already derived, the data that remains to be worked out is the row structure. A Hough transform has been used to find the three row lines, consisting of these steps:
• Load the so called Hough space formed by accumulators from the data that represent the evidence of lines.
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Offset to central row (m.) Heading angle (degrees) Figure 7 . Hough space (frame 30) and steering information Heading angle: formed by the central row and the direction that the vehicle is heading, direction that is computed from the corners of the field of view.
The smoothness of these plots provides a qualitative idea of the performance of the method to recover the row structure. Small deviations from the ideal smooth trajectory are unavoidable, since the rows are computed from the centres of the blobs, but the plants are very irregular objects, and sometimes partially visible, so these centres are not exactly aligned and may move from frame to frame.
PROVIDING INSTRUCTIONS TO THE NOZZLES
The position of the nozzle bar in the map is known. At frame zero (boot-strap), the camera is placed at world co-ordinates (0,0), and the two extremes of the nozzle bar are placed at positions (-750 mm., -950 mm.) and (750 mm, -950 mm.). This is the particular arrangement for the prototype vehicle. These positions are updated with the rotation angle and the translation at every frame. The position of each nozzle is also known since they are evenly arranged along the bar. A nozzle has to be switched on if it is over a plant or over a weed, depending on the treatment. To decide if this happens, a small area around the position of a nozzle is explored in the map, the area has been set to a neighbourhood of 3x3 pixels. If a certain number of pixels in this area correspond to the target class, the nozzle is marked as switchable. A value of 4 out of 9 pixels has been the criterion used.
A simulation of the spraying of plants can be seen in Fig. 8 . The figure shows the sprayed area for the map in Fig. 6 . At each frame, the positions of the nozzles were found on the map, and they were switched on following the criteria explained above. Note that not the whole map is treated, but just the area up to the position of the bar at the last frame. When switched on, each nozzle sprayed a circle of 80 mm. of radius, which is a realistic value. White pixels in Fig. 8 correspond to plants, where product must go, while black pixels represent non plant areas (weeds or soil) where the product has also arrived.
CONCLUSIONS
Convenient measurements of the performance of the system are the percentage of plant area that is treated (hit by the product) , the percentage of area wrongly treated (product that does not hit the plants), and the percentage of product used respect to the amount that would have been used if an indiscriminated spraying were done. The results for the sequence that has been used in this work are:
I Area correctly sprayed: 81% of plant area, 44.5% of total sprayed area.
S Area wrongly sprayed: 55.5% of total sprayed area.
Ainoiiiit of product used: 5p4 of the amount that, would have heeii used spraying each pixel of tin niap exait Iv 011cc. This is illlpossi)le in practice unless we dispose of a sluiiver that covers the whole field ;uea iii one liii privmg evenly around the held with a common sprayer this percentage will in', at least divided 1W four.
Percent ages of product used of 1U1,4 are quite realistic.
As a eoiicliisioii. au approach to tin' vision svsteni tasks of an amitononious crop protection appllc1it ion lois heeii preseuited in this paper. Ihe iiiiiiui outputs of flu system provide steen ig information and instruct ions to t lie nozzles. vlucli have I ueii worked out by exploring a niap of the environment (map (lraWfl by placing an image sequence itt lie (orreel posit ions). The ujotion para1Ieters of the velucle have been recovered from feature tracking and used I (Iraw t he map and explore it. flu' tracked features have heemi extracted from segniented iuliages using o'ie ntlv (Iev('i( 1111(1 segmnemitatiori method4 and a novel domniant, point detection algoritlini,'°' winch have I neui successfully ip1i1ied to tins itpplicatioii. The relation between all the steps involved has been shown. Hesiilts wit Ii real imilage sequences taken from a field using a real prototype velucle have ben presented idouiR lie paper. S far t In' results have been satisfactory: I lie field st ruictuire has been successfully recovere I since the Ii 1W lines ire almost parallel. such as the crop rows in the held are, and the row separation uiieasimred honi t lie real-scale nliips eorrespouids to the expectations. I-'urthier work is directed ti) a real-tune iuiplenientation of all liii techniques Ion' priseffi ed ACKNOWLED GMENTS Tins work has been linrtiallv supported by a grate from I'undaew (uzj:u ('as/el/n, 011(1 (7rne7alz/a,/ luhnrtrinu mdci 
