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If f E L’(iR”) and u(x, y) is the Poisson integral of J; a classical theorem 
of Fatou [2] asserts that u has nontangential limits almost everywhere on 
R”. Littlewood [5], and later Zygmund [9], showed that this conclusion is 
false if nontangential approach is replaced by approach along translates of a 
curve which approaches the boundary tangentially. In this paper we find a 
necessary and sufficient condition on an approach region for the associated 
maximal function to be appropriately bounded. It then turns out that there 
are many approach regions which are not contained in any nontangential 
region but for which the conclusions of Fatou’s theorem remain true. 
Suppose Q c IR:+ ’ has the property that whenever (xi, u,) E B and 
whenever [x -x, [ < y - y, it follows that (x, v) E Q. Then the maximal 
function associated to such a set is bounded if and only if the cross-sectional 
measure at height y is bounded by a constant times y”. 
We also study regions where the cross-sectional area is larger than y”. We 
introduce a modified maximal function which is again bounded. This result 
leads to a simple proof of the boundedness of certain tangential maximal 
functions of Poisson integrals of potentials studied in 161. 
The plan of this paper is as follows: In Section 1, we motivate our main 
ideas by discussing two particular examples. The method of proof here is 
somewhat different from the proofs of the more general results. In Section 2, 
we obtain the necessary and sufficient conditions for Fatou’s theorem. In 
Section 3, we study more general approach regions, and the appropriately 
modified maximal functions. In Section 4, we show how this maximal 
function controls the tangential boundary behavior of Poisson integrals of 
potentials. 
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1. HEURISTICS: A SKETCH OFSOME EXAMPLES 
The purpose of this section will be to motivate our results by describing 
two basic examples. Here we shall content ourselves with only a sketch of 
the proofs, which arguments are incidentally different from the techniques 
used to prove our more general theorems below. 
1. Suppose {II,} is a sequence of balls in R”; here B, has center x,, and 
Y, equals the radius of B, . We shall assume that IX, 1 4 r,,, , and in fact that 
[x,1/r,,, + co. We wish to find sufficient conditions on the collection (B,} so 
that 
(l-1) 
As we know it suffices to consider the associated maximal function 
MO(f)(X) = s:P & j I Ax - Yl dY3 (1.2) 
m Bln 
which in turn is dominated up to a multiplicative constant, when f > 0, by 
Wf)(x) = sup I u(x - %I 3 Y,)L (1.3) 
m 
where U(X, y) is the Poisson integral off: 
We shall be interested in proving 
Il~ml, GA, IlfILJY l<pQco 
I{xlMS(x)>all,<~llf,, a>0 (1.4) 
II Wf>ll, G A, Ilfllm~ O<p<l. 
A sufftcient condition for the above to hold is that (x,( and y, tend to 
zero is a lacunary way 
t 
I&?t+1l <<, Ymt1 
1x,( y, Qcyc< l 1 
and while lx,,, I/y, -+ co, we also require that 
IX m+llGYm~ all m. (1.5) 
A simple example of the above is given by ym = 2-““, (x,1 = 2” . 2-“*, 
m > 1. To see why (1.4) holds for p = 2 we use a square-function argument. 
We define S(f)(x) by 
(W(x))’ = 2 IO - x,, urn) - 4% Y,)l’ (l-6) 
rn=l 
and we shall see that (I S(f)llL2 <A Ilflltz. 
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However, 
with f the Fourier transform off, so by Plancherel’s theorem the desired 
inequality for S is easily seen to be equivalent with 
Now for each <# 0, let k be the largest integer so that y, > I/l<\. Thus 
yk+ , < l/i 61 < Y,, and we may write the sum (1.7) as three terms, namely, 
Crn<k + Cm=k+l Cmakt2. For the first sum use the fact that each summand 
is majorized by 4e-4nl[l Bm, but 
since y, is lacunary and It\ yk > 1. The second sum involves only one term, 
while the third sum is majorized by a multiple of 
l<l’ 2 Ix,12 4rt’ y Y’,? 
m>k+2 m>k 
by (1.5), and the latter is O(l~12y:+,)= O(l), by the lacunarity of (y,}. 
With (1.7) proved we also have the boundedness off- S(f) in L2 and since 
Wf)(x) < w-Kx) + sup, I+> Y)L we get (1.4) for p = 2. The case 
2 < p < co follows by interpolation. To deal with 1 < p ,< 2, and the HP 
result for p < 1, we can use the idea of harmonic majorization to reduce 
matters to p = 2 (see [8, Chap. VII] and Fellerman and Stein (3, 
pp. 167-1701). Finally, the weak type (1, 1) result follows by interpolating 
between the case p > 1 and p < 1 (see Folland and Stein [4, p. 1091). 
2. The second example deals with averages of the type (1, l), but with a 
continuous family of balls (whose radii are again much smaller than their 
distances from the origin). Here, however, a certain mitigating factor, 
depending on p, will be required. 
We consider a fixed function 7, defined on (0, oo), so that 
(1) O<~(x)<l,allO<x<m 
(2) v(x) and x/q(x) are monotonic increasing. 
A choice of q will be kept fixed in what follows. A typical example to 
keep in mind is 
f/(x) = xy, O<y<l, x<l 
= 1, 1 cx. 
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Notice that our assumptions guarantee that 1(2x) z q(x). 
With q fixed we consider the following family of balls 3. 9 = (B, so that 
B = B,(t), with q(r) \t( < r}. Here t denotes the center, and r the radius of 
B,,(t). With this notation we define 
..X(f) = -ny,(f)(x) = 
and we can prove that 
ll~u-II, Q ‘4, Ilfllp l<p<oo. (l-8) 
Before we deal with (1.8) we make a preliminary observation. Let B* denote 
the smallest ball centered at the origin, which contains B. Then the radius of 
B* = r + ) tl, and using the comparison 
allows us to dominate (J$)~ by the Hardy-Littlewood maximal function of 
IflP, which therefore shows that f-Jp(f) is of weak type (p, p). However, 
(1.8) cannot be seen so easily. We shall need the following lemma. Here x, 
will denote the characteristic function of the ball of radius r in R” centered 
at the origin; k will be a fixed integer >2. 
LEMMA. Suppose dj = rj/q(rj), j = 1, 2 ,..., k, / tjl < Sj, and 6, = 
min(d,, 6, ,..., 8,). Then 
(6,6, . . . dk)-“(k-l)lk . (rl . . . rk)-nlk 
* x,,(Y - t, - X1)&(Y - t2 -x2) “’ xr,(Y - tk - xk) & 
If the integral is not to vanish, then these must be a y so that j y - t, - x, I < 
rl ,..., 1 y - tk - xk( < rk. Since rj Q Sj (r(r) < l), and 1 tjl < Sj, this implies 
Ix, -x21 <4d2, lx1 -+I <4&,..., /xi - x4] < 46,. Thus we need only prove 
that the left side of (1.9) is gC(6, ... ?Ik)-n. However, j”x,., ..a x,,ciy Q 
Ix,, dy = cry. Thus (1.9) follows because 6,/r, - 6,/r, .a- 6,/r, < (6,/r,)k-‘, 
and this since Sj/rj = l/q(rj) < l/q(r,) = 6, /rl, which holds if ri < rj since q 
is monotonic increasing; while rl < rj holds when 6, < Sj, because r/q(r) is 
monotonic increasing. 
With the lemma proved, we now turn to the proof of (1.8). It will suffice 
to prove this when p is conjugate to k, where k is an integer >2. Now let 
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x -+ t(x), x -+ T(X) be arbitrary measurable functions (with values in R ‘, and 
R ‘, respectively) with q(r(x)) ) t(x)] < T(X), and consider 
(1.10) 
We need to show that (] r(t)]], <A, ]]f]lp, with A, independent of the choice 
(4x), 4x)), h’ h w  ic is equivalent to (1.8). We show ]I T*(f)]], < A, Ijfllk. It 
suffices to take f > 0. Writing out J‘(r*df)(~))~ G!X as a repeated integral 
and using (1.9) one gets 
j- (~*(f)(~))~ dx < ‘y( W(JJ))~?~(Y) 4 (1.11) 
with 
W-)(Y) = 1’ U.Y> x.wy,(x - v>f(x) dx, (1.12) 
and KJJ) = vKWW. H owever, (1.12) is the “adjoin? of the Hardy- 
Littlewood maximal operator, and thus by (1.11) 
which proves (1.8). 
2. HARDY-LITTLEWOOD-TYPE MAXIMAL FUNCTIONS 
To each set R c iR:+ ‘, we can associate a version of the Hardy- 
Littlewood maximal function. For f E L:,,(lR”) and x0 E R” set 
MfJf(xo>= SUP 
1 
(X,Y)ER JB(O, Y)I I B(0.Y) 'f(xo +x + f)l df. 
(As usual, B(0, JJ) = {t E R” ] It] < y}, and ]E] denotes the volume of a set 
E c R”.) Our main object in this section is to find a necessary and sufficient 
condition on the set 52 so that the operator M, is weak type (1, 1) and 
strong type (p, p) for 1 < p < co. We also extend this result to other 
averages, such as the Poisson integral. 
If 0, = { (0, y) E W:+ ’ ] y > O), then MO = Ma0 is the standard Hardy- 
Littlewood maximal function (see, for example, Stein [8, p. 41). If a > 0 and 
J2, = {(x, y) E R” ( 1x1 < ayl, then M, = MQn is a nontangential version of 
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the Hardy-Littlewood maximal function. M, is weak type (1, 1) and strong 
type (p, p) for p > 1. Also it is easy to check that 
M,f(x) < (1 + a)“WJ(x) 
and so similar estimates are true for the operators M,. 
On the other hand, if D contains a curve which approaches the point 
(0,O) E lRn+’ tangentially, it is known that the operator M, is not weak type 
(p, p) for any p < co (see Zygmund [9]). Hence for curves in R “+’ ‘, 
nontangential approach is required for the boundedness of the operator M,. 
However, we shall see that there are many regions R not contained in any 
R, for which the operator M, is bounded. Thus one obtains results on “non- 
nontangential convergence.” 
We begin by proving a sufficient condition for the boundedness of M,. 
We need the following: 
DEFINITIONS. (a) If R c R :’ ‘, y > 0, then Q(y) = {x E R” ] (x, y) E J-2). 
(b) If Q c iR:+‘, then 9 satisfies a “cone condition with aperture a” if 
k,y,)EQ and 
lx-XII MY-Yd 
implies (x, y) E Q. 
THEOREM 1. Let R c R :+’ be an open set. Suppose 
(i) There exists A < +oo so that Il2( y)J < Ay”. 
(ii) f2 satisfies a cone condition with aperature a > 0. 
Then the operator M, is weak type (1, 1) and strong type (p, p) for 
l<p<+co. 
Note that for any R c R”;t ‘, the operator M, is bounded on L”O(F?“). 
Hence, by the Marcinkiewicz interpolation theorem 18, Chap. 1], it suffices 
to show that M, is weak type (1, 1) in order to prove Theorem 1. To do this, 
we need some further definitions and preliminary lemmas. 
DEFINITIONS. Let R c IR:’ ’ be open 
(a> For Y > 0, Q(Y) = Ux~o~y~ WY ~1. 
(b) y, = inf( y > 0 ] a(y) # 0). 
Cc> For f E L,&(~“) 
1 
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LEMMA 1. Suppose R c R “,’ ’ satisfies the conditions of Theorem 1. 
(4 VO < y1 < yz then Q(Y,) = Q<vd 
(b) Q(Y) = Q(((a + l>/a>v>. 
(c) I Q(y)1 <AA(a + I)la)“v”, and if Y > yet I QCu>l > G Y” where 
c, = IV, 1)l. 
(d) If M= [A/c,((a + 1)/a)“], then for any y > 0 there are points 
x, ,..., x,~ in B(y) with Q(y) c Uj”=, B(xj, 3~). 
ProoJ: (a) It follows from condition (ii) of Theorem 1 that if 
(x1, Y,) E 0 and Y > Y, then (xl, Y) E Q. Hence if Y, < Y, WY,) = Q(Y) 
and $0 Q(Y,) = Q(Y). 
(b) If t E Q(y) there exists x E G(y) with 
(x-t1 <y=a$a I($) Y-?.I. 
Again it follows from condition (ii) that (t, ((a + l)/a)y) E D so Q(y) c 
fl(((a + 1 >la>y>. 
(c) The first inequality follows by applying condition (i) to conclusion 
(b). The second inequality is obvious. 
(d) If xi ,..., x, E R(y) have the property that [xi - xj I> 2.v for i # j, 
1 ,< i, j,< N, then the balls {B(x,~, y)} are disjoint, and their union is 
contained in Q(y). Hence 
Y” 
N<A a+1 n 
( 1 
- . 
‘c, a 
Let x, ,..., xk be a maximal collection of points in R(y) with the property that 
if i f j, Ixi - xi ( > 2y. If t E Q(y) pick x E f2(y) with Ix - t ( < y. There 
exists xi with Ix - xi1 < 26 for otherwise the collection {xi ,..., xk} would not 
be maximal. But then It-x, I< 3y so Q(y) c Uj”= , B(xj, 36). By the above 
k ,< AlMa + 1 >/a)” and this completes the proof of the lemma. 
LEMMA 2. Suppose 0 c WTt ’ satisfies the conditions of Theorem I. 
There exists u. E fR” so that for y > 2y,, u, E Q(y). 
ProoJ If y, > 0 then J2($y,) # 0. Choose u. E J2($yo). Then clearly 
u,EfW) for Y>~Y,. 
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If y, = 0, there is a sequence (x,, y,) E R with y, --f 0. If the sequence 
{ ]xn]} were not bounded, we could find a subsequence (xnj, y,J with lx,,+,] > 
2 ]xnj( > 2 and 0 < ynj < l/j. But then 1 G(y)] = +co, contradicting 
hypothesis (i). Thus we can find a sequence (x,, y,) E R with x, --+ a0 E R” 
and y, + 0, and now condition (ii) implies that u0 E SE(y) for y > 0. 
LEMMA 3. IffE &‘,,,(R”) and x0 E [R” 
A a+1 n 
~a.&,) < 2” c - 
( 1 
Nf (x0)* 
n a 
Proof. If (x, y) E a, then 2y > y, and B(x, 2y) c Q(2y). Hence 
,k v)l j 
I QPYI 
~(x,y) I f(xo + ‘)I dt ’ (B(x, Y)( , Q&j, - i Q(2y) I f@o + 01 dt 
A a+l” 
<2”- - 
( 1 cn a 
Nf (x0>* 
According to Lemma 3, in order to show that M, is weak type (1, 1) it 
suffices to show that N is weak type (1, 1). According to Lemma 2, 
u. E Q(y) for y > 2y,, and if we replace the set R by $2 - uo, there is no 
loss of generality in assuming that 0 E Q(y) for y > 2y,. Under this 
additional hypothesis we now proceed to prove that N is weak type (1, l), 
which will prove Theorem 1. The argument is analogous to a standard proof 
of the Hardy-Littlewood maximal theorem (see [8, Chap. I]), and requires 
only a modified covering lemma to deal with the sets Q(y). 
Let fE L’(lF?“), let A > 0 and let E, = (x0 E R” I Nf(x,) > A}. We must 
show that 
where the constant c is independent off and A. For each x E E, there exists 
yX > 2y, so that 
I Q;Y,,, “@) dt > ” 
Since 0 E Q( y,), x E x + Q( y,). Thus E, is covered by the collection of 
open sets ix + Q(Y,L~,. Let F c E, be any compact subset. Then we can 
find a finite subcover {Xi + Q(Y)}~=~,...,~. 
We next select a disjoint subcollection of this finite collection of open sets. 
Let x1, + Q( yj,) be the set with the largest yj. From these sets which are 
disjoint from xi, + Q( yj,), choose xjcj, + Q( yj,) with the largest yj. Continuing 
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in this way, we obtain a collection of open sets xj, + Q(yj,),..., xj, + Q(yj,) 
with the following properties: 
(a) the sets are disjoint, 
(b) if t E K then t E xj + Q(yj) for some j, 1 < j < k, and either j is 
one of the indices (j,,..., jP} or else xj + Q(yj) intersects xj, + Q(yj,) for 
somes, l<s,<p,andyj<yyjs. 
Now recall from Lemma 1 (d), for each y > 0, we can find U, ,..., U, E fl, 
so that Q(y) c Uj”=, B(u,, 3~). For this choice of u1 ,..., u,~, let 
We certainly have Q(y) c Q(y), and we also have the obvious estimate 
I e”(Y)1 < 93,f3Y”. 
Now suppose xi + Q( yi) intersects xi, + Q( yj,) with yi ,< yj; We claim that 
Xi + Q(Yi) c xi, + O(Yj,>, 
i.e., we must show that if t E Q(yi) there exists z E Q(yj,> with xi + t = 
xj, + z. But we know 
(xi + Q(Yi>> n (xl, + Q(Yj,>> f 0 
so there exists a E Q( yi) and b E Q( yj,) with 
xi + a = xj, + b 
or 
xi, - xi = a - b. 
Thus we must show that given t E Q(yi) there exists z E Q(yj,> with 
or 
z=t+xi-x. JS 
z = t + (b - a>. 
Since yi < yj, we have from Lemma 1 (a) that Q( yi) c Q( yj,> and 
Q(Yj,> C 6 B(ui, 3~) 
i=l 
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for certain points ur,..., U, E L!, . Hence there are indices i,, i, , i, so that 
and so 
t + b - U = Uio + (t - Ui,) + Ui, + (b - Ui2) - Ui, + (Ui, - U) 
= (Uil - Ui,) + Uio + (t - Ui,l) + (b - Ui2) + (“i, - a) 
which by definition is a point in Q(y) since 
I(t - Uio) + (b - Ui,) + (Ui, - U)l < 9y* 
Thus we have shown that 
and so 
P, M39” 
<z - I (Xj, + QCYj,) II s=l C” 
M’9” 1 p, 
<--- cn ’ -T &I s If (0 dt- Xi,+ Q(Yi,) 
But since the sets {xjj, + Q( yj,)) are disjoint, this gives 
M39” 1 
lFIGy-~Tllfll~ n 
and since F was an arbitrary compact subset of E, we obtain 
which proves that N is weak type (1, 1). This in turn shows that M, is weak 
type (1, l), and by the Marcinkiewicz interpolation theorem, it follows that 
M, is strong type (p, p) for 1 < p < co. Thus Theorem 1 is completely 
proved. 
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We next extend Theorem 1 to other kinds of averages. Let p E L’(lR”) n 
L m (IR “) be nonnegative, radial and decreasing. For y > 0 set q,(t) = 
y-“cp(t/y). If RclR:+’ is any set, x,ElR”, and fEL1(lR”)-tLm(R”) 
define 
wnxo) = sup Ifl* (oy(xO + x). 
(.r.Y)ER 
If v(x) = c;~x~(~,,)(x), then M; is exactly the maximal function of 
Theorem 1. 
LEMMA 4. Suppose J’S2 c IR:” has the property that (x, y) E a, y1 > y 
implies (x, y,) E 0. Then there is a constant A < 03 so that for any 
j-E L’(W) + LyR”) 
W2(xoKAIllc4l, + Ilu,II,J~nf(xo)~ 
ProoJ: Let (x, y) E 51. Then 
=z+ f II,. 
k=O 
Now 
Next 
II, < c,p(2k) 2-“tk+” 
1 
B(x, zk+‘Y) I 
I mo + 41 dt 
B(X,Zk+‘y) 
<wok) 2- nCk+ %4,f(x,). 
The lemma now follows easily. 
Combining Lemma 4 with Theorem 1 we obtain 
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THEOREM 2. Suppose v, E L’(R”) n L”O(lR”) is nonnegative, radial and 
decreasing. Suppose 0 c R “+’ ’ is open, and suppose 
(i) There exists A < 00 so that If2(y)j < Ay”. 
(ii) B satisfies a cone condition with aperture a > 0. 
Then the operator Mm, is weak type (1, 1) and strong type (p, p) for 
l<p<co. 
We note that in particular, Theorem 2 applies to the Poisson kernel q(x) = 
c,(l + (x12)-(n+l)‘2, where c, = I’((n + 1)/2)7r-‘“+ ‘)12. We thus obtain 
results about boundary behavior of harmonic functions. 
Our next object is to show that conditions (i) and (ii) in Theorems 1 and 2 
are in fact necessary for the boundedness of the operators M;“,. Our main 
result is 
THEOREM 3. Let cp E L’(lR”)n Loo(iR”) be nonnegative, radial and 
decreasing, with lRn cp(t) dt > 0. Let Z c IR:+ ’ be an open set, and suppose 
there exists pO, with 1 Q p0 < +a, such that the operator MT is weak type 
(p,, , pO). For a > 0 define 
C,={(x,y)ER;+‘) h t ere exists (x0, y,) E Z with (x-x0( < a(y - yJ). 
Then for every a > 0, there is a constant A, < + 00 so that 
({xE~"((x,y)EC,'(~A,y". 
In particular M;, , and hence M& is weak type (1, 1) and strong type (p, p) 
forallp> 1. 
Recall that if q(x) = c; ‘xBCO, I) (x), we denote the maximal function Mz by 
M,. We begin with 
LEMMA 5. Let 22;~ IR:‘:+’ be an open set, and suppose there exists p,,, 
with 1 < p0 < 00, such that M, is weak type (p,, pO); i.e., there exists 
A < +oo so that 
1(x E R”( M,f(x) > n}l <A ( “;‘~o,““. 
Then 
ProoJ For y > 0 set 
f,(x)= j~;“~~y-~‘~~ if 1x1 < y 
b if Ixl>y. 
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Then I/f,&,, = 1. If (x, y) E C then 
1 
Kf+4 2 ,qx, y), I B(x,y) I a-x + *I dt 
_ c-llPo -UP, 
n Y . 
If q<l, it follows that MZfy(-X) > ~;lc;“~oy-“~o. If we set 
A = qc; ‘lpOy--nlPo we obtain 
and since v < 1 was arbitrary, the lemma is proved. 
Next, let x(4 = xBco,l~ (x), and let x,(x) = y-“x(x/y). We then have the 
following analogue of the semigroup property of the Poisson kernel: 
LEMMA 6. There is a constant A < tm so that if y, , y, > 0 then 
X y,+y,(x) <AX,, * x&G 
ProoJ: Note that 
0 if (xl > YI + Y2 
X IQ+&) = 1 1 (Y, f Y2>” if Ix/ < y, t y2. 
We consider two cases. Suppose first that y2 > 2y,. Then xylfyJx) < y;” if 
1x1 < y, + y,, and is zero elsewhere. Thus we must show that 
Y;” Uxy, *x&) 
ifIxj<yi+y,.But 
1 
XY, * x&) = py2)” I ,I, <3y2xY,(x - 0 dt 
1 
=- 
[ 
Ll{flld<3y,,lx-tl <Y,Il . 
PY2Y v: I 
But if 1x1 < y, t y2 and /x - tl < yi then 
I~l~I~ltI~-~l~~~~tY2~~Y2~~Y2~ 
Thus in this case 
607/54/l ~7 
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and so if 1x1 < Y, + Yz 
Next consider the case yZ < 2y,. In this situation 
X y,+&) Q Y7 if IxI<Y,+Y~ 
and is zero elsewhere, so we must show 
Y;” G Axy, * x3&) if 1x1 < Y, + Y2. 
This time we have 
xy, * x3&) = -L [ 
1 
-I~ll~l~y,~l~-~l~3y2~l . 
u: W2Y 1 
We claim that the set {t ) ItI < y,, (x - t( < 3y,} always contains a ball of 
radius $y2. For if 1x1 < 2y, and /tl < fy, we have 
I4 < iY2 < $Y,> = fYl < Yl 
and [x- tl< 1x1 t [I( < 2y, t a y2 < 3y,. On the other hand, if 1x1 > 2y2, let 
5 Y2 x,=x-q-qx. 
Note that 1x0( = 1x1 I(1 - f(y2/(x())( = (xl- $ y,. Thus if lx,, - tl < iy, we 
have 
l~l~I~,--ltI~,l~aY,+l~l-~Y, 
= Ixl- Y, < Yl -I- Y2 - Y2 = Yl 
and Jx-~~<~x-x,~+Ix,,-tl<$y2t~y2<3y2. This shows that if 
1x1 < y, + Y, we have 
1 c 
xy, * x3&) > -__1_* 
(YJ” (12)” 
This completes the proof of lemma 2. Q.E.D. 
Now recall that if we put r,= {(x, y) E IR:+’ ) 1x1 < cry} the 
corresponding maximal function M, = M,* is strong type (p, p) for p > 1. 
Let Z:c R”+t’, let a > 0, and set 
Z:a={(~,y)ER”;t1(3(~,,,y0)EZwith(x-x,(<ar(y-yy,)j. 
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Suppose (-6 Y) E C,, and (xo,yo)EZ with 1x-x0( <a(y-y,). If uEIR” 
we have 
f*X,(u+x)=f*Xy--yg+yO(~+X) 
< AXJ(y--yo) * xy, * f(u + x0 + (x - x0)) 
<f&(y-yo) * M,f(u + (x-x0)) 
< AM,,,(M,fW 
This gives the first part of the following: 
LEMMA 7. Suppose Z c iR:+’ and C, is defined as above. Then 
Mz, f(x) ,< AM,,,(M, f)(x). If there exists p. < co so that M, is weak type 
(p. , po), then Ma* is strong type (P, p) for all P > po. 
ProoJ The Marcinkiewicz interpolation theorem shows that M, is strong 
type (p, p) for all p > p. , since M, is bounded on Lm(R”). But then the 
inequality shows that Man is also strong type (p, p) for p > po. Q.E.D. 
If we use Lemmas 5 and 7, and Theorem 1, we obtain a preliminary 
version of Theorem 3. 
LEMMA 8. Suppose Z c R :’ ’ is open and there exists p. < + 03 such 
that M, is weak type (po, po). Zf .Z, is defined as above, there is a constant 
A, < +CO so that 
and Mzn is weak type (1, 1) and strong type (p, p) for allp > 1. 
We now complete the proof of Theorem 3. If v, E L’(R”)nLm(R”) is 
nonnegative, radial and decreasing with J‘(p(t) dt > 0, there exists y, > 0 and 
A > 0 so that u)(t) > A for ( t 1 < y,. It follows that if x is the characteristic 
function of the unit ball in R”, 
Thus if M,” is weak type (po, p,), Mf is also weak type (po, 1~~) where 
But if y, > 1 
98 NAGEL AND STEIN 
while if y0 < I 
Thus M, is strong type (p, p) for all p > pO. Applying Lemma 5, we see 
that C, has the necessary geometric properties, and hence that MT, is weak 
type (1, 1) and strong type (p, p) for all p > 1. This proves Theorem 3. 
We now give examples of sets J2 c I?:+ ’ for which conditions (i) and (ii) 
of Theorem 1 are true. The object, of course, is to construct such sets which 
are not contained in any nontangential region r, = {(x, y) E R” ) 1x1 < ay). 
LEMMA 9. Let (x,, y,) E IRtt ’ be a sequence of points such that 
Y n+,~~,,limy,=Oandlx,+, 1 < Cy, for some constant C and all n. Let 
R= {(x,y)E iR:+’ ( there exists n with Ix -x,1 < y - y,}. 
Then there is a constant A so that IQ(y)1 < Ay”, and so f2 satisfies 
conditions (i) and (ii) of Theorem 1. 
Proof. Let y, > 0, and suppose N is the first index for which yN < y,. If 
(x, y,,) E R and Ix - x, I < y, - y,, then yn < y, and so n > N. Thus 
1XI(X,Yo)E~}cIxlIx-x,I<Y,-Y,}u rJ 141x-X,l<Y,-Y,I. 
n=lv+ 1 
But for n>,N+ 1, (x,1 < Cy,,, so if /x-x,,\ <y,-yn we have Ix\< 
lx-xX,( + lx,] < (C+ l)y,. Thus 
Ix I (YT Yo) E fiI= whu Yll) u w4 (C + l)Y,) 
therefore 
which completes the proof. 
We can easily choose the sequence (x,, y,) so that the region Q is not 
contained in any nontangential region r,. In fact, if D c r, then 
(x,, 2y,) E Q and so we would have lx, 1 < 2ay, or (x, I/y,, < 2a. Thus we 
only need to choose (x,, y,) so that lim supndoo )x,1/y, = +co. 
In fact, it is clear that we can construct such sequences (x,, y,) which 
approach the point (0,O) with any prescribed degree of tangency. For if q(t), 
0 < t < 1, is a nonnegative continuous function with ~(0) = 0 and 
lim,,(t/o(t>) = +oo, we let x1 E R” with lx,/ = 1 and set 
yi = ‘p(Jx, 1) = q(l). We inductively choose x,+, E R” with lxN+ I / = y,, I = 
cp(y,). Then the sequence (x,, y,) satisfies the hypothesis of Lemma 9, and 
the order of tangency is prescribed by o. 
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The boundedness of the maximal function M;“, leads in the standard way 
to the existence almost everywhere of the limits 
(J\& f * %(X0 + x> 
(X,.V)-1(0.0) 
if we assume (0,O) E fi (see [8, Chap. 11). In view of the last lemma, we 
mention two specific applications. The first answers a question asked by 
Walter Rudin on a tangential version of Lebesgue’s differentiation theorem: 
1. Let (xn, y,) E [R:+’ be a sequence such that yn + , ,< y, , lim y, = 0 and 
IX n+, I< Cy,. If 1 < p < co and f E Lp(iR”) then 
j-(x + x, + t) dt = f(x) a.e. (x). 
The second application answers negatively a conjecture of Rudin (71 on 
boundary behavior of harmonic functions: 
2. There exists a curve y: (0, 1 ] -+ IR:” such that lim,,, u(t) = (0, 0), 
which is not contained in any nontangential region r,, and for which the 
following is true: if 1 < p < co, if f E Lp(IR”) and if U(X, y) is the Poisson 
integral off; then 
V$ ax + Y(4) = f(x) a.e. (x). 
3. TANGENTIAL MAXIMAL FUNCTIONS 
Our object in this section is to prove a generalization of Theorem 2, which 
allows larger cross-sectional area for the set R, and also extends the boun- 
dedness results to the spaces Hp(lF?“), 0 < p < 1. 
Let finclR”,f’ be an open set, and denote the cross-sectional area at height 
Y by 
W(Y)=l{xE~“l(x,Y)En}l. 
Also set 
Throughout this section, we assume that R satisfies a cone condition with 
aperture a > 0; i.e., if (x,, y,) E R and (x, y) E W:+’ with 1x - x, / < 
4~ - Y,>, then (x, Y) E 0. 
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Let (p E P(lF?“), and assume that 
(4 v(f) 2 0. 
(b) j$(r)dt= 1. 
(c) There are constants C, so that for all t, 
llYq9(t)l,< C,(l + It/)-“-‘? 
Set cp,(t) = y-“cp(t/y), and if f is an appropriate distribution, define 
THEOREM 4. For 0 c p < +co there are constants A, so that 
This theorem is a consequence of the following: let u(x, y) be a continuous 
function on IR:’ ’ and let 
ivtd(x,j= SUP Iu(x~-x, .v)l 
1x1 GY 
be its nontangential maximal function. We write 
y@)(x,)= sup r(JY'"Mx, -x9 YX 
(X.Y)ER 
THEOREM 4’. For 0 < p ( +oo there is a constant A, so that 
II~pt~~llrww GA, II W)ll,w,~ 
Theorem 4 follows from Theorem 4’ by known properties of the maximal 
function for f * (py. 
We now prove Theorem 4’. Observe that we can immediately reduce to 
the case p = 1 by replacing 1 U(X, yfl” by U(X, y), To deal with the case p = 1, 
we shall use an atomic decomposition for the space of functions u such that 
N(u) E L ‘(W’). (This atomic decomposition appears in Coifman et al. [ 1 I.) 
Let B be any ball in R”. Then T(B), the “tent on I?,” consists of the set 
T(B)= {(x,y)EIRR+f’\\x-Xo( <a-ay), 
where x0 is the center of B and 6 is its radius. 
An atom a is a function supported on T(B) with \]a}\, < JB I - I. 
LEMMA. Suppose u is continuous on R :” and N(u) E L ‘(R”). Then 
u = 2 ,Ikak, with ak atoms and C 1 I,) < (constant) I] N(u))l,,CR.. 
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Let us assume that the lemma is known. Then to prove Theorem 4’, it 
suffices to verify the conclusion when p = 1 and u is an atom a(x, y). We 
may also assume that the atom is such that B is centered at the origin, and 
we let 6 denote the radius of B. 
Clearly, first 
by the definition of M,, since a is supported where 4’ < 6/a. Next, assume 
M,(a)(x,) # 0. Then there exists (x, , y,) E G! with (x, - x, , y,) E T(B), i.e., 
lxo-xll <6-ay, =a(@-y,). H owever, by the cone property, it follows 
that (x,, 6/a) E a. But the measure of all such x,, equals v(6/a). Hence 
The proof of the theorem is therefore concluded once the lemma is known. 
For completeness, we include the proof of the lemma. Let Ok denote the 
open set in R” given by (xE I?” /N(u) > 2k}. Denote by T(Ok) the “tent” 
built on Ok: 
T(Ok) = ((x, y) E R:” 1 dist(x, rOk) > cry}. 
Observe that Ok~Okf’~..., and T(Ok)~T(Okt’)~..., with 
IJ, T(Ok) 3 support of 24. 
Let Ok = tJj QT be a decomposition of Ok into Whitney cubes so that 
diam(Qjk) z distance of Qf from ‘0 k. Let Bj” denote the ball with the same 
center as Oj” but with radius C diam(Qjk) with C 9 1. Now write 
Next write T(Ok) - T(Ok’r) as a disjoint union Uj Aj”, with 
A; = T(B;) n (Q; x (0, co)) f-CT(Ok+ ‘)s 
Set u,,~ = U(X, y)xAk. 2-k-’ . ) B;l~ I. Observe that uk j is an atom 
associated with the ball Bjk, since 1~1 < 2ki’ in V(Ok+‘). tiinally, set lk.,j = 
IBj”l 2kf’. Then 
u(x> y> = r u(x, Y> ,?A$ 
k..i 
= 1 Ak,jak.j 
kJ 
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k.j k j  
=CL -s 2k+1 IOk\ 
k 
Q.E.D. 
4. TANGENTIAL MAXIMAL FUNCTIONS OF POTENTIALS 
Our object in this section is to use Theorem 4 to study certain tangential 
maximal functions of Poisson integrals of potentials. We begin by 
establishing some notation. 
Let 0 < a, and let G,(x) denote the Bessel kernel of order a. Thus if ^ 
denotes the Fourier transform 
G,(r) = (1 + 4n2 ]<]‘)-*” 
(see [8, p. 1321). The Bessel potential of order a of a function f is then 
J, f(x) = G, * f(x). 
For any p ( 1, we define a tangential approach region in R :’ ’ by 
n,= {(X,y)ER”++’ ( 1x1 < y4 for 0 < y < 1 
1x1 < yfor 1 < y}. 
Let 
be the Poisson kernel, where 
yn=l- q 
t ) 
7r -tn+ I)/2 
Finally, for each a,/?, define a maximal function 
Na,, f(xo> = sup IJCY f * PY(XO + xl* 
(X.Y)ER/j 
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We then have: 
THEOREM 5. If O<p<cq O<a, ap<n, and if/?>(n-ap)/n, then 
there is a constant A = A(p, a, /3, n) such that 
lI~a,BfllLDcRn) G 1; ~~-$;;:y if O<p<l ” if 1 <p. 
We remark that for p > 1, this result was proved in [6]. However, that 
earlier proof used capacity theory, and did not apply to the cases p < 1. We 
shall give a proof that depends on Theorem 4. 
Using the notation of Section 3, the cross-sectional area of the region Q, is 
given by 
and so the corresponding function q&~) is given by 
Let u(x, y) = (f * P,)(x) denote the Poisson integral of J Then by 
applying Theorem 4 we see that the maximal function 
up,&-)(x0) = , “,‘ts, Yn’1-5”p I aI + x. Yl 
x * 
y< 1 
is bounded on Lp(R”), if p > 1, and on HP(R”), if 0 < p< 1. Now define 
f*(x) = f(6x); we then have 
However, 
Now make the change of variables 6x + x, S”4y -+ y and let 84-“4 = 2j. We 
then get the following 
LEMMA 11. Suppose Mp,o,j(f) is defined by 
Mp,o,j(f)(x,) = 2”j’P sup y”“-D”p] u(x, + x, 2’y)]. 
IX/ < Y5 
y<z-i/l-4 
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Then there exists a constant A, independent of j, such that 
II”p,b,jf IILPG )i i;iiHp 
LP 
We now study f * G, * P,. A known formula in the theory of Bessel 
functions (see [ 10, p. 3861) states that 
1 
- c(v) la e-“‘tug”(t) dt, (1 + uy l/2 - v > -4. 
0 
From this it follows that 
(f * G, * P,)(x> = 4~) jam t”%;(t) 4x, Y + 0 dt, 
with a = 2~ + 1. We now write t”K”(t) = t”Ku(t)[rp,(t) + q*(t)], where vi is 
supported in [0,2], and rp, in [ 1, co), q, + qz = 1, and both qpl and (D, are 
C”. As is well known It”kQt)l < ct’” (see [ 10, p. 401); the asymptotic 
behavior of K”(t) as t -+ co (see [ 10, p. 2101) and a k-fold integration by 
parts then guarantee that 
where 
(f * G, * P&Y) = U’ (x, Y> + u2 (x, Y>, 
and 
(4.1) 
I U*(x, y)l < cj; t”-“* / $ u(x, y + t) 1 dt, (4.2) 
where k is chosen so that k > v + f = a/2. 
Let us deal with U’ first. If 1x1 & y” 
~‘(x,+x,y)<c ‘+“lu(x,+x,y+t)ldt 
I 
2j+ly 
+c t-‘+“Iu(xO+x,y+t)ldt 
2jy 
where the summation is taken for those j, with 0 < j, and 2jy < 1. Of course 
if 1x1 GY”, then Ix] < jjD, where y + t = 2’7, with 2jy < t < 2j”y, since 
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7 > y. Moreover note that 7 > 2-j”-5, 1x1 < Jb implies 2jj > 1x1. So the sum 
above can be divided into two parts: where 7 < 2-jiC1-“, and where 
jj > 2-j/(1-5) . For the first part, together with the term 
lt t-ltrr 1 u(x, + x, y + t)l dt (which we will call U3(x, + x, y)), we can use 
Lemma 1, giving us an estimate 
a3 
SUP U3(X, +X, y) < C s 2-“j’Py-““-D”P(2jy)aMp,4,j(f)(X~) 
IXlSY* . j  = 0 
Y<l m  
G \‘ 2j(-nlP+a) 
Mp,5.j(f)(xO), 
.j=O 
since y” < yn(‘-D”p (8 > (n - ap)/n, and y < 1). Because a < n/p, the series 
c 2j(-“‘P+a’ converges, taking care of U3(xo + x, y). There remains 
\‘ I 
Ziily 
y> 2y,,-n 
t-‘+mIu(xo+x.y+t)Jdt. 
2.i.v 
We have already noticed that in this range y + t > 1x1. Thus this sum, which 
we call U4, is dominated by 
I 
.2 
0 t- 
’ +a sup / u(x,, + x, Y)l dt < cW>(xo>, 
IX tr 
where N(u) is the standard nontangential maximal function of U. Finally, let 
Nk(U)(XO) = sup y” 
1x1 SF 
$ (x0 + x, Y) 1 * 
This is another variant of the standard nontangential maximal function, for 
which it is known that 
It is evident from (4.2) that 
sup I U2(xo + x3 Y)l G C/Jk(~>(XO> 
1x1 SYD 
Y<l 
whenever k > v + 4 = a/2. This concludes our estimates for CT’ and U2, and 
hence our theorem is proved. 
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