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Résumé
Notre étude a pour objet le problème posé par l'estimation des paramètres dans
les champs de Markov cachés . L'objectif principal en est la comparaison des
algorithmes obtenus à partir d'une méthode générale récente d'estimation dans
le cas des données cachées, dite Estimation Conditionnelle Itérative (ECI), avec
certains algorithmes existants . En premier lieu nous rappelons l'importance du
problème de l'estimation dans les champs markoviens cachés en segmentation
non supervisée d'images. Nous comparons ensuite les méthodes de type ECI avec
certains algorithmes existants . Nous discutons les différences entre les principes
régissant les différentes démarches, la généralité des modèles pouvant être traités et
les difficultés de mise en oeuvre . Nous présentons une étude comparative détaillée
avec les algorithmes Gradient Stochastique de L. Yourtes et EM Gibbsien de
B. Chalmond. Le principe de ECI, qui diffère de ceux de toutes les méthodes
existantes, permet la conception des algorithmes applicables dans un cadre
relativement général . Dans la mesure où les formules de l'algorithme EM peuvent
être obtenues par une procédure ECI particulière, il apparaît comme en étant un
cas particulier.
Mots clés : champs de Markov cachés, estimation des paramètres, EM, gradient
stochastique, ECI, segmentation non supervisée .
1 . Introduction
Le problème de la segmentation figure parmi les plus importants
se posant en imagerie. Dans certaines situations la segmenta-
tion constitue un stade préliminaire ouvrant la voie à d'autres
traitements, dans d'autres elle fournit directement les résultats
recherchés . Parmi les nombreux algorithmes existants, la famille
des méthodes statistiques s'avère, dans certains cas, d'une re-
marquable efficacité . Les segmentations statistiques s'appuient
sur la modélisation par champs aléatoires . S étant l'ensemble
de pixels, on considère deux collections de variables aléatoires
recherches
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Abstract
This work deals with the parameter estimation problem in hidden Markov fields .
The principal goal is the comparison of methods deriving from a recent general
procedure of estimation in the case ofhidden data, Iterative Conditional Estimation
(ICE), with some existing algorithms. The paper starts with the recall of the
importance of the hidden Markov fields estimation problem in unsupervised image
segmentation. Then we compare ICE methods with sonie existing algorithms at
different levels : principle, generality of models, difficulty of its implementation
.
The Stochastic Gradient of L. Younes and the Gibbsian EM of B . Chalmond are
compared with ICE methods in some detail . The principle of ICE, différent from
principles of all existing methods, allows the conception of algorithms applicable
in a quite general framework
. Furthermore, the EM formulae can be obtained by
ICE and, in this sense, it can be seen as particular ICE case .





= (Ys ),sE s dites « champs aléatoires » . Chaque
X s prend ses valeurs dans un ensemble fini S2 de classes et nous
supposerons dans toute la suite, afin de simplifier, que chaque
Y, prend ses valeurs dans R . Notons que S2 designe usuellement
l'ensemble des épreuves et nous l'identifions ici à l'ensemble
des classes, ce qui est possible en vertu du théorème de trans-
fert. Dans ce cadre, le problème de la segmentation est celui de
l'estimation de la réalisation invisible de X = x à partir de la
réalisation observée Y = y, y étant l'image numérique à seg-
menter. La procédure d'estimation généralement adoptée est la
classification bayésienne . N étant le cardinal de S, on se donne
une fonction L de ç2N x ç N dans R, dite « fonction de perte » .
Pour xi, x
j
E S2N, L(xi, xj) modélise le degré de gravité que
l'on accorde à l'erreur « choix erroné de xi au lieu de la vraie
valeur x j ». La classification bayésienne sB est alors celle parmi
les applications s de RN dans S2N pour laquelle l'espérance de
L(X, s(Y)) est minimale .
La stratégie bayésienne
sB dépend ainsi de la loi de (X, Y), qui
sera notée P(X y) dans toute la suite, et de L. Le calcul explicite
de sB, ainsi que celui de son approximation, ne sont pas possi-
bles dans le cas général . Les difficultés viennent principalement
de l'absence d'un ordre naturel dans S et de son cardinal élevé .
On est ainsi amené, pour pouvoir envisager la mise en oeuvre
des stratégies bayésiennes, à renoncer au traitement du problème
dans sa généralité et à introduire des modélisations particulières
de P(X,Y ) . La simplification la plus brutale est celle qui sup-
pose l'indépendance des variables (Z,),,Es , où Z,
A= (X, Y.) .
La stratégie bayésienne correspondante, dite « aveugle », est alors
explicitement calculable et autorise l'utilisation d'un grand éven-
tail de fonctions de perte L. L'inconvénient de cette démarche
est la perte de l'information spatiale : la recherche de chaque x s
est effectuée à partir du seul y3 . Une autre simplification aboutit
aux méthodes contextuelles : la recherche de chaque x s est ef-
fectuée à partir de yv.,restriction de y à V3 , un voisinage de s .
Sous la réserve VS de petite taille les stratégies bayésiennes sont
encore explicitement calculables et les stratégies contextuelles
ont été largement utilisées avant l'introduction des modélisations
markoviennes ([25], [34], [40], [41]) . Ces stratégies gardent en-
core, dans certains cas, un intérêt non négligeable ([7], [29], [31],
[35], [45]) .
Notre travail concerne un troisième type de modélisation de
P(X,y) , fréquemment utilisé par les auteurs depuis une dizaine
d'années et donnant, dans certains cas, des résultats spectacu-
laires. L'importance de la modélisation que nous rappelons ci-
dessous est due aux résultats de S . Geman et al . ([20]) qui ont per-
mis de résoudre d'importants problèmes algorithmiques . X est un
champ markovien et les variables aléatoires Y3 sont indépendantes
conditionnellement à X . Dans ces conditions, la distribution de X
conditionnelle à Y, dite « a posteriori », est également celle d'un
champ markovien, ce qui rend possible la simulation de ses réali-
sations par des procédures itératives de type «échantillonneur de
Gibbs ». Cette possibilité est à la base de deux algorithmes itératifs
permettant l'approximation de deux stratégies bayésiennes corre-
spondant à deux fonctions de perte L différentes : algorithme de re-
cuit simulé de S . Geman et al . ([20]) et l'algorithme de Marroquin
et al . ([30]) . Le premier permet de construire une suite d'images
convergeant vers une configuration X = xo dont la probabilité
conditionnelle à Y = y, dite « a posteriori », est maximale . La
méthode de segmentation consistant à associer à Y = y un tel xo
est dite méthode du maximum a posteriori (MAP) . Le deuxième
permet la recherche de x ° tel que pour tout s E S, la proba-
bilité de x° conditonnelle à Y = y, dite probabilité a posteriori
marginale, est maximale . Une telle méthode est dite « maximum
des marginales a posteriori » (MPM) . Signalons également l'al-
gorithme « Iterated Conditional Modes » (ICM) de J . Besag ([5]) .
Cette méthode déterministe permet de définir une suite de réali-
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echerches
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sations de X convergeant vers des maxima locaux, dépendant de
l'initialisation, de sa loi a posteriori . Bien que la convergence vers
une solution du MAP ne soit pas garantie, ICM est fréquemment
utilisée du fait de sa rapidité . L' avantage de cette modélisation par
rapport aux précédentes est de permettre la recherche de chaque
x,y à partir de tout le champ y . Cette possibilité de tenir compte de
toute l'information spatiale simultanément est à la base de l'effi-
cacité parfois surprenante des méthodes MAP, MPM, ICM ([3],
[6], [7], [8], [12], [13], [16], [19], [20], [27], [28] [29], [30], [39],
[42], [43], [45], [47]) .
La mise en oeuvre des trois algorithmes ci-dessus requiert la con-
naissance de certains paramètres de la loi P
(
X,Y ) . Lorsqu'on
souhaite intégrer l'algorithme de segmentation choisi dans une
chaîne complexe de traitement d'images, utilisable de façon au-
tomatique dans des problèmes faisant intervenir des images de
types différents, le problème d'estimation de ces paramètres de-
vient crucial. Leur estimation est entièrement automatique si elle
est faite uniquement à partir de Y = y, image numérique à seg-
menter. Plusieurs propositions de telles méthodes ont été avancées
par les auteurs . Parmi celles-ci la récente procédure générale
d'estimation dans le cas de données cachées, dite « estimation
conditionnelle itérative » (ECI), peut générer, dans le contexte
de modélisations markoviennes, plusieurs méthodes particulières
([37]) . Trois algorithmes de segmentation non supervisée, où la
phase « estimation » est traitée par une variante de ECI, ont été
programmés et les résultats numériques sont encourageants ([1],
[7], [81) .
Dans ce travail, nous nous intéressons essentiellement au
problème de l'estimation des paramètres . Notre objectif est de
préciser davantage les différentes possibilités d'utilisation de
ECI dans le contexte de champs de Markov cachés et de situer
sa démarche par rapport à certaines méthodes d'estimation des
paramètres à partir de Y = y existantes . Nous nous intéressons
tout particulièrement à l'algorithme du Gradient Stochastique de
L. Younes ([47]) qui sera noté (GSY) dans la suite, et à l'algo-
rithme EM Gibbsien de B. Chalmond ([13]) que nous noterons
EMG. Concernant ces deux algorithmes nous discutons les points
suivants
(i) Fondement des algorithmes et degré de généralité de leur
applicabilité. Nous nous intéressons plus particulièrement
au degré de généralité de modèles dans lesquels les principes
régissant les divers algorithmes restent applicables .
(ii) Difficultés de mise en aeuvre . Ce point concerne les simplifi-
cations qu'on est amené à faire afin de contourner les dif-
ficultés rencontrées dans l'application exacte des principes
définissant les méthodes en présence .
(iii) Généralité des algorithmes . ECI apparaît comme plus
générale par rapport à l'algorithme EMG dans la mesure où
les formules de re-estimation auxquelles aboutit ce dernier
peuvent être obtenues par une démarche ECI particulière .
Nous mentionnons également deux autres algorithmes et situons,
de manière moins détaillée, la démarche de ECI par rapport à celle
de ces méthodes. La première est une méthode générale utilisant
echerches
les segmentations effectuées sur la base de la valeur courante
des paramètres ([5], [16], [22]) . La deuxième est l'algorithme de
S. Lakshmanan et H . Derin ([28]) .
L'organisation de l'article est la suivante
Dans la section suivante nous rappelons rapidement le modèle
markovien généralement adopté par les auteurs .
La troisième section est consacrée à la procédure ECI ; nous rap-
pelons son principe général et montrons son originalité par rap-
port aux algorithmes Expectation-Maximisation (EM, [15]) et
Stochastique EM (SEM, [11]) dans le cas simple de mélange
gaussien. Nous décrivons ensuite les possibilités de son applica-
tion dans le contexte des champs markoviens cachés .
La quatrième section est consacrée à l'étude comparative de L' ECI
et de l'algorithme du Gradient Stochastique de L . Yourtes .
Dans la cinquième section, nous comparons ECI à l'EM Gibbsien
de B. Chalmond.
Deux autres algorithmes sont rappelés dans la sixième section et
nous présentons une rapide discussion les situant par rapport à
l' ECI.
La septième et dernière section contient la conclusion .
2. Modèle markovien
Nous rappelons brièvement dans ce paragraphe, le modèle
markovien caché .
Chaque variable Xs du champ X prend ses valeurs dans
S2 = {W1, W2, . . . . } et toutes les réalisations de X se pro-
duisent avec une probabilité non nulle . On peut alors écrire
P[X = x] = ce-U(x)
	
(1)
où U est dite « énergie » et c la constante de normalisation . X sera
supposé markovien : la loi de chaque Xs conditionnelle à tous les
autres Xt est égale à la loi de Xs conditionnelle à (X,)tcv, où V,
est un voisinage des . Nous supposerons que la forme géométrique
de VS est indépendante de s . Le théorème d'Hammersley-Clifford
([5], [24]) permet alors d'affirmer que U est une somme de fonc-
tions définies sur les cliques, une clique étant soit un singleton, soit
un ensemble de pixels mutuellement voisins au sens du système
des voisinages V3. Nous supposerons également que la loi de Xs
conditionnelle à (Xt),,
v.,
est stationnaire . Nous n'explicitons pas
davantage cette modélisation largement décrite dans la littérature
([51, [7], [8], [12], [13], [16], [18], [19], [20], [27], [28], [30],
[37], [42], [43], [44], [45], [46], [471) .
L'intérêt de son utilisation en imagerie est dû à deux facteurs
suivants
(a) Lorsque la taille de V, est raisonnable, celle des cliques est
petite . Px est ainsi définie par un nombre limité de paramètres
dont la variation assure une grande variété d'images .
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(b) La loi de Xs conditionnelle à
(Xt)tEv est explicitement
calculable. La possibilité de simulation des réalisations de chaque
Xs selon cette loi implique la possibilité de simulation, par des
procédures itératives de type d'échantillonneur de Gibbs, des
réalisations de X selon la loi donnée par (1) .
Dans la suite, nous noterons a l'ensemble des paramètres définis-
sant U, donc Px .
Les variables aléatoires (Y3 ),3E s seront supposées indépendantes
conditionnellement à X, de plus la loi de chaque Ys condition-
nelles à X sera supposée égale à sa loi conditionnelle à X 3 . Les
m lois de Ys conditionnelles à Xs = w l , . . . . w,,,, respectivement
déterminent ainsi la loi de Y conditionnelle à X . Nous noterons
f1,
. . .
. f,,,, les densités de ces lois par rapport à la mesure de
Lebesgue et /31,	3m les paramètres définissant ces densités .
Le paramètre 0 = (0 1 ,	3.) détermine ainsi toutes les lois de
Y conditionnelles à X .
Notons h(x s ) l'indice de la classe xs . La loi du couple (X, Y) est
donnée par
Cela implique que la loi « a posteriori » de X, i .e. conditionnelle
à Y, est également une loi d'un champ markovien et les propriétés
(a), (b) ci-dessus restent valables . La propriété (b) est importante
pour la suite et sera systématiquement utilisée .
Notons 8 = (a„3) l'ensemble des paramètres définissant la loi
de P(X Y) . Notre étude concerne le problème de l'estimation de
8 à partir de Y.
3 . Procédure ECI
Ce paragraphe est consacré à la récente procédure générale d'esti-
mation dans le cas des données cachées dite « Estimation Condi-
tionnelle Itérative », ECI ([37]) . Nous exposons son principe dans
un contexte général et précisons les possibilités de ses applications
dans le cas des champs de Markov cachés .
3.1 . CONTEXTE GÉNÉRAL
Considérons deux collections de variables aléatoires
X = (
Xi)iEZ, Y = ( Yi)iE1
dont la loi conjointe P(X Y) dépend
d'un paramètre 0 . Nous cherchons une méthode d'estimation de 8
à partir de Y . Il existe généralement des estimateurs ô = 8 (X, Y)
de 6 à partir de (X, Y) et nous nous placerons dans cette hy-
pothèse. Si tel n'est pas le cas, on peut en effet raisonnablement
considérer le problème de l'estimation de 8 à partir du seul Y
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f (x, y) =
ce-U(X) Il fh(. s ) ( Y-)
ses
En notant VV (y) = - ~ Log(fh(.,) (y s )), nous avons :
sES
(2)




comme inextricable . L'idée de l'ECI est de considérer un tel es-
timateur 9 = 9(X, Y) et de rechercher son approximation dans
l'ensemble de variables aléatoires fonctions de Y, le seul observa-
ble. La meilleure approximation, au sens de l'erreur quadratique
moyenne, est l'espérance conditionnelle . L'espérance condition-
nelle de 9 = 9(X, Y) par rapport à Y, qui sera notée E[9/Y],
dépend du paramètre 9 . En effet, c'est la projection orthogonale
par rapport au produit scalaire de L2 , qui dépend de B, sur l'ensem-
ble de variables aléatoires fonctions de Y . Lorsqu'on cherche à
calculer, ou à approcher E[e/Y], on est ainsi amené à considérer
la valeur « courante » Bk du paramètre et la valeur suivante est
donnée par 9k+l = Ek [B/Y], où Ek est l'espérance condition-
nelle correspondant à 9k . Nous retrouvons ainsi le caractère itér-
atif, propre à toutes les méthodes d'estimation dans le cas des
données cachées, de ECI . Finalement la démarche est la suivante
- on considère une valeur initiale 9o
- on pose
9k+1 = Ek [9/Y = y]
	
(4)
En raison du degré de difficulté de l'étude théorique de la
suite aléatoire (9k ) ainsi obtenue, nous ne pouvons prétendre
à l'obtention d'un résultat précis concernant son comportement
asymptotique . Notons cependant que tel est généralement le cas
pour les algorithmes existants . En particulier, à l'exception de
l'algorithme de L . Younes pour lequel il existe un résultat « local »
(voir section 4.6), aucun des quatre algorithmes faisant l'objet de
notre étude comparative dans le cas des champs de Markov cachés
n'admet de justification mathématique complète .
La justification de ECI reste ainsi intuitive et s'appuie sur la
propriété fondamentale de l'espérance conditionnelle énoncée
plus haut. Lorsque l'estimateur 9 = 9(X, Y) possède des bonnes
propriétés, en particulier lorsqu'il converge dans L2 , Ek[9/Y]
assure sa meilleure approximation, lorsque
9k
--> 0, en fonction
des données observables . On peut ainsi espérer que la « perte » des
données X implique, dans le cas de ECI, la « perte » minimale des
bonnes propriétés de 9 . Ces considérations sont confirmées par
les premières études des segmentations non supervisées d'images,
où la phase « estimation » est traitée par une variante de ECI
les algorithmes ainsi obtenus s'avèrent compétitifs vis-à-vis des
méthodes existantes ([11, [7], [8]) .
Le principe de l'ECI implique la possibilité de son application
dans une grande variété de situations . Contrairement au principe
de l'algorithme EM, la notion de vraisemblance n'intervient
pas, on peut ainsi considérer les lois de probabilité contenant
simultanément une partie continue et des masses de Dirac . De
telles situations se présentent dans la théorie des files d'attente ou
en classification bayésienne floue ([91, [10]) .
Lorsque Ek = [B/Y = y] n'est pas explicitement calculable mais
la simulation des réalisations de X selon la loi conditionnelle à
Y possible, on peut utiliser une approximation stochastique . En
effet, l'espérance conditionnelle est aussi l'espérance selon la loi
conditionnelle et peut être approchée, en vertu de la loi des grands
nombres, par la moyenne empirique . On peut ainsi simuler N
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réalisations xi, . .
. .




[9 ( .x1, y) +
. . . +
B(xnr, y)] (5)
Nous verrons dans la section suivante que le calcul de
Ek = [B/Y = y] n'est pas possible dans le cadre du modèle ex-
posé dans la section précédente, par contre la propriété (b) perme-
ttra la mise en ceuvre de l'approximation stochastique ci-dessus .
En conclusion, l'utilisation de ECI est possible dès que
I. On dispose d'un estimateur B = B(X, Y) de 9 à partir des
données complètes .
II . On dispose d'une méthode de simulation, valable pour tout 9,




L'objectif de cette sous-section est de mettre en évidence la
différence entre ECI et les algorithmes EM et SEM dans le cas
simple de mélange gaussien .
Considérons une suite de n variables aléatoires Zi = (X i, Yi )
indépendantes et équidistribuées, chaque Xi prenant ses valeurs
dans S2 = {w1, w2} et Yi dans R. Les lois des Yi condition-
nelles à Xi = w1, w 2 respectivement sont gaussiennes et seront
notées N(µ1,1), N(µ2,1) . En notant ce = P[Xi = w1]
les paramètres 9 = (a, µl, µ2)
définissent entièrement la
loi de (X, Y) °_ ((X 1 , . . . . X,,), (Y1, . . . . Yn )) . Nous con-
sidérons le problème d'estimation de B = (a, µl, µ2) à partir de
Y = (Y,





3.2.1 . Méthode ECI
Supposons, conformément au principe général de l'ECI, que









P[X1 = wi/Yi = Yi], . . .
. P[Xn = w l /Yn =
YI]
calculées sur la base du paramètre courant 8 k . Selon le principe
de l'ECI les valeurs suivantes des paramètres sont données par
V °= Y11[X 1 =u, 1] +
.
. . + Yn 1 [XTy=w1]
avec, pour A ensemble, 1A fonction indicatrice de A. a et









qui sont fréquence et moyenne empiriques .
Notons 7rl,k, . . . .
7rn, k, les probabilités
echerches
Ek[â/Y = y] et Ek[[l/Y = y] . Le calcul explicite de la pre-
mière expression est possible et on trouve :






Le calcul de Ek[,tl /Y = y] n'est pas possible explicitement
et on doit procéder à son approximation en utilisant (5) . On
simule N réalisations x 1 , . . . , xN du vecteur X = (X1, . . . , X,)
selon sa loi conditionnelle à Y = (Y1, . . . . Yn) _ (yl, . . . . yn ) .
Ainsi une composante donnée xi du vecteur xi est la réalisation
du tirage dans S2 = {w1, w2} selon la probabilité 7ri,k,1 -
7ri,k . En appliquant (7) aux réalisations x l , . . . , xN , on obtient
µ 1 ,k> . . . 1
/1Nk
.









On procède de manière analogue pour la re-estimation de µ2, ce
qui donne la valeur suivante 8k+1 de l'ensemble des paramètres .
3.2 .2 . Méthode EM
Le principe même de l'algorithme EM est différent du principe de
ECI. Nous discutons les différences entre les deux principes dans
la section 5 .1. et nous nous contentons ici de donner directement
les formules de re-estimation . L'application du principe de EM à










7r1 , k + + 7rn,k
On a ainsi la même formule de re-estimation pour le paramètre
a et une formule différente, ne faisant pas appel aux simulations,
pour les paramètres µI,112 . Notons que les paramètres µl, 112
interviennent dans le calcul des probabilités 7ri,k, les deux suites
(ak) obtenues par ECI et EM sont donc différentes .
3.2.3. Méthode SEM
L'algorithme SEM est présenté par les auteurs comme une vari-
ante stochastique de EM ([11]) . Les re-estimations de tous les
paramètres sont faites à partir de simulations, comme pour la re-
estimation de µl, µ2
dans le cas de ECI, en faisant un seul tirage
(N = 1) . Ainsi, les moyennes µl,
µ2
sont re-estimées par la for-
mule (9) avec N = 1 . Par contre a est re-estimé à partir du résultat
xl = (xl, . . . . xn) de tirage par la fréquence empirique
ak+1 = n(1[X~-W1] +
. . . + 1[xi =
])
La méthode ECI aboutit ainsi, dans le cas de mélange gaussien,
à une procédure d'estimation de paramètres différente de celles
obtenues par les méthodes EM et SEM .
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3.3 . CHAMPS DE MARKOV CACHÉS
Nous considérons le modèle défini dans la section 2, avec
8 = (a, Q), où a est l'ensemble des paramètres définissant la
loi de X et /3 l'ensemble des paramètres définissant les lois de Y
conditionnelles à X . Suivant le principe général de l'ECI, nous
recherchons dans un premier temps des estimateurs 8 = (â, /3)
de 8 = (a,3) à partir de (X, Y) . Concernant l'estimation de a,
quatre estimateurs au moins â = â(X) ont été proposés par les
auteurs : [5], [14], [16], [46] . Tous ces estimateurs présentent de
bonnes propriétés asymptotiques . Une démonstration récapitula-
tive en est présentée dans [24] . En particulier l'algorithme de L .
Yourtes ([46]), que nous utiliserons dans la suite, permet d'ap-
procher le maximum de vraisemblance. Insistons cependant sur
le fait que toutes ces méthodes permettent d'estimer a à partir de
X et les justifications théoriques de leurs convergences ne sont
généralisables au cas bruité (estimation de a à partir de Y) pour
aucune d'entre elles .
Nous proposons pour /3 = 1Q(X, Y) l'estimation clas§ique à partir
des moments empiriques. Posons S2 = {wl, . . . , wm} . X = X
étant observé, considérons la partition S1, . . . , S,, de S, avec
s E Sq si et seulement si x s = Wq . Sur chaque Sq la réalisation
de Ys est une réalisation de Y, selon la loi Pq donnée par le
paramètre /3q . Dans les cas classiques où Pq est donnée par la
densité de forme connue, il existe généralement un lien direct
entre /3q et les moments, ces derniers pouvant être estimés, à
partir de la restriction de Y à Sq , par les moments empiriques .
Notons que le cas non paramétrique peut également être envisagé .
Considérons, à titre d'exemple, le cas de trois classes où P1
est une loi exponentielle, P2 une loi gaussienne et P3 une loi
admettant une densité de forme inconnue . /31 est donné par la
seule moyenne, ,Q2 par la moyenne et la variance et 03 est composé
des paramètres correspondant à la méthode d'estimation non
paramétrique choisie . / 1 et /32 peuvent donc être estimés, à partir
des restrictions de Y à SI, S2 respectivement, par les moments
empiriques et 03, à partir de la restriction de Y à S3, par la méthode
non paramétrique donnée .
Considérons â = â(X), l'un des quatre estimateurs cités et
~ = ~(X, Y) l'estimateur décrit ci-dessus . Nous disposons donc
d'un estimateur 8 = 8(X, Y) et pouvons envisager l'application
de l' ECI . Le calcul explicite de l'espérance conditionnelle donnée
par (4) est impossible dans ce contexte, par contre on peut utiliser
son approximation (5) à partir des simulations des réalisations de
X selon la loi a posteriori . En effet, nous avons vu dans la section
2 que la structure du modèle a été conçue de façon à ce que de
telles simulations soient possibles .
En conclusion, la démarche est la suivante
1. Initialisation : on se donne 0o
2. Calcul de 8k+1 à partir de 8k et Y = y
- simulation de N réalisations x1,
. . . .
xN de X selon la loi
conditionnelle à Y = y sur la base de 8k
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. . . +
Ô(XN,
y)] (13 )
L'initialisation 00 peut être obtenue en appliquant 6 à la première
segmentation xo faite par la stratégie bayésienne aveugle util-
isant les paramètres estimés par l'algorithme SEM, dont le bon
comportement dans ce contexte a été montré dans [33] .
Nous obtenons ainsi quatre procédures d'estimation de 6 à partir
de Y, chacune correspondant à un estimateur â = â(X) donné .
Notons que cette richesse peut donner lieu à la conception d'une
procédure d'estimation « combinée » . Le paramètre 6 contient des
paramètres réels de nature différente et il est vraisemblable qu'au-
cune des quatre procédures décrites ci-dessus ne soit meilleure que
toutes les autres pour chacun de ces paramètres . On pourrait ainsi
les programmer « en parallèle » et garder, dans chacune des quatre
valeurs de 6 obtenues, les composantes estimées avec le plus de
précision .
Notons les possibilités d'application des procédures ci-dessus
à la segmentation non supervisée d'images . En combinant les
trois algorithmes de segmentation MAP, MPM, ICM mentionnés
dans l'introduction avec les quatre estimateurs ECI ci-dessus nous
obtenons douze algorithmes de segmentation non supervisée . On
peut également envisager l'utilisation de MAP, MPM ou ICM
avec la procédure « combinée » ci-dessus . Le comportement d'un
algorithme de segmentation non supervisée est difficile à étudier,
il dépend en effet des qualités des deux phases « estimation » et
« segmentation » mais aussi de la robustesse de la méthode de
segmentation choisie par rapport aux paramètres composant 6 .
Certains résultats relatifs à la robustesse de MAP, MPM et ICM
par rapport au paramètre a sont exposés dans [18], [44] .
4. ECI et gradient stochastique
Cette section comporte six sous-sections. Dans la première nous
énonçons le principe de GSY, décrivons rapidement les calculs et
donnons les formules de re-estimation auxquelles ils aboutissent .
Les trois sous-sections suivantes sont consacrées à la discussion
dont l'objectif est de situer la démarche ECI par rapport à celle de
GSY. Ces sous-sections reprennent les points (i), (ii), (iii) men-
tionnés dans l'introduction . La cinquième sous-section contient
des résultats numériques et dans la sixième nous rappelons un
résultat concernant la convergence de GSY.
4.1 . PRINCIPE ET FORMULES
DE RE-ESTIMATION DE GSY
Notons fo la densité, par rapport au produit de la mesure de
dénombrement par celle de Lebesgue, de la loi de (X, Y) .
fo
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est donnée par (voir (3) section 2)
x
Le principe de GSY est celui du maximum de vraisemblance
pour y donné, on recherche 6 pour lequel çe (y) est maximal . En
notant 0(6, x, y) U. (x) +Vp,x(y), l'énergie de la distribution
(14) et !'(6, x, y) son gradient par rapport à 6, l'auteur montre
([47], page 631)
aLog[Oo(y)] = Eo[0'] - EB[A'/Y = y] (16)
6 recherché annule donc (16) . Notons que l'on procède par
condition nécessaire : 6 vérifiant (16) peut correspondre à un
maximum local et ne pas maximiser (15) .
L'idée de GSY est de présenter l'équation
Eo [0'] -
Eo [A'/Y = y] = 0
sous la forme
Eo[Ze] = 0 (17)
où Zo est une certaine variable aléatoire dépendant de 6 . Les
équations de cette forme se prêtent bien à l'application des algo-
rithmes du type « gradient stochastique » ([4]) . La présentation
de Ee [0'] - Eo [A'/Y = y] = 0 sous la forme Eo [Zo] = 0
est possible en considérant trois champs aléatoires A, B, C où la
distribution de (A, B) est celle de (X, Y) et la distribution de
C celle de X conditionnelle à Y = y . En considérant la vari-
able aléatoire Zo - â'(0, A, B) - 0'(6, C, y) °= h(6, A, B, C)
l'équation Eo[0'] - Eo[A'/Y = y] = 0 équivaut à (17) . L'ap-
plication du gradient stochastique à (17) mène aux formules de
re-estimation suivantes
6k+1 - 6k + d(+I)
h(8 k
, Ak, Bk, Ck) (18)
où d est une constante et Ak, Bk, Ck prennent les valeurs, qui
peuvent être simulées, des champs A, B, C dont la distribution
correspond à la valeur courante Bk du paramètre .
On obtient ainsi une méthode itérative différente de ECI mais dont
la démarche générale est la même : la valeur suivante du paramètre
est obtenue à partir de y, de sa valeur courante et des réalisations
des simulations effectuées selon les lois rattachées à
P(x,Y)
. Nous
retrouvons ici l'importance de la possibilité d'effectuer de telles
simulations .
avec 6
fo (x, y) =
ce- [ua(X)+Vo, . (Y)]
Notons 00, la densité de Py
(14)
00 (y) = fo( ,y)
(15)
4.2 . APPLICABILITÉ DE GSY ET ECI
La généralité des modèles pouvant être traités par GSY et ECI
est comparable . La démarche GSY n'utilise à aucun moment des
propriétés liées à une forme particulière des densités fi, . . . . f,,,,,
elle est donc valable dans un cadre général, en particulier, ces
densités peuvent avoir des formes différentes . Notons toutefois
que si l'une de ces densités est non bornée, l'application du
principe du maximum de vraisemblance à
/a
pourrait s'avérer
impossible . Cela constitue un avantage pour la ECI qui, en utilisant
l'estimateur 13
décrit dans le paragraphe 3 .2, reste applicable dans
de telles situations . Cet avantage ne paraît pas déterminant dans
le contexte où nous nous sommes placés : dans les problèmes de
segmentation d'images, ces densités sont généralement supposées
bornées .
4.3 . DIFFICULTÉS DE MISE EN OEUVRE
Les deux méthodes ne posent pas de difficultés de mise en oeuvre
particulières .
4.4 . GÉNÉRALITÉ DE GSY ET ECI
Nous montrons dans ce paragraphe que les formules de re-
estimation de GSY peuvent être obtenues différemment, par une
démarche utilisant l'espérance conditionnelle .
Supposons X observable et considèrons l'estimateur du gradient
stochastique 8, que nous noterons EY et dont le principe est exposé
dans [46] . Comme précédemment 0(8, x, y) désigne l'énergie de
la distribution du couple (X, Y) et 0'(B, x, y) son gradient par
rapport aux paramètres 8 . Le principe de EY mène à la recherche
de 8 pour lequel
Eo [A'(0 , X, Y)]
-,à(0,
x, y) = 0
	
(19)
En prenant l'espérance conditionnelle de (19), on obtient
EB[0'(0, X, Y)] - E B [0'(6, X,Y)/Y = y] = 0 (20)
Ce qui est précisément le principe de GSY
Notons cependant que considérer l'espérance conditionnelle de
l'égalité (19) ne revient pas à considérer l'espérance condi-
tionnelle de l'estimateur 8 qu'elle définit implicitement . Par
conséquent GSY n'apparaît pas comme étant nécessairement du
type ECI.
4.5 . EXEMPLE DE RÉSULTATS NUMÉRIQUES
On considère l'algorithme GSY noté, uniquement à l'intérieur
de cette sous-section, Al . On applique ECI à 9 = B(X,Y) _
(â(X),1(X,Y)), où â est EY et ~ l'estimateur décrit dans la
echerches
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section 3 .3 . On obtient ainsi l'un des quatre estimateurs men-
tionnés dans la section 3 .3, que l'on notera A2 . Les algorithmes
A1 et A2 peuvent être considérés comme deux généralisations
différentes de l'algorithme EY au cas bruité ; en effet, lorsque les
variances du bruit tendent vers 0, on retrouve, dans les deux cas,
l'algorithme EY.
Différents résultats concernant le comportement de A1 et A2
sont exposés dans [1] . Ces deux estimateurs ont été testés dans
diverses situations et leur comportement est comparable, sauf en
ce qui concerne les variances du bruit, dont l'estimation par A2
est toujours plus précise. Deux méthodes S1, S2 de segmentation
statistique non supervisée, obtenues par l'adjonction à A1, A2
respectivement de l'algorithme du recuit simulé, ont également
été testées . Les résultats obtenus par S2 sont toujours supérieurs,
ce qui montre accessoirement que le recuit simulé est peu robuste
par rapport aux variances du bruit .
Nous donnons ci-dessous quelques exemples numériques extraits
de [1] .
Considérons un champ de Markov X dont l'énergie est définie
par
U(x) = a(xs ) + 6(x3 , xt) (21)
ses
s,t vois s
Pour m classes la fonction a est définie par m valeurs
al = a(Wi), . . . . am =
a(W,,,,)
et nous considérons la fonction 6 de la forme
b si x3 = xt
6(x3' x t) _
-6 si x3 x t
Les paramètres du bruit sont donnés par m moyennes pi, . . . . µ„t
et m écarts type
or,, . . . , 0 m . On considère m = 4 . Les vraies
valeurs des paramètres (VV) et les valeurs estimées par Al et A2
sont données dans le tableau 1 ci-dessous (on utilise 256 niveaux
de gris) .
On constate que la qualité des deux algorithmes est équivalente,
sauf en ce qui concerne l'estimation de la variance où A2 se montre
plus performant. Lorsqu'on procède à la segmentation de l'image
bruitée par l'algorithme de recuit simulé sur la base des paramètres
estimés, les taux de bonne classification sont respectivement de
0.92 et 0 .98. Notons que la qualité de l'estimation de 6 est peu
satisfaisante dans les deux cas, cependant le recuit simulé semble
peu sensible à ce paramètre .
4.6 . CONVERGENCE DE GSY
Comme nous l'avons mentionné plus haut, l'algorithme GSY ap-
paraît comme une généralisation au cas de données incomplètes
de l'algorithme EY. L' étude théorique de ce dernier, montrant la
convergence presque sûre sous certaines conditions, est exposée
dans [46] . La démonstration n'est pas transposable aux données
incomplètes, toutefois il est possible de montrer la convergence de
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GSY à condition que l'initialisation soit « suffisamment proche »
de la vraie valeur des paramètres ([47]) . Bien que ce type d'hy-
pothèse soit malaisé à vérifier dans la pratique ce résultat présente,
sur le plan théorique, un avantage certain de l'algorithme GSY
vis-à-vis de toutes les méthodes discutées dans cette étude .
5. ECI et EM Gibbsien
Nous reprenons dans cette section le plan de la section précédente
en remplaçant l'algorithme GSY par l'algorithme EM Gibbsien .
5.1 . PRINCIPE ET FORMULES
DE RE-ESTIMATION DE EM GIBBSIEN
Le principe de l'algorithme EM Gibbsien est le principe général
de l'algorithme EM . On considère, comme dans la section




avec O = (a, 3) . Le maximum de vraisemblance consisterait, si
X était observable, en recherche de O maximisant Log[fo(x, y)] .
X n'étant pas observable, on remplace la variable aléatoire
Log[fe (X,Y)] par
Ee [Log[fo(X, Y)/Y = y]]
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(22)
(23)
Lorsqu'on désire rechercher la valeur de O qui maximise (23),
on se heurte à la même difficulté que dans le cas de l'ECI
l'espérance conditionnelle (23) dépend du paramètre . On arrive
ainsi, comme dans les cas ECI ou GSY, à une méthode itérative
la valeur suivante du paramètre O k+ l est donnée à partir de sa
valeur courante Ok et Y = y par
Eok [Log[fok+1(X,Y)]/Y = y] =
m
o
ax Eo k [Log [fo (X, Y)] /Y = y] (24)
La différence entre les principes de ECI et EM peut être mise
en lumière à l'aide de l'exemple suivant . Supposons que l'es-
timateur O = 8(X, Y) choisi en vue de l'application de l'ECI
soit celui du maximum de vraisemblance. On recherche donc,
pour (X, Y) = (x, y), O maximisant Log[fo (x, y)] puis on con-
sidère l'espérance conditionnelle, calculée sur la base de la valeur
courante Ok du paramètre, de la variable aléatoire (X, Y) -+
O(X, Y) ainsi obtenue . En suivant le principe du EM, on con-
sidère d'abord l'espérance conditionnelle, calculée sur la base
de la valeur courante Ok du paramètre, de Log[fo(X,Y)] puis
on recherche O maximisant la fonction ainsi obtenue . Ainsi, les
deux principes s'intéressent à Log [fo (x, y)] et utilisent les opéra-
tions « recherche du maximum de vraisemblance » et « calcul de
l'espérance conditionnelle » (qui ne commutent pas dans le cas
général) dans un ordre différent .
Le principe de EM ne peut être rigoureusement appliqué dans le
cadre de la modélisation retenue et l'auteur est amené à remplacer
la densité de la loi Px, qui intervient dans Log [fo (x, y)], par une
fonction différente, dite « pseudo-vraisemblance » . Ce point fait
l'objet du paragraphe 5 .3 ci-dessous .
Dans la modélisation retenue par l'auteur, le paramètre a
n'apparaît pas dans l'énergie mais directement au niveau des
probabilités conditionnelles . En considérant une image binaire
(S2 = {wl,
w2}) et les voisinages composés des quatre plus
proches voisins, on distingue cinq types de réalisations de la res-
triction de X, au voisinage donné : j = 0, . . . , 4. Un voisinage
est de type j s'il contient j classes wl . On pose alors
a = (ai,j)1<i<2,0<j<4,
avec
ai,j = P[Xs = wi/Vs est de type j] .
Le champ Y est supposé gaussien conditionnellement à X
et les variables (YY ) s
ES
indépendantes conditionnellement à
X. Moyennant la substitution de la pseudo-vraisemblance à la
vraisemblance, il est possible de déduire du principe général les
formules de re-estimation suivantes
Ek
E








Ek Y~, 1[x s=wz etv de la forme j]
ses
VV Al A2















al = 0 al = -0 .001 a l = -0.002
a2 - 0 a2 - 0.049 a2 = 0.050
a3 = 0
a3 = -0 .026 a3 = -0.019
04
= 0 a4 = -0 .022 a4 = -0.029
6 = -5 6 = -0.62 6=-0.65
VV Al A2
U1 = 30 U1 = 17.89 U1 = 24.66
U2 =














où Ek est l'espérance conditionnelle à Y = y basée sur 6k .

















où 1 < i < 2 et Ps , y désigne la loi de Xs conditionnelle à Y = y,
calculée sur la base de la valeur courante du paramètre .
5.2 . APPLICABILITÉ DE EMG ET ECI
Les conditions de l'applicabilité de l'EMG apparaissent, par rap-
port à celles de l'applicabilité de ECI exposées dans le paragraphe
4.2, comme moins générales . Les densités f l, . . . , f,,,, sont gaussi-
ennes et ne se différencient que par leurs moyennes, la variance
étant supposée commune à toutes les classes. Notons cependant
que cette dernière restriction peut être aisément levée par une mod-
ification de la formule (27) : elle peut être remplacée par deux for-
mules permettant la re-estimation de deux variances, éventuelle-
ment différentes, correspondant aux deux classes . Les résultats
numériques présentés dans la sous-section 5 .5 ont été obtenus par
une version de l'EMG ainsi modifiée . Le caractère gaussien du
bruit étant toutefois difficilement contournable, l'EMG apparaît,
vis-à-vis de ECI ou GSY, comme plus restrictif sur le plan de la
généralité des modèles pouvant être traités .
5.3 . DIFFICULTÉS DE MISE EN OEUVRE
Comme dans le paragraphe 4 .3, nous nous intéressons ici aux
difficultés liées à la recherche des formules de re-estimation à
partir du principe général. Dans le cas de l'EMG, on est amené à
remplacer la vraisemblance de la loi a priori fa (x) = ce
-U~(x)
par la pseudo-vraisemblance, qui est le produit, pour s c S,
des lois des Xs conditionnelles à (Xt ) t É, . Nous avons vu dans
la section 2 que ces probabilités sont explicitement calculables .
Ainsi, contrairement à la vraisemblance f, la valeur de la
pseudo-vraisemblance est calculable en tout X = x . Notons que
la pseudo-vraisemblance est égale à la vraisemblance dans le cas
des données indépendantes . On peut ainsi imaginer que la validité
de son utilisation augmente lorsque la dépendance des données
diminue. Par ailleurs, lorsque la dépendance des données n'est
pas suffisamment importante, l'utilisation du modèle markovien
peut ne plus être justifiée . L'utilisation simultanée du modèle
markovien et de la pseudo-vraisemblance pose ainsi un problème
de cohérence . Notons cependant qu'il est possible de montrer la
convergence presque sûre de l'estimateur du pseudo-maximum
de vraisemblance ainsi obtenu ([24]) .
® echerches
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(26)
(27)
5.4 . GÉNÉRALITÉ DE EMG ET ECI
Nous montrons dans ce paragraphe que les formules de te-
estimation de l'EMG peuvent être obtenues par une procédure
ECI particulière .
Conformément au principe général de l'ECI supposons X observ-
able et recherchons 6 = Ô(X, Y) un estimateur de 6 . Considérons
la fréquence empirique pour â et l'estimateur Ô défini dans la sec-
tion 3 . Plus précisément & et /3 sont définis par
E 1 [x s =w etv de type]
ses







(Ys1 [x =w ] - ui) 2
d.2
(X Y) = 2 s s (30)
1 [X, =,~, i ]
E
i ses
Notons que le dénominateur de (30) est égal au cardinal de S, nous
l'avons présenté sous cette forme en vue de la suite de l'étude .
Chacun des estimateurs (28), (29), (30) est de la forme
V .
Nous
devons, afin d'obtenir les formules de re-estimation de ECI,
considérer leur espérance conditionnelle Ek[V], calculée sur la
base de la valeur courante du paramètre . L'application de Ek
à
V
ne mène pas aux formules (25), (26), (27) mais donne un
algorithme d'estimation original . Le calcul explicite de Ek[V ]
n'est pas possible et nous devons faire appel à l'approximation
(5) . Notons que tel est également le cas lorsqu'on utilise l'EMG
les probabilités marginales a posteriori Ps , y figurant dans les
formules (25), (26) ne sont pas calculables et nous devons les
estimer à partir des réalisations de X simulées selon la loi a
posteriori .
Les formules (25), (26), (27) peuvent être obtenues par une
procédure ECI en considérant le problème du calcul de
Ek [VU ]
sous un angle légèrement différent . Chacune des variables
aléatoires U, V est un estimateur d'un certain paramètre . Sup-
posons que l'on s'intéresse à chacun d'eux séparément : on con-
sidère, à chaque étape de l'ECI, les espérances conditionnelles
Ek [U/Y = y], Ek [V/Y = y] et, après les avoir calculées
ou approchées, on pose pour la valeur suivante du paramètre
E k [U /Y=
y 1
L'application de cette démarche à (28), (29), (30)
Ek [VI Y=y ] '
respectivement donne directement (25), (26), (27) .
(28)
(29)
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5.5 . RÉSULTATS NUMÉRIQUES
Nous donnons ci-dessous deux exemples d'estimation de
paramètres par EMG et l'ECI décrite dans la section 5 .4. L'image
originale (IM .1) est bruitée par un bruit blanc (IM .2) et un bruit
corrélé (IM .3) dont les paramètres sont donnés dans les tableaux
Tab.2 et Tab. 3 respectivement. Les images IM .2 et IM.3 sont
ensuite segmentées par l'algorithme Marroquin et al . (MPM) sur
la base des paramètres estimés . Les images IM .4 et IM.5 sont
les résultats de la segmentation de IM .2 et IM.3 respectivement
par la méthode non supervisée ECI+MPM. Les résultats de leur
segmentation par la méthode non supervisée EMG+MPM, que
nous ne présentons pas, sont équivalents . VV désigne les vraies
valeurs de paramètres . L'initialisation de deux méthodes est faite
à partir de la segmentation classique « pixel par pixel » utilisant
les paramètres estimés par le SEM aveugle . T (MPM) désigne le
taux de pixels mal classés par l'algorithme de Marroquin et al .
fondé sur les valeurs estimées des paramètres .
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Tableau 2 (bruit blanc)
Tableau 3 (bruit corrélé)
Nous pouvons constater l'équivalence des comportements des
deux méthodes dans ce cas précis : le comportement de la
segmentation non supervisée semble ainsi être principalement régi
/Ii /J2 Qi Q2
T(MPM)
VV 110 110 15 20
EMG 109,5 110,1 14,9 30,8 7,65
ECI 109,5 110 14,9 316 7,87
P i P2 011 a2
T (MPM)
VV 110 110 15 30 '
EMG 102,4 128,6 15,1 14,2 33,68
ECI 102,8 129,8 15,2 14 32,74
echerches
par la phase « segmentation », l'application de l'ECI ou l'EMG
dans la phase « estimation des paramètres » apparaissant comme
secondaire .
Notons que le bruitage est relativement important : dans le cas de
la segmentation aveugle (« pixel par pixel ») utilisant les vraies
valeurs des paramètres le taux théorique de pixels mal classé est de
25%. Ce taux est par ailleurs identique dans les deux cas, en effet,
les deux bruitages se différencient uniquement par les corrélations
et sont identiques lorsqu'on considère les pixels séparément . Cet
exemple confirme la grande efficacité des méthodes markoviennes
lorsqu'on est en présence d'une bonne adéquation du modèle
(bruit blanc : le taux passe de 25% à 8%) mais également leur
sensibilité à la corrélation du bruit (le taux passe de 25% à
33%), ce qui corrobore l'utilité des méthodes contextuelles, moins
sensibles à la corrélation du bruit, dans certaines situations .
6. Méthodes « segmentation courante » et
l'algorithme de S. Lakshaman et H. De-
rin
Cette section est consacrée à la revue de deux méthodes d'esti-
mation dans les champs markoviens cachés . Dans chacun des cas
étudiés, nous proposons une description rapide de l'algorithme et
situons sa démarche par rapport à celle de l'ECI .
6.1 . MÉTHODES «SEGMENTATION COURANTE »
Nous appellerons une méthode « segmentation courante » (SC)
toute méthode itérative dans laquelle la valeur suivante du
paramètre
Bk+l
est obtenue en appliquant une méthode d'es-
timation donnée à
(Xk,
y), où xk = sk (y) est une segmenta-
tion de y par une stratégie sk utilisant la valeur courante 9
k du
paramètre. Le principe est donc le suivant : on se donne un es-






Un certain nombre de telles méthodes a été proposé par les auteurs
([51, [16], [22]) .
Notons que cette démarche ressemble à la ECI . Les deux méth-
odes utilisent un estimateur B = 6(X, Y) et on re-estime les
paramètres en l'appliquant à des réalisations de X obtenues
artificiellement » . Lorsqu'on considère une méthode de type SC,
ces réalisations sont obtenues par une segmentation et, dans le cas
d'une méthode de type ECI, elles le sont par des tirages aléatoires .
Nous avons vu qu'il existe, pour l'ECI, une justification partielle
utilisant la minimisation de l'erreur quadratique moyenne . Dans
le cas de la SC, il est difficile de mette en avant une justification
précise. La qualité d'une méthode de segmentation répond en effet
à un critère de qualité précis, lié à la fonction de perte. Le choix de
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la fonction de perte étant indépendant du paramètrage, la méthode
SC contient, en associant deux problèmes de type différent, une
certaine incohérence interne . Considérons, afin d'illustrer cette
incohérence, un exemple simple de mélange de deux lois, avec la
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Lorsqu'on désire appliquer la procédure SC à un échantillon
yl, . . . . y,,, de Y on doit, afin d'obtenir un échantillon « artificiel »
de X, appliquer le règle ci-dessus à chaque
y2 . On constate que
l'hypothèse
6 > 1
implique la sur-représentation de wl dans cet
échantillon, ce qui entraîne une surestimation de z l . Ce dernier fait
implique, au pas suivant de l'algorithme, une sur-représentation
de wl encore plus forte. Le phénomène se reproduisant à chaque
itération, nous pouvons constater comment la dissymétrie de la
fonction de perte, qui constitue dans certains cas son principal
intérêt, peut impliquer une instabilité de la procédure SC .
6.2 . ALGORITHME DE S. LAKSHMANAN ET H .
DERIN
La démarche originale de cet algorithme ([28]), que nous ap-
pellerons ALD, le situe à mi-chemin entre les méthodes de
type « estimation conditionnelle itérative » et celles de type
« segmentation courante » . Les auteurs proposent la solution si-
multanée des problèmes d'estimation des paramètres et de seg-
mentation, cette dernière étant traitée par le recuit simulé . L' algo-
rithme du recuit simulé utilise un paramètre T, dit « température »,
tel que pour T = 1 la loi de X a posteriori est sa vraie loi a poste-
riori . Cet algorithme consiste à diminuer T par paliers, en faisant
fonctionner, sur chaque palier, l'échantillonneur de Gibbs . On
montre que la suite aléatoire des x ainsi obtenue converge vers la
solution du MAE L' idée de ALD est d'interrompre régulièrement
le déroulement du recuit simulé et d'utiliser la valeur courante x
du champ X afin de re-estimer, comme dans ECI ou SC, tous les
paramètres. Ainsi ALD est du type ECI au début de son déroule-
ment : lorsque T est proche de 1, la loi a posteriori utilisant T
est proche de la vraie loi a posteriori . Lorsque T est proche de
0, ALD devient du type SC, en effet, les simulations par l'échan-
tillonneur de Gibbs s'apparentent à la segmentation . Finalement
nous pouvons dire qu'au cours de son déroulement ALD passe,
d'une manière « continue », du type ECI au type SC .
L'algorithme ADL admet une justification théorique partielle
supposant les variances du bruit connues, les auteurs montrent la
convergence de la suite de paramètres obtenue vers le maximum
de vraisemblance et celle de la suite d'images de classes obtenue
vers une solution de MAP.
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7. Conclusion
Nous avons traité, dans cet article, du problème de l'estimation des
paramètres dans les champs de Markov cachés . La modélisation
par de tels champs permet la conception de nombreux algorithmes
de segmentation statistique dont la grande efficacité, dans de
nombreuses situations, a été montrée par certains auteurs ces
dernières années . La solution du problème de l'estimation des
paramètres mène à la possibilité de conception des algorithmes
non supervisés. L'importance du caractère non supervisé des
algorithmes devient primordiale lorsqu'on cherche à les intégrer
dans un système plus complexe, et automatique, de traitement
d'images .
L'objectif de notre étude était de montrer la richesse des possi-
bilités de conception des algorithmes d'estimation des paramètres
dans les champs de Markov cachés à partir d'une méthode récente
d'estimation dans le cas de données cachées, dite « Estimation
Conditionnelle Itérative » (ECI) . Le principe général de ECI étant
différent de ceux des méthodes « Expectation-Maximization »
(EM) et « Gradient Stochastique » (GS), les algorithmes que l'on
peut en déduire sont, en général, originaux par rapport à ceux
déduits des méthodes EM ou GS . Par ailleurs, n'utilisant pas la
notion de vraisemblance, le principe de l'ECI reste valable dans
des modélisations relativement générales . Enfin, l'ECI peut ap-
paraître comme une généralisation de l'EM dans la mesure où les
formules de re-estimation de ce dernier peuvent être obtenues par
une démarche de type ECI particulière . Ce type de situations reste
toutefois exceptionnel et la famille de méthodes présentée ap-
paraît plutôt comme complémentaire aux méthodes existantes que
comme leur généralisation . En particulier, l'ECI apparaît comme
complémentaire par rapport à la méthode utilisant les segmenta-
tions effectuées sur la base de la valeur courante des paramètres
([5], [16], [22]) et par rapport à l'algorithme de S . Lakshmanan
et H. Derin ([28]) .
Les résultats numériques obtenus avec des algorithmes de type
ECI montrent leur bonne compétitivité vis-à-vis des méthodes
de type EM ou GS, cependant, nous ne pouvons conclure à sa
supériorité dans tout type de situations . Des études complémen-
taires, théoriques ou fondées sur des simulations, sont nécessaires
pour mieux situer le comportement des diverses méthodes dans
les différentes situations rencontrées . Il est vraisemblable qu'au-
cune méthode particulière ne soit meilleure que toutes les autres
dans tout type de situations et de telles études pourraient mener à
la conception d'une méthode « généralisée » contenant plusieurs
méthodes particulières et, en amont, un algorithme de choix au-
tomatique de la méthode la mieux adaptée aux données en prés-
ence .
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