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Abstract
The four-point subdivision scheme is well known as an interpolating subdivision
scheme, but it has recently come to our notice that it is but the first scheme in a
family all of whose members have the property that if all the control points lie
equally spaced along the same cubic polynomial, the limit curve is exactly that
polynomial. Other members of the family have higher smoothness.
We study these schemes as functions, where the ordinate is given by the scheme,
while the abscissae of the control points are equally spaced. Because all schemes
include linear functions in their precision set, this may be regarded as a particular
case of the parametric setting, rather than as a special case.
This paper introduces the family and determines how the support, the Hölder regu-
larity, the precision set, the degree of polynomials spanned by the limit curves, and
the artifact behaviour vary with the parameter that identifies the members of the
family.
Just before submitting this paper, [2] appeared, which also discusses a family of
subdivision schemes. The high order members of that family achieve higher de-
grees of polynomial reproduction, whereas ours aim only at cubic reproduction.
This allows us to gain higher continuity for a given mask width.
Keywords: Subdivision, smoothness, approximation, quasi-interpolation.
1 Introduction
Subdivision is the process of generating curves and surfaces by iteratively refining a
given set of control points according to certain refinement rules. In the simplest case
of linear, uniform, and stationary subdivision, these rules are the same in every refine-
ment step and the set of refined control points can be generated by computing affine
combinations of the current control points.
This paper is about binary subdivision schemes for curves and it is common to for-
malize the refinement process as follows [9]. If we denote the initial data at level zero
by f0i for i ∈ Z, then the refined data at level ` + 1 for any ` ∈ N0 is given by the
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refinement equation
f `+1i =
∑
j∈Z
ai−2jf `j , i ∈ Z, (1)
where a = {ai : i ∈ Z} is called the mask of the scheme. A necessary condition for the
convergence of the scheme is that the even as well as the odd mask coefficients ai each
sum up to 1 [6], so that the sum in Equation (1) is an affine combination. Furthermore,
it is usually the case that only a finite number of the ai are non-zero, so that this sum
can be computed efficiently and the basic limit function has finite support.
For the analysis of subdivision schemes it is very practical to also consider the z-
transform of the mask,
a(z) =
∑
i∈Z
aiz
i,
which is usually called the symbol of the scheme. This enables us to write the refinement
step in an algebraic way,
F `+1(z) = a(z)F `(z2),
where F ` is the z-transform of the data at level `,
F `(z) =
∑
i∈Z
f `i z
i.
Detailed information on this mechanism of Laurent polynomials can be found, for ex-
ample, in the survey by Dyn and Levin [9] and the tutorial by Dyn [10].
The simplest binary subdivision schemes are the ones that generate uniform B-
splines. The mask ak that gives the B-spline of order k (i. e. degree k − 1) is just
the k-th row of Pascal’s triangle, normalized such that all coefficients sum up to 2. In
the case of B-splines, it is possible to decompose each refinement step from level ` to
level `+ 1 into a sampling step,
g02i = 2f
`
i and g
0
2i+1 = 0, (2)
followed by k smoothing steps,
gj+1i = (g
j
i−1 + g
j
i )/2, j = 0, 1, . . . , k − 1, (3)
and finally setting f `+1i = g
k
i [14]. This interpretation nicely reflects the fact that the
symbol of the order-k B-spline scheme is just
ak(z) = 2σ(z)
k
with the averaging or smoothing operator
σ(z) = (1 + z)/2.
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The number of σ-factors in the symbol plays a central role for the smoothness of a
subdivision scheme as multiplying the symbol by σ increases the smoothness by one
[6]. This is one way to explain why the continuity of the B-splines goes up with the
order k.
In Section 2 we present a new family of subdivision schemes whose structure and
properties are very similar to those of the B-spline schemes. They also depend on a
parameter k and higher values of k give schemes with wider masks and support (Sec-
tion 3), higher continuity (Section 4), and smaller artifacts (Section 6). The main dif-
ference is that all schemes from our family with k ≥ 4 reproduce cubic polynomials
(Section 5) whereas the B-spline schemes have only linear precision.
2 The Family
Let us now consider the family of subdivision schemes S = {Sk : k ∈ N} where the
general member Sk has the symbol
ak(z) = 2σ(z)
k
Kk(z). (4)
and can thus be understood as a convolution of the order-k B-spline with the kernel
Kk(z) =
(−k + (8 + 2k)z − kz2) /8. (5)
A single refinement step with Sk can be decomposed analogously to Equations (2)
and (3), except that the sampling step needs to be replaced by
g02i = −k(f `i−1 + f `i )/4 and g02i+1 = (8 + 2k)f `i /4.
Before we start discussing the properties of the scheme Sk for general k, let us take a
closer look at the particular members for k = 3, 4, 5, 6.
2.1 The four-point scheme
The mask and the symbol of the scheme S4 are
[−1, 0, 9, 16, 9, 0,−1]/16 and (1 + z)4(−1 + 4z − z2)/16
and we recognize this as the well-known four-point scheme. This was one of the first
interpolating subdivision schemes to be discovered, independently by Dubuc [5] and
Dyn et al. [8]. It also provided the basic test case for the development of sufficient
conditions for derivative continuity.
The rationale is that an interpolating scheme is required and so the points in the old
polygon are retained in the new one. This property is maintained through all iterations
and therefore the limit curve contains the original polygon points.
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Figure 1: Construction of S4 by sampling cubics.
The intermediate points are constructed by fitting a cubic through each set of four
consecutive points, and sampling that cubic at the centre of the configuration; see Fig-
ure 1. Clearly, if all the points of the old polygon lie on the same cubic, the same will
be true of the new polygon. This property holds at every iteration and thus will also be
true of the limit curve.
2.2 The dual four-point scheme
For k = 5, the mask and the symbol of the scheme Sk are
[−5,−7, 35, 105, 105, 35,−7,−5]/128 and (1 + z)5(−5 + 18z − 5z2)/128.
This method was published by Dyn et al. [7] and follows the logic of the four-point
scheme in that new points lie on a cubic through four points. But instead of being at
the old points and midway between, they are at the dual points of 1/4 and 3/4 of the
way along each span; see Figure 2. The argument for cubic precision follows the same
logic.
Figure 2: Construction of S5 by sampling cubics.
2.3 The dual three-point scheme
The mask and the symbol of the scheme S3 are
[−3, 5, 30, 30, 5,−3]/32 and (1 + z)3(−3 + 14z − 3z2)/32.
This is the “black sheep” of the family because it does not have cubic precision. How-
ever, in all other respects it is a full member of the family. It is similar to the dual
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Figure 3: Construction of S3 by sampling quadratics.
four-point scheme, but instead of the two new points in each span coming from a cu-
bic through four points, the two new points adjacent to a given old point are taken by
sampling a quadratic through three adjacent old points; see Figure 3. It therefore has
quadratic precision by construction.
2.4 A relaxation of the four-point scheme
It was observed by Dabin and Dodgson [17] that the four point scheme could be ex-
pressed in terms of placing the new points such that the second divided difference at
each new point would be the mean of the second divided differences of the adjacent old
points. However, the second divided difference at the old points then changes. If these
points are relaxed to make the new second divided difference a little closer to that of
the old points, the number of σ-factors in the symbol can be increased from four to six.
This approach turns out to give the scheme S6 whose mask and symbol are
[−3,−8, 12, 72, 10, 72, 10,−8,−3]/128 and (1 + z)6(−3+ 10z− 3z2)/128.
If all the old points lie on the same cubic, the old point’s divided differences do not
change, and so the limit curve does not differ from that of the four-point scheme. There-
fore, cubic precision is again given by construction.
3 Support
It is obvious from Equations (4) and (5) that the number of non-zero entries in the mask
of the general scheme Sk is k + 3. Following Ivrissimtzis et al. [12], we conclude that
the support of the basic limit function is k + 2. This is equal to the number of spans of
the curve affected when one control point is moved, or to the number of control points
influencing a given point or a given span of the limit curve.
Figure 4 shows the basic limit functions for some of the schemes Sk. Comparing
the plots to those of the B-splines with the same number of σ-factors (see Figure 5), it
can be seen that although the family members have wider support, the width at one half
of the maximum height tends to be narrower and the maximum height itself is closer
to 1. This implies that the control is slightly sharper when curves are edited by moving
control points.
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Figure 4: The basic limit functions of some family members Sk.
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Figure 5: The basic limit functions of B-splines with the same numbers of σ-factors.
4 Hölder Regularity
Hölder regularity is an extension of the notion of continuity which gives more infor-
mation for fractal schemes like these than just quoting the number of derivatives which
converge. A function φ : R→ R is defined to be regular of order n+α (for n ∈ N0 and
0 < α ≤ 1) if it is n times continuously differentiable and φ(n) is Lipschitz of order α,
i.e.
|φ(n)(x+ h)− φ(n)(x)| ≤ c|h|α
for all x and h in R and some constant c.
According to Rioul [16] and Dyn and Levin [9], the Hölder regularity of a subdi-
vision scheme with symbol a(z) can be computed in the following way. Let k be the
maximum number of σ-factors contained in the symbol and b(z) = a(z)/σ(z)k be the
reduced symbol after dividing out all σ-factors. Without loss of generality we can as-
sume b0, . . . , bn to be the non-zero coefficients of b(z) and let A0 and A1 be the n× n
matrices with elements
(A0)ij = bn+i−2j ,
(A1)ij = bn+i−2j+1
(6)
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Figure 6: Hölder regularity plotted against k and m, where m is the number of entries
in the mask. Values for family members are shown in black, B-splines of the same mask
width in white.
for i, j = 1, . . . , n. Then the Hölder regularity is given by r = k − log2(µ) where µ is
the joint spectral radius of the matrices A0 and A1,
µ = ρ(A0, A1) = lim sup
m→∞
(
max
{
‖Am · · ·A2A1‖1/m∞ : i ∈ {0, 1}, i = 1, . . . ,m
})
.
Note that it is easy to conclude [13] that µ can be bounded from below by the spectral
radii and from above by the norms of the matrices A0 and A1,
max {ρ(A0), ρ(A1)} ≤ µ ≤ max {‖A0‖∞, ‖A1‖∞} . (7)
Theorem 1 The Hölder regularity of the scheme Sk is k − log2(2 + k/2).
Proof. According to Equations (5) and (6) the matrices A0 and A1 for the reduced
symbol 2Kk(z) of the scheme Sk are
A0 =
(
2 + k/2 0
−k/4 −k/4
)
and A1 =
(−k/4 −k/4
0 2 + k/2
)
.
As the largest eigenvalue and the max-norm of both matrices are 2+k/2, the statement
follows directly from Equation (7). 2
Likewise, it follows that the Hölder regularity of the order-k B-spline is k − 1. Fig-
ure 6 compares the regularity of the schemes Sk to those of the B-splines with the same
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mask-size, i.e. the B-splines of order k + 2. Note that the smoothness of Sk increases
almost linearly with k.
To avoid confusion, we should mention here, that if the Hölder regularity is an integer
r (as it is for all B-splines and for Sk with k = 4, 12, 28, 60, . . .), this does not mean that
the scheme is in Cr, but only that the (r− 1)-th derivative is Lipschitz of order 1. This
is slightly weaker than being in Cr. For example, the linear B-splines are Lipschitz of
order 1, but not differentiable at their knots, and the first derivative of a limit function
generated by the four-point scheme is Lipschitz of order 1, but not differentiable at the
dyadic points [3].
5 Response to Polynomial Data
There are three numerical quantities which characterize the behaviour of a subdivision
scheme when the original control points lie on a polynomial. These are that for all
polynomials up to a certain degree, the limit curve
1. is the same polynomial,
2. is a polynomial of the same degree and with the same leading term,
3. passes through the original control points.
These three behaviours define three maximal degrees, which we shall call reproduc-
tion degree, generation degree, and interpolation degree respectively. In the following,
we give more precise definitions of these quantities, derive their values for the subdivi-
sion schemes Sk, and compare them to those of the B-splines.
5.1 Reproduction degree
Let Πd denote the space of polynomials up to degree d. A general approximation oper-
ator A is said to reproduce polynomials up to degree d, if Af = f for every f ∈ Πd.
Following Levin [15], the stationary uniform subdivision schemes that we consider are
approximation operators of the form A = S∞Q, with an operator Q that generates the
initial data f0i by uniformly sampling the function f and a subdivision operator S that
successively refines the data.
For convergent subdivision schemes, a sufficient condition for polynomial reproduc-
tion is the following. If the subdivision operator is applied to a set of control points
that were sampled at equal intervals from some polynomial, then the new control points
after refinement lie on the same polynomial, but now with half the sampling distance.
Note that it is easy to characterize such “polynomial data”. In the same way that a
polynomial of degree d has vanishing (d + 1)-th derivative, uniform samplings of that
polynomial have vanishing (d+1)-th differences. In terms of Laurent polynomials, this
translates to
δ(z)d+1F (z) = 0,
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with the difference operator
δ(z) = 1− z.
It is well known that the B-spline subdivision schemes reproduce linear polynomials
only, whereas the first few members of the family S have quadratic (k = 3) or even
cubic precision (k = 4, 5, 6) by construction (see Section 2). We assert that the latter
also holds for all members of the family with larger values of k.
Theorem 2 The reproduction degree of Sk is 2 for k = 3 and 3 for k ≥ 4.
Proof. The first statement follows because S3 is based on sampling local quadratic
interpolants and therefore has at least quadratic precision by construction. In the next
section we will see that this is the maximal reproduction degree.
To prove the second statement, let us consider the difference between the schemes
Sk+2 and Sk. With the difference operator δ, the symbol ak from Equation (4) can be
written as
ak(z) = σk(8z − kδ2)/4.
Using the identity σ(z)2 − z = δ(z)2/4 it follows that
ak+2(z)− ak(z)z = σk(σ2(8z − (k + 2)δ2)− (8z − kδ2)z)/4
= σk(σ2(8z − kδ2 − 2δ2)− (8z − kδ2)z)/4
= σk((σ2 − z)(8z − kδ2)− 2σ2δ2)/4
= σk((δ2/4)(8z − kδ2)− 2σ2δ2)/4
= σkδ2(8z − kδ2 − 8σ2)/16
= σkδ2(8(z − σ2)− kδ2)/16
= σkδ2(−2δ2 − kδ2)/16
= −σkδ4(2 + k)/16,
and by further noticing that σ(z)δ(z) = (1− z2)/2 = δ(z2)/2, we have
ak+2(z)F (z2) = ak(z)F (z2)z − σ(z)k−4(k + 2)/256 · δ(z2)4F (z2).
Provided that k ≥ 4 and that the data F is sampled uniformly from a cubic polynomial,
the second term on the right hand side vanishes and so the new data after refinement
with the scheme Sk+2 is equal to that after refinement with Sk, except for an index shift
by +1. Therefore, if Sk has cubic precision then so also does Sk+2.
As S4 is guaranteed to reproduce cubic polynomials by construction, we conclude
by induction that this property holds for all even k ≥ 4. Similarly, the statement follows
for all odd k above 4 because S5 has cubic precision by construction. 2
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5.2 Generation degree
Besides the polynomial precision, which in itself may be a desirable property, the repro-
duction degree of a convergent subdivision scheme also tells how well the limit function
approximates the function f from which the initial data may have been sampled. In fact,
due to the compact support and the boundedness of the basic limit function, it follows
that a scheme that reproduces polynomials up to degree d has an approximation order
of d+ 1 [11].
Levin [15], however, showed that the approximation order derived from the repro-
duction degree is usually not optimal and that a simple modification of the initial data
leads to an approximation order of one larger than the generation degree. In the notation
of the previous section, this is realized by adapting the operator Q.
The generation degree of a subdivision scheme is the maximum degree of polyno-
mials that can potentially be generated by the scheme, provided that the initial data
is chosen “correctly”. Obviously, it is not less than the reproduction degree. It turns
out [1, Chapter 6] that in our setting the generation degree is just one less the num-
ber of σ-factors contained in the symbol of the scheme and that the limit function is a
polynomial if and only if the initial data lies on a (potentially different) polynomial of
the same degree. Moreover, both the initial and the resulting polynomial have the same
leading coefficient [15]. We conclude the following statement.
Theorem 3 The generation degree of Sk is k − 1.
In other words, the subdivision scheme Sk has the same potential approximation
power as the B-spline of order k, simply because its symbol contains the same number
of smoothing factors σ. Note that the generation degree is equal to the reproduction
degree for k = 3 and k = 4 and truly greater for k ≥ 5.
Following Levin [15], the optimal approximation order of the scheme Sk can be
achieved by preprocessing the initial data. For example, if the subdivision scheme for
the cubic B-spline is applied to the data after convolving it once with the mask
[−1, 8,−1]/6,
then the overall approximation operator has an approximation order of 4 whereas the
scheme has only quadratic approximation order if used without that preprocessing.
Similarly, we can treat the given data before using the scheme Sk for k > 4 and raise
the approximation order from 4 to k. A simple computation that involves computing
the unit row eigenvector of the subdivision matrix shows that the correct preprocessing
masks for S5 is
[5, 866,−3509, 54428,−3509, 866, 5]/49152
and
[−3, 136,−517, 5488,−517, 136,−3]/4720
for S6. For greater values of k, the mask can be computed analogously, but we did not
succeed in finding a general representation.
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5.3 Interpolation degree
The third polynomial degree that we consider is the largest integer d such that the limit
curve interpolates the given data whenever it has been sampled from a polynomial in
Πd. All interpolating subdivision schemes obviously have an interpolation degree of∞
and in general, it is not less than the reproduction degree. In most case, however, the
interpolation and the reproduction degree are the same.
For primal schemes, it is straightforward to determine the values of the limit curve
that correspond to the initial data, because the values of the basic limit function at the
integers are given by the entries of the unit row eigenvector of the subdivision matrix.
Denoting the z-transform of this eigenvector by `(z), it follows that the subdivision
scheme maps the initial data f0i to the coefficients of the Laurent polynomial
F∞(z) = `(z)F 0(z).
For example, we have `(z) = (1 + 4z + z2)/6 = z + δ(z)2/6 for the cubic B-spline
scheme, and as the second term annihilates data that has been sampled from a linear
polynomial, the limit values f∞i are equal to the initial data f
0
i in that case, except for
an index shift by +1.
For dual schemes, the analysis is slightly more complicated as the unit row eigen-
vector of the subdivision matrix does not give the values of the basic limit function at
the integers but at the odd half-integers. In order to get the values at the integers, we
need to first apply the eigenvector to the data after one subdivision step. This gives the
values at all half-integers and those at the integers can then be found by subtracting the
values at the odd half-integers. Algebraically, this translates to
ˆ`(z2) = `(z)a(z)− z`(z2),
and we conclude that the initial data f0i is mapped to the coefficients of
F∞(z) = ˆ`(z)F 0(z)
for dual schemes. For example, we have `(z) = σ(z) for the quadratic B-spline with
symbol a(z) = 2σ(z)3, so that ˆ`(z) = (1+6z+z2)/8 = z+δ(z)2/8. Again, it follows
that the interpolation degree is 1 and this is actually true for all B-spline schemes.
Likewise, the interpolation degree for the members of the family S matches their
reproduction degree, with only two exceptions.
Theorem 4 The interpolation degree of Sk is∞ for k = 4 and 3 for all other k ≥ 3.
Proof. The scheme S4 is interpolating for any data, and for all k > 4, the statement
follows because Sk reproduces cubic polynomials. For k = 3, the z-transform of the
unit row eigenvector is
`3(z) = (−1 + 9z + 9z2 − z3)/16
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and a straightforward computation yields
ˆ`
3(z) = z2 + 3/512 · δ(z)4.
Therefore, the limit values f∞i are equal to the initial data f
0
i , except for an index shift
by +2, if the latter has been sampled from a polynomial of degree not larger than 3. 2
This shows that the interpolation degree of the scheme S3 is actually higher than its
reproduction degree and that this scheme interpolates initial data sampled from a cubic
polynomial without reproducing that cubic. We found this quite remarkable and do not
know of any other non-interpolating scheme with a similar behaviour, so far.
6 Artifact Behaviour
The artifact magnitude A is the size, relative to a unit sinusoidal variation of the values
of the control points, of the component in the limit curve of spatial frequency one per
control point. In other words, it is the component which cannot be affected by individual
movement of control points. More precisely, A is a function of the spatial frequency
of the original sinusoid, which we call ω and measure in cycles per control point. By
definition, ω is the reciprocal of the number of control points per cycle.
We can determine A as follows. Let p be the biggest power of z in the product
`(z)a(z) of the unit row eigenvector and the mask; for the family members Sk, this
is just 2k + 2 and 2k − 2 for the order-k B-spline schemes. Then we let Pˆ (z) =
`(z)a(z)z−p/2 be the symmetrized version of this Laurent polynomial and express it
as a polynomial Q in the symmetrized smoothing factor σˆ(z) = σ(z)z−1/2, so that
Q(σˆ) = Pˆ . The amount of artifact present in the limit curve when the data is sampled
from a sinusoid with n = 1/ω samples per cycle is given by A(ω) = Q(sin(piω/2))/2;
see Sabin et al. [18].
As an example, let us consider the scheme S3. With `3(z) from the proof of Theo-
rem 4 and a3(z) from Equation (4), we find
Pˆ3(z) = (3z4− 32z3− 12z2+288z+530+288z−1− 12z−2− 32z−3+3z−4)/512
andQ3(x) = (3x8−14x6+15x4)/2. Likewise, it is easy to see that we haveQ4(x) =
−4x6+6x4 for the 4-point scheme S4, and that the quadratic B-spline hasQ(x) = 2x4
and therefore A(ω) = sin4(piω/2).
The artifact magnitude in the limit curve is plotted against n for several values of k
in Figure 7 and an example for curves generated with four control points is shown in
Figure 8.
7 Summary
Besides choosing between interpolating and approximating methods, deciding on a par-
ticular subdivision scheme requires to trade off the size of the support against the level
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Figure 7: Artifact magnitudes for some family members Sk (left) and B-splines of order
k (right).
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Figure 8: Fits at ω = 1/4 for some family members Sk (left) and B-splines of order k
(right).
of continuity and the degree of polynomial reproduction, which in turn determines the
approximation order.
B-splines are optimal in the sense that they offer the best smoothness for a fixed
mask size. Moreover, maximal polynomial reproduction and thus optimal approxima-
tion order can be obtained by modifying the initial data in a suitable way, but without
such a preprocessing step, only linear function are reproduced.
The highest degree of polynomial reproduction for a given mask size without pre-
processing is given by the family of interpolating 2n-point schemes [4], but this prop-
erty is traded in for a considerable loss of smoothness. Choi et al. [2] showed that in-
creasing the mask size by two can improve the smoothness of these schemes by roughly
two levels without changing the degree of polynomial reproduction.
Likewise, our family shows that increasing the mask size by two can improve the
B-spline schemes in the sense that the degree of polynomial reproduction is raised from
linear to cubic. This modification does not change the potential to have optimal approx-
imation order after preprocessing the initial data and comes at the cost of one order of
continuity for k < 12 and two orders for 12 ≤ k < 28.
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Table 1: Properties of the family.
properties k
3 4 5 6 10 20
no. of entries in mask 6 7 8 9 13 23
support 5 6 7 8 12 22
height at centre 1.04 1.00 0.89 0.83 0.68 0.50
width at half-height 1.03 1.10 1.20 1.28 1.60 2.16
Hölder regularity 1.193 2 2.840 3.678 7.193 16.415
continuity 1 1 2 3 7 16
reproduction degree 2 3 3 3 3 3
generation degree 2 3 4 5 9 19
interpolation degree 3 ∞ 3 3 3 3
artifact at ω = 1/4 0.0698 0.0581 0.0146 0.00764 1.4 · 10−4 3.3 · 10−9
artifact at ω = 1/6 0.0158 0.0129 0.0015 0.00071 2.0 · 10−6 5.7 · 10−13
Table 2: Properties of the B-splines.
properties degree
2 3 4 5 9 19
order / no. of σ-factors 3 4 5 6 10 20
no. of entries in mask 4 5 6 7 11 21
support 3 4 5 6 10 20
height at centre 0.75 0.67 0.60 0.55 0.43 0.31
width at half-height 1.24 1.40 1.56 1.68 2.20 3.16
Hölder regularity 2 3 4 5 9 19
continuity 1 2 3 4 8 18
reproduction degree 1 1 1 1 1 1
generation degree 2 3 4 5 9 19
interpolation degree 1 1 1 1 1 1
artifact at ω = 1/4 0.0214 0.0092 0.00225 0.00077 6.0 · 10−6 3.5 · 10−11
artifact at ω = 1/6 0.0045 0.0017 0.00021 5.5 · 10−5 6.7 · 10−8 4.2 · 10−15
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Table 3: Correspondence between the schemes Sk and the family of Choi et al. [2].
S3 S4 S5 S6
L 3 4 3 4
ω 0 0 5/128 3/128
The properties of the subdivision schemes Sk are summarized in Table 1 and for a
better comparison we have listed the corresponding properties of the B-spline schemes
in Table 2.
Finally, we would like to mention that the schemes Sk for k = 3, 4, 5, 6 are also
members of the family SL,ω described by Choi et al. [2] if the parameters L and ω
are chosen as listed in Table 3. For k ≥ 7, this correspondence breaks down and the
continuity per mask width of the schemes Sk grows roughly four times as fast as that
of the schemes SL,ω.
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