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Abstract. We look at the functional γ(M) =
∫
M
K(x)dV (x) for compact Riemannian 2d-
manifolds M , where K(x) = (d!)−1(4pi)−d
∑
pi
∏d
k=1Kpi(2k−1),pi(2k) involves the sectional curva-
tures Kij(x) of an orthonormal frame in TxM and sums over all permutations pi of {1, . . . , 2d}.
Like the Gauss-Bonnet-Chern integrand KGBC which integrates up to Euler characteristic
χ(M), the curvature K is coordinate independent. Like χ(M), also γ(M) is metric independent
so that δ(M) = γ(M)− χ(M) is a topological invariant of the manifold. We prove δ(M) ≥ 0.
In the surface case d = 1, the curvature K is the Gauss-curvature and γ(M) = χ(M). We also
have γ(M) = χ(M) for spheres S2d or for 2d-manifold which is a product of 2-manifolds or then
for the 6-manifold SO(4), where γ(M) = 0 implying that SO(4) as well as its universal cover
Spin(4) can not carry a metric of positive curvature. For the simply-connected non-negative
curvature 8-manifold SU(3) however we have γ(M) > 0 and χ(M) = 0. We define a class
of manifolds for which γ(M) = χ(M) and which satisfy so the Hopf conjectures. The num-
ber δ(M) is a Dehn-type invariant for Riemannian manifolds M as it is zero if an orthotope
partition of M is possible.
1. The functional
1.1. The functional
γ(M) =
∫
M
1
d!(4pi)d
∑
pi∈S2d
d∏
k=1
Kpi(2k−1)pi(2k)(x) dV (x)
on compact Riemannian 2d-manifolds M involves all pairwise perpendicular coordinate 2-planes
in the tangent space TxM . While the definition makes use of a coordinate system in TxM , the
curvature K(x) inside is coordinate independent (Lemma 1). Moreover:
Theorem 1. γ(M, g) = γ(M) does even not depend on the Riemannian metric g chosen on
M and so gives a topological invariant for the manifold. In general, γ(M) ≥ χ(M) but there
are examples with strict inequality like γ(SU(3)) > χ(SU(3)) = 0.
1.2. We also give a Dehn-type condition assuring γ(M) = χ(M). This condition tells that
M can be partitioned into contractible Riemannian polyhedra which at every boundary point
satisfy a self-dual cone condition. We call such polyhedra orthotope. It allows us to decompose
M into pieces Mj on which we chose curvature as index expectation using probability spaces
Ωj of Morse functions on Mj. Unlike in the classical Gauss-Bonnet-Chern theorem, where a
single probability space works, the probability spaces Ωj in different cells can now be utterly
unrelated as long as they are each isotrop.
1.3. We do not know yet whether γ(M) = χ(M) if and only if M is orthotope but suspect this
is true. The orthotope property is a discrete conformality condition which unlike the existence
of conformal coordinates is not that restrictive also in higher dimensions. It just assures that
the manifold can be split into orthogonal polyhedra. The 2-sphere for example is orthotope
because it can be cut into 8 triangles for which all angles are right angles. Similarly, a d-sphere
can be cut into 2d+1 orthotope Riemannian polyhedra. The functional δ(M) = γ(M)− χ(M)
has therefore an affinity to Dehn type invariants in Euclidean space.
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2 OLIVER KNILL
1.4. We know that the product of two orthotope manifolds are orthotope and that the sus-
pension of an orthotope manifold is orthotope. The condition is satisfied also for higher dimen-
sional spheres, for the product M1 ×M2 × · · · ×Md of 2-manifolds Mk because the existence
of conformal coordinates imply that 2-manifolds are orthotope. Manifolds like Sd × Sd are
orthotope. Also gluing orthotope manifolds along orthotope submanifolds produces new ortho-
tope manifolds. Especially, manifolds which are connected sums M#N of orthotope manifolds
are orthotope. We have δ(M#N) = δ(M) + δ(N) because spheres are orthotope. There
are also many non-orthotope manifolds for example because the connected sum of any ortho-
tope manifold with the 8-manifold SU(3) is not orthotope. The later statement follows from
γ(M1 ×M2) = γ(M1) · γ(M2) and χ(M1 ×M2) = χ(M1) · χ(M2).
1.5. The constant Cd = (d!)
−1(4pi)−d in the definition of γ is chosen so that γ(M) = χ(M) in
the orthotope case. For the 2d-dimensional sphere S2d, where the sectional curvatures Kij = 1,
we have |S2d| = 2d!(4pi)d/(2d)! and Cd · |S2d| · (2d)! = 2. In the case d = 1, have γ(M) = χ(M).
For a unit sphere M = Sd the sectional curvature are Kij = 1 so that K = 2/|S2d| agrees with
the Gauss-Bonnet-Chern curvature KGBC . Integrating over M immediately gives 2 as the
volume |S2d| of the 2d-sphere is 2d!(4pi)d/(2d)!. For the product manifold M = S2 × S2, the
volume is 6 times bigger and the curvature is 3 times smaller because there are 8 terms which
are 1 and 16 terms which are 0. The Euler characteristic is therefore two times larger. Indeed,
it is χ(S2 × S2) = 22 = 4. In general, for any products of 2-manifolds, we have χ(M) = γ(M).
1.6. For d = 1 and M = S2 with radius 1 in particular, K is 2|S2|−1 = (4pi)−1 times the
Gaussian curvature 1 of the sphere. Already for d ≥ 2, the curvature K differs from the
Gauss-Bonnet-Chern integrand [21, 2, 18, 1, 12, 15, 16]
KGBC = 2
−dCd
∑
σ,pi
sign(pi)sign(σ)Rpi1,pi2,σ2,σ1 · · ·Rpi2d−1,pi2d,σ2d−1,σ2d ,
which involves a summation over all pairs of permutations pi, σ of {1, · · · , 2d} and where the
Riemannian curvature tensor expressions Rijkl(x) also refer to an orthonormal coordinate sys-
tem at x. The curvature K sums over the single set of all permutations of {1, · · · , 2d}:
K(x) = Cd
∑
σ
Rσ1,σ2,σ1,σ2(x) · · ·Rσ2d−1,σ2d,σ2d−1,σ2d(x)
and where also at each point x, the curvature tensor entry Rijkl(x) is computed using normal
coordinates. Compare K also with the scalar curvature which is 2K for d = 1 and in normal
coordinates given by KScal(x) =
∑
i,j Rijij and integrating
∫
M
KScal(x) dV to the Hilbert
action.
1.7. The functional KKBC also explores off-diagonal terms of the Riemannian curvature tensor
R. For example, for the non-negative curvature 6-manifold M = SO(4) equipped with the
invariant metric obtained from the Killing form, where the curvature tensor is evaluated on
vector fields X, Y, U, V as R(X, Y, U, V ) = g([X, Y ], [U, V ]), there are 6!2 = 7202 summands for
KGBC , while only 720 appear for K. One can see immediately why K is constant zero. While
KGBC is not zero everywhere, it not so obviously sums up to zero, the Euler characteristic
χ(M) of the compact Lie group M = SO(4).
1.8. We got interested in γ because we believed at first that γ(M) = χ(M) for all Riemannian
2d-manifolds M . Our mistake was that we initially assumed naively that an orthotope partition
of a Riemannian manifold M into contractible small orthotope polyhedra is always possible
(as it is possible for spheres). But then we computed γ for the 8-manifold SU(3), where
γ(M) > χ(M) = 0. We have not yet found any 4-manifold nor any 6 manifold for which
γ(M) > χ(M). The search for the functional was motivated by the Hopf conjectures from
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1931 [22] which have reappeared in the sixties [8] and [13] and are listed as problems 8) and 10)
in the problem collection [38]. The idea had been to look for a curvature which only involves
sectional curvatures and which is positive if sectional curvature is positive. The functional
appears to be natural as it is a d-point correlation function of sectional curvature on 2d-
manifolds. In this picture, scalar curvature is a 1-point correlation function. We still have
a partial result:
Corollary 1. For manifolds with δ(M) = 0, the Hopf product conjecture holds.
1.9. For arbitrary smooth compact manifolds, one can look at k-point correlation functions
which looks at all possible k-tuples of orthogonal 2-planes, multiplies those curvatures, then
integrates over the manifold. Aside for k = 1, correlation functionals γk(M) seem not have
been investigated yet and already the Hilbert action function γ1(M) indicates them not to
be invariant under the metric. The functionals γk(M) are all positive for positive curvature
manifolds. Computing γ(M) numerically is already challenging for 4-manifolds, the reason
being that we have to produce orthonormal coordinate systems t for TxM at each point x of
M . It would be interesting to investigate this even in special cases like for Ka¨hler manifolds as
we even do not know yet γ(M) for the K3 surface, a smooth 4-manifold with χ(M) = 24. For
complex manifolds, one could modify γ also by using holomorphic sectional curvatures.
2. Coordinate independence
2.1. Expressions close to curvatureK(x) have been explored as expectation of discrete Poincare´-
Hopf indices [26, 27]. It is based on integral geometry [3, 4], articles which pioneered such
integral geometric approaches to Riemannian geometry. It is a general principle that inte-
grating the Poincare´-Hopf relation χ(M) =
∑
x∈M if (x) over a probability space (Ω,A, P ) of
Morse functions f gives a curvature K(x) = E[if (x)] satisfying Gauss-Bonnet. If one uses a
probability space so that in each 2-plane tk, an independent set of Morse functions fk is used
and f is the sum of these functions fk. The indices of f are then the product of the indices
of fk. By independence, this gives K(x, t) = E[if1,...,fd ] = E[it1,f1 · · · itd,fd ] = E[it1,f1 ] · · ·E[itd,fd ]
= Kt1(x) · · ·Ktd(x) which is a product of sectional curvatures evaluated at perpendicular t-
coordinate planes at x.
2.2. The just mentioned curvature K(x, t) depends on the coordinates t but averaging point-
wise over the fibers T = O(M)x makes it coordinate-independent. Integration over T is natural
as the Stiefel manifold T of all orthonormal frames at a point x ∈ M is homeomorphic to
the orthogonal group O(2d) and so carries a unique Haar probability measure dt. The push-
forward curvature K(x, t) coming from the frame bundle projection pi : O(M)→M gives then
the curvature K(x).
2.3. At any given point x ∈ M , we can average the sectional curvature product expression
either as an integral over all frames or then as a finite sum of orderings of a given orthonormal
frame. As a consequence of the theorema egregium, these two averages are the same.
Lemma 1 (Coordinate independence). The integral
∫
O(2d)
K(x, t)dt agrees with the sum∑
pi
∏d
k=1 Kpi(2k−1),pi(2k)(x)/(2d!) for which a fixed orthonormal frame t0 is chosen and where Kij
are sectional curvatures and where the sum is over all permutations pi of {1, 2, . . . , 2d}.
Proof. By the Theorema egregium of Gauss, a fixed sectional curvatureKtk(x) for a 2-dimensional
coordinate plane in TxM is independent of the choice of the coordinate tk = (uk, vk) for that
plane in the frame t = (t1, · · · , td) chosen in TxM at a point x ∈M . We can rotate in particular
the coordinate system in every of coordinate 2-planes and not change the discrete sum. This
means that if we look at a fixed orthonormal coordinate frame t ∈ T and rotate in one of the
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2-dimensional coordinate planes, the sum does not change. Now, the set of all such 2-plane
coordinate rotations together with all orthogonal transformations obtained by applying a per-
mutation matrix (Ppiv)k = vpik to the orthonormal basis generates the full orthogonal group
O(2d). Because each individual generator of the group does not alter the sum, also the full
average over the Haar measure (which is unique) does not change it. 
2.4. This averaging principle is analogue to the statement that Ricci curvature, a finite sum of
sectional curvatures is equivalent to an average of sectional curvatures or that scalar curvature,
the trace of Ricci curvature is an integral average of sectional curvatures. Ricci and scalar
curvature are often explained as a finite sum of sectional curvatures [32]. These finite averaged
quantities have been pointed out before to be integral averages, for example in [31].
Corollary 2. The functional γ(M) is independent of the choice of the coordinate system.
2.5. As we will see, γ(M) is the same for different metrics because γ does not change under
small local perturbations. That implies that if γ(M) = 0, then M does not admit a metric of
strictly positive curvature. An example for which γ(M) = 0 is Spin(4) (a manifold mentioned at
the end of the paper [10] and for which it was not known whether it admits a metric of positive
curvature or not). The simply connected Spin(4) = S3 × S3 = SU(2)× SU(2) is the universal
cover of the 6-manifold SO(4) and has sectional curvatures with respect to the bi-invariant
metric which are explicitly given as K(V,W ) = |[adV , adW ]|2 ≥ 0. In [38] the question was
raised to get a simply connected manifold of non-negative curvature which does not admit a
metric of positive curvature. This question generalizes the product question of Hopf whether
S2 × S2 (a non-negative curvature manifold) admits a curvature which is positive. γ does not
help for M = S2 × S2 because γ(M) = 4 = χ(M).
3. When do we have equality?
3.1. We say that a contractible Riemannian polyhedron M is in the class O of orthotope
manifolds if at every boundary point x of M , the Fenchel cone C generated by Br(x) ∩M
in the limit r → 0 is either an Euclidean half space or equal to the dual Fenchel cone Cˆ at
that point. We say that a Riemannian manifold M is in the class O if it is possible to see M
as a union of arbitrary small Riemannian polyhedra Mj in the class or orthotope polyhedra O
such that intersections Mi ∩Mj are empty or in O.
3.2. We know γ(M) ≥ χ(M). When do we have equality γ(M) = χ(M)? Here is a construc-
tive criterion which is our main result. The tool to proof it is to triangulate the manifold, use
Gauss-Bonnet in each simplex, then show that the curvature on the boundary can be discarded.
Theorem 2. If M is in O, then γ(M) = χ(M).
3.3. As a variant of the independence of γ from the metric, we can see that to be in O is inde-
pendent of the metric M . To be in O is invariant under the operation of taking disjoint union,
products, under the suspension operation as well as when taking connected sums. The proof
of the above theorem is simple: we express the curvature as an expectation of indices locally.
It follows immediately from Poincare´-Hopf that Gauss-Bonnet holds in each cell. Because the
curvature K leading to γ can however not be expressed using a global probability space of
Morse functions, we must glue together contractible polyhedra on which different probability
spaces live. Gluing this in such a way that the“glue curvature” disappears after joining will
need M to be orthotope and that the probability measures are isotropic.
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3.4. It would be nice to have a result proving that if the universal cover is in O then γ(M) =
χ(M). This would then apply for manifolds with negative or non-negative curvature which by
a theorem of Hadamard-Cartan have R2d as the universal cover. Now, in general, if M is a
compact manifold with a universal cover R2d we can lift the curvature to its cover and hope
to have a“time average”
∫
M
K dV = limR→∞
∫
BR(x)
K dV/V (BR), where BR(x) is a ball of
radius R centered around a point x and V (BR) is the volume. Because each of the integrals∫
BR(x)
K dV/V (BR) can be written as a sum of integrals over contractible cells for which the
glue curvature has disappeared in the interior we should get it.
3.5. A consequence of the above theorem is
Corollary 3. If M is in O, then the Hopf conjectures hold for M .
3.6. We especially hope that problem 10 in the collection [38] is in reach. Looking at the univer-
sal cover had been suggested by Singer. Also the Hopf conjecture version with (−1)dχ(M) ≥ 0
for non-positively curved manifolds (one of the first places where this is stated explicitly in
print is [8, 13]) could be close. The next paragraph gives a bit of a historical background about
the Hopf conjectures.
3.7. The Hopf sign conjecture [22, 8, 13, 38] states that a sectional curvature sign e leads
to edχ(M) > 0 for any compact Riemannian (2d)-manifold M . According to [6, 5], Heinz Hopf
already in the 1920ies envisioned that some kind of Gauss-Bonnet theorem could prove this.
In [35], the term algebraic Hopf conjecture was used. The multi-dimensional Gauss-Bonnet-
Chern theorem worked in the case d = 2 [13], but [20] showed that the Gauss-Bonnet-Chern
integrand can become negative at some points even in the positive curvature case. We can
revive the algebraic Hopf conjecture however because there are plenty of other curvatures:
take any probability space (Ω,A, P ) of Morse functions and take as curvature the expected
Poincare´-Hopf index density K(x) = E[i(x)]. Taking expectation of the Poincare´-Hopf theorem∑
x if (x) leads so to a generalized Gauss-Bonnet result. Already the classical Gauss-Bonnet-
Chern integrand is an index expectation curvature E[if (x)].
3.8. If a 2d-manifold M = M1 × · · · × Md is a product of 2-manifolds, the curvature is
K(x) =
∏d
k=1Kk(x), the product of the Gauss curvatures Kk of Mk. This motivates to use
locally a product probability space of Morse functions so that the curvature becomes a product
of sectional curvatures. The product case [23] is encouraging since this curvature K is positive,
even so the sectional curvatures are only non-negative. Despite the fact that in the product case,
there are always 2-planes with zero sectional curvature, the product curvature K is positive.
This is encouraging, but most manifolds are not product manifolds.
3.9. The positivity argument involving a product probability space can be applied locally to
a Riemannian polyhedron. We were already in [26, 27] concerned that the process could just
move any negative curvature contribution to the boundary. And this problem remained to be
solved. We needed to understand the boundary curvatures and especially what happens if we
glue pieces of Riemannian polyhedra together. We call this an Allendoerfer-Weil gluing
because in some sense, this is close to what Allendoerfer and Weil had to do when proving the
Gauss-Bonnet-Chern theorem. One should definitely also appreciate the early spear-heading
arguments of Hopf (who could generalize Gauss-Bonnet to hypersurfaces) and Fenchel who
worked (under difficult circumstances in Europe) independently from Allendoerfer using local
embeddings. With a Nash embedding theorem, already then, the Gauss-Bonnet-Chern theorem
would have followed. Fenchel still matters today: we will see that the topic of convex analysis
which was a specialty of Werner Fenchel [9], plays a role here.
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3.10. It was the Allendoerfer-Weil collaboration which first proved the generalized Gauss-
Bonnet result. Their work was technical and got little appreciation. [37] for example tells
“such a combinatorial argument is entirely unsatisfactory from a geometric standpoint”. Of
course, the intrinsic global proof of Chern [12] is much more elegant and ultimate. This is with
some humor expressed by Chern himself in [14], “the danger in cutting a manifold is that it
might be killed”. Still, the “divide and conquer” approach clarifies why the product curvature
works. While Chern’s proof [12] as well as Patodi proof [16] (the proof I was exposed to as
a student) are elegant and global, the combinatorial proof given here only needs modest tools
like multi-variable calculus and does not even use differential forms. It has potential for more,
as one can adapt the probability spaces depending on the local structure of the manifold to
get other results. It turns out that the probability spaces in different simplices of M can be
modified arbitrarily and Gauss-Bonnet still works globally, but only if the gluing works. It is
here where the orthotope condition comes in. The Allendoerfer-Weil gluing procedure works
because K(x) has the same vertex curvature contribution than KGBC .
3.11. It is interesting what happens during gluing. It turns out that it is possible to glue
different manifolds equipped with different probability spaces together without leaving traces
of the “glue curvature” as long as some self-duality conditions are true at the boundary points
and if the probability measures are isotropic, meaning that they are invariant under orthogonal
transformations in E. A critical point at the boundary of a manifold with boundary δM is a
solution to a Lagrange problem. The normal vector is perpendicular to the boundary and
only if pointing inside the dual Fenchel cone Cˆ of the solid cone C = Br(x)∩M contributes
an index at the boundary. It is important that the Fenchel cone is either a half space or that the
dual Fenchel cone agrees with the Fenchel cone, because this assures no overlap of curvature.
In general, it can happen that a Morse function on one cell also contributes curvature to a
neighboring cell. This depends on the choice of probability spaces in the two cells.
3.12. If we glue two cells, the relevant critical points on both cells Mj then both contribute to
critical points inside the intersection M0. We need the isotropy condition of the probability
spaces and that the dual Fenchel cone agrees with the Fenchel cone in order that the boundary
curvatures from different chambers produce the Euler characteristic of the intersection allowing
to leave away the simplices in the interior of the intersection as well as the interior boundary
curvatures. This requires that we can chop up the manifold into orthotope blocks (which not
necessarily need to be hyper rectangles. The 2-sphere for example can be chopped up into
8 rectangular triangles or into two balls.) In general, when disregarding the orthogonality
condition, there is not always a perfect cancellation due to overlap. As this overlap excess can
all be pushed to the 0-dimensional part of a triangulation by deforming the metric to become
supported arbitrary close to the vertices, we have the general inequality γ(M) ≥ χ(M).
4. Examples
4.1. If M is the round 2d-sphere S2d or radius 1, its volume is V = |S2d| = (4pi)d2d!/(2d)! and
its curvature is K = (2d)!/((4pi)dd!). Multiplying K with V gives 2. For d = 2 for example,
where we have a 4-sphere of constant curvature K = (3/8)/pi2, multiplying the curvature with
the volume |S4| = 8pi2/3 gives χ(M) = 2. One can use χ(M) = γ(M) to derive the formula
for |S2d| because all (2d)! curvature combinations ∏dk=1 Kpi(2k−1),pi(k) are 1. Now compare to
(S2)d, where there are 2dd! non-zero combinations. We also know that χ(S2d)/χ((S2)d) = 2d−1
and |(S2)d| = (4pi)d. Therefore,
|S2d| = (4pi)d 2
dd!
(2d!)
1
2d−1
= 2d!
(4pi)d
(2d)!
.
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The reason why the volume of (S2)d explodes exponentially in d, and the volume of S2d decays
exponentially in d is that the curvature comparison K(S2)d/KS2d = 2
dd!/(2d)! goes much faster
to zero than χ((S2)d)/χ(S2d) = 2d−1 goes to infinity.
4.2. For d = 2 for example, we have the parameterization r(t, s, u, v) = [a cos(t), cos(s) sin(t),
sin(s) sin(t) cos(u), sin(s) sin(t) sin(u) cos(v), sin(s) sin(t) sin(u) sin(v)] ∈ R5 which for a = 1
parametrizes the round 4-sphere {|x|2 = 1} ⊂ R5 and in general produces a 4-ellipsoid of
revolution for which all the curvatures and computations still can be done and where K =
C4(8a
4)[1+a2+(a2−1) cos(2t)]−3 and dV = sin(s)2 sin(t)3 sin(u)[1+a2+(a2−1) cos(2t)]1/2dsdtdudv.
Already changing an other parameter requires to compute orthonormal coordinate frames. The
curvature expressions for a general 4-ellipsoid are complicated already and a computer algebra
system balks at computing the integral. The curvature tensor, when written out on file con-
tains gigabytes. We computed K(x) numerically in a rather general 4-ellipsoid by evaluating
the curvature numerically at 254 points. This computation takes a long time because large trig
expressions need to be evaluated. Each evaluation takes a machine a few seconds and a full
would take weeks. Using symmetry one can push it down to days.
4.3. Already for the 4-sphere M , implemented as a round 4-sphere in R5, the Gauss-Bonnet-
Chern curvature KGBC is complicated before simplification. For an ellipsoid we can not simplify
even. For the round 4-sphere, we can and have dV = sin2(s) sin3(t) sin(u). After simplification,
this is KGBCdV = 96dV , such that
∫ pi
0
∫ pi
0
∫ pi
0
∫ 2pi
0
KGBdV/(128pi
2) = 2. The curvature K
involving sectional curvatures is much simpler.
4.4. For the 6-sphere S6, already the usual parametrization by 6 Euler angles φ1, . . . , φ6 with
dV =
∏5
k=1 sin(φk)
k leads to a GBC sum which has 7202 terms and is hard to compute for
computer algebra system. We know by symmetry however that KGBC = 2 in the case of a
2d-sphere.
4.5. For the ellipsoid E : x2/a2 + y2/b2 + z2/c2 = 1, the Gauss curvature is K(x, y, z) = a6b6c6
[a4b4z2 +a4c4y2 + b4c4x2]−2. For the parametrization r(θ, φ) = [a sinφ cos θ, b sinφ sin θ, c cosφ],
the volume form dV satisfies dV 2 = det(drT ·dr) = c2 sin4 φ(a2 sin2 θ+b2 cos2 θ)+a2b2 sin2 φ cos2 φ.
so that KdV = a2b2c2
√
c2 sin4 φ[a2 sin2 θ + b2 cos2 θ] + a2b2 sin2 φ cos2 φ [c2 sin2 φ(a2 sin2 θ +
b2 cos2 θ)+a2b2 cos2 φ]−2. This doable integral evaluates to
∫ 2pi
0
∫ pi
0
K(θ, φ) dV (θ, φ) dφdθ = 2.
The 4-manifold M = E × E produces a Riemannian metric on S2 × S2. At a particular point
r(θ1, φ1, θ2, φ2) this gives an orthonormal frame t = (t1, t2, t3, t4), where t1 = rθ1/|r(θ1)| and
r3 = rθ2/|r(θ2)| and t2k = (rφk − (rφk · t2k−1)t2k−1)/|rφk − (rφk · t2k−1)t2k−1|. The sectional
curvatures Kij are all zero except for K12 = K21 = K(θ1, φ1), K34 = K43 = K(θ2, φ2). The
volume measure of the 4-manifold M is dV (θ1, φ1)dV (θ2, φ2). The integral
∫
K
dV can be split
and gives (
∫
E
K dV )2 = 4.
4.6. The real projective plane P2 can be parametrized (see [7] page 89) in R6 as r(t, s) =
[sin2(s) cos2(t), sin2(s) sin2(t), cos2(s),
√
2 sin(s) cos(s) sin(t),
√
2 sin(s) cos(s) cos(t),
√
2 sin2(s) sin(t) cos(t)]. The metric is
[
2 sin2(s) 0
0 2
]
and the curvature is constant 1/2. With
that parametrization, the volume 4pi is the same than the volume of the sphere S2. The Euler
characteristic is half of the Euler characteristic of S2 and equal to 1 as it should be by the
Riemann-Hurwitz covering formula.
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4.7. The volume of the product manifold M = (S2)d is (4pi)d. Its Euler characteristic is
χ(M) = 2d. The volume ratio between (S2)d and S2d is 2dd!/(2d)! = (2d − 1)!!, the double
factorial. From the (2d)! sectional curvatures, there are 2dd! which are non-zero. So, K =
(2d)!2dd!/(2d)!(1/(d!(4pi)d). Multiply this with the volume V (M) = (4pi)d gives the Euler
characteristic χ(M) = 2d.
4.8. M = M1 ×M2 of arbitrary odd-dimensional manifolds Mi. While also KGBC is zero in
this case, it is easier to see for the curvature K, as the later involves sectional curvatures only.
Examples are the 6-manifold M = S3×S3 where each component K1K2K3 has one part which
splits and so gives curvature zero. Related examples are P 3 × S3 or P 3 × P 3 or S1 ×N , where
N is an odd dimensional manifold.
4.9. Given a 2d-manifold, M = M1 ×M2, where both factors Mi are even dimensional. If
a point (x, y) is given, this gives a natural product coordinate system. While the Riemann
curvature tensors (and so sectional curvature) of the product however add, we have K(x, y) =
K1(x)K2(y), where Ki are the curvatures in Mi. The curvature is K = K1K2, where K1 is the
curvature in M1 and K2 is the curvature in M2. The Euler characteristic χ(M) is the product
χ(M) = χ(M1)χ(M2). When seeing this probabilistically, the curvature is the expectation of
indices of Morse functions and this relation is E[if1+f2 ] = E[if1 ]E[if2 ] which is a manifestation
of E[XY ] = E[X]E[Y ] for independent random variables.
4.10. The complex projective plane M = CP2 is homeomorphic to the quotient S5/S1. We
do not have computed the actual value of γ and still debate whether it could agree the Euler
characteristic. The sectional curvature for holomorphic planes is 4, the other perpendicular
planes have sectional curvature 1. This follows from KX,Y = 1 + 3g(JX, Y ), where g is the
Fubini-Study metric. Let us assume that 8 coordinate planes give pairs 4, 1 and 16 give pairs
1, 1. The curvature K then is K = (8∗ (4∗1) +16∗ (1∗1))/(32pi2). Multiplied with the volume
|M | = 2pi2 this gives the Euler characteristic χ(M) = 3. The volume of CPd is V (CPd) = 4pid/d!.
The volume formula pid/d! is given in [6] but this is for the Fubini-Study metric corresponding
in the case d = 1 to a round sphere of radius 1/2, in the case d = 1, the sphere of radius 1
has volume 4pi not pi. In general, the restriction of the Fubini-study metric to the real tangent
bundle gives a factor 4. Projective spaces are important because the 2d-manifold CPd is the
space of pure states of a spin d/2 particle, the case d = 1 being known as the Bloch sphere.
4.11. Here is an illustration of Gauss-Bonnet for manifolds with boundary. If M is 2-sphere
with metric g, cut it by a plane Σ = {z = cos(φ0)}. This produces two pieces M± which are
topological discs with boundary and non-trivial boundary curvatures. The inner total curvature
of the top part is 1− z and of the lower part 1 + z. The boundary curvature of the top is z and
for the bottom −z. Gauss-Bonnet gives in each part the Euler characteristic 1. The boundary
manifold M0 is a closed circle. It has an intrinsic curvatures k± = ±z from each side. The
total curvature of the intersection zero. For getting the curvature k±, we look at functions for
which the gradient points in the half space E±. Critical points from one side come by Lagrange
by critical points under a constraint Σ meaning that the gradient is perpendicular to Σ. When
looking at critical points on the intersection M ∩ Σ, we get the union of both critical points.
The index sum in that case is χ(M0).
4.12. If M = G is a Lie group equipped with a bi-invariant metric, and X, Y, U, V are left-
invariant vector fields then 4R(X, Y, U, V ) = g([X, Y ], [U, V ]) so that G has non-negative sec-
tional curvature K = |[X, Y ]|2 (i.e. [19] section 3.17 or [29] Theorem 21.3). The Euler charac-
teristic of a Lie-Group is always zero due to the existence of a non-zero vector field. SO(4) for
example has dimension 6 and is doubly covered by Spin(4) = S3 × S3 having so only a semi-
simple, not a simple Lie algebra. The metric g(X, Y ) = −tr(adXadY )/2, where tr(adXadY ) is
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the Killing form is the standard metric in R6. It is non-degenerate as it is for any semi-simple
Lie group by Cartan’s Criterion and positive definite as G is compact. In a basis which is com-
patible with the factorization so(4) = so(3) × so(3), the metric is diagonal. An orthonormal
basis for so(4) is given by the 6 matrices:
{

0 0 0 − 1
2
0 0 − 1
2
0
0 1
2
0 0
1
2
0 0 0
 ,

0 0 1
2
0
0 0 0 − 1
2
− 1
2
0 0 0
0 1
2
0 0
 ,

0 − 1
2
0 0
1
2
0 0 0
0 0 0 − 1
2
0 0 1
2
0


0 0 0 1
2
0 0 − 1
2
0
0 1
2
0 0
− 1
2
0 0 0
 ,

0 0 1
2
0
0 0 0 1
2
− 1
2
0 0 0
0 − 1
2
0 0
 ,

0 − 1
2
0 0
1
2
0 0 0
0 0 0 1
2
0 0 − 1
2
0
} .
4.13. The manifold M = SU(3) is a simple Lie group and produces an 8-dimensional Rie-
mannian manifold. A basis in the Lie algebra is given by the Gell-Mann matrices. In order
to get the metric and so to compute the curvature, we need the adjoint representation. The
formula for the sectional curvatures for a left-invariant metric are given in [30] (Lemma 1.1) in
terms of the structure constants αijk of M . In the concrete basis of Gell-Mann matrices
{
 0 1 01 0 0
0 0 0
 ,
 0 −i 0i 0 0
0 0 0
 ,
 1 0 00 −1 0
0 0 0
 ,
 0 0 10 0 0
1 0 0
 ,
 0 0 −i0 0 0
i 0 0
 ,
 0 0 00 0 1
0 1 0
 ,
 0 0 00 0 −i
0 i 0
 ,

1√
3
0 0
0 1√
3
0
0 0 − 2√
3
}
the structure constants αijk are and either ±1,±1/2, 0,±
√
3/2. With Milnor’s formula
Kij =
∑
k
1
2
αijk(−αijk + αjki + αk12)− 1
4
(αijk − αjki + αkij)(α12k + α2k1 − αk12)− αk11αk22 .
The sectional curvatures are the entries Kij of
K =

0 1
4
1
4
1
16
1
16
1
16
1
16
0
1
4
0 1
4
1
16
1
16
1
16
1
16
0
1
4
1
4
0 1
16
1
16
1
16
1
16
0
1
16
1
16
1
16
0 1
4
1
16
1
16
3
16
1
16
1
16
1
16
1
4
0 1
16
1
16
3
16
1
16
1
16
1
16
1
16
1
16
0 1
4
3
16
1
16
1
16
1
16
1
16
1
16
1
4
0 3
16
0 0 0 3
16
3
16
3
16
3
16
0

.
Already K12K34K56K78 = 3/16384 is non-zero. But the Euler characteristic is 0. By McDon-
ald’s formula, we have V (SU(3)) = 20736∗Sqrt[3]∗Pi5. We measure the sum over all curvature
quadruples to be 351/64.
4.14. The Klembeck example [24] is a simplification of the Geroch example. Look at a
patch of a 6-manifold with metric

1− 3z2 −2uz 0 0 0 2vy
−2uz 1− 3u2 2ux 0 0 0
0 2ux 1− 3v2 −2vw 0 0
0 0 −2vw 1− 3w2 2wz 0
0 0 0 2wz 1− 3x2 −2xy
2vy 0 0 0 −2xy 1− 3y2
.
A direct computation gives at (x, y, z, u, v, w) = (0, 0, 0, 0, 0, 0) the sectional curvatures K =
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0 0 3 0 3 0
0 0 0 3 0 3
3 0 0 0 3 0
0 3 0 0 0 3
3 0 3 0 0 0
0 3 0 3 0 0
. Obviously, the curvature K is non-negative here. The Gauss-Bonnet-
Chern integrand is KGBC = −9216/(6!)2 < 0. It is now possible to change the metric a bit to
make it positive at 0 while still keeping KGBC negative.
5. Poincare´-Hopf
5.1. Let M be a 2d-dimensional Riemannian polytop. That means that M is a 2d-
dimensional compact Riemannian manifold with piecewise smooth boundary δM . We will
later use a triangulation to decompose a general smooth compact Riemannian manifold into
small contractible Riemannian polytopes having the shape of simplices, but for much of what
we doing here, no contractibility of M is necessary; the manifold M is just a Riemannian
manifold with piecewise smooth boundary.
5.2. By the Nash’s embedding theorem [28], we can assume that M is isometrically embedded
in a larger dimensional Euclidean space E and that each part of the boundary δM is given as
an intersection of regular level surfaces {gk = c}. Smooth Riemannian manifolds can always be
triangulated (this only becomes difficult in the topological category) so that M can be seen as
a geometric realization of a finite abstract simplicial complex of dimension 2d which is pure
in the sense that all maximal simplices have dimension 2d. Without much loss of generality,
we can restrict our discussion at first to the case when M is a simplex. We will then later glue
together such local cells.
5.3. So, in order to fix the ideas, we assume that the Riemannian polytop M is a smooth
image r(∆) of a (2d)-simplex ∆ = {x ∈ R2d+1, xi ≥ 0, for all i = 0, . . . , 2d and {
∑2d
i=0 xi = 1},
where r : R2d+1 → E is smooth. This produces a parametrization of M by ∆.
5.4. Alternatively, it can be useful to look at the case, where M is a smooth image r(Q) of a
standard 2d-cuboid Q = {x ∈ R2d, 0 ≤ xi ≤ 1} in R2d. A triangulation can be obtained from
such a cuboid by triangulating Q into simplices, for example by a Freudenthal triangulation
[11]. We especially have so explicit triangulations of R2d which are by Cartan-Hadamard the
universal covers of negatively curved manifolds or non-positively curved manifolds.
5.5. In the case of a triangulation, the simplicial complex structure of ∆ goes over to M so
that to every point x, one can associate a dimension of the point. It is the largest dimension
k such that x is in the interior of the image of the k-dimensional sub simplex = k-face
∆k ⊂ ∆ under the smooth map r. Having a well defined notion of dimension for points
will be useful when defining what we mean with a Morse function on such a manifold with
boundary.
5.6. A function f : M → R is defined to be smooth if its restriction to the interior of each
k-dimensional piece r(∆k) is smooth. If M is isometrically embedded in an ambient Euclidean
space, a smooth function f : E → R induces a smooth function f : M → R by restricting the
domain from E to M . A point in M is a critical point of f , if either it is in the interior of M
and ∇f(x) = 0 or if it is a Lagrange critical point at the boundary.
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5.7. If x is in the interior of a k-dimensional part of the boundary that is given by the
intersection of 2d−k functions g1, . . . , g2d−k which each have no critical points, then a Lagrange
critical point means that ∇f is a linear combination of gradients of g1, . . . , g2d−k. These are
the Lagrange equations.
5.8. The situation of critical points for general smooth functions of a Riemannian polytop
M can be quite complicated in general. As investigated by mathematicians like Whitney or
Thom, this leads to subjects like singularity theory or catastrophe theory. The Morse
set-up tames such difficulties. Assuming f to be Morse assures for example that critical points
are isolated, non-degenerate and so stable under perturbations. Morse theory is a fantastic
set-up because it achieves accessibility similarly than complex analytic frame-works without
the severe constraints, which the complex analytic category produces.
5.9. Much of the complexity is reduced by assuming a Morse condition. This has to be
defined carefully if one deals with manifolds with boundary. So, to express this more precisely,
we assume that if x is a critical point in Mk, then it is a Morse critical point in the interior
a k-dimensional part Mk of M , then f restricted to the interior of Mk is Morse in the classical
sense. Let us rephrase this:
5.10. A function f : M → R is called a Morse function on a Riemannian polyhedron M
if for all critical points in the interior M2d of M , the standard Morse condition is satisfied,
meaning that the Hessian d2f(x) has full rank at such a critical point. Additionally, we want
to have Morse conditions in the smaller dimensional parts. The definition continues in the next
paragraph.
5.11. If the critical point x is in the interior of a k-dimensional part Mk of the boundary, we
assume that all Lagrange multipliers λj(x), j = 1, . . . , 2d − k are non-zero and f restricted to
the interior of Mk is Morse. A critical point x then satisfies
∇f(x) =
2d−k∑
j=1
λj(x)∇gj(x) ,
where Mk is contained in {g1(x) = · · · = g2d−k(x) = 0}. The Morse condition for a critical
point x in Mk assumes that x not already a critical point in any of the parts Ml with l > k.
5.12. The Poincare´-Hopf index of a Morse function f at a critical point x in a Riemannian
polyhedron M is defined as if (x) = 1−χ(Sf (x)), where Sf (x) is the part of a sufficiently small
geodesic sphere Sr(x) around x, where f is smaller or equal than f(x). Formally,
if (x) = χ(Sf (x)) = χ({y ∈ Sr,M(x) | f(y) ≤ f(x)}) ,
where Sr,M(x) = {y ∈ M | d(x, y) = r } is a geodesic sphere near x, the set of points in M of
distance r to x, measured in terms of the Riemannian metric given on M .
5.13. In the above definition, we implicitly assume that r > 0 is chosen sufficiently small at a
point and usually not mention the radius r. If M is a compact Riemannian polyhedron and x
is a point in M , then there is a threshold r0 = r0(x) such that all Sr,M(x) are homeomorphic
for 0 < r < r0(x). We can not chose a lower bound r0 uniformly in M as a point can be close to
the boundary, where r0 has to be smaller than the distance to the boundary. (We can however
get a fixed r0 for every Morse function f .) More generally, if we have a k-dimensional point
x ∈Mk, then r0 depends on the geodesic distance to the next (k − 1)-dimensional point.
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5.14. In the interior of M , every critical point x of a Morse function f either has index +1
or −1. At the boundary, it is possible that the index of a critical point is zero. This already
happens in very simple situations like if M = {x2 + y2 ≤ 1} is a solid disc in E = R2 and f is
a linear function like f(x) = y. Only minima of f at the boundary lead to critical points and
no critical points exist in the interior. In this particular example, there are two critical points
(0,−1) and (0, 1) and if (0,−1) = 1− χ(∅) = 1 while if (0, 1) = 1− 1 = 0. The total sum of all
indices is 1 = χ(M) if M is a simplex as it should be for Poincare´-Hopf.
5.15. As a side remark, in the case of a convex set M in R2 bound by a smooth simple
Jordan curve, the curvature obtained by averaging over all linear functions fa(x) = a · x is now
technically a distribution (a generalized function) and supported on the boundary of M and
K(x) = E[if (x)] is the usual normalized signed curvature K(x)/(2pi) which is for x = r(t)
with an arc-length parametrization given by |r′′(t)|. The Gauss-Bonnet theorem ∫
M
K dV = 1
is then called the Hopf Umlaufsatz. By the way, the boundary δM of the convex region,
then it is a one-dimensional manifold for which the total curvature is zero, the reason being
that if (x) = −i−f (x) then. This is compatible with χ(δM) = 0.
5.16. Here is a lemma which explains why it is useful already to assume the probability spaces
of Morse functions to be invariant under the involution f → −f . We actually will need even
isotropic, the rotational invariance of the probability spaces under maps f → Af with an
orthogonal transformation A on E.
Lemma 2. Assume x ∈ M is a critical point of a Morse function f and x has dimension k.
Either f or −f has an index which agrees with the index of f restricted to Mk.
Proof. Either the gradient ∇f(x) points outside M (in which case the index is zero) or then
inside in which case the index i(x) is 1− χ(S−f (x)) (in which case it can be zero or not). Now
Sr(x) ∩ {f ≤ 0} ∩M and Sr(x) ∩ {f ≤ 0{∩δM are homotopic and so have the same Euler
characteristic. 
5.17. The simplest example which shows why the symmetry is useful is to take the two 1-
dimensional simplices Mk. Now, given any Morse functions fk on Mk the index if (x) is 0 at
one end (where f is maximal) and 1 at the other end (where f is minimal). Assume now that
Ωk = {fk} have just one element so that the index is the curvature. Now glue the two segments
together so that the two ends with curvature 0 are glued. After gluing, there is a curvature −1
in the interior and curvature 1 at the boundary. The total curvature is 1+1−1 = 1 as it should
be but we have some glueing curvature in the intersection. Now, in the symmetric situation,
we have curvature 1/2 at each end. After gluing, we have again a larger 1-dimensional M with
boundary which has curvature 1/2 at the boundary and 0 curvature at the point, where the
gluing has taken place. The gluing measure now has disappeared.
5.18. Remark. The result could be generalized to more general Riemannian polyhedra,
manifolds which are piecewise smooth and have piecewise smooth Riemannian manifolds as
boundaries. For us here, we only need the result, where M is homeomorphic to a topological
ball and a geometric realization of a 2d-simplex ∆ inside a Euclidean space E.
5.19. Remark. The usual assumption for Poincare´-Hopf for manifolds with boundary
is that the vector field F = ∇f points outwards everywhere on the boundary. We do not make
this assumption here. It is the assumption that f is Morse that makes it easier. This appears
to be a fresh version of Poincare´-Hopf. Usually, the Poincare´-Hopf theorems for manifolds M
with boundary assume that the vector field is everywhere perpendicular to the boundary δM
and never zero on the boundary. Other versions of Poincare´-Hopf statements for manifolds
with boundary are [33].
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5.20. Our definition of index as an Euler characteristic of a stable sphere has the advantage
that it is the same than in the discrete and works for any network (finite simple graph
with Whitney complex) and any finite abstract simplicial complex G. Such a simplicial complex
G does not even have to be a triangulation of a manifold, it can be an arbitrary finite set of
non-empty sets closed under the operation of taking finite non-empty subsets.
Theorem 3 (Poincare´-Hopf). If f is a Morse function on a compact Riemannian polyhedron,
then the sum of the indices of f is the Euler characteristic of M .
Proof. A simple proof is obtained by making a triangulation of M and boundary which is
adapted to the function f . This means that the triangulation should also triangulate each
sphere or half-sphere Sr(x), whenever x is a critical point of f . We can then use the result for
finite abstract simplicial complexes. That argument is so simple, that it can be repeat it in
detail in the next paragraph. Since the Euler characteristic of the graph is the same than the
Euler characteristic of the manifold for which the graph is the 1-skeleton of a triangulation of,
and the indices are the same, we are done. 
5.21. In order not to keep this paper self-contained (we could refer to [25] although), let us
state the result for a finite abstract simplicial complex G, which is a finite set of non-
empty subsets of a finite set V closed under the operation of taking non-empty subsets. The
Euler characteristic of G is
∑
x∈G ω(x), where ω(x) = (−1)dim(x) = (−1)|x|−1, where |x| is the
cardinality of x. For any map F : G → V satisfying F (x) ∈ x, the index iF (x) = χ(F−1v)
satisfies
∑
x iF (x) = χ(G) because the energy ω(x) can be transported along F to V . Now,
if G is the set of complete subgraphs of a graph (V,E) and f : V → R is a function which is
locally injective in the sense that f(x) 6= f(y) if x and y are connected, then it defines F (x) as
the vertex in the simplex x, where f is minimal. The corresponding index is the Poincare´-Hopf
index if (x) = 1−χ(S−f (x))), where S−f (x) is the graph generated by the subset of all y directly
attached to x and where f(y) < f(x). The formula χ(G) =
∑
v∈V if (v) is the Poincare´-Hopf
relation. Now if M is a Riemannian polyhedron and f : M → R is a Morse function we have
only finitely many critical points. Chose now a small radius r > 0 and triangulate M such that
every sphere Sr(x) is triangulated in such a way that f is locally injective, if x is a critical point.
This now assures that the simplicial complex G of the triangulation has the Euler characteristic
of M and that the index if,M(x) of every critical point is the index if,G(x). Now, the Poincare´-
Hopf theorem for the Riemannian polyhedron M follows from the Poincare´-Hopf theorem for
simplicial complexes G.
5.22. Example: If M = r([a, b]) ⊂ E is a smooth immersed curve with boundary {r(a), r(b)}
and Ω is the set of linear functions on E, then for almost all f ∈ Ω, the induced function is
Morse meaning that at all places where t → f( ~r(t)) has zero derivative, the second derivative
is non-zero. Additionally, we want that there are no critical points at the boundary. Now, the
total index in the interior of M is zero, the reason being that f and −f have different indices.
The index expectation at the end points is 1/2 as for half of the functions an end point is a
minimum having index 1.
5.23. Example: Let M = r([0, 2pi]× [0, φ]) with r(θ, φ) = [cos(θ) sin(φ), sin(θ) sin(φ), cos(φ)].
The curvature induced on the interior of M is 1. The total curvature of the interior is the area
A/(2pi) = (2pi(1 − cos(φ)))/(2pi) = 1 − cos(φ). The total curvature of the boundary is cos(φ).
For φ = 0, then all the curvature is on the boundary.
5.24. Example: If M is the 2d-ellipsoid realized as
∑2d+1
i=1 x
2
i /a
2
i in R2d+1 and f(x) = x2d+1
then there are two critical points, the maximum A = (0, 0, . . . , a2d+1) and the minimum B =
(0, 0, . . . ,−a2d+1). The stable sphere Sr(A) is a (2d − 1) dimensional ellipsoid with Euler
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characteristic 0 so that if (A) = 1 − χ(Sr(A)) = 1. The stable sphere Sr(B) is empty with
Euler characteristic 0 so that also if (B) = 1. Poincare´-Hopf shows that χ(M) = 1 + 1 = 2.
This Morse function f is given as f(x) = x · u with u = (0, 0, . . . , 1). It generalizes to any
f(x) = x · u, where ∑2d+1i=1 u2i = 1. In each case, the strict convexity of M assures that there
are only positive index critical points.
5.25. Example: The 2d-torus M can be equipped with a metric by embedded in R3d us-
ing a parametrization r(s1, t1, . . . , sd, td) = [(2 + cos(s1)) cos(t1), (2 + cos(s1)) sin(t1), . . . , (2 +
cos(sd)) cos(td), (2 + cos(sd)) sin(td) ]. The manifold M is obviously the product of d two-
dimensional tori Mk. Unlike in the previous example, not all functions f(x) = x · u are
Morse. The function f(x) = x3d for example is not, because the Hessian at a critical point
has a (2d − d)-dimensional kernel. But the function f(x) = ∑dk=1 x3k is Morse. There are
now 4d critical points of the form v = (v1, . . . , vd) with vk ∈ R3 being critical points of
fk(x) = x3k. The index is if (v) =
∏d
k=1 ifk(vk). If ak, bk, ck, dk are the critical points of
fk, then χ(Mk) = ifk(ak) + ifk(bk) + ifk(ck) + ifk(dk) = 0.
Figure 1. A sphere is orthotope as a union of two orthotope Riemannian
manifolds with boundary (balls). In this example, on each ball Mj, a function
is given with three critical points where two are on the boundary δMj circle.
The indices of the interior indices are 1, the indices on the boundary are 1 and
−1. The sum of all indices in each half sphere is 1, the Euler characteristic of
Mj. Once glued, the boundary curvatures can be removed together with the
boundary manifold. When doing gluing along smooth hypersurfaces, we only
need the probability spaces to be invariant under the f → −f symmetry and not
the full isotropy assumption.
6. Probability spaces
6.1. Let M be a Riemannian polyhedron embedded in an ambient linear Euclidean space E
and let Ω denote the set of all Morse functions on M in the sense defined in the last section. By
Sard’s theorem, this space is rather large. For example, in the set of linear functions fa given
a point a in the unit sphere S of E defined by fa : E → R ,there is an early result of Morse:
Lemma 3. Let M be a Riemannian polyhedron, a Riemannian manifold with boundary. For
almost all a ∈ S, the function fa restricted to M is Morse in the sense defined in the last
section.
Proof. For almost all a, the critical points of fa in the interior of M are Morse: the gradient
g = dfa = a defines a smooth map g : M → E. Almost all values a ∈ E are regular values
for g by the Sard theorem. For a regular value, dg(x) = H(x) has maximal rank. In our
case, where M has boundary parts, we also want to assure additionally that f induces Morse
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functions in the interior of each boundary part Mk of M . There are finitely many simplices
and as the intersection of finitely many set of full measure have full measure: let Hk denote
the Hessian of f on Mk. Since each Ωk = {f ∈ Ω | ∇f(x) = 0, det(Hk(f)(x)) = 0} has zero
measure also the union has zero measure. 
6.2. Let M = r(T ) be triangular surface in E = R3, where T is a triangle in R2. The set Ω is
now a circle. All except the three points ai for which ai is perpendicular to one of the sides are
Morse. Each function f has just one critical point, the vertex where f is minimal and where
Sf (x) is empty.
6.3. Let M be a simply connected region in the plane with smooth boundary. The gradient
of f restricted to the interior is never zero so that the curvature in the interior is zero and
only Lagrange critical points contribute. The curvature is α′(t)/(2pi), if r(t) = eiα(t)r(t) is the
description of a parametrization with constant speed. Hopf’s Umlaufsatz assures that the total
curvature is 1, which is the Euler characteristic of M . When looking at the boundary, then
every function f has at least two critical points, the maximum (with index −1) and minimum
with index 1. A function is Morse if the critical point on the boundary.
6.4. If the 2d-manifold M admits a global frame bundle and Ω is a probability space of Morse
functions, we look at the product probability space Ωd = Ω× · · · × Ω and define there for
any points y1, . . . , yd ∈M
f(x1, x2, · · · , x2d−1, x2d) = f1(x1, x2, y13, . . . y1d) + f2(y21, y22, x3, x4, . . . , y2d)(1)
+ fd(yd1, yd2, . . . , x2d−1, x2d) .(2)
The coordinates at the point x are given by the global section of the frame bundle given in
M . We can assume the coordinates to be normal obtained by using the exponential map of a
small disc in Tx(M) to get the grid lines. We can look at the function f as a random variable
on Ω ×M)d, where each yk ∈ M is an additional parameter to keep the individual parts
independent. Each of the summands is now a function of two variables only. Let us remark
that construction (2) produces from convex functions fi a new convex function f . For smooth
functions one can see that from the fact that the Hessian matrix d2f is positive semi-definite if
each of the Hessians d2fk is positive semi-definite [34].
6.5. The indices of f relate to indices restricted to 2-dimensional planes which allows us to
extract sectional curvature.
Lemma 4. If x is a critical point of f , then each (x2k, x2k+1) is a critical point of fk and
if (x) = if1(x1, x2) · · · ifd(x2d−1, x2d).
Proof. The gradient of f is zero means that the gradients of each of the summands is zero. The
index is independent of the coordinate system. As we have essentially a product situation, the
indices multiply: the number of negative eigenvalues of the Hessian add when taking a direct
product. 
7. Gauss-Bonnet
7.1. Given a Riemannian polytop M embedded in E, that is a compact Riemannian 2d-
manifold M with boundary embedded in an Euclidean space E, we look at a space Ω of smooth
functions on E which induce Morse functions on M . Assume also that a probability measure
µ on Ω is given.
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7.2. In our case, a natural probability measure is the normalized volume measure on the unit
sphere S of E, where for each a ∈ S, the function is given by fa(x) = a · x. The set of
Morse functions in Ω has then full measure. Let A denote the Borel σ-algebra on Ω and dV
the volume measure on M normalized to be a probability measure and so a probability space
(Ω,A, µ). Poincare´-Hopf assures that for f ∈ Ω that ∫
M
if (x)dV = χ(M), where if (x) is the
index measure supported on finitely many points and χ(M) the Euler characteristic.
7.3. A probability measure µ on Ω defines an index expectation curvature K(x) =∫
Ω
if (x)dµ which depending on the measure µ can also be a generalized function, actually
a measure. On a Riemannian polytop M with boundary δM , we have the following prototype
result.
Theorem 4 (Gauss-Bonnet). χ(M) =
∫
M
K(x)dV . We can split K = k + κ into curvature k
in the interior and curvature dκ on the boundary δM .
Proof. Fubini’s theorem gives Gauss-Bonnet
∫
M
K(x)dV = χ(M). The splitting into interior
and boundary curvature is just notation. For isotropic measures µ, the measure k in the interior
of M is absolutely continuous. 
7.4. Both k and κ depend on the probability space (Ω,A, µ). This is very general. For this
result, the manifold can also be a disjoint union of manifolds Mj with boundary which can
have different dimensions. As we will see on each of these manifolds Mj, a different probability
space can be taken. We can therefore also write
χ(M) =
2d∑
j=0
∫
Mj
Kj(x)dVj(x) ,
where Kj(x) is the curvature on the k-dimensional part Mj of M and dVj the volume measure
on that open Riemannian j-dimensional manifold Mj. What we will have to establish is that
after gluing the interior curvature can be discarded.
7.5. Remark 1): The manifold M could be replaced with a geometric realization of a finite
abstract simplicial complex, where each k-simplex is equipped with a Riemannian metric coming
from a neighborhood of the complex in an embedding in Rk. The complex G does not have to
be pure. The result even extends to chains, which are finite linear combinations c =
∑
i ciσi,
where σi are simplices and ci are real numbers. Curvature is then just defined as K =
∑
i ciKi,
where Ki are curvatures on σi. The Euler characteristic of a chain is
∑
i ciχ(σi) =
∑
i ci as
χ(σi) = 1.
7.6. Remark 2): The valuation property χ(A ∪ B) = χ(A) + χ(B) − χ(A ∩ B) of Euler
characteristic could also be extended to more general sets like M \ G, where G is a geometric
realization of a finite abstract simplicial complex embedded in the interior of M . There would
be a Gauss-Bonnet theorem for such sets.
7.7. As in general, for independent random variables, we have
Lemma 5. The index expectation curvature of (Ω×M)d is the product of the index expectation
curvatures: K = K1 · · ·Kd, where each of the Kj, j = 1, . . . , d is a sectional curvature.
Proof. Independent random variables X, Y are decorrelation, which is equivalent to E[XY ] =
E[X]E[Y ]. 
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8. Orthotope Riemannian manifolds
8.1. When looking at Morse theory at the boundary of a polyhedron, we will need to under-
stand what happens if several polyhedra Mj are joined together. The gluing problem is to
understand the curvature at such a point, if several polyhedra Mj equipped with different prob-
ability spaces Ωj leading to different curvatures on Mj are glued together. We are especially
interested in the gluing curvature at points which after gluing are in the interior of
⋃
jMj.
8.2. It turns out that we do not even have to worry about any compatibility of the various
probability spaces Ωj if some orthogonality conditions are satisfied: the interior gluing curva-
ture will disappear. The only assumption we make and which simplifies the story is that the
probability spaces Ωj are invariant under the involution f → −f . Terminology from convex
analysis [34] is helpful here when introducing the new notion called “orthotope”.
8.3. Orthotope polytopes generalize hyper rectangles in Euclidean space. The condition
is that for two vectors appearing in the 1-skeleton of M are either parallel or perpendicular.
An orthotope Riemannian polytop M is a Riemannian polytop for which orthogonality
conditions satisfied at the boundary. We express this now in a way which we will actually use.
Given a point x at the boundary of M , we can look at the Fenchel cone C defined in TxM
which consists of the linear span of all the vectors in TxM which point into M . The dual
Fenchel cone Cˆ of C is defined as the set {w ∈ TxM, v · w ≥ 0 for all v ∈ C}. An orthotope
Riemannian polytop has the property that at every boundary point one has C(x) = Cˆ(x).
8.4. Now, let us call a Riemannian manifold M to be an orthotope Riemannian manifold
if it can be partitioned into arbitrarily small orthotope Riemannian polyhedra.
Figure 2. In any dimension, spheres and tori are orthotope Riemannian manifolds.
8.5. For example, the 2-sphere S2 can be partitioned into 8 Riemannian orthotopes which
are all triangles with 90 degree angles. This generalizes to arbitrary spheres Sm by induction.
Cut the sphere M into two balls intersecting in a d− 1 dimensional sphere N . Now build the
orthogonal grid in N which can also be seen as a graph. Build a suspension of this and make
sure that the new connections are perpendicular at each node. In general, we can say that if
M is an orthotope Riemannian 2d-manifold, then the suspension of M is orthotop.
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8.6. Why do we need the duality condition? If x is a critical point of a Morse function f in the
interior of the (2d− 1)-dimensional part Mk of the boundary of a Riemannian polyhedron M ,
then ∇f(x) is perpendicular to the boundary M . The set Sr(x)∩M is a half sphere which is a
topological ball. So, if ∇f points outwards, then Sfr (x) = Sr(x)∩{y, f(y) ≤ f(x)} is still a half
ball and the point has index if (x) = 1− χ(Sfr (x)) = 0. We see that in the case when a critical
point is (2d−1)-dimensional, then we need the gradient to point into the dual Fenchel cone
defined at the point in order to have an index which has a chance to be non-zero.
8.7. What happens if we have a narrow Fenchel cone C is that the dual Fenchel cone Cˆ is large.
In the limiting case if the Fenchel cone is a half line, the dual Fenchel cone is a hyperplane.
On the other hand, for a wide Fenchel cone C, the dual Fenchel cone Cˆ is narrow. Again, in a
limiting case, if the C is a half space, then Cˆ a half line. What happens at a point x, where
several orthotope Mj meet is that a function f can only have a non-zero index in one of the Mj.
In general, there can be over-counting and since the curvature is positive at the boundary of
small Riemannian polyhedra Mj (it is the same curvature we have for KGBC when considered
on polytopes), there can only be over-counting of curvature and not under-counting. This leads
to the inequality γ(M) ≥ χ(M).
8.8. Example: For a polyhedral convex set M , an intersection of finitely many closed half
spaces in R2d, then if x ∈M , for sufficiently small r, the set Br(x) ∩M is either a ball or then
the intersection of a ball with a convex cone, (a closed subset which when x is translated
to the origin is closed under addition and scalar multiplication). One reason why it is nice to
take Morse functions f on E which are affine is that they are convex functions in the sense
that the epigraph {(x, c) ∈ E × R, x ∈ E, c ≥ f(x)} is a convex set. It turns out that given
convex functions f1(x, y), f2(x, y) also newly built functions like f(x, y) = f1(x, v) + f2(u, y)
parametrized by u, v are convex functions. The new probability space of functions we are going
to construct consist of such functions.
8.9. Let us look at the case when M is a polyhedron in E = R2 and f : R2 → R is a linear
function f(x) = a · x with a vector |a| = 1. For almost all a, such a function fa is Morse and
the critical points are on vertices of the polyhedron.
1 0
0
0
0
0 1
0
0
0
0 1
-1
1
0
Figure 3. Three cases of a linear Morse function fa on a polyhedron M .
The index if (x) = 1 − χ(Sf (x)) can only be non-zero if ∇f points into the
dual cone of Br(x) ∩M . Poincare´-Hopf assures
∑
x if (x) = 1 = χ(M). When
averaging over all a, we get the Hopf-Umlaufsatz with curvature supported on
finitely many points. In this case, there is one point with negative curvature.
The isotropy condition of probability spaces we will impose implies that the
curvature at a vertex will be a solid angle curvature, the same which appears for
Gauss-Bonnet-Chern. This is the reason why our new curvature K survives the
Allendoerfer-Weil gluing in the same way than KGBC .
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9. Gluing orthotope polyhedra
9.1. Assume, the 2d-manifold M is Nash embedded in an ambient Euclidean space E. Assume
that M is divided into two parts M± and that we have two different probability spaces Ω+ and
Ω− of Morse functions M±. We assume that the probability spaces are invariant under rotations
f → f(A) for A ∈ SO(E) so that f → A(f) are measure preserving involutions both on Ω+
and Ω−. We call this a homogeneity condition. Let M0 be the intersection M+ with M−.
Applying the Gauss-Bonnet result on both sides gives curvatures K± in the interior of M±, as
well as boundary curvatures κ± restricted to M0. Any convex combination p1κ+ + p2κ− with
p1 + p2 = 1 produces now a curvature κ
0 on M0 which integrates up to χ(M
0). Any critical
point on M0 comes from a critical point of one of the two sides. Every function on M+ and
M− produces a Morse function on M0. Index expectation there gives χ(M0).
9.2. The valuation property of Euler characteristic means χ(M) = χ(M1) + χ(M2)− χ(M0).
It follows that we can forget the measures κ+, κ− as well as the interior of M0 when gluing
two manifolds M+ and M− together. This is the simplest case where we glue along a 2d − 1
dimensional simplicial complex. If we glue such that a zero dimensional part of M gets berried
inside M , then we have to make sure that the sum of the probabilities adds up to 1 there so
that this gluing measure can be removed.
9.3. If the gradient of a Morse function f at a boundary point x of dimension (2d−1) of a 2d-
dimensional Riemannian polyhedron M points outwards, then if (x) = 0. Proof: Technically,
this follows from the fact that the dual cone of the part on one side of the hyperplane Σ agrees
with the cone itself. We use the fact that for every boundary point x of the polyhedron M , the
sub-manifold Sr(x) is a topological ball. No, if ∇f points outwards, then S−f (x) = Sr(x) and
because χ(Sr(x)) = 1, we have if (x) = 1− χ(Sr(x)) = 1− 1 = 0.
1
2
1
2
1
2
1
2
M2M1
Ω2 = {g, -g}Ω1 = {f, -f}
1
2
1
2
1
2
1
2
-
1
2
-
1
2
M2M1
Ω2 = {g, -g}Ω1 = {f, -f}
Figure 4. Gluing orthotope manifolds. We see an example where (M1,Ω1 =
{f,−f}) and (M2,Ω2 = {g,−g}) have no curvature on the intersection M1 ∩M2
but where the induced probability space Ω0 on the glued orthotope (M0,Ω0) =
(M1 ∩M2, {f,−f, g,−g}) has curvature. The negative of this curvature is what
is present on M0 ⊂ M . The total curvature of M is still 1 = χ(M). It is impor-
tant to have orthotope conditions. It is also important to have a homogeneity
condition in general.
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9.4. So, the only critical points which matter are the critical points x, where ∇f(x) points
into the polyhedron. This is where the orthotope condition comes in. Note that this only
holds in full generality if the point x is in the interior of a (2d− 1)-dimensional boundary face
of the Riemannian polyhedron M . For smaller-dimensional points, the dual cone is in general
different from the cone and it is there, were the orthotope condition is needed. For a triangle M
for example (a smooth image r(∆2) of a 2-simplex), the dual cone of a vertex (a 0-dimensional
point in the Riemannian polyhedron M), the dual cone of x only agrees with the cone if the
angle at x is equal to pi/2, meaning that the triangle is orthotope. An example is a 90−90−90
triangle on the sphere.
9.5. If a Riemannian polyhedron M is a union of two polyhedra Mk with smooth (2d − 1)-
dimensional boundary and each is equipped with a Morse functions fk,−fk, then one of them
fk induces a Morse function on M0 with total index sum χ(M0). The probability space Ω =
{f1,−f1, f2,−f2} equipped with any measure already produces a probability space of Morse
functions on M0. The index expectation is χ(M0). Removing all these critical points reduces
the Euler characteristic to χ(M) = χ(M1) + χ(M2) − χ(M0). This gluing process allows to
decouple the probability space on one part of the manifold from an other part. But this has
only worked if we glue along one simplex. When building up M , we have also to glue in pieces
which close up some interior point.
Proposition 1 (Gluing proposition). Assume M is manifold which is the union of two ortho-
tope manifolds Mj and assume that M0 = M1 ∩M2 is orthotop. If (Ωi,Ai, µi) are any homo-
geneous probability spaces of Morse functions on Mj, then γ(M) = γ(M1) + γ(M2)− χ(M0).
Proof. For each critical point of fj, exactly one of the Morse functions fj or −fj on Mj con-
tributes to a critical point in M0. Due to the orthotope condition, there is no overlap of
probability spaces and the two spaces induce a probability space (Ω0,A0, µ0) in the intersec-
tion. 
9.6. This immediately implies the equality γ(M) = χ(M) for orthotope manifolds. An open
question is whether γ(M) = χ(M) implies that M is orthotope. It is most likely the case. Lets
turn to the inequality now. The reason for the inequality is that we can change the metric of M
without changing both γ(M) and χ(M) and have the curvature arbitrarily close to the vertices
of a triangulation. Now, if the triangulation comes from an orthotope one, the curvatures on
the vertices of not yet joined simplices add up to 1 and can be discarded, if the vertex is in the
interior. In general, if the orthotope condition is not satisfied, we can have over-counting of the
curvatures as dual cones can overlap.
Figure 5. For a polygon, the curvature K(x) a vertex is the angle of the dual
Fenchel cone at the point x. The sum of the curvatures is 2pi. For a triangle with
angles α, β, γ adding up to α+β+γ = pi, this is α′ = pi−α, β′ = pi−β, γ′ = pi−γ.
Gauss-Bonnet assures α′ + β′ + γ′ = 3pi − pi = 2pi.
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Proposition 2 (Inequality). In general, γ(M) ≥ χ(M).
Proof. We use induction with respect to the number of minimal number of cells into which one
can decompose M as a CW -complex. Chop M into two parts M1,M2 such that M1 ∩M2 is
orthotope. (This is possible because every compact differentiable manifold M is a classical CW
complex. It can be accomplished for example with a Morse handle decomposition.) We have
now
γ(M) ≥ γ(M1) + γ(M2)− χ(M0) .
By induction, we have γ(Mi) ≥ χ(Mi) and γ(M0) = χ(M0). Because of the valuation property,
we also have
χ(M1) + χ(M2)− χ(M0) = χ(M) .
Together we have, using induction
γ(M) ≥ γ(M1) + γ(M2)− χ(M0) ≥ χ(M1) + χ(M2)− χ(M0) = χ(M); .

9.7. A different proof can be done by using the local metric independence shown next: we
can move the curvature away from the 2d − 1 skeleton complex in which the vertex set V is
taken away. Curvature is then only located on 0 or 2d-dimensional parts of the union
⋃
Mj.
The curvature on the vertices is always non-negative if the partition is small enough. Now, if
the orthotope condition fails, then it can happen there is positive overlap curvature on V . This
contributes then to γ(M)− χ(M).
Proposition 3 (Local metric indepencence). Deforming the metric on M on an orthotope
Riemannian manifold does not change the value of γ(M).
Proof. This follows from Gauss-Bonnet applied to a cell (where γ(Mi) = χ(Mi)) and the fact
that a small ball Mi with smooth boundary in a Riemannian metric is orthotope. The space G
of Riemannian metrics on a compact differentiable manifold M is known to be a convex cone in
the space of symmetric covariant 2-tensors [17]. Therefore, invariance under local deformations
implies invariance in general. 
Figure 6. A situation where two orthotope manifolds M1,M2 are glued to-
gether. We can have different probability spaces on Mi. Poincare´-Hopf and
Gauss-Bonnet even works for odd-dimensional manifolds, in the later case, the
curvature is located on the boundary. Using the symmetry f → −f , the cur-
vature of a line segment is 1/2 on each end. When gluing them, the interior
curvature disappears and again just two end curvatures of value 1/2 remain.
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Figure 7. For a non-orthotope decomposition we can have probability spaces
on each part such that some positive curvature remains at the center. This is the
mechanism which can produce γ(M) > χ(M) because some “glue curvature” can
remain in the interior. In the orthotope partition case (displayed to the right),
no curvature ever remains in the interior, whatever the probability spaces Ωj of
Morse functions are on Mj.
10. Remarks and questions
10.1. The most obvious question is to inquire about the nature of δ(M) = γ(M)−χ(M). We
only know that δ is non-negative. Can there be 4-manifolds or 6-manifolds with δ(M) > 0.
Can we give upper bounds on δ(M)?
10.2. We hope that as a consequence of Cartan-Hadamard, the Hopf conjecture for negative
curvature manifolds is closer. As we have an orthothope cover we hope also that M is orthotope
if M has non-negative curvature. This would give γ(M) = χ(M) and χ(M)(−1)d > 0.
10.3. The closest analogy which comes in mind in geometry is to see γ having some affinity
with Dehn invariant for polyhedra in R3, where for example the sum
∑
k lkθk with length lk
and dihedral angle θk serves as a discrete analog of mean curvature. One can think that if M
is partitioned into polyhedra Mj, then γ(M)−χ(M) is some sum of Dehn quantity. It appears
that if δ(M) is not zero, then some orthogonal decompositions of M are not possible. It also
means that if δ(M) 6= δ(N), we can not cut up M into polyhedra Mj to reassemble them into
N without changing the boundary angles.
10.4. Hilbert’s third problem asked in 1900 whether two polyhedra of equal volume can be
cut into polyhedral pieces in such a way that one reassemble the second from the first. In
dimension 2, such a decomposition was possible, while in the three dimensional case it was
no more possible. A student of Hilbert, Max Dehn proved this first. A Riemannian manifold
analogue is the question whether it is possible to cut two Riemannian manifolds into bricks with
orthogonal boundary parts and produce diffeomorphisms between the bricks which preserve the
orthogonality condition at the boundary. It is conceivable to generalize γ to some type of group
invariant associated to any Riemannian manifold and prove that this group is preserved when
triangulating up a manifold. For now, we only have a number δ(M) ≥ 0 associated to M .
10.5. The functional γ is at first only defined in even dimensions. It can be extended to odd-
dimensional (2d + 1)-manifolds by using the same formula and summing just over all groups
of d perpendicular 2-planes which can be built in M . The constant could be adapted in the
odd dimensional case too. One suggestion is to take the constant so that the spheres S2d+1
have γ(M) = 2 which is larger than χ(M) = 0. In the case d = 3, the function is proportional
to scalar curvature because it averages all sectional curvatures at a point. Unclear is what is
the smallest dimension for which non-orthotope manifolds exist. All 2-manifolds are orthotope,
3-manifolds allow a triangulation leading to a Heegard splitting along an orientable genus g-
surface. This suggests that any 3-manifold is orthotope but we do not know yet.
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10.6. Curvature was motivated by the Gauss-Bonnet theorem for Riemannian polyhedra
involving index expectation using product probability spaces produced in a particular frame t ∈
O(M) and constructing positive curvature K(x, t) on the orthonormal frame bundle O(M) of
M . It is the product of the sectional curvatures of d pairwise perpendicular 2-planes t1, t2, . . . , td
obtained from the orthonormal frame t = (t1, . . . , td) in the tangent space TxM . The curvature
K(x) is then an average of K(x, t) over all possible orthogonal coordinate systems t in TxM
using the Haar measure. The curvature K(x) differs in general from KGBC(x) which does
not have to be positive in the positive curvature case [20, 24]. The curvature KGGC(x) is
also an expectation of indices if (x) = it1,f · · · itd,f but where the same Morse function f is
used simultaneously for all d two-dimensional planes. That expectation is t-independent if
the probability space of the Morse functions f is rotational and translational invariant in an
ambient Euclidean space.
10.7. The classical Gauss-Bonnet-Chern curvature KGBC can be interpreted integral geomet-
rically if we see (−1)σRσi,σj ,σk,σl as the index expectation of functions f(eσi , eσj) restricted to
the plane spanned by eσk and eσl . Now, a function f in E can be written as f(x1, · · · , x2d)
which is a combination of functions only depending on i, xj. And a similar argument than the
lemma in the introduction shows that the integral expectation over all functions can be written
as an average over functions on coordinate planes.
10.8. The entry Rijkl of the curvature tensor is a conditional expectation of Morse functions
restricted to the ij slice, where the expectation is taken over Morse functions when integrated
over all except the k, l variables is done. Assume M is embedded in an ambient space E. In an
orthonormal coordinate system, Rijkl(x) is the index expectation of the probability space Ω of
linear functions fa of functions with in {xm = 0,m 6= i, j} on the surface exp(Σij) where Σij is
the plane in TxM spanned by ei, ej.
10.9. The classical Gauss-Bonnet-Chern theorem can be proven similarly to what we did here
following footsteps of earlier work by Fenchel and Allendoerfer or Allendoerfer-Weil [1] to the
generalized Gauss-Bonnet-Chern result using Riemannian polyhedra, where M is triangulated
into a simplicial complex with small simplices. Integral geometry in Allendoerfer-Weil uses
tube methods developed of Herman Weyl [36]. We are more flexible as we do not use neither
tensor calculus, nor tube methods.
10.10. In physics, coordinate independence is related to general covariance. As Hopf pointed
out, a major motivation for his interest in this topic was due to its relevance to physics. Hopf
had been 19 years old, when general relativity appeared in 1915. Index expectation is an
intuitive tensor-free approach to curvature. If curvature is given as index expectation, then
positive curvature means that more critical points with positive index appear in that area than
critical points with negative index. This brings index expectation curvature close to the concept
of “charge”. For Morse functions, charge is either 1 or −1.
10.11. The sectional Gauss-Bonnet result suggests to look more generally at k-point corre-
lation curvatures of a 2d-manifold. The 1-point correlation function 〈K1〉 =
∑
Kij(x)
running over all coordinate planes is the expectation of sectional curvature at a point. The
integral over M is known as the Hilbert action. The curvature K can be viewed as a d-point
correlation curvature 〈K1K2..., Kd〉. For d = 2, where we deal with 4-manifolds, the cur-
vature K is a 2-point correlation function
∑
K1K2, where the sum is over all all coordinate
frames. In some sense, we can see Gauss-Bonnet-Chern curvature KGBC(x) as an expectation
of the sum of pair-correlations of a fixed plane with various other planes. The curvature tensor
measures correlation between the different planes.
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