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Abstract
Lead halide perovskites are becoming promising in the field of photovoltaics
for their superior power conversion efficiency and simple synthesis. This
thesis explores the structure of a wide range of perovskites, including hybrid
organic-inorganic and inorganic perovskites using total neutron and X-ray
scattering.
Local structure analysis of neutron total scattering data indicates that
the Pb – I bonds in CsPbI3 are extremely anharmonic, and thus it follows
that all near-neighbour bond distributions are significantly asymmetric. The
asymmetric distribution of nearest-neighbour Pb – I distances with a long tail,
reflects an underlying anharmonic bond potential energy function which is
well-represented by the Morse potential. The effect of anharmonicity was
examined in the other two inorganic analogues CsPbCl3 and CsPbBr3 but with
X-rays instead of neutrons. Local structures of these two materials do not show
significant changes above the first phase transition temperature, but there
is apparent peak splitting and merging in the diffraction patterns. Similar
anharmonicity was observed by analysing the shape of the first Pb–X peak.
Rietveld refinement of the structure of the hybrid perovskite MAPbI3 in-
dicates the methylammonium cation remained disordered in both tetragonal
and cubic phases and ordered in the low-temperature orthorhombic phase, but
traditional crystallographic models are inadequate to describe the rotational
disorder of the cation. Orientational distribution analysis of large configura-
tions refined from total scattering data was applied to study the rotational
behaviour across temperatures. Moreover, the flexibility of the PbI6 framework
and the anharmonicity of the Pb – I is reduced compared to that of CsPbI3,
which we attribute to the larger size of the methylammonium cation in the
cavity. Additionally, the structural response of MAPbI3 under pressure was
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studied up to 1.8 GPa. The effect of pressure is comparable to the cooling
effect, because the phase boundary in the pressure-temperature diagram is
almost a straight line.
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Chapter 1
Introduction
1.1 Perovskites: new photovoltaic materials
1.1.1 Background
The fast growth of the human population and economy poses a significant
challenge on the capacity of current energy sources, especially if the trend
keeps increasing. By 2050, the whole planet will need additional around 15
terawatts of energy far more than current capacity [1]. Many efforts have
been made to search for renewable energy and escape the severe dependence
on fossil fuels. For example, hydro, wind and solar energy are popular
alternatives, due to the fact that they are clean and sustainable while the cost
remains low. Regardless of different locations on the planet, almost every
country has easy access to solar power. Therefore, this technology does have a
huge potential to convert light into electricity for household uses.
The first generation solar cells are crystalline silicon solar cells [2] with an
efficiency of over 26% [3]. They are still the mainstream of the photovoltaics
market, despite the fact of being expensive and fragile. The second-generation
solar cells are thin film solar cells, like cadmium telluride (CdTe) [4] and
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Figure 1.1: The aristotype cubic structure of perovskite material with the
general formula ABX3. The centre blue atom is the cation A, sitting in the
cage of the B-centred BX6 octahedra framework, where the B and X atoms are
coloured purple and yellow.
Cu(In, Ga)(Sn, Se)2 (CIGS). The certified power conversion efficiency (PCE) is
relatively high above 20% [5], which makes them promising as solar devices.
However, cadmium element is toxic when released, and the processing of
such thin film materials under vacuum environment leads to additional cost.
Dye sensitised solar cells (DSSC) [6] and perovskite solar cells (PSC) are so-
called third-generation solar cells. Compared with commercial silicon solar
cells, the development speed of PSCs has been extremely fast within the last
nine years since the first report in 2009 [7, 8]. Apart from the high efficiency,
there are many advantages related to PSCs, for example, low processing
costs, exceptional photovoltaic properties and abundant natural elements for
fabrication. However, PSCs also suffer the toxicity issue with the lead element
and the stability of PSC-based solar cells is not comparable to traditional
crystalline silicon solar cells. Nonetheless, the potential of PSCs in photovoltaic
applications is still enormous, thus it is meaningful to study perovskites from
12
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Figure 1.2: The hard sphere model for ideal cubic perovskite structure.
different physical and chemical aspects, to gain insights into the structure and
better establish the foundation of the better design and full commercialisation
of PSCs.
Perovskites refer to a family of materials with the general formula ABX3. In
1839, German mineralogist Gustav Rose first discovered the mineral, calcium
titanate (CaTiO3), and then his Russian colleague Alexander Kämmerer named
it perovskite [9]. After that, the term has been adopted for a series of com-
pounds with the same basic structure. The parent cubic perovskite structure is
formed by 8 corner-sharing BX6 octahedra with cation A sitting in the centre.
The anions, X are located at the vertices of the octahedron. The ’aristotype’ per-
ovskite structure ABX3 is shown in figure 1.1. Albeit the ’aristotype’ structure
is the ideal cubic perovskite structure, symmetry-breaking distortions might
occur, forming many different crystal structures [10]. The distortions from the
’aristotype’ structure include four mechanisms: octahedral tilting, octahedral
distortion, and A- and B-cation off-centering displacements. One of the most
significant features of perovskite structures is they are topologically very stable
and geometrically very unstable [11].
Goldschmidt proposed the idea of a ’tolerance factor’ to study whether the
ABX3 perovskite structure is stable in terms of the ionic packing [12]. This
model was later widely accepted as one way of explaining different perovskite
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structures of many compounds. The Goldschmidt tolerance factor, t:
t =
(rA + rX)√
2(rB + rX)
(1.1)
where rA, rB, rX are the ionic radii of the cation A, cation B and anion X
respectively. This equation is based on the hard-sphere model, as illustrated in
figure 1.2. As shown in the figure, a =
√
2(2(rB + rX)) = 2(rA + rX) holds. If we
rearrange the order and cancel out the term 2 on both sides, (rA + rX)/
√
2(rB +
rX) = 1, as shown in equation 1.1. Hence, we have the ideal cubic structure
when t = 1.
The value of t determines whether an ion is compatible with the presumed
crystal structure. If rA is too big or rB and rX are too small, then t > 1 and
A-cation can be too large to be accommodated that the material adopts a non-
perovskite structure. The cubic structure is preserved if 0.9 < t < 1 [13], but
it will be distorted if t < 0.9. For example, the orthorhombic structure could
be formed when the corner-sharing BX6 octahedra tilt to fill the space. The
orthorhombic structure has approximately the same a and c values as the cubic
structure, but with around
√
2b of the cubic structure. Attempts to predict
structure stability on hybrid perovskites with this method has proved to be
successful [14]. This model has been shown to hold true for solid solutions
but it is something of an empirical guide that does not take into account, for
instance, the shape of an organic A cation, and it does not even work well
in the case of all inorganic perovskites. For hybrid perovskites, an extended
tolerance factor has been proposed to account for the effective radii of the
molecules [15].
The perovskite structure described above is three-dimensional, lower-
dimensional perovskites have also aroused research interest due to more
structural flexibility and excellent stability [16]. For example, two-dimensional
perovskites are highly tuneable in terms of varying the thickness of the metal
14
Figure 1.3: Goldschmidt tolerance factor for inorganic and hybrid perovskite
structure. Cs atom as the A-site cation has a smaller radius, and the empir-
ical factor is smaller than 0.8, so the formed structure prefers orthorhombic
structure. On the other hand, the organic-inorganic perovskite CH(NH2)2PbI3
is stable in the hexagonal structure, where t > 1 has been roughly assessed.
By carefully tuning the tolerance factor, the desired perovskite structure can
be stabilised. Graph from [14].
halide layer [17].
1.1.2 Inorganic perovskites
In the archetypal structure ABX3 (figure 1.1), there is a wide range of pos-
sible A cations, including a single inorganic atom (for example, Cs+) or an
organic cation (for example, methylammonium CH3NH3+ or formamidinium
CH(NH2)2+). The former one is called inorganic perovskite and the latter
case is called hybrid perovskite. The choices for metal cation B and anion X
could be extensive, however, only lead halides for photovoltaic application are
discussed in this work.
The inorganic perovskite CsPbI3 has a band gap Eg = 1.73 eV suitable
for photovoltaic applications [18]. A band gap is defined as the distance
between the bottom of conduction band and the top of valence band. CsPbI3
has two stable phases, the well-known black perovskite phase and yellow
non-perovskite phase with only edge-sharing octahedra. This δ-to-α phase
transition has recently been exploited to create thermochromic photovoltaic
windows with excellent stability [19]. The long-standing problem has been
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how to achieve a stabilised black phase, and prevent it from transforming back
to the more stable orthorhombic phase [20].
Recently, the stabilisation of the black phase of inorganic CsPbI3 has been
achieved through quantum-dot film synthesis, and it remained stable under
ambient or even lower temperatures for several months. CsPbI3 has been
developed with an efficiency above 15%, after adding hydroiodic acid and
phenylethylammonium iodide during synthesis [21]. Further details will be
discussed in Chapter 3. In addition to solar cell applications, CsPbI3 absorbs
X-rays strongly and is a promising material for scintillators [22].
In addition to CsPbI3, there are other inorganic perovskites including
CsPbBr3 and CsSnI3. In terms of photovoltaic application, CsPbBr3-based
solar cells have exhibited high open circuit voltages [23].
1.1.3 Hybrid perovskites
In addition to the mentioned halide perovskites, there is also an enormous
research interest on molecular perovskites when A or/and X are replaced
by a molecular building unit [24, 25]. By far, the most extensively studied
hybrid perovskites are still methylammonium lead halides CH3NH3PbX3
(Eg = 1.7eV), where X is Cl-, I- or Br-. Three phases have been identified, a
low temperature orthorhombic phase, a room temperature tetragonal phase
and a high-temperature cubic phase [26]. Another promising material is
formamidinium lead iodide with a smaller band gap (Eg = 1.55eV), which
allows broader absorption in the solar spectrum.
A mismatch of current has been found between the forward and reverse
scan of the sweeping bias voltage, and the direction of this voltage seems
to be significant in photocurrent current-voltage measurement on perovskite
solar cells as well [27]. This discrepancy is the so-called current-voltage
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hysteresis problem. This implies the device current not only depends on
the present applied voltage but also on the past history of inputs. There are
two possible explanations for hysteresis in hybrid perovskites. One is the
motion of charged defects near interfaces [28], while the other comes from
the ferroelectric polarisation of the organic components [29]. However, this
has been challenged as no ferroelectricity is found experimentally for MAPbI3-
based solar cells at room temperature [30]. One of the experimental solutions
is to replace organic cations with inorganic components and test if current-
voltage hysteresis still exists [31]. The result is surprising, solar cells utilising
inorganic perovskite (e.g., CsPbI3) still exhibited hysteresis, even though there
is no polarisation in such materials.
Additionally, problems with long-term chemical stability and durability
remain to be solved [32]. For example, CH3NH3PbI3 (MAPbI3) decomposes
to CH3I, NH3 and PbI2 when the temperature exceeds 80 °C for 20 minutes
[33]. By contrast with MAPbI3, sthe decomposition temperature of FAPbI3
is higher [34], but with a less tendency to remain stable perovskite phases.
The cubic perovskite transforms back to δ-phase at room temperature even
in the inert gas atmosphere [35]. When it comes to size, the formamidinium
cation is slightly larger than the methylammonium cation, and the tolerance
factor should be higher in principle. We have to be careful here, as the size
of molecules inside the cage, is difficult to define accurately due to their
anisotropic shape [14]. Even more, these MA molecules undergo reorientation
motion at high-temperature phase [36].
Hybrid perovskite solar cells are still at the top in terms of sunlight-to-
electricity efficiency in the perovskites family. Indeed, such considerable
interest in perovskites as photovoltaics originated from a published work by
Miyasaka in 2009 [7]. Organic-inorganic lead halide perovskites, MAPbI3
and MAPbBr3 have been used as visible-light sensitisers in sandwich-like
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solar cells, shown in figure 1.4 and by then, the efficiency was only 3.8%.
However, it opened up many possibilities in the photovoltaics area to achieve
better-performance solar devices.
The superior electronic properties exhibited by hybrid perovskites have
attracted much interests. Low-carrier recombination rates [37–40], and long
carrier diffusion length [41] are desired in solar-cell design, as they allow
longer lifetimes and higher concentrations of charge carriers. Attempts have
been made through improving the morphology of perovskite films [42], and
optimising device architecture for performance [43] and the hybrid perovskite
compositions [44, 45]. For example, doping the MA cation with some caesium
has remarkably improved the device efficiency [46] .
Apart from experimental findings, theoretical analysis on perovskites sheds
light on crystal and electronic structures from another point of view. Octa-
hedral tilting in perovskites is universal, because of the nature of how these
octahedra connect by the vertex. This inherent network flexibility has been
shown to enable the formation of large polarons, and in turn, prolong the
charge-carrier lifetimes [47]. Other than octahedral tilting, A-site and B-site off-
center displacements and the orientational motions of the cation are believed
to be the origin of the dynamic fluctuations of hybrid perovskites [48]. For
example, NMR data have shown that MA ions reorient almost as freely rotating
molecules in the cubic phase on the picosecond timescale [49]. The A-site cation
undergoes orientational disorder at high temperatures, and the rotational dy-
namics has been shown to exhibit a similar trend to the electronic property
changes, e.g., dielectric permittivity [50]. Moreover, the coupling between the
low-frequency modes of the inorganic PbI6 framework and high-frequency
modes of the organic cation have been studied using Raman scattering and
first-principles calculations [51, 52]. These authors pointed out that, soft modes
(imaginary component) are present at zone boundaries for in both inorganic
18
Figure 1.4: The heterojunction architecture of planar perovskite solar cells. The
perovskite layer is used between the electron transport layer and hole transport
layer, serving as the light absorber. The graph is taken from [53].
and hybrid perovskites.
1.1.4 Application in photovoltaics
For solar cells, two primary factors are of vital importance: the conversion
efficiency and how the efficiency changes with time [54]. The latter is normally
correlated with the degradation rate, a quantification of power decline over
time [55]. Solar cells generally undergo degradation on exposure to moisture
and ultraviolet radiation. Because a higher degradation rate translates directly
into less power produced, we must know the rates to predict power delivery.
Recent studies have determineds the mechanism of thermal degradation of
MAPbI3 as a function of temperature. The perovskite decomposes leaving
only solid PbI2 [33]. Researchers found that in two-dimensional perovskites,
the moisture stability is more or less stable in contrast to three-dimensional
perovskites, but the efficiency is still relatively low due to the difficulty in
transforming excitons to free charge carriers. Furthermore, we need to consider
other alternatives to lead in the hybrid perovskites for toxicity issues to both
human and animals. Replacing lead with other metals, for example, Sn has
also been explored, although hybrid perovskite CH3NH3SnI3-based solar cells
only achieved an efficiency as 5.73% [56].
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1.2 Ordered crystal structures
Crystalline solids consist of repetitive atomic units in three-dimensional crystal
lattices and are highly ordered. The infinite periodic arrays of points form
a lattice. For unit cells, the region associated with each lattice point has an
identical local environment. A primitive cell contains one lattice point only,
and a conventional cell contains more than one lattice point. It should be noted
the conventional cell is not the smallest unit cell.
Mathematically speaking, the position of any lattice point r can be found
with respect to another point at position r′ such that:
r = r′ + ia + jb + kc (1.2)
where a, b and c are three basis vectors and i, j and k are integers. This is
known as translational symmetry.
1.3 Roles of disorder
In practice, crystalline solids are not always ’perfect’ if that the symmetry is
fully preserved due to experimental treatment or temperature changes. ’Perfect’
implies the symmetry of structures is fully maintained. The diffraction pattern
of a perfect crystal should give sharp Bragg peaks.
However, when atoms move about their equilibrium positions, a certain
degree of disorder is introduced to the lattice. Correspondingly, the entropy
increases. Thermal disorder increase as the temperature increases. In this case,
the intensity of the diffracted beam will be reduced. The atomic displacement
factor is used to describe such motions
DWF = ⟨exp(−8pi2⟨u2⟩Q2)⟩ (1.3)
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where Q is related to the scattering angle 2θ and wavelength λ through
Q =
4pi sin θ
λ
(1.4)
Equation. 1.3 is restricted to the isotropic feature of harmonic potential. Of
course, anisotropic parameters can be used in structure refinement if atoms
vibrate with varying amplitudes in different directions. Because the harmonic
approximation is not adequate when the anharmonic contribution to the
lattice dynamics is not negligible. To visualise the anisotropic displacements,
thermal ellipsoids are drawn to indicate atomic displacements and usually,
have elongated shapes. It is an effective tool to estimate atom motions directly.
1.3.1 Orientational disorder
Orientational disorder refers to atoms or molecules that exhibit various ori-
entational degrees of freedom. It is observed in several systems containing
molecules, molecular ions or single atoms [57]. Examples include but not
limited to adamantane [58] and tetrabromide [59]. The centre of mass of the
molecules can be regarded as sitting on well-defined lattice points, but the
orientations of molecules may be disordered due to the rotational degrees of
freedom.
If the temperature is high or the potential that holds the molecules is weak,
molecules rotate more freely, and the amplitudes of orientational motion be-
come large. The system could become highly disordered. For example, in the
cubic phase of MAPbI3, the C–N axis in methylammonium ions exhibit four-
fold rotational symmetry from neutron diffraction and quasi elastic neutron
scattering study [60, 61]. But if the temperature is low and the potential to re-
strain the system is significant, molecules are localised but may reorient among
symmetry-equivalent sites through quantum tunnelling. The orientation of
molecules freezes when entering the low-temperature ordered phase. Initially,
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the family of these materials were termed ’plastic crystals’ by Timmermans,
but later accepted as orientationally disordered solids [62].
A special case is sulfur hexafluoride (SF6), which adopts a body-centred
cubic structure that has been studied extensively due to the orientationally
disordered phase between 96 and 223 K [63]. Most molecular crystals have a
lower molecular symmetry than the site symmetry. In the case of SF6, the site
symmetry is identical to that of the molecule. It is reasonable to treat molecules
as rigid bodies. X-ray diffraction and NMR shows the high-temperature phase
could be orientationally disordered [64], but the origin is not fully understood.
Later calculations confirmed the reorientation process but also suggested
neighbouring molecules tend to orientationally order while next-neighbouring
molecules strongly repulse each other and favour orientational disorder [65].
1.3.2 Site-occupancy disorder
In ideal crystals with no site-sharing, each atom occupies a crystal site with
the probability of unity. However, when two or more atoms are present, there
may exist some randomness on lattice sites. For example, after doping the
sample by replacing half A atoms with B atoms, both atoms may occupy the
site with a probability of 50%. This is often termed as site-occupancy disorder.
Examples include metallic alloys and some non-stoichiometric compounds
[66]. In some cases like alloys, two types of atoms could lead to superlattice
ordering that changes the unit cell by some integer multiplication in one or
more directions.
By refining the fractional occupancy in Rietveld refinement, the amount
of atoms on specific sites can be estimated. However, it is often the case that
diffraction data is insufficient to resolve this sort of problem using Rietveld
refinement. In the fitting process, the diffraction intensities are fitted to those
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from experimental diffraction data as a profile. Various parameters are in-
volved while some can be highly correlated. One has to be careful here, instead
of getting a more realistic refined value of site-occupancy, big anisotropic
displacement factors (ADPs) might be given as the refined parameters.
Atomic motions in the crystals are often correlated that will influence the
neighbouring atoms as well [67]. This influence is believed to shape many of
the important physical and photovoltaic properties of the hybrid perovskite
family. Hence, we need refinement techniques that don’t implicitly assume no
correlation in the system.
1.4 Framework of the thesis
The primary goal of this thesis is to study structural disorder in a range of
perovskite materials for photovoltaic applications, while disorder is inevitable
when perovskite-based solar cells function at working temperatures.
Chapter 1 gives a brief introduction to perovskite materials and disordered
materials. It is followed by chapter 2, where detailed experimental and com-
putational approaches are provided including neutron total scattering and
atomistic simulation Reverse Monte Carlo (RMC) methods. Chapter 3 and 6
cover inorganic perovksites, CsPbX3, where X = I, Br and Cl. In chapter 4, struc-
tural behaviour of the hybrid perovskite MAPbI3 through phase transitions at
varied temperatures were studied. The inorganic and hybrid perovskite share
the same PbI6 framework, hence the local interaction between the inorganic
framework and organic or inorganic cations were directly compared. Also,
high pressure was applied on the ’soft’ perovskite MAPbI3 in chapter 5, neu-
tron diffraction data were collected to explore the phase transitions and the
effect of pressure transmitting medium. Chapter 7 gives the conclusion of the
work presented.
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Chapter 2
Methods
This chapter introduces the methods used in this work. To investigate the local
structures, neutron and X-ray total scattering experiments were carried out.
The total scattering method, which incorporates both the Bragg diffraction
and diffuse scattering data, is an extremely powerful way of studying the
long-range and short-range order in a single experiment. Bragg and diffuse
scattering data are collected as an integration over all energies for time-of-flight
experiment. Bragg scattering data produce a time-averaged crystal structure.
If we further take the diffuse scattering into account, this additionally gives the
instantaneous structure with correlated motions of atoms. Total scattering data
were analysed after multiple corrections and normalisation were performed,
and many interesting features of the system become accessible. Beyond that,
the RMC simulation method has been adopted to refine the configurations
from initial models, through fitting of the experimental data.
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2.1 Diffraction
2.1.1 Fundamentals
Crystallography represents the study of the periodic arrangements of atoms of
crystalline materials. At the beginning, crystallography involved studying the
macroscopic shape of crystals. The accidental discovery of X-rays by Röntgen
in 1895 facilitated the generation of the first crystal diffraction pattern when
X-rays were illuminated on a crystal by Von Laue in 1912. In the following year,
W.M and W.L. Bragg used X-rays to solve the first crystal structure, sodium
chloride (NaCl) [68].
The relationship between the diffraction pattern, and the structure put
forward by the Braggs in its modern is given by:
λ = 2dhkl sin θhkl (2.1)
where λ is the wavelength of the radiation, dhkl denotes the interplanar spac-
ing. θhkl is the incident angle. Interplanar spacing describes the distance
that separates different planes of atoms in the crystal. The lattice planes in
reciprocal space are described by by three integers h, k, and l known as the
Miller indices. Figure 2.1 shows two lattice planes in a cubic structure, the blue
plane intercepts a, b and c axis at (0.5, ∞, ∞), the Miller indices are thereby
calculated from the inverse of the intercepts (200). These three numbers are
defined as the reciprocals of the intercepts along each reciprocal lattice vectors.
Constructive interference of waves is observed. This is known as Bragg’s law
when equation 2.1 is satisfied.
Consider the scattering vector, Q as the change in wave vector of the
radiation beam through the scattering process. Its modulus, Q = |Q|. To
achieve a higher Qmax, λ should be relatively small, e.g. 1 Å and that gives a
Qmax roughly about 12.6 Å−1.
25
Figure 2.1: Planes with different Miller indices. The plane coloured pink
denotes (011) and the blue one represents (200).
In pulsed spallation sources such as ISIS, the time-of-flight (TOF) diffraction
technique is adopted. The detector is placed at a distance L from the source
and counts the number of neutrons reached after each pulse [69]. Because
neutrons have different velocities, different wavelengths can be distinguished
by the flight time of each neutron according to the de Broglie equation
λ =
h
mv
(2.2)
where h is the Planck constant. The relationship between time-of-flight t and
wavelength λ is derived as
t =
mL
h
λ (2.3)
where m is the neutron mass. Combining with equation 2.1, equation 2.3
becomes
t =
mL
h
2d sin θ (2.4)
The scattering angle remains unchanged during the process. The diffraction
pattern arises due to the different neutron wavelengths.
In principle, the scattering intensity of the radiation beam from a single
particle will be a function of Q. This Q-dependence is determined by the
Fourier transform of the interaction potential. For X-rays, the length scale
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of the potential is set by the length scale of the electron density, so that the
intensity will be strongly dependent on the magnitude of Q. On the other
hand, for neutrons the interaction potential with the nucleus is virtually point-
like compared to the size of the atom, so effectively the scattering power is
independent of Q. The quantity is called neutron scattering length, b, the value
of b does not change linearly with atomic number and is isotope specific.
2.2 Neutrons and X-rays
2.2.1 Basic properties
Traditionally, there are several scattering techniques available to determine
crystal structures. Probe choices include beams of electrons, neutrons and
electromagnetic radiation in the X-ray spectrum. Neutrons have the lowest
energy among these probes, X-rays have much higher energy by 6 orders of
magnitude at least. The key point is that they need to have a comparable or
smaller wavelength to the spacing between atoms to better study the micro-
scopic behaviour of matter. However, there exist a few differences, making
each other a complementary method for structural characterisation.
The usefulness of neutrons in science can be appreciated from four points.
Firstly, the wavelength of neutrons is comparable to interatomic distances of
many materials. Neutrons have wave-like properties, and the wavelength λ can
be calculated given its velocity v, from equation 2.2. Here, cold and thermal
neutrons, with wavelengths of 1–30 Å(see table 2.1), become extremely useful.
Hot neutrons are better for small lattice spacing materials, while thermal/cold
neutrons have lower energy and are better for bigger lattice spacing materials.
Secondly, neutrons do not have an electric charge and thus can penetrate
deeper into a sample without the Coulomb barrier to overcome. Meanwhile,
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Source Energy (E/meV) Temperature (T/K) Wavelength (λ/Å)
cold 0.1 – 10 1 – 120 30 – 3
thermal 5 –10 60 – 1000 4 – 1
hot 100 – 500 1000 – 6000 1 – 0.4
Table 2.1: Approximate values for the range of energy, temperature, and
wavelength for three types of source in a reactor [70].
neutrons do not damage the sample unlike X-rays. X-rays are scattered by
electrons instead of nuclei, so the intensity of scattering increases as the atomic
number gets larger. For neutron scattering, the scattering from atomic nuclei
does not correlate with the atomic number. Thus, it is advantageous to use
neutrons rather than X-rays to distinguish the light atoms like hydrogen,
which have far fewer electrons than heavy atoms do. Thirdly, the neutron
carries a spin of 1/2, making it an ideal probe for investigating magnetism.
Fourthly, the energy of thermal neutrons is approximately the same order of
most excitations. The energy changing between scattered energy and incident
energy describes these excitations.
This is not to say that neutrons are superior to X-rays. It is apparent
neutrons that can locate light atoms while it is difficult for X-rays. Indeed, hy-
drogen atoms are undesirable for neutron diffraction or total neutron scattering
because they have a huge incoherent cross section due to spin effects, and it is
often necessary to use deuterated samples to reduce the impact. Furthermore,
lower amounts of sample are required to perform an X-ray diffraction experi-
ment than in neutrons experiments. Neutrons and X-rays can both provide
structural information, but different atoms would have various contributions
in each case. Hence, they can be combined as complementary in providing
distinct information about the crystal structure.
28
2.2.2 Neutron and X-ray sources
Ever since 1945, the nuclear reactor has been developing at a quick pace,
and this opens up many possibilities for neutron diffraction studies. The
mechanism of producing neutrons in reactors is through nuclear fission. When
a neutron is captured by a nucleus (normally uranium-235 or plutonium-239),
it splits into two fragments and releases 2 or 3 neutrons with high energy in
reactors.
1
0n+
235
92U −−→ 23692U −−→ 14156Ba+ 9236Kr+ 3 10n
1
0n+
235
92U −−→ 23692U −−→ 14054Xe+ 9438Sr+ 2 10n
A stable chain reaction will be formed if the mass of fissile materials has been
chosen carefully. Cooling moderators are placed before the diffractometers,
and then produce usable wavelengths for each instrument. The other way of
producing a neutron beam is a spallation source. Protons are accelerated in
linear accelerator or synchrotron to gain high energy, before hitting a heavy
metal target. Neutrons are knocked out from the target, and they have to
be decelerated through collisions with light atoms to lose energy. Typically
light atoms, such as liquid hydrogen or solid methane are used to reduce
the velocities of fast neutrons quickly. ISIS is one of the highest-flux pulsed
spallation neutron sources in the world and has two target stations as shown
in Figure 2.2. The useful Qmax can be achieved up to 50-60 Å−1 [71].
There are two ways of generating X-rays, in-house sources and synchrotron
facilities. A synchrotron light source usually consists of linear accelerator
(linac), booster synchrotron and storage ring. The synchrotron produces X-rays
when electrons move at a speed near that of light and are made to change
direction by a magnetic field. To divert the course of those electrons, bending
magnets are placed inside the storage ring. Third-generation synchrotrons,
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Figure 2.2: The layout of ISIS neutron and muon source at the Rutherford Ap-
pleton laboratory, UK. Target station 1 is located to the right of the synchrotron,
while target station 2 is at the top in the graph. Graph taken from reference
[72].
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such as the Diamond Light Source in the UK, use wigglers and undulators to
get stable and higher energy electron beams, without losing too much energy
by following a wiggling path. The brightness of emitted X-rays is extraordinar-
ily high, making it competitive for high-resolution study on crystallographic
studies [73].
2.3 Rietveld refinement
Crystal structures are best solved by growing single crystals as the diffraction
pattern would include every hkl that satisfies the Bragg’s condition. But in
polycrystalline materials, random orientations of the crystallites would be
averaged, and all the symmetry-equivalent reflections that correspond to the
same d-spacing or the same Q are contained in a single peak. The problem
of powder diffraction data is that peaks with the same h2 + k2 + l2 overlap.
However, large and high-quality single crystals are not easily synthesised
because of experimental limits.
The Rietveld refinement method was first published in 1969 [74] and is a
method of profile refinement on powder diffraction patterns. It is designed to
fit the complex profile and solve the overlapped-reflections problem. Instead
of trying to extract intensity for each Bragg reflection, Rietveld used the total
profile intensity for the refinement at once. The Rietveld method exploits a
least squares approach to refine a computed line profile until it matches the
measured profile. The refinement minimises M as in routine least-squares
refinement, which is
M =∑
i
ωi(yio − yic)2 (2.5)
where yio and yic represent observed and calculated intensity respectively. The
sum is over all the independent observations with the weight factor ωi of each
point. To judge the goodness of the fit, the weighted profile R-factor Rwp is
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Figure 2.3: A representative good fit of ScF3 from Rietveld refinement. Data
were collected on POLARIS, ISIS, which has 5 detector banks at different
angles. Bank 2–5 have been refined and plotted. The higher the scattering
angle is, the lower d-spacing region that bank covers. Neutron diffraction data
is provided by Martin Dove.
chosen to show the discrepancy in a straightforward way. It is defined as
Rwp =
√
∑
i
ωi(yio − yic)2/∑
i
ωiy2io (2.6)
where the M score is scaled by the weighted intensities [75]. The Rwp factor
emphasises peaks with intense intensity over the background, so it could be
a bit misleading if a significant background exists in the diffraction data and
the Rwp would become relatively small. The best way to decide how good the
fitting is would be a direct comparison by eye and also whether the model is
physically plausible.
In all the work presented, the EXPGUI interface of the GSAS package
combined with GSAS-II package were used [76, 77].
Background is determined in two ways. On one hand, it can be refined by a
polynomial function with many refinable parameters. The Chebyschev function
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is the most common one in refining the background, and the refinement
tends to be more stable because the terms are orthogonal. For more complex
background, interpolation between selected points on the diffraction pattern is
preferable for a better fitting [78].
Instrument parameters are often used to refine the positions of Bragg
reflections. In time-of-flight neutron diffraction experiment, the time-of-flight t
is calculated from the d-spacing of the Bragg reflections based on
t = DIFCd + DIFAd2 + ZERO (2.7)
where the three coefficients are the diffractometer constants [79]. The first
constant DIFC has an approximately linear relationship with d-spacing and
could be estimated from equation 2.3. The constant DIFC is fixed and could
be refined with a multi-histogram data collection experiment. The second
constant, DIFA adds a small modification that allows small shifts due to the
sample absorption. The constant ZERO should be fixed for each instrument.
The peak shape in Rietveld is described by the pseudo-Voigt approxima-
tion [80], a combination of Gaussian and Lorentzian functions, for constant
wavelength X-ray and neutron data. It applies well to synchrotron data, but
neutron time-of-flight (tof) data is more complicated and extra consideration
is required. The spectrum of the pulsed neutrons indicates the intensity is
strongest at low times-of-flight, and the intensity would fall off at longer t. One
approach is to convolve two back-to-back exponentials with the pseudo-Voigt
function to describe the decayed intensity. The full widths and at half maxi-
mum are parameterised to model a more accurate shape [79]. The Gaussian
and Lorentzian widths are given in equation 2.8 and equation 2.9 respectively.
σ2 = σ20 + σ
2
1 d
2 + σ22 d
4 (2.8)
γ2 = γ20 + γ
2
1d
2 + γ22d
4 (2.9)
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σ0 and γ0 are instrument dependent, so the other profile coefficients σ1 and γ1,
or even σ2 and γ2 can be refined to model the size broadening. For neutron tof
data, four profile functions have been described in GSAS package. Depending
on the instrument design, the profile function may be different.
Figure 2.3 shows the diffraction pattern at different instrument banks. The
resolution of each bank is decided by the partial differentiation of equation
2.3, where 𝛥d/d ≈ constant. So 𝛥d is bigger at high d values, and the θ is
lower from Bragg’s law. This explains that at lower angles, the instrumental
broadening is worse than at higher angles.
The number of refinement parameters should be kept as small as possible,
to avoid refinement diverging or falling into false local minima instead of
the desired global minima. Due to thermal vibrations, atoms deviate from
their average positions through isotropic or anisotropic mean displacements.
The effect of the atomic displacement parameters (ADPs) is to decrease the
intensities of those Bragg peaks. In equation 1.3, this is achieved by multiply-
ing the expected diffraction pattern by the atomic displacement factor that
describes the atoms looking larger. The ADP is usually below 0.1 Å for all
atoms and any value bigger than that might be unrealistic [81]. However, the
displacement parameters might be refined as negative values sometimes, and
it is clear these values are not physically sensible. This is because some atoms
have big absorption coefficients, and the absorption correction parameters are
coupled with ADPs during the refinement cycle. The solution is to have proper
absorption correction first and those ADPs could be refined at a later stage.
2.4 Instruments
Four diffractometers from both ISIS and Diamond facility have been used in
this work. The General Materials Diffractometer (GEM) at ISIS is designed for
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Figure 2.4: The sketch of the GEM diffractometer. There are 8 banks covering
a wide range of scattering angles, although data from the lowest angle bank
are usually not used in data analysis due to its low-resolution. Graph taken
from reference [82].
good-resolution, high intensity neutron experiments. It covers a wide range
of scattering angles from 1.1°to 169.3°, achieved by including eight detector
banks, shown in figure 2.4. The incident flight path L1 = 17.0 m , allows a high
resolution in reciprocal space leading to accurate structural information [82].
Total scattering and diffraction measurements are carried out routinely on this
instrument.
One other instrument, POLARIS is a high intensity powder diffractometer
with five detector banks. The incident flight path is 12 m, shorter in length
when compared to the L0 of GEM and making it a medium-resolution diffrac-
tometer. It is an ideal instrument for studying materials under non-ambient
conditions, with short counting times for data collection particularly good with
relatively small samples, e.g. 1 mm3. The sketch of the POLARIS instrument
is given in figure 2.5.
The PEARL instrument is designed for in-situ high-pressure studies using
a Paris-Edinburgh cell [84]. The Paris-Edinburgh cell is composed of two
opposed tungsten carbide anvils to deliver pressure on the sample placed in
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Figure 2.5: The POLARIS diffractometer at ISIS, and six detectors bank posi-
tions are numbered in the graph. Graph taken from reference [83].
Figure 2.6: The PEARL diffractometer at ISIS. The incident beam passes the
pipe from the direction of the arrow on the low-right-hand side, and arrives
at the Paris-Edinburgh cell where sample is mounted. Graph taken from
reference [84].
between. The pressure can go up to ca. 30 GPa at room temperature, with
temperature ranging from 80 to 1400 K, making it applicable on a broad range
of extreme-condition studies.
Apart from instruments at ISIS total scattering experiment has also been
carried out at the XPDF (I15-1) beamline at Diamond. XPDF is capable of
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Figure 2.7: The XPDF beamline at Diamond. The synchrotron beam splits to
two beams, one arrives at I15 for extreme conditions (extreme pressures and
temperatures) while the other at I15-1 for total scattering experiments. Graph
taken from reference [85].
producing high quality PDF data with high Qmax ( 35Å) and high flux. Two
large area detectors, as in figure 2.7 collect PDF and Bragg data separately.
The Bragg detector is placed further away, and the PDF detector is placed near
the sample to collect the weaker diffuse scattering. It is designed for local
structure studies with X-ray pair distribution functions.
2.5 Powder sample synthesis
2.5.1 CsPbI3 sample preparation
The powder sample of CsPbI3 was synthesised following a synthesis route of
its analogue CsPbBr3 [86]. First, 0.15 mol Pb(NO3)2 and 0.3 mol KI were dis-
solved separately in 100 mL of boiling water and 50 mL water, and then mixed
by stirring while cooling over 15 minutes. The yellow precipitate of PbI2 was
collected by filtration and washed repeatedly with ethanol, and dried overnight
under vacuum at room temperature. Second, 20 mmol prepared PbI2 was dis-
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solved in 30 mL 48% aqueous HI before adding 20 mmol CsI aqueous solution
to it, leading to immediate precipitation of yellow solid. With the same collec-
tion method, the solid was collected and dried overnight. The yellow powder
sample, in figure 2.8 a was ground into fine powder for diffraction experiments.
(a) (b) (c) (d) (e)
Figure 2.8: Samples prepared for each experiment. From left to right: (a)
Yellow powder sample of CsPbI3. (b) Deuterated black powder sample of
hybrid perovskite MAPbI3. (c) Deuterated yellow powder sample of hybrid
perovskite FAPbI3. (d) Orange powder sample of CsPbBr3 and (e) White
powder sample of CsPbCl3.
2.5.2 MAPbI3 sample preparation
The deuterated powder MAPbI3 sample was synthesised using a similar
method to that of Method 1 [87]. A solution of deuterated methylamine
CD3ND2 was made from CD3ND2 gas dissolved into deuterated water in an
ice bath environment under an ambient atmosphere. Then deuterated lead (II)
acetate was dissolved in deuterated hydroiodic acid (DI) solution. The two
solutions were added together to react while heated in an oil bath. The sample
of CD3ND3PbI3 was formed as a black precipitate while cooling from 100∘C to
50∘C over 5 hours. Then it was filtered and dried overnight. An excess amount
of iodine sublimed from the product and could be observed in the container.
The phase purity was confirmed by an X-ray powder diffraction measurement
(Cu Kα radiation). The sample was held in a sealed glass container to avoid it
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reacting with humid air. It was dried before being ground and transferred into
a thin-walled vanadium can of diameter 8 mm for the neutron total scattering
measurements. These latter operations took place within a glove box contain-
ing a dry atmosphere. The black powder sample is shown in figure 2.8 b. This
deuterated sample was synthesised by Dr Peter Wyatt.
2.5.3 FAPbI3 sample preparation
The method for sample preparation was taken from the reference [88]. The first
step is to fully deuterate the formamidinium iodide (FAI, 4 g) in the powder
form by dissolving in 250 ml of D2O (99.9%). The mixture was heated to 94∘C
in the rotary evaporator, sitting in the silicone oil bath under flowing nitrogen.
The condensed was placed to prevent solution loss. Then the mixture liquid
was evaporated at a reduced temperature, 70∘C under the nitrogen flow for 8
hours. White solid was collected and further dried at 100∘C for almost 2 hours.
Then the deuterated FAI (1.22 g) and the powder PbI2 (99.999%, 3.13 g) and 1
mL D2O were added to the γ-butyrolactone (10ml). The mixture liquid was
fully dissolved by heating up to 150 ∘C using a hotplate in the glove box for 12
hours until the black solid FAPbI3 was precipitated. The sample was cooled to
room temperature and collected. The powder sample is shown in figure 2.8 c.
2.5.4 CsPbBr3 and CsPbCl3 sample preparation
Furnace synthesis of CsPbCl3 has been previously reported [89] and was used
in this experiment. 10 mmol CsCl and 10 mmol PbCl2 was weighed and then
sealed in an evacuated Pyrex tube. The sample was melted at 823 K for 3 h, and
then annealed at 753 K for 1 day and 573 K for 1 day. The crushed sample was
then measured using laboratory X-ray diffraction, and the diffraction pattern
confirmed the sample was CsPbCl3.
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CsPbBr3 was synthesised using a solution method [86]. First, 0.015 mol
Pb(CH3CO2)2 and 0.03 mol KBr were dissolved separately in 10 mL of boiling
water and 5 mL water, and then mixed by stirring while cooling over in 15
minutes. The white precipitate, PbBr2 was collected by filtration and washed
repeatedly with ethanol, and dried overnight under vacuum. 5 mmol of the
prepared PbBr2 was dissolved in 15 mL 48% aqueous HI before adding 10
mmol CsBr dissolved in 10mL H2O, leading to immediate precipitation of an
orange solid. With the same collection method, the solid was collected and
dried overnight. Here, it should be pointed out, the stoichiometry of CsBr
and PbBr2 is 2:1 instead of 1:1, as the former method leads to form the stable
CsPb2Br5 rather than the desired CsPbBr3 sample [90].
2.6 Total scattering method
2.6.1 Formalism
In recent years, one approach has emerged as the solution to provide com-
plimentary information on liquids and amorphous materials, called total
scattering analysis of X-ray and neutron scattering data [91]. It is also utilised
as an approach to understand disordered crystalline materials. As the name
implies, total scattering is a combination of the collected Bragg and diffuse
scattering over all scattered energies. The diffuse scattering is the scattering
that arises from the local (short range) configuration of the material and it can
be difficult to quantify because of the wide variety of effects that contribute
to it. Traditional crystallographic structure analysis approach like Rietveld
analysis only give information about the long-range average structure of the
material. Bragg scattering occurs when scattering amplitudes add construc-
tively, while PDF uncovers the short-range, instantaneous local structure. The
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PDF is collected through performing Fourier transform on the corrected and
normalised total scattering data.
Here we introduce a brief description of the neutron total scattering theory.
As is often the case, the scattering function is related to the Fourier transform
of the density, ρ(r) though a function called the structure factor:
F(Q) =
∫
ρ(r) exp(iQ · r)dr =∑
j
bj exp(iQ · rj) (2.10)
where bj is the scattering length. Instead of measuring F(Q) directly, the
scattered intensity is proportional to |F(Q)|2:
S(Q) =
1
N
|F(Q)|2 = 1
N ∑j,k
bjbk exp(iQ · rjk) (2.11)
where rjk = |rj − rk|, When performing a time average over all fluctuations, the
equation 2.11 then becomes:
S(Q) =
1
N ∑j,k
bjbk
〈
exp(iQ · rjk)
〉
(2.12)
This is the equation we will use, but more generally there exists the dynamic
scattering function which accounts for correlations between atom positions at
different times:
S(Q,ω) =
1
N ∑j,k
bjbk
∫
exp(iQ · rjk(t)) exp(−iωt)dt (2.13)
Its time Fourier transform is
S(Q,t) =
∫
S(Q,ω) exp(iωt)dω =
1
N ∑j,k
bjbk exp(iQ · rjk(t)) (2.14)
when t = 0, equation 2.14 becomes equivalent to equation 2.15. S(Q) indicates
the instantaneous correlations between the neighbouring atoms. Furthermore,
this is equivalent to performing the integration over all scattered energies:
S(Q) =
∫
S(Q,ω)dω (2.15)
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Since we will carry out powder diffraction experiments, there will exist all
possible orientations of the crystals within the sample. Hence the orientational
average of Q and r needs to be performed:〈
exp(iQ · rjk)
〉
=
1
4pi
∫ 2pi
0
dφ
∫ pi
0
exp(iQrjk cos θ) sin θdθ (2.16)
Through calculating this integral, equation 2.16 becomes:
S(Q) =
1
N ∑j,k
bjbk
sin(Qrjk)
Qrjk
(2.17)
S(Q) is then divided into two parts
S(Q) =
1
N ∑j
bj
2 +
1
N ∑j ̸=k
bjbk
sin(Qrjk)
Qrjk
(2.18)
The first part, the case when j = k, is the self scattering. This term needs to
be subtracted as it contains no information about the correlated information
from atom-pairs. The second term describes the interference between different
atoms.
First we define 4pir2ρndr× gmn(r) as the number of pairs of atoms of types
n with separation between r and r+ dr, where ρn represents the overall number
of atoms of type n per volume. Then the second term can be calculated as
1
N ∑j ̸=k
bjbk
sin(Qrjk)
Qrjk
= 4piρ
∫
∑
m,n
cmcnbmbnr2gmn(r)
sin(Qr)
Qr
dr (2.19)
The probability function gmn(r) will be 1 when the radius, r, approaches infinity,
and this will give a δ-function at Q = 0 in the Fourier transform. Therefore it
is better to subtract 1 from the probability function
i(Q) = 4piρ
∫
∑
m,n
cmcnbmbnr2(gmn(r)− 1)
sin(Qrjk)
Qrjk
dr = S(Q)− S0 − S′ (2.20)
where S′ represents the self term and S0 is the delta function at Q = 0. Now
the pair distribution functions can be defined
D(r) = 4piρr∑
m,n
cmcnbmbn(gmn(r)− 1) (2.21)
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This is actually the Fourier transform of the function Qi(Q). Researchers from
many subjects use total scattering to study different things, in order to avoid
the confusion a set of different definitions on total scattering functions have
been explicitly compared in reference [92].
2.6.2 Experiments
A total scattering experiment collects Bragg scattering and diffuse scattering
data concurrently. There are three points to be made for performing such an
experiment. First, the scattering vector, Q, should be collected as high as the
neutron or synchrotron source allows. This ensures that high quality scattering
data will be obtained, with the resolution given by 𝛥r = 2pi/Qmax. A high
value of Qmax is desirable. Furthermore, the termination ripples introduced
by the finite Qmax are suppressed. Second, all the energy-changing process
should be collected to obtain a good integration of all the energies [93]. Third,
scattering other than from the sample should be minimised. This refers to
the background scattering, which primarily contains three scattering measure-
ments. The scattering from the sample container, the sample environment, and
the instrument.
Placing the data on an absolute scale makes the comparison between
different datasets reliable. It can be achieved by normalising the diffraction data
with the same quantity. Vanadium is known to have a small coherent scattering
length, an ideal material as the sample container in neutron scattering. The
main contribution is fro m the incoherent neutron scattering, which does not
change too much with Q and has very few Bragg peaks. Therefore, data
collection on a vanadium rod can be treated as the calibration constant.
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2.6.3 Total scattering data correction
Data from total scattering experiments are raw radiation counts, and they need
to be corrected to extract the normalised differential cross section ∑i cib¯2/4pi.
In this thesis, all the raw data correction was performed using Gudrun. The
Gudrun suite was developed by A.K Soper and has been widely used at ISIS
and Diamond as the data reduction software [94]. It has two subprograms
called GudrunN and GudrunX, for neutron and X-ray data respectively.
Figure 2.9 shows the workflow of the Gudrun software. The scattering
data are first normalised to the incident beam monitor, which is essential to
compare between different datasets because the incident intensity of radiation
may not be the same. After proper monitor normalisation, the scattering from
the background should be subtracted to obtain the sample differential cross
section. Attenuation and multiple scattering are approximately calculated
from the table of total cross-section. Gudrun analyses the scattering data from
detector to detector and combines the detectors to obtain a single merged
spectrum from all detector banks. By performing an inverse Fourier transform,
the scattering function i(Q) is then transformed to r space. The obtained
function is the pair distribution function D(r).
Tweak factor The sample tweak factor is designed to reflect the fact that a
powder sample can never be fully packed in the container. So one will need
a tweak factor to infer the local density. It is the reciprocal of the packing
fraction
ftweak =
1
fpacking
(2.22)
ftweak =
ρlocal
ρaverage
(2.23)
where the tweak factor must be greater than 1. ρlocal is the local grain density,
and ρaverage is the approximation of the actual packing density. The greater the
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Prepare raw scattering data for 
sample, vanadium, sample holders 
and background. 
Set the instrument geometry and 
incident neutron spectrum. Set the 
sample composition and density.
Normalise all those scattering data 
to the incident beam monitor
Subtract the background from raw 
data of sample, vanadium and 
containers.
Put the data on an absolute scale.
Correct attenuation and multiple 
scattering.
Merge detector and go to next 
detector.
Covert to r scale and D(r) is 
achieved.
Covert to Q scale and i(Q) is 
achieved.
Figure 2.9: The workflow of GudrunN for total scattering data correction.
tweak factor is, the smaller the density is and thus, the first peak intensity is
lower.
Inelasticity Light atoms such as H have a longstanding problem in neutron
diffraction experiments, as they exchange large amounts of energy during
the scattering process. The energy loss makes the scattered particle change
momentum, where the ’static’ structure factor can not be achieved as expected
in the diffraction experiment [95]. The inelasticity process mainly affects the
self scattering component. We are trying to get the static scattering factor, S(Q)
by integrating over all energies of S(Q,ω). Obviously this requires collection of
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all the dynamic process to get an accurate S(Q) and that is almost impossible.
One solution is to use the Placzek correction. It is based on the assumption
that the mass of the neutron is smaller than that of the scattering atom, and
the neutron energy is smaller that that of the excitation energy of the atom [95].
The energy of the neutron is transferred to the scattering atom completely.
h¯ω =
h¯2
2M
(|qfinal|2 − |qinit|2) (2.24)
where qfinal and qinit refer to the momenta after and before the scattering pro-
cess [81]. Thus, a calculation using the ratio of the neutron and the scattering
atom mass can be performed to approximately obtain the estimated differential
cross section. In reality, the Placzek correction overestimates inelasticity and
might subtract too much useful data as a result.
Top hat function Backgrounds need to be subtracted from the diffraction
data, like self scattering from single atoms. The unremoved self scattering
can not be distinguished from the useful interference scattering, and after
transformation back to real space, some features are introduced to the low-r
region of D(r). The problem becomes more difficult with hydrogen atoms, as
the desired interference scattering may only be 5% or less of the self scattering
component [95]. This explains why samples with light atoms show distinct
scattering functions for each detector bank. The idea is to convolve the data
with a top hat function in reciprocal space, which would be then treated as
the self scattering. The estimated self-scattering would be deducted from the
diffraction data. The Gudrun manual gives a detailed explanation on how the
top-hat correction works, and if we only focus on choosing the right value of
top hat width, QT to perform the correction, the rule of thumb is,
QT >
3
rmin
(2.25)
where rmin is the lowest r and before that, there are no physically plausible
peaks in the D(r) profile.
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2.7 Reverse Monte Carlo (RMC) modelling
Total scattering experiments can produce PDFs to examine the short-range
and long-range order. By analysing the PDF, atom-pair distances, coordination
environment and other information are readily extracted. It is often useful to
find whether an atomic model describing the experimental data is accessible.
The RMC method is developed based on the Monte-Carlo algorithm (MC).
The idea is to start from randomness, and atom positions are allowed to
change in a random manner to reduce the overall energy until χ2 reaches the
global minimum. Instead of choosing energy as the guiding parameter but the
agreement between experimental and simulated data are parameterised with a
χ2 function. One advantage is the RMC method gives an unbiased model that
is consistent with all the datasets.
The RMC method for studying disordered materials was introduced by
McGreevy and Pusztai [96]. It is a structural modelling technique based on
many sorts of experimental data, simultaneously if wished. A variety of
data types, including powder and single-crystal neutron diffraction, X-ray
diffraction and electron diffraction, extended X-ray absorption fine structure
are applicable. When the RMC method was first published, limited datasets
were used in the course of refinement because the target materials were liquids
at that time, including total scattering function i(Q) and pair distribution
function D(r). One might argue that these two functions are generated from
a single total scattering experiment, but these two functions favour different
space and thereby different aspects of the simulated system. i(Q) is related to
reciprocal space, while the PDF is defined in real-space. Bragg data have been
added to the experimental datasets in RMC, which provides long-range order
to crystalline materials [97]. Thus RMC can now be applied to many different
systems like liquids, glasses, polymers, crystals and even magnetic materials
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[98]. The version used in this thesis is RMCprofile [97], based on the original
RMC code but with new features of separately utilising information contained
in Bragg peaks and total scattering data.
The mechanism of RMC is easy to comprehend. A three-dimensional
starting configuration of atoms is generated and followed by steps moves. RMC
is a big box simulation method, and the simulation box is able to refine 104
atoms. Unit cell parameters are typically extracted from Rietveld refinements,
and the initial configuration is built as a supercell of crystallographic unit cells.
In each step, the difference between experimental and simulation is calculated
and the goodness of the fit is quantitively judged by a defined agreement
factor, χ2
χ2 =∑(yobs − ycalc)2/σ2 (2.26)
where we sum over all data points; yobs and ycalc represent the observed
and experimental quantities respectively, and σ2 is a weighting factor which
corresponds to the assumed experimental uncertainty on yobs. The simulation
follows a minimisation process, and keeps refining a starting model by moving
an atom in the configuration randomly until it reaches better agreement with
the data. Let us specify 𝛥χ2 as the change of χ2 for a single move. If 𝛥χ2 < 0
the change is accepted. However, if not, the probability algorithm
P = exp(−𝛥χ2/2) (2.27)
is called to decide whether to accept the change, rather than reject it instantly.
This ensures the model does not get trapped in a local minimum, and enables
the model to converge.
The convergence is assessed by whether the value of χ2 reaches the global
minimum. The total χ2 is the sum of each χ2 calculated from every input
dataset. It is given as
χ2RMC = χ
2
PDF + χ
2
i(Q) + χ
2
Bragg + χ
2
constraints (2.28)
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χ2PDF =∑
j
[
Dcalc
(
rj
)− Dexp (rj)]2 /σ2 (rj) (2.29)
χ2i(Q) =∑
k
∑
j
[
icalc
(
Qj
)
k − iexp
(
Qj
)
k
]2
/σ2k
(
Qj
)
(2.30)
χ2Bragg = ∑
h,k,l
[
Icalc (t)− Iexp (t)
]2
/σ2 (t) (2.31)
χ2f =∑
l
[
f calcl − f setl
]2
/σ2l (2.32)
The distance window, as the name implies, acts like a window to restrain
atoms moving outside this set range. As RMC is driven by experimental
datasets, there are no other constraints on the real system. Hence it might
generate configurations where the coordination number of specific atoms
becomes unphysical. The solution is to define a narrow distance window on
the initial configuration, and use RMC to generate the correct topology of local
atoms to ensure the model is physically reasonable.
For molecular systems, interatomic potential constraints are often used to
avoid the molecules getting too close to each other. They are capable of defining
the shape of the molecules. The weighting of the potentials is connected with
the temperature used in RMC, by the underlying probability
P = exp(−𝛥E/kT) (2.33)
where T is the temperature and k is the Boltzmann constant.
2.8 Geometric Analysis of Structural Polyhedra
(GASP) analysis
GASP is used to quantitively analyse the disordered atomistic models from
RMC simulation [100]. GASP is a powerful tool designed to create an initial
ideal polyhedra template from the configuration, then makes a direct compari-
son with the distorted counterpart. Basically, GASP treats each polyhedron
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Figure 2.10: The mismatch factors are calculated through finding the best-fit
rotation in GASP. The residue mismatch m are then separated into the bending
and stretching terms as mbend and mstretch. Graph from Wells’s paper [99].
as a rigid body, and as the name implies, calculates the geometric mismatch
between structures and seeks the best described motions using minimisation
of mismatches.
If we consider the structure bond by bond, then we could compare the
differences between each bond vector from two configurations.
M =∑
q
Eq2 (2.34)
The M is called the mismatch score, and after summing over all bond vectors
we get the total mismatch score. Eq refers to the mismatch factors, and q
specifies how many bonds there are in each polyhedron. Take q = 6 for the
PbI6 octahedron. The sum of the squared distances between corresponding
atoms in the two structures, referred to as the “mismatch”, is decomposed
into components due to rotation of the polyhedron as a rigid unit, bond
stretching, and bond bending, as shown in figure 2.10. Then GASP searches
for the minimum starting from a zero rotation until finding the best fit in
rotation. The output then gives detailed distorted structural information, such
as individual bond lengths and bond angles.
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Chapter 3
Local structure of inorganic
perovskite CsPbI3
3.1 Introduction
Significant attention has been paid to hybrid organic-inorganic lead halide
perovskites in photovoltaic applications due to their high efficiency, low cost
and easy fabrication. However, problems with long-term chemical stability
and durability remain to be solved. This instability has been demonstrated
to be associated with the organic component, a promising alternative is then
provided by the closely related inorganic perovskites [101]. One such material
is CsPbI3. Its band gap of Eg = 1.73 eV is suitable for photovoltaic applications,
especially when the material is prepared in the form of quantum dots [18]. To
manufacture higher-efficiency photovoltaic devices commercially, we need to
better understand the structural properties behind the performance of these
materials.
CsPbI3 has two crystallographic phases at ambient pressure: the high-
temperature cubic α phase with the ideal perovskite structure of cubic symme-
try, space group Pm3¯m (figure 3.1a), and the low-temperature orthorhombic
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δ phase of space group Pnma (figure 3.1b). The two phases do not have a
group-subgroup relationship: the cubic perovskite phase consists of corner-
sharing PbI6 octahedra, but the orthorhombic phase contains edge-sharing
PbI6 octahedra. Moreover, the coordination number of Cs to I changes from 12
to 9 between the α and δ phases. The two phases transform to each other by
a reversible first-order transformation with a wide co-existence temperature
range around 40 K (560–600 K) [102]. Undercooling the α phase below this
transition results in the formation of metastable β (tetragonal, space group
P4/mbm) and γ (orthorhombic, space group Pbnm) perovskite phases, both of
which transform back to the thermodynamically-favoured δ phase over time
[103]. A recent DFT study has confirmed that, although the ’black’ orthorhom-
bic γ phase is more stable than the cubic α phase, the ’yellow’ non-perovskite
δ phase is still the most stable one [104].
The first crystallographic study of the phase transition in CsPbI3, per-
formed using Rietveld refinement of synchrotron x-ray diffraction data, re-
ported anisotropic thermal motion of the iodine atoms, with significant motion
transverse to the linear Pb–I–Pb linkages, in common with many other per-
ovskites [102]; these results are consistent with neutron diffraction work on
related materials such as CsPbCl3 [105, 106]. However, these latter authors
point out, conventional diffraction methods cannot in principle distinguish
whether (1) this is due to the growth of small clusters of lower symmetry than
the parent cubic phase, as precursors of a phase transition, or (2) this reflects
bond anharmonicity, in the sense that the distribution of atomic positions is
not well described by a Gaussian function.
One way of tackling this problem is by probing the atomic dynamics directly.
Experimentally, this can for instance be done using inelastic neutron scattering
measurements. In the closely related material CsPbCl3, these confirm that
the transverse acoustic modes remain below about 2 meV throughout the
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(a) (b)
Figure 3.1: Refined crystal structure models of (a) cubic α phase at 673 K
in three-dimensional perspective, and (b) the orthorhombic δ phase at 293 K
viewed down the [010] axis with the [001] axis in the horizontal direction. Cs
atoms are grey, Pb atoms are pink. and I atoms are red. In (a) the atoms
are represented by ellipsoids to represent their thermal motion, highlighting
the large transverse motions of the I atoms. In (b) the PbI6 coordination is
represent by translucent shaded octahedra. The amplitude of thermal motion
is smaller than observed in the cubic phase, and were not shown for this
purpose. The 9 nearest Cs–I neighbours are connected using dashed lines.
Both (a) and (b) are drawn to the same scale.
Brillouin zone, with low-frequency optic modes too at some special positions
[107]. Computationally, one approach is to model the energy profile associated
with normal modes. Density-functional perturbation theory calculations have
revealed double-well potentials at both the Brillouin zone centre [108] and
zone boundary [109].
Here, neutron total scattering data were collected, and combined with RMC
simulation to generate the the “snapshot” configurations. These configurations
involve the superposition of many different distortion modes, with varying
amplitudes, and thus complement rather than being directly comparable to
inelastic or computational results concerning a single mode. Nonetheless, some
particular features in the local structure can be associated with zone-centre or
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(a) (b)
Figure 3.2: Crystal structures of (a) tetragonal β phase of CsPbI3 at 510 K and
(b) orthorhombic γ phase at 325 K viewed down [001] axis. The structures are
taken from Marronnier [103].
zone-boundary modes.
3.2 Experimental
3.2.1 Neutron total scattering experiment
Neutron scattering measurements were performed using the GEM diffrac-
tometer at ISIS, as introduced in section 2.4. The powder sample (3.352 g)
was packed in a cylindrical vanadium can of 8 mm diameter (inner-diameter).
Apart from measuring the sample in the can, sample background along with
the vanadium rod data for normalisation were also collected. The V-5.14%Nb
rod was specially made to give the scattering length as 0 with no sharp Bragg
peaks to better normalise the data. Data were collected when heating the sam-
ple from room temperature to 673 K, and then cooling to 473 K. Collection at
the same temperatures in both heating and cooling processes was carried out in
order to check the existence of any hysteresis through phase transitions. Both
long and short run time measurements were obtained for different reasons.
Data from total scattering were obtained from long-run time measurements at
temperatures of 293, 573, 613, 643 and 673 K. Shorter measurements for crystal
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structure refinement were performed for temperatures from room temperature
to 673 K in steps of 10 K.
3.3 Data processing
3.3.1 Rietveld refinement
The raw data were transformed into diffraction patterns using the Mantid
software [110]. Rietveld refinement was performed using the EXPGUI interface
to GSAS [76, 111]. For temperatures in the range 583–603 K the data showed
diffraction from α and δ phases, and a two-phase refinement was carried
out successfully. Above this temperature range the data were for the cubic
α phase, and in this case the crystal structure refinement required variation
of the unit cell parameter, isotropic atomic displacement parameters for the
Cs and Pb ions, and 2 anisotropic atomic displacement parameters for the I
anions. The iodine atoms oscillate about the Pb–I–Pb chain due to thermal
motions, so displacements along the chain should be smaller than in the other
two transverse directions. In the lower-temperature data where the crystal
structure of the orthorhombic phase was refined, x and z atomic coordinates
also need to be adjusted for all atoms. Because y atomic coordinates are
on special positions due to symmetry, they were left unrefined. In this case
only isotropic atomic displacement parameters were refined. Some hysteresis
was observed in the phase transition between heating and cooling runs. For
example, 573 K data show both phases on heating, but remains cubic in
contrast during cooling process.
A representative Rietveld fit of both two phases is given in figure 3.3.
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Figure 3.3: (a): Rietveld refinement for diffraction data collected at room
temperature 293 K. The lattice parameters for the orthorhombic δ phase, space
group Pnma, and a = 10.4670(2) Å, b = 4.8052(1) Åand c = 17.7908(3) Å.
(b): Rietveld refinement for diffracted data collected at high temperature
673 K. The phase for refinement is cubic α phase, space group Pm3m, and
a = b = c = 6.3130(1) Å. Bank 4 and 5 data were used in Rietveld refinement.
3.3.2 Total scattering data correction
The range of Q was chosen to be between 0.5–30 Å−1 for merging the differen-
tial cross section data from all 8 detector banks, and the Q range for banks 3-8
were used with Q ranges up to 60 Å−1. In principle, Qmax should be as high
as possible to avoid the termination ripples. But in practice, the signal-to-noise
ratio would be relatively low at higher Q region as in figure 3.4. The first two
banks are placed at low angles, and as a result they might include background
from the incident collimator. It would introduce problems when merging with
other banks, and so these low angle data were excluded to avoid problems.
Effective ranges of data used in Gudrun have been plotted from .dcs01 file in
figure 3.4.
The 673 K data were taken as an example. The first thing is to get the
correct sample composition and dimension information, as they are used in
the theoretical calculation. For CsPbI3, the sample composition is shown in
table 3.1. The inner and outer radii of the packed sample inside the vanadium
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Atom Isotope Composition
Cs 0 1.0
Pb 0 1.0
I 0 3.0
Table 3.1: The sample atomic composition used in pair distribution function
analysis.
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Figure 3.4: Differential cross section data measured from each bank were
plotted against Q. The merged data were added an offset for easy comparison.
The noise in bank 3 and bank 4 data becomes more obvious with increasing Q.
The inset indicates data in the low Q region were consistent between different
banks, because the sample contains no light atoms.
can is 0.0 and 0.415 cm, and the sample height is 5.0 cm.
The sample tweak factor was calculated to be around 3.3. In CsPbI3,
there is no physically plausible feature below 2.5 Å and the minimum radius
for Fourier transform was set to be this number. In order to remove the
background, the top hat width QT was specified as -17 Å−1. The negative
value does not perform a top hat function but an average value of the scattering
function from QT to Qmax is subtracted from the data. The lorch function was
applied to smooth the PDF data, and β and r0 were set to be 0.05 and 0.02 here,
respectively.
The goodness of the PDF data is difficult to judge, and GudrunN compares
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the high-Q DCS level after merging with the calculated value, ∑i cib¯2/4pi.
All the temperature data were processed using the same set of values in the
Gudrun correction, except sample density extracted from Rietveld refinement.
3.4 RMC modelling
In the present study, the initial three-dimensional atomic configurations for
each temperature were created from the crystal structure generated by the
Rietveld method in each case using data2config, part of the RMCprofile
software suite. For the cubic phase the configurations correspond to an
8× 8× 8 supercell of the unit cell (2560 atoms), and for the orthorhombic
phase the configuration was a 5× 10× 3 supercell (3000 atoms). The RMC
simulations were performed using the overall pair distribution function D(r),
the scattering function i(Q) and the Bragg scattering profile as the sets of
experimental data. We used distance windows to prevent any fragmentation
of the atomic configurations. The distance window is to constrain atoms
by defining the distance limits that atoms could move from their nearest
neighbours as determined from the original configuration. This ensures the
final configurations are physically reasonable models. Detailed values are
shown in table 3.2. Here, the goodness-of-fit is judged by the calculated χ2;
If χ2 no longer changes when generating more moves to the configuration, it
is accepted as fully converged. Approximately 3.4× 106 moves (1300 moves
per atom) have been accepted to reach convergence in this case. A refined
configuration at high temperature 673 K is shown in figure 3.5.
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T (K) Cs-Pb (Å) Cs-I (Å) Pb-I I-I (Å)
673 4.17-6.78 3.06-5.88 2.70-4.05 3.22-5.66
643 4.17-6.78 3.06-5.88 2.70-4.05 3.22-5.66
613 4.17-6.78 3.06-5.88 2.70-4.05 3.22-5.66
573 4.19-6.78 3.09-5.88 2.70-4.05 3.25-5.63
Table 3.2: Distance-window constraints for different atom pairs used in RMC
refinement.
3.5 Analysis
3.5.1 Crystal structure analysis
The results for Rietveld refinements (lattice parameters, atomic fractional
coordinates, and atomic displacement parameters) for both α and δ phases are
given in appendix A.1.
The lattice parameters are shown as a function of temperature in scaled
form (to allow for comparison of temperature dependence) in figure 3.6. The
three orthorhombic lattice parameters show similar thermal expansivity, with
an average coefficient of linear thermal expansivity of 21± 1 MK−1. The cubic
phase shows positive thermal expansion with linear expansivity 52± 1 MK−1,
which is surprisingly around 2.5 times larger than for the orthorhombic phase,
but there is no explanation for it yet.
The average structure of the α phase calculated from the RMC configu-
rations agreed well with Rietveld refinement both in atomic positions and,
more significantly, in the atomic displacement parameters. All atoms are on
special positions with coordinates set by symmetry, and the average positions
are consistent with the special positions to within 0.001 in terms of fractional
coordinates. The ADPs calculated from the RMC configurations are given in
appendix B.1. The ADPs from the RMC analysis were consistently slightly
larger than from Rietveld refinement, which is attributed to the effects of
attenuation of the neutron beam by the sample. It was noted that the ADPs
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Figure 3.5: Representative fitted data for both phases of CsPbI3, showing PDF
D(r) (a), Bragg scattering profile (b), scattering function i(Q) (c). The end-RMC
configuration at 673 K, view from [001] direction. The PbI6 polyhedra are
distorted and the A-site Cs atoms indicate large off-site displacements.
for the iodine atom show much larger displacements in the two directions
perpendicular to the Pb–I–Pb linear linkage than in the direction along the
linkage, with the transverse mean-squared displacements being around 6 times
larger than for the longitudinal mean-squared displacements. Actually, an even
larger difference between the transverse and longitudinal mean-square dis-
placements was obtained in the previous crystal structure analysis of reference
[102], the difference is probably because both the longitudinal and transverse
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Figure 3.6: Variation of the lattice parameters of CsPbI3 with temperature, ob-
tained by Rietveld analysis. For convenience, lattice parameters were scaled by
their values a0, b0, c0 at 593 K. The three lattice parameters of the orthorhombic
phase show almost the same thermal expansion. Because of the large change
in volume at the phase transition (7% per formula unit), the orthorhombic
and cubic phases are indicated on separate vertical axes; thus the change
in volume cannot be read directly from this figure By contrast, the axes for
the orthorhombic (left) and cubic (right) values cover the same difference in
relative lattice parameter, so that the thermal expansion of the two phases is
directly comparable. Statistical errors of the values of the lattice parameters
are smaller than the size of the markers.
mean-squared displacements are underestimated by a constant amount in
that study, due to the effects of beam absorption. The ADPs of Cs and Pb
are isotropic by symmetry in the Rietveld refinement, with the value for Cs
being about twice as large as for Pb. This is consistent with the displacement
parameters calculated from RMC, shown in appendix B.1.
3.5.2 Local structure analysis
The experimental pair distribution functions D(r) are shown in figure 3.7. The
first peak corresponds to the Pb–I nearest neighbour distance at around 3.2 Å,
and the position and integrated area are constant for all temperatures in both
phases. It should be noted that the tail of the lowest-r PDF peaks overlap
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Figure 3.7: The pair distribution functions D(r) for CsPbI3 for all temperatures
where there is a single phase. A constant offset has been applied to separate
the separate D(r) curves. The δ phase data are shown in grey and the α phase
data in red.
with the next highest feature. The PDFs across the range of distances show
little obvious variation with temperature in the cubic phase. The PDFs for the
two temperatures in the orthorhombic phase are clearly very different from
the PDFs of the cubic phase other than for the first (Pb–I) peak, reflecting
the significant differences in crystal structure. For example, the second peak
for the cubic phase is a direct overlap of the I–I and Cs–I distances, which
have different mean distances in the orthorhombic phase. The PDF for the
orthorhombic phase shows more variation between the two temperatures
(temperature interval of 180 K) than across the span of temperatures of the
cubic phase (100 K), particularly in the distance range 3.5–6 Å where the
broadening of the peaks on heating was observed.
The distributions of nearest-neighbour distances from the RMC configura-
tions are shown in figure 3.8. The interesting point about these diagrams is
that the distribution functions are remarkably asymmetric in each case. For
example, the Pb–I distribution has an especially long tail to higher distances,
indicating substantial bond anharmonicity. The mean Pb–I distance at 573 K is
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Figure 3.8: RMC distributions of nearest neighbour distances: (a) Pb–I; (b)
I· · · I; (c) Cs–I. An offset has been added to separate the curves at different
temperatures. The continuous curves are the result of fitting to an anharmonic
potential energy function as discussed in section 3.5.4.
3.27 Å, and a standard deviation of the distribution of σ = 0.25 Å. The mean
distance is around 4% larger than the distance between mean positions (equal
to half the lattice parameter, 3.144 Å at 573 K), which is quite common in
polyhedral framework material. The value of σ is consistent with the values of
the ADPs; for example, the root-mean-squared displacement of the Pb atom
is equal to 0.22 Å from the ADP data. The asymmetry of the I–I and Cs–I
distances, which both have mean values around a/
√
2, similarly show a broad
asymmetric distribution, reflecting the Pb–I motions.
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Figure 3.9: RMC distributions of bond angles θ: (a) Pb–I–Pb (180°); (b) I–Pb–I
(90°); (c) I–Pb–I (180°). The pure angle distributions are shown as dashed
lines, while the normalised distribution functions by dividing by sin θ are
plotted with dots. An offset has been added to separate the curves at different
temperatures.
It is interesting to compare the results here with previous RMC studies
of SrTiO3 [112] and SrSnO3 [113]. In both these cases the distributions of
octahedral bond lengths (Ti–O and Sn–O) have much shorter mean values, but
also the distributions are narrower and symmetric. Thus the broad, asymmetric
distribution of the octahedral bond lengths in CsPbI3 cannot be attributed to
the perovskite geometry alone.
The distribution functions for the linear Pb–I–Pb bond angles, and for
perpendicular and linear and I–Pb–I bond, are shown in figure 3.9. The raw
angle distributions f (θ) was plotted, where θ is the bond angle, together with
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the scaled function f (θ)/ sin θ to account for the diminishing size of the the
solid angle d𝛺 = sin θdθdφ. The mean angles with standard deviations are
152± 12∘, 89± 15∘, and 157± 11∘ respectively.
3.5.3 Rigidity analysis
An alternative to analysing bond angles is to consider the motion of the PbI6
coordination octahedra as a whole. To analyse the refined RMC configurations
in these terms, the Geometric Analysis of Structural Polyhedra (GASP) code
[99, 100, 114] was used, as discussed in section 2.8. Roughly speaking, in the
perovskite structure the rotational component corresponds to the low-energy
zone-boundary octahedra rotation phonons, while the bond-bending and bond-
stretching components correspond to higher-frequency phonons across the
Brillouin zone.
Of these three components, it is found that bond bending contributed
the most to the observed distortion, accounting for 0.52± 0.04 of the total
mismatch. Rigid-body rotation contributed 0.30± 0.04, while bond stretching,
expected to be more energetically expensive than bond bending, makes up
the remaining 0.18± 0.02. Expressed in this way as a percentage of the total
mismatch, the values of these three components show negligible temperature
dependence between 573 K and 673 K as in figure 3.10, as would be expected.
Figure 3.11 shows, the distribution of PbI6 orientations as determined by
the GASP analysis. The mean deviation angle from the average structure at
673 K, with standard deviation, is 8.4± 3.5∘. For comparison, consider the
analogous angles in other perovskite materials. In SrTiO3, which undergoes a
displacive phase transition, the TiO6 octahedra tilt only around 2° in the low
temperature phase [112]. On the other hand, in ScF3, an extremely flexible
octahedral framework in which the perovskite A site is vacant, the RMC-
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Figure 3.10: GASP analysis breaks the total motion into three kinds of motions,
I–Pb–I bonds bending (red), whole-body rotations of the PbI6 octahedra (black),
and Pb–I bond stretching (blue). These components respectively account for
52%, 31% and 17% of the total motion.
derived octahedral tilting angle is around 10° in the high temperature phase
[115]. This suggests that ScF3 is extremely flexible in terms of the polyhedral
network, and SrTiO3 is relatively rigid while CsPbI3 is between those two.
Unlike the other two perovskite materials, there is no A-site cation in ScF3, so
the ScF6 cage is quite empty, which allows the flexibility and the deformation
of the ScF6 octahedra.
3.5.4 Bond anharmonicity
As shown in figure 3.8, the Pb–I bond distribution has an asymmetric shape, a
sign of significant anharmonicity. The Morse potential is one model of inter-
atomic potential for diatomic systems. It differs from the harmonic oscillator
model by adding an extra perturbation term to the harmonic models because
it is not always the case that the potential is harmonic that all transitions
occur at the same frequency. Also, the harmonic model does not allow bond
breaking as the Morse model does, which becomes a better approximation
of the interatomic potential for real bonds. Here in this case, the distance
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Figure 3.11: The distribution functions for PbI6 rotations calculated in the GASP
analysis. Offsets were added to top three temperature data for comparison.
distribution of Pb–I bonds shows an asymmetric shape and an anharmonic
potential should be used to describe the bond potential. The Morse potential
was used as it is simple and proper for the purpose.
The distribution data were fitted to the Boltzmann form P(r) ∝ exp(−φ(r)/kBT),
where φ(r) is the Morse potential:
φ(r) =
k
2α2
(
exp (− 2α(r− r0))− 2 exp (− α(r− r0))
)
(3.1)
The three parameters are r0, the equilibrium bond length; k, the harmonic
spring constant at equilibrium; and α, a measure of the anharmonicity such
that the nominal bond dissociation energy is D = k/2α2. Data for all four
temperatures were fitted together, and reasonable fits to the Pb–I distribution
functions between about 2.7 Å and 4.1 Å were obtained; above this distance,
a slightly greater number of Pb–I pairs are observed than predicted by the
Morse potential. The best-fit parameter values are α = 1.68± 0.04 Å−1, r0 =
3.1559± 0.0007 Å, and k = 1.477± 0.003 eVÅ−2. The value of r0 is very close
to half of the value the cubic lattice parameter values given in A.1 as expected.
The calculated distribution functions are shown in figure 3.8 for comparison
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Figure 3.12: The variation of the Morse potential with distance using the
potential parameters given in the text (solid line). This is compared with the
corresponding harmonic function (dash-dot line).
with the RMC data. The agreement is very good, with the only discrepancy
being at larger r which is in the tail of the Morse function.
Modelling the Pb–I bond as two atoms joined by a harmonic spring, the
vibrational angular frequency is ω =
√
k/µ, where µ = 78.7 g mol−1 is the
reduced mass. Substituting in the fitted value of k, we obtain an angular
frequency of ω = 13.2 THz. The frequency of the longitudinal optic mode at
the gamma point is, to first approximation,
√
2 times this value [116], namely
18.6 THz; this is comparable, for instance, with literature first-principles calcu-
lations that give a value of approximately 17 THz [109]. The nominal Pb–I bond
dissociation energy calculated from the fitted parameters gives D = 262 meV.
Given that the fitted values of the Morse potential appear to be plausible,
we now consider the implication of the shape of this curve. The function
with fitted values is plotted in figure 3.12, and compared with the harmonic
value calculated from the value of k. It is clear that over the range of values of
distance there is a significant difference that will contribute to the asymmetry
of the bond distribution function. At r = 2.8 Å the Morse potential is 1.9 times
larger than the harmonic energy relative to the minimum energy, and at r = 3.8
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Å the Morse potential is lower than the harmonic value by a factor 2.7. These
differences represent the intrinsic anharmonicity of the Pb–I bond, and provide
the explanation for the marked asymmetry of the bond distribution function.
3.6 Summary
In summary, I have performed total neutron scattering measurements, com-
bined with RMC modelling, on the optoelectronically active inorganic per-
ovskite CsPbI3. An atomistic model of the cubic α phase is in agreement with
previous measurements, that there is substantial transverse motion of the I
ions. The Pb–I bond is strongly anharmonic, and the distribution of bond
distances as a function of temperature is well fitted by a Morse potential with
reasonable equilibrium bond length and vibrational frequency.
Anharmonicity is a vital consideration for practical use of these materials,
since it will substantially affect the structure at useful operating temperatures
for photovoltaic devices. This insight into the behaviour of the cubic PbI6
framework is not only relevant to the inorganic perovskites; it also provides a
starting point to understand their hybrid analogues, as both materials have a
PbI6 inorganic-framework. Although in the case of hybrid systems the lattice
vibrations will be coupled to orientational disorder of the organic cations [36].
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Chapter 4
Local structures of the hybrid
perovskite CD3ND3PbI3
4.1 Introduction
Despite rapid developments in metal-halide perovskites solar cells, there are
still problems with long-term stability and functional performance. Researchers
have been seeking analogues of perovskite materials as a replacement, but
none of them exhibit the high-efficiency of CH3NH3PbI3 (MAPbI3), as intro-
duced in section 1.1.3. Thus, many unsolved problems of MAPbI3, such as
degradation and current-voltage hysteresis, should be addressed to understand
and optimise high-efficiency photovoltaic devices for broad application.
The hybrid organic-inorganic perovskite, MAPbI3 adopts a body-centred
tetragonal structure with the CH3NH3+ (MA) ion inside the PbI6 cage at room
temperature, and the MA ion is orientationally disordered. On heating, it
transforms to the cubic structure at 327 K and remains stable until melting,
with the molecule exhibiting orientational disorder. On cooling, the room-
temperature tetragonal phase becomes the low-symmetry orthorhombic phase
at 165 K, and the molecular ion is fully-ordered.
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Phase transitions in perovskites with the ABX3 structure have been exten-
sively explored. Because of the corner-linked octahedral network, rotation of
any individual octahedron causes the neighbouring octahedra to rotate as well
[117]. Glazer characterises the octahedral tilting phase transitions, based on the
octahedral rotations about three symmetry axes [117, 118]. The parent cubic
phase is characterised as a0a0a0, where the three letters denote zero tilting
amplitudes along three crystallographic axes [100], [010] and [001]. As follows,
it is convenient to define the Glazer notation of tetragonal and orthorhombic
phase as a0a0c− and a−b+a−. The + and − signs indicate the octahedra are
tilted along the tilt axis in-phase or out-of-phase. The second a in a0a0c−
means the equal amplitude and c indicates different rotation amplitude from
the former two. In the tetragonal phase, the out-of-phase tilting along the
[001] axis (c axis) causes the doubling of the unit cell. The tetragonal phase
in MAPbI3 is similar to SrTiO3 with octahedra rotated about the z axis and in
opposite senses in neighbouring layers, which explains the doubling of the
unit cell along b axes In the orthorhombic phase, the symmetry is lowered
through in-phase rotation along [010] and out-of-phase rotations along [101]
axes.
Weller’s group identified crystal structures of hydrogenous MAPbI3 using
neutron diffraction, which is better placed than X-ray diffraction to differentiate
the methylammonium C and N atoms. Three phases of MAPbI3 have been
reported as ordered orthorhombic phase Pnma, partially disordered tetragonal
phase I4/mcm and highly disordered cubic phase Pm3m. There have been
diverging opinions over the structure of the ambient-temperature phase, but
Weller’s neutron diffraction data confirmed the space group as I4/mcm [60].
The refined crystal structures are displayed in figure 4.1. The tetragonal phase
with space group I4/mcm is a subgroup of the cubic phase Pm3m, and the
orthorhombic phase with space group Pnma could be seen as a distortion of
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(a) Pm3m (b) I4/mcm (c) Pnma
Figure 4.1: Schematic representation of (a) cubic Pm3m phase, (b) tetragonal
I4/mcm and (c) orthorhombic Pnma phase by a
√
2×√2× 2 supercell of the
cubic aristotype. The structures are adapted from Weller [60].
the cubic phase due to the group-subgroup relationship.
From diffraction data, it is frequently impossible to determine the distri-
bution of molecular orientations. In some cases, where there the molecule
has a limited number of distinct orientations, the atomic positions might be
explicitly defined with partial occupancy, and the structure can be refined.
One example is the molecular crystal adamantine, where each molecule has
two possible orientations [58]. On the other hand, if the distribution of the
molecular orientations is more complicated, with some degree of continuous
orientational disorder, the atomic structure is not properly described as a
series of atomic coordinates. In practice, it is conventional to try to reproduce
the continuous distribution in terms of a set of atomic sites and large atomic
displacement parameters, but in such a case the atomic sites may well have
very little actual significance.
Here, total scattering is more useful than diffraction for giving the atom pair
distances directly. Whitfield reported the local structures of fully deuterated
MAPbI3 using a combination of neutron and synchrotron total scattering [119].
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Below 3 Å the PDF data represent the intramolecular atom pair distances
and remain virtually unchanged. Minimal changes in the local structure were
observed across the cubic-to-tetragonal phase transition, but peak shifting
occurred from the tetragonal-to-orthorhombic phase transition. However,
quantitive interpretation of the total scattering patterns is required to aid
analysing orientationally disordered solids. Utilizing the ’real space Rietveld’
method in PDFGui program [120], the author fitted the PDF data but could
not fit the data within 3 Å where the full structural information of the MA
molecules is wrapped. Given that the orientational dynamics of MA cations
is still vague, elaborate analysis on MA orientation should be carried out to
model the comprehensive data.
Previous NMR investigations have suggested that MA ions reorient as al-
most freely rotating molecules in the cubic phase on the picosecond timescale
[49]. The dynamics of MA cations seem to be continuous in the cubic-tetragonal
phase transition, but vary discontinuously across the tetragonal–orthorhombic
phase transition . Considering the orientational disorder of MAPbI3, currently,
there are two views [121]. One is the molecules are almost freely rotating [122],
while some think the orientations of the molecules are fixed [61]. Leguy pro-
posed three rotational modes of the MA cation, but without further evidence
of elastic incoherent scattering factor, they failed to distinguish between these
three modes. Chen using quasielastic neutron scattering (QENS), interpreted
that the C-N axes of MA ions exhibit four-fold and three-fold rotational sym-
metry in cubic and tetragonal phases, and only three-fold symmetry remains
in the low-temperature orthorhombic phase. This interpretation again follows
the assumption that simplifies the rotational dynamics of the MA cations,
where the molecules with preferred orientations.
In summary, I will investigate the orientational disorder of MAPbI3 with
temperature using the technique of neutron total scattering coupled with the
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RMC method. The pair distribution function analysis should provide detailed
information about the short and intermediate-range order. Modelling of the
total scattering and PDF data will provide new impetus to the characterization
of the orientational dynamics of the highly mobile MA ions. Hopefully, the
structural and dynamical properties could be further comprehended and even
related to optoelectronic performance.
4.1.1 Neutron total scattering experiment
Neutron total scattering experiments were performed on the POLARIS diffrac-
tometer at the ISIS spallation neutron source. The sample temperature was
controlled by a closed-cycle refrigerator (CCR) capable of heating above room
temperature. Measurements were performed at temperatures of 10, 100, 155,
170, 293, 300, 320, 335, 350, 375, and 400 K. Data correction measurements
were taken, at room temperature, of the empty instrument, empty CCR, and
empty can within the CCR, together with a calibration measurement from
a vanadium rod. Data for Rietveld refinement were obtained utilizing the
Mantid software, and the GUDRUN package was used to obtain the corrected
scattering functions and PDFs from the raw data.
4.2 Data processing
4.2.1 Rietveld refinement
First, the diffractometer constants were refined to fit the diffraction data. Since
data were collected from multiple detector banks, the diffractometer constant
DIFC was fixed for the highest-resolution bank and refined for lower-resolution
banks to prevent unstable refinements due to high correlation between DIFC
and the lattice parameters. The constant DIFC is explained in equation 2.7. The
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aim is to correct the different positioning between the sample and standard
for calibration. Peak shape function 3 was used to describe the peak profiles
observed on the POLARIS instrument. During each refinement, the Lorentzian
and Gaussian widths were also refined to match the shapes of the reflection
peaks observed on POLARIS.
Orthorhombic phase The starting models were adopted from Weller’s struc-
ture [60], but the H atoms were replaced with D atoms. The space group
Pnma was used in the low-temperature refinement. The scale factor of each
bank was refined to match the observed intensity. Six hydrogen atoms were
included into the deuterated-sample model to check the deuteration degree.
They were set to occupy the identical positions as those deuterium atoms by
constraints, and the total occupancy was set to be refined as a whole. The
converged model indicated that CD3 were fully deuterated and ND3 were
partly deuterated. The total site occupancy of D in NO3 was 0.5. The refined
value of H/D occupancy was 0.109(3) and 0.391(3), so the ratio of H/D is
about 0.2 on ammonium, and value was fixed for subsequent refinement. Soft
restraints of C–N (1.460(1)), C–D (1.10(5)) and N–D (1.00(5)) were added [60],
preventing the refinement diverging when refining all the atomic coordinates.
The C–N bond was found to lie normal to the b-axis and orientation is fully
ordered. The orthorhombic-to-tetragonal phase transition was reported to
occur at 165 K, and the reported orthorhombic phase was successfully fitted
to the observed diffraction pattern until 170 K. The ordered phase and the
Rietveld refinement is illustrated in figure 4.2a.
Tetragonal phase For the room temperature phase, the tetragonal phase
I4/mcm was taken from Weller’s work [60]. A previous QENS study has
already shown that the rotational disorder of the MA group is dynamic [50].
The MA cations were found to be ordered end-to-end, and the C–N bond is
four-fold orientationally disordered along the c-axis from the refined model.
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Figure 4.2: Three representative Rietveld refinement fits of three different
phases and the average structures derived from Rietveld analysis viewed along
the [001] direction. The deuterium and hydrogen atoms were hidden except
in the orthorhombic phase, as the disorder of D/H makes the visualisation
difficult.
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By refining the ADPs of all the atoms, the refinement converged quickly, and
large ADP values of deuterium and hydrogen confirmed the significant motion
of the cations. The detailed structures are given in appendix A.2. However,
the PbI6 framework is less distorted than in the orthorhombic phase, as seen
in figure 4.2b.
Cubic phase For cubic structure refinement, the space group Pm3m was used
for temperatures above 320 K. The MA cation was refined to be disordered
over six sites, as in figure 4.2c. Carbon and nitrogen atoms can be regarded as
sitting on the equivalent sites, so only one atom C was used in the refinement
for symmetry reason. Similar to all its inorganic analogues, MAPbI3 was also
refined in a way that iodine atoms have anisotropic ADPs, and the details are
in appendix A.2.
At 330 K, the diffraction pattern from the high-resolution banks (bank 4
and 5) show that the (200) peak intensity does not match the experimental
intensity very well. A closer look tells that two peaks were indeed observed in
the experimental data, as seen in the tetragonal data. Then two-phase Rietveld
refinement was carried out successfully, in agreement with previous Rietveld
refinements [119]. The (200) reflection now splits into two reflection peaks
(220)/(004). The scale factors of the two phases were allowed to be refined
freely, and minimal cubic features of the diffraction data were present down
to 300 K data. Therefore, the coexistence of both phases was assigned to the
300–330 K range, and the phase fractions at those mixture phases are given in
table 4.1. The ratio of the cubic and tetragonal phases in the mixture-phase
changes with temperature. The fraction of cubic phase changes on heating.
The lattice parameters extracted from Rietveld refinements are scaled by
factors of 2 or
√
2 to better compare with each other and the lattice parameter
of the cubic phase, shown in figure 4.3. For the tetragonal phase, c/2 was
plotted. For the orthorhombic phase, a/
√
2, c/
√
2 and b/2 were plotted against
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T(K) fraction (cubic) fraction (tetragonal)
330 0.715(16) 0.285(1)
320 0.614(6) 0.386(13)
310 0.488(5) 0.512(12)
300 0.18(3) 0.82(1)
Table 4.1: The phase fraction of the tetragonal and cubic phase in the two
phase refinement.
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Figure 4.3: Pseudocubic lattice parameters a, b and c are represented in
red, blue and black filled markers, and the average lattice parameter of the
tetragonal phase is plotted with open circles. The red line is the extrapolation
of the lattice parameter of the cubic phase.
temperature. Open circles are the average lattice parameters for the tetragonal
phase.
In the tetragonal phase, the extrapolation of the cubic lattice parameter is
defined as a0 = (2a + c)/3. The value a0 is extrapolated to low temperature by
using a function of the form
a0(T) = a1 + a2𝛩 coth(𝛩/T) (4.1)
which describes both the linear dependence on temperature at high temper-
ature and the limiting behaviour 𝜕a0/𝜕T → 0 as T → 0. The effect of the
function is to have a curved and more flat end when approaching low temper-
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ature. The choice of 𝛩 is chosen to be 𝛩 = 55 K and the obtained fitted values
a1 = 6.2168 Å and a2 = 2.5× 10−4 Å K−1. The choice of 𝛩 = 55 K was made to
make the value of volume strain ea more-or-less constant at low temperature,
which will be discussed in detail in section 4.5.1. The value of a2/a1 repre-
sents the coefficient of linear thermal expansion at high temperature, equal to
40.2 MK−1. This is similar in size to the coefficient of thermal expansion of
CsPbI3, 52 MK−1 in the cubic phase.
4.2.2 Total scattering data correction
The measured temperatures ranged from 10 K to 400 K with cryostat and
furnace for low and high temperatures, respectively. Data correction was per-
formed as two batches corresponding to two different sample environments.
The total scattering data were collected from 5 banks on the POLARIS instru-
ment, and individual bank’s data were merged to give the final differential
cross-section.
The large incoherent scattering from H atoms produces a background in
the scattering data. If the H atoms are replaced by D atoms, the deuterated
sample should in principle avoid the strong incoherent scattering. However,
the complete sample deuteration is somewhat tricky. Furthermore, the per-
ovskite samples suffer degradation problems when exposed to humidity. From
Rietveld refinements, the refined occupancy suggested ND3 was partly deuter-
ated, so the assumption was that 20% hydrogen was in ND3 only and 10% in
total D atoms. The sample composition was changed accordingly as in table
4.2.
Deuterium atoms are light, and the unwanted inelasticity is always reflected
in the data. The exchanged energy during the scattering process can not be
neglected, though instrument scientists sought solutions to deal with inelastic-
79
ity correctly when designing the instrument. Nonetheless, data processing is
complicated if inelasticity occurs. From chapter 2, we know the structure factor
S(Q) is divided into two parts, distinct or so-called interference scattering and
self-scattering as in equation 2.18. The structural information is contained in
the interference term, which oscillates about a baseline set by the coherent
scattering from different atoms. It has been recognized that inelasticity affects
the self-scattering part the most, while the interference scattering is affected
only minimally. The primary effect was believed to make the bond distance
slightly longer, but no new peaks are introduced in the Fourier transformed
data D(r) [95]. Experience has shown the most significant impact was on the
lowest-r peaks in the PDF. Hence, the aim is to subtract the self-scattering term
and get the correct interference scattering term. It should be noted there is
limited resources for reference use to perform data correction on such light
atom containing samples, and the knowledge is based on the experience with
various samples. The corrected PDF data can be eminently sensible with the
parameters used in the data processing software, so I had to try with different
values and run RMC with the corrected D(r) and i(Q). The good thing is RMC
will calculate D(r) and i(Q) with the starting model, and the integral of the
first peak in D(r) is used to check the experimental PDF and the criterion is
whether it equals to the coordination number associated with the nearest atom
pair.
Figure 4.4 shows the merging between different banks. Compared with the
CsPbI3 sample with heavy atoms only (figure 3.4), MAPbI3 sees the absolute
level of the measured data not agreeing well at all. Data measured at different
detector angles are weighted by the statistical accuracy in the merging process.
If the range of each detector bank data is not chosen properly, small steps could
be introduced into the merged data. In principle, one can look at the data from
each group and make a decision based on whether structural information or
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Figure 4.4: Each bank’s differential cross-section data and the merged one
were plotted to illustrate the merging process. A comparison between MAPbI3
could be drawn with its inorganic analogue, where no light atoms are present,
to demonstrate the effect of inelasticity in the data. The merged data has been
added an offset to aid the comparison. The high Q region shows different
bank measures the data with such a different result, and the inset shows that
below 2 Å the DCS data are aligned consistently.
only the noise is present in the data. However, this method does not work in
the case of MAPbI3 due to the marked difference between detectors. Ultimately,
the cut-off for each detector bank was set between 0.0 and 60.0 to avoid steps
in the merged data.
The Q range used in Fourier transform was tweaked to not include too
much noise, and was chosen to be 0.5 and 40.0 Å−1. Also, the minimum r in
Fourier transform was set as 0.88 Å to clean any spurious structures in real
space. The value is inferred from the minimum distance of any atom pairs.
Here, the first peak must be the combination of the C–D (1.09 Å) and N–D
(1.04 Å) bonds from Rietveld refinement results.
The significant self-scattering background in the total scattering data was
removed with the top-hat function, as discussed in section 2.6.3. Instead of
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Atom Isotope Atoms/unit cell
H 2 5.4
C 0 1.0
N 0 1.0
Pb 0 3.0
I 0 6.0
H 0 0.6
Table 4.2: The sample atomic composition used in pair distribution function
analysis. D/H ratio was changed according to the Rietveld refinement to keep
consistency. Here, 0 means terrestrial abundance.
using a negative top-hat width, where the average of the total scattering data
from QT to Qmax is subtracted from the data itself, the top-hat correction needs
to be performed to get rid of the Q-dependent self-scattering. The width of
the top-hat function was approximated by an empirical equation 3/rmin [123],
where rmin is 0.88 Å. The value was set to 3.0 Å−1 for all temperatures. After
the top-hat correction, the self-scattering and background were subtracted, and
only the interference differential cross-section was achieved as expected.
4.3 RMC modelling
Data included in RMC simulation were the scattering function i(Q), the PDF
D(r) and the Bragg profile extracted by GSAS. Initial configurations were
prepared using the RMCcreate tool, adapted to allow for the molecular ions
to be oriented in any chosen state. Configurations for the cubic phase were
prepared to contain 8× 8× 8 formula units, with an approximate configuration
edge length of 50 Å and 6144 atoms. For tetragonal and orthorhombic phases,
starting configurations were prepared to contain 6× 6× 4 and 6× 4× 6 unit
cells, with 6912 atoms each. A range of starting states were explored, including
various degrees of the order or completely random disorder. Because of the
molecular disorder, the MA molecules in the cubic and tetragonal phase were
oriented randomly, and remained ordered in the orthorhombic phase.
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atom pair HT RT LT
C–N 1.38–1.65 Å 1.35–1.64 Å 1.38–1.65 Å
Pb–I 3.30–5.65 Å 3.30–5.65 Å 3.30–5.65 Å
I–I 2.55-4.95 Å 2.55-4.95 Å -
Table 4.3: Distance window used in RMC for all temperature runs, includ-
ing three phase at high temperature (HT), room temperature (RT) and low
temperature (LT).
bond-stretching
potential D(eV) r0(Å)
bond-angle
potential D(eV) angle(°) r0 (Å) r0 (Å)
C–N 2.551 1.505 D–C–D 6.866 107.6 1.06 1.06
C–D 2.275 1.06 D–N–D 6.866 107.6 1.06 1.06
N–H 2.947 1.06 D–N–H 6.866 107.6 1.06 1.06
N–D 2.947 1.06 H–N–H 6.866 107.6 1.06 1.06
N–C–D 9.487 111.0 1.505 1.505
C–N–D 9.487 111.0 1.505 1.505
C–N–H 9.487 111.0 1.505 1.505
Table 4.4: Bond potential used in RMC for all temperature runs. Interatomic
potentials include both the bond-stretching and bond angle potentials.
From the Rietveld refinement, the ND3 group contains some H atoms. So
the starting configurations produced for RMC have replaced 20% D bonded to
N with H atoms, and CD3 remained purely deuterated. The configuration was
built using RMCcreate tool.
Distance window constraints were added to guide RMC and produce
physically reasonable structures (see table 4.3). Potentials that describe the MA
molecule were also included see table 4.4. These two constraints were discussed
in section 2.7. It was found that including both potentials and distance window
in RMC does not give good fits. The reason could be these two were competing,
and the structure can not accommodate these two constraints simultaneously.
In the end, only Pb–I, I–I and C–N were constrained as shown in table 4.3.
Representative fits are plotted in figure 4.5. The peak at 3.2 Å corresponds
to the Pb–I bond, and the peak intensity of RMC data was much lower than of
experimental data, suggesting the atomic density under the Pb–I peak is lower
in simulation than experiment, but RMC cannot increase the intensity if the
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Figure 4.5: Representative RMC fits to the experimental data, including D(r),
i(Q) and Bragg diffraction for the HT, RT and LT phases. Bragg data has been
transformed to d-spacing from time-of-flight.
simulation time limit is increased.
In figure 4.6, the supercell configuration of atoms in the cubic phase are
collapsed into one unit cell. Only the molecules are shown. From the graph,
the distribution of C and N atoms seem to form a ball with head-to-tail motion,
while the distribution of D and H atoms form a shell outside the CN– . What
this reveals is the C and N atoms inside the cage are very disordered and
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Figure 4.6: A sliced plane of the collapsed unit cell of the RMC configuration
at 400 K. Black and blue balls represent for C and N atoms, while pink and
silver balls are H and D atoms.
apparently translating a considerable distance as well as rotating. That is, the
disorder is not simply a case of the molecule rotating about its centre of mass.
4.4 Structural analysis
4.4.1 Local structure analysis
The PDFs are plotted up to 18 Å in figure 4.7 as a function of temperature.
The inset in figure 4.7 shows the atom pairs inside the molecule, and there are
no obvious changes through phase transitions. The first peak in D(r) is the
mixture of two atom-pairs, C–D and N–D/H. The second peak belongs to the
C–N pair and does not vary significantly with temperature across the phase
transitions, and the third peak that represents D/H–D/H pair broadens when
transforming to the cubic phase. The peak located at 2.1 Å corresponds to the
longer distance of C–D/H and N–D within the CD3ND3 molecule.
The total scattering measurement went down to as low as 10 K, and the
PDF at this temperature indicates the single Pb–I peak at 3.2 Å is relatively
sharp, and the peak grows broad on heating. The temperature effect is seen
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Figure 4.7: D(r) calculated for each temperature from the scattering function
i(Q). There are clear changes through the two-phase transitions, cubic-to-
tetragonal and tetragonal-to-orthorhombic. The first three peaks originate from
the MA molecule, and little changes have been observed with the increasing
temperature, consistent with the literature. The Pb–I peak at 3.2 Å is sharper
at low temperatures due to smaller thermal motion.
not exclusively through the broadening of the individual peaks, but the peak
also slightly shifts to smaller d when heating. Although the phase transition
has been reported to occur at 327 K, the PDF at 320 K does not reveal a strong
signal of cubic or tetragonal features. This is perhaps not surprising given
the co-existence of cubic and tetragonal phases from Rietveld refinement. The
similarity between the local structures of tetragonal and cubic phases indicates
the local environment of the MA cation remains almost unchanged in terms of
the atom-pair distances. However, it should be noted the relative intensities of
the second, and the third peak changes, and if we combine that with the peak
86
Atom pair cicjbibj(fm2)
H–H 0.035
H–C -0.207
H–N -0.292
H–Pb -0.293
C–C 0.307
H–I -0.494
N–N 0.608
Pb–Pb 0.614
C–N 0.864
C–Pb 0.868
D–H -1.122
N–Pb 1.223
C–I 1.462
I–I 1.742
N–I 2.059
I–Pb 2.069
D–C 3.325
D–N 4.683
D–Pb 4.706
D–I 7.925
D–D 9.012
Table 4.5: Faber-Ziman partial structure factors for the partial pair distribution
functions gij(r) to combine as the total PDF.
as mentioned earlier, the C–N bonding is relatively robust and the D/H–D/H
have large thermal motion, which is in agreement with the reported rotational
disorder of the molecular ion.
The weighting factors for each partial PDF are given in table 4.5. These
are the weighting factors to sum each gij(r) to get the total G(r). The biggest
coefficient, 9.01 fm2 is from the D–D pair, while the C–N is only 0.86 fm2.
4.4.2 Orientational disorder
Representative configurations of three different phases are shown in figure 4.8.
From these refined configurations, MA molecules remain highly disordered
in the high-temperature cubic phase and intermediate-temperature tetragonal
phase, but the molecules are aligned in the orthorhombic phase. Generally,
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(a) (b) (c)
Figure 4.8: The configurations at three phases from RMC simulation. View
from [010] direction for (a) orthorhombic phase, and [001] direction for (b)
tetragonal and (c) cubic phase. C–N are sketched as sticks and rotated ran-
domly in the cubic phase to the right of the graph, while they are aligned u in
the orthorhombic phase. The PbI6 framework is drawn in blue octahedra and
the molecules are simplified as sticks that are equivalent to the C – N bonds.
orientational disorder is described by the distribution function P(𝛺) [124],
where 𝛺 is defined as the pair of polar angles (θ, φ) with θ as the zenith angle
and φ as the azimuthal angle (0 ≤ θ ≤ pi, 0 ≤ φ ≤ 2pi). Here, θ is the polar
angle, measured from the z axis, while φ is the azimuthal angle, measured
from the x axis. P(𝛺) is the full set of the bonds lying within a surface. By
integration over all solid angles d𝛺 = sin θ dθ dφ,∫∫
P(𝛺) sin θ dθ dφ = 1 (4.2)
For molecules lying on sites of cubic symmetry m3m, it is convenient to expand
P(𝛺) in terms of Kubic harmonics [124, 125]:
P(𝛺) =
1
4pi
∞
∑
ℓ=0
cℓKℓ(𝛺) (4.3)
where ℓ is the order of Kubic harmonics. The Kubic harmonics term Kℓ is
the specific linear combination of the spherical harmonics, Ymℓ (θ, φ). Like in
Fourier transform analysis, the expansion is comprised of the sum of a series
of sines and cosines to describe any given function. The spherical harmonics
are also defined to represent arbitrary functions defined on a sphere. We
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usually choose a limited number of terms and then terminate the expansion.
The coefficients, cℓ = ⟨Kℓ⟩ are the average of the Kubic harmonics over all
molecules in a set of configurations. These Kubic harmonics terms are given
in equation 4.4, and they are totally symmetric because of the cubic symmetry
with respect to the crystallographic axes.
K0 = 1 (4.4a)
K4 =
√
21
4
(5Q− 3) (4.4b)
K6 =
√
13
8
√
2
(462S + 21Q− 17) (4.4c)
K8 =
√
561
32
(65Q2 − 208S− 94Q + 33) (4.4d)
K10 =
√
455
64
√
2
(7106QS + 187Q2 − 3190S− 264Q + 85) (4.4e)
Q = x4 + y4 + z4 and S = x2y2z2, where x = sin θ cos φ, y = sin θ sin φ and
z = cos θ. The K2 term is not possible due to symmetry. If the molecules are
randomly oriented across the full unit sphere, then P(𝛺) = 1/4pi.
We characterise the degree of order by focussing on the three-dimensional
orientations of the C–N bonds. The full three-dimensional orientational distri-
bution that includes the C–D and N–D/H bonds will be much more disordered.
The experimental C–N distribution function extracted from all 512 MA cations
in 30 configurations is close to the true experimental distribution.
Cubic phase Figure 4.9 is the experimental data for P(𝛺) calculated function,
and figure 4.10 shows the three-dimensional representations of the form of
P(𝛺) described by equations 4.3. The data were collected on both heating and
cooling in the order of 350, 400, 375, 335 and 320 K. The Kubic harmonics terms
were used up to K10. Compared with other orientationally disordered crystals,
the cubic phase of MAPI shows values very near a uniform distribution at all
temperatures. For instance, for SF6 [125], P(𝛺) shows a clear maximum in the
⟨100⟩ direction and elsewhere the probability distribution function is below
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Figure 4.9: The partially symmetrised orientation distribution function (black
dots) of C–N bond and the function calculated using Kubic harmonics (red
lines) at various temperatures. The black broken line indicates 1/4pi, which
represents the completely random orientation distribution. The left figure
includes the direction from ⟨001⟩ to ⟨110⟩ and the right figure includes the
direction from ⟨110⟩ to ⟨100⟩.
random. The isotropic rotational model is also in agreement with the previous
assumptions [36, 61]. There are some maximum values of the P(𝛺) near ⟨110⟩
direction and a preference towards directions in the (011) planes at an angle of
around 30∘ to the nearest major axis.
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In figure 4.10, the last five figures describe the high-temperature cubic
molecular orientations. The colour has been scaled for all the representations
of molecules. There are no obvious maxima on the spheres even the shapes of
the molecules are different. However, these shapes can not be over interpreted
as preferred orientations in the cubic phase. These near-isotropic spheres
indicate the molecules are almost freely-rotating, a different scenario from
some orientationally-disordered solids that have well-defined orientations.
From chapter 2, it was introduced that RMC simulation is based on a set of
experimental data and follows statistical mechanics. Thus, RMC will generate
the model with more disorder that maximises the entropy. It is worthwhile
to check whether RMC overestimates orientational disorder. One example is
another orientationally disordered solid, d-adamantane. The RMC study on
this material has proved the sensitivity of the well-defined orientations if they
exist [58]. Therefore, it is credible that molecular ions have a nearly random
orientational disorder in the high-temperature cubic phase of MAPbI3.
Tetragonal phase The site symmetry of the MA cation in the tetragonal phase
is 42m, and the MA molecule itself has the symmetry as 3m. Attempts have
been made to fit the orientations of the MA cations via atomic sites with partial
occupancy and allowing significant thermal displacement parameters [60].
However, two different models, allowing or not allowing head-to-tail disorder,
have been reported, both apparently with satisfactory agreement between the
observed and calculated diffraction patterns [119]. Because they allow large
ADPs, the difference between C and N would not be significant.
In figure 4.10, the orientational order between the two room-temperature
data (293 K and 300 K) appears to be very similar. The data at room temper-
ature are much closer to random, whereas the data at 170 K start to show a
preference for the ordering of the C–N bonds in the tetragonal (110) planes
at angles of around ±20∘ to the (001) plane. Obviously, there is a significant
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(a) 10 K (b) 100 K (c) 155 K
(d) 170 K (e) 293 K (f) 300 K
(g) 320 K (h) 335 K (i) 350 K
(j) 375 K (k) 400 K
Figure 4.10: The spherical harmonics representation of the MA molecule in
three-dimensional space.
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Figure 4.11: The orientation of C–N bonds from 10 K RMC configuration have
been plotted in the sphere diagram. View from [010] direction shows that the
C–N axis lies in the xz plane and remains highly ordered. The yellow colour is
with more density while blue is the opposite.
difference between the room-temperature phase model and the cubic-phase
ones. The C–N bond could be viewed as experiencing the ordering process
from entirely disordered for a more ordered state, but a high degree of orien-
tational disorder is still visible just below the transition point. Interestingly,
this ordering of the MA cation in the tetragonal phase reflects a continuous
process on cooling.
Orthorhombic phase Unlike the tetragonal and cubic phases, the site symme-
try m allows complete orientational order of the MA cations. In figure 4.10,
the molecules are aligned in a single orientation unlike the higher symmetry
phases. The purple region at one end comes from the error rather than maxi-
mum. Moreover, the distribution functions of molecules are more elongated at
lower temperatures within the orthorhombic phase, suggesting a more obvious
preference in that direction.
Figure 4.11 shows the orientational distribution as an orthographic pro-
jection of the C–N bond to the sphere. It can be observed that only a slight
degree of orientational disorder is present in the 10 K data, which is the result
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Figure 4.12: The breakdown of three motion inherent to the PbI6 coordination
octahedra. Bending contributes to the total motion as the biggest component
at all temperatures, but the rotation and stretching are competing.
of thermal vibrations rather than the translational and rotational disorder as
in the tetragonal and cubic phases. The bond orientation of C–N is calculated
based on 30 configurations for statistics.
4.4.3 Rigidity analysis
A previous study confirmed the coupling between the PbX6 octahedra and
MA rotation has a strong impact on the optical properties, for example, the ab-
sorption spectrum [126]. Geometric analysis on the PbI6 coordination network
could separate the effects of the framework and the cations at the centre of the
cavities, as discussed in section 2.8.
The flexibility of the octahedral network of the inorganic perovskite CsPbI3
was assessed using GASP in chapter 3. Because MAPbI3 has the same PbI6
framework as CsPbI3, the framework flexibility and the polyhedra rigidity were
assessed for the cubic phase. Similar to CsPbI3, the total motion of MAPbI3
was broken into three components, the bending of the Pb–I–Pb bond (Mbend),
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the whole-body octahedral rotation (Mrotation) and the stretching of the Pb–I
bond (Mstretch). The total motion extracted by GASP from 30 configurations is
plotted in figure 4.12.
If we compare the GASP results for the two perovskites, then Mbend has
the fraction in total mismatch as 0.51± 0.03 in the cubic phase for MAPbI3,
identical within estimated uncertainty to the value of 0.52± 0.04 for CsPbI3.
The standard deviations are calculated from 30 configurations. It should be
noted that 320 K data were excluded, because the coexistence of two phases
was confirmed in the later analysis, and the two-phase RMC refinement is
not compatible with the RMCprofile version used. In CsPbI3, the rigid-body
rotation component is higher than the bond-bending one. We attribute this
to the higher energetic cost when stretching the bonds. For CsPbI3, the PbI6
whole-body rotation contributes 0.30± 0.04, and the bending only 0.18± 0.02
in the cubic phase. However, it is surprising that stretching is more prevalent
than the PbI6 rotation in MAPbI3, indicating the distortion of the octahedra is
more severe than in CsPbI3.
In the tetragonal phase, data were collected at three temperatures and the
simulation time for 170 K data is twice that of others. The temperature of 170 K
sees the phase just transforming to tetragonal from the orthorhombic phase,
but the relative percentage of each motion may be nothing but an artefact.
In the orthorhombic phase, the percentages of three motions are similar
to the cubic phase of CsPbI3. The bending component decreases with tem-
perature, while the other two components increase with temperature. There
is more motion related to the PbI6 whole body rotation and stretching of the
bonds at higher temperature.
Figure 4.13 plots the distribution functions of the PbI6 rotation angles
with the variable being temperature, based on the geometric analysis of the
polyhedral network from 30 end-RMC configurations for each temperature.
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Figure 4.13: Angle distribution functions of the PbI6 whole-body rotations
from GASP calculation at different temperatures.
The rotation angles are calculated from the comparison with the undistorted
starting configuration, and the distribution data were not normalised. As the
rotation angle approaches zero, f (θ) is nearly zero because there is very little
polyhedral motion in this range. The octahedral motion is less at the lowest
temperature of 10 K, and significant growth in the magnitude of the rotation
angles occurs when the temperature is higher within the orthorhombic phase
is observed. In the tetragonal and cubic phases, the shape of each distribution
does not change in a significant way. This might be associated with the
behaviour shown in figure 4.12. At 400 K, the whole-body rotation is a greater
fraction of the total distortion than of stretching, which is different from what
occurs at other temperatures where the cubic phase is seen.
4.4.4 Distance distribution analysis
The Pb–I bond exhibits anharmonicity in CsPbI3 as presented in chapter 3,
and the same Pb–I bond was examined in the case of MAPI. The distance
distribution is illustrated in figure 4.14 for the three phases. Here normalisation
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Figure 4.14: Distance distribution functions of Pb—I bond with temperature
dependent.
was not performed.
Figure 4.14 shows the distance distribution of the Pb–I bond in the different
phases. In the orthorhombic phase, the shapes of the distribution functions
are highly symmetric. The peak grows higher and sharper on cooling, which
is reasonable as the framework has less thermal motion. In the middle of the
figure 4.14, three temperatures in the tetragonal phase are presented. The data
at 293 K were measured in the cooling process, where the data at the other two
temperatures were collected in the heating process after cooling. This explains
why the peak width observed at 300 K is smaller than at 293 K. In CsPbI3,
five data sets at different temperatures in the cubic phase were collected, but
there were little changes of the Pb–I distance distribution with temperature. In
the cubic phase, 335, 350 and 375 K data show similar distributions and the
slight changes in peak intensity and width follow the variation of temperature.
More strictly, the 400 K distribution data are slightly different from other
temperatures in figure 4.14. The curve has a more asymmetric shape than at
other temperatures, even in the same phase. It could be better described by
the anharmonic potential, and again, the Morse potential was chosen as in the
case of CsPbI3.
As shown in chapter 3, the Pb–I bond was modelled as two atoms joined by
a harmonic spring and the vibrational angular frequency is ω =
√
k/µ, where
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Figure 4.15: Left: Distance distribution functions of Pb–I fitted with Morse
potentials. Right: Fitted Morse potential and the harmonic potential for CsPbI3
and MAPbI3.
µ = 78.7 g mol−1 is the reduced mass. The distribution data were fitted to the
Boltzmann form P(r) ∝ exp(−φ(r)/kBT), where φ(r) is the Morse potential. The
fitted distance distributions are shown in figure 4.15 with the Morse potential
in equation 3.1. The fitted three parameters are r0, α and k. Data for four
temperatures were fitted simultaneously, over the range of r between 2.51 Å and
3.99 Å. The fitting is very good but some discrepancy below 2.9 Å was observed,
which might originate from a wider distance window to the left of the data
used in RMC modelling. The best-fit parameter values are α = 1.72± 0.06 Å−1,
r0 = 3.162± 0.001 Å, and k = 1.19± 0.06 eVÅ−2. The fitted average r0 is very
similar for CsPbI3 and MAPbI3 (3.162 Å and 3.1559 Å), but MAPbI3 has a
bigger value due to the larger dimension of the unit cell. From these values,
the bond dissociation energy was calculated to be D = k/2α2 = 176 meV,
smaller than that in the case of CsPbI3 (262 meV). Substituting in the fitted
values of k and α, an angular frequency of ω =12.167 THz was obtained. The
value of frequency is a bit smaller 8% than what was obtained for CsPbI3
where ω = 13.2 THz.
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Figure 4.15 b plots the Morse potentials fitted to the distribution data
of the two perovskites and also the harmonic potentials for each case. By
comparison, the well depth of the potential is shallower for MAPbI3 than
CsPbI3, as suggested from the bond dissociation energy D. Simply considering
Hooke’s law, the harmonic potential is calculated with the fitted parameters in
each case, by
Eharm =
1
2
𝜕2E
𝜕r2
(r− r0)2 (4.5)
where E is the Morse potential. The gap between the solid line and the dashed
line at high r region suggests that MAPbI3 is less anharmonic than CsPbI3.
After scaling the energy profile of both CsPbI3 and MAPbI3, there is not much
difference in terms of the relative changes at high r. Therefore, the divergence
between the harmonic and anharmonic model implies that the anharmonic
effects in the nuclear displacements are common in both CsPbI3 and MAPbI3
and the degree of anharmonicity is similar for the two materials..
4.4.5 Flexibility of the Pb–I–Pb linkage
The Pb–I–Pb linkage should in principle remain 180∘ in the cubic phase;
however, fluctuation occurs due to thermal vibrations of the atoms. Especially
the large amplitude of the iodine atoms would strongly deform the linkage
linearity. In those two lower-symmetry phases, the octahedral network is
connected but with different rotations of the PbI6 octahedra at adjacent planes,
e.g. the out-of-phase rotations of the PbI6 polyhedra in the tetragonal phase
and the counter rotations within the xz plane in the orthorhombic phase.
The temperature effect on the Pb–I–Pb linearity is illustrated in figure
4.16. The Pb–I–Pb angle was separated into two angles in different directions;
parallel and normal to the [001] direction.
In the orthorhombic phase, the Pb–I–Pb linkage in different directions show
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Figure 4.16: Left: The angle distribution functions f (θ) of the Pb–I–Pb angle,
plotted for the direction parallel and normal to the [001] axis. Right: The
normalised distribution functions f (θ)/ sin(θ).
clearly two distinct peaks, at 150∘ and 162∘. Surprisingly, in the tetragonal
phase, these two angles (155∘ and 175∘ ) at the lowest temperature 170 K
show a substantial shift to 158∘ and 169∘. The framework transforms into
a phase that is less distorted. A previous neutron study showed that in the
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tetragonal phase, the average Pb-I-Pb angles are roughly 165.3∘ at 180 K [60].
Here the local structure suggests the average angle is about 163.5∘ at 170 K,
which is relatively consistent with the reported value. The small difference
between these two values could be attributed to the temperature effect where
the PbI6 framework distorts less at higher temperatures. In the cubic phase,
the distributions show little dependence on the temperature and direction. The
two Pb–I–Pb angles become indistinguishable in the highly-symmetric cubic
phase. Figure 4.16 b shows a gradual process of the changing of the linear
Pb–I–Pb angle, which implicitly explains that the tetragonal-to-cubic phase
transition occurs with the small displacements of atoms. It characterises the
phase transition with a displacive feature without considering the molecular
cations.
Compare the Pb–I–Pb bond angle distributions with the corresponding
functions for Ti–O–Ti in SrTiO3 [112] and Sn–O–Sn in SrSnO3 [113]; other
functions were not given in these two publications. The departures from
linearity of the Pb–I–Pb bond angle is larger by around 10∘ than in SrSnO3,
whereas at the highest temperature the corresponding angle is just 4∘ from
linearity in SrTiO3. The Ti–O–Ti angle fluctuations are small even at high
temperatures, so the effect of temperature is not the reason for linearity.
4.4.6 Pseudo-dipole analysis
Considering the Pb–I bond, there are six neighbouring iodine atoms of each
lead atom in the centre. The average of the six Pb–I dipole vectors from the
refined atomic models are plotted in figure 4.17. In the low-temperature and
room-temperature phases, each unit cell contains four formula units, and
each formula unit has one Pb atom. The unit cell of the cubic phase only
contains one formula unit and thus one Pb atom. The values of these dipole
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Figure 4.17: Dipole analysis of the Pb–I bond. The first three figures show
temperature evolution of the x-dipole, y-dipole and z-dipole, which only
include the dipole moments along the three crystallographic axes.
moments are almost temperature-independent and oscillate around zero, but
the standard deviation becomes bigger upon heating. The six Pb–I dipole
vectors should be cancelled out due to symmetry, but the dipole moments are
always fluctuating and give rise to the transient dipole moments. Figure 4.17
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d reveals the average dipole moments. At low temperatures down to 10 K, the
average dipole moments are close to zero as expected in three directions. As
the temperature goes up, the average dipole moments are away from zero and
more dispersed with the amplitude. Figure 4.17 e shows the squared value of
fluctuation of the dipole moments, which are calculated from the deviation
values of the dipoles from the average value:
µfluc = ⟨µiµj⟩ − ⟨µi⟩⟨µj⟩ (4.6)
The squared dipole fluctuation increases linearly on heating, and the deviation
from this trend at 320 K is because the cubic model at this temperature is
insufficient to describe the two-phase behaviour. The magnitude of the squared
fluctuations is around 10−2 Å−2 across the temperature ranges.
Compare this to the perovskite BiFeO3. In this material, we can calculate
pseudo-dipole moments from either the BiO12 or FeO6 coordination polyhedra.
The magnitude of the squared fluctuations are similar and about 10−2 Å−2
without much difference between the two sorts of dipoles [127]. However, this
value is bigger than the OCu4 in CuO, which is one order of magnitude lower
at 10−3 Å−2 [128]. CuO is quite rigid and the hybrid perovskite MAPbI3 is
more flexible than CuO.
4.5 Order parameter analysis
4.5.1 Strain analysis
Order parameters are difficult to measure directly in most cases, but they are
of great importance in explaining phase transitions. Spontaneous strains are
characterised as secondary order parameters for perovskites, which do not
break as many symmetry elements as primary order parameters do [129].
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The strains in perovskites have been elucidated by Carpenter et al. [130].
Linear strains e1, e2 and e3 are defined alongs the crystallographic a, b and
c axes. ea is the volume strain and etz represent the shear strain normal to
the tetragonal axis, and e1 = e2 in the tetragonal phase based on symmetry
analysis. The cubic–tetragonal phase transition involves an elongation along
the [001] axis and a uniform shrinkage in the perpendicular plane. The basic
strains in the tetragonal phase are
e1 = e2 =
a−√2a0√
2a0
; e3 =
c− 2a0
2a0
(4.7)
and
e1 =
a−√2a0√
2a0
; e2 =
b− 2a0
2a0
; e3 =
c−√2a0√
2a0
(4.8)
for the orthorhombic phase. The term a0 is the extrapolation of the cubic lattice
parameter to low temperature, and can be approximated to high accuracy as
a0 = (
√
2a + c/2)/3 in the temperature range of the tetragonal phase, as in
figure 4.3. The relevant symmetry-adapted strain components are
ea = e1 + e2 + e3 ; etz =
1√
3
(2e3 − e1 − e2) (4.9)
in the tetragonal phase and they are defined as
ea = e1 + e2 + e3 ; ety =
1√
3
(2e2 − e1 − e3) ; e5 = e1 − e3 (4.10)
in the orthorhombic phase. Here e5 is the shear strain in the xz plane. It is
found that etz ≫ ea, the typical situation since ea is the symmetry-preserving
strain of the cubic phase, whereas etz lowers the symmetry.
The temperature dependence of the strains is given in figure 4.18. The
magnitude of the tetragonal strain reaches as high as 0.025 for the MAPbI3
case, and is only about 0.005 in inorganic perovskites, such as CaTiO3 and
SrTiO3 [131]. In fact, ea has a value very close to zero within the accuracy of
the data. ety and etz are the shear strains in the orthorhombic and tetragonal
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Figure 4.18: Spontaneous strains for the orthorhombic and tetragonal phase,
obtained from the Rietveld-refined lattice parameters.
phase, respectively. These two strains vary more or less continuously across the
phase transition, and etz is proportional to the square of the order parameter,
which will be discussed further in section 4.5.2. The shear strain e5 increases
and then decreases when decreasing the temperature, which is not a squared
relationship with the order parameter. The same behaviour of e5 has been
shown in another paper as well as [131], but the author could not identify the
reason behind the phenomenon.
4.5.2 Phase transition
The temperature dependence of the cubic–tetragonal phase transition has been
studied previously [119]. The authors analysed the tetragonal strain in terms of
a critical exponent formalism, fitting a function of the form (Tc − T)β, finding
β = 0.27± 0.01. The tetragonal structure I4/mcm is a subgroup of the parent
cubic structure Pm3m, and the transition could be second-order according to
Landau theory. However, the transition is slightly first-order as seen in small
discontinuities in the properties at the transition point, some co-existence of
the tetragonal and cubic phase, and in the existence of a small latent heat [132,
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133]. Latent heat is a strong indication of a first-order transition, where a spike
is seen in the heat capacity measurement in the vicinity of the phase transition.
It would be more appropriate to do analysis in terms of a Landau free energy
function, as in equation 4.12 with the negative quartic term and positive sixth-
order term, anticipating that the value of β close to 1/4 is consistent with the
phase transition being nearly tricritical through the fourth-order term having a
small coefficient.
The symmetry of the orthorhombic phase is not a subgroup of that of the
tetragonal phase, and thus there is not a direct link between the two phases.
The tetragonal–cubic phase transition being second order can be ruled out.
Instead the orthorhombic phase should be seen as a distortion of the cubic
phase, but in this case (unlike the tetragonal phase) the transition involves
complete ordering of the orientations of the MA cations as well as involving
rotations of the PbI6 octahedra. It should be noted the orthorhombic phase is
a subgroup of the cubic phase.
Octahedral tilting is common in many perovskites, and the tilt angles have
been quantified as order parameters across the phase transitions. According to
Landau theory, requirement for order parameters is that they need to drop to
zero as approaching the phase transition either continuously or discontinuously.
The phase transition is classified as first-order if the order parameter Q falls to
zero discontinuously near the transition point. The transition is second-order
or tricritical when β = 1/2 or 1/4, by fitting
Q ∝ |Tc − T|β (4.11)
The appropriate Landau free energy function for the first-order phase
transition has the form
F =
1
2
a(T − T0)Q2 − 14bQ
4 +
1
6
cQ6 (4.12)
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Figure 4.19: Fitted temperature-dependence of the strain etz fitted from the
minimum of a first-order Landau free energy function.
It should be noted a, band c are not the lattice parameters. Minimising the free
energy F with respect to order parameter Q, 𝜕F
𝜕Q
= 0 we get
Q2 =
b +
√
b2 − 4ac(T − T0)
2c
(4.13)
with the transition occurring at temperature
Tc = T0 +
3b2
16ac
(4.14)
and with a discontinuous change in the order parameter of 𝛥Q2 = ±3b/4c at
temperature Tc.
The starting values of Tc and 𝛥Q2 were assumed before the fitting the the
strains. Writing a′ = a/c and b′ = b/2c, we have for any temperature Ti
χi =
(
Q2i − b′
)2 − b′2 + a′(Ti − T0) (4.15)
a′ and b′ were adjusted to minimise the function
χ2 =∑
i
χ2i (4.16)
The fitting started from a fixed value of b/2c, which was chosen to reproduce
the jump in Q2 at the phase transition. The strain etz was used as an accurate
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Figure 4.20: Temperature-dependence of the symmetry-adapted deformations
associated with the two phase transitions in methylammonium lead iodide,
labelled according to their irreducible representations of the cubic Pm3m space
group.
measurement of Q2. Because of the 10 K interval in measurements steps it is
not realistic to obtain a precise estimate of Tc or 𝛥Q2. The fitted measurement
of etz is shown in Figure 4.19. From the fit the obtained value via equation
4.14 of Tc − T0 is as small as 1.1 K (fitted value of T0 is 331.8 K), which is
(from equation 4.14) essentially pointing out that the parameter b in equation
4.12 is small and hence the phase transition is nearly tricritical, as suggested
previously.
Although organic-inorganic perovskites are more complicated in terms of
the molecule in the cavity, the distortion mode analysis can still be performed
and compared with the inorganic oxide perovskites. Moreover, the distortion
of the lead-halide framework is separate from the cation order disorder motion.
The atomic displacements of the distorted structures can be described by the
linear combination of different normal modes. The full crystal symmetry
of the space group transforms each normal mode to a unique irreducible
representation (irrep). The dimensionality of the irreps corresponds to the
number of components of the order parameter in a phase transition.
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IR Space group Pb I1 I2
Pm3m (1/2, 0, 0) (1/2, 1/4, 0) (1/4, 0, 1/4)
Pnma (1/2, 0, 0) (1/2− δ, 1/4,−δ′) (1/4− γ, η, 1/4− γ′)
M+3 P4/mbm (1/2, 0, 0) (1/2, 1/4, 0) (1/4− γ, 0, 1/4− γ)
R+4 Imma (1/2, 0, 0) (1/2, 1/4,−2δ) (1/4, δ, 1/4)
X+5 Cmcm (1/2, 0, 0) (1/2− δ, 1/4, 0) (1/4, 0, 1/4)
R+5 Imma (1/2, 0, 0) (1/2, 1/4,−2δ) (1/4,−δ, 1/4)
M+2 P4/mbm (1/2, 0, 0) (1/2, 1/4, 0) (1/4 + γ, 0, 1/4− γ)
Table 4.6: Symmetry mode analysis of possible distortions that contribute to
the phase transition from space group Pm3m to Pnma.
Here I use AMPLIMODES [134, 135] to calculate the amplitudes of each
distortion mode. The reference high-symmetry phase is the cubic phase Pm3m,
and the other lower-symmetry phases (tetragonal I4/mcm and orthorhombic
Pnma) were compared with the reference phase to extract the structural distor-
tions that connect two phases. The origin was selected as the A-cation centre.
The amplitudes were normalised based on the multiplication of the unit cells
as the low-symmetry tetragonal phase is body-centred unit cell, hence the
primitive cells have different size.
In perovskites, we anticipate two distorted structures in the sequence of
structural phases associated with two irreps R4+ and M3+ in the reciprocal
space [131]. The amplitudes of those symmetry-adapted distortion modes are
given in table 4.6 and the relationship with temperatures is also given in figure
4.20. The amplitudes of M+3 and R
+
4 indicate they are the most significant
irreps in the two phases. In the tetragonal phase, there is only one irrep R+4
describing octahedral rotation. In the orthorhombic phase, however, things are
more complicated and there are five irreps M+3 , R
+
4 , X
+
5 , R
+
5 and M
+
2 . The first
is the rotation about the orthorhombic [010] axis, where adjacent layers parallel
to (010) have identical rotations. The modulation corresponds to that of a
phonon of wave vector k = [1/2, 0, 1/2], which is labelled M. This distortion
leads to the expansion in [100] and [001] directions but does not double the
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Figure 4.21: Fitted strains according to equations 4.17–4.19. The left side
compares the dependence on temperature of three strains as determined by
the measured lattice parameters and as fitted from the order parameters. The
right side compares directly the measured strains and as constructed from the
order parameters. The top two diagrams are for the tetragonal phase and the
two lower pairs are for the orthorhombic phase.
periodicity in the [010]. On the other hand, the R+4 distortion, giving rotations
in this case around both the orthorhombic [101] and [101] directions (that is,
around the Pb–I bonds perpendicular to [010]), doubles the periodicity in all
three directions which is described conventionally, as here, through a rotation
of axes and designation of the I-centring of the unit cell. Both M+3 and R
+
4
give the distortion that is described in Glazer notation as a−b+a−.
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According to Carpenter, we have relationships between strain and am-
plitudes based on only the M+3 and R
+
4 modes. They are derived using the
equilibrium conditions of the Landau free energy that the crystal must be
stress-free. Writing the order parameters corresponding to the two modes
as Q(M+3 ) and Q(R
+
4 ), we expect the following relationships in the I4/mcm
phase,
etz ∝ Q2(R+4 ) (4.17)
also, the following relationships in the Pnma phase,
ety ∝ a3Q2(M+3 )− a4Q2(R+4 ) (4.18)
e5 ∝ Q2(R+4 ) (4.19)
Figure 4.21 demonstrates the extent to which the data are consistent with these
relationships. The two strains etz and ety both have temperature-dependence
typical of a phase transition, as do the temperature-dependences of the main
rotation angles, namely Q(R+4 ) in the tetragonal phase and Q(M
+
3 ) in the
orthorhombic phase. Equation 4.17 is seen to be reasonably-well reproduced
by the data in Figure 4.21. Interestingly a plot of ety and Q(M+3 ) in the
orthorhombic phase appears to present a good linear relationship, which is
not consistent with the symmetry constraints. Instead the combination of
both Q(M+3 ) and Q(R
+
4 ) as indicated in equation 4.18 does reproduce the
relationship with ety reasonably well, as seen in Figure 4.21. Moreover, the
temperature dependence of both e5 and Q(R+4 ) in the orthorhombic phase do
not show the more-normal continuous increase upon cooling. This is seen
most strikingly in the higher-precision strain e5 data, but from Figure 4.21, we
can conclude that the behaviour of the order parameter is consistent with the
strain data. Based on the analysis here so far, such an unusual dependence on
temperature is not explicable. This analysis has not taken account of the two
order parameters that lead to deformation of the PbI6 octahedra.
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4.6 Summary
Previous studies have already shown that the MA molecule possesses an
orientational degree of freedom at high temperatures, but it is it is often an
impossible task to identify the distributions of orientations with diffraction
techniques. In this study, the configurations of MAPbI3 were modelled guided
by the neutron scattering data. By using symmetry-adapted functions, the
C–N bond orientational distribution functions were directly calculated from
the RMC atomic configurations and the Kubic harmonics. The distributions of
molecular orientations indicate no preferred orientations, forming an isotropic
shape in the high-temperature cubic phase. In the intermediate-temperature
tetragonal phase, the molecular orientations were found to be quite disordered
at the high-temperature end and gradual ordering in the (110) planes at angles
of around ±20∘ to the (001) planes on cooling. Fully ordered C–N bonds were
observed in the orthorhombic phase, with merely some thermal vibrations
present.
Octahedral rigidity was evaluated as a function of temperature and com-
pared with the inorganic perovskite CsPbI3. The fraction of the bending of
Pb–I–Pb linear angles was approximately the same, about 52% in the total mo-
tion of the octahedra. Surprisingly unlike CsPbI3, the percentage of stretching
motion is more than that of the PbI6 whole-body rotation in the cubic phase,
reflecting the higher-energy required component (stretching) was prevailent
over the octahedral rotation component. The Pb–I bond was well fitted to the
Morse potential, which describes the vibrational energy being anharmonic.
The anharmonic behaviour of the Pb–I bonds were shown to be less than seen
in CsPbI3, and the vibrational frequency is lower in MAPbI3.
With Landau theory, the characteristics of the phase transitions of MAPbI3
were analysed in terms of primary and secondary order parameters. Symmetry-
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adapted strain analysis based on the Rietveld-refined lattice parameters was
demonstrated to be consistent with the order parameters. Furthermore, the
amplitude of the distortion modes representing the octahedral rotations in
perovskites was demonstrated to be also consistent with the strain behaviour.
The increasing and decreasing trend of the e5 on cooling was curious and
incomprehensible but was found to be consistent between different datasets. It
could be attributed to the strain-coupling term in the Landau energy function.
The Pm3m → I4/mcm phase transition is characterised as weakly first-order,
close to tricritical behaviour. The second transition I4/mcm → Pnma has
first-order character.
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Chapter 5
High-pressure neutron diffraction
study on CD3ND3PbI3
5.1 Introduction
Perovskite solar cells are fabricated in a unique way to form a sandwich
structure, as discussed in chapter 1. The perovskite absorber is packed between
two conductive layers, materials for electron transport and hole transport
respectively. The strain generated between these layers can exert pressure on
the perovskite absorber and distort the crystal structure [136]. This behaviour
could be utilized to optimise the optical properties of the perovskite solar cells.
Similar results have been reported with BaTiO3, whose polarisation is tuneable
by the strain between layers [137]. Furthermore, photochromism occurs when
pressurising MAPbX3 (X = Cl or Br), where the colour of the solids become
lighter and then opaque black [138]. Therefore, the mechanical response of the
hybrid perovskites is of considerable interest to a broad community.
In-situ photoluminescence (PL) experiment measured the band-gap evolu-
tion while varying the pressure exerted on the sample [139, 140], providing
insight into the relationship between structure and pressure. PL spectra have
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Figure 5.1: PL spectra of MAPbBr3 indicate a red-shift upon compression
followed by a blue-shifted trend if the material is compressed further. The
graphs are adapted from [139].
been measured for MAPbBr3 upon compression up to 20.7 GPa. From figure
5.1, the band-gap first experienced a gradual red-shift at 0–1 GPa, followed
by a blue-shift above 1 GPa. Jiang et al. measured the band-gap of MAPbI3
but within a considerably smaller pressure range of 0–1.95 GPa [140]. The
PL spectra indicated a similar trend as in the MAPbBr3 experiment. From
DFT calculations, they obtained a similar trend of band-gap first decreasing
to 1.62 eV from 1.67 eV and then increasing from 1.58 eV to 1.74 eV under
compression. By studying both methylammonium lead bromides and lead
iodides, these authors concluded the pressure-induced optical behaviour of
two analogues is similar.
However, the structural response to pressure is inconsistent between these
two analogues. A decade ago, Swainson et al. investigated the pressure-
induced phase transitions of the organic-inorganic perovskite MAPbBr3 through
neutron diffraction [141]. The deuterated sample crystallises in the cubic space
group Pm3m at ambient pressure and transforms to the Im3 phase at 1 GPa.
Their DFT calculation suggested the existence of the orthorhombic Pnma phase
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ref experiment phaseI phase II phase III amorphisation PTM
[138] powder Fmmm Im3 2.9 GPa helium
X-ray 0–0.3 GPa 0.3–2.9 GPa
[139] powder I4cm Imm2 4.0 GPa argon, silicone oil and KBr
X-ray 0–0.3 GPa 0.3–4.0 GPa
[140] single-crystal I4/mcm Im3 Immm 3.5 GPa
X-ray 0–0.3 GPa 0.3–2.7 GPa >2.7 GPa
[143] powder I4/mcm Imm2 3.65 GPa helium
X-ray 0–0.26 GPa 0.26–3.65 GPa
Table 5.1: Pressure-induced phase transitions of MAPbI3 from literature.
at higher pressures without experimental evidence. Subsequently the predicted
phase was successfully identified by Wang et al. at 1.8 GPa using powder X-ray
diffraction [142].
However, the pressure-induced phase transition of MAPbI3 is not as clear
as the scenario of MAPbBr3 [142]. As characterised in chapter 4, MAPbI3
adopts the tetragonal polymorph with the space group I4/mcm at ambient
temperature. If we pressurise the hybrid perovskite, we might expect it to
transform to the low-temperature orthorhombic Pnma phase. To my best
knowledge, there have been no reports on the tetragonal–orthorhombic phase
transition found under compression.
Single crystal and powder X-ray diffraction using diamond-anvil cells
(DAC) have been performed on MAPbI3 [138]. The structural behaviour from
both experiments are similar in term of phase evolution, a high pressure phase
was observed except the transition point of single-crystal (0.6 GPa) is higher
than the powder sample (0.3 GPa). Rather than adopting the ambient tem-
perature tetragonal phase I4/mcm as the starting point, these authors refined
the ambient pressure structure as a tetragonal-like orthorhombic structure
with space group Fmmm, and the high-pressure phase transformed to a cubic
structure Im3. Another high-pressure X-ray diffraction reported a structural
transformation from the I4/mcm tetragonal phase to the Im3 cubic phase at
0.4 GPa, and then to the orthorhombic phase Immm at 2.7 GPa before amorphi-
sation at 3.5 GPa [140]. Capitani [143] and Wang [139] have identified only one
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phase transition near 0.3 GPa, with the ambient tetragonal phase transformed
into the orthorhombic Imm2 phase. However, they did not report details about
this Imm2 structure other than for lattice parameters. Pressure-induced phase
transitions of MAPbI3 from literature are shown in table 5.1.
Notably, the impact of PTM on pressure-induced structural behaviour is
rather significant [144–147]. For example, all the hybrid perovskites MAPbX3
eventually transform into the amorphous phase under pressure [146], but the
transition pressure is affected by choice of PTM. Moreover, the medium may
itself be incorporated into the material under investigation. For instance, an
X-ray diffraction study has showed that the noble gases Ar and Ne, used as
PTMs, are gradually incorporated into the MAPbI3 structure as the pressure
increases. From a previous X-ray diffraction study, the PTMs (noble gas, Ar
and Ne) have been progressively incorporated into MAPbI3 when increasing
the pressure [144]. This possibility adds to the complexity of an explicit
understanding of the pressure-induced behaviour of this material.
In summary, most previous high-pressure diffraction experiments on
MAPbI3 were performed with X-rays and different transmitting media. In-
stead, I used neutron powder diffraction to study the hybrid organic-inorganic
perovskite MAPbI3. The advantages of neutrons over X-rays have been eluci-
dated in section 2.2, especially when the material contains light atoms. Two
PTMs will be used to draw comparison concerning the structural evolution.
5.2 Experimental
5.2.1 Neutron diffraction experiment
The same powder sample of MAPbI3 as used previously (chapter 4) was used
here. Neutron high-pressure diffraction experiments were performed on the
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PEARL instrument at the ISIS neutron facility. PEARL is a high pressure
neutron powder diffractometer for in situ experiments, as discussed in section
2.4. Datasets were collected on the 90° bank using a Paris-Edinburgh press [84].
The sample was held in a Ti-Zr gasket with a toroidal profile. The gasket is
pressed by two opposed anvils made from zirconia-toughened alumina (ZTA),
which produces a lower background compared with other types of anvils. That
is because ZTA has a smaller absorption coefficient than the standard choice
of tungsten carbide. The anvils also have a toroidal profile to match with the
gasket, preventing the overflow of the central parts of the gaskets when being
pressed. This essentially guarantees the increasing of the pressure.
Two different PTMs were used, perdeuterated 4:1 methanol/ethanol and
FC84/87 fluorinert. The first experiment was with methanol/ethanol and
pressed at the applied loads of tonnes of 5 to 20 with a step of 2.5 tonnes, then
decompressed from 20 to 2.5 with a step of 2.5 tonnes. The other experiment
with fluorinert as PTM, loads of 5, 5.5, 6, 6.5, 7, 8, 9, 10,11, 12, 13, 14, 15, 16,
16.5, 17.5, 18.5, 19.5, 20.5, 21.5 and 25 tonnes were used. Note that these forces
refer to the pressure put into the system rather than exerted on the sample.
A small piece of lead wire was included in the cell as the marker to extract
the exact pressure at the sample position. By knowing precisely the equation
of state of lead, one is able to refine the lattice parameters of the lead each
time after the pressure changes, and the absolute sample pressure is obtained
from the equation of state. Data corrections were performed by focussing and
summing the raw data from individual detectors, and normalising with respect
to the incident beam intensity before correction on the detector efficiency with
the MANTID software [84, 110].
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5.2.2 Effects of PTM
The majority of the pressure experiments are performed with PTM present [138,
139, 144–147], but some are performed without any hydrostatic medium [140].
If the pressure is not hydrostatic, the structure evolution on pressurisation
could vary [136]. The inhomogeneity caused by pressure-caused strain on the
sample may pose a problem in data analysis.
Perdeuterated methanol-ethanol (4:1) is the most common PTM in high-
pressure experiments. This allows the hydrostatic pressure up to 10.5 GPa
[148]. The substantial background from hydrogen is prevented by deuterated
compounds. It should be noted the CD3ND3PbI3 contains methylammonium
ion, which is dissolvable in polar solvents like methanol. Hence, the pressure-
induced behaviour was compared with the one with fluorinert as PTM.
The other PTM is FC84/87 fluorinert. Unfortunately, this is not available
in deuterated form and therefore inevitably introduces some incoherent back-
ground. The pressure can go up to 2.3 GPa for the FC84/87 fluorinert (1:1)
[149]. The mix of two similar liquids has been demonstrated to increase this
pressure limit.
5.3 Crystal structure refinement
Rietveld refinement was performed on all the diffraction data. Some back-
ground peaks were present from the ZTA anvils and lead, and therefore were
fitted with additional phases [150]. Two phases for the ZTA anvils (space group
R3c and P42/nmc) and one phase for the pressure calibrator lead (space group
Fm3m). The background was described by an eight-term Chebyshev function.
In total, there are four phases in the fitting cycle, one from the sample while
the others are the contaminant phases, so the scale factor of each phase was
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allowed to be refined. The lattice parameters of the sample phase, along with
the lattice parameters from additional phases, were refined simultaneously.
After the lattice parameters had converged, the peak profile was also allowed
to refine. The pressure was calculated with errors from the error bar of lead’s
refined lattice constant. Those additional peaks were labelled with triangle
markers in the diffraction patterns, and the rest of the peaks belong to the
sample.
FC84/87 fluorinert The diffraction patterns collected with fluorinert plotted
in figure 5.2. The first batch of data is the sample with FC84/87 fluorinert as
the medium, with compression process only. Unlike cooling in the experiment
as a function of temperature, the decompression process is difficult as the peak
broadening becomes substantial as the load is reduced, and exactly the same
state can rarely be recovered.
From the diffraction patterns plotted in figure 5.2, we noted clear structural
changes with the increasing pressure. The highest pressure achieved was at
1.515(15) GPa. The lowest pressure was 0.011(4) GPa with error and could be
treated as the low-pressure phase at ambient temperature. Because the same
sample was used in the previous chapter 4, the room-temperature tetragonal
phase was descibed with the space group I4/mcm. This model was successfully
fitted to the low-pressure diffraction data (phase I), and the Rietveld refinement
result is shown in figure 5.3 a.
Apart from two existing D atoms, two H atoms were added to the tetragonal
model in the ambient-pressure data to confirm the deuteration degree. These
atoms were forced to occupy the identical position as D atoms by constraints,
and the occupancy of two atoms was refined as discussed in chapter 4. The
reduced χ2 increased to 0.6370 from 0.6317 with the assumption that CD3 is
partly deuterated, while it reduced to 0.6294 from 0.6317 assuming that ND3 is
partly deuterated. Thus, the decision is made by only refining the occupancy
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Figure 5.2: The diffraction patterns of MAPbI3 upon compression with the
PTM as FC84/87 fluorinert. The dark arrows indicate the structural changes
in the diffraction data. The square region includes two Bragg peaks from the
main sample peaks, and only one peak exist after the first phase transition.
of H atoms bonded to N atoms, in agreement with the previous refinement in
chapter 4. The ratio of H/D atoms belonged to the ND3 group was set as 5% as
the total amount of D, with the occupancy of H being 0.047(9). This is slightly
different from the refined percentage of H atoms as in chapter 4, where it was
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set to be 10% as the total amount of D. Given that this diffraction experiment
is performed after the experiment with methanol/ethanol, the difference may
be arising from the fact that there might be some H/D exchange from the
deuterated methanol/ethanol.
Rietveld refinement was performed in sequential order, and the result from
the previous low pressure was copied to the next pressure data and each
refinement quickly converged.
Phase I (tetragonal, I4/mcm) at low pressure was fitted successfully until
0.285(11) GPa, after which new peaks were observed. The diffraction pattern
of the sample could no longer be fitted with the tetragonal structure with
space group I4/mcm. Because the pressurisation process resembles the cooling
process, the low-temperature orthorhombic phase with space group Pnma of
MAPbI3 was then used as the model for the intermediate-pressure data (phase
II). The representative Rietveld refinement result is shown in figure 5.3 b. Two
peaks at 3.12 Å(220) and 3.16 Å (004) merged to a single peak (040/202), and
a new peak (221/122) started to grow at 3.34 Å. All the peaks were indexed
with phase II. Between 0.285(11) and 0.651(5) GPa, the diffraction data were
refined successfully with the orthorhombic Pnma phase.
However, two lesser peaks emerge at 2.35 and 2.93 Å when the pressure
goes up. These two small peaks are persistent in the diffraction data even
upon further pressurisation. Surprisingly, the diffraction pattern is adequately
described by the Pnma model apart from these two small peaks. To solve
the structure, I also tested other proposed structures from current literature,
Imm2 and Immm using the Le Bail method. However, these existing structures
are inadequate to describe the two observed peaks in phase III. There is
ongoing work with the ab-initio structure searching on that high-pressure
phase (phase III). With the current data, the solution structures are inadequate
to fit the diffraction pattern. We have been awarded further beam time on
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Figure 5.3: Representative fits of Rietveld refinements on MAPbI3 with
FC84/87 fluorinert.
the GEM instrument to explore this further; the resolution of these data will
be better since GEM is a high-resolution diffractometer while PEARL is a
medium-resolution diffractometer.
One possibility is the MAPbI3 sample decomposed at elevated pressure, and
the newly emerged peaks belong to the decomposition product. From chapter
1, MAPbI3 decomposes to CH3I, NH3 and PbI2 at temperatures exceeding
80 °C. The solid product PbI2 could be left in the cell. PbI2 crystallises in
a trigonal structure with space group P3m1, and the lattice parameters are
a = b = 4.6894 Å, c = 7.5032 Å. However, the scale factor of the phase was
refined to be negative and was not considered to be present in the data.
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Figure 5.4: The diffraction patterns of MAPbI3 upon compression and decom-
pression with the PTM as methanol/ethanol = 4:1.
From 0.915(11) GPa, some Bragg peaks become broader in the region of
3.5 Å, indicating the onset of the amorphous structure with some loss of the
crystallinity. Rietveld refinement on the highest pressure, 1.515(15) GPa data
is plotted in figure 5.3. The ratio of the peak intensities of peaks at 3.1 Å
(202/040) and 3.3 Å (122/221) varied from observed in the 0.651(5) GPa data,
which indicates the onset of the new phase.
Methanol-ethanol (4:1) In figure 5.4, the MAPbI3 sample was pressurised
from ambient pressure to 1.784(6) GPa, and then decompressed until the
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pressure reached 0.255(5) GPa. If we compare the evolution of the diffraction
patterns with those using fluorinert, we notice the pressure-induced structural
behaviour is apparently more complicated. The first phase transition occurs
between two observations at 0.177(3) and 0.327(5) GPa. The transition points
are in agreement with the transition points in section 5.3. The new peaks at
2.43 and 3.32 Å emerged in phase II, and the peak at 3.15 Å disappeared at
0.327(5) GPa. The second phase was fitted to the orthorhombic phase (Pnma)
as well, and a representative fit is shown in figure 5.6 b. The new peaks were
all indexed by this Pnma phase. The second phase transition occurred between
0.571(10) and 0.651(5) GPa when fluorinert is the medium. Here, the diffraction
data at 0.609(8) GPa could not be fitted with the orthorhombic model, as in
figure 5.6 c. The new peak at 3.42 Å could not be indexed, and it is explicit the
phase behaviour is different in the cases with two different PTMs.
When the pressure reached 1.784(6) GPa, the diffraction patterns indicate
that the sample peaks become broader, and some diffraction intensity has
been lost. Again this is evidence that the sample enters the amorphous phase.
The main sample peaks are very broad and almost lost in the diffraction
data between 1.784(6) and 1.236(7) GPa, and Rietveld refinements were not
performed on these data. After the pressure was released, some peaks were
recovered, and the distinct peaks are noticeable between observations at 0.920(8)
and 0.255(5) GPa. However, the ambient-pressure tetragonal phase was not
completely reproduced upon pressure release as reported in other papers
[138]. The peak at 3.25 Å can not be indexed on the orthorhombic structure.
Furthermore, the single peak at 3.2 Å is not in agreement with the double
peak at the same d-spacing presented in phase I. Rietveld refinement of the
0.255(5) GPa data after decompression is shown in figure 5.6 d.
For completeness, phase I was fitted with the proposed Fmmm (see table
5.1) and I4/mcm structures employing the Le Bail method, and the refinements
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Figure 5.5: Le Bail refinement of the 0.177(3) GPa diffraction data with
methanol/ethanol, where the starting model is Fmmm [138] and I4/mcm.
The pink mark denotes the trial model for MAPbI3 sample.
are shown in figure 5.5. The Rwp and Rw for Fmmm are 0.0243 and 0.0304,
while the Rwp and Rw of I4/mcm are 0.0244 and 0.0294. The goodness of
the fits by eye are both good and the R-factors are not considerably different.
However, more peaks with zero-intensity were observed with the Fmmm space
group. In this sense, Fmmm is not adequate for the ambient-pressure structure.
Moreover, the tetragonal structure with space group I4/mcm was used as the
structure of phase I in Rietveld refinement, and the result is plotted in figure
5.6 a. The step of the compression determines only one pressure is available
for the ambient-pressure tetragonal phase (phase I).
5.4 Cell parameters analysis
Unit-cell parameters were obtained via Rietveld refinement, and they were
scaled as a/
√
2, b/
√
2 and c/2 to give values commensurate with the cubic
phase lattice parameter, as shown in figure 5.7. There were three phases in
the sequence of compression, ambient-temperature tetragonal phase (phase
I), intermediate-pressure orthorhombic phase (phase II) and high-pressure
phase phase III. It should be noted two small peaks could not be indexed by
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Figure 5.6: Representative fits of Rietveld refinements on MAPbI3 with PTM
being methanol/ethanol.
the Pnma space group at high pressure. The change in length of the lattice
constants implies the compressibility is similar in all directions. From chapter
4, we know the MA+ cations are aligned in the low-temperature orthorhombic
Pnma phase. In a similar manner, there is likely to be cation ordering coupled
with contraction in cell parameters during the compression process.
5.5 Equation of state
The bulk modulus is typically defined by the isothermal equation of state
B = −V
(
𝜕P
𝜕V
)
T
(5.1)
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Figure 5.7: Scaled lattice parameters from Rietveld refinements against pres-
sures.
where P and V are the applied pressure and the volume of unit cell. The
bulk modulus B describes the compressibility of the solid under uniform
compression. The derivative of bulk modulus B′ is defined as
B′ =
(
𝜕B
𝜕P
)
T
(5.2)
The value of B′ can be indicative of anomalous structural behaviour, for
example, negative values reflect pressure-induced softening [151]. The volume-
pressure data were fitted to the third-order Birch-Murnaghan equation of state
[152, 153] with the web-based tool PASCal [154]
P(V) =
3B0
2
(η7 − η5)[1 + 3
4
(B′ − 4)(η2 − 1)] (5.3)
where η = (V0/V)1/3 and V0 represents the ambient-pressure volume of the
unit cell. Equation 5.3 becomes the second-order Birch-Murnaghan when
B′ = 4 and the second term in the bracket vanishes.
The response of the unit cell volume to pressure was fitted to the Birch-
Murnaghan equations of state in the fluorinert experiment being fluorinert
in figure 5.8. The Birch-Murnaghan method requires the input data from
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Figure 5.8: Volume-pressure variation fitted with the second-order Birch-
Murnaghen equation of state for phase II and III, with the medium as fluorinert.
the same phase, so the unit cell volume of two phases was fitted with two
Birch-Murnaghan equation of state, shown in figure 5.8. The fitted value of
the bulk modulus, B0 for phase III is 14.6(3) GPa, which is close to the values
reported with the hydrogenous sample, 14.9(6) GPa [138]. When the volume-
pressure data were fitted to the third-order Birch-Murnaghan equation of state,
B′ = 16(7) GPa and the fits were not improved in a significant way. This is
because V0 is not measured directly from this experiment, and the value is
very sensitive to small changes in the data. The fitted values of V0 from second-
and third-order equations are remarkably different, 976(1) and 997(10) Å3. The
accuracy of the extrapolation requires the fitting to start from zero pressure,
hence the error of the bulk modulus will be significant if V0 is not accessible.
For phase II, there are only three data points and two parameters to be refined,
and B0 = 9.8(5) GPa. The increasing in the bulk modulus from phase II to III
indicates phase III is more compressible. Most of the collection points are near
ambient pressure for phase I and will not be reported here.
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5.6 Summary
Pressure-induced structural behaviour of MAPbI3 was studied with two differ-
ent pressure-transmitting media, methanol/ethanol and fluorinert, respectively.
From the Rietveld refinement, the I4/mcm tetragonal phase remains stable
at ambient pressure until the first phase transition, and transforms to the or-
thorhombic phase Pnma at 0.28 GPa for two different transmitting media. The
intermediate pressure data between 0.28 GPa and 0.6 GPa were successfully
fitted with the orthorhombic phase, but the structural changes diverged for
two media after the pressure above 0.6 GPa. In the case of fluorinert, two
small peaks emerge and stay consistent in the diffraction patterns. From the
diffraction data using methanol/ethanol, some distortions of the orthorhombic
phase were observed although orthorhombic or lower-symmetry structure can
not be inferred from the present data. Higher-resolution diffraction data are
required to elucidate the high-pressure structure properly, and we have been
awarded beam time for a future neutron experiment.
Here, the tetragonal–orthorhombic phase transition is successfully repro-
duced even changing transmitting medium fluids. Although the choice of PTM
does affect the structural changes induced by pressure, the first tetragonal–
orthorhombic transition remains unaffected and occurred at 0.3 GPa for both
cases and other media from literature.
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Chapter 6
Local structures of inorganic
perovskites CsPbCl3 and CsPbBr3
6.1 Introduction
As we saw in chapter 3 for CsPbI3, the distribution of nearest-neighbour Pb–I
bond distances is highly asymmetrical in the cubic phase, suggesting strong
anharmonicity in terms of thermal motion. Other inorganic analogues of
this material have also been used for photovoltaic applications, for example,
CsPbBr3 [23] and CsPbCl3 [155]. One question is whether these two com-
pounds exhibit similar anharmonic behaviour and if they do, to what extent
they change with temperature.
CsPbBr3 and CsPbCl3 both have the same cubic perovskite structure, but
their phase transition behaviours are different as a function of temperature. The
phase transitions of CsPbBr3 have been investigated using neutron diffraction
method [156]. The low-temperature orthorhombic phase with space group
Pmbn transforms to the tetragonal structure P4/mbm at 361 K, and to the
high-temperature cubic Pm3m structure at 403 K. Three crystal structures are
displayed in figure 6.1.
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(a) Pm3m (b) P4/mbm (c) Pmbn
Figure 6.1: Crystal structures of CsPbBr3 in (a) cubic phase and (b) tetragonal
phase viewed from [001] direction and (c) orthorhombic phase viewed from
[001] direction.
In contrast to CsPbBr3, CsPbCl3 has been reported to have three phase
transitions by neutron powder diffraction [157]. It prefers a monoclinic struc-
ture with space group P21/m below 310 K, but undergoes an intermediate
transition to an orthorhombic Cmcm structure at 310 K. At 315 K, the or-
thorhombic Cmcm structure transforms to a tetragonal P4/mbm structure. The
orthorhombic Cmcm structure then becomes cubic with space group Pm3m
at 320 K. However, Fujii et al. did not give any cell parameters for the above
structures. The working assumption is that that paper is referring to the known
perovskite structures from Stokes and Hatch [158]. A recent X-ray powder
diffraction study by Linaburg et al. has suggested the low temperature phase
has orthorhombic symmetry (space group Pnma) rather than the monoclinic
structure [159]. The cubic and orthorhombic structures are shown in figure 6.2.
It is surprising that only a few diffraction studies of these two inorganic
perovskites have been reported, given the importance of their photovoltaic
applications. High-resolution synchrotron X-ray total scattering was used to
study the phase transitions and the anharmonicity of these two compounds.
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(a) Pm3m (b) Pnma
Figure 6.2: Crystal structures of (a) cubic phase and (b) orthorhombic phase of
CsPbCl3.
6.2 Experimental
6.2.1 X-ray total scattering experiment
X-ray total scattering experiment was carried out on I15-1 (XPDF), Diamond
light source. Two powder samples were loaded into glass capillaries with 0.4
mm diameter, and mounted on the sample stage of the XPDF instrument. The
incident wavelength is 0.161669 Å, and the measured 2θ range is between 5 to
25°. From these values, Qmax can be achieved as high as 32 Å−1 for PDF data.
The instrument has two large area detectors. One is for Bragg data collection
while the other is for PDF data collection. The PDF detector is placed near the
sample to collect weaker diffuse scattering, while the Bragg detector is further
away for simultaneous collection. While the sample stage rotates, the Bragg
detector is shaded by the PDF detector at specific angles. The shading problem
influences the diffracted intensity of X-rays, making the peak intensity in the
diffraction pattern not robust and reliable at low angles, which makes Rietveld
refinement difficult.
Before measuring the sample, empty capillary and empty instrument data
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collection was performed. The CsPbCl3 sample was measured at temperatures
120–490 K in steps of 20 K and a finer step of 2 K near transition temperatures
using a cryojet nitrogen cooler. Then the sample was measured at higher
temperatures, 400–800 K in steps of 25 K with a hot blower. The CsPbBr3 data
were collected at temperatures of 120–500 K in steps of 20 K and a smaller
step of 4 K in the vicinity of phase transitions. The powder sample was also
measured at high temperatures, 400–800 K in steps of 25 K using a hot blower.
The scattering data were processed using the DAWN program [160].
6.3 Total scattering data correction
Total scattering data correction with the Gudrun program has been discussed
in chapter 2. Here, the X-ray total scattering data were corrected to get the
normalised differential cross section using the GudrunX program [123].
The Q range of the differential cross section data was set to be from 0.6 to
25 Å−1 with a step of 0.01 Å. In the final output of D(r), rmax was specified up to
30 Å. The sample geometry and container shape were cylindrical. Corrections
for attenuation and multiple scattering were performed automatically by
GudrunX based on the sample dimensions.
To put the differential cross section data on an absolute scale, one has to
perform a normalisation correction. In contrast to neutron PDF, X-ray PDF
is the convolution of the atomic centres and distributions of the electrons
represented by a broadening function [161]. The convolution theorem states
that
f (x) = g(x)⊗ h(x) (6.1a)
F(k) = G(k)× H(K) (6.1b)
when F(k), G(k) and H(K) are the Fourier transforms of f (x), g(x) and h(x),
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respectively. Therefore, the differential cross section needs to be divided by a
broadening function in reciprocal space before the Fourier transform to get the
atomic PDF. The scattering function is corrected using either function of
Sa(Q) = S(Q)/⟨ f (Q)⟩2 (6.2a)
Sa(Q) = S(Q)/⟨ f (Q)2⟩ (6.2b)
where the Fourier transform of Sa(Q) will give the atomic PDF. f (Q) is the
Fourier transform of the electron density. Both two equations in 6.2 are merely
approximations of the actual case. If two or more than two atom types are in
the system, their X-ray form factors will have different Q dependencies and
the average of f 2(Q) over all atom types is never accurate. In this case the
diffraction data were normalised to ⟨ f (Q)⟩2.
The crystallographic atomic density for CsPbCl3 and CsPbBr3 were 4.2238
and 4.8557 g cm−3 respectively. The inner and outer radii of the sample were
0 and 0.2 cm, while the height was 5 cm. Before the Fourier transform, any
spurious structure in the low-r region was removed by using minimum radii of
2.5 and 2.7 Å for CsPbCl3 and CsPbBr3, respectively. As discussed in section
4.2.2, the self-scattering background in the total scattering data was removed
using the top-hat function. The top-hat width was set as small as QT = 2 Å−1
to generate a top hat function that follows the varying background in the
diffraction data. The scattering function was then Fourier transformed to get
the pair distribution function D(r).
The corrected and normalised D(r)s are plotted in figure 6.3 and figure 6.4
for CsPbBr3 and CsPbCl3, respectively.
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Figure 6.3: The pair distribution functions of CsPbBr3 as a function of temper-
ature.
6.4 Results and discussion
6.4.1 Phase transitions
The diffraction patterns collected with the Bragg detector are shown in figure
6.5. For clarity, the background was fitted by a Chebyschev function for
the highest temperature data, and subtracted from the diffraction data for
all temperatures. The horizontal axis shown here is transformed from the
scattering angle 2θ using
1
d2
=
(
2 sin θ
λ
)2
(6.3)
Figure 6.5 a shows two phase transitions for the CsPbBr3 sample. A phase
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Figure 6.4: The pair distribution functions of CsPbCl3 as a function of temper-
ature.
transition occurs at 410 K, the splitting peaks appear to merge at this tempera-
ture. These reflection changes are marked using arrows. The high temperature
cubic phase was confirmed to be Pm3m using Rietveld refinement. Data
collected from lower angles were excluded as the diffracted intensity from
this the instrument is not reliable at these angles. Rietveld refinement of the
intermediate phase data was not successful. This phase transition temperature
is in agreement with literature, 403 K [156]. Another phase transition reported
is around 361 K [156], however, there is no phase change observed near this
temperature even with small temperature steps (2 K). Instead, a phase tran-
sition was observed near 220 K. Below 220 K, many peaks split suggesting a
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(a) CsPbBr3 (b) CsPbCl3
Figure 6.5: Structural evolution of diffraction patterns as a function of temper-
ature for CsPbCl3 and CsPbBr3, respectively.
lower-symmetry structure.
For the CsPbCl3 sample shown in figure 6.5 b, there are two possible phase
transitions occurring at 210 and 330 K. From the literature, there are three
successive phase transitions near 310, 315 and 320 K. These results are quite
interesting as the sample synthesis is the same as in two studies, but the
phase transition behaviour is dramatically different. To confirm the new phase
transition, Rietveld refinements should be carried out on these data as future
work.
6.4.2 Local structure analysis
In figure 6.3, there are clear structural changes of CsPbBr3 across the measured
temperature ranges. The first peak represents the Pb–Br atom pair that has
the shortest distance among all the atom pairs. In the average cubic structure,
these peaks occur at d = a/2. The second peak at 4.3 Å is the mixture of two
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atom pairs, Cs-Br and Br-Br. In the high temperature cubic phase, these two
bond distance have the same average bond distance, d =
√
2a/2. The third
peak belongs to Cs–Pb, whole bond distance is d =
√
3a from the average
structure, as shown in figure 6.1. The first peak remained almost unchanged,
indicating the local environment of Pb–Br bond does not vary much. However,
the second peak is gradually merged from two peaks at the lowest temperature
upon heating. At 140 K, two peaks located at 3.6 and 4.1 Å correspond to
Cs–Br and Br–Br respectively.The low temperature phase with space group
Pmbn has a lower symmetry than the cubic Pm3m phase. These two peaks
merge at 220 K, indicating the phase transition occurs around this temperature.
In the region r > 5Å, there is more evidence of the peak changes to support
this phase transition. In addition, because of thermal motion, the broadening
of the peaks increases with temperature.
In the CsPbCl3 data (figure 6.4), the structural changes are minimal in the
low-r region while some are observed at higher r. For example, at 8.43 Å,
the peak at low temperatures gradually disappears in the pair distribution
function pattern. The first peak at 2.81 Å , corresponding to the Pb-Cl bond, is
quite sharp. As seen in the I and Br analogues, this bond is half of the lattice
parameter. In PDF, the peak reflects the distribution of distances and the width
represents the thermal motion associated with this bond. The second peak
corresponding to the Cs–Cl and Cl–Cl bonds is quite broad, partly because
of large thermal motion, and the overlapping of two peaks. The shape of the
third peak Cs–Pb does not vary significantly, indicating the local environment
remains almost the same.
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6.4.3 Modelling of the XPDF data
The corrected and normalised G(r) of CsPbCl3 at 450 K was fitted with a series
of Gaussian functions. The first 10 peaks from G(r) were used in the modelling.
The peak positions were calculated by
r =
a
√
h2 + k2 + l2
2
(6.4)
where a is the unit cell parameter extracted from the Rietveld refinement result
and a = 5.61699(6) Å. With a least-square minimisation approach, G(r) was
fitted with parameters including the intensity and width σ of each Gaussian
function. However, the second and the fifth peak were not well fitted. Ad-
ditional parameters r2 and r5 were then applied to improve the fitting. The
improved fit is shown in figure 6.6.
The second peak r2 corresponds to Cs–Cl and Cl–Cl bonds, and their bond
lengths from Rietveld refinement are 3.97 Å. The fitting gives r2 as 3.63 Å,
which is different from the expected distance in average structure. PDF is more
accurate in giving bond distances based on the distribution of distances, while
in Rietveld analysis only the average over all bonds are given. In addition, the
third peak Cs–Pb was well fitted with the average length. Combining these
results, the PDF derived distance is shorter reflecting there is large thermal
motion associated with Cl atoms while Cs and Pb have a smaller thermal
motions. In chapter 3, the halide atom, iodine in CsPbI3 has a large transverse
thermal motion normal to the Pb–I–Pb linear bonds. In the cubic phase of
CsPbCl3, the Cl atom was refined and has a small U11 = 0.0224(20) Å2 and
large U22 = U33 = 0.1956(11) Å2 from Rietveld refinement. The overlapping
peaks at r5 makes it difficult to interpret, which includes three different atom
pairs Pb–Cl, Cl–Cl and Cs–Cl.
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Figure 6.6: The fitting of experimental G(r) of CsPbCl3.
6.5 Future Work
Due to time constraints, more detailed modelling was not performed on both
compounds. To study the anharmonicity, I will fit all the cubic phase data with
the modelling method at once in section 6.4.3 but with sensible constraints
to simulate the temperature effect. The first peak will be fitted to the Morse
potential to investigate the bond behaviour of Pb–X.
6.6 Summary
In this chapter, the diffraction patterns of the two materials were examined
separately. In both materials, phase transitions were observed but the transition
points are not in agreement with the literature. This needs further quantitative
confirmation to solve the structures of each phase. X-ray total scattering was
performed to investigate the local structure of CsPbBr3 and CsPbCl3. Upon
heating, the first transition of two materials occurs near 220 K, and the second
phase transition occurs at 330 and 410 K for CsPbCl3 and CsPbBr3 respectively.
Local structure analysis indicates that Cs–X and X–X bond distances are
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different from the average structure, arising from the large amplitudes of the
transverse thermal motions of X atoms. From the pair distribution function
analysis, the local structure does not change significantly at the second phase
transition for two materials, while they do in the vicinity of the first transition.
With further analysis, I anticipate to investigate the anharmonicity of the Pb–
X bonds and elucidate the origin of differences between local and average
structure.
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Chapter 7
Conclusion
The primary goal of this thesis was to understand the local structure of both
inorganic perovskites CsPbX3 (X = I, Cl or Br) and hybrid organic-inorganic
perovskite MAPbI3. In the journey of exploring that, I have found many more
interesting properties of the perovskite materials.
For the perovskite cubic phase of CsPbI3, local structure analysis suggests
there are deformations from the average structure, arising from the large
transverse atomic motion of iodine atoms. The distance distribution of Pb–
I bonds is highly asymmetric and was well fitted to the Morse potential
with reasonable vibration frequency and equilibrium bond length. Geometric
analysis using GASP on the structural models helped to assess the framework
rigidity. By comparing with other perovskites from earlier work [112, 115],
the flexibility of PbI6 framework sits between ScF3 and SrTiO3, where ScF3 is
extremely flexible and SrTiO3 is relatively rigid.
The investigation of CsPbBr3 and CsPbCl3 using X-ray total scattering
suggests the local structure of two materials does not vary significantly with
temperature. On the other hand, phase transitions of the two materials are
different from what the literature has suggested.
The orientation of the MA cations is the hardest problem to tackle in terms
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of structural characterisation [162]. Experimental studies have revealed the
rotational dynamics of the hybrid perovskite MAPbI3 occurs at the picosecond
timescale. In spite of the methylammonium cation exhibiting orientational
disorder, surprisingly limited information can be accessed from conventional
crystallographic models. Based on the neutron total scattering data, RMC
simulation produced structural models revealing the distributions of molec-
ular orientations and their dependence on temperature and phase. The MA
molecules are highly disordered without any preferred orientations in the
cubic phase. In the tetragonal phase, an ordering process of the molecules
was observed when temperature decreases, despite the molecules being still
very disordered. In the low-symmetry orthorhombic phase, MA cations are
completely aligned with some thermal motion. The orientational disorder of
the molecules has been clearly described for three phases in this work.
Pressure-induced phase transitions in MAPbI3 were studied using neutron
powder high-pressure diffraction for the first time. The phase boundary in
the pressure-temperature diagram is almost a straight line, indicating the
phase behaviour under compression is analogous to cooling. The tetragonal–
orthorhombic phase transition would be expected from ambient to low tem-
perature. By carefully tracing structural changes upon compression, this
phase transition was successfully reproduced even with different pressure-
transmitting fluid. There have been no reports on this phase transition from the
literature. The inhomogeneous pressure caused by the lack of PTM could be
responsible for the structural diversity. For the MAPbI3, although the structure
of the high-pressure phase has not been solved yet, the clear signatures of the
first phase transition helps to decipher future pressure studies on MAPbI3.
The application of total scattering + RMC on both inorganic and hybrid
organic-inorganic systems demonstrate the usefulness of the method itself. On
one hand, the ’snapshot’ configurations capture both the average structure
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and local structure that describes correlated atomic fluctuations. That is, the
distribution of Pb–I distances offers a direct probe into the energy profile. On
the other hand, the orientational disorder was properly quantified for the disor-
dered phases of MAPbI3. Another orientational disordered molecular crystal,
adamantane has been demonstrated to be disordered over two orientations
using RMC method [58].
Related orientationally disordered solids, like formamidinium lead iodide
[88] will also benefit from the techniques presented. These are structural
problems that can only be poorly tackled by conventional diffraction and
Rietveld refinement, where usually it is necessary to define specific positions
for atoms, albeit allowing the use of partial occupancy and broad atomic
displacement parameters. In such cases, it can be challenging to identify a
molecule from the collection of atomic positions, as indeed is the case in the
two disordered phases of MAPbI3. This is where total scattering + RMC can
be so valuable because as a configuration-based simulation technique, the
orientational distribution function can be constructed directly from all the
molecules with appropriate interatomic potentials as the constraint.
Electronic and optical properties are determined by the structures and dy-
namics. The ultimate aim of exploring the fundamental physical properties of
these perovskites is to comprehend the structure-property relationship. Despite
the limited scope provided for device design, we can still gain some insight
from the structural analysis. The vibrational properties of these materials will
tell how the bonds behave at the operating temperature of perovskite-based
devices. An interplay of the orientational disorder of the molecules and the
framework flexibility, in turn, affects the band gap.
Beyond this thesis, future work on these perovskites will involve several
aspects. The high pressure phase of MAPbI3 will be investigated using neutron
diffraction with a high-resolution diffractometer. Another hybrid perovskite
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FAPbI3 will be studied using neutron total scattering and RMC to understand
the orientational disorder. The data have been collected already and require
further analysis. For the inorganic perovskites CsPbBr3 and CsPbCl3, their
structures were not solved using the synchrotron data because of the shading
problem. There will be further high-resolution X-ray diffraction experiments
on these two compounds. Anharmonicity of the Pb–I bonds will be studied
using RMC method as on 3.
Overall, local structure combined with average structure reveals unique
properties of the perovskite analogues, including but not exclusive to frame-
work flexibility, bond anharmonicity and orientational disorder. They are of
significant importance in understanding the physical and chemical properties
for photovoltaic devices, and hopefully they will shed light on further device
design in achieving tuneable high-efficiency.
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Appendix A
Rietveld results
A.1 CsPbI3
T (K) a (Å) a (Å) b (Å) c (Å) Rwp (%) Rp (%)
293 – 10.4670(2) 4.80524(6) 17.7908(3) 2.80 1.92
543 – 10.582(1) 4.8576(9) 17.988(2) 12.01 7.51
553 – 10.5834(9) 4.8594(3) 17.989(1) 11.23 7.37
563 – 10.5825(9) 4.8601(3) 17.998(1) 11.46 7.60
573 – 10.5917(9) 4.8617(3) 18.000(1) 11.03 7.38
583 6.295(2) 10.5911(9) 4.8632(3) 18.002(2) 10.79 7.07
593 6.2903(4) 10.592(1) 4.8622(4) 18.006(2) 11.61 7.39
603 6.2898(3) 10.591(3) 4.864(1) 17.996(4) 11.54 7.47
613 6.2922(2) – – – 11.21 7.73
623 6.2996(2) – – – 10.80 7.62
633 6.3034(2) – – – 10.82 7.57
643 6.3054(2) – – – 11.01 7.50
653 6.3088(2) – – – 10.60 7.55
663 6.3090(2) – – – 10.77 7.67
673 6.31306(4) – – – 3.68 2.74
Table A.1: Refined values of the lattice parameters (a, b and c) for both phases
of CsPbI3 obtained by Rietveld refinement of neutron powder diffraction data
through all temperatures. In the temperature range 583–603 K the diffraction
patterns contains both phases. The final two columns give the weighted (Rwp)
and unweighted (Rp) R-factors for the Rietveld fit to the diffraction data. Here
those parameters for 293 K and 673 K are extremely small compared to others,
which is merely an effect of using longer-collected data with better statistics.
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T (K) Pb Uiso (Å2) Cs Uiso (Å2) I U11 (Å2) I U22 (Å2) Pb Uiso (Å2) Cs Uiso I Uiso (Å2)
293 – – – – 0.024(1) 0.031(2) 0.019(1)
543 – – – – 0.059(5) 0.073(9) 0.051(5)
553 – – – – 0.049(5) 0.050(8) 0.050(4)
563 – – – – 0.044(5) 0.050)(9) 0.035(4)
573 – – – – 0.051(5) 0.074(9) 0.056(5)
583 0.03(4) 0.10(6) 0.04(9) 0.17(6) 0.059(5) 0.071(9) 0.066(5)
593 0.06(1) 0.15(1) -0.004(17) 0.31(1) 0.071(7) 0.08(1) 0.061(6)
603 0.058(5) 0.182(7) 0.017(10) 0.282(7) 0.051(10) 0.045(9) 0.048(8)
613 0.061(3) 0.201(5) 0.048(7) 0.279(5) – – –
623 0.057(3) 0.208(5) 0.040(6) 0.298(5) – – –
633 0.058(3) 0.187(5) 0.035(7) 0.288(5) – – –
643 0.065(3) 0.214(5) 0.044(7) 0.304(5) – – –
653 0.074(3) 0.227(5) 0.044(7) 0.335(5) – – –
663 0.083(4) 0.228(5) 0.040(7) 0.328(5) – – –
673 0.066(1) 0.215(2) 0.038(2) 0.303(2) – – –
Table A.2: Refined isotropic thermal displacement parameters Uiso and
anisotropic thermal displacement parameters Uij for two phases of CsPbI3.
T (K) Cs x Cs z Pb x Pb z I1 x I1 z I2 x I2 z I3 x I3 z
293 0.4154(3) 0.6711(2) 0.1605(2) 0.4377(1) 0.1640(3) 0.0022(2) 0.2978(2) 0.2869(12) 0.0335(3) 0.6145(2)
543 0.411(1) 0.6709(8) 0.1607(8) 0.4370(5) 0.164(2) 0.0036(9) 0.297(1) 0.287(1) 0.027(1) 0.613(1)
553 0.410(1) 0.6704(7) 0.1604(7) 0.4369(4) 0.1685(16) 0.0033(8) 0.3016(12) 0.2894(9) 0.0203(11) 0.6137(9)
563 0.4127(12) 0.6685(7) 0.1597(8) 0.6116(9) 0.165(2) 0.0040(9) 0.297(1) 0.032(1) 0.032(1) 0.6116(9)
573 0.4150(12) 0.6703(8) 0.1606(7) 0.4362(5) 0.1710(15) 0.0043(8) 0.2998(11) 0.2865(9) 0.0310(11) 0.6144(9)
583 0.4168(12) 0.6694(7) 0.1620(8) 0.4372(5) 0.162(2) 0.003(1) 0.299(1) 0.287(1) 0.030(1) 0.6136(9)
593 0.411(2) 0.670(1) 0.159(1) 0.4377(6) 0.171(2) 0.002(1) 0.304(2) 0.290(1) 0.027(2) 0.614(1)
603 0.411(3) 0.675(2) 0.164(2) 0.439(1) 0.168(4) 0.002(2) 0.299(3) 0.289(2) 0.026(3) 0.618(3)
Table A.3: Fractional atomic coordinates (x, y, z) from Rietveld refinement.
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T (K) a (Å) Pb Uiso (Å2) I U11 (Å2) I U22 (Å2)
300 6.309(2) −1.6(9) −9(1) 26(6)
310 6.2968(7) 0.7(6) −5.9(5) 20(2)
320 6.2989(7) 1.1(5) −3.8(6) 16(1)
330 6.3007(6) 1.2(4) −3.7(4) 16(1)
340 6.3023(1) 2.93(9) 1.4(3) 16.1(3)
350 6.3052(1) 3.03(9) 2.2(3) 16.4(3)
360 6.3077(1) 3.15(9) 1.9(3) 15.8(3)
370 6.3106(1) 3.17(10) 2.1(3) 16.3(3)
380 6.3133(1) 3.05(9) 2.5(3) 16.2(3)
390 6.3158(1) 3.38(10) 2.3(3) 16.2(3)
400 6.3184(1) 3.54(10) 2.5(3) 15.6(3)
Table A.4: Lattice parameters and atomic displacement parameters (ADPs)
for the Pb and I atoms in the cubic phase of methylammomium lead iodide
(space group Pm3m). The Pb atom has fractional coordinates (0, 0, 0), and
the I atom has fractional coordinates (1/2, 0, 0). We do not report the refined
positions of the atoms in the methylammonium molecular anion because we
do not treat them as more than fitting parameters to represent, together with
the ADPs, a highly-disordered arrangement of atoms. A reader can take these
from references [60] and [119].
A.2 CD3ND3PbI3
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T (K) a (Å) c (Å) Pb Uiso (Å2) I1 Uiso (Å2) I2 x I2 Uiso (Å2)
170 8.7929(3) 12.6983(6) 0.95(9) 2.7(3) 0.1993(4) 2.1(2)
180 8.7965(3) 12.6970(6) 1.4(3) 2.7(1) 0.2000(4) 2.4(2)
190 8.8013(3) 12.6974(6) 1.1(1) 3.2(1) 0.1999(4) 2.7(2)
200 8.8078(3) 12.6999(6) 1.5(5) 3.0(1) 0.1999(4) 2.2(2)
210 8.8133(3) 12.6976(6) 1.4(1) 3.1(2) 0.2003(4) 2.1(2)
220 8.8184(3) 12.6980(6) 1.3(1) 3.4(2) 0.2008(4) 2.7(2)
230 8.8230(3) 12.6973(6) 1.4(1) 3.9(2) 0.2026(4) 2.7(2)
240 8.8294(3) 12.6945(6) 1.3(1) 3.7(2) 0.2020(4) 2.8(2)
250 8.8357(3) 12.6956(6) 1.5(1) 4.4(2) 0.2038(5) 2.7(2)
260 8.8411(3) 12.6924(7) 1.7(1) 4.1(2) 0.2047(5) 3.0(3)
270 8.8468(3) 12.6863(7) 1.7(1) 4.3(2) 0.2054(5) 3.3(3)
280 8.8535(3) 12.6844(7) 1.6(1) 4.3(2) 0.2065(5) 3.6(3)
290 8.8601(3) 12.6783(7) 1.7(1) 4.5(2) 0.2084(6) 3.5(3)
300 8.8695(4) 12.6735(8) 3.4(2) 5.8(3) 0.2125(7) 5.6(5)
310 8.8685(4) 12.6594(8) 3.4(2) 6.6(3) 0.2131(8) 7.1(5)
320 8.8804(4) 12.6470(10) 3.5(3) 6.9(4) 0.2125(10) 8.5(7)
330 8.8981(6) 12.6185(19) 4.2(4) 7.3(5) 0.2204(15) 12(2)
Table A.5: Lattice parameters, fractional coordinates and temperature fac-
tors for the Pb and I atoms for the tetragonal phases of methylammomium
lead iodide (space group I4/mcm). Pb has fractional coordinates (0, 0, 0), I1
has fractional coordinates (x, 1/2− x, 1/2), and I2 has fractional coordinates
(1/2, 1/2, 3/4).
T (K) a (Å) c (Å) Pb Uiso (Å2) I1 x I1 Uiso (Å2) I2 Uiso (Å2)
170 8.7929(3) 12.6983(6) 0.95(9) 0.1993(4) 2.7(3) 2.1(2)
180 8.7965(3) 12.6970(6) 1.4(3) 0.2000(4) 2.7(1) 2.4(2)
190 8.8013(3) 12.6974(6) 1.1(1) 0.1999(4) 3.2(1) 2.7(2)
200 8.8078(3) 12.6999(6) 1.5(5) 0.1999(4) 3.0(1) 2.2(2)
210 8.8133(3) 12.6976(6) 1.4(1) 0.2003(4) 3.1(2) 2.1(2)
220 8.8184(3) 12.6980(6) 1.3(1) 0.2008(4) 3.4(2) 2.7(2)
230 8.8230(3) 12.6973(6) 1.4(1) 0.2026(4) 3.9(2) 2.7(2)
240 8.8294(3) 12.6945(6) 1.3(1) 0.2020(4) 3.7(2) 2.8(2)
250 8.8357(3) 12.6956(6) 1.5(1) 0.2038(5) 4.4(2) 2.7(2)
260 8.8411(3) 12.6924(7) 1.7(1) 0.2047(5) 4.1(2) 3.0(3)
270 8.8468(3) 12.6863(7) 1.7(1) 0.2054(5) 4.3(2) 3.3(3)
280 8.8535(3) 12.6844(7) 1.6(1) 0.2065(5) 4.3(2) 3.6(3)
290 8.8601(3) 12.6783(7) 1.7(1) 0.2084(6) 4.5(2) 3.5(3)
300 8.8695(4) 12.6735(8) 3.4(2) 0.2125(7) 5.8(3) 5.6(5)
310 8.8685(4) 12.6594(8) 3.4(2) 0.2131(8) 6.6(3) 7.1(5)
320 8.8804(4) 12.6470(10) 3.5(3) 0.2125(10) 6.9(4) 8.5(7)
330 8.8981(6) 12.6185(19) 4.2(4) 0.2204(15) 7.3(5) 12(2)
Table A.6: Lattice parameters, fractional coordinates and ADPs for the Pb and I
atoms for the tetragonal phases of methylammomium lead iodide (space group
I4/mcm). Pb has fractional coordinates (0, 0, 0), I1 has fractional coordinates
(x, 1/2− x, 1/2), and I2 has fractional coordinates (1/2, 1/2, 3/4). As in Table
A.4 we do not report data for the atoms in the methylammonium molecular
anion.
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T (K) a (Å) b (Å) c (Å) Pb Uiso (Å2) I1 x I1 z I2 x I2 y I2 z I Uiso (Å2)
10 8.8136(2) 12.5963(2) 8.5644(2) 0.4841(3) −0.0545(3) 0.1867(2) 0.0165(1) 0.1842(2) −0.28(3) -0.14(3)
20 8.8161(3) 12.5961(4) 8.5628(3) 0.4846(5) −0.0551(5) 0.1867(4) 0.0162(2) 0.1835(3) −0.27(4) -0.13(4)
30 8.8201(3) 12.5976(4) 8.5630(3) 0.4845(5) −0.0545(5) 0.1874(3) 0.0168(2) 0.1845(4) −0.27(4) -0.08(5)
40 8.8249(3) 12.6003(4) 8.5620(3) 0.4844(6) −0.0537(5) 0.1876(4) 0.0172(2) 0.1855(4) −0.16(5) -0.02(5)
50 8.8298(3) 12.6032(4) 8.5618(3) 0.4848(6) −0.0545(6) 0.1875(4) 0.0167(3) 0.1852(4) −0.19(5) 0.08(6)
60 8.8344(3) 12.6039(4) 8.5625(3) 0.4850(6) −0.0546(6) 0.1887(4) 0.0177(3) 0.1849(4) −0.12(5) 0.09(6)
70 8.8398(3) 12.6066(4) 8.5628(3) 0.4842(6) −0.0553(6) 0.1898(4) 0.0170(3) 0.1855(4) −0.07(5) 0.25(7)
80 8.8442(3) 12.6078(4) 8.5640(3) 0.4835(7) −0.0547(6) 0.1896(4) 0.0181(3) 0.1859(5) 0.00(5) 0.20(7)
90 8.8483(3) 12.6109(4) 8.5658(4) 0.4847(7) −0.0541(6) 0.1897(5) 0.0175(3) 0.1871(5) 0.01(6) 0.35(8)
100 8.8526(3) 12.6137(4) 8.5681(4) 0.4829(7) −0.0534(6) 0.1907(4) 0.0183(3) 0.1877(5) 0.04(5) 0.38(7)
110 8.8587(3) 12.6172(4) 8.5723(4) 0.4843(7) −0.0534(7) 0.1907(5) 0.0182(3) 0.1879(5) 0.19(6) 0.62(8)
120 8.8616(3) 12.6199(4) 8.5754(4) 0.4835(8) −0.0528(7) 0.1920(5) 0.0186(4) 0.1880(5) 0.06(6) 0.74(9)
130 8.8645(4) 12.6220(4) 8.5790(4) 0.4820(8) −0.0521(7) 0.1914(5) 0.0191(4) 0.1888(5) 0.14(6) 0.67(9)
140 8.8662(4) 12.6247(5) 8.5847(4) 0.4822(9) −0.0526(7) 0.1933(5) 0.0186(4) 0.1901(6) 0.25(7) 0.69(9)
150 8.8682(4) 12.6267(5) 8.5905(4) 0.4845(10) −0.0519(8) 0.1942(6) 0.0198(4) 0.1909(6) 0.16(7) 0.91(10)
155 8.8698(4) 12.6280(5) 8.5944(4) 0.4823(10) −0.0501(8) 0.1939(6) 0.0184(4) 0.1915(6) 0.30(7) 1.00(11)
Table A.7: Lattice parameters, fractional coordinates and temperature factors
for the Pb and I atoms for the orthorhombic phases of MAPbI3 (space group
Pnma). Pb has fractional coordinates (1/2, 0, 0), I1 has fractional coordinates
(x, 1/4, z).
T (K) R+4 (Å) T (K) M
+
3 (Å) R
+
4 (Å) X
+
5 (Å) R
+
5 (Å) M
+
2 (Å)
170 0.9061 10 1.1543 0.5526 0.1425 0.1366 0.0222
180 0.8936 20 1.1601 0.5525 0.1376 0.1438 0.0284
190 0.8953 30 1.1445 0.5568 0.1385 0.1320 0.0261
200 0.8953 40 1.1340 0.5562 0.1394 0.1225 0.0188
210 0.8882 50 1.1375 0.5554 0.1358 0.1333 0.0206
220 0.8793 60 1.1295 0.5682 0.1341 0.1218 0.0340
230 0.8471 70 1.1143 0.5638 0.1412 0.1351 0.0384
240 0.8578 80 1.1125 0.5739 0.1475 0.1174 0.0331
250 0.8256 90 1.1009 0.5629 0.1367 0.1208 0.0233
260 0.8096 100 1.0866 0.5682 0.1528 0.1067 0.0268
270 0.7971 110 1.0848 0.5669 0.1403 0.1079 0.0250
280 0.7774 120 1.0723 0.5687 0.1475 0.0986 0.0358
290 0.7435 130 1.0705 0.5706 0.1609 0.0879 0.0233
300 0.6702 140 1.0419 0.5674 0.1591 0.0973 0.0286
310 0.6594 150 1.0267 0.5782 0.1385 0.0777 0.0295
320 0.6702 155 1.0240 0.5491 0.1582 0.0841 0.0215
330 0.5290
Table A.8: Symmetry mode amplitudes of MAPbI3.
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Appendix B
RMC results
B.1 CsPbI3
T(K) 573 613 643 673
Cs Uiso (Å2) 0.210(11) 0.217(10) 0.216(6) 0.221(12)
Pb Uiso (Å2) 0.076(4) 0.081(5) 0.082(5) 0.083(4)
I U22 (Å2) 0.30(4) 0.29(4) 0.30(4) 0.29(4)
I U11 (Å2) 0.014(3) 0.016(3) 0.013(2) 0.015(3)
Table B.1: From the supercell configuration, an average unit cell is produced to
show the small displacements of each atom. 30 configurations have been used
for calculations at each temperature to get good statistics. This can be a direct
comparison with refined anisotropic displacement parameters in A.2.
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