Molecular dynamics ͑MD͒ simulations have been used to study the stability of calcite nanoparticles ranging in size from 18 to 324 f.u., both in vacuo and in the presence of explicit water molecules. In vacuo, the smallest particles become highly disordered during the MD simulation due to rotation and translation of the undercoordinated CO 3 2− anions at the edges of the particles. As the nanoparticle size increases, the influence of the fully coordinated bulk ions begins to dominate and long-range order is seen both in the Ca-C pair distribution functions and in the degree of rotational order of the CO 3 2− anions. However, when explicit water is added to the system, the molecules in the first hydration layer complete the coordination shell of the surface ions, preserving structural order even in the smallest of the nanoparticles. Close to particle surface, the structure of the water itself shows features similar to those seen close to planar periodic ͑1014͒ surfaces, although the molecules are far less tightly bound.
I. INTRODUCTION
Due to their relative abundance in nature, an understanding of the chemical and physical properties of calcium carbonate polymorphs, especially calcite, has numerous important applications including biomineralization, 1,2 lime scale formation and industrial water treatment, 3 environmental issues including the relationship between the CO 2 -induced greenhouse effect and climate change ͑where it is used as an isotope counter 4 ͒, and as a catalyst in solvent-free conditions. 5 Consequently, it has been the topic of numerous experimental studies. However, computational modeling at the atomistic or molecular level provides an alternative yet complementary means of addressing these problems and has been used extensively to study calcium carbonate in a wide variety of situations. These include the modeling of steps and kinks in planar free surfaces, 6 crystal nucleation, 7 mineralwater interfaces, 8 and crystal growth inhibition 9 to give only a few recent examples.
Recently, mineral particles with diameters on the scale of less than 100 nm ͑i.e., nanoparticles͒ have attracted increasing attention due to their postulated involvement in many natural processes including dissolution, transport in solution, and crystal growth. 10 Of these, crystal growth is perhaps subject to the most attention, since the controlled aggregation of nanoparticles, in the presence of solvent or organic surfactants, can lead to the formation of structures with diverse and complex morphologies. 11 For example, using an ethanol/ water solution under ambient conditions, it has been shown that by the choice of a suitable ratio of ethanol to distilled water, the phase transition from a mixture of calcite and aragonite to pure aragonite, and then to almost pure vaterite, can be controlled. 12 Similarly, changing the concentration of an anionic surfactant in the presence of a water-soluble polymer concentration caused the morphologies of CaCO 3 aggregates to vary from hexahedron-shaped calcite to flower-shaped calcite and hollow spherical calcite particles, and then to solid spherical vaterite. 13 Furthermore, the preciptation of calcium carbonate in water/oil emulsions has resulted in the spontaneous formation of stacked superstructures formed from calcite plates of 20 nm in thickness. 14 While much progress has already been made toward a fundamental understanding of such biomineralization phenomena, there remain many important questions, particularly regarding the precise mechanisms by these processes occur. It is therefore instructive to study such systems at the atomistic level using computational modeling. In this paper, we describe a technique based on the Wulff construction 15 to model calcite nanoparticles of various sizes, both in vacuo and in the presence of explicit water, in order to determine at what size such particles become stable and how this is affected by the presence of solvent. This information will allow us in the future to move on to consider the growth of calcite via the controlled aggregation of calcite nanoparticles in the presence of surfactants, which is the ultimate aim of this work. However, for the time being, we focus our attention on the issue of nanoparticle stability, and hence the remainder of this paper is structured as follows. We begin, in Sec. II, with a brief summary of the computational methods employed including the procedure for generating stable nanoparticles, which is the starting point for our molecular dynamics calculations. We then divide the discussion of our results into two sections: those for nanoparticles in vacuo, in Sec. III A, and those for nanoparticles solvated in the presence of explicit water molecules, in Sec. III B.
II. SIMULATION METHODS
We have employed atomistic simulation techniques based on the Born model of solids. 16 In this method, the atoms are considered to be charged balls, which are free to interact with each other. These interactions are dominated by the long-range Coulombic forces. For periodic systems, these forces are usually calculated using Ewald summation, 17 and in the case of systems periodic in only two dimensions, Parry's modification 18, 19 is used. However, for systems without periodicity, which include the nanoparticles considered in this work, such techniques cannot be used directly and, instead, either the Coulomb sum must be evaluated directly or pseudoperiodicity must be introduced by placing the particle in the center of a large unit cell. Neither approach is entirely satisfactory, as the 1 / r term in the Coulomb sum is poorly convergent, meaning a large cutoff must be used when calculating the direct sum, leading to a large increase in the computational resources required. Alternatively, the use of pseudoperiodicity requires the unit-cell dimensions to be set sufficiently large that there are no particle-particle interactions. This can rapidly lead to prohibitively large simulations when explicit solvent is being used and also causes inefficiencies when using domain-decomposition algorithms to parallelize a molecular dynamics calculation when solvent is not present, as large areas of the unit cell contain no atoms.
The short-range interactions, such as electron cloud repulsions and van der Waals interactions, are treated using simple parametried equations, such as the Buckingham potential, which takes the form
where ⌽ ij is the potential energy between atom i and atom j and A ij , ij , and C ij are parameters particular to the types of atoms interacting, with r ij being the separation between atom i and atom j. Additionally, where appropriate, angledependent and torsional terms are included to reproduce any covalent effects. For all anions in these simulations, we employ the shell model of Dick and Overhauser 20 to model polarization. In this model, the polarizable ions consist of two particles, a core and a massless shell, which are connected by a harmonic spring. The magnitude of the spring constant and the distribution of charge between the core and the shell, and hence the magnitude of the dipole generated, therefore govern the polarizability of the ion.
The potential parameters used in this work for the intraand intermolecular interactions of water are those derived by de Leeuw and Parker 21 with the revised hydrogen bond parameters of Kerisit and Parker. 8 The calcite potential was first introduced by Pavese et al. 22 Full details of these parameters are tabulated in a previous paper. 23 Two simulation techniques have been used during this work. The stability of our initial structures was tested using energy minimization, based on the Newton-Raphson approach, employing the Davidon-Fletcher-Powell 24 method to estimate the Hessian matrix as implemented in the METADISE code. 25 Production runs employed molecular dynamics simulations, via the DLគPOLY 2.14 code, 26 using a combination of NVE ͑constant number of particles, volume, and internal energy͒ and NVT ͑constant number of particles, volume, and temperature͒ ensembles when considering the isolated particles. When solvent was present, an NPT ͑constant number of particles, pressure, and temperature͒ ensemble was used. The Nosé-Hoover thermostat and barostat with a relaxation time of 0.5 ps were employed when using the NVT and NPT ensembles. The trajectories were generated using the Verlet leapfrog algorithm 27 using a time step of 0.2 fs. The shell's motion was treated using the adiabatic approach, as described by Mitchell and Fincham, 28 whereby the shells are assigned a small fictitious mass of 0.2 a.u. Nanoparticles were generated using the METADISE code 25 maintained by the Solid State Chemistry group at the University of Bath. The approach is based on the well-known Wulff construction 15 method used for predicting the equilibrium morphology of crystals. Here, the ratios of the surface normal distances of all crystallographic planes from the center of a polyhedron are determined by setting them proportional to the appropriate surface energy. The final shape of the polyhedron is then determined by the intersection of the cleavage planes. Surfaces with high energy lie outside the polyhedron and never intersect. The volume enclosed by this polyhedron is then filled with atoms based on periodic repeats of the lattice motif, thus generating an initial structure for the nanoparticle. 29 A key challenge in generating charge-neutral particles is in selecting a suitable origin, within the crystal unit cell, so that when atoms are added to the system the resulting nanoparticle is charge neutral. For simple systems, such as MgO, this is trivial but for more complex unit cells, finding such an origin is far from straightforward. As a means of overcoming this difficulty, we have developed a scanning technique. An origin was chosen in the simulation cell, and points within 1 Å at 0.1 Å intervals along each of the Cartesian axes were considered. This leads to 8000 potential configurations being tested, something well within the scope of current desktop computers and also well suited for using high-throughput computing techniques such as those provided by the Condor pool at University College London. 30 The reliability of the method, especially in large unit cells, is of course still reliant on choosing a reasonable initial point for the origin. Such a choice is based on physical intuition about the structure of the crystal. Alternative methods are also available and have been used successfully by others to generate and study the behavior of nanoparticles. For example, Sayle et al. 31 have used a simulated amorphization and recrystallization model to study nanoparticles up to 20 nm in diameter containing hundreds of thousands of atoms. At the other end of the scale, Woodley et al. 32 have used all electron ab initio techniques to model the evolution of particles consisting of less than 10 f.u. The method described here does, however, provide a ready way of generating nanoparticles over a range of diameters and provides a means of controlling the initial shapes of the particles considered, making it ideal for generating the systems discussed in the remainder of the article.
III. RESULTS AND DISCUSSION
Previous work by Kerisit et al. 33 studied the behavior of a small calcite particle, containing 18 CaCO 3 units, during a molecular dynamics simulation at 300 K in vacuo and found that the particles rapidly lost long-range order, effectively becoming amorphous. However, when the same particle was run in the presence of explicit polarizable water molecules, 8, 21 the long-range order was preserved throughout the lifetime of the simulation. Subsequently, we have repeated the simulation using formic acid, based on the consistent valence force field, as the solvent and found similar behavior.
This gives rise to the following important questions:
͑1͒ How is the stability of the nanoparticle dependent on its size? ͑2͒ How does the structure of the nanoparticle change during the molecular dynamics ͑MD͒ simulation? ͑3͒ What is the role of the solvent, if any, in stabilizing the nanoparticle?
Thus it is in attempting to answer these three questions, and others related to them, that forms the rationale of the work presented here. We begin by considering the nanoparticles in vacuo, focusing on questions 1 and 2, before moving on to discuss how the structure of the particles changes when water is added to the simulation cell.
A. Nanoparticles in vacuo
Using the methodology described above, ten different calcite nanoparticles were generated, ranging in size from 18 to 324 CaCO 3 f.u. and with diameter up to 2.5 nm. A 1 ns molecular dynamics simulation was performed using the microcanonical ͑NVE͒ ensemble at temperatures ranging from 300 to 900 K. No periodic boundary conditions were used, and an electrostatic cutoff of 30 Å was deemed sufficient to ensure convergence of the Coulombic energy. Figure 1 shows the final structure, after a 1 ns MD simulation at 300 K, of three of the nanoparticles. On simple visual inspection it is clear that as the size of the particle increases, so does the long-range order within the particle. Closer inspection also suggests that one cause for this is that in the 324 CaCO 3 particle ͓Fig. 1͑c͔͒ the CO 3 2− groups remain aligned in orientation, whereas in the smaller 32 CaCO 3 particle ͓Fig. 1͑a͔͒ the surface CO 3 2− groups have rotated so that they lie in the plane of the surface. Moreover, as only four of the 32 CO 3 2− groups are not on a surface, this effect dominates the behavior of the particle during the simulation and provides a possible explanation of the loss of long-range order in the smaller particles.
Previous molecular dynamics studies of calcite surfaces have also predicted that rotation of the carbonate groups into the plane of the surface occurs at unstable surfaces. For example, when studying the ͑1120͒ surface, a relatively unstable surface of calcite, 34 static calculations using both density functional theory and a potential model predicted significantly higher ͑i.e., less stable͒ relaxed surface energies than dynamic calculations, using the potential model, where the surface carbonate groups were able to rotate into the plane of the surface, thus stabilizing the structure.
As a means of quantifying the extent to which the carbonate groups rotate during the simulation, we have defined an order parameter
͑2͒
where i,t is the angle between the normal vector to the plane containing the oxygen atoms in carbonate i at time t and the equivalent normal vector at the start of the simulation, when all the carbonate groups are orientated in the same plane. is the number of carbonate groups in the particle. It is clear from Eq. ͑2͒ that the quantity S will vary between 1 and −0.5, where a value of 1 represents all the carbonates remaining in their original configuration for the entire simulation and −0.5 represents all the carbonates rotating into a plane perpendicular to their initial orientation instantaneously and remaining as such for the remainder of the simulation. The expected value of the function is 0 and this, therefore, represents a system where there is no net orientational order of the carbonate groups. The quantity S was evaluated for each of the ten nanoparticles as a function of their sizes, quantified in terms of the ratio of formula units residing in the bulk ͑i.e., more than one complete ionic layer from a free surface͒ to those on the surface, and the results are plotted in Fig. 2 . At a simulation temperature of 300 K, there was a little orientational ordering in the three smallest particles, where the order parameter is insignificantly different from zero with a 95% confidence interval. However, once the particle size reached 50 CaCO 3 f.u. ͑corresponding to a bulk: surface ratio of 0.18͒, the order parameter S was calculated to be significantly different from zero within a 95% confidence interval. This is also the smallest particle in which the most central atom is at least two ionic layers from the surface in all directions. As the size of the particle increases from this point so does the order parameter S, emphasized by the fact that the standard deviation of the order parameter throughout the simulation also reduces dramatically as the size of the particle increases.
The nature of this ordering can be probed further by calculating the order parameter of those carbonate groups found in the bulk, on the corners, on the edge, and on the faces of the particles separately, and these results are shown in Fig. 3 . This plot reveals two clear trends. Firstly, the CO 3 2− groups on the corners and the edges of the particles show little orientational ordering, even in the largest particles, whereas the order parameter of the CO 3 2− groups on the faces of the particles and those in the bulk follows a similar trend to the overall order parameters shown in Fig. 2 . These results suggest that the disorder predicted in a previous work 33 was due to the fact that in the smallest particles almost all the atoms are at the surface and, crucially in the case of the smallest particles, the majority of these surface carbonate groups are close to an edge or a corner and, therefore, highly undercoordinated with respect to Ca 2+ ͑see Table I͒. In the case of the larger particles, this is not the case, as more of the surface atoms are found on the face and, therefore, closer to full coordination.
The rotation of the surface carbonate groups in the smaller particles partially overcomes this undercoordination of Ca 2+ cations with respect to the oxygen anions. For example, at the start of the simulation, the four Ca 2+ cations positioned on the corners of the particle are coordinated to only three oxygen atoms, compared to the Ca 2+ in the bulk, which are coordinated to six. During the final 100 ps of the simulation, the particle consisting of 32 CaCO 3 , the average coordination number of the corner cations has increased to 5.21. The close proximity of the bulk cations to the surface means that their coordination number also increases, from 6 at the start of the simulation to an average value of 6.51 over the final 100 ps of the simulation. In the larger particles, more of the carbonate groups are positioned below the surface and, therefore, fully coordinated. Thus any instability caused by undercoordinated ions is reduced and, consequently, there is a smaller driving force for the carbonate groups to rotate. An alternative explanation for this improved ordering is that the increased size of the particle means that there are more potential configurations the system can take. Thus loss of ordering, under ambient conditions, will take place on a time scale greater than 1 ns over which the order parameters are calculated. However, we reject this alternative based on the following two observations. Firstly, three systems were selected ͑illustrated by the white squares in Fig. 2͒ , representing nanoparticles with both a high degree of orientational disorder ͑32 CaCO 3 ͒ and a high degree of orientational order ͑147 CaCO 3 ͒, and also a particle between these two extremes ͑75 CaCO 3 ͒. A further 19 ns of MD simulation was performed, and the order parameter was then reevaluated every nanosecond, averaging over data collected over the previous nanosecond. The results are shown in Fig. 4 and clearly illustrate that in all three cases there is little change in the calculated value of S over a period of 20 ns for all three nanoparticles considered. As expected, the order parameter for the 32 unit particle is only calculated as being statistically different from zero, within a 95% confidence interval, for just 3 ns of the 20 ns simulation, and in each of these cases the calculated value is not statistically different from that calculated for the preceeding or the following nanosecond. Similarly, the order parameter of the largest particle considered ͑147 CaCO 3 f.u.͒ varies little throughout the 20 ns simulation. The calculated value remains between 0.5 and 0.6, with the variance within each nanosecond interval remaining small and constant. Some change in ordering is seen in the 75 CaCO 3 particle, where the calculated value of the order parameter decreases from approximately S = 0.3 to S = 0.2. This change occurs in the first few nanoseconds of the simulation; however, the fact that the order parameter remains constant and the variance small for the second half of the simulation suggests that the increase in ordering of the CO 3 2− , compared to the smaller particles, is a genuine effect. The larger variance of the order parameter during the early part of the simulation, compared to the other two particles considered, also further emphasizes the fact that the nanoparticle size is close to the point where it becomes stable in vacuo. Secondly, the order parameters calculated for each of the ten nanoparticles from 1 ns MD simulations at 600 and 900 K are also plotted in Fig. 2 . While, as expected, there is a general trend for the value of the order parameter to decrease as the temperature is increased, there is also still a clear rise in the ordering of the particle as the particle size is increased. However, the point at which the order parameter becomes significantly different from zero increases as the temperature increases. This systematic trend would imply that the order-disorder transition is thermodynamically rather than kinetically limited.
So far, we have only considered the effect of rotation of the carbonate groups on the long-range ordering of the particle. Additionally, the loss of order in the small particles could be caused by the translation of the atoms within the system. One way of probing this property is by considering the Ca-C radial distribution function ͑RDF͒. This quantity is chosen because, unlike the Ca-O RDF where the distribution will be affected by the rotation of the carbonate groups, any movement of the carbon atom relative to the calcium cation will be due purely to translation. The Ca-C RDF is shown in Fig. 5 for four of the nanoparticles where, for comparison, the RDF of bulk calcite is overlaid.
In all cases, the nearest neighbor peak is broad, suggesting that the Ca-C bond distance varies throughout the particle and during the course of the simulation. Additionally, the peak is split, with one maximum at 2.7 Å and one at 3.2 Å, although the relative intensities of the peak heights vary with particle size. Further investigation of the RDF indicates that the splitting of the nearest neighbor peak is caused by the differing behavior of the carbonate groups on the edges of the particle and those on the face. The peak at 2.7 Å represents carbons on the edge of the particle, while the peak at 3.2 Å represents carbons on the face and in the bulk of the particle. The Ca-C RDF of bulk calcite ͑overlay in Fig. 5͒ reveals only a single peak at 3.2 Å, thus indicating that the undercoordinated ions at the extremes of the particle undergo translational reconstruction in addition to the rotations discussed above. As the size of the particle increases, the intensity of the additional peak decreases. For example, in the RDF of the 32 CaCO 3 particle ͓Fig. 5͑a͔͒, both peaks are approximately the same height, in agreement with the distribution of ions shown in Table I . However, the first peak is only present as a shoulder in the 108 CaCO 3 RDF ͓Fig. 5͑c͔͒, illustrating how the smaller particles are dominated by the behavior of the less stable ions, whereas for the larger particles the ions in the bulk stabilize the system. Again, the relative intensities of the two peaks is in agreement with the distribution of ions in Table I . In all cases, however, the nearest neighbor peak is calculated as being broader, and therefore less intense, than would be the case for bulk calcite.
In the smallest particles, as illustrated in Fig. 5͑a͒ by the 32 CaCO 3 particle, no distinct peaks beyond the nearest neighbor peak are shown, although between 4 and 8 Å a broad peak does appear. While this corresponds to the region where the next-nearest neighbor peaks are calculated for the bulk structure, the fact that distinct peaks cannot be identified is indicative of a lack in long-range translational order. As the particle size increases, the secondary peaks in this region become more distinct, which is evidence that the particles are becoming more crystalline in nature. This is best illustrated in Fig. 5͑d͒ , where peaks at 4.4, 5.7, 6.5, and 7.5 Å are readily identifiable with those seen in the RDF of bulk calcite shown in the overlay.
Thus from the analysis of the rotational disorder, via the order parameter, and the translational reconstruction, via the Ca-C RDF, it is clear in both cases that the disorder is driven by the undercoordination of the ions at the extremities of the particle. In the smallest nanoparticles such ions form a significant proportion of those in the system as a whole and thus cause an overall loss of order in the particle. In the larger particles, this is not the case and the more stable atoms in the bulk give stability to the particle, maintaining the long-range order in the particle.
Having considered the effect that the particle size has on the stability of the nanoparticles we now examine the role of the solvent on the process, by considering the same nanoparticles as before but immersed in explicit water molecules.
B. Nanoparticles in water
Explicit water molecules were added to a simulation cell containing each of the unrelaxed nanoparticles described in Sec. III A. However, unlike the nanoparticles in vacuo, periodic boundary conditions were used in these calculations and the dimensions of the simulation cell were chosen so that they were at least two and a half times the diameter of the particle being considered, causing the simulation cells to range in diameter from 30 to 60 Å. We adopted a stepwise method for adding the water to our simulations. This involved fixing the nanoparticle in the center of the box and overlaying a water simulation cell prerelaxed at 300 K with no external pressure. Water within 3 Å of any of the atoms in the nanoparticle was removed and the system run for 10 ps in an NVE MD ensemble, thus allowing the water to relax around the particle. Additional water was then added to the simulation cell by overlaying the same prerelaxed water box, subject to the requirement that the additional molecules could not be within 2 Å of those already inside the simulation cell. A further 10 ps MD run was performed and the process was repeated until no further water could be added to the system. This leads to simulation cells containing between 1260 and 8620 water molecules. Each calculation was run for 1 ns using an NPT ensemble in which all atoms in the system were allowed to relax. During the MD simulation, the dimensions of the simulation cell of all ten nanoparticles considered changed by less than 1%, demonstrating that the number of water molecules in each box corresponds to the correct density for our model. Similar to when considering nanoparticles in vacuo, we probed the rotational and translational orders of the particles by considering the order parameter ͓Eq. ͑2͔͒ and the Ca-C RDF. The order parameter at 300 K, as a function of bulk: surface ratio, is shown as a dotted line on Fig. 2 . In all cases, it is calculated as having a value greater than 0.8, higher than even the largest nanoparticles in vacuo, illustrating the increased ordering of the particles in solvent seen in a previous work. 33 This increased ordering can be explained by consid- ering the average number of water molecules coordinated to the surface cations. Analysis of the simulation revealed that, on average, cations on the surface of the particle are coordinated to a single water molecule, whereas those on the edge are coordinated to two waters and those on the corner of the particle to three. This effect is independent of the particle size and matches identically the undercoordination of Ca 2+ with respect to oxygen calculated for the dry particles ͑see Table I͒ . Thus, the solvent molecules complete the coordination shell of the surface cations, stabilizing the particle, and hence reducing the need for the surface carbonate groups to rotate, resulting in high values of the order parameter for all the particles considered. Similarly, the Ca-C RDF of the particles in water, see Fig. 6 , shows long-range features in common with the bulk RDF not seen when considering the isolated particles. In all cases the nearest neighbor peak occurs as a single sharp peak even in the case of the smallest particles, whereas with no solvent present this peak appeared split. This, together with the fact that the relative intensity of the first peak is comparable to that seen in bulk calcite ͑overlay on Fig. 6͒ , provides strong evidence that there is a little translational movement of the carbonate groups even in the smallest particles.
Despite the preceding observations, it is nevertheless possible that this lack of translational reconstruction and increased orientational order could simply be a result of steric hindrance, where the solvent bonded to the particle's surface prevents or drastically slows any potential reconstruction of the surface. We have addressed this point by calculating the residence time ͑͒ of the water molecules in the first hydration shell of the surface Ca 2+ ions,
where ͗R͑t͒͘ is the residence-time correlation function. This is defined as
where N is the number of water molecules in the first hydration layer and i is the Heaviside function, which is 1 if the ith water molecule is in the first hydration layer at time t and 0 otherwise. A water molecule is counted as having left the first layer if it has done so for at least 2 ps. Since our water is a dynamic model, this allows a water molecule to temporarily leave the first hydration layer to return in enough time to be counted in the residence time. 35 This quantity provides a measure of how tightly bound the water is to the surface. Thus, a residence time for water in the first hydration layer of the smallest particles, comparable to or greater than that calculated for periodic flat surfaces, would provide evidence that the solvent-particle bonding is sufficiently strong to prevent or drastically slow any reconstruction and reduce any loss of order in the smaller particles. Conversely if the residence time for the smallest particles is comparable to an isolated ion in solution, it would suggest that the solvent is mobile enough to accommodate any reconstruction of the particles and, hence, the increased ordering is unlikely to be a result of kinetic effects.
The average residence time for each of the particles, subdivided according to the position of the surface cations, is shown in Table II ion and periodic flat and stepped ͑1014͒ calcite surfaces. With the exception of the smallest particle considered, where the residence times are calculated as being approximately 30 ps, comparable to the aqueous ion, all the calculated residence times for the remaining particles are largely independent of particle size, but significant differences are calculated depending on whether the cation is located on the corner ͑ϳ60 ps͒, edge ͑ϳ90 ps͒, or face ͑ϳ150 ps͒ of the particle. Most importantly, it is noted that the positions on the particle where the reconstruction was greatest in vacuo are also where the water is most loosely bound, suggesting that the increased stability of the particles predicted in water is a thermodynamic effect.
Finally, we have investigated the structure and mobility of the water close to surfaces of the particles ͑see Fig. 7͒ . In common with previous computational studies of the ͑1014͒ surface, 8 there is a clear layering of the water up to 8 Å from the surface. This is also in good agreement with x-ray scattering results, 36 which observed the presence of two distinct water molecules in the hydration layer of the ͑1014͒ surface, and that both molecules had very localized lateral positions with respect to the surface, corresponding to the sharp peaks seen at 2.2 and 3.2 Å in Fig. 7 . In the case of the nanoparticles considered in this work, these peaks are less well defined, appearing merged in the smallest nanoparticles. As the particle size increases they become more defined, although the water molecules are still able to move easily between these two layers, as indicated by the lower residence times in Table II and the fact that the density remains at or above that corresponding to bulk water at separations between the two maxima, whereas in the case of the flat surface the density falls to a minimum of 0.6 times the bulk concentration halfway between the two maxima.
Similar results were also calculated in a recent work by Spagnoli et al. on stepped calcite surfaces, 37 where the step did not affect the layering of the outer hydration layers, because the water layering corresponded directly to the step height. These calculations also predicted that, of the water molecules in the first hydration layer, only those directly adjacent to the step are disrupted. In our nanoparticles, even in the case of the largest considered, a considerable proportion of the surface cations are either adjacent to the edge of the particle or at a corner ͑14% for the 324 CaCO 3 particle͒, causing the water coordinated to it to be disrupted, accounting for the loss of order seen in Fig. 7 . In the smaller particles this effect is magnified still further as the proportion of CaCO 3 units adjacent to the edge of the particle increases still further ͑58% in the case of the 24 CaCO 3 particle͒.
IV. CONCLUSION
We have demonstrated a general methodology for generating mineral nanoparticles of arbitrary size by direct application to calcite and have used molecular dynamics simulations to study the stability of calcite nanoparticles ranging in size from 18 to 324 f.u., both in vacuo and in the presence of explicit polarizable water molecules. In vacuo, the smallest of the nanoparticles considered rapidly became highly disordered due to both rotation and translation of the undercoordinated CO 3 2− anions at the edges of the particles. As the particle size increased, the fully coordinated bulk cations dominated and long-range order was seen both in the Ca-C RDF and as an increase in the orientational order parameter of the CO 3 2− ions. The thermodynamic character of this sizedependent stabilization effect was evidenced by carrying out long ͑20 ns͒ MD runs of selected nanoparticles, which showed that a steady state had been reached. When water was added to the system, the water molecules in the first hydration layer completed the coordination shell of the surface ions, thus preserving order in even the smallest nanoparticles. However, the small size of the particles resulted in the water being more mobile compared to periodic twodimensional surfaces, with the lowest residence times calculated at the extremes of the particles. The structure of the water close to particle surface showed features similar to those seen close to the ͑1014͒ bulk calcite surface, although since the water is only loosely bound to the particle and the surface area of each of the particle faces is rather small, the structure of the hydration layer is less well defined than for a bulk ͑1014͒ surface.
In the wider context of studying biomineralization processes, the results from this work have provided us with new information and techniques, which will enable us to begin to investigate the aggregation of calcite particles and how chemical conditions can be varied to control this process. These results, including the interactions of nanoparticles with more complex organic molecules relevant to biological systems, will be presented in future publications.
