Abstract. We investigate the magnetization reversal processes on classes of complex spin networks with antiferromagnetic interactions along the network links. With slow field ramping the hysteresis loop and avalanches of spin flips occur due to topological inhomogeneity of the network without disorder. We study in detail properties of the magnetization avalanches, hysteresis curves and density of domain walls and show how they can be related to the structural inhomogeneity of the network. The cut-off size of the avalanches on the scale-free trees increases with the number of nodes, indicating that a true criticality of the hysteresis loop might occurs on this class of networks. We also study finite temperature effects on the hysteresis curves in these spin-networks.
from neural and logical networks through sexual networks to quantum gravitation [7] .
Our topic here is a network of interacting magnetic moments, with two possible magnetic orientations, up or down. The models of spin networks with ferromagnetic interaction have been considered in several recent studies [8] . The case of spin networks with antiferromagnetic interactions is essentially different because of the frustration effect along closed cycles on the graph [9, 10] .
Recently we introduced and investigated field-driven dynamics of spins on complex networks with antiferromagnetic interactions [10] . We found that on these disorderfree spin networks avalanches of spin flips and hysteresis loop criticality occur because of the structural complexity of the network. The desired shape of hysteresis curves can be obtained by tuning the network clustering property.
In this work we expand the study of the reversal processes in the antiferromagnetic spin networks in several aspects. In particular, we demonstrate genesis of avalanches due to inhomogeneity in network's connectivity when the clustering is low (i.e., on trees or low clustered networks).
In this limit the avalanche structure and duration can be clearly interpreted in terms of the theoretical distribution of connectivity and depth of the network. Furthermore, we distinguish between sizes of affected domains and the magnetization increment during an instability. We also study the effects of finite temperature on the hysteresis curves on these networks.
In Section 2 we introduce details of the model and discuss spin reversal on small graphs. Section 3 contains details of the emergent structures for two classes of large networks that we consider. The main results of magnetization reversal on these networks are given in Section 4 and discussed in Section 5.
Spin reversal on small graphs
To describe our procedure in details, we begin with small simple graphs. A spin S i = ±1 is placed at each node. If two nodes are linked together, antiferromagnetic interaction tends to keep them in one of two antiparallel configuration. Energy of the whole system is written as
where coupling constant J = −1 for the antiferromagnetic interaction and the first summation goes over all nearest neighbor pairs ij . To draw the hysteresis loops, graphs are placed in saturating magnetic field H > 0, which forces all spins to be positive, i.e. to point upwards. We ramp the field H by integer steps [11] from n+ δ to n− 1 + δ in order to avoid ambiguous spin orientation at integer field values H = n. As the field decreases gradually at zero temperature T = 0 some spins are flipped (S i → −S i ) because of the antiferromagnetic interaction with their neighbors.
In Fig. 1 we present some graphs and their hysteresis loops. We note that for some of them, the obtained hysteresis loop depends on the order of updating. As an example, consider a chain of five spins presented in Fig from the end of chain (as it is done here), the flipped ones are 2 and 4. Then, not only the flipped spin labels but also the number of flipped spins is influenced by the order of updating. However, any procedure suffers this ambiguity until we do not add a small variation of the magnetic moments or the interactions; in this case, the PardaviHorvath algorithm [12] is appropriate, where the field is changed continuously and a spin where the effective field is zero is flipped as first. On the other hand, the synchronous scheme of spin updates may lead to persistent oscillations as when S i → −S i , and the avalanche will never stop. Below we present results averaged over a large number N run of graphs with different shapes, and the influence of the order of updating is expected to be averaged out.
Structure of networks
The evolving networks represent a type of well studied networks, where the network structure emerges in the process of node additions and linking. Here we are interested in the growing exponential (EXN) and the scale- free (SFN) graphs [4] . In both cases, a network grows by successive adding of new nodes. Each new node is linked to M different pre-existing nodes, which are selected randomly (EXN) or with preference (SFN). Here we limit our interest to the case when the preferential probability of selecting a given node is proportional to the degree k of this node, i.e. to the number of currently present bonds at that node. This procedure leads to the scale-free character of the degree distribution for SFN, i.e.
where theoretically γ = 3.0 for large network size N independently on the parameter M [3, 4, 5, 13] . For EXN trees,
, for M = 1, and for EXN with M = 2 We stress that all bonds are antiferromagnetic and there is no bond disorder in the traditional sense. However, the structure of the network cannot be treated as ordered in the sense periodic lattices. In most of the graphs each node has its unique position in the network [15] . Therefore, we show also the magnetization curve for an antiferromagnetic square and triangular lattices.
In Fig. 3(b) we show the data on the number of flipping spins against the magnetic field, calculated within the same numerical experiment, as in Fig. 3(a) . In descending given kind and size. This method has been applied both in simulations [18] and experiment in disordered magnetic systems [19] . The underlying physical mechanism in these systems is pinning of the domain walls by quenched disorder, which leads to the Barkhausen noise of flipping of magnetic domains [20] . The role of disorder in the fractal nature of the observed Barkhausen noise has not been fully understood [21] . The idea that the underlying processes of self-organized criticality [22] are responsible for the occurrence of the scale-free distributions of avalanches could not be proved in the general case. Often the observed finite avalanche cut-offs that can be related to the finite sizes of the domains. Here we would like to stress that the controversy about the domain sizes does not appear in our models of our disorder-free networks. The only relevant scale is the network size. Likewise, the concept of domain walls has a different meaning, as discussed below.
In our numerical experiment we can make distinction between the actual change of the magnetization ∆ m and the number s of flipped spins within an avalanche s, which can be much larger than ∆ m .
The results for the distribution of avalanches N s (s)
for different kinds of networks are shown in Fig. 4(a) . The distribution of the time τ of duration of avalanches is shown in Fig. 4(b) . Here, one time step is defined as the time necessary to scan all N spins in the system -spin by spin -to check if they flip or not. The time of the avalanche duration τ is defined as the number of time steps which is necessary to get a stable state, i.e., when all flips die out at a given field H. As we see, the range of avalanche durations τ covers only one order of magnitude.
The reason is the small-world effect [3] , i.e., short distance between the nodes in random graphs. As a consequence, the obtained range of τ increases with the network size N only as log(N ). For the networks investigated here the avalanches never take more than nine or ten time steps for M = 1 and M = 2, respectively. The diameters ℓ [28] of the networks considered in this work, shown in Tab. 1, are comparable to the average avalanche duration.
The data in Fig. 3 suggesting that true criticality of the hysteresis loop [23] occurs in the scale-free networks. Note that for trees, there is a gap of the avalanche spectrum between H = H max and H = 0. This gap vanishes for M = 2. This is visible also in Fig. 4(a) , where the largest avalanches form sharp and separate maxima of the curve N s (s).
When temperature increases, the hysteresis loops ob- perature. However, the thermal noise does not allow to separate sharp peaks for large s, which are visible in the case of T = 0 [ Fig. 4(a) ]. We note, that the calculations for T > 0 are time-consuming. Still, from the simulation results we can deduce that the magnetization curves of the spin-networks at finite temperature are similar to those at T = 0, as long as the thermal energy is much smaller that the energy of the node-node magnetic interaction between nearest neighbors. 
Discussion and conclusions
The results show that the connectivity distribution in complex networks with antiferromagnetic bonds lead to broad distributions of avalanches. In the scale-free networks, the maximal degree is larger than in the exponential networks of the same size. This difference produces broader loops for In Fig. 4(a) we see that maximal avalanches for SFN trees contain approximately 7000 flipping spins, i.e. 0.7 of the system size. This value corresponds to the height of the maximum in Fig. 3(b) , which happens to appear at H = −|J| for the decreasing field branch. On the other hand, the degree distribution for SFN is known to be [26] 
For trees, the minimal degree is k min = M = 1, then, for SFN we get P k (k = 1) = 2/3. The same expression applies to SFN with M = 2, i.e. k min = 2, as the degree cannot be smaller than M . Calculating P k (k = 2) from Eq. (2) gives P k (k = 2) = 1/2. This is to be compared with the size of the maximal avalanche for SFN, M = 2 in Fig. 4(a) , and to the fraction of spins which flip at field close to H = −2|J|, as shown in Fig. 3 For M = 2, the distribution P k (k) = 3/4 · (3/2) −k [14] gives P k (k = 2) = 1/3.
Comparison of the results for EXN is included in Tab. 
