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ABSTRACT
Recently, plasma display and liquid crystal display have entered the display
market as replacements for television and computer monitors based on cathode
ray tube. There are several factors such as the halftone method used, gray lin-
earity, contrast ratio, color, and sharpness that affect their suitability in terms
of image quality for these markets. The objective of this dissertation is to pro-
pose new color halftone technologies for current flat panel displays (FPDs) and
to develop efficient evaluation technology for displayed color halftone images.
The point of departure was to consider and investigate the artifacts which
are caused by conventional halftone technologies. For a long time, many effi-
cient digital halftone algorithms have been proposed to improve the artifacts
or the problems, unacceptable worms and structural patterns, caused by the
conventional halftone technologies. As a basis of the research, the conventional
halftone technologies were implemented and the results were investigated.
The first approach of this research, the Hybrid Error Diffusion (HED), is
to focus on those problems and to improve the spatial visibility of conven-
tional halftone technology using perturbed error diffusion weights controlled
by dither masks. And the second approach, the Advanced Confined Error Dif-
fusion (ACED), is to improve the spatio-temporal visibility of the conventional
halftoning. Generally, not like printing devices, because FPDs display motion
sequences with vertical frequency 50Hz or 60Hz, the time averaging effects
must be considered to improve the halftone visibility. In the ACED, the 4-
frame toggle concept, having different dither masks iterated with 4-frame du-
ration, is applied to obtain the temporal averaging effect. The performance of
the proposed algorithms is evaluated with experimental results of natural test
images. Currently, most of the FPDs have a capability of displaying over 255
gray levels for each RGB channel. The ACED algorithm is extended to the
multi-level systems, which are capable of displaying more than 2 levels. The
proposed multi-level extension has merits for the hardware implementation,
real time processing by using the look-up table based approach. The proposed
multi-level extension also gives the flexibility of selecting the used gray level.
At final step, a new quality evaluation, Color Image Similarity Measure
(CISM), for color halftone images is proposed based upon the color structural
similarity measure with considering the human visual characteristics. To in-
clude the color visual characteristics, the color spatial filtering is carried out for
each luminance, red-green, and blue-yellow channel. And then the local struc-
tural difference is measured by using the structural similarity measure index
for color images. In order to validate the proposed evaluation, the subjective
assessment, Mean Opinion Score (MOS), is carried out with using natural test
images and compared with the proposed CISM. After that, the visibility of the
proposed halftonings is compared to the one of the conventional halftonings
by using the conventional assessments and the proposed CISM. In proceeding
of these works, the GUI-based simulation application and the BMP streamer,
which can display BMP image sequence, were developed using Microsoft Vi-
sual C++ and DirectX SDK.
Chiba, July 2008
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FOREWORD
The objective of this dissertation is to propose new color halftone technologies
for current flat panel displays (FPDs) and to develop efficient evaluation tech-
nology for displayed color halftone images. In order to complete this objective,
as starting to explain the history of halftone technologies, the conventional
halftone technologies are reviewed and the demerits are summarized in Chap-
ter 1 and 2. In this dissertation, at first, the bi-level approach of the proposed
halftonings is considered and implemented in Chapter 3 and 4 because the
multi-level halftoning visibility is closely dependent upon the bi-level halfton-
ing visibility. The best way of improving the multi-level halftoning visibility
is to improve the visibility of the bi-level halftoning. The reason is that the
bi-level halftoning is often extended to multi-level halftoning and applied to
display systems. At next, the multi-level extension and hardware implemen-
tation of proposed halftoning, which has very important meaning for being
applied to mass production of FPDs, based on the look-up table is proposed
in Chapter 5. At the final stage, a new halftone quality assessment with con-
sidering the human visual characteristics is proposed to evaluate the proposed
halftone technologies in Chapter 6.
This dissertation is composed of 7 chapters which are based upon the pub-
lished papers as presented in Appendix A, respectively.
• Chapter 1: The brief history of traditional halftone technologies is de-
scribed. From the screening to current digital color halftoning, the over-
all flow and the characteristic is also described. And the main flow of
current halftoning for FPDs is described. At the end of the chapter, the
briefs of the conventional halftone quality assessments are introduced.
• Chapter 2: This chapter explains the details of the technologies, the
error diffusion and the ordered dither. As for the typical algorithms, the
example results of natural images and the pattern images are also given.
In the final section of this chapter, the weak points of the conventional
halftonings are presented to be used in FPDs.
• Chapter 3: As first approach of work, the Hybrid Error Diffusion (HED)
is proposed in this chapter. The results of the proposed algorithm were
presented and published in the journal paper of “The Society for Imag-
ing Science and Technology” [A1] and the proceedings of “The Society
for Imaging Science and Technology”- International Conference on Dig-
ital Printing Technologies (NIP22) 2006 [A5] in Appendix A. The HED
improves the spatial visibility of conventional halftone technology using
perturbed error diffusion weights controlled by dither masks. The perfor-
mance of the proposed HED is evaluated with experimental results for
natural test images. The results of the subjective assessment, the Mean
Opinion Score (MOS), and the proposed objective assessment, the Color
Image Similarity Measure (CISM), are compared with the results of the
conventional halftonings in Chapter 6.
• Chapter 4: As second approach of work, the Advanced Confined Error
Diffusion (ACED) is proposed in this chapter. The results were presented
and published in the journal/proceedings papers of “Journal of the So-
ciety for Information Display”[A2], “The Institute of Electronics, Infor-
mation and Communication Engineers”- IEICE [A3], the proceedings
of “Institute of Electrical and Electronics Engineers”- IEEE, The 32nd
International Conference on Acoustics, Speech, and Signal Processing
(ICASSP’07) 2007 [A6], the reports at Domestic Conference in Sympo-
sium on Sensing via Image Information (SSII’07) [A8] and survey paper
of “Image Lab” [A9] in Appendix A. The ACED is focused on improving
the spatio-temporal visibility of conventional halftone. Generally, not
like printing devices, the time averaging effects must be considered to
improve the halftone visibility because FPDs display motion sequences
with vertical frequency 50Hz or 60Hz. In ACED, the 4-frame toggle con-
cept, having different dither masks iterated with 4-frame duration, is ap-
plied to obtain the time averaging effect. The ordered dither has spatially
well-distributed characteristics. The error diffusion has good characteris-
tics for rendering the gray level. The proposed Confined Error Diffusion
(CED) and ACED algorithms have both the advantages of the dither
and error diffusion for rendering the gray level. The gradation character-
istic of the CED is improved in ACED. The structural pattern induced
by error diffusion and dither is also reduced in spatio-temporally. The
performance of the proposed algorithms is evaluated with experimental
results of natural test images. The results of the subjective assessment,
MOS, and the objective assessment, CISM, are compared with the re-
sults of the conventional halftonings in Chapter 6.
• Chapter 5: The ACED algorithm is extended to the multi-level systems,
which are capable of displaying more than 2 levels. The results of the
proposed extension were presented in the journal paper of “The Institute
of Electronics, Information and Communication Engineers”- IEICE [A3]
in Appendix A. Most of the FPDs are capable of displaying over 255
gray levels for each RGB channel. The proposed multi-level extension has
merits for the hardware implementation, real time processing by using
the look-up table based method. The proposed multi-level extension also
gives the flexibility of selecting the used gray level. The look-up table
based method can offer the capability of real-time processing and provide
a way to use the same hardware structure in both the multi-level CED
and the multi-level ACED.
• Chapter 6: A new quality evaluation for color halftone images, the CISM,
is proposed based upon the color structural similarity measure with con-
sidering the human visual characteristics. This chapter is based upon the
published journal paper of “The Institute of Electronics, Information and
Communication Engineers”- IEICE [A4] and the proceedings of “Society
of Information Display”- 14th International Display Workshop (IDW’07)
2007 [A7] in Appendix A. To include the color visual characteristics, the
color spatial filtering is carried out for each luminance, red-green, and
blue-yellow channel. And then the local structural difference is calcu-
lated by using the structural similarity measure index (SSIM Index) for
color images. In order to validate the proposed CISM evaluation, the
results of the proposed measure and the conventional measures, MOS,
Mean Squared Error (MSE) and Mean SSIM (MSSIM) is compared. Ad-
ditionally the halftone visibility of the conventional halftonings and the
proposed halftoning algorithms in Chapters 3 and 4 are evaluated using
the proposed objective assessment, CISM and the conventional measures,
MOS, MSE.
• Chapter 7: This chapter gives briefs of this dissertation and describes
some weakness which is related to the improvement of temporal visibility
of the proposed ACED and the evaluation of moving halftone images.
In Appendix A, the published papers are listed. The specifications of the GUI-
based application software and the BMP streamer are introduced in Appendix
B. The software was developed by using the Microsoft Visual C++ and Di-
rectX SDK.
Chapter 1
General Introduction
1.1 Digital Halftoning Technology
Generally, halftoning refers to the physical process of converting a continuous tone
image into an image with binary or limited number of gray levels and displays in
bi-level device such as ink jet and electro-photographic (laser) printers up to now.
All halftoning technology uses a high frequency/low frequency dichotomy. The low
frequency attribute is a local area of the output image designated a halftone cell. Each
equal-sized cell relates to a corresponding area (size and location) of the continuous-
tone input image. Within each cell, the high frequency attribute is a centered variable-
sized halftone dot composed of ink or toner. The ratio of the inked area to the non-
inked area of the output cell corresponds to the luminance or gray level of the in-
put cell. From a suitable distance, the human eye averages both the high frequency
apparent gray level approximated by the ratio within the cell and the low frequency
apparent changes in gray level between adjacent equally-spaced cells and centered
dots.
The idea of halftone printing originates from William Fox Talbot. In the early
1850s, he suggested using “photographic screens or veils” in connection with a photo-
graphic intaglio process. The first truly successful commercial method was patented
by Frederic Ives of Philadelphia in 1881. The use of halftone blocks in popular jour-
nals became regular during the early 1890s. Early laser printers from the late 1970s
could also generate halftones with their original 300 dpi resolution limited the screen
ruling. This was improved as higher resolutions of 600 dpi and above, plus dithering
techniques were introduced [1] (http://www.ted.photographer.org.uk/index.htm).
Today, color printing is far more advanced with the introduction of picture print-
ing technologies and the emergence of desktop publishing. Digital halftoning is com-
monly used for printing color pictures. The general idea is the same, by varying the
density of the four primary printing colors, cyan, magenta, yellow and black (abbre-
viation CMYK), any particular shade can be reproduced. Digital halftoning uses a
raster image or bitmap within which each monochrome picture element or pixel may
be on or off, ink or no ink.
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Figure 1.1 Outline of the halftoning history
Digital halftone technologies are divided into two categories with respect to the
modulation characteristics that make shade, or gray levels. Amplitude Modulated
(AM) digital halftone, typically clustered-dot ordered dithering, modulates the gray
level intensity using the spatial consecutive thresholds which makes spiral radiating
outward clusters. AM halftoning has several factors, Screen Frequency, Dot Shape,
Screen Angle, that determine the halftone quality or visibility. Next, by maintaining
the size of printed dots for all gray levels as individual pixels, Frequency Modulated
(FM) digital halftone varies the spacing between printed dots. Early FM halftoning
were proposed by Bayer [2] and Bryngdahl [3] and produced an ordered arrangement
of isolated dots.
In decreasing order of how locally algorithms transform a given image into halftone
and in increasing order of computational complexity and halftone quality, digital
halftoning algorithms can be divided into three categories:
1. Point processes (screening and dithering)
2. Neighborhood algorithms (error diffusion)
3. Iterative methods
Invented in 1880, digital halftoning saw its most significant evolution with the intro-
duction of error diffusion [4]. The error diffusion has advantages of simple implemen-
tation, and fast calculation speed. It uses the concept of overflow, diffusion of the
quantized error, and then resets the diffusion. However, the conventional error diffu-
sion algorithm introduces distortion, reducing the visibility, worms and false textures
or additive noise. In order to solve these problems, many digital halftone algorithms
have been proposed. In 1987, as a new approach to improve the error diffusion visibil-
ity, the blue-noise error diffusion was proposed by Ulichney’s ‘Digital Halftoning’ [5].
And the green-noise dithering was proposed [6–8]. Analoui’s and Allebach’s direct
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Figure 1.2 Applications of FPDs
binary search (DBS) [9,10] iteratively swaps and toggles the binary halftone pattern
according to the error between the original continuous-tone image and the binary
halftone image as defined by a model of human visual system(HVS). Other examples
include using variable thresholds [11], and variable filter weights [12–14] with input
data. There were also approaches that considered the color channel correlation [14–17]
for improving the color halftone visibility in color images.
1.2 Digital Halftoning Technology in Flat Panel
Displays (FPDs)
Recently, Flat Panel Displays (FPDs) have entered the display market as replacements
for television, computer monitors and information display based on Cathode Ray Tube
(CRT). FPDs encompass a growing number of technologies enabling video displays
that are lighter and much thinner than traditional television and video displays that
use cathode ray tubes, and are usually less than 4 inches (100 mm) thick. Examples
of FPDs are Plasma displays (PDPs), Liquid crystal displays (LCDs), Organic light-
emitting diode displays (OLEDs), Light-emitting diode display (LED), Electrolumi-
nescent displays (ELDs), Surface-conduction electron-emitter displays (SEDs), Field
emission displays (FEDs) and Nano-emissive display (NEDs).
Figure 1.3 shows the typical system block diagram of FPDs. FPDs are using tech-
nologies which are for the inverse gamma correction, the color control, the data con-
version, the halftoning, the image enhancing and de-noising, etc. Most of the FPDs
are required a pre-processing to process the inverse gamma correction, because its
display characteristics are not equal to that of CRT display. The color correction is
required for the user requirements. The RGB gain control is also required for the white
balance, brightness control. Currently, although most of the FPDs have a capability
of displaying over 255 gray levels for each RGB channel, the gamma correction causes
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Figure 1.3 Typical Structure of FPDs
Figure 1.4 Necessity of the halftoning technology in FPDs
to cover the wide range gray level area using the same light of a display, especially
for the low gray area. For this reason, the digital halftone technology is required. The
necessity of the halftoning technology in FPDs is depicted in Fig. 1.4.
The evolution of digital halftone, error diffusion, was happened by Floyd and
Steinberg in Proceedings of SID’76 [4]. In same year, J.F.Jarvis surveyed for halftone
techniques for the binary displays and proposed a specialized error diffusion weight
set [18]. In general, most current FPDs use the simple halftone algorithm based on
the Floyd Steinberg error diffusion and ordered dither algorithms. This is because
these methods are memory efficient and capable of real time processing. This price-
performance advantage has led to their implementation. However these conventional
error diffusion algorithms are well known for producing visible structural patterns in
the rendered image. The general dither algorithm has a demerit of gray level short-
age for display devices. J.N.Shiau, Z.Fan [19] have proposed the simple error dif-
fusion method that has the two merits of reducing the structural pattern “worms”
and simplifying hardware implementation. This algorithm may be more applicable
to the FPDs than any other algorithms because of its simple implementation. The
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data conversion and arrangement which is dependent on the driving methods are also
required. The processed data must be rearranged to be displayed in each geometric
RGB cell position of panel. Generally, an internal look-up table, a hardware memory,
or a special data arrangement processor is used for the arrangement of data.
1.3 Quality Assessments for Halftone Images
Typically, digital halftoning introduces distortion, reducing the visibility, worms and
false textures or structural diagonal patterns. In order to solve these problems, many
digital halftone algorithms have been proposed. However there were not sufficient
researches for the question, “How to measure the halftone quality?”. In the view of
the general image quality assessment, the most reliable way of assessing the image
quality is subjective method, because human beings are the ultimate receivers in most
applications. However, the Mean Opinion Score (MOS) method is too inconvenient,
slow and expensive for most application. The results of MOS method are also very
subjective dependent on the assessing group, assessing time, assessing space, nation-
ality, culture, and so on.
Generally, the objective image quality assessment can be classified according to
the availability of a reference image. The no-reference or “blind quality assessment” is
the approach that the reference is not available. The reduced-reference is the approach
that the reference image is only partially available. The third, full-reference, is the
approach that the complete reference image is assumed to be known. In the Refs. [20]
and [7], some no-reference methods have been introduced to assess the bi-level gray-
tone periodic halftone patterns using the statistical point process, Reduced Second
Moment Measure, Pair Correlation, Radially Averaged Power Spectrum Density and
Anisotropy. As a reduced-reference method, recently, there was a new approach for
image quality assessment based on the degradation of structural information, lumi-
nance and contrast [21,22]. The Structural Similarity Measure (SSIM) compares local
patterns for pixel intensities that have been normalized for luminance and contrast.
The SSIM can deliver better consistency with perceptual evaluation result. As a full-
reference method, a widely adopted assumption is that the loss of perceptual quality
is directly related to the visibility of the error signal. The simplest implementation
of this concept is the Mean Squared Error (MSE), which objectively quantifies the
strength of the error signal.
In order to evaluate the color halftone image quality, the point process, the MSE
and the SSIM can be candidates from the above measures. The point process is the
traditional assessment method for printing materials [7, 20]. However the point pro-
cess methods are mainly used in halftone pattern analysis with measuring the inter-
point relationship, the point to point spectral characteristics, and the spatial char-
acteristics. In an application, the images are to be viewed by human eye. But these
methods did not comprise the characteristics of Human Visual System (HVS) and
did not consider the inter-color correlation. As another candidate, there is MSE that
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is appealing because of simple implementation, having a clear physical meaning and
mathematical convenient [7]. But two distorted images with the same MSE may have
very different types of errors, some of which are much more visible than an error of
others. As an expansion of the MSE, the MSE with considering the Contrast Sen-
sitivity Function (CSF) can be applicable to access the halftone image quality. But
there is the same problem with the MSE method and the inter-color correlation must
be considered. Generally, the SSIM was applied to assess the image quality such as
a JPEG image, noise added image or video source, and so on [21, 22]. However, this
method is not applicable for color images because the SSIM method does not consider
any inter-color characteristics.
Chapter 2
Conventional Halftoning in
Displays
The digital halftone technology pays an important role in transforming a continuous
tone (gray or color) image to an image with a reduced number of gray levels for display
devices. Generally, halftoning is considered as a simple “on” and “off” modulation
technique, where the sensation of intermediate tones is created by the presence and
absence of a pixel. Due to the inherent characteristic of the human visual system with
regards to observing average gray level over an area, the human observer perceives
intermediate tones.
2.1 Error Diffusion (E.D.)
Although the error diffusion started being commercially used in the beginning of the
1990s the first was actually invented in the mid 1970s by Floyd and Steinberg [4].
Unlike the ordered dithering methods, which operate point by point that the value
of each output point depends only on the value of the corresponding input position,
error diffusion operates on a neighborhood of currently processed pixel. Conventional
error diffusion is graphically illustrated in Figure 2.1. In Fig. 2.1, each signal can be
defined as follows:
b(x, y) =
1, if j(x, y) ≥ T,0, otherwise. (2.1)
j(x, y) = i(x, y)−∑(ajk · e(x− j, y − k)) (2.2)
e(x, y) = b(x, y)− j(x, y) (2.3)
Where, i(x, y) is the input image and the b(x, y) is the output image of the halftone
process. The signal j(x, y) represents the modified input, ajk are the error filter
weights,∑ ajk = 1, and T is the threshold value. The signal e(x, y) is the accumulated
error value that will be diffused to adjacent pixels.
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Figure 2.1 Typical Structure of E.D.
Figure 2.2 Conventional error filters: (a) Floyd Steinberg E.D., (b) Jarvice
Judice E.D., (c) Stuki E.D., (d) Stevenson Acre E.D., and (e) Shiau Fan E.D.
This algorithm goes through all pixels in the original image, normally starting
from the pixel up to the left and then goes through all pixels from left to right and
up down. The value of each pixel in j(x, y) is compared with a threshold T , which
in the non-modified error diffusion is normally 0.5. Depending on whether the pixel
value is bigger or smaller than the threshold a 1 (black dot) or a 0 (empty dot) is
set at the corresponding position in b(x, y). Since the pixel value in j(x, y), which is
a real number between 0 and 1, has been replaced by 0 or 1 in b an “error” has been
occurred. The “error” is the difference between the pixel value in j(x, y) and b(x, y)
at that position. This error is then diffused to a number of non-processed pixels. To
what pixels and how this error is diffused is decided by an error filter. In Figure 2.2,
five different error filters are given. When using the filter (a), the error occurred at
the position (m, n) is weighted by 7/16 and added to the pixel value at (m+1, n).
The same error is weighted by 1/16 and added to the pixel at (m+1,n+1) and so on.
After the error has been diffused the pixel value of the next position is compared to
the threshold and the same process continues until all pixels have been met.
Figure 2.3 shows some examples for the cases of Floyd Steinberg E.D. and Jarvice
E.D. type. Although the non-modified error diffusion is quite simple and results in
2.1 Error Diffusion (E.D.) 9
Figure 2.3 Examples of Conventional Error Diffusion: (a) Floyd Steinberg
E.D., (b) Jarvice E.D.
Figure 2.4 Types of Error Diffusion artifacts: (a) Start-up, (b) Worms and
(c) Avalanche
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Figure 2.5 Thresholding Process
fairly good images it has a few shortcomings. One of them is the correlated artifacts.
Another problem is the directional structure, which is best seen in the highlights and
shadows of an image. The error diffusion patterns are uncontrollable, varied with the
input image data. The origin of the structural patterns in the error diffusion is dif-
ferent for its image data. Typically, the start-up artifacts essentially appear in the
boundary of an image because the accumulation of errors from adjacent pixels requires
a little spatial delay as shown in Fig. 2.4 (a). The directional stripes, worm artifacts
and avalanche artifacts easily appear in the homogeneous area or the gradation of an
image as shown in Fig. 2.4 (b) and (c). However, due to the simplicity and efficiency
of error diffusion there have been many studies on this method during the recent
decades and many different modifications have been suggested [5, 12, 23–27]. One of
the simplest modifications to reduce the mentioned artifacts is to add some noise to
the original image before halftoning. Equally, one can change the threshold from be-
ing fixed at 0.5 to a random number between 0 and 1. Other examples include using
variable thresholds [11], and variable filter weights [13,14] with input data. The vari-
ous conventional halftonings can be evaluated using the Halftone ToolBox for Matlab
which is developed by Vishal Monga et al. [28] and presented in their web site (http:
//users.ece.utexas.edu/~bevans/projects/halftoning/toolbox/index.html) [28]. There
were also approaches that considered the color channel correlation [14–16] for im-
proving the color halftone visibility in color images. These methods are complex and
produce longer calculation times or many look-up tables to implement making them
unsuitable for real-time application.
2.2 Ordered Dither
One of the well-known classes of halftoning techniques that are based on threshold
halftoning is Ordered Dithering. The ordered dither technique [29–31] generates a
bi-level representation of continuous tone images by comparing the image values, Ixy,
to a position dependent set of thresholds as shown in Fig. 2.5. The ordered dithering
techniques are divided into two parts, clustered dot and dispersed dot [20]. In the
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clustered dot dithering the threshold matrices are arranged in a way that the final
halftone dot is a cluster of black microdots. In the dispersed dot dithering, the black
microdots are dispersed.
The design of the threshold matrix has a great impact on the characteristics of the
final halftoned image. The set of thresholds is contained in the n×n dither matrix Dn
with the choice of matrix element values and their arrangement in the matrix being
the key to the dither technique. For an n×n matrix, Dn, dithering is accomplished as
follows. A matrix Dnij is selected from the coordinated of the point being evaluated:
i = xmodn,
j = ymodn,
(2.4)
The decision to light cell xy is then:
Pxy =
1, if Ixy > Dnij,0, otherwise. (2.5)
The matrix element selection rule Eq. (2.4) causes the dither matrix to be repeated
in checkerboard fashion over the entire source image. The key to this technique is, of
course, the contents of the dither matrix, Dn.
Historically, ordered dither was first proposed by Limb [29] as a mean of reducing
contouring in TV images reproduced with a limited number of intensity levels. The
dither patterns used were determined from evaluation of a visual model and confirmed
by subjective tests. This technique was later applied to bi-level representations of
continuous tone pictures by Lippel and Kurland [30]. An optimization criterion was
proposed by Bayer [31] and used to generate dither patterns that do not introduce
much low spatial frequency noise into a displayed image. Visually, this means that
the patterns do not introduce texture in the display of a picture with low detail
and relatively constant brightness. In C.N.Judice’s paper [32] on dither techniques
a recursion relationship was given between the 2×2 matrix of Limb [29] and the
matrices generated by Bayer. Given that
D2 =
[
0 2
3 1
]
(2.6)
And defining
Un =

1 1 . . . 1
1 1 . . . 1
...
1
 (2.7)
allows the statement of the recursion relationship as
Dn =
[
4Dn/2 +D200Un/2 4Dn/2 +D201Un/2
4Dn/2 +D210Un/2 4Dn/2 +D211Un/2
]
(2.8)
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Figure 2.6 Conventional ordered dithering, Closed Rose, using D4 dither
matrix, (a) Source image, (b) Ordered Dither image
Equation (2.6) is one of four possible 2×2 matrices that satisfy the Bayer optimization
criterion. The first recursion produces the 4×4 matrix, D4:
D4 =

0 8 2 10
12 4 14 6
3 11 1 9
15 7 13 5
 (2.9)
Several properties of dithering can be seen by examining Eqs. (2.8) and (2.9). First,
n2+1 discrete intensities can be reproduced by a matrix Dn, as the elements include
each integer value from 0 to n2-1 exactly once. The displayed image does not lose
spatial resolution as n is increased, even though the intensity resolution increases. The
recursive nature of the generation allows anyDn to be reproduced from an appropriate
combination of submatrices, aD2+bU2, where the coefficients a and b follow from the
order of Dn. Since the matrix D2 will show intensity gradients greater than R/8, the
larger matrices will still display gradients of this magnitude over the same distances.
These considerations are explored more fully in C.N.Judice’s paper [32]on the dither
technique.
In Fig.2.6, example result of using D4 dither matrix. The question arises whether
ordered dither of a number of display cells per original picture elements, as mentioned
before, should be used if the display resolution is greater than the original image
resolution. It was known, in general, that images with less resolution than the display
seem to be best reproduced when the images are interpolated to have a resolution
equal to the display resolution and ordered dither is used. Implementation of ordered
dither can be made with a read-only memory to contain or specialized logic to generate
the dither matrix and a comparison operator. No auxiliary memory is needed for image
data. Since the dither matrix will be a power of 2 in size, the mod operation in Eq.
(2.4) can be accomplished by taking the low bits of the x and y position registers.
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2.3 Discussion-Issue for FPDs
As mentioned in Sec. 1.2, the mainstream of the recent halftone methods used with
FPDs are the ordered dither and error diffusion algorithms. There are several factors
such as the halftone method used, gray linearity, contrast ratio, color, and sharp-
ness that affect their suitability in terms of image quality for these markets. For the
halftone technology which can be used in FPDs, there are several points that must
be considered. At first, easy hardware implementation should be possible. In general,
most current display devices use the simple halftone algorithm based on the Floyd
Steinberg E.D. and ordered dither algorithms. This is because these methods are
memory efficient and capable of real time processing. This price-performance advan-
tage has led to their implementation. J.N.Shiau, Z.Fan [19] have proposed the simple
error diffusion method that has the two merits of reducing the structural pattern
“worms” and simplifying hardware implementation. This algorithm may be more ap-
plicable to the FPDs than any other algorithms because of its simple implementation.
Generally, conventional error diffusion algorithms are well known for producing
visible structural patterns in the rendered image. Also, the general dither algorithm
has a demerit of gray level shortage for display devices. The spatial visual quality of
the conventional halftone technologies, error diffusion and ordered dither which are
technologies for printed materials, is not good for current FPDs. Additionally, the
outputs of FPDs are, generally, motion picture type. The improved visual quality on
static image of conventional halftone technologies, such as Vector Color E.D. [27],
Tone Dependent Color E.D. [14] and Green Noise E.D. [8], is not sufficient for tem-
poral driving characteristics of FPDs. The spatial and temporal visibility must be
improved for being used in FPDs.
Finally, the halftone application in FPDs is different depending on the driving
scheme such as active/passive matrix driving, emissive/non-emissive driving. Each
FPD device has a unique characteristic that depends upon how it is driven and upon
how it produces the image. For example, plasma display is emissive and use time di-
vision to produce their tone scale. The driving architecture of plasma display is based
on the passive matrix type that has subfield structure. Each subfield is composed of
the reset period, the addressing period, the sustain period and the erasing period. The
combinations of the subfields that have a binary or weighted sustain periods (pulses)
produce the tone scale. The smallest possible increment of light at a pixel location
is therefore determined by the shortest subfield period (actually, the sum of the re-
set pulse light, the addressing pulse light, the smallest number of sustain pulse light
and the erasing pulse light). For a 1500cd/m2 peak white luminance, this suggests
that the smallest white pulse of light will be approximately 0.8∼2cd/m2. As a result,
Halftone pattern is more visible in a moderate gray level region in the FPD because of
these kinds of reasons. Therefore, a specially organized halftone process is required to
overcome this device dependent limitation and reduce the artificial structural pattern
for the FPDs.
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Figure 2.7 Ramp Results of Conventional Error Diffusion
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Figure 2.8 Ramp Results of Conventional Ordered Dither and Dot Diffusion
Chapter 3
Spatial Visibility Improvements -
Hybrid Error Diffusion (HED)
This chapter is based upon the published journal paper of “The Society for Imaging
Science and Technology” [A1] and the proceedings of “The Society for Imaging Science
and Technology”- International Conference on Digital Printing Technologies (NIP22)
2006 [A5] in Appendix A.
3.1 Introduction
The error diffusion is widely used in digital image halftone. The algorithm is very sim-
ple to implement and very fast to calculate. However, it is known that standard error
diffusion algorithms, such as the Floyd Steinberg E.D., produce undesirable artifacts
in the form of structure artifacts such as worms, directional stripes and other repet-
itive structures. The boundaries between structure artifacts break the visual conti-
nuity in regions of low intensity gradients and therefore may be responsible for false
contours. In order to solve these problems, many digital halftone algorithms have
been proposed. Examples include using variable thresholds [11], and variable filter
weights [12–14] with input data. These methods are complex and produce longer cal-
culation times or many look-up tables to implement making them unsuitable for real-
time application. Additionally, as explained in previous section 2.3, each FPD has
unique display characteristics and the structural artifacts of conventional halftone
technology, the spatial visibility, can be worse in FPDs.
In this chapter, a well-organized halftone algorithm, called hybrid error diffusion
(HED), by using the concept of “error diffusion by perturbing the error coefficient
with a mask”, is proposed to improve the conventional spatial halftone artifacts and
enhance the color visibility. The proposed algorithm is very simple, easy to imple-
ment and can reduce the structural artifacts, keeping with the advantage of the error
diffusion algorithms. The concept of perturbing error filter weights is applied by us-
ing the mask value which is perturbed with a pseudo-random number. The proposed
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algorithm is basically same as using the 4-tap style error filter similar to that of the
Floyd Steinberg E.D.. The proposed algorithm consists of two steps in each pixel po-
sition. In the first step, a perturbation is calculated using the internal pseudo-random
number and a selected 4×4 mask, similar to a dither mask. In the second step, error
diffusion weights are calculated with the criterion for each pixel values.
The basic procedure of the proposed algorithm is as follows:
1. Determine the mask value for each pixel and color plane and a pseudo-random
number is added.
2. Calculate the error filter weights for each pixel and color plane and error diffu-
sion process is carried out.
The mask is similar to the ordered dither mask and the mask value is selected by
pixel, line, and each color plane. Additionally, the different error filter weights are
used to enhance the color visibility for each color plane. The error filter weights were
calculated by using a different mask for each color plane. The results of the proposed
algorithm show good performance for reducing artifacts, worms and false textures.
The proposed hybrid method can reduce the structural artifacts while keeping the
advantage of the error diffusion. This chapter discusses the performance of the pro-
posed algorithm with experimental results for natural test images.
In Sec. 3.2, the proposed HED algorithm is explained in detail. In Sec. 3.3, the
simulation results of the algorithms are given with natural images.
3.2 Hybrid Error Diffusion (HED)
The concept of perturbing error filter weight is applied by using the mask value which
is perturbed with a pseudo-random number as shown in Fig. 3.1. As mentioned in Sec.
2.1, the error diffusion patterns are uncontrollable, varied with the input image data.
The origin of the structural patterns in the conventional error diffusion is different for
its image data. Typically, the start-up artifacts essentially appear in the boundary
of an image because the accumulation of errors from adjacent pixels requires a little
spatial delay. The directional stripes, worm artifacts and avalanche artifacts easily
appear in the homogeneous area or the gradation of an image. We can see the reason
of the oscillation of the error diffusion output from the conventional description of
error diffusion in Sec. 2.1. There is a lot of possibility that the small change of image
data between adjacent pixels arises the oscillation of error diffusion output, called
“error diffusion carry”. Departing from this analysis, the deterministic factor is added
to the conventional error diffusion with using the 4×4 RGB masks. Additionally, the
deterministic factor, the mask, is perturbed with a pseudo-random number because
the deterministic factor can be little accounted of the other artifacts.
In Fig. 3.1 each signal can be defined as follows:
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Figure 3.1 Block diagram of Hybrid Error Diffusion
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b(x, y) =
1, if j(x, y) ≥ T,0, otherwise. (3.1)
j(x, y) = i(x, y)−∑(h(ajk) · e(x− j, y − k)) (3.2)
e(x, y) = b(x, y)− j(x, y) (3.3)
M(ajk) =MaskV alue |for each color/line/pixel (3.4)
h(ajk) = (RandNum+M(ajk)) (3.5)∑
h(ajk) = 1, h(ajk) ≥ 0 (3.6)
where, i(x, y) is the input image and the b(x, y) is the output image of the halftone
process. The signal j(x, y) represents the modified input, the e(x, y) is the accumu-
lated error value that will be diffused to adjacent pixels. The M(ajk) is the selected
mask value with dependent on the pixel position and color plane. The signal h(ajk)
are the error filter weights and T is the threshold value. The 4-tap style error filter
weight of the proposed algorithm is similar to that of the Floyd Steinberg error dif-
fusion algorithm. However, the internal pseudo-random number generator and mask
selector is newly added to that. The error filter weights h(ajk) are varied with the
internally calculated pseudo-random number and the mask value. The mask that is
used is similar to the ordered dither mask. This mask value is selected by pixel, line
and color plane. As a result, the error filter weight varies with the pixel position,
line, and color plane. Finally, the error filter weight h(ajk) values are determined in
pixel by pixel by the criterion of Eq. (3.6). The procedure of calculating the error
carry, means the output of error diffusion, is like below. Firstly, the mask value is
determined based upon the color plane, the pixel position and the line position. For
example, if the color plane is Red, the (pixel, line)=(3, 3), the mask value will be 9 in
Fig. 3.1-R. Next, pseudo-random number is added to the pre-determined mask value.
Finally, the error filter weights are determined by normalizing process for each pixel,
color plane. Then the diffusion process is carried out which is similar to the conven-
tional error diffusion. In the view of hardware implementation, for example, the mask
values and pseudo-random number seeds can be already stored in internal RAM area.
The generation and reading process can be carried out in pixel calculation duration.
The different masks for each color plane are used to improve the color visibility. The
results are compared in Fig. 3.2. The result of (a) comes from using the same R,
G and B mask, while the result of (b) is from using different R, G and B masks as
shown. We can see that the white dots in the result of (a) are replaced by the mixing
of R, G and B dots in the case of (b). We can confirm the increasing effect of halftone
carry density in these results. The green and blue masks are generated from the red
mask. The red mask is generated with the relation of check board weight. That is,
the green mask is generated by moving 1 pixel to left of the red mask. The blue mask
is generated by moving 2 pixels to left of the red mask.
In Fig. 3.3, the example is given in the case of the RndNum = 7 for each color
plane. It is possible to control the error diffusion pattern by controlling the mask
value. Because the error diffusion pattern is mainly depends on the error filter shape,
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Figure 3.2 Results of gray-level 28: (a) R, G, B same mask, (b) R, G, B
different mask
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Figure 3.3 The determination of the error weight h(ajk).
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the scan direction and error filter weights, the error diffusion pattern can be controlled
by the shape of the R, G and B masks.
3.3 Experimental Results
The results of the proposed algorithm are compared with the results of the conven-
tional error diffusion algorithms, such as Ulichney E.D. [20], Floyd Steinberg E.D. [4],
Vector Color E.D. [16,27] and Shiau Fan E.D. [19] with the source of “Elliptical Ramp”
image in Fig. 3.4 and “Closed Rose” image in Fig. 3.5. The size of source images is
256×256 pixels. In Fig. 3.4 (c)∼(e), false textures are prominent in the middle of el-
liptical ramp gradation. However, as shown in Fig. 3.4 (f), there is no structural pat-
tern caused by the error diffusion in the case of the proposed algorithm. In addition,
the proposed algorithm does not suffer from the directional artifacts such as diagonal
worms, which appears in the elliptical ramp edge and highlight area. The gradation
of color rendition is also better for the proposed algorithm, especially compared with
(b). The white dots in Fig. 3.4 (b) and (d) are replaced by the mixture of Red, Green
and Blue which is less visible. Additionally, a lot of directional stripes or repeated
structures are shown in Fig. 3.5 (c)∼(e) and there is color distortion in (c) and (e).
However there are no directional stripes or repeated structures in Fig. 3.5 (f).
3.4 Conclusion
In this chapter, new error diffusion algorithm to improve the spatial visibility was pro-
posed. The proposed algorithm is very simple, easy to implement and can reduce the
structure artifacts while keeping the advantages of the error diffusion. The concept
of perturbing error filter weight was used using the mask, which is similar to the or-
dered dither mask and a pseudo-random number. The results of the proposed method
and conventional error diffusion were compared with natural images. The proposed
algorithm has outstanding performance for improving the gradation characteristics
and reducing the structural pattern induced by conventional error diffusion. The gray
expression was improved by using the mask and pseudo-random number. The color
visibility was also improved by using the mixed error diffusion weight method. The
subjective assessment, Mean Opinion Score, and the objective assessment, color im-
age structural similarity measure in Chapter 6 will be carried out and be compared
with the results of the conventional algorithms.
As next step of work, the temporal factors will be considered for being used in
FPDs as mentioned in previous section 2.3. The spatio-temporal approach will be
given in next chapter 4.
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Figure 3.4 Results of the “Elliptical Ramp”
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Figure 3.5 Results of the “Closed Rose”
Chapter 4
Spatio-Temporal Visibility
Improvements - Advanced
Confined Error Diffusion (ACED)
This chapter is based upon the published journal/proceedings papers of “Journal of
the Society for Information Display”[A2], “The Institute of Electronics, Information
and Communication Engineers”- IEICE [A3], the proceedings of “Institute of Electri-
cal and Electronics Engineers”- IEEE, The 32nd International Conference on Acous-
tics, Speech, and Signal Processing (ICASSP’07) 2007 [A6], the reports at Domestic
Conference in Symposium on Sensing via Image Information (SSII’07) [A8] and sur-
vey paper of “Image Lab” [A9] in Appendix A.
4.1 Introduction
The Plasma Display Panel (PDP) and Liquid Crystal Display (LCD) have recently
entered the display market as replacements for CRT based television, information dis-
plays and computer monitors. There are several factors such as the halftone method
used, gray linearity, contrast ratio, color, and sharpness that affect their suitability in
terms of image quality for these markets. Many efficient digital halftone algorithms
have been proposed [2, 4, 11, 13, 14, 16, 18–20, 24, 27, 32, 33] for several decades. How-
ever, these algorithms were developed for the digital printing. In general, most cur-
rent FPDs use the simple halftone algorithm based on the Floyd Steinberg E.D. and
ordered dither algorithms. This is because these methods are memory efficient and
capable of real time processing. This price-performance advantage has led to their
implementation. However, the outputs of FPDs are, generally, motion picture type.
The improved visual quality on static image of conventional halftone technologies is
not sufficient for temporal driving characteristics of FPDs. The spatial and temporal
visibility must be improved for being used in FPDs. The spatio-temporal reduction of
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a structural pattern caused by digital halftonings is the subject of this chapter. The
spatial visibility is more severe in some FPDs because their black levels typically are
brighter than other display’s blocks. Additionally, the temporal display visibility is
also worse when the conventional halftone is applied as it is.
In this chapter, a patented halftone algorithm, which is a specially organized
halftone process in spatio-temporal domain, Confined Error Diffusion (CED) [15,17,
34–44], is described and extended to advanced algorithm. First, the CED algorithm
that dynamically applies random error diffusion or the ordered dither method de-
pending upon image content is described in detail. The CED algorithm can solve the
structural pattern problem caused by the error diffusion process and the lacks of gray
level of the ordered dither. The dither patterns are controllable, fixed in time-spatial
domain but the error diffusion patterns are uncontrollable, varied with the input im-
age data. The halftone patterns can be controlled if we design the dither masks with
considering the spatio-temporal relation of output luminance. The lacks of gray levels
can be compensated by making the intermediate gray level between the dither levels
using the random error diffusion.
The basic concepts of the proposed algorithm are as follows:
1. Improving the gray level expression:
Rendering the fine gray levels: 3bit ordered dither + random error diffusion +
4 frame toggle + RGB Shifted Dither Masks
2. Considering the flicker problem:
Controlling the 4 frame dither masks and patterns
3. Improving the gradation characteristics:
Controlling the flat area by using Linear Transform
Well-matched random error diffusion with the dither masks
However, in practice, there are still some limitations in various kinds of scenes. For
example, while the CED algorithm showed good performance in a static scene, because
of the uniformly distributed dither characteristics, there were some points that could
be improved in the gradation characteristics. Therefore, as a next step, an advanced
CED (ACED) algorithm is proposed by introducing a linear transform process to the
CED using the matched random error diffusion algorithm. The proposed algorithms,
CED and ACED, can be implemented in real time and produce a high quality image.
The CED algorithm was already been applied to the mass production of Plasma
Displays.
The chapter is organized as follows. In Sec. 4.2, the CED algorithm is explained
in detail. Next the ACED algorithm is proposed in Sec. 4.3. Section 4.4 shows the
results for natural images and compares the proposed algorithm with the conventional
methods.
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Figure 4.1 Block diagram of confined error diffusion
4.2 Confined Error Diffusion (CED)
4.2.1 Outline
In this subsection, the CED algorithm for improving the spatio-temporal visibility of
the structural pattern and artifacts induced by the conventional dithering and error
diffusion is described. Figure 4.1 shows the block diagram of the CED algorithm. The
CED algorithm is composed of two halftone processes, the random error diffusion and
the ordered dither, as shown in the block diagram. The motivation of this structure
is from the concept that the halftone pattern is recursively controlled to improve the
temporal visibility. Generally, the carry, the output bit of halftoning, generation of
the error diffusion cannot be controlled because its generation is dependent on the
input image profile. This means that the error diffusion pattern, the set of error dif-
fusion carry or the output of the error diffusion, varies with the input image profiles.
However the ordered dither generates the halftone pattern that the spatial position
of carry generation is not dependent on the input image profiles. Additionally, the
dither masks can be accumulated recursively and temporally if the masks are designed
not to generate the large area flicker. As confining the error carry generation of the
random error diffusion within a well-organized ordered dither masks being recursively
changed by frame, the 4 frame toggling concept, the temporal visibility can be im-
proved effectively.
In the CED algorithm, the pixel data is separated to an upper packet (higher
bit packet, 3 bit from MSB) and lower packet (lower bit packet, 5 bit from LSB)
as shown in Fig. 4.2 (a). Random error diffusion is applied to the lower bit packet
and the ordered dither is applied to the higher bit packet. The ordered dither pro-
cess contributes to generate the major rendering levels (ordered dither levels) while
the random error diffusion process contributes to generate the intermediate (minor)
rendering levels between the major rendering levels, which were determined by the
ordered dither process as shown in Fig. 4.2 (b). Figure 4.3 shows the concept of the
CED. The full pattern of one frame dither process is shown. The CED carry is deter-
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Figure 4.2 Bit structure of confined error diffusion
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Figure 4.3 Concept of confined error diffusion
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mined as follows:
CED(f, x, y) = d(f, x, y)ANDr(f, x, y) (4.1)
d(f, x, y) = 4bitDither(fmod4, xmod4, ymod4) (4.2)
r(f, x, y) = R.E.D(f, x, y) (4.3)
Where f is frame count, x is pixel count, y is line count, d(f, x, y) is the ordered dither
carry of the higher bit packet, r(f, x, y) is the random error diffusion carry of the lower
bit packet, CED(f, x, y) is the CED carry. More carefully, we assume that the dither
mask in the Fig. 4.3 is in memory. We need a 4 bit address to address the mask
data in the memory. At first, the lower bit packet error carry is calculated, r(f, x, y),
with the specially organized random error diffusion process for each pixel. After that,
the carry is attached with the higher bit packet to produce 4 bit address data. Next,
the ordered dither process (thresholding), which is dependent on the frame/line/pixel
position, is carried out with the 4 bit address data including the higher bit packet (3
bit) and the result (1 bit) of random error diffusion. Finally, the local AND operation
between the 4 bit dither carry, d(f, x, y), and random error diffusion carry, r(f, x, y),
is carried out. If the result of random error diffusion is ‘0’ at any pixel, the even
mask is selected. If the result of random error diffusion is ‘1’ at any pixel, the odd
mask is selected. Consequently, the upper level dither mask confines the random error
diffusion carry.
There are two examples for combining the ordered dither and the random error
diffusion in Fig 4.4. We suppose the higher bit packet has data, (a) “000” and (b)
“001” in the figure. The “carry” of random error diffusion determines the CED output
on the base major level (a) “000” and (b) “001” in accordance with the upper major
level (a) “001” and (b) “010”, respectively. In the case of (a), if the “carry” of random
error diffusion is “1’, the 4 bit address for the dither masks, which is combination
of the higher bit packet and the “carry” bit of random error diffusion, is “0001”.
Therefore, the “0001” dither mask in Fig. 4.3 is selected. And next, if the current
pixel position is (pixel mod 3, line mod 3) = (0, 0), the CED output might be ‘1’ in
the pattern 2 of Fig. 4.4 (a). If the current pixel position is (pixel mod 3, line mod
3) = (0, 1), the CED output might be ‘0’. In same way, if the “carry” of random error
diffusion is “1’, the “0000” dither mask in Fig. 4.3 is selected. And the CED output
might be ‘0’ in the pattern 2 of Fig. 4.4 (a). In Fig. 4.5, the concept of rendering
intermediate level is depicted between Dither level 2 and Dither level 4. When the
spatially increased ramp pattern, which has “001” major level and the lower 5 bit is
increasing from “00000” to “11111”, is inputted, the confined “carry” by the upper
major level, Dither level 4, is spatially distributed. The distribution is dependent on
the input lower bit packet data. The violet pixels mean the confined “carry”, which is
showing the intermediate gradation, and the gray pixels mean the major dither carry.
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Figure 4.4 Example of combining the ordered dither and the random error
diffusion
4.2 Confined Error Diffusion (CED) 32
Figure 4.5 Concept of rendering gray levels in confined error diffusion
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Figure 4.6 Concept of random error diffusion in confined error diffusion
4.2.2 Random Error Diffusion Process
Figure 4.6 shows the concept of random error diffusion in the CED algorithm. The
calculating procedure of rendering is similar to conventional Floyd Steinberg E.D.
algorithm. A random number generator generates the value for R1. The Limit value
is controlled to be less than 0.8. In our case, the Limit value=0.8 is used. The ran-
domization of the random error diffusion pattern can be controlled by changing the
Limit value. If the Limit value is controlled to an increasingly smaller value, the
randomization of the random error diffusion pattern will be reduced. The other error
filter weights, b, d, are automatically determined by the value of Limit. The ratios,
0.25, 0.75 are determined by considering the Floyd Steinberg E.D. algorithm. Finally,
R2 value is determined by the Eq. (4.5).
b = (1− Limit) · 0.25, d = (1− Limit) · 0.75, Limit ≤ 0.8 (4.4)
R1 + b+R2 + d = 1, (R1 +R2 = Limit) (4.5)
In Fig. 4.7, the result of the random error diffusion used in the CED algorithm
is compared with that of the Shiau Fan E.D. algorithm [19] in the 32 gray level. The
comparison is just to show the random error diffusion capability. The random number
from an internal pseudo-random number generator determines the error diffusion
weight frame-by-frame, line-by-line and pixel-by-pixel, like a formula. The random
generation of the lower bit packet carry can increase the gray level between higher
bit packet dither levels.
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Figure 4.7 Result of random error diffusion in confined error diffusion and
Shiau Fan E.D. at 32 gray-level (R.E.D. = random error diffusion)
Figure 4.8 4×4 ordered dither masks for 4-frame toggle
4.2.3 Ordered Dither Process
In the CED algorithm, 4 kinds of dither masks are used to render the artificial gray
level such as Fig. 4.8. The possible pattern set, which can be generated from these
dither masks and is dependent on the input gray level, is shown in Fig. 4.9. The
dither mask set is generated and applied with the frame/ line/ pixel position. The
dither carry is determined by comparing the mask value (binary 0000∼1111) and
the highest 4 bit data including the “carry” of random error diffusion as explained
previously. With using the time-spatially well-distributed masks, the 4-frame toggling
can make fine gray expression. In any display device, flicker problems are very critical.
Because the 4-frame dither mask toggle concept is used, the time-spatial relation
must be carefully considered to generate the dither masks. The total sum of ON-OFF
state is specially balanced with the time-spatial domain as shown in Fig. 4.9. The
flicker characteristics can be improved by using these time-spatially well-balanced
dither masks. To apply the 4 frame toggle concept, the ordered dither masks must
be changed and controlled with considering well-balanced relation for time-spatial
distribution as mentioned above. With this, the “carry” of error diffusion must be
changed and controlled in accordance with the frame toggled ordered dither masks.
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Figure 4.9 Possible dither pattern for 4-frame from Fig. 4.8
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This is the reason that the random error diffusion was used in CED, ACED algorithm.
If the conventional deterministic error diffusion algorithm is used in CED, ACED
algorithm, the halftone images of CED, ACED cannot have a time-spatially well-
balanced characteristic because the deterministic error diffusion carry is static for
time-spatial domain.
In order to obtain finer color visibility, the RGB Shifted Dither Masks are applied
to the CED. Generally, if the same mask for each RGB channel is used, the output
dither pattern has same spatial position on display screen as shown in Fig. 4.10 (a).
On the other hands, if the difference mask is used for each RGB color channel, more
scattered dither pattern can be obtained on the screen as shown in Fig. 4.10 (b).
In this manner, the structural pattern caused by the error diffusion and dither
process can be improved. The CED algorithm showed good performance in a static
scene because of the uniformly distributed dither characteristics, but there is some
point to improve in the gradation characteristics. The simulation results of the Floyd
Steinberg error diffusion with Raster Scan and the CED algorithm are given in Fig.
4.11. The input image is the increasing ramp image with the size of 512×64 pixels. The
increasing rate is 8 pixels/gray-level with the maximum gray level of 64. The proposed
algorithm will show the characteristics of the time varying randomized pattern that
is confined in the ordered dither mask, however we can see the flat area in the middle
of gradation.
4.3 Advanced Confined Error Diffusion (ACED)
4.3.1 Linear Transform Process
In this section, advanced confined error diffusion (ACED) is described to improve the
flat area as explained in the previous section. The block diagram of the ACED is shown
in Fig. 4.12. A linear transform block is added to the CED algorithm to control the
flat area. A well-matched random error diffusion algorithm is also applied to improve
the error profiles. In the ACED algorithm, as controlling the carry-generation of
the random error diffusion, the flat area can be reduced as shown in Fig. 4.13. The
carry density of the random error diffusion is related to the gradation characteristics
betweens the dither levels. The “logical AND” process is used to combine the ordered
dither with the random diffusion. As shown in Fig. 4.13, the saturation of the logical
AND process is arisen. This is one reason for the flat area. The second reason for the
flat area is the accumulation delay of error diffusion. The conventional error diffusions
have used the concept of overflow, quantization and resetting. Generally, the error
diffusions require some pixel calculation until first carry is generated. In the ACED
algorithm, we improved the flat area by controlling the slope of carry generation of
random error diffusion using linear transform. The linear transform process is added
before processing the random error diffusion by Eq. (4.6) for lower packet data to
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Figure 4.10 RGB Shifted dither masks
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Figure 4.11 Simulation results. (a) Source image, (b) Floyd Steinberg E.D.
(Raster Scan), (c) Confined error diffusion (1 frame)
Figure 4.12 Block diagram of advanced confined error diffusion
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Figure 4.13 Flat-area control
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Figure 4.14 Block diagram of proposed random error diffusion
improve gradation characteristics.
Iout =
((2− A) · Iin + A)
B
(4.6)
Where, Iin is the low bit packet data. The variables A(0≤A≤0.4) and B(2≤B≤2.4)
can be adjusted by gradation. If the slope value, (2-A)/B, is controlled to an in-
creasingly smaller value, the flat area will be reduced. However, the values must be
determined not to be over-controlled. In our case, variable A and B are experimen-
tally determined as 0.2 and 2.2, respectively. The gradation of CED algorithm can be
improved using this flat area control.
In ACED, a well-matched random error diffusion algorithm is also applied with
the dither masks as shown in Fig. 4.14. In Fig. 4.14, where
R1 +R2 = Limit, Limit = 0.75 (4.7)
R1 +R2 + d = 1 (4.8)
The spatial position of error carry can be more controlled by this type of error filter
structure. If the Limit value is controlled to an increasingly smaller, the randomiza-
tion of the random error diffusion pattern will be reduced. In proposed algorithm, the
value Limit = 0.75 is used. A pseudo-random number generator generates R1, R2. d
is automatically calculated using this R1 value by criterion Eq. (4.7), and Eq. (4.8).
Figure 4.15 shows the result of random error diffusion of the ACED algorithm that
is compared to that of the CED algorithm in the 32 gray level. The generation of the
error carry is determined mainly by the error filter shape and error filter weights. In
the ACED algorithm, the error filter shape is changed like Fig. 4.14. The position of
error carry can be more matched with the position of the dither carry.
4.3.2 Temporal Averaging Simulation Model
The effect of full CED, ACED algorithm cannot be shown in a static image, without
the 4-frame toggling concept. To simulate the 4-frame toggle effect, the concept of
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Figure 4.15 Result of random error diffusion in confined error diffusion &
advanced confined error diffusion at 32 gray-level (R.E.D. = random error
diffusion)
temporal persistence that refers to the experimentally measured data [45] is intro-
duced. It is assumed that the temporal persistence of the 4 frame toggle concept has
Gaussian falling characteristics after about 40msec as shown in Eq. (4.9) and Fig.
4.16.
Weight(x, σ) = e
−x2
2σ2
∑
e
−x2
2σ2
(4.9)
Where x is the time interval, σ = 25.005, the weights of each frame areWeight(frameN ,
25.005) = 0.31, Weight(frameN + 1, 25.005) = 0.31, Weight(frameN + 2, 25.005)
= 0.25, Weight(frameN + 3, 25.005) = 0.12.
4.4 Experimental Results
The results of various kinds of halftone, Floyd-Steinberg E.D. (Raster Scan), Shiau
Fan E.D., 6 bit ordered dither, the CED algorithm, the ACED algorithm, are com-
pared with the source of “gradation ramp” image in Fig. 4.17, and “Eagle” image in
Fig. 4.18. The size of “gradation ramp” image is 256×128 pixels and the image has
the structure of increasing or decreasing 1 gray level/4pixels. The size of “Eagle” im-
age is 256×256 pixels. In the result (e), (f) of Fig. 4.17, the gradation characteristic
of CED algorithm is improved by the result of ACED algorithm. The flat area of CED
algorithm is decreased in the result (f) of in Fig. 4.17. The gradation characteristic
and structural pattern reduction of the ACED algorithm can be compared with the
conventional halftone methods: Floyd Steinberg E.D. (Raster Scan) (b), Shiau Fan
E.D. (c), and Ordered Dither (d). The result of natural image, “Eagle”, is given in
Fig. 4.18.
The results of ACED and 4-frame averaged ACED is outstanding compared to
the conventional halftone methods besides Floyd Steinberg E.D. (Raster Scan). The
conventional halftone algorithms were focused on the digital printing, so neither the
temporal problem, nor the display visibility was considered. The conventional error
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Figure 4.16 Temporal persistence of human viewer
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Figure 4.17 Result for gradation ramp (1 frame image)
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Figure 4.18 Result for Eagle (1 frame image)
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diffusion algorithm has a structural pattern, and this pattern can be more visible in
FPDs like a plasma display panel, because of the heavy intensity of minimum unit
luminance. It is required to be careful of using dither algorithms in FPDs with the
toggling concept, because the flicker problem can be easily arisen. For instance, in
the case of PDP, the flicker caused by frame-toggling concept is more critical because
the cell size is larger than that of any other display.
The CED and ACED algorithm can improve the gray level expression using the
concept of confining error-carry within the dither mask and reduce the flicker prob-
lem by using a time-spatially well-balanced dither mask. Despite the static image, the
ACED algorithm provides good gray level expression as shown in Figs. 4.17 and 4.18.
In Fig. 4.19, 4-frame images and averaged image are shown. The averaged image is
simulated by using the simulation model as explained in Sec. 4.3.2. The effect of the
averaged 4-frame image is not fully matched to the real 4-frame toggling effect. But
the effect of accumulation in the eye can be explained.
4.5 Conclusion
The ordered dither has spatially well-distributed characteristics. The error diffusion
has good characteristics for rendering the gray level. The proposed CED and ACED
algorithms have both the advantages of the dither and error diffusion algorithms for
rendering the gray level. The gradation characteristic of the CED algorithm is im-
proved in ACED algorithm and the structural pattern induced by error diffusion and
dither is reduced in spatio-temporally. Additionally, by controlling the dither masks,
the proposed CED and ACED algorithms can improve the temporal halftone visibil-
ity. The results of ACED and conventional halftone algorithms were compared using
the natural images test. The time-spatially well-balanced algorithms, CED, ACED,
improve the flicker problem caused by frame toggling concept in FPD devices. The
subjective assessment, Mean Opinion Score, and the objective assessment, color im-
age structural similarity measure in Chapter 6 will be carried out and be compared
with the results of the conventional algorithms.
In this chapter, the proposed algorithm was discussed in the context of 1 bit
halftone concept. Generally, FPDs are capable of displaying more than 2 levels.
One implementation issue of proposed algorithm is the extension to the multi-level
halftone. The CED algorithm was already applied to the mass product of plasma
display that has 255 real gray levels (RGB 8 bit system) using the multilevel halftone
concept. The ACED algorithm can be also applicable without any addition or cor-
rection of the hardware resources.
As next step of work, the hardware implementation and the multi-level extension
of the proposed CED and ACED algorithm will be described in Chapter 5.
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Figure 4.19 Results of advanced confined error diffusion: frame N, N+1,
N+2, N+3, 4-frame averaged image from top left
Chapter 5
Multi-level Halftone Extension &
Hardware Implementation
This chapter is based upon the published journal paper of “The Institute of Electron-
ics, Information and Communication Engineers”- IEICE [A3] in Appendix A.
5.1 Introduction
As mentioned, each FPD has a unique characteristic that depends upon how it is
driven and how it produces the image. The reduction of a structural pattern at spe-
cific gray levels or at the special condition of image data has mainly been discussed
in digital halftone methods. This problem is more severe in some FPDs because their
black levels typically are brighter than other displays blocks. Therefore, a specially
organized halftone process is required to overcome this device-dependent limitation,
such as Confined Error Diffusion (CED) and Advanced CED (ACED) algorithm which
were a well-organized halftone algorithm for FPDs. The CED and ACED algorithms
were described with the concept of the bi-level halftone in [46–49]. However, most of
the FPDs are capable of displaying more than 2 levels. In this chapter, multi-level
halftone algorithms for FPDs and the hardware implementation of the algorithms are
described. As previous works, H.Ochi, N.Suetake et al. and H.Hara et al. proposed
the multi-level error diffusion algorithms [50–53]. H.Hara et al. proposed the em-
phasized ordered dither algorithm for the middle gray level area. Especially, H.Ochi
and N.Suetake et al. were focus on improving the vacant area (the banding problem)
of conventional multi-level error diffusion. H.Ochi and N.Suetake et al. carried out
the multiple quantization process for an image. They determined the error diffusion
quantization value for increasing direction of dot-dispersibility. The vacant area was
efficiently improved in their algorithms. However these algorithms have limitations
to be applied for FPDs. To be applicable for FPDs, the real time processing is very
important. However it may be not easy to be implemented for real time processing
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Figure 5.1 Typical Structure of FPDs
for these algorithms. The reason why is because the process is so complicated, re-
quires multiple error diffusion calculation to generate the final error diffused image
and requires more resources to be implemented. Additionally, these algorithms are
not flexible for being expanded to use more output real gray level. These algorithms
were focused on the only 3 level expansion of the conventional halftone except for the
H.Ochi’s algorithm.
The present chapter extends the ACED algorithm to the multi-level system based
on a look-up table (LUT) method. Our extension has two merits for the hardware
implementation. First, it can be processed in real time using the LUT based method.
Actually, various electro-optical characteristics of a display, such as gray linearity,
efficiency, peak/black level luminance, and uniformity in mass production are a little
different day by day, case by case which is manufactured. The gray linearity is one of
the most important factors among these characteristics. The LUT based multi-level
halftone algorithm is suited to the manufacturing circumstance, because the LUT
can be easily implemented for each manufacturing status. The second one is the flex-
ibility of selecting the used gray level. This chapter discusses the performance of the
proposed algorithms with experimental results for natural test images.
The chapter is organized as follows. Section 5.2 develops a multi-level extension
of the ACED algorithm. Section 5.3 shows the results with the natural images and
compares our algorithm with the conventional methods. In Sec. 5.4, the hardware
implementation is discussed.
5.2 Multi-level Halftone Extension
Figure 5.1 shows the typical system block diagram of FPDs. Most of the FPDs are
required pre-processing to process the gamma correction, because its display char-
acteristics are not equal to that of CRT display. The color correction is required for
the user requirements. The RGB gain control is also required for the white balance,
brightness control. Although most of the FPDs have a capability of displaying over
255 gray levels for each RGB channel, the gamma correction causes to cover the wide
range gray level area using the same light of a display, especially for the low gray
5.2 Multi-level Halftone Extension 49
Figure 5.2 Proposed multi-level extension
area. For this reason, the digital halftone block is required. The halftone application
is different depending on the driving scheme such as active/passive matrix driving,
emissive/non-emissive driving. The data conversion and arrangement which is depen-
dent on the driving methods are also required. The processed data must be rearranged
to be displayed in each geometric RGB cell position of panel. Generally, an internal
LUT, a hardware memory, or a special data arrangement processor is used for the
arrangement of data.
In the following the extension to multi-level systems is described and discussed.
Our extension has two merits for the hardware implementation. First, it can be pro-
cessed in real time using the LUT method. The second one is the flexibility of select-
ing the gray level. The processing speed is very important for the mass production
of FPDs, because the processing speed, which is related to the hardware resources,
has an influence on the cost of manufacturing in usual. The flexibility of selecting the
used gray levels will play important roles in developing new mass production devices.
Figure 5.2 shows the concept of the proposed multi-level extension. It is assumed
that a display device has a maximum ability of displaying m gray levels, and the
device displays the source image using n gray levels within the m gray levels. In the
view of gn−1 and gn, the bi-level halftone is applied. The gn is the nth real gray level
that can be displayed by the device. Generally, the number and the value of gn vary
with various kinds of reason, such as the gamma correction, the driving method, the
used materials, and hardware limits of the display device. Therefore, the flexible data
conversion system is required. In this paper, the LUT for converting the gamma cor-
rected data to the halftone data is used. This LUT can be constructed in accordance
with the system gray levels and the values. The details of generating the LUT are as
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follows.
Target_Gamma(x) =Max_Gray
(
x
Max_Gray
)γ
(5.1)
The Target_Gamma(x) is the transfer function of the display system, x is the input
gray level, gamma is the gamma value, and Max_Gray is the maximum gray level of
the display device. The final transfer function will be adjusted as shown in Fig. 5.1.
Float(n− 1, x) = Target_Gamma(x)− gn−1
gn − gn−1 (5.2)
Integer(n, x) = n |Float(n,x) (5.3)
LUT (x) = Integer(x) + Float(x) (5.4)
The LUT(x), which is the LUT for the halftone process, is generated in accordance
with the Target_Gamma(x), the number and the value of gn. The LUT_RealGray(n)
is the LUT for the real gray levels, in which the used real gray levels are stored. In the
main process of the Fig. 5.1, the input images are gamma corrected in the “Gamma
Correction” block with the Eq. (5.1). Next, the color correction is carried out. The
color corrected image data are converted to the halftone data with looking the LUT (x)
in the “Pre-Data Conversion” block. The LUT (x) is composed of Float() part and
Integer() part as like Eq. (5.2) and Eq. (5.3), respectively. And the halftone process
is carried out with the multi-level ACED algorithm.
Display_Data(x) = LUT_RealGray(Halftone(LUT (x))) (5.5)
The Display_Data(x), which are displayed through the display devices, are calculated
like Eq. (5.5) in the “Post-Data Conversion” block. Finally, the Display_Data(x) are
re-arranged to be displayed using the hardware memory treatment or the arrange-
ment processor depends upon the driving scheme.
In Fig. 5.3, there are an example plots of the Target_Gamma(x), LUT (x), Inte-
ger(n,x), and Float(n-1,x). The set of the LUT_RealGray(n) is { 0, 31, 63, 95, 127,
159, 191, 223, 255}, in which it is assumed that a display device has an ability of
displaying 9 real gray levels with requiring the gamma_value = 2.2, Max_Gray =
255.
5.3 Experimental Results
The proposed ACED can contribute to reducing the vacant area, the banding problem
of conventional error diffusion, which is indicated by the arrow sign in the middle
of gradation in Fig. 5.4 (b). To improve this vacant area, several algorithms were
proposed [50–53]. The gradation ramp result of the H.Ochi’s is shown in Fig. 5.4 (c),
the N.Suetake’s is in Fig. 5.4 (d) and the H.Hara’s is in Fig. 5.4 (e). The vacant area
(the banding problem) was efficiently improved using these conventional multi-level
error diffusion algorithms, especially H.Ochi’s and N.Suetake et al.’s algorithm. The
5.3 Experimental Results 51
Figure 5.3 Example plot of the Target_Gamma(x), LUT (x), Integer(n,x),
Float(n-1,x) from top-left. (LUT_RealGray(n) = { 0, 31, 63, 95, 127, 159,
191, 223, 255}, gamma_value = 2.2, Max_Gray = 255)
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Figure 5.4 The vacant area: (a) Source image, (b) General multilevel
Shiau Fan E.D., (c) H.Ochi multilevel E.D., (d) N.Suetake multilevel E.D.,
(e) H.Hara multilevel ordered dither, (f) Proposed algorithm, 1frame,
(LUT_RealGray(n) = { 0, 127, 255}, gamma_value = 1, Max_Gray = 255)
vacant area caused by the accumulation delay of the error diffusion is also effectively
reduced in the result of the proposed algorithm as shown in Fig. 5.4 (e). As a natural
image test, the proposed multi-level halftone is compared with the conventional multi-
level halftone algorithms [50–53] using the condition of gamma_value = 1 and the tri-
level (0, 127, 255) in Fig. 5.5. The size of the source image, “Fruits”, is 128×128 pixels.
The proposed 1 frame result and 4 frames averaged result shows the outstanding gray
level expression, color visibility compared with the conventional multi-level halftone
in Fig. 5.5.
In Fig. 5.6, the natural image results of the multi-level ACED algorithm for the
several cases of LUT_RealGray(n) are shown. Actually, even though a display device
has capability of displaying the 8 bpp, the halftone technology is required to express
the non-linear gray level expression caused by inverse gamma correction as mentioned
in Sec. 5.2. Additionally, there is a case that the output real gray levels are not 256
real gray levels. For example, the plasma display is capable of displaying the 8 bpp
images in general, but the used output real gray levels are not 256 gray levels for
most manufacturer. This is mainly because the false contour, which is fundamental
problem of plasma display caused by its driving scheme, can be replaced by the
artificial halftone pattern using reduced real gray levels. Liquid Crystal display has
similar problems caused by its driving scheme. In this reason, the experiments are
carried out for the various cases. It is assumed that the source image is displayed
5.3 Experimental Results 53
Figure 5.5 Results of the various multi-level halftone algorithms: (a) Source
image, (b) H.Ochi multilevel E.D., (c) N.Suetake multilevel E.D., (d) H.Hara
multilevel ordered dither, (e) Proposed algorithm, 1frame, (f) Proposed al-
gorithm, 4 frames, (LUT_RealGray(n) = { 0, 127, 255}, gamma_value = 1,
Max_Gray = 255)
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by the various kinds of display capabilities. The size of the source image, “balls”, is
128×128 pixels. Figure 5.6 (a), LUT_RealGray(n) = { 0, 255}, is the result of the bi-
level halftone. Figure 5.6(b) is the result of the system which is capable of displaying
3 levels, LUT_RealGray(n) = { 0, 127, 255}. Figure 5.6(c) is the result of the system
which is capable of displaying 5 levels, LUT_RealGray(n) = { 0, 63, 127, 191, 255}.
Figure 5.6(d) is for 9 levels, LUT_RealGray(n) = { 0, 31, 63, 95, 127, 159, 191, 223,
255}, Figure 5.6(e) is for 17 levels, LUT_RealGray(n) = { 0, 15, 31, 47, 63, 79, 95,
111, 127, 143, 159, 175, 191, 207, 223, 239, 255}, and Figure 5.6(f) is for 33 levels,
LUT_RealGray(n) = { 0, 7, 15, 23, 31, 39, 47, 55, 63, 71, 79, 87, 95, 103, 111, 119,
127, 135, 143, 151, 159, 167, 175, 183, 191, 199, 207, 215, 223, 231, 239, 247, 255}.
The gamma_value is 1 and the Max_Gray is 255. From the results of the natural
image, the ACED algorithm is effectively extended to the various kinds of multi -level
system. The proposed multi-level halftone can be applied to the FPDs.
5.4 Hardware Implementation
One important issue is the hardware implementation of the multi-level ACED al-
gorithm. In Fig. 5.7, the hardware implementation of the multi-level CED and the
multi-level ACED algorithm is given. The inputs of the halftone system are the RGB
8 bit signal, the vertical sync signal, the horizontal sync signal, the external “Flash
ROM data”, and so on. The halftone system is operated with the time sequentially.
All signals are synced by external clock signal (generally, pixel clock is used) and
the vertical sync signal and the horizontal sync signal are the indicator of processing
the source images. For the real time processing, almost of the internal block has a
structure based on the LUT. All LUT data are stored in the external “Flash ROM”.
During the time of starting the hardware system, the data are downloaded to the
internal RAM automatically. In addition, the dither table and the random error dif-
fusion seed are also downloaded to the internal Random Access Memory (RAM). The
internal RAM block of “Line memory”, of which the size is pixel number of 1 line×5
bit, is prepared to treat the accumulated error data of the random error diffusion. The
accumulated errors of the previous line are temporally stored to the “Line Memory”.
This is because the random error diffusion can be processed in real time. The internal
RAM block of “Dither Table”, of which the size is 256 bit×4 frame, is to store the
4 frame dither table. The inverse gamma correction block is emerged with the pre-
linear transform block of the multi-level ACED. The “Gamma + Pre Data LUT” data
are calculated using the external data processing and are stored to the internal LUT
RAM. In this way, the same hardware structure with that of the multi-level CED
algorithm can be applied to the multi-level ACED algorithm. The random number
generator requires the random seeds, which are downloaded from the external “Flash
ROM”. The generated random numbers for each pixel are transferred to the “Random
Error Diffusion” block, which carries out the well-organized random error diffusion.
Next, the 4 bit dither table address is made with the MSB 3 bits from Floating data
5.4 Hardware Implementation 55
Figure 5.6 Results of the proposed algorithm for the several
case of LUT_RealGray(n): (a) LUT_RealGray(n) = { 0, 255}, (b)
LUT_RealGray(n) = { 0, 127, 255}, (c) LUT_RealGray(n) = { 0, 63, 127,
191, 255}, (d) LUT_RealGray(n) = { 0, 31, 63, 95, 127, 159, 191, 223, 255},
(e) LUT_RealGray(n) = { 0, 15, 31, 47, 63, 79, 95, 111, 127, 143, 159, 175,
191, 207, 223, 239, 255}, (f) LUT_RealGray(n) = { 0, 7, 15, 23, 31, 39, 47,
55, 63, 71, 79, 87, 95, 103, 111, 119, 127, 135, 143, 151, 159, 167, 175, 183,
191, 199, 207, 215, 223, 231, 239, 247, 255}, gamma_value = 1, Max_Gray
= 255, 1frame
5.5 Conclusion 56
and the random error diffusion carry data. The 1 bit dither carry is determined by this
4 bit dither table address. The 4 bit dither table address is transferred to the internal
RAM, “Dither Table”, which has all dither table value like the Fig. 4.9. Finally, the
1 bit carry data is added to the “Integer 8 bits”. The “Post Data Conversion LUT”
is required for converting the halftoned data to the display data which is dependent
on the display devices. The other implementation issue for the LUT based multi-level
halftone extension is the determination of the Target_Gamma(x). In proposed case,
it is assumed that the Target_Gamma(x) curve is simply determined by the Eq.
(5.1). Actually, Target_Gamma(x) should be determined using the real display char-
acteristics by measuring the display output throughout the gray level 0 to maximum
gray level for each color RGB channels. If this step were added to the proposed LUT
method, the gradation characteristics will be more improved.
5.5 Conclusion
This chapter has given an extension to multi-level system of the ACED algorithm.
The effectiveness was evaluated by the natural image test. The proposed method has
the flexibility of constructing the LUT in accordance with the number and the value of
the real gray level which is used in display devices. The LUT based method can offer
the capability of real-time processing and provide a way to use the same hardware
structure in both the multi-level CED and the multi-level ACED.
As next step of work, a quality measure for color halftone images will be proposed.
The results of the proposed halftonings in Chapters 3 and 4 will be compared and
discussed with the results of conventional subjective and objective assessments.
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Figure 5.7 Hardware implementation of the multi-level CED and the multi-
level ACED algorithm
Chapter 6
Halftone Quality Assessments -
Color Image Similarity Measure
(CISM)
This chapter is based upon the published journal paper of “The Institute of Electron-
ics, Information and Communication Engineers”- IEICE [A4] and the proceedings
of “Society of Information Display”- 14th International Display Workshop (IDW’07)
2007 [A7] in Appendix A.
This chapter proposes a new color halftone image quality assessment based upon
the color structural similarity measure with considering the human visual charac-
teristics. To include the color visual characteristics, the color filtering in frequency
domain is carried out for each luminance, red-green, and blue-yellow channel. Then,
the color structural similarity measure is applied to the color filtered images, which
are the reference image and the halftoned image, to evaluate the localized structural
difference. By considering those characteristics, the evaluation of the color halftone
images can be realized. The proposed measure is applied to the various kinds of color
halftone images and gives similar tendency of results compared with the results of
subjective assessment, Mean Opinion Score (MOS).
Finally, the proposed halftone quality measure is applied to the proposed halfton-
ings which was published papers in “The Society for Imaging Science and Technology”
[A1] and “Journal of the Society for Information Display” [A2]. The evaluation re-
sults are also compared with the results of the conventional halftonings. The proceed-
ings of “The Society for Imaging Science and Technology” - International Conference
on Digital Printing Technologies (NIP22) 2006 [A5], the proceedings of “Institute of
Electrical and Electronics Engineers”- IEEE, The 32nd International Conference on
Acoustics, Speech, and Signal Processing (ICASSP’07) 2007 [A6], the reports at Do-
mestic Conference in Symposium on Sensing via Image Information (SSII’07) [A8]
and survey paper of “Image Lab” [A9] are also related to this chapter.
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6.1 Introduction
In order to improve the structural visibility of conventional halftone technologies,
many digital halftone algorithms have been proposed. However there were not suf-
ficient researches for the question, “How to measure the halftone quality?”. In the
view of the general image quality assessment, the most reliable way of assessing the
image quality is subjective method, the MOS, because human beings are the ultimate
receivers in most applications. However, the MOS method is too inconvenient, slow
and expensive for most application. The results of MOS method are also very sub-
jective dependent on the assessing group, assessing time, assessing space, nationality,
culture, and so on.
Generally, the objective image quality assessment can be classified according to
the availability of a reference image. The no-reference or “blind quality assessment” is
the approach that the reference is not available. The reduced-reference is the approach
that the reference image is only partially available. The third, full-reference, is the
approach that the complete reference image is assumed to be known. In the Refs. [20]
and [7], some no-reference methods have been introduced to assess the bi-level gray-
tone periodic halftone patterns using the statistical point process, Reduced Second
Moment Measure, Pair Correlation, Radially Averaged Power Spectrum Density and
Anisotropy. As a reduced-reference method, recently, there was a new approach for
image quality assessment based on the degradation of structural information, lumi-
nance and contrast [21, 22, 54]. The Structural Similarity Measure (SSIM) compares
local patterns for pixel intensities that have been normalized for luminance and con-
trast. The SSIM can deliver better consistency with perceptual evaluation result. As
a full-reference method, a widely adopted assumption is that the loss of perceptual
quality is directly related to the visibility of the error signal. The simplest implemen-
tation of this concept is the Mean Squared Error (MSE), which objectively quantifies
the strength of the error signal.
In order to evaluate the color halftone image quality, the point process, the MSE
and the SSIM can be candidates from the above measures. The point process is the
traditional assessment method for printing materials [7, 20]. However the point pro-
cess methods are mainly used in halftone pattern analysis with measuring the inter-
point relationship, the point to point spectral characteristics, and the spatial char-
acteristics. In an application, the images are to be viewed by human eye. But these
methods did not comprise the characteristics of the Human Visual System (HVS)
and did not consider the inter-color correlation. As another candidate, there is MSE
that is appealing because of simple implementation, having a clear physical meaning
and mathematical convenient [7]. But two distorted images with the same MSE may
have very different types of errors, some of which are much more visible than an
error of others. Additionally, the MSE is a poor measure [55] of the perceived image
because it does not consider the human visual perception of image distortions. As an
expansion of the MSE, the MSE with considering the Contrast Sensitivity Function
(CSF) can be applicable to access the halftone image quality. But there is the same
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problem with the MSE method and the inter-color correlation must be considered.
Generally, the SSIM was applied to assess the image quality such as a JPEG image,
noise added image or video source, and so on [21, 22, 54]. However, this method is
not applicable for color images because the SSIM method does not consider any color
characteristics.
In this chapter, a new halftone image quality assessment is proposed to evalu-
ate the color halftone images with considering the human visual characteristics. Two
points is focused and considered in this measure. The HVS must be considered to
evaluate the halftone images because the halftone images are viewed by the human
eyes. The proposed method introduces the inter-color spatial HVS filters for each lu-
minance, red-green and blue-yellow. Having this model allows us to measure the inter-
color distortion seen by a human viewer. The other is the local structural perception
of the HVS processed halftone images. To overcome the shortage of MSE, which is for
not differentiating the types or visibility of errors, the Mean SSIM (MSSIM) without
Gaussian spatial filtering is combined serially. From this, the effect of the local struc-
tural perception for the HVS processed halftone images can be measured effectively.
The chapter is organized as follows. The conventional halftone quality assessments,
such as point process and the MSE, are introduced in Sec. 6.2. In Sec. 6.3.1, the visual
perceptual model, color space conversion and the HVS response model used in this
chapter is explained. In Sec. 6.3, the conventional SSIM method is introduced in detail
and the proposed quality measure, Color Image Similarity Measure (CISM) is also
described. Then the evaluation results of the proposed CISM and the conventional
measures, MOS, MSE and Mean SSIM, are explained in Sec. 6.4 is compared by us-
ing the results of natural images of the conventional halftonings and the proposed
halftoning algorithms in Chapters 3, 4.
6.2 Conventional Halftone Quality Assessments
6.2.1 Statistical Point Process
Conventional point process statistics to evaluate the halftone image will be introduced
in this chapter. The candidates are Pair Correlation and Radially Averaged Power
Spectrum Density (RAPSD) [7]. Pair correlation, the first candidate, is the influence
that the point at y has at any x in the spatial annular ring. The pair correlation
is a strong indicator of the inter-point relationships for a given pattern. The pair
correlation R(r) is known as [7]:
R(r) = E{φ(Ry(r)) | y ∈ φ}
E{φ(Ry(r))} (6.1)
Where y is the point that is influenced by x. φ is the sample of point process and
E is the expected probability notation. Ry(r) is the annular ring. Spectral analysis
was firstly applied to stochastic patterns by Ulichney [20] to characterize patterns
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created via error diffusion. To do so, Ulichney developed the radially averaged power
spectra along with a measure of anisotropy. The radially averaged power spectrum is
like below [7]:
Pˆ (f) = 1
K
K∑
i=1
| DFT2D(φi) |
N(φi)
(6.2)
Where DFT2D(φ) represents the two dimensional, discrete Fourier Transform of the
sample φ, N(φ) is the total number of pixels in the sample φ, and K is the total
number of periodic area being averaged to form to estimate. Finally, the RAPSD is
defined as follows [7]:
P (fρ) =
1
N(R(fρ))
∑
f∈R(fρ)
Pˆ (f) (6.3)
Where R(fρ) is the series of annular rings, N(R(fρ)) is the number of frequency sam-
ples in R(fρ).
As an example, the statistical point process was applied to evaluate and compare
the results of the proposed halftoning, hybrid error diffusion (HED), and the conven-
tional Floyd Steinberg E.D.. The results of pair correlation and RAPSD are shown
in Figs. 6.1 and 6.2. The input image resolution is a 128 × 128 pixel image with a
gray-level of 28 as shown in Fig. 3.2. Figure 6.1 is the result of Floyd Steinberg algo-
rithm and Fig. 6.2 is the result of HED. For the result of pair correlation, R(r) = 0 for
r < 3.5 is a consequence of the inhibition of points within a distance 3.5 of each other.
The more frequent occurrence of halftone result is in the distance of 4.5 < r < 7.5
with the condition of R(r) > 1. There is no area for the case of R(r) = 0 in the
Fig. 6.2. This means that the HED can offer the chance of occurrence in the R, G,
B mixed model. For the result of RAPSD, it has a power spectrum that is composed
entirely of high frequencies, in the case of the Floyd Steinberg algorithm in Fig. 6.1.
However, the power spectrum of HED is extended to the lower frequency area and
the high frequency components are suppressed. This means that the density of a dot
is increased and spread with good pattern profile.
6.2.2 Mean Squared Error (MSE)
When reproducing continuous-tone images, halftone visibility refers to the visibility
or notice-ability of the binary dots when viewing the images. The ideal halftoning
algorithm is the one that minimized this visibility. Halftone visibility measure that
evaluate halftone visibility as a scalar cost have been employed for comparative stud-
ies between halftoning algorithms [56, 57], and in some cases [9, 58], has even been
employed within the halftoning algorithm to decide where and where not to print a
lot. Because the eye sees distortions at particular spatial frequencies more so than at
others, developing a halftone visibility measure begins with a model of the HVS.
Models of the HVS have been proposed to offer a quantitative measure of image
distortion as seen by a human viewer. To model the HVS, the human eye’s CSF
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Figure 6.1 Results of gray-level 28 with the Floyd Steinberg algorithm:
Pair Correlation / RAPSD
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Figure 6.2 Results of gray-level 28 with the HED algorithm: Pair Correla-
tion / RAPSD for each RGB channel
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Figure 6.3 A sinusoidal grating placed at varying distances from the human
eye
is used, which describes the detect-ability of sinusoidal signals on a uniform back-
ground [56]. Campbell et al [59] proposed 1D equation:
CSF (fρ) = k(e−2pifρα − e−2pifρβ) (6.4)
to describe the CSF where α and β are arbitrary constants, later set by Analoui
and Allebach [9] to 0.012 and 0.046 respectively, and k is a constant proportional to
the average illumination and is typically set such that maxfρCSF (fρ) = 1, (at fρ =
fmax = ln(α/β)/[2pi(α− β)]).Note that each element of the 2D spectral coordinate f
is in units of pixels per visual degree and in order to convert the discrete frequencies
of a binary dither pattern from pixels per inch to pixels per visual degree as shown
in Fig. 6.3:
f pixels
degree
= fpixels
inch
·
viewing
distance
(in inches)
·
display
resolution
(pixels/inch)
· tan(1◦) (6.5)
When modeling the HVS, this drop in sensitivity near DC(fρ = 0) is usually ignored
with the CSF modeled by CSF ′(fρ) where:
CSF ′(fρ) =

CSF (fρ)
CSF (fmax)
, for fρ ≥ fmax,
1, otherwise.
(6.6)
The HVS is not, in general, isotropic, and therefore, the orientation of the grating
does play a significant role in the sensitivity of the eye to its sinusoidal frequency [60].
By orienting the grating along a diagonal, the grating will appear to be a flat shade of
gray at a lower frequency than if arranged along the vertical or horizontal axis. A 2D
model proposed by Daly [7] of the HVS that describes less sensitivity along diagonals
is defined by the equation:
CSF2D(fρ, fθ) = CSF ′(
fρ
0.15cos(4fθ) + 1.35
) (6.7)
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Figure 6.4 The distortion introduced by halftoning is measured as the mean
squared error between the CSF filtered input image X and its corresponding
halftoned image Y
Where fθ is the angle in the spectral plane from the positive horizontal axis to the
polar coordinate (fρ,fθ). Having a model of the HVS allows us to measure the distor-
tion seen by a human viewer when representing a continuous tone image with black
and white dots.
The distortion as seen by a human viewer between an original continuous-tone
image, Reference signal (X), and its halftone, Distorted signal (Y ), is calculated as
the mean squared error between the HVS filtered images X and Y as shown in Fig.
6.4 and Eq. (6.8).
MSE = 1
N
N∑
i=1
(xi − yi)2 (6.8)
PSNR = 10log10
L2
MSE
(6.9)
Where N is the number of pixels in the image signals, and xi and yi are the i-th pixel
in the original X and the distorted signals Y , respectively. L is the dynamic range of
the pixel values. For and 8 bits/pixel monotonic signal, L is equal to 255. However,
two distorted images with the same MSE may have very different types of errors,
some of which are much more visible than an error of others as shown in Fig. 6.6.
They have been widely criticized as well for not correlating with perceived quality
measurement.
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Figure 6.5 Contrast Sensitivity Function-Campbell’s Model [59]
Figure 6.6 Miss-evaluation of MSE: (a) Source Image, (b) MSE: 64.1229,
5× 5 LowPassfilter, (c) MSE: 65.1621, Gaussian Noise 8%
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6.3 Color Image Similarity Measure (CISM)
6.3.1 Visual Perceptual Model
Color Space Conversion: CIELab
In this section, the color space conversion is introduced and explained to use the hu-
man visual frequency response model. The RGB image was transformed to CIEXYZ,
and then to CIELab color space. CIEXYZ is a special set of tri-stimulus values in
transforming between XYZ to RGB. L∗ is a correlate of lightness. The radial distance
and the angular position in the a∗ b∗ plane are correlates of chroma and hue, respec-
tively. The L∗, a∗, b∗ are denoted as the Yy, Cx, Cz for the convenience of equation,
respectively. Xn, Yn, Zn are the tri-stimulus values with D65 white point [61].
Yy = L∗ = 116 · f
(
Y
Yn
)
− 16 (6.10)
Cx = a∗ = 500 ·
(
f
(
X
Xn
)
− f
(
Y
Yn
))
(6.11)
Cz = b∗ = 200 ·
(
f
(
Y
Yn
)
− f
(
Z
Zn
))
(6.12)
where
f(t) =

t
1
3 , if 0.008856 < t ≤ 1,
7.787 · t+ 16116 , if 0 ≤ t ≤ 0.008856,
Color Space Conversion: Linearized Uniform Color Space
The nonlinear transformation from CIEXYZ tristimulus values to CIELab values
cascaded with the linear transformation from RGB image coordinates to CIEXYZ
tristimulus values does not preserve the spatial averaged tones of images, which is
undesirable in halftone color reproduction. Therefore, Flohr et al. [62] linearized the
CIELab color space about the reference stimulus (Xn, Yn, Zn). The linearized CIELab
color space is obtained by linearizing the CIELab space about the D65 white point
in the following manner [62]:
Yy = 116 · Y
Yn
− 16 (6.13)
Cx = 500 ·
(
X
Xn
− Y
Yn
)
(6.14)
Cz = 200 ·
(
Y
Yn
− Z
Zn
)
(6.15)
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The Yy component is proportional to the luminance and the Cx and Cz components
are similar to the R-G and B-Y opponent color chrominance components on which
Mullen’s data [63] is based. The original transformation to the CIELab from CIEXYZ
is a non-linear one. The nonlinearity in the transformation from CIELab distorts
the spatially averaged tone of the images, which yields halftones that have incorrect
average values [62]. The linearized color space overcomes this, and has the added
benefit that it decouples the effect of incremental changes in (Yy,Cx,Cz) at the white
point on (L,a,b) values:
∇(Yy ,Cx,Cz)(L∗, a∗, b∗) |D65=
1
3I (6.16)
where I is the identity matrix.
Human Visual Response Model: Näsänen’s model
There have been many efforts to design objective image distortion models by taking
advantage of the HVS features [60, 64–76]. The required visual response model must
have the most significant HVS features, which include spatial frequency sensitivity,
color separability, and the viewing condition. Näsänen and Sullivan [65, 66] chose an
exponential function for the luminance CSF.
W(Yy)(ρ˜) = K(L)e−α(L)ρ˜ (6.17)
K(L) = aLb (6.18)
α(L) = k
c · ln(L) + d (6.19)
where L[cd/m2] is the average luminance in an image, ρ˜ is the spatial frequency
in cycles/degree, and a = 131.6, b = 0.3188, c = 0.525, d = 3.91, and k = 0.85.
Deviating from Näsänen’s model, ρ˜ is newly defined to be the weighted magnitude of
the frequency vector u = (u, v) as like below:
ρ =
√
u2 + v2 (6.20)
φ = arctan
(
v
u
)
(6.21)
s(φ) = 1− ω2 cos(4φ) +
1 + ω
2 (6.22)
ρ˜ = ρ
s(φ) (6.23)
Where, the weighting has an angular dependence as used by Sullivan. The symmetry
parameter ω=0.7. The weighting function s(φ) effectively reduces the contrast sensi-
tivity to spatial frequency components at odd multiples 45◦. The contrast sensitivity
of the human viewer to spatial variations in chrominance falls off faster as a function
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Figure 6.7 Human visual frequency response model: (a) Luminance fre-
quency response model, (b) Chrominance frequency response model (Red-
Green, Blue-Yellow)
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of increasing spatial frequency than does the response to spatial variations in lumi-
nance. This HVS chrominance Model is based on the experimental results obtained
by Mullen [63]. Evaluating the presented data, the chrominance CSF can be approx-
imated by an exponential function [77].
W(Cx,Cz)(ρ) = Ae−αρ (6.24)
where α = 0.419, A = 100 for the both chrominance components. Both the luminance
and chrominance response are lowpass in nature but only the luminance response is
reduced at odd multiples of 45◦. This will place more luminance error across the diag-
onals in the frequency domain where the eye is less sensitive. Using this chrominance
response as opposed to identical responses for both luminance and chrominance will
allow more low frequency chromatic error, which will not be perceived by the human
viewer.
The viewing distance is converted into visual resolution frequencies by using the
following formula [65]:
fc/deg =
pisfd
180 (6.25)
where fc/deg is frequency expressed in cycles per degree of visual angle, fd is frequency
in the display (cycles/inch), and s is viewing distance (inch). The graphical view of
the luminance frequency response model is shown in Fig. 6.7 (a) and the chrominance
frequency response model is in Fig. 6.7 (b).
6.3.2 Structural Similarity Measure (SSIM)
The SSIM method was proposed by Z.Wang [21,22,54]. This method is based on the
hypothesis that the HVS is highly adapted for extracting structural information. The
SSIM compares local patterns for pixel intensities that have been normalized for lu-
minance and contrast between a reference image and distorted image. The luminance
of the surface of an object being observed is the product of the illumination and the
reflectance, but the structures of the objects in the scene are independent of the illu-
mination. Since luminance and contrast can vary across a scene, SSIM method uses
the local luminance and contrast concept. Let x and y be two non-negative signals,
a reference image and a distorted image, that have been aligned with each other, and
let µx, µy, σ2x, σ2y and σxy be the mean of x, the mean of y, the variance of x, the
variance of y, and the covariance of x and y, respectively.
µx =
1
N
N∑
i=1
xi (6.26)
µy =
1
N
N∑
i=1
yi (6.27)
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σx =
(
1
N − 1
N∑
i=1
(xi − µx)2
)1
2 (6.28)
σy =
(
1
N − 1
N∑
i=1
(yi − µy)2
)1
2 (6.29)
σxy =
1
N − 1
N∑
i=1
(xi − µx)(yi − µy) (6.30)
Where xi, yi are the member pixels of the image x and y, respectively. Here the
mean and the standard deviation of a signal are roughly considered as estimates of
the luminance and the contrast of the signal. The covariance can be thought of as a
measurement of how much one signal is changed nonlinearly to the other signal being
compared. The luminance, contrast and structure comparison measures are defined
as follows [21]:
l(x,y) = 2µxµy + C1
µ2x + µ2y + C1
(6.31)
c(x,y) = 2σxσy + C2
µ2x + µ2y + C2
(6.32)
s(x,y) = σxy + C3
σxσy + C3
(6.33)
Two constants, C1 and C2, are defined by C1=(K1R)2, C2=(K2R)2 and C3=C2/2
where R is the dynamic range of the pixel values, and K1=0.01 and K2=0.03 are
two constants whose values must be small such that C1 and C2 will take effect only
when (µ2x+µ2y) or (σ2x+σ2y) is small. When (µ2x+µ2y+C1)(σ2x+σ2y+C2)6= 0 , the similarity
index measure between x and y is given as follows [21]:
SSIM(x,y) = [l(x,y)]α · [c(x,y)]β · [s(x,y)]γ (6.34)
Where α ≥ 0,β ≥ 0 and γ ≥ 0 are parameters used to adjust the relative importance
of the three components. In order to simplify, α = β= γ is set to 1 in this case. Finally,
the specific form of SSIM index is defined as follows [21]:
SSIM(x,y) = (2µxµy + C1)(2σxy + C2)(µ2x + µ2y + C1)(σ2x + σ2y + C2)
(6.35)
The SSIM index satisfies the following conditions:
1. Symmetry: SSIM(x,y) = SSIM(y,x)
2. Roundedness: SSIM(x,y) ≤ 1
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Figure 6.8 System block diagram for CISM
3. Unique maximum: SSIM(x,y) = 1 if and only if x = y (in discrete represen-
tations, xi = yi for all pixel indices i = 1, 2,. . . , N).
The SSIM indexing method is applied for quality assessment of image using a sliding
window approach. The window size is fixed to be 8× 8 pixels. The Gaussian weight
(11×11, σ = 1.5) within the window is applied to the image in the spatial domain.
The SSIM indices are calculated within the sliding window, which moves pixel by
pixel from the top-left to the bottom-right corner of image. The overall quality value,
Mean SSIM (MSSIM), is defined as the as follows [21]:
MSSIM(x,y) = 1
M
M∑
k=1
SSIM(xwindowk , ywindowk ) (6.36)
where x and y are the reference and the distorted image, respectively. xwindowk , ywindowk
are the image contents at the kth local window. M is the number of local windows of
the image.
6.3.3 Color Image Similarity Measure
The proposed method is largely composed of two blocks. The first one is the color
considering block with the HVS (Color HVS). The second is the color image sim-
ilarity Measure (C-SSIM) calculation block as shown Fig. 6.8. A color HVS model
takes into account the correlation among color planes. The HVS model is based on a
transformation to the linearized uniform CIELab color space and exploits the spatial
frequency sensitivity variation of the luminance and chrominance channels. Finally,
the SSIM process without Gaussian spatial filtering (11×11, σ = 1.5) is carried out
to assess the color halftone image.
Considering the Color HVS
The system block diagram for the Color HVS block in CISM is shown in Fig. 6.9. Let
x(R,G,B)(m,n) and y(R,G,B)(m,n) denote the continuous tone image and halftone im-
age, respectively. x(Yy ,Cx,Cz)(m,n) and y(Yy ,Cx,Cz)(m,n) are obtained by transforming
x(R,G,B)(m,n) and y(R,G,B)(m,n) to the YyCxCz color space. The HVS model is based
on a transformation to CIELab color space as explained in Sec. 6.3.1 and linearized
uniform color space as explained in Sec. 6.3.1. The nonlinearity in the transformation
from CIELab distorts the spatially averaged tone of the images, which yields halftones
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Figure 6.9 System block diagram for the Color HVS block in the proposed
CISM
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that have incorrect average values [62]. The linearized color space overcomes this, and
has the added benefit that it decouples the effect of incremental changes in (Yy, Cx,
Cz) at the white point on (L∗, a∗, b∗) values. The result for each case will be discussed
and compared in Sec. 6.4.2.
X(Yy ,Cx,Cz)(k, l) = DFT (x(Yy ,Cx,Cz)(m,n)) (6.37)
Y(Yy ,Cx,Cz)(k, l) = DFT (y(Yy ,Cx,Cz)(m,n)) (6.38)
HHV S(k, l) = (HYy(k, l), HCx(k, l), HCz(k, l)) (6.39)
PX(Yy,Cx,Cz)(k, l) = X(Yy ,Cx,Cz)(k, l)HHV S(k, l) (6.40)
PY(Yy,Cx,Cz)(k, l) = Y(Yy ,Cx,Cz)(k, l)HHV S(k, l) (6.41)
x′(Yy ,Cx,Cz)(k, l) = DFT
−1(PX(Yy,Cx,Cz)(k, l)) (6.42)
y′(Yy ,Cx,Cz)(k, l) = DFT
−1(PY(Yy,Cx,Cz)(k, l)) (6.43)
Where DFT is the Discrete Fourier Transform and DFT−1 is the inverse Discrete
Fourier Transform. The HVS filters in Sec. 6.3.1 are applied to the luminance and
chrominance components in spatial frequency domain [78]. Finally, the outputs of the
Color HVS block are x′(R,G,B)(m,n) and y′(R,G,B)(m,n), which is transformed to RGB
color space with being considered the HVS. These will be input of C-SSIM block.
Structural Similarity Measure for Color Image
The system block diagram for C-SSIM block in CISM is shown in Fig. 6.10. The
general theory of SSIM was already explained in Sec. 6.3.2. In this chapter, the concept
of MSSIM is extended to color image. The input is x′(R,G,B)(m,n) and y′(R,G,B)(m,n),
which is the spatial filtered image of the reference image and the halftoned image.
For each color spaces, the MSSIM process of used in CISM is same to the general
theory of being explained in Sec. 6.3.2 except for not carrying out the Gaussian
spatial filtering (11×11, σ = 1.5). The final output of CISM is the weighted sum of
the MSSIMWG(x,y), that is MSSIM value without the Gaussian spatial filtering,
for each channel in RGB color space.
CISM(x,y) =
∑
i
wiMSSIMWG(x,y) (6.44)
Where wi is the weight for each channel in RGB color space. The used value of wi is
1/3 in all color channels. So, the CISM takes the value between 0 to1. When there is
no difference between reference image and halftone image, the value is 1.
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Figure 6.10 System block diagram for the C-SSIM block in the proposed
CISM
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6.4 Experimental Results & Discussion
In this section, the proposed halftone quality measure is verified by comparing with
the results of subjective assessment and the conventional objective assessments, the
MOS, the MSE and the MSSIM. The conventional halftonings and the proposed
halftoning algorithms in Chapters 3 and 4 are evaluated with the subjective assess-
ment and the proposed objective assessment, Color Image Similarity Measure (CISM).
The test images, “Eagle”, “Maple”, “Closed Rose”, “Woman” and “Fruits”, from Fig.
6.11 to Fig. 6.20 are used to evaluate the various kinds of halftonings, Floyd Steinberg
E.D. (Raster Scan) [4], Shiau Fan E.D. [19], 4 bit Ordered Dither [2,18], 6 bit Ordered
Dither [2,18], HED [79,80], ACED 1frame [38,40,47–49,81], ACED 4frame averaged
with temporal accumulation model, Vector Color E.D. [16, 27], Blue Noise E.D. [5],
and Green Noise E.D. [6]. In here, especially ACED 4frame averaged with temporla
accumulation model is used because the CISM cannot evaluate the motion picture
sequence yet.
In order to evaluate the multi-level halftonings, multi-level Floyd Steinberg
E.D. (Raster Scan), multi-level Shiau Fan E.D., multi-level 6 bit Ordered Dither,
multi-level ACED and multi-level Vector Color E.D. are evaluated and compared.
The test samples, “Tempete” [82](http://trace.eas.asu.edu/yuv/index.html), are mo-
tion picture sequences as show in Fig. 6.21. Additionally, the gradation characteristics
for each halftoning are evaluated using the monotone gray patches from 0 to 255.
6.4.1 Results of Subjective Assessment: Mean Opinion Score
(MOS)
The MOS is generated by averaging or summing the results of a set of standard,
subjective tests. Generally, an observer is required to give each test image a rating by
the Table 6.1. The MOS is the total sum or the arithmetic mean of all the individual
scores, and can range from 1 (worst) to 5 (best), typically [83].
Table 6.1 General rating scheme of Mean Opinion Score (MOS)
MOS Quality Meaning
5 Excellent Imperceptible, Fully matched with the reference
4 Good Perceptible but not annoying
3 Fair Slightly annoying
2 Poor Annoying
1 Bad Very annoying, Fully unmatched with the reference
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Figure 6.11 Example Input Images, “Eagle”: Reference, (a) Floyd Steinberg
E.D., (b) Shiau Fan E.D., (c) 6 bit ordered dither, (d) HED
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Figure 6.12 Example Input Images, “Eagle”: (e) 4 bit ordered dither, (f)
Vector Color E.D., (g) 4Frame ACED, (h) 1Frame ACED, (i) Blue Noise
E.D., (j) Green Noise E.D.
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Figure 6.13 Example Input Images, “Maple”: Reference, (a) Floyd Stein-
berg E.D., (b) Shiau Fan E.D., (c) 6 bit ordered dither, (d) HED
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Figure 6.14 Example Input Images, “Maple”: (e) 4 bit ordered dither, (f)
Vector Color E.D., (g) 4Frame ACED, (h) 1Frame ACED, (i) Blue Noise
E.D., (j) Green Noise E.D.
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Figure 6.15 Example Input Images, “Closed Rose”: Reference, (a) Floyd
Steinberg E.D., (b) Shiau Fan E.D., (c) 6 bit ordered dither, (d) HED
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Figure 6.16 Example Input Images, “Closed Rose”: (e) 4 bit ordered dither,
(f) Vector Color E.D., (g) 4Frame ACED, (h) 1Frame ACED, (i) Blue Noise
E.D., (j) Green Noise E.D.
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Figure 6.17 Example Input Images, “Woman”: Reference, (a) Floyd Stein-
berg E.D., (b) Shiau Fan E.D., (c) 6 bit ordered dither, (d) HED
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Figure 6.18 Example Input Images, “Woman”: (e) 4 bit ordered dither,
(f) Vector Color E.D., (g) 4Frame ACED, (h) 1Frame ACED, (i) Blue Noise
E.D., (j) Green Noise E.D.
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Figure 6.19 Example Input Images, “Fruits”: Reference, (a) Floyd Stein-
berg E.D., (b) Shiau Fan E.D., (c) 6 bit ordered dither, (d) HED
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Figure 6.20 Example Input Images, “Fruits”: (e) 4 bit ordered dither, (f)
Vector Color E.D., (g) 4Frame ACED, (h) 1Frame ACED, (i) Blue Noise
E.D., (j) Green Noise E.D.
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Figure 6.21 Motion Image Sequence: “Tempete”
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Results for the static natural images by using the temporal accumulation
model - Bi-level halftonings
In order to verify the proposed objective assessment results, the MOS evaluation is
carried out. 10 steps scoring scheme which has 1 more step between the typical steps
in Table 6.1 was used to obtain the more precise value. The MOS was carried out
with the following three attributes; the gradation expression, the color expression and
the halftone pattern. The 35 observers, 15 undergraduate students and 20 graduate
students of Chiba University, participated in the experiments. They assigned the score
from 1 to 10 for each test image, “Eagle”, “Maple”, “Closed Rose”, “Woman” and
“Fruits”, from Fig. 6.11 to Fig. 6.20. The scores rated by 35 observers were summed
and compared as shown in Fig. 6.22 in accordance with the various halftonings. The
Liquid Crystal Display (LCD) monitor is used which has specifications of display
resolution (1280×1024 dots), pixel pitch (0.28mm), and max brightness (220cd/m2).
The viewing distance is 15 inch. The minimum score is in the case of Blue Noise
E.D. for all test images and the proposed halftonings in Chapters 3, 4 has high score
compared with the conventional halftonings. Especially, the 4 frame averaged ACED
shows high scores in all attributes. The numerical data are given in Tables 6.2∼ 6.6.
Table 6.2 The results of “Eagle” test image for Mean Opinion Score (MOS)
Gray Color Pattern Total
Floyd Steinberg E.D. Raster Scan 191 196 204 591
Shiau Fan E.D. 175 103 187 465
4bit Ordered Dither 128 170 125 423
6bit Ordered Dither 97 156 108 361
HED 195 203 192 590
ACED 1Frame 172 204 161 537
ACED 4Frame Averaged 303 302 304 909
Vector Color E.D. 245 226 256 727
Blue Noise E.D. 55 68 43 166
Green Noise E.D. 209 207 221 637
Results for the motion picture - Multi-level halftonings
In order to evaluate the multi-level halftonings, multi-level Floyd Steinberg E.D.
(Raster Scan), multi-level Shiau Fan E.D., multi-level 6 bit Ordered Dither, multi-
level ACED and multi-level Vector Color E.D. are evaluated and compared. The test
samples are motion picture sequences as show in Fig. 6.21. Two kinds of the motion
picture sequences, “Tempete” [82](http://trace.eas.asu.edu/yuv/index.html), are pre-
pared and tested. The moving-sequence is that the contents in every frame are chang-
ing. The still-sequence is that the contents in every frame are not changing. In Fig.
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Figure 6.22 MOS results of Natural Images: “Eagle”, “Fruits”, “Woman”,
“Closed Rose” and “Maple”
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Table 6.3 The results of “Maple” test image for Mean Opinion Score (MOS)
Gray Color Pattern Total
Floyd Steinberg E.D. Raster Scan 228 231 235 694
Shiau Fan E.D. 218 193 233 644
4bit Ordered Dither 153 162 153 468
6bit Ordered Dither 157 201 166 524
HED 214 210 214 638
ACED 1Frame 171 187 167 525
ACED 4Frame Averaged 315 313 316 944
Vector Color E.D. 186 160 208 554
Blue Noise E.D. 64 86 59 209
Green Noise E.D. 173 157 168 498
Table 6.4 The results of “Closed Rose” test image for Mean Opinion Score
(MOS)
Gray Color Pattern Total
Floyd Steinberg E.D. Raster Scan 222 214 219 655
Shiau Fan E.D. 158 95 147 400
4bit Ordered Dither 146 190 164 500
6bit Ordered Dither 164 198 148 510
HED 215 211 216 642
ACED 1Frame 187 206 192 585
ACED 4Frame Averaged 301 304 305 910
Vector Color E.D. 223 210 233 666
Blue Noise E.D. 68 86 60 214
Green Noise E.D. 191 193 194 578
6.21, each sample is composed of 3 image sequence, Algorithm 1 which is ther result of
halftoning 1, Algorithm 2 which is the result of halftoning 2, and original source im-
age. The 32 observers, 14 undergraduate students and 18 graduate students of Chiba
University, are participated in the experiments. An observer has chosen the halftoning
sample which is the best sample between the Algorithm 1 and 2 by comparing with the
original source image. Additionally, they assigned the score from 1 to 5 for each test
sample sequences, the moving-sequence and the still-sequence, which have the 3 out-
put levels (0, 127, 255), 5 output levels (0, 63, 127, 191, 255), 9 output levels (0, 31, 63,
95, 127, 159, 191, 223, 255) and 17 output levels (0, 15, 31, 47, 63, 79, 95, 111, 127, 143,
159, 175, 191, 207, 223, 239, 255). Total numbers of the comparison by an observer are
80 (5C2×(Still/Moving)×(4 kinds of multi-level halftoning)). The scores rated by 32
observers were summed and averaged by using Standard Score (Z-Score) [84] (http://
www.stats4students.com/Essentials/Standard-Score/Overview.php). The frame rate
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Table 6.5 The results of “Woman” test image for Mean Opinion Score (MOS)
Gray Color Pattern Total
Floyd Steinberg E.D. Raster Scan 236 236 218 690
Shiau Fan E.D. 161 79 173 413
4bit Ordered Dither 160 196 147 503
6bit Ordered Dither 156 192 164 512
HED 218 219 212 649
ACED 1Frame 180 208 183 571
ACED 4Frame Averaged 298 305 298 901
Vector Color E.D. 225 186 234 645
Blue Noise E.D. 64 86 57 207
Green Noise E.D. 176 178 161 515
Table 6.6 The results of “Fruits” test image for Mean Opinion Score (MOS)
Gray Color Pattern Total
Floyd Steinberg E.D. Raster Scan 234 222 218 674
Shiau Fan E.D. 179 93 202 474
4bit Ordered Dither 136 192 133 461
6bit Ordered Dither 139 185 124 448
HED 226 213 221 660
ACED 1Frame 187 201 181 569
ACED 4Frame Averaged 301 300 306 907
Vector Color E.D. 240 215 253 708
Blue Noise E.D. 63 72 45 180
Green Noise E.D. 202 197 191 590
of the motion sequences is 60Hz which is the frame rate of the used LCD monitor.
The Liquid Crystal Display (LCD) monitor is used which has specifications of display
resolution (1280×1024 dots), pixel pitch (0.28mm), and max brightness (220cd/m2).
The viewing distance is 15 inch.
The results of total averaged, moving sequence and still sequence, are compared
in Fig. 6.23, Fig. 6.24 and Fig. 6.25 in accordance with the various halftonings, re-
spectively. In Fig. 6.25, the minimum score is in the case of 6bit ordered dither for
all sample cases and the proposed halftonings, ACED in Chapter 4, has high score
compared with the conventional halftonings. Especially, in Fig. 6.24, the proposed
ACED shows the outstanding scores compared with the conventional halftonings for
the static, homogeneous and still image sequences. However, the observers have diffi-
culty on scoring between the halftonings for the cases of the moving-sequence as shown
in Fig. 6.23. The averaged scores for each multi-level halftonings case are shown in
Fig. 6.26. While considering the pixel size, brightness of LCD (0.28mm, 220cd/m2)
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and comparing with the pixel size, brightness of LCD TV (∼1mm, ∼500cd/m2), the
results are reasonable. If we see the same patterns or images in LCD TV, the halftone
visibility is worse than that of the LCD Monitor. Therefore the more real gray levels
will be required to obtain the same halftone visibility in LCD TV. The numerical
data are given in Tables 6.7, 6.8, 6.9 and 6.10.
Table 6.7 The standard scores of “Tempete” sample sequence: Moving-
Sequence
Proposed Floyd Steinberg Shiau Fan 6bit Vector Color
ACED E.D. E.D. Ordered Dither E.D.
3levels 0.526 0.242 0.222 -2.476 0.410
5levels 0.442 0.211 0.505 -1.644 0.486
9levels 0.288 0.105 0.310 -1.056 0.294
17levels 0.161 0.268 0.063 -0.472 -0.040
Table 6.8 The standard scores of “Tempete” sample sequence: Still-Sequence
Proposed Floyd Steinberg Shiau Fan 6bit Vector Color
ACED E.D. E.D. Ordered Dither E.D.
3levels 2.005 -0.054 -1.466 -0.798 0.313
5levels 1.731 0.059 -1.451 -0.448 0.109
9levels 1.466 0.169 -1.293 -0.370 -0.003
17levels 1.235 0.010 -0.727 -0.093 -0.424
Table 6.9 The standard scores of “Tempete” sample sequence: total averaged
Proposed Floyd Steinberg Shiau Fan 6bit Vector Color
ACED E.D. E.D. Ordered Dither E.D.
3levels 1.266 0.094 -0.622 -1.637 0.362
5levels 1.087 0.135 -0.473 -1.046 0.297
9levels 0.877 0.137 -0.492 -0.713 0.146
17levels 0.698 0.139 -0.332 -0.283 -0.232
6.4.2 Results of Objective Assessment
The experimental setup is assumed as like: The Liquid Crystal Display (LCD) monitor
is used which has specifications of display resolution (1280×1024 dots), pixel pitch
(0.28mm), and max brightness (220cd/m2). The viewing distance is 15 inch. This
setup is to obtain the same condition as the subjective assessment.
6.4 Experimental Results & Discussion 93
Figure 6.23 MOS results of Natural Images (Moving Sequence): 3 levels
(0, 127, 255), 5 levels (0, 63, 127, 191, 255), 9 levels (0, 31, 63, 95, 127, 159,
191, 223, 255) and 17 levels (0, 15, 31, 47, 63, 79, 95, 111, 127, 143, 159, 175,
191, 207, 223, 239, 255) multi-level halftonings
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Figure 6.24 MOS results of Natural Images (Still Sequence): 3 levels (0,
127, 255), 5 levels (0, 63, 127, 191, 255), 9 levels (0, 31, 63, 95, 127, 159, 191,
223, 255) and 17 levels (0, 15, 31, 47, 63, 79, 95, 111, 127, 143, 159, 175, 191,
207, 223, 239, 255) multi-level halftonings
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Figure 6.25 MOS results of Natural Images (Total Averaged): 3 levels (0,
127, 255), 5 levels (0, 63, 127, 191, 255), 9 levels (0, 31, 63, 95, 127, 159, 191,
223, 255) and 17 levels (0, 15, 31, 47, 63, 79, 95, 111, 127, 143, 159, 175, 191,
207, 223, 239, 255) multi-level halftonings
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Figure 6.26 MOS results of Natural Images: Average Scores for each multi-
level halftoings
6.4 Experimental Results & Discussion 97
Table 6.10 The averaged MOS scores of “Tempete” sample sequence
3levels 5levels 9levels 17levels
MOS Score 2.390 2.941 3.458 4.044
Results for Gradation Characteristics
In Fig. 6.27, the capability of the MSSIM and the CISM is compared to evaluate the
halftone image quality. The used halftoning is typical conventional halftoning, the
Floyd Steinberg E.D. with Raster Scan. The MSSIM is the conventional metric which
was proposed by Z.Wang [21, 22, 54]. The Nonlinear CISM uses the CIELab color
space in the Color HVS block and the CISM uses the linearized uniform color space
in the Color HVS block. The input images (128×128 pixels) are the constant valued
continuous tone images having 0 to 255 gray-level and its corresponding halftone
images as shown in Fig. 6.28. The MSSIM and the CISM takes the value between
0 to1. When there is no difference between reference image and halftone image, the
value is 1.
From Fig. 6.27, we can see that the MSSIM must be improved to be used for
assessing the halftone image quality. The SSIM value is close to 0 throughout the input
gray levels except for high and low gray area. This is because the conventional MSSIM
values do not fully comprise the effects of the HVS, spatial filtering effect of the human
eyes, even though the Gaussian spatial filtering is applied to the image in the spatial
domain. But in the result of the Nonlinear CISM, the luminance distortion is mainly
shown in the low gray area and middle gray level area. The contrast distortion of
halftone image is mainly shown in the high gray area. The un-symmetric aspect is
from the color HVS filtering effect and is also from the non-linear color space transform
(RGB to CIELab, CIELab to RGB) in the Color HVS block.
In order to improve this un-symmetric aspect, the linearized uniform color space
which is introduced in Sec. 6.3.1 can be considered. The CISM result in Fig. 6.27 has
the symmetric appearance throughout the gray level and the gradation discontinuity
is well detected. From here, all experimental results of CISM are obtained using the
linearized uniform color space conversion. The numerical data are given in Table 6.11.
Table 6.11 Numerical data of F.S: Floyd Steinberg E.D. (Raster Scan):
Mean SSIM, CISM UNI: Color Image Similarity Measure (CISM) using lin-
earized uniform color space, CISM NonUNI: Color Image Similarity Measure
(CISM) using CIELab Color Space
Input MSSIM CISM CISM Input MSSIM CISM CISM
Gray UNI NonUNI Gray UNI NonUNI
0 1.000 1.000 1.000 128 0.004 0.850 0.640
Continued on next page
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Table 6.11 – continued from previous page
Input MSSIM CISM CISM Input MSSIM CISM CISM
Gray UNI NonUNI Gray UNI NonUNI
1 0.867 0.911 0.956 129 0.004 0.890 0.645
2 0.619 0.702 0.784 130 0.004 0.812 0.649
3 0.419 0.486 0.553 131 0.004 0.771 0.655
4 0.201 0.606 0.376 132 0.004 0.738 0.660
5 0.116 0.664 0.261 133 0.004 0.732 0.666
6 0.069 0.746 0.189 134 0.004 0.714 0.671
7 0.047 0.780 0.141 135 0.004 0.701 0.676
8 0.038 0.766 0.109 136 0.004 0.694 0.681
9 0.033 0.785 0.086 137 0.004 0.684 0.686
10 0.029 0.780 0.071 138 0.004 0.663 0.691
11 0.026 0.774 0.136 139 0.004 0.670 0.696
12 0.023 0.749 0.208 140 0.004 0.660 0.701
13 0.021 0.766 0.196 141 0.004 0.658 0.706
14 0.019 0.776 0.179 142 0.004 0.658 0.710
15 0.018 0.756 0.165 143 0.004 0.648 0.715
16 0.017 0.759 0.153 144 0.004 0.650 0.720
17 0.016 0.757 0.143 145 0.004 0.634 0.724
18 0.015 0.758 0.134 146 0.004 0.640 0.729
19 0.014 0.755 0.130 147 0.004 0.634 0.734
20 0.013 0.751 0.168 148 0.004 0.634 0.738
21 0.013 0.746 0.191 149 0.004 0.632 0.743
22 0.012 0.754 0.197 150 0.004 0.637 0.747
23 0.012 0.713 0.188 151 0.004 0.631 0.752
24 0.011 0.737 0.180 152 0.004 0.634 0.757
25 0.011 0.743 0.172 153 0.004 0.622 0.761
26 0.010 0.746 0.165 154 0.004 0.601 0.765
27 0.010 0.787 0.160 155 0.004 0.601 0.770
28 0.010 0.762 0.178 156 0.004 0.596 0.775
29 0.009 0.753 0.195 157 0.004 0.593 0.779
30 0.009 0.740 0.208 158 0.004 0.604 0.783
31 0.009 0.762 0.202 159 0.004 0.597 0.787
32 0.008 0.741 0.195 160 0.004 0.598 0.791
33 0.008 0.742 0.189 161 0.004 0.596 0.796
34 0.008 0.734 0.188 162 0.004 0.596 0.800
35 0.008 0.733 0.204 163 0.004 0.602 0.804
36 0.008 0.735 0.217 164 0.004 0.596 0.808
37 0.007 0.726 0.221 165 0.004 0.595 0.812
38 0.007 0.722 0.215 166 0.004 0.591 0.816
39 0.007 0.728 0.210 167 0.004 0.596 0.820
40 0.007 0.722 0.215 168 0.004 0.628 0.825
41 0.007 0.722 0.227 169 0.004 0.746 0.833
Continued on next page
6.4 Experimental Results & Discussion 99
Table 6.11 – continued from previous page
Input MSSIM CISM CISM Input MSSIM CISM CISM
Gray UNI NonUNI Gray UNI NonUNI
42 0.007 0.723 0.236 170 0.004 0.770 0.834
43 0.007 0.731 0.235 171 0.004 0.657 0.836
44 0.006 0.829 0.230 172 0.004 0.602 0.839
45 0.006 0.715 0.235 173 0.004 0.620 0.843
46 0.006 0.694 0.246 174 0.004 0.612 0.846
47 0.006 0.689 0.252 175 0.004 0.609 0.850
48 0.006 0.675 0.252 176 0.004 0.604 0.853
49 0.006 0.678 0.253 177 0.004 0.607 0.856
50 0.006 0.671 0.259 178 0.004 0.603 0.860
51 0.006 0.671 0.267 179 0.004 0.589 0.862
52 0.006 0.663 0.269 180 0.004 0.586 0.865
53 0.006 0.660 0.270 181 0.004 0.590 0.868
54 0.005 0.654 0.276 182 0.004 0.586 0.870
55 0.005 0.657 0.283 183 0.004 0.583 0.873
56 0.005 0.646 0.285 184 0.005 0.593 0.875
57 0.005 0.672 0.287 185 0.005 0.612 0.878
58 0.005 0.680 0.294 186 0.005 0.601 0.880
59 0.005 0.675 0.299 187 0.005 0.621 0.884
60 0.005 0.685 0.301 188 0.005 0.623 0.885
61 0.005 0.695 0.306 189 0.005 0.644 0.886
62 0.005 0.716 0.312 190 0.005 0.787 0.906
63 0.005 0.722 0.315 191 0.005 0.740 0.902
64 0.005 0.832 0.322 192 0.005 0.635 0.901
65 0.005 0.880 0.323 193 0.005 0.624 0.904
66 0.005 0.720 0.329 194 0.005 0.602 0.904
67 0.005 0.701 0.333 195 0.005 0.588 0.907
68 0.005 0.697 0.337 196 0.005 0.577 0.910
69 0.005 0.676 0.342 197 0.005 0.582 0.914
70 0.005 0.687 0.347 198 0.005 0.571 0.913
71 0.004 0.667 0.352 199 0.005 0.543 0.913
72 0.004 0.656 0.356 200 0.005 0.552 0.917
73 0.004 0.658 0.361 201 0.005 0.549 0.918
74 0.004 0.661 0.366 202 0.006 0.551 0.920
75 0.004 0.656 0.370 203 0.006 0.553 0.924
76 0.004 0.658 0.376 204 0.006 0.559 0.926
77 0.004 0.670 0.380 205 0.006 0.556 0.928
78 0.004 0.673 0.385 206 0.006 0.561 0.931
79 0.004 0.669 0.390 207 0.006 0.558 0.933
80 0.004 0.673 0.395 208 0.006 0.569 0.936
81 0.004 0.674 0.400 209 0.006 0.570 0.939
82 0.004 0.680 0.404 210 0.006 0.590 0.942
Continued on next page
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Table 6.11 – continued from previous page
Input MSSIM CISM CISM Input MSSIM CISM CISM
Gray UNI NonUNI Gray UNI NonUNI
83 0.004 0.662 0.410 211 0.006 0.701 0.957
84 0.004 0.713 0.415 212 0.007 0.602 0.946
85 0.004 0.813 0.420 213 0.007 0.592 0.948
86 0.004 0.797 0.422 214 0.007 0.589 0.949
87 0.004 0.682 0.429 215 0.007 0.585 0.952
88 0.004 0.650 0.433 216 0.007 0.590 0.953
89 0.004 0.645 0.439 217 0.007 0.581 0.955
90 0.004 0.646 0.444 218 0.007 0.584 0.956
91 0.004 0.647 0.449 219 0.008 0.589 0.959
92 0.004 0.651 0.454 220 0.008 0.584 0.963
93 0.004 0.644 0.459 221 0.008 0.581 0.964
94 0.004 0.642 0.464 222 0.008 0.585 0.966
95 0.004 0.642 0.469 223 0.009 0.580 0.969
96 0.004 0.641 0.474 224 0.009 0.599 0.970
97 0.004 0.646 0.479 225 0.009 0.551 0.979
98 0.004 0.634 0.485 226 0.009 0.582 0.973
99 0.004 0.636 0.490 227 0.010 0.592 0.973
100 0.004 0.638 0.495 228 0.010 0.618 0.975
101 0.004 0.638 0.500 229 0.010 0.571 0.974
102 0.004 0.658 0.505 230 0.011 0.567 0.974
103 0.004 0.667 0.511 231 0.011 0.559 0.974
104 0.004 0.664 0.516 232 0.012 0.532 0.978
105 0.004 0.668 0.521 233 0.012 0.575 0.975
106 0.004 0.661 0.526 234 0.013 0.564 0.975
107 0.004 0.663 0.532 235 0.014 0.568 0.975
108 0.004 0.662 0.537 236 0.014 0.571 0.976
109 0.004 0.666 0.542 237 0.015 0.573 0.976
110 0.004 0.660 0.547 238 0.016 0.572 0.977
111 0.004 0.674 0.553 239 0.018 0.575 0.973
112 0.004 0.670 0.558 240 0.019 0.573 0.971
113 0.004 0.677 0.563 241 0.021 0.594 0.972
114 0.004 0.677 0.569 242 0.023 0.588 0.969
115 0.004 0.677 0.573 243 0.026 0.582 0.971
116 0.004 0.686 0.578 244 0.029 0.605 0.963
117 0.004 0.676 0.584 245 0.038 0.620 0.960
118 0.004 0.696 0.589 246 0.050 0.635 0.955
119 0.004 0.705 0.594 247 0.068 0.636 0.953
120 0.004 0.710 0.599 248 0.107 0.665 0.951
121 0.004 0.721 0.604 249 0.237 0.697 0.951
122 0.004 0.738 0.609 250 0.439 0.770 0.956
123 0.004 0.743 0.614 251 0.633 0.852 0.969
Continued on next page
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Table 6.11 – continued from previous page
Input MSSIM CISM CISM Input MSSIM CISM CISM
Gray UNI NonUNI Gray UNI NonUNI
124 0.004 0.775 0.619 252 1.000 1.000 0.996
125 0.004 0.815 0.625 253 1.000 1.000 0.996
126 0.004 0.889 0.631 254 1.000 1.000 0.996
127 0.004 0.852 0.637 255 1.000 1.000 0.996
The gradation characteristics throughout the gray level of various kinds of halfton-
ings, Floyd Steinberg E.D.(Raster Scan) [4], Shiau Fan E.D. [19], 4 bit Ordered
Dither [2, 18], 6 bit Ordered Dither [2, 18], Vector Color E.D. [16, 27], Blue Noise
E.D. [5], and Green Noise E.D. [6]. are shown in Fig. 6.29. In the view of average
level, the Vector Color E.D. shows the best performance throughout the gray levels
compared with the other halftonings. The worst halftoning is in the case of Blue Noise
E.D. and the discontinuity of gradation is well detected for all halftonings. Especially,
some halftonings, ordered dither and Vector Color E.D., show the worse gray expres-
sion in the region of low gray level.
In Fig. 6.30, the gradation characteristics throughout the gray levels of the proposed
halftonings, HED [79, 80], ACED 1frame [38, 40, 47–49, 81], and ACED 4frame aver-
aged, are compared with the various kinds of halftonings : Floyd Steinberg E.D.(Raster
Scan) [4], 6 bit Ordered Dither [2, 18], Vector Color E.D. [16, 27]. Totally, the pro-
posed halftonings shows the outstanding average level and the gradation visibility.
The color HVS filters contribute to detecting the disturbance of gradation, and color
correlation of the RGB channel. The average levels throughout the gray levels are
almost same. Especially, we can see that there is no abrupt transition in the results
of HED and the average level is in relatively higher level. The average level of ACED
1frame is relatively high and the transition of CISM value is also relatively small.
Additionally, we can see that the average level of ACED 4frame averaged is very
high, close to 1 throughout the gray level. On the contrary, the conventional halfton-
ings show the lower average level and the gray level discontinuity in periodically. The
details for the gray level disturbance are well detected for all conventional halfton-
ings. From Fig. 6.30, we can conclude that the proposed halftonings, HED [79, 80],
ACED [38, 40, 47–49, 81], have higher performance compared with the conventional
halftonings for the gradation characteristics. The numerical data are given in Table
6.12.
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Figure 6.27 Comparison of mean structural similarity measure (MSSIM),
color image similarity measure (CISM) and Nonlinear color image similarity
measure (CISM): Floyd Steinberg E.D. (Raster Scan)
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Figure 6.28 Inputs of mean structural similarity measure (MSSIM) and
color image similarity measure (CISM)
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Figure 6.29 Comparison of color image similarity measure (CISM): Floyd
Steinberg E.D. (Raster Scan), Shiau Fan E.D., 4 bit ordered dither, 6 bit
ordered dither, Vector Color E.D., Blue Noise E.D., Green Noise E.D.
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Figure 6.30 Comparison of color image similarity measure (CISM): Floyd
Steinberg E.D. (Raster Scan), HED, ACED, ACED 4Frame averaged
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Table 6.12 Numerical data: Color Image Similarity Measure (CISM), F.S.:
Floyd Steinberg E.D. (Raster Scan), S.F.: Shiau Fan E.D., O.D.4: 4bit Or-
dered Dither, O.D.6: 6bit Ordered Dither, HED, ACED, ACED4: ACED 4
frame averaged, V.C.: Vector Color E.D., B.N.: Blue Noise E.D., G.N.: Green
Noise E.D.
Input F.S. S.F. O.D.4 O.D.6 HED ACED ACED4 V.C. B.N. G.N.
Gray
0 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
1 0.911 0.911 0.911 0.911 0.893 0.911 0.911 0.909 0.886 0.845
2 0.702 0.702 0.702 0.731 0.772 0.817 0.845 0.703 0.832 0.743
3 0.486 0.486 0.486 0.841 0.743 0.782 0.902 0.596 0.819 0.717
4 0.606 0.332 0.332 0.845 0.834 0.805 0.917 0.510 0.821 0.676
5 0.664 0.738 0.234 0.815 0.892 0.826 0.930 0.485 0.793 0.638
6 0.746 0.759 0.171 0.842 0.919 0.825 0.932 0.473 0.763 0.655
7 0.780 0.756 0.129 0.864 0.928 0.835 0.941 0.497 0.700 0.664
8 0.766 0.771 0.588 0.858 0.927 0.830 0.944 0.525 0.668 0.602
9 0.785 0.781 0.629 0.834 0.929 0.825 0.949 0.563 0.620 0.592
10 0.780 0.767 0.649 0.708 0.918 0.829 0.944 0.596 0.595 0.579
11 0.774 0.741 0.675 0.711 0.910 0.828 0.946 0.599 0.669 0.569
12 0.749 0.723 0.695 0.703 0.910 0.818 0.943 0.614 0.668 0.558
13 0.766 0.753 0.708 0.700 0.896 0.825 0.945 0.612 0.655 0.552
14 0.776 0.759 0.704 0.704 0.900 0.831 0.948 0.628 0.633 0.552
15 0.756 0.742 0.709 0.709 0.881 0.827 0.946 0.631 0.645 0.546
16 0.759 0.741 0.701 0.701 0.883 0.819 0.945 0.643 0.613 0.519
17 0.757 0.744 0.700 0.700 0.879 0.814 0.945 0.653 0.617 0.526
18 0.758 0.741 0.696 0.663 0.877 0.807 0.943 0.658 0.604 0.537
19 0.755 0.735 0.690 0.666 0.878 0.804 0.936 0.659 0.588 0.530
20 0.751 0.737 0.656 0.666 0.871 0.801 0.936 0.667 0.590 0.529
21 0.746 0.718 0.640 0.655 0.867 0.789 0.931 0.679 0.556 0.522
22 0.754 0.731 0.631 0.763 0.852 0.786 0.928 0.688 0.531 0.542
23 0.713 0.709 0.621 0.764 0.865 0.797 0.929 0.698 0.549 0.517
24 0.737 0.735 0.888 0.765 0.856 0.777 0.929 0.707 0.547 0.540
25 0.743 0.737 0.898 0.763 0.860 0.783 0.926 0.717 0.532 0.540
26 0.746 0.731 0.906 0.753 0.843 0.789 0.929 0.724 0.526 0.548
27 0.787 0.725 0.912 0.741 0.848 0.798 0.929 0.731 0.534 0.559
28 0.762 0.732 0.917 0.741 0.847 0.791 0.925 0.745 0.502 0.546
29 0.753 0.729 0.920 0.734 0.837 0.802 0.931 0.750 0.507 0.566
30 0.740 0.682 0.922 0.922 0.840 0.823 0.941 0.749 0.475 0.573
31 0.762 0.724 0.911 0.911 0.848 0.808 0.933 0.756 0.479 0.581
32 0.741 0.714 0.911 0.911 0.838 0.818 0.949 0.764 0.490 0.569
33 0.742 0.733 0.910 0.910 0.843 0.831 0.950 0.769 0.479 0.582
34 0.734 0.727 0.908 0.725 0.833 0.803 0.947 0.778 0.487 0.579
35 0.733 0.743 0.906 0.722 0.841 0.780 0.937 0.774 0.465 0.607
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Input F.S. S.F. O.D.4 O.D.6 HED ACED ACED4 V.C. B.N. G.N.
Gray
36 0.735 0.737 0.903 0.722 0.831 0.786 0.937 0.780 0.463 0.598
37 0.726 0.740 0.899 0.715 0.830 0.766 0.935 0.782 0.477 0.605
38 0.722 0.723 0.895 0.711 0.828 0.759 0.931 0.787 0.464 0.614
39 0.728 0.712 0.884 0.712 0.827 0.757 0.929 0.786 0.450 0.608
40 0.722 0.719 0.579 0.712 0.829 0.752 0.924 0.795 0.442 0.627
41 0.722 0.715 0.574 0.712 0.822 0.751 0.928 0.784 0.439 0.618
42 0.723 0.723 0.576 0.595 0.830 0.736 0.931 0.796 0.447 0.629
43 0.731 0.740 0.577 0.596 0.821 0.739 0.922 0.807 0.435 0.652
44 0.829 0.806 0.579 0.596 0.833 0.742 0.927 0.808 0.440 0.635
45 0.715 0.758 0.579 0.590 0.832 0.741 0.923 0.818 0.429 0.644
46 0.694 0.749 0.580 0.580 0.825 0.739 0.929 0.819 0.429 0.635
47 0.689 0.724 0.580 0.580 0.826 0.739 0.931 0.814 0.422 0.650
48 0.675 0.709 0.581 0.581 0.828 0.734 0.924 0.812 0.443 0.662
49 0.678 0.704 0.580 0.580 0.813 0.747 0.925 0.813 0.421 0.680
50 0.671 0.702 0.580 0.565 0.809 0.735 0.924 0.795 0.431 0.668
51 0.671 0.683 0.579 0.566 0.815 0.728 0.921 0.802 0.430 0.670
52 0.663 0.663 0.578 0.566 0.823 0.725 0.921 0.797 0.424 0.674
53 0.660 0.668 0.577 0.565 0.812 0.721 0.921 0.804 0.434 0.677
54 0.654 0.663 0.576 0.674 0.808 0.722 0.915 0.805 0.420 0.679
55 0.657 0.653 0.575 0.674 0.813 0.721 0.915 0.800 0.420 0.681
56 0.646 0.659 0.843 0.674 0.810 0.723 0.923 0.804 0.426 0.683
57 0.672 0.662 0.845 0.674 0.802 0.718 0.916 0.809 0.436 0.672
58 0.680 0.669 0.846 0.675 0.803 0.729 0.919 0.807 0.423 0.686
59 0.675 0.665 0.847 0.675 0.816 0.731 0.929 0.809 0.419 0.702
60 0.685 0.671 0.848 0.675 0.804 0.729 0.922 0.824 0.420 0.724
61 0.695 0.679 0.849 0.664 0.805 0.751 0.932 0.816 0.419 0.732
62 0.716 0.706 0.849 0.849 0.794 0.763 0.944 0.829 0.427 0.749
63 0.722 0.717 0.850 0.850 0.796 0.763 0.934 0.842 0.431 0.764
64 0.832 0.820 0.850 0.850 0.797 0.774 0.948 0.848 0.417 0.826
65 0.880 0.733 0.850 0.850 0.800 0.773 0.951 0.841 0.416 0.755
66 0.720 0.765 0.849 0.668 0.792 0.768 0.940 0.845 0.415 0.737
67 0.701 0.719 0.849 0.669 0.788 0.736 0.930 0.823 0.417 0.723
68 0.697 0.695 0.820 0.663 0.781 0.748 0.929 0.812 0.418 0.717
69 0.676 0.685 0.819 0.663 0.787 0.721 0.931 0.804 0.430 0.725
70 0.687 0.678 0.818 0.661 0.768 0.722 0.924 0.796 0.428 0.730
71 0.667 0.674 0.816 0.661 0.778 0.712 0.919 0.795 0.435 0.724
72 0.656 0.688 0.544 0.661 0.771 0.702 0.915 0.797 0.408 0.730
73 0.658 0.680 0.545 0.661 0.771 0.707 0.912 0.794 0.430 0.738
74 0.661 0.676 0.545 0.534 0.766 0.707 0.915 0.791 0.426 0.736
75 0.656 0.672 0.546 0.534 0.760 0.699 0.913 0.787 0.425 0.715
76 0.658 0.670 0.546 0.534 0.754 0.705 0.913 0.787 0.433 0.711
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Input F.S. S.F. O.D.4 O.D.6 HED ACED ACED4 V.C. B.N. G.N.
Gray
77 0.670 0.670 0.547 0.534 0.757 0.703 0.919 0.788 0.428 0.702
78 0.673 0.676 0.547 0.547 0.752 0.705 0.910 0.782 0.432 0.715
79 0.669 0.693 0.547 0.547 0.741 0.703 0.915 0.786 0.425 0.700
80 0.673 0.701 0.547 0.547 0.751 0.699 0.914 0.789 0.445 0.731
81 0.674 0.744 0.537 0.537 0.743 0.705 0.916 0.789 0.435 0.740
82 0.680 0.769 0.537 0.545 0.745 0.703 0.913 0.803 0.446 0.793
83 0.662 0.808 0.537 0.543 0.751 0.700 0.911 0.825 0.460 0.820
84 0.713 0.868 0.537 0.539 0.748 0.694 0.913 0.826 0.448 0.887
85 0.813 0.899 0.529 0.537 0.740 0.701 0.914 0.907 0.444 0.905
86 0.797 0.716 0.528 0.652 0.740 0.696 0.913 0.896 0.448 0.893
87 0.682 0.857 0.528 0.652 0.725 0.707 0.905 0.887 0.454 0.829
88 0.650 0.783 0.856 0.652 0.727 0.695 0.912 0.819 0.439 0.785
89 0.645 0.773 0.857 0.652 0.727 0.700 0.914 0.804 0.461 0.787
90 0.646 0.740 0.858 0.651 0.720 0.703 0.915 0.804 0.462 0.727
91 0.647 0.727 0.858 0.649 0.718 0.729 0.920 0.803 0.466 0.708
92 0.651 0.734 0.859 0.649 0.723 0.727 0.921 0.798 0.458 0.695
93 0.644 0.699 0.859 0.649 0.727 0.736 0.932 0.793 0.474 0.686
94 0.642 0.702 0.859 0.859 0.717 0.756 0.939 0.783 0.462 0.693
95 0.642 0.696 0.835 0.835 0.716 0.754 0.936 0.787 0.463 0.680
96 0.641 0.685 0.835 0.835 0.710 0.793 0.943 0.785 0.479 0.669
97 0.646 0.684 0.835 0.835 0.709 0.785 0.942 0.779 0.483 0.667
98 0.634 0.677 0.835 0.664 0.724 0.771 0.935 0.787 0.460 0.660
99 0.636 0.683 0.835 0.664 0.710 0.750 0.923 0.791 0.479 0.670
100 0.638 0.684 0.834 0.664 0.716 0.757 0.920 0.795 0.468 0.667
101 0.638 0.690 0.834 0.664 0.709 0.733 0.923 0.796 0.480 0.685
102 0.658 0.702 0.833 0.667 0.710 0.721 0.914 0.789 0.482 0.705
103 0.667 0.719 0.833 0.667 0.703 0.732 0.918 0.791 0.489 0.694
104 0.664 0.692 0.555 0.667 0.710 0.714 0.905 0.787 0.482 0.683
105 0.668 0.689 0.555 0.667 0.708 0.721 0.901 0.780 0.495 0.695
106 0.661 0.685 0.556 0.543 0.709 0.714 0.909 0.777 0.491 0.681
107 0.663 0.679 0.556 0.543 0.698 0.709 0.904 0.776 0.501 0.670
108 0.662 0.670 0.556 0.543 0.696 0.717 0.907 0.776 0.496 0.657
109 0.666 0.671 0.556 0.545 0.703 0.717 0.906 0.777 0.480 0.658
110 0.660 0.670 0.556 0.556 0.694 0.719 0.913 0.774 0.506 0.662
111 0.674 0.671 0.556 0.556 0.701 0.728 0.907 0.780 0.503 0.654
112 0.670 0.679 0.556 0.556 0.710 0.725 0.910 0.773 0.501 0.646
113 0.677 0.681 0.556 0.556 0.694 0.725 0.905 0.773 0.495 0.655
114 0.677 0.680 0.556 0.552 0.701 0.726 0.904 0.776 0.500 0.653
115 0.677 0.681 0.556 0.552 0.703 0.728 0.909 0.774 0.495 0.660
116 0.686 0.682 0.556 0.552 0.698 0.719 0.910 0.784 0.504 0.673
117 0.676 0.690 0.556 0.552 0.708 0.713 0.902 0.784 0.497 0.677
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Input F.S. S.F. O.D.4 O.D.6 HED ACED ACED4 V.C. B.N. G.N.
Gray
118 0.696 0.702 0.555 0.696 0.702 0.717 0.901 0.780 0.500 0.686
119 0.705 0.713 0.555 0.696 0.714 0.723 0.905 0.780 0.506 0.684
120 0.710 0.717 0.998 0.696 0.694 0.733 0.907 0.787 0.513 0.703
121 0.721 0.730 0.999 0.696 0.703 0.728 0.904 0.795 0.513 0.729
122 0.738 0.741 0.999 0.723 0.704 0.748 0.911 0.801 0.515 0.729
123 0.743 0.765 0.999 0.723 0.701 0.748 0.918 0.811 0.514 0.754
124 0.775 0.782 1.000 0.723 0.693 0.755 0.914 0.826 0.512 0.775
125 0.815 0.809 1.000 0.723 0.698 0.776 0.928 0.866 0.497 0.823
126 0.889 1.000 1.000 1.000 0.684 0.781 0.934 0.950 0.512 0.865
127 0.852 1.000 1.000 1.000 0.692 0.827 0.935 0.982 0.500 0.964
128 0.850 1.000 1.000 1.000 0.690 0.833 0.948 0.982 0.512 0.977
129 0.890 1.000 1.000 1.000 0.685 0.833 0.942 0.949 0.492 0.885
130 0.812 0.813 1.000 0.723 0.698 0.803 0.933 0.865 0.504 0.839
131 0.771 0.783 1.000 0.723 0.697 0.779 0.926 0.824 0.488 0.794
132 0.738 0.760 0.999 0.723 0.687 0.792 0.924 0.807 0.503 0.746
133 0.732 0.737 0.999 0.718 0.687 0.752 0.923 0.797 0.507 0.734
134 0.714 0.722 0.999 0.696 0.692 0.744 0.913 0.790 0.483 0.706
135 0.701 0.708 0.998 0.696 0.683 0.741 0.914 0.780 0.495 0.694
136 0.694 0.702 0.521 0.696 0.679 0.737 0.913 0.772 0.501 0.680
137 0.684 0.689 0.521 0.696 0.684 0.715 0.910 0.771 0.490 0.659
138 0.663 0.678 0.521 0.552 0.679 0.723 0.905 0.774 0.508 0.659
139 0.670 0.667 0.521 0.552 0.681 0.705 0.908 0.773 0.494 0.657
140 0.660 0.665 0.521 0.552 0.681 0.717 0.901 0.762 0.491 0.655
141 0.658 0.662 0.521 0.546 0.675 0.713 0.904 0.762 0.481 0.642
142 0.658 0.662 0.521 0.521 0.686 0.714 0.905 0.758 0.485 0.638
143 0.648 0.659 0.521 0.521 0.671 0.711 0.912 0.757 0.480 0.634
144 0.650 0.649 0.521 0.521 0.672 0.705 0.906 0.762 0.488 0.643
145 0.634 0.647 0.521 0.521 0.676 0.707 0.906 0.754 0.482 0.637
146 0.640 0.646 0.521 0.531 0.675 0.714 0.906 0.758 0.479 0.642
147 0.634 0.645 0.521 0.531 0.669 0.708 0.904 0.755 0.475 0.644
148 0.634 0.651 0.521 0.530 0.680 0.695 0.902 0.753 0.463 0.643
149 0.632 0.657 0.521 0.527 0.675 0.699 0.898 0.754 0.472 0.650
150 0.637 0.659 0.521 0.637 0.660 0.689 0.903 0.755 0.476 0.662
151 0.631 0.661 0.521 0.637 0.672 0.694 0.895 0.761 0.471 0.660
152 0.634 0.685 0.834 0.637 0.667 0.697 0.907 0.765 0.463 0.662
153 0.622 0.666 0.835 0.637 0.673 0.700 0.900 0.761 0.465 0.698
154 0.601 0.655 0.826 0.646 0.669 0.701 0.915 0.768 0.451 0.652
155 0.601 0.647 0.810 0.646 0.673 0.709 0.908 0.766 0.454 0.624
156 0.596 0.645 0.810 0.646 0.664 0.709 0.916 0.761 0.465 0.639
157 0.593 0.638 0.810 0.646 0.663 0.725 0.922 0.755 0.446 0.636
158 0.604 0.644 0.810 0.810 0.668 0.748 0.933 0.746 0.443 0.637
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Input F.S. S.F. O.D.4 O.D.6 HED ACED ACED4 V.C. B.N. G.N.
Gray
159 0.597 0.644 0.810 0.810 0.676 0.747 0.930 0.751 0.447 0.638
160 0.598 0.655 0.810 0.810 0.670 0.753 0.937 0.753 0.453 0.641
161 0.596 0.660 0.810 0.810 0.670 0.758 0.941 0.748 0.443 0.646
162 0.596 0.656 0.810 0.606 0.676 0.723 0.931 0.758 0.440 0.650
163 0.602 0.689 0.810 0.606 0.667 0.704 0.920 0.764 0.450 0.661
164 0.596 0.683 0.810 0.606 0.675 0.712 0.918 0.767 0.433 0.668
165 0.595 0.698 0.810 0.606 0.667 0.688 0.913 0.767 0.417 0.681
166 0.591 0.731 0.809 0.597 0.683 0.680 0.909 0.766 0.429 0.720
167 0.596 0.741 0.809 0.597 0.680 0.675 0.908 0.782 0.412 0.769
168 0.628 0.821 0.478 0.597 0.677 0.660 0.902 0.857 0.437 0.813
169 0.746 0.653 0.469 0.597 0.680 0.661 0.894 0.869 0.421 0.854
170 0.770 0.870 0.469 0.491 0.677 0.660 0.904 0.878 0.413 0.850
171 0.657 0.835 0.469 0.491 0.676 0.658 0.895 0.787 0.394 0.854
172 0.602 0.763 0.470 0.491 0.682 0.662 0.897 0.785 0.421 0.802
173 0.620 0.718 0.470 0.491 0.678 0.654 0.896 0.759 0.413 0.735
174 0.612 0.690 0.470 0.470 0.678 0.656 0.899 0.743 0.415 0.653
175 0.609 0.640 0.470 0.470 0.679 0.658 0.899 0.741 0.421 0.658
176 0.604 0.632 0.470 0.470 0.685 0.662 0.895 0.736 0.392 0.629
177 0.607 0.612 0.470 0.470 0.673 0.648 0.897 0.730 0.405 0.644
178 0.603 0.603 0.470 0.483 0.683 0.646 0.898 0.734 0.405 0.636
179 0.589 0.602 0.469 0.481 0.690 0.644 0.894 0.733 0.381 0.655
180 0.586 0.601 0.469 0.478 0.689 0.647 0.894 0.731 0.401 0.638
181 0.590 0.603 0.469 0.478 0.687 0.647 0.891 0.733 0.381 0.677
182 0.586 0.605 0.469 0.577 0.680 0.649 0.894 0.734 0.385 0.668
183 0.583 0.611 0.469 0.577 0.691 0.647 0.898 0.735 0.385 0.656
184 0.593 0.596 0.731 0.577 0.689 0.648 0.903 0.730 0.391 0.654
185 0.612 0.598 0.731 0.577 0.699 0.650 0.903 0.731 0.380 0.642
186 0.601 0.603 0.731 0.565 0.702 0.652 0.902 0.739 0.371 0.651
187 0.621 0.612 0.731 0.565 0.688 0.667 0.914 0.743 0.373 0.643
188 0.623 0.634 0.731 0.565 0.699 0.666 0.911 0.753 0.381 0.645
189 0.644 0.677 0.731 0.565 0.695 0.675 0.923 0.779 0.376 0.664
190 0.787 0.643 0.731 0.731 0.700 0.694 0.930 0.775 0.377 0.660
191 0.740 0.727 0.731 0.731 0.699 0.690 0.927 0.783 0.382 0.704
192 0.635 0.626 0.731 0.731 0.705 0.724 0.939 0.775 0.372 0.671
193 0.624 0.613 0.731 0.731 0.705 0.718 0.939 0.761 0.365 0.676
194 0.602 0.584 0.731 0.570 0.705 0.696 0.928 0.744 0.365 0.644
195 0.588 0.574 0.731 0.570 0.700 0.678 0.915 0.753 0.368 0.626
196 0.577 0.567 0.731 0.570 0.704 0.672 0.919 0.733 0.355 0.610
197 0.582 0.569 0.731 0.570 0.716 0.661 0.912 0.731 0.377 0.582
198 0.571 0.560 0.731 0.559 0.713 0.654 0.900 0.732 0.366 0.580
199 0.543 0.554 0.731 0.559 0.717 0.657 0.905 0.724 0.361 0.578
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Input F.S. S.F. O.D.4 O.D.6 HED ACED ACED4 V.C. B.N. G.N.
Gray
200 0.552 0.546 0.483 0.559 0.713 0.643 0.899 0.718 0.366 0.568
201 0.549 0.554 0.483 0.559 0.705 0.634 0.897 0.722 0.368 0.556
202 0.551 0.555 0.483 0.473 0.711 0.638 0.890 0.720 0.369 0.560
203 0.553 0.547 0.483 0.473 0.706 0.637 0.894 0.710 0.352 0.559
204 0.559 0.565 0.483 0.473 0.701 0.643 0.895 0.713 0.359 0.547
205 0.556 0.583 0.483 0.468 0.696 0.638 0.895 0.706 0.370 0.557
206 0.561 0.583 0.483 0.483 0.712 0.641 0.900 0.724 0.357 0.555
207 0.558 0.586 0.483 0.483 0.704 0.647 0.901 0.722 0.365 0.534
208 0.569 0.599 0.475 0.475 0.709 0.646 0.900 0.724 0.352 0.519
209 0.570 0.624 0.475 0.475 0.706 0.649 0.897 0.727 0.371 0.511
210 0.590 0.630 0.475 0.469 0.700 0.639 0.897 0.725 0.371 0.499
211 0.701 0.676 0.475 0.469 0.714 0.648 0.895 0.712 0.372 0.516
212 0.602 0.605 0.475 0.466 0.704 0.647 0.891 0.710 0.372 0.515
213 0.592 0.585 0.474 0.464 0.713 0.642 0.895 0.697 0.379 0.495
214 0.589 0.575 0.474 0.590 0.699 0.639 0.892 0.685 0.375 0.481
215 0.585 0.580 0.474 0.590 0.698 0.639 0.894 0.695 0.377 0.485
216 0.590 0.569 0.784 0.583 0.701 0.650 0.899 0.684 0.378 0.462
217 0.581 0.577 0.784 0.582 0.708 0.648 0.899 0.687 0.388 0.464
218 0.584 0.594 0.784 0.603 0.699 0.663 0.902 0.678 0.392 0.457
219 0.589 0.588 0.784 0.603 0.695 0.678 0.911 0.676 0.397 0.473
220 0.584 0.592 0.784 0.603 0.704 0.668 0.905 0.671 0.394 0.459
221 0.581 0.575 0.784 0.603 0.705 0.696 0.911 0.674 0.405 0.444
222 0.585 0.577 0.784 0.784 0.694 0.721 0.926 0.663 0.400 0.430
223 0.580 0.556 0.784 0.784 0.708 0.716 0.928 0.660 0.404 0.414
224 0.599 0.565 0.784 0.784 0.698 0.752 0.940 0.650 0.418 0.414
225 0.551 0.510 0.784 0.784 0.703 0.748 0.935 0.647 0.407 0.417
226 0.582 0.563 0.784 0.612 0.702 0.736 0.926 0.649 0.421 0.402
227 0.592 0.565 0.784 0.612 0.695 0.712 0.911 0.644 0.437 0.404
228 0.618 0.557 0.784 0.612 0.701 0.706 0.918 0.632 0.429 0.391
229 0.571 0.558 0.784 0.612 0.701 0.695 0.908 0.629 0.444 0.399
230 0.567 0.562 0.784 0.596 0.701 0.686 0.900 0.625 0.459 0.386
231 0.559 0.556 0.784 0.596 0.700 0.679 0.900 0.616 0.445 0.378
232 0.532 0.532 0.511 0.596 0.692 0.677 0.887 0.616 0.463 0.397
233 0.575 0.549 0.511 0.596 0.702 0.673 0.897 0.607 0.462 0.390
234 0.564 0.539 0.511 0.504 0.704 0.675 0.894 0.605 0.465 0.367
235 0.568 0.554 0.511 0.504 0.719 0.675 0.889 0.592 0.486 0.379
236 0.571 0.552 0.511 0.504 0.718 0.679 0.890 0.594 0.483 0.385
237 0.573 0.557 0.511 0.504 0.723 0.674 0.893 0.602 0.504 0.373
238 0.572 0.561 0.511 0.511 0.733 0.676 0.896 0.603 0.493 0.389
239 0.575 0.558 0.511 0.511 0.735 0.684 0.894 0.603 0.519 0.392
240 0.573 0.564 0.511 0.511 0.740 0.684 0.894 0.599 0.516 0.383
Continued on next page
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Table 6.12 – continued from previous page
Input F.S. S.F. O.D.4 O.D.6 HED ACED ACED4 V.C. B.N. G.N.
Gray
241 0.594 0.580 0.511 0.511 0.755 0.688 0.891 0.615 0.549 0.410
242 0.588 0.578 0.511 0.509 0.752 0.677 0.894 0.619 0.597 0.413
243 0.582 0.554 0.511 0.509 0.777 0.684 0.891 0.638 0.597 0.431
244 0.605 0.592 0.511 0.509 0.785 0.700 0.889 0.672 0.575 0.429
245 0.620 0.613 0.511 0.509 0.802 0.699 0.898 0.697 0.800 0.465
246 0.635 0.633 0.511 0.650 0.811 0.713 0.901 0.739 0.800 0.497
247 0.636 0.647 0.511 0.650 0.847 0.736 0.906 0.782 0.801 0.520
248 0.665 0.662 1.000 0.650 0.865 0.757 0.916 0.825 0.788 0.570
249 0.697 0.694 1.000 0.650 0.892 0.783 0.927 0.860 0.814 0.586
250 0.770 0.746 1.000 0.700 0.934 0.821 0.934 0.889 0.806 0.658
251 0.852 1.000 1.000 0.700 0.969 0.851 0.955 0.912 0.817 0.707
252 1.000 1.000 1.000 0.700 1.000 0.888 0.967 0.916 0.844 0.830
253 1.000 1.000 1.000 0.700 1.000 0.942 0.983 0.960 0.891 0.949
254 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.994 0.949 1.000
255 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
Results for Natural Images
The result of the conventional MSSIM, the MSE and the proposed CISM are compared
with using the various kinds of images as introduced in the beginning of this chapter,
“Eagle”, “Maple”, “Closed Rose”, “Woman” and “Fruits”, from Fig. 6.11 to Fig. 6.20.
The MSE used in this experiment is depicted in Fig. 6.4 in Sec. 6.2.2. The CSF Filter
is based upon the Campbell et al’s model [59]. The MSE value is proportional to
the errors between the reference image and the distorted image from its definition.
So the smaller value means the higher performance. In order to verify the objective
assessment results, the MOS evaluation is also carried out as shown in Sec. 6.4.1. The
MOS was carried out with the following three attributes; the gradation expression,
the color expression and the halftone pattern. The 35 observers participated in the
experiments. They assigned the score from 1 to 10 for each test images. The evaluation
results for test images, the “Eagle”, “Maple”, “Closed Rose”, “Woman” and “Fruits”,
are shown in Figs. 6.31∼ 6.39. The same halftonings as the subjective assessments
are used for this experiment, Floyd Steinberg E.D. (Raster Scan) [4], Shiau Fan
E.D. [19], 4 bit Ordered Dither [2, 18], 6 bit Ordered Dither [2, 18], HED [79, 80],
ACED 1frame [38, 40, 47–49, 81], ACED 4frame averaged, Vector Color E.D. [16, 27],
Blue Noise E.D. [5], and Green Noise E.D. [6]. The size of test images is 256×256
pixels color images as shown previously. The reference image is the source image and
the distorted images are each halftone images.
For the convenience of analysis, Figs. 6.31∼ 6.39 are normalized by using Eqs.
6.45∼ 6.48 with its maximum and minimum value. Especially the normalized MSE
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value was subtracted from 1.
MOSnormal(x) =
MOS(x)−min(MOS(x))
max(MOS(x))−min(MOS(x)) (6.45)
MSEnormal(x) = 1− MSE(x)−min(MSE(x))max(MSE(x))−min(MSE(x)) (6.46)
MSSIMnormal(x) =
MSSIM(x)−min(MSSIM(x))
max(MSSIM(x))−min(MSSIM(x)) (6.47)
CISMnormal(x) =
CISM(x)−min(CISM(x))
max(CISM(x))−min(CISM(x)) (6.48)
Figs. 6.32∼ 6.40 are showing the normalized results of Figs. 6.31∼ 6.39. The nu-
merical results and its normalized results of each halftonings are given in Tables from
6.13 to 6.17. The bold numbers mean the best scores for each halftone quality mea-
sure.
The low-pass effect of color HVS block is contributed to the value difference be-
tween the MSSIM and the CISM. The SSIM values do not comprise the concept of
the color HVS as mentioned previously. Additionally, as shown in the numerical data
of Tables 6.13∼ 6.17, we can see that the MSSIM cannot differentiate the quality
of some halftone algorithms. On the other hand, the results of the proposed CISM
present almost same appearance of the assessment results with the MOS results. It
is more reasonable and comprehensible.
As shown in Tables 6.13∼ 6.17, the best score of the subjective evaluation, MOS,
is in the case of the proposed ACED 4frame averaged and the worst score is in the
case of the Blue Noise E.D. for all test images. However, the best score of the MSE is
in the case of Vector Color E.D. in Table 6.13 and the best score is in the case of the
4 bit Ordered Dither in the results of “Closed Rose” and “Maple”. This means that
human subjective evaluation does not accord with MSE algorithm.
On the contrary, the best score of the CISM is in the case of the proposed ACED
4frame averaged for all test images. The worst score is in the case of the Blue Noise
E.D for all test images. From Fig. 6.32∼ 6.40, we can see that the results of proposed
CISM are well matched and have similar tendency compared with the results of MOS.
Additionally, we can see that the color distortion exists between the result of Floyd
Steinberg E.D. and the result of Shiau Fan E.D.. In the MOS results, the worst result
for the color attribute is in the case of the Shiau Fan E.D. for all test images, in Tables
6.2∼ 6.6. In concerned with the algorithm process, there is no difference between the
result of Floyd Steinberg E.D. and the result of Shiau Fan E.D. except for the error
diffusion weights and error filter shape. However the proposed CISM seems to detect
this color distortion effectively as shown in Tables 6.13∼ 6.17. From this, we can also
conclude that the CISM can also evaluate the color visibility difference.
From the results of the subjective assessments and the objective assessments, we
can conclude that the proposed halftonings, HED and ACED, have good performance
to render the gray level, color expression and gradation. Especially, HED shows rela-
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tively high performance in the gradation expression and the 4 frame averaged ACED
shows high scores in all attributes of the MOS and the proposed CISM.
Table 6.13 Numerical data and its normalized of the “Eagle”: Mean Opinion
Score, Mean Squared Error, Mean SSIM (MSSIM) and Proposed Color Image
Similarity Measure (CISM)
MOS MSE MSSIM CISM
Floyd Steinberg E.D. Raster Scan 591 138.293 0.100 0.893
Shiau Fan E.D. 465 319.004 0.104 0.860
4bit Ordered Dither 423 38.864 0.081 0.828
6bit Ordered Dither 361 38.836 0.076 0.837
HED 590 161.034 0.096 0.837
ACED 1Frame 537 464.135 0.084 0.867
ACED 4Frame Averaged 909 443.871 0.140 0.968
Vector Color E.D. 727 26.648 0.108 0.898
Blue Noise E.D. 166 208.570 0.083 0.692
Green Noise E.D. 637 98.900 0.067 0.853
Normalized MOS MSE MSSIM CISM
Floyd Steinberg E.D. Raster Scan 0.572 0.745 0.457 0.728
Shiau Fan E.D. 0.402 0.332 0.505 0.610
4bit Ordered Dither 0.346 0.972 0.189 0.491
6bit Ordered Dither 0.262 0.972 0.120 0.524
HED 0.571 0.693 0.397 0.523
ACED 1Frame 0.499 0 0.228 0.634
ACED 4Frame Averaged 1.000 0.046 1.000 1.000
Vector Color E.D. 0.755 1.000 0.560 0.747
Blue Noise E.D. 0 0.584 0.218 0
Green Noise E.D. 0.634 0.835 0 0.585
6.5 Conclusion
In this chapter, a new color halftone image assessment was proposed. The visibil-
ity assessment for color halftone images was done by the concept of combining the
full-reference type method, color HVS, and the reduced reference type method, RGB
MSSIM. The proposed measure was verified using the various kinds of color halftone
images. The proposed measure showed more reasonable results to detect the distur-
bance of halftone gradation in the verification of halftone pattern assessment. The
results of the proposed CISM presented similar tendency of the assessment results
with the MOS results. Additionally, the proposed halftonings, HED and ACED in
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Figure 6.31 Comparison results of the “Eagle”: Mean Opinion Score, Mean
Squared Error, Mean SSIM (MSSIM) and Proposed Color Image Similarity
Measure (CISM)
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Figure 6.32 Normalized results of the “Eagle”: Mean Opinion Score, Mean
Squared Error, Mean SSIM (MSSIM) and Proposed Color Image Similarity
Measure (CISM)
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Figure 6.33 Comparison results of the “Maple”: Mean Opinion Score, Mean
Squared Error, Mean SSIM (MSSIM) and Proposed Color Image Similarity
Measure (CISM)
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Figure 6.34 Normalized results of the “Maple”: Mean Opinion Score, Mean
Squared Error, Mean SSIM (MSSIM) and Proposed Color Image Similarity
Measure (CISM)
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Figure 6.35 Comparison results of the “Closed Rose”: Mean Opinion Score,
Mean Squared Error, Mean SSIM (MSSIM) and Proposed Color Image Sim-
ilarity Measure (CISM)
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Figure 6.36 Normalized results of the “Closed Rose”: Mean Opinion Score,
Mean Squared Error, Mean SSIM (MSSIM) and Proposed Color Image Sim-
ilarity Measure (CISM)
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Figure 6.37 Comparison results of the “Woman”: Mean Opinion Score,
Mean Squared Error, Mean SSIM (MSSIM) and Proposed Color Image Sim-
ilarity Measure (CISM)
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Figure 6.38 Normalized results of the “Woman”: Mean Opinion Score,
Mean Squared Error, Mean SSIM (MSSIM) and Proposed Color Image Sim-
ilarity Measure (CISM)
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Figure 6.39 Comparison results of the “Fruits”: Mean Opinion Score, Mean
Squared Error, Mean SSIM (MSSIM) and Proposed Color Image Similarity
Measure (CISM)
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Figure 6.40 Normalized results of the “Fruits”: Mean Opinion Score, Mean
Squared Error, Mean SSIM (MSSIM) and Proposed Color Image Similarity
Measure (CISM)
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Table 6.14 Numerical data and its normalized of the “Maple”: Mean Opinion
Score, Mean Squared Error, Mean SSIM (MSSIM) and Proposed Color Image
Similarity Measure (CISM)
MOS MSE MSSIM CISM
Floyd Steinberg E.D. Raster Scan 694 65.311 0.103 0.880
Shiau Fan E.D. 644 200.283 0.104 0.749
4bit Ordered Dither 468 32.915 0.084 0.833
6bit Ordered Dither 524 37.045 0.074 0.848
HED 638 91.015 0.095 0.826
ACED 1Frame 525 275.703 0.082 0.836
ACED 4Frame Averaged 944 245.483 0.169 0.962
Vector Color E.D. 554 95.774 0.111 0.871
Blue Noise E.D. 209 221.735 0.081 0.634
Green Noise E.D. 498 70.219 0.061 0.811
Normalized MOS MSE MSSIM CISM
Floyd Steinberg E.D. Raster Scan 0.660 0.867 0.389 0.749
Shiau Fan E.D. 0.592 0.311 0.403 0.352
4bit Ordered Dither 0.352 1.000 0.212 0.608
6bit Ordered Dither 0.429 0.983 0.124 0.653
HED 0.584 0.761 0.318 0.586
ACED 1Frame 0.430 0 0.194 0.615
ACED 4Frame Averaged 1.000 0.124 1.000 1.000
Vector Color E.D. 0.469 0.741 0.462 0.723
Blue Noise E.D. 0 0.222 0.185 0
Green Noise E.D. 0.393 0.846 0 0.540
Chapters 3 and 4, were also evaluated using the proposed measure, CISM, and the
conventional measures, MOS, MSE, and MSSIM. The proposed halftoning, HED and
ACED, has shown the outstanding evaluation results compared with the various kinds
of conventional halftonings.
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Table 6.15 Numerical data and its normalized of the “Closed Rose”: Mean
Opinion Score, Mean Squared Error, Mean SSIM (MSSIM) and Proposed
Color Image Similarity Measure (CISM)
MOS MSE MSSIM CISM
Floyd Steinberg E.D. Raster Scan 655 69.748 0.097 0.892
Shiau Fan E.D. 400 188.500 0.103 0.830
4bit Ordered Dither 500 35.523 0.073 0.833
6bit Ordered Dither 510 38.647 0.071 0.848
HED 642 89.357 0.093 0.855
ACED 1Frame 585 265.379 0.075 0.858
ACED 4Frame Averaged 910 233.127 0.157 0.964
Vector Color E.D. 666 75.459 0.097 0.879
Blue Noise E.D. 214 199.998 0.074 0.711
Green Noise E.D. 578 77.536 0.045 0.794
Normalized MOS MSE MSSIM CISM
Floyd Steinberg E.D. Raster Scan 0.634 0.851 0.468 0.716
Shiau Fan E.D. 0.267 0.334 0.521 0.472
4bit Ordered Dither 0.411 1.000 0.252 0.483
6bit Ordered Dither 0.425 0.986 0.231 0.543
HED 0.615 0.766 0.429 0.569
ACED 1Frame 0.533 0 0.262 0.582
ACED 4Frame Averaged 1.000 0.140 1.000 1.000
Vector Color E.D. 0.649 0.826 0.460 0.664
Blue Noise E.D. 0 0.284 0.260 0
Green Noise E.D. 0.523 0.817 0 0.328
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Table 6.16 Numerical data and its normalized of the “Woman”: Mean Opin-
ion Score, Mean Squared Error, Mean SSIM (MSSIM) and Proposed Color
Image Similarity Measure (CISM)
MOS MSE MSSIM CISM
Floyd Steinberg E.D. Raster Scan 690 86.265 0.045 0.865
Shiau Fan E.D. 413 257.516 0.047 0.825
4bit Ordered Dither 503 31.049 0.050 0.816
6bit Ordered Dither 512 33.331 0.032 0.831
HED 649 122.700 0.044 0.813
ACED 1Frame 571 376.081 0.039 0.842
ACED 4Frame Averaged 901 344.684 0.078 0.960
Vector Color E.D. 645 40.156 0.101 0.866
Blue Noise E.D. 207 233.229 0.049 0.633
Green Noise E.D. 515 51.721 0.034 0.798
Normalized MOS MSE MSSIM CISM
Floyd Steinberg E.D. Raster Scan 0.696 0.840 0.185 0.709
Shiau Fan E.D. 0.297 0.344 0.209 0.586
4bit Ordered Dither 0.427 1.000 0.261 0.559
6bit Ordered Dither 0.439 0.993 0 0.605
HED 0.637 0.734 0.168 0.549
ACED 1Frame 0.524 0 0.105 0.639
ACED 4Frame Averaged 1.000 0.091 0.666 1.000
Vector Color E.D. 0.631 0.974 1.000 0.712
Blue Noise E.D. 0 0.414 0.250 0
Green Noise E.D. 0.444 0.940 0.023 0.504
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Table 6.17 Numerical data and its normalized of the “Fruits”: Mean Opinion
Score, Mean Squared Error, Mean SSIM (MSSIM) and Color Image Similarity
Measure (CISM)
MOS MSE MSSIM CISM
Floyd Steinberg E.D. Raster Scan 674 112.654 0.062 0.889
Shiau Fan E.D. 474 486.325 0.061 0.801
4bit Ordered Dither 461 33.240 0.053 0.839
6bit Ordered Dither 448 36.225 0.052 0.848
HED 660 150.074 0.062 0.821
ACED 1Frame 569 516.638 0.053 0.863
ACED 4Frame Averaged 907 503.534 0.101 0.965
Vector Color E.D. 708 34.902 0.061 0.894
Blue Noise E.D. 180 220.084 0.054 0.679
Green Noise E.D. 590 84.923 0.037 0.846
Normalized MOS MSE MSSIM CISM
Floyd Steinberg E.D. Raster Scan 0.680 0.836 0.384 0.734
Shiau Fan E.D. 0.404 0.063 0.369 0.426
4bit Ordered Dither 0.387 1.000 0.248 0.558
6bit Ordered Dither 0.369 0.994 0.231 0.592
HED 0.660 0.758 0.388 0.496
ACED 1Frame 0.535 0 0.238 0.644
ACED 4Frame Averaged 1.000 0.027 1.000 1.000
Vector Color E.D. 0.726 0.997 0.372 0.752
Blue Noise E.D. 0 0.613 0.259 0
Green Noise E.D. 0.564 0.893 0 0.585
Chapter 7
General Conclusions
This dissertation started out with some needs to develop new halftone technology
and its evaluation for FPDs. By examining the conventional halftone technologies,
the purpose of the research was set and has been focused on it. It has reached most
of its initial objectives, I think, but more work needs to be done if we are to have
a better understanding of the temporal behavior of moving imaginary and halftone
evaluation.
The main contribution of this dissertation is that it constitutes an innovative at-
tempt at combining the theory of error diffusion and ordered dither technology with
considering spatial or spatio-temporal characteristics of moving imaginary, which are
formal outputs of FPDs. Moreover, the current image assessment metrics have been
investigated and have been improved to evaluate the color halftone images. The re-
search was carefully carried out and led to new knowledge, which has resulted in new
concepts for color image halftone and its evaluation.
As starting to explain the history of halftone technologies, the conventional halftone
technologies was introduced in the technical view. Next, the demerits were summa-
rized, which were the problems of the conventional halftone technologies, such as the
error diffusion and the ordered dither. As doing this, I could suggest the way of im-
proving halftone characteristics, visibility for being used in FPDs, which was to fo-
cus on improving the spatial and spatio-temporal visibility of conventional halftoning
technologies. As the results of this study, two halftone technologies ware proposed,
Hybrid Error Diffusion (HED) and Advanced Confined Error Diffusion (ACED). Ad-
ditionally, the multi-level extension and hardware implementation of the proposed
ACED were proposed, which have very important meanings for application to mass
production of FPDs, based on the look-up table. At the final stage, a new halftone
quality assessment with considering the human visual characteristics, that is called
Color Image Similarity Measure, was proposed to evaluate the proposed halftone tech-
nologies, HED and ACED. In process of this research, the GUI-based application and
the BMP streamer, which can display BMP image sequence, were developed using
Microsoft Visual C++ and DirectX SDK.
Despite its accomplishments, this dissertation has its weaknesses. I would like to
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mention a few of them in here, with possible solution for future research:
• The serial combination of two halftone algorithms, the random error diffusion
and the ordered dither, generates the full range of gray levels in ACED algo-
rithm. The major levels are generated using the upper 3bit ordered dither and
the intermediate levels are filled with the gray levels which are generated by the
lower 5bit random error diffusion. The ACED shows temporal toggling of light
from its original concept because the ACED algorithm changes the dither mask
in 4 frames time period, recursively. An observer might conceive this temporal
toggling of light as temporal artifacts or structural noise. As a solution of this,
we can modify or change the random error diffusion algorithm and the 4 frame
dither masks while considering relationship between the dither mask value and
the error diffusion carry position.
• FPDs are main flow of current information display device and will be future
technology flow after for a long time. The human perception is changed de-
pending on the display parameters, such as viewing distance, display resolution
and the type of display devices. For example, PDP and OLED is self-emissive
display and LCD is non-emissive display which uses the reflective and refractive
characteristics of an edge-lit flat light pipe as a backlight panel behind the liquid
crystal layer. From such original driving and manufacturing concepts of display
devices, many display characteristics might be determined. LCD has relatively
slow Motion Picture Response Time (MPRT) . However CRT, PDP, etc has fast
response time. This is the reason that LCD has suffered from bad motion image
quality (motion blur, dynamic resolution). Recently, some LCD products show
the improved fast MPRT, below 6 msec, using the advanced technologies, such
as Motion Estimation/Motion Compensation (ME/MC), Over Driving (OD),
120Hz Driving, In Plane Switching (IPS), etc. In the case of PDP, the response
time is no more problem. But PDP generates the dynamic false contour in mo-
tion picture because the output gray level is generated using time divided light
accumulation, sub-field driving. Actually, many companies have solved by us-
ing reduced output gray levels, which are specially selected to reduce the dy-
namic false contour. The lacks of the output gray levels are compensated by
the halftone technology. If the well-organized halftoning can be designed and
applied to PDP, eventually, the dynamic false contour can be changed to the
halftoning patterns. So, in PDP, the dynamic false contour and the halftone
output levels are in the trade-off relationship. Additionally, because the cell size
has much influence on the halftone visibility, the LCD shows relatively high
quality of halftone patterns. In contrast, because the PDP has a limit to reduce
the cell size from its manufacturing limitation, the halftone visibility or quality
has been issued in many companies. From above reasons, the proposed ACED
and HED has the possibility of showing the different halftone visibility with
dependent on the type of display devices.
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From the above weakness, the device-oriented halftonings and the evaluation of mov-
ing halftone images can be new fields of research. The various parameters such as the
image gradient, the motion vectors, the frame difference, etc, can be considered as a
clue for detecting the temporal distortion.
Currently, many technologies, such as software/hardware resource control, data
compress, color control, color space conversion, image enhancement, and so on, are
applied to the display system. In the middle of those technologies, although current
FPDs have sufficient gray levels to render the current input image format, one of the
common and important technologies is the digital color halftoning. There are several
reasons that the FPDs require the halftone technology for the time being or for longer
time.
The first reason is related to the systematic problem of the broadcast. If the input
device is a camera and the output is not the CRT type display, the inverse gamma
correction must be required in receiving display system. From the inverse gamma
correction, a lot of gray levels which cannot be output by the display device are gen-
erated. The output gray levels can be generated by using halftone technologies.
The second reason is that, although current FPDs are capable of displaying over
8bit image, FPDs are not using all capability of tone rendering, because the FPDs
have trade-off between the rendering capability and the other weakness, such as false
contour, noise reduction, contrast ratio, etc.
The third reason is related to the new approaches such as high dynamic range
imaginary (HDR). Until now, no display devices can display this type of imaginary.
As a secondary method, there have been many efforts to compress the HDR image
into 8 bit image which can be displayed by current display devices. In contrary, if the
display which can display the high dynamic range image is appeared in close future,
the halftoning technology can be used to extend the bit-count from 8 bit image to
HDR image to be displayed.
In these points of view, the halftoning is not historical printing technology. The
halftoning is ongoing technology for future information displays.
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Appendix B
Application Software & BMP
Streamer
Functionality of Application Software:
1. OS platform: Microsoft Windows XP
2. Language: Visual Studio 2003
3. Library: OpenCV, CxImage, DirectX SDK, Window SDK, CImage
4. Input/Output Image Format: BMP, JPG, PNG, TIF, RAW, PGM
5. AVI Player, Generator
6. Geometric Image Processing (Rotate, Translation, Resize.....)
7. Frequency domain Image Processing
8. Frequency domain analysis (FFT, DFT, DWT, DCT)
9. Point Process Analysis (PC, RAPSD, Anisotropy,..)
10. Statistic Analysis (Mean, Stand deviation, Min/Max Value....)
11. Halftoning algorithm (Floyd Steinberg E.D., Shiau Fan E.D., Ordered Dither,
ACED, HED, Vector Color E.D., Blue Noise E.D., and Green Noise E.D.....)
12. Color & Color space conversion (RGB, YUV, HSI, CIELab, CMYK.....)
13. Matlab Interface (Graph View, Data View, Halftone toolbox.....)
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Figure B.1 Application Software
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Figure B.2 BMP Streamer
Functionality of BMP Streamer:
1. OS platform: Microsoft Windows XP
2. Language: Visual Studio 2003
3. Library: DirectX SDK, Window SDK
4. Input/Output Image Format: BMP
5. Min/Max Frame
6. Full Screen Mode/Windowed Screen Mode
7. Display timing control
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Figure B.3 Example execution window of the BMP Streamer
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