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Abstract
This thesis focuses on the computation of the overlap distribution which characterizes
spin glasses with finite connectivity upon an RSB transition at zero temperature.
Two models are studied: the J± Bethe lattice spin glass and the Edwards-Anderson
spin glass in three dimensions with random regular bond dilution, a random dilution
with the constraint of fixed connectivity z = 3. The overlap distribution is the spin
glass order parameter and its form has not been derived yet for models other than
mean-field. The approach is based on the study of the effects induced by a bulk
perturbation on the energy landscape. In ultrametric spin glasses, the distribution of
the excited states is known to be related to the order parameter through a universal
formula which is used for deriving the order parameter from the experimental
distributions. Besides, the finite-size corrections to the ground state energy are
computed for the two models.
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1Introduction
The reason why spin glasses have dominated the scene of Statistical Mechanics
of Disordered Systems in the last forty years is the complexity of behaviors they
manifest even in the simplest form of mean-field approximation. Like glasses, below
a certain critical temperature, these systems condensate in an exponential multitude
of frozen configurations which are different from each other and not related by any
simple symmetry. If one had to classify all the possible states, the organization of
these frozen states would remind more of the branching process of a tree than some
casual distributions of points in space. Such complexity was frankly unexpected
when the model was formulated for the first time by Edwards and Anderson in
the seventies [1] as little more than a purely theoretical problem with few practical
applications. The subject turned out to be a formidable challenge for physicists
and mathematicians, yielding to the formulation of new theories and methods for
building a more general Theory of Glasses.
In this respect, spin glasses are probably the simplest realization of a glass. In
the Edwards-Anderson (EA) original formulation, a spin glass is nothing more than
a collection of Ising spins on a lattice, their nearest-neighbor interactions being a
random distribution of ferromagnetic and anti-ferromagnetic bonds. In other words,
the Edwards-Anderson spin glass is an Ising model, very well known in Statistical
Mechanics, with a pinch of randomness added to the Hamiltonian. As simple as it
could seem, this is one of the most complicated models to be approached and its
thermodynamics has not been fully understood yet, with a solution being available
only in more than six dimensions. In this respect, the infinite-dimensional spin glass
is a simplified version of the EA model introduced by Sherrington and Kirkpatrick
(SK) [2] as a starting point for building a mean-field solution. Nevertheless, finding
the correct solution to this model required a great effort and took several years. The
exact solution was found by Parisi [3, 4] in a particular formulation known as Replica
Symmetry Breaking (RSB)[5], whose physical implications were not immediately
understood. When the mystery was solved few years later[5, 6], an unexpected
scenario appeared, as the spin glass phase turned out to be organized in a large
number of states different from each other, organized in a complex hierarchy of
clusters known as ultrametric structure [7].
Many advances have been made since then. First of all, numerous results found
initially with a heuristic approach, like the replica method, have been rigorously
proved with a more robust mathematical formulation [8, 9], almost twenty-five years
after the formulation of the theory. Moreover, new techniques have been forged to
extend the theory beyond the mean-field level. The cavity method [10, 11] allows to
reformulate the original spin glass problem in a probabilistic framework providing a
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bridge with Combinatorial Optimization [12–16]. Moreover, the spin glass theory
has found a wide range of applications in fields ranging from physics to very different
areas, like supercooled liquids [17–19], photonics [20, 21], random matrices [22–24],
random interfaces [25], inference [26–28], signal processing[29], neural networks [30–
33], immunology [34, 35], epidemic spreading [36, 37], finance [38], game theory [39,
40], quantum algorithms [41], collective behavior [42, 43] and biological networks [44].
The problem of formulating a finite-dimensional theory remains. In this respect,
finite-dimensional models represent a more realistic version of spin glasses, where
each spin can interact only with a limited number of neighbors, and one wonders
how many of the remarkable features of the mean-field description would survive
in these models. The theoretical task, however, is not easy. In order to descend to
finite-dimensions, one should consider fluctuations around the mean-field solution,
a problem studied in the Renormalization group approach [45], whose goal is to
compute the upper critical dimension above which the mean-field solution provides
a meaningful description of the spin glass transition. It is known that for the EA
model the upper critical dimension is du = 6.
Several conjectures have been made about the behavior in dimension lower than
six. The investigation in this regime is mostly based on the comparison between
numerical evidence on systems of finite-size and the predictions from Finite Scaling
Theory (FSC). In the RSB theory, small excitations of finite energy cost produce
a global rearrangement of the system whose interface is space-filling, even in the
thermodynamic limit. In the Droplet Scaling Theory, or Droplet Model (DM) [46–48],
a very different scenario is conjectured, where excitations have the form of compact
droplets with a fractal-dimensional interface, whose cost grows with the size of the
system.
Unfortunately, the complications which arise in the numerical investigation at
low temperature, limit the size of the systems which can be studied. Two main
approaches are usually taken. One could either thermalize the system starting
from high temperature and performing a simulated annealing (or analog technique
based on a Monte-Carlo dynamics), or perform a direct calculation of ground states
and proceed with a zero-temperature analysis. In the first case, critical slow-down
phenomena arise which make the algorithm very inefficient as the temperature
decreases. The second approach has proved to be very useful in the last twenty years,
as very effective algorithms for the ground states computation have been borrowed
from computer science.
The purpose of this thesis is two-fold. On one side it constitutes a review of
the efforts which have been made until today to formulate a finite-dimensional
description of spin glasses, focusing mostly on the numerical approach and on the
results collected in favor of the different theoretical conjectures. On the other side, we
provide an original contribution to the ongoing investigation by deriving the overlap
distribution at zero temperature of two models: the Bethe lattice spin glass, and the
diluted Edwards-Anderson model in three dimensions. The overlap distribution has
great importance in the characterization of the spin glass phase since it constitutes
the physical order parameter of the spin glass transition. In other words, the whole
information about the organization of the states is encoded within this distribution.
The analytical derivation of this quantity is possible only in mean-field models, and
its numerical computation has been tried in different contexts. The method adopted
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in this thesis was proposed by Franz and Parisi [49], and is based on the effects
induced by a bulk perturbation on the energy landscape. The purpose of the analysis
is to gather new information about the nature of spin glasses which deviate from
the mean-field description.
This thesis is organized as follows:
Part I : In the first part the fundamentals are introduced and a course is set
from mean-field theory to finite-dimensional systems, passing through diluted
systems.
In Chapter 1, the general formalism is introduced, providing notions of graph
theory and presenting a general introduction to spin glasses and disordered
systems. Moreover, a connection between Spin Glass Theory and Combinatorial
Optimization is presented to show the extent of the theory.
In Chapter 2, the mean-field theory of spin glasses is presented through the in-
troduction of two standard models: the Sherrington-Kirkpatrick model and
the Bethe lattice spin glass. The two main approaches used in the mean-field
theory are reviewed: the Replica approach and the Cavity method. Moreover,
one of the most important concepts of spin glass theory will be introduced:
the spin glass order parameter.
In Chapter 3, the state of the art of the investigation at finite dimension is presented,
focusing on the numerical approach and on the scaling properties of the ground
states.
Part II : In this part, the main results of the numerical simulations concerning
several aspects of spin glasses at finite dimension and finite connectivity are
presented.
In Chapter 4, the computational setup and the numerical approach are presented,
together with the first results of the simulations and a short tentative study of
the ultrametricity.
In Chapter 5, the first original contributions of this thesis are presented as the
finite-size corrections to the ground state energy of the models are calculated
and discussed.
In Chapter 6, the overlap distribution of the models is derived from a direct compu-
tation of the ground states. As the technique adopted for the computation had
never been used before for these models, the results presented in this chapter
are an original contribution to the ongoing investigation.
In Chapter 7, some conclusions and perspectives of the present work are discussed.
The project that forms the basis for this thesis was developed gradually during
the years of the doctorate. The initial idea suggested by Giorgio Parisi, my thesis
advisor, involved the derivation of the RSB order parameter of the Bethe lattice
4 Contents
from the overlap distribution induced by a bulk perturbation. The starting point
consisted in developing and refining the computational framework, and preparing
the ground for simulations on a scale large enough to provide statistically significant
results. This part was completed by the end of the first year, and the results obtained
were in agreement with the presence of an RSB transition at zero temperature at
the predicted critical field. During the second year, my advisor suggested that the
same method could be used for studying a bond-diluted finite-dimensional model
with a degree distribution similar to the one of the Bethe lattice. At the same time,
I started to study the finite-size corrections to the ground state energy and the spin
glass susceptivity near the critical field. This latter was addressed by studying the
scaling properties of the excitations induced by one spin reversal. In this case, the
preliminary results showed that the method was affected by excessive noise and the
study was postponed for further investigation. The study was refined during the
final year of the doctorate, which was also spent on verifying the obtained results.
In particular, the results relative to the spin glass models were compared with the
results obtained in the random field case, where no RSB transition is expected.
Moreover, the consistency of the method for deriving the order parameter was
tested and confirmed by a more detailed analysis of the experimental distributions.
In conclusion, the different results obtained over the course of these few years of
doctorate fall into the branch of finite-dimensional studies. Hopefully, they may
provide a useful tool of investigation for deriving a more general theory of spin
glasses.
5Part I
General Introduction

7Chapter 1
Disordered systems
1.1 Elements of Graph Theory
Graphs are mathematical structures able to represent very effectively networks of
relationships between elements. The concept of graph was introduced already in the
18th century by Euler to study the problem of the Seven bridges of Königsberg, and
formalized in the next two centuries with the works of Cayley on trees, König, and
Polya [50]. The probabilistic approach that brought to the formulation of modern
random graph theory [51, 52] started with the article of Erdös and Rényi on random
graphs [53]. Beside the applications in mathematics and physics, graph theory has
proven very effective at modeling systems of various nature, from Computer Science
to Biology, Finance and Social Science[54–57]. In the context of disordered systems,
graph theory provides a useful notation for defining the underlying structure of a
model and powerful methods and theorems for characterizing its topology.
In this section, we introduce the basic concepts and the notation which will be
used very often throughout the rest of this thesis. For a more detailed introduction
to Graph Theory we refer to [52, 58].
1.1.1 Fundamentals
Basic definitions. A graph G(N,M) = GN,M = (V, E) consists of a set V 6= ∅ of
N vertices (or nodes) and a set E of M edges (or links). A node is usually identified
by its order i in V , such that V = {1, . . . , N}, while the edges are represented as pairs
of elements of V. If the pairs are unordered then the graph is undirected and the
edges are represented as lines connecting the nodes, otherwise the graph is directed
and the edges are represented as arrows.
An edge l is said to be incident in the node i if i is one of the end-nodes. Two
nodes joined by an edge are said to be adjacent or neighboring. The set of vertices
incident in a node i is called adjacency or neighborhood of i and is denoted ∂i. An
edge of the type (i, i) is called self-loop (or simply loop). If two nodes are joined
by more than one edge, then the link is a multi-edge. A graph which does not
contain either loops or multi-edges is said to be simple, otherwise is called multigraph.
The number of edges M in an undirected graph ranges from zero (edgeless graph)
to
(N
2
)
= N(N − 1)/2 (fully-connected graph). The graph is said to be sparse if
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M  N2 (or M remains finite in the N → ∞ limit), or dense if M = O(N2).
Moreover, if a mapping w : E 7→ R is defined, then the graph is said to be weighted.
In simple graphs, the weights are denoted w(i, j) ≡ wij and may specify the cost,
capacity or a measure of distance if the graph is embedded in a metric space. In
the rest of the thesis, we will consider simple graphs which are undirected and
unweighted, unless differently specified.
A subgraph G′(V ′, E ′) is a graph such that V ′ ⊆ V and E ′ ⊆ E . If E ′ contains all
the edges incident in the nodes of V ′ which are contained in E , then G′ is said to
be the subgraph induced by V ′, denoted G′ = G[V ′]. A subgraph is maximal with
respect to a property if it cannot be extended without losing that property.
Node degree and degree distributions. The cardinality of the adjacency
of a node is said connectivity of node degree: deg(i) ≡ ki = |∂i|. If ki = 0 the
node i isolated; if ki = 1 the node is a leaf. It is convenient to consider the degree
distribution of a graph, defined as the frequency distribution:
pG(k) ≡ 1
N
∑
i∈V
δ(k − ki), k ∈ N (1.1)
The mean degree is
zG ≡ 1
N
∑
i∈V
=
∑
k≥0
pG(k)k (1.2)
Paths and cycles. A path W` of length ` is an ordered sequence of vertices
W` = (i0, i1, . . . , i`) such that (in, in+1) ∈ E , ∀n = 0, . . . , ` − 1. A path is simple
if each node is crossed only once by the path. The distance between two nodes is
defined as the length of the shortest path between them. The maximum distance of
the graph is said to be the diameter of the graph. A path is called a cycle if i0 = i`,
otherwise is an open path. A graph with no cycles is called acyclic.
Trees. An acyclic graph is called a forest, and a connected forest is called a
tree. In a tree, any two vertices are connected by only one path. Moreover, if an
edge is removed from a tree, the resulting graph is disconnected; if an edge is added
to the tree, a cycle is formed, and the graph is not a tree anymore. Trees contain
always at least one leaf with degree 1.
In rooted trees, a vertex is distinguished from the others and called a root. The
depth of a node is defined as its distance from the root. In rooted trees, there is an
orientation for classifying the nodes which goes from the root to the leaves. With
respect to a node i, the nodes on the path to the root are called ascending nodes,
while the ones on the path to the leaves are called descending nodes. The parent of
a node is its neighboring ascendant, while the child of a node is one of the adjacent
descendants. Two nodes are siblings if they share the same parent.
A spanning tree of a graph is a tree subgraph which contains all the vertices of
the graph.
Other topological properties A graph is connected if for any pair of nodes
i, j there exists a path between them. A graph is K-partite if V can be partioned in
K subsets of disconnected graphs. The giant component of a graph is a connected
portion of the graph which contains a number O(N) of nodes.
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Matricial representation. A graph can be completely defined an adjacency
matrix A, an N × N matrix whose coefficients Aij are equal to 1 if (i, j) ∈ E , 0
otherwise. The adjacency matrix of a simple graph is symmetric and zero-diagonal.
Moreover, the sum across the i-th row or column is equal to the ki. An interesting
property of the adjacency matrix of a simple graph is that its powers Al are related
to the paths of length l between the nodes. The coefficient Alij is equal to the number
of directed paths between i and j. The coefficients Alii are equal to twice the number
of cycles of length l passing through i. In weighted graphs, the coefficients of the
adjacency matrix may be the weights: Aij = wij .
A graph can be alternatively represented by the incidence matrix B, a N ×M
matrix whose entries Bik are 1 if the edge ek ∈ E is incident in i ∈ V. Typically,
this representation is more expensive in terms of storage space in computational
applications, and a representation in terms of the adjacency matrix is preferred.
The adjacency matrix of sparse graphs is also sparse, and in practical applications
is substituted by adjacency list {ai}i∈V in which every vector ai is the list of the
adjacent nodes.
1.1.2 Random Graphs
In 1959, Erdös and Renyi introduced a new probabilistic approach to graph theory
[53], with the purpose of studying the properties of graphs as a function of the
increasing number of random connections, founding a new branch which developed
independently as random graphs theory. The approach is based on the definition of
a probability space on the set of graphs G with N vertices with a specific probability
measure P [G], which together define a graph ensembles. An instance or realization of
a particular element of the ensemble is a graph G ∈ G sampled from the distribution
P (G) following a specific random process.
Due to the presence of structural disorder, one is usually interested in the behavior
of the typical instance of the ensemble. Thus, it is convenient to define the average
over the ensemble of a property O:
E[OG] ≡ O =
∑
G∈G
OGP [G] (1.3)
In the following, we introduce two ensembles particularly important in the theory
of spin glasses.
Erdös-Renyi (ER) ensemble: In their first article [53], Erdös and Renyi proposed
a model for generating random graphs with N nodes and M edges, which
we denote GERN,M . Starting with an edgeless graph with N nodes, ER graphs
are generated by adding randomly M edges, prohibiting loops or multi-edges.
A different ensemble GERN,p is generated by following a different procedure.
Starting from a set of N disconnected nodes, each of the N(N − 1)/2 edges
is added with probability 0 < p < 1. This ensemble contains graphs with a
different number of links, the average being
(N
2
)
p, and the probability of a
graph with M edges is:
P [G] = pM (1− p)N(N−1)/2−M (1.4)
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The GERN,M and GERN,p models coincide in the N → ∞ limit, and they have a
strong analogy, respectively, with the canonical and grand canonical ensemble
in Statistical Mechanics [59].
The probability that a node i has k = ki edges is the binomial distribution:
P (ki = k) =
(
N − 1
k
)
pk(1− p)N−1−k (1.5)
where pk is the probability for k edges to be incident in i with independent
probability p, (1 − p)N−1−k is the probability of not having the remaining
N − 1 − k edges, and (N−1k ) is the number of different ways of selecting the
neighboring nodes. Since all the nodes are statistically equivalent, in the large
N limit and fixed z =< k >, the degree distribution tends to the Poissonian
distribution:
P (k) = e
−zzk
k! (1.6)
For this reason, ER graphs are called Poissonian random graphs.
Random Regular Graph (RRG) ensemble : The ensemble of the z-regular
random graphs GRRGN,z (with 3 ≤ z ≤ N) has uniform measure over the random
graphs where each of the N nodes has fixed degree ki = z. The number of
edges is M = Nz2 , and Nz must be an even number.
Since most of random graphs are non-regular, it is important to implement the
selection of the RRGs in an unbiased way, such that the samples are drawn
with a uniform distribution over the GRRGN,z ensemble. The standard method
was proposed by Bollobás [60], and goes under the name of configuration model,
or pairing model. One starts with a partition of Nz points called half-edges in
N cells of z elements, and proceeds by pairing the half-edges through a random
matching. The RRG is generated by contracting each of the N points belonging
to different cells into one point. In general, there is a finite probability to
obtain a multi-graph, especially for large values of z. In this case, the graph
is discarded and the procedure is repeated from the beginning. Due to the
possibility of sampling a non-simple graph, this method is computationally
expensive and gets exponentially slow with increasing z. Faster algorithms
which preserve the uniform measure over the ensemble in the large N limit
have been proposed in [61, 62]. In particular, the algorithm can be simplified
by rejecting just the last matching which brings to a multi-graph, without
repeating the whole procedure. This is the method which has been used for
generating the RRG samples in this thesis.
The configuration model, though, provides a uniform measure over the ensemble
and can be used for generating random graphs from the ensemble GCONFN,D with
D = {ki}Ni=1 any given degree distribution [63].
Connectedness. The connectivity properties of random graphs are subject to
a dramatic change upon a change of the parameter p below a critical value pc = 1/N .
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Let us consider the GERN,p model, whose graphs have an average degree z =< k >.
Erdös and Renyi proved that almost surely 1:
• if p < pc, then the graph is disconnected in components not larger than O(lnN)
with no more than one cycle;
• if p = pc, then the larges component has size O(N2/3);
• if p > pc, then the graph has a giant component of size O(N) with O(N)
cycles, and there are no components larger than O(lnN) and more than one
cycle.
From the statistical physics point of view, the transition at pc has the typical features
of a second-order phase transition, and if the size of the largest component is chosen
as order parameter, then the transition falls in the same universality class as mean-
field percolation transitions. With respect to the property of connectedness in GERN,p,
a random graph is almost surely connected if p ≥ lnNN . In the GRRGN,z ensemble,
almost any graph is connected for z ≥ 3.
Local tree topology. In the context of statistical physics, one of the most
important properties of random graphs concerns the density of cycles of finite length.
In this respect, the probability of finding C` cycles in a random graph is finite in
the N →∞ limit, if ` is kept constant.
In random regular graphs, a given sequence of variables Y3, . . . , Ym representing
the number of cycles of length 3 ≤ ` ≤ m, tend asymptotically to random variables
with Poisson distribution [51, 64] and mean:
λ` =
(z − 1)`
2` (1.7)
As the density of cycles of finite length decreases with the size of GRRGN,z graphs,
given any node i, there exist a distance R such that the subgraph induced by the
nodes within distance R from i is almost surely a tree. In spin glass theory this
property is crucial, since it grants that the frustration affects the system only on
large scale, permitting to neglect the correlation between spins at short distance. In
this regard, a spin glass model defined on a random graph is a Bethe lattice spin
glass, and will be studied in detail in Section 2.2.
1.1.3 Factor graphs
The representation of systems where local interactions involve more than two variables
requires a more general class of bipartite graphs called factor graphs [12]. Factor
graphs are normally used for representing the p-spin model and some optimization
problem (see Section 1.2.3).
Let us consider a set of N variables x = {x1, . . . , xN} taking values in a finite
set X, and a probability measure defined over the space of the configurations :
P [x] = 1
Z
M∏
a=1
ψa(x∂a) (1.8)
1In probability theory, a property is almost sure if it appears with probability one in the large
N limit, or in other words if the set of instances where the property is violated has zero measure in
the probability space.
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where ψa are special compatibility functions which depend on the nature of the
problem, defined on a subset ∂a of the N variable indexes.
A factor graph is a bipartite graph which provides an effective representation of
the joint probability (1.8). Factor graphs consist of two groups of vertices:
• variable nodes, which correspond to the N variables and whose indexes are
denoted i, j, k, l, ...
• function nodes, which correspond to M interactions between nodes, denoted
a, b, c, ..., each one involving a subset of variable nodes ∂a, ∂b, ∂c
Each variable node is connected by edges to all the function nodes in which it
appears, and vice versa.
In spin glasses with pairwise interactions, the function nodes are trivial, since they
connect only 2 spins. (|∂a| = 2), and simple graphs provide a good representation.
In p-spin glasses with p > 2, each function node a has adjacency ∂a = {i1, . . . , ip}
and contributes to the Hamiltonian with a term Ea = −Ji1,...,ipσi1 . . . σip . Factor
graphs representation provides a powerful connection between statistical physics and
combinatorial optimization.
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1.2 Spin glasses
Spin glasses were introduced in the early seventies as a class of magnetic materials
with a peculiar response to an oscillating external field. For these systems, the
susceptibility has a cusp at a critical temperature Tc, a behavior qualitatively different
from ordinary magnetic materials [65]. This singular behavior is explained in terms
of a phase transition due to the freezing of the magnetic dipoles of the samples. Like
in ordinary ferromagnetic materials, the physical origin of these dipoles is the spin of
the electrons, with the difference that the couplings between the spins are somehow
irregular. This irregularity can be accounted for by introducing two ingredients in
an ordinary d-dimensional ferromagnetic Ising model: disorder and frustration. The
disorder is introduced in the form of random anti-ferromagnetic bonds, according to
some probability distribution. The frustration is due to the presence of closed cycles
in the graph along which it is not possible to satisfy simultaneously all the bonds.
This results in the impossibility of minimizing all the terms of the Hamiltonian at
the same time.
The systematic study of spin glasses started with the articles of Edwards and
Anderson [1] and Sherrington and Kirkpatrick [2]. Since then, spin glasses have
gained importance in Statistical Mechanics as representative of a more general class
of disordered systems, ranging from supercooled liquids, glass forming, structural
glasses, optimization problems, and many other models. In this context, many
interesting phenomena concerning glassy systems were discovered for the first time
in mean-field spin glasses, models where the mean-field approximation is exact.
Before proceeding further, it is convenient to summarize the most important
aspects which account for the glassy behavior of spin glasses:
• Spin glasses undergo a phase transition at critical temperature Tc. The
transition from the paramagnetic phase to the spin glass phase is characterized
by the appearance of frozen disorder in which the local magnetization is
non-zero but the total magnetization is null.
• The energy landscape in the spin glass phase is rough as it consists of many
valleys and barriers. In the thermodynamic limit, the barriers are eventually
infinite, and the ergodicity is broken in the system. The Gibbs state does not
describe anymore the system at the equilibrium and the Boltzmann measure is
decomposed in a sum of pure states, corresponding to the measures restricted
to ergodically disconnected regions of the space of the configuration.
• The out-of-equilibrium behavior is characterized by a different type of transi-
tions which occur in general at different temperatures from TC . The dynamic
evolution of the systems is subject to a critical slowing down upon cooling
below the critical temperature starting from high temperature. The dynamics
is characterized by history-dependent response and aging.
• The mean-field solution of the SK model provides a scenario known as replica
symmetry breaking (RSB), in which all the states are macroscopically different
and show a form of non-trivial organization. Due to ultrametricity, the states
are organized in a structure of clusters with respect to their mutual distances.
This hierarchy can be described by representing the states as the leaves of a
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rooted tree and the clusters as the intermediate nodes.
In this section, we will introduce a mathematical definition of disorder and present
the main theoretical models of spin glasses. Moreover, we will give a brief review of
a different class of disorder systems encountered Optimization. The analogy between
spin glasses and optimization problems has widely influenced the development of
both Physics and Computer Science, as concepts, methods, and algorithms have
been shared to build a more general theory of disordered systems.
1.2.1 Disorder
Quenched disorder. In real disordered systems, different types of variables are
normally characterized by different dynamic time scales τ . The variables subject to
thermal fluctuations, like spins in magnetic systems, follow a fast thermal dynamics,
their values changing in times of order τeq. The system is considered at equilibrium
for times teq/τeq  1. On the other hand, the variables describing the disorder
are governed by much slower dynamics, with time scale τq  τeq. For all practical
purposes, these variables are considered frozen, or quenched, as they are constant for
t < teq. In this case, a sample of a disordered system is characterized by a specific
configuration of quenched variables.
When describing spin glasses, we will consider two types of disorder. The first
one consists in a certain amount of randomness introduced in the mutual interactions
between the variables. For a given sample, the coefficients of the coupling matrix
J are i.i.d. quenched random variables drawn from a probability distribution P (J)
which depends on the model considered. In infinite-range models and in the d-
dimensional Edwards-Anderson model, this is the only type of disorder present in
the system.
The second type of disorder is structural, as randomness is introduced in the
adjacency matrix of the graph which describes the lattice. In Erdos-Reiny random
graphs two nodes are connected with probability p, and the distribution of the node
degrees is Poissonian. In random regular graphs the nodes are connected at random,
but the number of neighbors of each node is kept constant. In diluted graphs the
edges are removed with a certain probability starting from a d-dimensional regular
lattice. In the next chapters we will consider a sort of random-regular dilution for the
regular lattice, obtained by keeping the number of neighbors of each node constant
z < 2D.
Unless differently specified, in the rest of this thesis we will assume that every
form of disorder is contained in the matrix J . A null entry Jij = 0 will denote a
missing bond between the sites (i, j), while a non-zero entry will denote both the
presence of an edge in the underlying graph (Aij = 1) and the coupling between the
two sites.
The average over the disorder. Let us consider a given sample characterized
by a specific realization of J , and let us consider an observable OJ describing some
thermodynamic property of the sample. Due to the presence of disorder, OJ is
different when calculated on two different samples with different realizations of J .
When dealing with disordered systems, though we are interested in the behavior
of the typical sample, whose properties are supposed to be described by quantities
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which are averaged over the disorder distribution. In our case, we will denote such
averages for an observable as:
O = OJ = lim
N→∞
∫
OJP (J)dJ (1.9)
This averages are relevant for describing the whole ensemble only if the fluctuations
can be kept under control. For instance, as in ordinary statistical mechanics we know
that the relative fluctuations of the energy around its thermal mean value are of
order O(N−1/2), we also expect that the fluctuations of relevant quantities between
different systems go to zero in the thermodynamic limit. If the sample-to-sample
fluctuations vanish in the thermodynamic limit, then the observable is said to be
self-averaging. If we know that quantities of interest are self-averaging, then we can
expect the same results in experiments on different macroscopic samples. Moreover, a
theoretical computation of the mean value of such quantities over the whole ensemble
gives the same results in all of the experiments. Normally, extensive observables
such as the free-energy are well-behaved, in the sense that their associated densities
are self-averaging in the thermodynamic limit.
However, not all the observables are self-averaging. In some cases, the atypical
samples give a finite contribution to the average even in the thermodynamic limit.
In this case, the sample-to-sample fluctuations do not vanish for N →∞ and the
average over the disorder cannot be assumed to be representative of the behavior of
the single sample. An example of non-averaging observable is the overlap distribution
in spin-glasses, which will be introduced in the next sections.
Quenched and annealed averages. Let us consider a system described
by Hamiltonian HJ , whose equilibrium distribution is characterized by the usual
Boltzmann measure, and let ZJ be the partition function:
ZJ(β) = Trσe−βHJ (1.10)
where β is the inverse temperature, and the trace involves the sum over all the
configurations of the Boltzmann measure.
We are interested in computing the averaged free-energy density:
f = fJ = − lim
N→∞
1
βN
logZJ (1.11)
The presence of the logarithm here is crucial. The average over the logarithm of the
partition function is a quenched average and it turns out to be more complicated
than the simpler annealed average ZJ . In the second average, the quenched variables
and the thermal variables are treated in the same way. However, we know that
quenched variables do not participate in the thermalization of the system and that
they must be considered constant in the typical time-scale needed for reaching the
equilibrium. For this reason, the two averages have very different physical meaning
and cannot be exchanged.
1.2.2 Spin glass models
A spin glass is defined as a set of N variables σ = σii=1,...,N located on the vertices
of a graph G. If the interactions between the variables are pairwise, then G is a
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simple graph with only one type of vertices (representing spin variables), and the
edges of the graph represent pairs of interacting spins. If more than two spins are
involved in the interactions, like in the more general p-spin model then G is a factor
graph. In this thesis, we will consider only models with 2-spin interactions and Ising
variables σi = ±1, unless differently specified.
Given these premises, let us consider an Ising spin glass defined on a simple
graph G = (V, E):
HJ [σ] = −
∑
(i,j)∈E
Jijσiσj −
∑
i∈V
hiσi (1.12)
The coefficients Jij are i.i.d. quenched random variables drawn from a probability
distribution P (J), different from zero only in correspondence of an edge. We will
assume that the coupling matrix J is symmetric (Jij = Jji) and has zero-diagonal
(Jii = 0).
Two distributions of disorder are usually considered:
• Gaussian distribution with mean J and variance J2:
P (J) = 1√
2piJ2
e
−J−J
2J2 (1.13)
• Bimodal distribution with zero mean and variance 1:
P (J) = 12δ(1− J) +
1
2δ(1 + J) (1.14)
In some cases we will mention biased models in which J 6= 0, otherwise we will
consider P (J) with zero mean.
We also consider four different models:
Sherrington-Kirkpatrick (SK) model [2]: In the fully-connected model all
the Jij coefficients are different from zero and drawn from a Gaussian or
Bimodal distribution with variance N− 12 . This ensures that the energy density
does not diverge in the thermodynamic limit when the number of terms in the
Hamiltonian grows as O(N2). The mean-field theory gives exact results for
this model in the N →∞ limit [66].
Bethe lattice (BL) model [10, 11]: The model is typically defined on a random
regular graph with coordination number z. As the number of edges is Nz/2,
the variance of the P (J) distribution is finite and typically set to z−1/2 in
order to have a good limit z → ∞. Due to the topology of the underlying
graph, the correlations can be neglected in the thermodynamic limit, and the
mean-field theory is valid for this model.
Long range (LR) model [67]: The model is defined on a d-dimensional lattice,
and the interactions are limited within a radius R from each site. The variance
of the disorder distribution is therefore set to 1/RD/2. In this model, the
corrections to the mean-field theory are small if R is large. However, the
corrections might change the large distance behavior of the correlation functions,
and the phase transition might disappear. Normally the long-range model
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represents a good candidate for interpolating between the mean-field results
and the short-range model [68].
Edwards-Anderson (EA) model [1, 69]: The model is defined on a d-dimensional
lattice with nearest-neighbors interactions, and the variance is normally D− 12 .
The correlations to the mean-field theory are large, and no spin glass transition
is expected in d = 1, 2 (the lower critical dimension is dc = 2.5) [70]. The
upper critical dimension above which the mean-field describes correctly this
model is du = 6. The behavior at lower dimension is still debated, and the
investigation relies mostly on numerical methods.
From the analytical point of view, the four models have been presented in order of
difficulty, the infinite-range model being the simplest and the first to be solved, and
the others presenting difficulties in the computation of the corrections to the mean-
field theory. Although they belong to different universality classes, the first two being
mean-field models, the last two being short-range models, with respect to the free
energy, all the models tend to the SK model respectively for z →∞, R→∞, d→∞.
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1.2.3 Optimization
The main concepts and phenomena which characterize spin glasses are analogous to
the ones encountered in Combinatorial Optimization, where three types of problems
are normally considered:
• optimization problems, which consist in finding an optimal solution;
• evaluation problems, which consist in determining the cost of an optimal
solution;
• decision problems, consisting in comparing the cost of two solutions with
respect to their cost.
In this section we illustrate the analogies between Spin Glass Theory and Optimiza-
tion, reviewing some of the most common models.
Some concepts introduced in this chapter will be encountered in Chapter 6.4,
where the problem of computing spin glass ground states will be addressed.
Computational Complexity. Computational complexity theory classifies
problems according to their difficulty in terms of the amount of computational
resources needed to solve them.
To evaluate the overall hardness of a problem, for instance, we might consider
the time required by an algorithm to solve the worst instance, i.e. the one which
takes the longest time tN to be solved, out of all the instances with the same size.
Moreover, it is usually important to compare two problems in terms of their hardness.
A problem A is said to be not harder than B, if any instance of A can be turned in
an instance of B, in polynomial time. This operation is called polynomial reduction
and sets a class of equivalence for problems. In this regard, computational problems
are generally classified according to the following computational complexity classes:
Class P It’s the class of polynomial problems, whose running time is bounded from
above by a fixed polynomial, TN = O(Nk). These problems are considered
simple and they can be solved by efficient algorithms.
Class NP : Non-deterministic polynomial problems can be solved in polynomial
time by algorithms that can run in parallel on an arbitrarily large number of
processors. This means that in general, these problems are not solvable in
polynomial time but, if a positive instance of the decision problem is found,
then it can be verified in polynomial time.
Class NP-complete : A problem A is complete for a class if (a) it belongs to the
class and (b) any problem of the class is not harder than A. In this respect,
NP-complete problems are the hardest problems in the class NP and if a
problem is found to be NP-complete, then all the others cannot be harder than
this one.
NP-hard : The problems which do not belong to the previous classes are NP-hard.
These problems are at least as difficult as NP-complete problems.
Finding the exact ground state of a spin glass is an NP-hard problem, except in
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few cases. As a consequence, exact algorithms can be used only for small systems
(N ∼ 102) under certain assumptions. For larger systems heuristic methods are used.
A review of these methods will be given in Chapter 4.
Optimization problems. A combinatorial optimization problem is defined by
a set of possible instances - a finite set of allowed configurations - and a cost function.
The latter is a real-valued function E defined over this set, which corresponds to
the energy in the spin glass case. Solving an optimization problem corresponds
to finding the optimal configuration which is a global minimum (ground state) for
the cost function. In this respect, solving an optimization problem corresponds to
finding its equilibrium state at zero temperature.
Search algorithms are used in Computer Science to solve optimization problems
by exploring the space of configuration. As the size of the space grows exponentially
with N , a minimization procedure must be defined, an algorithm which dynamically
explores the space starting from a configuration, evolving towards the optimal
solution until the cost function reaches its minimum.
The optimization problems which are interesting in the context of spin glasses
are the ones with a glassy energy landscape. In these systems, the cost function
is non-convex and has many valleys. As a consequence, the dynamics of solving
algorithms is affected by meta-stable states and ergodicity breaking.
Hereafter, we introduce some of the most common optimization problems which
share similarities with glasses.
Assignment : Given two different sets of N elements, for example N persons
and N jobs, and a affinity matrix Cij which defines the affinity between pair
of elements belonging to different sets, the problem consists in finding the
assignment which maximizes the total affinity. A configuration is characterized
by a permutation of the N indexes, therefore the size of the space of solutions
is N !. The cost of a permutation p is ∑iCip(i). These problems belong to the
class P and can be solved in times of order O(N3) [12].
Satisfiability The satisfiability problem consists in determining whether there
exists a set of N boolean variables which satisfies a set of logical constraints
(decision problem) or to find the configurations which minimize the number
of violated constraints (optimization problem). The logical constraints are
expressed in a special form which contains only logical OR and NOT operators
applied to k variables per time, called k-clause. Satisfiability problems where
all clauses have the same length k are said k-SAT problems. The 2-SAT
decision problem is known to be easy, while in the general case the problem is
class NP-complete.
The 2-XORSAT problem in which every variable appears exactly in z random
equations (with M = Nz/2 total equations) is equivalent to the solving the
spin glass problem on the Bethe lattice.
Coloring The q-coloring decision problem consists in finding whether the vertices
of a graph can be colored using q colors in such a way that there are no
neighboring vertices with the same color. A similar problem is the vertex-
covering problem which consists in using the least possible number of pebbles
20 1. Disordered systems
to cover the vertices of a graph in such a way that every edge has an end-point
covered.
Random Simple Matching: Given an unoriented graph G(V, E), a matchingM
is a set of edges having the property that no two edges inM have an ending
in common. A vertex v is matched if there is an edge incident to v in the
matching, otherwise v is unmatched. A matching is perfect if every vertex of
G is matched.
Usually a function l(e) : E → R is defined, which can be thought of as a
distance, a weight or the cost of a single matching. The cost function is thus
LM =
∑
e∈M l(e), the total length of a matchingM. The matching problem
consists in finding the cheapest matching which minimizes LM.
If the vertices are N points drawn at random in a d-dimensional cube, then
the problem is known as random Euclidean matching problem. In this case,
the cost l(e) of an edge is the usual Euclidean distance between two points.
The mean field approximation of the problem has been investigated in [13, 14,
71–74].
Minimum/Maximum cut Given a graph G(V,E), the MIN-CUT (MAX-CUT)
problem consists in finding the cut C(S, T ) of minimum (maximum) weight
which partitions V into two subsets S, T . In Ising spin glasses, where the spins
can be assigned to one of the two subsets according to their value σ = ±1,
this problem corresponds to finding the cut which minimizes the number of
broken bonds, i.e. the ground state. If there is no frustration in the system,
there are algorithms which solve the problem in polynomial time. The problem
is classified simple and can be solved in polynomial time. The MIN-CUT
problem will be introduced in more detail in Section 4.2 and in Appendix C.
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Chapter 2
Mean-field scenario
A standard procedure adopted in Statistical Mechanics for deriving the thermo-
dynamic properties of a model consists in studying its mean field approximation,
a ’simplified’ version of the problem. Since the complications derive usually from
the presence of correlations in the system, in the mean-field approximation the
partition function is assumed to be in some way factorizable, at the cost of neglecting
correlations. At this level, the expressions for the free-energy and the correlation
functions are derived in the thermodynamic limit by solving a set of saddle point
equations in terms of the order parameter. In general, correlations are not neglectable
and correlations must be eventually reintroduced in the model in a second stage
by calculating the corrections to the mean-field approximation. Models which are
exactly solvable in the mean-field theory are said mean-field models.
The purpose of this chapter is to introduce the main results achieved in the mean-
field theory of spin glasses by means of two equivalent although formally very different
methods. The replica approach was historically the first one to be used for solving the
Sherrington-Kirkpatrick fully connected model, already introduced in the previous
section, but the results required several years for obtaining a physical interpretation.
The cavity method is a more intuitive probabilistic approach which was introduced
few years later [13] and proved to be particularly effective for deriving the mean-field
approximation of the Bethe lattice [10, 11] and in general to be implemented on
optimization problems defined on sparse graphs.
2.1 The Sherrington-Kirkpatrick model
2.1.1 The replica approach
We consider a system of N Ising spins, with random interactions J drawn from
a probability distribution P (J), eventually in a random external field h, (see Sec.
1.2.2), with general Hamiltonian:
HJ [σ] = −
∑
(i,j)
Jijσiσj −
∑
i
hiσi (2.1)
where σ is a configuration of the system. For a system at equilibrium at temperature
T , the probability measure over the space of configurations is the usual Boltzmann-
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Gibbs distribution:
PJ [σ] =
1
ZJ
e−βH[σ], ZJ = Trσe−βH[σ] (2.2)
where β = 1/T is the inverse temperature and Z is the partition function. The
partition function depends on the Hamiltonian HJ , and therefore on the particular
realization of the disorder. However, as already seen in Sec. 1.2.1, one is usually
interested in the behavior of the typical sample, and therefore thermodynamic
quantities should be averaged over the P (J) distribution. The free energy is thus
given by Eq. (1.11):
f = fJ = − lim
N→∞
1
βN
logZJ (1.11)
The computation of lnZJ is not straightforward, and requires a mathematical
workaround known as replica trick. The method is based on the identity:
logZ = lim
n→0
Zn − 1
n
(2.3)
where Zn is the replicated partition function, which takes into account the space of
n identical independent replicas. The free-energy density is thus:
f = − lim
N→∞
lim
n→0
1 + ZnJ
n
, ZnJ = Trσne−βH
n
J (2.4)
where Hn = ∑na=1HJ [sa] is the replicated Hamiltonian. Proceeding with the mean
field approach, one first averages over the disorder, obtaining an integral which
depends on a different Hamiltonian in which replicas are coupled. In this respect, it
is convenient to introduce the overlap between replicas:
qab =
1
N
∑
i
σai σ
b
i (2.5)
The averaged replicated partition function is:
Zn = ZnJ =
∫ ∏
a<b
dQab
√
Nβ2
2pi exp−NA[Q]
A[Q] = −nβ2/4 + β2/4
∑
1≤a<b≤n
Q2ab − lnZ[Q]
Z[Q] =
∑
{S}
exp−βH[Q, σ]
H[Q, σ] = −β
∑
1≤a<b≤n
Qabσ
aσb − h
n∑
a=1
σn
(2.6)
where Q is a n× n matrix whose coefficients represents couplings between replicas.
The particular form of the partition function suggests that its thermodynamic limit
can be computed through the saddle-point method, therefore:
fn ≡ lim
N→∞
1
βNn
lnZn =
1
βn
minA[Q] (2.7)
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The minimum of A[Q] is found by solving a set of saddle points equations:
∂A
∂Qab
= 0 (2.8)
under the condition that the all the eigenvalues of the Hessian matrix Habcd =
∂2A/∂Qab∂Qcd are non negative. The saddle-point equations admit multiple solu-
tions related by a symmetry, a concept known in Statistical Mechanics as symmetry
breaking. In this case, a solution A[Q] should be invariant under the group of per-
mutations of all replicas, called replica group. A solution is Replica Symmetric(RS)
if the value of Qab does not depend on the indexes a, b. As soon as the non-diagonal
elements of Qab depend on the indexes the replica symmetry is broken.
Replica Symmetric Solution. The simplest choice is to assume that all the
replicas are equivalent:
∀a, b, a 6= b : Qab = q; ∀a : Qaa = 0 (2.9)
This assumption is called Replica Symmetric Ansatz (RS). The last step consists in
calculating the n→ 0 limit of the replicated functions to obtain the thermodynamic
quantities. We remark that the original order of the limits N → ∞ and n → 0 is
here inverted, an operation which in principle is not straightforward and which was
proved to be correct only twenty-five years after the formulation of the problem [75,
76].
At zero magnetic field, the analytical continuation of the solution of the equation
dA/dq = 0 provides a solution q = 0 for T > TC = 1, and q 6= 0 for T < TC = 1.
Soon after the formulation of the RS solution [2] it was clear that the results
presented some inconsistencies which led, for instance, to a negative entropy in the
low temperature phase. The main problem is that the RS solution becomes unstable
when positive eigenvalues of the Hessian matrix appear [77]. The instability appears
along the critical de Almeida-Touless line (dAT line) hc(T ) defined on the h, T
plane. While the RS solution is stable above the dAT line, below the line the correct
solution is achieved by a procedure known as replica symmetry breaking (RSB). In
the SK model, the AT line diverges at T = 0, implying that there is no transition at
zero temperature and the system is the RSB phase. This is an effect of infinite-range
interactions, and in dilute models with finite connectivity the hc(T ) line converges
to a finite value for T → 0.
Replica Symmetry Breaking. The RSB solution was formulated by Parisi
in a series of articles [3, 4, 78] published few years after the original article of
Sherrington and Kirkpatrick. The solution is found by an iterative approach which
we illustrate for the first step.
At the first step (1RSB) the n replicas are grouped into k blocks of m1 elements,
such that k = n/m1 ∈ N. The 1RSB ansatz is:
Qab = q0 if I(a/m1) = I(b/m1)
Qab = q1 if I(a/m1) 6= I(b/m1)
Qaa = 0 if a = b
(2.10)
Now every line has m1 − 1 off diagonal elements with coefficient q1 and n−m with
coefficient q0. The free energy is now a function A[Q] = A(q0, q1,m1), which must be
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minimized with respect to all the parameters to obtain a saddle-point solution. Even
at this first stage, the results are much more satisfactory than the ones obtained with
the RS solution, in terms of the corrections to the free energy, which is much more
similar to the value obtained numerically, in terms of the entropy, which reduced by
a factor ten, and in terms of the stability of the solution.
The procedure can be iterated at further levels of RSB. At each new level k,
the diagonal blocks are partitioned hierarchically, and new parameters mi, qi are
introduced in the model. The full RSB solution is found in the k →∞ limit. At each
step, once the saddle-point solution is found, other equivalent solutions are found by
a permutation of the replicas into each group, or by a permutation of the groups of
replicas. This means that the group which leaves Q invariant is (Sm)⊗n/m ⊗ Sn/m,
where (Sm)⊗n/m is the direct product of the permutations group of m replicas with
itself.
The order parameter Q(x) becomes a piecewise function defined by:
Q(x) = qi if mi < x < mi+1 (2.11)
In the k →∞ limit it becomes eventually a continuous function:
Q(x) =

qm if x < xm
q(x) with dq/dx > 0 if xm < x < xM
qM if x > xM
(2.12)
In general, xm → xM when the system approaches the dAT line from below, and
the two values collapse above the dAT line. The full RSB solution is stable at low
temperature and provides physically consistent thermodynamic quantities which are
in very good agreement with the numerical simulations.
2.1.2 The spin glass order parameter
The meaning of RSB remains quite obscure as long as only replicas are involved, but it
gets a clearer physical interpretation when the order parameter is expressed in terms
of the overlap between states rather than replicas. The nature of the states in the
spin glass phase is better understood in the TAP approach, introduced by Thouless,
Anderson and Palmer [66, 79]. The results obtained within the TAP approach are
not completely satisfactory but present the spin glass phase as characterized by a
rough free-energy landscape with a large number of valleys. As the barriers become
infinitely high in the thermodynamic limit, the ergodicity is broken, and the space
of configurations is fragmented into pure states.
The usual Boltzmann measure must be decomposed in a sum of pure states:
< · >=
∑
α
wα < · >α (2.13)
In this sense the Gibbs state is not an equilibrium state, but rather a mixture of
equilibrium states.
In order to describe to what extent two states differ from each other, a notion of
distance or similarity between states is needed. The overlap between two states is
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defined:
qαβ = 1
N
N∑
i=1
mαi m
β
i (2.14)
where mα and mβ are the magnetization of the system in two different states. The
self-overlap qαα is the Edwards-Anderson order parameter:
qEA = qαα =
1
N
< σi >
2
α (2.15)
and is supposed to be the maximum value of overlap. The probability for two
random states to have overlap q is given by:
PJ(q) =
∑
α,β
wαwβδ(q − qαβ), P (q) = PJ(q) (2.16)
It is convenient to define the integrated distribution:
x(q) =
∫ q
−1
P (q′) dq′ (2.17)
which verifies: x(qm) = 0, x(qM ) = 1. We recall that in the replica framework
the order parameter is given by the n × n matrix Qab representing the overlaps
between replicas. In the n→ 0 limit the parameter becomes a continuous function
Q(x) defined between 0 and 1. The physical interpretation of the replica symmetry
breaking was given in [4], where it was shown how the inverse function q(x) of the
integrated probability (2.17) is the same function as Q(x). In this respect, P (q) is
the physical spin glass order parameter.
When the parameters h, T are above the dAT line, the spin glass phase is simple,
since it consists only of one state. Thus, in the RS phase the overlap distribution
has a sharp peak on the self-overlap:
PRS(q) = δ(q − qEA) (2.18)
This is also the case also of the paramagnetic phase, where qEA = 0.
Below the AT line, the RS solution is unstable, and the number and nature of
the states depend on the particular spin glass model. In general the different models
can be classified in two main categories, according to the type of RSB transition[12]:
Continuous Glass Transitions (full RSB). In this case, P (q) has form:
P (q) = xmδ(q − qm) + xMδ(q − qM ) + P˜ (q) (2.19)
where P˜ (q) is a smooth continuous function defined in the interval [qm, qM ].
Discontinuous Glass Transitions (1RSB). In this case, as the AT line is crossed,
a new peak appears in q1 at a value different from q0 which characterized the
RS phase. The width q1 − q0 does not vanish as the system approaches the
AT line, but rather the mass x1 → 0.
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Figure 2.1. Overlap distribution in a continuous (top) and discontinuous (bottom) phase
transition. The arrows indicate discrete delta distributions.
Several models have been studied with replica and cavity method and continuous
transitions are typically observed in ordinary spin glasses with 2-spin interactions
and in vertex coloring problems. Discontinuous transitions are observed in the
spherical p-spin model with p ≥ 3, in random SAT problems and structural glasses.
The two-peaks structure of the 1RSB scenario has a simple geometrical inter-
pretation. When two configurations are independently chosen from the Boltzmann
measure, the overlap is with high probability q0, or q1. This means that the Boltz-
mann measure concentrates in small regions of the configuration space, and the states
can be clustered. With high probability, two independent random configurations in
the same cluster have overlap q1, and two configurations in distinct clusters have
overlap q0.
2.1.3 Ultrametricity
Beside the two spin correlations, one could study higher degrees of correlation
and the related probability distribution. When the overlap between three spins is
considered, for instance, remarkable properties appear in the spin glass phase.
Let us consider the distances between three randomly chosen states of a spin
glass. The joint distribution of their mutual overlaps, in the replica formalism, is:
P (q1, q2, q3) = PJ(q1, q2, q3) = lim
n→0
1
n(n− 1)(n− 2)
∑
abc
(Qab−q1)(Qac−q2)(Qbc−q3)
(2.20)
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In the RSB parametrization it becomes:
P (q1, q2, q3) =
1
2P (q1)x(q1)δ(q1 − q2)δ(q3 − q1)+
+ 12P (q1)P (q2)δ(q1 − q2)δ(q3 − q1)+
+ permutations
(2.21)
This distribution implies that either the three states are mutually equidistant or
that two of the separations are equal and greater then the third. This property
reveals a hierarchical structure in the overlaps between the various phases and it is
known as ultrametricity.
A spaceM is ultrametric if the triangular inequality typical of the Euclidean
space is replaced by the ultrametric condition:
d(x, z) = max[d(x, y), d(y, z)], ∀x, y, z ∈M (2.22)
In unltrametric spaces, three points chosen at random form either an equilateral or
an isosceles triangle with two sides longer than the third. An ultrametric ordering
can be described by establishing a one-to-one correspondence between the points of
the space and the end tips of the branches of a rooted tree. The distance between
two points is proportional to the level at which the corresponding branches converge.
An alternative consists in partitioning the space in clusters of equally distant points.
Under ultrametricity, it can be shown that such a partition would cover the entire
space in disjointed clusters of states.
2.1.4 The ultrametric tree of states
The arguments of the previous chapter show that the replica symmetry breaking
yields the property of ultrametricity in the space of configurations. In this respect,
ultrametricity is a more general geometric property, the simplest form of non-trivial
organization arising in systems which admit a taxonomic classification [80]. Two
questions arise at this point: the first is whether there is a more profound property
of spin glasses which yields RSB and ultrametricity as a consequence; the second
is whether there is a set of assumptions which, together with ultrametricity, are
equivalent to RSB. The first question was answered by Guerra [81–83], who derived
a set of stochastic stability identities, related to the stability of the system against a
generic perturbation. In this respect stochastic stability is a theorem which has been
proved to be valid in mean-field spin glasses, providing a more general explanation
for RSB. The answer to the second question is that RSB can be obtained in an
ultrametric system by considering generalized random free energies for the clusters
of the system [5].
For a given cluster I, the "free energy" FI is defined by:
WI =
e−βFI∑
K e
−βFK (2.23)
FI cannot be derived by solving this equation, but it is possible to guess the
distributions of the FI ’s at each level, and then check a posteriori that they return
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the correct WI distributions found with the replica computation. The definition
of the random free energies is presented in more detail in Appendix A, where the
results of [5] are shown.
The general procedure consists in performing the computation over a rooted tree
with depth k and a finite number of branches, where a well-defined overlap scale
qi is assigned to each level, and then perform the limit of continuum branching for
obtaining the whole continuous spectrum. In the case of a tree with k branches, we
consider two sets of parameters 0 < q0 < q1 < ... < qk < 1 and 0 < x0 < . . . < xk,
where x(q) is the integrated overlap probability. The foliation of the tree follows an
iterative stochastic process known as Derrida-Ruelle cascade [84, 85]. An overall
scale F (0) is associated with the grand-ancestor at the top of the tree, the common
root of all the configurations. Then, at the level q1, each of the clusters is associated
with a random independent, identically distributed free energy scale F (I 1), such that
the average number of states with free-energy in the interval F (1), F (1) + dF (1)] is:
dN (1)(F (1)) = eβx(q1)(F (1)−F (0))dF (1) (2.24)
The process is iterated at various scales. Once the F (l)I at the level ql have been
chosen, the F (l+1)J at level ql+1 of the subclusters J within each cluster I have again
i.i.d. random free energy scales whose average number in the interval F (1+1), F (1+1) +
dF (1+1)] is:
dN (l+1)(F (l+1)) = eβx(ql)(F (l+1)−F (l)I )dF (1+1) (2.25)
where the dependence on the super-cluster I is contained in F (l)I .
The last level at the scale qk represents the configurations, whose F variables are
the energies, while the variables at the qk−1 level are the "true" free-energies of the
pure states. We notice that since x(q) at the last level is one, the configuration
energies have a distribution proportional to eβE . This distribution becomes relevant
at zero-temperature, where a similar construction is considered in terms of the energy
of the configurations. The zero temperature case is treated in Appendix B and is
widely discussed in Chpater 6.
The most important results regarding the foliation of the tree can be summarized
in the following observations:
• the process has a characteristic of self-similarity, as the distribution of the
thicknesses is formally the same at any level, changing only for the distribution
of the values of x(q);
• the distributions are universal, since they depend on the parameters of the
system (temperature, field and other parameters of the Hamiltonian) only
through the x(q) parameters;
• the distribution of the thickness at each level of branching is not homogeneous,
since it consists of few dominating branches which contribute to a large part
of the total thickness, and an infinite number of branches which account for a
small part of it.
This construction has a character of universality, since the weights W of the
branches are given by a very general definition.
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2.1.5 Non self-averageness of the overlap distribution
One of the most important consequences of the RSB scenario consists in the non-
triviality of the averaged overlap distribution P (q) and of the sample-dependent ones
PJ(q). An even more interesting aspect regards the non-vanishing sample-to-sample
fluctuations of PJ(q), which results in P (q) being non self-averaging. In this section,
we follow the arguments of [6] for justifying this last statement and show that the
fluctuations
PJ(q1)PJ(q2)− PJ(q1) PJ(q2) (2.26)
do not vanish in the thermodynamic limit.
One starts by considering the joint probability of finding four replicas a1, ...a4 with
mutual overlaps q1 = qa1a2 , q2 = qa3a4 distributed as P (q1, q2). The computation is
done by first considering the moment-generating function (Laplace Transform) of
P (q):
g(y) =
∫
dqP (q)eyq (2.27)
In the replica framework:
g(y) = lim
n→0
1
n(n− 1)
∑
a6=b
eyQab =
∫ 1
0
eyQ(x)dx (2.28)
The formula can be generalized:
gJ(y1, y2) =
∫
dqP (q)ey1q1+y2q2PJ(q1, q2) =
=< e
1
N
∑
i
y1σi1σ
i
2+y2σi3σi4 >H4
(2.29)
where we have considered four identical copies of the system with variables σ1, ..., σ4
and the average over the hamiltonianH4(σ1, σ2, σ3, σ_4) =
∑4
i=1H(σi). The average
over the disorder is computed using replicas:
g(y1, y2) = limn→0 1n(n−1)(n−2)(n−3)
∑
a6=b6=c 6=d ey1Qab+y2Qcd =
= limn→0 1n(n−1)(n−2)(n−3)Tr[A(y1)A(y2)]
(2.30)
where Aab(y) = eQab(1 − δab). In the n → 0 limit we substitute mi → 0 < x < 1,
Qi → Q(x) finding finally:
PJ(q1)PJ(q2) =
1
3P (q1)δ(q1 − q2) +
2
3P (q1)P (q2) (2.31)
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2.2 The Bethe lattice spin glass
The results presented in the previous sections are valid in mean-field models, and
precisely they have been obtained for the SK model. The reason why the mean-field
solution is exact in the SK model is due to the full connectivity of the model. In the
thermodynamic limit, the density of bonds is extensive, and the energy density is
kept finite by considering a P (J) with variance O(N−1). In order to define a more
realistic model of spin glass, models with finite connectivity should be taken into
account. One way of proceeding is to consider diluted systems in which the density
of bonds is kept finite in the thermodynamic limit. These models are defined on
sparse graphs such as the ones defined in Section 1.1, and are known in Statistical
Mechanics as Bethe lattice.
These lattices are related to the Bethe approximation, a method invented by
Bethe to deal with ferromagnetic models. The method consists in creating a cavity
by removing a spin, an operation that leaves the neighboring spins uncorrelated.
This approximation is not exact in the general case 1 due to the presence of possible
correlations which might due to the presence of cycles in the system. A model where
the Bethe approximation is exact in the thermodynamic limit is a Bethe lattice.
In ferromagnetic models, a Bethe lattice can be defined as the internal of a
Cayley tree with coordination number k + 1. The graph generated starting from
a root, adding k + 1 neighbors on a first layer, and then adding iteratively z new
neighbors on a new layer for each leaf of the previous step. Due to the absence of
cycles, correlations can be neglected in this model, and the Bethe approximation is
exact.
In spin glass models, however, cycles are needed to implement frustration. In
a Cayley tree, this can be partially done by imposing boundary conditions, but
the model would present a strong heterogeneity due to the different distance of the
nodes from the boundary and would be poorly realistic. In this respect, random
regular graphs are excellent candidates, with a homogeneous topology and constant
coordination number z. Moreover, in the thermodynamic limit, the density of cycles
of finite length goes to zero (see Section 1.1), yielding a local tree-like topology. This
is a sufficient condition for a random regular graph to be a Bethe lattice.
An approximated solution of the model was found by Mèzard and Parisi using
the cavity method in both finite and zero temperature [10, 11]. If correlations are
neglected, the method is equivalent to the Bethe approximation and provides the
RS solution of the model. Moreover, the 1RSB corrections can be computed within
the cavity method, providing a solution which is in very good agreement with the
numerical data. In the following, we review the main results found in the mean-field
approach to the Bethe lattice as presented in [11], focusing on the description at
zero temperature.
2.2.1 The cavity method at zero temperature
The cavity method was developed initially in the context of spin glass theory as a
generalization of the Bethe-Peierls approximation which would take into account the
1The Bethe approximation is exact in the 1-dimensional chain and in infinite dimensions, where
the mean-field approximation is recovered
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effects of the replica symmetry breaking. Although it is in principle equivalent to
the replica method, it has some advantages. In the first place, it proceeds through
standard probability analysis, making explicit all the hypothesis involved in it.
Furthermore, the average over disorder is performed at the end, in contrast with the
replica method, permitting the computation of the order parameter on each site for
a given sample. Roughly speaking, the cavity method works by induction, assuming
that some properties are verified in a N spins system, and showing that these are
self-consistently reproduced in a system of size N + 1.
Cavity graphs. Let us consider a Bethe lattice spin glass defined on a random
regular graph GRRGN,z of size N and connectivity z = 3, described by the usual
Hamiltonian. We are interested in computing:
• the asymptotic value of the energy density of the global ground state GGS,
defined as the configuration with minimum energy:
U = lim
N→∞
EN
N
(2.32)
• the asymptotic value of the energy density of a local ground state LGS, defined
as a configuration whose energy cannot be decreased by flipping a finite number
of spins in the thermodynamic limit.
We start by considering a cavity graph, an intermediate graph GN,q where q randomly
chosen cavity spins have only k neighbours, while the other N − q spins have k + 1
neighbours. Cavity spins are fixed σ1, ..., σq and the global ground state (GGS)
energy of the corresponding spin glass model depends on their values. We would
like to determine the energy cost needed for going from the cavity graph to the
original Bethe lattice upon adding edges or nodes. More precisely, we define the
basic operations:
• Iteration: performed by adding a new spin σ0 of fixed value into the cavity,
connecting it to k cavity spins σ1, ..., σk, and optimizing their values. In this
way we perform the transofrmation GN,q → GN+1,q−k+1.
• Link addition: no new node is added but a single link between two existing
randomly chosen cavity spins, and by optimizing their values. This corresponds
to GN,q → GN,q−2. Let ∆EL be the average energy shift of the GGS for a
single link addition.
• Site addition: a new spin σ0 is added into the cavity and k + 1 cavity spins
are connected to it. By Optimizing the values of the k + 2 spins we perform
GN,q → GN+1,q−k−1 Let ∆ES be the average GGS energy shift for a single site
addition.
Starting from GN,2(k+1) and performing k + 1 link additions we get GN,0. Starting
from the same graph and performing 2 site additions we get GN+2,0. The average
energy shift when going from N to N + 2 is then:
EN+2 − EN = 2∆ES − (k + 1)∆EL (2.33)
Since total energy is asymptotically linear in N, it follow that:
U = lim
N→∞
EN/N =
EN+2 − EN
2 = ∆ES −
k + 1
2 ∆EL (2.34)
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Bethe approximation. The basic assumption of the RS solution is that the
various cavity spins become uncorrelated in the large N limit. This is reasonable
if q  N , since the distance between two randomly chosen cavity spins is large
enough to assume they are uncorrelated. An important assumption is thus that
the perturbation corresponding to the variation of one of the cavity spins remains
localized and it does not propagate to the whole lattice. Formally we assume that,
at the RS level, the GGS energy of a GN,q is an addictive functions of the values of
the q cavity spins:
E({σ}) = E0 −
q∑
i=1
hiσi (2.35)
where hi is the sample-dependent local cavity field. In random regular graphs we
assume that hi are independent identically distributed random variables distributed
as P (h). In general, there is no simple expression for the cavity fields, since they
are related to the difference in energy of two GGS with flipped cavity spins, which
may differ in an arbitrarily large number of spins. The quantity E(σ) is computed
by minimizing the energy as a function of the other N − q spins at fixed values
of the q cavity spins. Under these assumptions, a self-consistent equation for this
distribution is obtained by considering an iteration: we add a new spin in the cavity,
fix its value to σ0 and connect it to k cavity spins through a new set of coupling
constants J1, ..., Jk. The field acting on each σi∈{1,...,k} is h′i = hi + Jiσ0 and the
spins must align with the field in order to minimize its energy. The energy of the
link < 0i > is:
i = min
σi
h′iσi = −|h′i| ≡ −a(Ji, hi)− σ0u(Ji, hi) (2.36)
where:
u(Ji, hi) ≡ 12(|hi + Ji| − |hi − Ji|)
a(Ji, hi) ≡ 12(|hi + Ji|+ |hi − Ji|) = |hi + Ji| − |u(Ji, hi)|
(2.37)
Therefore the new local field acting on σ0 is given by:
h0 =
k∑
i=1
u(Ji, hi) (2.38)
In this way a recursion equation is found for the distribution P (h):
P (h) =
∫ k∏
i=1
[dhiP (hi)]δ
(
h−
k∑
i=1
u(Ji, hi)
)
(2.39)
where the average is performed both over P (J) and the GRRG ensemble.
In the ±J model the local fields are integer numbers and the symmetry of J
yields asymmetric form for P (h). In this case the functions u and a have simpler
form:{
a(J, h) = |h|, u(J, h) = signJh, if h 6= 0
a(J, h) = 1, u(J, h) = 0, if h = 0 =⇒ P (h) =
+∑
k=−r
rprδ(h− r)
(2.40)
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Moreover, due to the symmetry of P (h) is p+ = p−. In the simple case z = 3 (k = 2),
it is found that p0 = 1/3, p1 = 2/9, p2 = 1/9 and the energy of the ground state is
E ≈ −1.278.
Even if the fields are integers, equations (2.39) admit some solutions which
are not only distributed over integers but also have a continuous part. A detailed
computation shows that if one starts from integer fields plus a small correction,
at zero temperature, the corrections are amplified in the iteration until the final
distribution is no more concentrated near the integers. In other words, a small
variation of the field in one point propagates and leads to a large instability over the
whole lattice. This is assumed to be a clue that the RS solution is incorrect, and
that the artifact would disappear in the full RSB solution.
1-RSB The RS solution cannot be correct because the hypothesis that the
GGS is stable upon the addition of a new site or new links is incorrect. The energy
landscape of the system and therefore the probability distributions are subject to an
abrupt change, definitely not smooth, which should be taken into account. This is
due to the existence of several local ground states (LGS) whose energies cannot be
lowered by flipping a finite number of spins, in the large N limit. In general, LGS
are stable upon the inversion of a fraction of spins less that f(N), where f(N) is an
increasing function, divergent in the large N limit. We assume that such a function
exists and that it allows a large number of LGS. This can be seen only in few cases,
and proving this assumption in the general case would turn the cavity method into
a full mathematical proof.
We consider a particular case where LGS can be characterized and enumerated,
so that 1RSB solution can be applied and results can be checked versus confrontation
done using completely different methods. We assume that, in the large N limit,
the perturbations caused by changing the value of cavity spins only propagate to
an infinitesimal fraction of the lattice. In this assumption, there is a one-to-one
correspondence between LGS through the iteration. Still, their energy values may
change, which means that the GGS could change after each iteration step. In order
to find the GGS, a large number of LGS must be taken into account.
The assumptions can be formalized as follows:
• the cavity spins are uncorrelated within one LGS. The energy of the α-th LGS
on a G(N, q) is:
E({σ})α = Eα0 −
q∑
i=1
hαi σi (2.41)
This equation cannot be applied to the GGS, since it may correspond to several
LGS, depending on the cavity spins values.
• The Eα0 of low energy is an i.i.d. variable with Poisson distribution:
ρ(E0) = expµ(E0 − Eref )
where µ is a parameter, and Eref is a reference energy close to the LGS energy.
• The local cavity fields on a given site hαi are i.i.d. variables distributed
according to Pi(h) which fluctuates from site to site. Therefore the order
parameter is a functional Q(P (h)) corresponding to the probability that a
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random cavity field is distributed according to P (hi) = P (h). Moreover, the
hαi and the LGS energies are not correlated.
An infinite order of RSB is expected to solve the problem, as it is well known
for the large k case, which is equivalent to the Sherrington Kirkpatrick (SK) model.
The 1RSB is thus an approximation which usually produces better results than the
RS approach.
2.2.2 Limit for high connectivities
The Bethe lattice spin glass is expected to tend to the SK model in the z → ∞
limit. This limit has been studied analytically by De Dominicis and Goldschmidt
[86] using the 1/z expansion (at the 1RSB level), finding a divergence in the first
order corrections to the free-energy density. In case of a 1/
√
z expansion at T = 0,
the corrections are smaller at the second step of RSB.
In [87] Parisi and Tria have studied spin glasses with finite connectivity by
considering the expansion around the high connectivity limit. In this case both the
RRG and ER models have been studied within the first two steps of RSB, obtaining
the free energy in inverse power of the average connectivity z. The results show that
the divergent coefficient of the 1/z correction which appears at the 1RSB step at
low temperatures becomes much smaller when computed at the 2RSB step, which
suggests that the divergence is due to the finite number of RSB. Also, the expansion
is possible in models with continuous J only if the entropy tends to zero at zero
temperature, in the limit z → ∞. The limits z → ∞ and T → 0 of [10] can be
exchanged only in this case.
2.2.3 Sample-to-sample fluctuations in the Bethe lattice
We have seen that in the SK model, the sample-to-sample fluctuations of the order
parameter are quantified by the Ghirlanda-Guerra relations [82, 88]. The simplest
identity is:
PJ(q)PJ(q′)− PJ(q)PJ(q′) = 13[δ(q − q
′)− P (q)]P (q′) (2.42)
In the Bethe lattice the overlap distribution is not know analytically and must be
computed numerically. The task is not easy, due to the large number of systems
needed to observe the effects of atypical samples. A numerical study in this sense is
presented in [89], where the sample-dependent overlap distributions are extracted
along the critical AT line. The results show P (q) distributions are skewed, with
large left tails and a small deviation of the sample mean from the thermodynamic
value q0 of the overlap, which depends on the temperature T and external field H
given by the AT line.
When the data are analyzed in terms of the single distributions PJ(q), two types
of contributions are observed. Arranging the samples on a scatter plot, according
to the mean and variance of their sample overlap distribution, and integrating over
regions of the scatter plot, one finds that:
• there is a large number of "typical" samples with roughly Gaussian PJ(q) which
contribute to the region close to the peak of P (q);
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• there is a small number of "atypical" samples which present (a) a second peak at
an overlap value much smaller than q0 or (b) a narrower distribution centered
on a value greater than q0.
The atypical samples can be described as systems with an effective external field
different from H and that are therefore (a) below the critical line or (b) over the
critical line. The main source of sample-to-sample fluctuations may be the presence
of systems with different effective field and different critical temperature. The
presence of atypical samples is not due to finite-size effects, since the fraction of
atypical samples does not change much even in the thermodynamic limit.
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Chapter 3
Finite-dimensional spin glasses
The validity of the RSB scenario in finite-dimensional spin glasses is still debated.
Ironically, a simple model like the three-dimensional lattice with nearest neighbors
interactions is also one of the most difficult models to approach analytically. Different
theories have been suggested for describing the low-temperature phase, and the
investigation relies mostly on numerical methods. This chapter is intended as a
review of the concepts, of the methods and difficulties encountered in the descent to
finite dimension.
3.1 The phase diagram of finite-dimensional models
Let us focus on the three-dimensional EA model. The existence of a glassy transition
in this model has been debated for long. In this respect, two different models are
considered: the random-bond Ising model with biased J distribution and the spin
glass model with symmetric P (J) and external magnetic field.
In the random-bond Ising model, the fraction of anti-ferromagnetic bonds is
fixed to a value p. At low temperature, the model shows a complex behavior. If
p = 0, there are only ferromagnetic bonds and the system resembles the ordinary
ferromagnetic Ising model. If p = 1, there are only anti-ferromagnetic bonds and
the phase can be considered again ordered. For intermediate concentrations of the
anti-ferromagnetic bonds, neither ferromagnetic nor anti-ferromagnetic order exists,
and the system is expected to be in the spin glass phase. The nature of the spin
glass phase is however debated. Numerical studies on systems up to size N = 163
and p = 0.5 indicate the presence of a complex behavior in the spin glass phase in
agreement with the mean-field scenario [90, 91].
The random-bond Ising model has been studied in the past using Monte-
Carlo simulations [92], zero-temperature series expansions [93], high-temperature
series expansions [94–96], Monte Carlo renormalization-group calculations [97], and
renormalization-group theory [98]. All the studies agree qualitatively, predicting the
existence of a critical line in the (T, p) plane which separates the spin glass phase
and the ferromagnetic phase, but there is no agreement on the specific dependence
on the temperature of the critical concentration pc where the ferromagnetic order
disappears.
The value of pc has been obtained in the T = 0 phase by studying the scaling
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Figure 3.1. Phase diagram expected in the mean-field scenario at finite dimension. Left:
the ferromagnetic phase (F) is expected to disappear above a first critical line pc(T ),
and the spin glass phase (SG) is expected to appear below the second critical line. In
the mean-field scenario, a region with mixed behavior is supposed to appear below both
the lines. Right: the AT line separates the disordered phase (P) from the spin glass
phase (SG).
properties of the ground states. At d = 2, the only case in which exact ground states
can be computed, the critical concentration is known to be pc = 0.10 [99–101]. In
the d = 3 case, the value found for the critical concentration is pc = 0.222 [102].
Detecting the phase transition. Typical methods for detecting the phase
transition include Finite Size Scaling methods [103]. These methods consist in
deriving the behavior of certain observables of the system upon a change of the size,
searching signs of critical behavior. Typical quantities involved are the site overlap
q or the non-connected spin glass susceptibility χq.
Typically, a very useful descriptor is the Binder cumulant:
g4 =
3
2 −
1
2
< q4 >
< q2 >
2 (3.1)
Other important parameters are the g2 cumulant [104], which measures the lack of
self-averageness of the spin glass susceptibility, and a combination of g2 and g4 [105]:
g2 =
< q2 >2 −< q2 >2
< q2 >
2 ; G =
1
2
g2
1− g4 (3.2)
The Binder cumulant has been used to detect phase transitions in ordered systems,
while g2 has proved successful in diluted disordered models. Unfortunately, in Ising
spin glasses they do not provide a clear signature of the phase transition since they
require the evaluation of a four-point correlation function, which is statically noisier
than the two-point one.
In this respect, it is more convenient to consider the correlation-length, which is
defined in terms of the two-point correlation function. The correlation-length on a
finite lattice [106] is defined by considering the overlap-overlap correlation function:
C(r) = 1
N
∑
i
< qi, qi + r > (3.3)
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The correlation length ξL is found by a proper discretization of the momentum
space for the Fourier transform Cˆ(k). In this respect, one can study the scaling
behavior at the critical point, for T > Tc, where C(r) ∝ r−(d−2+η). If ξ∞ is the
correlation-length of the infinite lattice, then:
• in the paramagnetic phase for L ξ∞: ξ/L = O(1/L)
• in the paramagnetic phase for L ≤ ξ∞: ξ/L = O(1)
• in the broken-symmetry phase for L ≤ ξ∞: ξ/L = O(Ld/2)
In presence of a critical transition, the plot of the ξ/L cumulant should cross at the
critical point. Numerical simulations [107] have shown the presence of a transition at
finite temperature Tc > 0 for the d = 3 lattice, excluding the possibility of transition
only at Tc = 0.
3.2 Low temperature
Once that the existence of a critical temperature Tc > 0 at finite dimension has been
proven, one could wonder to what extent the mean-field theory is able to describe
the low-temperature phase. It is known that the upper critical dimension is d = 6.
This means that the mean-field (RSB) theory describes correctly the d-dimensional
model for d > 6, but for lower dimensions a numerical approach is needed. We
briefly review some of the numerical results obtained at low-temperature for the
d-dimensional spin glass model in d = 3, 4, 6 dimensions, where evidence of RSB is
found.
EA model in d = 6. The validity of RSB at d = 6 has been confirmed
numerically in out-of-equilibrium simulations [108] by extracting the dynamic spin
glass susceptibility χ(t). The expression for this function is derived from the overlap-
overlap correlation function constraint to q = 0 CRSB(x)|q=0, computed in [77]. If the
d = 6 spin glass phase behaves accordingly to the RSB scenario, then χ(t) ∼ th(T )
(if q = 0), where h(T ) is a discontinuous function of the temperature which is
linear below the critical point. Numerical simulations [108] have confirmed these
predictions.
EA model in d = 3, 4. At lower dimension, d = {3, 4}, the problem is handled
by studying the decay of the dynamic overlap-overlap correlation function
C(x, t) = 1
L3
∑
i
< σi+xτi+xσiτi >t (3.4)
where σ, τ are two replicas evolving with the same disorder. In the q = 0 sector,
which is obtained by controlling that the overlap is very small, the behavior of C(x, t)
was studied in numerical simulations in d = 3 [90, 109] and d = 4 [110, 111]. The
numerical data show evidence a scaling behavior for the equilibrium value of the
propagator:
Ceq(x) = lim
t→∞C(x, t) ∝ x
−α (3.5)
The exponent α ∼ 0.5 is independent of the temperature for d = 3 (in agreement
with the value obtained in [112] at zero temperature) and strongly dependent on
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the temperature in d = 4. The pure power behavior is supported by the mean-
field theory, while it is in disagreement with the predictions from the DM, where
Ceq(x)→ qEA as x→∞.
In [113, 114] Young and Katzgraber claim that there is no critical line in d = 3.
However, it was argued by Parisi [115] that at finite volume there the results should be
considered carefully, due to the effects coming from the cross-over region where there
are configurations with negative magnetization which might affect the simulations.
Moreover, using a different methodology, the transition has been detected in larger
lattices in the presence of magnetic field [116, 117]. This analysis showed that the
RSB effects decrease when the dimension is decreased, and detecting the dAT line
would require very high sensitivity.
3.3 Zero temperature
In most cases, numerical simulations are able to thermalize the systems at tempera-
tures Tc/2 . T . Tc. The investigation at lower temperatures is normally affected by
critical slowdown, and even the best algorithms require a prohibitive computational
time. On the other hand, many algorithms borrowed from computer science are
very effective at computing spin glasses ground states. Searching the ground state
of a magnetic system corresponds to the optimization problem of finding the set of
variables - the Ising spins - which minimizes the cost function - the energy.
At this point, one should be careful when generalizing the results obtained for the
zero temperature of finite volume systems to the mean-field description in the zero
temperature limit of infinite volume systems. In fact, in the mean-field approach,
the thermodynamic quantities are first computed in the infinite volume at finite
temperature, and then the zero temperature results are obtained in the T → 0
limit. In numerical simulations, instead, the ground states are computed at zero
temperature for systems of finite-size and only after, the N →∞ results are inferred
by looking at the scaling behavior of the quantities.
The two descriptions are equivalent only if is assumed that:
• exchanging the two limits would not affect the predictions;
• the transition from probability distributions which depend on the free-energy
to the description in terms of energy is continuous.
3.4 Scaling behavior of local excitations
The advantage of studying finite-dimensional systems directly at zero temperature is
that the ground state is unique, apart from degeneracy. In this case, it is interesting
to consider the effects of a perturbation on the system. Depending on the nature of
the problem, there are two possible types of perturbations:
• surface perturbations, typically produced by changing the boundary conditions
from periodic (PBC) to antiperiodic (ABC), which induce a domain wall (DW)
across the system;
• bulk perturbations, produced by coupling the system to a reference configu-
ration, typically the ground state, by introducing a term of order  into the
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Hamiltonian.
Upon a perturbation, the equilibrium state of system deviates from its ground
state, and an excited state is produced. Depending on the phase of the system, the
geometrical properties and the energy of the excitation might be very different.
Stiffness exponent. Let us consider a d-dimensional lattice of linear size L
and an excitation - the cluster of spins which are simultaneously reversed - of linear
size `. The cost of the excitation, the energy difference between the ground state
and the excited state, typically scales as:
∆E ∼ `θ (3.6)
where θ is the stiffness exponent. The stiffness exponent is a fundamental quantity
since it provides an insight into the properties of the excitation and it is important
for the scaling corrections of different observables [118]. Moreover, it is essential for
determining the nature of the spin glass phase of a model, since different theories
predict different values for θ.
Depending on the type of cluster considered, different definitions of θ can be
given[119]:
1. θg describes the energy of low-lying global excitations [120, 121] with l ∼ O(L),
whose energy is assumed to scale like Lθg
2. θl describes the energy of local excitations of finite volume called Minimum
Energy Clusters (MEC). A MEC is defined as the cluster of minimum energy
among the clusters of n spins which contain a given site i.
3. θDM describes the energy of the interface produced in domain wall experiments;
4. θ describes the energy of droplets defined as MEC which are compact and size
independent [46, 122]. Typically this exponent is computed via domain-wall
studies by assuming θ = θDW [48, 123].
Changing the boundary conditions from periodic to antiperiodic in a ferromagnet
with J = +1, at T = 0 and d > 1, for instance, causes the creation of an interface of
cost ∆E ∼ LθDW . In a spin glass, the presence of frustrated bonds tends to decrease
θ, which could also vanish. This is quite important for the stability of the system.
If θ < 0 the system is unstable with respect to spontaneous fluctuations which can
grow at no cost. This is the case of the 1-dimensional chain, where y = 0 and there
is no ordered state at any finite temperature. If θ > 0, the system can sustain small
fluctuations and the transition is at finite temperature. Moreover, the stiffness can
be used to compute the lower critical dimension, since it vanishes at the lower critical
dimension θdc = 0.
Scenarios in finite-dimensional systems. Regarding the nature of the spin
glass phase, different theories have been formulated based on different arguments
for describing finite-dimensional models. Differently from the mean-field theory, the
droplet model (DP) is a renormalization group picture based on real-space properties
and scaling laws [46, 122].
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Mean-field scenario (RSB): In the mean-field scenario, the energy landscape is
characterized by a large number of macroscopically different equilibrium states,
corresponding to valleys with O(1) energy differences. One can assume that,
upon a perturbation, the system must cross one of this states, and therefore
the probability of finding a system-size excitation of O(1) energy must be finite,
regardless of the size of the system. This is only possible if the probability
of finding excitations of size L does not vanish in the thermodynamic limit,
therefore θg = 0. These excitations are supposed to be space filling, as the
fractal dimension of their interface coincides with the topological dimension of
the lattice (ds = d).
Droplet Scaling Theory (DM): In the droplet model [46–48, 123] it is assumed
that there is only one equilibrium state and that the excitations are droplets
of energy `θ (see previous paragraph) which are compact and size independent.
In other words, the perturbation produces a compact domain of inverted spins
with a corrugated surface typically associated with a fractal dimension ds < d.
Since the energy cost for producing a droplet increases with the size (being
infinite in the thermodynamic limit), the probability of finding excitations
of size O(1) scales as `−θ and the probability to find system-size excitations
tends to zero, therefore θg > 0. A natural realization of this picture is found in
hierarchical lattices or in the Migdal-Kadanoff renormalization group, where it
has been proven that θDW = θ = θl = θg[118].
Trivial-Non Trivial (TNT): The Trivial-Non Trivial model was suggested to
account for a mixed behavior observed in numerical simulations on lattice
in d = 3 and d = 4 [124, 125]. This model assumes that there are large
size excitations like in the mean-field scenario, but their interface has fractal
dimension ds < d, like in the droplet picture. It has been shown that evidence
of a TNT scenario is related to transient finite-volume effects [112, 126], and
numerical experiments [127] have discarded the possibility that the TNT
scenario is correct in these models.
Local excitations in mean-field systems The question of whether local
excitations are present in mean-field glasses is still debated [119]. It is generally
believed that the presence of droplet-like excitations would prevent the transition to
the spin glass phase, based on the Bethe-Peierls argument, therefore the probability
to find finite-volume excitations with energy O(1) should decrease as `−θl , with
θl = θ > 0. In this case, the only difference between the RSB scenario and the DP
would be the value of θg. This scenario is reproduced in the Random Energy Model
(REM) [128, 129] where θg = 0 and θl = θ =∞[119].
On the other hand, it has been suggested [130, 131] that the energy of MEC might
decrease with the size without affecting the presence of the RSB phase provided they
are not size independent. In this case, it might be θl 6= θ and θl < 0. Negative values
of θl, very close to zero, have been found in the 3d EA model [130, 131] while an
asymptotic value θl = 0 has been obtained for the Bethe lattice [119]. These results
suggest that in mean-field systems low-energy excitations of all sizes are present and
that they might be responsible for the replica symmetry breaking in the first place.
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Stiffness exponent in d-dimensional models Many attempts have been
made to calculate the stiffness at d = 3 [132–138] with transfer matrix, optimization,
or renormalization group techniques.
In the beginning, it was argued that the stiffness would be negative at d ≤ 2 and
positive at d ≥ 3. Numerical simulations have shown that at d = 2, θDW ∼ −0.28
and a fractal dimension of the interface ds ∼ 1.3, in agreement with the predictions
of the droplet picture. [136, 139–142]. This value confirms that no phase transition
is present in the square EA model and that the only ordered phase is at zero
temperature.
Many attempts have been made to compute the stiffness at d = 3. The problem
is that here the stiffness exponent is expected to be very small and positive, and it
has been assumed to be θ ∼ 0.19. In d = 4, a computation provides θ ∼ 0.64.
3.4.1 Effects of a surface perturbation
Let us consider a d-dimensional model defined of the lattice G(V, E) with linear
size L, volume V = |V| = L3 and |E| = 2dN edges. We consider here a change of
boundary conditions from periodic (PBC) to antiperiodic (ABC), which induces a
change of ground state from σ to τ . Given two interacting sites i, j connected by
the edge ν = (i, j), the local site overlap and the local link overlap are defined as:
q(i) ≡ σ(i)τ(i), ql(ν) ≡ q(i)q(j) (3.7)
The local link overlap is ql(ν) = −1 if only one of the spins i, j is reverted in the
excitation, while it is ql(ν) = 1 upon the inversion of both the spins (or none). In
other words, the local link overlap is sensitive to a local change of configuration but
not to a global change of configuration which would affect the local site overlap, for
example in the total spin inversion.
For this reason, the link overlap is used for detecting the surface of the interface.
Let us consider the averages:
q = 1
N
N∑
i=1
q(i), ql =
2
|E|
∑
ν∈E
ql(ν) (3.8)
While q is connected to the measure of the volume of the domain, the link overlap is
connected to the density of its interface, defined as:
ρ = 12(1− ql) (3.9)
Let us assume that the density of the interface goes to zero with pure scaling law
ρ ∼ L−α. Following the arguments presented in [126], three possible scenarios are
considered:
1. The interface is confined in a region of width Lz with wandering exponent
z < 1, where the surface might have overhangs. The density can be roughly
expressed as
ρ ∼ LzLd−1L−d ∼ L−α (3.10)
which results in α ≥ 1− z.
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2. The interface has fractal dimension ds and wandering exponent z = 1. In this
case one obtains for the density:
ρ ∼ LdsL−d ∼ L.α (3.11)
which results in α = d− ds.
3. In the L→∞ limit the density does not tend to zero but to a constant value.
In this case, the exponent α is zero, the interface is a dense set of measure 1
and it is space-filling: ds = d.
The first case would be similar to what happens in the ferromagnetic model, where
the ground states obtained with PBC and ABC are locally similar, apart from the
domain wall. In this case, the interface is flat and its density is supposed to vanish in
the thermodynamic limit, since it has measure zero, therefore ql → 1. In the droplet
picture, the situation is similar but the interface is supposed to be corrugated, like
in the second scenario. In the RSB picture, something very different happens. The
ground state obtained with ABC is supposed to be locally similar to one of the
low-lying minima of the energy landscape. In this case, the density does not vanish
in the thermodynamic limit, therefore ql does not tend to 1.
In [126], Marinari and Parisi have computed the link overlap of the 3d EA model
using four different methods, obtaining a value ql = 0.79(7), which is three standard
deviations different from the droplet prediction ql = 1.
In [134] Hartmann has used a domain wall approach to compute the stiffness
exponent of the three dimensional model from ground states, finding θDW ∼ 0.19(2),
which accounts for a non-zero transition temperature TC for the d = 3 model.
3.4.2 Effects of a bulk perturbation
If H0(σ) is the Hamiltonian of the system, then one can consider the Hamiltonian:
H1(σ) = H0(σ) + f(σ) (3.12)
where the perturbation is a function which couples the configurations to the ground
state σ0 of H0, and is intended to be weak. A natural choice for the coupling term
consists in considering a function of the overlap between the system and σ0. The
simplest choice is considering the site overlap:
f(σ) = q(σ0, σ) ≡
1
N
∑
i
σ0(i)σ(i) (3.13)
This definition turns useful if the symmetry for global spin inversion is broken, for
example by an external magnetic field. Another possible choice is considering the
link overlap:
Hσ0(σ) = ql(σ0, σ) ≡
1
ND
∑
<i,j>
q(i)q(j) (3.14)
where q(i) = σ0(i)σ(i) is the local site overlap and the sum is over all the neighbors.
This choice of perturbation is sensitive only to local changes of the configuration,
giving a contribute only on the interface of a cluster of flipped spin.
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This approach has been first used by Palassini and Young in [125] for studying
short-range spin glasses in three and four dimensions, the Viana-Bray model and the
SK model. In short ranged models they have found evidence for θg = 0 and ds < d,
consistent with the TNT scenario suggested by Krzakala and Martin [124]. Further
investigation has however discarded the possibility of such a scenario, suggesting
that θ could be small, but different from zero. The results for the Viana-Bray and
SK model, instead, confirm the presence of full RSB.
In [112], Marinari and Parisi have considered the ground state of 3D Ising spin
glasses with Gaussian couplings, by studying the link overlap as a function of the
square site overlap ql(q2). The results have shown a strong correlation between the
two quantities, and the behavior of ql(q2) in the L→∞ limit is in agreement with
the predictions of the RSB theory.
The -coupled Hamiltonian has been studied mostly numerically. However, an
interesting analytical approach is found in [143], where the Bethe approximation
of the coupled system is derived. A very interesting result concerns the instability
of the RS solution at hext = 0, which yields a value q = 0 for  = 0, instead of the
trivial value q = 1. This suggests a method for determining the AT line, based on
the appearance of the RSB inconsistency in the calculations. The derivation of this
result is quite interesting and is reproduced in Appendix D.
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4.1 Introduction
From the arguments presented in the first part of the thesis, it is clear that the most
interesting properties of spin glasses are observed far below the critical temperature,
and that the discriminant between different theories consists mostly in the properties
of the ground states and of the low-energy excitations. While there is no doubt about
the correctness of the mean-field theory in describing infinite-range spin glasses like
the SK model, it is not clear to which extent finite-dimensional models are described
by a mean-field scenario. The study presented in the second part of this thesis is set
within this context, as it focuses on the ground state properties of two models: the
J± Bethe lattice spin glass with coordination number z = 3 and the bond-diluted
EA model in three dimensions, also in this case with constant connectivity z = 3.
Despite the lack of a full RSB analytical solution, it is generally agreed that the first
model is described by a mean-field scenario, a belief confirmed by numerical evidence
(see Chapter 2.2). On the other hand, the numerical results on the three-dimensional
EA model are more difficult to interpret and there is no consensus on the nature of
its spin glass phase. The particular dilution introduced in the second model allows
to push the computation to systems of larger size, and eliminate at the same time
the fluctuations in the degree distribution typical of conventional bond dilution.
This chapter serves as an introduction to the results in the next two chapters,
and it focuses on the computational aspects: we first introduce the most common
techniques used for obtaining ground states; then we present the models under
investigation (Section 4.3) and describe the computational setup, enter into the
details of the algorithm used in the simulations, the Cluster-Exact Approximation
[144, 145]. In 4.5 some preliminary results are presented, to verify the consistency of
the algorithm. In 4.6 we present a computation of the overlap distribution of the
ground states at zero temperature for detecting hints of ultrametricity in the system.
In the final part, we provide a summary of our results and some conclusions.
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4.2 Computation of ground states
The challenges presented by spin glasses are not limited to the analytical approach,
as the computation of spin glasses exact ground states is considered an NP-hard
problem 1 (see Section 1.2.3). In this respect, algorithms for finding ground states
are divided into two classes: exact and heuristic. The first class includes algorithms
which terminate and provide the minimum energy solution in a time which in the
worst-case grows exponentially with the size N . The second class includes algorithms
which provide good but not necessarily optimal solutions. Heuristic algorithms have
the advantage of being fast and easy to program, allowing to study larger systems
in a relatively short time, but it is important to test their reliability, in order to
determine to which extent failed instances might undermine the study.
Exact algorithms. The most direct method for determining ground states
would be the exhaustive search, which consists in exploring the whole configuration
space and selecting the state with minimum energy. This solution is feasible only for
very small systems infeasible, as the computational time required by this task grows
exponentially with N for any instance. Commonly used exact algorithms include:
Branch-and-bound: This method finds the ground state by excluding large parts
of the phase space which contain no low-lying configurations [146].
Branch-and-cut: This algorithm proceeds by writing the energy as a linear func-
tion with an additional set of inequalities which must hold for the solution [147,
148]. The method iteratively solves the linear problem, search for new inequal-
ities which are violated and adds them to the set, until the solution is found.
The exponential time grows exponentially with the size of the system, together
with the number of inequalities, but the algorithm finds exact ground states.
Heuristics. In order to test the reliability of a heuristic method, one could
ideally compare directly its results with the results provided by an exact algorithm,
measuring the failure frequency and the associated error in the ground-state energy
up to a certain size N , eventually extrapolating the behavior for larger systems. This
method is not very reliable when the size of the systems studied with heuristics is
much larger than N ∼ 102, the maximum size which is possible to study with exact
algorithms. A more reliable self-consistent test consists in extracting the frequency of
identical solutions with minimum energy.obtained from random independent multiple
starts of the algorithm. Generally, any heuristic becomes unreliable at large N , and
an algorithm is considered reliable if it can postpone the failure threshold for as long
as possible.
Many heuristic algorithms have been proposed in the literature. In the following
we illustrate three algorithms which have been used for an extensive study of the
Bethe lattice and the EA model:
Extremal Optimization [149] This method has been introduced by Böttcher
1The only case in which exact ground states can be found in polynomial time is for the 2D
lattice with PBC in one direction
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and Percus in [149] and has been used for studying the scaling properties of
ground states in the SK model, in the Bethe lattice and in the bond-diluted
EA model [138, 150–153]. In this algorithm, the local fields acting on the
spins are sorted and ranked at every step. A particular site is then chosen and
reversed, according to a scale-free probability distribution.
More specifically, every spin σi is assigned a fitness λi = −(num. violated bonds).
If ci is the degree of node i, and cM is the maximum degree, then |λi| ≤ ci ≤ cM .
The occurrencies of the spins with the same value are λ: {nc}0≤c≤cM , with∑
i ni = N . A rank l is drawn from the distribution P (l) ∼ l−τ , where τ
is a parameter that needs to be tuned, and an index is drawn such that∑
i=j+1 nj < l ≤
∑
i=j ni. A spin is chosen at random from the ones with
λ = nj , and its orientation is inverted unconditionally, then the fitness of its
neighbors and {ni} are recalculated, and a new spin is chosen for an update.
Cluster Exact Approximation(CEA): This is the algorithm used in our simu-
lations. The algorithm was developed by A.K. Hartmann [144] and has been
used extensively for deriving the ground states of different models[91, 134,
135, 154–157]. This algorithm evolves towards the ground state by iteratively
selecting clusters of non-frustrated spins which are then optimized by using
graph-cut techniques. The details of the algorithm used in this thesis will be
introduced in Section 4.4.
Genetic algorithms and genetic CEA: Genetic algorithms (GA) are optimiza-
tion methods which take inspiration from the process of natural selection. A
genetic algorithm is an iterative process which starts with a population of
randomly chosen candidate solutions, called individuals or phenotypes, and
evolves towards better solutions by mutating or altering part of the genome of
the individuals. In the spin glass case, the individuals are binary codes corre-
sponding to configurations of spins. For each iteration, the more fit individuals
are stochastically selected from the current generation, and the genome of each
individual is modified to form a new generation. Typical operations are:
• mutation: One or more randomly chosen genes (spins) are changed to
maintain the genetic diversity of the population;
• crossover: the genetic information of two parents is combined by selecting
one or more points in the genome, and the offsprings are generated by
swapping the sequences between the points.
The algorithm usually terminates when either a maximum number of genera-
tions is reached, or a satisfactory fitness level is achieved for the population.
As an example, we describe a genetic algorithm introduced by Hartmann which
is often used in combination with the CEA [158], called genetic CEA. The
algorithm starts with an initial population of randomly chosen configurations.
Two parents are selected from the population and two offsprings are created
identical to the parents. Then, a mask is created using a small fraction of spins
of a third individual and a two-points crossover of the parents is performed.
The masked spins which have the same orientation of the spins of the parents
are selected and swapped between the two offsprings. Finally, a random
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mutation. Eventually, at this point, the energy is reduced by using the CEA
algorithm.
4.3 The models
In our study, we consider two different spin glass models with bimodal distribution
of couplings J = ±1:
1. Bethe lattice (BL) on random regular graphs (RRG);
2. 3-dimensional lattice with "random regular bond dilution" (RRBD);
The two models are similar in several aspects, as they both exhibit structural disorder,
random interactions, and the same uniform degree distribution. However, they differ
for their topology, the first being a subclass of random graphs, the second being a
finite-dimensional lattice with short-range interactions.
Using the graph theory notation introduced in Chapter 1.1, each model is
described by a graph of N elements in which each vertex i corresponds to an Ising
spin variable σi and each edge (i, j) represents a pairwise interaction between the
spins σi, σj . In the spin glass version, the coefficients Jij of the interaction matrix
are quenched, independent and identically distributed random variables sampled
from the probability distribution P (J) = 12δ(J + 1) +
1
2δ(J − 1). Each model is
subject to a random field h with Gaussian distribution of zero mean and variance 1,
rescaled by a factor H to study the systems in different regimes. The Hamiltonian
of the systems is:
H(σ) = −
∑
<i,j>
Jijσiσj −
N∑
i=1
hiσi (4.1)
where the sum runs over the edges (i, j) of the graph.
We recall hereafter the main properties of the two models and describe the
procedure to generate the numerical samples.
Bethe Lattice spin glass: Bethe lattices spin glasses have been already intro-
duced in Chapter 2. We recall that BLSG are defined on the random regular
graph (RRG) ensemble GRRG(N, z), the subset of the Erdos-Reyni random
graphs with size N and uniform degree z (see Section 1.1). Every graph of
GRRG(N, z) has M = zN edges, where M is an even number. In this thesis,
we focus on the J± model with minimum coordination number z = 3.
Due to the finite connectivity, the BL is expected to undergo an RSB transition
at zero temperature and finite critical field h = hc, where the AT line intercepts
the T = 0 axis. The spin glass phase over the AT line is expected to be in the RS
phase, while in the region below the critical line the replica symmetry is broken.
In this region, the cavity method provides a solution approximated to the 1RSB
level [10, 11]. The thermodynamic quantities obtained in this approximation
are in good agreement with the numerical data. In particular, for the J±, z = 3
model, the values predicted for the energy density e3 = limN→∞EN/N are:
eRS3 = −1.2777, e1RSB3 = −1.2717 (4.2)
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Figure 4.1. Scaling of the density of closed cycles of size ` in the two models, averaged
over 30 samples. The density decreases constantly in the random regular graph phase
(left), while it seems to saturate to a finite value in the three-dimensional regular lattice
with regular bond-dilution (right).
The critical field can be calculated through the method suggested in [143] and
described in Appendix D. For the J± model with z = 3, the expected value
is[159]:
hc ∼ 1.037 (4.3)
Random Regular bond-diluted EA model in d = 3 The EA model, already
introduced in the previous sections, is one of the most difficult models to study,
both analytically and numerically. The upper critical dimension is d = 6, and
the question of whether this model behaves similarly to mean-field models, or
different theories should be taken into account, is still debated.
In order to push the computation to larger systems, it is often convenient
to consider a diluted version of the model, which is supposed to belong to
the same universality class. Normally, random dilution involves a certain
amount of fluctuations in the thermodynamic quantities. We try to bypass the
problem considering a random bond dilution where every node keeps the same
number of neighbors z = 3. We shall refer to this model (improperly) as to the
random-regular bond-diluted (RRBD) model. Compared to the cubic lattice,
where z = 2D = 6, in the RRBD half of the bonds are randomly removed by
keeping the local node degree constant.
It is important to remark that, even if the RRBD and the BL share the same
degree distribution and a certain amount of structural disorder, the RRBD
remains a short range model and maintains a spatial structure, features which
are absent in the RRG. Moreover, differently from the Bethe lattice, where the
average length of closed paths grows as ∼ logN , in this model the number of
short cycles is not expected to vanish with the size (see Fig. 4.1), apart from
effects due to the periodic boundary conditions.
We remark that the critical field for this model is not known a priori, and that
even the existence of an RSB phase for this model is debated. This aspect will
be treated more extensively in Chapter 6.
Generation of the samples Each graph G(N, zN) is described by a set
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σ,A, J, h, where:
• {σi} is the array of the N Ising variables σi = ±1;
• {Aik} is the N × z adjacency list, each coefficient representing an outcoming
edge (i, Aik);
• {Jik} is the N × z coupling list associated with the adjacency list. The
coefficients Jij are i.i.d. variables sampled over the symmetric distribution;
P (J) = 12δ(J − 1) +
1
2δ(J + 1) (4.4)
• {hi}, the external field, is an array of N i.i.d. random variables sampled with
Gaussian probability N (0, 1).
One of the most delicate steps consists in generating graphs which are sampled
uniformly over the ensemble, in order to avoid systematic errors.
The RRG graphs have been generated following the fast method described in
Section 1.1.2. The RRBD samples have been generated using a matching algorithm.
Starting from an edgeless 3D lattice with N = L3 sites, where every node has degree
z = 0:
1. a vertex i is chosen in a random sequence and coupled to a random neighbor
with the same degree. After the matching both vertices have degree z + 1;
2. if no neighbors of i with same degree are found, then a random neighbor j
is selected, an edge (i, j) is added, and a random edge (i, k) with k 6= j is
removed. After the matching i, j have degree z + 1, and k has degree z;
3. the procedure is repeated until all the nodes have degree z + 1 = 1, and then
the procedure is repeated until every node has degree z = 3.
The algorithm converges in a reasonable time for d = 3 and for the values of L
considered, but a further study of the matching problem has not been implemented
in this analysis.
The parameters used for the generation of the samples are reported in Table 4.1.
In general, the larger samples S1, S2 have been used mostly for the analysis presented
in Chapter 6, while the smaller sets S3, S4 have been used for a preliminary analysis
over the whole range of magnetic field, and also for studying the behavior at H = 0,
where the large computational times set a limit to the size of the samples.
4.4 Cluster-Exact approximation
The CEA is a heuristic method introduced by A.K. Hartmann in [hartmann1996cluster]
for obtaining the ground state of spin glasses. The algorithm is based on the iterative
optimization of non-frustrated clusters extracted from the original graph. More
precisely, the algorithm is divided into two phases:
• Clustering: in which a subgraph is generated randomly using a breadth-first
search algorithm which selects a non-frustrated subgraph starting from a
random root;
4.4 Cluster-Exact approximation 55
Set S1 S2 S3 S4
RRG RRBD RRG RRBD
N # of samples L N # of samples
200 100000 4 64 32000 1000 1000
400 100000 6 216 16000 1000 1000
800 100000 8 512 8000 1000 1000
1600 . 10000 10 1000 4000 1000 1000
3200 . 5000 12 1728 2000 1000 1000
H 0.6 - 1.2 0.4 - 1.2 0.10 - 2.0
Table 4.1. Table of the parameters used in the simulations
• Optimization: in which the cluster is optimized with respect to the boundary
conditions imposed by the rest of the graph using a MIN-CUT method.
Since the clusters extracted in the first phase are free of frustration, they can be
optimized exactly in just one step of the MIN-CUT algorithm.
The dynamics resulting from the iteration of this process is characterized by is a
non-increasing energy function. Due to the possibility to optimize whole clusters of
spins, the algorithm is able to avoid the local traps of the rough energy landscape
which affect the dynamics of the basic steepest descent algorithm. Moreover, this
algorithm is expected to be particularly effective on Bethe lattice spin glasses, where
the effects of frustration are expected to appear only on large scale.
The algorithm was implemented by A.K. Hartmann [144, 145, 160] for simulating
the ground states in the case of random field models [160] (for which the algorithm
provides exact results in one step) and in the d-dimensional EA model with d = 2, 3, 4,
with bimodal distribution of the couplings [91, 102, 134, 135, 144, 154–157], and
Gaussian distribution [161]. The algorithm is often used in combination with the
genetic algorithm described in the previous section. We used the CEA algorithm for
obtaining the ground states in both the Bethe lattice and the d-dimensional model.
In this respect, even if the RRBD model does not share the same scaling properties
of the Bethe lattice concerning the density of cycles of finite-length, the average size
of the clusters produced is comparable for the size considered (see Figure 4.3).
Hereafter, we describe more in detail the algorithm.
Clustering
A cluster is a subgraph G′(V ′, E′) ⊂ G(V,E) initially empty: V ′ = E′ = ∅. The
subgraphs are generated starting from a random root s0 which is randomly selected
from V and added to the cluster: V ′ = {s0}, and proceeding to neighbor nodes in
the breadth-first search order. More precisely, the neighbors of the root s0j ∈ ∂s0,
are then tested in random order as potential candidates to be added to G′. The
algorithm "visits" every neighbor cojk ∈ ∂s0,j . If no neighbors have been visited
yet by the algorithm, then c0i is added to the cluster, and a new node is tested. If
one of the neighbors c0jk has been already visited by the algorithm, there are two
possibilities:
• if the algorithm is set to produce trees, then c0jk is immediately inserted in
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the boundary B, and excluded by any further search;
• if closed paths are permitted, then c0j is added to V ′ and (c0, c0j) is added to
E′ only if the gauge assigned to c0jk does not contradict the one assigned on
the previous "visit", otherwise is added to B.
When all the neighbors C0j have been either added to G′ or to B, the following
element c1 of the cluster is considered. The process stops when all of the elements
of V ′ have been tested.
Gauge transformation
The coupling interactions are interpreted as capacities by the MIN-CUT algorithm.
For this reason, no anti-ferromagnetic bonds must be present among the spins of the
cluster. As new nodes are added to the cluster, a gauge transformation is performed
to ensure all the spins inside the cluster have positive mutual couplings. For a cluster
of n nodes, the gauge transformation is defined as a local inversion of the sign of the
variables and of the couplings which leaves the local fields unchanged.
In particular, a vector g = g1, ..., gn with gi = ±1 is defined. The root of the
cluster s0 is assigned an arbitrary coefficient g0 = 1. Whenever a new node cj
is "visited" from ci, it is assigned a gauge coefficient gj = sign(Jij). Due to the
characteristics of the clustering algorithm, a new node is added to the cluster only
if there are no contradictions in the assignment rules for gi. At the end of the
clustering phase, the matrix J ′ of the coefficients Jijgigj is passed to the MIN CUT
algorithm.
Optimization
The min-cut is a graph-partitioning algorithm which solves the problem of finding
the minimum cut of the graph, a partition of the spin variables which minimizes
the cost [12, 145]. The sub-graphs obtained from the clustering algorithm have a
regular energy functional (see Section. C), in the sense that the coupling constants
must be positive for the algorithm to converge. In the simulations, two different
versions of MIN-CUT have been considered, the first based on the class provided by
the LEMON library 2 , the second based on a 30% faster incremental breadth-first
search algorithm [162, 163].
Iteration
The total energy of the system (or the number of unsatisfied bonds) is a monotonically
decreasing function when the process is iterated for nc steps. This corresponds to
the iterative optimization of nC different clusters. In general, two time scales are
involved in the process. The first is the one required for the system to reach a low
energy configuration, a ’valley’ of the free energy landscape, which is usually very
fast. The second is much slower since it involves the system exploring the metastable
states, escaping the energy barriers, and proceeding towards local minima with
2Based on the preflow.h class included in the LEMON library (Library for Efficient Modeling
and Optimization in Networks, https://lemon.cs.elte.hu). LEMON is an open-source C++ template
library which provides tools for the implementation of combinatorial optimization tasks on networks.
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increasingly lower energies, until the global ground state is eventually reached. This
process requires usually a large number of steps, which increases with the size of
the system. In order to be sure that the configuration provided is the true ground
state, the algorithm is normally restarted nS times from different random initial
configurations.
In order to obtain reliable results, the following rule of thumb is adopted: the
simulation terminates when for a given system and fixed nc the same configuration
is found 10 times. The probability of finding the true ground state energy, which is
expected to decrease when N increases and h→ 0, is inversely proportional to ns
which is then expected to increase. The total computational time can be expressed
in terms of the number of elementary optimizations N = ncnS . Typically N is
high if nC is too low (not enough clusters to reach a minimum) or if nC is too
high. The minimum value N∗ is achieved by a preliminary analysis of the possible
combinations.
Reproducing the correct probability distributions
In the J± model, when h = 0, the ground state is typically degenerate. In this
case, the CEA provides multiple solutions with the same energy and could be used
for enumerating the ground states. From a comparison with the results obtained
with simulated annealing (SA), it was argued by Sandvik [164] that in this case the
results of the CEA might be affected by the parameters of the simulation, and that
the CEA might not reproduce the correct probability distribution of the ground
states, at least at h = 0. In fact, at zero magnetic field, the J± model has a large
number of degenerate ground states and, depending on the context, one might need
to consider only a part of them [91]. In this case, as reported in [165], one should be
careful to select them with uniform probability and not according to the frequency
they are found by the algorithm, which is biased [156].
4.5 Results
The algorithm is very fast at producing ground states of systems with N ≤ 1000, and
the performances are still acceptable for N ≤ 2000, but they worsen as N ∼ 3200.
In the following, we measure the computational time in units of elementary 1-cluster
optimizations, whose time complexity grows as O(N2), as it can be seen in Fig.4.3.
The number of clusters nC generated per instance is optimized by sweeping the
whole range of values in the range [N/8, N ]. A good compromise is found using
nC = N/8, except for larger systems, where nC = N/4 gives better results (Fig.4.2).
The difference is negligible in small systems, but it becomes relevant at a larger size.
For this reason, the value of nc has been set to N/4 for all the systems.
A preliminary computation of the energies within a large range of values for H
is shown in 4.5, where the SG models are compared with the RFIM version of the
problem. While for H > HC the energy decreases almost linearly with H, for H < 1
the two models behave differently. Moreover, for H → zero the RRG energies are
lower than the ones in the RRBD.
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Figure 4.2. Dependence of the computational time T = nCnS (in units of 1-cluster
steps) on the number of clusters generated nC (in units of nC/N). Typically, the best
performances are obtained for nC = N/8 in small systems and N/4 in larger ones
Figure 4.3. Main diagram: time complexity for the 1-cluster optimization, in CEA. The
time grows as O(N2). Inset: Average cluster size < C > of the two models, as a fraction
of the whole graph. At this stage the results do not depend on the magnetic field H.
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Figure 4.4. Reliability of the CEA algorithm. On the left, the dependence of the number
of CEA iterations (number of starting conditions nS) needed for finding ten times the
same solution on the magnetic field H. On the right, the average probability of finding
the correct ground state with a single iteration of the CEA algorithm. The duration of
each iteration is fixed by the number of clusters generated nc = N/4.
Figure 4.5. Dependence of the density of ground state energy eGS = E/N of the two
graphic models on the random field H, in the spin glass and in the random field Ising
model (RFIM) case. The curves with increasing opacity represent systems of increasing
size N = 63, 83, 103, 123. In the inset the region close to H = 0 is magnified. The dashed
horizontal line in the inset represents the asymptotic value of the energy density for the
Bethe lattice with z = 3 obtained with the cavity method.
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4.6 Ultrametricity
The presence of ultrametricity within the RSB scenario was derived first analytically
[5, 6, 166, 167] and then confirmed numerically for the infinite-dimensional SK model
[168, 169].
In finite-dimensional models, due to the lack of analytical solutions, ultrametricity
can be detected only through numerical simulations, and it has been confirmed in
three dimensions [170] and four dimensions [171, 172].
In [154], evidence of ultrametricity was detected in the 3D spin glass model with
J = ±1 interactions, by direct examination of the distances between ground states.
The method consists in analyzing triplets of ground states and comparing their
mutual distances with the results expected in the two cases of ultrametricity and
normal metric relations.
More precisely, given a triplet of states α, β, γ, whose mutual overlaps take
increasing values q1 ≤ q2 ≤ q3, one of the following relations is expected to hold:
• q1 > q2 + q3 − 1 if the usual triangular inequalities hold;
• q1 ≤ min(q2, q3) if the system is ultrametric.
These relations might not hold rigorously for the ground states of finite-size systems,
as a violation of ultrametricity is expected in small systems.
In [154], two different methods are used. The first method consists in measuring
the difference δq ≡ q2 − q1 at fixed q3. If the system is ultrametric, δq is expected
to vanish for large N and the distribution P (δq) is expected to be a Dirac delta
centered in zero.
The second method consists in considering the distribution of one overlap qαβ
when the other two are fixed at a certain value qαγ = qβγ = qfix. If the system is
ultrametric, qαβ should fall within the interval {qf ix, qEA}, where qEA is the self-
overlap P (q1) distribution which falls out of the interval [qfix, qEA]. If the system is
ultrametric, IL should vanish for N →∞.
We looked for evidence of ultrametricity in the RRG and RRBD at zero temper-
ature by using these methods at H = 0. A modified version of CEA was prepared,
for searching and storing the configurations with ground state energy (due to the
degeneracy of the J± model ground states). The number of ground states for
every sample was reduced by choosing a small number of configurations at random
(disregarding their occurrence in the CEA), and for each system the set of all the
couples and triplets of ground states was considered.
For each system three probability distributions were calculated:
1. P (q) = ∑α δ(q − qα);
2. P (δq|q3 = 0.5) , where q3 is the largest overlap;
3. P (q|qα = qβ = 0.5), where the overlaps are not ordered.
The second and third distributions are computed at q = 0.5 for simplicity. The
results are shown in 4.6. The presence of a peak of the P (δq) distribution in zero
is a sign of the abundance of isosceles triangles in the system. In the presence
of ultrametricity the third distribution is expected to be null for q < 0.5, while
according to the triangular inequality the region q < 0.5 should be populated.
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The results, obtained for 1000 samples from the RRG and RRBD models with
size L = 6, 8, 10, 12, are consistent with the hypothesis of ultrametricity up to a
certain degree. The peaks are not perfect delta functions due to the finite-size effects,
more evident in small systems, and to the fact that the constraints were not chosen
rigorously, as the identities q3 = 0.5, qα = qβ = 0.5 were implemented by choosing
the values in a small interval q ∈ [0.5, 0.6]. The presence of two peaks on q = 0.5 and
q ∼ 1 in the third distribution are unexpected, and may be due to the fact that the
ground states selected by the CEA are not sampled from the Boltzmann measure
and might suffer from some systematic error. Nevertheless, the states selected by
the CEA show hints of ultrametricity.
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Figure 4.6. Measure of ultrametricity in RRG (left column) and RRBD (right column)
spin glasses. The three distributions represent (a) the distribution P (q) of the overlap
between degenerate ground states; (b) the distribution of the variable δq = q2 − q1
when q3 ∈ [0.5, 0.6], where q1 < q2 < q3 are the overlaps computed for all the possible
triplets of states; (c) the distribution of the overlap qαβ when the other two overlaps are
qαγ , qβγ ∈ [0.5, 0.6]. The distributions are obtained by averaging over the single-sample
distributions with equal weights.
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Chapter 5
Finite-Size corrections
5.1 Introduction
In this chapter, we present a computation of the first order corrections to the ground
state energy for the models defined in the previous chapter.
The computation of the scaling exponents provides useful information for classi-
fying different models into universality classes. In this context, interesting features
have been observed for the momenta of the ground state energy distribution in both
finite-dimensional and mean-field models. Let us consider the mean value of the
ground state energy density e0 = E0/N and its standard deviation, for which we
assume the following scaling forms:
< e0 >N=< e0 >∞ +AN−w +O(N−w1), w1 > w (5.1)
σ(e0) =
√
< e20 > − < e0 >2 ∼ AN−ρ +O(N−ρ1) (ρ1 > ρ) (5.2)
One could consider different forms, eventually including higher orders, but in
general, any asymptotic fit bares a certain amount of risk. In some cases, a presumed
form might be insufficient, miss logarithmic corrections, or underestimate some
range of values. The task is simplified when backed by a solid theory, which in
finite-dimensional spin glasses is missing. In our case, due to the limited amount of
points available for the extrapolation, we limit the study to the first order corrections.
Finite-size corrections to the average ground state energy
In order to set a paradigm, it is convenient to start with the SK model, which
provides a comparison for the finite-dimensional results. Theoretical studies [173] and
numerical simulations [138, 151, 174–176]agree in stating that finite-size corrections
to the energy of the SK model behave for all T ≤ Tc according to Eq. (5.1) with
w = 23 . In [177], the value is confirmed also adding a higher order correction equal
to the square of the first order term, which improves the quality of the fit.
With respect to the Bethe lattice spin glass, numerical studies have been made
on both the J± [138, 178] and the Gaussian model. In [138, 177], the extrapolation
of the data for J± BLSG with z = 3 agrees very well with the asymptotic form (5.1)
with exponent w = 23 . The asymptotic value found for the ground state energy is:
< e3 >∞= −1.2715(1) (5.3)
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consistent with the 1RSB results reported in [11].
Ground state fluctuations The fluctuations of the ground state energy of the
SK model exhibit an interesting behavior and show similarities with the values found
for distributions describing the statistics of extreme-events [118, 151, 174, 179–181].
The energy fluctuations, normally studied in terms of the standard deviation defined
in (5.2), provide important information on the structural properties of the ground
states.
Two different conjectures have been made about the fist-order corrections: ρ = 34
[118, 123] or ρ = 56 [115, 182–186]. In both cases, the fluctuations decay faster than
the ones expected in the assumption of negligible correlations between the terms of
the spin glass Hamiltonian, for which the central limit theorem would provide ρ = 12 .
For the SK model, a bound has been derived ρ ≥ 34 [187, 188], while a Gaussian
behavior has been found for both finite-dimensional models [189] and sparse random
graphs [118].
In this regard, the numerical results on the SK model do not provide a clear
picture, as an initial value of ρ = 34 was found initially [118, 151, 179], while evidence
for ρ = 56 [174] was found for larger systems, in agreement with recent theoretical
predictions [175, 183, 184]
In the Bethe lattice spin glasses, the situation is similar. In [177], for instance,
the value obtained for the fluctuations is consistent with ρ = 56
5.2 Results
We have computed the FSC to the average ground state energy density for the two
models defined in the previous chapter: the Bethe lattice spin glass (BL) and the
random-regular bond diluted model (RRBD). The topic has already been introduced
in Section5.1. The purpose of the finite-scaling analysis is to determine the asymptotic
behavior of thermodynamic quantities measured at finite size. Different conjectures
have been made in several theoretical and numerical studies, about the value of the
exponents of the ground state energy. [178] Let us consider the asymptotic form
eGS(N) = e∞ +AN−w (5.4)
In the J± model, the expected value for w is the same found in the SK model:
w = 23 . Interestingly, the same exponent calculated on the Bethe lattice with
Gaussian couplings has a different value: w = 45 .
In our case, the data were fitted using different values of w, assuming the
asymptotic form (5.4), measuring the quality of the fit by a simple χ2 test. We
distinguish the two cases H = 0, h > 0.
The results at zero field for the BL spin glass, both for w and for the asymptotic
value < e3 >∞ are (see Fig. 5.1:
< e3 >∞= −1.2715(6), w ∼ 0.66 (5.5)
This result is consistent with other numerical results[138, 178] and with the value
e1RSB3 = −1.2717 obtained analytically with the cavity method [11].
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Figure 5.1. Finite-size corrections to the ground state energy at H = 0. On the left, the
quality of the fits is measured for several values of w in terms of χ2/dof , for the RRG
(top) and the RRBD (bottom). On the right, the linear fit and extrapolation of the
< e3 >∞ asymptotic value for the two models, using w = 2/3 in the BL, and w = 0.9
for the RRBD. The values for the BL are in good agreement with the predictions. The
situation is less clear in the RRBD, where two fits with different coefficients have been
plotted.
For the RRBD the results are different:
< e3 >∞= −1.2537(0), w ∼ 0.90 (5.6)
The situation becomes less clear for the values calculated in field H > 0(Fig.5.2-
5.3). In Table 5.1, the asymptotic values from the fit to the form (5.4) with w = 2/3
are reported. However, upon a χ2 test, the best extrapolation is obtained with
coefficients w > 2/3.
Besides, in the case of the RRBD the exponents are much larger, especially
for H > 0.8. Here, we should consider the possibility that the transition point is
hRRBDc < h
RRG
c . In this case, at H = 1.0, the RRBD systems might have already
crossed the critical value and could be in the RS phase.
As a final qualitative analysis on the finite-size effects, let us consider the curves
plotted in Fig.5.4. Here the deviation from the mean value is plotted in units of the
standard deviation. The distribution of the standardized variables has a non-zero
skewness, as it is clearly asymmetric, and finite-size effect can be seen on the tail of
the distributions.
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Figure 5.2. Finite-size corrections to the RRG for H > 0. Above, goodness of the fit to the
asymptotic form (5.1) in terms of ξ2/dof and asymptotic value of the density ground
state energy 〈e3〉∞ as functions of the parameter w. The best fits are obtained for values
larger than w = 2/3, the exponent computed in the H = 0 case. Below, linear fit and
extrapolation of < eRRG3 >∞, using w = 2/3.
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Figure 5.3. Finite-size corrections to the RRBD, H > 0. Above, goodness of the fit to
the asymptotic form (5.1) in terms of ξ2/dof and asymptotic value of the density of
ground state energy 〈e3〉∞ as functions of the parameter w. The best fits are obtained
for exponents w larger than in the H = 0 case, and second order corrections should be
considered.
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H e∞
0.0 -1.27156 ± 5 · 10−5
0.6 -1.37217 ± 6 · 10−5
0.8 -1.44046 ± 3 · 10−5
1.0 -1.52256 ± 6 · 10−5
1.2 -1.61629 ± 3 · 10−5
1.5 -1.77388 ± 9 · 10−5
Table 5.1. Asymptotic values of the ground state energy for the Bethe lattice spin glass,
in the large N limit
Figure 5.4. Distribution of the normalized variable e−<e>σ for both the RRG and the
RRBD model, at H = 0 (left) and H > 0 (right). It is evident how the distributions
are skewed, with more values falling below the mean energy. Moreover, some finite size
effects are visible on the tails.
5.3 Conclusions
In this chapter, we have computed the finite size-corrections to the ground state
energy of the Bethe lattice and three-dimensional diluted EA model. At H = 0,
the results for the Bethe lattice are consistent with the theoretical predictions and
with previous numerical results. The results for the RRBD model are difficult to
interpret since the type of dilution is quite different from the one used in previous
works. The scaling exponent seems to be consistent with the values calculated in
other works. At H > 0 the exponents are larger than expected, for both systems. In
general, the analysis at H & 1 suffers from the fluctuations of the field itself.
The study might be extended in the future to the fluctuations of ground state
energy, which also present finite-size effects.
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Chapter 6
Computation of the RSB order
parameter
6.1 Introduction
In this chapter, we present some original results regarding the computation of the
spin glass order parameter at zero temperature in two models with finite connectivity:
the Bethe lattice spin glass, and the three-dimensional lattice with bond-dilution.
The purpose of the investigation is to bring new numerical evidence into the debate
about the nature of the spin glass phase of finite-dimensional models. In the previous
chapters we have seen that there are several theories accounting for the behavior
of finite-dimensional models, and the question whether the RSB scenario which
characterizes the spin glass phase of infinite-range models [3, 4, 66, 190] can be
extended to finite-dimensional models [46–48, 124–126] is still debated. The results
presented in this chapter focus on the scaling properties of ground states, and in
particular on the effects of the physical order parameter on the distribution of
low-lying states of the energy landscape.
First of all, we would like to summarize the concepts presented in the previous
chapters from the point of view of the classification of the ground states. The theory
of spin glasses shows that in the low-temperature phase, even in the simplest form of
mean-field approximation, the organization of the large number of equilibrium states
is highly non-trivial. Classifying these states and their properties is a fundamental
problem of equilibrium statistical mechanics. The task is typically simple when the
phases are related by some symmetry. In ferromagnetic systems, for instance, the
two states which constitute the low temperature phase in zero magnetic field can be
classified by their opposite values of spontaneous magnetization and selected by a
convenient small change of the external field or the boundary conditions.
In spin glasses, the situation is rather different. The rough free-energy landscape
of the spin glass phase is fragmented in many disconnected regions which are not
related by any simple transformation. In this scenario, the full classification of the
pure states cannot be achieved by a simple choice of an order parameter, as the pure
states are related in a more subtle way [66]. As already seen in Section 1, this task
is carried out by introducing a notion of distance - the mutual overlap q between
the states - and taking into account the full overlap distribution P (q), which is the
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physical order parameter.
In the case of the infinite-dimensional Sherrington-Kirkpatrick model, the order
parameter is non-trivial, meaning that P (q) is a continuous function which differs
from a simple delta function. As a consequence, triplets of states form only isosceles
triangles with respect to their overlap, as the mutual distances satisfy the ultrametric
inequality. This is a much tighter constraint than the usual triangular inequalities
(see Section 2.1.3). Ultrametricity has profound consequences on the structure of
the space of the states, which are organized in clusters of elements with the same
distance, which in turn are grouped in super-clusters at a larger scale, and so on.
One of the main questions is whether this structure is preserved when one
descends to finite-dimensions. The mean-field approach does not provide exact
solutions in this case, and the investigation relies mostly on numerical methods. In
this respect, ultrametricity has been confirmed numerically at finite-dimension (see
Section 4.6), even if some violations might be expected at finite-size. The derivation
of the order parameter, on the other hand, is typically more difficult to achieve
computationally.
The method adopted in this work is based on the results of Franz and Parisi [49]
regarding the effects of Replica Symmetry Breaking on the structure of the energy
landscape. We use the -coupling technique, based on the introduction of a coupling
between a system and its ground state, to probe the energy landscape in terms of the
energy gaps and overlap between the low-lying minima. The probability distribution
of the excited states is thus exploited to compute the order parameter, using the
formulas obtained in [49].
The numerical approach is not new, as the study of large-scale low-energy excitations
has been described in different contexts , both numerically [125, 126, 161] and
analytically[143]. However, to our knowledge, it is the first time that it is used for
computing the order parameter directly from the computation of ground states.
We examine two different models: the Bethe lattice spin glass and the bond-
diluted d = 3 lattice model with fixed z < 2D neighbors per site. These are both
examples of models with finite connectivity and homogeneous distribution of the
node degree, but with a rather different topology.
In the first case, the lattice is a random regular graph (see. Section 1.1), and it
lacks a spatial structure. We are interested in this model for at least two reasons. In
the first place, a full RSB solution has not been derived yet for the Bethe lattice
spin glass (see Section 2.2). Differently from the SK model, which exists only in the
RSB phase at zero temperature, the Bethe lattice spin glass is known to undergo
a phase transition at a critical value of the external field. Little is known about
the region below the transition, as the study of the solutions breaks when the RS
solution becomes unstable. The other reason is computational. The locally tree-like
topology enables the exact computation of the ground states using efficient optimiza-
tion algorithms. For the investigation, we used the Cluster-Exact Approximation
algorithm (CEA) [144] developed originally by A.K.Hartmann (see Section 4).
The second model is obtained from the three-dimensional lattice by introducing
a sort of random regular bond dilution (RRBD model). The resulting model is
characterized by nearest-neighbors interaction with a constant number z < 2D of
neighbors. Here the effect of correlations due to short loops is still present, even at
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large size, but the computation of ground states is easier than in the usual z = 2d
lattice. In this respect, it would be interesting to study how the properties of this
model scale at different values of d, by keeping z constant. In both models, the
order parameter is derived in the RSB and the RS phase, and the distributions are
compared with the ones obtained for the ferromagnetic random field model (RFIM),
where no RSB phase is present.
This chapter is organized in the following way: in Section 6.2 the general
formalism is introduced, following the derivation presented in [49]. The numerical
approach is described in Section 6.4, followed by the discussion of the results
(Section 6.5). In the last section (Section 6.6) we present some conclusions and
perspectives of this work.
6.2 Overlap distributions at zero temperature
The RSB order parameter. The physical spin glass order parameter is the prob-
ability distribution P (q) of the mutual overlaps q among the large number of states.
In this section, we recall the main concepts and formalism introduced in Section 2.1.2.
We consider a system of N spin variables σi, indicating with α, β two different
states and with mαi ,m
β
i the local magnetization at the site i in each state. The
mutual overlap between the two states is defined as:
qαβ =
∑
im
α
i m
β
i
N
(6.1)
At zero temperature, this definition coincides with the overlap between configurations.
The distribution of the overlap is:
P (q) = PJ(q) =
∑
αβ
δ(q − qαβ)wαwβ (6.2)
where wα, wβ are the weights associated with the Boltzmann decomposition and
the overline indicates the average over the disorder. As PJ(q) is not self-averaging,
P (q) differs from any single-sample distribution in the thermodynamic limit.
It is also convenient to define the integrated probability function
x(q) =
∫ q
−1
P (q′) dq′ (6.3)
In the replica symmetric (RS) phase, P (q) is expected to be a single delta
function centered on a finite value of overlap:
P (q) = δ(q − qEA) (6.4)
On the other hand, upon a transition to the full RSB phase, P (q) is known to be a
composition of two delta functions with a continuous function:
P (q) = xmδ(q − qm) + xMδ(q − qM ) + P˜ (q) (6.5)
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Figure 6.1. Ultrametric tree of depth k at T = 0. The leaves at the bottom (level k)
represent the minima of the energy landscape with real energies, while the points at level
k − 1(k − 2) represent clusters of scale qk−1(qk−2), each characterized by node energy
E˜l+1(E˜l+1). The ground state (larger grey point, bottom left) is the ground state with
energy Egs. The first k − 1-excited state (k − 2) is the state with minimum energy
Egs + ∆k−1 (Egs + ∆k−1) among all the minima within the same distance qk−1(qk−1)
from the ground state (dashed rectangles).
where P˜ (q) is a smooth continuous function defined in the interval [qm, qM ]. In
general, in the low-temperature phase, qm depends on the external field h and qM
depends on the temperature T . As T → 0, P (q, T ) and x(q, T ) are assumed to be
smooth functions of the temperature [66, 191–193]:
x(q, T ) = Ty(q) +O(T 2) (6.6)
where y(q) may be singular at q = 1.
Although the approach here described is very general, and no model has been
defined yet, it should be noticed that in our case the Hamiltonian will depend on
an external magnetic field. As a consequence, the global spin inversion symmetry
is broken, and the order parameter is expected to be defined only for non-negative
values of overlap, at least in the thermodynamic limit.
Ultrametric tree at zero temperature The continuity of the overlap distri-
bution over the interval [qmin, 1] has profound physical consequences on the topology
of the space of the configurations. Rather than being distributed randomly, the
pure states have an ultrametric organization with respect to their overlap[5, 6,
194], forming a hierarchical structure of clusters of increasing scale which can be
naturally represented in terms of a taxonomic tree. In this respect, a tree is a natural
realization of an ultrametric system in which the distances between the leaves are
measured according to their distance from their common parent. The construction
of the tree at finite temperature has been already described in Section 2.1.4.
Here, we consider a a rooted tree of depth k describing a k-RSB system at zero
temperature, with the following characteristics:
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• each level l of the tree is assigned a scale ql such that q0 < . . . < qk = 1, the
whole set of parameters representing a discretization of the interval [qmin, 1];
• each node at level l is assigned a node energy E˜l;
• the leaves of the tree at depth l = k are the minima of the energy landscape,
characterized by real energies E˜k = E;
• the vertices at intermediate levels l < k represent clusters of configurations
(denoted l-clusters);
• at any fixed scale ql < 1, the space of the configurations can be partitioned into
disjoint l-clusters of elements with overlap q ≥ ql, the overlap being exactly ql
if they belong to different l + 1-clusters.
The tree is generated via an iterative stochastic process called Derrida-Ruelle
cascade[84, 85]. Starting from the root, the branches stemming from each node are
generated according to a Poisson point process level by level, until the leaves are
reached. The process is described in detail in Appendix B. Here, we just observe
that the tree depends on the parameters ql through the function y(ql) = yk, the zero
temperature order parameter defined in Eq. (6.6).
The full-RSB picture is recovered in the limit of infinite branching: k →∞. In
this limit, the parameters yl tend to a continuous increasing function y(q) in the
interval [qmin, 1].
We would like to characterize the effects of ultrametricity on the energy landscape.
Keeping in mind the structure of the ultrametric tree in Fig. 6.1, the first level of the
tree (level k − 1) consists of (k − 1)-clusters whose elements have overlap qk−1. We
consider the (k − 1)-cluster containing the ground state and the configuration with
minimum energy in the same cluster, but different from the ground state. This is a
first (k−1)-excited state with energy Egs+∆k−1. Following the same considerations,
at the subsequent level we can identify a first (k − 2)-excited state with energy
Egs + ∆k−2, and so on until the root is reached. The different ∆0, . . . ,∆k−1 are
random variables whose distribution is computed in [49] using a pure probabilistic
computation over the ultrametric tree. The detailed computation is reproduced
in Appendix B. The distribution depends on the scales ql through the coefficients
y0, . . . , yk, and in the k →∞ limit is expressed by:
P ({∆(q)}) = e−
∫ 1
qmin
dq y′(q)∆(q) 1∏
q=qmin
y′(q)dq (6.7)
where ∆(q) is a continuous decreasing function in [qmin, 1].
The joint probability distribution P (∆, q) In order to extract the order
parameter from the formula in Eq. (6.7), few passages are still needed. The goal is to
invert the formula and express y(q) as a function of the joint probability distribution
P (∆, q).
The latter can be extracted from numerical simulations by sampling the energy
landscape in terms of the overlap q and energy gap ∆ between the different minima
and the ground state.
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We consider a system described by the Hamiltonian H0, with ground state σ0.
Let us denote q(σ) = 1/N∑i σiσi0 the overlap between the ground state and a
generic configuration σ. The energy landscape can be probed by introducing a
perturbation in the system which is an increasing function of f(q) and studying the
new equilibrium state. Due to the presence of a magnetic field which breaks the
symmetry for spin inversion, we consider the simplest case f(q) = q.
The perturbed Hamiltonian is:
H(σ) = H0(σ) + q(σ) (6.8)
We remark that  > 0 is small, therefore the perturbation is a term of order O(1)
which is repulsive with respect to the ground state.
The new equilibrium state, the ground state of the perturbed system, has energy:
EGS() = EGS(0) + min0≤q≤1{∆(q) + q} (6.9)
Figure 6.2. -coupling: first-excited
state induced by a bulk perturba-
tion
Let q,∆ the parameters which correspond to
the minimum of expression (6.9).
If the perturbation is not strong enough to desta-
bilize the ground state, then q = 1,∆ = 0 and
EGS() = EGS(0)+. This value is also an upper
bound for the ground state energy Egs().
On the contrary, if there is a transition to an ex-
cited state, then the new energy of the perturbed
system is:
EGS() = EGS(0) + ∆ + q = EGS(0) + w
(6.10)
where w = ∆/+q. This situation is represented
in Fig. 6.2.
Due to the previous considerations, the following
inequalities must hold for ∆, q:
0 ≤ ∆ ≤ (1− q), w < 1 (6.11)
In general w could be negative at finite size, but in the limit N →∞ it is expected
to be positive.
If the system is in the RSB phase, ∆, q are expected to be distributed according
to Eq. (6.7). We derive an expression for the joint probability distribution P (∆, q)
by integrating Eq. (B.14) over all the ∆(q′) with the condition ∆(q′) ≥ min(0,∆ +
(q − q′)) and under the constraints (6.11):
P (∆, q) = θ(1− q−∆/)y′(q) e−
∫ q+∆/
qmin
(y(q′)−y(qmin)) dq + δ(∆)δ(q− 1) e−χ (6.12)
where χ = y(qmin) +
∫ 1
qmin
dqy(q).
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Integrating Eq. (6.12) over ∆, one obtains:
P (q) = y′(q)
∫ 1
q
dq′ exp
(
−
∫ q′
qmin
dq′′
(
y(q′′)− y(qmin)
))
+ δ(q − 1) exp(−χ)
(6.13)
It is complicated to extract the order parameter from this formula, as it depends at
the same time on the derivative of y(q) and on its integral function.
A simpler expression can be obtained noticing that Eq. (6.13) depends on ∆ only in
the combination w = q + ∆/. Integrating over ∆, q for fixed w with the condition
0 < q < w, one finds:
P (w) = θ(1− w) (y(w)− y(qmin))  exp (−Y (w)) + δ(w − 1) exp(−χ) (6.14)
where
Y (w) ≡
∫ w
−∞
y(q)− y(qmin) dq (6.15)
Finally, integrating between w and 1 this function, the following simple expression
is found:
Q(w) ≡
∫ 1
w
P (w′) dq = exp−(Y (w)) (6.16)
Inverting the formula, one finds the expression for Y (w):
Y (w) = − logQ(w)

(6.17)
This formula shall be used for deriving Y (w) from Q(w), which can extracted from
numerical simulations.
Before introducing the numerical approach, few more observations are needed.
The first is about the expected results. Due to the lack of a general analytic solu-
tion, the order parameter at zero temperature y(q) has been derived analytically
only in few cases. In [49], Y (w) is plotted in the cases of the SK model, where
y(q) ∼ q(1− q)−1/2 in the PaT approximation [191], and the spherical model (see
Fig. 6.3).
Moreover, the predictions of the analysis are valid in the assumption that the system
is ultrametric. In general, a violation of the relations (6.12-6.14) should be expected
if ultrametricity does not hold.
Another important observation regards the exact function which will be computed.
Since the different distributions are derived by integrating over the interval [qmin, 1],
only the difference y(q)− y(qmin) can be extracted from the simulations. Moreover,
due to the fluctuations present at finite-size and to the limitations imposed by
the long computational times for obtaining exact ground states, we will derive the
function Y (w) rather than y(q), as it is statistically more stable.
6.3 The models
We consider the models already defined in Chapter 4, in both the spin glass version
(SG) with J = ±1, and the ferromagnetic version (RFIM):
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Figure 6.3. Example: Y (w) function at h = 0 for the SK model (left) and the spherical
model (right). In the insets, Q(w) functions computed for several values of  (reproduced
from [49]).
1. Bethe lattice (BL) on random regular graphs (RRG);
2. 3-dimensional lattice with "random regular bond dilution" (RRBD);
We recall that each model is described by a graph of N elements in which
each vertex i corresponds to a Ising spin variable σi and each edge (i, j) represents
a pairwise interaction between the spins σi, σj . In the spin glass version, the
coefficients Jij of the interaction matrix are quenched, independent and identically
distributed random variables sampled from the probability distribution P (J) =
1
2δ(J + 1) +
1
2δ(J − 1). Moreover, in order to study the RSB transition at zero
temperature, a gaussian external field h with zero mean is applied. The gaussian
field is generated once for each sample with variance σ2h = 1, and then is rescaled by
a factor H to study the transition.
The Hamiltonian of the systems is:
H(σ) = −
∑
<i,j>
Jijσiσj −
N∑
i=1
hiσi (6.18)
where the sum runs over the edges (i, j) of the graph.
The two models are studied in both the spin glass (J = ±1) and ferromagnetic
(J = 1) version. In the first case, the object of the investigation is the transition
from the RS to the RSB phase at the critical value of the field hc. The second case
corresponds to a random field Ising model, which undergoes a phase transition from
the ferromagnetic phase to the paramagnetic phase for H = 1 but exhibit no RSB
phase. This model is used for comparison with a system in the RS phase.
6.4 Numerical approach
The numerical approach is based on the computation of exact ground states of a
large sample of spin glasses. In computational science, this task is equivalent to
a hard optimization problem and requires approximated algorithms. In our case,
graph-cut based algorithms are expected to be particularly effective, due to the
topology of the systems.
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Generating the samples. Each graph G(N, zN) is described by σ,A, J, h,
where:
• {σi} is the array of the N Ising variables which need to be optimized;
• {Aik} is the N × z adjacency list, each coefficient representing an outcoming
edge (i, Aik);
• {Jik} is the N × z coupling list associated to the matrix Aik;
• {hi}, the external field, is an array of N random variables extracted from the
normal distribution N (0, 1).
The RRG samples are generated by means of the fast algorithm [62] described in Sec-
tion 4.3. The RRBD samples are generated starting from a 3D lattice with N = L3
sites and no edges. Then, for each value of degree d = 0, . . . , z − 1, every site i with
degree di is randomly coupled to a nearest neighbor by adding and edge (i, j), until
no more sites with degree d are present. In the last step, if dj > z then one of the
old edges (i, j) is replaced. The procedure continues until d = z for every site. The
algorithm converges in a reasonable time for D = 3 and for the values of L considered.
The J matrix is generated with random coefficients J = ±1 in the SG problem.
The transition is driven by rescaling the external field by a factor H. The parameters
used for the main analysis of the overlap distribution are reported in Table 6.1. The
cases in which different values of the parameters are used for the computation of
other quantities, usually on smaller samples, will be mentioned further in the data
analysis. Computation of ground states For the computation of the ground
Random regular graph
N # of samples
200 100000
400 100000
800 100000
1600 10000
3200 10000
H 0.6, 0.8, 1.0, 1.2
 1.0, 2.0
Diluted 3D lattice
L N # of samples
6 196 32000
8 512 16000
10 1000 8000
12 1728 4000
H 0.2, 0.4, 0.6, 0.8, 1.0, 1.2
 1.0, 2.0
Table 6.1. Table of the parameters used in the simulations for both the RRG and the
RRBD model
states we use the CEA algorithm [144, 160] described in Section 4.2. This algorithm
is based on the iterative optimization of non-frustrated subgraphs (clusters) of
maximum size extracted from the system. Since in the Bethe lattice short cycles are
expected to be rare for large N , frustration is expected to occur only on large scale.
This suggests that large clusters can be optimized at once very rapidly utilizing
min-cut techniques until a minimum is eventually reached.
The algorithm can reach deep states in a relatively short time, but it does not
converge automatically to the exact ground state. For this reason, the procedure is
repeated for each sample starting from for different initial random configurations
78 6. Computation of the RSB order parameter
until the same state is reached 10 times. This is considered the exact ground state
of the system.
The computational time depends on both the size of the systems and the
rescaling factor. The algorithm converges quickly to the ground state in the RS
phase (few starting conditions), and in a reasonable time for H . Hc. As H → 0
the computational time for the worst instances increases rapidly.
We observe that other efficient algorithms are used in literature for the computa-
tion of exact states, including genetic algorithms [], extreme optimization [], and
BP-based algorithms []. Despite min-cut being computationally more expensive on
large graphs, after an initial comparison with other techniques [ADD REF GA/EO]
the CEA algorithm was found to be more efficient, possibly due to the topology of
the systems.
The algorithm consists of the following steps for each element of the sample:
1. computation of the ground state σ0 of the unperturbed system with Hamilto-
nian H(0);
2. computation of the ground state σ of the coupled system with Hamiltonian
H() for different values of ;
3. extraction of Egs(0), Egs(), and q = 1/N
∑
i σ
0
i σ

i ;
4. computation of the quantities ∆, w:
∆ = EGS()− EGS(0)− q, w = q + ∆/
Data analysis The data extracted from the simulations have been first filtered
and resampled.
Data filtering: Before proceeding, data have been cleared from the outliers
falling out of the boundaries imposed by inequalities (6.11). Samples have
been discarded in two cases:
1. ∆ < 0
2. w > 1
The first case results from H0(σ) < Egs(0), impossible if σ0 is the ground state
of the unperturbed system. This is due to a wrong computation of σ0. The
second case results from Egs() > Egs(0) + , which implies that σ is not the
ground state of the perturbed system, since there is at least one configuration
(σ0) with lower energy.
The amount of data discarded is less than the 1% of the whole sample, the
number of occurrences slightly increasing in larger systems.
Resampling: A jackknife resampling is used for estimating the fluctuations of the
extracted distributions. The jackknife is a resampling method normally used to
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reduce the bias affecting the estimation of higher moments, for example in the
case of distributions of variables obtained from some non-linear combination of
other averages. Rather than performing a complicated analysis on the original
set of data, the jackknife proceeds by averaging over a large number of random
samples extracted from the original. For a single set of N observations, N
samples of N − 1 elements are extracted by discarding one element per time.
The moments computed over the resampled sets are unbiased.
In our case, the technique is used differently. The distributions are first
computed over 1000 samples of size N/2 obtained discarding half of the
observations at random. The final results are thus obtained by averaging over
the resampled distributions.
Once the data have been filtered and resampled, the order parameter has been
extracted in two different ways.
Method 1: Computation from the P (w) distribution
First, the distribution of the variable w PH,N (w) is extracted for each value
of N,H (6.15-6.17). Then, QH,N (w) and YH,N (w) are extracted. At this
step QH,N (w) is expected to depend on , but YH,N (w) is expected to be
independent of the perturbation, if  is order O(1).
The asymptotic distribution YH(w) is then computed by fitting the functions
YN,H(w) at fixed values of w to the asymptotic form:
YH,N (w) = YH(w) + gH(w)N−α (6.19)
with α to be evaluated from the data.
Method 2: Computation from the P (∆, q) distribution
This method is used for checking the consistency of Eq. (6.12) and the extent
of validity of the assumptions made in Section 6.2.
The relation (6.12) suggests that in the RSB phase, the P (∆, q) depends on
the product of a function of Y (q + ∆/) and on its second derivative y′(q):
P (δ, q) ∼ y′(q)Q(q + ∆/), forq < 1−∆/,∆ > 0 (6.20)
Due to the particular form of the rhs of the equation, we consider the transfor-
mation ∆→ w = q −∆/:
P (∆, q)d∆dq → 1

P (w, q)dwdq (6.21)
The derivative of the order parameter can thus be expressed as:
y′(q) = P (w, q)
Q(w) (6.22)
This implies that the rhs of the equation must be constant with respect to
w, at fixed q, apart from the cut-off introduced by the Θ function. Moreover,
y′(q) can be computed by considering the constant values taken at different q.
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Figure 6.4. Joint distribution PH,N (∆, q) of the N = 800 BLSG at different values of the
rescaling factor H, for  = 1. The data are plotted for a set of fixed values of the variable
w = q + ∆/.
6.5 Results
Method 1
The distributions PH,N (∆, q) show a clear dependence on the size N and present
a peak in ∆ = 0, q = 1 which becomes sharper as H increases (see Fig. 6.4). The
functions YN,H(w) are computed from the distributions PN,H(w) for each of the
resampled datasets, and then averaged.
In the SG case, YH,N (w) is a size-dependent, increasing function of w, singular in
w = 1. The distribution is defined for positive values of q, except for small systems,
where the left tail is extended to small negative values of q in the RSB phase. This
is reasonable at finite size, where ultrametricity does not hold strictly. The curves
show only a weak dependence on , in agreement with Eq. (6.17)), according to
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Figure 6.5. Bethe lattice overlap distribution YH,N (w) in the spin glass case (SG, left
column) and RFIM case (right column), at different values of the rescaling factor H.
In each box, every line represent a different system size (N = 200, 400, 800, 1600, 3200,
from top to bottom). There are no significative differences between the curves computed
for  = 1 (solid) and  = 2 (dashed).
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Figure 6.6. Overlap distribution YH,N (w) of the RRBD model in the spin glass case (SG,
left column) and in the RFIM case (right column), for different values of the rescaling
factor H. In each box, every line represent a different system size (L = 6, 8, 10, 12, from
top to bottom). There are no significative differences between the curves computed for
 = 1 (solid) and  = 2 (dashed).
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Figure 6.7. Best fit and extrapolation of YH(w) for the Bethe lattice, in the SG (left
column) and RFIM case (right column). The curves are plotted at fixed values of w
versus N−1/2, and fitted to the form ((6.23)). The quality of the fit decreases for w → 1.
The lines with negative y-intercept are assumed to scale exponentially and extrapolate
to YH(w) = 0.
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Figure 6.8. Best fit and extrapolation of YH(w) for the RRBD model, in the SG (left
column) and RFIM case (right column). The curves are plotted at fixed values of w
versus N−1/2, and fitted to the form ((6.23)).
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Figure 6.9. Asymptotic functions YH(w) derived for the Bethe lattice (top) and for the
RRBD model (bottom), in the spin glass case (lines) and in the RFIM case (markers).
The curves are plotted for different values of H and  ( = 1 (solid lines) and  = 2
(dashed lines)). The dotted isolated line represents the Y (w) function of the SK model
calculated at H = 0 (PaT approximation). In each figure, the left inset shows a zoom on
the small dashed region, where the RFIM points are concentrated. In the right inset, the
QH(w) distributions are plotted for increasing values of H (from bottom to top), and
different values of  (solid and dashed lines). It is evident that Y (w) does not depend
on , differently from Q(w).
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which Y (w) must not depend on  if the perturbation is of order O(1).
We are interested in the asymptotic value of YH,N (w) in the N →∞ limit. For
this purpose, we extracted the section of the distributions at fixed w as a function
of N , and fitted the curves to the scaling form:
Y (N,w) = Y (w) + g(w)N−α (6.23)
Using an exponent α = 0.5, the fitted curves are in good agreement with the data in
the region not too close to the singularity (w . 0.98) for α = 0.5 (see Fig. 6.7).
The results show that below a critical value wc = wc(H), the asymptotic value
YH(w) corresponding to the y-intercept of the regression line is negative. We assumed
that for w < wc(H) the functions scale exponentially. These values are discarded,
since they involve non-physical values for the order parameter, and are set to zero.
The asymptotic values obtained for w > wc were used to plot the YH(w). We
comment separately the results for the SG and the RFIM models shown in Fig. 6.7 -
6.9:
Spin glass model : In the RRG, the critical value wc(H)→ 1 as H → Hc = 1.037,
and the Y (w) are increasing functions, singular in w = 1. For H & 1,
YH(w) = δ(w − 1), apart from a small discrepancy due to the non perfect fit
to the form 6.23.
These results agree with the RSB scenario: the zero-temperature order pa-
rameter is trivial for H > Hc (RS phase) and it becomes continuous in the
interval [wc(H), 1] upon a RSB transition, in the region where the RS solution
becomes unstable.
We observed similar behavior in the RRBD model, where YH(w) was derived
up to a value of H = 0.2. For small values of the field, the computational time
is longer, especially in the diluted lattice where the density of short cycles
is higher and the higher frustration prevents from finding the exact ground
state. In this case, we used smaller samples, and the results are less precise.
Moreover, we do not know exactly the value of HC for this model. Looking at
the results, we could assume that the transition happens near HC ∼ 0.8, since
this is the value were YH(w) ∼ δ(w − 1).
Ferromagnetic model : For the RFIM in the ferromagnetic phase (H < 1), we
extrapolate an asymptotic value for the order parameter YH(w) = δ(w − 1).
The peak in this region is very sharp, as all the regression lines converge to
0. In the paramagnetic phase, the function is smoother, but it can still be
considered a delta function.
These results confirm the assumption that YH(w) is trivial in the RS phase,
and that the SG and the RFIM order parameters are similar in the RS phase.
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Figure 6.10. Alternative derivation of the order parameter (Method 2) in the BL spin
glass (H = 0.6). In the main diagram: y′(q) = P (w,q)Q(w) for q ∈ [wc, 1]. In the inset: plot
of P (w,q)Q(w) vs w at fixed q. The curves present an immediate plateau after an initial step
due to the constraints on the variables w, q.
Method 2
In order to test the consistency of the approach, the ratioRq(w) = PN,H(w, q)/QN,H(w)
is plotted at fixed values of q. If Eq. (6.12) is correct, this function is expected
to be constant (apart from the effects of the step function), being a function of q
only, Moreover, this function corresponds to the derivative of the order parameter
according to formula (6.22).
The results for the RRG at H = 0.6 are shown in Fig. 6.10. Each curve Rq(w) is
plotted by fixing selecting only a small fraction of the data in the interval [q, q + dq],
therefore the distributions present higher fluctuations. Still, the function y′(q) can
be estimated by considering the average value of the plateau for each value of q (see
Fig. 6.10).
In order to compare these results to the previous ones, y′(q) was integrated twice
to produce the Y (w) distribution. The results, shown in Fig. 6.11 only for the Bethe
lattice at H = 0.6, are in good agreement with the YN,H(w) computed with the first
method, apart from a factor ∼ 1/3. Due to the minor precision of the method, we
consider this result acceptable, and in agreement with the expectations.
88 6. Computation of the RSB order parameter
Figure 6.11. YN,H(w) of the Bethe lattice spin glass model at H = 0.6 for  = 1 (solid
lines) and  = 2(dashed lines), computed with the second method. The functions are
similar to the ones computed with the first method, apart from a rescaling factor ∼ 0.3
6.6 Conclusions
The Y (w) distribution, defined as the integral function of the zero-temperature order
parameter of the RSB transition, was derived numerically for the Bethe lattice spin
glass and for the diluted lattice with fixed connectivity in d = 3. The distributions
were computed near the critical field hc, and the results are consistent with the RSB
description, which prescribes that Y (w) should be continuous in the interval [wc, 1]
at zero temperature.
In the Bethe lattice, where the RS solution becomes unstable at H = HC , Y (w)
is a continuous function in the RSB phase, and tends to a delta function δ(w − wC)
for H → HC . In the second case, where HC is not known a priori, the critical field
is approximately H ∼ 0.8, but the method is not precise enough to determine the
exact value. We compared the spin glass model and the random field Ising model
in the RS phase, observing a similar behavior in the two models. Y (w) is a sharp
δ in the ferromagnetic case and behaves similarly to the spin glass model in the
paramagnetic phase, where the random field is expected to be dominant.
Finally, we checked the consistency of the whole approach by deriving Y (w) with
an alternative method. These results present a similar behavior but a little numerical
discrepancy with the previous ones. Nevertheless, given the lack of precision due
to the less significant statistical sample, the results prove the consistency of the
approach and the validity of the theoretical assumptions.
In this respect, we remark that the whole approach relies on the assumption of
ultrametric space of configurations. In [49], a violation of the scaling form of Y (w),
6.6 Conclusions 89
is observed for large values of the perturbation, in systems where ultrametricity does
not hold. The fact that in our simulations Y (w) does not depend on , seems to
confirm that ultrametricity holds in the BLSG. A comparison of our results with a
future analytic derivation of y(q) might provide information on possible deviations
from the full RSB description in our model.
The method could be extended to larger systems and higher connectivity. How-
ever, there is a computational limit set by the increasing algorithmic complexity with
the coordination number. Despite the CEA algorithm being particularly effective
on systems with tree-like topology, the number of starting conditions needed for
obtaining the exact ground states grows quickly with the size of the systems, and
the algorithm is not reliable for N > 3200. The performance is expected to be
worse for higher connectivity, as short cycles are more frequent. Nevertheless, more
efficient algorithms for the computation of spin glass ground states could improve
the effectiveness of this method.
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Chapter 7
Conclusions
Three aspects concerning the ground states of finite-dimensional models have been
considered in this thesis, for the J± Bethe lattice spin glass with z = 3, and the J±
EA diluted model with bond dilution and d = 3:
Spin glass order parameter The distributions of the overlap have been derived
from the energy landscape low-lying excitations. The results for the BL model
are consistent with the mean-field description, and a transition to the RSB
phase is observed at H ∼ 1. Even more interesting is that the same kind
of transition is observed in the RRBD model at H ∼ 0.8. Also in this case,
for H < 0.8 the Y (w) distribution is continuous and it can be assumed that
the system undergoes an RSB transition. Moreover, the consistency of the
Franz-Parisi formula which relates the order parameter and the experimental
distributions have been proved in our model.
Finite-size corrections to the energy The finite-size corrections to the aver-
age ground state energy density have been computed in the range 0 ≤ H < 2.
The results at H = 0 are consistent with the 1RSB theory in the case of
the Bethe lattice, and in general they are consistent with results found in
other works. The results at H > 0 present higher exponents with respect to
the first-order corrections and higher-order corrections should probably be
considered.
Ultrametricity The presence of ultrametricity has been studied by considering
the overlap between triplets of degenerate ground states at zero temperature.
Triangular inequalities are excluded, but a certain violation of ultrametricity
is observed, probably due to the finite-size effects. Also, it is not granted that
the CEA algorithm samples the degenerate ground states with the correct
Boltzmann distribution.
This work opens perspectives about future developments. In the first place,
deriving the overlap distribution is a powerful tool to detect hints of RSB scenario
in a system, and a more extended analysis of finite-dimensional models needs
to be implemented. A possible course of action might consist in determining
first the transition point for the RRBD, then running a systematic analysis for
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H → 0. Moreover, it would be interesting to extend the whole analysis to the finite
temperature regime, in higher dimension d = 4, and higher connectivity z > 3.
For the finite-size corrections, only the first-order corrections to the energy were
computed. An attempt was made to compute the corrections to the susceptibility by
measuring the size of the excitations caused by 1-flip perturbations, but the results
were too noisy to derive the corrections. Thus, an interesting development would be
the computation of the finite-size corrections to the susceptivity and the fluctuations
of the ground state energy.
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Random free energies
In this section we give a justification for the assumption of random free energies
made in section 2.1.4, by following the arguments of Mezard and Virasoro presented
in Ref. [5].
Let us define the free energy of a pure state in such a way that:
Pα =
e−βfα∑
γ e
−βfγ (A.1)
Our purpose is to explore the consequences of assumin that the free energies of the
pure states are random variables drawn from the probability distribution:
Pρ(fα) = ρ exp ρ(fα − fc)θ(fc − fα) (A.2)
where fc is a cut-off, ρ = ρ(β,H) = β(1 − y) (y is the right plateau in the q(x)
function). This is a very important point, since it allows a derivation of the RSB
solution from probabilistic arguments.
Pure states. Let us considerM states with free energies distributed as Pρ(fα).
The moments Mk can be computed as follows:
Mk =
∑
α P
k
α =
∫ ∏M
α=1 dP(fα)
∑M
α=1( e
−βfα∑
γ
e−βfγ
)k =
= M
∫ ∏M
α=1 dP(fα) e
−βkf1α
(
∑
γ
e−βfγ)k
Z−k = (∑γ e−βfγ)−k = 1Γ(k) ∫∞0 dλλìk−1e−λZ
Mk = M
∫∞
0 dλ
λk−1
Γ(k)
∫
dP(f1)e−βkf1−λe−βf1×
× ∫ dP(f2)e−λe−βf2 ∫ ... ∫ dP(fM )e−λe−βfM =
= M
∫∞
0 dλ
λk−1
Γ(k)
∫
dP(f)e−βkf−λe−βf︸ ︷︷ ︸
g(λ,k)
(
∫
dP(f)e−λe−βf︸ ︷︷ ︸
g(λ,0)
)M−1 =
= M
∫∞
0 dλ Γ(k)−1 λk−1 g(λ, k) g(λ, 0)M−1
(A.3)
The cut-off fc in Pρ(f) and the number of pure states M should be sent to infinity
by keeping the density of levels at given free-energy fixed:
M →∞, fc →∞, v = Me−ρfc = const. (A.4)
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Computing the functions g(λ, k), g(λ, 0)M in this limit, one finds:
Mk =
Γ(k − ρ/β)
Γ(k)Γ(1− ρ/β) (A.5)
This is exactly the result found with the replica computation for the k − th moment
of fJ(W, y) identifying y = 1 − ρ/β. The inclusive distribution f (k)(P1, ..., Pk) is
found in the same way.
Clusters of pure states. The results can be generalized to the probability
distribution of cluster of states. Because of ultrametricity, given a scale of length q,
the pure states can be grouped in clusters I such that:
WI =
e−βfI∑
K e
−βfK
where the fI represents the free energy of the I cluster. Again we assume that these
variables are distributed exponentially, but with a parameter ρ(q) = β(1− y(q)):
Pρ(q)(fα) = ρ(q)eρ(q)(fα−fc)θ(fc − fα) (A.6)
Considering one cluster at scale q1 and its M subclusters at scale q2 > q1, the
distribution of the free energies f1, ..., fM is:
Pq1,q2(f1, ..., fM ) ∝
M∏
α=1
Pρ(q2)(fα)
(
M∑
α=1
e−βfα
) ρ(q1)
β
(A.7)
The relation can be generalized to n scales of clusters. From the exclusive distribution
fE(P1, ..., PM ) it is possible to obtain the Π(Y ) distribution, deriving the same results
found in the previous sections.
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Joint probability distribution of
the energy gaps
In this section we present the detailed calculation of the joint probability distribution
of the energy gaps for a full-RSB system (see Section 6.2), following the derivation
presented in [49].
The ultrametric organization of k-RSB systems can be naturally represented
in terms of the branching process of a tree. We consider a rooted tree of depth k
(see Section 1.1) whose leaves represent the pure states of the system and whose
intermediate vertexes represent cluster of states. In the T = 0 case, the leaves at
the last level represent minima of the energy landscape.
Each level of the tree,starting from the root at l = 0, is assigned a scale ql. These
parameters are defined in the interval [0, 1] and are chosen in increasing order
0 ≤ q0 < . . . < qk = 1. The portion of the tree which stems from a node at level
l is denoted l-cluster. States which belong to the same l-cluster but in different
l + 1-clusters have the same mutual overlap q = ql.
The tree is generated following a Derrida-Ruelle branching process[5, 66, 84, 85,
166, 194]. At each level, the l-clusters are assigned a generalized energy E˜l, which
at the last level corresponds to the real energy of the minima E˜k = E. The root
is assigned a sample-dependent reference energy E˜0. Starting from the root, the
branches of every node are generated via a Poisson point process. The number of
different l + 1-clusters with energy in the interval (E˜l+1, El+1 + dE˜l+1) contained
in a l-cluster of energy E˜l (corresponding to the fraction of branches with energy
in the specified interval stemming from the same node), is a Poisson variable with
expected value:
dN l+1(E˜l+1) = pl(E˜l+1|E˜l)dE˜l+1 = eyl(E˜l+1−E˜l)dE˜l+1 (B.1)
The tree depends on the parameters ql only through the coefficients yl = y(ql),
where y(q) is an increasing function defined in the interval [0, 1] corresponding to
the overlap distribution at zero temperature defined in Section (6.15).
Let us consider the l-cluster which contains the ground state of the system with
energy Egs. We consider, among all the states that belong to the same l-cluster but
are in a different l + 1-cluster, the one with minimum energy. This state is defined
first l-excited state and has energy Egs + ∆l.
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In the following sections we show how to derive the joint probability distribution of
the energy gaps P (∆0, . . . ,∆k−1) following a pure probabilistic computation based
on the properties of the tree.
1RSB
In the 1RSB phase, only two values of overlap are
allowed at zero temperature: q0, 1. All the minima
of the system belong to the same 0-cluster and have
overlap q0. The average number of configurations
with energy in the interval (E,E + dE) is:
dN 1(E) = ν0(E|E˜0)dE = ey0(E−E˜0)dE (B.2)
We remark that in our description configurations
which differ for a number finite number of spin, are
identified in the thermodynamic limit.
The probability that E = Egs is the ground state energy follows the extreme values
distribution of the minima, given by the Gumbel law [181]:
µ0(Egs|E˜0) = ey0(Egs−E˜0)e−A0ey0(Egs−E˜
0) (B.3)
where A0 = y−10 . The joint probability to have a ground state energy Egs and a
first 0-excited state of energy E1 corresponds to the event to have a ground state of
energy Egs and no configurations in the interval (Egs, E1):
P1(Egs, E1|E˜0) = ν1(Egs|E˜0)µ1(E1|E˜0) = ey0(Egs−E˜0)ey0(E1−E˜0)e−y
−1
0 e
y0(E1−E˜0)
(B.4)
Defining ∆0 = E1 − E − 0 and integrating over Egs, E1, one finds the probability
distribution of the energy gap:
P (∆0) =
1
y1
e−y1∆0 (B.5)
k-RSB
In the k-RSB phase, the joint probability of the
energy gaps is derived by iteration, starting from the
last levels. Let us consider the set of l + 1-clusters
branching from the same l-cluster. We proceed by
induction assuming that Eq. (B.3) holds at the level
l + 1 and proving that it holds at level l:
µl+1(E|E˜l+1) = eyl+1(E−E˜l+1)eAl+1e
yl+1(E−E˜l+1)
(B.6)
This represents the probability to have a ground state
of an l + 1-cluster (l + 1-ground state) with energy E. The probability to find an
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l + 1-ground state with energy E in an l-cluster with energy E˜l is:
νl(E|E˜l) =
∫
dN l+1(El+1) µl+1(E|E˜l+1) =
=
∫
dE˜l+1pl(E˜l+1|E˜l)µl+1(E|E˜l+1) =
= const× eyl(E−E˜l)
(B.7)
Following the asme reasoning as in the 1RSB case, the probability of an l-ground
state of energy E is:
µl(E|E˜l) = eyl(E−E˜l)eAleyl(E−E˜
l) (B.8)
The joint probability of finding a ground state energy Egs and l-excited states with
energy gaps ∆0, ...,∆k−1 with respect to fixed values of E˜0, . . . , E˜k−1 is:
Pk(Egs,Egs + ∆k−1, ..., Egs + ∆0|E˜k−1, ..., E˜0) =
=νk−1(Egs|E˜k−1)µk−1(Egs + ∆k−1|E˜k−1)× ...× µ0(Egs + ∆0|E˜0) =
=νk−1k(Egs|E˜k−1)
k−1∏
l=0
µl(Egs + ∆l|E˜l)
(B.9)
Marginalizing this conditional probability with respect to E˜1, . . . , E˜k−1 one finds:
Pk(Egs, Egs + ∆k−1, ..., Egs + ∆0|E˜0) =
=
∫ (k−2∏
l=0
pl(E˜l+1|E˜l)µl(Egs + ∆l|El)dE˜l+1
)
νk−1(Egs|E˜k−1)µk−1(Egs + ∆k−1|E˜k−1) =
=
∫ (k−2∏
l=0
dE˜l+1
)
ey0(E˜
1−E˜0)ey1(E˜
2−E˜1) . . . ey0(E˜
k−1−E˜k−2)×
× µ0(Egs + ∆0|E˜1) . . . µk−1(Egs + ∆k−1E˜k−1)νk−1(Egs|E˜k−1) =
=
k∏
l=2
(
∆yle−∆yl∆l
)
ν1(Egs|E0)µ1(Egs + ∆1|E0)
(B.10)
In order to solve the formula let us just consider the last integration:∫
d˜Ek−1eyk−2(Ek−1−Ek−2)µk−1(Egs + ∆k−1E˜k−1)νk−1(Egs|E˜k−1) =
= (yk−1 − yk−2)e(yk−1−yk−2)∆k−1νk−1(Egs|E˜k−1)
(B.11)
Integrating telescopically over the rest of the variables dE˜1...dE˜k−2 one obtains:
Pk(Egs, Egs+∆k−1, ..., Egs+∆0|E˜0) =
k−1∏
l=1
(
∆yke−∆yk∆k
)
µ0(Egs+∆0|E˜0)ν0(Egs|E˜0)
(B.12)
where ∆yl ≡ yl − yl−1.
The final formula is found by integrating over Egs:
P (∆0, ...,∆k−1) =
k−1∏
l=0
e−∆l∆yl∆yl (B.13)
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full RSB
Finally we consider a tree of infinite depth for describing full RSB system. In the
limit of continuous branching the discrete parameters become continuous functions
of the variable q in the interval [qmin, 1]: ∆l → ∆(q), yl → y(q), ∆yl → y′(q)dy.
Differently from the original derivation in [49], where qmin = 0 due to the zero
magnetic, we assume here that y(q) is null for q < qmin and that if y0 → y(qmin) 6= 0
then y′(qmin) = y(qmin)δ(q − qmin). Under these assumptions, the joint probability
distribution is:
P ({∆}) = e−
∫ 1
qmin
dq y′(q)∆(q) 1∏
q=qmin
y′(q)dq (B.14)
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Appendix C
Maximum-Flow and
Minimum-Cut
Minimum cut. The computation of the exact ground states of a spin glass is
a hard optimization problem, mostly due to the presence of a certain degree of
frustration. On the other hand, in systems with unfrustrated interactions, a solution
can be found in polynomial time by means of graph cut methods[12].
In graph theory, a cut C = (S, T ) is partition of the nodes set V of a graph
G = (V, E) into two subsets S, T . The cut-set of C is the set of edges that are
crossed by the cut. The cost of a cut is either the cardinality of the cut-set (the
number of broken edges) in unweighted graphs, or the sum of the weights of the
cut-set in weighted graphs. The MIN-CUT problem consists in finding the cut with
minimum cost. In the case of an Ising spin glass with Jij coupling interactions, the
cost is the energy which must be spent to assign to any spin an up or down state.
In general not every energy functional can be minimized by using this method. In
order to prove the equivalence between Ising spins energy minimization and graph
cut methods there must be an equivalence also between the energy functionals.
Equivalence between spin glass problem and MIN-CUT Let us consider
a model on a graph GV,E with boolean variables s = 0, 1 The total energy of the
system is:
Etot =
∑
i∈V
Di(si) +
∑
(i,j)∈E
Vij(si, sj) (C.1)
The graph cut method moves towards the ground state only if the functional V is
regular :
Vij(0, 0) + Vij(1, 1) ≤ Vij(1, 0) + Vij(0, 1) (C.2)
Applying a transformation si = 2σi − 1, it can be proved that the Hamiltonian of a
magnetic system satisfies the regularity condition as long as all Jij are positive.
In the spin glass case, the condition (C.2) is satisfied only locally upon a local
gauge transformation Jijσi → J ′ijσ′i. This condition is the core of the CEA algorithm
used throughout the thesis.
In spin glasses, the graph cut problem consists in partitioning the spins two sets
spin-up V+ and spin-down V−. Let us denote by ∆ ⊂ E the cut-set and by Γ+ (Γ−)
the set of edges with both end points in V+ (V−). The Hamiltonian can thus be
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decomposed as:
H = −
∑
(i,j)∈Γ+
Jijσiσj −
∑
(i,j)∈Γ−
Jijσiσj −
∑
(i,j)∈∆
Jijσiσj =
= −
∑
(i,j)∈Γ+
Jij −
∑
(i,j)∈Γ−
Jij +
∑
(i,j)∈∆
Jij =
= −C + 2
∑
(i,j)∈∆
cij
(C.3)
where C = ∑(i,j)∈E Jij is a constant and cij is the cut weight for the ij-th edge. It
follows that minimizing the energy is equivalent to choosing a cut in such a way that
the second term is maximum. Therefore there is a strict correspondence between
minimizing the energy of the magnetic system and finding a max-cut (or min-cun)
of the graph representation of the lattice.
The MAX-FLOW MIN-CUT theorem. Let us consider a ferromagnetic
system with Jij > 0 in an external field {hi}i=1...N . The exact ground state can be
found by means of the following algorithm. First, the magnetic system is mapped
on the network G = (V, E), so that every spin corresponds to a vertex i = 1...N .
In addition, two more special vertices are defined: the source (i = 0) and the sink
(i = N + 1).
The lattice is divided into two subgraphs A, B, characterized by the values of
the variable t(i) = 1, if i ∈ A, t(i) = −1 otherwise.
The undirected couplings of the system are mapped onto edges which are directed
as i → j, i < j. Moreover, for each site, there is an ingoing edge from the source,
and an outgoing edge to the sink. An additional ’phantom’ edge (0, n+ 1) is added,
connecting the source to the sink. Each edge is provided with a non-negative
capacity:
∀i, j ∈ {1, ..., N} c(i, j) =
{
4Jij j ∈ ∂i, i < j
0 otherwise
(C.4)
Moreover:
∀i : w(i) = 2
∑
j∈∂i
Jij − 2hit(i)−
∑
j∈∂i
if w(i) ≥ 0 :
{
c(i,N + 1) = w(i)
c(0, i) = 0
if w(i) < 0 :
{
c(i,N + 1) = 0
c(0, i) = −w(i)
In this way all the capacities are non-negative, except for the source-sink capacity:
c(0, n+ 1) = −
∑
ij
Jij +
N∑
i=1
hit(i)−
N∑
j=1
c(0, j) (C.5)
A cut separating 0 and n + 1 is a partition S, S (S ∪ S = V, S ∩ S = ∅),
such that 0 ∈ S and n + 1 ∈ S. The cut can be specified by defining a vector
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X = {1, x1, ..., xN , 0} with xi = 1 if i ∈ S, xi = 0 otherwise. The capacity of the cut
is the sum of the capacities of the edges directed from S to S:
C(S, S) =
∑
i∈S,j∈S
c(i, j) =
N+1∑
i,j=0
c(i, j)xi(1− xj)
The last expression is a quadratic form which results in the hamiltonian of the
system with the previous choice of c(i, j), and σi = (2xi − 1)t(i).
In order to determine the capacity of the minimum cut, the max-flow min-cut
theorem is used: the maximum flow through the network is equal to the capacity
of the minimum cut. There are several algorithms which calculate the maximum
flow. The Ford-Fulkerson algorithm (FFA) [195] works assigning flow values f(i, j)
to each edge and imposing the conservation of the flow at each edge. All the flows
are initially set to zero. The flow through the network is then augmented stepwise
starting from the sink, repeating the process until no more increment is possible.
The value of c(0, n+ 1) is only considered in a second moment, when is added to
the result, being part of the edges connecting S to S. The capacities are usually
expressed as integer or rational numbers, in order to avoid convergence problems.
The output of the FFA is a set of flows {f(i, j)} and (S, S) is a mincut if the edges
connecting the two partitions fulfill the condition f(i, j) < c(i, j). In systems with
degeneracy, only one ground state can be found with this algorithm.
A more effective variation of the FFA algorithm is often used, the Edmonds–Karp
algorithm, which runs in a time O(V E2).
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Appendix D
Stability analysis via -coupling
The effects of the introduction of a bulk perturbation have been studied in literature
mostly numerically. However, in [143], Pagnani and Parisi have approached the
problem analytically, deriving the cavity equations in the case of Gaussian Bethe
lattice spin glass with connectivity k + 1, in presence of external field hext. The
derivation is instructive because, beside the theoretical interest, it provides a method
for detecting the AT line. We follow here the main arguments of the Pagnani-Parisi
derivation and present some of the aspects which concern the topics exposed in this
thesis.
We consider an Ising Bethe lattice spin glass, described by Hamiltonian:
H[σ] = −
∑
<i,j>
Jijσiσj − hext
∑
i
σi (D.1)
Wefirst recall the Bethe approximation of the model, and then obtain the cavity
equations for the -coupled model. We show that the instability of the 1RSB solution
can be easily detected from the inconsistency of the solution at q = 0.
Bethe approximation Let us consider the merging process of k branches
rooted at spins i = 0, . . . , k onto a new spin R. Before the merging, we leave the
spin at the i root undetermined. The ground state energy is conditioned by the
value of σi:
E(σi) = Ai − hiσi (D.2)
where A is a constant and hi is an effective field. Note that hi contains the effect of
the external field. The energy of the system of k branches before the merging is the
sum of the E(σi) terms conditioned by the value of the spins 1, . . . , k.
The energy after the merging is
E′(σ1, . . . , σk, σR) =
k∑
i=1
(Ei(σi)− JRiσRσi)− hextσR (D.3)
The ground state energy is found by minimizing E′ with respect to σ1, . . . , σR at
fixed σR. This corresponds to choosing independently the sign of each σi such that
(hi + JRiσR)σi = |hi + JRiσR|. The last term can be written as:
hi + JRiσR = w(hi, JRi) + λ(hi, JRi)σR (D.4)
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where
w(hi, JRi) =
|h+ J |+ |h− J |
2
λ(hi, JRi) =
|h+ J | − |h− J |
2
(D.5)
which results in
E′(σR) =
k∑
i=1
Ai − w(hi, JRi)− (λ(hi, JRi + hext)σR (D.6)
By comparing this formula with Eq.(D.2), one finds the recursion relation:
hR =
k∑
i=1
λ(hi, JRi) + hext (D.7)
Cavity equations for the -coupled system We consider two systems
described by two different set of variables. The first system, which depends on the
variables σi, is described by the usual Hamiltonian:
H0[σ] = −
∑
<i,j>
Jijσiσj − hext
∑
i
σi (D.8)
where the coupling costants Jij are i.i.d. variables with Gaussian distribution of
mean 0 and variance 1. Let σ0 be the ground state of H0, and let us consider a
second system defined on the same Bethe lattice and depending on the variables τ
(but also on the ground state sigma0 which is fixed), with Hamiltonian:
H[τ ] = −
∑
<i,j>
Jijτiτj − hext
∑
i
τi − 
∑
i
σ0i τi (D.9)
The perturbation is repulsive if  < 0 (it increases the energy of σ0), repulsive if
 > 0. The ground state of H[τ ] is τ . We are interested in studying the overlap
q ≡ qJ = 1
N
∑
i
σ0i τ

i (D.10)
Let us consider the process of iteration (See 2.2, i.e. the merging of k branches
onto the k + 1-th site R described by an effective field (D.11):
hR =
k∑
i=1
λ(hi, JRi) + hext (D.11)
The value of the effective field acting on τR in the second system depends on
the value σR value in the first system. As a result, one needs to take into account
three quantities related to merging of the branches onto the root R: the effective
field hR acting onto σR and the effective fields h±R acting on τR under the condition
σR = ±1.
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The equation for hR is exactly the same as Eq.(D.7) in the first system. The
value of σ0i = sign(hi + JRiσ0R) is determined by assuming in turn that σR = ±1.
The effective field acting onto τR is thus:
h
σ0R
R =
k∑
i=1
λ(hσ
0
i
i , Ji) + σ0R + hext (D.12)
In order to measure the overlap, we can consider a new meging of k+ 1 branches
onto a new node S. One obtains for the value of the effective fields of the two
systems:
HS =
k+1∑
i=1
λ(hi, JS,i) + hext; HS =
k+1∑
i=1
λ(hσ0i , JS,i) + σ0 + hext (D.13)
The spins σS and τS take the orientation of the local field and the contribution to
the overlap is σ0Sτ0S .
Results. The numerical results at hext = 0 show that for  > 0 the overlap is
q = −1, as expected, and that for negative values the overlap decreases slowly from
1. The interesting part is that at  = 0, the overlap is q = 0, while one would expect
that q = 1. This is a proof of the inconsistency of the RS solution, but it is not a
problem. On the opposite, it is possible to perform the computation at T > 0 and
find the value of hext where the  = 0 is inconsistent. In this way it possible to trace
the AT line. This method gives for the critical field at zero temperature of the J±
model the value hc ∼ 1.037 used in Chapter 6 as critical field.
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