ABSTRACT Interstellar scintillation (ISS) of pulsar emission is caused by small scale (≪ 1 AU) structure in the ionized interstellar medium (ISM) and appears as modulations in the dynamic spectrum, radio intensity versus time and frequency. We develop a theory that relates the two-dimensional power spectrum of the dynamic spectrum, the secondary spectrum, to the scattered image of a pulsar emanating from a thin scattering screen. Recent work has identified parabolic-shaped arcs in secondary spectra for many pulsars. We show that arcs are generic features to be expected from media that scatter radiation at angles much larger than the root-mean-square scattering angle. Each point in the secondary spectrum corresponds to a sinusoidal fringe pattern in the dynamic spectrum whose periods in time and frequency can be related to the differences in arrival time delay and in fringe rate (or Doppler frequency) between pairs of components in the scattered image. The arcs correspond to a parabolic relation between the periods through their common dependence on the angle of arrival of scattered components. Arcs appear even without consideration of the dispersive nature of the plasma and are particularly simple to analyze in the weak scintillation regime, in which case the secondary spectrum can be inverted to estimate the phase perturbation in the screen. Arcs are more prominent in media with negligible inner scale and with wavenumber spectra that are shallower than a (wavenumber) −4 spectrum, including the Kolmogorov spectrum with index 11/3. Arcs are also enhanced when the scattered image is elongated along the velocity direction, making them useful for probing anisotropic structure in the ISM. The arc phenomenon can be used, therefore, to determine or place limits on the inner scale and on the anisotropy of scattering irregularities for lines of sight to relatively nearby pulsars. Arcs are truncated by finite source size and thus provide high angular resolution ( 10 −6 arc sec) for probing emission regions in pulsars and compact active galactic nuclei. Overall, we expect arcs from a given source to be more prominent at higher frequencies. Additional arc phenomena seen from some objects at some epochs include the appearance of multiple arcs, most likely from two or more discrete scattering screens along the propagation path, and arc substructure consisting of small arclets oriented oppositely to the main arc that persist for long durations and indicate the occurrence of long-term multiple images from the scattering screen.
4. In contrast to the symmetrical shape typical of the arc outline, the power distribution of the secondary spectrum can be highly asymmetric in f t for a given f ν and can show significant substructure. An example is shown in Figure 2 . The timescale for change of this substructure is not well established, but some patterns and asymmetries have persisted for months.
5. A particularly striking form of substructure consists of inverted arclets with the same value of |a| and with apexes that lie along or inside the main arc outline (Figure 2 panels b and c).
6. Although a single scintillation arc is usually present for each pulsar, there is one case (PSR B1133+16) in which multiple scintillation arcs, with different a values, are seen ( Figure 3 ). At least two distinct a values (and, perhaps, as many as four) are traceable over decades of time.
7. Arc curvature accurately follows a simple scaling law with observing frequency: a ∝ ν −2 (Paper 2). In contemporaneous month-long observations over the range 0.4 -2.2 GHz, scintillation arcs were present at all frequencies if they were visible at any for a given pulsar, and the scintillation arc structure became sharper and better defined at high frequency.
8. The arc curvature parameter a is constant at the 5-10% level for ∼ 20 years for the half dozen pulsars for which we have long-term data spans (see Paper 3).
In this paper we explain or otherwise address all of these points as well as explore the dependence of arc features on properties of the scattering medium and source. -Primary and secondary spectrum pairs are shown for 4 pulsars that exhibit the scintillation arc phenomenon. The grayscale for the primary spectrum is linear in flux density. For the secondary spectrum, the logarithm of the power is plotted, and the grayscale extends from 3 dB above the noise floor to 5 dB below the maximum power level. The dispersion measures of these pulsars range from 3.2 to 48.4 pc cm −3 and the scattering measures range from 10 −4.5 to 10 −3.6 kpc m −20/3 , with PSR B1929+10 and PSR B0823+26 representing the extremes in scattering measure. The data shown here and in Figures 2-3 were obtained from the Arecibo Observatory.
3. theory of secondary spectra and scintillation arcs
A Simple Theory
Though the parabolic arc phenomenon is striking and unexpected, it can be understood in terms of a simple model based on a "thin screen" of ionized gas containing fluctuations in electron density on a wide range of scales. Incident radiation is scattered by the screen and then travels through free space to the observer, at whose location radiation has a distribution in angle of arrival. The intensity fluctuations are caused by interference between different components of the angular spectrum whose relative phases increase with distance from the screen. Remarkably, we find that the arcs can be explained solely in terms of phase differences from geometrical path lengths. The phenomenon can equally well be described, using the Fresnel-Kirchoff diffraction integral, by spherical waves originating at a pair of points in the screen interfering at the observer having traveled along different geometric paths. Thus, though the screen is dispersive, the arcs arise simply from diffraction and interference. Dispersion and refraction in the screen will likely alter the shapes of the arcs, though we do not analyze these effects in this paper. The asymmetry with respect to the conjugate time axis is present, in the same sense, in all three observations. The broad power distribution at 430 MHz in (a) is much sharper one day later at 1175 MHz (b); however a more diffuse component has returned 14 days later (c). Note that the scales for the delay axis in (b) and (c) differ from that in (a). The inverted parabolic arclets noticeable in panels b and c are a common form of substructure for this and several other pulsars.
To get interference, the screen must be illuminated by a radiation field of high spatial coherence, i.e. radiation from a point-like source. The source can be temporally incoherent because the different components of the temporal Fourier transform each contribute nearly identical interference patterns, as in interferometry. Two components of the angular spectrum arriving from directions θ 1 and θ 2 interfere to produce a two-dimensional fringe pattern whose phase varies slowly with observing frequency. The pattern is sampled in time and frequency as the observer moves through it, creating a sinusoidal fringe pattern in the dynamic spectrum. The fringe appears as a single Fourier component in the secondary spectrum. Under the small-angle scattering of the ISM its f ν coordinate is the differential geometric delay ∝ θ and its f t coordinate is the fringe rate ∝ V ⊥ · (θ 2 − θ 1 ), where V ⊥ is an appropriate transverse velocity (see below). A quadratic relationship f ν to f t results naturally from their quadratic and linear dependences on the angles. When one of the interfering waves is undeviated (e.g. θ 1 = 0) we immediately get the simple parabola f ν ∝ f 2 t . When the scattering is weak there will be a significant undeviated contribution resulting in a simple parabolic arc. However, we also find that an arc appears in strong scattering due to the interference of waves contained within the normal scattering disc with a faint halo of waves scattered at much larger angles. The faint halo exists only for scattering media having wavenumber spectra less steep than (wavenumber) −4 , including the Kolmogorov spectrum. While the relation of f ν to time delay is well known through the Fourier relationship of the pulse broadening to the radio spectrum intensity scintillation, the physical interpretation of f t can be viewed in several ways besides the fringe rate. Scintillation versus time is often Fourier analyzed into a spectrum versus frequency (f t ) in Hz; in turn this is simply related to spatial wavenumber f t = κ · V ⊥ /(2π) and hence to angle of arrival (κ = kθ). It can also be thought of as the beat frequency due to the different Doppler shifts of the two scattered waves. Thus the secondary spectrum can be considered as a differential delay-Doppler spectrum , similar to that measured in radar applications.
Screen Geometry
In this section we discuss the relationship between the scattered image and the secondary spectrum S 2 . Later, in §5, we obtain the relation more rigorously by deriving S 2 as a fourth moment of the electric field. Explicit results can be obtained Fig. 3. -One of the pulsars in our sample, PSR B1133+16, shows multiple scintillation arcs on occasion. The broad, asymmetric power distribution in (a) has numerous arclets at 321 MHz. Panels (b) and (c) are at frequencies above 1 GHz. Panel (b) shows two clear arcs (along with a vertical line at ft due to narrowband RFI and the sidelobe response of power near the origin). Four months later(c), only the outer of these two arcs -widened by the a ∝ ν −2 scaling -is visible.
in the limits of strong and weak scintillation, as shown in Appendices C and D. We find that the weak scintillation result is simpler, being a second moment of the electric field since it only involves the interference of scattered waves with the unscattered field. However, pulsars are typically observed in strong scintillation, and the strong scintillation limit gives exactly the same result as in the approximate theory (Eq. 8) used below. So we now apply the approximate theory to spherical waves from a pulsar scattered by a thin screen.
Consider the following geometry: a point source at z = 0, a thin screen at z = D s and an observer at z = D. For convenience, we define s = D s /D. The screen changes only the phase of incident waves, but it can both diffract and refract radiation from the source. For a single frequency emitted from the source two components of the angular spectrum at angles θ 1 , θ 2 (measured relative to the direct path) sum and interfere at the observer's location with a phase difference Φ. The resulting intensity is I = I 1 + I 2 + 2 √ I 1 I 2 cos Φ where I 1 and I 2 are the intensities from each component (e.g. Cordes & Wolszczan 1986 ). The total phase difference Φ = Φ g + φ, includes a contribution from geometrical path-length differences Φ g and from the screen phase, φ, which can include both small and large-scale structures that refract and diffract radiation. Expanding Φ to first order in time and frequency increments, δt and δν, the phase difference is
where δν = ν − ν 0 , δt = t − t 0 and t 0 , ν 0 define the center of the observing window; f t = (1/2π)∂ t Φ is the fringe rate or differential Doppler shift, and f ν = (1/2π)∂ ν Φ is the differential group delay. In general Φ includes both a geometrical path-length difference and a dispersive term. At the end of §5.2 we consider the effects of dispersion, but in many cases of pulsar scintillation it can be shown that the dispersive term can be ignored. We proceed to retain only the geometric delays and obtain results (Appendix A) that were reported in Paper 1:
Here λ is the wavelength at the center of the band, s = D s /D, and V ⊥ is the velocity of the point in the screen intersected by a straight line from the pulsar to the observer, given by a weighted sum of the velocities of the source, screen and observer (e.g. Cordes & Rickett 1998) :
It is also convenient to define an effective distance D e , D e = Ds(1 − s) .
(5) The two-dimensional Fourier transform of the interference term cos Φ(δν, δt) is a pair of delta functions placed symmetrically about the origin of the delay fringe-rate plane. The secondary spectrum at (f ν , f t ) is thus the summation of the delta functions from all pairs of angles subject to Eq. 2 & 3, as we describe in the next section.
Secondary Spectrum in Terms of the Scattered Brightness
In this section we examine how the form of the secondary spectrum varies with the form assumed for the scattered image, without considering the associated physical conditions in the medium. We postpone to §5 a discussion of the scattering physics and the influence of the integration time. The integration time is important in determining whether the scattered brightness is a smooth function or is broken into speckles as discussed by Narayan & Goodman (1989) . This in turn influences whether the secondary spectrum takes a simple parabolic form or becomes fragmented.
We analyze an arbitrary scattered image by treating its scattered brightness distribution, B(θ), as a probability density function (PDF) for the angles of scattering. In the continuous limit the secondary spectrum is the joint PDF of f ν , f t subject to the constraints of Eq. (2 & 3). It is convenient to use dimensionless variables for the delay and fringe rate:
whereV ⊥ is a two-dimensional unit vector for the transverse effective velocity. It is also useful to normalize angles by the characteristic diffraction angle, θ d , so in some contexts discussed below θ → θ/θ d , in which case p → f ν /τ d and q → 2π∆t d f t , where τ d is the pulse broadening time and ∆t d is the diffractive scintillation time. The secondary spectrum is then given by an integral of the conditional probability δ(p − p)δ(q − q) for a given pair of angles multiplied by the PDFs of those angles,
where p, q are the values of p, q for particular values of θ 1,2 as given in Eq. 6 and 7. In Appendix C, Eq. 8 is derived formally from the ensemble average in the limit of strong diffractive scattering. The secondary spectrum is symmetric through the origin (p → −p and q → −q). Eq. (8) shows that it is essentially a distorted autocorrelation of the scattered image. With no loss of generality we simplify the analysis by taking the direction of the velocity to be the x direction. The four-fold integration in Eq. 8 may be reduced to a double integral by integrating the delta functions over, say, θ 2 to obtain
where
and H(U ) is the unit step function. With this form, the integrand is seen to maximize at the singularity U = 0, which yields a quadratic relationship between p and q. For an image offset from the origin by angle θ 0 , e.g. B(θ) → B(θ − θ 0 ), the form for S 2 is similar except that U = p− q 2 − 2q(θ 1x + θ 0x )+ (θ 1y + θ 0y ) 2 and the θ y arguments of B in square brackets in Eq. 9 become ± √ U − θ 0y . The integrable singularity at U = 0 makes the form of Eq. 9 inconvenient for numerical evaluation. In Appendix B we use a change of variables to avoid the singularity, giving form (Eq. B4) that can be used in numerical integration. However, this does not remove the divergence of S 2 at the origin p = q = 0. In Appendix B we show that inclusion of finite resolutions in p or q, which follow from the finite extent of the orignal dynamic spectrum in time and frequency, avoids the divergence at the origin, emphasizing that the dynamic range in the secondary spectrum is strongly influenced by resolution effects.
The relation p = q 2 follows from the singularity U = 0 after integration over angles in Eq. 9 and is confirmed in a number of specific geometries discussed below. This relation becomes f ν = af 2 t in dimensional units, with
where V ⊥ = 100 km s −1 V 100 and ν is in GHz. For screens halfway between source and observer (s = 1/2), this relation yields values for a that are consistent with the arcs evident in Figures 1-3 and also shown in Papers 1-3. As noted in Paper 1, a does not depend on any aspect of the scattering screen save for its fractional distance from the source, s, and it maximizes at s = 1/2 for fixed V ⊥ . When a single arc occurs and other parameters in Eq. 11 are known, s can be determined to within a pair of solutions that is symmetric about s = 1/2. However, when V ⊥ is dominated by the pulsar speed, s can be determined uniquely (c.f. Paper 1).
Properties of the Secondary Spectrum
To determine salient properties of the secondary spectrum that can account for many of the observed phenomena, we consider special cases of images for which Eq. 8 can be evaluated. As noted above the effects of finite resolution are important both observationally and computationally and are discussed in Appendix B.
Point Images
A point image produces no interference effects, so the secondary spectrum consists of a delta function at the origin, (p, q) = (0, 0). Two point images with amplitudes a 1 and a 2 produce fringes in the dynamic spectrum, which give delta functions of amplitude a 1 a 2 at position given by Eq. 6 and 7 and its counterpart reflected through the origin and also a delta function at the origin with amplitude 1 − 2a 1 a 2 . Evidently, an assembly of point images gives a symmetrical pair of delta functions in p, q for each pair of images.
One-dimensional Images
Arc features can be prominent for images elongated in the direction of the effective velocity. Consider an extreme but simple case of a one dimensional image extended along the x axis only
and where g is an arbitrary function. The secondary spectrum is
By inspection, parabolic arcs extend along p = ±q 2 with amplitude S 2 ∝ g(q)/|q| along the arc, becoming wider in p at large |q|. However, for the particular case where g is a Gaussian function, the product of the g functions in Eq. (13)
, which cuts off the arcs very steeply (see §4.1). For images with slower fall offs at large angles, the arc features can extend far from the origin. For the same image shape elongated transverse rather than parallel to x, inspection of Eq. 7 -8 indicates that S 2 (p, q) ∝ δ(q), so there is only a ridge along the q-axis. These examples suggest that prominent arcs are expected when images are aligned with the direction of the effective velocity, as we confirm below for more general image shapes.
Images with a Point and an Extended Component
Consider a scattered image consisting of a point source at θ p and an arbitrary, two-dimensional image component,
The secondary spectrum consists of the two self-interference terms from each image component and cross-component terms of the form
is the unit step function and "S.O." implies an additional term that is symmetric through the origin, corresponding to letting p → −p and q → −q in the first component. A parabolic arc is defined by the H(U )U −1/2 factor. As U → 0 the arc amplitude is a 1 a 2 U −1/2 g(q + θ px , 0). Considering g to be centered on the origin with width W g x in the x direction, the arc extends to |q + θ p x | W g x /2. Of course if the point component has a small but non-zero diameter, the amplitude of the arc would be large but finite. If the point is at the origin, the arc is simply p = q 2 as already discussed. In such cases Eq. 15 can be inverted to estimate g(θ) from measurements of ∆S 2 . The possibility of estimating the two-dimensional scattered brightness from observations with a single dish is one of the intriguing aspects of the arc phenomenon.
With the point component displaced from the origin, the apex of the parabola is shifted from the origin to
By inspection of Eq. 15, the condition U = 0 implies that the arc is dominated by contributions from image components scattered parallel to the velocity vector at angles θ = (q + θ px , 0). Thus images elongated along the velocity vector produce arcs enhanced over those produced by symmetric images. This conclusion is general and is independent of the location, θ p , of the point component. Figure 4 shows parabolic arc lines (U = 0) for various assumed positions for the point component. Eq.16 gives a negative delay at the apex, but since S 2 is symmetric about the origin, there is also a parabola with a positive apex, but with reversed curvature. When θ py = 0 the apex must lie on the basic arc p = q 2 (left panel), and otherwise the apex must lie inside it (right panel). Such features suggest an explanation for the reversed arclets that are occasionally observed, as in Figure 2 . We emphasize that the discussion here has been restricted to the interference between a point and an extended component, and one must add their self-interference terms for a full description.
The foregoing analysis can, evidently, be applied to a point image and an ensemble of subimages. The general nature of S 2 is similar in that it is enhanced along the curve where U = 0 which enhances subimages lying along the velocity vector. 
secondary spectra for cases relevant to the interstellar medium
We now compute the theoretical secondary spectrum for various simple scattered brightness functions commonly invoked for interstellar scattering. The computations include self-interference and also the finite resolution effects, discussed in Appendix B.
Elliptical Gaussian Images
Measurements of angular broadening of highly scattered OH masers (Frail et al. 1994 ), Cyg X-3 (Wilkinson et al. 1994) , pulsars (Gwinn et al. 1993) , and AGNs (e.g. Spangler & Cordes 1988; Desai & Fey 2001) indicate that the scattering is anisotropic and, in the case of Cyg X-3, consistent with a Gaussian scattering image, which probably indicates diffractive scales smaller than the "inner scale" of the medium. Dynamic spectra cannot be measured for such sources because the time and frequency scales of the diffractive scintillations are too small and are quenched by the finite source size. However, some less scattered pulsars may have measurable scintillations that are related to an underlying Gaussian image.
The secondary spectrum for an elliptical Gaussian image cannot be solved analytically, although Eq. B4 can be reduced to a one dimensional integral which simplifies the numerical evaluation. Figure 5 shows some examples. The upper left hand panel is for a single circular Gaussian image. It does not exhibit arc-like features, although it "bulges" out along the dashed arc-line (p = q 2 ). Upper right is for an elliptical Gaussian image with a 2:1 axial ratio parallel to the velocity vector. The 3:1 case (lower left) shows the deep "valley" along the delay (p) axis, which is characteristic of images elongated parallel to the velocity. Such deep valleys are frequently seen in the observations and provide evidence for anisotropic scattering. Notice, however, that the secondary spectrum can be strong outside of the arc line, where the contours become parallel to the p-axis. Inside the arc-line the contours follow curves like the arc-line. The 3:1 case with the major axis transverse to the velocity (lower right) shows enhancement along the delay axis with no bulging along the arc-line.
Media with Power-Law Structure Functions
Here we consider brightness distributions associated with wavenumber spectra having a power-law form. For circularly symmetric scattering, the phase structure function depends only on the magnitude of the baseline so the visibility function is
α , where s 0 is the spatial scale of the intensity diffraction pattern, defined such that |Γ(s 0 )| 2 = e −1 (e.g. Cordes & Rickett 1998) . The corresponding image is
where J 
Single-slope Power Laws
First we consider phase structure functions of the form D φ (b) ∝ b α . The corresponding wavenumber spectra ∝ (wavenumber) −β with indices β = α + 2 for β < 4 (e.g. Rickett 1990 ). Figure 6 (left-hand panel) shows one-dimensional slices through the images associated with four different values of α, including α = 2, which yields a Gaussian-shaped image. The corresponding secondary spectra are shown in Figure 7 . Arcs are most prevalent for the smallest value of α, become less so for larger α, and are nonexistent for α = 2. Thus the observation of arcs in pulsar secondary spectra rules out the underlying image having the form of a symmetric Gaussian function, and so puts an upper limit on an inner scale in the medium. Arcs for all of the more extended images, including the α = 1.95 case, appear to be due to the interference of the central "core" (ψ < 1) with the weak "halo" (ψ ≫ 1) evident in Figure 6 (both panels). This interpretation is confirmed by the work of Codona et al. (1986) . Their Eq. (43) gives the cross spectrum of scintillations between two frequencies in the limit of large wavenumbers in strong scintillation. When transformed, the resulting secondary spectrum is exactly the form of an unscattered core interfering with the scattered angular spectrum.
The halo brightness at asymptotically large angles scales as ψ −(α+2) . We can use this in Eq. 15 with the undeviated core as the point component (θ p = 0) to find S 2 (p, q) far from the origin:
Along the p-axis, S 2 (p, 0) ∝ p −(α+3)/2 .
Kolmogorov Spectra with an Inner Scale
A realistic medium is expected to have a smallest ("inner") scale in its density fluctuations. Depending on its size, the inner scale may be evident in the properties of pulsar scintillations and angular broadening. Angular broadening measurements, in particular, have been used to place constraints on the inner scale for heavily scattered lines of sight (Moran et al. 1990; Molnar et al. 1995; Wilkinson et al. 1994; Spangler & Gwinn 1990) . For scintillations, the inner scale can alter the strength of parabolic arcs, thus providing an important method for constraining the inner scale for lines of sight with scattering measures much smaller than those on which angular broadening measurements have been made. We consider an inner scale, ℓ 1 , that cuts off a Kolmogorov spectrum and give computed results in terms of the normalized inner scale ζ = ℓ 1 /s 0 . The structure function scales asymptotically as D φ ∝ b 2 below ℓ 1 and ∝ b 5/3 above. In the right panel of Figure 6 , we show one-dimensional images for six values of ζ. For ζ ≪ 1, the inner scale is negligible and the image falls off relatively slowly at large ψ, showing the extended halo ∝ ψ −11/3 , as for the Kolmogorov spectrum with no inner scale. For ζ = 2, the image falls off similarly to the shown Gaussian form and thus does not have an extended halo. Secondary spectra are shown in Figure 8 for four values of inner scale. As expected, the arcs are strongest for the case of negligible inner scale and become progressively dimmer and truncated as ζ increases and the image tends toward a Gaussian form. The appearance of strong arcs in measured data indicates that the the inner scale must be much less than the diffraction scale, or ℓ 1 ≪ 10 4 km, for lines of sight to nearby pulsars, such as those illustrated in Figures 1-3 . Figure 9 shows the results for an anisotropic Kolmogorov spectrum with a 3:1 axial ratio (R = 1/3) for different orientation angles of the image with respect to the velocity. In the upper left panel the scattered image is elongated parallel to the velocity, and the arc is substantially enhanced with a deep valley along the p-axis. As the orientation tends toward normal with respect to the velocity in the other panels, the arc diminishes and essentially disappears. The deep valley in the parallel case occurs because q = θ x2 − θ x1 = 0 along the p-axis, so p = θ
Anisotropic Kolmogorov Spectrum
, in which case the secondary spectrum falls steeply like the brightness distribution along its narrow dimension. By comparison, along the arc itself, the secondary spectrum probes the wide dimension and thus receives greater weight. Taking the asymptotic brightness at large angles, B ∝ (Rψ 2 x + ψ 2 y /R) −11/6 for interference with the undeviated core in Eq. 15 we obtain:
Along the p-axis the amplitude of the secondary spectrum in Eq. 19 tends asymptotically to ∝ p −7/3 .
scattering theory

Derivation of the Secondary Spectrum
In prior sections we related f ν and f t to the angles of scattering through Eq. 2 and 3. The intensity of the scattered waves at each angle was represented by a scattered brightness function B(θ) with little discussion of the scattering physics that relates B(θ) to the properties of the ISM.
In discussing the scattering physics, we must consider the relevant averaging interval. Ensemble average results can be found in the limits of strong and weak scintillation, as we describe in Appendices C and D. In both cases the analysis depends on the assumption of normal statistics for the scattered field and the use of the Fresnel-Kirchoff diffraction integral to obtain a relation with the appropriate ensemble average B(θ). However, for strong scattering we adopt the common procedure of approximating the observed spectrum by the ensemble average in the diffractive limit (after removal of the slow changes in pulse arrival time due to changing dispersion measure). In both cases B(θ) is a smooth function of angle (except for the unscattered component in weak scintillation).
An instantaneous angular spectrum is a single realization of a random process. Thus it will exhibit "speckle", i.e. the components of the angular spectrum are statistically independent having an exponential distribution. Goodman and Narayan (1989) called this the snapshot image, which is obtained over times shorter than one diffractive scintillation time (∼minutes). However, we average the secondary spectrum over ∼ 1 hour, which includes many diffractive scintillation timescales but is short compared to the time scale of refractive interstellar scintillation (RISS). Thus we need an image obtained from averaging over many diffractive times, which Goodman and Narayan refer to as the short-term average image. The short-term average image has some residual speckle but is less deeply modulated than the snapshot image. An approximate understanding of the effect of speckle in the image on the secondary spectrum is obtained from §3.4.3, by considering a single speckle as a point component that interferes with an extended component that represents the rest of the image. Thus each speckle can give rise to part of an arclet and multiple speckles will make an assembly of intersecting forward and reverse arclets.
While analytical ensemble average results for the secondary spectrum can be written in the asymptotic limits of weak and strong scattering, one must resort to simulation for reliable results in the intermediate conditions that are typical of many observations and in cases where a short-term average image is appropriate. We use the method and code described by Coles et al. (1995) and analyze the resulting diffraction pattern in the same manner as for the observations. We first create a phase screen at a single frequency whose wavenumber spectrum follows a specified (e.g. the Kolmogorov) form. We then propagate a plane wave through the screen and compute the resulting complex field over a plane at a distance z beyond the screen. The intensity is saved along a slice through the plane of observation, giving a simulated time series at one frequency. The frequency is stepped, scaling the screen phase as for a plasma by the reciprocal of frequency, and the process is repeated. The assembly of such slices models a dynamic spectrum, which is then subject to the same secondary spectral analysis as used in the observations. The results, while calculated for a plane wave source, can be mapped to a point source using the well-known scaling transformations for the screen geometry (i.e. z → D e , as defined in Eq. 5). While the screen geometry is idealized, the simulation uses an electromagnetic calculation and properly accounts for dispersive refraction, diffraction and interference. Furthermore the finite size of the region simulated can approximate the finite integration time in the observations. A scalar field is used since the angles of scattering are extremely small and magnetionic effects are negligible in this context (c.f. Simonetti et al. 1984) .
Interstellar Conditions Responsible for Arcs
In §3 we found two conditions that emphasize the arcs. The first is the interference between an undeviated wave and scattered waves, and the second is the enhancement of arcs when the waves are scattered preferentially parallel to the scintillation velocity. We now discuss how these conditions might occur.
Core-Halo Conditions.
The basic arc, p = q 2 , is formed by interference of a core of undeviated or weakly deviated waves with widely scattered waves. There are two circumstances where a significant fraction of the total flux density can come from near θ = 0. One is in strong scintillation, when the "central core" of the scattered brightness interferes with a wider low level halo, as discussed in §4.2 for a Kolmogorov density spectrum and other power-law forms with β < 4 and neglible inner scale. In this case the core of the scattered brightness is not a point source, merely much more compact than the far-out halo radiation. Thus the arc is a smeared version of the form in Eq. 9, which has no power outside the basic arcline. Examples were shown in figures 7 and 8.
The other case is when the scattering strength is low enough that a fraction of the flux density is not broadened significantly in angle. The requirements on such an "unscattered core" are simply that the differential delay over the core must not exceed, say, a quarter of the wave period. Then the core is simply that portion of the brightness distribution in the first Fresnel zone, r F , and the electric-field components in the core sum coherently. Thus the core component can be significant even if the overall scattered brightness function is much wider than the first Fresnel zone.
The relative strength of the core to the remainder of the brightness distribution can be defined in term of the "strength of scintillation". We define this as m B , the normalized rms intensity (scintillation index) under the Born approximation. It can be written in terms of the wave structure function D φ (r), as m 5/3 ; thus it is also related to the fractional diffractive bandwidth ∼ (s 0 /r F ) 2 . Note that a distinction should be made between strength of scattering and strength of scintillation. For radio frequencies in the ISM we always expect that the overall rms phase perturbations will be very large compared to one radian, albeit over relatively large scales, which corresponds to strong scattering. In contrast strong scintillation corresponds to a change in phase of more than one radian across a Fresnel scale. On the left the primary dynamic spectrum has a grey scale proportional to the intensity from zero (white) to three times the mean (black). On the right the secondary spectrum has a grey scale proportional to the logarithm of the spectral density over a dynamic range of 5.5 decades (top) and 6.5 decades (bottom). Note the steep decrease outside the theoretical arcline (p = q 2 , shown dotted).
In weak scintillation (but strong scattering) the fraction of the flux density in the core is Figure 10 (top panels) shows a simulation with m 2 B = 0.1, in which S 2 drops steeply outside the arc p = q 2 . The analysis of Appendix D shows that in weak scintillation S 2 should be analyzed as a function of wavelength rather than frequency because the arcs are more clearly delineated when the simulations are Fourier analyzed versus wavelength. We have also simulated weak scintillation in a nondispersive phase screen and find similar arcs. In strong scintillation there is a small fractional range of frequencies and the distinction between wavelength and frequency becomes unimportant. Figure 10 shows that the secondary spectrum in weak scintillation has a particularly well defined arc defined by a sharp outer edge. This is because it is dominated by the interference between scattered waves and the unscattered core, as described by Eq. (15) with a point component at the origin. We can ignore the mutual interference between scattered waves since they are much weaker than the core. The result is that the secondary spectrum is analogous to a hologram in which the unscattered core serves as the reference beam. The secondary spectrum can be inverted to recover the scattered brightness function using Eq. (15), which is the analog of viewing a holographic image. The inversion, however, is not complete in that there is an ambiguity in the equation between positive and negative values of θ y . Nevertheless, the technique opens the prospect of mapping a two-dimensional scattered image from observations with a single dish at a resolution of milliarcseconds.
As the scintillation strength increases the core becomes less prominent, and the parabolic arc loses contrast. However, we can detect arcs at very low levels and they are readily seen at large values of m 2 B . Medium strong scintillation is shown in Figure 10 (bottom panels), which is a simulation of a screen with an isotropic Kolmogorov spectrum with m 2 B = 10 for which s 0 = 0.22r F . The results compare well with both the ensemble average, strong scintillation computations for a Kolmogorov screen in §4 and with several of the observations shown in Figure 1 . We note that several of the observations in §2 show sharp-edged and symmetric parabolic arcs, which appear to be more common for low or intermediate strength of scintillation (as characterized by the apparent fractional diffractive bandwidth). This fits with our postulate that the arcs become sharper as the strength of scintillation decreases. In weak scintillation the Born approximation applies, in which case two or more arcs can be caused by two or more screens separated along the line of sight. We have confirmed this by simulating waves passing through several screens, each of which yields a separate arc with curvature as expected for an unscattered wave incident on each screen. This is presumably the explanation for the multiple arcs seen in Figure 3 for pulsar B1133+16.
In terms of normalized variables p, q the half-power widths of S 2 are approximately unity in strong scattering and yet we can see the arcs out to q ≫ 1. As we noted earlier this corresponds to scattering angles well above the diffractive angle θ d , and so probes scales much smaller than those probed by normal analysis of diffractive ISS. Our simulations confirm that with an inner scale in the density spectrum having a wavenumber cutoff κ inner , the arc will be reduced beyond where q ∼ κ inner s 0 . However, to detect such a cut-off observationally requires very high sensitivity and a large dynamic range in the secondary spectrum.
Anisotropy, Arclets and Image Substructure
The enhancement in arc contrast when the scattering is extended along the direction of the effective velocity was discussed in §3. The enhancement is confirmed by comparing the m 2 B = 10 simulations in Figures 10 and 11 . In the anisotropic case the arc consists of finely-spaced parallel arcs which are in turn crossed by reverse arclets, somewhat reminiscent of the observations. The discussion of §3.4.3 suggests that these are caused by the mutual interference of substructure in the angular spectrum B(θ). The question is, what causes the substructure? One possibility is that it is stochastic speckle-like substructure in the image of a scatter-broadened source. Alternatively, there could be discrete features in B(θ), ("multiple images") caused by particular structures in the ISM phase.
In our simulations, the screen is stochastic with a Kolmogorov spectrum and so it should have speckle but no deterministic multiple images. The diffractive scale, s 0 , is approximately the size of a stationary phase point on the screen and, also, approximately the size of a constructive maximum at the observer plane. There are, thus, ∼ (r F /s 0 ) 4 across the 2d scattering disk that contribute to an individual point at the observer plane. This large number of speckles (∼ 400 in these simulations) has the effect of averaging out details in the secondary spectrum, particularly in the isotropic scattering case.
The effect of anisotropy in the coherence scale is to broaden the image along one axis with respect to the other. An image elongated by a ratio of R = θ x /θ y ≈ s 0,y /s 0,x > 1 would have N x ≈ (r F /s 0,x ) 2 speckes in the x-direction but only N y ≈ (r F /Rs 0,x ) 2 in the y-direction. In short, the image would break into a line of many elliptical speckles (elongated in y) distributed predominantly along x. In comparing the anisotropic and isotropic simulations (upper Figure 11 and lower Figure 10 ), it appears that the arclets are more visible under anisotropy. We suggest that the changed substructure in the image is responsible. Substructure may consist of short-lived speckles or longer-lived multiple subimages whose relative contributions depend on the properties of the scattering medium. In the simulations the arclets appear to be independent from one realization to the next, as expected for a speckle phenomenon. However, in some of the observations arclets persist for as long as a month (see §2) and exhibit a higher contrast than in the simulation. These require long-lived multiple images in the angular spectrum and so imply quasi-deterministic structures in the ISM plasma.
In summary we conclude that the occasional isolated arclets (as in Figure 2 ) must be caused by fine substructure in B(θ). Whereas some of these may be stochastic as in the speckles of a scattered image, the long lived arclets require the existence of discrete features in the angular spectrum, which cannot be part of a Kolmogorov spectrum. These might be more evidence for discrete structures in the medium at scales 1 AU, that have been invoked to explain fringing episodes (e.g. Hewish Figure 10 with m 2 B = 10. Top: Anisotropic scattering (axial ratio 4:1 spectrum elongated along the velocity direction). The result is higher contrast in the arc, which is seen to consist of nearly parallel arclets and is crossed by equally fine scale reverse arcs. Bottom: Isotropic scattering with a linear refractive phase gradient of 2 radians per diffractive scale. The result is a shift in the parabola and an asymmetry in its strength. 1997) and, possibly, extreme scattering events (ESEs) (Fiedler et al. 1987; Romani, Blandford & Cordes 1987) in quasar light curves.
Asymmetry in the Secondary Spectrum
As summarized in §2 the observed arcs are sometimes asymmetric as well as exhibiting reverse arclets (e.g. Figure  2 ). A scattered brightness that is asymmetric in θ x can cause S 2 to become asymmetric in q. We do not expect a true ensemble average brightness to be asymmetric, but the existence of large scale gradients in phase will refractively shift the seeing image, with the frequency dependence of a plasma.
Simulations can be used to study refractive effects, as in Figure 11 (bottom panels), which shows S 2 for a screen with an isotropic Kolmogorov spectrum and a linear phase gradient. The phase gradient causes sloping features in the primary dynamic spectrum and asymmetry in the secondary spctrum. The apex of the parabolic arc is shifted to negative q value and becomes brighter for positive q. Thus we suggest refraction as the explanation of the occasional asymmetry observed in the arcs. Relatively large phase gradients are needed to give as much asymmetry as is sometimes observed. For example, a gradient of 2 radians per s 0 , which shifts the scattering disc by about its diameter, was included in the simulation of Figure 11 to exemplify image wandering. In a stationary random medium with a Kolmogorov spectrum, such large shifts can occur depending on the outer scale, but they should vary only over times long compared with the refractive scintillation timescale. This is a prediction that can be tested.
In considering the fringe frequencies in Appendix A we only included the geometric contribution to the net phase and excluded the plasma term. We have redone the analysis to include a plasma term with a large scale gradient and curvature in the screen phase added to the small scale variations which cause diffractive scattering. We do not give the details here and present only the result and a summary of the issues involved.
We analyzed the case where there are large scale phase terms following the plasma dispersion law, that shift and stretch the unscattered ray, as in the analysis of Cordes, Pidwerbetsky and Lovelace (1986) . In the absence of diffractive scattering these refractive terms create a shifted stationary phase point (i.e. ray center) at θ and a weak modulation in amplitude due to focusing or defocusing over an elliptical region. With the diffractive scattering also included we find that the fringe frequency q is unaffected by refraction but the delay p becomes:
where C is a 2 × 2 matrix that describes the quadratic dependence of the refracting phase from the image center. A related question is whether the shift in image position due to a phase gradient also shifts the position of minimum delay, in the fashion one might expect from Fermat's principle that a ray path is one of minimum delay. However, since Fermat's minimum delay is a phase delay and our variable f ν or p is a group delay, its minimum position is shifted in the opposite direction by a plasma phase gradient. This is shown by the first two terms, i.e. (θ 2 + θ) 2 which goes to zero at θ 2 = −θ. However, we do not pursue this result here, since the formulation of §3 does not include the frequency dependence of the scattered brightness function, which would be required for a full analysis of the frequency dependence of the plasma scattering. It is thus a topic for future theoretical study, but meanwhile the simulations provide the insight that indeed plasma refraction can cause pronounced asymmetry in the arcs.
Arcs from Extended Sources
Like other scintillation phenomena, arcs will be suppressed if the source is extended. In particular, the lengths of arcs depend on the transverse spatial extent over which the scattering screen is illuminated by coherent radiation from the source. For a source of finite angular size θ ss as viewed at the screen, the incident wave field is spatially incoherent on scales larger than b ss ∼ λ/(θ ss ). An arc measured at a particular fringe rate (f t ) represents the interference fringes of waves separated by a baseline b = (D − D s )(θ 2 − θ 1 ) at the screen, corresponding to a fringe rate f t = b · V ⊥ /λD e . The fringes are visible only if the wave field is coherent over b and are otherwise suppressed. Thus arcs in the secondary spectrum S 2 will be cut off for fringe rates f t f t,sou , where
Here we distinguish between the source size θ sou viewed at the observer and its size viewed at the screen, θ ss = θ sou /s. For ISS of a distant extragalactic source, the factor s approaches unity but can be much smaller for a Galactic pulsar. Eq. 21 indicates that longer arcs are expected for more compact sources, larger effective velocities, and scattering screens nearer to the observer. Equivalently, using f ν = af 2 t , the arc length can be measured along the f ν axis with a corresponding cut-off,
where θ Fr = [kD(1 − s)] −1/2 is the effective Fresnel angle.
It is useful to measure the arc's extent in f t in terms of the characteristic DISS time scale, ∆t d ∼ s 0 /V ⊥ and to relate the characteristic diffraction scale s 0 to the isoplanatic angular scale, θ iso ∼ s 0 /(D − D s ). The product of maximum fringe rate and DISS time scale is then
The isoplanatic angular scale defines the source size that will quench DISS by ∼ 50%. We note that Eq. 23 is consistent with the extended source result for scintillation modulations (Salpeter 1967) . Thus the length of the arc along the f t axis in units of the reciprocal DISS time scale is a direct measure of the ratio of isoplanatic angular scale to source size. The long arcs seen therefore demonstrate that emission regions are much smaller than the isoplanatic scale, which is typically 10 −6 arcsec for measurements of dynamic spectra. The theoretical analysis under weak scintillation conditions is given in Appendix D.2, where it is seen that the squared visibility function provides a cut-off to the point-source secondary spectrum S 2 . A remarkable result from this analysis is that measurements of S 2 of an extended source can be used, in principle, to estimate the squared visibility function of the source in two dimensions -if the underlying secondary spectrum, S 2 , for a point source is already known.
The effects of an extended source can also be analyzed in asymptotic strong scintillation. This requires the same type of analysis as for the frequency decorrelation in scintillation of an extended source. Chashei and Shishov (1976) gave the result for a medium modeled by a square law structure function of phase. Codona et al. (1986) gave results for screens with a power law spectrum of phase in both weak and strong scintillation. We have used their analysis to obtain an expression for the secondary spectrum in the strong scattering limit. The result is that the source visibility function appears as an additional factor |V | 2 inside the brightness integral of Eq. (8) (with arguments depending on p, q and other quantities).
It is clear that the detection and measurement of arcs from pulsars can put constraints on the size of their emitting regions. This is intimately related to estimating source structure from their occasional episodes of interstellar fringing (e.g. Cordes and Wolszczan 1986; Wolszczan and Cordes 1987; Smirnova et al. 1996; Gupta, Bhat and Rao 1999) . These observers detected changes in the phase of the fringes versus pulsar longitude, and so constrained any spatial offset in the emitting region as the star rotates. They essentially measured the phase of the "cross secondary spectrum" between the ISS at different longitudes, at a particular f ν , f t . Clearly one could extend this to study the phase along an arc in f ν , f t . Such studies require high signal-to-noise ratio data with time and frequency samplings that resolve scintillations in dynamic spectra, which can be obtained on a few pulsars with the Arecibo and Green Bank Telescopes. The future Square Kilometer Array with ∼ 20 times the sensitivity of Arecibo would allow routine measurements on large samples of pulsars.
ISS has been seen in quasars and active galactic nuclei (sometimes referred to as intraday variations), but few observations have had sufficient frequency coverage to consider the dynamic spectrum and test for arcs. However, spectral observations have been reported for the quasars J1819+385 (de Bruyn and Macquart, in preparation) and in preparation) . A preliminary analysis of the data from J1819+385 by Rickett et al. (in preparation) showed no detectable arc, from which they set a lower limit on the source size. New observations over a wide well-sampled range of frequencies will allow better use of this technique.
discussion and conclusions
It is evident that we have only begun to explain the detailed structures in the parabolic arcs observed in pulsar scintillation. However, it is also clear that the basic phenomenon can be understood from a remarkably simple model of small angle scattering from a thin phase-changing screen, and does not depend on the dispersive nature of the refractive index in the screen. Interference fringes between pairs of scattered waves lie at the heart of the phenomenon. The f ν coordinate of the secondary spectrum is readily interpreted as the differential group delay between the two interfering waves, and the coordinate f t is interpreted as their fringe rate or, equivalently, the differential Doppler frequency, which is proportional to the difference in angles of scattering projected along the direction of the scintillation velocity.
We have developed the theory by modeling the interference for an arbitrary angular distribution of scattering. We have given the ensemble average secondary spectrum in asymptotic strong and weak scintillation, and we have used a full phase screen simulation to test the results under weak and intermediate strength of scintillation. The results are mutually consistent.
A simple parabolic arc with apex at the origin of the f ν , f t plane arises most simply in weak scintillation as the interference between a scattered and an "unscattered" wave. The secondary spectrum is then of second order in the scattered field and maps to the two-dimensional wavenumber spectrum of the screen phase, though with an ambiguity in the sign of the wavenumber perpendicular to the velocity. Remarkably, this gives a way to estimate two-dimensional structure in the scattering medium from observations at a single antenna, in a fashion that is analogous to holographic reconstruction.
In strong scattering the parabolic arcs become less distinct since the interference between two scattered waves has to be summed over all possible angles of scattering, making it a fourth order quantity in the scattered field. Nevertheless, the arc remains visible when the scattered brightenss has a compact core and a "halo" of low level scattering at relatively large angles. Media with shallow power-law wavenumber spectra (including the Kolmogorov spectrum) have such extended halos, and the detection of arcs provides a powerful probe of structures ten or more times smaller than those probed by normal interstellar scintillation and can thus be used to test for an inner scale cut-off in the interstellar density spectrum.
The prominence of arcs depends on the isotropy of the scattering medium as well as on the slope and inner scale of its wavenumber spectrum. Arcs become more prominent when the scattering is anisotropic and enhanced preferentially along the scintillation velocity. However, in simulations, prominent arcs are seen over quite a wide range of angles about this orientation. Scattering that is enhanced parallel to the scintillation velocity corresponds to spatial structures that are elongated transverse to the velocity vector. Thus the common detection of arcs may provide evidence for anisotropy in the interstellar plasma, and with careful modeling observations should yield estimates for the associated axial ratios.
There are several details of the observed arcs for which we have only tentative explanations. We can understand the existence of discrete reverse arcs as due to discrete peaks in the scattered brightness interfering with an extended halo. Such isolated peaks are to be expected in short term integrations due to speckle in the scattered image. However, observations with only a few isolated reverse arcs -and, particularly, arclets that persist for days to weeks -imply only a few discrete peaks in the scattered image, while normal speckle is expected to give multiple bright points with a much higher filling factor. This is a topic for further investigation.
Another observational detail is that on some occasions the arc power distribution is highly asymmetrical in fringe frequency. This can only be caused by asymmetry in the scattered brightness relative to the velocity direction. Our proposed explanation is that it is due to large scale gradients in the medium that cause the image to be refractively shifted. The simulations demonstrate that this explanation is feasible, but considerable more work needs to be done to interpret what conditions in the ISM are implied by the unusual asymmetric arcs.
Our theoretical analysis is based on a thin screen model, and future theoretical work is needed on the arc phenomena with multiple screens (such as might cause the multiple arcs in Figure 3 ) and with an extended scattering medium. While the extension to an extended medium or multiple screens is relatively straightforward in weak scintillation, it is more difficult in strong scintillation. Adding the effect of a source with a finite diameter is also important since pulsar emission regions may have finite size and the detection of arcs from quasars provides the prospect of a more powerful probe of their angular structure than from simple analysis of their scintillation light curves. In addition to these extensions of our analysis, future work will include a detailed study of the inverted arclet phenomenon, exploiting the arc phenomenon to determine the anisotropy and inner scale of scattering irregularities; and using the multiple arc phenomenon to aid modeling of the local interstellar medium, for which the weak scattering regime is especially relevant.
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APPENDIX fringe frequencies from a plasma screen
Consider the following thin-screen geometry: a point source at (r s , 0), a thin screen in the plane (r ′ , D s ) and an observer at (r, D), where r s , r ′ and r are two dimensional vectors. The screen changes the phase of incident waves and thus diffracts and refracts radiation from the source.
The Kirchoff diffraction integral (KDI) gives the wave field at r as
using the effective distance D e as defined in Eq. 5 and where Φ = Φ g + φ d is the sum of the geometric phase,
a diffractive phase φ d (r ′ ) that scatters radiation. Frequency scalings are Φ g ∝ ν and φ d ∝ ν −1 . The secondary spectrum is the distribution of conjugate frequencies f ν , f t produced by all pairs of exit points from the screen. Consider the relative phase, ∆Φ = Φ 2 − Φ 1 , between two components of the radiation field that exit the phase screen at two different points, r ′ 1,2 , that correspond to deviation angles as viewed by the observer,
The combined radiation from the two points will oscillate as a function of time, frequency, and spatial location. For fixed location on axis (r = 0) and using the effective velocity (Eq. 4) to map spatial offsets at the screen to time, we can expand ∆Φ in time and frequency offsets:
where (using ∂ t ≡ ∂/∂ t , etc.) the fringe frequencies are
(A5) Here we use only the geometric phase to calculate the fringe frequencies. The result is given by equations (2 and 3) in terms of the two apparent angles θ 1,2 and the effective velocity V ⊥ (equation 4). Since the delay is defined in terms of the frequency derivative of the phase, f ν is the difference in the group delay. While the distinction is unimportant for the geometric phase, it makes a difference for the dispersive plasma contributions. When the analysis is done including the derivatives in these plasma terms, the equation for f ν is modified but there is no change in the equation for f t , as mentioned at the end of §5.2.
In appendices C and D a derivation is given of the secondary spectrum in the limits of strong and weak scintillation, respectively. In the strong limit we find that it is given explicitly by the double integral over the observed angles of scattering in equation (8). We note that the integrand is the scattered brightness function, defined as a spectrum of plane waves. In contrast the discussion given above in terms of the KDI is based on spherical waves emanating from points in the screen. While one cannot equate the apparent angular position of points on the screen, θ 1,2 = r ′ 1,2 /(D − D s ), to the angles of arrival of plane waves components in the angular spectrum, one can obtain identical equations for f ν and f t by considering an integral over plane waves emanating from a screen, which is illuminated by a point source. The method is similar to the KDI analysis above, except that one expands the propagation phase of each plane wave component as a function of frequency and time. Its derivatives give f ν and f t , precisely, as in equations (2 and 3).
finite resolution and numerical issues for the secondary spectrum Empirically, the secondary spectrum is estimated over a finite total bandwidth B and integration time T with finite resolution in frequency and time. These in turn set finite resolutions in f ν and f t and so in p and q. The integral expressions for the secondary spectrum such as Eq. (8) diverge at the origin of the p-q plane since they ignore resolution effects.
Finite resolution in p can be included by replacing the Dirac delta functions in Eq. (8) by rectangular functions of unit area whose limiting forms are delta functions. Then performing the integrations over dθ 2 yields a form for S 2 ,
where U = (θ 1 2 y + p − q 2 − 2qθ 1x ) and the summation is over the two ideal solutions θ 2y = ± √ U , and we have ignored the variation in B over the range ∆p near each solution; H ′ is a modified unit step function with a transition width ∆p. As ∆p → 0, the factors involving ∆p tend toward a delta function. For finite ∆p, however, S 2 (0, 0) remains finite.
In terms of the bandwidth B and time span T , the resolutions in p and q are (when angles are normalized by the diffraction angle,
where N t and N ν are, respectively, the number of distinct 'scintles' along the time and frequency axes, respectively (here, ǫ ∼ 0.2 is a constant that quantifies the filling factor of scintles in the dynamic spectrum; e.g. Cordes & Lazio 2002) . The resolutions of p and q therefore are determined by how many scintles are contained in the dynamic spectrum, which in turn determine the statistical robustness (through N −1/2 effects) of any analyses of a particular dynamic spectrum. For typical dynamic spectra, N t and N ν are each 10, so ∆p and ∆q are each 0.1. Observationally, the individual channel bandwidth and sampling time are also important since they determine the Nyquist points in p and q.
In computing the secondary spectrum from the integral in Eq. (9) one also needs to resolve the (integrable) singularity U −1/2 . This can be achieved by changing variables to s x,y = (θ 2x,y + θ 1x,y )/2 |q| and d x,y = (θ 2x,y − θ 1x,y )/2 |q|, and integrating over the delta functions. Then letting x = s y and y = −d y we obtain
where sgn(q) is the sign of q. Note that symmetry of S 2 upon letting p → −p and q → −q is demonstrated by also letting y → −y.
the secondary spectrum in the strong scattering limit
Here we present secondary spectrum expected in the asymptotic limit case of strong scintillations from a single phase screen. The intensity from a point source recorded at position r and frequency ν is the squared magnitude of the phasor ε for the electric field: I(r, ν) = |ε(r, ν)| 2 , where the dependence on source position r s is suppressed. From the dynamic spectrum of a pulsar we can define the correlation of intensity versus offsets in both space and frequency. After subtracting the mean, ∆I = I− < I >, the correlation function is:
Under asymptotic conditions of strong scintillation the phasor ε becomes a Gaussian random variable with zero mean and random phase, the real and imaginary parts of ε are uncorrelated, and the fourth moment can be expanded in products of second moments. It follows that:
where Γ(r, ∆r, ν, ν + ∆ν) = < ε(r, ν)ε * (r + ∆r, ν + ∆ν) > .
When the field ε is due to a point source scattered by a phase screen at distance D s from the source and D − D s from the observer (with D the pulsar distance), the second moment is the product (see LR99):
Here Γ point is simply due to the spherical wave nature of a point source, which is essentially unity for typical pulsar observations and Γ R is due to the wandering of dispersive travel times about its ensemble average as the electron column density changes, Γ R = exp(−π 2 ∆ν 2 τ 2 R ). Γ D is the diffractive second moment, which is given in terms of the scattered angular spectrum B(θ) at the radio frequency ν:
recall that s = D s /D. The phase term in the first exponential is proportional to the extra delay θ 2 D(1 − s)/(2cs) for waves arriving at the observer at an angle θ; this quadratic relation between time delay and angle of arrival gives rise to the quadratic features in the secondary spectrum. In single-dish pulsar observations the spatial offset ∆r is sampled by a time offset t times the relative velocity of the diffraction pattern past the observer. Such observations are in a short-term regime in which the dispersive delay is essentially constant over the integration time and so observations are characterized by Γ D , the diffractive second moment at ∆r = V ⊥ tD/D s ; the distance ratio is needed since V ⊥ is the effective screen velocity. The secondary spectrum is the double Fourier Transform of the correlation function R ∆I ,
In the short-term regime, this equation is evaluated using C5 for Γ D in place of Γ in Eq. C2. Integration over t and ∆ν and conversion to the scaled variables of §3 yields Eq. 8 in the main text.
the weak scintillation limit
We now examine the secondary spectrum in the limit of weak scintillation due to a plasma phase screen with a power law wavenumber spectrum.
Point Source
Scintillation is said to be weak when the point-source, monochromatic scintillation index (rms/mean intensity) is much less than one. This applies near a phase screen since intensity fluctuations only build up as a wave travels beyond the screen. In this regime the KDI (Eq. A1) can be approximated by a first order expansion of exp[iφ d (r ′ )], where the screen phase at r ′ is written as the screen phase at the observer coordinate r plus the difference in phase between r ′ and r. This allows a linearization of the problem, even though the rms variation in overall screen phase may be very large, as expected for a power law spectrum.
Various authors have described the frequency dependence of scintillation under these conditions. Codona et al. (1986) , in particular, give a thorough analysis applicable to evaluating the secondary spectrum. They obtain expressions for the correlation of intensity fluctuations between different observing wavelengths (λ 1 , λ 2 ), the quantity in our Eq. C1. Under weak scintillation conditions the result is most simply expressed in terms of its 2-D Fourier transform over κ, the cross-spectrum of intensity fluctuations: P ∆I (κ, λ 1 , λ 2 ) = dκR ∆I (∆r, λ 1 , λ 2 ) exp(iκ · ∆r)/(4π 2 ) .
Here we find it convenient to work in terms of observing wavelength rather than frequency, because it simplifies the weak scintillation results. Codona et al. give an expansion for the cross-spectrum applicable to low wavenumbers in their equation (27). This is the product of the wavenumber spectrum of the screen phase with the two-wavelength "Fresnel filter" and with an exponential cut-off applicable to strong refractive scintillation, which can be ignored in weak scintillation. Their results are given for a non-dispersive phase screen and a plane incident wave; when converted to a plasma screen and the point source geometry described in previous sections the result is:
P ∆I (κ, λ 1 , λ 2 ) = (λ 1 λ 2 /λ 2 0 )P φ (κ)2[cos(κ 2 D e λ d /2π) − cos(κ 2 D e λ 0 /4π)] .
(D2) where D e = Ds(1 − s), λ d = λ 1 − λ 2 and λ 0 = (λ 1 + λ 2 )/2 and P φ (κ) is the wavenumber spectrum of screen phase at λ 0 . Note that with λ d = 0 the difference in the two cosine functions become the well-known sin 2 Fresnel filter. Defining the secondary spectrum as the Fourier transform with respect to time difference and wavelength difference instead of frequency difference, we obtain
where we have not included the finite resolution effects or the integration with respect to the mean wavelength λ 0 over the total bandwidth B. Substituting from Eq. D2 we obtain:
For small fractional bandwidths we approximate 1 − (λ d /2λ 0 ) 2 ∼ 1 and, taking the x-axis along V ⊥ , the integrals can be evaluated to give:
(D5) Here H(u) is the unit step function and κ yp = 8π 2 |f λ |/D e − (2πf t /V ⊥ ) 2 (D6) P w (f t ) is
It is closely related to the normal weak scintillation spectrum at wavelength λ 0 , with the difference that the Fresnel filter (sin 2 ()) function is replaced here by sin 2 () − 1/2. Excluding the P w term in Eq. (D5), we see that S 2 diverges along the parabolic curve where κ yp = 0, creating a parabolic arc, and is cut-off by the step function outside that curve. With circularly symmetric scattering, P φ is a function only of |κ| 2 = 8π 2 |f λ |/D e and so the dependence on f t is purely through the known arc-enhancement factor 1/κ yp using Eq. D6. Thus a measurement of S 2 (f λ,ft ) can be inverted to estimate P φ (κ x , κ y ), and so we have a direct method of estimating the phase spectrum of the medium (averaged over positive and negative κ y values). This is analogous to the reconstruction of an image from a hologram.
The final result (D5) can be viewed as the interference of scattered waves with an unscattered wave. To see this compare S 2 (f λ , f t ), (excluding the P w term) with the interference result in Eq. 15 discussed in §3.4.3. First we transform into scaled variables (p, q) and assume small fractional differences in wavelength, for which f λ λ 0 ∼ f ν ν 0 . Hence we can express κ yp in Eq. D6 as:
κ yp = |p| − q 2 /(s s 0 ) , (D8) so H(κ 2 yp )/κ yp becomes H(U )/ √ U(s s 0 ), where U is defined as in the interference result for S 2 (f λ , f t ) (Eq. D5) with ψ a = 0, and s 0 is the diffractive scale as defined in §4.2. In Eq. 15, the brightness function g represents the scattered waves that interfere with an undeviated plane wave, corresponding to the mean intensity in weak scintillation.
Extended Source
A temporally and spatially incoherent extended source at a distance D from the observer is described by its brightness distribution B sou (θ p ). Hence we can simply add the intensity patterns due to each point component at θ p to obtain the well-known convolution result:
where I(r, r s , λ) is the intensity pattern for a point source at r s . This convolution can also be expressed in the wavenumber (κ) domain as a product using the source visibility function V (u = κD(1 − s)/2π), where u is the baseline scaled by the wavelength. Combining this relation with the point-source expressions, we find that the integrand in Eq. D4 is multiplied by the product V 1 (u = κD(1 − s)/2π)V * 2 (u = κD(1 − s)/2π), where V 1 , V 2 are visibilities at λ 1 , λ 2 . Now consider the wavelength dependence of the visibility function. If the source brightness distribution is independent of wavelength (i.e. fixed angular size), then V 1 (u) = V 2 (u). Consequently, in Eq. D5 P φ is simply multiplied by |V | 2 to give:
where the summation is over two equal and opposite values for κ yp . In this equation the P w,ext function is similarly modified by the visibility function but is of no immediate interest here. Our discussion shows that the secondary spectrum, S 2 (f λ , f t ) in the weak scintillation regime can be inverted to estimate the product of the medium phase spectrum by the squared visibility function of the source -in two dimensions. Since there are several lines of evidence supporting a Kolmogorov model for the phase spectrum, we have a new way of estimating the squared visibilty function of a source. This allows a form of imaging from spectral observations with a single dish.
