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Abstract
Consider a Riemannian symmetric space space X = G/K of non-compact type,
where G is a connected, real, semi-simple Lie group, and K a maximal compact
subgroup of G. Let X˜ be its Oshima compactification, and (pi,C(X˜)) the regular
representation of G on X˜. In this thesis, we examine the convolution operators pi(f),
for rapidly decaying functions f on G, and characterize them within the framework
of totally characteristic pseudo-differential operators, describing the singular nature
of their Schwartz kernels. In particular, we obtain asymptotics for the heat and
resolvent kernels associated to strongly elliptic operators on X˜. Based on the de-
scription of the Schwartz kernels we define a regularized trace for the operators
pi(f), yielding a distribution on G. We then show a regularity result for this distri-
bution, and in fact prove a fixed-point formula for it, analogous to the Atiyah-Bott
fixed-point formula for parabolically induced representations. Finally, we make some
preliminary computations that suggest a possible development of scattering theory
on symmetric spaces, and in the light of results earlier in the thesis, indicate some
lines along which this could be done.
Deutsche Zusammenfassung
Sei X = G/K ein Riemannscher symmetrischer Raum vom nicht-kompakten
Typ, wobei G eine zusammenha¨ngende, reelle, halb-einfache Lie-Gruppe und K eine
maximal kompakte Untergruppe von G ist. Es bezeichne desweiteren X˜ die Oshima-
Kompaktifizierung von X und (pi,C(X˜)) die regula¨re Darstellung von G auf X˜. In
dieser Arbeit untersuchen wir Konvolutionsoperatoren der Form pi(f) fu¨r schnell-
fallende Funktionen f auf G und charakterisieren diese Operatoren innerhalb der
Theorie der total-charakteristischen Pseudodifferential-Operatoren. Dadurch sind
wir in der Lage, die Singularita¨ten ihrer Schwartz-Kerne zu beschreiben. Insbeson-
dere erhalten wir Asymptotiken fu¨r die Wa¨rme- und Resolventenkerne von stark el-
liptischen Operatoren auf X˜. Ausgehend von der Beschreibung der Schwartz-Kerne
definieren wir desweiteren eine regularisierte Spur fu¨r die Operatoren pi(f) und er-
halten eine Distribution auf G. Wir zeigen dann ein Regularita¨tsergebnis fu¨r diese
Distribution und beweisen eine Fixpunkt-Formel fu¨r dieselbe, welche analog zur
Atiyah-Bott-Fixpunktformel fu¨r parabolisch induzierte Darstellungen ist. Schlies¨lich
fu¨hren wir einige erste Ergebnisse an, welche die Mo¨glichkeit der Entwicklung einer
Streutheorie auf symmetrischen Ra¨umen suggerieren und weisen im Lichte der in
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6dieser Arbeit erzielten Ergebnisse mo¨gliche Forschungsrichtungen auf, la¨ngs derer
dies erzielt werden ko¨nnte.
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CHAPTER 1
Introduction
Symmetry is a notion that is central to both mathematics and physics, and it
is in this context that group actions have been studied extensively. The theory
of transformation groups, as initiated by Sophus Lie, has led to the development of
modern Lie theory with its local and global aspects, the rich geometry, the elaborate
algebraic structure, the subtle and deep analytic features, and a strong interplay
between these aspects. Against this backdrop, harmonic analysis on semi-simple
Lie groups and homogeneous spaces has been of particular relevance and interest. A
homogeneous space, for us, will be a smooth manifold M with a smooth, transitive
action of a Lie group G. We can then identify M with the quotient space G/H,
where H is the stabilizer of some chosen point on M .
Now, there is a natural representation pi of G on some suitable space of functions
S(M) on M called the regular representation defined by
(pi(g)f) (x) = f(g · x)
where g ∈ G, x ∈ M, f ∈ S(M) and · denotes the action of G on M . A central
question in harmonic analysis on G/H is then to decompose pi into irreducible rep-
resentations of G. When G/H admits a G-invariant measure, we can take S(M)
to be L2(G/H). pi is then a unitary representation and we can ask for a decom-
position of pi into unitary, irreducible representations. This is called the Plancherel
formula for G/H. Note that the group G itself can be regarded as a homogeneous
space, indeed a symmetric space, in the following manner. Let G× G act on G by
(g1, g2) · g = g1gg−12 , where g1, g2, g ∈ G. This is a transitive action with the stabi-
lizer at the identity element e of G being the diagonal subgroup H = {(g, g)|g ∈ G},
and so G ∼= (G × G)/H. When G is a compact Lie group, the Plancherel formula
is given by the Peter-Weyl decomposition. The case of complex semi-simple Lie
groups is due to Gelfand and Naimark, while those of real semi-simple Lie groups
and Riemannian symmetric spaces are due to Harish Chandra. Refer to [War72a],
[War72b] for the details. For the more general case of reductive symmetric spaces,
this is a result of van den Ban and Schlichtkrull. We refer to [vdB05] for a detailed
survey. A consequence of the detailed structure theory of real reductive groups is
that these Plancherel theorems are explicit.
In addition, when one has differential operators on M that commute with the ac-
tion of G, and which are essentially self-adjoint operators on L2(G/H), the spectral
decomposition of these operators is preserved by G. So the spectral decompositions
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of these invariant differential operators lead to decompositions of the regular rep-
resentation into sub-representations. The spectral theory of invariant differential
operators is thus central to harmonic analysis.
It is natural, then, to ask for the formulation of analogous questions when the
action of G on M is no more transitive, and to look for possible answers. One would
expect the existence of various orbit types to necessitate a more careful analysis,
taking into account some additional singularities from the orbits of lower dimensions.
In this thesis we address certain aspects of this analysis in the case that G is a real
semi-simple Lie group and M = X˜, the so-called Oshima compactification of a
Riemannian symmetric space X = G/K, where K is a maximal compact subgroup
of G. Here X˜ carries an action of G with some copies of the symmetric space X
occurring as open orbits, and several orbits of lower dimensions. The rest of this
introductory chapter is devoted to describing in more detail, and with more precision,
the type of questions that we answer, and the way we answer them. Significant parts
of this thesis are contained in the two pre-prints [PR11a], [PR11b].
Let X be a Riemannian symmetric space of non-compact type. Then X is isomor-
phic to G/K, where G is a connected, real, semi-simple Lie group, and K a maximal
compact subgroup. Consider further the Oshima compactification [Osh78] X˜ of X,
a closed, simply connected, real-analytic manifold on which G acts analytically. The
orbital decomposition of X˜ is of normal crossing type, and the open orbits are iso-
morphic to G/K, the number of them being equal to 2l, where l denotes the rank of
G/K. In this thesis, we will be primarily concerned with the study of the integral
operators
(1.1) pi(f) =
∫
G
f(g)pi(g)dG(g),
where pi is the regular representation of G on the Banach space C(X˜) of continuous
functions on X˜, f a smooth, rapidly decreasing function on G, and dG a Haar
measure on G. Such operators play an important role in representation theory,
as evidenced, for example, by the theory of the Arthur-Selberg trace formula (see
[Lap10] for a nice exposition of this theory). One of the advantages of studying
integral operators associated with differential operators, instead of the differential
operators themselves, is that one can use the theory of compact operators to analyze
them, avoiding the use of unbounded operators.
Our initial effort will be directed towards the elucidation of the microlocal struc-
ture of the operators pi(f) within the theory of pseudodifferential operators. Since
the underlying group action on X˜ is not transitive, the operators pi(f) are not
smooth, and the orbit structure of X˜ is reflected in the singular behaviour of their
Schwartz kernels. As it turns out, the operators in question can be characterized
as pseudodifferential operators belonging to a particular class, first introduced in
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[Mel82] in connection with boundary problems. In fact, if X˜∆ denotes a compo-
nent in X˜ isomorphic to G/K, we prove that the restrictions
pi(f)|X˜∆ : C
∞
c (X˜∆) −→ C∞(X˜∆)
of the operators pi(f) to the manifold with corners X˜∆ are totally characteristic
pseudodifferential operators of class L−∞b . A similar description of such integral
operators on prehomogeneous vector spaces was obtained in [Ram06].
We then consider the holomorphic semigroup generated by a strongly elliptic
operator Ω associated to the regular representation (pi,C(X˜)) of G, as well as its
resolvent. Such operators were first studied by Langlands in his unpublished thesis
[Lan60], and their study has seen quite some development since then. We refer to
[TER96] for a brief overview, and further references. Since both the holomorphic
semigroup associated to a strongly elliptic operator and the resolvent of such an
operator can be characterized as operators of the form (1.1) they can be studied by
the methods that we develop. Relying, in addition, on the theory of elliptic opera-
tors on Lie groups, as in [Rob91], we then obtain a description of the asymptotic
behaviour of the semigroup and resolvent kernels on X˜∆ ' X at infinity. In the
particular case of the Laplace-Beltrami operator on X, these questions have been
intensively studied before. While for the classical heat kernel on X precise upper
and lower bounds were previously obtained in [AJ99] using spherical analysis, a de-
tailed description of the analytic properties of the resolvent of the Laplace-Beltrami
operator on X was given in [MM87], [MV05]. These results on the spectral theory
suggest the possibility of studying the continuous spectrum of such operators, and
one way to do this is to use scattering theory. On symmetric spaces such a theory
was initiated in [STS76] and has been developed further in [PS93] and [Hel98].
It is worth noting here that compactifcations are natural to consider from the point
of view of scattering theory as they relate the spectrum of a space to the boundary
of its compactification. In this context, it is conceivable that the bijection between
the algebra of G-invariant differential operators on the Oshima compactification X˜
with real analytic coefficients and the algebra of G-invariant differential operators
on X would play a crucial role. We make some preliminary computations in this
direction and sketch an outline for further work.
To motivate further results we begin with the observation that, in his early
work on infinite dimensional representations of semi-simple Lie groups, Harish–
Chandra [HC54] realized that the correct generalization of the character of a finite-
dimensional representation was a distribution on the group given by the trace of
a convolution operator on the representation space. This distribution character is
given by a locally integrable function which is analytic on the set of regular el-
ements, and satisfies character formulae analogous to the finite dimensional case.
Later, Atiyah and Bott [AB68] gave a similar description of the character of a
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parabolically induced representation in their work on Lefschetz fixed point formulae
for elliptic complexes. It is worth noting here that they used the theory of pseu-
dodifferential operators to obtain their formula. More precisely, let H be a closed
co-compact subgroup of G, and % a representation of H on a finite dimensional vec-
tor space V . If T (g) = (ι∗%)(g) is the representation of G induced by % in the space
of sections over G/H with values in the homogeneous vector bundle G×H V , then
its distribution character is given by the distribution
ΘT : C
∞
c (G) 3 f 7−→ Tr T (f), T (f) =
∫
G
f(g)T (g)dG(g),
where dG denotes a Haar measure on G. The point to be noted here is that as the
action of G on G/H is transitive, T (f) is a smooth operator, and since G/H is
compact, it does have a well-defined trace. On the other hand, assume that g ∈ G
acts on G/H only with simple fixed points. In this case, a transversal trace Tr[ T (g)
of T (g) can be defined within the framework of pseudodifferential operators, which
is given by a sum over fixed points of g. Atiyah and Bott then showed that, on an
open set GT ⊂ G,
ΘT (f) =
∫
GT
f(g) Tr[ T (g)dG(g), f ∈ C∞c (GT ).
This means that, on GT , the character ΘT of the induced representation T is repre-
sented by the locally integrable function Tr[ T (g), and its computation reduced to
the evaluation of a sum over fixed points. When G is a p-adic reductive group de-
fined over a non-Archimedean local field of characteristic zero, a similar analysis of
the character of a parabolically induced representation was carried out in [Clo84].
In analogy with the above results, we associate a distribution on G to the regular
representation coming from the G-action on the Oshima compactification of G/K
and prove a corresponding regularity result. More precisely, as the G-action on X˜
is not transitive, the corresponding convolution operators pi(f), f ∈ C∞c (G), are
not smooth, and therefore do not have a well-defined trace. Nevertheless they can
be characterized as totally characteristic pseudodifferential operators of order −∞.
Using this fact, we are able to define a regularized trace Trreg pi(f) for the operators
pi(f), and in this way obtain a map
Θpi : C
∞
c (G) 3 f 7→ Trreg(f) ∈ C,
which is shown to be a distribution on G. This distribution is defined to be the
character of the representation pi. We then show that, on a certain open set G(X˜)
of transversal elements,
Trreg pi(f) =
∫
G(X˜)
f(g) Tr[ pi(g)dG(g), f ∈ C∞c (G(X˜)),
1. INTRODUCTION 13
where, with the notation Φg(x˜) = g · x˜,
Tr[ pi(g) =
∑
x˜∈Fix(g)
1
|det (1− dΦg−1(x˜))| ,
the sum being over the (simple) fixed points of g ∈ G(X˜) on X˜. Thus, on the open
set G(X˜), Θpi is represented by the locally integrable function Tr[ pi(g), which is given
by a formula similar to the character of a parabolically induced representation. It
is likely that similar distribution characters could be introduced for G-manifolds
with a dense union of open orbits, or for spherical varieties, and that corresponding
character formulae could be proved. This will be the subject of future work.
The thesis is organized in the following manner. In Chapter 2 we start by briefly
recalling those parts of the structure theory of real semisimple Lie groups that are
relevant to our purposes. We then describe the G-action on the homogeneous spaces
G/PΘ(K), where PΘ(K) is a closed subgroup of G associated naturally to a subset
Θ of the set of simple roots, and the corresponding fundamental vector fields. This
leads to the definition of the Oshima compactification X˜ of the symmetric space
X ' G/K in Section 2.2, together with a description of the orbital decomposition
of X˜. Since this decomposition is of normal crossing type, it is well-suited for our
analytic purposes. We also prove some results regarding the finer structure of the
G-action on X˜. A thorough and unified description of the various compactifications
of a symmetric space is given in [BJ06]. In Section 2.3, we write down the orbital
decomposition of the Oshima compactification in the case that X = SL(3,R)/SO(3).
After recalling some results on fixed points on homogeneous spaces, we then prove
that when rank(G) = rank(K), any regular element in G acts transversally on
G/K. Section 2.5 contains a summary of some of the basic facts in the theory
pseudodifferential operators needed in the sequel. In particular, the class of totally
characteristic pseudodifferential operators on a manifold with corners is introduced.
Chapter 3 is the core of this thesis in the sense that all the results that are
proved subsequently depend on the results obtained in this chapter in a crucial
way. In Section 3.1, after a brief description of Bochner integrals, we define a space
S(G) of rapidly decreasing functions on G by making use of the bounds satisfied
by general Banach representations. Taking into account the orbit structure for the
G-action on X˜, we give a description, in local coordinates, of the operators pi(f) for
functions f belonging to the space S(G). The analysis of the orbit structure enables
us, in Section 3.2, to elucidate the microlocal structure of the convolution operators
pi(f) in Theorem 2. As a corollary, we obtain a characterization of these operators
as totally characteristic pseudodifferential operators on the manifold with corners
X˜∆. This leads immediately to a description of the asymptotic behaviour of their
Schwartz kernels at infinity on X˜∆ ' X.
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In Chapter 4, we consider the holomorphic semigroup Sτ generated by the closure
Ω of a strongly elliptic differential operator Ω associated to the representation pi.
Since Sτ = pi(Kτ ), where Kτ (g) is a smooth and rapidly decreasing function on G,
we can apply our previous results to describe the Schwartz kernel of Sτ . On the basis
of L1 and L∞ bounds for the group kernels Kt(g) we derive the asymptotics for Sτ .
In Section 4.2, the Schwartz kernel of the resolvent (λ1 + Ω)−α is treated similarly,
where α > 0, and Reλ is sufficiently large, but it is subtler due to the singularity
of the corresponding group kernel Rα,λ(g) at the identity. We finish the section
with the observation that when we take (σ,C(X˜)) to be the regular representation
coming from the action of S = AN− on X˜, and Ω = −dσ(C ′), where C ′ is a suitable
modification of the Casimir operator, then the heat kernel on S associated to C ′
coincides with the heat kernel on X associated with the Laplace-Beltrami operator
on X, and that our bounds are in concordance with the classical estimates.
We begin Chapter 5 by defining a regularized trace Trreg pi(f) for the convolution
operators pi(f), using the explicit description of the singularities of the Schwartz
kernels, obtained as a consequence of Theorem 2. We then show that the map
f
Θpi7−→ Trreg pi(f) is a distribution on G. The transversal trace of a pseudodifferential
operator is introduced in Section 5.2, followed by a discussion of the global character
of an induced representation. In Section 5.3, we prove that the distribution Θpi is
regular on the set of transversal elements G(X˜), and is given by a locally integrable
function Tr[ pi(g) which in turn is expressed as a sum over fixed points for the G-
action on X˜, in analogy with the work of Atiyah and Bott on the Lefschetz fixed-point
formula [AB68]. When rank(X) = 1 and rankR(G) = rankR(K), we show that the
open set G(X˜) contains the set G′ of regular elements, and is therefore dense in G.
The final chapter, Chapter 6, intends to give an outlook at possible applications
of our analysis on X˜ to scattering theory on symmetric spaces. At first we make some
historical remarks on scattering theory on symmetric spaces. Then, in Section 6.2,
we compute the invariant metric on X by looking at its embedding in the Oshima
compactification. This enables us to compute the Laplacian on X in the coordinates
of the embedding. We then look at the contribution from the boundary, which
in the rank one case is the second-order ordinary differential operator t2 d
2
dt2
+ t d
dt
,
and obtain a self-adjoint extension of this. In the final Section 6.4, we put the
above computations into perspective, and outline further directions in the context
of scattering theory, after surveying known results.
CHAPTER 2
Preliminaries
In this chapter, we write down some basic results that are required in subsequent
chapters, and also fix notation. While a large part of the chapter deals with recalling
classical and known facts, there are some new results as well.
2.1. Some structure theory of real semi-simple Lie groups
We begin by describing parts of the structure theory of real semi-simple Lie
groups that are relevant to our purpose.
Let G be a connected, real, semi-simple Lie group with finite centre and with
Lie algebra g. Define the Cartan-Killing form on g by 〈X, Y 〉 = tr (adX ◦ adY ) for
X, Y ∈ g. Let θ be the Cartan involution of g, and
g = k⊕ p
the Cartan decomposition of g into the eigenspaces of θ, corresponding to the eigen-
values +1 and−1, respectively. Let K be the analytic subgroup of G corresponding
to the Lie algebra k. For X, Y ∈ g, set
〈X, Y 〉θ := −〈X, θY 〉.
Observe that as 〈, 〉 is invariant under θ, the Cartan decomposition is orthogonal
with respect to 〈, 〉θ. Consider a maximal Abelian subspace a of p. The dimension
l of a is called the real rank of G. Note that this is well-defined as all the maximal
Abelian subspaces of p are conjugate under the adjoint action of K, and hence have
the same dimension. Now, ad (a) is a commuting family of self-adjoint operators on
g. Indeed, for X, Y, Z ∈ g, one computes that
〈adX(Z), Y 〉θ = −〈[X,Z], θY 〉 = −〈Z, [θY,X]〉 = −〈Z, θ[Y, θX]〉 = 〈Z, [Y, θX]〉θ
= 〈Z,−[θX, Y ]〉θ = 〈Z,−ad θX(Y )〉θ.
So −ad θX is the adjoint of adX with respect to 〈, 〉θ. Therefore, if we take X ∈ a,
then adX is self-adjoint with respect to 〈, 〉θ. Next, one defines for each α ∈ a∗, the
dual of a, the simultaneous eigenspaces gα = {X ∈ g : [H,X] = α(H)X for all H ∈
a} of ad (a). A functional 0 6= α ∈ a∗ is called a (restricted) root of (g, a) if gα 6= {0}.
Setting Σ = {α ∈ a∗ : α 6= 0, gα 6= {0}}, we obtain the decomposition
g = m⊕ a⊕
⊕
α∈Σ
gα,
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where m is the centralizer of a in k. Note that this decomposition is orthogonal
with respect to 〈·, ·〉θ. and write A,N+ and N− for the analytic subgroups of G
corresponding to a, n+, and n−, respectively. The Iwasawa decomposition of G is
then given by
G = KAN±.
Next, let M = {k ∈ K : Ad (k)H = H for all H ∈ a} be the centralizer of a in
K and M∗ = {k ∈ K : Ad (k)a ⊂ a}, the normalizer of a in K. The quotient
W = M∗/M is the Weyl group corresponding to the pair (g, a), and acts on a as
a group of linear transformations via the adjoint action. Alternatively, W can be
characterized as follows. For each αi ∈ ∆, define a reflection in a∗ with respect to
the Cartan-Killing form 〈·, ·〉 by
wαi : λ 7→ λ− 2αi〈λ, αi〉/〈αi, αi〉,
where 〈λ, α〉 = 〈Hλ, Hα〉. Here Hλ is the unique element in a corresponding to a
given λ ∈ a∗, and determined by the non-degeneracy of the Cartan-Killing form,
with λ(H) = 〈H,Hλ〉 for all H ∈ a. One can then identify the Weyl group W with
the group generated by the reflections {wαi : αi ∈ ∆}. For a subset Θ of ∆, let WΘ
denote the subgroup of W generated by reflections corresponding to the elements in
Θ. Define
PΘ =
⋃
w∈WΘ
PmwP,
where mw denotes a representative of w in M
∗, and P = MAN+ is a minimal
parabolic subgroup. It is then a classical result in the theory of parabolic subgroups
[War72a] that, as Θ ranges over the subsets of ∆, one obtains all the parabolic
subgroups of G containing P . In particular, if Θ = ∅, PΘ = P . Let us now
introduce, for Θ ⊂ ∆, the subalgebras
aΘ = {H ∈ a : α(H) = 0 for all α ∈ Θ},
a(Θ) = {H ∈ a : 〈H,X〉θ = 0 for all X ∈ aΘ}.
Note that when restricted to the +1 or the −1 eigenspace of θ, the orthogonal com-
plement of a subspace with respect to 〈·, ·〉 is the same as its orthogonal complement
with respect to 〈·, ·〉θ. We further define
n+Θ =
∑
α∈Σ+\〈Θ〉+
gα, n−Θ = θ(n
+
Θ),
n+(Θ) =
∑
α∈〈Θ〉+
gα, n−(Θ) = θ(n+(Θ)),
mΘ = m + n
+(Θ) + n−(Θ) + a(Θ), mΘ(K) = mΘ ∩ k,
where 〈Θ〉+ = Σ+ ∩∑αi∈ΘRαi, and denote by AΘ, A(Θ), N±Θ , N±(Θ),MΘ,0, and
MΘ(K)0 the corresponding connected analytic subgroups of G. Then one obtains
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the decompositions A = AΘA(Θ) and N
± = N±ΘN(Θ)
±, the second being a semi-
direct product. Next, let MΘ = MMΘ,0, and let MΘ(K) = MMΘ(K)0. One has
the Iwasawa decompositions
MΘ = MΘ(K)A(Θ)N
±(Θ),
and the Langlands decompositions
PΘ = MΘAΘN
+
Θ = MΘ(K)AN
+.
In particular, P∆ = M∆ = G, since m∆ = m⊕ a⊕
⊕
α∈Σ g
α, and a∆, n
+
∆ are trivial.
One then defines
PΘ(K) = MΘ(K)AΘN
+
Θ .
PΘ(K) is a closed subgroup, and G is a union of the open and dense submani-
fold N−A(Θ)PΘ(K) = N−ΘPΘ, and submanifolds of lower dimension, see [Osh78],
Lemma 1. For ∆ = {α1, . . . , αl}, let {H1, . . . , Hl} be the basis of a dual to ∆, i.e.
αi(Hj) = δij for i ≤ i, j ≤ l. Fix a basis {Xλ,i : 1 ≤ i ≤ m(λ)} of gλ for each
λ ∈ Σ+. Clearly,
[H,−θXλ,i] = −θ[θH,Xλ,i] = −λ(H)(−θXλ,i), H ∈ a,
so that setting X−λ,i = −θ(Xλ,i), one obtains a basis {X−λ,i : 1 ≤ i ≤ m(λ)} of
g−λ ⊂ n−. One now has the following lemma due to Oshima.
Lemma 1. Fix an element g ∈ G, and identify N− × A(Θ) with an open dense
submanifold of the homogeneous space G/PΘ(K) by the map (n, a) 7→ gnaPΘ(K).
For Y ∈ g, let Y|G/PΘ(K) be the fundamental vector field corresponding to the action
of the one-parameter group exp(sY ), s ∈ R, on G/PΘ(K). Then, at any point
p = (n, a) ∈ N− × A(Θ), we have
(Y|G/PΘ(K))p =
∑
λ∈Σ+
m(λ)∑
i=1
c−λ,i(g, n)(X−λ,i)p +
∑
λ∈〈Θ〉+
m(λ)∑
i=1
cλ,i(g, n)e
−2λ(log a)(X−λ,i)p
+
∑
αi∈Θ
ci(g, n)(Hi)p
with the identification TnN
−⊕Ta(A(Θ)) ' Tp(N− × A(Θ)) ' TgnaPΘ(K)G/PΘ(K).
The coefficient functions cλ,i(g, n), c−λ,i(g, n), ci(g, n) are real-analytic, and are de-
termined by the equation
(2.1)
Ad −1(gn)Y =
∑
λ∈Σ+
m(λ)∑
i=1
(cλ,i(g, n)Xλ,i + c−λ,i(g, n)X−λ,i) +
l∑
i=1
ci(g, n)Hi mod m.
Proof. Due to its importance, we give a detailed proof of the lemma, following
the original proof given in [Osh78], Lemma 3. Let s ∈ R, and assume that |s|
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is small. Fix g ∈ G, and let (n, a) ∈ N− × A(Θ). According to the direct sum
decomposition g = n− ⊕ a⊕ n+ ⊕m, one has, for an arbitrary Y ∈ g,
(2.2) (gn)−1 exp(sY )gn = expN−1 (s) expA1(s) expN
+
1 (s) expM1(s),
where N−1 (s) ∈ n−, A1(s) ∈ a, N+1 (s) ∈ n+, and M1(s) ∈ m. The action of exp(sY )
on the homogeneous space G/PΘ(K) is therefore given by
exp(sY )gnaPΘ(K) = gn expN
−
1 (s) expA1(s) expN
+
1 (s) expM1(s)aPΘ(K)
= gn expN−1 (s) expA1(s) expN
+
1 (s)a expM1(s)PΘ(K)
= gn expN−1 (s) expA1(s) expN
+
1 (s)aPΘ(K),
since M is the centralizer of A in K, and expM1(s) ∈ MMΘ(K)0 ⊂ PΘ(K). The
Lie algebra of PΘ(K) is mΘ(K) ⊕ aΘ ⊕ n+Θ, which we shall henceforth denote by
pΘ(K). Using the decomposition g = n
− ⊕ a(Θ)⊕ pΘ(K) we see that
a−1 expN+1 (s)a = expN
−
2 (s) expA2(s) expP2(s),
where N−2 (s) ∈ n−, A2(s) ∈ a(Θ), and P2(s) ∈ pΘ(K). From this we obtain that
gn expN−1 (s) expA1(s) expN
+
1 (s)aPΘ(K)
= gn
(
expN−1 (s) expA1(s)a expN
−
2 (s)
)
expA2(s) expP2(s)PΘ(K)
= gn
(
expN−1 (s) expA1(s)a expN
−
2 (s)a
−1) a expA2(s)PΘ(K).
Noting that [a, n−] ⊂ n− one deduces the equality
expN−1 (s) expA1(s)a expN
−
2 (s)a
−1 expA1(s)−1 = expN−3 (s) ∈ N−,
and consequently
(2.3) expN−1 (s) expA1(s)a expN
−
2 (s)a
−1 = expN−3 (s) expA1(s),
which in turn yields
gn expN−1 (s) expA1(s) expN
+
1 (s)aPΘ(K)
= gn expN−3 (s) expA1(s)a expA2(s)PΘ(K)
= gn expN−3 (s)a exp(A1(s) + A2(s))PΘ(K).
The action of g on G/PΘ(K) can therefore be characterized as
(2.4) exp(sY )gnaPΘ(K) = gn expN
−
3 (s)a exp(A1(s) + A2(s))PΘ(K).
Set dN−i (s)/ds|s=0 = N−i , dN+1 (s)/ds|s=0 = N+1 , dAi(s)/ds|s=0 = Ai, and
dP2(s)/ds|s=0 = P2, where i = 1, 2, or 3. By differentiating equations (2.2) - (2.3)
at s = 0 one computes
Ad −1(gn)Y = N−1 + A1 +N
+
1 mod m,(2.5)
Ad −1(a)N+1 = N
−
2 + A2 + P2,(2.6)
N−1 + Ad (a)N
−
2 = N
−
3 .(2.7)
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In what follows, we express N±1 ∈ n± in terms of the basis of n±, and A1 in terms
of the one of a, as
N±1 =
∑
λ∈Σ+
m(λ)∑
i=1
c±λ,i(g, n)X±λ,i,
A1 =
l∑
i=1
ci(g, n)Hi =
∑
αi∈Θ
ci(g, n)Hi mod aΘ.
For a fixed Xλ,i one has that [H,Xλ,i] = λ(H)Xλ,i for all H ∈ a. Setting H =
− log a, a ∈ A, we get ad (− log a)Xλ,i = −λ(log a)Xλ,i. Exponentiating, we obtain
that ead (− log a)Xλ,i = e−λ(log a)Xλ,i, which, together with the relation ead (− log a) =
Ad (exp(− log a)), yields
Ad −1(a)Xλ,i = e−λ(log a)Xλ,i.
Analogously, one has [H,X−λ,i] = θ[θH,−Xλ,i] = −λ(H)X−λ,i for all H ∈ a, so that
(2.8) Ad −1(a)X−λ,i = eλ(log a)X−λ,i.
We therefore arrive at
Ad −1(a)Xλ,i = e−λ(log a)(Xλ,i −X−λ,i) + e−λ(log a)X−λ,i
= e−λ(log a)(Xλ,i −X−λ,i) + e−2λ(log a)Ad −1(a)X−λ,i.
Now, since θ(Xλ,i−X−λ,i) = θ(Xλ,i)− θ(X−λ,i) = −X−λ,i− (−Xλ,i) = Xλ,i−X−λ,i,
we see that Xλ,i − X−λ,i ∈ k. Consequently, if λ is in 〈Θ〉+, one deduces that
Xλ,i−X−λ,i ∈ (m + n+(Θ) + n−(Θ) + a(Θ))∩k = mΘ(K). On the other hand, if λ is
in Σ+−〈Θ〉+, then Ad −1(a)Xλ,i = e−λ(log a)Xλ,i belongs to n+Θ. Collecting everything
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we obtain
Ad −1(a)N+1 =
∑
λ∈Σ+
m(λ)∑
i=1
cλ,i(g, n)Ad
−1(a)Xλ,i
=
∑
λ∈〈Θ〉+
m(λ)∑
i=1
cλ,i(g, n)Ad
−1(a)Xλ,i
+
∑
λ∈Σ+−〈Θ〉+
m(λ)∑
i=1
cλ,i(g, n)Ad
−1(a)Xλ,i
=
∑
λ∈〈Θ〉+
m(λ)∑
i=1
cλ,i(g, n)
(
e−2λ(log a)Ad −1(a)X−λ,i+
e−λ(log a)(Xλ,i −X−λ,i)
)
+
∑
λ∈Σ+−〈Θ〉+
m(λ)∑
i=1
cλ,i(g, n)e
−λ(log a)Xλ,i
=
∑
λ∈〈Θ〉+
m(λ)∑
i=1
cλ,i(g, n)e
−2λ(log a)Ad −1(a)X−λ,i
+
∑
λ∈〈Θ〉+
m(λ)∑
i=1
cλ,i(g, n)e
−λ(log a)(Xλ,i −X−λ,i)
+
∑
λ∈Σ+−〈Θ〉+
m(λ)∑
i=1
cλ,i(g, n)e
−λ(log a)Xλ,i.
Comparing this with the expression (2.6) we had obtained earlier for Ad −1(a)N+1 ,
we obtain that
A2 = 0,
and N−2 =
∑
λ∈〈Θ〉+
∑m(λ)
i=1 cλ,i(g, n)e
−2λ(log a)Ad −1(a)X−λ,i, since g = k⊕a⊕n−, and
pΘ(K) ∩ a(Θ) = {0}. Therefore
N−3 = N
−
1 + Ad (a)N
−
2
=
∑
λ∈Σ+
m(λ)∑
i=1
c−λ,i(g, n)X−λ,i +
∑
λ∈〈Θ〉+
m(λ)∑
i=1
cλ,i(g, n)e
−2λ(log a)X−λ,i,
A1 + A2 =
∑
αi∈Θ
ci(g, n)Hi mod aΘ.
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As N−×A(Θ) can be identified with an open dense submanifold of the homogeneous
space G/PΘ(K), we have the isomorphisms TgnaPΘ(K)G/PΘ(K) ' Tp(N−×A(Θ)) '
TnN
−⊕Ta(A(Θ)), where p = (n, a) ∈ N−×A(Θ). Therefore, by equation (2.4) and
the expressions for N−3 and A1 +A2, we finally deduce that the fundamental vector
field Y|G/PΘ(K) at a point p corresponding to the action of exp(sY ) on G/PΘ(K) is
given by
(Y|G/PΘ(K))p =
∑
λ∈Σ+
m(λ)∑
i=1
c−λ,i(g, n)(X−λ,i)p +
∑
λ∈〈Θ〉+
m(λ)∑
i=1
cλ,i(g, n)e
−2λ log a(X−λ,i)p
+
∑
αi∈Θ
ci(g, n)(Hi)p,
where Y ∈ g, and the coefficients are given by (2.1). 
2.2. The Oshima compactification of a symmetric space
In this section, we briefly describe the construction, due to Oshima, of a com-
pactification of a Riemannian symmetric space. With G and K as in the previous
section, set X = G/K. Then X is a symmetric space of non-compact type, and
l = dim a is called the rank of the symmetric space X. Note that l is also the real
rank of G. The Oshima compactification X˜ of such a symmetric space is a closed
real analytic manifold carrying a real analytic G-action, and containing the union
of 2l copies of X as an open dense subset. In addition, the closure of each copy of
X contains a unique compact G-orbit which is isomorphic to G/P . Here P is the
minimal parabolic subgroup determined by the Iwasawa decomposition of G.
We remark that, in this approach, one shows that the infinitesimal action of g
on the various orbits match to give analytic vector fields on the compactification X˜.
This is in the spirit of Lie’s original approach to the local theory of transformation
groups. For a nice and detailed exposition of this we refer to Section 2.16, [Var84].
In his work, Lie considered the infinitesimal description of the action of an analytic
group G on an analytic manifold M . Let X belong to the Lie algebra g of G. For
the action of the one parameter group X 7−→ exp(tX) on G, he introduced a vector
field X˜ on M whose integral curves are of the form t 7−→ exp(−tX) · m, where
m ∈ M and · denotes the G-action on M . The first fundamental theorem of Lie
says that the map X 7−→ X˜ is a homomorphism of g into the algebra of all analytic
vector fields on M . We refer to X˜ as the fundamental vector field corresponding to
X ∈ g for the action of G on M . The second fundamental theorem of Lie asserts
that any such infinitesimal g-action gives rise to at least an essentially unique local
G-action on M , and which, under certain conditions extends to a global action, see
Theorem 2.16.13, [Var84].
We begin a more detailed description of the Oshima compactification with the
following lemma.
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Lemma 2. Let Y ∈ n−⊕a be given by Y = ∑λ∈Σ+ ∑m(λ)i=1 c−λ,iX−λ,i+∑lj=1 cjHj,
and introduce the notation tλ = t
λ(H1)
1 · · · tλ(Hl)l . Then, via the identification of N−×
Rl+ with N−A by (n, t) 7→ n · exp(−
∑l
j=1Hj log tj), the left invariant vector field on
the Lie group N−A corresponding to Y is expressed as
Y˜|N−×Rl+ =
∑
λ∈Σ+
m(λ)∑
i=1
c−λ,itλX−λ,i −
l∑
j=1
cjtj
∂
∂tj
,
and can analytically be extended to a vector field on N− × Rl.
Proof. The lemma is proved in Oshima, [Osh78], Lemma 8, but for greater
clarity, we include an expanded proof of it here. Let X−λ,i be a fixed basis element
of n−. The corresponding left-invariant vector field on the Lie group N−A at the
point na is given by
d
ds
f(na exp(sX−λ,i))|s=0 =
d
ds
f(n(a exp(sX−λ,i)a−1)a)|s=0
=
d
ds
f(n esAd(a)X−λ,i a)|s=0,
where f is a smooth function on N−A. Regarded as a left invariant vector field on
N− × Rl+, it is therefore given as
X˜−λ,i|N−×Rl+ = Ad (a)X−λ,i = e
−λ(log a)X−λ,i = tλX−λ,i,
compare 2.8. Similarly, for a basis element Hi of a the corresponding left invariant
vector field on N−A reads
d
ds
f(na exp(sHi))|s=0 =
d
ds
f(n exp(−
l∑
j=1
log tjHj) exp(sHi))|s=0
=
d
ds
f
(
n exp(−
l∑
j=1
log tjHj + sHi)
)
|s=0
=
d
ds
f
(
n exp(−
∑
j 6=i
log tjHj − log(tie−s)Hi)
)
|s=0
.
So with the identification N−A ' N− × Rl+, we obtain
H˜i|N−×Rl+ = −ti
∂
∂ti
.
As there are no negative powers of t, Y˜N−×Rl+ can be extended analytically toN
−×Rl,
and the lemma follows. 
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Similarly Lemma 1 implies, by the identification G/K ' N− × A ' N− × Rl+
via the mappings (n, t) 7→ n · exp(−∑li=1 Hi log ti) · a 7→ gnaK, that the action on
G/K of the fundamental vector field corresponding to exp(sY ) , Y ∈ g, is given by
(2.9) Y|N−×Rl+ =
∑
λ∈Σ+
m(λ)∑
i=1
(cλ,i(g, n)t
2λ + c−λ,i(g, n))X−λ,i −
l∑
i=1
ci(g, n)ti
∂
∂ti
,
where the coefficients are given by (2.1).
Remark 1. The fundamental vector field corresponding to Hi ∈ a is −ti ∂∂ti .
Remark 2. Notice that the fundamental vector field (2.9) can be similarly ex-
tended analytically to N− × Rl, but in contrast to the left invariant vector field
Y˜|N−×Rl , Y|N−×Rl does not necessarily vanish even if t1 = . . . tl = 0.
We come now to the description of the Oshima compactification of the Riemann-
ian symmetric space G/K. For this, let Xˆ be the product manifold G × N− × Rl.
Take xˆ = (g, n, t) ∈ Xˆ, where g ∈ G, n ∈ N−, t = (t1, . . . , tl) ∈ Rl, and define an
action of G on Xˆ by g′ · (g, n, t) := (g′g, n, t), g′ ∈ G. For s ∈ R, let
sgn s =
{
s/|s|, s 6= 0,
0, s = 0,
and put sgn xˆ = (sgn t1, . . . , sgn tl) ∈ {−1, 0, 1}l. We then define the subsets Θxˆ =
{αi ∈ ∆ : ti 6= 0}. Also let a(xˆ) = exp(−
∑
ti 6=0Hi log |ti|) ∈ A(Θxˆ). Writing a for
a(xˆ), the definition then gives us that
log a = −
∑
ti 6=0
Hi log |ti|,
hence that
αj(log a) = −
∑
ti 6=0
αj(Hi) log |ti| = −δji log ti,
and so tj = e
−αj log a. On Xˆ, define now an equivalence relation by declaring that
xˆ = (g, n, t) ∼ xˆ′ = (g′, n,′ t′)
if and only if
(1) sgn xˆ = sgn xˆ′, and
(2) g n a(xˆ)PΘxˆ(K) = g
′ n′ a(xˆ′)PΘxˆ′ (K).
Note that the condition sgn xˆ = sgn xˆ′ implies that xˆ, xˆ′ determine the same sub-
set Θxˆ of ∆, and consequently the same group PΘxˆ(K), as well as the same ho-
mogeneous space G/PΘxˆ(K). Condition 2), therefore, makes sense. It says that
gna(xˆ), g′n′a(xˆ′) are in the same PΘxˆ(K) orbit on G, corresponding to the right
action by PΘxˆ(K) on G. We now define
X˜ := Xˆ/ ∼,
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endowing it with the quotient topology, and denote by pi : Xˆ → X˜ the canonical
projection. The action of G on Xˆ is compatible with the equivalence relation ∼,
yielding a G-action
g′ · pi(g, n, t) := pi(g′g, n, t)
on X˜. For each g ∈ G, one can show that the maps
(2.10) ϕg : N
− × Rl → U˜g : (n, t) 7→ pi(g, n, t), U˜g = pi({g} ×N− × Rl),
are bijections. One has then the following
Theorem 1. (1) X˜ is a simply connected, compact, real-analytic manifold
without boundary.
(2) X˜ = ∪w∈W U˜mw = ∪g∈GU˜g. For g ∈ G, U˜g is an open submanifold of X˜
topologized in such a way that the coordinate map ϕg defined above is a
real-analytic diffeomorphism. Furthermore, X˜ \ U˜g is the union of a finite
number of submanifolds of X˜ whose codimensions in X˜ are not lower than
2.
(3) The action of G on X˜ is real-analytic. For a point xˆ ∈ Xˆ, the G-orbit of
pi(xˆ) is isomorphic to the homogeneous space G/PΘxˆ(K), and for xˆ, xˆ
′ ∈ Xˆ
the G-orbits of pi(xˆ) and pi(xˆ′) coincide if and only if sgn xˆ = sgn xˆ′. Hence
the orbital decomposition of X˜ with respect to the action of G is of the form
(2.11) X˜ '
⊔
Θ⊂∆
2#Θ(G/PΘ(K)) (disjoint union),
where #Θ is the number of elements of Θ and 2#Θ(G/PΘ(K)) is the disjoint
union of 2#Θ copies of G/PΘ(K).
Proof. See Oshima, [Osh78], Theorem 5. 
We observe here that statement (3) shows, in particular, that there are 2l copies
of X as open G-orbits in X˜ while the one copy of G/P occurs as the unique closed
orbit.
We will now prove some results concerning the G-action on X˜ that will be of use
later. Let
{
(U˜mw , ϕ
−1
mw)
}
w∈W
be the finite atlas on the Oshima compactification X˜
defined above. For each point x˜ ∈ X˜, choose open neighborhoods W˜x˜ ( W˜ ′x˜ of x˜
contained in a chart U˜mw(x˜). Since X˜ is compact, we can find a finite subcover of the
cover
{
W˜x˜
}
x˜∈X˜
, and in this way obtain a finite atlas
{
(W˜γ, ϕ
−1
γ )
}
γ∈I
of X˜, where for
simplicity we wrote W˜γ = W˜x˜γ , ϕγ = ϕmw(x˜γ). Further, let {αγ}γ∈I be a partition of
unity subordinate to this atlas, and let {α¯γ}γ∈I be another set of functions satisfying
α¯γ ∈ C∞c (W˜ ′γ) and α¯γ|W˜γ ≡ 1. We now have the following result on the factorization
of the G-action in the t-coordinates.
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Lemma 3. For x˜ = ϕγ(n, t) ∈ W˜γ, let Vγ,x˜ denote the set of g ∈ G such that
g · x˜ ∈ W˜γ. Then we have the power series expansion
(2.12) tj(g · x˜) =
∑
α,β
βj 6=0
cjα,β(g)n
α(x˜)tβ(x˜), j = 1, . . . , l,
where the coefficients cjα,β(g) depend real-analytically on g ∈ Vγ,x˜, and α, β are multi-
indices.
Proof. By Theorem 1, a G-orbit in X˜ is locally determined by the signature
of any of its elements. In particular, for x˜ ∈ W˜γ and g ∈ Vγ,x˜ as above, we have
sgn tj(g · x˜) = sgn tj(x˜) for all j = 1, . . . , l. Hence, tj(g · x˜) = 0 if and only if
tj(x˜) = 0. Now, due to the analyticity of the coordinates (ϕγ, W˜γ), there is a power
series expansion
tj(g · x˜) =
∑
α,β
cjα,β(g)n
α(x˜)tβ(x˜), x˜ ∈ W˜γ, g ∈ Vγ,x˜,
for every j = 1, . . . , l, which can be rewritten as
(2.13) tj(g · x˜) =
∑
α,β
βj 6=0
cjα,β(g)n
α(x˜)tβ(x˜) +
∑
α,β
βj=0
cjα,β(g)n
α(x˜)tβ(x˜).
Suppose tj(x˜) = 0. Then the first summand of the last equation must vanish, as in
each term of the summation a non-zero power of tj(x˜) occurs. Also, tj(g · x˜) = 0.
Therefore (2.13) implies that the second summand must vanish, too. But the latter
is independent of tj. So we conclude∑
α,β
βj=0
cjα,β(g)n
α(x˜)tβ(x˜) ≡ 0
for all x˜ ∈ W˜γ, g ∈ Vγ,x˜, and the assertion follows. 
From Lemma 3 we deduce that
tj(g · x˜) = tqjj (x˜)χj(g, x˜), x˜ ∈ W˜γ, g ∈ Vγ,x˜,
where χ
j
(g, x˜) is a function that is real-analytic in g and in x˜, and qj ≥ 1 is the lowest
power of tj that occurs in the expansion (2.12). Furthermore, since tj(g · x˜) = tj(x˜)
for g = e, one has q1 = · · · = ql = 1. A computation now shows that
1 = χ
j
(g−1, g · x˜) · χ
j
(g, x˜) ∀ x˜ ∈ W˜γ, g ∈ Vγ,x˜,
where g−1 ∈ Vγ,gx˜. This implies
(2.14) χ
j
(g, x˜) 6= 0 ∀ x˜ ∈ W˜γ, g ∈ Vγ,x˜,
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since χ
j
(g−1, g · x˜) is a finite complex number. Thus, for x˜ = ϕγ(x) ∈ W˜γ, x = (n, t),
g ∈ Vγ,x˜, we have
(2.15) ϕgγ(x) = (n1(g · x˜), . . . , nk(g · x˜), t1(x˜)χ1(g, x˜), . . . , tl(x˜)χl(g, x˜)).
Note that similar formulae hold for x˜ ∈ U˜mw and g sufficiently close to the identity.
The following lemma describes the G-action on X˜ as far as the t-coordinates are
concerned.
Lemma 4. Let X−λ,i and Hj be the basis elements for n− and a introduced in
Section 2.1, w ∈ W , and x˜ ∈ U˜mw . Then, for small s ∈ R,
χ
j
( esHi , x˜) = e−cij(mw)s,
where the cij(mw) are the matrix coefficients of the adjoint representation of M
∗
on a, and are given by Ad (m−1w )Hi =
∑l
j=1 cij(mw)Hj. Furthermore, when x˜ =
pi(e, n, t),
χ
j
( esX−λ,i , x˜) ≡ 1.
Proof. Let Y ∈ g. As we saw in the proof of Lemma 1, the action of the one-
parameter group exp(sY ) on the homogeneous space G/PΘ(K) is given by equation
(2.4), where N−3 (s) ∈ n−, A1(s) ∈ a, A2(s) ∈ a(Θ). Denote the derivatives of N−3 (s),
A1(s), and A2(s) at s = 0 by N
−
3 , A1, and A2 respectively. The analyticity of the G-
action implies thatN−3 (s), A1(s), A2(s) are real-analytic functions in s. Furthermore,
from (2.4) it is clear that N−3 (0) = 0, A1(0) +A2(0) = 0, so that for small s we have
A1(s) + A2(s) = (A1 + A2) s+
1
2
d2
ds2
(A1(s) + A2(s))|s=0 s2 + . . .
N−3 (s) = N
−
3 s+
1
2
d2
ds2
N−3 (s)|s=0 s2 + . . . .
Next, fix mw ∈ M∗ and let Θ = ∆. The action of the one-parameter group corre-
sponding to Hi at x˜ = pi(mw, n, t) ∈ U˜mw ∩ X˜∆ is given by
exp(sHi)mwnaK = mw
(
m−1w exp(sHi)mw
)
naK = mw exp(sAd (m
−1
w )Hi)naK.
As mw lies in M
∗, exp(sAd (m−1w )Hi) lies in A. Since A normalizes N
−, we conclude
that exp(sAd (m−1w )Hi)n exp(−sAd (m−1w )Hi) belongs to N−. Writing
n−1 exp(sAd (m−1w )Hi)n exp(−sAd (m−1w )Hi) = expN−3 (s)
we get
exp(sHi)mwnaK = mwn expN
−
3 (s)a exp(sAd (m
−1
w )Hi)K.
In the notation of (2.4) we therefore obtain A1(s) + A2(s) = sAd (m
−1
w )Hi, and by
writing Ad (m−1w )Hi =
∑l
j=1 cij(mw)Hj we arrive at
a exp(A1(s) + A2(s)) = exp
( l∑
j=1
(cij(mw)s− log tj)Hj
)
.
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In terms of the coordinates this shows that tj(exp(sHi) · x˜) = tj(x˜)e−cij(mw)s for x˜ ∈
U˜mw ∩ X˜∆, and by analyticity we obtain that χj( esHi , x˜) = e−cij(mw)s for arbitrary
x˜ ∈ U˜mw . On the other hand, let Y = X−λ,i, and x˜ = ϕe(n, t) ∈ U˜e ∩ X˜∆. Then the
action corresponding to X−λ,i at x˜ is given by
exp(sX−λ,i)naK expN−3 (s)aK,
where we wrote expN−3 (s) = sAd (n
−1) expX−λ,i. In terms of the coordinates this
implies that tj(exp(sX−λ,i) · x˜) = tj(x˜) showing that χj( esX−λ,i , x˜) ≡ 1 for x˜ ∈
U˜e∩X˜∆, and, by analyticity, for general x˜ ∈ U˜e, finishing the proof of the lemma. 
Next, for xˆ = (g, n, t) define the set Bxˆ = {(t′1 . . . t′l) ∈ Rl : sgn ti = sgn t′i, 1 ≤
i ≤ l}. By analytic continuation, one can restrict the vector field (2.9) to N− ×Bxˆ,
and with the identifications G/PΘxˆ(K) ' N− × A(Θxˆ) ' N− ×Bxˆ via the maps
gnaPΘxˆ ← (n, a) 7→ (n, sgn t1e−α1(log a), . . . , sgn tle−αl(log a)),
one actually sees that this restriction coincides with the vector field in Lemma 1.
The action of the fundamental vector field on X˜ corresponding to exp sY , Y ∈ g,
is therefore given by the extension of (2.9) to N− × Rl. Note that for a simply
connected nilpotent Lie group N with Lie algebra n, the exponential exp : n →
N is a diffeomorphism. So, in our setting, we can identify N− with Rk. Thus,
for every point in X˜, there exists a local coordinate system (n1, . . . , nk, t1, . . . , tl)
in a neighbourhood of that point such that two points (n1, . . . , nk, t1, . . . , tl) and
(n′1, . . . , n
′
k, t
′
1, . . . , t
′
l) belong to the same G-orbit if, and only if, sgn tj = sgn t
′
j, for
j = 1, . . . , l. This means that the orbital decomposition of X˜ is of normal crossing
type. In what follows, we shall identify the open G-orbit pi({xˆ = (e, n, t) ∈ Xˆ :
sgn xˆ = (1, . . . , 1)}) with the Riemannian symmetric space G/K, and the orbit
pi({xˆ ∈ Xˆ : sgn xˆ = (0, . . . , 0)} of lowest dimension with its Martin boundary G/P .
Note that the closure of a copy of X in the Oshima compactification is a compact
manifold with corners.
A very important property of the Oshima compactification is the following. Let
D(X˜) denote the algebra of G-invariant differential operators on X˜ with real ana-
lytic coefficients, and let D(X) be, as usual, the algebra of G-invariant differential
operators on X. Then, the natural restriction D(X˜)→ D(X) is a bijection. Further,
for any fixed homomorphism of algebras χ : D(X˜) → C, the system of differential
equations on X˜ given by
mχ : (D − χ(D))u = 0, D ∈ D(X˜)
has regular singularity along the set of walls X˜i = {ti = 0} with edge {t1 = · · · = tl =
0} ∼= G/P . (Refer [Osh78], Theorem 5). This has to be seen in the context of the
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circle of ideas originating in the work of Oshima and Kashiwara on systems of differ-
ential equations with regular singularities, leading eventually, with others, to the set-
tling of the Helgason conjecture. Recall that this conjecture gives a G-isomorphism
between the two representation spaces of G, namely the joint eigenspace of all the
invariant differential operators on X and the space of hyperfunction-valued sections
of a certain line-bundle over G/P .
To close, we would like to mention that there is the following alternative con-
struction of the Oshima compactification using the notion of self-gluing of a manifold
with corners. We will sketch this briefly, and refer to the book of Borel-Ji, [BJ06],
Part II for further details. Let M be a manifold with corners of dimension n. Then,
every point p ∈M has a neighbourhood of the form Rn−i × [0,∞)i, 0 ≤ i ≤ n, and
i is called the rank of p or the local codimension of p. The maximum of such i is
called the rank of M , denoted by rk(M). M has a stratification such that the strata
comprise of points of the same rank, and a connected component of a stratum is
called an open boundary face of M . The closure of an open boundary face in M
is called a boundary face. A boundary face of codimension 1 is called a boundary
hypersurface. We make the following assumptions on the boundary hypersurfaces of
M .
(1) All the boundary hypersurfaces are embedded i.e., for every point p of rank
i belonging to the boundary of a boundary hypersurface H, there exist i−1
boundary hypersurfaces H1, · · · , Hi−1 different from H such that p belongs
to the intersection H ∩H1 · · · ∩Hi−1 and the intersection has codimension
i .
(2) The set HM of boundary hypersurfaces of M is locally finite i.e. each point
has a neighbourhood that intersects only finitely many of them.
(3) The set HM admits a finite partition i.e.,
HM = ∪Nj=1HM,j
with the elements of each HM,j being disjoint for 1 ≤ j ≤ N .
Notice that condition (1) is automatically satisfied if all the Hi’s are distinct, while
conditions (2) and (3) are satisfied if M is compact.
Remark 3. It is sometimes customary to call M a manifold with corners only
if it satisfies condition (1) and we shall follow this custom henceforth.
For M satisfying the above conditions, one can construct a closed manifold M˜
by gluing 2N copies of M along boundary hypersurfaces. If M is real analytic, then
so is M˜ . Further, any real analytic action of a Lie group G on M extends to a real
analytic action on M˜ . See Borel-Ji [BJ06], Section II.1.
Remark 4. When N = 1, M is simply a manifold with boundary and the gluing
procedure is the usual doubling of such manifolds.
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Let M be the so-called maximal Satake compactification of the symmetric space
X = G/K. This is a compact real analytic manifold with corners of codimension
l = rank(X) on which there is a real analytic action of G. The above gluing proce-
dure then gives us a closed real analytic manifold M˜ , with a real analytic G-action
containing 2l copies of X, which is isomorphic to X˜. In this approach, the hard part
is to show the real-analyticity of the maximal Satake compactification M of X, and
in fact this is done, essentially, by using the arguments of Oshima sketched earlier.
Another way of showing the analyticity of M is as follows, see [BJ06], Section
II.9. Let G and K denote the complexifications of G and K, respectively. Set
X = G/K. Let τ be the complexification of the Cartan involution on G, whence
Gτ = K. Choosing a set ∆τ of simple τ -roots, for Θ ⊂ ∆τ , denote by Pτ,Θ a
certain closed subgroup of G such that Pτ,∆τ = K. Notice the similarity with
the subgroups PΘ(K) in the context of the Oshima compactification of X. Set
Oτ,Θ = G/Pτ,Θ. Then there exists a compactification of the complex symmetric
space X called the DeConcini-Procesi wonderful compactification and denoted by
XW with the following properties. XW is a smooth complex projective variety on
which G acts morphically, and is a disjoint union of 2l orbits isomorphic to Oτ,Θ,
Θ ⊂ ∆τ . In particular, Oτ,∆τ = G/K is an open, Zariski-dense G-orbit in XW. If
we denote by Dτ,Θ the Zariski-closures of Oτ,Θ, and set D
Θ
τ = Dτ,∆τ−Θ, then D
Θ
τ are
smooth varieties of dimension #Θ. For α ∈ ∆τ , therefore, D{α} are smooth divisors
with normal crossings. If XW := XW(R) denotes the real locus of the wonderful
compactification of X, then XW contains X, and is a smooth real projective variety,
being Zariski-dense in XW. We have the following decomposition
XW '
⊔
Θ⊂∆τ
Oτ,Θ(R).
Notice that dimC X
W = dimRXW . The closure of X in XW is a compactification
of X and is a real analytic manifold with corners. On the other hand, this closure
can be shown to be isomorphic to the maximal Satake compactification of X, thus
showing the analytic structure on it.
2.3. The case X = SL(3,R)/SO(3)
In this section we describe in detail the Oshima compactification of the Rie-
mannian symmetric space X = SL(3,R)/SO(3), so that we can have an explicit
example when rankX > 1. Thus, let g = sl(3,R) be the Lie algebra of G. A Car-
tan involution θ : g → g is given by X 7→ −X t, where X t denotes the transpose
of X, and the corresponding Cartan decomposition of g reads g = k ⊕ p, where
k = {X ∈ sl(3,R) : X t = −X}, and p = {X ∈ sl(3,R) : X t = X}. Next, let
a = {D(a1, a2, a3) : a1, a2, a3 ∈ R, a1 + a2 + a3 = 0},
where D(a1, a2, a3) denotes the diagonal matrix with diagonal elements a1, a2 and a3.
Then a is a maximal Abelian subalgebra in p. Define ei : a→ R by D(a1, a2, a3) 7→
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ai, i = 1, 2, 3. The set of roots Σ of (g, a) is given by Σ = {±(ei−ej) : 1 ≤ i < j ≤ 3}.
We order the roots such that the positive roots are Σ+ = {e1−e2, e2−e3, e1−e3}, and
obtain ∆ = {e1−e2, e2−e3} as the set of simple roots. The root space corresponding
to the root e1 − e2 is given by
ge1−e2 =

0 x 00 0 0
0 0 0
 : x ∈ R
 ,
and similar computations show that
ge2−e3 =

0 0 00 0 z
0 0 0
 : z ∈ R
 , ge1−e3 =

0 0 y0 0 0
0 0 0
 : y ∈ R
 .
For a subset Θ ⊂ ∆, let 〈Θ〉 denote those elements of Σ that are given as linear
combinations of the roots in Θ. Write 〈Θ〉± for Σ±∩〈Θ〉. Put n±(Θ) = ∑λ∈〈Θ〉± gλ,
and n+Θ =
∑
λ∈Σ+−〈Θ〉+ g
λ. Let n−Θ = θ(n
+
Θ). Consider now the case Θ = {e1 − e2}.
Then n+(e1 − e2) = ge1−e2 , and n+e1−e2 = ge2−e3 ⊕ ge1−e3 . In other words,
n+e1−e2 =

0 0 y0 0 z
0 0 0
 : y, z ∈ R
 .
Exponentiating, we find that the corresponding analytic subgroups are given by
N+(e1 − e2) =

1 x 00 1 0
0 0 1
 : x ∈ R
 , N+e1−e2 =

1 0 y0 1 z
0 0 1
 : y, z ∈ R
 .
In a similar fashion, we obtain that
n−(e1 − e2) = ge2−e1 =

0 0 0x 0 0
0 0 0
 : x ∈ R
 ,
n−e1−e2 = θ(n
+
e1−e2) =

0 0 00 0 0
y z 0
 : y, z ∈ R
 ,
and that the corresponding analytic subgroups read
N−(e1 − e2) =

1 0 0x 1 0
0 0 1
 : x ∈ R
 , N−e1−e2 =

1 0 00 1 0
y z 1
 : y, z ∈ R
 .
The Cartan-Killing form 〈·, ·〉 : g × g → R is given by (X, Y ) 7→ Tr(XY ), and
the modified Cartan-Killing form by 〈X, Y 〉θ := −Tr(Xθ(Y )) = −Tr(X(−Y t)) =
Tr(XY t). Next, let a(Θ) =
∑
λ∈〈Θ〉+ RQλ, where Qλ = [θX,X] for X ∈ gλ such
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that 〈X,X〉θ = 1. Also, let aΘ be the orthogonal complement of a(Θ) with respect
to 〈·, ·〉θ. Again, suppose that Θ = {e1 − e2}. We find
Qe1−e2 =
1 0 00 −1 0
0 0 0
 ,
so that
a(e1 − e2) = RQe1−e2 =

r 0 00 −r 0
0 0 0
 : r ∈ R
 .
This in turn gives us that
ae1−e2 =

a 0 00 a 0
0 0 −2a
 : a ∈ R
 .
Exponentiation then shows that the corresponding analytic subgroups are
A(e1 − e2) =

a 0 00 a−1 0
0 0 1
 : a ∈ R+
 , Ae1−e2 =

a 0 00 a 0
0 0 a−2
 : a ∈ R+
 .
Take K = SO(3) as a maximal compact subgroup of SL(3,R), and denote by MΘ(K)
the centralizer of aΘ in K. Observing that the adjoint action of a matrix group G
is just the matrix conjugation, we see that
Me1−e2(K) = ZK(ae1−e2) =
(
SO(2) 0
0 1
)
∪
1 0 00 −1 0
0 0 −1
(SO(2) 0
0 1
)
.
Notice that Me1−e2(K) has 2 connected components. Put M = ZK(A), and let
P = MAN+ be the minimal parabolic subgroup given by the ordering of the roots
of (g, a). For G = SL(3,R) one computes
M =

1 0 00 1 0
0 0 1
 ,
1 0 00 −1 0
0 0 −1
 ,
−1 0 00 −1 0
0 0 1
 ,
−1 0 00 1 0
0 0 −1
 .
As Θ varies over the subsets of ∆, we get all the parabolic subgroups PΘ of G con-
taining P , and we write PΘ = MΘ(K)AN
+. By definition, PΘ(K) = MΘ(K)AΘN
+
Θ
32 2. PRELIMINARIES
so that, in particular,
Pe1−e2(K) =
(SO(2) 0
0 1
)
∪
1 0 00 −1 0
0 0 −1
(SO(2) 0
0 1
) ·

a 0 00 a 0
0 0 a−2
 : a ∈ R+
 ·

1 0 y0 1 z
0 0 1
 : z ∈ R
 .
The orbital decomposition of the Oshima compactification X˜ of X = SL(3,R)/SO(3)
is therefore given by
X˜ = G/P unionsq 2(G/Pe1−e2(K)) unionsq 2(G/Pe2−e3(K)) unionsq 22(G/K).
2.4. Fixed points of group actions on homogeneous spaces
In this section, we write down some results on Lie group actions on homogeneous
spaces. While some of these results are well-known, we also prove some new results.
Let G be a Lie group with Lie algebra g, H ⊂ G a closed subgroup with Lie algebra
h, and pi : G→ G/H the canonical projection. For an element g ∈ G, consider the
natural left action lg : G/H → G/H given by lg(xH) = gxH. Let Ad G denote the
adjoint action of G on g. We begin with two well-known lemmata, see e.g. [AB68],
page 463.
Lemma 5. lg−1 : G/H → G/H has a fixed point if and only if g ∈
⋃
x∈G xHx
−1.
Moreover, to every fixed point xH one can associate a unique conjugacy class
h(g, xH) in H.
Proof. Clearly,
lg−1(xH) = xH ⇐⇒ g−1xH = xH ⇐⇒ (g−1x)−1x ∈ H ⇐⇒ x−1gx = h(g, x),
where h(g, x) ∈ H. So lg−1 has a fixed point if, and only if, g ∈
⋃
x∈G xHx
−1. Now,
if y ∈ G is such that xH = yH, then y = xh for some h ∈ H. This gives us that
h(g, y) = y−1gy = (xh)−1g(xh) = h−1(x−1gx)h = h−1h(g, x)h. Thus, as x varies
over representatives of the coset xH, h(g, x) varies over a conjugacy class h(g, xH)
in H. 
Lemma 6. Let xH be a fixed point of lg−1 and let h ∈ h(g, xH). Then
det (1− dlg−1)xH = det (1− Ad GH(h)),
where Ad GH : H → Aut(g/h) is the isotropy action of H on g/h.
2.4. FIXED POINTS OF GROUP ACTIONS ON HOMOGENEOUS SPACES 33
Proof. Let Lg and Rg be the left and right translations, respectively, of g ∈ G
on G. We begin with the observation that
(2.16) pi ◦ Lg−1 = lg−1 ◦ pi,
where pi is the natural map from G to G/H. Let e be the identity in G, and
Tpi(e)(G/H) the tangent space to G/H at the point pi(e). The derivative dpi : g →
Tpi(e)(G/H) is a surjective linear map with kernel h, and therefore induces an iso-
morphism between g/h and Tpi(e)(G/H), which we shall again denote by dpi. Notice
also that, for h ∈ H, Ad G(h) leaves h invariant and so induces a map
Ad GH(h) : g/h→ g/h.
Now, let xH be a fixed point of lg−1 , and take h ∈ h(g, xH). Choose x in the coset
xH such that g−1x = xh. For y ∈ G one computes
(pi ◦ Lg−1 ◦Rh−1)(y) = pi(g−1yh−1) = g−1yH = lg−1(yH) = (lg−1 ◦ pi)(y),
so that
(2.17) pi ◦ Lg−1 ◦Rh−1 = lg−1 ◦ pi.
Observe, additionally, that Lg−1 ◦ Rh−1 fixes x. We therefore see that Lg−1 ◦ Rh−1 ◦
Lx = Lx ◦ Lh ◦Rh−1 , which, together with equations (2.16) and (2.17), leads us to
lx ◦ pi ◦ Lh ◦Rh−1 = lg−1 ◦ lx ◦ pi.
Differentiating this, and using the identification dlx ◦ dpi : g/h → Tpi(x)(G/H), we
obtain the commutative diagram
g/h
AdGH(h)−−−−→ g/h
dlx◦dpi
y dlx◦dpiy
Tpi(x)(G/H)
dlg−1−−−→ Tpi(x)(G/H)
thus proving the lemma. 
Consider now the case when G is a connected, real, semi-simple Lie group with
finite centre, θ a Cartan involution of g, and g = k ⊕ p the corresponding Cartan
decomposition. Further, let K be the maximal compact subgroup of G associated to
k, and consider the corresponding Riemannian symmetric space X = G/K which is
assumed to be of non-compact type. By definition, θ is an involutive automorphism
of g such that the bilinear form 〈·, ·〉θ is strictly positive definite. In particular,
〈·, ·〉θ|p×p is a symmetric, positive-definite, bilinear form, yielding a left-invariant
metric on G/K. Endowed with this metric, G/K becomes a complete, simply con-
nected, Riemannian manifold with non-positive sectional curvature. Such manifolds
are called Hadamard manifolds. Furthermore, for each g ∈ G, lg−1 : G/K → G/K
is an isometry on G/K with respect to this left-invariant metric. Note that Rie-
mannian symmetric spaces of non-compact type are precisely the simply connected
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Riemannian symmetric spaces with sectional curvature κ ≤ 0 and with no Euclidean
de Rham factor. We now have the following
Lemma 7. Let g ∈ G be such that lg−1 : G/K → G/K is transversal. Then lg−1
has a unique fixed point in G/K.
Proof. Let M be a Hadamard manifold, and ϕ an isometry on M that leaves
two distinct points x, y ∈ M fixed. By general theory, there is a unique minimal
geodesic γ : R→M joining x and y. Let γ(0) = x and γ(1) = y, so that ϕ ◦ γ(0) =
ϕ(x) = x and ϕ ◦ γ(1) = ϕ(y) = y. Since isometries take geodesics to geodesics,
ϕ ◦ γ is a geodesic in M , joining x and y. By the uniqueness of γ we therefore
conclude that ϕ ◦ γ = γ. This means that an isometry on a Hadamard manifold
with two distinct fixed points also fixes the unique geodesic joining them point by
point. Since, by assumption, lg−1 : G/K → G/K has only isolated fixed points, the
lemma follows. 
In what follows, we shall call an element g ∈ G transversal relative to a closed
subgroup H if lg−1 : G/H → G/H is transversal, and denote the set of all such
elements by G(H).
Lemma 8. Let h be a Cartan subalgebra of a real semi-simple Lie algebra g. If
H is the Cartan subgroup of G associated to h, then for any regular element h in
H, det (Ad (h)− 1)|g/h 6= 0.
Proof. For x ∈ G, let gx denote the centralizer of x in g i.e., gx = {X ∈ g :
Ad (x)X = X}. Now, by definition, the Cartan subgroup H associated to h is the
centralizer of h in G, and so is given by H = {g ∈ G : Ad (g)X = X, ∀ H ∈ h}.
Therefore h ⊂ ker(Ad (h) − 1) for any h ∈ H. If now h ∈ H ′ := H ∩ G′, the set of
regular elements in H, then gh is a Cartan subalgebra of g. Since ker(Ad (h)−1) ⊃ h,
the fact that Cartan subalgebras are, in particular, maximal Abelian subalgebras,
then gives us that gh = h. Ad (h)− 1, thus, induces a non-singular map on g/h and
the lemma follows. 
Proposition 1. Let G be a connected, real, semi-simple Lie group with finite
centre, and K a maximal compact subgroup of G. Suppose rank(G) = rank(K).
Then any regular element of G is transversal relative to K. In other words, G′ ⊂
G(K), where G′ denotes the set of regular elements in G.
Proof. If a regular element g is such that lg−1 : G/K → G/K has no fixed
points, it is of course transversal. Let, therefore, g ∈ G′ be such that lg−1 has a fixed
point x0K. By Lemma 5, g must be conjugate to an element k(g, x0) in K. Consider
now a maximal family of mutually non-conjugate Cartan subgroups J1, . . . , Jr in G,
and put J ′i = Ji ∩ G′ for i ∈ {1, . . . , r}. A result of Harish Chandra then implies
that
G′ =
r⋃
i=1
⋃
x∈G
x J ′i x
−1,
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see [War72a], Theorem 1.4.1.7. From this we deduce that
g = xk(g, x0)x
−1 = yjy−1 for some x, y ∈ G, j ∈ J ′i for some i.
Hence, k(g, x0) must be regular. Now, let T be a maximal torus of K. It is a
Cartan subgroup of K, and the assumption that rank(G) = rank(K) implies that
that T is also Cartan in G. Let k(g, x0K) be the conjugacy class in K associated
to x0K, as in Lemma 5. As K is compact, the maximal torus T intersects every
conjugacy class in K. Varying x0 over the coset x0K, we can therefore assume that
k(g, x0) ∈ k(g, x0K) ∩ T . Thus, we conclude that k(g, x0) ∈ T ∩ G′. Note that, in
particular, we can choose Ji = T by the maximality of the J1, . . . , Jr. Now from
Lemma 8, we know that for a regular element h ∈ G belonging to a Cartan subgroup
H one necessarily has det (1−Ad GH(h)) 6= 0. Therefore det (1−Ad GT (k(g, x0))) 6= 0,
and consequently, det (1 − Ad GK(k(g, x0))) 6= 0. The assertion of the proposition
now follows from Lemma 6. 
Corollary 1. Let G be a connected, real, semi-simple Lie group with finite
centre, K a maximal compact subgroup of G, and suppose that rank (G) = rank (K).
Then the set of transversal elements G(K) is open and dense in G.
Proof. Clearly, G(K) is open. Since the set of regular elements G′ is dense in
G, the corollary follows from the previous proposition. 
Remark 5. Let us remark that with G as above, and P a parabolic subgroup
of G, it is a classical result that G′ ⊂ G(P ), see [Clo84], page 51.
2.5. Review of pseudodifferential operators
Generalities. This section is devoted to an exposition of some basic facts about
pseudodifferential operators needed to formulate our main results in the sequel. For
a detailed introduction to the field, the reader is referred to [Ho¨r85] and [Shu01].
Consider first an open set U in Rn, and let x1, . . . , xn be the standard coordinates.
For any real number l, we denote by Sl(U × Rn) the class of all functions a(x, ξ) ∈
C∞(U × Rn) such that, for any multi-indices α, β, and any compact set K ⊂ U ,
there exist constants Cα,β,K for which
(2.18) |(∂αξ ∂βx a)(x, ξ)| ≤ Cα,β,K 〈ξ〉l−|α| , x ∈ K, ξ ∈ Rn,
where 〈ξ〉 stands for (1 + |ξ|2)1/2, and |α| = α1 + · · ·+αn. We further put S−∞(U ×
Rn) =
⋂
l∈R S
l(U × Rn). Note that, in general, the constants Cα,β,K also depend on
a(x, ξ). For any such a(x, ξ) one then defines the continuous linear operator
A : C∞c (U) −→ C∞(U)
by the formula
(2.19) Au(x) =
∫
eix·ξa(x, ξ)uˆ(ξ)d¯ξ,
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where uˆ denotes the Fourier transform of u, and d¯ξ = (2pi)−n dξ. 1 An operator
A of this form is called a pseudodifferential operator of order l, and we denote
the class of all such operators for which a(x, ξ) ∈ Sl(U × Rn) by Ll(U). The set
L−∞(U) =
⋂
l∈R L
l(U) consists of all operators with smooth kernel. They are called
smooth operators. By inserting in (2.19) the definition of uˆ, we obtain for Au the
expression
(2.20) Au(x) =
∫ ∫
ei(x−y)·ξa(x, ξ)u(y) dy d¯ξ,
which has a suitable regularization as an oscillatory integral. The Schwartz kernel
of A is a distribution KA ∈ D′(U × U) which is given the oscillatory integral
(2.21) KA(x, y) =
∫
ei(x−y)·ξa(x, ξ) d¯ξ.
It is a smooth function off the diagonal in U × U . Consider next an n-dimensional
paracompact C∞ manifold X, and let {(κγ, U˜γ)} be an atlas for X. Then a linear
operator
(2.22) A : C∞c (X) −→ C∞(X)
is called a pseudodifferential operator on X of order l if for each chart diffeomorphism
κγ : U˜
γ → Uγ = κγ(U˜γ), the operator Aγu = [A|U˜γ (u◦κγ)]◦κ−1γ given by the diagram
C∞c (U˜
γ)
A|U˜γ−−−→ C∞(U˜γ)
κ∗γ
x xκ∗γ
C∞c (U
γ)
Aγ−−−→ C∞(Uγ)
is a pseudodifferential operator on Uγ of order l, and its kernel KA is smooth off
the diagonal. In this case we write A ∈ Ll(X). Note that, since the U˜γ are not
necessarily connected, we can choose them in such a way that X×X is covered by
the open sets U˜γ × U˜γ. Therefore the condition that KA is smooth off the diagonal
can be dropped. Now, in general, if X and Y are two smooth manifolds, and
A : C∞c (X) −→ C∞(Y) ⊂ D′(Y)
is a continuous linear operator, where D′(Y) = (C∞c (Y,Ω))′ and Ω = |Λn(Y)| is the
density bundle on Y, its Schwartz kernel is given by the distribution section KA ∈
D′(Y×X,1ΩX), where D′(Y×X, 1ΩX) = (C∞c (Y×X, (1ΩX)∗⊗ΩY×X))′.
Observe that C∞c (Y,ΩY)⊗C∞(X) ' C∞(Y×X, (1ΩX)∗⊗ΩY×X). In case that
1Here and in what follows we use the convention that, if not specified otherwise, integration is
to be performed over the Euclidean space of relevant dimension.
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X = Y and A ∈ Ll(X), A is given locally by the operators Aγ, which can be written
in the form
Aγu(x) =
∫ ∫
ei(x−y)·ξaγ(x, ξ)u(y) dyd¯ξ,
where u ∈ C∞c (Uγ), x ∈ Uγ, and aγ(x, ξ) ∈ Sl(Uγ,Rn). The kernel of A is then
determined by the kernelsKAγ ∈ D′(Uγ×Uγ). For l < − dim X, they are continuous,
and given by absolutely convergent integrals. In this case, their restrictions to the
respective diagonals in Uγ × Uγ define continuous functions
kγ(m) = KAγ (κγ(m), κγ(m)), m ∈ U˜γ,
which, for m ∈ U˜γ1 ∩ U˜γ2 , satisfy the relations
kγ2(m) = |det (κγ1 ◦ κ−1γ2 )′| ◦ κγ2(m)kγ1(m),
and therefore define a density k ∈ C(X,Ω) on ∆X ×X ' X. If X is compact, this
density can be integrated, yielding the trace of the operator A,
(2.23) trA =
∫
X
k =
∑
γ
∫
Uγ
(αγ ◦ κ−1γ )(x)KAγ (x, x) dx,
where {αγ} denotes a partition of unity subordinate to the atlas {(κγ, U˜γ)}, and dx
is Lebesgue measure in Rn. Finally, if E and F are vector bundles over X trivialized
by
(2.24) αE : E|Uγ −→ Uγ × Ce, αF : F|Uγ −→ Uγ × Cf ,
then a continuous linear operator
(2.25) A : Γc(E) −→ Γ(F )
is called a pseudodifferential operator between sections of E and F of order l, if for
any Uγ there is a f × e-matrix of pseudodifferential operators Aij ∈ Ll(Uγ) such
that
(2.26) (αF ◦ (Au)|Uγ )i =
∑
ij
Aij(αE ◦ u)j, u ∈ Γc(Uγ;E).
We shall write A ∈ Ll(X;E,F ), or simply Ll(E,F ). The notions of bounded sets
and properly supported operators in Ll(U) are carried over to Ll(X) and Ll(E,F )
in a natural way. If E and F are topological vector spaces, we will denote by
L(E,F ) the vector space of all continuous linear maps from E to F , endowed with
the topology of uniform convergence on bounded sets.
Totally characteristic pseudodifferential operators. We introduce now a
special class of pseudodifferential operators associated in a natural way to a C∞
manifold X with boundary ∂X. Our main reference will be [Mel82] in this case.
Let C∞(X) be the space of functions on X which are C∞ up to the boundary, and
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C˙∞(X) the subspace of functions vanishing to all orders on ∂X. The standard
spaces of distributions over X are
D′(X) = (C˙∞c (X,Ω))′, D˙(X)′ = (C∞c (X,Ω))′,
the first being the space of extendible distributions, whereas the second is the space
of distributions supported by X.
Let Z = R+ × Rn−1 be the standard manifold with boundary with the natural
coordinates x = (x1, x
′), where x1 is the boundary-defining function on Z. Then any
differential operator in the algebra of differential operators generated by the vector
fields x1
∂
∂x1
and ∂
∂xj
, 1 < j ≤ n is called a totally characteristic differential operator.
Notice that the vector field x1
∂
∂x1
is tangential to the boundary of Z. Consider now
the translated partial Fourier transform of a symbol a(x, ξ) ∈ Sl(Rn × Rn),
Ma(x, ξ′; t) =
∫
ei(1−t)ξ1a(x, ξ1, ξ′)dξ1,
where we wrote ξ = (ξ1, ξ
′). Ma(x, ξ′; t) is C∞ away from t = 1, and one says that
a(x, ξ) is lacunary if it satisfies the condition
(2.27) Ma(x, ξ′; t) = 0 for t < 0.
The subspace of lacunary symbols will be denoted by Slla(Rn × Rn). In order to
define on Z operators of the form (2.20), where now a(x, ξ) = a˜(x1, x
′, x1ξ1, ξ′) is a
more general amplitude and a˜(x, ξ) is lacunary, one rewrites the formal adjoint of A
by making a singular coordinate change. Thus, for u ∈ C∞c (Z), one considers
A∗u(y) =
∫ ∫
ei(y−x)·ξa(x, ξ)u(x) dxd¯ξ.
By putting λ = x1ξ1, s = x1/y1, this can be rewritten as
(2.28)
A∗u(y) = (2pi)−n
∫ ∫ ∫ ∫
ei(1/s−1,y
′−x′)·(λ,ξ′)a˜(y1s, x′, λ, ξ′)u(y1s, x′)dλ
ds
s
dx′dξ′.
According to [Mel82], Propositions 3.6 and 3.9, for every a˜ ∈ S−∞la (Z × Rn), the
successive integrals in (2.28) converge absolutely and uniformly, thus defining a
continuous bilinear form
S−∞la (Z × Rn)× C∞c (Z) −→ C∞(Z),
which extends to a separately continuous form
S∞la (Z × Rn)× C∞c (Z) −→ C∞(Z).
If a˜ ∈ S∞la (Z × Rn) and a(x, ξ) = a˜(x1, x′, x1ξ1, ξ′), one then defines the operator
(2.29) A : E˙ ′(Z) −→ D˙′(Z),
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written formally as (2.20), as the adjoint of A∗. In this way, the oscillatory integral
(2.20) is identified with a separately continuous bilinear mapping
S∞la (Z × Rn)× E˙ ′(Z) −→ D˙′(Z).
The space Llb(Z) of totally characteristic pseudodifferential operators on Z of order
l consists of those continuous linear maps (2.29) such that for any u, v ∈ C∞c (Z),
vAu is of the form (2.20) with a(x, ξ) = a˜(x1, x
′, x1ξ1, ξ′) and a˜(x, ξ) ∈ Slla(Z ×Rn).
Similarly, a continuous linear map (2.22) on a smooth manifold X with boundary ∂X
is said to be an element of the space Llb(X) of totally characteristic pseudodifferential
operators on X of order l, if for a given atlas (κγ, U˜
γ) the operators Aγu = [A|U˜γ (u◦
κγ)] ◦κ−1γ are elements of Llb(Z), where the U˜γ are coordinate patches isomorphic to
subsets in Z.
The main motivation for the definition of the lacunarity condition on the symbol
is as follows. If A is a pseudodifferential operator defined as above from a lacunary
symbol, then A preserves the conditions that the distributions u, on which it acts,
has restrictions, or traces, of all orders to the boundary and
(Au)|∂Z = A0(u|∂Z)
for some pseudodifferential operator A0 defined on ∂Z. This is the fundamental
property that allows such operators to act on distributions satisfying differential or
pseudodifferential equations with boundary conditions.
In an analogous way, it is possible to introduce the concept of a totally char-
acteristic pseudodifferential operator on a manifold with corners. As the standard
manifold with corners, consider
Rn,k = [0,∞)k × Rn−k, 0 ≤ k ≤ n,
with coordinates x = (x1, . . . , xk, x
′). A totally characteristic pseudodifferential
operator on Rn,k of order l is locally given by an oscillatory integral (2.20) with
a(x, ξ) = a˜(x, x1ξ1, . . . , xkξk, ξ
′), where now a˜(x, ξ) is a symbol of order l that satis-
fies the lacunary condition for each of the coordinates x1, . . . , xk, i.e.∫
ei(1−t)ξja(x, ξ) dξj = 0 for t < 0 and 1 ≤ j ≤ k.
In this case we write a˜(x, ξ) ∈ Slla(Rn,k × Rn). A continuous linear map (2.22) on a
smooth manifold X with corners is then said to be an element of the space Llb(X)
of totally characteristic pseudodifferential operators on X of order l, if for a given
atlas (κγ, U˜
γ) the operators Aγu = [A|U˜γ (u ◦ κγ)] ◦ κ−1γ are totally characteristic
pseudodifferential operator on Rn,k of order l, where the U˜γ are coordinate patches
isomorphic to subsets in Rn,k. For an extensive treatment, we refer the reader to
[Loy98].

CHAPTER 3
Integral operators and the main structure theorem
This chapter is concerned with the integral operators that are the focus of our
study. After a few preliminaries about their definition as Bochner integrals, we
explore the micro-local structure of these operators taking into account the orbit
structure for the G-action on the Oshima compactification of the symmetric space
X. This culminates in one of the central results of this thesis - Theorem 2, Section
3.2.
3.1. The integral operators pi(f)
In this section, we study integral operators of the form
(3.1) pi(f) =
∫
G
f(g)pi(g)dG(g)
where pi is the regular representation of G on the Banach space C(X˜) of continuous
functions on X, f a smooth, rapidly decreasing function onG, and dG a Haar measure
on G. These are defined as Bochner integrals. Such operators play an important role
in representation theory, and our interest will be directed towards the elucidation
of the microlocal structure of the operators pi(f).
Now we make a brief digression to consider Bochner integrals. Let (M,Σ, µ) be a
measure space, and B a Banach space over R. The definition of the Bochner integral
can be given, essentially in the spirit of the definition of the Lebesgue integral. A
function ψ :M→ B taking only a finite number of values, say b1, b2, . . . , bn, is called
a simple function if Ej = ψ
−1(bj) ∈ Σ for each j. Then one has that
ψ =
n∑
j=1
χEjbj,
where χEj is the characteristic function of the set Ej. If µ(Ej) < ∞ for each non-
zero bj, then ψ is called a simple function with finite support. Then the integral of
such a B-valued simple function is the vector ∫M ψdµ ∈ B is defined as∫
M
ψdµ =
n∑
j=1
µ(Ej)bj.
It can be shown that this integral is defined independently of the representation for
ψ. The integral so defined is a linear operator from the space of simple functions
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with finite support to B. As one would expect, if E ∈ Σ, then the integral ∫
E
ψdµ
of ψ over E is defined as ∫
E
ψdµ =
∫
M
ψχEdµ.
A function f : M→ B is said to be strongly measurable if there exists a sequence
ψn of simple functions with finite support such that, for almost all m ∈ M, we
have limn→∞ ‖f(m)− ψn(m)‖B = 0, where ‖.‖B is the norm on the Banach space
B. Clearly, simple functions with finite support are strongly measurable. If f is
strongly measurable, then ‖f‖ : M → R, defined by ‖f‖ (m) := ‖f(m)‖B, is also
strongly measurable. A strongly measurable function f :M→ B is called Bochner
integrable if there is a sequence ψn of simple functions with finite support such that
the real-valued function ‖f − ψn‖ is Lebesgue integrable for each n and
lim
n→∞
∫
M
‖f − ψn‖B dµ = 0.
For such an f , we can , for E ∈ Σ, define the Bochner integral over E to be∫
E
fdµ = lim
n→∞
∫
E
ψndµ,
where the limit of the sequence of vectors
∫
E
ψn is taken in the norm topology of B.
This is well-defined as any two sequences of simple functions approximating a given
strongly measurable function have the same limit. It is in this fashion that we make
sense of the integral operators pi(f).
Let now X˜ be the Oshima compactification of a Riemannian symmetric space
X = G/K of non-compact type. As was already explained, G acts analytically on X˜,
and the orbital decomposition is of normal crossing type. Consider the Banach space
C(X˜) of continuous, complex valued functions on X˜, equipped with the supremum
norm, and let (pi,C(X˜)) be the corresponding continuous regular representation of
G given by
pi(g)ϕ(x˜) = ϕ(g · x˜), ϕ ∈ C(X˜).
The representation of the universal enveloping algebra U of the complexification gC
of g on the space of differentiable vectors C(X˜)∞ will be denoted by dpi. We will
also consider the regular representation of G on C∞(X˜) which, equipped with the
topology of uniform convergence, becomes a Fre´chet space. This representation will
be denoted by pi as well. Let (L,C∞(G)) be the left regular representation of G.
With respect to the left-invariant metric on G given by 〈, 〉θ, we define d(g, h) as the
distance between two points g, h ∈ G, and set |g| = d(g, e), where e is the identity
element of G. A function f on G is said to be of at most of exponential growth,
if there exists a κ > 0 such that |f(g)| ≤ Ceκ|g| for some constant C > 0. As
before, denote a Haar measure on G by dG. Consider next the space S(G) of rapidly
decreasing functions on G introduced in [Ram06].
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Definition 1. The space of rapidly decreasing functions on G, denoted by S(G),
is given by all functions f ∈ C∞(G) satisfying the following conditions:
i) For every κ ≥ 0, and X ∈ U, there exists a constant C > 0 such that
|dL(X)f(g)| ≤ Ce−κ|g|;
ii) for every κ ≥ 0, and X ∈ U, one has dL(X)f ∈ L1(G, eκ|g|dG).
For later purposes, let us recall the following integration formulae.
Proposition 2. Let f1 ∈ S(G), and assume that f2 ∈ C∞(G), together with all
its derivatives, is at most of exponential growth. Let X1, . . . , Xd be a basis of g, and
for Xγ = Xγ1i1 . . . X
γr
ir
write X γ˜ = Xγrir . . . X
γ1
i1
, where γ is an arbitrary multi-index.
Then ∫
G
f1(g)dL(X
γ)f2(g)dG(g) = (−1)|γ|
∫
G
dL(X γ˜)f1(g)f2(g)dG(g).
Proof. See [Ram06], Proposition 1. 
To every f ∈ S(G) and ϕ ∈ C(X˜), we then associate an element in C(X˜) given
by
∫
G
f(g)pi(g)ϕdG(g). It is defined as a Bochner integral, and the continuous linear
operator on C(X˜) obtained this way is denoted by (3.1). Its restriction to C∞(X˜)
induces a continuous linear operator
pi(f) : C∞(X˜) −→ C∞(X˜) ⊂ D′(X˜),
with Schwartz kernel given by the distribution section Kf ∈ D′(X˜× X˜,1ΩX˜). The
properties of the Schwartz kernel Kf will depend on the analytic properties of f , as
well as the orbit structure of the underlying G-action, and our main effort will be
directed towards the elucidation of the structure of Kf . For this, let us consider the
orbital decomposition (2.11) of X˜, and remark that the restriction of pi(f)ϕ to any of
the connected components isomorphic to G/PΘ(K) depends only on the restriction
of ϕ ∈ C(X˜) to that component, so that we obtain the continuous linear operators
pi(f)|X˜Θ : C
∞
c (X˜Θ) −→ C∞(X˜Θ),
where X˜Θ denotes a component in X˜ isomorphic to G/PΘ(K). Let us now assume
that Θ = ∆, so that PΘ(K) = K. Since G acts transitively on X˜∆ one deduces that
pi(f)|X˜∆ ∈ L−∞(X˜∆), c.p. [Ram06], Section 4.
Now, we shall begin a microlocal description of the integral operators pi(f). Let{
(U˜mw , ϕ
−1
mw)
}
w∈W
be the finite atlas on the Oshima compactification X˜ defined
earlier. As before, for each point x˜ ∈ X˜, we choose open neighbourhoods W˜x˜ ( W˜ ′x˜
of x˜ contained in a chart U˜mw(x˜). Since X˜ is compact, we can find a finite subcover
of the cover
{
W˜x˜
}
x˜∈X˜
, and in this way obtain a finite atlas
{
(W˜γ, ϕ
−1
γ )
}
γ∈I
of X˜,
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where for simplicity we wrote W˜γ = W˜x˜γ , ϕγ = ϕmw(x˜γ). Further, let {αγ}γ∈I be
a partition of unity subordinate to this atlas, and let {α¯γ}γ∈I be another set of
functions satisfying α¯γ ∈ C∞c (W˜ ′γ) and α¯γ|W˜γ ≡ 1. Consider now the localization of
pi(f) with respect to the atlas above given by
Aγfu = [pi(f)|W˜γ (u ◦ ϕ−1γ )] ◦ ϕγ, u ∈ C∞c (Wγ), Wγ = ϕ−1γ (W˜γ) ⊂ Rk+l.
Writing ϕgγ = ϕ
−1
γ ◦ g ◦ ϕγ and x = (x1, . . . , xk+l) = (n, t) ∈ Wγ we obtain
Aγfu(x) =
∫
G
f(g)[(u ◦ ϕ−1γ )α¯γ](g · ϕγ(x)) dG(g) =
∫
G
f(g)cγ(x, g)(u ◦ ϕgγ)(x)dG(g),
where we put cγ(x, g) = α¯γ(g · ϕγ(x)). Next, define the functions
fˆγ(x, ξ) =
∫
G
eiϕ
g
γ(x)·ξcγ(x, g)f(g)dg, a
γ
f (x, ξ) = e
−ix·ξfˆγ(x, ξ).
Differentiating under the integral we see that fˆγ(x, ξ), a
γ
f (x, ξ) ∈ C∞(Wγ × Rk+l).
Let now x = (n, t) ∈ Wγ, and let Tx be the diagonal (l × l)-matrix with entries
xk+1, . . . , xk+l. Further, let χ1 , . . . , χl be as in Lemma 4. We introduce the auxiliary
symbol
a˜γf (x, ξ) = a
γ
f (x, (1k ⊗ T−1x )ξ) = e−i(x1,...,xk,1,...,1)·ξ
∫
G
ψγξ,x(g)cγ(x, g)f(g)dG(g)
=
∫
G
eiΨγ(g,x)·ξcγ(x, g)f(g)dG(g),
(3.2)
where we put
Ψγ(g, x) = [(1k ⊗ T−1x )(ϕgγ(x)− x)]
= (x1(g · x˜)− x1(x˜), . . . , xk(g · x˜)− xk(x˜), χ1(g, x˜)− 1, . . . , χl(g, x˜)− 1),
as well as
ψγξ,x(g) = e
i(x1(g·x˜),...,xk(g·x˜),χ1(g,x˜),...,χl(g,x˜))·ξ.
Clearly, a˜γf (x, ξ) ∈ C∞(Wγ × Rk+l). Our next goal is to show that a˜γf (x, ξ) is a
lacunary symbol. To do so, we need the following
Proposition 3. Let (L,C∞(G)) be the left regular representation of G. Let
X−λ,i, Hj be the basis elements of n− and a introduced in Section 2.1, and (W˜γ, ϕγ)
an arbitrary chart. With x = (n, t) ∈ Wγ, x˜ = ϕγ(x) ∈ W˜γ, g ∈ Vγ,x˜ one has
(3.3)
dL(X−λ,1)ψ
γ
ξ,x(g)
...
dL(Hl)ψ
γ
ξ,x(g)
 = iψγξ,x(g)Γ(x, g)ξ,
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with
(3.4) Γ(x, g) =
(
Γ1 Γ2
Γ3 Γ4
)
=

dL(X−λ,i)nj,x˜(g) dL(X−λ,i)χj(g, x˜)
dL(Hi)nj,x˜(g) dL(Hi)χj(g, x˜)

belonging to GL(l + k,R), where nj,x˜(g) = nj(g · x˜).
Proof. Fix a chart (W˜γ, ϕ
−1
γ ), and let x, x˜, g be as above. For X ∈ g, one
computes that
dL(X)ψγξ,x(g) =
d
ds
ei(1k⊗T
−1
x )ϕ
e−sX g
γ (x)·ξ|s=0 = iψγξ,x(g)
[ k∑
i=1
ξidL(X)ni,x˜(g)
+
l∑
j=1
ξk+jdL(X)χj(g, x˜)
]
,
showing the first equality. To see the invertibility of the matrix Γ(x, g), note that
for small s
χj( e
−sX g, x˜) = χj(g, x˜)χj( e−sX , g · x˜).
Lemma 4 then yields
dL(Hi)χj(g, x˜) = χj(g, x˜)
d
ds
(
ecij(mwγ )s
)
|s=0
= χj(g, x˜)cij(mwγ ).
This means that Γ4 is the product of the matrix
(
cij(mwγ )
)
i,j
with the diagonal
matrix whose j-th diagonal entry is χj(g, x˜). Since
(
cij(mwγ )
)
i,j
is just the matrix
realization of Ad (m−1wγ ) relative to the basis {H1, . . . , Hl} of a, it is invertible. On
the other hand, by (2.14), χj(g, x˜) is non-zero for all j ∈ {1, . . . , l} and arbitrary
g and x˜. Therefore Γ4, being the product of two invertible matrices, is invertible.
Next, let us show that the matrix Γ1 is non-singular. Its (ij)
th entry reads
dL(X−λ,i)nj,x˜(g) =
d
ds
nj,x˜( e
−sX−λ,i · g)|s=0 = (−X−λ,i|X˜)g·x˜(nj).
For Θ ⊂ ∆, q ∈ Rl, we define the k-dimensional submanifolds
LΘ(q) = {x˜ = ϕγ(n, q) ∈ W˜γ : qi 6= 0⇔ αi ∈ Θ}.
As g varies over G in Lemma 1, one deduces that N−×A(Θ) acts locally transitively
on X˜Θ. In addition, Tg·x˜LΘ(q) is equal to the span of the vector fields {X−λ,i|X˜},
which means that N− acts locally transitively on LΘ(q) for arbitrary Θ. Since the
latter is parametrized by the coordinates (n1, . . . , nk), one concludes that the matrix
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((X−λ,i|X˜)g·x˜(nj))ij has full rank. Thus, Γ1 is non-singular. On the other hand, if
x˜ = pi(e, n, t) ∈ U˜e, Lemma 4 implies
dL(X−λ,i)χj(g, x˜) = χj(g, x˜)
d
ds
(
χj(e
−sX−λ,i , g · x˜)
)
|s=0
= 0,
showing that Γ2 is identically zero, while Γ4 is a non-singular diagonal matrix in
this case. Geometrically, this amounts to the fact that the fundamental vector field
corresponding to Hj is transversal to the hypersurface defined by tj = q ∈ R \ {0},
while the vector fields corresponding to the Lie algebra elements X−λ,r, Hi, i 6= j,
are tangential. We therefore conclude that Γ(x, g) is non-singular if x˜ ∈ U˜e, which
is dense in X˜. For symmetry reasons, the same must hold if x˜ lies in one of the
remaining charts U˜mwγ , and the assertion of the lemma follows.

3.2. Structure theorem for pi(f)
The main goal of this section is to prove that the restrictions of the operators
pi(f) to the manifolds with corners X˜∆ are totally characteristic pseudodifferential
operators of class L−∞b . In what follows, {(W˜γ, ϕ−1γ )}γ∈I will always denote the finite
atlas of X˜ constructed above.
Theorem 2. Let X˜ be the Oshima compactification of a Riemannian symmetric
space X = G/K of non-compact type, and f ∈ S(G) a rapidly decaying function on
G. Then the operators pi(f) are locally of the form
Aγfu(x) =
∫
eix·ξaγf (x, ξ)uˆ(ξ)d¯ξ, u ∈ C∞c (Wγ),(3.5)
where aγf (x, ξ) = a˜
γ
f (x, ξ1, . . . , ξk, xk+1ξk+1, . . . , ξk+lxk+l), and a˜
γ
f (x, ξ) ∈ S−∞la (Wγ ×
Rk+lξ ) is given by (3.2). In particular, the kernel of the operator A
γ
f is determined
by its restrictions to W ∗γ ×W ∗γ , where W ∗γ = {x = (n, t) ∈ Wγ : t1 · · · tl 6= 0}, and
given by the oscillatory integral
(3.6) KAγf (x, y) =
∫
ei(x−y)·ξaγf (x, ξ)d¯ξ.
As a consequence, we obtain the following
Corollary 2. Let X˜∆ be an open G-orbit in X˜ isomorphic to G/K. Then the
continuous linear operators
pi(f)|X˜∆ : C
∞
c (X˜∆) −→ C∞(X˜∆),
are totally characteristic pseudodifferential operators of class L−∞b on the manifolds
with corners X˜∆.
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Proof of Theorem 2. Our considerations will essentially follow the proof of
Theorem 4 in [Ram06]. Let Γ(x, g) be the matrix defined in (3.4), and consider its
extension as an endomorphism in C1[Rk+lξ ] to the symmetric algebra S(C1[R
k+l
ξ ]) '
C[Rk+lξ ]. By Proposition 3, Γ(x, g) is invertible for x˜ ∈ W˜γ, g ∈ Vγ,x˜. Therefore, its
extension to SN(C1[Rk+lξ ]) is also an automorphism for any N ∈ N. Regarding the
polynomials ξ1, . . . , ξk+l as a basis in C1[Rk+lξ ], let us denote the image of the basis
vector ξj under the endomorphism Γ(x, g) by Γξj, so that by (3.3)
Γξj = −iψγ−ξ,x(g)dL(X−λ,j)ψγξ,x(g), 1 ≤ j ≤ k,
Γξj = −iψγ−ξ,x(g)dL(Hj)ψγξ,x(g), k + 1 ≤ j ≤ k + l.
Every polynomial ξj1 ⊗ · · · ⊗ ξjN ≡ ξj1 . . . ξjN can then be written as a linear combi-
nation
(3.7) ξα =
∑
β
Λαβ(x, g)Γξβ1 · · ·Γξβ|α| ,
where the Λαβ(x, g) are real-analytic functions given in terms of the matrix coefficients
of Γ(x, g). We need now the following
Lemma 9. For arbitrary indices β1, . . . , βr, one has
irψγξ,x(g)Γξβ1 · · ·Γξβr = dL(Xβ1 · · ·Xβr)ψγξ,x(g)
+
r−1∑
s=1
∑
α1,...,αs
dβ1,...,βrα1,...,αs(x, g)dL(Xα1 · · ·Xαs)ψγξ,x(g),
(3.8)
where the coefficients dβ1,...,βrα1,...,αs(x, g) are real-analytic functions given by the matrix
coefficients of Γ(x, g) which are at most of exponential growth in g, and independent
of ξ.
Proof. The lemma is proved by induction. For r = 1 one has iψγξ,x(g)Γξp =
dL(Xp)ψ
γ
ξ,x(g), where 1 ≤ p ≤ d. Differentiating the latter equation with respect to
Xj, and writing Γξp =
∑k+l
s=1 Γps(x, g) ξs, we obtain with (3.7) the equality
−ψγξ,x(g)ΓξjΓξp = dL(XjXp)ψγξ,x(g)−
k+l∑
s,r=1
(dL(Xj)Γps)(x, g)Λ
s
r(x, g)dL(Xr)ψ
γ
ξ,x(g).
Hence, the assertion of the lemma is correct for r = 1, 2. Now, assume that it holds
for r ≤ N . Setting r = N in equation (3.8), and differentiating with respect to Xp,
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yields for the left hand side
iN+1ψγξ,x(g)ΓξpΓξβ1 · · ·ΓξβN
+iNψγξ,x(g)
( k+l∑
s,q=1
(dL(Xp)Γβ1s)(x, g)Λ
s
q(x, g)Γξq
)
Γξβ2 · · ·ΓξβN + . . . .
By assumption, we can apply (3.8) to the products ΓξqΓξβ2 · · ·ΓξβN , . . . of at most
N factors. Since
(3.9) ‖pi(g)‖ ≤ ceκ|g|, g ∈ G,
for some constants c ≥ 1, κ ≥ 0, see [Rob91], page 12, the functions ni,x˜(g), χj(g, x˜),
and consequently the coefficients of Γ(x, g), are at most of exponential growth in g,
and the assertion of the lemma follows. 
End of proof of Theorem 2. Let us next show that a˜γf (x, ξ) ∈ S−∞(Wγ × Rk+lξ ). As
already noted, a˜γf (x, ξ) ∈ C∞(Wγ × Rk+lξ ). While differentiation with respect to ξ
does not alter the growth properties of a˜γf (x, ξ), differentiation with respect to x
yields additional powers in ξ. Now, as an immediate consequence of equations (3.7)
and (3.8), one computes for arbitrary N ∈ N
(3.10) ψγξ,x(g)(1 + |ξ|2)N =
2N∑
r=0
∑
|α|=r
bNα (x, g)dL(X
α)ψγξ,x(g),
where the coefficients bNα (x, g) are at most of exponential growth in g. Now, the
derivate (∂αξ ∂
β
x a˜
γ
f )(x, ξ) is a finite sum of terms of the form
ξβ
′
e−i(x1,...,xk,1,...,1)·ξ
∫
G
f(g)dαβ′β′′(x, g)ψ
γ
ξ,x(g)(∂
β′′
x cγ)(x, g)dg,
the functions dαβ′β′′(x, g) being at most of exponential growth in g. Making use of
equation (3.10), and integrating according to Proposition 2, we finally obtain for
arbitrary α, β the estimate
|(∂αξ ∂βx a˜γf )(x, ξ)| ≤
1
(1 + ξ2)N
Cα,β,K x ∈ K,
where K denotes an arbitrary compact set in Wγ, and N ∈ N. This proves that
a˜γf (x, ξ) ∈ S−∞(Wγ × Rk+lξ ). Since equation (3.5) is an immediate consequence of
the Fourier inversion formula, it remains to show that a˜γf (x, ξ) satisfies the lacunary
condition (2.27) for each of the coordinates ti. Now, it is clear that a
γ
f (x, ξ) ∈
S−∞(W ∗γ × Rk+lξ ), since G acts transitively on each X˜∆. As a consequence, the
Schwartz kernel of the restriction of the operator Aγf : C
∞
c (Wγ) → C∞(Wγ) to W ∗γ
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is given by the absolutely convergent integral∫
ei(x−y)·ξaγf (x, ξ)d¯ξ ∈ C∞(W ∗γ ×W ∗γ ).
Next, let us write Wγ =
⋃
Θ⊂∆ W
Θ
γ , where W
Θ
γ = {x = (n, t) : ti 6= 0⇔ αi ∈ Θ}.
Since on WΘγ the function A
γ
fu depends only on the restriction of u ∈ C∞c (Wγ) to
WΘγ , one deduces that
(3.11) suppKAγf ⊂
⋃
Θ⊂∆
WΘγ ×WΘγ .
Therefore, each of the integrals∫
ei(xj−yj)ξj a˜γf (x, (1k ⊗ Tx)ξ) dξj, j = k + 1, . . . , k + l,
which are smooth functions on W ∗γ ×W ∗γ , must vanish if xj and yj do not have the
same sign. With the substitution rj = yj/xj − 1, ξjxj = ξ′j one finally arrives at the
conditions ∫
e−irjξj a˜γf (x, ξ) dξj = 0 for rj < −1, x ∈ W ∗γ .
But since a˜γf is rapidly decreasing in ξ, the Lebesgue bounded convergence theorem
implies that these conditions must also hold for x ∈ Wγ. Thus, the lacunarity
of the symbol a˜γf follows. The fact that the kernel KAγf must be determined by
its restriction to W ∗γ × W ∗γ , and hence by the oscillatory integral (3.6), is now a
consequence of [Mel82], Lemma 4.1, completing the proof of Theorem 2. 
As a consequence of Theorem 2, we can describe the asymptotic behavior of the
kernels KAγf (x, y) as |xj| → 0 or |yj| → 0 for k + 1 ≤ j ≤ k + l. Note that this
corresponds to the asymptotic behavior of the kernel of pi(f) on X˜∆ ' X at infinity.
Corollary 3. Let k + 1 ≤ j ≤ k + l. Then KAγf (x, y) is rapidly decreasing as
|xj| → 0 or |yj| → 0, provided that xj 6= yj.
Proof. According to Theorem 2, the kernel of pi(f) is locally given by
KAγf (x, y) =
∫
ei(x−y)·ξaγf (x, ξ)d¯ξ =
∫
ei(x−y)·(1k⊗T
−1
x )ξa˜γf (x, ξ)|det (1k ⊗ T−1x )′(ξ)|d¯ξ
=
1
|xk+1 · · ·xk+l|A˜
γ
f (x, x1 − y1, . . . , 1−
yk+1
xk+1
, . . . ), xk+1 · · · xk+l 6= 0,
where A˜γf (x, y) denotes the inverse Fourier transform of a˜
γ
f (x, ξ),
(3.12) A˜γf (x, y) =
∫
eiy·ξa˜γf (x, ξ) d¯ξ.
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Since for x ∈ W γ the amplitude a˜γf (x, ξ) is rapidly falling in ξ, it follows that
A˜γf (x, y) ∈ S(Rk+ly ), the Fourier transform being an isomorphism on Schwartz space.
Therefore KAγf (x, y) is rapidly decreasing as |xj| → 0 if xj 6= yj and k+1 ≤ j ≤ k+l.
Furthermore, by the lacunarity of a˜γf , KAγf (x, y) is also rapidly decaying as |yj| → 0
if xj 6= yj and k + 1 ≤ j ≤ k + l. 
CHAPTER 4
Asymptotics for strongly elliptic operators on symmetric
spaces
In this chapter, we study the holomorphic semigroup generated by a strongly
elliptic operator Ω associated to the regular representation (pi,C(X˜)) of G, as well
as its resolvent. Both the holomorphic semigroup and the resolvent can be charac-
terized as convolution operators of the type considered before, so that we can study
them by the methods developed in the previous chapter. In particular, this will
allow us to obtain a description of the asymptotic behaviour of the semigroup and
resolvent kernels on X˜∆ ' X at infinity.
We begin by recalling some basic facts about elliptic operators and parabolic
evolution equations on Lie groups, our main references being [Rob91] and [TER96].
The theory of strongly elliptic operators was initiated in the thesis of Langlands
[Lan60] where it was shown that such operators generate semigroups with smooth
universal kernels. On a Lie group, one constructs the semigroup kernels by locally
approximating via the exponential map and using a uniform iteration method to
construct a global kernel. The bounds on the local approximant and their derivatives
give nice decay properties for the global kernel, and the fact that, unlike the usual
time-dependent questions, the series expansion for the kernel is uniformly convergent
for all time t > 0. We are interested in studying the properties of such operators
in a Banach representation of the Lie group under consideration. We shall prove
results concerning both the holomorphic semi-groups that such operators generate,
as well as their resolvents. These correspond, respectively, to the heat kernel and
Green function approaches in the theory of differential equations.
4.1. Holomorphic semigroups
Let G be a Lie group, and pi a continuous representation of G on a Banach space
B. Let further X1, . . . , Xd be a basis of the Lie algebra Lie(G) of G, and
Ω =
∑
|α|≤q
cα dpi(X
α)
a strongly elliptic differential operator of order q associated with pi, meaning that
for all ξ ∈ Rd one has the inequality Re (−1)q/2∑|α|=q cαξα ≥ κ|ξ|q for some κ > 0.
Remark 6. A strongly elliptic operator is necessarily of even order. This follows
simply from observing that (−ξ)α = (−1)|α|ξα, α any multi-index, and hence for a
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strongly elliptic operator of order q as above,
∑
|α|=q cα(−ξ)α = (−1)q
∑
|α|=q cαξ
α
giving the evenness of q.
By the general theory of strongly continuous semigroups, the closure of a strongly
elliptic operator generates a strongly continuous holomorphic semigroup of bounded
operators given by
Sτ =
1
2pii
∫
Γ
eλτ (λ1 + Ω)−1dλ,
where Γ is a appropriate path in C coming from infinity and going to infinity such
that λ does not lie in the spectrum σ(Ω) of Ω for λ ∈ Γ. Here | arg τ | < α for an
appropriate α ∈ (0, pi/2], and the integral converges uniformly with respect to the
operator norm. Furthermore, the subgroup Sτ can be characterized by a convolution
semigroup of complex measures µτ on G according to
Sτ =
∫
G
pi(g)dµτ (g),
pi being measurable with respect to the measures µτ . The measures µτ are absolutely
continuous with respect to Haar measure dG on G, and denoting by fτ (g) ∈ L1(G, dG)
the corresponding Radon-Nikodym derivative, one has
Sτ = pi(fτ ) =
∫
G
fτ (g)pi(g)dG(g).
The function fτ (g) ∈ L1(G, dG) is analytic in τ and g, and universal for all Banach
representations. It satisfies the parabolic differential equation
∂ fτ
∂ τ
(g) +
∑
|α|≤q
cα dL(X
α)fτ (g) = 0, lim
τ→0
fτ (g) = δ(g),
where (L,C∞(G)) denotes the left regular representation of G. As a consequence,
fτ must be supported on the identity component G0 of G. We call it the Langlands
kernel of the holomorphic semigroup Sτ , and it satisfies the following L
1- and L∞-
bounds.
Theorem 3. For each κ ≥ 0, there exist constants a, b, c > 0, and ω ≥ 0 such
that
(4.1)
∫
G0
|dL(Xα) ∂βτ fτ (g)|eκ|g| dG0(g) ≤ ab|α|cβ|α|! β!(1 + τ−β−|α|/q)eωτ ,
for all τ > 0, β = 0, 1, 2, . . . and multi-indices α. Furthermore,
(4.2) |dL(Xα) ∂βτ fτ (g)| ≤ ab|α|cβ|α|! β!(1 + τ−β−(|α|+d+1)/q)eωτe−κ|g|,
for all g ∈ G0, where d = dimG0, and q denotes the order of Ω.
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A detailed exposition of these facts can be found in [Rob91], pages 30, 152,
166, and 167. Let now G = G, and (pi,B) be the regular representation of G on
C(X˜). Theorem 3 implies that the Langlands kernel fτ belongs to the space S(G)
of rapidly falling functions on G. As a consequence of the previous considerations
we obtain
Theorem 4. Let Ω be a strongly elliptic differential operator of order q asso-
ciated with the regular representation (pi,C(X˜)), and Sτ = pi(fτ ) the holomorphic
semigroup of bounded operators generated by Ω. Then the operators Sτ are locally of
the form (3.5) with f being replaced by fτ , and totally characteristic pseudodiffer-
ential operators of class L−∞b on the manifolds with corners X˜∆. Furthermore, on
Wγ ×Wγ, the kernel Sγτ (x, y) of Sτ is given by
KAγfτ
(x, y) =
∫
ei(x−y)·ξaγfτ (x, ξ)d¯ξ =
1
|xk+1 · · ·xk+l|A˜
γ
fτ
(x, (1k ⊗ T−1x )(x− y))
where xk+1 · · ·xk+l 6= 0, and A˜γfτ (x, y) was defined in (3.12). In particular, Sγτ (x, y)
is rapidly falling as |xj| → 0, or |yj| → 0, as long as xj 6= yj, where k+1 ≤ j ≤ k+l.
In addition,
(4.3) |A˜γfτ (x, y)| ≤
{
c1(1 + τ
−(l+k+1)/q), 0 < τ ≤ 1,
c2e
ωτ , 1 < τ,
uniformly on compact subsets of Wγ ×Wγ for some constants ci > 0.
Proof. The first assertions are immediate consequences of Theorem 2, and its
corollary. In order to prove (4.3), note that for large N ∈ N one computes with
(3.2), (3.10), and (3.12)
|A˜γfτ (x, y)| ≤
∫
|a˜γfτ (x, ξ)| d¯ξ =
∫ ∣∣∣ ∫
G
ψγξ,x(g)cγ(x, g)fτ (g)dG(g)
∣∣∣d¯ξ
=
∫
(1 + |ξ|2)−N
∣∣∣ ∫
G
cγ(g)fτ (g)
2N∑
r=0
∑
|α|=r
bNα (x, g)dL(X
α)ψγξ,x(g)dG(g)
∣∣∣d¯ξ.
If we now apply Proposition 2, and take into account the estimate (4.1) we obtain
|A˜γfτ (x, y)| ≤
∫
(1 + |ξ|2)−N
∣∣∣ ∫
G
ψγξ,x(g)
2N∑
r=0
∑
|α|=r
dL(X α˜)[bNα (x, g)cγ(x, g)fτ (g)]dg
∣∣∣d¯ξ
≤
{
c1(1 + τ
−2N/q), 0 < τ ≤ 1,
c2e
ωτ , 1 < τ,
for certain constants ci > 0. Expressing ξ
k+l+1
j ψ
γ
ξ,x(g) on {ξ ∈ Rn : |ξi| ≤ |ξj| ∀ i} as
left derivatives of ψγξ,x(g) according to (3.7) and (3.8), and estimating the maximum
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norm by the usual norm, a similar argument shows that the last estimate is also
valid for N = (k + l + 1)/2, compare (4.9). The proof is now complete. 
4.2. Resolvent kernels
Let us now turn to the resolvent of the closure of the strongly elliptic operator
Ω. By (4.1) one has the bound ‖Sτ‖ ≤ ceωτ for some constants c ≥ 1, ω ≥ 0. For
λ ∈ C with Reλ > ω, the resolvent of Ω can be expressed by means of the Laplace
transform according to
(λ1 + Ω)−1 = Γ(1)−1
∫ ∞
0
e−λτSτ dτ,
where Γ is the Γ-function. More generally, one can consider for arbitrary α > 0 the
integral transforms
(λ1 + Ω)−α = Γ(α)−1
∫ ∞
0
e−λττα−1Sτ dτ.
As it turns out, the functions
rα,λ(g) = Γ(α)
−1
∫ ∞
0
e−λττα−1fτ (g) dτ
are in L1(G, eκ|g|dG), where κ ≥ 0 is such that ‖pi(g)‖ ≤ ceκ|g| for some c ≥ 1,
see (3.9). This implies that the resolvent of Ω can be expressed as the convolution
operator
(λ1 + Ω)−α = pi(rα,λ) =
∫
G
rα,λ(g)pi(g) dG(g).
The resolvent kernels rα,λ decrease exponentially as |g| → ∞, but they are singular
at the identity if d ≥ qα. More precisely, one has the following
Theorem 5. There exist constants b, c, λ0 > 0, and aα,λ > 0, such that
|dL(Xδ)rα,λ(g)| ≤

aα,λ|g|−(d+|δ|−qα)e−(b(Reλ)1/q−c)|g|, d > qα,
aα,λ(1 + | log |g||)e−(b(Reλ)1/q−c)|g|, d = qα,
aα,λe
−(b(Reλ)1/q−c)|g|, d < qα
for each λ ∈ C with Reλ > λ0.

A proof of these estimates is given in [Rob91], pages 238 and 245. Our next aim
is to understand the microlocal structure of the operators pi(rα,λ) on the Oshima
compactification X˜ of X = G/K. Consider again the atlas
{
(W˜γ, ϕ
−1
γ )
}
γ∈I
of X˜
introduced in Section 3.1, and the local operators
(4.4) Aγrα,λu = [pi(rα,λ)|W˜γ (u ◦ ϕ−1γ )] ◦ ϕγ,
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where u ∈ C∞c (Wγ) and Wγ = ϕ−1γ (W˜γ). By the Fourier inversion formula, Aγrα,λ is
given by the absolutely convergent integral
(4.5) Aγrα,λu(x) =
∫
Rn
eix·ξaγrα,λ(x, ξ)uˆ(ξ)d¯ξ,
where
aγrα,λ(x, ξ) =
∫
G
ei(ϕ
g
γ(x)−x)·ξcγ(x, g)rα,λ(g)dG(g),
a˜γrα,λ(x, ξ) =
∫
G
eiΨγ(g,x)·ξcγ(x, g)rα,λ(g)dG(g)
are smooth functions on Wγ × Rk+l, since rα,λ ∈ L1(G, eκ|g|dG). Moreover, in view
of the L1-bound (4.1), the functions e−λττα−1a˜γfτ (x, ξ) and e
−λττα−1aγfτ (x, ξ) are
integrable in τ over (0,∞), and by Fubini we obtain the equalities
aγrα,λ(x, ξ) = Γ(α)
−1
∫ ∞
0
e−λττα−1aγfτ (x, ξ)dτ,
a˜γrα,λ(x, ξ) = Γ(α)
−1
∫ ∞
0
e−λττα−1a˜γfτ (x, ξ)dτ.
In what follows, we shall describe the microlocal structure of the resolvent (λ1+Ω)−α
on X˜, and in particular, its kernel.
Proposition 4. Let Q be the largest integer such that Q < qα. Then a˜γrα,λ(x, ξ) ∈
S−Qla (Wγ × Rk+l). That is, for any compactum K ⊂ Wγ, and arbitrary multi-indices
β, ε there exist constants CK,β,ε > 0 such that
(4.6) |(∂εx ∂βξ a˜γrα,λ)(x, ξ)| ≤ CK,β,ε(1 + |ξ|2)(−Q−|β|)/2, x ∈ K, ξ ∈ Rk+l,
and a˜γrα,λ satisfies the lacunary condition (2.27) for each of the coordinates xj, k+1 ≤
j ≤ k + l.
Proof. For a fixed chart (W˜γ, ϕγ) of X˜ we write x = (n, t) ∈ Wγ, x˜ = ϕγ(x) ∈
W˜γ, as usual. As a consequence of Proposition 3 and Lemma 9 one computes with
(3.10) for arbitrary N ∈ N
(∂2βξ a˜
γ
rα,λ
)(x, ξ) =
∫
G
eiΨγ(g,x)·ξ[iΨγ(g, x)]2βcγ(x, g)rα,λ(g)dG(g)
= (1 + |ξ|2)−Ne−i(x1,...,xk,1,...,1)·ξ
2N∑
r=0
∑
|δ|=r
∫
G
bNδ (x, g)dL(X
δ)ψγξ,x(g)
·[iΨγ(x, g)]2βcγ(x, g)rα,λ(g)dG(g).
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Now, nr(g · x˜)→ nr(x˜) and χr(g, x˜)→ 1 as g → e, so that due to the analyticity of
the G-action on X˜ one deduces
(4.7) |Ψγ(g, x)| = |(n1(g · x˜)− n1(x˜), . . . , χ1(g · x˜)− 1, . . . )| ≤ CK|g|, x ∈ K,
for some constant CK. Indeed, let
(ζ1, . . . , ζd) 7→ eζ1X1+···+ζdXd = g
be canonical coordinates of the first type near the identity e ∈ G. We then have the
power expansions
(4.8) χr(g, x˜)− 1 =
∑
α,β,γ
crα,β,γn
αtβζγ, nr(g · x˜)− nr(x˜) =
∑
α,β,γ
drα,β,γn
αtβζγ,
where crα,β,γ, d
r
α,β,γ = 0 if |γ| = 0. Hence,
|nr(g · x˜)− nr(x˜)|, |χr(g, x˜)− 1| ≤ C1|ζ| ≤ C2|g|,
compare [Rob91], pages 12-13, and we obtain (4.7). With Theorem 5, and, say,
d > qα, we therefore have the pointwise estimates
|Ψγ(g, x)β′dL(Xδ′)rα,λ(g)| ≤ CK,α,λ|g|−(d+|δ′|−qα−|β′|)e−(b(Reλ)1/q−c)|g|
for some constant CK,α,λ > 0 uniformly on K × Vγ,x˜. Now, let 2Q˜ be the largest
even number strictly smaller than qα. Applying the same reasoning as in the proof
of Proposition 2, one obtains for N = Q˜+ |β|
(∂2βξ a˜
γ
rα,λ
)(x, ξ) = (1 + |ξ|2)−Q˜−|β|
2Q˜+2|β|∑
r=0
∑
|δ|=r
(−1)|δ|
∫
G
eiΨγ(g,x)·ξ
·dL(X δ˜)[bQ˜+|β|δ (x, g)[iΨγ(g, x)]2βcγ(x, g)rα,λ(g)]dG(g),
since all the occuring combinations Ψγ(g, x)
β′dL(Xδ
′
)rα,λ(g) on the right hand side
are such that qα + |β′| − |δ′| > 0, implying that the corresponding integrals over G
converge. Equality then follows by the left-invariance of dG(g), and Lebesgue’s The-
orem on Dominated Convergence. To show the estimate (4.6) in general for ε = 0, let
x ∈ K, and ξ ∈ Rk+l be such that |ξ| ≥ 1, and |ξ|max = max {|ξr| : 1 ≤ r ≤ k + l} =
|ξj|. Using (3.7) and (3.8) we can express ξQ+|β|j ψγξ,x(g) as left derivatives of ψγξ,x(g),
and repeating the previous argument we obtain the estimate
|(∂βξ a˜γrα,λ)(x, ξ)| =|ξj|−Q−|β|
∣∣∣Q+|β|∑
r=0
∑
|δ|=r
∫
G
bjδ(x, g)dL(X
δ)ψγξ,x(g)
· [iΨγ(x, g)]βcγ(x, g)rα,λ(g)dG(g)
∣∣∣ ≤ C˜K,β 1|ξ|Q+|β|max ≤ CK,β 1|ξ|Q+|β| ,
(4.9)
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where the coefficients bjδ(x, g) are at most of exponential growth in g. But since
a˜γrα,λ(x, ξ) ∈ C∞(Wγ × Rk+l), we obtain (4.6) for ε = 0. Let us now turn to the
x-derivatives. We have to show that the powers in ξ that arise when differentiating
(∂βξ a˜
γ
rα,λ
)(x, ξ) with respect to x can be compensated by an argument similar to the
previous considerations. Now, (4.8) clearly implies
∂εx (χr(g, x˜)− 1) = O(|g|), ∂εx (nr(g · x˜)− nr(x˜)) = O(|g|).
Thus, each time we differentiate the exponential eiΨγ(g,x)·ξ with respect to x, the
result is of order O(|ξ||g|). Therefore, expressing the ocurring powers ξε′ψγξ,x(g)
as left derivatives of ψγξ,x(g), we can repeat the preceding argument to absorb the
powers in ξ, and (4.6) follows. Note that the previous argument also implies that
aγrα,λ(x, ξ) ∈ S−Q(W ∗γ ×Rk+lξ ), where we wrote W ∗γ = {x = (n, t) ∈ Wγ : t1 · · · tl 6= 0},
the G-action being transitive on each X˜∆. The Schwartz kernel KAγrα,λ of the re-
striction of the operator (4.4) to W ∗γ is therefore given by the oscillatory integral∫
ei(x−y)·ξaγrα,λ(x, ξ)d¯ξ ∈ D′(W ∗γ ×W ∗γ ),
which is C∞ off the diagonal. As in (3.11) we have suppKAγrα,λ ⊂
⋃
Θ⊂∆ W
Θ
γ ×WΘγ ,
so that each of the integrals∫
ei(xj−yj)ξj a˜γrα,λ(x, (1k ⊗ Tx)ξ) dξj, j = k + 1, . . . , k + l,
must vanish if xj and yj do not have the same sign. Hence,∫
e−irjξj a˜γrα,λ(x, ξ) dξj = 0 for rj < −1, x ∈ W ∗γ .
Since a˜γrα,λ(x, ξ) ∈ S−Q(Wγ×Rk+lξ ), these integrals are absolutely convergent for rj 6=
0. Lebesgue’s Theorem on Bounded Convergence then implies that these conditions
must also hold for x ∈ Wγ. The proof of the proposition is now complete. 
Remark 7. One would actually expect a˜γrα,λ(x, ξ), being the local symbol of the
resolvent (λ1+Ω)−α, to belong to S−qαla (Wγ×Rk+l). However, the general estimates
of Theorem 5 for the resolvent kernels rα,λ, which correctly reflect the singular
behaviour at the identity, are not sufficient to show this, and more information about
them is required. Indeed, dL(Xβ)rα,λ ∈ L1(G, dG(g)) only holds if 0 < qα− |β|.
We are now in a position to describe the microlocal structure of the resolvent
(λ1 + Ω)−α.
Theorem 6. Let Ω be a strongly elliptic differential operator of order q associated
with the representation (pi,C(X˜)) of G. Let ω ≥ 0 be given by Theorem 3, and
λ ∈ C be such that Reλ > ω. Let further α > 0, and denote by Q the largest integer
such that Q < qα. Then (λ1 + Ω)−α = pi(rα,λ) is locally of the form (4.5), where
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aγrα,λ(x, ξ) = a˜
γ
rα,λ
(x, (1k ⊗ Tx)ξ), and a˜γrα,λ(x, ξ) ∈ S−Qla (Wγ × Rk+l). In particular,
(λ1+Ω)−α is a totally characteristic pseudodifferential operators of class L−Qb on the
manifolds with corners X˜∆. Furthermore, its kernel is locally given by the oscillatory
integral
Rγα,λ(x, y) =
∫
ei(x−y)ξaγrα,λ(x, ξ)d¯ξ =
1
|xk+1 · · · xk+l|
∫
ei(1k⊗T
−1
x )(x−y)·ξa˜γrα,λ(x, ξ)d¯ξ,
where xk+1 · · ·xk+l 6= 0, x, y ∈ Wγ. Rγα,λ(x, y) is smooth off the diagonal, and rapidly
falling as |xj| → 0, or |yj| → 0, as long as xj 6= yj, where k + 1 ≤ j ≤ k + l.
Proof. The assertions of the theorem are direct consequences of our previous
considerations, except for the behaviour of Rγα,λ(x, y) at infinity. Let k+1 ≤ j ≤ k+l.
While the behaviour as |yj| → 0 is a direct consequence of the lacunarity of a˜γRα,γ ,
the behaviour as |xj| → 0 is a direct consequence of the fact that, as oscillatory
integrals,∫
ei(1k⊗T
−1
x )(x−y)·ξa˜γrα,λ(x, ξ)d¯ξ =
1
|(1k ⊗ T−1x )(x− y)|2N
∫
ei(x−y)·ξ∆Nξ a˜
γ
rα,λ
(x, ξ)d¯ξ,
where ∆ξ = ∂
2
ξ1
+ · · ·+ ∂2ξk+l , x 6= y, and N is arbitrarily large. 
Remark 8. The singular behaviour of rα,λ(g) at the identity corresponds to the
fact that, as a pseudodifferential operator of class L−Qb , (λ1 + Ω)
−α has a kernel
which is singular at the diagonal.
To conclude, let us say some words about the classical heat kernel on a Riemann-
ian symmetric space of non-compact type. Consider thus the regular representation
(σ,C(X˜)) of the solvable Lie group S = AN− ' X = G/K on the Oshima com-
pactification X˜ of X, and associate to every f ∈ S(S) the corresponding convolution
operator ∫
S
f(g)σ(g) dS(g).
Its restriction to C∞(X˜) induces again a continuous linear operator
σ(f) : C∞(X˜) −→ C∞(X˜) ⊂ D′(X˜),
and an examination of the arguments in Section 2.4 shows that an analogous analysis
applies to the operators σ(f). In particular, Theorem 2 holds for them, too. Let %
be the half sum of all positive roots, and
C =
∑
j
H2j −
∑
j
Z2j−
∑
j
[Xjθ(Xj)+θ(Xj)Xj] ≡
∑
j
H2j −2%+2
∑
X2j mod U(g)k
be the Casimir operator in U(g), where {Hj}, {Zj}, and {Xj} are orthonormal
basis of a, m, and n−, respectively, and put C ′ =
∑
j H
2
j − 2% + 2
∑
X2j . Though
−dpi(C ′) is not a strongly elliptic operator in the sense defined above, Ω = −dσ(C ′)
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certainly is. Consequently, if f ′τ (g) ∈ S(S) denotes the corresponding Langlands
kernel, Theorems 4 and 6 yield descriptions of the Schwartz kernels of σ(f ′τ ) and
(λ1 + Ω)−α on X˜. On the other hand, denote by ∆ the Laplace-Beltrami operator
on X. Then
∆ϕ(gK) = ϕ(g : C) = ϕ(g : C ′), ϕ ∈ C∞(X),
and the associated heat kernel hτ (g) on X coincides with the heat kernel on S
associated to C ′. But the latter is essentially given by the Langlands kernel f ′τ (g),
being the solution of the parabolic equation
∂ f ′τ
∂ τ
(g)− dL(C ′)f ′τ (g) = 0, lim
τ→0
f ′τ (g) = δ(g)
on S. In this particular case, optimal upper and lower bounds for hτ and the Bessel-
Green-Riesz kernels were given in [AJ99] using spherical analysis under certain
restrictions coming from the lack of control in the Trombi-Varadarajan expansion
for spherical functions along the walls. Our asymptotics for the kernels of σ(f ′τ )
and (λ1 + Ω)−α on X˜∆ ' X are free of restrictions, and in concordance with those
of [AJ99], though, of course, less explicit. A detailed description of the resolvent
of ∆ on X was given in [MV05] and [Str05], where an analytic continuation of
the resolvent of the Laplacian were given. The former uses mainly some analytic
methods coming from N -body scattering while the latter uses the theory of spherical
functions. [MW99] and [HP09] give a precise description of the poles of this
meromorphic continuation in the rank one case.

CHAPTER 5
Regularized traces and a fixed-point formula
This chapter deals with the definition of a regularized trace Trreg pi(f) for the
operators pi(f), using our understanding of the singularities of their Schwartz kernels
in the previous chapter. After recalling in Section 5.2 the work of Atiyah and Bott
on transversal traces, we prove in Section 5.3 a fixed-point formula for the mapping
f 7−→ Trreg pi(f), analogous to the Atiyah-Bott fixed-point formula for the character
of an induced representation.
5.1. Regularized traces
We shall, in this section, define a regularized trace for the convolution operators
pi(f) introduced in Section 3.1. We start with a little discussion on the regulariza-
tion of certain integrals, following, essentially, the discussion on distributions with
algebraic singularities in Chapter 1, Section 3, [GS58].
Define, for x ∈ R, and s ∈ C with Re s > −1,
xs+ =
{
xs if x > 0
0 if x ≤ 0
Since
∫ t
0
xsdx converges absolutely if Re s > −1, xs+ is a locally integrable function
when Re s > −1. Therefore, it defines a distribution in that region. We write, for
Re s > −1 and u ∈ C∞c (R),∫ ∞
0
xsu(x)dx =
∫ 1
0
xsu(x)dx+
∫ ∞
1
xsu(x)dx
=
∫ 1
0
xs[u(x)− u(0)]dx+
∫ ∞
1
xsu(x)dx+
u(0)
s+ 1
.
Notice that the first term on the right-hand side is defined for Re s > −2, the second
term for all s ∈ C, while the third term is defined when s 6= −1. Thus in this region
the right-hand side exists, and defines a regularization of the integral on the left.
So the distribution xs+ defined by the left-hand side of the above equation can be
analytically continued to Re s > −2, s 6= −1. Proceeding in a similar fashion we
61
62 5. REGULARIZED TRACES AND A FIXED-POINT FORMULA
have, for Re s > −n− 1, and s 6= −1,−2, . . . ,∫ ∞
0
xsu(x)dx =
∫ 1
0
xs[u(x)− u(0)− xu′(0)− · · · − x
n−1
(n− 1)!u
(n−1)(0)]dx
+
∫ ∞
1
xsu(x)dx+
n∑
k=1
u(k−1)(0)
(k − 1)!(s+ k) .
The right-hand side regularizes the integral on the left and defines the distribution
xs+ in the region Re s > −n − 1 with poles at s = −1,−2, ... − n. The above
equation also shows that the residue of
(
xs+, u
)
considered as a function of s at
s = −k is u(k−1)(0)
(k−1)! , where (, ) was the duality bracket. Now, the equality u
(k−1)(0) =
(−1)k−1 (δk−1(x), u(x)), allows us to say that the distribution xs+ itself has a simple
pole at s = −k where it has a residue (−1)(k−1)
(k−1)! δ
k−1(x).
Later, using Hironaka’s theorem on resolution of singularities, Bernshtein and
Gel’fand [BG69], and, independently, Atiyah [Ati70] generalized these considera-
tions to analytic manifolds. Thus, letM be a real analytic manifold and f a non-zero,
real analytic function on M . Then |f |s, which is locally integrable for Re s > 0, ex-
tends analytically to a distribution on M which is a meromorphic function of s in
the whole complex plane. The poles are located at the negative rational numbers,
and their order does not exceed the dimension of M . From this, one deduces that
if f : M → C is a non-zero analytic function, then there exists a distribution S on
M such that fS = 1. This is the Ho¨rmander-Lojasiewicz theorem on the division
of distributions, and implies the existence of temperate fundamental solutions for
constant-coefficient partial differential equations. Now, we have the following result.
Proposition 5. Let u ∈ C∞c (Rn). Then the function∫
Rn
|x1|s1 . . . |xn|sn u(x1, . . . , xn)dx1 . . . dxn
can be analytically continued to all values of s1, . . . , sn as a meromorphic function
of s1, . . . , sn and its poles lie on hypersurfaces of the form si + m = 0, where m is
an odd natural number.
Proof. The proof is essentially iterated integration to reduce it to the case
discussed above. See Lemma 2, [BG69]. 
Remark 9. There are other ways to normalize such integrals, and more gener-
ally, the distributions defined by such integrals. We refer to [Ho¨r83], Section 3.2 for
a detailed discussion on the methods due to M.Riesz and Hadamard. However, as
pointed out in [GS58], the specific method used to arrive at such a regularization
is only of auxiliary interest. The method is only the means, whereas the definition
is the end which has a meaning in and of itself, independent of the method used to
arrive at it.
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Now, recall that, as a consequence of Theorem 2, we can write the kernel of pi(f)
locally in the form
KAγf (x, y) =
∫
ei(x−y)·ξaγf (x, ξ)d¯ξ =
∫
ei(x−y)·(1k⊗T
−1
x )ξa˜γf (x, ξ)|det (1k ⊗ T−1x )′(ξ)|d¯ξ
=
1
|xk+1 · · ·xk+l|A˜
γ
f (x, x1 − y1, . . . , 1−
yk+1
xk+1
, . . . ), xk+1 · · · xk+l 6= 0,
(5.1)
where A˜γf (x, y) denotes the inverse Fourier transform of the lacunary symbol a˜
γ
f (x, ξ)
given by (3.12). Consider now the partition of unity {αγ} subordinate to the atlas
{(W˜γ, ϕ−1γ )}. By equation (5.1), the restriction of the kernel of Aγf to the diagonal
is given by
KAγf (x, x) =
1
|xk+1 · · · xk+l|A˜
γ
f (x, 0), xk+1 · · ·xk+l 6= 0.
These restrictions yield a family of smooth functions kγf (x˜) = KAγf (ϕ
−1
γ (x˜), ϕ
−1
γ (x˜))
which define a density kf on
2#l(G/K) ⊂ X˜.
Nevertheless, the functions kγf (x˜) are not locally integrable on the entire compact-
ification X˜, so that we cannot define a trace of pi(f) by integrating the density kf
over the diagonal ∆X˜×X˜ ' X˜ as in (2.23).
The following criterion of Schwartz tells us when a linear map T : C∞c (M)→ C
is a distribution, see [Sch57], page 85.
Criterion: A linear T : C∞c (M)→ C is a distribution if and only if given any open
relatively compact subset ω of a manifold M there exist finitely many differential
operators D1, . . . , Dr on M such that
|T (f)| ≤
r∑
i=1
sup |Dif |, f ∈ C∞c (ω).
We are now in a position to state the following result.
Proposition 6. Let f ∈ S(G), s ∈ C, and define for Re s > 0
Trs pi(f) =
∑
γ
∫
Wγ
(αγ ◦ ϕγ)(x)|xk+1 · · ·xk+l|sA˜γf (x, 0)dx
=
〈
|xk+1 · · ·xk+l|s,
∑
γ
(αγ ◦ ϕγ)A˜γf (·, 0)
〉
.
Then Trs pi(f) can be continued analytically to a meromorphic function in s with at
most poles at −1,−3, . . . . Furthermore, for s ∈ C− {−1,−3, . . .},
Θspi : C
∞
c (G) 3 f 7→ Trs pi(f) ∈ C(5.2)
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defines a distribution density on G.
Proof. The fact that Trs pi(f) can be continued meromorphically is a conse-
quence of the analytic continuation of |xk+1 · · ·xk+l|s as a distribution in Rk+l, see
Proposition 5 above. One even has that
〈|xk+1|s1 · · · |xk+l|sl , u〉 , u ∈ C∞c (Rk+l),
can be continued meromorphically in the variables s1, . . . , sl to Cl with poles si =
−1,−3, . . . . To see that (5.2) is a distribution density, note that Θspi : C∞c (G) → C
is certainly linear. Since |xk+1 · · ·xk+l|s is a distribution, for any open, relatively
compact subset ω ⊂ Rk+l there exist Cω > 0 and Bω ∈ N such that
(5.3) | 〈|xk+1 · · ·xk+l|s, u〉 | ≤ Cω
∑
|β|≤Bω
sup | ∂β u|, u ∈ C∞c (ω).
Let now O ⊂ G be an arbitrary open, relatively compact subset, and f ∈ C∞c (O).
With equation (3.12) one has
Trs pi(f) =
〈
|xk+1 · · ·xk+l|s,
∑
γ
(αγ ◦ ϕγ)
∫
a˜γf (·, ξ)d¯ξ
〉
=
∑
γ
∫
Wγ
∫
(αγ ◦ ϕγ)(x)|xk+1 · · ·xk+l|sa˜γf (x, ξ)d¯ξ dx.(5.4)
By equation (3.10), one computes for arbitrary N ∈ N that
eiΨγ(g,x)·ξ =
1
(1 + |ξ|2)N
2N∑
r=0
∑
|α|=r
bNα (x, g)dL(X
α)
[
eiΨγ(g,x)·ξ
]
,
where the coefficients bNα (x, g) are smooth, and at most of exponential growth in g.
By (3.2) and Proposition 2 we therefore obtain, for a˜γf (x, ξ), the expression
a˜γf (x, ξ) =
1
(1 + |ξ|2)N
∫
G
eiΨγ(g,x)·ξ
2N∑
r=0
∑
|α|=r
(−1)rdL(X α˜)
[
bNα (x, g)cγ(x, g)f(g)
]
dg.
Inserting this in (5.4), and taking N sufficiently large, we obtain with (5.3) that
|Trs pi(f)| ≤
∑
γ
∫
Wγ
∫
G
2N∑
r=0
∑
|α|=r
∣∣∣(αγ ◦ ϕγ)(x)|xk+1 · · ·xk+l|s
dL(X α˜)
[
bNα (x, g)cγ(x, g)f(g)
]∣∣∣ · dG(g) dx∫ (1 + |ξ|2)−N d¯ξ
≤ CO
∑
|β|≤BO
sup |dL(Xβ)f |
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for suitable CO > 0 and BO ∈ N. Since the universal enveloping algebra U(gC) can
be identified with the algebra of invariant differential operators on G, the assertion
now follows from the above-mentioned criterion. 
Consider next the Laurent expansion of Θspi(f) at s = −1. For this, let u ∈
C∞c (Rk+l) be a test function, and consider the expansion
〈|xk+1 · · ·xk+l|s, u〉 =
∞∑
j=−q
Sj(u)(s+ 1)
j,
where Sk ∈ D′(Rk+l). Since |xk+1 · · ·xk+l|s+1 has no pole at s = −1, we necessarily
must have
|xk+1 · · ·xk+l| · Sj = 0 for j < 0, |xk+1 · · ·xk+l| · S0 = 1
as distributions. Therefore S0 ∈ D′(Rk+l) represents a distributional inverse of
|xk+1 · · ·xk+l|. Using the same reasoning as the proof of Proposition 6 we arrive at
the following
Proposition 7. For f ∈ S(G), let the regularized trace of the operator pi(f) be
defined by
Trreg pi(f) =
〈
S0,
∑
γ
(αγ ◦ ϕγ)A˜γf (·, 0)
〉
.
Then Θpi : C
∞
c (G) 3 f 7→ Trreg pi(f) ∈ C constitutes a distribution density on G,
which is called the character of the representation pi.

Remark 10. The regularized trace defined in [Loy98] using the calculus of b-
pseudo differential operators developed by Melrose, applied to this context, would
yield a similar regularized trace Trreg pi(f). For a detailed description, the reader is
referred to [Loy98], Section 6.
In what follows, we shall identify distributions with distribution densities on G
via the Haar measure dG. Our next aim is to understand the distributions Θ
s
pi and
Θpi in terms of the G-action on X˜. We shall actually show that on a certain open set
of transversal elements, they are represented by locally integrable functions given
in terms of fixed points. Similar expressions where derived by Atiyah and Bott for
the global character of an induced representation of G. Their work is based on the
concept of transversal trace of a pseudodifferential operator, and will be explained
in the next section.
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5.2. Transversal trace and characters of induced representations
In [AB67], Atiyah and Bott extended the classical Lefschetz fixed point theorem
to geometric endomorphisms on elliptic complexes. Their work relies on the concept
of transversal trace of a smooth operator, and its extension by continuity to pseu-
dodifferential operators. The Lefschetz theorem then follows by showing that the
Lefschetz number of a geometric endomorphism is given by an alternating sum of
transversal traces, and extending an analogous alternating sum formula for smooth
endomorphisms. To explain the notion of transversal trace of a pseudodifferential
operator, let us introduce the following
Definition 2. Let M be a smooth manifold. A fixed point x0 of a smooth map
f : M → M is said to be simple if det (1 − dfx0) 6= 0, where dfx0 denotes the
differential of f at x0. The map f is called transversal if it has only simple fixed
points.
Note that the non-vanishing condition on the determinant is equivalent to the
requirement that the graph of f intersects the diagonal transversally at (x0, x0) ∈
M×M , and hence the terminology. In particular, a simple fixed point is an isolated
fixed point.
Let now U be an open subset of Rn, V an open subset of U , and consider a
smooth map α : V → U with a simple fixed point at x0. We choose V so small, that
x 7→ x− α(x) defines a diffeomorphism of V onto its image, by the inverse function
theorem. Let
Λ : V → U × U
be the map defined by Λ(x) = (α(x), x), which then induces a map
Λ∗ : C∞(U × U)→ C∞(V )
that is defined, for g ∈ C∞(U × U) and x ∈ V , by
(Λ∗g)(x) = (g ◦ Λ) (x)
= g (α(x), x) .
Suppose that A ∈ L−∞(U) is a smooth operator with symbol a(x, ξ). The kernel
KA of A is a smooth function on U ×U , and its restriction Λ∗KA to the graph of α
defines a distribution on V according to
〈Λ∗KA, v〉 =
∫ ∫
ei(α(x)−x)·ξa(α(x), ξ)v(x) d¯ξ dx
=
∫ ∫
e−iy·ξ
a(α(x(y)), ξ)v(x(y))
|det (1− dα(x(y)))| dy d¯ξ, v ∈ C
∞
c (V ),
(5.5)
where we made the substitution y = x−α(x), and the change in order of integration
is permissible because a(x, ξ) ∈ S−∞(U). Differentiating the inner integral with
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respect to ξ and integrating by parts with respect to y, we obtain the estimate
|∂γξ
∫
e−iy·ξa(α(x(y)), ξ)
v(x(y))
|det (1− dα(x(y)))|dy| ≤ C 〈ξ〉
q
for arbitrary q ∈ R, where the constant C depends on supp(v) as well the constant
that arises in the estimate for a(x, ξ). Now, for a(x, ξ) ∈ Sl(U), the same procedure
gives us the estimate
|∂γξ
∫
e−iy·ξa(α(x(y)), ξ)
v(x(y))
|det (1− dα(x(y)))|dy| ≤ C 〈ξ〉
l−|β|
for arbitrary multi-indices γ and β and some constant C > 0. Thus, as an oscillatory
integral, the last expression in (5.5) defines a distribution on V for any a(x, ξ) ∈
Sl(U). The distribution Λ∗KA is called the transversal trace of A ∈ Ll(U). If, in
particular, a(x, ξ) = a(x) is a polynomial of degree zero in ξ, one computes that
(5.6) Λ∗KA =
a(x0)δx0
|det (1− dα(x0))| .
Remark 11. Notice that, in particular, the above estimate shows that the inner
integral in (5.5) is a Schwartz function in the ξ variable, i.e., it belongs to Sξ(Rn).
This diccussion can be globalized. Let X be a smooth manifold, E a vector
bundle over X, α : X→ X a C∞-map with only simple fixed points, and
A : Γc(α
∗E) −→ Γ(E)
a pseudodifferential operator of order l between smooth sections. Denote the density
bundle on X by Ω, put F = α∗E, and define F ′ = F ∗ ⊗ Ω. The kernel KA is then
a distributional section of E  F ′. In other words, KA ∈ D′(E  F ′) = D′(X ×
X, E  F ′). By the definition of distributions and the identifications made above,
KA gives a continuous function KA : Γc(E
′F )→ C. Therefore, if ψ ∈ Γc(E ′) and
ϕ ∈ Γc(F ), then the value of KA on ψ ⊗ ϕ is given by
KA · ψ ⊗ ϕ = 〈ψ,Aϕ〉,
where 〈, 〉 are the usual duality brackets. Similarly, one has Kα∗A ∈ D′(X×X, F 
F ′), where α∗A denotes the composition
α∗A : Γc(F )
A−→ Γ(E) α∗−→ Γ(F ).
If A ∈ L−∞(F,E), KA is a smooth section on X ×X, and KA(x˜, y˜) ∈ Ex˜ ⊗ F ′y˜. In
this case, Kα∗A(x˜, y˜) = KA(α(x˜), y˜), so that one deduces Kα∗A(x˜, x˜) ∈ Eα(x˜)⊗F ′x˜ =
Fx˜ ⊗ (F ∗ ⊗ Ω)x˜ ' L(Fx˜, Fx˜) ⊗ Ωx˜, where L(Fx˜, Fx˜) denotes the space of all linear
continuous maps from Fx˜ to itself. As a consequence, TrKα∗A(x˜, x˜) becomes a
section of Ω, where Tr denotes the bundle homomorphism
(5.7) Tr : F ⊗ F ′ −→ Ω,
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that is given on each section by the natural pairing
( ) : Fx˜ × F ′x˜ → Ωx˜.
Hence, if X is compact, and A ∈ L−∞(F,E), one can define the trace of α∗A as
the distribution density
〈Trα∗A, u〉 =
∫
X
u(x˜) TrKα∗A(x˜, x˜) dx˜, u ∈ C∞c (X).
This we denote in short by
Trα∗A =
∫
X
TrKα∗A(x˜, x˜).
This trace can be extended to arbitrary A ∈ Ll(X). Indeed, let ∆ be the diagonal
in X×X, and denote the canonical isomorphism ∆ ' X also by ∆. The foregoing
local considerations, in essence, imply the following
Proposition 8. The map Θ : L(E ′(F ),Γ(E)) → Γ(F ⊗ F ′) given by A 7→
∆∗Kα∗A = Kα∗A(x˜, x˜) has an extension
Θ : Ll(F,E) −→ D′(F ⊗ F ′)
which is continuous with respect to the strong operator topology on bounded sets of
Ll(F,E).
Proof. See [AB67], Proposition 5.3. 
Since the bundle homomorphism (5.7) induces continuous linear maps
Tr : Γ(F ⊗ F ′) −→ Γ(Ω), Tr : D′(F ⊗ F ′) −→ D′(Ω),
where D′(Ω) = D′(X,Ω) = Γc(Ω∗ ⊗ Ω)′ = Γc(1)′ = C∞c (X)′ is the space of distribu-
tion densities on X, we see that Tr Θ(A) can be defined for any A ∈ Ll(F,E) in a
unique way. Consequently, for compact X, the map L−∞(F,E) −→ C given by
A 7−→ Trα∗A
has a unique continuous extension to
Trα : L
l(F,E) −→ C
that is given by
A 7−→ TrαA = 〈Tr Θ(A), 1〉
called the transversal trace of A. In the case that A is induced by a bundle homo-
morphism ϕ, it follows from (5.6) that
(5.8) TrαA =
∑
x˜∈Fix(α)
νx˜(A), νx˜(A) =
Trϕx˜
|det (1− dα(x˜))| ,
the sum being over the fixed points of α on X, see [AB67], Corollary 5.4.
5.3. A FIXED-POINT FORMULA 69
In the context of representation theory, this trace was employed by Atiyah and
Bott in [AB68] to compute the global character of an induced representation. Thus,
letG be a Lie group, H a closed subgroup ofG, and % a representation ofH on a finite
dimensional vector space V . The representation of G induced by % is a geometric
endomorphism in the space of sections over G/H with values in the homogeneous
vector bundle G×H V , and shall be denoted by T (g) = (ι∗%)(g). Assume that G/H
is compact, and let dG be a Haar measure on G. Consider a compactly supported
smooth function f ∈ C∞c (G), and the corresponding convolution operator T (f) =∫
G
f(g)T (g)dG(g). It is a smooth operator, and, since G/H is compact, has a well
defined trace. Consequently, the map
ΘT : C
∞
c (G) 3 f 7−→ TrT (f) ∈ C
defines a distribution on G called the distribution character of the induced repre-
sentation T . On the other hand, assume that g ∈ G is such that lg−1 : G/H →
G/H, xH 7→ g−1xH, has only simple fixed points. In this case, a flat trace Tr[ T (g)
of T (g) can be defined according to
Tr[ T (g) = Trlg−1 (Γ(ϕg)),
where ϕg : l
∗
g−1(G ×H V ) → G ×H V is the endomorphism associated to T (g) such
that
T (g) = ϕg ◦ l∗g−1 ,
and Γ(ϕg) : Γ(l
∗
g−1(G ×H V )) → Γ(G ×H V ). Tr[ T (g) is given by a sum over fixed
points of g, and one can show that, on an open set GT ⊂ G,
ΘT (f) =
∫
GT
f(g) Tr[ T (g)dG(g), f ∈ C∞c (GT ).
Thus, the distribution character of a parabolically induced representation of a Lie
group G is represented on GT by the flat trace of the corresponding geometric endo-
morphism. If G is compact, the Hermann–Weyl formula can be recovered from the
Lefschetz theorem. It can be interpreted as expressing the character of a finite di-
mensional representation as an alternating sum of characters of infinite dimensional
representations.
5.3. A Fixed-point formula
We are now in a position to describe the distributions Θspi and Θpi introduced in
Section 5.1. In what follows, we shall prove fixed-point formulae for these distribu-
tions, similar to the one of Atiyah and Bott described in the previous section. Thus,
let (pi,C(X˜)) be the regular representation of G on the Oshima compactification X˜
of the Riemannian symmetric space X = G/K of non-compact type, and denote by
Φg(x˜) = g · x˜ the G-action on X˜. Let further G(X˜) ⊂ G be the set of elements g in
G acting transversally on X˜.
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Remark 12. The set G(X˜) is open. Corollary 1 and Remark 5 imply that G(X˜)
is dense if rank (G/K) = 1.
Theorem 7. Let f ∈ C∞c (G) have support in G(X˜), and s ∈ C, Re s > −1.
Then
(5.9)
Trs pi(f) =
∫
G(X˜)
f(g)
 ∑
x˜∈Fix(X˜,g)
∑
γ
αγ(x˜)|xk+1(κ−1γ (x˜)) · · ·xk+l(κ−1γ (x˜))|s+1
|det (1− dΦg(x˜))|
 dG(g)
the notation being as before, and where Fix(X˜, g) denotes the set of fixed points of g
on X˜. In particular, Θspi : C∞c (G) 3 f → Trs pi(f) ∈ C is regular on G(X˜).
Proof. By Proposition 3,
Trs pi(f) =
∑
γ
∫
Wγ
(αγ ◦ ϕγ)(x)|xk+1 · · ·xk+l|sA˜γf (x, 0)dx
is a meromorphic function in s with possible poles at −1,−3, . . . . Assume that
Re s > −1. Since αγ ∈ C∞c (W˜γ), and A˜γf (x, 0) =
∫
a˜γf (x, ξ)d¯ξ, where a˜
γ
f (x, ξ) ∈
S−∞la (Wγ × Rk+l) is rapidly decaying in ξ by Theorem 2, we can interchange the
order of integration to obtain
Trs pi(f) =
∑
γ
∫ ∫
Wγ
(αγ ◦ ϕγ)(x)|xk+1 · · ·xk+l|sa˜γf (x, ξ)dx d¯ξ.
Let χ ∈ C∞c (Rk+l,R+) be equal 1 in a neighbourhood of 0, and ε > 0. Then, by
Lebesgue’s theorem on bounded convergence,
Trs pi(f) = lim
ε→0
Iε,
where we defined
Iε =
∑
γ
∫ ∫
Wγ
(αγ ◦ ϕγ)(x)|xk+1 · · ·xk+l|sa˜γf (x, ξ)χ(εξ) dx d¯ξ.
Taking into account (3.2), and interchanging the order of integration once more, one
sees that
Iε =
∫
G
f(g)
∑
γ
∫ ∫
Wγ
eiΨγ(g,x)·ξcγ(x, g)(αγ ◦ ϕγ)(x)|xk+1 · · ·xk+l|sχ(εξ)dx d¯ξ dG(g),
everything in sight being absolutely convergent. Let us now set
Iε(g) = f(g)
∑
γ
∫ ∫
Wγ
eiΨγ(g,x)·ξcγ(x, g)(αγ ◦ ϕγ)(x)|xk+1 · · ·xk+l|sχ(εξ)dx d¯ξ,
so that Iε =
∫
G
Iε(g) dG(g). We would like to pass to the limit under the integral,
for which we are going to show that limε→0 Iε(g) is an integrable function on G. For
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this, let us fix an arbitrary g ∈ G(X˜). By definition, g acts only with simple fixed
points on X˜. Since each of them is isolated, g can have at most finitely many fixed
points on X˜. Consider therefore a cut–off function βg ∈ C∞(X˜,R+) which is equal 1
in a small neighbourhood of each fixed point of g, and whose support decomposes
into a disjoint union of connected components, each of which contains only one fixed
point of g. By choosing the support of βg sufficiently close to the fixed points we
can, in addition, assume that
(5.10) det (1− dΦg(x˜)) 6= 0 on supp βg.
Since the action of G is real analytic, we obtain a family of functions βg(x˜) depending
analytically on g ∈ G(X˜). Multiplying the integrand of Iε(g) with βg ◦ ϕγ(x), and
1− βg ◦ ϕγ(x), respectively, we obtain the decomposition
Iε(g) = I
(1)
ε (g) + I
(2)
ε (g).
Let us first examine what happens away from the fixed points. Integrating by parts
2N times with respect to ξ yields
I(2)ε (g) = f(g)
∑
γ
∫ ∫
Wγ
eiΨγ(g,x)·ξcγ(x, g)αγ(1− βg)ϕγ(x)|xk+1 · · · xk+l|sχ(εξ)dx d¯ξ
= f(g)
∑
γ
∫ ∫
Wγ
eiΨγ(g,x)·ξ
|Ψγ(g, x)|2N ∆
N
ξ χ(εξ)cγ(x, g)αγ(1− βg)ϕγ(x)|xk+1 · · ·xk+l|sdx d¯ξ
where ∆ξ = ∂
2
ξ1
+ · · ·+ ∂2ξk+l . Now, for arbitrary N ,
|∆Nξ [χ(εξ)]| ≤ CN(1 + |ξ|2)−N ,
where CN does not depend on ε for 0 < ε ≤ 1. Furthermore, there exists a constant
Mf > 0 such that |Ψγ(g, x)|2N ≥Mf on the support of 1−βg ◦ϕγ for all g ∈ supp f
and γ. By Lebesgue’s theorem, we may therefore pass to the limit under the integral,
and obtain
lim
ε→0
I(2)ε (g) = 0.
Hence, as ε→ 0, the main contributions to Iε(g) originate from the fixed points of g.
To examine these contributions, note that condition (5.10) implies that x 7→ ϕgγ(x)−
x defines a diffeomorphism on each of the connected components of supp(αγβg) ◦ϕγ
onto their respective images. Performing the change of variables y = x− ϕgγ(x) we
get
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I(1)ε (g) = f(g)
∑
γ
∫ ∫
Wγ
eiΨγ(g,x)·ξcγ(x, g)(αγβg)(ϕγ(x))|xk+1 · · ·xk+l|sχ(εξ)dx d¯ξ
= f(g)
∑
γ
∫ ∫
e
−i(1k⊗T−1x(y))y·ξ|xk+1(y) · · ·xk+l(y)|s (αγβg)(ϕγx(y))cγ(x(y), g)|det (1− dϕgγ(x(y)))| χ(εξ)dy d¯ξ
= f(g)
∑
γ
∫
|xk+1(y) · · ·xk+l(y)|scγ(x(y), g)
(αγβg)(ϕγ(x(y)))χˆ((1k ⊗ T−1x(y))y/ε)
(2pi)k+lεk+l|det (1− dϕgγ(x(y)))| dy
= f(g)
∑
γ
∫
|xk+1(εy) · · ·xk+l(εy)|scγ(x(εy), g)
(αγβg)(ϕγ(x(εy)))χˆ(1k ⊗ T−1x(εy)y)
(2pi)k+l|det (1− dϕgγ(x(εy)))| dy.
Since in a neighbourhood of a fixed point x˜ of g, the Jacobian of the singular
change of coordinates z = (1k ⊗ T−1x(εy))y converges, as ε → 0, to the expression
|xk+1(κ−1γ (x˜)) · · ·xk+l(κ−1γ (x˜))|−1, and (2pi)−k−l
∫
χˆ(y)dy = χ(0) = 1, we finally ob-
tain that
lim
ε→0
I(1)ε (g) = lim
ε→0
f(g)
∑
γ
∫
|xk+1(εy(z)) · · ·xk+l(εy(z))|scγ(x(εy(z)), g)
(αγβg)(ϕγ(x(εy(z))))| ∂ y/ ∂ z|
(2pi)k+l|det (1− dϕgγ(x(εy(z))))| χˆ(z)dz
= f(g)
∑
x˜∈Fix(X˜,g)
∑
γ
αγ(x˜)|xk+1(κ−1γ (x˜)) · · ·xk+l(κ−1γ (x˜))|s+1
|det (1− dΦg(x˜))| ,
since α¯γ ≡ 1 on suppαγ, and βg(x˜) = 1. The limit function limε→0 Iε(g) is therefore
clearly integrable on G for Re s > −1, so that by passing to the limit under the
integral one computes
Trs pi(f) = lim
ε→0
Iε = lim
ε→0
∫
G
Iε(g) dG(g) =
∫
G
lim
ε→0
(
I(1)ε + I
(2)
ε
)
(g)dG(g)
=
∫
G
f(g)
∑
x˜∈Fix(X˜,g)
∑
γ
αγ(x˜)|xk+1(κ−1γ (x˜)) · · ·xk+l(κ−1γ (x˜))|s+1
|det (1− dΦg(x˜))| dG(g),
yielding the desired description of Θspi. 
As an immediate consequence of the previous theorem we see that, for f belong-
ing to C∞c (G(X˜)), Trs pi(f) is not singular at s = −1. This observation leads to the
following
Corollary 4. Let f ∈ C∞c (G) have support in G(X˜). Then
Trreg pi(f) = Tr−1 pi(f) =
∫
G(X˜)
f(g)
∑
x˜∈Fix(X˜,g)
1
|det (1− dΦg(x˜))| dG(g).
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In particular, the distribution Θpi : f → Trreg(f) is regular on G(X˜).
Proof. Consider the Laurent expansion of Θspi(f) at s = −1 given by
Trs pi(f) =
〈
|xk+1 · · ·xk+l|s,
∑
γ
(αγ ◦ ϕγ)A˜γf (·, 0)
〉
=
∞∑
j=−q
Sj
(∑
γ
(αγ ◦ ϕγ)A˜γf (·, 0)
)
(s+ 1)j,
where Sk ∈ D′(Rk+l). Since by (5.9), Trs pi(f) has no pole at s = −1, we necessarily
must have
Sj
(∑
γ
(αγ ◦ ϕγ)A˜γf (·, 0)
)
= 0 for j < 0,
so that
Tr−1 pi(f) =
〈
S0,
∑
γ
(αγ ◦ ϕγ)A˜γf (·, 0)
〉
= Trreg pi(f).
The assertion now follows with the previous theorem. 
In particular, Corollary 4 implies that Trreg pi(f) is invariantly defined. Now,
interpreting pi(g) as a geometric endomorphism on the trivial bundle E = X˜ × C
over the Oshima compactification X˜, a flat trace Tr[ pi(g) of pi(g) can be defined
according to
Tr[ pi(g) = TrΦg(Γ(ϕg)),
where ϕg : Φ
∗
gE → E is the associated bundle homomorphism which identifies the
fiber EΦg(x˜) with Ex˜, and satisfies (Trϕg)|x˜ = 1 at each fixed point x˜ of g. Taking
into account (5.8), the previous corollary can be reformulated, and we finally deduce
the following character formula for the distribution character of pi.
Theorem 8. On the set of transversal elements G(X˜), the distribution Θpi : f →
Trreg pi(f) is given by
Trreg pi(f) =
∫
G(X˜)
f(g) Tr[ pi(g)dG(g), f ∈ C∞c (G(X˜)),
where
Tr[ pi(g) =
∑
x˜∈Fix(X˜,g)
1
|det (1− dΦg(x˜))| ,
the sum being over the (simple) fixed points of g ∈ G(X˜) on X˜.


CHAPTER 6
Some aspects of scattering theory on symmetric spaces
The intention of this final chapter is to provide some preliminary computations
towards a possible development of scattering theory on symmetric spaces, in the light
of what we have done earlier in the thesis. Towards this, we compute the invariant
metric onG/K in the Oshima coordinates, and the Laplacian of this metric. We then
show, in Section 6.3, a self-adjoint extension of a second order differential operator
which arises as the contribution from the boundary of the compactification, when
rankX = 1. Finally, we close the chapter by mentioning some plausible lines for
further development.
Let us begin with some historical remarks. Let G = KAN be the Iwasawa
decomposition of G. Let M be the centralizer of A in K, and P = MAN the
corresponding minimal parabolic subgroup. Let a be the Lie algebra of A, and
H : G→ a denote the Iwasawa projection defined by g = k expH(g)n. For λ ∈ a∗C,
the functions
ϕλ(x) =
∫
K
e(λ−%)H(xk)dk
are precisely all the elementary spherical functions on G, where % is the half-sum of
positive roots with multiplicities. These are the matrix coefficients of the principal
series representation induced from the trivial representation of M defined by the
function 1. The idea is to investigate ϕλ through the differential equations they
satisfy. The key observation here is that these differential equations are, on the
positive Weyl chamber A+, perturbations of certain constant coefficient equations
on A+ close to the walls of the Weyl chamber. One then uses the method of descent
- the leading term of an eigenfunction on G at infinity in the neighbourhood of
a parabolic subgroup Q is an eigenfunction on the corresponding Levi component
M0. By working in a slightly larger class of groups, the so-called Harish-Chandra
class, an inductive analysis becomes possible. The perturbation analysis indicated
above therefore focusses attention on two parabolic subgroups P and Q; the matrix
coefficient belongs to the representation induced from P , while the constant term of
this matrix coefficient is regarded in the direction of Q. The main asymptotic result
is that given b ∈ U(g), there exist constants C = C(b) > 0 and s = s(b) ≥ 0 such
that for a in a conical region in A+ and λ ∈ ia∗,
|e%(log a)ϕλ(a; b)− e%0(log a)ψλ(a; b)| ≤ C(1 + |λ|)s(1 + |log a|)se−2τ0(log a),
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where ψλ(·) is the constant term in the direction of the parabolic Q, %0 the half-
sum of positive roots of M0, and τ0 a functional on a determined by the roots of
G and M0. This can be thought of as the statement that the matrix coefficient
is well-approximated by a plane wave. The inducing data specify a plane wave in
the direction of P . So the asymptotics can be interpreted as providing a scattering
operator from P to Q. Thus a scattering theory for symmetric spaces is implicit in
the work of Harish-Chandra, and the goal would be to make this more explicit. We
refer to [GV88] for the above discussion.
6.1. The invariant metric on G/K
Let X = G/K be a Riemannian symmetric space of non-compact type, and of
rank l. With notation as in Section 2.1, let 〈X, Y 〉θ := −〈X, θY 〉. The restriction
〈·, ·〉θ|p×p is a symmetric, positive-definite, bilinear form, and thus gives a metric on
X. Indeed, note that p is AdG(K) invariant. This can be seen as follows. Let Θ be
the unique analytic involutive automorphism of G fixing K such that dΘ = θ. For
X ∈ p, k ∈ K, we have
Θ(expAd(k)tX) = Θ(k exp(tX)k−1) = kΘ(exp tX)k−1 = k exp(−tX)k−1.
Differentiating this expression at t = 0, we get that
θAd(k)X = −Ad(k)X = Ad(k)θX
ie., Ad(k)|p commutes with θ. This along with the fact that the Cartan-Killing form
is invariant under Lie algebra automorphisms gives us that 〈·, ·〉θ|p×p is K-invariant.
Next, let pi : G→ G/K be the canonical map. Then dpi : g→ ToX is surjective
with kernel k where o = pi(e) and so dpi|p : p→ T(o)X is an isomorphism. We write dpi
instead of (dpi)e, for simplicity, where e is the identity element in G. We observe that
for k ∈ K,X ∈ p, pi(expAd(k)tX) = pi(k exp(tX)k−1) = τ(k)pi(exp tX) where, for
g ∈ G, τ(g) : G/K → G/K is the analytic diffeomorphism defined by xK 7→ gxK.
Again, differentiating at t = 0 we have dpiAd(k)X = dτ(k)dpi(X) giving that the
isomorphism dpi : g→ ToX commutes with the action of K. Therefore we have that
the bilinear form Qo on ToX defined by
Qo(Xo, Yo) = 〈dpi−1(Xo), dpi−1(Yo)〉θ|p×p, Xo, Yo ∈ ToX,
is symmetric and positive definite and is invariant under all the mappings dτ(k),
k ∈ K. For each p ∈ G/K define the bilinear form Qp on TpX × TpX by
Qp(dτ(g)Xo, dτ(g)Yo) = Qo(Xo, Yo), Xo, Yo ∈ ToX
where g ∈ G is chosen such that g · o = p. Now if g1, g2 ∈ G are such that
g1 · o = p = g2 · o, that is, if τ(g1)pi(e) = τ(g2)pi(e) then one has, by the fact that τ
and pi commute, that pi(g1) = pi(g2). This implies that g
−1
1 g2 ∈ K and so we have
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Qp(dτ(g2)Xo, dτ(g2)Yo) = Qp(dτ(g1k
′)Xo, dτ(g1k′)Yo)
= Qp(dτ(g1)dτ(k
′)Xo, dτ(g1)dτ(k′)Yo)
= Qo(dτ(k
′)Xo, dτ(k′)Yo)
= Qo(Xo, Yo)
where k′ = g−11 g2 ∈ K. The invariance of Qo under the mappings dτ(k), k ∈ K
remarked above gives the last equality. Thus Qp is well-defined.
Let p ∈ X and let g ∈ G. Choose g0 ∈ G such that g0 · o = p. Now since
(gg0) · o = g · p we have for Xo, Yo ∈ ToX,
Qg·p(dτ(gg0)Xo, dτ(gg0)Yo) = Qo(Xo, Yo) (by definition)
= Qp(dτ(g0)Xo, dτ(g0)Yo).
This, together with the fact that each τ(g), g ∈ G, is an analytic diffeomorphism
of G/K onto itself, gives us that p 7→ Qp is an analytic G-invariant Riemannian
structure on G/K. This invariant metric, induced by the Cartan-Killing form, we
shall denote by gL.
Remark 13. Conversely, each G-invariant Riemannian structure on G/K arises
from a K-invariant form on p.
6.2. The Laplacian on X in Oshima coordinates
Let
(
U˜g, ϕ
−1
g
)
g∈G
be the atlas on the Oshima compactification X˜ of G/K as
earlier. For g ∈ G, we have the maps
G/K←˜−N−A−˜→N− × Rl+ ↪→ N− × Rl ←− U˜g
given by
gnaK ←− n · a −→ (n, e−α1 log a, . . . , e−αl log a)→ (n, t)←− pi(g, n, t).
Thus, the coordinates for G/K in the Oshima compactification are given by ψ :
N− ×Rl+ −→ G/K defined by (n, t) 7→ gnaK where a = exp(−
∑l
i=1Hi log ti). For
convenience, we enumerate the positive roots in some fixed order as λ1, . . . , λr. With
the basis {Hi}li=1 of a and {X−λi,j , 1 ≤ i ≤ r, 1 ≤ j ≤ m(λi)} of n− as in Section
2.1, and the coordinates on N− coming from the diffeomorphism exp : n− −→ N−,
we have by Lemma 2,
(
ψ−1∗
)
gnaK
(
X−λi,j
)
=
(
X−λi,j |N−×Rl+
)
(n,t)
=
(
tλi
∂
∂ni,j
)
(n,t)
i.e.,
(ψ∗)(n,t)
(
∂
∂ni,j
)
=
1
tλi
(
X−λi,j
)
gnaK
,
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and (
ψ−1∗
)
gnaK
(Hi) =
(
Hi|N−×Rl+
)
(n,t)
= −
(
ti
∂
∂ti
)
(n,t)
,
and therefore,
(ψ∗)(n,t)
(
∂
∂ti
)
= − 1
ti
(Hi)gnaK .
The invariant metric on G/K in the Oshima coordinates is then the pull-back
of gL by ψ. So we have
ψ∗gL
(
∂
∂ni,j
,
∂
∂np,q
)
= gL
(
ψ∗(
∂
∂ni,j
), ψ∗(
∂
∂np,q
)
)
= gL
(
1
tλi
X−λi,j,
1
tλp
X−λp,q
)
=
1
tλi+λp
δipδjq.
Similarly, we have that
ψ∗gL
(
∂
∂ti
,
∂
∂tj
)
= gL
(
ψ∗(
∂
∂ti
), ψ∗(
∂
∂tj
)
)
= gL
(−1
tj
Hi,
−1
tj
Hj
)
=
1
titj
δij
and
ψ∗gL
(
∂
∂ti
,
∂
∂nj,k
)
= gL
(
ψ∗(
∂
∂ti
), ψ∗(
∂
∂nj,k
)
)
= gL
(
− 1
tj
Hi,
1
tλj
X−λj ,k
)
= 0
( as n and a are orthogonal to each other ). Denoting ψ∗gL by s, we have that
(6.1) ds2 =
r∑
j=1
m(λi)∑
k=1
dn2j,k
t2λj
+
l∑
i=1
dt2i
t2i
.
We also have s = |det (sij)| = t−2m(λ1)λ1 . . . t−2m(λr)λrt−21 . . . t−2l and let the inverse of
(sij) be denoted by (s
ij). So the Laplacian ∆s with respect to the metric s = ψ
∗gL
acting on a smooth function f is given by
∆s(f) =
1√
s
r∑
j=1
m(λj)∑
k=1
∂
∂nj,k
(√
ss(j,k)(j,k)
∂
∂nj,k
(f)
)
+
1√
s
l∑
i=1
∂
∂ti
(√
ss(r,m(λr)+i(r,m(λr)+i
∂
∂ti
(f)
)
.
We have
1√
s
r∑
j=1
m(λj)∑
k=1
∂
∂nj,k
(√
ss(j,k)(j,k)
∂
∂nj,k
)
=
1√
s
r∑
j=1
m(λj)∑
k=1
∂
∂nj,k
(√
st2λj
∂
∂nj,k
)
=
r∑
j=1
m(λj)∑
k=1
∂
∂nj,k
(
t2λj
∂
∂nj,k
)
=
r∑
j=1
t2λj
m(λj)∑
k=1
∂2
∂n2j,k
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and
1√
s
∂
∂ti
(t−
∑r
j=1 m(λj)λj t−11 . . . t
−1
l t
2
i
∂
∂ti
)
=
1√
s
∂
∂ti
(
t
−∑rj=1m(λj)λj(H1)
1 . . . t
−∑rj=1 m(λj)λj(Hl)
l t
−1
1 . . . t
−1
l t
2
i
∂
∂ti
)
=
1√
s
∂
∂ti
(
t
−∑rj=1m(λj)λj(H1)
1 ..tˆi..t
−∑rj=1m(λj)λj(Hl)
l t
−1
1 ..tˆi..t
−1
l t
(1−∑rj=1m(λj)λj(Hi))
i
∂
∂ti
)
= t
(1+
∑r
j=1 m(λj)λj(Hi))
i
∂
∂ti
(
t
(1−∑rj=1 m(λj)λj(Hi))
i
∂
∂ti
)
= t
(1+
∑r
j=1 m(λj)λj(Hi))
i
[
t
−∑rj=1 m(λj)λj(Hi)
i
∂
∂ti
+ t
(1+
∑r
j=1 m(λj)λj(Hi))
i
∂2
∂t2i
]
= t2i
∂2
∂t2i
+ ti
∂
∂ti
.
Therefore, we have the following lemma.
Lemma 10. The Laplacian for the invariant metric on X in the coordinates of
its embedding in the Oshima compactification has the form
(6.2) ∆s =
r∑
j=1
t2λj
m(λj)∑
k=1
∂2
∂n2j,k
+ l∑
i=1
(
t2i
∂2
∂t2i
+ ti
∂
∂ti
)
.
When X = SL(2,R)/SO(2) is the upper-half plane, the metric in these coordi-
nates takes the form ds2 = dn
2
t2α
+ dt
2
t2
, and consequently the Laplacian looks like
∆s = t
2α d
2
dn2
+
(
t2
d2
dt2
+ t
d
dt
)
.
The second-order ordinary differential operator t2 d
2
dt2
+ t d
dt
can be thought of as the
contribution from the boundary, as t → 0, and we shall call it the comparison
operator. The Riemannian measure on G/K with the metric s = ψ∗gL (where
G/K ↪→ X˜ via the identifications given before) is given, for f a compactly supported
smooth function, by
µ(f) =
∑∣∣∣∣∣
∫
ϕ−1g (U˜g)
(
f ◦ ϕ−1g
)
(n(1,1), . . . , n(r,m(λr)), t1, . . . , tl)
√
sdn1 . . . dnkdt1 . . . dtl
∣∣∣∣∣
=
∑∣∣∣∣∣
∫
ϕ−1g (U˜g)
(
f ◦ ϕ−1g
)
(n1, . . . , nk, t1, . . . , tl)
dn1 . . . dnk
tm(λ1)λ1 . . . tm(λr)λr
dt1 . . . dtl
t1 . . . tl
∣∣∣∣∣
=
∑∣∣∣∣∣
∫
ϕ−1g (U˜g)
(
f ◦ ϕ−1g
)
(n1, . . . , nk, t1, . . . , tl)
dn1 . . . dnkdt1 . . . dtl∏l
i=1 t
(1+
∑r
j=1 m(λj)λj(Hi))
i
∣∣∣∣∣
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6.3. Self-adjoint extensions of the comparison operator
We now consider the case where G/K is of rank one and show the symmetry
of the singular second-order ordinary differential operator t2 d
2
dt2
+ t d
dt
with domain(
C∞c ((ε,∞)) , dtt
)
, ε > 0. For f, g ∈ C∞c ((ε,∞)) we have, integrating by parts,∫ ∞
ε
t2
d2
dt2
(f(t)) g(t)
dt
t
=
∫ ∞
ε
d2
dt2
(f(t)) tg(t)dt
= tg(t)
d
dt
f(t)|∞ε −
∫ ∞
ε
d
dt
f(t)
d
dt
(tg(t)) dt
= −εf ′(ε)g(ε)−
∫ ∞
ε
d
dt
f(t)
(
g(t) + t
d
dt
g(t)
)
dt
= −εf ′(ε)g(ε)−
∫ ∞
ε
d
dt
(f(t))g(t)dt− tf(t) d
dt
g(t)|∞ε
+
∫ ∞
ε
f(t)
d
dt
(
t
d
dt
g(t)
)
dt
= −εf ′(ε)g(ε) + εg′(ε)f(ε)−
∫ ∞
ε
d
dt
(f(t))(g(t)dt
+
∫ ∞
ε
f(t)
(
d
dt
g(t) + t
d2
dt2
g(t)
)
dt
= −
∫ ∞
ε
t
d
dt
(f(t))g(t)
dt
t
+
∫ ∞
ε
f(t)
(
t2
d2
dt2
g(t) + t
d
dt
g(t)
)
dt
t
+ εg′(ε)f(ε)− εf ′(ε)g(ε)
i.e., we have∫ ∞
ε
(
t2
d2
dt2
+ t
d
dt
)
(f(t)) g(t)
dt
t
=
∫ ∞
ε
f(t)
(
t2
d2
dt2
+ t
d
dt
)
(g(t))
dt
t
+ [εg′(ε)f(ε)− εf ′(ε)g(ε)],
where the last term on the right-hand side is the boundary term. The boundary term
measures how far the operator is from being symmetric. So when f, g ∈ C∞c ((ε,∞))
are such that the boundary term vanishes, we obtain the symmetry of the operator
t2 d
2
dt2
+ t d
dt
. In general, imposing a boundary condition of the form f ′(ε) = χεmf(ε),
where χ ∈ [0,∞) and m ∈ Z, we get a symmetric operator defined on the domain
D = {f ∈ C∞c ([ε,∞))}|f ′(ε) = χεmf(ε). Thus we have the following proposition.
Proposition 9. The operator t2 d
2
dt2
+ t d
dt
with domain C∞c ((ε,∞)), then, has a
self-adjoint extension, denoted by A1, to L
2
(
[ε,∞), dt
t
)
.
Proof. Compare [Mu¨l83], page 252. 
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6.4. Outlook
In this section, after recalling known results in scattering theory on symmetric
spaces, we shall put the computations done earlier in the chapter into perspective,
and indicate some lines for further development. In studying the spectral theory
of the Laplacian, or other operators of interest, on non-compact objects one has,
in general, to deal with a continuous spectrum. Then one would like to know a
parametrization of it, together with a precise knowledge of the poles of its resol-
vent. Scattering theory, in a way, can be thought of as the study of the continuous
spectrum. One way of dealing with this question is to use a suitable compactifi-
cation and analyze the question in terms of this embedding. Compactifcations are
natural to consider from the point of view of scattering theory as they relate the
spectrum of a space to the boundary of its compactification. Our interest is in scat-
tering theory on a Riemannian symmetric space X = G/K, in relation to its Oshima
compactification, and in view of the results in the previous chapters.
A Lax-Phillips scattering theory (see [LP67]) for higher rank symmetric spaces,
where the time variable becomes multi-dimensional, was initiated in [STS76], and
developed in the works of Phillips-Shahshahani [PS93] and Helgason [Hel98]. We
describe what is known, briefly, referring mostly to the latter. When X is a Rie-
mannian symmetric space a natural analog to the wave equation was defined by
Semenov-Tian-Shansky in [STS76] using the algebra of invariant differential op-
erators. Let I(a) denote the space of W -invariant polynomials in the symmetric
algebra S(a), and let H(a) denote the space of harmonic polynomials on a. Let
Γ : D(G/K) −→ I(a) be the surjective isomorphism coming from the Iwasawa de-
composition. Fix a real homogeneous basis pi = 1, . . . , p|W | of H(a), where |W | is
the order of the Weyl group of (g, a). For fixed fi ∈ C∞(X), 1 ≤ i ≤ |W |, one
considers the following Cauchy problem
(6.3) Du = ∂(Γ(D))u, D ∈ D(G/K)
for u ∈ C∞c (X× a) with the initial conditions
(6.4) (∂(pi)u)(x, 0) = fi(x), 1 ≤ i ≤ |W |.
The above system of equations is the analog to the wave equation on a symmetric
space. Uniqueness for the solutions for the above Cauchy problem follows by using
results from invariant theory on Lie algebras, under the assumption that for each
H ∈ a the functions u(x,H) have compact support in the x-variable. Invoking the
theory of the Fourier transform on X, an explicit expression for the solutions is then
given as a convolution u(x,H) =
∑|W |
i=1(fi ∗ SiH)(x), where for each i, H ∈ a, SiH
belongs to the space E ′(X) of compactly supported distributions on X. An energy
form is then defined on the space of solutions for the system (6.3 -6.4) which is
positive and is constant in time H ∈ a. For each w ∈ W , a map Ew is defined
on D(X) × · · · × D(X) in terms of the solutions of the above system, and is then
shown to be an injective norm-preserving map onto a dense subspace of L2(a∗ ×
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B, dλdb/|pi(λ)c(λ)|2), where B = K/M , c is the Harish-Chandra c-function, and pi
the product of positive indivisible roots, see Theorem 6.4, [Hel98]. This spectral
representation theorem, in the sense of the Lax-Phillips theory, can be seen as an
extension of the Plancherel theorem for the Fourier transform on X.
For w ∈ W , and Θ ⊂ ∆, the operators WΘw defined in equation 14, [STS76],
relating a solution of the system of equations (6.3-6.4) to its asymptotics, seem to
be the analogues of wave operators when the time is multi-dimensional. We recall
here, that in the time-dependent approach to scattering theory wave operators are
the central objects, see [Kat76], [Mu¨l83]. Given self-adjoint operators A0 and A1
on Hilbert spaces H0 and H1, respectively, and a unitary operator U : H0 −→ H1,
the wave operators W±(A0, A1;U) are said to exist if the strong limit
W±(A0, A1;U) = s− lim
t→±∞
eitA0Ue−itA1Pac(A1)
exists, where Pac(A1) denotes the orthogonal projection onto the absolutely contin-
uous subspace of A1. If the wave operators exist and are complete, they define a
unitary equivalence between the absolutely continuous parts of A0 and A1. Further,
the scattering operator S = W ∗+ ◦W− can be the defined. In this context, it looks
reasonable from the analysis done in Section 6.3 that, to start with, we can consider
an embedding of a rank-one symmetric space X in the Oshima compactification,
look at the Laplace-Beltrami operator in the coordinates of the embedding, take A0
to be its self-adjoint extension and A1, as in Proposition 9, the differential operator
giving the boundary contribution. Now, the crucial question, and one that we are
unable to deal with at the moment, is that because the Riemannian measure on
the closure X˜∆ of a copy of X becomes singular at the boundary we have to find
some suitable spaces in which to compare the above operators. Once this can be
dealt with, the idea then would be to prove the existence of the corresponding wave
operator and thereafter show its completeness. One way to do this could be to see
if one operator is a trace-class perturbation of the other in a suitable L2 space, and
then use the Birman-Kato theory, see [Kat76], Chapter X, Section 3. Perhaps,
one can also prove the general limit results for the operators WΘw that appear in
[STS76]. See also Theorem 6.6, [Hel98].
Carrying out the above sketch of ideas, one expects, at the very least, to be
able to recover some known results on the spectrum of the Laplacian on symmetric
spaces in this fashion, while it is possible that we get a more detailed description
coming from our understanding of the analysis at infinity. It will also be of interest
to see the relation of this approach with the Lax-Phillips theory using the bijection
of the algebra of G-invariant differential operators on the Oshima compactification
X˜ with real analytic coefficients and the algebra of G-invariant differential operators
on X , see Section 2.2.
On the other hand, in the stationary approach to scattering theory the object of
focus is the resolvent with emphasis on an analytic continuation of the resolvent and
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a precise description of its poles. There are two possible aspects here that would
be of interest. One is the meromorphic continuation of the resolvent of strongly
elliptic operators on symmetric spaces on the basis of the results in Section 4.2,
and a subsequent understanding of the poles of this continuation. It should also
be interesting to try to use the above-mentioned property of invariant differential
operators on the Oshima compactification to obtain a description of the poles of
the meromorphic continuation of the resolvent of the Laplacian in the higher-rank
setting. The results for the rank-one case can be found in [MW99],[HP09].
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