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Resumen
-"Análisis Eficaz de Gramáticas de Cláusulas Definidas"
Dentro del análisis sintáctico, la utilización de formalismos gramati-
cales valuados es, hoy por hoy, punto inconturnable 'en el desarrollo de
estrategias de análisis sintáctico en entornos de procesamiento del lengua-
je natural y en programación lógica, este último como representante del
paradigma declarativo. El presente trabajo se centra en el estudio y de-
sarrollo de técnicas de análisis sintáctico dirigidas, en última instancia, al
tratamiento de sistemas basados en el análisis de formalismos gramatica-
les valuados donde, típicamente, el concepto de categoría gramatical se
extiende a un dominio posiblemente infinito. En estas circunstancias los
métodos clásicos de análisis sintáctico basados en la consideración de do-
minios finitos no son aplicables, al no garantizar la correcta terminación
del proceso de cálculo. Referido al campo de las gramáticas lógicas, esta
situación fuerza la necesidad del desarrollo e implementación de técnicas
de análisis capaces de asegurar la completud de la resolucibn en el caso de
presencia de símbolos funcionales.
Igualmente cobra especial relevancia la consideración de las técnicas
de programación dinámica aplicadas al análisis sintáctico. Este hecho es
debido a la compactación de las representaĉiones, que convierte este pa-
radigma en una técnica eficiente para el tratamiento de cálculos con un
alto grado de redundancia, relacionados con fenómenos tales como el no
determinismo, habituales en formalismos gramaticales complejos.
Hasta el momento, las técnicas aplicadas se han basado fundamental-
mente en el concepto subyacente en la técnica de restricción. Esta permite
de forma simple y eficaz limitar el proceso de evaluación a aquellos nodos
del bosque de prueba en los que la ausencia d^e bucles a nivel de la unifica-
ción está garantizada. La técnica no permite, sin embargo, una detección
automatizada de los nodos conflictivos ni su representación.
Nuestro acercamiento prevé la consideración tanto del problema de
la detección de ciclos a nivel de la unificación de argumentos, como su
representación explícita en los casos en los que ello sea posiblel .
Nuestro punto de partida será el estudio de las propiedades estáticas de
evaluación de los formalismos gramaticales considerados y su adecuación
a técnicas de evaluación dinámica, las mejor adaptadas al problema por
garantizar una compartición óptima de cálculos y estructuras.
Para ello estableceremos un marco descriptivo común sobre el cual de-
sarrollar y comparar diversas estrategias de análisis sintáctico. Este marco
también nos permitirá extender de manera intuitiva las técnicas incorpora-
das al análisis de lenguajes a otros formalismos gramaticales valuados.
^el problema es, en general, no decidible [105].
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CAPÍTULO 1
INTRODUCCIÓN
El análisis sintáctico ha sido y continúa siendo investigado activamente. Como botón
de muestra podemos fijar nuestra atención en el proyecto Babylonl de^la DARPA, De-
fense Advanced Research Projects Agency, organización encargada de la investigación
y desarrollo para el departamento de defensa (DoD) de los EE.W. Los objetivos de
dicho proyecto se encaminan a la instrumentación de interfaces de usuario para la tra-
ducción bidireccional, multi-idioma, del habla en combate y otros entornos de campo.
Este proyecto debe reemplazar el sistema existente de traducción unidireccional, solu-
cionando sus problemas, entre los que se señala el análisis sintáctico. La base tecno-
1ógica incluye la investigación en mejores técnicas de análisis sintáctico, conocimiento
semántico, motores morfológicos, ... Por último, .uno de los hitos técnicos planifica-
dos en el proyecto es el desarrollo de un shallow parser, término que podríamos hacer
corresponder en castellano con analizador sintáctico superficial.
Dentro del análisis sintáctico, la utilización de formalismos gramaticales valuados
es, hoy por hoy, una referencia indiscutible en lo que se refiere a los entornos de proce-
samiento del lenguaje natural, y en programación lógica, este último representante del
paradigma declarativo. La presente memoria aborda el estudio y desarrollo de técnicas
de análisis sintáctico dirigidas, precisamente, al tratamiento de sistemas basados en el
análisis de formalismos gramaticales valuados. ^
lvl Sobre el análisis sintáctico
Habitualmente, la estructura sintáctica de un lenguaje se describe mediante una gramá-
tica, a partir de la cual es posible determinar los constituyentes de una frase dada. La
obtención de dichos constituyentes es lo que se conoce como el problema del análi-
sis sintáctico, y los algoritmos encargados de realizar dicha tarea, como analizadores
sintácticos. A medida que crece la complejidad del lenguaje tratado, crece la comple-
jidad de los formalismo gramaticales que poseen el suficiente poder descriptivo como
para expresar su estructura. Típicamente, los lenguajes de programación se diseñan
a partir de una gramática a la cual se deben adaptar los programas. Estas gramáticas
se construyen eliminando cualquier posible ambigiiedad, facilitando de esta manera el
desarrollo de los analizadores asociados. En cambio, las lenguas naturales evolucionan
de forma continua, siendo las gramáticas las que deben adaptarse a ellas. En éstas,
la ambigiiedad es inevitable tanto a nivel morfológico, como sintáctico, y semántico.
^ http://www.darpa.miUipto/research/babylon/goals.html
1
2 CAPÍTULO 1. INTRODUCCIÓN
Esta complejidad se ve reflejada a su vez a nivel de los analizadores correspondientes,
dando lugar a problemas de eficiencia y completud.
En esta memoria se trata el desarrollo de analizadores sintácticos, tanto en lo que
respecta a su ejecución eficiente, como a la extensión del dominio de los formalismos
gramaticales a los que resultan aplicables. Para ello se han adoptado las siguientes
decisiones de diseño:
• Uso de máquinas abstractas o autómatas en lugar de la propia gramática. En
efecto, un autómata no es más que un dispositivo matemático que permite un
tratamiento más eficiente del proceso de análisis.
• Uso de programación dinámica. La presencia de ambigiiedades conlleva la re-
petición de cálculos, y la recursión, problemas de completud operacional. Las
técnicas de programación dinámica abordan estos inconvenientes mediante la
compartición de cálculos.
• Análisis estático. Con objeto de reducir el espacio de búsqueda, se realiza un
análisis previo de la gramática. Los resultados de este análisis permiten mejorar
la complejidad tanto temporal como espacial de los algoritmos.
• Indexación del proceso de análisis. La sincronización del proceso mediante la
indexación reduce el espacio de búsqueda.
• Compartición de estructuras. La compartición no sólo mejora la complejidad
espacial, sino que además permite la implementación eficiente de operaciones
básicas como la unifccación.
• En el caso del análisis del lenguaje natural, uso de un lexicón separado. De esta
forma se permite el empleo de técnicas mejor adaptadas a su casuística particular,
que difiere de la presente en el análisis sintáctico. ^
Junto con las decisiones anteriormente mencionadas, y relacionadas con éstas, se han
tenido en cuenta los siguientes aspectos:
Formalismos gramaticales. Resulta necesario delimitar la potencia expresiva del for-
malismo gramatical empleado de forma que se establezca un equilibrio adecuado
entre la clase de lenguajes cuya estructura puede representar y la complejidad del
proceso de análisis.
En este sentido, la programación lógica mantiene un fuerte vínculo con el análisis
sintáctico. La primera versión de PROLO^ se desarrolló para resolver problemas
deductivos en un sistema para la comunicación hombre-máquina en francés, es-
crito por Colmerauer et al. [37]. Poco después, Colmerauer [38] introdujo el
concepto de gramática lógica, donde la operación básica es la unificación. Den-
tro de esta clase de gramáticas, quizás debido a esta evolución histórica y a que,
en su definición original, tienen el poder de las máquinas de Turing con respecto
al formalismo descrito, las gramáticas de cláusulas definidas [ 104] (GCDs) son
el representante más popular. En la presente memoria las técnicas de análisis
sintáctico se aplicarán en última instancia al análisis de GCDs.
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Análisis sintáctico como deducción. La expresión análisis sintáctico como deduc-
ción, acuñada por Pereira [ 105], hace referencia a la representación del cono-
cimiento gramatical mediante un conjunto de axiomas, y el proceso de análisis
como un proceso deductivo sobre ellos. Esta idea a dado lugar a diversas es-
trategias [ 131, 133] que constituyen un marco descriptivo común sobre el cual
desarrollar, comparar o demostrar propiedades de diversos analizadores.
Programación dinámica. La programación dinámica es una técnica conocida para la
resolución de problemas de optimización [23]. El tipo de problemas a los que se
aplica son aquellos en los que es posible su descomposición en otros más sim-
ples, de tal manera que la solución final se obtiene como una combinación de las
soluciones de dichos subproblemas. Para que esta aproximación resulte benefi-
ciosa, las soluciones intermedias se almacenan en una tabla y se reutilizan sin
necesidad de volver a calcularlas. Así, la condición de aplicabilidad de la pro-
gramación dinámica es la descomposición en subproblemas redundantes [ 125],
en caso contrario el coste asociado a la gestión de la tabla reduce la eficiencia
del sistema resultante.
Ejemplos típicos en los cuales esta técnica resulta beneficiosa son el cálculo de la
función de Fibonacci, el recorrido del camino más largo de un grafo ponderado 0
la resolución ascendente en programación lógica [149, 142, 181]. Por otra parte,
un contraejemplo conocido es la búsqueda dicotómica, en la cual no es posible
reutilizar ninguna solución intermedia. Sin embargo, no se conoce ninguna con-
dición necesaria y suficiente para establecer la aplicabilidad de la programación
dinámica a un problema dado, aunque la práctica parece exigir la concurrencia
de las siguientes características:
• El problema inicial se puede descomponer en otros más simples, general-
mente a partir de una definición recursiva del problema.
• Gran parte de los subproblemas son redundantes, permitiendo la reutiliza-
ción de soluciones.
• El coste de resolver un subproblema es mayor que el coste de almacena-
miento y búsqueda en la tabla de soluciones.
Una vez establecida la redundancia de los subproblemas a tratar, la cuestión de
fondo es la eficiencia en la gestión de la tabla de objetos, de ahí el interés en
los métodos de indexación. Estos son especialmente eficaces cuando conocemos
a priori el tamaño del problema a tratar. Por desgracia, este no es el caso en
el problema que nos ocupa, lo que nos obliga a manejar la tabla de objetos de
manera dinámica.
En su aplicación al análisis sintáctico, es más frecuente el término tabcilación
respecto a las técnicas de programación dinámica, y algoritmo tabular respecto
a los algoritmos resultantes de su aplicación. Una de las primeras referencias la
constituye el algoritmo de Earley [47], aunque han sido aplicadas a analizadores
de diversa naturaleza [84, 81, 9, 10, 13, 14, 179, 132].
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1.2 Contextualización del trabajo
El trabajo que nos ocupa comienza con el disfrute de una beca de Introducción a la
Investigación del departamento de Computación de la Universidad de A Coruña, en el
seno de lo que más tarde sería el grupo de investigación CoLe2. Como continuación
de este período se realiza el trabajo de Tesis de Licenciatura "Integración de Herra-
mientas para el Análisis Automático de Lenguaje Natural" [28]. Esta tesina dedica una
parte importante del esfuerzo al análisis sintáctico, sirviendo de base al desarrollo del
presente trabajo de tesis doctoral.
En lo que respecta a los resultados obtenidos, éstos se incorporan a los sistemas
GALENA y ERIAI,, desarrollados bajo la colaboración directa del grupo CoLe, el gru-
po Atoll del INRIA3 en su unidad de Roquencourt, el Grupo de Sintaxis del Espa-
ñol de la Universidad de Santiago de Compostela, y el Centro Ramón Piñeiro para
la Investigación en Humanidades, de la Xunta de Galicia. EI desarrollo de estos sis-
temas es posible, en parte, gracias a diversos proyectos de financiación oficial, tanto
regional (XUGAlO501A93, XUGA20403B95, XUGAlO505B96, XUGA20402B97,
PGIDT99XI10502B, PGIDTOIPXI10506PN), como nacional (TIC2000-0370-C02-O1)
e internacional (HF96-36, HF97-223, 1FD97-0047-C04-02, HP2001-0044).
En este contexto, el proyecto presentado viene a ampliar, de manera significativa,
el dominio de aplicación de los formalismos considerados. Ello facilitará en. gran me-
dida el diseño de herramientas informáticas dedicadas a los procesos de recuperación
automática de información. De forma adicional permitirá la implementación de me-
canismos automáticos de recuperación y corrección sintáctica en el procesamiento de
bases de datos textuales.
1.3 Estructura de la memoria
La estructura lógica de la presente memoria consta de varias'partes. Dicha estructura
aborda de manera incremental los conceptos y técnicas expuestos, de forma que cada
parte incluye los resultados de las anteriores. A continuación esbozamos las líneas
generales de cada uno de los capítulos:
En una primera parte encontramos la presente introducción y el capítulo 2. En este
capítulo se realiza un recorrido por las técnicas clásicas y otras más actuales relacio-
nadas con el análisis sintáctico, centrándose en las más representativas. El objeto es
ofrecer una visión general del estado del arte en el campo que nos ocupa.
En una segunda parte se trata el problema del análisis de gramáticas independientes
del contexto (GICs). El objetivo es introducir y desarrollar técnicas como los sistemas
de deducción gramatical (SDGs), autómatas de pila (APs) y sus esquemas de com-
pilación, y tabulación. Estas técnicas se emplearán en el resto de la memoria. En el
capítulo 3 se introduce el problema del análisis sintáctico de GICs. Se ha optado por es-
tas gramáticas debido a su amplia difusión y conocimiento, de esta forma se establecen
los conceptos y terminología empleados en el resto de la memoria. A continuación,
el capítulo 4 presenta los sistemas de deducción gramatical como marco descriptivo
2Por Compiladores y Lenguajes.
3Institut National de Recherche en Informatique et Automatique.
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común bajo el cual se formulan diversos algoritmos de análisis, mostrando la relación
entre ellos, obteniendo unos a partir de los anteriores. Para completar esta parte, en
el capítulo 5 se desarrolla la aplicación de los autómatas de pila a la construcción de
analizadores sintácticos. Asimismo, se introduce la aplicación de las técnicas de tabu-
lación a los autómatas obtenidos para la mejora de su eficiencia. Finalmente se describe
el sistema ICE, de generación de analizadores sintácticos para GICs sin restricciones.
La tercera parte trata el problema del análisis de GCDs. El poder descriptivo de
las GICs se muestra insuficiente para algunas aplicaciones como pueda ser el procesa-
miento del lenguaje natural. Como alternativa se presentan formalismos más comple- .
jos, entre ellos, las gramáticas lógicas. En concreto, optaremos por las GCDs como
formalismo gramatical de referencia, ya desde el capítulo 6. Este formalismo tienen un
mayor poder descriptivo, pero a cambio se incrementa la complejidad de los analiza-
dores asociados. Se tratará la descripción de las GCDs como una generalización de las
GICs, la adaptación de los SDGs presentados para dichas gramáticas, la generalización
de los APs para la implementación de analizadores, y los mecanismos de tabulación
asociados. Finalmente se trata la evolución del sistema ICE para su tratamiento. En el
siguiente capítulo, capítulo 7, en primer lugar se tratan las estructuras de datos emplea-
das para una implementación eficiente de la operación de unificación, que constituye
la base del formalismo de GCDs. En segundo lugar se abordará el tratamiento de es-
tructuras cíclicas, con la consiguiente ampliación del dominio de terminación de los
analizadores propuestos.
La cuarta parte incluye aquellos aspectos relacionados con la aplicación de las téc-
nicas de análisis sintáctico al problema del procesamiento del lenguaje natural, en la
qué resultan especialmente importantes los resultados de capítulos anteriores dirigidos
a la mejora de la eficiencia, tratamiento de formalismos gramaticales complejos, o la
ampliación del dominio de terminación. En relación a la adecuación de los analiza-
dores presentados anteriormente al procesamiento del lenguajes natural, el capítulo 8
trata tres aspectos importantes: la integración con ^tras herramientas habituales como
los etiguetadores, el tratamiento de palabras desconocidas y la obtención de análisis
sintácticos parciales.
En una última parte, el capítulo 9 está dedicado a la presentación de los resultados
obtenidos tras la realización de diversos experimentos sobre las técnicas y algoritmos
de análisis sintáctico tratadas en los capítulos anteriores. Por último, en el capítulo 10
se exponen las conclusiones sobre el trabajo realizado y se trazan las posibles líneas a
seguir para su mejora y ampliación.
1.4 Publicación de resultados
La realización de la tesis doctoral tratada en la presente memoria conlleva la publica-
ción de diversos trabajos en forma de artículos de revista, capítulos de libro y ponencias
en congresos. Las referencias a estos trabajos se recopilan en el apéndice B. Si bien no
existe una correspondencia directa entre cada una de las publicaciones y los capítulos
de esta memoria, sí que es posible establecer la siguiente clasificación:
• Evolución del algoritmo de análisis empleado en el sistema ^CE [15, 16, 11, 12].
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• Generalización del sistema ^CE al caso de las GCDs [169, 168, 166, 172].
• Tratamiento de términos cíclicos en GCDs [170, 171, 176, 167, 155, 154, 156,
157].
• Adaptación de algoritmos al análisis parcial [29, 161].
• Comparación de rendimiento de diversos algoritmos [174, 175, 162].
CAPfTULO 2
ANTECEDENTES
En este capítulo realizaremos un recorrido por las técnicas relacionadas con el análisis
sintáctico, centrándose en las más representativas. Consideraremos los antecedentes
y las técnicas actuales tanto si están directamente relacionadas con las expuestas en
subsiguientes capítulos, como si no. El objeto es ofrecer una visión general del estado
del arte en el campo que nos ocupa.
201 Análisis independiente del contexto
El análisis sintáctico de GICs es el más veterano^ de los aspectos que trataremos, y
existen múltiples referencias al respecto [3, 62, 59]. Las primeras técnicas se dirigen
al tratamiento de gramáticas deterministas. A1 obviar la existencia de ambigiiedades,
los algoritmos de análisis se simplifican considerablemente. Dentro de estos algoritmos
podemos señalar los ascendentes o descendentes puros [3], o el método de precedencia
sirraple [185], si bien este último, desde un punto de vista práctico, ha sido abandona-
do en favor de las técnicas LR [73], dando lugar a los algoritmos de tipo LR(k) [3],
SLR(k) [43] y LALR(k) [44]. Como principal ventája, estos algoritmos presentan una
complejidad temporal lineal, C^(n), sobre la longitud n de la cadena de entrada [3]. Por
contra, como ya hemos indicado, sólo son aplicables a gramáticas deterministas por lo
que queda descartado el análisis de lenguajes generados por GICs ambiguas. Final-
mente, otra solución, paralela a los analizadores de tipo LR, es el análisis guiado por
la esquina izquierda, LC1 [118, 22, 135, 149]. Como principal diferencia con los algo-
ritmos basados en autómatas LR, la tabla del autómata se obtiene tras las compilación
de la componente predictiva del algoritmo de Earley.
En un segundo grupo podemos abordar los analizadores capaces de manejar gra-
máticas no deterministas. En una primera aproximación encontramos los analizadores
basados en el mecanismo de retroceso [3, 77] para el tratamiento de ambigiiedades.
A pesar de que ésta es una técnica sencilla de implementar, presenta una complejidad
temporal exponencial [3]. Como alternativa encontramos los algoritmos de análisis
que aplican la programación dinámica [23], entre los que destacamos los algoritmos
CYK [187, 69] y Earley [48, 47]. El algoritmo CYK original, desarrollado simul-
táneamente por Coke [60], Younger [187] y Kasami [69], presenta una complejidad
temporal cúbica, C)(n3), y aunque únicamente es válido para gramáticas en forma
^ En inglés, left-corner parsing.
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normal de Chomsky, posteriormente se han propuesto versiones que eliminan esta res-
tricción [49, 34]. Por su parte el algoritmo de Earley no impone restricciones sobre la
forma de la gramática. Al igual que el algoritmo CYK su complejidad es, en general,
C^(n3), sin embargo, a diferencia de éste, para gramáticas no ambiguas la complejidad
es C^(n2), y para aquellas en el que el conjunto de items que genera está acotado, C)(n).
La siguiente aproximación la constituye el empleo de APs. En [ 146, 145, 147] To-
mita presenta una evolución de los analizadores LR para el ca ŝo de las gramáticas no
deterministas, habitualmente conocido como análisis LR generalizado. Este algoritmo
aplica los conceptos de la programación dinámica mediante la construcción de un grafo
de pilas en el cual se comparten las partes comunes. El algoritmo original presenta pro-
blemas a la hora de tratar gramáticas cíclicas o con recursiones ocultas por la izquierda.
Además, la complejidad temporal es (^(np+l ), donde p es la longitud máxima de la
parte derecha de las producciones, lo cual implica que para conseguir una complejidad
O(n3), es necesario que la gramática esté en forma normal de Chomsky. Se han pro-
puesto varias mejoras del algoritmo original. Rekers [ 109] lo modifica para superar las
limitaciones sobre la recursividad y ciclicidad de las gramáticas, pero manteniendo la
complejidad temporal. Otros autores [97] optan por modificar la construcción del au-
tómata LR, aunque en este caso el tratamiento de gramáticas cíclicas es más complejo,
prefiréndose evitarlo. Otras aproximaciones similares a la de Tomita son los sistemas
SDF [61] y GL.R [109]. Por último, análogamente a los analizadores LR generalizados,
también existen versiones generalizadas de los algoritmos LC [89, 123, 86, 96].
Por su parte, Lang en [84] propone el uso de autómatas de pila no deterministas
como técniĉa para la implementación de analizadores independientes del contexto pa-
ralelos. La familia de analizadores obtenida es capaz de simular el comportamiento de
cualquier AP que analiza una GIC, con complejidad cúbica en el peor de los casos. Pa-
ra mejorar la eficiencia, se aplican técnicas de tabulación a los autómatas de pila [164].
Dichas técnicas se basan en el trabajo de De la Clergerie [179, 181] para su aplicación
a los compiladores de programas de cláusulas definidas.
2.1.1 Otras aproximaciones
Otra aproximación al problema del no determinismo consiste en la aplicación de mo-
delos estadísticos de los lenguajes a analizar. En una primera propuesta tenemos las
gramáticas independientes del contexto estocásticas [56, 140, 121, 78], donde se añade
una probabilidad a las producciones de la gramática. Los analizadores son modificados
de manera que únicamente se sigue la alternativa más probable. Otra aproximación, di-
rectamente relacionada, es aplicar el modelo estadístico sobre el control finito en el
caso de los autómatas LR [33], de forma que se eliminan los conflictos mediante la
elección de la alternativa más probable. Destacaremos dos inconvenientes en las so-
luciones basadas en modelos estadísticos. En primer lugar es necesario estimar los
parámetros del modelo para cada lenguaje en particular. Este requerimiento implica la
necesidad de disponer de un conjunto de entrenamiento compuesto por pares cadena de
entrada y análisis conecto. La obtención de dichos conjuntos es una tarea costosa en
tiempo y recursos, y sujeta a errores. Los modelos estimados no son 100% correctos.
A mayores de las GICs, los modelos estocásticos también han sido aplicados a otros
formalismos gramaticales, p.e. gramáticas de adjunción de árboles estocásticas [ 110,
2.2. ANÁLISIS DE GRAMÁTICAS DE CLÁUSULAS DEFINIDAS 9
124] o gramáticas basadas en unifccación estocásticas [27]. ^
2.2 Análisis de gramáticas de cláusulas definidas
El término gramática lógica se origina con los trabajos de Colmerauer [38]. Posterior-
mente Pereira y Warren presentan, dentro de las gramáticas lógicas, las GCDs [ 104]
como una alternativa a las redes de transición aumentadas. Debido a su estrecha re-
lación, el analizador propuesto se implementa directamente sobre el mecanismo de
resolución de PROLOG, estableciendo una correspondencia directa entre la gramática y
el programa de cláusulas definidas que conforma el analizador. En [ 104] encontramos
el siguiente ejemplo para la gramática:
sentence --^ noun_phrase, verb_phrase.
noun_phrase -^ determiner, noun, rel_clause.
noun_phrase -^ name.
verb_phrase ^ trans_verb, noun_phrase.
verb_phrase -^ intrans_verb.
rel_clause -3 [that], verb_phrase.
rel_clause -^ [ ].
determiner -> [every].
determiner -^ [a]. ^
noun ^ [man].
noun ^ [woman].
name -^ [john].
name -> [mary].
trans_verb ^ [loves].
intrans_verb -^ [lives]. '
Dicha gramática se traduce en el siguiente programa de cláusulas definidas:
sentence(SO,S) : - noun_phrase(SO,S1), verb_phrase(S1,S).
noun_phrase(SO,S) :- determiner(SO,S 1), noun(S 1,S2), rel_clause(S2,S).
noun_phrase(SO,S) : - name(SO,S).
verb_phrase(SO,S) : - trans_verb(SO,S1), noun_phrase(S1,S).
verb_phrase(SO,S) : - intrans_verb(SO,S).
rel_clause(SO,S) : - connects(SO,that,Sl), verb_phrase(S1,S).
rel_clause(S,S).
determiner(SO,S) : - connects(SO,every,S).
determiner(SO,S) : - connects(SO,a,S).
noun(SO,S) : - connects(SO,man,S).
noun(SO,S) : - connects(SO,woman,S).
name(SO,S) : - connects(SO,john,S).
name(SO,S) : - connects(SO,mary,S).
trans_verb(SO,S) : - connects(SO,loveŝ ,S).
intrans_verb(SO,S) : - connects(SO,Iives,S).
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La mayoría de intérpretes PROi.oG, realizan esta traducción de forma automática. Los
problemas de este tipo de analizadores son los propios del mecanismo de resolución
de PROLOG: falta de eficiencia reflejada en una complejidad temporal exponencial,
al igual que ocurría con los analizadores descendentes con retroceso para GICs, y no-
terminación, por la presencia de gramáticas cíclicas o recursivas. Este último problema
se ve amplificado al extender el concepto de categoría gramatical a un dominio posi-
blemente infinito.
Con respecto a las mejoras sobre el análisis de GCDs, podemos señalar parte de
aquellas aplicadas sobre los propios intérpretes PROLO^, como el uso de las técnicas
de programación dinámica [142, 18, 81, 181]. Otras mejoras se basan en considerar
las GCDs como un caso general de las GICs y adaptar los analizadores existentes para
éstas últimas. En [ 105], Pereira y Warren presentan una generalización del algorit-
mo de Earley conocida como deducción de Earley2. En este sentido, Tomita tam-
bién presenta en [ 145] una evolución del algoritmo LR generalizado para gramáticas
léxico- funcionales adaptable al caso de las GCDs. Como propuestas similares señala-
remos [49] para el caso del algoritmo de Earley o[33] para una versión del algoritmo
de Tomita.
Relacionado con las propuestas anteriores, el sistema SLR Inference de Rosen-
blueth y Peralta [ 116, 117], en lugar del procedimiento de prueba de PROLO^ emplea
un sistema de inferencia basado en los analizadores sintácticos de la familia LR. Si bien
este sistema de inferencia es aprópiado para cualquier tipo de programa lógico con mo-
dos fijos3, los propios autores indican que los mejores resultados se obtienen cuando se
aplica al análisis sintáctico de GCDs. Como principal inconveniente destacaremos que
la gramática debe estar en forma encadenada, es decir, las cláusulas deben tener uno
de los siguientes formatos:
ai (t, t'). ,var(t') C var(t)
ao(Xo^X,^) ^ bi(Xo^Xi)^ba(Xi^Xa)^...,bn^(Xn-i^Xn)•
Y el símbolo inicial debe ser de la forma: s(^, Z), donde ^ es un término instanciado.
Aunque los autores presentan una transformación análoga a la introducción de sím-
bolos de copia [ 183] en las gramáticas de atributos4 para la evaluación de atributos
heredados durante un análisis sintáctico ascendente, esta transformación se basa en el
modo de los argumentos de los predicados y, consecuentemente, no parece viable su
realización automática. A partir de la forma encadenada, se ignoran los argumentos
de los predicados, obteniendo el esgueleto independiente del contexto de la gramáti-
ca sobre la cual se construye en autómata de tipo LR. Por último, incorporando una
operación de unificación al intérprete del autómata, obtenemos el sistema de inferencia
final.
Una alternativa similar es el sistema AID [99]. En este caso, el entorno se basa
en la construcción de un autómata SLR(1) a partir del esqueleto independiente del
contexto de la gramática. Tanto en AID como en SLR Inference, el tratamiento del no
determinismo en los autómatas correspondientes se realiza mediante el mecanismo de
ZEn la terminologfa original, parsing deduction o Earley deduction.
3De1 inglés, fixed modes.
4Para más detalles sobre la relación entre las gramáticas de atributos y la programación lógica, ver [42].
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retroceso de PROLOG, con la consiguiente penalización sobre la complejidad temporal.
De la misma forma, también se han propuesto extensiones de los algoritmos LC al caso
de las GCDs [90, 96].
2.3 Otros aspectos
A continuación analizamos otros aspectos no tratados en las secciones anteriores y que
hemos considerado importantes en el desarrollo de analizadores sintácticos.
2.3.1 Análisis sintáctico como deducción
En [83] Lang plantea la necesidad de establecer un marco formal común para la defini-
ción de analizadores sintácticos. Al mismo tiempo, existe un gran interés por conocer
cómo derivar un algoritmo de análisis a partir de otro [97, 91, 132, 11, 8]. Tanto Sik-
kel [ 132) como Shieber et al. [ 131 J presentan dos marcos para la descripción a alto
nivel de algoritmos de análisis. Ambas propuestas son similares, si bien en [131] se
hace mayor hincapié en la metáfora del análisis sintáctico como un proceso deductivo.
El uso de estos marcos descriptivos.aporta varias ventajas cómo pueden ser: facilitar el
estudio de las relaciones existentes entre diferentes algoritmos, facilitar el prototipado
y desanollo de otros nuevos, o posibilitar la comparación de analizadores en términos
de eficiencia.
2.3.2 Programación dinámica y tabulación
La programación dinámica [23] se ha convertido en una técnica estándar en el tra-
tamiento de problemas con un alto grado de redundancia. Un ejemplo típico es la
función de Fibonacci: ^
fib(n+2) = fib(n+1) + fib(n)
fib(2) = fib(1) = 1
La definición recursiva que acabamos de presentar implica la invocacibn repetida de la
función para valores intermedios de n:
n
n° llamadas 1
4
1
3
2
2 1
3 5
En lugar de repetir dichos cálculos, mantendremos una tabla de objetos con las solucio-
nes intermedias. Esta técnica ha dado lugar a numerosos trabajos sobre su aplicación
a la programación lógica [141, 142, 18, 82, 81, 178, 179, 180, 181, 108] y al análisis
sintáctico [60, 187, 69, 47, 85, 83, 146, 147, 164, 21, 172, 8, 46, 94], entre otros.
Otros autores no aplican la programación dinámica en análisis sintáctico mediante
la construcción de una tabla de objetos, sino mediante un grafo etiquetado. Los nodos
representan los símbolos de la cadena de entrada, y los arcos constituyen los resulta-
dos intermedios de la misma forma que las entradas de la tabla. El algoritmo procede
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combinando arcos para dar lugar a otros nuevos. Los analizadores resultantes se sue-
len denominar analizadores sintácticos por grafos [70, 143, 139]. Estas mismas ideas
están presentes en el analizador del formalismo gramatical PATR [ 129]. El principal
problema, tal y como apuntan los propios autores, es la estrategia de control del algorit-
mo. Falcone et al. [50] proponen el uso de una agenda capaz de instrumentar diferentes
estrategias y Wirén [ 184], una versión modular de PATR independiente de la estrategia
de control.
2.3.3 Bosque de análisis
Un aspecto de crucial importancia en el análisis sintáctico no determinista de GICs es la
construcción del bosque de análisis como resultado. Por motivos de eficiencia y mejora
de la complejidad espacial es deseable emplear algún tipo de estructura que permita
compartir las partes comunes [25] del bosque. Dicha estructura puede ser un grafo Y/O,
lo que nos permite resolver el problema de la compartición de la cola en una lista de
nodos hijos [165], y su extensión a otros formalismos gramaticales [82, 81]. Asimismo,
otro aspecto tratado en [ 165] es la relación entre la compartición de estructuras en
el bosque de análisis y la compartición de cálculos durante el análisis debidos a la
aplicación de técnicas de tabulación.
2.4 Análisis robusto
Podemos considerar que un sistema informático es robusto si es capaz de recuperarse
ante condiciones imprevistas. Aplicada al análisis sintáctico, esta característica es muy
importante en algunos sistemas, especialmente en el procesamiento del lenguaje natu-
ral, donde es necesario obtener un análisis incluso cuando las cadenas de entrada no
pertenecen al lenguaje generado por la gramática. En este sentido podemos distinguir
entre cadenas que realmente no pertenecen al lenguaje y cadenas que no son reconoci-
das por la gramática. En el primer caso, el error está en la propia cadena de entrada y
en el segundo en la gramática.
A la hora de robustecer los analizadores sintáctico encontramos varias aproxi-
maciones. Algunos autores optan por modificar un algoritmo de análisis existen-
te [ 130, 145, 85], emplear modelos estadísticos [58], o desarrollar analizadores cen-
trados a este tipo de situación [1, 2]. Otra aproximación posible consiste en añadir al
analizador la capacidad de corregir los errores de la cadena de entrada [152, 153].
SEn terminologfa anglosajona, chart parsers.
CAPÍTULO 3
GENERALIDADES DEL ANÁLIS IS
S INTÁCTICO
El objeto de este capítulo es introducir conceptos y definiciones que serán empleados
con profusión en el resto de la memoria, así como algunos algoritmos de análisis cuyo
conocimiento previo se ha considerado esencial para la comprensión posterior de los
contenidos expuestos.
3v1 Conceptos previos
En esta sección se desarrollan los conceptos y definiciones a los que se recurre constan-
temente en el estudio del ^análisis sintáctico. A mayores, la exposición de los mismos
resulta interesante puesto que establece la notación que se usará en los siguientes capí-
tulos.
3.1.1 Lenguajes y gramáticas ,
El concepto de análisis sintáctico no se entiende si no es ligado a los de lenguaje y
gramática. Para llegar a ellos, necesitamos en primer lugar la noción de alfabeto. Con-
sideraremos que un alfabeto es un conjunto de símbolos y una cadena sobre un alfabeto,
cualquier secuencia de cero o más símbolos del alfabeto. Por ejemplo, cualquier núme-
ro binario es una cadena sobre el alfabeto {0,1}. En el caso de que la cadena contenga
cero símbolos, la representaremos como ^ y nos referiremos a ella como cadena vacía.
De manera informal definiremos un lenguaje sobre un alfabeto E como un conjunto de
cadenas sobre E.
Esta definición es suficientemente general como para englobar cualquier tipo de
lenguaje que deseemos tratar. En particular destacaremos el lenguaje natural, término
con el que nos referiremos a los lenguajes de comunicación humana, que destacan
por su complejidad tanto de definición como de tratamiento computacional. Nótese,
también, que cuando nos referimos a este tipo de lenguaje con frecuencia preferiremos
los términos letra o carácter en lugar de símbolo, y frase o palabra en lugar de cadena.
Una vez introducido el concepto, la siguiente cuestión que se plantea de forma lógi-
ca es cómo se representa un lenguaje. Siguiendo con el ejemplo anterior, podemos decir
que el lenguaje de los números binarios es cualquier cadena sobre el alfabeto {0,1},
ó L6 ={ X+ ^ X E { 0,1 }}. Por otro lado, si el lenguaje que queremos representar
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consta de un número limitado, y convenientemente reducido, de cadenas, nos bastaría
simplemente con enumerarlas todas. Sin embargo, ^qué ocurre con los lenguajes de
programación o los lenguajes naturales, cuyo número de cadenas es posiblemente in-
finito? En este caso es conveniente describir el lenguaje mediante algún mecanismo
que lo genere. Este formalismo descriptivo ha de tener, además, un tamaño finito. Los
generadores de lenguajes son las gramáticas.
DEFINIC16N 3.1 (gramática)
Una gramática es una 4-tupla G=(N, E, P, S), donde:
• E es el alfabeto finito de la gramática o conjunto finito de símbolos terminales,
o palabras, o categorías léxicas
• N es un conjunto finito de símbolos no terminales, o variables, o categorías
sintácticas, N fl E= Q!
• P es un subconjuntofinito de (N U E) * N(N U E) * x(N U E) * a cuyos elementos
denominaremos producciones, reglas, o reglas de producción
• S E N es el símbolo inicial, o axioma de la gramática
En lo sucesivo, para unificar criterios y facilitar la lectura, utilizaremos las siguientes
convenciones en la representación de los elementos de una gramática:
• V= N U E, es el conjunto total de símbolos.
• a, b, c, ... E E, son símbolos terminales.
• A, B, C, ... E N, símbolos no terminales.
• X, Y, Z, ... E V, símbolos arbitrarios, terminales y no.terminales.
• u, v, w, ... E E*, cadenas de terminales.
• ul..n, una cadena u E E* de longitud r^.
• ui:^, la subcadena de ul,.n E E* gue va del carácter en la posición i al carácter
en la posición j.
• ui, el carácter de u E E* en la posición i.
• a, Q, ry, ... E V*, cadenas arbitrarias de símbolos terminales y no terminales.
• e, la cadena vacía.
El símbolo inicial, S, es un símbolo distinguido de entre el conjunto de símbolos no
terminales. Frecuentemente se prefiere representar las producciones (a, ,Q) E P como
a-^ ,Q E P. Señalaremos como caso particular las producciones-e en las que la
parte derecha está vacía, a^ e. q
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Grosso modo, las cadenas del lenguaje se construyen partiendo del símbolo inicial,
siendo las producciones las encargadas de describir cómo. Empleando las reglas de
producción de la gramática, podemos generar distintas secuencias de símbolos termi-
nales y no terminales a partir del símbolo inicial. Llamaremos formas sentenciales a
estas secuencias.
DEF[NICIÓN 3.2 (forma sentencial)
Sea ç=(N, E, P, S) una gramática, entonces:
1. S es una forma sentencial.
2. Si a,úry es una forma sentencial y/3 ^ S E P, entonces a^ry también es una
forma sentencial. q
Resulta conveniente considerar una clase especial de forma sentencial, aquella en
la que únicamente existen símbolos terminales. Este tipo de formas gramaticales per-
tenecen al conjunto de cadenas definidas sobre el alfabeto de la gramática.
DEFINIC16N 3.3 (frase)
Dada una gramática G=(N, E, P, S), denominaremos frase generada por una gra-
mática a cualquier forma sentencial que únicamente contenga símbolos terminales. D
A partir de la definición de forma sentencial podemos extraer el significado intui-
tivo de las producciones. Dada una cadena de símbolos y una producción, podemos
reemplazar o reescribir el símbolo o símbolos que encajan con la parte izquierda de la
producción por la parte derecha de la misma.
EJEMPLO 3.1
Consideremos la gramática definida por las producciones:
(1) S^OA1
(2) OA--^OOA1
(3) A --> ^
Partiendo del axioma S, usaremos las producciones para realizar las siguientes rees-
crituras:
Formal sentencial Regla aplicada
S
OA1 (1)
OOA11 (2)
OOOA111 (2)
000111 (3) n
A continuación definiremos la aplicacibn de producciones en C descrita en el ejem-
plo anterior como una relación ^ sobre (N U E)*, aunque siempre que no exista con-
fusión posible, usaremos la notación ^.
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DEFINIC16N 3.4 (derivación directa)
Sea ç=(N, E, P, S) una gramática, definimos una derivación directa o derivación
en un solo paso, ^, como sigue: si aQry E (N U E)* y,Q -^ S E P, entonces
a,Qry ^ a^ry. O
El concepto de derivación directa se extiende de forma natural mediante los cierres
transitivo y reflexivo.
DEFINIC161v 3.5 (derivación indirecta)
Sea C^ _(N, E, P, S) una gramática, diremos que a,Qry deriva indirectamente abry si
y sólo si:
•^^^1 ç a2 ... ^ ón ^ b, que notaremos a,Qry ^ aóry, o bien
•,Q = S ó a,Qry ^ aóry, que notaremos a,Qry ^ abry
En caso de conocer el número exacto, k, de derivaciones directas, también se usará la
notación a,Qry ^ aSry, q
^
Nos referiremos a una secuencia de k derivaciones en un solo paso, ao ^•••^
ak, como una derivación de longitud k o derivación en k pasos. Nótese que las formas
sentenciales son aquellas que podemos derivar a partir del símbolo inicial de la gramá-
tica, y que el conjunto de todas las frases generadas por una gramática forma a su vez
un lenguaje sobre el alfabeto de la gramática.
DEFINICIÓN 3.6 (lenguaje generado por una gramática)
Sea ç=(N, E, P, S) una gramática, el lenguaje generado por la gramática, es el
conjunto L(ç) _{w^w E E*, S^ w}. : q
En general, cuanto más complejas sean las producciones, más complejo podrá ser
el lenguaje generado. Precisamente, en un intento de clasificar los lenguajes en función
de las gramáticas que los generan, Chomsky [36] propuso una jerarquía estructurada
en cuatro clases.
Jerarquía de Chomsky
Como hemos dicho, a finales de los 50, Chomsky [36] propone una jerárquía en la
que se clasifican las gramáticas formales y sus lenguajes asociados. Cada nivel de la
jerarquía incluye los lenguajes del nivel anterior. Como se describe a continuación, la
diferencia estriba en la forma de sus producciones:
• Gramáticas regulares. En este caso, las producciones obligatoriamente son de la
forma: A--> ^ ó A-> ^B. Este tipo de producciones nos asegura que las formas
sentenciales contendrán a lo sumo un único símbolo no terminal. Los lenguajes
que pueden ser generados por este tipo de gramáticas se denominan lenguajes
regulares.
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• Gramáticas independientes del contexto (GICs). Las producciones forzosamente
tienen un único símbolo, no terminal, en la parte izquierda: A^ Q. De esta
forma, a la hora de realizar un paso de derivación directo, es posible decidir qué
símbolo no terminal queremos reescribir independientemente del contexto que
lo rodea. Los lenguajes que pueden ser generados por este tipo de gramáticas se
denominan lenguajes independientes del contexto (LICs).
• Gramáticas dependientes del contexto. La parte izquierda de las producciones
pueden contener cualquier combinación de símbolos terminales y no terminales,
siempre y cuando sea de longitud menor o igual que la parte derecha. De esta
forma aseguramos que al aplicar una derivación sobre una forma sentencial ob-
tendremos otra forma sentencial de igual o mayor longitud, nunca menor. Las
producciones siguen el patrón a^ Q, ^a^ < ^^3^, siendo ^a) la longitud de a,
esto es, el número de símbolos en a. Los lenguajes que pueden ser generados
por este tipo de gramáticas se denominan lenguajes sensibles al contexto.
• Gramáticas con estructura de frase. No existe ninguna restricción sobre las pro-
ducciones. Los lenguajes que pueden ser generados por este tipo de gramáticas
se denominan lenguajes recursivamente enumerables.
3.1.2 Gramáticas independientes del contexto
Debido a su menor complejidad, los lenguajes regulares e independientes del contexto
han sido ampliamente estudiados y empleados en la práctica, de ahí el interés en el
estudio y formalización de los mismos.
EJEMPLO'3.2
Introduciremos una GIC gue describe el lenguaje de las expresiones aritméticas, ex-
presado por las reglas: ^
S -^ S+S
s-^s*s
S -^ (S)
S --^ a
Con objeto de simplificar la exposición, se han sustituido los números por el terminal
"a ". La dos primeras producciones indican gue una expresión aritmética puede es-
cribirse como una suma de dos expresiones aritméticas, o, respectivamente, como una
multiplicación. La tercera producción representa la reescritura como una expresión
entre paréntesis y la última como un número. A continuación mostramos para esta
gramática la derivación S^ 2* 3+ 4, descompuesta en S derivaciones directas:
S^ S+S ^ S*S+S ^ 2*S+S ^ 2*3+S ^ 2*3+4 n
Es frecuente que las gramáticas presenten varias producciones con la misma parte
izquierda A--^ cxl, ... A ^ cxn, a las que nos referiremos como alternativas de A, y
opcionalmente representaremos como A-^ ai ^... ^an
18 CAPÍTULO 3. GENERALIDADES DEL ANÁLISIS SINTÁCTICO
EJEMPLO 3.3 ^
Opcionalmente podemos representar la gramática del ejemplo 3.2 como:
S--^S+S^S*S^(S)^a n
En lo que respecta a las derivaciones resulta conveniente, tal y como veremos, reali-
zar las mismas siguiendo siempre un mismo criterio direccional, para lo que definimos
las derivaciones por la derecha, o por la izquierda.
DEFINICIÓN 3.7 (derivación directa por la derecha (resp. por la izquierda))
Dada una gramática C=(N, E, P, S) y una derivación directa aA,Q ^ ary,Q, diremos
gue se trata de una derivación directa por la derecha, (resp. derivación directa por la
izquierda) si y sólo si:
• A-^ry EP
•/.3 E E* (resp. a E E*)
Y emplearemos la notación ^,.,,,, (resp. ^^„z). De las dos, escogeremos como deriva-
ción canónica la derivación por la derecha, de forma que siempre que no se indique lo
contrario, consideraremos que una derivación es canónica. q
De forma análoga a como extendíamos los derivaciones directas a derivaciones
indirectas, haremos lo mismo para las derivaciones indirectas por la derecha en 1 ó
más pasos, ^,.,,^,; en 0 ó más pasos, ^,.,,Z; y en k pasos ^,.,,^, repitiendo el proceso
para las derivaciones indirectas por la izquierda, ^^,n, ^^,n, ^t,n.
EJEMPLO 3.4
Continuando con la gramática del ejemplo 3.2 realizamos dos derivaciones, por la
derecha y por la izquierda: ^
S ^^„b (,5) ^^„a (S + S') ^i,,,, (a + S') ^^„L (a + a)
S ^rm (S) ^rm (S + S) ^rm (S + a) ^rm (a + a) n
Tal y como muestra el ejemplo anterior, para una misma forma sentencial es pro-
bable que la derivación por la derecha sea diferente de la derivación por la izquierda,
aún involucrando a las mismas producciones. De ahí la necesidad de considerar el
concepto de derivación canónica, asegurando una correcta definición del concepto de
ambigiiedad gramatical.
DEFINIC16N 3.8 (gramática ambigua)
Diremos que una gramática G=(N, E, P, S) es una gramática ambigua si y sólo si
^^ E L(^) tal que hay al menos dos derivaciones canónicas S^^ distintas. q
Esta noción de ambigiiedad se extiende de forma natural a los lenguajes.
DEFINICIÓN 3.9 (lenguaje ambiguo)
Diremos que un lenguaje L no es ambiguo si y sólo si existe una gramática ç no am-
bigua tal que L(G) = L. En caso contrario diremos que L es un lenguaje ambiguo. q
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Por definición, el hecho de que un lenguaje sea ambiguo implica que todas las
gramáticas que lo generan lo han de ser. Sin embargo, lo contrario no es cierto. Es
posible escribir gramáticas ambiguas para generar lenguajes no ambiguos.
EJEMPLO 3.5
La gramática de las expresiones aritméticas del ejemplo 3.2 es ambigua puesto que la
cadena "2 -}- 3 * 4" tiene dos derivaciones canónicas distintas:
S^ S+S ^ S+S*S ^ S+S*4 ^ S+3*4 ^ 2+3*4
S^S*S^S*4^S+S*4^S+3*4^2+3*4
Sin embargo, el lenguaje de las expresiones aritméticas no es ambiguo puesto que es
posible definir una gramática no ambigua que lo genere. Dicha gramática puede ser
la dada por las reglas siguientes:
E-->E+T E^T
T--> T* F T--^ F
F-^(E) F^a
En esta gramática, por ejemplo, la única derivación canónica posible para obtener la
cadena "2 + 3 * 4 " es:
E^E+T ^E+T*F^E+T*4^E+F*4^
^ E+3*4^ T+3*4^ F+3*4^ 2+3*4 n
Hasta el momento hemos representado las derivaciones, tal y como han sido defi-
nidas, como una secuencia de derivaciones directas. Alternativamente, podemos optar
por compactar estas secuencias en árboles de derivación.
DEF^1v^C^ó1v 3.10 (árbol de derivación) ^
Dada una GIC G=(N, E, P, S), un árbol de derivación es un árbol D ordenado y
etiquetado si y sólo si:
1. Si X es una etiqueta de un nodo, entonces X E E U N.
2. Si D es un nodo etiguetado con un símbolo no terminal A, y sus hijos son, or-
denados de izguierda a derecha, Xl ••• Xn, entonces A--> Xl ••• Xn es una
producción de la gramática. q
Tal y como indica la definición, los nodos de los árboles de derivación están etique-
tados con los símbolos de la gramática, y los subárboles compuestos por un nodo y sus
descendientes inmediatos ordenados de izquierda a derecha forman una producción de
la gramática. El tipo de derivación aplicada determina un recorrido determinado del
árbol. Así uná derivación por la derecha (resp. por la izquierda) se corresponden con
un recorrido de derecha a izquierda (resp. de izquierda a derecha).
EJEMPLO 3.(
Las derivaciones por la derecha e izquierda del ejemplo 3.4 quedan representadas por
el árbol de la figura 3.1. ^
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S
T
c^^>
a a
Figura 3.1: Ejemplo de árbol de derivación
Puesto que el recorrido de derecha a izquierda (o de izquierda a derecha) de un árbol
es único, cada derivación canónica se corresponderá con un único árbol de derivación,
y viceversa. Así, en presencia de gramáticas ambiguas es posible construir árboles de
derivación distintos cuyas fronteras sean idénticas.
EJEMPLO 3.7
La figura 3.2 muestra dós árboles de derivación con idéntica frontera. Dichos árboles
se corresponden con las derivaciones canónicas del ejemplo 3.5. ^
S S
T T
S + S S ' S
^ T T ^
a S * S S + S a
^ ^ ^ ^
a a a a
Figura 3.2: Árboles de derivación y ambigiiedad
En el caso en que representemos varios árboles de derivación, nos referiremos al
conjunto como bosque de derivación. Frecuentemente los árboles implicandos tendrán
subárboles comunes, por lo que resulta conveniente compartir dichas partes represen-
tando el bosque como un grafo Y/O al que denominaremos bosque Y/O.
EJEMPLO 3.S
La figura 3.3 muestra un bosque Y/O para las derivaciones:
S^NF^Nf ^ABf ^Abf ^aabf
S^NF^Nf ^CDf ^Cabf ^aabf ^
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or S - S
/\
in
a a b f
,
.
^ ^
A B C D
/ \ I I / \
a a b a a b f
Figura 3.3: Bosque Y/O de análisis
Del hecho de que un árbol de derivación represente una derivación sobre la gramá-
tica se sigue inmediatamente que, para cualquier árbol cuya raíz sea el símbolo inicial,
su frontera constituye una forma sentencial de la gramática.
DEFINIC16N 3.11(árbol de análisis)
Dada una GIC ç=(N, E, P, S) diremos que un árbol de derivación es un árbol de
análisis si y sólo si:
• La etiqueta de la raíz es S.
• La frontera del árbol es w E L(G). ^
Una vez llegados a este punto necesitaremos un mecanismo, viable desde el pun-
to de vista computacional, que establezca la gramaticalidad de una oración, es decir,
que reconozca si la oración o cadena de entrada pertenece al lenguaje generado por la
gramática.
3.1.3 El problema del análisis sintáctico
El problema del análisis sintáctico consiste en diseñar un algoritmo tal que dadas una
gramática y una frase de entrada cualesquiera, compruebe si dicha frase pertenece al
lenguaje generado por la gramática y, en caso afirmativo, genere una representación
sintáctica apropiada. Estos algoritmos se conocen como analizadores sintácticos. El
análisis sintáctico incluye el problema del reconocimiento sintáctico que hace referen-
cia al desarrollo de reconocedores sintácticos. A diferencia de los analizadores, éstos
se limitan a determinar si la frase de entrada pertenece o no al lenguaje generado por
la gramática, sin generación de estructuras sintácticas de salida.
Una vez definido cuál es el cometido de los analizadores y reconocedores sintácti-
cos, resta por concretar cuál es el resultado que debe proporcionaz. En lo que respecta
a los reconocedores, es suficiente con una respuesta del tipo la frase de entrada per-
tenece o la frase de entrada no pertenece al lenguaje generado por la gramática. Sin
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embargo, decíamos que un analizador debe, a mayores, proporcionar una representa-
ción sintáctica apropiada. Esta representación debe indicar la secuencia de reglas que
debemos aplicar para construir una derivación de la frase de entrada a partir del símbo-
lo inicial de la gramática. Como hemos comentado, una forma habitual de realizar esta
representación es mediante un árbol de análisis.
Figura 3.4: Árboles de derivación en espacio de estados
EI problema del análisis sintáctico descrito es asimilable al problema de la búsque-
da en un espacio del estados [98]. En eŝte caso, los estados intermedios se corresponden
con distintos árboles de derivación, mientras que los estados objetivo serán los árboles
de análisis. La figura 3.4 muestra parte del espacio de estados para la versión de la gra-
mática de las expresiones aritméticas dada en el ejemplo 3.5 El proceso de búsqueda
es no determinista debido a: ^
• En la frontera de cada árbol de derivación pueden existir varios símbolos no
terminales cuyos nodos hemos de expandir. Este problema es análogo al que nos
llevó a definir las derivaciones por la derecha e izquierda, y las derivaciones
canónicas. De la misma forma los diferentes algoritmos de análisis definen un
orden sistemático para la expansión de los nodos en un árbol de derivación.
A este respecto podemos señalar dos modos básicos de funcionamiento, as-
cendente y descendente. El primero aplica de forma sistemática el concepto de
derivación por la derecha, construyendo el árbol de análisis desde la raíz ha-
cia las hojas, mientras que el segundo emplea únicamente las derivaciones por
la izquierda, actuando en sentido contrario. Como veremos más adelante, exis-
ten algoritmos descendentes puros y algoritmos ascendentes puros, aunque en la
práctica es frecuente recurrir a estrategias mixtas que combinan ambos métodos
de análisis.
• La existencia de alternativas para un símbolo no terminal A, inclusive en gramá-
ticas no ambiguas. Cualquiera de las alternativas se puede emplear en la expan-
sión de los nodos etiquetados A, dando lugar a derivaciones distintas. En el caso
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de las gramáticas no ambiguas, a lo sumo sólo una de estas ramas de derivación
dará lugar a un árbol de análisis.
Algunas de las aproximaciones más populares descritas para enfrentarse a este
problema son la búsqueda en anchura explorando todas las alternativas simultá-
neamente, y la búsqueda en profundidad, escogiendo siempre una única alterna-
tiva. La búsqueda en anchura presenta la ventaja de dar siempre con la solución,
si esta existe, pero en su contra está la explosión combinatoria del número de
estados a visitar lo que la hace poco atractiva desde el punto de vista compu-
tacional. Por su parte la búsqueda en profundidad tiene a su favor un consumo
reducido de recursos computacionales, en contra está el hecho de que seleccio-
nar la alternativa incorrecta provoca que no se encuentre la solución, lo que a
su vez provoca que en la práctica se combine con un mecanismo de retroceso,
dando lugar a los problemas que veremos a continuación. La figura 3.5 esque-
matiza ambos métodos de búsqueda. En la práctica se optará por soluciones que
combinen ambas aproximaciones.
anchura profundidad
Figura 3.5: Búsqueda en anchura ys. en profundidad
A mayores del problema del no determinismó, se presenta el problema de la am-
bigiiedad de las gramáticas y lenguajes. Dicha ambigiiedad implica que pueden existir
análisis diferentes para una misma cadena de entrada, lo cual se traduce en diferentes
árboles de análisis tal y como veíamos en el ejemplo 3.7. Así pues, el desafío planteado
es encontrar todos los análisis posibles y representarlos.
Un tercer problema relacionado con la ambigiiedad de las gramáticas y el no deter-
minismo del proceso de análisis es la recursividad de las gramáticas.
DEF^1v^C^ó1v 3.12 ( recursividad)
Sea A un símbolo no terminal en una GIC ç=(N, E, P, S), diremos que es recursivo
si y sólo si A^ aA,Q. En particular:
• Si a = ^, entonces diremos que A es recursivo por la izquierda.
• Si ,Q = ^, entonces diremos que A es recursivo por la derecha.
Diremos que una gramática C=(N, E, P, S) con al menos un no terminal recursivo
por la izquierda (resp. derecha) es recursiva por la izquierda (resp. derecha). O
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Las gramáticas recursivas pueden provocar la no-terminación del proceso de aná-
lisis. Veamos, por ejemplo, la siguiente situación: el nodo a expandir está etiquetado
con A, empleamos una regla del tipo A--^ Aa, que genera una recursividad por la
izquierda, y sistemáticamente empleamos el recorrido en preorden para seleccionar el
siguiente nodo a expandir. El resultado es que de nuevo el nodo a expandir está etique-
tado con A y se repite el proceso. La siguiente derivación ilustra esta idea:
aAry ^ aA/3ry ^ aAA/3ry ^ ...
DEFINICIÓN 3.13 (C1C1o)
Dada una gramática recursiva C=(N, E, P, S), diremos que tiene ciclos si existe al-
guna derivación A^ A. Llamaremos a las derivaciones A^ A ciclos o derivaciones
cíclicas ^
En el caso particular de las gramáticas con ciclos, a los problemas de no-termina-
ción se suma el problema de que para una cadena de entrada pueden existir infinitas
derivaciones distintas.
EJEMPLO 3.9
Tomaremos como ejemplo de gramática con ciclos la siguiente gramática de los pa-
réntesis bien balanceados:
S -^ SS
S -^ (S)
S->e
Encadenando la primera y, a continuación, la última de las producciones podemos
construir una derivación de longitud infinita: ,
s^ss^s^ss^s...
.
Como vemos en el ejemplo, al hablar de infinitas derivaciones distintas, también es-
tamos hablando de derivaciones canónicas, lo que significa infinitos árboles de análisis
distintos para una misma cadena de entrada. En la derivación de una frase, todo ciclo
implica una ambigiiedad en la gramática, siendo una alternativa continuar el ciclo y la/s
otra/s avanzar en el proceso de análisis. Al igual que hicimos al tratar las ambigiieda-
des, preferiremos una representación compactada en un único bosque Y/O. Nótese que
a diferencia del caso anterior, ahora en el nodo O una de las alternativas volverá sobre
alguno de sus ancestros, en cuyo caso indicaremos el sentido del recorrido del bosque.
Nótese también que en este caso no estamos tratando un árbol en sentido estricto, sino
un grafo cíclico.
EJEMPLO 3.10 -.
La figura 3.6 muestra el bosque de análisiŝ Y/O con ciclos correspondiente a la deri-
vación del ejemplo 3.9. n
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,
,^^ , .
^ ^ .
Figura 3.6: Bosque Y/O con ciclos
Formas normalizadas
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Para poder realizar su labor, algunos algoritmos de análisis necesitan que la gramática
sobre la que trabajan tenga una forma especial, fundamentalmente con el objeto de me-
jorar las prestaciones computacionales y facilitar la demostración de propiedades [187].
En concreto, nos fijaremos en la formal normal de Chomsky.
DEFINIC16N 3.14 (forma normal de Chomsky)
Diremos que una GIC G^_ (N, E, P, S) está en forma normal de Chomsky si y sólo si
toda producción es de la forma: ^
• A-^BC,ó
• A--^a ^
Una de las propiedades más interesantes de la forma normal de Chomsky es que
para cualquier GIC existe una gramática en forma normal de Chomsky que genera el
mismo lenguaje. '
Teorema 3.1
Sea C una GIC arbitraria, entonces ^G' GIC en forma normal de Chomsky, tal que
L(ç) = L(ç').
Demostración:
El lector interesado puede encontrala en (3]. ^
A continuación ilustramos el resultado anterior mediante un ejemplo.
EJEMPLO 3.11
Volviendo a la gramática del ejemplo 3.2, podemos transformarla en otra gramática,
gue genera el mismo lenguaje, y que está en forma normal de Chomsky. El conjunto
de reglas vendría dado por:
S^ S Sl S-^ S S3 S^ S5 S6 S--^ a
Sl -ŝ S2 S Sg --> S4 S S5 -^ (
S2 ^-i- S4 -ŝ * Sg -> S S7
S? ^) n
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Por otra parte, para facilitar la realización de los analizadores se suelen considerar
gramáticas aumentadas.
DEFINIC16N 3.15 (gramática aumentada)
Dada una ^gramática C^ _(N, E, P, S), decimos que ^a = (Na, Ea, Pa, Sa) es su
correspondiente gramática aumentada si verifica las condiciones siguientes:
• Na=NUS', S'^N
• EQ=E
• Pa=PU {S'^S}
• Sa=S' q
Una gramática aumentada es básicamente la gramática original a la que se ha aña-
dido un nuevo símbolo inicial S' y una produccibn inicial S' -^ S. De esta forma se
facilita la detección del final del proceso de análisis, ya que éste se corresponde, sin
duda, con el reconocimiento de S', una categoría sintáctica que aparece una única vez
en el conjunto de reglas, y en una sola localización. Habitualmente, también se consi-
dera un nuevo símbolo, $, que se sitúa al final de la cadena de entrada para marcar su
finalización.
DEFINICIÓN 3.16 (símbolo de ñn de cadena)
Sea G=(N, E, P, S) una GIC, llamaremos símbolo de fin de cadena a un símbolo $,
$¢ E U N que situaremos al final de cualquier cadena de entrada. O
El cometido del símbolo de fin de cadena es esencialmente facilitar la detección del
final de la misma.
3.2 Algoritmos básicos de análisis sintiáctico
Esta sección está dedicada a la descripción de algoritmos de análisis sintáctico cuyo
conocimiento se ha considerado esencial bien sea en razón a su simplicidad, o bien
porque el paso del tiempo les ha otorgado la categoría de clásicos. En cualquier ca-
so, a estos motivos hemos de añadir que dichos algoritmos se emplearán en capítulos
posteriores para ilustrar las ideas, conceptos y técnicas descritas.
3.2.1 Una clasificación simple
Podemos clasificar los algoritmos de análisis en diversos grupos atendiendo a diversos
criterios. Señalaremos dos de estas clasificaciones establecidas en función de caracte-
rísticas sobre las que trabajaremos más adelante. La primera clasificación atiende a la
estrategia de tratamiento del no determinismo:
Basados en retroceso. En este caso, el no determinismo se. simula mediante un me-
canismo de retroceso [3, 98, 99, 77]. Una vez llegados a un punto en que es
necesario explorar varias alternativas, se escoge únicamente una, continuándo el
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análisis. Si en algún momento no es posible llegar a la solución, se retrocede
hasta el último punto de no determinismo y se escoge una alternativa diferente,
continuando el proceso. Desde el punto de vista computacional el mecanismo
de retroceso permite evitaz el mantenimiento de varios análisis simultáneos, por
lo que la pazte correspondiente a las alternativas exploradas con anterioridad
pueden ser eliminadas. Por contra, esta estrategia presenta una serie de inconve-
nientes entre los que destacamos:
• La repetición de cálculos. Los cálculos realizados tras la elección de una
alternativa, sobre la que posteriormente se realiza un retroceso, se pierden.
Como consecuencia, en caso de que sean necesazios en la siguiente alter-
nativa, se han de calcular de nuevo.
• Realización de cálculos innecesarios. La elección incorrecta de alternativas
provoca la realización de cálculos que no contribuyen a la solución.
• Dificultad para localizar todas las soluciones existentes. Cuando existen
vazios análisis diferentes debidos a la ambigiiedad de la gramática, pue-
de ser deseable calcularlos todos. En este caso se hace necesario forzar
el retroceso por cada solución encontrada con lo que se agravan los dos
problemas anteriores.
• Dificultad paza trataz gramáticas cíclicas. El análisis de cierto tipo de es-
tructuras cíclicas involucra el análisis simultáneo de varias alternativas, as-
pecto éste contrario al mecanismo de retroceso.
Basados en programación dinámica. Mediante técnicas de programación dinámica
[23, 179, 181, 48, 187, 69] se almacenan los cálculos intermedios de manera que
ño sea necesario repetirlos. Esta cazacterística permite compaztir cálculos incluso
entre los diferentes análisis derivados del no determinismo, solucionando parte
de los problemas expuestos en el grupo de al ĝoritmos previo.
En una segunda clasificación consideraremos la dependencia de los algoritmos en la
estructura gramatical durante el proceso de análisis sintáctico:
Guiados por la gramática. La elección de alternativas se realiza examinando direc-
tamente las reglas de la gramática.
Guiados por control finito. Como característica innovadora respecto a los algoritmos
anteriores, existe una fase de pre-procesamiento previa a cualquier análisis. Du-
rante ésta, se examina la gramática construyendo un mecanismo de control. Di-
cho mecanismo se encargará de la elección de alternativas, evitando en la medida
de lo posible la exploración de aquellas que resulten infructuosas paza el proceso
de análisis.
En una última clasificación, emplearemos como criterio la orientación en el proceso
de reconocimiento y construcción sintáctica. Aquí podemos considerar tres orientacio-
nes básicas [3, 59]: ascendente, descendente o estrategias de tipo mixto.
Señalar, además, que existen algoritmos que no se corresponden de forma estricta
con algunas de las clases enumeradas.
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3.2.2 Un algoritmo descendente interpretado con retroceso
Estos analizadores reciben su nombre por la forma en que construyen el árbol de aná-
lisis, desde la raíz hacia las hojas. Para acortaz la exposición nos referiremos al nodo
que debemos expandir en cada paso como el nodo activo, y al símbolo que lo etique-
ta como el símbolo a analizaz. La idea es que el prefijo de símbolos terminales de la
frontera del árbol de análisis coincida en todo momento con algún prefijo de la cadena
de entrada. Esto se consigue escogiendo siempre como siguiente nodo activo el nodo
hoja más a la izquierda. Para llevaz cuenta del prefijo de la cadena de análisis que ya
ha sido reconocido usaremos un puntero de entrada.
Informalmentel, el algoritmo descendente procede de la siguiente manera. Parti-
mos de un árbol de derivación que únicamente contiene un nodo activo, etiquetado con
el metasímbolo de la gramática y situamos el puntero de entrada al comienzo de la
cadena a analizar. A continuación se aplican de forma iterativa los siguientes pasos:
1. Si el nodo activo está etiquetado con el no terminal A, escogemos la primera
alternativa A -^ X 1..X,^ . Añadimos k nodos descendientes directos de A y los
etiquetamos Xl, X2, ..., X^. Si k > 0, entonces Xl pasa a ser el nodo activo.
Si k = 0, el nodo inmediatamente a la derecha de A pasa a ser el nodo activo.
2. Si el nodo activo está etiquetado con el terminal a, entonces se compaza con el
símbolo indicado por el puntero de entrada. Si coinciden, el nodo activo pasa
a ser el nodo inmediatamente a la derecha del actual y se avanza el puntero de
entrada. En caso contrario, se deshacen los pasos anteriores, retrocediendo hasta
llegar a un punto en que habíamos seleccionado una alternativa para la expansión
de un nodo etiquetado A. Seleccionamos otra alternativa diferente y continuamos
el proceso. Si no existen más alternativas continuamos el retroceso.
El análisis termina cuando se da alguna de las siguientes condiciones:
1. El puntero alcanza el final de la cadena de entrada y no hay más nodos acti-
vos. En este caso la cadena de entrada ha sido reconocida como perteneciente al
lenguaje generado por la gramática.
2. Llegamos a un punto en que el retroceso no es posible. En este caso, la cadena
de entrada no pertenece al lenguaje generado por la gramática.
EJEMPLO 3.12
En este ejemplo usaremos el algoritmo descrito, junto con la gramática del ejemplo 3.2
para analizar la cadena de entrada "a+a*a ". Para acortar la exposición, la selección
de alternativas se realizará sin seguir ningún criterio preestablecido. Los diferentes
pasos se muestran en las figuras 3.7, 3.8, y 3.9.
La figura 3.7 muestra los árboles de derivación correspondientes a los primeros
pasos del algoritmo. Los nodos activos en cada paso están marcados con un círculo, y
debajo de cada árbol se muestra la parte de la cadena de entrada situada a la derecha
del puntero de entrada.
^ El algoritmo descendente ha sido tratado con profusión en la literatura, se puede encontrar una descrip-
ción formal del mismo en [3] ó[59], entre otros.
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(d)
a
+a*a
a+a*a a+a*a a+a*a
a*a
Figura 3.7: Árboles de derivación (parte inicial)
La figura 3.8 muestra los árboles construidos después de predecir una alternativa
incorrecta en el paso (e). Como consecuencia, una vez llegados al paso (h) es nece-
sario realizar un retroceso de nuevo al paso (e) y seleccionar otra alternativa. Los
árboles que se producen después del retroceso se muestran en la figura 3.9. ^
(^
S
S + S
^ _.^
a +
a*a
(g) : (h)
S S
^^
S + S S + S
a*a
(e)
a
*a
Figura 3.8: Árboles de derivación (alternativa incorrecta)
Uno de los mayores inconvenientes del método descendente es la no-terminación
del proceso de análisis en presencia de gramáticas con recursividad por la izquierda2.
Si retomamos la gramática del ejemplo anterior, vemos durante el análisis que tras
expandir un nodo S mediante la primera producción S-^ S+ S, el nodo activo vuelve
2Para más detalles ver [3], Volumen I, pag. 285-286.
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cf') cg') íh')
S S S
^^
S + S S + S S
^ ^ ^
a S * S a S * S aó
a*a
a a
a
*a
(i) U) (k)
S S S
S + S S + S S + S
^ ^ ^
a s * t5^ a S * S a S * S
a
a*a
a a a
Figura 3.9: Árboles de derivación (resultado final)
a estar etiquetado con S, con lo cual podríamos repetir el paso anterior infinitas veces.
Por este motivo el algoritmo de análisis descendente descrito se emplea únicamente
con gramáticas sin recursividad por la izquierda.
EJEMPLO 3.13
De nuevo analizaremos la cadena de entrada "a + a* a" mediante el algoritmo des-
crito. En esta ocasión emplearemos una versión de la gramática de las expresiones
aritméticas sin recursividad por la izquierda, en la que hemos numerado las alternati-
vas:
(Ei) E->T+E
(E2 ) E -^ T
(Tl ) T -> F * T
(T2 ) T --^ F
(Fl ) F --^ a
En la figura 3.10 se desarrolla la secuencia de derivaciones que se sigue de la aplica-
ción del algoritmo. Cada nivel de sangrado representa la elección de una alternativa. ^
En el ejemplo anterior se observa la ineficiencia del mecanismo de retroceso apli-
cado al algoritmo descendente, debido a la repetición de cálculos y a la falta de un
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E''^ret'rocésó.
,r
r`óc^ŝ cí^ret
^retrocésó'<^,
Figura 3.10: Análisis descendente de a+ a* a
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elemento que guíe el proceso de análisis evitando la elección de alternativas que no
forman parte de la solución.
3.2.3 Un algoritmo ascendente interpretado
El algoritmo de análisis sintáctico ascendente se describe como el opuesto al descen-
dente: se construye el árbol de análisis desde las hojas hacia la raíz. Describiremos
el algoritmo como un analizador desplazamiento-reducción. De manera informal, si
el siguiente símbolo a analizar es consistente con la entrada, se introduce en una pila
y se desplaza el puntero de entrada. Si los símbolos en la cima de la pila coinciden
con la parte derecha de una producción, se realiza una reducción reemplazando dichos
símbolos por el no terminal de la parte izquierda. En este tipo de analizador, existen
dos formas de no determinismo:
• Reducción-reducción. En algún momento es posible realizar la reducción con
dos o más producciones distintas. Supongamos, por ejemplo, la gramática:
S->AB
A^ab
B -^ aba
Si la pila contiene "aba" es posible reducir la segunda y la tercera producción.
• Desplazamiento-reducción. Siempre que sea posible una reducción, y no nos
encontremos al final de la cadena de entrada, y sea igualmente posible un des-
plazamiento.
El análisis termina cuando no es posible realizar más operaciones de desplaza-
miento o reducción. Si la pila contiene únicamente el símbolo inicial de la gramática,
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el análisis tuvo éxito. Nótese que por la forma de proceder del algoritmo, en los pasos
intermedios se irán construyendo varios árboles de derivación simultáneos formando
un bosque de análisis. Si el análisis tiene éxito, los árboles de derivación se unirán en
uno solo, formando un bosque Y/O.
1)
^A 2a^ ^A ^A
/ \ / \ / \
a b a b a b
2b)
A B
a b a b a
3) . S
A B
/' `
a b a b a
Figura 3.11: Árboles de derivación para un algoritmo ascendente
EJEMPLO 3.14
A continuación realizaremos un análisis empleando de nuevo la gramática:
S-->AB
A->ab
B -^ aba
En caso de existir un no determinismo de tipo desplazamiento-reducción, elegiremos
como primera alternativa la reducción. La cadena de entrada será "ababa ". Repre-
sentaremos la pila de análisis como (x y z), donde z es el elemento en la cima.
En primer lugar desplazamos el primer símbolo (a), tras lo cual sólo es posible
realizar otro desplazamiento, quedando la pila (a b). En este momento existe un no
determinismo en virtud del cual son posibles dos acciones: realizar un desplazamiento
del siguiente símbolo de entrada, o bien realizar una reducción empleando la regla
A^ ab. Como primera alternativa, elegimos la reducción, dando lugar a la pila (A)
el árbol de derivación resultante se muestra en la parte 1) de la figura 3.11. De nuevo
realizamos dos desplazamientos, quedando la pila (A a b). En este punto encontramos
un nuevo conflicto reducción-desplazamiento y volvemos a seleccionar como primera
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alternativa reducir A^ ab, tras lo cual obtenemos la pila (A A), la parte 2a) de la
figura 3.11 muestra el bosque de derivación. A continuación sólo podemos realizar un
desplazamiento, (A A a), tras lo cual no es posible continuar, por lo que realizamos
un retroceso, hasta (A a b). En esta ocasión elegimos realizar un desplazamiento,
(A a b a), tras el cual podemos reducir B^ aba dando lugar a(A B), parte 2b) de
la figura 3.11. Por último, reducimos S-^ AB, obteniendo la pila (5) y el árbol de
análisis de la parte 3) de la figura 3.11. n
Recordemos que en los analizadores descendentes la presencia de gramáticas con
recursividad por la izquierda provocaba la creación de árboles de derivación infinitos y
por tanto la no-terminación del proceso. Análogamente, en los analizadores ascenden-
tes la presencia de ciclos en la gramática produce el mismo efecto de no-terminación.
De la misma forma, las producciones-e dan lugar a un número arbitrario de reducciones
en cualquier momento del análisis. Para simplificar el desarrollo del algoritmo, se omi-
te su tratamiento. A1 igual que ocurre con los algoritmos descendentes, los ascendentes
han sido tratados con profusión en la literatura. Se puede encontrar una descripción
formal de los mismos en [3] ó[59], entre otros.
EJEMPLO 3.15
A continuación analizaremos la cadena de entrada "a + a* a", al igual que hicimos
en el ejemplo 3.13 para ilustrar el algoritmo descendente. Si empleamos la misma
versión de la gramática en que habíamos eliminado la recursividad por la izquierda,
enseguida vemos que el algoritmo ascendente tiene un rendirniento muy pobre, ya que
la modificación que hemos realizado sobre la gramática provoca que ante un punto de
no determinismo se escoja siempre la alternativa errónea. La figura 3.12 muestra las
configuraciones iniciales en este caso.
^r;oceso^^
..:^ .. ,, .
Figura 3.12: Comienzo del análisis ascendente de "a + a* a"
Para evitar este problema, recurrimos a la versión anterior de la gramática con
recursividad por la izquierda. A diferencia del algoritmo descendente, el algoritmo
ascendente sí acepta este tipo de gramáticas:
E-^E+T
E-iT
T-^T*F
T^F
F-->a
En la figura 3.13 se desarrolla la secuencia de derivaciones que produce el algoritmo. n
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No obstante los ejemplos expuestos involucran gramáticas y cadenas de entrada
pequeñas, al igual que ocurría en el análisis descendente, se observan los problemas
derivados del uso del retroceso, principalmente la repetición de cálculos. En el ejemplo
expuesto se observa dicha repetición entre los diferentes subanálisis que son fruto de
un posterior retroceso, en concreto la derivación:
a^FGT^E
n:>.
+r
Q!^.
+, d *.a ^ ! ^ ^
E+a*a^E+F*a^
E+T*dG
E*a^E*^'F^E*T ^E*E'
E+E*cc G É+E*F G E+E*T ^ E+E
E +.,T.* F ^
i t--^ ;t.^^^eI ^ ^ ^^ ^^ ^ ^^^
t..S t . 4L^3,S's ^4w:í^.4. .. ... ._ .....,, . u . ....... Sl- il'SY......:..1'.
Figura 3.13: Análisis ascendente de a+ a* a
A continuación se presentan otros algoritmos donde no se emplea el retroceso, a
cambio se exploran todas la alternativas y se almacenan los resultados intermedios de
forma que es posible su reutilización posterior.
3.2.4 El algoritmo de Cocke-Younger-Kasami
El algoritmo CYK es un algoritmo interpretado, ascendente, en programación dinámica
y que toma su nombre de los tres autores que trabajazon inicialmente en él: Cocke,
Younger y Kasami [69, 187, 60]. El algoritmo original opéra sobre GICs en forma
normal de Chomsky. Suponiendo que la cadena a analizar es w= wl, w2, . .., wn, la
idea general del algoritmo es construir una matriz T=(T^,^ ) donde hemos de incluir
en cada celda Ti,^ el símbolo A si y sólo si se cumple la siguiente condición:
A ^ wi...wZ+^-i
En función de los dos tipos de producciones que podemos encontraz en una gramática
en forma normal de Chomsky, considerazemos dos casos distintos:
• Por cada regla A-^ wi E P, aplicando la definición de derivación, es inmediato
que A^ wi, y por lo tanto debemos añadir A a la celda Tz,l.
• Por cada regla A ^ BC E P, si tenemos que B E Ti,k y C E Ti+k,^, entonces
B^ w2
... w^+k-1 Y C^ wi+k ••• w^+k+^-i • Aplicando la definición de de-
rivación deducimos que A^ BC ^ wi
... wi+k+^-1 ^ Y por lo tanto, debemos
añadir A a la celda Ti,^+k.
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El algoritmo CYK procede rellenando las celdas de la tabla según los casos expues-
tos hasta que no es posible añadir ningún símbolo nuevo. Si al finalizar el análisis, el
símbolo inicial de la gramática, S, se encuentra en la celda Tl,n, S^ wl..n y por tanto
la cadena de entrada pertenece al lenguaje generado por la gramática.
ALGORITMO 3.1
Entrada: Una GIC G=(N, E, P, S) en forma normal de Chomsky y una cade-
na de entrada w= wiw2 ••• wn E E*
Salida: La tabla de análisis T del tal forma que A E Ti,^ si y sblo si A^
wti..z+^-i
Pasos:
1. Inicialización:
Ti,i ={A^A ^ wi E P} di, l < i< n
2. Para cada i desde 1 hasta n
(a) Para cada j desde 1 hasta n- i+ 1
_ A ^ ^k, 1<_k<j, A-3BCEP,
Ti'•^ - B E T• C E T•2,^Cf 2+^C,,/-^C q
EI algoritmo descrito no es un algoritmo de análisis propiamente dicho, sino un
reconocedor puesto que se limita a establecer w E L(C) b S E Tl,^,. Para
considerarlo como analizador debemos obtener el árbol de análisis a partir de la tabla
de análisis, para lo cual emplearemos el siguiente álgoritmo:
ALGORITMO 3.2
Entrada: Una GIC ç =(N, E, P, S) en forma normal de Chomsky con las pro-
ducciones numeradas de 1 a p, una tabla de análisis construida con
el algoritmo 3.1 en la que S E Tl,,^, y una cadena de entrada w=
w1w2 • • • wn E ^*
Salida: Un árbol de análisis de w
Pasos: CalCUlamos gen(1, n, S).
gen(i, j, A) se define recursivamente como:
1. Si j = 1 y A--> w^ es la producción m-ésima, emitir la producción
número m.
2. Si j > 1, y k es el entero más pequeño tal que 1 <_ k < j, B E
Ti,,^, C E Ti+,^,;_,^, y A--> BC E P es la producción m-ésima (si
existen varias alternativas, elegir una). Entonces emitir la produc-
ción número m y calcular gen(i, k, B) seguido de gen(i + 1^, j-
^, C). q
A continuación se ilustra el funcionamiento del algoritmo CYK mediante un ejem-
plo de análisis.
36 CAPÍTULO 3. GENERALIDADES DEL ANÁLISIS SINTÁCTICO
EdENtPLO 3.16
Volvemos una vez más a la gramática de las expresiones aritméticas, cuya forma nor-
mal de Chomsky se muestra en el ejemplo 3.11. Nótese que respecto a los ejemplos de
los algoritmos anteriores, en esta versión no se han eliminado ni las recursividades,
ni las ambigiiedades de la gramática. Igual gue en los ejemplos anteriores, analiza-
remos la cadena de entrada "a + a* a". Tras el primer paso de inicialización, nos
encontramos que:
S E Ti,l, S2 E T2,1, S E T3,1, S4 E T4,1, S E T5,1
A continuación podemos proceder a rellenar las siguientes casillas de la tabla:
1. S2 E T2,1, S E T3,1i Sl ^ S2S E P^ Sl E T2,2
2. S4 E T4,1i S E T5,1, S3 ^ S4S E P^ S3 E T4,2
3. SETl,l,Sl ET2,2,S--^ SSl EP^SETi,3
4. S ET3,1iS3 ET4,2,S--^SS3 EP^S ET3,3
S. S2 E T2,1iS ET3,3,Si -^S2SEP^Sl ET2,4
6. S E Ti,l, Sl E T2,4i S^ SSl E P^ S E Ti,S
7. S ET1,3iS3 ET4,2,S--> SS3 EP^S ETi,5
La tabla de análisis final se muestra en la fzgura 3.14. Nótese que a pesar de la ambi-
giiedad de la gramática, algunos cálculos como S3 E T4,2 se realizan una sola vez.
5 S
4 S1
3 s s
Ĝ S1 S3
1 S S2 S S4
^
1 2 3 4 5
a + a * a
Figura 3.14: Tabla de análisis CYK
Puesto que S E T1,5 la cadena de entrada pertenece a L(^). De la tabla de análisis
se pueden extraer los dos árboles de análisis de la figura 3.1 S. n
Como hemos visto, el algoritmo CYK, frente a los algoritmos descendente y ascen-
dente con retroceso, evita la repetición de cálculos e incluso permite la compartición
de los mismos cuando existen diversos árboles de análisis. En su contra señalaremos el
hecho de que es necesario transformar la gramática objeto de análisis para que ésta se
presente en forma normal de Chómsky, aunque podríamos presentar una extensión del
algoritmo [49, 34] que permite el uso de gramáticas arbitrarias.
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a+ a* a a+ a* a
Figura 3.15: Árboles de análisis paza a+ a* a
3.2.5 El algoritmo de Earley
Este algoritmo recibe el nombre de su creador, Earley [48, 47], y analiza cadenas de
entrada paza GICs azbitrarias mediante una estrategia, interpretada, mixta en programa-
ción dinámica. Al contrario que los algoritmos anteriores, es capaz de operaz con GICs
recursivas sin ninguna réstricción sobre la forma de sus producciones. El algoritmo
de Eazley se basa en la creación y almacenamienEo de items, que representan estados
intermedios del proceso de análisis.
D^FINIC16N 3.17 (ítem Earley)
Sean w = wl w2 ••• wn una cadena de entrada, G=(N, E, P, S) una GIC, llamare-
mos ítem a un objeto de la forma [A -^ X 1 X2 ...• X^... X,,,,, i], A-^ X 1 X2 ••• X,,,,,
0< k < rrc y 0 <_ i<_ n, y'•' ¢ E U N es un meta-símbolo que no pertenece a la
gramática. ^ O
Cada ítem representa un estado intermedio del proceso de análisis. Paza facilitaz el
desarrollo del algoritmo, se prefiere el uso de gramáticas aumentadas. La idea central
es construir n+ 1 conjuntos de items I^ , uno por cada elemento de la cadena de entrada,
1< j< n, más el conjunto inicial, de tal forma que:
[A -^ c^ • Q, i] E I^ si y sólo si ^^y, a S^ ryAa, ry^ wl ... wi, y a ^ wi+i ... w^
Por lo tanto, [S' -^ S•, 0] E In si y sólo si S' ^ S^ wl . .. w,^, es decir, w E L(C).
Intuitivamente, [A -> a•,Q, i] E I^ si a^ wi+l .. . w^ , esto es, los símbolos a la
izquierda del punto, a, constituyen la pazte de la producción que ya hemos analizado,
mientras que a la derecha nos quedan los siguientes símbolos a analizar. El algoritmo
de Earley comienza intentando analizar el símbolo inicial de la gramática, consecuen-
temente el ítem de partida será [S' ^•S, 0]. A continuación, se sigue una estrategia
diferente a la adoptada en los algoritmos vistos con anterioridad, en los que se seguía
una única estrategia descendente o ascendente, según el caso. Por su pazte, el algoritmo
de Earley combina una fase descendente o predictiva con una fase ascendente.
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^ En la parte predictiva, por cada ítem cuyo siguiente símbolo a analizar sea un no
terminal [A ^ a• B,Q, i] E I^ , se predicen todas las producciones, B -> ry, cuya
parte izquierda encaja dando lugar a los items [B -> •ry, j] E I^.
^ En la parte ascendente, una vez completado el análisis dado por una producción,
[A --> ry•, i] E I^, se actualizan aquellos items [B -^ a• A^, k] E Ii cuyo
siguiente símbolo a analizar encaja con la parte izquierda de la producción recién
completada, dando lugar a los items [B ^ aA •,Q, k] E I^ .
Por último, es necesaria una operación más en la que progrese el proceso de análisis
mediante el reconocimiento de los terminales de la cadena de entrada. Esta operación
se realizará cuando el siguiente símbolo a analizar sea un terminal, [A -> a• a,Q, j] E
Ii, teniendo en cuenta que a^ w^+l ... wi, dicho terminal tiene que coincidir con
el siguiente símbolo de la cadena de entrada a= w^. A continuación se presenta el
desarrollo formal del algoritmo.
ALGORITMO 3.3
Entrada: La cadena de entrada w = wl ... wn E E*, y la GIC aumentada de
ç = (N, E, P, S)
Salida: La lista de análisis Io, Il, ..., In
Pasos:
1. Inicialización:
Io = { [S' -^ S, 0] }
2. Repetir para todo I;, 0< j< r^
(a) Repetir hasta que no se puedan añadir items nuevos a I;
i. Completar.
`d[A -> ry•, i] E I^, [B -> a• A,Q, k] E Ii: [B ^ aA •,Q, k] E I^
ii. Predicción.
d[A^a•B,Q,i]EIj,B--^ryEP: [B-^•ry,j]EI^
(b) Reconocimiento.
`d[B --> a • a,Q, i] E Ij ta) que a= wj+l : [B --^ aa • ^3, i] E Ij+l o
De nuevo, el método descrito no es un algoritmo de análisis propiamente dicho,
sino un reconocedor puesto que se limita a establecer w E L(C) t^ [S' -^ S•, 0] E
In. Para considerarlo como analizador debemos obtener el árbol de análisis a partir de
la lista de análisis, para lo cual emplearemos el siguiente algoritmo:
ALGORITMO 3.4
Entrada: Una GIC C=(N, E, P, S) con las producciones numeradas de 1 a
^, una cadena de entrada w= wlw2 ••• w^, E E* y la lista de análisis
construída con el algoritmo 3.3
Salida: Un árbol de análisis de w
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Pasos: Calculamos R([S' --^ S•, 0], n).
R([A -^ ,Q•, i], j) se define recursivamente como:
1. Añadir la producción A--> ,Q al árbol de análisis.
2. siQ=xi...x,^,k=r►zyl=j
3. Repetir hasta k= 0:
(a) SiX,^EE,k=k-l,l=l-1 .
(b) Si Xk E N, buscar un ítem [X,^ ^ ry•, r] E I` tal que [A ^
Xl ... X^_1 • X,^ ... Xm, i] E I,., y calcular R([X^ -^ ry•, r], l).
k=k-1,1=r o
A continuación se muestra un ejemplo en el que emplearemos el algoritmo de Ear-
ley para realizar un análisis sintáctico.
E,UEMPLO 3.17
En este ejemplo emplearemos la primera versión de la gramática de las expresiones
aritméticas, del ejemplo 3.2. La cadena de entrada será una vez más w= a-}- a* a. La
figura 3.16 muestra los conjuntos de items generados durante el análisis. Al fznalizar,
[S' ^ S•, 0] E I5, por lo tanto la cadena de entrada pertenece al lenguaje. ^
3.2.6 Los algoritmos LR
Los algoritmos comentados anteriormente se encuadran dentro de la categoría de guia-
dos por la gramática, en cada paso del algoritmo se examina la gramática para deter-
minar la siguiente acción a realizar. Los algoritmos de análisis sintáctico LR3, intro-
ducidos por Knuth en [73], en cambio emplean uá control finito en lugar de la propia
gramática. A1 igual que en el algoritmo ascendente antes comentado, son posibles las
acciones de desplazamiento y reducción. A mayores se consideran las acciones es-
peciales: aceptar y error. En cada iteración de un algoritmo de análisis LR(k) para
determinar la siguiente acción a realizar se consultan el control finito y los k siguientes
símbolos a analizar, referidos como símbolos adelantados4, símbolos de preanálisis o
de anticipación. El uso del control finito mejora la eficacia y la eficiencia del algoritmo
en dos aspectos:
• Las estructuras de datos asociadas al control finito se acceden más eficientemente
que la representación directa de las gramáticas.
• El control finito se construye de tal forma que, ante la presencia de situaciones
de no determinismo, seleccione el menor número de alternativas posible. En
el mejor de los casos seleccionará únicamente una, convirtiendo el proceso de
análisis en determinista.
3Por Left-to-right scan and Right-most reduction (reconocimiento de izquierda a derecha y reducción por
la derecha).
4En terminolog[a anglosajona, lookahead
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Io Ii
2
[S' -^ •S, 0]
[S -^ •S + S, 0]
[S ^ •S * S, 0]
[S ^ •(S), 0]
[s --^ •a, o]
[S --> a•, 0]
[S' --> S•, 0]
[S -^ S • +S, 0]
[S -^ S • * S, 0]
4
[S -^ S + •S, O]
[S-^•S+S,2][s-^•s*s,2]
[S -^ •(S), 2]
[S --^ •a, 2]
5
[S ^ a•, 2]
[S ^ S + S•, O]
[S -^ S • +S, 2]
[S -^ S • *S, 2]
[S^ ^ S•^ 0][s -^ s • +s, o)[s-^s•*s,o]
[S^S*•S,2]
[S->S*•S,0]
[S -^ • S + S, 4]
[S^•S*S,4]
[S -^ •(S), 4J
[S ^ •a, 4] .
[S ^ a•, 4]
[S ^ S * S•, 2]
[S -^ S * S•, 0][s ^ s • +s, 4]
[S->S•*S,4]
[S-3S+S•0]
[S -> S • ±S, 2]
[S-^S•*S,2]
[S' ^ S•, O]
[S --> S •+S, 0][s -^ s • *s, o]
Figura 3.16: Lista de análisis para w= a+ a* a
El empleo de dicho control implica la existencia de una fase previa en la cual se
construye tras analizar la gramática y que se suele conocer como compilación del au-
tómata LR(k). En la práctica, valores de k mayores que uno producen un control finito
cuyo tamaño no es manejable. En adelante supondremos que k= 1, salvo que se
especifique lo contrario. El control finito se representa mediante un autómata finito
determinista. Las transiciones del autómata vienen dadas por el estado actual y uns
símbolo de la gramática, y están etiquetadas con cuatro tipos de accionesó:
desp(n) ^ desplazarse al estado n
ir(n) ir al estado n(ir a) ^
red(k) reducir empleando la regla k
acep aceptar
SRecordar que por defecto suponemos k= 1.
6En particular, las acciones red(k) no se corresponden con ninguna transición, si no que se determinan
examinando los items de cada estado.
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err error
Por otra parte, el algoritmo se define de forma genérica paza cualquier control finito
por lo que es común referirse a él como intérprete del autómata. En su forma básica,
implementa un analizador determinista, por lo tanto precisa un control finito capaz de
eliminar todas las ambigiiedades presentes en la gramática. En general, nos referiremos
a dicha clase de gramáticas como gramáticas LR(k) [3, 164].
El autómata mediante el cual se representa el control finito no se emplea directa-
mente para analizaz la cadena de entrada, sino para establecer las configuraciones que
atraviesa el proceso de análisis:
DEFINIC16N 3.18 (configuración)
Un triple (a,,Q, ^y) es una configuración del algoritmo LR:
• a es una pila de símbolos y estados, cuya cima se sitúa a la derecha.
• Q es la lista de símbolos terminales que restan por analizar.
• ry es la lista que permite construir el árbol de análisis. Para ello se recorre desde
la derecha, expandiendo los nodos del árbol en postorden, y teniendo en cuenta
el significado de cada uno de sus elementos:
- Un número j. Expandimos el nodo con el árbol dado por la regla j.
- El símbolo s. Pasamos al siguiente nodo. ^
. '+' '*' 'a' $ E T F
0 desp(1) ir(8) ir(2) ir(3)
1 red(5) red(5) red(5)
2 desp(4) red(2)
3 red(4) desp(5) red(4)
4 desp(1) ir(6) ir(2) ir(3)
5 desp(1) ir(7) ir(3)
6 red(1)
7 red(3) red(3)
8 acep
Tabla 3.1: Tabla de acciones e ir_a paza la gramática de ejemplo
Una vez establecidas las configuraciones, el intérprete del autómata opera sobre
ellas de la siguiente manera:
AI.GORITMO 3.5
Entrada: Un control finito creado a partir de Una GIC ^_(N, E, P, S), una
cadena de entrada w= wlw2 ••• wn E E*.
Salida: La lista para construir el árbol de análisis si w E G(ç) o error en caso
contrario.
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Pasos:
• La configuración inicial es (0, w, ^), y el puntero de entrada i= 0.
• Repetir:
- Para la configuración actual (as;, wi..wri, ^y), examinar el control
finito para establecer la siguiente acción.
- Si la acción es:
desp(s,^) Introducir el siguiente símbolo a analizar, wzf y s,^ en la
pila y avanzar el puntero de entrada:(c^s^wisk, w^+l..wn, sry).
red(k) Eliminar de la pila tanto símbolos y estados como sím-
bolos tenga la parte derecha de la regla k. Usar el estado
de la cima de la pila y el símbolo de la parte izquierda (X)
de la regla k para obtener la acción ir(s^). Apilar X y s^, y
añadir k al comienzo de la lista de construcción del árbol.
acep Terminar, la cadena ha sido analizada con éxito.
err Terminar con error. o
A continuación se muestra un ejemplo del funcionamiento del algoritmo. Puesto
que, tal y como hemos indicado, es independiente de la construcción del control finito,
en el desarrollo del ejemplo se presupone que dicha fase ya se ha llevado a cabo.
EJEMPLO 3.18
En este ejemplo se muestra la lista de confaguraciones por las que atraviesa el intér-
prete LR en el análisis de la cadena de entrada "a + a* a" con la gramática del
ejemplo 3.13 aumentada. Un posible control finito para dicha gramática se muestra
en la tabla 3.1, donde las acciones de error se representan mediante un espacio en
blanco. Las configuraciones resultantes se pueden observar en la figura 3.17, donde
también se indica la acción aplicada a cada configuración.
En el ejemplo se observa como, al contrario que ocurría en el algoritmo descen-
dente (ver ejemplo 3.15), para la versión de la gramática empleada el control finito
es capaz de seleccionar la alternativa adecuada, evitando cálculos inútiles. A continua-
ción, resta por definir cómo se construye dicho control finito, para lo cual emplearemos
el concepto de ítem LR(k).
DEFINICIÓN 3.19 (ítem LR(k))
Sea G=(N, E, P, S) una GIC, llamaremos ítem LR(k) a una expresión de la forma
[A ^ a• ,Q, w], donde A-^ aQ E P, w E Ek, y'•' ^(E U N). . O
El significado intuitivo de los items es el mismo que en el algoritmo de Earley. A
mayores se han añadido k terminales que representan los símbolos de preanálisis vá-
lidos para ese ítem, indicando que constituirá un estado fiable del proceso de análisis
únicamente si los siguientes k símbolos a analizar coinciden con sus símbolos de prea-
nálisis. Para calcular dichos símbolos se recurre a la noción de conjunto PR11viERO^.
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Pila Entrada Arbol Acción
0 a+a*a$ e desp(1)
Oa1 +a*a$ s red(5)
OF3 +a*a$ s5 red(4)
OT2 +a*a$ s54 desp(4)
OT2 + 4 a*a$ s54s desp(1)
OT2 + 4a1 *a$ s54ss red(5)
OT2 + 4F3 *a$ s54ss5 desp(5)
OT2 + 4F3 * 5 a$ s54ss5s desp(1)
OT2 + 4F3 * 5a1 $ s54ss5ss red(5)
OT2 + 4F3 * 5F3 $ s54ss5ss5 red(4)
OT2 + 4F3 * 5T7 $ s54ss5ss54 red(3)
OT 2+ 4T 2 $ s54ss5ss543 red(2)
OT2 + 4E6 $ s54ss5ss5432 red(1)
OE8 $ s54ss5ss54321 acep
Figura 3.17: Análisis de "a + a* a"
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DEFINICIÓN 3.20 (PRIMERO)
Sea C=(N, E, P, S) uria GIC, y a E(N U E)* definiremos el conjunto PRIMERO^
como:
PRIMERO^ (a) _{ wl w E E*, ^w^ < 1^ y«^ 2u, ó ^w^ = k y a^ w^} O
Intuitivamente, el conjunto PRIMERO^ (a) recoge todos aquellos símbolos que pue-
den ocurrir inmediatamente en las J^ primeras posiciones de cualquier forma sentencial
derivada a partir de a. ^
A partir de un ítem determinado, los estados del control finito se construyen co-
mo conjuntos de items. Para facilitar el proceso, se considerarán siempre gramáticas
aumentadas y el ítem inicial será [S' --> •S, $^] . Este ítem se añade al primer estado
creado, que por convención se denominará estado 0, o estado inicial. El ítem inicial
constituye la base o núcleo^, del estado 0. El resto del estado, y de los estados que se
generen posteriormente, se construye mediante la operación de cierre8.
DEFINICIÓN 3.21 (cierre)
Sea C^ _(N, E, P, S) una GIC y kernel^ el núcleo del estado S^, definimos el conjunto
cierre como:
A-^aEP
cierreç = [A -^ •a, w], tal gue 3[B -+ ,Q • Ary, ^] E kernel^ U cierreç
w E PRIMERO^ (^y2)
}
^En terminologta anglosajona, kernel.
8En terminologfa anglosajona, closure.
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Finalmente tenemos que S^ = kernel^ U cierre^. Intuitivamente, la operación
de cierre constituye la contrapartida de la operación de predicción del algoritmo de
Earley [47]. Desde otro punto de vista, en un estado se resume su núcleo y todas las
predicciones que se pueden realizar a partir de los items de dicho núcleo.
DEFINIC16N 3.22 (estado LR(k))
Sea G=(N, E, P, S) una GIC, definimos un estado LR como el conjunto:
S^ = kernelç U cierre^ q
Mediante el cierre podemos completar el cálculo del estado inicial (So). El resto
de estados se calculan de forma iterativa como sucesores de un estado anterior.
DEFINIC16N 3.23 (X-sucesor)
Sea C=(N, E, P, S) una GIC y Sç un estado LR(k), definiremos el X-sucesor de Sç
como un estado S^ gue verifica:
kernel^ _ { [A ^ aX • ,Q, w] ^ [A --^ a • X /3, w] E S^ } q
Intuitivamente el X-sucesor de Sç recoge en su núcleo los items resultantes de
aplicar una operación de desplazamiento o reducción del algoritmo de Earley impli-
cando el símbolo X. En lo sucesivo, para no sobrecargar la notación, evitaremos la
referencia explícita a la gramática en los nombres de estados, siempre que no exista
posibilidad de confusión.
Una vez construídos los estados del autómata que representa el control finito, resta
por determinar las transiciones del mismo. Dichas transiciones definen las acciones que
debe efectuar el intérprete. En este sentido, las relaciones S^ es un X-sucesor de Si se
interpretarán como transiciones de Si a S^, etiquetadas por el símbolo X. Así cuando
X sea un símbolo terminal, la transición implicará una operación de desplazamiento
desp(j), mientras que en el caso de que sea una variable, la operación será ir( j). Por
último, aquellos estados en que el punto se encuentra al final. de las reglas en un ítem,
representan el reconocimiento de la parte derecha de dichas reglas, y consecuentemente
es posible una acción de reducción.
Antes de continuar con una descripción más detallada del cálculo de transicio-
nes, es necesario remarcar una situación especialmente problemática: la presencia
de producciones-e. Considérese como ejemplo un estado que contenga los siguien-
tes items:
[A ^ a • B, w]
[B -^ e•, w]
En este caso no es posible discernir si la acción a aplicar es:
• Reducción de B^ e, o bien
• Transición a un B-sucesor.
Sin embargo, no existe tal conflicto puesto que la aplicación de la segunda acción es
posterior a la aplicación de la primera. Para resolver este problema introducimos una
nueva definición del conjunto PRIMERO como PRIMERO sin épsilon: NO^PRIMERO.
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DEFINICIÓN 3.24 (NOEPRIMERO)
Sea G=(N, E, P, S) una GIC, definimos el conjunto NOIrPRIMERO^ como:
w E E*, a^rm Q^rm w^^
NO^PRIMERO^(a) = w^ si Iw) < k, 2=^,
y dA, ,Q ^ Aw^ }
Intuitivamente NO^PRIMERO elimina todos aquellos elementos en cuya derivación
por la derecha, la última derivación directa se realiza mediante una producción-lr. Lle-
gados a este punto estamos en disposición de completar la definición del control finito.
DEFINIC16N 3.25 (control ñnito LR(J^))
Sea C^ _(N, E, P, S) una GIC, definimos el control finito LR(k) asociado como una
4-tupla (S, So, ir a, acción), donde:
• S es el conjunto de estados LR(k)
• So es el estado inicial
• ir_a es una función S x V^ S U{ err}
• acción es una función S x E^ -^ {desp(i), acep, err} U{red(p)}
Las funciones ir_a y acción se definen como:
ir a(S^, X)= S^, si S^ es un X-sucesor de Sç
acción(S^, w) _
desp( j), si [A -3 a•,Q, ^] E Sç,
w E NO^PRIMERO^ (,ú^),
w= ay, j= ir a(S^), a)
red(p), si [A ^ a•, w] E S^
acep, si [S' --^ S•, w] E S^
err, en otro caso q
La definición anterior no hace más que establecer formalmente las ideas presenta-
das de forma intuitiva sobre la construcción del control finito. Sobre ella destacaremos
el hecho de que para un estado y símbolos de preanálisis determinados es posible que
existan varias acciones posibles, en este caso diremos que existe un conflicto y el con-
trol finito no es determinista y consecuentemente tampoco lo será el análisis LR(k)
correspondiente. En esta situación es posible emplear un mecanismo de retroceso, tal
y como hicimos con los algoritmos descendente y ascendente, o aplicar técnicas de
programación dinámica, tal y como se describirá en la sección sobre los analizadores
LR generalizados.
Como ya indicábamos anteriormente, en los algoritmos LR(k) a medida que au-
mentamos J^, el número de estados del control finito puede llegar a crecer de forma
exponencial, lo que se conoce como el fenómeno de división de estados9, sin que au-
mente notablemente la eficacia de dicho control finito. A este fenómeno hemos de
9En terminología anglosajona, state splitting.
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añadir el hecho de que la tabla del autómata resultante deberá contener entradas por
cada combinación de k terminales de la gramática. Como consecuencia, en aplica-
ciones prácticas el valor de k se limita a 1. A pesar de ello el tamaño del control
finito resultante aún puede ser inadecuado. Para solucionar este problema podemos
considerar las variantes SLR(k) [43] y LALR(k) [44]. En estos algoritmos, respecto al
LR(k) [3, 8, 96), únicamente se modifica la forma de construir el control finito.
SLR(k)
Los analizadores sintácticos SLR(k) fueron intróducidos por DeRemer [43]. Para cons-
truir el control finito se calcula el conjunto de estados LR(0), que también se conoce
como máquina de estados finita característicalÓ. Este conjunto es más reducido que
en el caso del LR(1). Por contra su capacidad para determinizar el análisis es menor, lo
que se refleja en un número de conflictos más elevado. Para mejorar este último aspec-
to, se calculan los conjuntos PRIMERO y SIGUIENTE directamente sobre la gramática.
El conjunto PttlivlElto ya ha sido definido con anterioridad, por su parte el conjunto
sIGUIENTE(A) contiene los símbolos terminales que pueden ocurrir inmediatamente a
la derecha de A en cualquier forma sentencial.
DEFINICIÓN 3.26 (SIGUIENTE)
Sea C=(N, E, P, S) una GIC, y a E(N U E)* definiremos el conjunto SIGUIENTEk
como:
SIGUIENTE^(/3) = C w^S ^ aQ^y, w E PRIMEROk(ry)1
De la anterior definición se sigue que, para que una reducción conduzca a la de-
rivación de una forma sentencial, es necesario que los símbolos de preanálisis se en-
cuentren en el conjunto SIGUIENTE(A), siendo A la parte izquierda de la producción
reducida. Por tanto eliminaremos del control finito todas aquellas acciones de reduc-
ción que no cumplan la condición:
si [A ^ a•, w] E Si, entonces w E SIGUIENTE^ (A)
EJEMPLO 3.19
Siguiendo con la gramática del ejemplo 3.13, la figura 3.18 y la tabla 3.2 muestran el
autómata LR(0) y las tablas acción e ir_a asociadas, en el que existen dos conflictos en
los estados SZ y S3, respectivamente:
acción(S2i' +') _ {desp(4), red(E -^ T)}
acción(S3i' *') _ {desp(5), red(T ^ F)}
Sin embargo, tras consultar el conjunto SIGUIENTE:
'+' ^ SIGUIENTEl (E), '*' ^ SIGUIENTEl (T)
Por lo tanto dichos conflictos se eliminan en el autómata SLR(1) resultante.
10Characteristic finite state machine en la terminologfa original.
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Figura 3.18: Máquina de estados finita característica para la gramática de ejemplo
'+' '*' 'a' $ E T F
0 desp(1) ir(8) ir(2) ir(3)
1 red(5) red(5) red(5) red(5)
2 dep(4),red(2) red(2) red(2) red(2)
3 red(4) desp(5),red(4) red(4) red(4)
4 desp(1) ir(6) ir(2) ir(3)
5 desp(1) ir(7) . ir(3)
6 red(1) red(1) red(1) red(1)
7 red(3) red(3) red(3) red(3)
8 acep
Tabla 3.2: Tablas acción e ir_a para el autómata de la figura 3.18
LALR(k)
A medio camino entre la eficacia de los analizadores sintácticos LR(k) y el tamaño
reducido de los SLR(1), se encuentran los LALR(k) [44]. La idea detrás de los au-
tómatas LALR(k) consiste en, partiendo de un autómata LR(k), reducir el número de
estados, a cambio de una pequeña pérdida en su capacidad de determinización del aná-
lisis. Para conseguir esta reducción, simplemente se fusionan aquellos estados cuyos
items resultan idénticos una vez eliminados sus símbolos de preanálisis.
Tal y como se ha dicho anteriormente, la ventaja de los autómatas LALR(k) frente
a los LR(k) es su tamaño menor, mientras que su eficacia es similar. Frente a los
SILR(k), la comparación es en sentido contrario, su eficacia es mayor, mientras que
el número de estados es el mismo. En la práctica, los analizadores LALR(1) gozan
de gran popularidad debido a que son capaces de analizar de forma determinista la
mayoría de lenguajes de programación.
Una forma de construir un autómata LALR(k) es mediante la aplicación directa de
la definición establecida con anterioridad. A pesar de su simplicidad, esta alternativa
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nos obliga a construir en primer lugar su homólogo LR(k), lo cual no es deseable, de-
bido a su tamaño. Para evitar este problema, es posible emplear una alternativa análoga
a la descrita para los autómatas SLR(k). En primer lugar se construye la máquina de
estados finita característica, LR(0), y a continuación se calculan los símbolos de prea-
nálisis sobre los items de los estados [44]. Otros métodos para el cálculo eficaz del
conjunto de estados LALR(k) se pueden consultar en la literatura [79, 101, 24, 64].
LR generalizado
Tal y como se ha indicado anteriormente ante la presencia de conflictos en el control
finito, el proceso de análisis se vuelve no determinista. Nos referiremos al análisis LR
no determinista como análisis LR generalizado.
El método más directo para la obtención de analizadores LR generalizados es me-
diante la aplicación de la técnica de retroceso (99], cuyas debilidades se han resaltado
anteriormente. Una forma más eficiente de análisis LR generalizado es la propuesta
por Tomita en [ 146], mediante la aplicación de técnicas de programación dinámica. La
propuesta de Tomita rehace, restringiendo el resultado a autómatas LR(0), la propuesta
de Lang [84] aplicable a cualquier tipo de esquema de análisis sintáctico basado en un
autómata de pila. En concreto, la propuesta de Tomita se basa en la realización de va-
rios análisis simultáneos, compartiendo entre ellos computaciones. Para conseguir esta
compartición, las pilas se representan mediante un grafo cuyos nodos son secciones de
las pilas de análisis. ^
El análisis LR generalizado se desarrollará y aplicará con detalle en los ŝiguientes
capítulos:
CAPÍTULO 4
ABSTRACCIÓN DEL ANÁLISIS
SINTÁCTICO COMO DEDUCCIÓN
En este capítulo, comenzaremos a trataz el problema del análisis sintáctico. Para fa-
cilitar la exposición, ésta se realizará de forma incremental, desarrollando en primer
lugar reconocedores sintácticos, extendiéndolos posteriormente paza cubrir todas las
funciones de un analizador.
Por lo general, a medida que aumenta el poder descriptivo de la gramática, también
aumenta la complejidad de los posibles algoritmos de análisis sintáctico asociados.
Como consecuencia, el diseño de éstos ha sido y continúa siendo un tema de gran
interés y complejidad, en el que se investiga activamente. Fruto de los diversos trabajos
llevados a cabo, se han desarrollado multitud de algoritmos, algunos de los cuales son
ampliamente conocidos debido a su sencillez o a su calidad.
4•1 Introducción
Habitualmente, los trabajos sobre algoritmos de análisis sintáctico establecen un for-
malismo sobre el cual se especifican las operaciones que los conforman. Este tipo de
formalismos presentan como ventaja más inmediata su cazácter explícitamente opera-
tivo. Por contra, las cazacterísticas pazticulares de cada algoritmo han provocado que
prácticamente todos empleen un formalismo propio, diferente de los demás. Como
ejemplo de esta heterogeneidad nos referimos a los algoritmos presentados en el capí-
tulo 3, algoritmo de Earley [47], y algoritmos LR(k) [73]. Ambos están estrechamente
relacionados, aunque la mayoría de autores no tratan esta afinidad a paztir de la des-
cripción de los mismos.
Como solución a los problemas de dispazidad en la formulación de los algoritmos,
se propone el uso de sistemas de deducción gramatical (SDGs) [131, 132]. Los sDGs
no se centran en describir el método de operación, sino en establecer un formalismo
descriptivo de alto nivel que resulte independiente del tipo de gramática a trataz y de
cualquier realización concreta del algoritmo. De esta forma, se establece un marco
descriptivo común que nos aporta, entre otras, las siguientes ventajas:
• Posibilidad de establecer comparaciones entre las cazacterísticas esenciales de
diferentes algoritmos de análisis.
• Simplificación de las pruebas de corrección de los algoritmos.
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• Simplificación del cálculo de complejidad de los algoritmos.
• Derivación de algoritmos correctos a partir de otros que se sabe que son correc-
tos.
La idea de partida es conseguir el mayor grado de abstracción posible de las cues-
tiones de implementación de los algoritmos de análisis: datos, control y estructuras de
comunicación. Para ello, consideramos el análisis sintáctico como un proceso deduc-
tivo. Adoptaremos una lógica cuya semántica establece afirmaciones gramaticales, es
decir, afirmaciones sobre los elementos que constituyen las oraciones, sus propiedades
gramaticales, y el orden que se establece entre ellos. Nuestro. objetivo final será aplicar
un proceso deductivo sobre los elementos de dicha lógica, capaz de demostrar si una
oración pertenece o no al lenguaje generado por una gramática y, al mismo tiempo,
obtener una representación del proceso de análisis. Esta visión del análisis sintáctico
como deducción supone dos ventajas importantes:
1. Las lógicas existentes pueden usarse [131, 31] como base para la definición de
nuevos formalismos gramaticales con propiedades computacionales y de repre-
sentación conocidas y que resulten beneficiosas para realizar el análisis sintácti-
co.
2. Para cada lbgica de afirmaciones gramaticales que empleemos en la descripción
de nuestros algoritmos de análisis, existirán procedimientos alternativos de bús-
queda de demostraciones. La separación de estos elementos nos habilita para la
investigación, desde un punto de vista aplicativo, de un amplio rango de algo-
ritmos de análisis sintáctico, combinando distintas lógicas y procedimientos de
demostración.
Una introducción informal
Como ya adelantábamos anteriormente, haremos uso de algoritmos de análisis cono-
cidos para ejemplificar la descripción de los SDGs. En concreto, nos remitiremos a
algoritmos de análisis de GICs presentados en el capítulo 3.
La idea general es basar la descripción de los analizadores sintácticos en un proceso
iterativo de creación de items o fórmulas. Cada uno de éstos representa un estado
intermedio en el proceso de análisis, que comienza con un conjunto de items deducidos
de la oración de entrada y un conjunto de items conocidos a priori. A partir de los
mismos, se calculan nuevos items hasta llegar a un conjunto final. De la interpretación
de estos items se deduce la gramaticalidad de la oración.
Ilustraremos estas ideas con la descripción informal del algoritmo CYK. Este al-
goritmo opera sobre una GIC ç= (N, E, P, S) en forma normal de Chomsky, y una
cadena de entrada w= wl, w2i ..., w^,. Recordemos que el algoritmo construye una
matriz T= (TZ^ ) donde hemos de incluir en cada celda Tz,^ el símbolo A si se cumple
la condición: A^ wZ ... wi+^_1. Si al finalizar el análisis, el meta-símbolo de la
gramática, S, se encuentra en la celda Ti,,^, la cadena de entrada pertenece al lenguaje
generado por la gramática.
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Abstrayéndonos de la estructura de datos empleada, en este caso una matriz, el
algoritmo CYK construye el sigúiente conjunto de items, donde el estado intermedio
del proceso de análisis que representa cada ítemi se corresponde con la acción de añadir
el símbolo A a la celda T^, j:
*
{[A, i^ j] I A ^ w2 ... wi+^-1
Por lo tanto, antes de comenzar el análisis, establecemos las hipótesis respecto a la
cadena de entrada representadas por los siguientes items:
{[a,i,l]Ia=w1 n 1<i<n}
Los pasos a aplicaz en el algoritmo CYK se pueden describir con las reglas:
• Si tenemos un ítem [wá, i,1] y una producción A-^ wi E P, deduciremos el
ítem [A, i, l].
• Si tenemos los items [B, i, k], [C, i+ k, j - k] y una producción A-^ BC E P,
deduciremos el ítem [A, i, j].
Por último, si el ítem [5,1, n] se encuentra en el conjunto de items calculados, entonces
la cadena de entrada pertenece a la gramática. De manera informal, hemos descrito los
componentes básicos de un sistema de deducción paza el caso del esquema CYK:
• El conjunto de items Z: {[A, i, j] I A^ wi ... wi+^_1 }
• El conjunto de hipótesis 3-l: {[a, i,1] I a= wi n 1< i< n}
• El conjunto de pasos deductivos D:
{[wi, i,1] x[A, i, l]I A-1• wi E P} U
{[B, i, k], [C, i+ k, j- k] x[A, i, ^] I A-^ BC E P}.
• Y por último, el conjunto de items finales .P; {[5,1, n]}
A continuación realizazemos una exposición más detallada de los sistemas de deduc-
ción, ilustrando sus posibilidades mediante ejemplos.
4.2 Esquemas de análisis y sistemas de deducción
A continuación presentamos de manera formal las ideas expuestas. A este respecto,
existen dos referencias fundamentales: los esquemas de análisis sintáctico2, presenta-
dos por Sikkel en [ 132], y de manera más breve en [ 134], y por otro lado, los SDGs,
propuestos por Shieber et al. [131].
Mientras que Sikkel enfoca el desarrollo de los esquemas de análisis a la compara-
ción y verificación de la corrección de los algoritmos de análisis [ 133J, Shieber et al.
emplean los esquemas de deducción gramatical como base para el desarrollo rápido de
prototipos. No obstante esta diferencia de planteamiento, ambos formalismos resultan
muy próximos.
1 No confundir con los items LR(k).
2Parsing schemata en la terminologfa original.
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4.2.1 Esquema de análisis
Como paso previo a la definición de los esquemas de análisis de forma genérica, se
introducirá la definición de los sistemas de análisis sintáctico aplicables al caso de una
gramática y una cadena de entrada concretas.
DEFtNtctóN 4.1(sistema de análisis sintácticn)
Un sistema de análisis sintáctico IEn para una GIC G y una cadena de entrada wi ... wn
es un triple l^ _ (Z, x, D), donde:
• Z es el conjunto de items o dominio de 1fn.
• x es un conjunto inicial de items denominados hipótesis.
• D C(x U Z) ^^ x Z es un conjunto de pasos deductivos.
^^,, es el conjunto de potencias restringido a los conjuntos fcnitos q
Intuitivamente, los items de Z representan resultados intermedios en el proceso de
análisis, y su forma y significado dependen del algoritmo descrito. Habitualmente los
items de x representan la cadena que va a ser analizada, y, por lo tanto, ^-l fl Z= 0.
Adicionalmente, será necesario un conjunto .F C_ Z de items finales que indican el
reconocimiento de la cadena de entrada.
Por su parte, los pasos deductivos permiten derivar nuevos items a partir de items
ya existentes. Preferentemente los representaremos como {^1i ..., rl^ } ^- ^, donde
{^1i ...,^k} serán los antecedentes, y^ el consecuente. Cada uno de estos pasos
establece que si todos los antecedentes existen, entonces el analizador deberá deducir
el consecuente ^. Los pasos deductivos se suponen cuantificados universalmente para
todas las variables que ocurren en ellos, a no ser que se explicite lo contrario.
EJEMPLO 4.1 ^
Siguiendo con la descripción del algoritmo CYK iniciada en la sección 4.1, y supo-
niendo la cadena de entrada "bc" y la gramática:
S--^BC B-^b C->c
El conjunto de hipótesis es x= {[b,1,1], [c, 2,1] }. Mientras que los pasos deductivos
son:
[b, i,1 ] ^ [B, i, l]
[c, i,1] I- [C, i,1]
{[B, i, k] [C, i+ k, j- k] } I- [A, i, k]
Y el conjunto de items finales ,^ _{[5,1, 2] }. n
Intuitivamente, el significado de los sistemas de análisis sintáctico es el siguiente:
partiendo de las hipótesis, aplicamos los pasos deductivos de forma iterativa para pro-
ducir nuevos items. Si alguno de ellos pertenece al conjunto de items finales, también
pertenece la cadena de entrada al lenguaje generado por la gramática.
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DEFIN^CIÓN 4.2 (relación de inferencia ^)
Sea P un sistema de análisis sintáctico, definiremos una relación de inferencia, ^-, sobre
D como rli ,..., rl^ I- ^, si y sólo si verifica:
{rli^ . . . ^ rl^} ^ ^ ^ {rli^ . . . , rl^^ ^} ^ ^^ d^•
Para ello, definimos I- como el cierre de D sobre la adición de antecedentes:
Y^-^ si(Y',^) ED n Y'CY q
Intuitivamente, la relación de inferencia que hemos establecido nos dicé que pode-
mos deducir un ítem ^ a partir de un conjunto de items Y, si existe un paso deductivo
(Y`, ^) tal que Y' C_ Y, cuyo consecuente es ^ y cuyo conjunto de antecedentes está
incluido en Y.
EJEMPLO 4.2
Empleando el sistema de análisis sintáctico del ejemplo 4.1, podemos establecer, entre
otras, las siguientes relaciones de inferencia:
{ [b, l, l] } t- [B,1,1]
{ [b, l, l], [c, 2,1] } I- [B,1,1]
{[b,1,1], [C, 2,1]} ^- [B,1,1] ^
{[b,1,1], [c, 2,1], [C,1, 2]} F- [B,1,1]
{[b,1,1], [c, 2,1], . . .} I- [C, 2,1]
Una vez definida una relación de inferencia que nos permite deducir nuevos items
a partir de un conjunto de items existentes, el siguiente paso es definir la forma de
enlazar en una secuencia la aplicación de varias relaciones de inferencia.
DEFINIC16N 4.3 (secuencia de deducción)
Sea P' _(Z, ^-C, D) un sistema de análisis sintáctico. Denotamos Z+ el conjunto no
vacío de secuencias finitas ^1i ...,^^ donde ^i E^ y 1 <_ i<_ j. Una secuencia de
deducción es un par
(Yi^l,...,^^) E (ĴfUZ)^h„ xZ+,talqueYU{^i,...,^i-1} ^- ^i,b'1 <2 <^
Como forma alternativa, notaremos una secuencia de deducción (Y; ^1i ..., ^^ ) como
Y ^- ^1 I- ...^^^. Al mismo tiempo, definimos el cierre transitivo de la relación de
inferencia como Y F-* ^ si y sólo si ^ E Y, o bien, Y I- ... F- ^. q
EJEMPLO 4.3
Continuando con el ejemplo 4.2, emplearemos las relaciones de inferencia listadas
para construir la siguiente secuencia de deducción:
{[b,1,1], [c, 2,1]} ^- [B,1,1] I- [C, 2,1] ^[5,1, 2]
Hasta el momento hemos definido los sistemas de análisis sintáctico, y la forma de
operaz con ellos. No obstante, tal y como indicábamos al principio, cada sistema se
especifica para una gramática y cadena de entrada concretas. Para conseguir que estos
sistemas resulten útiles en la práctica, hemos de extender su definición para que sean
independientes de la gramática y de la cadena de entrada.
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DEFINICIÓN 4.4 (sistema de análisis sintáctico no instanciado)
Dada una GIC G=(N, E, P, S), denominaremos sistema de análisis sintáctico no
instanciado a un triple (Z, x, D), si verifica que:
• x es una función que asigna a una cadena de entrada wl ... wn un conjunto de
hipótesis x(wi . . . w^,)
•(Z, x(wi ... wn), D) es un sistema de análisis q
De esta forma, sustituimos el conjunto de hipótesis de un sistema de análisis sintác-
tico, específico de cada cadena de entrada, por una función que transforme una entrada
arbitraria en dicho conjunto de hipótesis.
EJEMPLO 4.4
Típicamente, la función de asignación de hipótesis para el algoritmo CYK es:
x(wl ... wn) _ {[a, i,1] ^ a= w^ n 1 < i< rc}
Una vez generalizada a cualquier cadena de entrada la definición de sistema de
análisis, resta hacer lo propio, generalizando la definición a cualquier gramática.
DEFINICIÓN 4.5 (esquema de análisis sintáctico)
Sean G una subclase de gramáticas independientes del contexto y(wl ... w,^) una
cadena de entrada arbitraria, un esquema de análisis sintáctico es una función P, tal
que P(C^) (wl ... wn) _(Z, x, D) es un sistema de análisis no instanciado, `dG E G• q
En base a esta última definición simplemente hemos de describir los esquemas de
análisis como una función que nos precise para cada gramática y cadena de entrada
concretas, el sistema de análisis sintáctico correspondiente.
EJEMPLO 4.5
Llegados a este punto, podemos completar los ejemplos anteriores estableciendo el
esquema de análisis sintáctico para el algoritmo CYK
*
ZCYx ={[A^ Z^ ^] I A^ w^ ... w^+^-1
xcYx (wl ... wn) _{[a, i,1] ^ a = wi n 1 <_ i<_ r^}
{[a, i, l] } I- [A, i,1 ], `dA ^ a E P
DCYx - {[B, i, k] [C, i+ k, j- k] } F- [A, i, j], dA -> BC E P ^
Después de definir los esquemas de análisis sintáctico e ilustrarlos mediante la
definición del esquema CYK, pasamos a hacer lo propio con los SDGs, observando el
paralelismo entre ambos.
4.2.2 Sistema de deducción gramatical
Una vez introducida la visión de Sikkel [ 134], pasamos a describir los sistemas de
deducción gramatical presentados por Shieber et al. [131].
DEFINICIÓN 4.6 (sistema de deducción gramatical)
Un sistema de deducción gramatical (SDG) es un cuádruple (I, A, G, R), donde:
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• I es un conjunto de fórmulas, a las que también llamaremos items.
• A es un conjunto de axiomas.
• G es un conjunto de fórmulas objetivo.
• R es un conjunto de reglas de inferencia sobre I, de la forma
^ (condiciones colaterales sobre Al, . . . , A^, B) q
Los resultados intermedios se representan mediante fórmulas de un lenguaje formal
previamente establecido. Normalmente se tratará de fórmulas lógicas de primer orden,
en este caso usaremos los conceptos de instancias de fórmulas y de reglas de inferencia
con su significado habitual. Las reglas de inferencia nos permitirán deducir nuevas
fórmulas a partir de las existentes. Para su aplicación efectiva es imprescindible que se
cumplan sus condiciones colaterales.
Los axiomas son ciertos de por sí y no necesitan ser probados. Consecuentemente
podemos considerar que existe una regla de inferencia implícita por cada axioma B:
B
Las fórmulas objetivo representan la prueba de que la cadena de entrada pertenece a la
gramática.
EJEMPLO 4.6 (sistema de deducción CYK) ^
Retomando el ejemplo deC analizador CYK para una GIC ç=(N, E, P, S) y una
cadena de entrada wi..n, lo describiremos mediante un SDG (I, A, G, R) donde:
• Al igual que los items del ejemplo 4.5, esta ŝ fórmulas representan los estados
intermedios en la construcción de la matriz (TZ^ ) del algoritmo CYK
I={[A,i,j] I1 <i,j <n, i+j-1 <r^}
• El conjunto de axiomas estará compuesto por aquellas fórmulas gue representan
los pasos intermedios en la fase de inicialización del algoritmo:
A={[A,i,1]IA-^wiEP}
• Mientras que el conjunto de objetivos tendrá un único elemento, cuyo cálcu-
lo establece la condición de pertenencia de la cadena de entrada al lenguaje
generado por la gramática:
G = {[5,1, r^]}
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• Por último, el conjunto de reglas de inferencia nos permite derivar nuevas fórmu-
la a partir de otras ya existentes:
R_ [B, i, k] [C, i + k, j- k] (A ^ BC E P}
[A, i, j] n
De forma análoga a los esquemas de análisis sintáctico, el proceso de análisis parte
de una serie de fórmulas o items (axiomas) y aplica las reglas de inferencia disponibles
para deducir nuevas fórmulas.
DEFINIC16N 4.7 (derivación de una fórmula)
Sea (I, A, G, R) un SDG, una derivación de una fórmula B a partir de A1i ..., A„ti es
una secuencia de fórmulas Sl, ..., Sn tal que:
• Sn=B
• di,1 <i <n
- SZ = A^, 1< j< m, o bien
- Si es una instancia de un axioma, o bien
- SZ ''''' SZ , con il, ..., i^ < i es una instancia de una regla de infereii-
^
cia.
Si existe una derivación como la descrita, diremos que B es un consecuente de Al ,..., A,,,,
y lo notaremos A1i ..., A„^ F- B. q
Intuitivamente, una derivación de este tipo denota una secuencia de aplicación de
reglas de inferencia a un conjunto de fórmulas Al, ..., A,,,, para obtener otra fórmula
B. En relación a los esquemas de análisis sintáctico, constitu^ye la contrapartida a las
secuencias de derivación. ^
Existe un caso particular de derivación, que se da cuando algunas reglas de infe-
rencia tienen como antecedente el conjunto vacío. En este caso, es posible derivar su
consecuente a partir del conjunto vacío de fórmulas.
DEFINICIÓN 4.8 (fórmula derivable)
Dado un sistema de deducción gramatical (I, A, G, R), diremos que una fórmula B es
derivable, y lo escribiremos ^- B, si B es un consecuente del conjunto vacío. q
En la definición dada de derivación se echa en falta poder indicar de forma explí-
cita el orden en que se aplican las reglas de inferencia para obtener nuevas fórmulas,
que unidas a las fórmulas anteriores nos permitirán aplicar nuevas reglas para, a su
vez, obtener nuevas fórmulas. En este caso, estamos hablando de una secuencia de
derivación.
DEFINIC16N 4.9 (secuencia de derivación)
Dado un SDG (I, A, G, R), diremos que A1i ..., A,,,, {- Bl ^- B2 I- ... F- Bn es una
secuencia de derivación si y sólo si:
A1, ..., A,,,,, Bi, ... Bi_1 1- Bi, b'i,1 < i< n q
4.2. ESQUEMAS DE ANÁLISIS Y SISTEMAS DE DEDUCCIÓN 57
Empleando las definiciones anteriores, podemos decir que una cadena de entrada
pertenece al lenguaje generado por la gramática si y sólo si existe una secuencia de
derivación que nos lleve desde los axiomas hasta alguna de las fórmulas objetivo.
E,ĝEMPLO 4.7
Dado el SDG del ejemplo 4.6, la cadena de entrada "bbbc "y la gramática:
S-->BC B-^BB B^b C-^c
Tenemos gue el conjunto de axiomas es:
A = {[B,1,1], [B, 2,1], [B, 3,1], [G, 4,1]}
y podemos establecer las siguientes derivaciones:
[B, 2,1], [B, 3,1] F- [B, 2, 2]
[B,1,1], [B, 2,1], [B, 3,1], [C, 4,1] f- [5,1, 4]
[B, 3,1], [C, 4,1] F- [S, 3, 2]
[B,1,1], [B, 2,1] ^ [B,1, 2]
[B, 2,1], [B, 3,1] ^- [B, 2, 2]
[B,1,1], [B, 2, 2] I- [B,1, 3]
[B,1,1], [B, 2,1], [B,1, 2], [B, 3,1], [B,1, 3][C, 4,1] ^[S, l, 4]
Como vemos, es posible construir una secuencia de derivación desde los axiomas hasta
la fórmula objetivo:
[B,1,1], [B, 2,1], [B, 3,1], [C, 4,1] ^- [B,^1, 2] ^- [B,1, 3] I- [5,1, 4)
[B,1,1], [B, 2,1^, [B, 3,1], [C, 4,1] I- [B; 2, 2] F- [B,1, 3] ^[S,1, 4]
Una vez introducidos los sistemas de deducción gramatical, en el siguiente apartado
resumimos las diferencias con los esquemas de análisis sintáctico.
Comparación con esquemas de análisis sintáctico
Como ya habíamos adelantado, si olvidamos el planteamiento de sus autores, los es-
quemas de análisis sintáctico y los sistemas de deducción gramatical presentan una
analogía casi completa. Sus principales diferencias consisten en la notación y la ter-
minología empleadas en su definición. La tabla 4.1 muestra la correlación entre sus
componentes, y para ilustrar esta idea, la figura 4.1 recoge la descripción del algoritmo
CYK empleando ambos formalismos.
A pesar de la similitud de ambos formalismos, en aras de la homogeneidad de
la exposición, resulta conveniente usar únicamente uno de ellos en lo que resta de la
documentación. En este caso, nos decantamos por los SDG, si bien, preferiremos el
término ítem en lugar de fórmula.
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sĝuema;dé;analisis sintáctico
itéms
' pasos deductivos
Tabla 4.1: Relación entre esquemas de análisis y sistemas de deducción
^quema c^e analisis sintáĉtico
!i
`D _ r ^B, z, ^^
^Z-^{[^^?-^.7]`'^ 1 ^,
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^.^ ^^C Z^^^= { [S; ^ 1, :ri] ]
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[S^ 1 ^ ^^n] ^} ^^ ^^ ^^ ^ ^
erencia =
j LB, i; ^] [c, i + l^, j- k]
Reglas;de^ m
Objetivos
^_"
Axiomas = {[^
liipótesis
éms'finales
Sister^a;,de deducción gramatical
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a, l] ^ A--^ w2 }
i+ l^, j- l^] I- [A, 2, ^]
' I A^BCEP
istema^.de,deducción gramatical
Items =^^^^{
i+^^ ^ y. ^
:..rr.... ... . ^ ...:^:.^i... 1H :}.,
fórmulas
reglas'de inferencia
axiomas
fórmulas ob^etivo'
^BCE"P
f:
Figura 4.1: Dos descripciones del algoritmo CYK
4.3 Corrección
Siguiendo la exposición de Sikkel [ 134] definiremos la corrección de un SDG en fun-
ción de la corrección de sus items o fórmulas. Comenzaremos con la definición de ítem
mixto.
DEFINIC16N 4.10 (ítem mixto)
Dado un SDG (I, A, G, R), diremos que un ítem B es un ítem mixto si y sólo si tiene
al menos dos interpretaciones B' y B", tales que B' E G y B" ¢ G. q
De manera intuitiva, recordemos que un ítem representa una afirmación sobre un
estado del proceso de análisis de la cadena de entrada. En este sentido, un ítem mixto
es aquel que representa a la vez un estado no final y un estado final del análisis. Este
tipo de items mixtos son muy artificiales, por lo que en la práctica no son habituales.
EJEMPLO 4.8
Siguiendo el ejemplo del algoritmo CYK, consideremos una cadena de entrada de lon-
gitud rz, siendo S el meta-símbolo de la gramática, y A-^ SC y A--^ BC dos reglas
de producción. Podríamos adecuar la forma de los items a esta gramática en concre-
to. Para ello compartiríamos la información del análisis de ambas reglas en un único
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ítem de la forma [(S, B), i, j]. Como efecto colateral no deseado aparecerían items
mixtos como [(S, B), 0, n]. Obsérvese que dado este ítem, no podemos determinar si
la cadena de entrada pertenece o no al lenguaje definido por la gramática, puesto que
no sabemos si el símbolo reducido realmente es S ó B. n
Para simplificar la exposición, consideraremos que en el conjunto de items de un
SDG no existen items mixtos.
DEFINIC16N 4.11(semiregularidad)
Un SDG es semiregular si no contiene items mixtos y por cada análisis posible de una
cadena de entrada contiene un ítem que lo representa. ^
La condición de semiregularidad nos asegura que el conjunto de items construidos
es válido para el algoritmo de análisis que deseamos describir. Por un lado establece de
forma explícita la no existencia de items mixtos y, por otro, nos asegura que realmente
podemos representar cualquier estado intermedio mediante un ítem.
EJEMPLO 4.9
En el ejemplo 4.6, que venimos empleando, el SDG para el algoritmo de análisis
sintáctico CYK cumple las condiciones de semiregularidad. No existen items mixtos
puesto que se establece una separación clara entre los items [A, i, j] que representan
estados intermedios, y el ítem objetivo [S,1, n], que únicamente puede representar el
reconocimiento de la cadena de entrada. Además, cada estado intermedio del análisis
añadirá un nuevo símbolo no-terminal a una celda de la tabla, lo cual siempre podrá
ser representado mediante un ítem de la forma [A, i, j]. n
Si la semiregularidad nos asegura que para cualquier estado del proceso de análisis
tendremos ún ítem que lo representa, también nos interesa que cualquier ítem repre-
sente un estado de dicho proceso.
DEFINIC16N 4.12 (items fiables) ^
Dado un SDG (I, A, G, R), diremos que un ítem es fiable si representa un estado en el
análisis de alguna cadena de entrada, y denotaremos por C C_ G el conjunto de items
objetivo fiables. ^
La propiedad de fiabilidad se extiende de forma directa a los SDGs.
DEFINICIÓN 4.13 (SDG 6able)
Un SDG (I, A, G, R) semiregular es fiable si y sólo si `dB E G, B es fiable. 0
La condición de fiabilidad de un SDG nos asegura que cada vez que obtengamos
un ítem objetivo, éste representa realmente un análisis de la cadena de entrada. Esta
condición es necesaria para que nuestro SDG resulte útil, pero también debemos ase-
gurar que si una cadena pertenece al lenguaje generado por la gramática, entonces es
posible derivar un ítem objetivo correspondiente a su análisis.
DEFINICIÓN 4.14 (items válidos, SDG completo y SDG correcto)
Dado un SDG, diremos que un ítem es válido si es derivable a partir de los axiomas.
Un SDG (I, A, G, R) semiregular es completo si y sólo si t1B E C, B es válido.
Un SDG semiregular es correcto si es fiable y completo. ^ q
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En la práctica la forma habitual de demostrar la conección de un SDG es mediante
el establecimiento y prueba de una invariante sobre la interpretación de los items.
EJEMPLO 4.10
Volviendo una vez más al SDG del ejemplo 4.6, estableceremos el significado de los
items de la siguiente forma:
Q[A, i, j]^ = verdadero si A^ w^ ... wz+^_1
falso en otn^ caso
En el caso de los axiomas, esta condición es trivial por su propia definición:
A={[A, i, l] ^ A-^ wi }
Por lo tanto la existencia de un axioma [A, i,1] implica que A^ wi. Aplicando la
definición de derivación es inmediato que todos los axiomas son fiables.
A continuación, suponiendo que partimos de dos items fiables (B, i, k] y[C, i+
k, j- k], aplicamos la regla de inferencia del esquema CYK para obtener [A, i, j]:
[B, i, k] [C, i+ k, j- k] ^A -^ BC E P)
[A, i, k]
Puesto que los antecedentes son fiables, sabemos que B^ wi..wi+^_1 y C^
wi+k ••wi+^ - i• La aplicación de la regla de inferencia anterior exige el cumplimiento
de la condición A^ BC E P, de lo cual se sigue que .
^ A^ BC ^ w^..w^+^'_iC ^ wi..wi+^-1w^+k..wZ+^-1 = wi..wZ+^-1
Por lo tanto, el nuevo ítem es fiable. Consecuentemente cualquier ítem derivado a
partir de los axiomas, incluidos los items objetivo, es fiable, y el SDG es fiable.
Resta por comprobar que del SDG es completo, es decir que todo ítem objetivo
fiable es válido. Tenemos que comprobar, pues, que para cualquier cadena generada
por la gramática S^ wl ..wn, el correspondiente ítem objetivo [5,1, n] es válido, o lo
que es lo mismo, se puede derivar a partir de los axiomas. Para ello demostraremos de
forma general que para toda derivación A^ wi..wi+^_1, [A, i, j] es un ítem válido.
Procederemos por inducción en la longitud de A^ wi..w2+^_1:
1. Caso base, A^ wi..wi+^_1 en un solo paso. Puesto que las producciones en
una gramática en forma normal de Chomsky tienen que ser de la forma A-^ a
ó A-^ BC, necesariamente j = 1 y A^ wi E P. En consecuencia, existe un
axioma [A, i, l] que por definición es fiable y válido.
2. Caso general. Suponemos que para toda derivación A^ wi..wi+^_1 de lon-
gitud menor o igual que l, [A, i, j] es válido. A continuación consideramos una
derivación de longitud l+ 1:
l-}-1
A ^ wi..w2+^-i
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Debido a que la derivación es de longitud mayor que 1(l ^- 1> 1) y a la forma
de las producciones, necesariamente:
A ^ BC ^ wá..wZ+^_1
Por lo tanto, B^ wi..wi+^, _1 y C ^ wi+^, ..wi+^_1, con li + l2 = l. Apli-
cando la hipótesis de inducción sobre li y l2, obtenemos que los items [B, i, jl]
y[C, i+ jl, j- jl] son válidos. Utilizando estos items como consecuentes de la
regla de inferencia obtenemos un nuevo ítem válido [A, i, j].
Una vez demostrado en general que para toda derivación A^ wá..wi+^_1, [A, i, j] es
un ítem válido, para el caso particular S^ wl ..wn, el ítem objetivo [5,1, n] es válido
y por tanto, el SDG es completo. Puesto que, como hemos visto, el SDG es fiable y
completo, también es correcto. n
En la siguiente sección aplicaremos la definición de corrección expuesta a la des-
cripción de algoritmos de análisis bien conocidos.
4.4 SDGs básicos de análisis de GICs
En esta sección desarrollaremos los conceptos expuestos basándonos en dos algoritmos
de análisis de GICs bien conocidos, y que destacan por su simplicidad. Para aligerar
la exposición, nos centraremos únicamente en el problema del reconocimiento, pospo-
niendo la generación de estructuras sintácticas de análisis hasta un apartado posterior.
4.4.1 Algoritmo descendente ,
Para una GIC ç= (N, E, P, S) y una cadena de entrada w= wl..wn construimos
items de la forma [•,Q, j] con 0<_ j < n. La parte izquierda de la figura 4.4 muestra una
representación gráfica. Tales items afirman que la subcadena de entrada wl ..w j seguida
de la cadena de símbolos /3 es derivable a partir del meta-símbolo de la gramática S,
esto es, S ^ wi ••• w^Q. Dicho de otra forma, hemos reconocido hasta la posición j
de la cadena de entrada y nos resta por analizar la secuencia de símbolos ^3. El punto •
no es más que una referencia a la posición j.
Como corresponde a un análisis descendente, partiremos del símbolo inicial de la
gramática, lo cual expresaremos mediante el axioma [•S, 0]. El ítem objetivo [•, n]
se corresponde con la situación de reconocimiento de la cadena de entrada hasta la
posición final n, sin que reste ningún símbolo por analizar. Por último nos quedan
por definir las reglas de inferencia. La primera de ellas es la regla de reconocimiento.
El antecedente [•w^+1Q, j] de la regla establece que el siguiente símbolo a reconocer
w^+l debe ser igual al siguiente símbolo de la entrada. Por su parte, el consecuente
(•Q, j + 1] es un nuevo ítem donde hemos avanzado una posición en el reconocimiento
de la cadena de entrada. La segunda regla es la de predicción. Ésta predice el uso de
la producción B ^ ry para reescribir el siguiente símbolo a analizar, B. La figura 4.2
muestra el SDG completo.
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'Ttems: [•Q^.Í]
Axiomas: [•S, 0]
Objetivos: [•,
Reglas dé iriferencia: ^'
+1Q ^]^ ^' ^Reconocimiento ^^ ` ^^
•^^ j +^
^«:
Figura 4.2: SDG del algoritmo de análisis descendente
EJEMPLO 4.11
La fcgura 4.3 muestra los items que es necesario derivar para llegar al ítem objetivo,
dados la gramática del ejemplo 3.2 y la cadena de entrada w= "a+a *a ". El último
ítem derivado es un ítem objetivo, gue indica que la cadena de entrada es reconocida
por la gramática. ^
Itl [•S, 0]
It2 [•S + S, 0]
It3 [•a + S, 0]
It4 [• + S,1]
It5 [•S, 2]
Its [•S * S, 2]
It7 [•a * S, 2]
It8 [• * S, 3]
Ity [•S, 4]
Itlo [•a, 4]
Itll [•, 5]
axioma
predicción(Itl, S-^ S+ S)
predicción(It2, S-^ a)
reconocimiento(It3i' a')
reconocimiento(It4i' -{-')
predicción(It5i S-^ S* S)
predicción(Its, S-^ a)
reconocimiento(It7,' a')
reconocimiento(Its,' *')
predicción(It9i S^ a)
reconocimiento(Itlo,' a')
Figura 4.3: Ejemplo de derivación para un SDG descendente
Obsérvese, que dada la ambigiiedad de la gramática, podríamos haber llegado al
mismo resultado construyendo una derivación diferente gue corresponde a:
[•s,o] ^- [•s*s,o] ^ [•s+s*s,o] ^- [•a+s*s,o] ^- [•+s*s,1] ^-
[•S * S, 2] 1- [•a * S, 2] ^[• * S, 3] F- [•S, 4] ^[•a, 4] ^[•, 5]
Por otra parte, dada la naturaleza predictiva de los algoritmos descendentes, es posible
construir derivaciones que no produzcan items objetivos:
[•s,o] ^ [•s*s,o] ^- [•s*s*s,o] ^- [•a*s*s,o] ^- [•*s*s,1]
y en el peor de los casos, podemos construir derivaciones de longitud infinita, provo-
cando gue el proceso de análisis no termine:
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[•s,o] ^- [•s*s,o] ^ [•s*s*s,o] ^ [•s*s*s,o] ^- [•s*s*s*s,o] ^- ...
n
Corrección
En lo que respecta a la corrección del sistema, decíamos que los items [•,Q, j] represen-
tan que existe una derivación de S hasta wl.,^ /3. Más formalmente podemos expresarlo
como:
_ verdadero si S ^ wl ••• wj,Q
^[•a' ^]^ falso en otro caso
Una vez establecido el significado de los items, podemos explorar la corrección del
sistema de deducción. Para ello debemos demostrar que el sistema es fiable y completo.
Proposición 4.1(el SDG es ñable)
Dados el SDG del algoritmo de análisis descendente de la figura 4.2 y una GIC, dicho
SDG es fiable.
Demostración:
Nótese que tanto [•w^+1iQ, j] como [•^3, j+ 1] son ciertos si S^ wl ••• w^,Q. Por
lo tanto, podemos concluir que la regla de reconocimiento aplicada a un ítem fiable,
produce un ítem fiable.
Un argumento similar se puede aplicar a la regla de predicción. Partimos de que
[•B,Q, j] es fiable, por lo tanto S^ wi ••• wj BQ, y, teniendo en cuenta que B--> ry E
P, es inmediato que S^ wi ••• w^ B,Q ^ wl •••'w^ ry, y por lo tanto el consecuente
de la regla, [•ryQ, j], es fiable.
Ya que S^ S es trivial, podemos concluir que el axioma [•S, 0] es fcable. Puesto
que el axioma es fiable y las reglas de inferencia producen items fiables, cualquier ítem
válido, es decir, cualquier ítem derivable a partir del axioma, es fiable. Por lo tanto,
si el ítem objetivo [•, rt] es válido, será fiable, es decir, S^ wl ••• wn, la cadena de
entrada pertenece a la gramática. Consecuentemente, el SDG es fiable. ^
Para demostrar que el SDG es completo, introduciremos el siguiente resultado inter-
medio:
Lema 4.1
Dados el SDG del algoritmo de análisis sintáctico descendente de la figura 4.2 y una
GIC, si S^ wl ••• w^,Q es una derivación por la izquierda, entonces [•,Q, j] es válido.
Demostración:
Para cada Q y j concretos, definimos su rango como la suma de j y la longitud de
la derivación a la izquierda S^ wl ••• w^ ^3 más corta, y procedemos por inducción
en éste:
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1. En el caso base, el rango es cero. Entonces j = 0 y S ^/3, por lo tanto ,Q = S.
Es trivial gue [•S, 0] es válido, pues es el axioma.
2. Para el paso inductivo, tomamos un rango r mayor que cero y suponemos que
la proposición es cierta para cualquier rango menor que r. Se presentan dos
casos:
Caso 1 S^ wi ••• w^,Q en un único paso, por lo tanto, S-^ wl ••• w^,Q E P.
La aplicación de la regla predicción al axioma del SDG produce el ítem
[•wl ••• w^ ^l3] y tras j aplicaciones de la regla de reconocimiento obtene-
mos [•,Q, j].
Caso 2 S^ wl ••• w^ Q en n+ 1 pasos. Por las definiciones de GIC y deriva-
ción a la izquierda, S^ wl ••• w^ _k Bry' ^ wl ••• w^ ryry', con ,Q = ryry'
y B^ wj_k+l ••• w^ry E P. Por hipótesis de inducción [•Bry', j- k] es
válido. Por la regla de predicción, [•w^_^+1 ••• w^ryry', j- k] es válido y,
tras k aplicaciones de la regla de reconocimiento, obtenemos [•,Q, j]. q
Proposición 4.2 (el SDG es completo)
Dados el SDG del algoritmo de análisis sintáctico descendente de la figura 4.2 y una
GIC, dicho SDG es completo.
Demostración:
Para ver si el sistema es completo, tendremos que comprobar que para toda cadena
de entrada reconocida por la gramática, S^ wl ••• wn, [•, n] es válido, es decir,
para cualquier cadena reconocida por la gramática, podemos derivar el ítem objetivo
correspondiente. Por el lema anterior, si S^ wl • •• w^., entonces el ítem [•, n] es
válido y, consecuentemente, el SDG es completo. q
cx
wl w^ wl w^ wn
Figura 4.4: Representación gráfica de los items
4.4.2 Algoritmo ascendente
Otro algoritmo de amplia difusión es el algoritmo de análisis sintáctico ascendente cuyo
SDG se muestra en la figura 4.5. Los items son de la forma [a•, j] e indican que la
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cadena de entrada es derivable a partir de la secuencia de símbolos aw^+l.,n. La parte
derecha de la figura 4.4 muestra una representación gráfica. De nuevo el punto • es una
referencia a la posición j en la cadena de entrada. Más formalmente, el significado de
los items es:
*
_ verdadero si aw^+l . . . wn ^ wl • • • wn
^[a^' ^]^ falso en otro caso
El axioma (•, 0] representa la situación inicial en que no existe ningún progreso en
el análisis. Si la cadena de entrada es reconocida por la gramática, S ^ w, hemos
de ser capaces de derivar el ítem objetivo [•S, n]. Paza completaz el SDG necesitamos
dos reglas de deducción. La primera, desplazamiento, análoga a la regla de reconoci-
miento del algoritmo descendente, partiendo del antecedente (a•, j] añade el siguiente
símbolo de entrada w^+l a la secuencia de símbolos reconocidos, avanzando el punto
una posición en la cadena de entrada, y generando el consecuente [c^w^+l•, j+ 1].
La siguiente regla, de reducción, se aplica cuando los últimos k símbolos reconocidos
coinciden con la parte derecha de una producción B-^ ry. Estos símbolos son sus-
tituidos en el ítem antecedente [ary•, j] por la parte izquierda de la producción en el
consecuente [aB•, j]. Puesto que no hemos reconocido ningún símbolo nuevo de la
cadena de entrada, no avanzamos el punto.
Retomando el ejemplo anterior, mostraremos los items que es necesario derivar
para llegar al ítem objetivo, dados la gramática del ejemplo 3.2 y el análisis de la
cadena de entrada w= a+ a* a.
1 [•, 0] axioma
2 [a•,1] desplazamiento(1)
3 [S•,1] reducción(2)
4 [S + •, 2] despla^amiento(3)
5 [S + a•, 3] desplazamiento(4)
6 [S + S•, 3] reducción(5)
7 [S•, 3] reducción(6)
8 [S * •, 4] desplazamiento(7)
9 [S * a•, 5] desplazamiento(8)
10 [S * S•, 5] reducción(9)
10 [S•, 5] reducción(10)
Podemos concluir que la cadena de entrada es reconocida por la gramática, pues hemos
sido capaces de derivar el ítem objetivo.
Tal y como hicimos para el algoritmo descendente, débemos demostrar que el sis-
tema es fiable y completo, paza aseguraz su corrección.
Proposición 4.3 (el SDG es ñable)
Dados el SDG del algoritmo de análisis descendente de la fzgura 4.S y una GIC, dicho
SDG es fzable.
Demostración:
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Items: [a•^ ^^
Axiomas: [•, 0]
Objetivós:'
' Reglaŝ de inferencia:
[S•, r^,
Desplazamienro
+1 •., :Í +
Figura 4.5: SDG del algoritmo de análisis ascendente
Tanto [a•, j] como [aw j+i •, j+ 1] son ciertos si aw^+l ... wn ^ w. Conse-
cuentemente la regla de desplazamiento, aplicada a un ítem fiable, deriva otro ítem
fiable.
Por otro lado, si el ítem antecedente, [ary, j], de la regla de reducción es fiable,
entonces aryw^+l ... wn ^ w. Si se cumple la condición B^ ry podemos deducir
que aBw^+l ... w,^ ^ w y, por lo tanto, el ítem consecuente derivado es fiable.
El axioma [•, 0] es fiable, puesto que de forma trivial, wl ... w,^ ^ wl ... w^,.
Teniendo en cuenta que las reglas de deducción son fiables, cualquier ítem derivado
a partir del axioma, incluido el ítem objetivo, será fiable. Concluyendo, si el ítem
objetivo es válido, será fiable, o lo que es lo mismo, el SDG es fiable. ^
Como paso previo a la demostración de la completud del SDG, probaremos el siguiente
resultado:
Lema 4.2 ^
Dados el SDG del algoritmo de análisis descendente de la figura 4.2 y una GIC, si
aw^+l ... wn ^ wi ... w,^ es una derivación a la derecha, entonces [a•, j] es un ítem
válido.
Demostración:
Definimos el rango de a y j como la suma de j y la longitud de la derivación a
la derecha awj+i ... wn ^ wi ... wn más corta. Procedemos por inducción en el
rango.
Para el caso base, el rango es 0, j = 0 y a= E. Trivialmente, [•, 0] es válido por
ser el axioma.
Para el paso inductivo, tomamos un rango T mayor que cero y suponemos que la
proposición es cierta para cualquier rango menor que r. Se presentan dos casós:
Caso 1 aw^ ... wn ^ wl ... wn en un único paso, por lo tanto a= w1..iBwk+1,.^
y B-^ wi+i ... w^. Aplicando k veces la regla de desplazamiento al axioma
obtenemos el ítem [wi ... w,^ •, k], al que aplicaremos la regla de reducción para
obtener [wl ... wiB•, k]. Tras j- k desplazamientos más, obtendremos [a•, j].
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Caso 2 aw^ ... wn ^ wl ... wm en n+ 1 pasos. Por ser una derivación a la derecha
sobre una GIC, a = a'B, B --^ w^ . . . w^_1, aw^ . . . wn ^ a'wi . . . w^ . . . wn
en un paso, y a'wá ... wn ^ wl ... wn en n pasos. Por hipótesis de inducción
[a' •, i] es válido. Aplicando las reglas de reducción y desplazamiento de manera
análoga a como hicimos en el caso anterior obtenemos [a'B, j], o lo que es lo
mismo [a, j]. ^
Proposición 4.4 (el SDG es completo)
Dados el SDG del algoritmo de análisis descendente de la figura 4.2 y una GIC, dicho
SDG es completo.
Demostración:
Debemos comprobar que para toda cadena de entrada reconocida por la gramática
(S ^ wl ... wn) es posible derivar el ítem objetivo [S•, n]. Por el lema anterior, si
S^ wl ••• wn, entonces el ítem [S•, n] es válido y, consecuentemente, el SDG es
completo. ^
4.5 T^ransformación
Tanto Sikkel [ 132, 134], como Alonso [8], desarrollan métodos formales para obtener
algoritmos de análisis correctos a partir de otros algoritmos que ya se ha demostrado
que son correctos. En nuestro caso, presentaremos estas ideas desde un punto de vista
menos formal, basándonos siempre en ejemplos concretos.
4.5.1 Algoritmo de Earley
Frecuentemente el algoritmo de Earley [47] se clasifica como un algoritmo mixto. Co-
mo veremos a continuación esta definición está justificada por el hecho de que es posi-
ble obtener dicho algoritmo como una combinación natural de los algoritmos descen-
dente y ascendente. Partiendo de las invariantes que establecían los items en ambos
algoritmos y combinándolas, tenemos que:
[•^^ j] S ^ wl . . . wjQ
*
[a•^ ^] awj-F.1 . . . wn, ^ wl . . . wn,
[a•Q^j] S^w1...w^Q
*
awj+i . . . wn ^ wl . . . w,^
Pero el algoritmo de Earley, aún añade un refinamiento más. Los items considerados
hasta ahora son globales, en el sentido que establecen afirmaciones sobre el análisis de
la cadena de entrada al completo. En lugar de esto, emplearemos items con información
local, referida al análisis de la parte derecha de una producción A^ a,Q, desde la
posición i:
[i, A ^ a • ,Q, j] S ^ wl . . . wiAry
*
aw^+l . . . wn ^ wi+l . . . wn
A-^a,6EP
68 CAPÍTULO 4. ABSTRACCIÓN DEL ANÁLISIS SINTÁCTICO
La figura 4.6 muestra una representación gráfica de los items. En la parte izquierda,
se muestra el resultante de la mezcla directa de los items del algoritmo descendente
y ascendente, [cx • Q, j], y en la parte derecha, los items tal y como se definen en el
algoritmo de Earley, [i, A^ a •,Q, j].
a
0
Q
[i,A-^a•Q,j]
S
wi..í wz+i
Figura 4.6: Representación gráfica de los items
wj
Una vez definidos los items, hemos de hacer lo propio con los axiomas e items
objetivos. Para simplificaz la descripción presupondremos gramáticas aumentadas en
el caso del algoritmo de Earley.
Descendente Ascendente Eazley
Axiomas [•S, 0] [•, 0] [0, S' ^•S, 0]
Objetivos [•, n] [S•, n] [0, S". ^ S•, n]
Paza finalizaz el SDG debemos definir los pasos deductivos. La combinación de los
algoritmos descendente y ascendente da lugar a tres pasos distintos: reconocimiento,
predicción y compleción.
Reconocimiento A1 igual que ocurría anteriormente, este paso combina sus pasos ho-
mónimos en los algoritmos descendente y ascendente, reconociendo el siguiente
símbolo de la cadena de entrada y avanzando una posición en la misma.
[i, A -^ a • w •+iQ, j]
i, A--^ aw^+i •/3, j+ 1
Predicción Se corresponde con el paso predicción del algoritmo descendente, que no
existe en el ascendente, y de forma análoga, predice el uso de la producción
B --^ ry en el análisis del símbolo B, inmediatamente a la derecha del punto,
esto es, de la posición j.
i, A-^ a• BQ^.7 (B --^ ry)
j^ B ^ •ry^ j
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ltems
Axiómas
Objetivos:
,,
Réĝlas de inferencia:;;^
t ' ^ Recónócimiento ; ,:;
i^ción
^mpleción
'.;3
p T rJ
[Z.. ^l ^ a •.
(o; s^ ^ •s, o^
[o; s' --^ s^, ^l
--^^ a ,^
,,A -^..aw^.+i,! ^^
i; A..--^ a ^•. &^,^ .7 .
•^ B =-^ •`ry; j
[i, A-> a* 8^^;^ k, B,,,.-^ ^Y^^ j
á, A' ^ áB^ • l^^ ^^^
Figura 4.7: SDG del algoritmo de Earley
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Compleción Este paso no existe en el algoritmo descendente, y en el ascendente se
corresponde con el de reducción. Una vez completado el análisis de la parte
derecha de la producción B ^^y entre las posiciones k y j, avanzamos en el
análisis de su parte derecha, B, en aquellos items en los que estuviese pendiente.
[i, A^ a • B/3, k] [k, B --> ry•, j
--[i, A -^ aB • Q, j ]
La figura 4.7 reúne todos los elementos descritos deí SDG para el algoritmo de Eazley.
4.5.2 Algoritmos LR ,
Ateniéndonos al orden cronológico, el algoritmo de Earley [48] puede ser considerado
una versión interpretada de los algoritmos de la familia LR, desarrollados originalmen-
te por Knuth [73]. A continuación mostrazemos esta relación en sentido inverso, es
decir, obteniendo la descripción de los algoritmos de análisis sintáctico LR como una
versión compilada del algoritmo de Eazley. Durante esta compilación, se factorizan
parte de los pasos de deducción, creando el control finito, para simplificar el proceso
de análisis. Desde el punto de vista de los SDGs esta compilación agrupa conjuntos
de items equivalentes, representados por estados del control finito. La mejora en la
eficacia del algoritmo se produce al aplicar los pasos deductivos directamente sobre
los conjuntos de items, en lugaz de aplicazlos sobre cada uno de los items pertene-
cientes a cada conjunto. Para introducir la transformación del algoritmo de Eazley en
un algoritmo LR(1) de manera más ilustrativa, realizaremos varias transformaciones
intermedias.
LR(0) sin control ñnito
En primer lugaz describiremos un algoritmo LR(0) sin control finito. Los items tienen
la misma estructura que en el algoritmo de Eazley: [i, A^ a• Q, j]. La diferencia
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estriba en su significado, se modifica para que representen el ánálisis de una porción
menor de la cadena de entrada. En el caso de Earley, la cadena a de símbolos a la
izquierda del punto deriva la subcadena de entrada entre las posiciones i y j, esto es
a^ wi, j. En el nuevo algoritmo, sólo el último símbolo de a deriva w^, j, esto es
X^ w^, j, con a= a' X.
[i,A-->a•Q,j] S^w1...wiAry
X w j+l . . . wn ^ wZ+l . . . wn .
A-^aQEP, a=a'X
En lo. que respecta a los axiomas y objetivos, seguiremos usando los mismos que en el
algoritmo de Earley:
Axiomas [0, S' --^ •S, 0]
Objetivos [0, S' -^ S•, n]
La siguiente diferencia la encontramos en los pasos deductivos, que tenemos que adap-
tar al nuevo significado de los items, en especial, el paso de compleción.
Desplazamiento En primer lugar, cambiamos el nombre de reconocimiento por el
de desplazamiento por ser el que se usa habitualmente en la descripción de los
algoritmos tipo LR. A diferencia de Earley, el ítem generado indica la subca-
dena derivada por el símbolo inmediatemente a la izquierda del punto, es decir,
w^,^+i •
[i, A -^ a • w •+1,Q, j]
', A-> aw^+l • Í^, j+ 1
Predicción Este paso deductivo no cambia con respecto al que empleábamos en el
algoritmo de Earley. ^
i,A--^a•BQ^j (B->^)
',B^•7^^
Reducción A1 igual que hicimos con el paso de desplazamiento, emplearemos el nom-
bre habitual reconocimiento en lugar del nombre que habíamos usado en Earley:
compleción. En este paso deductivo es donde encontramos la principal dife-
rencia. En Earley, el antecedente es un ítem [i, A^ a• B,Q, k], en el cual el
siguiente símbolo a analizar, a partir de la posición k, es B, y un único ítem
[k, B--^ -y•, j] que representa el análisis de B entre las posiciones k y j. En
nuestro nuevo algoritmo necesitaremos sustituir este último ítem por m items
que representen el análisis de cada uno de los símbolos X^ de ry.
[i, A ^ a • B/3, k]
[k, B -^ •Ji[1JiC2 . . . Xm^.il]
l.7jm^ B -3 XiX2 . . . Xm•^.l]
k, A --> aB • ,^, j
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Nótese que la única forma de producir un ítem [k, B--^ •XiX2 ••• X„+,, jl] es
mediante un paso predicción, y por lo tanto jl = k.
Ite.mŝ • [2, A--^ a• Q; a
^iomás ^ ^ [0., S' -^ •S, 0] ^^
^ ^ '^ ^^^ ^. ^^^ ^ ^ ; `
I ^ ^ y
Ob^etivós '^ [.0, S' ^ S•, n]'
^
Reglas de inferenciá:
i A--^ a• w^+í,^ ^, ^
esplazamiento ^^^^ ^ ^ ^ ^ ^
: j A--^ cxw.^ 1.^3 ^=^+ 1+
Predicción
Réducción
^^ ^
i, A^ a• B^^ ^^B ^ 7^
^j, B -^ •^Y, 7
[z>A^a•8^^^^ '
[^^ g ^ ,,I^1 7^'2 . . .
.x,n,.ll^
, B ---^ 1^^1 ^^r2 '. ' ' ^
1^, A =-^ ^B' • Q^ :
fTb ^,' J
Figura 4.8: SDG del algoritmo LR(0) sin control finito
Para terminar este apartado, la figura 4.8 recapitula el SDG descrito.
LR(0) con control ñnito
Para mejorar la eficiencia del algoritmo anterior, lo modificaremos introduciendo un
control finito. La existencia de dicho control implica dividir el proceso de análisis en
dos fases. En la primera, debemos crear las clases de equivalencia de los items. Ca-
da clase estará representada por un estado. El conjunto de estados y las transiciones
válidas entre ellos conforman el control finito. Este control será específico para cada
gramática. En la segunda fase analizaremos las cadenas de entrada. El proceso de aná-
lisis se guiará por el control finito creado durante la fase de compilación, sustituyendo
los items por los estados representativos de sus clases de equivalencia.
La construcción de las clases de equivalencia ya ha sido expuesta en el capítulo 3.
Examinando la operación de cierre, vemos que realiza los mismos cálculos que el paso
deductivo de predicción en la versión del algoritmo sin control finito. Por esta razón
dicho paso deductivo no es necesario en la versión con control finito. Dicho control
viene definido por el conjunto de estados y las funciones acción, ir a y revela. Las
dos primeras ya fueron tratadas al hablar de la construcción del autómata LR. Por su
parte, la función revela, es una función de conveniencia que nos indica para un estado
dado, desde que estados podemos Ilegar aplicando alguna de las acciones válidas del
autómata, bien sea un desplazamiento o una reducción. Esta función nos servirá para
establecer la relación entre los items que constituyen el antecedente del paso deductivo
de reducción.
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La segunda fase del algoritmo, en la que se realiza el análisis efectivo de la cadena
de entrada es común para todas las gramáticas y puede ser descrita mediante un SDG.
En primer lugar sustituimos los items por el estado representativo de su clase de equi-
valencia y recuperamos los índices a la subcadena de entrada analizada: [i, st, j]. A
continuación hacemos lo propio con los axiomas y objetivos:
Axiomas [0, sto, 0]
Objetivos [0, st f, ^]
Para completar el SDG, debemos redefinir los pasos deductivos. Como ya se mencionó
anteriormente, el paso predicción se realiza duranté el cálculo del cierre, y por lo tanto
está implícito en el control finito, y podemos eliminarlo.
Desplazamiento Como ya hicimos con los axiomas y objetivos, sustituimos los items
por sus estados representativos. A mayores incluimos en las condiciones cola-
terales comprobar en el control finito que es posible realizaz un desplazamiento
al estado st', consecuente, para el estado st, antecedente, y el símbolo w^ en la
posición j de la cadena de entrada.
i, st, j (desplazamientost, E acción(st, wj ))[j, st', j + 1]
Reducción Aplicamos el mismo razonamiento paza los items y estados. Igualmente
hemos de realizar vazias comprobaciones. En primer lugaz comprobazemos que
es posible ir del estado st al stl mediante el símbolo B, stl E ir_a(st, B), o di-
. cho de otra forma, que existe un paso predicción de una regla del tipo B-^ ry. A
continuación comprobaremos que todos los items [ji, sti+l, ji+l] se pueden ge-
nerar mediante un desplazamiento o reducción de un ítem anterior [ ji_ 1, sti, ,7i],
sti E revela(sti+l). Por último, una vez que tenemos un ítem por cada uno
de los símbolos de la parte derecha de la regla B -^ ry, comprobaremos que es
posible realizar una reducción.
[i, st, k]
[^^ sti^.71]
[.im ^ Stm+1 ^ .i]
[^^ st^^j] ( >reducciónB^ry E acción(st,n,+l ),stl E ir_a(st, B), sti E revela(sti+l ) `di,m = longitud(ry)
El SDG completo queda recogido en la figura 4.9.
Símbolos adelantados: LR(k)
La siguiente transformación sobre el algoritmo anterior consiste en el uso de los sím-
bolos adelantados para la construcción del control finito. Cada acción se especifica en
función del estado del autómata y de los símbolos compatibles. La acción descrita sólo
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terns: [i, st, j]
„
xior^ias, ^ ^^^ ^^[0^, sto, 0]^
^b^etivos: [0, st f,,n)
egláŝ^^dé infereneia: ; - ;
esplazamieñtó
educción'
, st^.
t; l^
[^^ sti^:71]
[^^;^
,
tlesplazamiertto
^.+1,^)
t , j
-j- ]_
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reducciGnB^ti E acción(s
st1 E ir_a(st, B),
at: E revela(st^+i) t^i; ^ ^
m = lo^gitud(^y)
Figura 4.9: SDG del algoritmo LR(0) con control finito
+1
se aplicará si estos símbólos coinciden con los que se encuentren en las siguientes po-
siciones de la cadena de entrada. Este cambio en el control finito implica modificar los
pasos deductivos del SDG a la hora de consultar dicho control, tal y como se muestra
en la figura 4.10. A este respecto, recordaremos que las variantes SLR(k) y LALR(k)
únicamente difieren del LR(k) en la forma de construir el control finito, por lo que el
SDG será el mismo.
Figura 4.10: SDG del algoritmo LR(k) con control finito
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4.6 Arboles de análisis
Hasta el momento, los algoritmos descritos tratan solamente el problema del reconoci-
miento, limitándose a decidir si una cadena de entrada pertenece al lenguaje generado
por una gramática, es decir, si en el proceso de inferencia obtenemos un ítem obje-
tivo. Pero para poder hablar con propiedad de analizadores sintácticos, es necesario
construir una estructura que represente el proceso de análisis. Tradicionalmente, en las
GICs esta estructura es un árbol de análisis o, en su defecto, una estructura que nos
permita construir dicho árbol de análisis.
Para transformar los SDG vistos de algoritmos de reconocimiento en algoritmos
de análisis, añadiremos un nuevo componente a los items. En este nuevo componente
iremos construyendo la estructura resultante del análisis. La figura 4.11 muestra esta
idea sobre el SDG de análisis descendente definido en la figura 4.2. Hemos añadido
a los items una lista en la que se acumulan reglas y símbolos terminales a medida
que avanza el proceso de análisis. Una vez terminado éste, es posible construir una
representación del árbol de análisis, recorriendo la lista y expandiendo los nodos del
árbol de derecha a izquierda según se trate de una regla o un terminal.
4.7 Implementación
Una vez desarrollado un SDG es necesario transformarlo en un software que podamos
ejecutar. Para éllo disponemos principalmente de tres alternativas:
• Crear una implementación ad-hoc a partir del SDG
• Emplear un meta-intérprete.
• Traducir el SDG a un formalismo operativo.
A continuacibn examinaremos cada una de estas alternativas. ^
4.7.1 Implementación ad-hoc
Para esta alternativa, simplemente desarrollaremos un algoritmo siguiendo las espe-
cificaciones dadas por el SDG. De nuevo rompiendo el orden cronológico, podemos
pensar que en el trabajo de Earley (47] se desarrolla una implementación del SDG 4.7.
Como muestra, citaremos algunos puntos del apartado dedicado a la implementación
en [47]:
(1) Por cada variable, mantenemos una lista enlazada de sus alternativas,
para su uso en la predicción.
(4) Para el uso de la compleción, también mantendremos, por cada conjun-
to de estados S% y variable N, una lista de todos los estados (^, j, f, a) E
Sz tales que C^ ( j+ 1) = N.
Sobre esta aproximación señalaremos como principal ventaja la posibilidad de obtener
implementaciones de gran eficiencia. Por lo que respecta a las desventajas destacare-
mos:
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• Necesidad de un esfuerzo, no intuitivo, de traducción del SDG a la especificación
del algoritmo.
• Ausencia de un método formal que pruebe la correción de dicha traducción.
Iteíriŝ ^ ^ ^ ^ [•^^ ^`;7^"^]. ,
Axiómaŝ : [•S; 0; i3 ]
Objetivoŝ :
Reglas de. inferéncia:
[•, n,', ^]
[•2U'+iQ^ ^^ ^]Reconocimiento ^^
•/3, ^ -F-:T., w^+i
Predicción
^ ^^ ^^,^.
Figura 4.11: SDG del algoritmo de análisis descendente
4.7.2 Meta-interpretación
Junto con los SDGs, en [131] también se presenta un meta-intérprete implementado
en PROLOG. Éste consta de tres partes principales: un grafo dónde se almacenan los
items generados, una agenda dónde se almacenan los items pendientes de procesar, y
un motor de deducción específico que genera nuevos items a partir de los existentes.
De esta manera es posible ejecutar un analizador a partir de su definición como sistema
de deducción, sin necesidad de llegar a una implerr^entación ad-hoc.
El principal cometido de un meta-intérprete es prototipar, es decir, realizar pruebas
de concepto sobre los sistemas de análisis a medida que los desarrollamos. De esta
manera evitamos el esfuerzo innecesario de realizar implementaciones que se invalidan
acto seguido, en cuanto se corrigen los defectos del sistema.
Otra aplicación de la meta-interpretación es la comparación de diferentes sistemas
de deducción dentro de un marco común. Precisamente, Díaz y Alonso [46] presen-
tan una comparación entre seis tipos de analizadores sintácticos para gramáticas de
adjunción de árboles. La ejecución de los experimentos se instrumentó usando el
meta-intérprete definido por Shieber et al. en [131]. Gracias a la abstracción de los
SDGs, esta comparación resulta más coherente puesto que se realizó sobre parámetros
generales como son el número de items generados por el analizador, o el número de
adjunciones realizadas, abstrayéndose de detalles específicos de implementación como
los tiempos de ejecución o la memoria ocupada. Nótese que los parámetros generales
son comunes a todos los analizadores, mientras que en los parámetros más específicos
inciden mucho más las implementaciones concretas y no el esquema de análisis en sí
mismo.
Como se podría esperar, la principal desventaja de la meta-interpretación es la falta
de eficiencia. Si bien sería suficiente para las aplicaciones descritas anteriormente,
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no lo es para su puesta en producción, por lo que una vez desarrollado un esquema
satisfactorio, deberemos buscar una implementación lo más eficiente posible. Esto no
quiere decir que el tema quede cerrado, a continuación veremos y propondremos líneas
de trabajo dirigidas a aumentar la eficacia de los meta-intérpretes.
Como ejemplo señalaremos el trabajo de Morawietz [94] cuya propuesta es repre-
sentar los items del SDG como restricciones y los pasos deductivos como reglas para
la manipulación de restricciones. Esta idea se justifica por el hecho de que, en este
caso, los sistemas de manejo de restricciones son más eficientes que, por ejemplo, el
mecanismo de resolución de PttoLO^ en el que se apoya el meta-intérprete de [131].
4.7.3 Traducción a un formalismo operativo
La tercera alternativa propuesta para la implementación de los SDGs es su traducción
a un formalismo con un carácter más operativo. Como ejemplo se proponen los au-
tómatas de pila (APs) [3, 59], y los autómatas lógicos de pila3 (ALPs) desarrollados
inicialmente por Lang [82, 81], en primer lugar como un mecanismo operacional pa-
ra la ejecución de programas Datalog, extendiéndolos posteriormente a programas de
cláusulas definidas. La definición y uso de los ALPs se desarrollará en la presente me-
moria. Esta alternativa se sitúa entre las dos anteriores, buscando paliar sus defectos
principales:
• Falta de eficiencia. El formalismo destino de la traducción posee un carácter
marcadamente operativo lo que facilita la obtención de un intérprete o compila-
dor eficientes.
• Dificultad de traducción. El formalismo destino conserva un nivel de abstracción
adecuado, de forma que se facilita la traducción. ^
3Logical PushDown Automata (LPDA) en la terminologfa original.
CAPÍTULO S
AUTÓMATAS DE PILA Y TABULACIÓN
En el presente capítulo se desarrolla el empleo de los autómatas de pila para la cons-
trucción de analizadores. Siguiendo la línea establecida, la exposición se desarrolla
para el caso de los analizadores de GICs, sentando la base sobre la que se desarrollará
su extensión y aplicación al análisis de otro tipo de gramáticas más complejas. Asimis-
mo, se introduce la aplicación de las técnicas de tabulación a los autómatas obtenidos
para la mejora de sus características. Finalmente se describe el sistema. ICE, de gene-
ración de analizadores sintácticos para GICs sin restricciones. El trabajo posterior se
desarrollará sobre la base de dicho analizador.
5.1 Autómatas de pila
En primer lugar realizaremos una introducción de los APs, fijándonos en su definición
habitual [3]. Esta introducción servirá para fijar la notación a emplear en lo sucesi-
vo. Recordemós que el objeto de estos autómatas es su aplicación al desarrollo de
analizadores sintácticos para GICs.
DE^N^C^Ó1v 5.1 (autómata de pila) ^
Un autómata de pila es una 7-tupla .A = (Q, E, r, 8, qo, $o, QF), donde:
Q es un conjunto finito de estados.
E es un conjunto finito de símbolos terminales.
r es un conjunto finito de símbolos de pila.
qo E Q es el estado inicial.
$o E r es el símbolo inicial de la pila.
,^ C Q es el conjunto de estados finales.
8 es el conjunto finito de transiciones del autómata:
a: QXrx(^u{^}) -3 Qxr*
(4^ Z^ a) N`' (q^^ Q) q
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Intuitivamente, las transiciones tienen el siguiente significado: el autómata se encuentra
en el estado q, el siguiente terminal de la cadena de entrada es a y el símbolo en la
cima de la pila es Z. Entonces, aplicando la transición, el autómata pasa al estado
q' y sustituye la cima de la pila por /3. Las transiciones permiten evolucionar entre
los estados intermedios del proceso de análisis. Cada uno de estos estados vendrá
representado por una configuración. Por tanto, habrá una configuración inicial que
represente el comienzo del análisis, y que vendrá dada por el estado inicial de autómata,
la cadena a analizar y una pila que únicamente contenga el símbolo inicial.
DEFINIC16N 5.2 (configuración)
Dados un AP A=(Q, E, I', 8, qo, ^o, QF) y una cadena de entrada w diremos que una
configuracibn del autómata en un momento del análisis es un triple (q, a, x), donde q
es el estado en que se encuentra o estado actual, a es el contenido de la pila, y x es
la parte de la cadena de entrada gue resta por analizar. La configuración inicial viene
dada por: (qo, ^o, w)•
La aplicación de una transición (q'„^) E a(q, Z, a) a una configuración (q, aZ, ax)
produce una nueva configuración (q', a/3, x), lo cual notaremos como:
(q, aZ, ax) I- (q', a^, x)
+
Asimismo, notaremos el cierre transitivo de ^ como ^, y el cierre reflexivo y transitivo
*
como ^-. ^
De la misma forma que la configuración inicial marca el comienzo del análisis,
habrá una serie de configuraciones finales que marquen el final del análisis, aunque
en este caso tenemos dos alternativas. En ambos casos la cadena de entrada se ha
analizado por completo, y, mientras que en el primero la configuración final es aquella
en que el autómata alcanza un estado final, en el segundo será:aquella en que la pila se
ha vaciado. Estos dos casos dan lugar a dos definiciones del lenguaje aceptado por el
autómata.
DEFINICIÓN 5.3 (lenguaje aceptado por un autómata)
Dado un AP ,,4 = (Q, E, I', ó, qo, ^o, QF), el lenguaje aceptado por estado final es el
conjunto de cadenas:
* .
.C(.fi) = w E E* ^(qo^ $o^ w) ^ ^P^ a^ E)^ p E.^, a E I'*
Respectivamente, el lenguaje aceptado por pila vacía es el conjunto de cadenas:
_ *
,C(.A) = w E E* ^(qo^ ^o^ w) ^^^ E^ E)^ dp E Q q
Las definiciones dadas de lenguaje aceptado por el autómata son intercambiables,
puesto que dado un AP que reconoce un lenguaje por estado final es inmediato construir
otro AP que reconoce el mismo lenguaje por pila vacía, y viceversa.
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Teorema 5.1
Dado un AP A= (Q, E, r, ^, qo, $o, QF), el lenguaje aceptado por estado final y el
lenguaje aceptado por pila vacía son idénticos.
Demostración:
La demostración formal de este resultado se puede seguir en [59] ó en [62J. q
En lo sucesivo, para unificar criterios y facilitar la lectura, utilizaremos las siguien-
tes convenciónes en la representación de los elementos de un AP:
• a, b, c, ... E E U{E} son símbolos terminales.
• A, B, C, D, E, F, G, ... E r son símbolos de pila.
•^, ^', ... E r* son pilas o cadenas arbitrarias de símbolos de pila.
Las configuraciones del AP representan los estados intermedios durante el proceso
de análisis. A su vez, el conjunto de estados implementa un control finito sobre las
transiciones que se puede aplicar en cada configuración. Sin embargo, este control
finito es prescindible [84] ya que el estado puede almacenarse como un elemento más
de la pila, o, simplificando más, el estado está implícito en la secuencia de símbolos
almacenados en la pila. De esta forma, si eliminamos la obtenemos una representación
más simple y homogénea de las configuraciones del AP.
DEFINIC16N 5.4 (autómata de pila)
Un autómata de pila es una tupla .A = (E, r, O, $o, $ f), donde:
• E es un conjunto finito de símbolos terminales.
• r es un conjunto finito de símbolos de pila. ^
•$o es el símbolo inicial de la pila.
•$ f es el símbolo final de la pila.
• O es un conjunto de transiciones
b: r* x(E U{^}) -^ r*
(a^ a) ^^^ (Q)
gue se clasifican en tres tipos: HORIZONTAL, APILAR, y ELIMINAR:
HORIZONTAL: C^ F. Reemplazamos el elemento C de la cima de la
pila por F, y leemos "a" de la cadena de entrada.
APILAR: C ►^ CF. Apilamos un nuevo elemento F en la cir^za de la pila
y leemos "a " de la cadena de entrada.
ELIMINAR: CF ►^ G. Eliminamos los elementos C y F de la cima de la
pila, sustituyéndolos por G, y leemos "a" de la cadena de entrada. q
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Intuitivamente, las transiciones tienen el siguiente significado: cuando la cima de
la pila contiene la secuencia de símbolos a, y el siguiente símbolo de la cadena de
entrada es "a", reemplazamos a por ,Q, reconociendo "a". A1 igual que en la definición
anterior de AP, los estados intermedios del proceso de análisis vendrá determinados
por las configuraciones del autómata.
DEFINIC16N 5.5 (configuración)
Dados un AP ,,4 = (E, I', O, $o, $ f) y una cadena de entrada w, definiremos una
configuración del AP como un par (^, ^), donde ^ es la pila y^ la parte de la cadena
de entrada que resta por analizar. La configuración inicial viene dada por ($o, w),
mientras que la configuración final es ($o$ f, e).
Diremos que una configuración (^, ax) deriva en un único paso otra configuración
(^', ^), si y sólo si existe una transición que aplicada a^ produce ^' y lee "a" de la
cadena de entrada:
(^C, a^) ^ (^F, 2) Transición HORIZONTAL
(^C, a^) I- (^CF, 2) Transición APILAR
(^CF, a2) ^ (^G, 2) Transición ELIMINAR
*
Si (^, aw) ^(^', w) decimos que (^, aw) deriva (^', w) en n pasos.
A diferencia de los AP con representación explícita de los estados, no existe reco-
nocimiento por estado final. La configuración final será siempre por pila vacía.
DEFINICIÓN 5.6 (lenguaje aceptado por un autómata)
Dado un AP ,,4 = (E, I', O, $o, $ f), el lenguaje aceptado por el autómata es el conjunto
de cadenas w E E*:
^
G(A) = w ^ ($o^ w) ^($o$f ^ E) . q
A continuación se ilustra la aplicación de los APs para la construcción de anali-
zadores sintácticos mediante un ejemplo. Posteriormente se desarrollarán los métodos
necesarios para construir el autómata a partir de una GIC.
EJEMPLO 5.1
En la figura S.1 se presenta el conjunto de transiciones correspondientes a un AP que
acepta el lenguaje {anbn ^ n>_ 0}.
Con este conjunto de transiciones podemos construir la derivación de la figura 5.2
que acepta la cadena de entrada "aabb ". n
5.1.1 Esquemas de compilación ^
A continuación debemos resolver la cuestión planteada en el apartado anterior: cómo
obtener el autómata que acepta un lenguaje determinado a partir de la GIC que genera
dicho lenguaje. La solución propuesta [84] es usar un esquema de compilación. Dicho
esquema no es más que un conjunto de reglas que nos dicen como crear el conjunto
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Figura 5.1: Transiciones de un autómata que acepta anbn, n> 0.
de transiciones del autómata a partir de una GIC siguiendo una estrategia de análisis
concreta. Esta estrategia determina que cálculos puede realizar el autómata y de que
manera se emplean para encontrar la solución. Los esquemas de compilación no son
únicos, ni siquiera para una misma estrategia de análisis.
EJEMPLO 5.2
A continuación se muestra un conjunto de reglas pertenecientes a un esquema de
compilación. Por cada uno de los símbolos de las producciones de una GIC ç=
(N, E, P, S) que cumpla las condiciones de la parte derecha de las reglas El, E2, E3
y E4; hemos de generar las transiciones del autómata indicadas.
(E1) Ai^ o H Ok,o
(EĜ ) Ok,i H Ok,i Ak,á+l
(E3) ^k,i Aj^,i^..i H Ok,i+t
(E4) Ok,i ^> ^k,i+l
(E5) ^k,nb H Ai^,o
drk
`drk, i t.q. 0<_ i< nk, Ak,i+i E N
tÍrk,2 t.q. O< i< nk^ Ak,i+l E N
Ak,i+^ = a E E
`drk
Donde rk son las producciones de la gramática, y nk la longitud de su parte derecha.
Por otro lado, Ak,i es un símbolo de la producción rk, teniendo en cuenta que para
i= 0 es el símbolo de la parte izquierda, y en otro caso el símbolo en la posición i de la
parte derecha. Los símbolos D,.,i son símbolos de pila, que en esta ocasión representan
la realización del análisis de la producción rk hasta el símbolo en la posición i. Las
reglas anteriores aplicadas a la siguiente gramática:
rl : X -} A B
r2 : A -^ a
r3: B->b
producen el siguiente conjunto de transiciones del autómata:
X' H ^l,o ^1,2 H Xrr
A' H 02,0 02,1 H A"
B' H Og,p ^3,1 H B"
82 CAPÍTULO 5. AUTÓMATAS DE PILA Y TABULACIÓN
Transición Configuración
$o aabb
(a) $o vo,o aabb
(b) $o vo,o X aabb
(e) $o vo,o vl,o aabb
(f ) $o ^o,o ^i,o A aabb
(n) $o vo,o vl,o $ f abb
(9) $o ^o,o ^i,i abb
(h) $o vo,o vi,l X abb
(e) $o vo,o vl,i vl,o abb
(f ) $o ^o,o ^i,i ^i,o A abb
(n) $o vo,o vl,l vi,o $ f bb
(9) $o vo,o vl,i vl,i bb
(h) $o vo,o vi,l vl,l X bb
(m) $o vo,o vl,l vl,l $ f bb
(i) $o vo,o vl,l v1,2 bb
(7) $o Do,o Di,i Di,2 B bb
(^) $o Do,o ^1,1 01,2 $Í b
(^) $o ^o,0 01,1 ^1,3 b
(l) $o ^o,o 01,1 $f b
(2) $o vo,o v1,2 b
(,7) $o Do,o Di,z B b
(^) $0 D0,0 01,2 $ Ĵ
(^) $0 D0,0 01,3
(l) $o vo,o $f
(c) $o vo,i
(d) $o $f
Figura 5.2: Secuencia de configuraciones en el análisis de aabb
vl,o H vl,o A^ vl,o A^^ H vl,l v2,oĤ v2,1
vl,l ^--i vi,i .s^ vl,l A^^ H v1,2 v3,o ^ v3,1 n
En el ejemplo anterior se observa la proximidad entre el formalismo de los SDGs y
los esquemas de compilación que estamos describiendo. Desglosaremos esta similitud
en varios puntos:
• Los símbolos de pila v^,Z realizan una función similaz a los puntos '•' en los
items SDG, señalando el análisis de la producción k hasta la posición i.
• Por su parte, las transiciones resultantes de la aplicación de las reglas E1 y E2
realizan los pasos deductivos de predicción, las reglas E3 y ES se corresponden
con el reconocimiento de una variable y la regla E4 el reconocimiento de un
terminal de la gramática.
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• Las configuraciones del autómata guardan de manera explícita la porción de la
cadena de entrada que resta por analizar. De forma equivalente, los items SDG
habitualmente incluyen una referencia a la posición de la cadena de entrada don-
de comienza dicha porción.
Siguiendo con esta línea, a continuación describiremos un esquema de compilación
genérico a partir del cual es posible instanciar esquemas de compilación para las estra-
tegias de análisis descendente, ascendente y Earley. Este esquema genérico no es más
que una plantilla con dos parámetros relativos a la información usada en sus distin-
tas fases. Estableciendo dichos parámetros obtendremos los esquemas de compilación
concretos mencionados.
[INICIA]
[LLAMADA]
[RET]
[SELEC]
[PUBLICA]
[RECONOCJ
comienza el análisis en la configuración inicial.
requiere el análisis de un no terminal de una cláusula.
continúa el análisis después de terminar una cláusula.
selecciona una cláusula.
determina que una cláusula ha sido completamente analizada.
reconoce un terminal de la cadena de entrada.
Tabla 5.1: Reglas de compilación en el paradigma llamada/retorno.
Para describir los esquemas de compilación emplearemos el paradigma de llama-
da/retorno [181]. Tal y como su nombre indica, se divide el análisis en dos fases:
llamada y retorno. En la fase de ilamada se inicia el reconocimiento de una producción
de la gramática de forma predictiva. En la fase de retorno se finaliza el reconocimiento
de una producción propagando el resultado del análisis. Ambas fases están gobernadas
por reglas de compilación distribuidas en seis catégorías: inicialización, llamada, re-
torno, selección, publicación y reconocimiento, qué representaremos, respectivamente,
como [INICIA], [LLAMADA], [RET], [SELEC], [PUBLICA] y [RECONOC]. A continuación
establecemos el significado de cada una de ellas:
• Las reglas [LLAMADA] y [SELEC] realizan la fase de llamada que representa la
etapa predictiva del análisis. Se encargan, respectivamente, de iniciar la fase de
predicción y de seleccionar una producción de la gramática.
• Las reglas [RET] y[PUBLICA] propagan la información de análisis de forma as-
cendente. Ambas conforman la fase de retorno.
• La regla [RECONOC] avanza el proceso de análisis mediante el reconocimiento
de un terminal de la cadena de entrada.
Por cada regla de tipo [LLAMADA], que inicia la fase de llamada para una variable de
la gramática, es necesaria una regla [RET], que termina la fase de retorno, y viceversa.
La tabla 5.1 recoge un resumen de las reglas descritas.
A continuación definimos un esquema de compilación genérico basado en el para-
digma llamada/retorno. Para ello emplearemos la siguiente notación:
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• A,.,B es una variable que ocupa la posición s en la producción r, teniendo en
cuenta que la posición 0 corresponde al símbolo de su parte izquierda y el resto
al símbolo número s de la parte derecha.
• rk es la producción número k, y n^ el número de símbolos de su parte derecha.
• v,.,8 es un símbolo de pila. Tal y como hemos comentado anteriormente en el
ejemplo, en esta ocasión .lo usaremos para indicar que se ha realizado el análisis
de la producción r hasta la posición s.
A,.,o ^ Ar, l . . . AT, 8 Ar,s+^ . . . A r,nr
•^ es un símbolo de pila que indica la predicción de la información relativa al
análisis de A,.,s.
• A,.,e es un símbolo de pila que indica la propagación de la información relativa
al análisis de A,.,B.
Además supondremos, sin perdida de generalidad, gramáticas aumentadas. De esta
forma Ao,o es el axioma de la gramática y no aparece en la parte izquierda de ninguna
producción, excepto ro. En la notación empleada, a la derecha de cada regla de com-
pilación se indican las condiciones bajo las cuales se puede aplicar a una producción.
DEFINICIÓN 5.7 (esquema de compilación genérico)
Dada una GIC definiremos el esquema de compilación genérico, parametrizable me-
diante la especificación de los símbolos ^ y A,.,s, como el siguiente conjunto de
reglas:
[INICIA]
[LLAMADA]
[SELEC]
[PUBLICA]
[RET]
[RECONOC]
^o ►--^ ^o ^o,o
vr, 8 ^--ŝ vr, s Ar
-^
rA ,0 ^^ Or,O
Or,n,. ^^ r0
F-
^r,s Ar,s+l H ^r,s+l
a
vr,8 H vr,s+l
`dr, ds, 0 < s < nr
dr, r ^ 0
dr
dr,bs,0<s<nr
a = Ar,s+l
Donde $o y Ao,l son los símbolos de pila inicial y final, respectivamente. q
Si lo deseamos, para las producciones de la forma A,.,o --^ a, podemos sustituir
las reglas [SELEC], [RECONOC] y[PUBLICA] por una única regla:
[RECONOC-u] pĤ AE ,.^n,, ^dAT,^ --^ a, a E E U{E}
Seguidamente, se ilustra el esquema de compilación genérico que acabamos de
introducir mediante un ejemplo. Posteriormente instanciaremos este esquema especi-
ficando los parámetros definidos.
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EJEMPLO 5.3
En el presente ejemplo emplearemos la misma gramática gue hemos usado en el de-
sarrollo de los SDGs en el capítulo 4, gue viene dada por el siguiente conjunto de
producciones: ^
^^S
S^S+S
S-^S*S
S-^a
La fzgura 5.3 muestra el conjunto de transiciones del autómata resultantes de la apli-
cación del esguema de compilación genérico. En dichas transiciones los parámetros
del esguema, ^ y A,.,8i se encuentran sin instanciar. En cualguier caso, el símbolo
de fin de pila será ^, una vez instanciado. n
,^
o T1NICiA] ' ^o ^--^-) ^o Do, ,
^ . ^_ ^ ;^: -.
^ ^ `'S
LLAMADA
PUBLICA
po,o ^---> po,o ^
RET] ^o o S^ p0 1
po,^ f--^ ^
;^
-1 S .; ^- ^S ,- ^
[SELEC]^ °° ^ ^1 C^1,o
L'AMADA] ^^ ^1;0' ^==-i ^^Di,o^^
LAMADA] G'"i,2 ^-i 01,2 ^
.
[RETJ , C^1,o ,'s^ l--j'C^1,1
[RET] ^I°;2 S' ^---^ vi
2ECONOC] ^1,"1. ^--1 ^1, 2
l^: ,^..,:^:^, €.
;
,:,^
S --^ S * S
[SELEC^ ^ ^-^ ^2,0
[LLAMADA] ^2;0 ^--^ ^2,0 '^
[LLAMADA] ^2;2 H 02,2 ^
[RET] ^2,0 ^ ^--^ 02,1
[RET] 02,^ S i=-} ^z,g
; [PUBLICA] _ ,^2,3 ~} S
[RECONOC] . 02,1 ^} ^7
r3 : S --^ a '
RECONOC-U] ^ ^ 5
^,,
:^;
^:^y
^"
Figura 5.3: Transiciones del autómata con esquema de compilación genérico
Como ya se ha indicado en la definición, podemos adaptaz el esquema genérico a
diversas estrategias de análisis estableciendo los símbolos ^ y A,.,B. Ambos símbo-
los controlan el inicio, respectivamente, de la fase de llamada y de la fase de retorno. En
la tabla 5.2 se pueden ver los valores de estos pazámetros, que describimos brevemente,
para las estrategias descendente, ascendente y Earley:
Estrategia descendente. Tal y como veíamos en el capítulo 4 al presentar el SDG
corcespondiente, únicamente existe la fase predictiva. Por lo tanto en la fase de
llamada predeciremos el análisis del símbolo corcespondiente: A,.,s+i = Ar,s+i,
anulando la fase de retorno: A,.^ ,3+1 =^ f. Debido a que durante la fase de retor-
no no propagamos información de análisis (A,.E ,s+l =^ f), podemos simplificar
el esquema uniendo las reglas [PUBLICA] y[RET] en una sola:
[PUBLICA] . ^1,3. F-
"w
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^ . Estrategia A,.,B+i ` Ar^ ,s+l
. Desĉendente ^1;.,8+1 ^ f
Asĉendente ^ f ^1,-,8+i;
^^ ^Earl^éy ^
.A;:^8+1° ^^ AT,B+i^ ^. ^
Tabla 5.2: Parámefros del esquema de compilación genérico.
[PUBLICA -}- RET] ^r',8 ^r,n,. H ^r',s+l^ 0^ S < nr' Ar,O = Ar',s-}-1
El esquema resultante se muestra en la figura 5.4.
Figura 5.4: Esquema de compilación con estrategia descendente
Estrategia ascendente. Este caso es opuesto al descendente. , La fase de llamada que-
da anulada Ar,B+ _$ f, mientr^ e en la fase de re'torno se propaga el sím-
bolo recientemente analizado Ar,8+1 = Ar,8+1. Debido a que durante la fase
de llamada no propagamos información de análisis (A,.,B^ _$f), podemos
simplificar el esquema uniendo las reglas [LLAMADA] y[SELEC] en una sola:
[LLAMADA -}- SELEC] ^r,s ^> Or,sOr',0^ dr, r' ^ ()^ S^ () < S< 72r
El esquema resultante se muestra en la figura 5.5.
Estrategia Earley. Simplemente es la combinación de los dos anteriores. En este
caso, representaremos la predicción y la compleción del análisis del símbolo
Ar,s+l mediante los símbolos AT,3+1 y Ar,8+1, respectivamente. El esquema
resultante se muestra en la figura 5.6.
5.1.2 Autómata con control finito
Atendiendo a una de las clasificaciones de los algoritmos de análisis dadas en el capí-
tulo 3, los APs vistos hasta el momento de alejan de la clase de analizadores guiados
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Figura 5.5: Esquema de compilación con estrategia ascendente
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por la gramática. En la presente sección avanzazemos en este sentido, extendiendo la
definición del autómata paza incorporaz de forma natural el control finito.
DEFINIC16N 5.8 (autómata de pila con control finito)
Un autómata de pila con control finito es un AP donde cada transición está ligada a
un conjunto de restricciones, vacío o no, sobre elementos del autómata o de una GIC
asociada. ^
Intuitivamente, las restricciones asociadas a una transición se han de verificar antes
de la aplicación de la misma. De esta forma buscamos reducir el cazácter no determi-
nista del proceso de análisis sintáctico. Estas restricciones puede ser de cualquier tipo,
desde funciones heurísticas hasta, como es el caso que se propone, máquinas de estado
finito de tipo LR(k).
' aís^^^^^^°^.i'.:.`^4': . ^ ^rr 3^:g
. ^ ., '
^ N " ^ *iF'"^ . Z`h^n^ ' 1
i^,
u., . '
^ Y aa^ '_^
^^i^i^.r,.i..i:.:.,.x:tt .,`u^.,s;. • ... .. .,^ :^ .. . . •. . •.:G ^
^, ^...
^r,.c S^ ..,,a.e
Figura 5.6: Esquema de compilación con estrategia Eazley
EJEMpLO 5.4
Para ilustrar el concepto de restricciones sobre las transiciones del autómata, mo-
dificaremos el esquema de compilación con estrategia descendente. En este caso, el
control finito será el encargado de evitar la selección de aquellas producciones que no
conduzcan a una cinálisis válido. Para ello emplearemos el conjunto PRIMERO^ (A)
que nos permite conocer todos aquellos símbolos terminales que pueden ocurrir en las
k primeras posiciones de cualquier forma sentencial derivada a partir de A.
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La figura 5.7 muestra el nuevo esguema de compilación, donde "b" es el siguiente
símbolo a analizar en la cadena de entrada. La restricción añadida a las transiciones
de tipo [S>rL^C] impiden que el análisis prosiga seleccionando producciones gue no
son capaces de derivar ninguna cadena gue comience por el siguiente símbolo de la
cadena de entrada. n
s^iŝ?}j;iLún ^ .
. . . .. , .,.. _ .. , . ..,,, f t,ii...,.
, ^ t',7^ _^t+..k
i:^LLAMADA] nr,s,;^--^ ^r 3 f^r,s-i-1 tÍr, dSy O ^ S..C 7lr
^.,^:;^ -
^.'^SELEC] ^
_Ar,O ►-^ C^r,O {b E PRIMEROI ^Ar,1^I ' dr, r ^ ^
PUBLICA+RET
REç.ONOC
dr, r'; S, 0< s< n,.^
r,s+l vu - nr,8-^1
Figura 5.7: Esquema de compilación con estrategia descendente y control finito
5.2 Tabulación
En el capítulo 3 se introducían los problemas de no determinismo, no-terminación y
repetición de cálculos asociados al análisis sintáctico. La solución a estos problemas
puede ser de diversos tipos, en concreto, ya se ha presentado el uso de mecanismos
de control finito para reducir el grado de no determinismo. En la presente sección
se propone el uso de técnicas de tabulación para evitar o reducir el impacto de los
problemas señalados.
Las técnicas de tabulación tienen su origen en los traba,jos de programación di-
námica [23], cuyos principios han sido aplicados al análisis sintáctico [47, 69, 146]
y a la programación lógica [142, 18, 81], bajo diversas formas y nombres: memoiza-
tion [ 142, 119], chart parsing [70, 151], magic sets [ 18], ... Todos estos nombres hacen
referencia a diferentes formas de implementar las ideas de la programación dinámica.
En adelante emplearemos el término tabulación por considerarlo más extendido en el
ámbito del análisis sintáctico.
Algunos de los algoritmos de análisis vistos hasta el momento, tienen un carácter
inherentemente tabulado, como es el caso de los algoritmos CYK [69, 187] o Ear-
ley [47]. No obstante, en la presente sección nos centraremos en la aplicación de las
técnicas de tabulación al caso general de los APs.
5.2.1 Aspectos generales de la tabulación
La idea base de la programación dinámica, y, por tanto de la tabulación, dado un pro-
blema que puede descomponerse en subproblemas más sencillos, consiste en almace-
nar por cada uno de estos subproblemas su solución. De esta forma buscamos que no
sea necesario resolver dos veces la misma cuestión. EI almacenamiento de soluciones,
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desde el punto de vista lógico, se puede describir como una tablal cuyos índices se
corresponden con los subproblemas y los elementos con las soluciones. Como tal se
han de especificar tres elementos:
Granularidad. Es necesario definir el tipo y tamaño de los subproblemas a considerar.
Cuanto menores sean, mayor será la tabla resultante, por contra, mayores serán
las posibilidades de reutilización de las soluciones almacenadas.
Indexación. Es necesario un mecanismo de indexación que nos permita acceder efi-
cientemente al contenido de la tabla a partir de la descripción de un subproblema,
para obtener su solución.
Comprobación de redundancias. Es necesario un mecanismo que evite la inclusión
de objetos redundantes en la tabla. Este aspecto es especialmente importante
cuando existe una relación de subsumción entre los subproblemas. En este caso
no nos interesa incluir en la tabla soluciones a aquellos que son casos particulares
de otro más general cuya solución ya se encuentra en la tabla.
Estos tres elementos se han de ajustar de manera que el tamaño de la tabla resultante
sea manejable, al mismo tiempo que el coste computacional derivado de su manejo
sea menor que el generado por la repetición de cálculos que se pretende evitar. En
concreto, el coste del mecanismo de indexación a la hora de recuperar la solución a un
subproblema dado tiene que ser menor que el coste de volver a calcular dicha solución.
5.2.2 Tabulación de autómatas de pila
Una forma de representar las soluciones intermedias del análisis es mediante las con-
figuraciones del autómata. En el caso que nos ocupa, necesitaremos por tanto una
representación que incluya únicamente resultados intermedios de manera que esta in-
formación pueda ser reutilizada.
^
^ e, 6 e, 8 e, s
I
^ d, 3 d, 4 d, 5
^
^ ^ ^i d, 3 d, 4 d, 5
^
1 C, 2 D, 2 E, 2
1
^^ ^I
e, 6
d, 3
C, 2
b, 1
a, 0
e, 6
d, 4
D, 2
b, 1
a, 0
e, 6
d, 5
E, 2
b, 1
a, 0
^ ^^
^ d, 3
I
I ^
^
C, 2E, 2D, 2C, 2
^
e ^
b, 1b, 1b, 1I I ^^ e ^^^ ^ ^
I
^ b, ^ i
i a^ ^ i
I I
e, 6
^ ^
d, 4
^
D, 2
b, 1
d, 5
^
E, 2
^
a, 0
Figura 5.8: Distintas opciones de compartición de pilas
^ De aht el nombre de tabulación.
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En adelante, nos centrazemos en la pila como parte primordial de la configuración
del autómata. Para ejemplificar las ideas expuestas recurriremos a la figura 5.8, don-
de la pazte izquierda muestra tres pilas correspondientes a tres configuraciones de tres
análisis distintos. Las paztes central y derecha muestras esas mismas configuraciones,
pero esta vez compartiendo elementos intermedios según la idea descrita. En este ejem-
plo también se ilustra como, cuanto más pequeños son los elementos intermedios, más
posibilidades de compartición existen.
La idea en que se basa el ejemplo expuesto es diferenciar las configuraciones úni-
camente en función de la pazte superior de la pila, permitiendo la compartición del
resto. Esta idea se adapta de forma natural a la definición de AP que venimos mane-
jando, puesto que las transiciones operan únicamente sobre los elementos de la parte
superior de la pila. Para aplicar esta idea, definiremos una relación de equivalencia
que nos permita agrupaz todas las configuraciones cuyos n elementos én la cima de la
pila coincidan. El representante canónico de cada clase de equivalencia es una imagen
compacta de la configuración de la pila asociada. A continuación, será necesazio de-
finir una operación que transforme las transiciones del autómata de manera que sean
capaces de operar directamente con las clases de equivalencia. Todo esto, se recoge
en el concepto de entorno dinámico [178]. Mediante el uso de entornos dinámicos
representazemos las configuraciones intermedias del autómata como items2.
DEFINICIÓN 5.9 (entorno dinámico)
Dado un AP .A = (E, I', O, ^o, ^ f), un entorno dinámico es un par (^i, O^ro), donde:
•^ es una relación de equivalencia sobre las configuraciones del autómata, ^.
Llamaremos items a las clases de equivalencia. Notaremos:
- La clase de ^ como ^.
- El conjunto de items como ItA,^, o simplemente It, cuando no hay ambi-
giiedad.
• Op es un operador de la forma:
Op : O -^ {It+ -> It+}
T ^-> Op(T) : It^ -^ Itm
Notaremos Op(T)(Ito, . . . , Itn) = It, como Ito, . . . , Itn^- It. q
Intuitivamente, la relación de equivalencia nos permite calcular la representación
compacta o ítem para cada configuración del autómata, y ^-- corresponde a la apli-
cación de una transición en el entorno dinámico. Los items serán los elementos sus-
ceptibles de ser tabulados. Por su pazte, es necesazio aseguraz que los resultados ob-
tenidos realizando una análisis directamente en el entorno dinámico son los mismos
que obtendríamos con el autómata original. Paza ello se definen las propiedades de
compatibilidad, completud y corrección del entorno dinámico.
2No confundir con items Earley, o items LR(k), ver capftulo 3.
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DEFINIC16N 5.10 (compatibilidad,completud,corrección)
Dados un AP A= (E, r, O, $o, $ f) y un entorno dinámico es un par (^, Op), defini-
mos las siguientes propiedades del entorno dinámico:
• Compatibilidad: Todas las computaciones en el autómata tienen su contraparti-
da en el entorno dinámico.
dT E O, ^ E Dom(T),
^Il...n^ t•4• ^^^ Il, ..., In) E DOm(^p(T))
Cp(T)(u^ I^ ^ . . . , In) = T(^)
donde Dom(T) representa el dominio para T E O.
• Completud: Todas las configuraciones finales en el autómata tienen su contra-
partida en el entorno dinámico.
^^d^., t. g f- ^ ^^-- ^
• Corrección: Todas las configuraciones finales en el entorno dinámico tienen su
contrapartida en el autómata.
* *
dI, t. q. ^- I ^ ^^, t. q. ^- ^ y ^= I q
El entorno dinámico más sencillo es el que no realiza compactación y cada confi-
guración del autómata está representada por todos sus elementos. Nos referiremos a
este entorno como entorno dinámico estándar o ST :
• ^ĉ : Para cualquier configuración ^, ^ _ ^. ,
• El operador Op es la identidad.
Intuitivamente, en ST cada ítem equivale a una configuración del autómata, por lo tanto
las propiedades de compatibilidad, completud y corrección son inmediatas. Como con-
trapartida, al no haber compactación, la compartición y reutilización son prácticamente
nulas.
En lo que respecta al resto de entornos dinámicos, y dado que las transiciones de
un AP operan, a lo sumo, con los dos elementos en la cima de la pila, desde un punto
de vista práctico, únicamente resultan de interés los entornos que denominaremos SZ
Y sl
Entorno dinámico S2: Desde un punto de vista histórico fue el primero en ser defini-
do [81]. Para la representación de los items se emplean los dos elementos de la
cima de la pila:
(A', A) _ {^A'A}
Y el operador Op se define como:
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• Op(C ►--> F)((A', A)) _(A', F), C= A
• Op(C H CF)((A', A)) _(A, F), C= A
• Op(CF ^ G) ((A', A), (A, E)) _(A', G), C= A, F= E
La principal ventaja del entorno S2 es la sencillez a la hora de definir el entorno
dinámico, y a la hora de demostrar sus propiedades de compatibilidad, comple-
tud y corrección [81]. En efecto, siempre podemos suponer una representación
canónica del AP en la que las acciones dependen, a lo sumo, de los dos últimos
elementos de la pila [62]. En este punto, la verificación de las propiedades reque-
ridas es inmediata. Como desventaja, el grado de compactación, y por lo tanto
su capacidad de compartición, es menor que en S1; que pasamos a describir a
continuación.
Entorno dinámico S1: Este entorno fue propuesto por De la Clergerie [ 178] para el
caso de los programas de cláusulas definidas y, previamente, por Vilazes [ 164]
para el caso de las GICs. Los items se construyen a partir del elemento en la
cima de la pila, con lo que se alcanza el mayor grado de compactación posible:
(A) - {^A}
En contra con lo que ocurría en S2, la construcción del operador Op es más com-
pleja. Concretamente exige la introducción del concepto de transición dinámica
para trataz las transiciones de tipo ELIMINAR:
• Op(C ^ F) ( (A) ) _ (F), C = A
• Op(C ^--> CF)((A)) _ (F), C = A
• Op(CF H G)((A)) _(C ►-^ G), F= A
Las transiciones dinámicas son transiciones de tipo HORIZONTAL que se crean
de forma dinámica. Su misión es completar el segundo paso de una transición
de tipo ELIMINAR CF ^--^ G sobre el ítem (A). El primer paso, eliminar el
símbolo F de la cima de la pila, se realiza de forma inmediata. Sin embazgo, el
segundo, eliminar C de la cima de la pila sustituyéndolo por G, no es posible
ya que el ítem no contiene información sobre el resto de la pila. En este sentido
se crea una nueva transición que se aplicará a todos los items en el contexto de
(A). La figura 5.9 muestra esta idea. La transición ELIMINAR(BA H D)((A))
genera la transición dinámica B ►-^ D que se aplicará sobre los dos items (B),
independientemente del orden en que se creen.
Una vez introducidas las transiciones dinámicas, la principal desventaja frente
al entorno dinámico SZ reside en que la corrección no está garantizada [ 178,
164]. En concreto, dados los esquemas de compilación vistos con anterioridad,
el entorno S1 es correcto para los esquemas ascendente y Earley, pero no para el
esquema descendente [178, 164].
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Figura 5.9: Aplicabilidad de las transiciones dinámicas
5.3 ICE
El sistema ICE, por Incremental Context free Environment, es descrito por Vilares
en [ 164]. ICE es un generador de analizadores sintácticos incrementales para GICs, sin
restricciones. Ante la presencia de una ambigiiedad en el proceso de análisis, procesa
cada una de las alternativas de forma concunente. Diremos que por cada alternativa se
lanza una rama de análisis diferente. Para reducir el número de ramas de análisis nece-
sario y mejorar la velocidad de tratamiento, se incorpora un control finito a la estrategia
de evaluación empleada. Al mismo tiempo se busca la compartición de cálculos entre
las distintas ramas aplicando técnicas de tabulación.
5.3.1 Estrategia de evaluación
La base de la estrategia de evaluación en tCE son los autómatas de tipo LR(k)3, que
ya han sido descritos en el capítulo 4 donde mostrábamos el SDG correspondiente.
Una propuesta similar es la de Tomita [ 146], sobre la cual señalaremos su complejidad
temporal. Efectivamente, podemos calcular dicha complejidad a partir del número de
índices que es necesario examinar en los items anteeedente de los pasos deductivos [8].
En el caso que nos ocupa el límite viene dado por el paso deductivo de reducción, don-
de es necesario examinar un hasta de p+ 1 índices, siendo p la longitud máxima de la
parte derecha de las producciones. Por tanto, para una cadena de entrada de longitud
n la complejidad temporal del algoritmo es C^(n^+l ). Se han propuesto varias mejoras
sobre el algoritmo de Tomita original, por ejemplo las modificaciones de Rekers [109]
solucionan las restricciones relacionadas con las derivaciones cíclicas y la recursión
izquierda oculta, aunque manteniendo la complejidad temporal. Otros autores prefie-
ren reducir los límites temporales transformando la gramática [ 126] o modificando la
construcción del autómata LR [97], aunque en este último caso el tratamiento de deri-
vaciones cíclicas se obvia debido a su complejidad.
En el caso de ICE, el objetivo es mantener la complejidad temporal del algoritcrio
en C^(n3) para el peor de los casos y C^(n) para las gramáticas LR4. Para conseguir
esta complejidad dividiremos cada paso deductivo de reducción, que implica m an-
tecedentes, en m+ 1 pasos deductivos con un máximo de 2 antecedentes. De esta
forma el número de índices a examinar queda limitado a un máximo de 3, obteniendo
3En.concreto, las implementaciones actuales emplean autómatas LALR(1).
4 Es decir, los casos en que el algoritmo se comporta de forma determinista para el tipo de autómata
elegido como control finito.
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Itemŝ : [2, ^, st, ^] U[z^ 0^
Axiomas: ' [0, -, sto, 0]
Gbjetivos: [0,°^, st f, n]
^^Re^lás ^de inferencia: ^^ ^ ^ ^^ ^ ^
DespInicial Z' A' St'^-^T +
^ ^ ^ [z, tl^,1i ^i > ^;^ ^^1]
D ' 1 t [i^ Ar;B;^st,.?]
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i
^Selecĉ ión
Reduccióñ
FinReducción
,.^ ^^^ E „ ...^^
^ Ar,s-1-1, 3t^, Ĵ +
st, ^]
A,,, i = w^ ^
desplaznmíentoBi, E acción(s w^ i+^
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i,A,st,l^ ( .
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Figura 5.10: SDG del algoritmo LR(k) con complejidad (^(n3)
l-i'k
la complejidad deseada. La división del paso ^ de reducción la realizazemos mediante
la binazización implícita de las producciones [83]. Paza ello utilizaremos los símbo-
los v,.,i que hemos empleado con anterioridad en la descripción de los APs. Así, la
reducción de una producción: ^
^ir,p -ŝ f^r,l 1^r,2 . . . i^r,y^,,.
se realiza de forma equivalente como la siguiente secuencia de reducciones:
Ar,o -^ vo,o
v^,o -^ AT,1 v^,i
vr,l -^ A^,2 v^,2
vT,71,r_1 -^ Ay,n,r vq^,^,r
vy.,n,, -^ E
Paza aplicaz este cambio al SDG original, debemos modificar la forma de los items,
añadiendo un nuevo elemento que será, o bien un símbolo de la gramática, o bien un
símbolo v,.,i. Debido a la introducción de estos símbolos necesitamos tratar de forma
especial el paso deductivo de desplazamiento cuando el símbolo afectado es el primero
en la parte derecha de la producción. Este caso queda recogido en Desplnicial. Por
último, la reducción se divide en tres pasos diferentes: Selección, Reducción y FinRe-
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ducción. A continuación se muestra su correspondencia con la binarización implícita
de las producciones:
f^r^p -^ ^p^p
Qr^p -ŝ f^r^l ^r^i
^r,i -^ Ar,2 Or,2
Selección
Reducción
Reducción
^r,n,.-1 ^ Ar,n,. Or,n,. Reducción
Or,nr --^ ^ FinReducción
La figura 5.10 muestra el SDG resultante. A continuación se muestra mediante
un ejemplo el comportamiento de los pasos de deducción con respecto a la pila de un
algoritmo LR.
EJEMPLO 5.5
En el presente ejemplo consideraremos el análisis de la porción de la cadena de en-
trada dada por "abc ", mediante la producción B -3 a b c. La figura 5.11 muestra
la evolución de la pila y la relación de cada cambio de configuración con los pasos
deductivos del SDG de la figura 5.10. A mayores, cada cambio de configuración está
etiquetado por una fíecha que indica su correspondencia con uno de los tres tipos de
transiciones dadas en la definición del AP. n
^••••' Horizontal
v, .^
-^ Apilar^
---^ Eliminar
cq qc VZ
^ 'a
b b b b ^t
^ 'a
^ ® ® ® ® ® ® Vo B
^
u
a
u
a
u
a
i
a
i
a a a a
FinReducción
Reducción
Selección
Desplazamiento
DespInicial
Figura 5.11: Representación gráfica del comportamiento del algoritmo LR
Para la implementación del SDG descrito en ICE se ha optado por el formalismo de
APs con control finito. Informalmente, el ejemplo anterior esboza las reglas que com-
ponen el esquema de compilación correspondiente, básicamente una regla por cada
paso deductivo. El conjunto de reglas resultante es similar al esquema de compilación
con estrategia Earley de la figura 5.6. A continuación es necesario añadir a cada regla
las restricciones dadas por el autómata LRS. Para posibilitar la resolución de dichas
restricciones, se incluye el estado del control finito en los elementos de la pila. El es-
quema de compilación resultante se muestra en la figura 5.12, donde l son los símbolos
adelantados en la cadena de entrada.
SEn la implementación concreta de ICE, se ha optado por un autómata LALR(1).
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[^o, sto] H [^o, StnJ [oa t ]
[A, st] i--^ [A^, st] [^,.,nr, st
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[t^r,e'^ St] [pr,s^ St] F-^' [^r,i
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}
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[A, st,J ^ [A; st] [A,.,1, st`]
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>
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Figura 5.12: Esquema de compilación en ^CE
,;^
EJEMPLO 5.6
A fin de mostrar el funcionamiento del control finito, emplearemos la gramática çl
dada por las siguientes producciones:
(0) ^ -^ S (1) S -^ Aa (3) A --3 cd
(2) S-^Bb (4) B-^cd
El lenguaje generado por Cl es el conjunto {cda, cdb}. La figura 5.13 muestra
el autómata LALR(1) gue constituye el control finito para el análisis de la gramática.
Sobre dicho control finito se han marcado las transiciones correspondientes al análisis
del prefijo "cd" de .la cadena de entrada "cda ", en la figura 5.14.
,x..^,.-^ rq.
esEadó,:
A -> c. d, a
B->c.d,b
5tŜ 4^:.^:,
d^->.S,$
S->.Aa,$
S->.Bb,$
A->.cd,a
B->.cd,b
^-- ► I
A^
estaao
[ ,Selección J
[ Reducción ]
^f^^ ^^^
`[^^FinRéducción ]^^
^ ,. , ;;,
,,,:=
^[ Desplazamiétito
[' DespIriicial ]
r
.^:t t^ ^.., . ,.
inici^
I, d ^,I
^est^don2. . ...,:
A->cd.,a
B->cd.,b
Figura 5.13: Autómata LALR(1) de la gramática Cl
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c, sti, 0,1]
.^,^^,^.
^->.S,$
S->.Aa,$
S->.Bb,$
A->.cd,a
B -> . cd, b S->A.a,$
© ^
[A, st4, ^, 2]
--^ Apilar
- - - (] Eliminar
- • • - • - ^ Horizontal
Figura 5.14: Transiciones del autómata ICE sobre el control finito LALR(1)
El análisis de la cadena "eda" comienza en el estado 0. En este estado intentare-
mosó analizar usando las producciones 1 y 2, y posteriormente las producciones 3 y 4.
Dado gue el símbolo adelantado es "c ", la primera acción es del tipo [Desplnicial],
apilando el ítem [c, stl, 0,1] y cambiando el control finito al estado 1. En este estado
seguimos empleando las producciones 3 y 4, pero aún no sabemos cual de las dos será
la correcta. La siguiente acción es [Desplazamiento], apilando el ítem [d, st2,1, 2],
cambiando al estado 2. En dicho estado sabemos gue tanto la producción 3, como la 4
reconocen la subcadena "ed ", pero el símbolo adelantado "a " indica gue únicamen-
te la 3 es la correcta. Sin la presencia del control finito, deberíamos continuar con
la reducción de ambas producciones para más adelante encontrar gue únicamente la
número 3 es válida. La reducción de dicha produceión completa el análisis del prefijo
"cd" y se corresponde con las siguientes acciones:
1. [Selección]: APILAR [^3,2i st2, 2, 2]
2. [Reducción]: ELIMINAR [^3,2, st2, 2, 2] y [d, st2,1, 2] por [03,1, st1,1, 2]
3. [Reducción]: ELIMINAR [^g,l, stl, 1, 2] y[c, stl, 0, 1] por [03,0i st^, 0, 2]
4. [FinReducción]: HORIZONTAL [03,0, sto, 0, 2] por [A, st4, 0, 2]
Nótese gue el proceso de análisis ha sido determinista en todo momento. En la
siguiente tabla, se recogen los conjuntos de items generados para el análisis de la
cadena de entrada "eda " completa:
Cjto. items 0 Cjto. items 1 Cjto. items 2 Cjto. items 3
[-, sto, 0, 0] [c, stl, 0,1] [d, st2,1, 2] [a, st5, 2, 3]
[^s,a, stz, 2, 2] [Di,a, st5, 3, 3]
[^s,i, sti,1, 2] [^i,i, sta, 2, 3]
[^3,p, 3tp, ^, 2] [^l,p, st4, ^, 3]
[A, st4, 0, 2] [S, st7, 0, 3]
[d, st2,1, 2]
^ ^.^^-  t^, s^, 4^^ ;^
^e^taáo 1 ,^ d^^n^
A->c.d,a A->cd.,a
c B->c.d,b d B->cd.,b
e5tado 4
6En el sentido del paso de predicción del algoritrno de Eazley [47].
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Una vez definidos el SDG del algoritmo y el esquema de compilación para el AP
con control finito que lo implementa, pasaremos a aplicar sobre él las técnicas de tabu-
lación vistas anteriormente. '
5.3.2 Tabulación y sincronización
Para la tabulación del AP usado en ICE, se ha optado por el entorno dinámico S1, por
ser el que posibilita el mayor grado de compartición. Recordemos que en este entorno
la clase de equivalencia de las configuraciones del autómata viene dada por el elemento
en la cima de la pila:
(A) _ {A^}
Y el operador Op exige el empleo de transiciones dinámicas cuando se aplica a las
transiciones de tipo ELIMINAR:
• Op(C ^---^ F)((A)) _ (F), C = A
• Op(C H CF) ( (A) ) _ (F), C = A
• Op(CF ^--> G)((A)) _(C ►-^ G), C= A
Sobre la transiciones dinámicas destacaremos dos aspectos. En el esquema de compi-
lación de ICE, sólo se producen durante la reducción. Una vez creada una transición
dinámica, en principio, por cada nuevo ítem que generemos a posteriori, debemos
comprobar si la transición dinámica es aplicable.
Para asegurar la corrección y facilitar la implementación del marco dinámico Sl,
estableceremos un mecanismo de sincronización del análisi^s. Esta sincronización se
realiza al estilo del algoritmo de Earley [47]. El analizador construye, de forma se-
cuencial, un conjunto de items por cada posición de la cadena de entrada. Cada uno de
estos conjuntos se completa antes de pasar al siguiente. De forma análoga al algoritmo
de Earley [47], añadiremos dos índices a cada ítem:
• Un índice establece la posición en la cadena de entrada que se corresponde con
el conjunto de items al que pertenece.
• El otro índice, llamado puntero hacia atrás^, indica el inicio de la porción de la
cadena de entrada reconocida por el ítem.
Con los cambios descritos, los items pasan a tener la forma [A, st, b, i], donde A y
st siguen siendo, respectivamente, un símbolo y un estado del control finito, b es el
puntero hacia atrás, e i el índice al conjunto de items al que pertenece. El esquema de
compilación resultante se muestra en la figura 5.15.
La inclusión del mecanismo de sincronización nos permite optimizar el manejo de
las transiciones dinámicas en dos sentidos [164]:
^Back poinrer en la terminologfa original
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1.
Figura 5.15: Esquema de compilación en ICE, con sincronización
34:
• Su ámbito de aplicabilidad se restringe al conjunto de items en el que fueron ge-
neradas. Gracias a esta característica, una vez completada la construcción de un
conjunto de items, es posible ignorar todas las transiciones dinámicas generadas
hasta el momento.
• La generación de transiciones dinámicas dentro de un conjunto de items sólo
es necesazia bajo determinadas circunstancias: se ha realizado la reducción de
una producción-^ y existe una ambigiiedad en la aplicación de las transicionesg.
Informalmente, estas dos condiciones son necesarias paza que sea posible gene-
rar dos items que compartan el mismo contéxto sintáctico, lo cual es, a su vez,
condición necesazia paza que sea posible aplicar una transición dinámica.
_ [A,st1,2,3] ^
[A,st2,2,3] •
[B,st3,3,4] ^
[A,st2,1,4] ^
Figura 5.16: Indexación y comprobación de redundancias
8En la práctica esto implica la presencia de un no determinismo en el control finito LALR(1).
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EJEMPLO 5.7
En el siguiente ejemplo mostraremos la aplicación de la tabulación a la compartición
de cálculos en el tratamiento de derivaciones cíclicas. Al mismo tiempo se mostrará
el funcionamiento del mecanismo de sincronización a la hora de reducir el número
de transiciones dinámicas generadas. Emplearemos la gramática CJ2, que genera el
lenguaje {a}. En esta gramática es posible la construcción de derivaciones cíclicas y
existen infinitas derivaciones que generan la cadena "a ", según el siguiente conjunto
de producciones:
(0) ^ --^ S (2) A -^ B
(1) S-^Aa (3) B--^A
,(4) B-^^
Y la figura 5.17 muestra el control finito LALR(1) de la gramática y, sobre él, las
transiciones efectuadas durante el análisis de la derivación cíclica que implica las
producciones 2, 3 y 4.
^"^t^il^i^..
^^,:^^,,^e^t^ p^.:,=,t^.^^=:
4^->S.,$
Figura 5.17: Transiciones del autómata IcE sobre el control finito LALR(1) de ç2
El análisis de la cadena de entrada "a" comienza con el ítem inicial [-, sto, 0, 0],
sobre el cual debemos realizar la reducción de la producción 4, que es una producción-
^:
1. [Selección]: APILAR [04,p, stp, 0, 0]
2. [FinReducción]: HORIZ01vTAL [^4,0, sto, 0, 0] por [B, stl, 0, 0]
El control finito está en el estado 1, marcando como siguiente acción la reducción de
la producción 2, gue comprende la aplicación de las transiciones:
1. [Selección]: APILAR [02,1, sti, 0, 0]
2. [Reducción]: ELI^vIINAR [02,1, stl, 0, 0] y [B, stl, 0, 0] por [O2,o, sto, 0, 0]
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3. [FinReducción]: HORIZONTAL [02,p, stp, 0, 0] por [A, st2, 0, 0]
A continuación, en el estado 2 del control finito, hay dos acciones posibles, reducir la
producción 2 o desplazar el símbolo "a ". Realizamos en primer lugar la reducción:
1. [Selección]: APILAR [03,1, st2, 0, 0]
2. [Reducción]: EI.IMINAR [^3,1, st2, 0, 0] y[A, st2, 0, 0] por [^3,0, sto, 0, 0]
3. [FinReducción]: HORIZONTAL [03,p, stp, 0, 0] por [B, stl, 0, 0]
El ítem [B, stl , 0, 0] había sido generado anteriormente y, por tanto, no necesitamos
volver a calcular los items gue derivan de él. Mediante esta compartición de cálculos
queda detectada y representada la aplicación cíclica de las producciones 2 y 3.
Puesto gue se han dado las dos condiciones de no determinismo y reducción de
producciones-^, a partir de aquí generaríamos transiciones dinámicas si aplicásemos
más transiciones ELIMINAR dentro del conjunto de items 0.
Para continuar el análisis, aplicaremos una transición [Desplazamiento] sobre el
ítem [A, st2i 0, 0], apilando [a, st3, 0,1]. Este último ítem ya pertenece al conjunto
de items 1, para el cual no se ha establecido la necesidad de generar transiciones
dinámicas. La siguiente acción, para el estado 3, es la reducción de la producción 1:
1. [Selección]: APILAR [01,2i st3,1,1]
2. [Reducción]: ELIMINAR [^1;2i st3, l, l] y [a, st3, 0,1] por [^1,1i st2, 0,1]
3. [Redúcción]: ELIMINAR [^1,1i st2, 0, 1] y [A, st2, 0, 0] por [^1,0, st0, 0, 1]
4. [FinReducción]: HORIZONTAL [^l,p, stp, 0, 1] por [S, st5i 0, 1]
La siguiente tabla, recoge los conjuntos de itemŝ generados para el análisis de la
cadena de entrada "a ":
Cjto. items 0 Cjto. items 1
[-, stp, 0, 0] [a, st3i 0,1]
[^4,0 ^ St0 ^ ^^ 0] [^1,2 ^ st3 ^ 1^ 1]
[B^ Stl ^ ^^ ^] [^1,1 ^ St2^ ^^ 1]
[^2,1 ^ Stl ^ ^^ ^] [^1,0^ StO^ ^^ 1]
[^2,0 ^ St0 ^ ^^ ^] [S^ st5 ^^> 1]
[A, st2, 0, 0]
[v3,1, St2, o, o]
[vs,0, St0 ^ 0, Ol
n
EI ejemplo anterior muestra el funcionamiento del mecanismo de sincronización a la
hora de reducir el número de transiciones dinámicas. En el siguiente ejemplo, se mues-
tra el funcionamiento de dichas transiciones.
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EJEMPLO 5.8
En este ejemplo emplearemos la gramática, CJ3, de Dyck de los paréntesis bien ba-
lanceados. Ésta nos sirve para ilustrar la compartición de cálculos en un caso más
complejo que en ejemplo anterior, y, al mismo tiempo, el uso de transiciones dinámi-
cas. El conjunto de producciones es el siguiente:
(0) ^ --^ S (1) S -^ E (2) S ^ SS
(3) S --> ( S )
El control finito LALR(1) viene dado por la siguiente tabla:
^( > >) ^ ^ S
0 desp(1)/red(1) red(1) ir(2)
1 desp(1)/red(1) red(1) red(1) ir(3)
2 desp(1)/red(1) red(1) red(1)/acep ir(4)
3 desp(1)/red(1) desp(S)/red(1) red(1) ir(4)
4 desp(1)/red(1)/red(2) red(1)/red(2) red(1)/red(2) ir(4)
S red(3) red(3) red(3)
La cadena de entrada será e, la cadena vacía. Como es habitual el análisis comien-
za con el ítem [-, sto, 0, 0]. A continuación la primera acción es la reducción de la
producción 1, tras la cual existe un no determinismo dado por las acciones aceptar y
reducir una vez más la producción 1. Una vez aceptada la cadena de entrada, conti-
nuamos con la acción de reducción para obtener todos los análisis posibles. Nótese
que, llegados a este punto, ya se han dado las dos condiciones que establecen la gene-
ración de transiciones dinámicas dentro del conjunto de items actual.
1. [Selección]: APILAR [^l,p, stp, 0, 0] .
2. [FinReducción]: HORIZONTAL [Ol,p, stp, 0, 0] por [S, ŝt2, 0, 0]
3. [Selección^: APILAR [^l,p, st2i 0, 0]
4. [FinReducción]: HORIZONTAL [Ol,p, st2, 0, 0] por [S, st4, 0, 0]
En la siguiente acción existe un nuevo no determinismo, reducir la producción 1 0
reducir la producción 2. Comenzaremos por la segunda de las acciones:
1. [Selección]: APILAR [^2,2, st4i 0, 0]
2. [Reducción]: ELIMINAR [02,2, st4, 0, 0] y [S, st4, 0, 0] por [02,1, st2, 0, 0] que
es el resultado de aplicar la primera de las transiciones dinámicas recién gene-
radas9:
dl =[S, st4i 0, 0] ►
-^ [^a,i, sta, 0, 0]
d2 =[S, st4i 0, 0]
~^ [^2,1 ^ St4 ^ ^^ ^]
9Nótese que {st2i st4} C revela(st4).
5.3. ICE 103
3. [Reducción]: ELIMINAR [v2,1, st2, 0, 0] y [S, st2, 0, 0] por [v2,°, st°, 0, 0] que
es el resultado de aplicar la transición dinámica recién generada:
d3 =[S, st2, 0, 0] ^--^ [02,0, sto, 0, 0]
4. [FinReducción]: HORIZONTAL [v2,°i st°, 0, 0] por [S, st2, 0, 0]
El último ítem [S, st2, 0, O], ya había sido generado anteriormente, por lo cual no
es necesario continuar los cálculos sobre él. Continuamos con la reducción de la
producción 1 sobre el ítem [S, st4i 0, 0]:
1. [Selección]: APILAR [vl,°, st4, 0, 0]
2. [FinReducción]: HORIZONTAL [vl,°i st4, 0, 0] por [S, st4, 0, 0]
El último ítem [S, st4i 0, 0], ya había sido generado anteriormente, lo cual lo sitúa en
el contexto sintáctico en el que se debe aplicar las transiciones dinámicas dl y d2, que
dan lugar a los items [v2,1i st2, 0, o] y[v2,1i st4, 0, 0]. El primero ya existe en la tabla
de items por lo cual continuamos el análisis únicamente sobre el segundo:
1. [Reducción]: ELIMINAR [v2,1, st4, 0, 0] y [S, st4, 0, 0] por [v2,°, st2, 0, 0]
2. [FinReducción]: HORIZONTAL [v2,°i st2, 0, 0] por [S, st4, 0, 0]
De nuevo, el último ítem [S, st4i 0, 0], ya había sido generado anteriormente, por lo
que no es necesario continuar. n
En lo que respecta a la comprobación de redundancias dentro de la tabla de items,
es suficiente establecer una condición de igualdad entre items. En efecto, dado que
estamos tratando GICs sólo consideraremos relaciones de subsumción triviales. El
mecanismo de comprobación de redundancias implica que, como paso previo a la in-
troducción de un ítem en la tabla, se compruebe que no existe otro ítem igual10, en el
peor de los casos esta comprobación significa recorrer la tabla entera. Para mejorar la
eficiencia de este mecanismo, haremos que se apoye en la función de indexación de la
tabla, como se muestra en la figura 5.16. Así para un ítem [A, st, b, i] la función será
de la forma h(A, st, b, i). Como aspecto negativo, señalaremos que incluir el estado en
la comprobación de redundancias puede evitar la compartición en determinados casos
en los que el control finito realiza distinciones entre estados cuyo contexto sintáctico
es el mismo.
^ Para completar el analizador IcE, y poder observar de forma más intuitiva las com-
particiones de cálculos, debemos adaptar el formalismo descrito de manera que cons-
truya la estructura sintáctica correspondiente al análisis de la cadena de entrada. Dicha
estructura será un bosque de análisis, donde se reflejarán las ambigiiedades y deriva-
ciones cíclicas, así como la compartición de cálculos.
toEs decir, mismo sfmbolo, mismo estado, mismo puntero hacia atrás y mismo fndice.
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5.3.3 Bosque de análisis
Para obtener el bosque sintáctico como resultado del análisis, sustituiremos los APs
por traductores de pila (TPs) como formalismo operacional.
DEFINICIÓN 5.11 (traductor de pila)
Un traductor de pila es una tupla T= (E, I', II, O, ^o, ^ f), donde E, r, ^o, y$ f tienen
el mismo significado que en un AP, y:
• II es un conjunto de símbolos de salida
• O es un conjunto de transiciones
s: r* x(E u{^}) --^ r* x n*
(a^ a) ^^^ (Q^ ^) q
Informalmente, respecto a un AP, un TP especifica la salida generada tras la apli-
cación de una transición. En consecuencia, una configuración del traductor, es similar
a la configuración de un autómata a la que añadimos un nuevo elemento donde acumu-
lamos la salida generada por cada transición: (^, ^, ^c).
Figura 5.18: Salida para las transiciones en S1
Recordemos que para la representación de los bosques de análisis emplearemos
grafos Y/O. En ese sentido, seguimos la propuesta de construir dicho grafo a partir de
una GIC [84, 25] a la que denominaremos gramática de salida. Los nodos O serán las
variables de la gramática y los nodos Y, las producciones.
EJEMPLO 5.9
La figura 5.19 muestra el grafo Y/O construido a partir de la siguiente gramática:
(1) A--^ B C (5) B-^ B D
(2) A-> A D (6) D-> d B
(3) B-3 b (7) C^ c B
(4) B --^ d b n
En concreto la salida producida por cada transición del traductor de pila será un
nodo Y del bosque de análisis. Estos nodos serán producciones de la gramática de
salida, cuyos símbolos son referencias a los items generados en el entorno dinámico
S1, tal y como muestra la figura 5.18. Cuando se produce la compartición de cálculos
entre items provenientes de distintas ramas de análisis, la salida de dichos items se
compacta en un nodo O. Las ventajas de esta aproximación son la siguientes:
• El empleo de un grafo Y/O nos permite representar mediante una estructura fini-
ta, un conjunto infinito de árboles de análisis.
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Figura 5.19: Representación de la gramática como grafo Y/O
• Las estructuras de datos sintácticas son las mismas usadas en el proceso de aná-
lisis.
- Esta correspondencia nos permite establecer una relación directa entre la
compartición de computaciones y la compartición del estructuras sintácti-
cas. En efecto, el empleo de un grafo Y/O permite representar la compar-
tición de dichas estructuras como nodos O, al mismo tiempo que los nodos
Y son referencias a los items del analizador dados por las producciones de
la gramática de salida. ;
^t:ito ^-^, itó'"i.t1;
élécción ] ita ^--^. ito iti,
Reducción ] ^ ^ ito iti ^, ^it2; ^^ it,2 ^ ^'i,to^iti.^.
FinReducción ] ito ^ itl, itl ^'ito
Desplazamiéiito;^ ,ito ^.'ito itl, itl
Desp: zzo:;^^r,l ; , iz1
Figura 5.20: Gramática de salida para el esquema de compilación en ^CE
- Dado que las transiciones del TP dependen del primer o de los dos pri-
meros elementos de la cima de la pila, las producciones de la gramática
de salida poseen como máximo dos elementos en su parte derecha. Como
consecuencia es posible compartir la cola de la lista de hijos de un subárbol
en lugar de la lista completa.
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EJEMPLO 5.10
Para este ejemplo emplearemos la gramática ç3 del apartado anterior. El análisis de
la cadena de entrada vacía producía el conjunto de items de la tabla de la parte su-
perior de la figura 5.21, donde hemos añadido a cada uno la salida producida según
el esguema de la figura 5.20. El bosque de análisis resultante se muestra en la parte
inferior izquierda de la figura 5.21, mientras gue a su derecha se muestra un represen-
tación convencional del bosgue de análisis una vez eliminados los items gue contienen
símbolos ^i,^. ^
Cjto. items 0
ito [-^ sto, 0, ^^ ^]
itl [Ol,o, sto, 0, 0, e]
it2 [S, st2, 0, 0, (it2 -^ itl) (it2 -^ it7)]
it3 [01,0, 3t2, 0, 0, ĉ]
2tq [S, st4, 0, 0, (itq --1 2t3) (2tq -^ 2t10)]
2t5 [02,2, stç, 0, 0, e]
2tg [02,1, st2, 0, O, 2tg -ŝ 2tq 2t5]
it7 [02,0, sto, 0, 0, it7 -^ it2 its]
itg [^1,0, stq, 0, 0, ĉ]
2tg [02,1, 8tç, 0, O, itg ^ itg it5]
iti0 [^2,0, st4, 0, 0, 2t10 ^ 2tç 2t9]
dl [S, st4, 0, O] ^--> [^2,1, st2, 0, 0]
d2 [S, 3tq, 0, 0] H [Da,i, 3tq, 0, 0]
ds [S, st2, 0, 0] ►
-^ [02,0, sto, 0, 0]
O^
,
.
, ,^
S
^ O it5
^
it3
it4
^
it10
it8 it5
Figura 5.21: Conjunto de items y bosque de análisis de e con la gramática ç3
CAPÍTULO 6
ANÁLIS IS DE GRAMÁT ICAS DE
CLÁUSULAS DEFINIDAS
Las GICs se han usado y se usan continuamente en la definición de lenguajes formales,
como pueden ser los de programación o los lenguajes de marcasl. En otros campos,
como los lenguajes naturales, por citar un ejemplo más concreto, el poder descriptivo de
las GICs se ha mostrado insuñciente y se han propuesto otros formalismos gramaticales
para cubrir el hueco descriptivo existente. A cambio se incrementa la complejidad
de los analizadores asociados. En el presente capítulo trataremos el formalismo de
gramáticas de cláusulas definidas, (GCDs).
6.1 Introducción
Como ejemplo de la falta de poder descriptivo de las GICs podemos pensar en la difi-
cultad que entraña representar la concordancia de número y género entre dos categorías
sintácticas, digamos, nombre, N y determinante, Det, dentro de la siguiente produc-
ción: ^
SN ^ Det N
En este caso, tendríamos que expandir el conjunto de símbolos para contemplar todas
lascombinacionesposibles: Det-masc-sing,Det-fem-sing,Det-masc-plu,
Det-fem-plu, ..., N-masc-sing, N-fem-sing, N-masc-plu, N-fem-plu,
..., lo cual implicaría la creación de nuevas producciones que contemplasen los nuevos
símbolos:
SN -^ Det-masc-sing N-masc-sing
SN ^ Det-fem-sing N-fem-sing
SN ->Det-masc-plu N-masc-plu
SN ^ Det-fem-plu N-fem-plu
Este primer problema se puede solucionar aumentado el poder descriptivo de las GICs,
añadiendo argumentos a los símbolos de la gramática, tal y como se hace en AGFL [45].
^ Ver por ejemplo, el lenguaje XML: ht tp ://www . w3 c. org / XML /.
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Estos argumentos son variables que sólo pueden ser instanciadas con un valor atómico
de un dominio finito una única vez, es decir, argumentos con el mismo nombre deben
tener el mismo valor. De esta forma se obliga a cumplir la concordancia de género y
número:
sintagma nominal(número, género):
determinante(número, género),
nombre ( níunero , género ) .
Esta extensión de las GICs está próxima a la propuesta en otros lenguajes como
Datalog [82], y se puede considerar asimilable a una extensión simple, basada en
lógica proposicional, del problema expuesto anteriormente. Sin embargo, se muestra
insuficiente para representaz otras cazacterísticas del lenguaje natural que requieren un
dominio infinito paza la definición de las categorías gramaticales. Como alternativa se
propone una generalización de las GICs basada en la lógica de primer orden.
Sobre la base de las GICs, se generalizan los símbolos de la gramática añadiendo
información adicional, a la que nos referiremos como atributos del símbolo. Una pro-
piedad importante de la adición de atributos es que los símbolos de la gramática nos
permiten representaz un conjunto infinito de elementos, extendiendo de este modo su
dominio de definición. A continuación se establece una operación que nos permita la
manipulación de los símbolos gramaticales con atributos y se adapta convenientemente
el mecanismo de derivación de la gramática de forma que tenga en cuenta la informa-
ción contenida en éstos. La extensión se realiza mediante términos lógicos de primer
orden, considerando la unificación como mecanismo de manipulación [113].
Términos lógicos y GCDs
Tal y como hemos mencionado uno de los atributos con que ĝeneralizazemos las GICs
son los términos lógicos de primer orden2. Esta extensión nos permitirá definir las
GCDs.
DEFINICIÓN 6.1 (término lógico de primer orden)
Dados dos conjuntos finitos denominados funtores y variables, respectivamente .^ y V,
un término lógico se define inductivamente como:
• Una constante, c E .F
• Una vaziable, V E V ^
• Un término compuesto o función, f(tl, t2, ..., tn), donde f E.F y los ti son
términos lógicos que denominaremos argumentos de f.
Nos referiremos a f como el funtor de la funci6n, y al número de argumentos rt
como su aridad. Alternativamente representaremos las funciones indicando su
funtor y aridad: f /n. q
2Para una descripción más detallada el lector puede consultar [87, 173], entre otros.
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Nótese que una constante puede considerarse una función de aridad 0, es decir,
una función sin argumentos. Por convención3, los nombres de constantes y funtores
comenzarán por minúscula y los nombres de vaziable por mayúscula. Intuitivamente,
las constantes representan objetos simples como puedan ser el número o género:
masculino, singular, plural, femenino, neutro, ...
Por su parte las funciones permiten relacionar objetos, agrupándolos en estructuras
complejas como fechas, subcategorizaciones, información de concordancia, etc:
fecha(cinco,abril), verbo(transitivo), concordancia(masculino,plural), . . .
Finalmente, las variables representan objetos desconocidos a priori. En resumen, los
términos lógicos se clasifican en la siguiente jerarquía:
Símbolo
simple Número
término lógico { Constante
Vaziable
Caracter
Cadena de cazacteres
compuesto
Una vez se conoce el valor ligado a una variable, se puede definir mediante el
concepto de sustitución.
DEFINIC16N 6.2 (sustitución)
Una sustitución O es una lista de pares (variable,término lógico), que representare-
mos, indistintamente, como:
^ _ {Xi E-- tl, . . . , X^, ^ t^}
O = {Xl/tl, . . . , Xn/t,^} q
Intuitivamente, una sustitución asocia a cada vaziable X^ un término ti. De esta
forma, es posible aplicar una sustitución a un término, cambiando cada variable por su
valor asociado.
DEFINIC16N 6.3 (instanciación)
Dados una sustitución O y un término lógico t, notaremos la aplicación de O a t como
t0, y diremos que es una instancia de t. ^
Sobre la operación de instanciación hemos de remarcar que la sustitución de variables
se hace de forma simultánea, y por consiguiente:
f(X, Y) {X/Y, Y/8} = f(Y, 8) es cierto
f(X, Y) {X/Y, Y/8} = f(8, 8) es falso
Análogamente, también es posible aplicar una sustitución sobre los términos que apa-
recen en otra sustitución, es decir, instanciar una sustitución:
3Convención heredada de PROLOG.
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{X/Y, Y/2} {X/1, Y/h(Z)} _ {X/h(Z), Y/2}
En relación a la instanciación, el término a partir del cual instanciamos otro, es más
general que éste último, que a su vez puede ser instanciado dando lugar a otro término
menos general. Sobre esta idea, establecemos la relación de subsumción entre términos.
DEFINIC16N 6.4 (subsumción)
Dados dos términos lógicos tl y t2 diremos que tl subsume a t2, (resp. t2 es subsumido
por tl), y lo notaremos tl ^ t2, si y sólo si: ^Q, t2 = tiQ q
Nótese que los términos más generales, contienen menos información que sus instan-
cias:
concordancia(G,N) ^ concordancia(G,plural) ^ concordancia(masculino,plural)
A continuación definiremos una operación más para la manipulación de términos
lógicos, la unificación, que nos permite restringir las sustituciones a aplicar sobre ellos.
DEFINICIÓN 6.5 (unificador y umg)
Dados dos términos lógicos tl y t2 diremos que una sustitución O es un unificador si y
sólo si tlO = t2O.
Dado un unifzcador O, diremos que es el unificador más general o umg4 si y sólo
si , para cualquier otro unificador O', ^a^, OQ = 0'. q
Para cualquier par de términos, si existe un unificador, entonces existe su umg [ 113].
Intuitivamente el unificador restringe la instanciación de dos términos para que varia-
bles con el mismo nombre sean sustituidas por el mismo término en ambos. El umg
representa el conjunto mínimo de restricciones a considerar.
EJEMPLO 6.1
Dados los términos lógicos:
ti = p(A^ 3^ f (Y))
ta = p(B^ C^ f (9(Z)))
un conjunto de posibles unifzcadores es el siguiente:
O1 - {A/5, B/5, C/3, Y/g(Z)}
02 = {B/A, C/e, Y/g(0), Z/0}
03 - {A/B, C/3, Y/g(Z)}
donde el umg(tl, t2) es 03. n
Desde un punto de vista práctico, el umg nos permite igualar dos términos conser-
vando la mayor generalidad posible. Por ello, es la operación empleada en la definición
de derivación en las GCDs. Dichas gramáticas tienen su origen en los trabajos de Col-
merauer [38], siendo desarrolladas posteriormente por Pereira y Warren en [104J.
4En tenminolog[a anglosajona, most general unificator (mgu).
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DEFINIC16N 6.6 (gramática de cláusulas definidas)
Una GCD es una tupla D=(VT, VN, V, .^, ry, P) donde:
• V es un conjunto finito de variables
•,^ es un conjunto finito de funtores
• 7^ = VT U VN es un conjunto finito de símbolos de predicado
0
• P es el predicado inicial
• ry es un conjunto finito de cláusulas de la forma:
1 tnp 1 mi 1 mn* )
AT,O (t,r.^^, . . . , tT^O ) ^ Ar,j (t,,,l, . . . , t,^.^l ) . . . AT,,Zr ( tT,7Lr ^ . . . ) tT,iLr
donde A,.,o E Vn,, Ar,i E P, y A,.,i(t,i.,i, ... , tm^ ) son símbolos de la gramática:
- símbolos terminales si A,.,Z E VT
- símbolos no terminales si AT,1 E Vj^/
- AT,o(t,i.,o, • ••, t,. ó ) es la cabeza de la cláusula ryT
y t^i son términos lógicos de primer orden.
,
Por cada cláusula ry^ usaremos el vector t^ para representar las variables que
pertenecen a los términos de la cláusula.
t^ _{ X ^ X E V y X ocurre en t^,Z }
Intuitivamente, los símbolos terminales y no terminales se corresponden, respecti-
vamente, con la extensión de los terminales y variables de una GIC, sobre los cuales
se añaden los términos lógicos tmz . Nótese que en la definición se han considerado
las constantes como funtores de aridad 0 y, por tanto, pertenecen al conjunto .^. En lo
sucesivo, para unificaz criterios y facilitaz la lectura, utilizazemos las mismas conven-
ciones que venimos empleando paza las GICs, con las siguientes excepciones:
• X, Y, Z, ... E V, son nombres de variables lógicas.
• A, B, C, ... son símbolos de la gramática.
•'_' es un nombre de variable lógica especial a la que nos referiremos como va-
riable anónima. Intuitivamente es cualquier variable cuyo nombre es irrelevante.
• A1 igual que los nombres de funtores, los nombres de predicados comienzan
todos por minúsculas. Para distinguir los símbolos terminales de los variables,
escribiremos los primeros entre comillas.
SUna vez más, heredamos esta convención de los sistemas PROLOG.
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Una vez añadidos los términos a los símbolos de la gramática, el concepto de derivación
cambia de tal manera que un símbolo variable se podrá reescribir mediante una cláusula
ry^, tras aplicar la operación de unificación. El resultado de dicha unificación es una
sustitución que se aplica a todos los símbolos de la cadena que se está derivando.
DEF^N^C^6N 6.7 (derivación directa) o
Dada una GCD D=(VT, Vnr, V, .^, ry, ^), definimos una derivación directa como:
aBry ^(aóry)Q, aBry E(VN U VT)*, A-> ^ E P, Q = umg(A, B) q
A1 igual que en las GICs, el concepto de derivación directa se extiende de forma na-
tural, mediante los cierres transitivo y reflexivo, al de derivación indirecta o derivación
en n pasos. A continuación se ilustran las definiciones anteriores mediante un ejemplo.
EJEMPLO 6.2
En este ejemplo emplearemos una GCD dada por el siguiente conjunto de cláusulas:
s -^ sn(concor(N,G)), sv(N)
s -^ s, sp
sn(concor(N,G)) -^ nombre(N,G)
sn(concor(N,G)) ^ determinante(N,G), nombre(N,G)
sn(concor(N,G)) -^ sn(concor(N,G)), sp
sp -^ preposición, sn(concor(N,G))
sv(N) -^ verbo(transitivo,_,N), sn(_)
nombre(singular,masculino) -^ "gorrión"
nombre(singular,femenino) ^ "ventana"
nombre(singular,masculino) -^ "alpiste"
determinante(singular,masculino) -^ "el"
determinante(singular,femenino) --^ "la"
verbo(transitivo,38,singular) --^ "come" ,
verbo(intransitivo,3a,singular) ^ "canta" ^
preposición -^ "en"
A continuación se muestra una derivación de la cadena "el gorrión come alpiste ":
s^ sn(concor(N,G)) sv(N) ^ determinante(N,G) nombre(N,G) sv(N) ^
el nombre(singular,masculino) sv(singular) ^ el gorrión sv(singular) ^
el gorrión verbo(transitivo,_,singular) sn(_) ^ el gorrión come sn(_) ^
el gorrión come nombre(N,G) ^ el gonión come alpiste
Nótese que el empleo de la operación de unifzcación imposibilita la generación de
derivaciones como la siguiente:
el nombre(singular,masculino) sv(singular) ^ el ventana sv(singular) ^
Por la forma en que hemos definido las GCDs como una generalización de las
GICs, se sigue que por cada GCD existe una GIC subyacente, que podemos obtener
eliminando los términos lógicos que suponen los atributos de los símbolos de predica-
do. Nos referiremos a esta GIC como esqueleto independiente del contexto o esqueleto
IC.
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DEF^N^C^6N 6.8 (esqueleto independiente del contexto)
Dada una GCD D=(VT, VN, V, .F', ry, P) definimos su esqueleto IC como una GIC
G=(N, E, P, S) donde:
• E=VTyN=VN
0
• S = A, P= A(tl, . . . , tn)
• Ar^o ^ A^,^1 . . . ^qr^nr E P,
d Ar,p(tr^p, . . . , tmÓ ^ ^ Ar,l ( tr,l ^ . . . , tml ) . . . Ar^,^r (tT^nr, . . . , tmñ* )
A continuación se ilustra esta definición mediante un ejemplo.
EJEMPLO 6.3
Ery O
El esqueleto IC de la GCD del ejemplo 6.2 viene dado por el siguiente conjunto de
producciones:
S-^SNSV
S-^SSP
SN -^ Nombre ^
SN --^ Determinante Nombre
SN --3 SN SP
SP -^ Preposición SN
SV -> Uerbo SN
Nombre --> gorrión
Nombre ^ ventana
Nombre -^ alpiste
Determinante -> el
Determinante --^ la
Verbo -^ come
Uerbo -^ canta
Preposición -^ en n
Siguiendo la evolución en la definición de las GCDs presentaremos los algoritmos
de análisis correspondientes como una generalización de los presentados para las GICs.
6.2 Generalización de SDGs
Los SDGs definidos en el capítulo 4 pueden ser generalizados para su aplicabilidad a
formalismos con esqueleto IC y unificación de símbolos gramaticales [131]. En gene-
ral, los pasos deductivos son remplazados por otros donde se comprueban las re ŝtriccio-
nes impuestas por el nuevo formalismo gramatical. Por ejemplo, el paso de predicción
de Earley:
[A ^ a • B,Q, i, j]
[B ^'ry^.1^.7]
es sustituido por:
[A -^ a • B,Q, i, .!] (B = B^ )
[B^ ^ •'Y^.l^.7]
donde = representa la restricción impuesta por la operación de unificación del forma-
lismo elegido. En concreto, en el caso de las GCDs esta restricción viene dada por el
cálculo del umg: ^
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[A^a•B'Q^z^.Í^ (o^ = umg(B B')),
[(B ^ •ry)a^7^^]
Aplicando estos cambios a los SDG vistos para los algoritmos de análisis sintáctico
descendente, ascendente y Earley, obtenemos los pasos deductivos de la figura 6.1.
iscendente
? Predicción
,
.a a,
,b¢^
Ascendente ; Es^rley
I
^ [A ^..^"á ^ a^;^i,^ j] ^^ ^
A --> aw^`+'1°s`J3 "^, i; j -i-
"A --^ a ^,B%^^'8,,k 'B;--^`ó•,'k,7'.
^A =-r^ aBv^• ^^ ^, a;^j ^-^ ^
= umg(a, w^+l ) '
= umg(B,13'),:B =}_8 E ry
= umS(ó, ó^), B--^ ó E'Y
=^umg(B,^B') ^^ ^
.. :^ ŝ _ __.^^ , _. ^ _. _ ^ _
0
Figura 6.1: Pasos deductivos de los SDGs para una GCD D=(VT, VN, V, .^, ry, P)
En lo que respecta a las pruebas de fiabilidad y completud de los esquemas presen-
tados, éstas se obtienen directamente a partir de las presentadas para el caso de las GICs
aplicando la nueva definición de derivación de la gramática. Desafortunadamente, no
es posible garantizar la propiedad de terminación del análisi$. Como contraejemplo
proponemos la siguiente gramática extraída de [131]: '
s -^ r(0, N)
r(X, N) -^ r(s(X), N), b
r(N, N) -^ a
Esta gramática genera el lenguaje {abn}, instanciando la variable N al valor de n re-
presentado como los sucesores de 0: s(0), s(s(0)), ... Con el esquema ascendente no
tendremos problemas para analizar las cadenas de entrada, sin embargo con los esque-
mas descendente y Earley [47] el paso de predicción generará una secuencia infinita de
items. Para el caso de Earley, esta secuencia sería:
[s ^ •r(0, N), 0, 0]
[r(0, N) -> •r(s(0), N) b, 0, 0]
[r(s(0), N) -^ •r(s(s(0)), N) b, 0, 0]
[r(s(s(0)), N) -^ •r(s(s(s(0))), N) b, 0, 0]
Sobre el problema de no-terminación descrito existen varias soluciones propuestas,
de las que señalaremos las siguientes:
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• Una primera solución consiste en realizar el análisis en dos fases, o en diferidoó.
En una primera fase se analiza la cadena de entrada empleando el esqueleto IC
de la gramática, obteniendo como resultado el bosque de análisis [96]. Sobre
dicho bosque, en una segunda fase, se decoran los nodos con sus atributos co-
rrespondientes, añadiendo nuevas alternativas cuando sea necesario y eliminando
alternativas cuando la operación de unificación no tenga éxito.
• Otra solución es el uso de restrictores positivos [ 127, 128] o restrictores nega-
tivos [ 148]. El empleo de restrictores establece un número finito de clases de
equivalencia en las que se ordenan el conjunto infinito de símbolos gramaticales.
Empleando los representantes de estas clases en lugar de los propios símbolos,
se relaja el paso de predicción evitando la generación de secuencias infinitas de
items.
En general, la elección del restrictor depende de cada gramática particular, li-
mitando la profundidad de los atributos en los símbolos de la gramática. Para
el ejemplo anterior podríamos elegir un restrictor como r(s(s(s(N))), X), de
forma que cualquier símbolo que sea subsumido por éste será ignorado.
• En un apartado posterior del presente capítulo presentaremos una solución gene-
ral válida para cualquier gramática, que será la adoptada por ^CE.
A continuación procedemos a transformar el SDG de Earley en el SDG para al-
goritmos LR(k), tal y como hicimos en el capítulo 4. En primer lugar obtenemos el
esquema de análisis LR(0) sin control finito cuyos pasos deductivos se muestran en la
figura 6.2.
.>^^.n,^ ;,^ ^^...
Figura 6.2: SDG del algoritmo LR(0) sin control finito para GCDs
En los esquemas de análisis Earley y LR(0) sin control finito existe un problema
de no-terminación, originado por el paso deductivo de predicción, tal y como hemos
ilustrado en el caso de Earley. En los algoritmos LR(k) este paso de predicción se
traslada a la función de cierre durante la construcción del control finito. A continuación
mostramos la extensión de la función de cierre dada en el capítulo 3:
6En terminolog(a anglosajona, o„^line parsing.
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DEFINIC16N 6.9 (cierre) o
Sea D=(VT, VN, V, .F, ry, D) una GCD y kernelD el núcleo del estado SD, definimos
el conjunto cierre como:
A-^aEry
^[B -> Q • A^S x] E kernelD U cierreD
cierreD = [(A --> •a)Q, w], ' ^ tQ = umg(A, A')
w E PRIMERO^(b^)
Además del problema de no-terminación que afecta a su construcción, el control
finito resultante presenta otros problemas:
• El número de entradas en la tabla del control finito con respecto a las GICs crece
ostensiblemente. En efecto, cada símbolo que instanciamos durante el cálculo
del cierre de un estado, es susceptible de convertirse en una nueva entrada de la
tabla. Otro efecto de la instanciación de los símbolos es el aumento del número
de estados, de forma análoga al fenómeno de división de estados que se produce
al aumentar la longitud de los símbolos adelantados.
EJEMPLO 6.4
La figura 6.3 muestra dos estados LR, n y n-}- 1, del control finito para la gra-
mática del ejemplo 6.2. Estos estados son sucesores del estado 0 mediante los
símbolos determinante(sing,masc) y determinante(sing,fem). ^
• La tabla del control finito tiene que estar indexada por estados y símbolos gra-
maticales. En el caso de las GCDs el número de símbolos gramaticales es po-
tencialmente infinito y el acceso a la tabla se realiza mediante la relación de
subsumción. A1 contrario de lo que ocurría con las GICs, esta indexación no es
trivial y no nos garantiza un acceso en tiempo constante [180, 150, 103, 26].
estado n
sn(concor(sing,masc)) ^ determinante(sing,masc) • nombre(sing,masc)
nombre(sing,masc) -► . "gorrión"
nombre(sing,masc) ^ • "alpiste"
estado n -}- 1
sn(concor(sing,fem)) -^ determinante(sing,fem) • nombre(sing,fem)
nombre(sing,fem) ^ . "ventana"
Figura 6.3: Estados LR para la GCD del ejemplo 6.2
Como posibles soluciones a los problemas planteados para el análisis LR(k) de las
GCDs destacaremos las siguientes:
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• Uso de restrictores [127]. Sólo soluciona el problema de la no-terminación en la
construcción del control finito.
• Modificar la función de cierre de forma que se siga comprobando la unifica-
ción de los símbolos, pero sin llegar a realizar la instanciación de los nuevos
items [95]:
DEFINIC16N 6.10 (cierre) o
Sea D=(VT, VN, V, .^, ry, P) una GCD y kernelD el núcleo del estado SD,
definimos el conjunto cierce como:
A-^aEry
^[B ^/3 • A'^ ^] E kernelD U cierreD
cierreD = [A --> •a, w], ^ i i
Q=umg(A,A)
w E PRIMERO^(b2)
q
De esta forma se evita el problema de la no-terminación, se reduce el número de
símbolos que indexan la tabla y el número de estados del control finito. .
EJEMPLO Ó.$
Si calculamos el control finito de la gramática del ejemplo 6.2 con la operación
de cierre sin instanciación, los dos estados LR de la figura 6.3 se fusionan en
uno solo:
estado n
sn(concor(N,G)) ^ determinanté(N,G) • nombre(N,G)
nombre(sing,masc) ^ • "gorri8n"
nombre(sing,masc) -^ • "alpiste"
nombre(singfem) -> • "ventana "
Por contra sigue siendo necesario una operación de subsumción a la hora de
indexar la tabla del control finito.
• Construir el control finito a partir del esqueleto IC. Únicamente el intérprete del
autómata tendrá en cuenta las operaciones de unificación e instanciación. De esta
forma tenemos un mecanismo de indexación de la tabla del autómata trivial y se
reduce el número de estados del control finito. Por contra, al igual que ocurre al
reducir la longitud de los símbolos adelantados, se pierde parte de la capacidad
de determinización del control finito.
EJEMPLO 6.6
Si calculamos el control finito sobre el esqueleto IC de la gramática del ejem-
plo 6.2, los dos estados LR de la figura 6.3 se fusionan en uno solo:
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estado n
SN -^ Determinante • Nombre
Nombre --^ •gorrion
Nombre --> •alpiste
Nombre -^ •ventana
n
Una vez presentada la adaptación de los SDGs al formalismo de las GCDs, en la
siguiente sección haremos lo propio con el formalismo operacional usado como base
en el sistema ICE, es decir, trataremos la generalización de los APs para el caso de las
GCDs.
6.3 Autómatas lógicos de pila
El modelo de autómata lógico de pila (ALP) fue introducido por Lang en [81]. En
esencia es un AP que almacena átomos lógicos y sustituciones, generalizando las tran-
siciones con la aplicación de la operación de unificación.
DEFINICIÓN 6.11(autómata lógico de pila)
Un autómata lógico de pila es una 6-upla A=(X, ,F, E, ^, $, $ f, 0), donde:
• X es un conjunto finito de variables.
•.F es un conjunto finito de símbolos de función.
• E es un conjunto finito de símbolos terminales. ^
• 0 es un conjunto finito de símbolos de predicado en el alfabeto de la pila.
•$ es el predicado inicial de la pila.
•^ f es el predicado final de la pila.
• O es un conjunto de transiciones que se clasifican en tres tipos:
HORIZONTAL:
APILAR:
ELIMINAR:
B ^ C {A}
BĤ BC {A}
BD ►^ C {A}
donde B, C y D son literales en el álgebra de términos To [,^ U X], a E TE [.^ U
X], y{A} es un conjunto de restricciones a satisfacer antes de la aplicación de
la transición.
En adelante, representaremos los elementos de la pila como A.^, donde Q es una
sustitución. En cuanto a las reglas que rigen la aplicación de las transiciones, éstas
son:
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• HORIZONTAL: BĤ C(^ E.p) _^ CQ.pQ, si y sólo si existe una sustitución Q
tal que ^ = umg(B, E).
Si el elemento E de la cima unifica con B, lo reemplazamos en la pila por C
tras aplicar el unificador resultante, y leemos wi de la cadena de entrada, si y
sólo si wiQ = aQ.
• APILAR: BĤ BC(^ E.p) _^ B.pCQ.Q, si y sólo si existe una sustitución Q
tal que Q = umg(B, E).
Si el elemento E de la cima unifica con B, apilamos un nuevo elemento C tras
aplicar el unificador resultante, y leemos wi de la cadena de entrada, si y sólo
si wiQ = aQ.
• ELIMINAR: BDĤ C(^ E'. p' E. p) _^ C^. p' pQ, si y sólo si existe una susti-
tución Q tal que Q = umg((E, E'p), (D, B)).
Eliminamos los elementos E y E' de la cima de la pila, si unifican con DB,
sustituyéndolos por C tras aplicar el unificador resultante, y leemos wi de la
cadena de entrada, si y sólo si wZQ = aQ. q
Intuitivamente, E y 0 se corresponden con los símbolos terminales y símbolos de pila,
respectivamente, de un AP. Por su parte, X y,F son las variables y funtores a partir
de los cuales se construyen los términos lógicos con los que se extienden los símbolos
anteriores. Esta extensión es análoga a la extensión de GIC a GCD vista anteriormente.
Las transiciones del ALP, como ya se ha dicho, respecto a un AP, han sido genera-
lizadas considerando la unificación como mecanismo de transferencia de información.
Sobre ellas destacaremos el hecho de que la unificación de los elementos de transición
y la cima de la pila produce una sustitución que se aplica sobre la pila de forma pere-
zosa. Si se llevase a cabo de forma inmediata sería necesaria su aplicación sobre cada
uno de los elementos de la pila: .
B ►^ C(^ E) _(^ E)^, Q = umg(B, E)
Por el contrario, la sustitución se almacena en la pila y su aplicación se pospone hasta
que las siguientes transiciones acceden a los siguientes elementos de la misma. La
demostración de la corrección de esta aproximación se puede encontrar en [81]. De esta
manera se mantiene la condición existente en los APs, según la cual las transiciones
sólo afectan, a lo sumo, a los dos elementos superiores de la pila del autómata. Esto
nos permitirá aplicar las mismas técnicas de tabulación.
Las definiciones de configuración y lenguaje aceptado por el autómata son análogas
a las presentadas para el caso de los APs.
EJEMPLO 6.7
En la figura 6.4 se muestra el conjunto de transiciones de un ALP que reconoce el
lenguaje generado por el siguiente fragmento de la GCD del ejemplo 6.2:
s -^ sn(C)
sn(c(N,G)) -^ determinante(N,G), nombre(N,G)
nombre(sing,masc) ^ "gorrion"
determinante(sing,masc) -^ "e]"
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Y el análisis de la cadena de entrada "el gorrión" produce la secuencia de configura-
ciones gue se muestra a continuación:
$, el gorrión
$ po,o(C), el gorrión
$ ^o,o(C) sn(C), el gorrión
$ ^o,o(C) Ol,o(N, G). {C/c(N, G)} , el gorrión
$ ^o,o(C) Ol,o(N, G). {C/c(N, G)} determinante(N, G), el gorrión
$ Do,o(C) Ol,o(N, G). {C/c(N, G)} 03,1(). {C/c(sing, masc)} , gorrión
$ Do,o(C) ^i,l(sing,masc). {C/c(sing,masc)} , gorrión
$ ^o,o(C) 01,1(sing,masc). {C/c(sing,masc)} nombre(sing, masc). {N/sing, G/masc} , gorrión
$ ^o,o(C) 01,1(sing, masc). {C/c(sing,masc)} ^2,1(). {N/sing, G/masc} ,
$ ^o,o(C) 01,2(sing, masc). {C/c(sing,masc)} ,
$ ^o,l(c(sing,masc)). {C/c(sing,masc)} ,
$ ^ $ ^o,o(C
o(C)' ŝn(C)o(G') ^' DóDo .;,
^l,o(N, G) ^ Ĉ/l;q(N, G) deteririinante(N,G)
pi,l(^ÍV, G) ►-> ^7i;1(1v, G) non^bre(N,G)
sn(c(N;G)),E-^ pi^,o`(`N,`G)
,Ĝ) ^`Do,i(C)^^o,o(Ĉ) ^i,2(N;
^1 o(N^ ^-T):^3,1^);H ,^1,1(Ni;^G).
:^1,1''(l^r, G) Q2,i'.O !-^ ^?:1;2(N; Ĝ)
nombre(sing;masc) t^ ^l,l O
qt^ gorrindetermmante^(s^ng,maso),p^_^ ^ ^s:^i^ ^
,.^.._.. .. . .,^..w _ .__
_
^:^^^. ^ F^^,;?:,^u, ..
Figura 6.4: Transiciones del ALP
Como se observa en el ejemplo anterior, seguimos utilizando los símbolos Ok,z,
que habíamos introducido en el análisis de GICs para representar la pasos intermedios
en el reconocimiento de las producciones de la gramática. En el caso de las GCDs,
además, extendemos estos símbolos con el vector i^ de variables7 que ocurren en la
cláusulacorrespondiente: D^,i(t^).
De forma análoga al caso de los APs definiremos una serie de esquemas de compi-
lación que nos permitirán obtener las transiciones de un ALP que reconoce una GCD
dada. Para ello presupondremos una gramática aumentada donde hemos añadido una
cláusula inicial del estilo
0
P' ^7^
DEFINIC16N 6.12 (esquema de compilación genérico para GCDs)
Dada una GCD definiremos el esquema de compilación genérico, parametrizable me-
diante la especificación de los símbolos ^ y A,.,3i como el siguiente conjunto de
reglas:
^NÓtese que este conjunto se puede simplificar eliminando variables que no serán usadas [178].
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[INICIA]
[LLAMADA]
[SELEC]
[PUBLICA]
[R ET]
[RECONOC]
$p F--^ $p Op,p(tp)
^ -• --^
Or,B(tr) H ^r,s(tr) Ar,s-}-1
^ -^
Ar,p H ^r,p(tr)
y E^
Or,nr (ir) H Ar,p
^ ^^ -^
Or^B(tr) Ar,8+1 H Or,s^.l(tr)
^r,s(tr) ~^ ^r,s-}-1(tr)
dr,b's,0<s<nr
dr,r#0
`dr
b'r,`ds,0<s<nr
a = Ar,a^-1
Donde $p y Ap,l son los símbolos de pila inicial y final, respectivamente. O
Intuitivamente, el significado de las reglas de compilación es el mismo que en el
caso de las GICs, teniendo en cuenta la diferencia entre las transiciones de un ALP
y de un AP. Los esquemas de ^ m^ilación concretos se obtienen de forma análoga,
instanciando los parámetros Ar,a y Ar,B•
A continuación, y siguiendo el orden de exposición de los APs, trataremos la tabu-
lación de los ALPs.
6.4 Tabulación
Tal y como mencionábamos anteriormente, la aplicación de las transiciones de un ALP
afecta, a lo sumo, a los dos elementos de la cima de la pila. Esta condición nos permite
aplicar el mismo concepto de entorno dinámico visto en el capítulo 5 para los APs. En
concreto, definiremos los entornos S2 [81] y Sl [178, 164], que comparten las mismas
características que sus homólogos.
• Entorno dinámico S2. Para la representación de los items se emplean los dos
elementos de la cima de la pila: ^
(A', A) _{^ B'.p'B.p ^ B' = A', Bp = A}
Y el operador Op, que traduce las transiciones de ST en S2, se define como:
- Óp(B H C)((A', A)) _(A'Q, CQ), Q= umg(A, B)
- Op(C ^--^ CF)((A', A)) _(A^, FQ), ^= umg(C, A)
- Op(CF ^--^ G)((E', E), (A', A)) _(E'^', G^^'),
Q= umg(A'A, CF), Q' = umg(A', E)
EJEMPLO 6.8
A continuación se muestra la secuencia de configuraciones de la pila en S2 para
el análisis del ejemplo 6.7.
($, Do,o^C))
(^o,o^C), sn(C))
($^ Do,oiC))
F-
(^o,o(C), ^l,o(1V, G)•ai)
($^ ^o,o(C))
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(Ol,o N, G).al, determinante(N, G))
(Do,o(C), Ol,o(1V, G)•al)
($^ ^o,o(C))
($^ $)
(^o,o(C), ^1,1(sing,maŝc).a3)
($^ Do,o(C))
($^ $)
(^1,1(sing,masc).a3, ^2 1()•aa)
(^o,o(C), ^1,1(sing,masc).a3)
($^ Do,o^C))
(sn(C))
($,$>
($, Do, l (c(sing,masc)) •a3 )
(^l,o(N, G).al, 03,1( .a3)
(^o;o(C)^ ^l,o(^, G).a3)
al = {C/c(N,G)}
a2 = {N/sing, G/masc}
a3 = {C/c(sing,masc)}
^ Entorno dinámico S1. Los items se construyen a partir del elemento en la cima
de la pila, con lo que se alcanza el mayor grado de compactación posible:
(A) _ {^A.p}
A1 igual que en el caso de los APs, la construcción del operador Op es más
compleja, y exige el uso de transiciones dinámicas:
- Op(B ^--^ C)((A)) _ (C^), ^ = umg(B, A)
- Op(C ^ CF)((A)) _ (FQ), ^ = umg(C, A)
- Op(CF H G)((A)) _(C^ ^ G^), Q= umg(F, A)
EJEMPLO 6.9 .
A continuación se muestra la secuencia de configuraciánes de la pila en S1 para
el análisis del ejemplo 6.7.
($> (Do,o(C)($>
(determinante(N, G))
(^l,o(1V, G)•al)
(^o,o(C))
($)
(nombre(sing, masc).a2)
(01,1(sing,masc).a3)
(^o,o(C))
($)
(^o^l (c(sing,masc))•a3)
($)
(Do,o(C))($) ^
(^3,1O•a3)
(Ol,o(N, G)•a3)
(^o,o^C))
($)
(^2,1()•a2)
(^1,1(sing,masc).a3)
(Do,o(C))
($^ ^o,o(C))
($^ $) i-
(^1,1(sing,masc).a3i nombre(sing, masc).a2)
(^o,o(C), ^1,1(sir►ĝ,masc).a3)
($^ ^o,o(C))
(Do,o(C), ^1,2(sing, masc).a3)
($^ Do,o(C))
(^o,o(C))($>
(^1,1(sing,masc).a3)
(Do,o(C))
($)
($) ($)
Tl = ((^1,0(N,G).a3) H (^1,1(S1ng,masC).a3))
T2 = ((01,1(sing,masc).a3) H (01,2(sing, masc).a3))
al = {C/c(N,G)}
a2 = {N/sing, G/masc}
a3 = {C/c(sing,masc)}
(Ol,o(1v, G)•ai
r
(^1,2(sing, masc).a3)
(Do,o(C))
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Una vez definidos los ALPs y las técnicas de tabulación aplicables sobre ellos,
pasamos a describir su aplicación en el sistema iCE.
6.5 ICE
Aunque fue desanollado originalmenté para las GICs [ 164, 15, 16, 11, 12), poste-
riormente se amplió al análisis de GCDs [169, 168, 166, 172]. Esta extensión se ha
realizado siguiendo la línea descrita en el presente capítulo.
6.5.1 Control estático
La propuesta de control estático en iC^ trata de evitar conflictos de evaluación entre
términos del ALP mediante la extensión del concepto de símbolo adelantado, amplia-
mente utilizado en la determinización de las GICs, a las GCDs. En concreto, este
control sigue basándose en un autómata de tipo LR(k). En un apartado anterior ya ade-
lantábamos los problemas de no-terminación y de explosión en el número de estados
generados cuando se construye el autómata directamente a partir de la GCD, por lo que
la propuesta en ><CE es calcular el control finito a partir del esqueleto IC de la gramáti-
ca. La figura 6.5 muestra el SDG resultante tras añadir el control estático y realizar la
binazización implícita de las cláusulas. Esta binarización nos asegura una complejidad
temporal O(n3) en ausencia de símbolos de función.
($o; ^to] ^--^ [$o^ Sto1 lo^,o(to); st
- ^^ ^ -J:
[:A(t1;':'^ ,), st]' ^--a'[A(ti'
{reduĉir,(r.):^E acción( ŝt;l)
eduĉción ]'
IIIR^dl1CCÍón ]
^esp]áZQlTliento ]
[A,.,s(tr y, ..'. trlŝ ), Sf,] [Or;s(tr)^ st] i----? [^r;g-1(tr,), st']
{st' E revela(st)}
[Or,p(tr), St] F-) [Ar,p(tT ^, .. . tr p), St']
{ir_a( ŝt') E.acción(st,A,.,o)}
[Ar.^ (tr s ^ . . ^.), st] ^^^i  } [f^r,e (tr ^9`, . . .)^^^s^t] (A*','B+1 \tr,s+l ^ ". ^. ), S^'
{ + ^ ^ ^^^ {desplazar(st',) E acción(st, l), ^,d = A,.,^^s+i (tr^,s+i . . ^:) },
^^,..,.
^éŝplniciál ] [A(tl, :` . .), st] ^ [fl(tl, . : .), st] (A,.,1(iT,s+i_. . .), st')
.A. H^^tl _^ .'^^^3e
r s-^-1°
Figura 6.5: Esquema de compilación en [CE paza GCDs
Sobre las ventajas derivadas del cálculo del control finito a partir del esqueleto IC
de la gramática, señalazemos:
• Se garantiza la terminación del cálculo de dicho control, y desde el punto de vista
computacional su coste es inelevante.
• La indexación de la tabla del autómata es trivial, y el acceso se realiza en tiempo
constante.
, ^
l) a = a.:=1t1ar(st') E acción(stla{d , , .esp z^,4, r,.,
^^'^ii C, . . <, t , s
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• El dominio determinista de la familia LR(k) es amplio, lo cual se traduce en un
tratamiento eficiente del determinismo local8.
• El fenómeno de división de estados, típico de las estrategias de determinización
por predicción estática, se mantiene dentro de límites razonables.
Tal y como indicábamos para el caso de los,APs, las técnicas de control estático no
tienen porqué limitarse a autómatas LR(k), ni són exclusivas, siendo posible su combi-
nación. En concreto, aunque mantenemos el uso del autómata de tipo LR, señalaremos
una mejora sobre la construcción del esqueleto IC. Esta mejora se basa en las imple-
mentaciones más comunes en las máquinas abstractas de PItoI.oG tipo WAM [4] para
la indexación de las cabezas de la cláusulas, A^,o (tl ,. .., tn ), cuyo índice se construye
como alguna de las siguientes alternativas:
1. El símbolo de predicado y su aridad: Ak,o /^ ^
2. El símbolo de predicado y el tipo o una descripción del primer argumento @(tl):
tl
^¢^^@(tl)
tl
^(eJ@ (tl )
a
CST
a
a
X
FUN
I (a^....,sm.)f(51^.. ,3m,^
f /m
[t i ^ . . . , t,n ^ t]i^,, . ,^_ i ^i
LIST
[t ^ , . . . , t,,,, I tlfq,. ,+ml^l
LIST
Sobre la segunda opción señalaremos dos inconvenientes. En primer lugar la arbitrarie-
dad en la elección del primer argumento. En segundo lugar, al igual que en la propuesta
de [95], el uso de variables, implica la relación de subsumción para acceder a las en-
tradas de la tabla del control finito. Por tanto, para conservar el acceso a la tabla en
tiempo constante en el sistema ICE, optamos por la primera opción.
DE^N><CIóN 6.13 (esqueleto IC) o
Dada una GCD D=(VT, VN, V, .^, ry, P) definimos su esqueleto IC como una GIC
ç=(N, E, P, S) cuyo conjunto de producciones viene dado por:
d A,.,o -3 Ar,l ... A^,,^r E ry^ Ar,^o --^ AT 1...^1T ñr E P
donde A,I.Ĉ = A/mi, A,.,i = A(t,i.^z, . . . , t^Z ). q
Esta nueva definición del esqueleto IC nos permite discriminar entre símbolos como
p(X, Y) y p(c(N, G)), que sabemos a priori que no son unificables.
6.5.2 Tabulación y sincronización
Para la tabulación de los ALPs en ICE, continuamos con el entorno dinámico Sl, al
mismo tiempo que seguimos aplicando el mecanismo de sincronización descrito para
el caso de los APs. El esquema de compilación del ALP resultante se muestra en la
figura 6.6.
n,,, ..,,m,^f(Si^...^s^^)
8En la práctica, el proceso es determinista durante buena parte del análisis.
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,^.z^^.ci:;a] . [$o, st,o, 0; 0] ►--^ [^o, stó; 0, 0] (Do,o(tó)^ sto`, 0,
Selecĉ ión^^
^, _ _. ^r^ [A^ st^ ^, ^] H[A, st^ z, ^] [^^;^* (t^) ^ St^ .1 ^ ^]
{redúcu(r^) ^É acción(st, w^+i.. )^} ^^ ^^ ^ ^ ^
^. /édúcĉión ] ; ^ [Ar^á, St, 2, ^] (^r,altr)^ St^ ^^.i] ^--^? [Or,^-1"(tr)^ s t^^ 2^:7^^ j ^ ^ ..
,., " ..,.,. , , r " , ^. ^ ^ . > ^,
^.I
.^. ' ^
.. , , , ^. _
: . . .... . ...^ ^, . .
„ ^ :^ i^.
:édŭécióñ
eŝplazamiento
espIniçiá;
^_{st'^E ré"^éla( ŝ t)},".. '
^ i
[^r^p(t^'), Sí,,i",°j] ^.--^; [Ar^p; St^, Z ,.i]' ^
{ir_a(st') E acción(st, AT ó^) }
[Ar,s^ St^:2i.i]: ~^ l`^r^s^ St^ L^ Ĵ ] L`ir,s-F-1, St', 1,, ĵ -^ 1]
{desplaiar(ŝt') E acción(st,w +1..), a = A,.,8+1}
[1^, St, 2, ĵ ] ^Y [A, St, 2,.7] [Ar 1i St'^ 2, J+ 1]
{désplázar( ŝ^t'). E°acción(st, iu^+l.: ), a =`A,.,1 } ;` t , ^',
Figura 6.6: Esquema de compilación en ^cE para GCDs, con sincronización
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En lo que respecta a la comprobación de redundancias dentro de la tabla de items,
no es suficiente con establecer una condición de igualdad entre éstos como en el caso
de las GICs y APs. En su lugar es necesario emplear la relación de subsumción, la
cual, dados un ítem recién generado [B, st, i, j] y algún ítem de la tabla (A, st, i, j],
establece dos condiciones en que el nuevo ítem resulta redundante [81]:
• Admisibilidadfuerte, A^ B. Es decir, el nuevo ítem es una instancia de otro
que ya existe en la tabla, y por lo tanto no es necesario continuar con su análisis.
• Admisibilidad débil, B ^_ A. Es decir, el nuévo ítem es una versión más general
de otro que ya existe en la tabla. En este caso, podemos optar por:
Continuar el análisis de [A, st, i, j], obteniendo de esta forma un análisis
más general que otro ya existente.
Por contra, podemos reemplazar [B, st, i, j] por [A, st, i, j], para lo cual
deberemos propagar el cambio a todos los cálculos realizados a partir del
primer ítem.
En general, esta opción se obvia debido a su coste temporal. Como alterna-
tiva, De la Clergerie [ 179] propone una estrategia de análisis que evita en
lo posible la situación descrita. Otra opción es realizar una compartición
de estructuras adecuada de manera que la propagación de los cambios se
realice automáticamente, tal y como muestra la figura 6.7.
Para completar la aplicación de la tabulación en el sistema ICE para GCDs, resta
por definir el mecanismo de indexación de la tabla de items. Dado el carácter infinito
del conjunto de símbolos gramaticales no es posible emplear una indexación directa9
9Nos referimos, por ejemplo, a la construcción de una tabla de dispersión.
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^
Kh(b,c)) ^i
f(X). { X --- ),st',k,l i
^
i
^
i
i
^g(a,h(b,c)),st,i^j i
i
f(Y)
i
reemplazado por
Figura 6.7: Propagación de cambios
como en el caso de las GICs. Recordemos que la comprobación de redundancias, es
decir, la operación de subsumción, se apoya en el mecanismo de indexación. Paza que
ésta sea efectiva, tiene que ser posible, a paztir de un ítem B, discriminaz el mayor
número posible de items que no subsumen o son subsumidos por B. Sobre el desa-
rrollo de mecanismos de indexación con estas propiedades se han propuesto diversas
aproximaciones: ^
• El mecanismo de indexación de la WAM [4] paza PxoLOG, que ya hemos des-
crito anteriormente.
• Uso de la misma estructura tanto paza almacenar los términos, como paza calcu-
lar los índices. Estas estructuras pueden ser árboles abstractos [ 100], árboles
discriminantes y árboles de sustitución [54, 55], o tries [108]. Las figuras 6.8
y 6.9 muestra dos ejemplos. La idea común consiste en calcular los índices me-
diante un recorrido de la estructura de datos, árboles o autómatas, que contiene
los términos incluidos en la tabla. Dwante dicho recorrido, se aplican las susti-
tuciones indicadas por los nodos de la estructura, obten'iendo al alcanzar un nodo
hoja o estado final el término almacenado. A modo de ejemplo, el cálculo del
índice de (a, f(a, b), a) supondría recorrer los estados sl, s2, s3, s4, s5, ss en el
trie de la figura 6.9, comparando cada uno de los términos con la transición co-
rrespondiente. Si en lugar de una compazación de igualdad, usásemos la relación
de subsumción, también obtendríamos sl, s2, s3, s4, s7, s8, es decir el índice de
un término que subsume (a, f(a, b), a). Como desventajas señalazemos que:
- El acceso a la tabla no se realiza en tiempo constante.
- Las operaciones de inserción en la tabla resultan complejas puesto que de-
ben mantener el árbol o autómata correspondiente.
Paza el sistema ^CE, optazemos por continuaz la línea de los demás componentes, cons-
truyendo el índice de un ítem [A, st, i, j] como una función h(AIC, st, i, j), donde
h(^) puede ser una función de dispersión que nos proporcione acceso en tiempo cons-
tante a la tab)a. Sobre esta aproximación hemos de advertir el hecho de que diferentes
items pueden tener el mismo índice. En efecto:
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f(g(X),Y) f(g(x),Y)
[X,y] [x,y]
z,b c,d a,b c,z
[z] [Z]
a c b d
Figura 6.8: Ejemplo de árbol abstracto
h([sn(agr(N, G)), st, i, j]) = h([sn(agr(sing, G)), st, i, j])
Esta característica nos obliga a implementar la tabla de items empleando técnicas co-
mo las listas de desbordamiento [72]. Sobre el sistema de indexación seleccionado,
destacaremos:
• Reciben distintos índices, y por lo tanto son discriminados a la hora de realizar
una comprobación de redundancia:
- Los items pertenecientes a diferentes conjuntos. Estos items cubren el aná-
lisis de diferentes porciones de la cadena de entrada.
- Los items con distinto símbolo de predicado y aridad, AI c^ BI c.
- Los items cuyo estado del control finitó es distinto. Al igual que ocurre en
el caso de las GICs, esta característica puede evitar en algunos casos que
se detecten redundancias.
• Reciben el mismo índice, y por lo tanto se encuentran en la misma lista de des-
bordamiento, los items que corresponden al análisis de la misma porción de la
cadena de entrada, y cuyo estado del control finito es el mismo y, por lo tanto, es
posible que cumplan la relación de subsumción. Consecuentemente la compro-
bación de redundancias se limita a los elementos de dicha listalo
6.5.3 Implementación
A continuación describiremos las decisiones de diseño tomadas en la implementación
del sistema icE. El sistema consta de dos fases, una fase de compilación y una fase
de análisis propiamente dicha. La fase de análisis utiliza un algoritmo de punto fijo
apoyándose en las técnicas de tabulación desarrolladas.
^oEn la práctica, dadas las condiciones, mismo estado, mismo conjunto de items y mismo puntero hacia
atrás, la mayorta de las veces esta tista contiene un único elemento.
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rt(a,f(a,b),a).
rt(a,f(a,X),Y).
rt(b,V,d).
Figura 6.9: Ejemplo de trie
Compilación
La fase de compilación se encarga de extraer el esqueleto IC de la GCD y las estructu-
ras de datos asociadas a los términos lógicos. A partir de dicho esqueleto se construye
el control finito asociado a la gramática, que será un autómata LALR(1). Para la ob-
tención de dicho autómata se erriplea una versión modificadall de B^SON [40].
Bucle de control
Como ya hemos indicado, el algoritmo es del tipo punto fijo. Partiendo de un ítem
inicial se crean nuevos items hasta que no es posible crear ninguno más. Para ello
disponemos de un bucle de control asistido por:
• Una agenda. Será una estructura de datos donde almacenar las acciones de aná-
lisis que todavía no han sido realizadas.
• La tabla de objetos. Gracias a las características de comprobación de redundan-
cias, evita la repetición de items.
Sobre este punto resaltaremos el hecho de que el bucle de control debe adecuarse al
mecanismo de sincronización. Para ello procede de forma iterativa sobre un conjunto
^^ Las modificaciones son necesarias puesto que originalmente e^sotv sólo genera autbmatas deterministas.
6.5. ICE 129
de items y no pasa al siguiente hasta que no es posible añadir más elementos al conjunto
actual. Esto implica que los items resultado de una operación de desplazamiento son
almacenados en el núcleo del siguiente conjunto y su procesamiento se interrumpe
temporalmente. Así, los pasos del bucle de control, ilustrados por la figura 6.10, son:
1. Mientras el núcleo del siguiente conjunto de items no esté vacío: proceder con
el siguiente conjunto de items.
(a) Mientras podamos añadir items nuevos al conjunto actual. ^
i. Seleccionar de la agenda una acción para un ítem del conjunto actual.
ii. Ejecutar la acción y para cada uno de los items resultantes, si es un
ítem nuevo:
• Insertar en la tabla de items.
• Si es el resultado de una acción de desplazamiento, añadir al nú-
cleo del siguiente conjunto de items.
• Consultar en el control finito las acciones a realizar sobre él y
añadirlas a la agenda.
selección
Tabla de items
.'.síJtka%:9
Figura 6.10: Bucle de control del sistema ^CE
Agenda
Como hemos visto, la agenda juega un papel fundamental dentro del bucle de control.
Sobre su uso e implementación realizaremos las siguientes consideraciones:
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• Debido a que el bucle de control selecciona acciones únicamente para los items
del conjunto actual, y tal y como se aprecia en la figura 6. l0, la agenda está divi-
dida en dos partes, una correspondiente a dicho conjunto y otra para el siguiente.
• El algoritmo de análisis funciona concurrentemente examinando al mismo tiem-
po todas las ramas de análisis alternativas. De forma implícita, la agenda man-
tiene la lista de acciones pendientes en cada rama.
• Paza evitar búsquedas innecesarias en la tabla de items, la agenda guarda tanto
la acción a realizar como una referencia al ítem sobre el que se aplica. De esta
forma evitamos consideraz aquellos items para los cuales ya hemos realizado
todas las acciones posibles.
• La estructura de datos empleada para la implementación de la agenda determina
la estrategia del análisis, y viceversa. Por ejemplo, la implementación de la
agenda como una cola FIFO, primero dentro primero fuera, supone una estrategia
primero en anchura, mientras que una cola LIFO, último dentro primero fuera,
supondría una estrategia primero en profundidad.
Asimismo, la agenda debe cumplir dos propiedades importantes:
• Una acción no se puede seleccionar más que una vez. Paza ello simplemente una
vez seleccionada, la eliminamos de la agenda.
• Ha de existir un orden de selección equitativo. No puede haber acciones que no
se seleccionen nunca. Siempre y cuando el análisis termine, esta propiedad está
garantizada por la anterior y el mecanismo de tabulación que impide generar dos
veces la misma acción paza el mismo ítem.
En relación a la última propiedad, destacaremos la posibilidad de realizar una compro-
bación de admisibilidad débil sobre los elementos de la agenda. De esta forma favo-
recemos las acciones sobre items más generales, reduciendo, posiblemente, el número
de cálculos necesarios.
Tabla de items
El último elemento a consideraz es la tabla de items. Como ya hemos indicado anterior-
mente, paza un ítem [A, st, i, j] su índice en la tabla se construye como h(AI c, st, i, j).
En concreto h es una función de dispersión [72] donde los conflictos de claves se re-
suelven mediante una lista de desbordamiento. Como también indicábamos anterior-
mente, de esta forma los items susceptibles de cumplir la relacibn de subsumción, se
encuentran en la misma lista de desbordamiento. ^
CAPÍTULO 7
UNIFICACIÓN Y ESTRUCTURAS
CÍCLICAS EN GCDS
Independientemente de la eficacia del esquema de análisis elegido, las implementacio-
nes de la operación de unificación y de las estructuras de datos asociadas son, general-
mente, costosas tanto en tiempo como en espacio. Así, algunos autores indican ratios
de hasta un 90% del tiempo total de análisis dedicado únicamente a la operación de
unificación [144].
Por otra parte, la extensión de las GICs a GCDs no sólo aumenta el poder des-
criptivo del formalismo gramatical resultante, también aumenta la complejidad de los
analizadores sintácticos asociados. Para afrontar este problema en el capítulo 6 in-
cluíamos en el sistema 1CE técnicas de tabulación, control estático y un mecanismo de
unificación eficiente. No obstante, la complejidad del análisis de las GCDs también se
ve reflejada en la aparición de estructuras cíclicas dentro de los términos lógicos que
hemos empleado para la extensión de los símbolos gramaticales. Estas estructuras dan
lugar a nuevos problemas de no-terminación, que abordaremos en el presente capítulo.
7.1 Implementación de la unificáción
La implementación de la unificación es un aspecto importante, ya que se trata de una
operación costosa que influye notablemente en el rendimiento del análisis. En lo que
concierne a los ALPs, recordemos que está presente en la aplicación de cualquier tran-
sición:
• BĤ C(^ E. p) _^ CQ. p^, ^ = umg(B, E).
• B^ BC(^ E. p) _^ B. p CQ.^, ^ = umg(B, E).
• BD ^ C(^ E'.p' E.p) _^CQ.p'pQ, Q = umg((E, E'p), (D, B)).
Así, por cada transición es necesario calcular el umg de los items correspondientes
e instanciar un nuevo ítem a partir de dicho unificador. En este sentido es necesario
abordar una implementación que:
• Realice de forma eficiente el cálculo del umg.
• Represente los términos lógicos en base a una estructura de datos adecuada para:
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- Facilitar el cálculo del umg y la instanciación, mejorando la eficiencia tem-
poral.
- Permitir la compartición, mejorando la eficiencia espacial.
A continuación pasamos a tratar los dos puntos expuestos anteriormente.
7.1.1 Algoritmo de unificación
En primer lugar, señalaremos que el algoritmo de unificación clásico de Robinson [ 113]
se define de forma recurrente. Sin embargo, una implementación de ese estilo penaliza,
en general, los tiempos de ejecución del mismo, por lo que recurrimos al uso de una
pila explícita:
ALGORITMO 7.1(unificación)
Entrada: Dos términos Ibgicos tl y t2
Salida: EI umg de tl y t2, o fallo si no son unificables
Pasos:
1. Inicialización: O = {}; Pila=O
2. Añadir tl = t2 a la Pila
3. mientras Pila^ 0
(a) Extraer X= Y de la Pila
(b) caso
X ¢ Y:
Y ¢ X:
sustituir(X, Y) en la Pila
añadir(O, X ^-- Y)
sustituir(Y, X) en la Pila
añadir(O, Y ^ X)
X ^ Y: continuar
X F- f(X^,...,Xn) YY ^ .f(Yi^...,Y^):
sino :
4. devolver O
desde i=1 hasta n
Añadir Xi = Y a la Pila
devolver fallo
Existen múltiples trabajos.enfocados en la mejora del algoritmo de unificación [6,
88]. En nuestro caso, partiendo de la definición básica que acabamos de realizar, nos
centraremos en la compartición de las estructuras de datos asociadas como medida para
mejorar la eficiencia. A continuación trataremos la representación tanto de los términos
lógicos, como de los unificadores obtenidos mediante el algoritmo.
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7.1.2 Estructuras de datos
En relación a la estructura de datos empleada para representaz los términos lógicos,
el primer aspecto a considerar es la elección entre copia o compaztición. Durante la
operación del autómata, es necesario unificar los símbolos de sus transiciones con los
items producidos, dando lugar a un nuevo símbolo si la unificación es posible. Lla-
maremos a los términos originales, del ítem y la transición, términos argumento y al
término resultante de la unificación, término resultado.
Algunas implementaciones de la unificación, para reducir su complejidad, funcio-
nan de forma destructiva sobre los términos azgumento. Puesto que dichos términos
forman parte de la definición de la gramática o de items ya tabulados, es necesario
realizar antes una copia de los mismos. Este proceso de copia penaliza en gran medida
la eficiencia, tanto desde el punto de vista del coste temporal como espacial. Por tanto
buscazemos evitar en la medida de lo posible la copia innecesazia de argumentos [ 144],
que se produce en los siguientes casos:
• Copia extrema. Los términos argumento se copian antes de comenzar la unifica-
ción. Ciertas partes son redundantes y podrían, simplemente, ser compartidas.
• Copia prematura. La copia se realiza antes de saber si la unificación tendrá éxito.
Si no es así, la copia fue innecesaria.
Por tanto, hemos de preferir la compartición de términos antes que la copia. Esta
compaztición puede venir dada por: .
• La propia gramática, como es el caso en la siguiente instanciación:
f (X, X ). {X/a}
donde los dos argumentos de la función f pueden compartir la representación de
la constante a, en lugar de realizar una copia de la misma, tal y como se muestra
en la figura 7.1. Nos referiremos a este tipo de compaztición como compartición
de estructuras.
f
a^ a
Figura 7.1: f(X, X). {X/a} sin y con compartición de estructuras
• La implementación del algoritmo de unificación y de las propias estructuras de
datos. Para distinguirla del tipo de compartición anterior, que refleja la estructura
de la gramática, nos referiremos a ella como compartición de estructuras ocultas
o compartición de estructuras de datos.
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Para poder reflejar convenientemente ambos tipos de compartición, la estructura de da-
tos elegida será un grafo dirigidol. Si además optamos por un grafo cíclico, podremos
representar términos de profundidad infinita, por ejemplo: f( f( f(. ..))).
A continuación señalamos algunas de las ideas empleadas a la hora de permitir la
compartición de estructuras y evitar la copia durante la unificación:
• Uso de entornos de unificación [26, 103, 182]. Durante la unificación los cam-
bios se almacenan en un entorno, que en el caso de los términos lógicos será un
conjunto de asociaciones entre variables y términos2. De esta forma no es nece-
sario destruir los términos argumento y es posible la compartición de estructuras
asociando a cada variable una referencia en vez de una copia del término corres-
pondiente, tal y como mostrábamos en la figura 7.1.
El uso de entornos para la compartición de estructuras en un analizador con
estrategia descendente introduce el problema del renombramiento [ 103] a la hora
de unir diferentes ramas de análisis. En efecto, cada rama tendrá asociado un
entorno con distintas variables lógicas que, sin embargo, pueden tener el mismo
nombre. La propuesta de compartición de capas [ 179, 180, 150] presenta una
estructura de datos para la representación de entornos que permite realizar la
operación de renombramiento de forma eficiente.
• La unificación se implementa manipulando directamente los grafos, y empleando
alguna técnica que evite en lo posible la copia:
Copia incremental [ 186], sólo se copia un nodo del grafo cuando es estric-
tamente necesario.
Unificación reversible [67, 52, 144], similar a la copia incremental, los
cambios se realizan de forma que sea posible deshacerlos si la unificación
falla, o crear una nueva estructura si tiene éxito. .
Unificación perezosa [52], la copia se pospone hasta que es necesario rea-
lizar un cambio destructivo. En relación a esta aproximación, el uso de
entornos también puede entenderse como una instanciación perezosa de
términos lógicos.
En lo que respecta al sistema 1CE, hemos optado por una aproximación basada
en el concepto de entorno de unificación. Dado que la estrategia de evaluación es
ascendente, no es necesario recurrir a la estructura de compartición de capas. Siguiendo
la terminología de [ 180], definiremos el conjunto S de esqueletos como un subconjunto
del álgebra de términos lógicos To[,^ U X]. Así, cada término^ lógico queda definido
por un esqueleto y por un entorno aplicado sobre él. Como ya hemos dicho, de esta
forma posponemos la instanciación efectiva de los términos, evitando las operaciones
de copia.
Para facilitar su tratamiento, los entornos se almacenan en memoria como un vector
de referencias. Por su parte el esqueleto del término, que representamos como un
1 Habitualmente, las estructuras de rasgos [31 ] también se representan como grafos, por lo que existen
resultados comunes en lo que respecta a sus algoritmos de unificación.
ZEs decir, una sustitución.
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árbol, para su a}macenamiento en memoria se transforma en un vector de ce}das. Para
esta transformación realizamos un recorrido en préorden del árbol y por cada nodo
almacenamos la siguiente información:
• Si es una función, el símbolo de funtor y su aridad. Nótese que las constantes
son funciones de aridad 0. En e} caso de las funciones no trivia}es, necesitamos
almacenar una referencia a su siguiente nodo hermano en el recorrido del árbol.
• Si es una variab}e lógica, un índice en el vector de entorno. De esta forma pode-
mos acceder directamente al valor asociado a}a variable.
EJEMPLO 7.1
La figura 7.2 muestra un ejemplo de representación en memoria de dos términos:
g(b, s(c, a, a), b) y f(a, b). El segundo de ellos no contiene variables por lo que hemos
omitido el entorno. La figura también muestra tanto la compartición de estructuras
dada por g(X, s(c, N, N), Y). {N^a}, como la compartición de estructuras ocultas.
En este caso ambos términos comparten en memoria la constante b. n
Esqueleto: g(X,s(c,N,N),Y) Entorno: { X/b, N/a, Y/b }
FUNC
g/2
VAR 1 FUNC
s/3
CONST
GO
VAR 2
+4
+7
Esqueleto: f(a,b)
FUNC
f/1
CONST I CONST N
a/01 b/0
+3
^
VAR 2 VAR 3 VAR 1
•
VAR 2
•
VAR 3
•
Figura 7.2: Ejemplo de almacenamiento en memoria y compartición de estructuras
Por último, hemos de realizar algunas consideraciones adicionales sobre el entorno
y su uso. En primer lugar, tal y como decíamos anteriormente, en los ALPs que consti-
tuyen la base del forma}ismo operacional de ^cE, las sustituciones resultantes de aplicar
las transiciones del autómata se almacenan en la pila junto con el término implicado,
tal y como mostrábamos en el ejemplo 6.7. En lugar de emplear una estructura de datos
adicional para el}as, ampliaremos el entorno del término. Esta ampliación no supone
una sobrecarga importante en el espacio de almacenamiento, puesto que las variables
son locales a las cláusulas y por tanto podemos obviar todas aquellas que no ocurran en
ninguno de los símbo}os de la cláusula implicada. Para evitar la necesidad de reordenar
las variables, los entornos son idénticos para todos los términos de la cláusula.
EJEMPLO 7.2
Supongamos la cláusula:
verbo(V,p(G,N)) -^ prefijo(T), medio(V,p(G,N)), sufijo(T,N)
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Los entornos asociados a los términos que ocurren en la cláusula contendrán espacio
para cuatro variables: V, T, G, y N, tal y como se muestra a continuación:
verbo
prefijo
medio
sufijo
esgueleto
1
VAR: 0
1
VAR: 3
1
VAR: 0
1
VAR: 3
2
FUNC._ p 1
2
FUNC: p
2
VA R: 2
3
VAR: 1
3
VA R: 1
4
VAR: 2
4
VAR: 2
entorno
0
•
•
0
1
•
1
2
•
2
•
2
3
•
•
3
•
3
En segundo lugar, un término puede contener variables sin instanciar. Estas varia-
bles influyen en el proceso de unificación. Supongamos como ejemplo la cláusula
a(X ) -> d(a, b, X ), . . .
y un ítem cuyo término es d(X, X, c). Recordemos que las variables son locales a las
cláusulas, por tanto aunque nos encontramos con dos variables con el mismo nombre,
X, éstas son distintas y el algoritmo de unificación debe tenerlo en cuenta, para lo
cual es necesario renombrar las variables implicadas. A continuación se muestra la
representación en memoria de los dos términos.
cláusula: d(a, a, X )
ítem: d(X, X, c)
0
CST: a
0
VAR: 0
1
CST: a
1
VAR: 0
2
VAR: 0
2
CST: C
0
•
0
TEMP
Como se observa, en el caso de d(X, X, c) la variable X no ha sido instanciada y
por tanto en el entorno correspondiente se ha marcado como temporal. Para todos los
efectos, el algoritmo de unificación, trata las variables temporales como si se hubiesen
añadido al final de los entornos implicados en la unificación, lo que equivale a su
renombramiento automático.
7.2 Estructuras cíclicas
En general, distinguiremos dos tipos de estructuras cíclicas dentro de los términos ló-
gicos en una GCD:
• Aquellas producidas por la operación de unificación, a las que nos referiremos
como términos cíclicos. La parte izquierda de la figura 7.3 muestra un ejemplo.
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f
i
f
Figura 7.3: Ejemplos de estructuras cíclicas
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Como característica de este tipo de términos, destacaremos que se contienen a si
mismos. La aparición de términos cíclicos afecta a la terminación de la operación
de unificación tal y como veremos a continuación.
• Aquellas producidas por una secuencia infinita de derivaciones, a las que nos re-
feriremos como derivaciones cíclicas o términos infinitos. Constituyen un con-
junto infinito de términos simples, y paza su representación hemos optado por un
grafo Y/O dirigido. La pazte derecha de la figura 7.3 muestra un ejemplo paza:
{.f (a), .f (.f (a))^ .f (.f ( Ĵ (a))), . . .}
La derivación de este tipo de términos afecta a la terminación del proceso de
análisis, tal y como vimos en el capítulo 6.
7.2.1 Términos cíclicos
Como hemos dicho, estos términos se contienen a si mismos, creando una estructura
cíclica. Generalmente, resultan de la unificación de dos términos cuando una vaziable
X se asocia a un término que contiene dicha vaziable. El ejemplo de la figura 7.3 podría
haber sido producido por una unificación como la slguiente:
umg(a(X, Ĵ (X )), a(Y, Y))
Un algoritmo de unificación convencional podría entraz en un bucle infinito al intentaz
recorrer o unificaz términos cíclicos.
Una primera solución al problema es evitar que se produzcan este tipo de términos
como resultado de la unificación. Para ello es necesario incorporaz un test de ocurren-
cia3, que antes de asignaz X^ t, compruebe que la variable X no está incluida en el
término t.
DEFINICIÓN 7.1(test de ocurrencia) o
Dada una GCD D=(VT, VN, V, .^, y, P) definiremos el test de ocurrencia como la
función: ^
ocurre : V x TP [.^ U V] -^ {verdadero, falso}
ocurre(X, X)= verdadero, X E V
ocurre(X, Y) = falso, X# Y, X, Y E V
ocurre(X, f(tl, ..., tn)) = ocurre(X, ti ) ó... ó ocurre(X, tn) p
3En terminologfa anglosajona, occur-check
13 8 CAPÍT ULO 7. UNIFICACIÓN Y ESTR UCT URAS CÍCLICAS EN GCDS
El algoritmo 7.2 muestra el pseudocódigo para una versión simplificada del algo-
ritmo de unificación con test de ocurrencia.
ALGORITMO 7.2 (unificación con test de ocurrencia)
Entrada: Dos términos tl y t2
Salida: EI umg de tl y t2, o fallo si no son unificables
Pasos:
1. Inicialización: unificador={}
2. Si tl es una variable, y t2 no contiene a tl,
entOnces uni f icador={tl /t2 }, terminar
3. Si t2 es una variable, y tl no contiene a t2,
entonces unificador={t2/tl}, terminar
4. Si tl = t2, entonces terminar
5. Si ti = f^ai ^ . . . , an) Y ta = f ^bi, . . . , bn),
entonces por cada ai y bi uni f icar(ai,bi)
6. En caso contrario, fallo
Sin embargo, los intérpretes y analizadores convencionales no implementan el test
de ocurrencia [ 17] por ser una operación costosa en tiempo debido a su aplicación
continua en el proceso de resolución lógica. Una primera solución consiste en una
implementación alternativa que realice de forma eficiente dicho test [ 122]. No obstante,
si bien se evita la creación de términos cíclicos, no se posibilita su uso.
En nuestro caso optaremos por la adaptación del algoritmo de unificación para el
manejo de términos cíclicos, basándonos en el trabajo de Filgueiras [51]. La idea es
tratar los funtores de forma análoga al tratamiento de las variables, esto es, una vez
comprobada la igualdad de dos funtores, se crea una referencia entre ellos, y, por otro
lado, antes de comprobar dicha igualdad, se siguen las referencias que puedan existir.
Esta aproximación es equivalente a la adoptada en [ 144, 186, 71 ] mediante el uso de
punteros hacia adelante en la unificación de estructuras de rasgos.
ALGORITMO 7.3 (unificación con términos cíclicos)
Entrada: Dos términos tl y t2
Salida: EI umg de tl y t2, o fallo si no son unificables
Pasos:
1. Inicialización: unificador={}
2. Si tl es una variable,
entonces uni f icador={tl /t2 }, terminar
3. Si t2 es una variable,
entonces unificador={t2/tl}, terminar
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4. Si tl contiene una referencia,
entonCes t1=resolver-referencia(tl)
5. Si t2 contiene una referencia,
entonces t2=resolver-referencia(t2)
6. Si tl = t2, entonces terminar
7. Si ti = f (ai ^ . . . , an) Y t2 = f (bi ^ . . . , bn),
entonceS establecer-referencia(tl --^ t2), y
por cada ai y b;, unif icar(aZ,bZ)
8. En caso contrario, fallo
A continuación mostramos el funcionamiento del algoritmo mediante un ejemplo.
EJEMPLO 7.3
Para ilustrar las ideas expuestas, desarrollaremos la unificación de los dos términos
cíclicos f*() y f( f*()) que se muestran en la figura 7.4. En el resto del ejemplo,
emplearemos arcos dirigidos para denotar las referencias y etiquetaremos los funtores
con un número de secuencia que nos permita seguir la evolución del proceso.
Al comienzo del algoritmo, t1=f-1 y t2 =f-2. Ambos términos son funciones con el
mismo funtor y aridad por lo que añadimos a tl una referencia a t2, y continuamos
con la unificación de sus argumentos. La situación actual se muestra en el paso 1 de
la figura 7.4.
A continuación, tl f 1 y t2 f 3, sin embargo, tl contiene una referencia a f-2, por
lo que actualizamos tl f 2. Tal y como ocurría en el paso anterior, ambos términos
son compatibles, así que creamos la referencia correspondiente y continuamos con
la unificación de sus argumentos. El paso 2 de la figura 7.4 se corresponde con la
situación actual.
Finalmente, t1=f-3 y t2 f 2. Tras resolver la referencia de f-2 a f-3, actualizamos
t2 f 3, con lo cual tenemos que tl = t2 y la unificáción termina. n
unificar: paso 1 paso 2
^f-► f^ Of-► f^
I I I I
f fO
I I
Figura 7.4: Unificación de términos cíclicos
Una vez visto el problema de los términos cíclicos, continuamos con el tratamiento
de las derivaciones cíclicas, que requieren una aproximación distinta.
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7.2.2 Derivaciones cíclicas
Como ya hemos dicho, es posible que el proceso de análisis produzca una secuencia
infinita de derivaciones como la del ejemplo que mostrábamos en el capítulo 6 para el
SDG de Earley, figura 6.1:
[s --^ •r(0, N), 0, 0]
[r(0, N) -^ •r(s(0), N) b, 0, 0]
[r(s(0), N) -^ •r(s(s(0)), N) b, 0, 0]
[r(s(s(0)), N) -^ •r(s(s(s(0))), N) b, 0, 0]
Al contrario que el caso anterior, en este tipo de estructura cíclica se crea un conjunto
infinito de términos. A pesar de este carácter infinito, se puede representar mediante
una GIC, que, a su vez, como hemos indicado anteriormente, representaremos como
un grafo Y/O dirigido tal y como mostrábamos en la parte derecha de la figura 7.3.
Opcionalmente usaremos la siguiente representación:
.f 1([a^l]) _ {.f (a), .f (.f (a))^ .f (Ĵ (.f (a)))^ . . .}
Donde los superíndices constituyen arcos del grafo y la construcción [ ^] representa una
alternativa o nodo O.
Dado que es posible que se produzcan este tipo de derivaciones durante el análi-
sis, resulta conveniente establecer los mecanismos necesarios para su detección. Esta
detección se remite al hecho de que en una derivación cíclica el proceso de análisis
vuelve repetidamente al mismo estado, sin avanzar en el reconocimiento de la cadena
de entrada. En el caso del sistema ICE para GICs es suficiente con comprobar que cada
ítem generado sea distinto de los anteriores. Gracias a la forma en que se aplicó el me-
canismo de tabulación, en combinación con el mecanismo dé sincronización, la mera
inserción de un ítem en la tabla nos asegura esta condición. Sin embargo, para el caso
de las GCDs, la redundancia de los nuevos items se comprueba mediante la condición
de admisibilidad fuerte. Esta condición es equivalente al bloqueo4 en el algoritmo de
deducción de Earley [ 105] y contribuye a evitar, en parte, la creación de derivaciones
cíclicas, sin embargo no evita ejemplos como el visto al comienzo de esta sección. En
efecto, en la secuencia de items dada:
sl ([0^1]) _ {s(0), s(s(0)), s(s(s(0))), . . .}
ningún término subsume a otro. De forma análoga, la condición de admisibilidad débil
no es suficiente para detectar este tipo de derivaciones cíclicas.
Detección y representación de ciclos
La detección de derivaciones cíclicas revierte en comprobar si el proceso de análisis
está volviendo continuamente al mismo estado [122]. De la definición de esqueleto IC
4Blocking en la terminologfa original.
7.2. ESTRUCT URAS CÍCLICAS 141
se sigue inmediatamente que para cualquier derivación cíclica sobre una GCD también
existe una derivación sobre su esqueleto IC:
derivación GCD ^ derivación esqueleto IC
Por lo tanto, cualquier comprobación sobre los términos de la gramática se pospone
mientras no se haya detectado un ciclo sobre el esqueleto IC. Las ventajas de esta
aproximación son las siguientes:
• Se facilita la detección de derivaciones cíclicas.
• Se reduce el número de comprobaciones, mejorando la eficiencia.
Una vez detectado un ciclo en el esqueleto IC, se cotejan los términos creados al co-
mienzo y final del ciclo, comprobando si el primero está incluido en el segundo. En
caso afirmativo, se ha producido una vuelta al mismo estado del análisis y, por lo tanto,
hemos detectado una derivación cíclica en la GCD. A destacar:
• El ciclo en el esqueleto IC implica que hemos obtenido dos items con el mismo
estado del control finito, el mismo símbolo de predicado, y analizando la misma
porción de la cadena de entrada.
• La comprobación de la inclusión de un término en otro viene facilitada por la
compartición de estructuras descrita en apartados anteriores.
EJEMPLO 7.4
Como ejemplo supondremos la siguiente GCD:
a(nil) -^ "b" a( f (X )) -> a(X )
cuyo esqueleto IC es:
a^ "b" a^a
El análisis de la cadena de entrada "b" produciría la siguiente secuencia de términos:
a( f 1([nil^l])) _{a( f(nil)), a( f( f(nil))), a( f( f( f(nil)))), ...}
Sin embargo, tras crear los items [a( f(nil)), st2,1,1], y[a(f( f(nil))), st2,1,1], se
detecta un ciclo en el esqueleto IC, dado por la repetición del ítem:
[a, st2,1,1]
A continuación se recorren los términos correspondientes, que se muestran en la figu-
ra 7.5, concluyendo la detección del ciclo. n
Seguidamente desarrollaremos un ejemplo en el que mostraremos no sólo los térmi-
nos implicados en la deteccibn de la derivación cíclica, sino todas las configuraciones
implicadas en el proceso de análisis.
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^ [a(f(nil)),st2,1,1 ]
^^ [a(f(f(nil))),st2,1,1]
Figura 7.5: f(nil) y f( f(nil)) después de un ciclo en el esqueleto IC
EJEMPLO 7.5
Para el presente ejemplo consideraremos una GCD para la secuencialización de nom-
bres en inglés, como en el caso de "North Atlantic Treaty Organization ". Las cláusulas
son las siguientes:
7^ ^ s(X) ^ .Ĵn(X) • ^z ^ .fi^(f^(X ^ ^ ) -^ .Ĵn(X) .f^( ^ •
ry3 : fn(X) -^ nombre(X). ry4 : fn(nil).
En este caso, el esqueleto IC viene dado por las producciones:
(0) ^ --> S -I (1) S -^ FN (2) FN ^ FN FN
(3) FN --^ nombre (4) FN -^ E
cuya máquina de estados finita característica mostramos en la fzgura 7.6.
I
•,ŝtáti 0;.
m-> . S ^
S->.FN
FN -> . FN FN
PN -> . oombro
FN->.
nom
FN
té"1r. .
FN -> nombrc
nombre
StOtt 2^; `'^^
S->FN.
FN -> FN . FN
FN -> . FN FN
FN -> . nombrc
FN -> .
nombre
FN
tété 3''
kT1-> FN FN .
FN->FN.FN
FN -> . FN FN
^ FN -> . nombrc
FN->.
Figura 7.6: Máquina de estados característica para la gramática de ejemplo
Describiremos el proceso de análisis para la cadena de entrada "North Atlantic ",
centrándose en la evolución de las configuraciones del autómata. A partir del sím-
bolo inicial $, y teniendo en cuenta gue el autómata está en el estado inicial 0, la
primera acción es el desplazamiento de la palabra "North ", que implica el apilamien-
to del ítem [nombre( "North" ) , 0,1, stl], que indica el reconocimiento del término
nombre ("North" ) entre las posiciones 0 y 1 de la cadena de entrada, siendo el esta-
do 1 el estado del control estático. Esta configuración se muestra en la figura 7.7.
[$, 0, 0, sto] F- [riómbre("North"),1, 0, stl][$^ 0^ ^^ sto]
Figura 7.7: Configuraciones durante el reconocimiento de "North"
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Llegados a este punto, podemos aplicar las transiciones [ Selección ], [ Reducción ],
y[ FinReducción ] para reducir la cláusula ry3. Las configuraciones resultantes se
muestran en la figura 7.8.
[v31(x ,1,1, stl
[nombre( "North" ) ,1, 0, stl[^; o, o, sto] $, 0, 0, sio]
[ f n( "North" ) ,1, 0, st2
[$, 0, 0, sto
Figura 7.8: Configuración durante la reducción de la cláusula y3
Ahora podemos desplazar la palabra "Atlantic ", como resultado reconocemos el tér-
^ mino norrabre( "Atlantic") entre las posiciones 1 y 2 de la cadena de entrada, con
el control LALR(1) en el estado 1. Como en el caso de la palabra anterior, podemos
reducir la cláusula ry3. Este proceso se desglosa en la figura 7.9.
nombre("Atlantic"), 2,1, stl]
[fn("North"), 1,O,st2]
[$, 0, 0, sto]
03,o("Atlantic"), 2,1, st2]
fn("North"),1, 0, st2]
$, 0, 0, sto]
F-
[$^ o^ o^ sto]
Figura 7.9: Configuraciones durante el procesamiento de la palabra "Atlantic"
Después de reconocer dos predicados f n, podemos reducir la cláusula ry2 para
obtener un nuevo predicado f n que representa el sintagma nominal "North Atlantic ".
Esta reducción se muestra en la figura 7.10. El reco ►^ocimiento de la cadena de entrada
completa finaliza con la reducción de la cláusula -yi, obteniendo el término
s(fn(fn("North", "Atlantic")))
que coñstiticye una representación abstracta del análisis de "North Atlantic ". El esta-
do del control LALR(1) será 4, que es un estado final, lo cual significa que el análisis
de esta rama ha concluido. Las configuraciones resultantes se desglosan en la figu-
ra 7.11.
Sin embargo, la gramática define un número infinito de posibles análisis para cada
cadena de entrada. Si observamos el autómata LALR(1), en los estados 0, 2 y 3, ade-
más de las acciones realizadas, siempre podemos reducir la cláusula ry4, que tiene una
parte derecha vacía. En particular, en el estado 3 el predicado f n se puede generar un
número indefinido de veces sin avanzar en el reconocimiento de la cadena de entrada,
tal y como se muestra en la figura 7.12. En dicha figura, la parte izquierda representa
la derivación cíclica en el esgueleto IC, la parte central, el proceso de análisis de la
GCD en el estado 3, y la parte derecha la representación finita del recorrido del tér-
mino infinito. Las cajas representan el re ĉonocimiento de una categoría gramatical en
el estado dado del control LALR(1). n
[^3,o("North"),1, 0, ŝio]
[y3,1 lx), 2 , 2, Stl]
[nombre("Atlantic"), 2,1, stl]
fn("North"),1, 0, st2]
[$^ o^ ^^ sto]
[ f n( "Atlantic" ), 2,1, st3]
f n( "North" ) ,1, 0, st2
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[^2^2(X^ Y) ^ 2^ 2> st3]
fn("Atlantic"), 2,1, st3]
f n( "North" ) ,1, o, st2
$, 0, 0, sto
[02,1(X, "Atlantic"), 2,1, st2]
[ f n( "North" ),1, 0, st2]
$, 0, 0, sto ^
[^2,o(fn("North", "Atlantic")), 2, 0, sto]
[$^ 0^ ^^ sto]
f n( f n( "North", "Atlantic" ) ), 2, 0, st2
[$, 0, 0, sto
Figura 7.10: Reconocimiento del sintagma nominal "North Atlantic"
F-
F-
[^1,1(X), 2, 2, St2]
[np(np("North", "Atlantic")), 2, 0, st2]
[$^ ^^ ^^ sto]
[^l,o(np(^p("North", "Atlantic"))), 2, 0, sto]
[$, o, o, Sto Ĵ
[s(np(np("North", "Atlantic"))), 2, 0, st4]
[$, ^, ^, sto]
Figura 7.11: Configuraciones en el reconocimiento de "North Atlantic"
Tal y como mostrábamos en el ejemplo 7.5, una vez detéctado un ciclo en el es-
queleto IC, procedemos a comprobar la existencia de un ciclo en la GCD. Sobre este
aspecto, resaltaremos el hecho de que, tal y como hemos definido el esqueleto IC, esta
situación implica la existencia de dos items con el mismo símbolo de predicado y la
misma aridad. En consecuencia sólo es necesario examinar sus argumentos en busca
de bucles.
Para comprobar la existencia de bucles verificaremos los argumentos, uno por uno,
comprobando la existencia de términos repetidos. Gracias a la compartición de estruc-
turas, esta comprobación se limita a una comparición de referencias.
Volviendo a la figura 7.12 en el ejemplo 7.5, una vez detectado el bucle indepen-
diente del contexto, comprobamos posibles derivaciones cíclicas en la GCD original.
Tal y como indicábamos, la parte central de la figura muestra la familia de términos:
f n(nil), f n( f n(nil, nil)), f n( f n( f n(nil, nil), nil)), ..., f n( f nl([nil^l], nil))
De forma análoga, también podríamos generar:
f n(nil), f n( f n(nil, nil)), f n( f n(nil, f n(nil, nil))), ..., f n( f nl ( nil, [nil^l]))
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fn(nil) 3
fn(nil) 3 b
e fn(niq 3
Figura 7.12: Derivación cíclica en la gramática de ejemplo
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En ambos casos, los términos son resultado de la aplicación sucesiva de las cláusulas
-y2 y^Y4, y cada uno de los términos se construye a partir de los anteriores. De hecho,
también podemos construir los términos de la segunda sucesión a partir de los de la
primera, produciendo el término5 de la parte derecha de la figura:
f n( f nl ( [nil2l1^^ ^2I1^))
Sobre la detección de la derivación cíclica en los términos, destacaremoŝ que la
existencia de un bucle sobre el esqueleto IC implica un bucle en la construcción de
los términos. En efecto, si consideramos la representaciónó de términos como GICs,
propuesta al comienzo del presente apartado, y los términos del ejemplo 7.5:
• Para f n( f n(nil, nil)) tendremos las producciones:
f n(X, Y) : rl --> r2 r3
(X/nil) : r2 ^ nil
(Y/nil) : r3 -^ nil
• Para f n( f n( f n(nil, nil))) tendremos las producciones:
fn(X,Y) : r4 -^ ri r3
Sobre los términos anteriores consideraremos que
• Se repite la misma instanciación dentro del bucle.
• Dentro de dicha repetición cada nuevo término se construye a partir del anterior.
fn(fn(nil,fn(nil,nil))) 3.
fn(fn(nil,nil),nil) 3 fn(nil) 3
e
fn(nil,nil) 3 fn(fn'([' ^ n^l,[' ^^i1)) 3
5 Nótese que podrfamos unir las estructuras f n(nil ) y f n( fn 1( [nil2 I 1], [2 ^ 1 j)) en f n(1 [nil ^ f n(1,1 )] ),
pero esto requerirfa un tratamiento adicional no trivial.
óEsta representación es análoga a la empleada para la construcción del bosque de análisis en tCE.
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Reducción ry2: Reducción ry2:
tl - f n(X, Y) •{X/nil2, Y/nil2 } f n(X, Y) • {X/ti, Y/nil2 }
nil
fn X Y
fn X
m
t3 = f n(X, Y) •{ X/ f nl ( [nil2 ^ 1^, nil2), Y/nil2 }
fn
Figura 7.13: Creación de estructuras cíclicas (1/2)
Por tanto, este proceso se puede repetir un número ilimitado de veces, dando lugar a
términos infinitos de la^ forma f n( f nl ( [nil ^1], nil)). La figura 7.13 muestra la repre-
sentación en memoria de los términos implicados en el ejemplo. El segundo término
se obtiene tras aplicar un paso de unificación sobre el primero, tl, tal y como mues-
tra la compartición de estructuras. Finalmente, el tercer término, t3, de la figura es el
resultado de representar la derivación cíclica detectada. A continuación, la figura 7.14
muestra la representación en memoria de los términos cíclicos construidos de forma
análoga a partir de t3. ;
7.2.3 Unificación y subsumción con términos cíclicos
Hasta el momento hemos tratado la detección y representación de estructuras cíclicas.
Además, hemos de considerar cómo estas estructuras afectan a la relación de subsum-
ción y a la operación de unificación.
En general, una función subsume otra función si ambas son compatibles, mismo
funtor y misma aridad, y cada uno de sus argumentos, o bien son iguales, o bien cum-
plen la relación de subsumción. Sin embargo, cuando tratamos estructuras cíclicas
dichos argumentos pueden estar constituidos por una alternativa. Suponiendo que que-
remos comprobar si tl -^ t2:
l. Ni tl ni t2 presentan alternativas. La relación de subsumción no cambia.
2. tl presenta varias alternativas y t2 no. ti subsume a t2 si lo hace al menos una
de sus alternativas.
3. t2 presenta varias alternativas y tl no. tl subsume a t2 si subsume todas sus
alternativas.
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Reducción ry2:
f n(X, Y) • {X/nil, Y/ts} f n(X, Y) •{X/ f nl ( [nil2l1]),
2l 1([ni1Y/fn ^ ])}
nil
m
nil
fn X Y
Figura 7.14: Creación de estructuras cíclicas (2/2)
4. ti y t2 presentan varias alternativas. Este caso es una combinación de los dos
anteriores, tl subsume a t2 si al menos una de sus alternativas subsume todas las
de t2.
A continuación presentamos el algoritmo de subsumción resultante, definido de forma
recurrente.
AI.GORITMO 7.4 (subsumción)
Entrada: Dos términos lógicos tl y t2
Salida: Verdadero si tl -^ t2, falso en caso contrario son unificables
Pasos:
1. Inicializacibn: Pila=O
2. Añadir tl, t2 a la Pila
3. mientras Pila^ 0
(a) Extraer X, Y de la Pila
(b) caso
esVariable(X): continuar ^
esVariable(Y): devolver falso
alternativas(X): devolver Xl ^_ Y o ... o Xn -^ Y
alternativas(Y): devolver X ^_ Yl y... y X^ Y,^
X t- f(X^^...,X^,) YY ^- f(Yi^ .,Y^,):
devolver Xl ^_ Yl Y••• Y Xn ^_ Yn
sino : devolver falso
4. devolver verdadero ^ q
A continuación mostramos un ejemplo.
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EJEMPLO 7.6
Volviendo al ejemplo de la figura 7.13, podemos concluir que fnl ([nil^l],1) subsume
f nl ([nil ^1], nil). El funtor y la aridad, f n/2, coinciden, al igual que el primer argu-
mento. En lo que respecta al segundo, [nil ^ 1] ^ nil, ya que para la primera alternativa
se cumple nil ^ nil. n
Figura 7.15: umg con estructuras cíclicas
En relación a la operación de unificación, el algoritmo para el cálculo del umg
debe considerar todas las alternativas presentes en una estructura cíclica, descartando
aquellas que no unifican. Por lo tanto:
umg({Y t- [a^b]}, {Y t- a}) _{Y 4- a}
y consecuentemente, continuando con el ejemplo anterior:
umg(f n(X, X), f nl([nil^l], nil)) _{X ^^ nil}
Dicha unificación está ilustrada en la figura 7.15, donde las alternativas que unifican es-
tán sombreadas. Por último, no debemos olvidaz que las variables son los términos más
generales y por lo tanto subsumen cualquier otro, y unifican, también, con cualquier
otro, incluidas las alternativas en los términos cíclicos. A modo de ejemplo:
mgu(fn(X),fnl([a^l])) _ {X t- [a^fni([a^l])}
7.2.4 Ámbito de aplicación
Este apartado tiene un sentido práctico ya que, como se ha establecido [ 105], las GCDs
en presencia de símbolos funcionales son sólo semi-decidibles. La propuesta de trata-
miento de estructuras cíclicas presentada es capaz de detectar ciclos con una estructura
sintáctica regular. En el peor de los casos, es decir en presencia de otro tipo de ciclos,
es equivalente a una estrategia de evaluación clásica. Obviaremos la extensión de la
técnica descrita para el tratamiento de estructuras más complejas, debido a la dificul-
tad para representar información útil de estructuras no regulares. Informalmente, las
estructuras regulares consideradas son las siguientes:
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• Términos conjuntivos. En el caso más sencillo, todos los términos incluidos en
el ciclo se generan a partir de cláusulas que no comparten la parte derecha. Esta
es la situación del siguiente ejemplo:
ryi : a(nil) -^ s ry2 ^ a(9(X )) ^ b(X ) rys ^ b(.f (X )) ^ a(X )
Las figuras 7.16 y 7.17 muestran la evolución del analizador en la detección del
ciclo. Finalmente el término producido es: a(gl ( f([nil^l])))
^
a(g(f(g(f(^^))))) 1
b(f(g(f(ni^)))) 2
a(g(f(nil))) 1
b(f(nil)) 2
a(nil)
e
a(^[nil ^ g(f(' ))l) 2
Figura 7.16: Derivación cíclica en un contexto conjuntivo
• Términos disyuntivos. En esta ocasión, los términos incluidos en el ciclo se
generan a partir de cláusulas que sí comparten su parte derecha, como en el
siguiente ejemplo:
ryi : a(nil) -^ e rya ^ a(f (X )) ^ a(X ) rys ^ a(9(X )) ^ a(X )
Las figuras 7.18, 7.19 y 7.21 muestran la evolución del analizador en la detección
del ciclo. Para evitar una extensión excesiva, las dos últimas figuras referencia-
das sólo muestran los primeros pasos de la detección de ciclos. Finalmente los
términos producidos son:
a(gl[nil^[f(1)^9(1)]]) Y a(fl[nil^[9(1)^f(1)]])
• Estructuras infinitas no cíclicas. Es el caso del siguiente ejemplo:
ryl : a(nil) -^ e ry2 : a( f(Y, X)) ^ a(X )
donde en cada reducción de la cláusula ry2 se crea una nueva instancia de la
variable Y. Como consecuencia, se genera una sucesión infinita de términos
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ti = g(f(X)) • {X/nil} g(f(X)) • {X/tl}
1
g f X
nil
g f X
ts = 9(f(X)) ' {X/91(f(^nil^l]))}
nil
Figura 7.17: Creación de estructuras cíclicas en un contexto conjuntivo
que no siguen una estructura regular. Sin embargo, considerando la variable
Y como una variable anónima sí se puede aplicar la detección de estructuras
cíclicas propuesta, dando lugar al término:
a^f 1 ^-^ [1 ^nil^))
Las figuras 7.20 y 7.22 muestran la evolución del analizador en la detección del
ciclo.
r
a(8(f(B(f(^))))) 2a(f(f(8(f(^^))))) Z
a(f(6(f(ti^)))) 2
a{f(f(nil))) 2
a(B(8(f(^^)))) 2
a(f(B(f(B(^^))))) Z
a(f(f(B(oi^)))) 2
a(8(B(f(B(^))))) 2
a(B(f(B(nil)))) Z
a(S(f(►ú^))) 2
a(f(nil)) 2
a(nil)
a(f(B(^^))) Z
a(B(^q) Z
1
a(B(B(^1))) Z
^('[ ('[f(')I')I^^1) i a('[f('[s(')I')I ►v11) 2g
e
Figura 7.18: Derivación cíclica en un contexto disyuntivo
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ti - f (x) • {x/nil}
ti - g(X) • {X/nil}
f 1 X ^
f
g X
•
f
f(x) • {x/tí }
g(x) • {x/t^ }
tŝ = Ĵ(X) • x^fl(^nil^i^)
t3 = 9(x) • X/sl([nil^l])
1
nil
nil
Figura 7.19: Creación de estructuras cíclicas en un contexto disyuntivo (1/2)
n
a(f(Y2,f(Yl,nil))) 2
a(Yl,nil) 2
a(nil) 1
e
a('[f( _ .' ) I ^^1) 2
Figura 7.20: Una estructura infinita
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si = f (X) • {X/t3 }
si = 9(X) • {X/tŝ }
f
f (X) • {X/si}
g(X ) • {X/si }
nil
♦
33 = flX) • X/fl([t3^1^)
s3 = glX) • X/gl([t3^1^)
^
nil
il
Figura 7.21: Creación de estructuras cíclicas en un contexto disyuntivo (2/2)
ti - f (Y, X) • {X/nil}
nil
f
f
f(Y,X) • {X/t^}
1
Y X
ts = Ĵ (Y^ X)) ' {X/fl(-^ [nil^l^))}
Figura 7.22: Creación de estructuras cíclicas en una estructura infinita
C APÍTULO 8
ADECUAC IÓN AL ANÁL IS I5 DEL
LENGUAJE NATURAL
El campo del análisis de las lenguas naturales es más complejo que el análisis de los
lenguajes formales, debido a su naturaleza poco estructurada y frecuentemente ambi-
gua, imponiendo un nivel de exigencia mayor sobre la eficacia de los analizadores y el
poder descriptivo de las gramáticas. Estos problemas ya han sido tratados en capítu-
los anteriores, sin embargo también nos encontramos con nuevos requerimientos que
debemos abordar:
• Integración con el análisis morfológico. En efecto, el problema del análisis a
nivel morfológico es suficientemente complejo y particular como para ser tratado
mediante técnicas específicas. Esta separación desemboca en la necesidad de
integrar ambos tipos de analizadores. ^
• Análisis sintáctico robusto. A1 contrario que ocurre con los lenguajes formales,
en muchos casos no es posible conseguir o bien una cadena de entrada correc-
ta, o bien una gramática que cubra todas las posibles cadenas de entrada. Esta
situación nos obliga a realizar el análisis sintáctico en presencia de lagunas gra-
maticales e, incluso, errores.
8.1 Integración con el análisis morfológico
Suponiendo la cadena de entrada como un flujo de caracteres, habitualmente el proce-
so de análisis sintáctico viene precedido por una fase de análisis léxico donde dicha
entrada se divide en palabrasl, a las cuales se les asigna una categoría. Estas cate-
gorías se corresponden con los símbolos terminales de la gramática empleada en el
análisis sintáctico y la cadena de categorías constituye la cadena de entrada del ana-
lizador sintáctico. Esta es la aproximación adoptada, por ejemplo, en la combinación
de entornos producidos por los generadores de analizadores Ft,Ex (léxico) y B[sotv
(sintáctico) [102, 40J.
En el caso del análisis de las lenguas naturales, la fase de análisis léxico comprende
al análisis morfológico, aunque se extiende a aspectos sintácticos e incluso semánti-
cos. Como ya hemos indicado, la complejidad del análisis morfológico difiere en gran
^ Entendiendo palabra como roken.
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medida de la que hemos encontrado en el análisis sintáctico. A modo de ejemplo, se-
ñalaremos las principales características que han dificultado la definición de reglas que
describan los procesos flexivos [57] para el caso del castellano y el gallego:
• Un paradigma verbal realmente complicado, con 108 formas flexionadas en cas-
tellano, incluyendo tiempos verbales simples y compuestos, y 65 formas en ga-
llego.
• Gran variedad de raíces y terminaciones verbales irregulares. Hasta un 30% de
los verbos se clasifican como irregulares, presentando, por ejemplo en el caso
del verbo hacer, hasta 7 raíces diferentes (hac-er, hag-o, hic-e, ha-ré,
hiz-o, haz, hech-o). Se han identificado hasta 42 grupos de verbos irregu-
lares en gallego y 38 en castellano.
Por otra parte existen verbos extremadamente irregulares que no pueden ser en-
cajados en ningún modelo de conjugación; como ir o ser.
• La existencia de pronombres enclíticos. Dichos pronombres pueden añadirse a
las formas verbales, hasta tres en castellano y cuatro en gallego: tráe-te-me-lo,
^ déu-11 e-10. En el caso del gallego los pronombres se pueden contraer, mo-
dificando además la raíz verbal: vaichemo (me + o= mo) buscar.
• Presencia de los llamados verbos defectivos, que carecen de ciertas formas: los
verbos meteorológicos: nevar, llover, ..., el verbo soler que carece de
tiempos compuestos u otros más peculiares como abo 1 i r que carece de algunas
formas del presente de indicativo y de todas las del presente de subjuntivo y de
la segunda persona del singular de imperativo.
• No unicidad de la forma de participio, por ejemplo; impreso e imprimido.
• La casuística en la inflexión del género incluye una veintena de casos diferen-
tes para el castellano, 32 para el gallego: género gramatical, género heredado,
misma forma para masculino y femenino (azul), ....
• Análogamente, en el caso del número llegamos a la decena de esquemas flexivos
en castellano, y trece en gallego, incluyendo nombres y adjetivos con formas al-
ternativas del plural (bambús, bambúes), nombres con la misma forma para el
plural y el singular (cri s i s), palabras que sólo se usan en su forma de singular
(estrés) o del plural (matemáticas).
• La aparición de alomorfos2 al añadir sufijos de género y número como en luz,
luc-es. En gallego, los alomorfos también aparecen debido al uso de contrac-
ciones, a + os = ós.
Para tratar estos problemas es deseable un formalismo compacto, y eficiente. En
esta línea se ha mostrado interés por los modelos basados en AFs [74, 111, 112, 114],
en modelos estadísticos [35], o en una combinación de ambos [53]. Otra aproximación
2Cada una de las variantes de un morfema en función de un contexto y significado idénticos: -s y-es
son alomorfos del plural en castellano.
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es la morfología de dos niveles [76, 75] y su transformación en TFs [68], incluida la
emisión de probabilidades asociadas a cada análisis [93].
En conclusión, los formalismos desarrollados para el análisis morfológico difie-
ren de los empleados en el análisis sintáctico, por lo que es necesario establecer los
mecanismos necesarios para la integración de ambos. Para ello, consideraremos que
el resultado del análisis morfológico se expresa en base a etiquetas, que pasamos a
describir.
8.1.1 Etiquetas
Cada analizador emplea un conjunto finito de etiquetas, esto es, valores asignados a
cada una de las palabras analizadas. Nos referiremos a dicho conjunto como juego
de etiquetas3. Cada etiqueta es una tupla cuyos elementos denominaremos atributos
de la etiqueta. Dichos atributos expresan información relevante de la palabra como
pueda ser: género, número, tiempo verbal, ... y están compuestos por un par identifi-
cador/valor.
EJEMPLO 8.1
A continuación se muestran algunas palabras y las posibles etiquetas asociadas a cada
una de ellas:
yo categoría: pronombre, persona: l°, número: singular, género: neutro
veo categoría: verbo, persona: l°, número: singular, tiempo: presente
hombre categoría: sustantivo, número: singular, género: masculino
En general cuanto más grande es el conjunto de etiquetas considerado, existe más am-
bigiiedad potencial. Por ejemplo, en inglés algunos juegos de etiquetas hacen una
distinción entre "to" como preposición y "to" como marca de infinitivo, lo que da lugar
a que la palabra "to" tenga dos etiquetas potencialmente correctas. Además, destacare-
mos que: ^
• No existe un juego de etiquetas universalmente aceptado, por lo que diferentes
analizadores pueden emplear juegos diferentes. Como referencia indicaremos
algunos juegos de etiquetas:
El estándar EAGLES: Expert Advisory Group on Language Engineering
Standards es una iniciativa de la Comisión Europea iniciada en 1993 dentro
del marco del programa de Investigación e Ingeniería Lingiiística (LRE), y
su objetivo es acelerar la provisión de estándares para la construcción de
recursos lingiiísticos a gran escala (corpora de textos y de habla, léxicos
informatizados, etc.), así como para la manipulación de este conocimiento
(formalismos lingiiísticos, lenguajes de marcado y herramientas informáti-
cas), y establecer mecanismos de evaluación de los recursos, herramientas
y productos [30].
El proyecto Crater [107] tiene su propio conjunto de etiquetas, inspirado en
el estándar EAGLES.
3En terminología anglosajona, tagset.
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- El corpus Susanne. [ 120], uno de cuyos resultados es un corpus de análi-
sis sintácticos4 en inglés, disponible libremente, utiliza también su propio
juego de etiquetás.
- Por último, nos referiremos a los proyectos GALENA [ 172, 177, 57, 56]
y E1tiAir [20, 19] relacionados con el sistema ICE, que también tienen su
propio juego de etiquetas inspirado en EA^LES.
• Incluso dentro del mismo juego de etiquetas, éstas no incluyen siempre la misma
cantidad de información, tal y como se observa en el ejemplo 8.1.
Etiquetador vs multietiquetador
A los problemas señalados al comienzo de la sección hemos de añadir la naturaleza
ambigua del análisis que estamos tratando. Así, a algunas palabras le pueden córres-
ponder diferentes análisis, sólo discriminables en función de información sintáctica o
semántica adicional.
EJEMPLO 8.2
Las siguiente etiquetas representan análisis válidos de la palabra sobre:
- verbo presente de subjuntivo, tercera persona singular
verbo presente de subjuntivo, primera persona singular
sustantivo común, masculino singular
preposición n
Cuando el analizador es capaz de deshacer esta ambigiiedad, eliminando las eti-
quetas incorrectas en un contexto dado, nos referiremos a él como etiquetador. Si por
el contrario, devuelve como resultado del análisis más de una5 etiqueta por palabra,
usaremos el término multietiquetador.
8.1.2 Integración
A continuación trataremos la integración de un etiquetador o multietiquetador con el
analizador sintáctico descrito en el sistema 1cE. Para ello nos centraremos en el desa-
rrollo de dos aspectos:
• Un formalismo descriptivo de enlace que sirva de paso intermedio entre los for-
malismos empleados en ambos analizadores.
• Una implementación que cumpla las siguientes características:
- Desacoplamiento del analizador sintáctico y la definición del juego de eti-
quetas
- Transferencia de la información dada por los atributos de las etiquetas
- En el caso de un multietiquetador, tratamiento de la ambigiiedad no resuelta
4Es decir, un treebank.
SPuede devolver todas las etiquetas posibles, las que tengan mayor probabilidad de ser correctas, ...
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Respecto al formalismo descriptivo, dado que para el sistema ^cE hemos empleado
GCDs, necesitamos establecer una correspondencia entre etiquetas y términos lógicos.
Aunque el número de atributos de una etiqueta es variable, en general, todas las que
presentan la misma categoría morfosintáctica contienen el mismo. Así, emplearemos
dichas categorías como símbolos de predicado. Para el resto de atributos de la etiqueta,
ordenados según un criterio definidoó, añadiremos sus valores como argumentos.
EJEMPLO 8.3
A continuación se muestran los términos lógicos asociados a las etiquetas del ejem-
plo 8.1:
yo categoría: pronombre, persona: l° número: singular, género: neutro
pronombre(1 ° singular,neutro)
veo categoría: verbo, persona: l°, número: singular, tiempo: presente
verbo(1 °,singular,presente)
hombre categoría: sustantivo, número: singúlar, género: masculino
sustantivo(singular, masculino) n
Los términos lógicos construidos de esta forma pasarían a constituir los símbolos ter-
minales de la GCD. Sin embargo, aún debemos reducir el grado de acoplamiento entre
los analizadores morfológico y sintáctico, que se refleja en los siguientes problemas:
• Los símbolos terminales incluyen información de todos los atributos de las eti-
quetas, aunque dicha información sea irrelevante, tal y como ocurre en la si-
guiente cláusula:
sn(Número) -^ pronombre(Persona,Número,Género)
• Cualquier cambio en el juego de etiquetas supone cambiar la GCD correspon-
diente para añadir, eliminar o reordenar los argumentos de los símbolos termina-
les.
Para solucionar los problemas descritos, optaremos por un formalismo similar a los
términos-^/i [5], que se pueden entender como términos lógicos de primer orden exten-
didos. Dicha extensión consiste en añadir a cada argumento un identificador y un tipo,
como en el siguiente ejemplo:
persona(id=>nombre, nacimiento=>fecha(día=>nombre,mes=>nombre,año=>número))
Tras lo cual, la operación de unificación se redefine convenientemente [5]. En nues-
tro caso obviaremos los tipos, y nos limitaremos a asociar un identificador con cada
argumento. Cada identificador determina de forma unívoca uno de los atributos de la
etiqueta correspondiente.
EJEMPLO 8.4
La figura 8.1 muestra la correspondencia entre dos etiquetas y los argumentos de los
símbolos terminales:
indefinido(número=>N, género=>G, palabra=>P)
verbo(número=>N, palabra=>P) ^
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^^b^^^ ^^ ^^oe^o^^e^o
^b^^
^^b^^ ^ot^^p^^et é^Qp^^o é^e^o .Q cA  O ^ ^ Q,
un/
indefinido(número=>N, género=>G, palabra=>P)
veo/ V 1 s
verbo(número=>N, palabra=>P)
0
Figura 8.1: Correspondencia entre etiquetas y símbolos terminales
Una vez seleccionado un formalismo descriptivo, resta por establecer los mecanis-
mos necesarios para su implementación.
8.1.3 Implementación
Sobre la implementación realiza para el sistema 1CE, destacaremos los siguientes as-
pectos:
• Para conseguir el mayor desacoplamiento entre los juegos de etiquetas y las
GCDs, la correspondencia entre categorías y atributos con símbolos de predicado
y argumentos se realiza dinámicamente antes de comenzar el análisis sintáctico.
De esta forma, un cambio en la GCD no implica un cambio en la definición de
las etiquetas, y viceversa.
• Para la integración de los términos lógicos de primer orden y los términos-^ [5],
es necesario bien:
- Modificar convenientemente la operación de unifiçación.
- Transformar alguno de los dos tipos de términos.
En nuestro caso, optazemos por transformaz los términos-^ en términos de pri-
mer orden. Para ello, se examina la gramática, y por cada símbolo de predicado
se construye una lista con todos los identificadores de argumento posibles. Cada
uno de estos identificadores ocupa una posición en la lista que se hace corres-
ponder con su posición dentro de los argumentos del término de primer orden
correspondiente.
EJEMPLO 8.5
Dada una GCD con las siguientes cláusulas:
sn(N) -^ nombre(número=>N)
sn(N) -^ determinante(número=>N,género=>G), nombre(número=>N,género=>G)
Los términos correspondientes a nombre y determinante serían:
óPor ejemplo, según su orden de aparición en la etiqueta.
8.2. ANÁLISIS SINTÁCTICO ROBUSTO 159
nombre(N, G) y determinante(N, G) n
Como ventaja de esta aproximación, destacazemos su sencillez, lo cual nos per-
mite realizar la transformación de forma implícita durante el propio proceso de
análisis, sin necesidad de modificaz realmente la gramática. Como desventaja,
en teoría el número de argumentos de los términos resultantes no está limitado.
En la práctica, este número viene limitado por el número de atributos presente
en el juego de etiquetas.
8.1.4 Multietiquetador
Finalmente, debemos tratar el caso en que el analizador asigna a cada palabra vazios
análisis posibles, es decir, varias etiquetas. La información proveniente de cada etique-
ta individual será tratada tal y como hemos descrito para el caso de los etiquetadores.
La diferencia estriba en el hecho de que por cada una de estas etiquetas debemos lanzaz
una nueva rama de análisis. La técnica a emplear será la misma que la que describire-
mos en el siguiente apaztado paza el caso de las palabras desconocidas.
8.2 Análisis sintáctico robusto
A1 realizar un análisis sintáctico, es posible que la cadena de entrada contenga errores,
es decir que no pertenezca al lenguaje generado por la gram_ ática. En algunas aplica-
ciones, en especial el análisis de lenguas naturales, debido a los motivos que provocan
dichos errores, es deseable completar en la medida de lo posible el análisis. A modo
de ejemplo, destacazemos los siguientes motivos:
• Debido a su complejidad, las gramáticas no ^on exhaustivas y existen partes del
lenguaje sin cubrir.
• Igualmente debido a su complejidad, el análisis morfológico en ocasiones o no es
capaz de completar el análisis de una palabra, o le asigna un análisis incorrecto.
• Tal y como ocurre durante el uso habitual de las lenguas naturales, la cadena de
entrada puede estaz incompleta, o ser sintácticamente incorrecta.
En relación a los problemas expuestos, trataremos los siguientes aspectos dentro del
analizador sintáctico del sistema ^CE:
• Palabras desconocidas. EI analizador morfológico no es capaz de etiquetar al-
guna palabra, en este caso el analizador sintáctico tratará de establecer dicho
análisis en función de su contexto sintáctico.
• Análisis sintácticos parciales. Aún cuando la cadena de entrada sea errónea, el
analizador obtendrá, en la medida de lo posible, los análisis de diversas porciones
de la cadena de entrada.
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Nótese que los cambios expuestos están dirigidos a obtener la mayor cantidad de
información posible a partir de una cadena de entrada con errores. Otra aproxima-
ción diferente sería intentar corregir dichos errores para obtener un análisis sintáctico
completo. La aplicación de esta aproximación al sistema tCE constituye un trabajo
complementario que puede ser consultado en [152, 153J. En lo que resta, para no alar-
gar en exceso la exposición, se han omitido algunos SDGs intermedios que pueden ser
consultados en el apéndice A. .
8.2.1 Palabras desconocidas
En adelante representaremos las palabras desconocidas mediante un símbolo nuevo,
desc, que no pertenece al conjunto de símbolos de la gramática. Tal y como indicá-
bamos anteriormente, trataremos dichas palabras como un caso especial de múltiples
etiquetas, es decir, consideraremos todos sus análisis posibles dentro del contexto en
que se encuentren. Para el caso de las GICs esto significa que, potencialmente, dicho
análisis contendrá como alternativas todos los símbolos terminales de la gramática. En
la figura 8.2 se muestran los SDGs resultantes.
Para el SDG del analizador descendente hemos modificado la regla de inferencia,
reconocimiento, encargada del análisis de los símbolos de la cadena de entrada. Puesto
que asignamos a una palabra desconocida todos los análisis posibles, la r^ueva regla
simplemente continúa con el reconocimiento de cualquier símbolo terminal cuando la
siguiente palabra a analizar es desconocida.
De forma similar en el caso de los analizadores ascendentes, modificamos la regla
reconocimiento del SDG correspondiente. En esta ocasión, la nueva regla creará un
ítem por cada uno de los posibles análisis de la palabra desconocida, es decir todos los
símbolos terminales, a E E.
En lo que respecta al algoritmo de Earley, la modifición de la regla reconocimiento
en el SDG correspondiente, es análoga a la presentada para el.algoritmo descendente.
Compleĉ ióñ
Figura 8.2: Pasos deductivo de los SDGs para GICs con palabras desconocidas
Siguiendo la línea de anteriores capítulos, a continuación desarrollaremos la evo-
lución del algoritmo de Earley a algoritmos tipo LR(1). En el caso que nos ocupa,
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mantendremos la evolución presentada en el capítulo 4, de tal forma que únicamente
debemos modificar el SDG del intérprete, y no la construcción del control finito. Para
ello ante la presencia de una palabra desconocida, consideraremos todos los símbo-
los terminales para los cuales el control finito establezca una acción válida [ 145]. EI
SDG resultante se muestra en la figura 8.3. A continuación ilustraremos mediante un
ejemplo los cambios propuestos para el caso de un analizador LR.
^Itémŝ : [ŝi,'i, j]^
Axiomas [st,o, 0, 0]
Objetivos ^ ^ ^ ^ [st f, 0, n]
eglaŝ dé iriferencia:
ésphzamiento ^^
desplazamieiito5t, E acción(st, a)
^
t^^;.1,`^ ^+^^1 w^+1 = a, ó w^+l = desc,` a, E E
[i, st, k
[k, st1,
éducción
71^
[a,n, .4t,n^-1 ^ .l]
[k, st ^ ^]
` reducciónB^-y E acción(at,,,+l, a),
w^+l = a ó Tu^+i = des ĉ , a E E
st^ E ir_a(at, 9),"
at1 E revela(st;+l ) b'i,
m^=^lóngitutl(ry)^^^ ^^
Figura 8.3: SDG del algoritmo LR(1) con palabras desconocidas
EJEMPLO 8.6
En este ejemplo se muestran diversas acciones del intérprete LR ante palabras desco-
nocidas. Émplearemos la GIC aumentada del ejemplo 3.13, con el control finito de la
tabla 3.1. La cadena de entrada está formada por palabras desconocidas. Ante la con-
faguración (0) la única acción válida es desp(1) para el símbolo "a". La con,figuración
resultante es (Oa1).
En la configuración (OF3) existen dos acciones válidas: red(4) y desp(5) para los
símbolos "+" y"* ", respectivamente. Las configuraciones resultantes son (OT2) y
(OF3 * 5). n
Una vez tratada la adaptación de los algoritmos de análisis de GICs anteriores al
manejo de palabras desconocidas, procederemos a su extensión al análisis de GCDs.
Como principal diferencia, señalaremos que no es posible sustituir las palabras desco-
nocidas por el conjunto de símbolos terminales, ya que dicho conjunto es potencial-
mente infinito. En su lugar, seleccionaremos un conjunto finito de símbolos , T, que
subsuman a todos los demás. Una vez seleccionado, la extensión de los algoritmos es
análoga a la realizada en el capítulo 6, tal y como se muestra en el figura 8.4 para el
SDG del algoritmo de Earley.
Puesto que estamos desarrollando los algoritmos como una extensión de los presen-
tados para el caso de las GICs, dicho conjunto finito de símbolos terminales contendrá
un símbolo por cada símbolo de predicado terminal. Como argumentos de dichos sím-
bolos consideraremos los términos más generales, es decir, variables. Finalmente para
una GCD:
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Items: ;
^:.
Axiomas: ^ ^ ^ ^
^.:
[A -3 a • ^^ z^ a]
^ [S' -^^ ^ •S, 0;; 0] ^
^j
9
^
Objetivos:
^
Reglas de inferencia:
[S' -^ S•, O, n]
^
f-1 --^_ a • a/3, i, ] _: ra9u^^, w^+Reconocimiento
^ A^ --^ aa:,^;;Q. Q; ^i ;+1 = desc; ^ {
di iónP A^a•B,'Q,z,j 8--^;'^Ery `re cc
B ^ '•^ ^, a; .l ^ = umg(B; B^
.;'Gompleción A-^ a• B'Q^ i.,:.1^][^^ ^.,b•,^ ^, ^]
t^ -^ c^Bcr'• ,ú Q, 2.,^'j: = umg B, B')}
Figura 8.4: SDG del algoritmo de Earley para GCDs y palabras desconocidas
0
D=(VT, VN, V, .^, ry, P) tenemos que T= TvT [X]
El siguiente ejemplo ilustra la definición del conjunto de símbolos descrito.
EJEMPLO g.7
Dado el siguiente conjunto de símbolos terminales:
nombre(singular,masculino), nombre(singular,femenino),
nombre(singular,masculino), determinante(singular,masculino),
determinante(singular^femenino), verbo(transitivo,3°,singular),
verbo(intransitivo,3°,singular), preposición
asignaremos como análisis válidos de una palabra desconocida:
nombre(^^, determinante(^^, verbo(J^^, preposición ^
Finalmente, hemos tratado como formalismo operacional los APs y ALPs, que
también adaptaremos de forma similar a como hemos hecho con los SDGs anteriores,
tal y como se describe en [85]. En general, recordamos que las transiciones de un ALP
son de la forma:
• BĤ C(^ E.p) _^ C^.p^, si y sólo si ^= umg(B, E).
• BĤ BC(^ E. p) _^ B. p CQ.Q, si y sólo si Q= umg(B, E).
• BDĤ C(^ E'.p' E.p) _^CQ.p'pQ, si y sólo si ^ = umg((E, E'p), (D, B)).
En caso de que el siguiente símbolo de la cadena de entrada sea una palabra desco-
nocida, para cualquier símbolo terminal de la GCD, Ai (tl ,..., t,,,,; ), aplicaremos las
transiciones existentes para todos los símbolos "a":
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m;
a = Ai (_, . . . . ., _)
.
Por último, en el caso concreto del sistema tCE, aplicaremos las modificaciones
realizadas en los algoritmos tipo LR(k) sobre el mecanismo de control estático. El es-
quema de compilación resultante se muestra en la figura 8.5, donde hemos modificado
las transiciones de desplazamiento, [Desplazamiento] y[DespInicial], y la transición de
[Selección]. En el caso de las operaciones de desplazamiento, la propia transición del
autómata permite el desplazamiento únicamente del símbolo a. Este desplazamiento
se realizará tanto si el siguiente símbolo de la cadena de entrada es compatible, como
si es una palabra desconocida. Por su parte, las transiciones de selección, cuando el
símbolo adelantado es una palabra desconocida, se realizarán para todas las acciones
de reducción compatibles con algún símbolo de T.
A continuación, una vez establecido el tratamiento de palabras desconocidas, abor-
daremos la obtención de análisis parciales.
[inicia] [^o, sto] ^--^ [^o^ sto] [^©o,o(to), sto]
^
[:Selécc^bn;] ; [A(tl, . .), st] ^--r [A(t,l, .' .), st] [O,.,n,; (ttt ), s
:!
.._. ^ t1 é: ^.: .- :3i;:
s
Figura 8.5: Esquema de compilación en ^CE para GCDs y palabras desconocidas
8.2.2 Análisis sintácticos parciales
Las computaciones redundantes son habituales cuando tratamos formalismos grama-
ticales complejos, donde la ambigiiedad es un fenómeno frecuente. Esta situación ha
motivado el desarrollo de técnicas de análisis que representan las computaciones y los
árboles en algún tipo de estructura compartida. Un área de aplicación extensa es el
análisis de las lenguas naturales, donde la consideración de la programación dinámica
se conoce desde hace tiempo [48]. En particular, el tratamiento de las lenguas naturales
añade un nuevo desafío, ya que, a menudo la información gramatical es insuficiente.
Como señalábamos anteriormente, el problema de la información parcial es debido a
Reducción ^ „
, ',
,^ ^°,
4
FmRedŭcción ]
:; 7
a
^'
Desplaz^uniento
IJesplnicial'
( reducir(r) E acción(st, aI c) ,^
t_w^+^ = a 6 w^.^l = desc, a E T
[l^r,w(tr,8, • ^.•:tr, ŝ )> St] [^r,9(tr), St] ^ [Or,9^.
{'st' E révela(st)}
E } ^
[^r0(tr,)>St] ^---) [f^^r,oltr,o^:
{ir a(^t'.) E accióñ(st, A,.,o)}
Ar,s ( st] ^^^:.^ [Ar^;s (
desplazar(st') E acción(st,l)
+i = ;a, 6 w;:+l ,- dcá ĉ
^,^[A(tl, . . .), st] ^ [.^Ct
m
S
s
/ ^ ,
St] [tir;s-f-l^ltr,a-i- 1'e ._ ^ St
Ar,s_}.1,(tr s^l^,
)^ st] [Ar,lltr
desplazar(ŝt') E'aceión(st,l), a = Ar,l
' ^ , w^+l°.° a ó ^^^a..l desc {,:.:ih^^, , ^^ á di.
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errores en etapas anteriores del procesamiento junto con el hecho de que las gramáticas
y lexicones existentes son incompletos e incluso incorrectos. En el presente apartado
desarrollaremos una extensión de las técnicas de análisis sintáctico presentadas, con el
objeto de obtener la mayor cantidad posible de información de dicho proceso, al mismo
tiempo que preservamos la compactabilidad de su representación.
En adelante, nos referiremos al análisis sintáctico convencional, tal y como lo he-
mos descrito hasta ahora, como análisis sintáctico completo, mientras que el empleare-
mos el término análisis sintáctio parcial para referirinos a sus posibles subcomputacio-
nes. Nuestro objetivo es obtener todos los análisis parciales correctos incluso cuando
no existe un análisis completo, es decir, cuando existen lagunas.
EJEMPLO 8.8
Consideremos como ejemplo el lenguaje, P, de los palíndromos no vacío ŝ sobre el
alfabeto E_ {a, b}, generado por la GIC:
Palin -^ a Palin -> b
Palin ^ a Palin a Palin -^ b Palin b
Obsérvese gue, aunque la cadena de entrada aababab ¢ P, contiene subcadenas gue
sí pertenecen al lenguaje, tal y como se muestra en la figura 8.6. n
Figura 8.6: Análisis parciales de aababab
La aproximación al problema que adoptaremos será la extensión de los modelos
empleados hasta el momento preservando los beneficios de la programación dinámica.
En el caso del sistema iCE, dicho modelo incluye una mejora del rendimiento mediante
un control estático encargado de eliminar computaciones innecesarias. Aplicado al
análisis sintáctico parcial, este control puede eliminar algunas ramas de análisis que, si
bien no son necesarias en un análisis completo, sí lo son en un análisis parcial. Para
abordar este problema, trataremos el comienzo y final de un análisis parcial como otra
forma de no determinismo, modificando el control estático en consecuencia.
En contraste con esta aproximación, otros autores optan por modificar un modelo
de análisis particular [66, 138, 115]. Otra aproximación [2, lJ, consiste en realizar
el análisis en dos fases. En una primera se llevan a cabo todos los análisis parciales
posibles, y a continuación se intentan unir en un único análisis completo.
Análisis sintáctico parcial de GIC
Para obtener una definición pragmática de análisis parcial, generalizaremos las condi-
ciones que venimos aplicando sobre el concepto de gramática. Para una GIC tenemos
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un símbolo inicial o axioma, S, a partir del cual podemos generaz todas las cadenas
del lenguaje conespondiente. En su lugar usaremos un conjunto de símbolos iniciales,
S, siguiendo el concepto de punto de entrada [65], una estructura clásica en sintaxis
abstracta, que permite analizar fragmentos de programas. Cada uno de estos símbolos
iniciales puede generar o bien cadenas del lenguaje o bien partes de ellas, dando lugar
tanto a análisis completos como parciales. A continuación discutiremos la extensión
de los SDGs vistos anteriormente.
wl . w^
[•Q^ i^.7]
A
wl . . . w^ . . . w^
Figura 8.7: Representación gráfica de los items. Esquema descendente
En el SDG paza el caso descendente, figura 4.2, teníamos un único axioma que
predecía el análisis del símbolo inicial, y un ítem objetivo que representaba el análisis
de la cadena de entrada completa. Para adaptar este esquema, en primer lugar debe-
mos considerar que un análisis pazcial puede cubrir cualquier porción de la cadena de
entrada. Paza considerar este caso, añadiremos a los items una referencia a la posición
inicial. La figura 8.7 muestra una representación gráfica de los nuevos items, en contra-
posición con los empleados paza el análisis completo. Igualmente, modificaremos los
axiomas del SDG de forma que predigan cualquier ánálisis pazcial válido, comenzando
en cualquier posición de una cadena de entrada de longitud n:
Axiomas = {[•A, i, i], A E S, 0< i< n}
Análogamente, extenderemos el conjunto de items objetivo paza consideraz los análisis
pazciales que finalizan en cualquier posición de la cadena de entrada:
Objetivos = {[•, i, j], 0< i< j< n}
Por último, los pasos deductivos se comportan como en el esquema original, y a ma-
yores conservan la posición de inicio.
• Reconocimiento: [ +1Q' ' ^]
•,Q,i,j+1
• Pr dicción:e ^B^' ?' ^ (B -^ ry)
•ryQ^ z^ j]
Nótese que la extensión presentada difiere del caso en que simplemente añadimos nue-
vas producciones a la gramática C=(N, E, P, S):
166 CAPÍTULO 8. ADECUACIÓN AL ANÁLISIS DEL LENGUAJE NATURAL
S' ^ S^
S' ^ Sp
S^ ^ S
Sp^A, AES
Este cambio permite analizar cualquiera de los símbolos A del conjunto de símbolos
iniciales S, pero no permite que el análisis cubra porciones arbitrarias de la cadena de
entrada, es decir que comiencen y terminen en cualquier posición.
[a•^.7^ [a•^ z^.7^
a a
wl ... w^ ... w^.
Figura 8.8: Representación gráfica de los items. Esquema ascendente
Otra consideración a realizar sobre la extensión de los algoritmos para el tratamien-
to de análisis parciales, es el aumento de la complejidad. Con respecto al esquema ori-
ginal en que teníamos un único axioma, ahora necesitaremos rra x n, donde m= IIsII
y n es la longitud de la cadena de entrada.
Axiorili^s
(^bjetivos
: 1^esceIIdente
wl ... wi ... w^ ... wri
d ŝAscendeñ;e; Eárley
[A -^ a • gu1^1(^, z,^
A -r aw^+i ^^.I^^ ^>^^.1 ^^-'1
:^i -^ a'^ B^3, i, j
B'-r •y>^,1.
-^ -^ ci • B;3,'i; k B ^ -y^,
'--^ aB.• 1^;1; ^ '
Figura 8.9: SDGs para análisis parcial de GICs
l
Los cambios realizados son extrapolables al caso del SDG para el análisis ascen-
dente, figura 4.5. De nuevo extendemos los items con una referencia a la posición de
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inicio, tal y como ilustra la figura 8.8. A1 mismo tiempo el conjunto de axiomas incluye
los análisis que comienzan en cualquier posición:
Axiomas = {[•, i, i, ], 0< i< n}
Los items objetivo incluyen aquellos que terminan en cualquier posición de la cadena
de entrada, una vez reconocido algún símbolo inicial:
Objetivos = {[A•, i, j], A E S, 0< i< j< n}
De la misma forma, la única modificación en los pasos deductivos es la conservación
de la posición de inicio del análisis:
• Desplazamiento: a•' Z' ^
aw^+i •, i, j + 1
• Reducción: «B^' i' ^ (B ^ ry^
> >.7
A diferencia de la extensión realizada para el análisis descendente, el número de axio-
mas necesario es simplemente n, la longitud de la cadena de entrada.
En la línea de los dos esquemas anteriores, y a diferencia de éstos, el SDG para
el algoritmo de Earley, figura 4.7, precisa únicamente la extensión de los conjuntos de
axiomas:
Axiomas = {[S' -^ •A, i, i], A E S, 0< i< n}
e items objetivo:
Objetivos = {[S' -^ A•, i, j], A E S, 0< i< j< n}
,,1;<<<; ^..;^,;,;,w;^^:
Figura 8.10: SDG del algoritmo LR(0) para análisis parcial
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La figura 8.9 resume los SDGs para análisis parcial presentados hasta el momento.
A continuación, y siguiendo la exposición del capítulo 4, transformaremos el SDG para
el algoritmo de Earley en el SDG para un algoritmo de tipo LR(0), a partir del cual,
para conseguir una mayor eficiencia, compilábamos la gramática obteniendo un control
finito que guía el proceso de análisis. Recordemos que la construcción de dicho control
comienza con un estado inicial sto =[S ^ •a], y se basa en la aplicación iterativa
de las operaciones cierre y x-sucesor. Para extender este esquema en el caso
del análisis parcial, debemos realizar varias modificaciones. En primer lugar, tenemos
que permitir que comience en cualquier posición de la cadena de entrada, para lo cual
redefiniremos el conjunto de axiomas:
Axiomas = {[sto, i, i], 0< i< n] }
También ampliamos el conjunto de items objetivo para permitir la finalización del aná-
lisis en cualquier posición de la cadena de entrada:
Objetivos = {[stf, i, j], 0< i< j< n]}
El SDG resultante se muestra en la figura 8.10. Finalmente, tenemos que adaptaz la
construcción del control finito. La inicialización del mismo, sto =[S' ^ •S], permite
los análisis únicamente a paztir del símbolo inicial S, en su lugaz debemos considerar
el conjunto de símbolos iniciales S:
sto={[S'->•AJ^AES}
Además del estado inicial, debemos modificar el estado final, st f={[S' -^ S•]}, que
extenderemos a:
stf={[S'-^A•]^AES} ^
Nótese que sobre la extensión anterior existe una alternativa en la que consideramos
por cada análisis parcial posible, un estado inicial diferente en el control finito. El
resultado es el siguiente conjunto de axiomas en el SDG:
{[sto, i, i] ^ sto = closz^re({S' -^ •S})} U
{[st^, i, i] ^ stj = closure({[S' ^•A}), A E S}
Sin embazgo, podemos consideraz que ambas soluciones son intercambiables puesto
que el cierre del estado inicial en el primer caso coincide con la unión de los cierres de
los estados iniciales en el segundo caso:
closure({S' -^ •A}) = U closnre({S' ^•A}), A E S
A
Siguiendo con la línea propuesta, la eficacia del analizador LR(0) se puede mejorar
aumentando la capacidad de determinización del control finito. Paza ello añadiremos
información de los símbolos adelantados, obteniendo un analizador LR(k). Para el
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aCCibn(st,n+l
i^dure cc nB^7 E
acción(st,n^.l
sti E ir_a(st, B),
st; E revela(et,;+i)^f1^i,
^n =loogitud{^^)
Figura 8.11: SDG del algoritmo LR(k) paza análisis pazcial
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SDG conespondiente, figura 4.10, considerazemos la extensión de los conjuntos de
axiomas e items objetivo para el análisis pazcial:
Axiomas = {[sto, _, i, i], 0<_ i< n, A E S}
Objetivos = {[st^, _, i, j], 0< i< j< n, A E S}
Nótese que a diferencia de los esquemas anteriores, y puesto que un análisis pazcial
puede comenzar y terminaz en cualquier posición de la cadena de entrada, la acción de
reconocimiento es compatible con cualquier símbolo terminal y no sólo con el símbolo
de fin de cadena, lo cual hemos indicado mediante el símbolo "_". Adicionalmente,
debemos tener en cuenta este factor con respecto á la construcción del control finito,
paza lo cual considerazemos dos opciones:
• Modificar la construcción del control finito mediante el uso del concepto de sím-
bolo terminal comodín tal y como hemos realizado en la extensión de los axio-
mas e items objetivo del SDG anterior:
sto={[A-^•^x, ]^AES}
Como aspecto negativo de esta aproximación destacaremos el incremento en el
número de estados del control finito.
• Modificaz el SDG correspondiente al interprete del autbmata LR(k). De esta
forma, en cada momento del análisis consideraremos tanto los símbolos adelan-
tados como el símbolo de fin de cadena, tal y como se muestra en la figura 8.11.
Los primeros símbolos son compatibles con las acciones que continúan el pro-
ceso de análisis, mientras que los segundos son compatibles con la finalización
de un análisis parcial.
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(1) a = umg(¢;wi+l)
(4): a - umĝ (B^ B^,)
(2)-^ = umg(B^^B )^'B -^ ó^E y^.^
^3}' a= u^►ĝ (^^ ^^ ), B. _-+ ó E 7 ^
Figura 8.12: Pasos deductivos de SDGs para el análisis parcial GCDs
Análisis parcial de GCD
En lo que respecta al análisis parcial de GCDs, realizaremos un desarrollo paralelo al
presentado para las GICs. En primer lugar, para una GCD, en lugar de considerar un
único símbolo inicial, ĉonsideraremos un conjunto de símbolos iniciales, PI, cada uno
de los cuales puede derivar un análisis parcial válido. A continuación debemos adaptar,
tal y como hicimos para las GICs, la forma de los items y extender los conjuntos de
axiomas e items objetivo:
• Para el caso descendente:
Axiomas = {[•A, i, i], 0<_ i< n, A;E PI}
Objetivos = {[•, i, j], 0< i< j< n}
• Para el caso ascendente:
Axiomas = {[•, i, i], 0<_ i< n}
Objetivos = {[A•, i, j], 0< i< j< n, A E PI}
• Para el algoritmo de Earley:
Axiomas = {[S' ^•A, i, i], 0< i < n, A E PI}
Objetivos = {[S' ^ A•, i, j], 0< i< j< n, A E PI}
Una vez modificados los items, axiomas y objetivos, adaptaremos los pasos deductivos
tal y como se muestra en la figura 8.12.
En lo que respecta a los analizadores de tipo LR(k), tal y como indicábamos en
el capítulo 6, debido a los problemas de no-terminación en la construcción del control
finito hemos optado por construir dicho control a partir del esqueleto IC trasladando
la operación de unificación únicamente al intérprete del autómata. A continuación se
ilustra la aplicación de esta idea al analizador sintáctico del sistema ^CE.
8.2. ANÁLISIS SINTÁCTICO ROB USTO
CllCla^ ,.; ' .[^O, Stp,'2^ 2] 1-1 [^0^ StO^ 2 ^ Z] ^^0,0(t0)^ st0^ Z^ Z^
^'éleĉción ]s `
` LA^ st^ 2^ .Í ] F-3 [ti, st, 2, j^ [^r,nr \tr) i st^ Ĵ ^ .^]
;^ ^ ` reducir(r) E acción(st; w^+i ;), ó^
` ^ reducir(r) E ^ acc^ó^ri(st, $^ ) ^ ^ ^ ^^
^ ^^ ; ,:^ ^
:edUCC1Ón^] [Ar,s^ St, 2^^,^£] [^r,^(ty^)^^St^ ^^.i] ^? [Or,s ^^1^tr^^^^^St'^^2^^
^°^ ^ , ^{^st'^^^^ E revéla( ŝt) } ' ^ ^ ^ ^ ^ ^
:,t ,^ ^ ^ :^ _
é H
!inRédúccióñ ]. [Qr,O(tT)^St,2^.i^ ~? [Ar,O^St^^2^.i]
„ ^ " ^ -!
` ^, ^{ ir_a(st')' E acción(st, A,l. ó)}
^ , ; ^
fes^ lá^^amiéñko ( A^^^^ st^ i ^^ A` st i ^rl ^^ st^ ^ i +p ^, ] ^ L r,s ^ ^ ^ ^ Ĵ ^ ^ [ r,s> > > J] [ r,s -1 ^ ^> > Ĵ
^: , {desplazar(st') E ac ĉión(st, w^+l..), a= Ar,s+l'
)espIríicial ]; [A^ St^ Zi'.Í ] ^---) [f^, St^ Z^.i]. [1^r 1^ St', ?, ĵ -}- 1]
," {desplazar(st') E acción(st, w?+1..), a= flr,1 }
1
Figura 8.13: Esquema de compilación en ^CE para análisis parcial de GCDs
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Análisis sintáctico parcial en el sistema ICE
Paza la adaptación de analizador del sistema [CE al análisis pazcial de GCDs, tendre-
mos en cuenta que el control estático se construye a partir del esqueleto IĈ como un
autómata de tipo LR(k). Tras aplicaz los cambios descritos añteriormente a la construc-
ción del autómata y la extensión de los items iniciales y finales, obtenemos el esquema
de compilación de la figura 8.13.
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C APÍTULO 9
RESULTADOS EXPERIMENTALES
En el presente capítulo describiremos los resultados obtenidos tras la realización de
diversos experimentos sobre las técnicas y algoritmos de análisis sintáctico tratadas en
los capítulos anteriores. Dichos experimentos versan sobre cuestiones derivadas de la
complejidad temporal de los algoritmos, tiempos de ejecución de sus implementaciones
o eficacia del control estático.
9.1 Complejidad temporal
Los cálculos con un alto grado de redundancia constituyen un problema característi-
co en el análisis sintáctico no determinista, especialmente en el caso del PLN. Así, a
medida que crece el número de ambigiiedades, si no se considera ninguna técnica de
compartición de estructuras, crece exponencialménte el número de cálculos necesa-
rios [83]. En este sentido, a continuación se describen experimentos cuyo objetivo es
comparar diversos analizadores en base a su complejidad temporal.
9.1.1 Analizadores de GICs ,
En este apartado compararemos la eficacia de varios de los analizadores descritos en
capítulos anteriores. Para conseguir la mayor fidelidad posible en dicha comparación
hemos seleccionado como marco descriptivo común los SDGs, capítulo 4. El compor-
tamiento y la comparación entre los analizadores se realizará en función del número
de cálculos realizados durante el análisis. Como medida del número de dichos cálcu-
los tomaremos el número de items generados. Los analizadores estudiados son los
siguientes:
• Descendente, el SDG se muestra en la figura 4.2. Este analizador es representa-
tivo de una estrategia de análisis descendente.
• Ascendente, el SDG se muestra en la figura 4.5. Este analizador es representativo
de una estrategia de análisis ascendente.
• Earley [47], el SDG se muestra en la figura 4.7. Este analizador es representativo
de una estrategia mixta con control dinámico.
• ^CE [ 12], el SDG se muestra en la figura 5.15. Este analizador es representativo
de una estrategia mixta con control estático.
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A su vez, para los tests de análisis se han empleado las siguientes gramáticas:
• palíndromo. Genera el lenguaje de los palíndromos no vacíos sobre el alfabeto
E_{a, b}. Como principal característica señalaremos que favorece una estra-
tegia de análisis predictiva o descendente. Viene dada por las producciones:
Palin --> a Palin -^ b
Palin -^ a Palin a Palin -^ b Palin b
• expr-arit. Presentada en el ejemplo 3.2. Genera el lenguaje de expresiones arit-
méticas, y viene dada por las producciones:
s-^s+s s-^(s)
S^S*S S-^a
Como principal característica destacaremos el hecho de que la gramática presen-
ta recursividad por la izquierda. Esta característica invalida la aplicabilidad del
esquema de análisis descendente. Para solucionar este problema hemos añadido
un restrictor [ 127, 128] al esquema de análisis descendente que evita la creación
de derivaciones infinitas. Dicho restrictor se obtuvo tras la observación de la
gramática, quedando expresado como una restricción sobre el conjunto de items
del esquema para una cadena de entrada de longitud n:
Items : {[•,Q, j), longitud(,Q) < n- j}
• expr-arit-no-rec. A1 igual que expr-arit genera el lenguaje de expresiones aritmé-
ticas. A diferencia de ésta, las producciones han sido modificadas para eliminar
la recursividad por la izquierda: ,
E^E+T E-^T
T-^T*F T->F
F^ (E) F-^a
Sobre esta gramática destacaremos que la supresión de la recursividad por la
izquierda permite la aplicación directa del esquema descendente, sin la necesidad
de la aplicación de restrictores. A mayorés, la transformación aplicada favorece
el análisis predictivo.
• ln-1. Dento del PLN, esta gramática maneja la adjunción de sintagmas preposi-
cionales. De nuevo contiene recursividades por la izquierda por lo que ha sido
necesaria la aplicación de un restrictor al análisis descendente como en el caso
de la gramática expr-arit. El conjunto de producciones es:
S^ Frase FN -> pronombre FP -^ prep FN
Frase -^ FN FV FN --^ det nombre FV --^ verb FN
Frase -^ Frase FP FN -^ FN FP
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Por cada gramática hemos empleado un juego de prueba formado por todas las cadenas
de entrada pertenecientes al lenguaje. A su vez, hemos agrupado estas cadenas en
conjuntos según su longitud, calculando, paza cada uno de ellos, la media aritmética
de los resultados obtenidos. La figura 9.1 recapitula dichos resultados, cada tabla se
corresponde con una gramática y cada columna con una longitud de las cadenas de
entrada. Por su parte, la figura 9.2 muestra una representación gráfica de dichas tablas.
Finalmente, la figura 9.3 sintetiza las anteriores.
palfndromo 1 3 5 7 9 11 ^13 15 17 19
descendente 11 24 38 52 67 82 97 112 127 142
ascendente 3 16 72 313 1333 5408 - - - -
Earley 12 28 46 65 84 104 124 144 164 184
tcE 4 14 25 37 49 62 75 87 100 113
expr-arit 1 3 5 7 9 11 13 15 17 19
descendente 1 2 11 35 103 297 854 2417 - -
ascendente 3 9 21 44 90 178 345 663 2244 -
Earley 9 20 33 47 62 78 95 112 128 146
tCE 4 7 12 18 25 31 39 46 53 61
expr-arit-no-rec 1 3 5 7 9 11 13 15 17 19
descendente 19 56 132 282 584 1186 1614 2144 - -
ascendente 5 22 77 256 827 - - - - -
Earley 13 26 39 52 66 80 93 107 121 135
tcE 6 10 15 20 24 29 34 38 43 48
ln-1 3 4 5 6 7 8 9 10 11 12 13 14
descendente 6 15 32 57 91 140 199 276 369 480 613 766
ascendente 13 14 37 52 93 162 259 450 731 1215 2009 3282
Earley 24 25 34 39 44 53 58 67 74 82 91 100
1CE 11 12 16 19 23 29 34 40 47 54 62 71
Figura 9.1: Tablas de resultados experimentales en GICs
Como se aprecia en la figura 9.1, el esquema descendente presenta el peor rendi-
miento paza gramáticas con un alto grado de ambigiiedad, expr-arit, y, consecuente-
mente, repetición dé cálculos. Esta falta de rendimiento se produce aún a pesar del
empleo del restrictor, que favorece el proceso de análisis eliminando items inútiles.
Este beneficio del restrictor se observa para las cadenas de entrada de menor longitud
en las que el analizador descendente muestra los mejores resultados.
Por su parte, el esquema ascendente muestra un comportamiento uniforme en todos
los ejemplos, tendiendo a un crecimiento exponenciall del número de items generados
a medida que aumenta el tamaño de la cadena de entrada. Esta característica hace que
su rendimiento sólo sea aceptable para las entradas de menor tamaño.
En lo que respecta a las estrategias mixtas, éstas presentan, en general, los mejores
resultados independientemente de la longitud de la cadena de entrada y de la gramática
empleada. De entre las dos estrategias mixtas, la que incorpora el control estático
consigue el mejor rendimiento, ratificando la conveniencia del empleo de dicho control.
^ De hecho, este crecimiento exponencial nos ha impedido la obtención de resultados para tongitudes de
la cadena de entrada mayores, que sf fueron obtenidos con los otros esquemas.
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Figura 9.2: Resultados experimentales en GICs
9.1.2 Comparación de analizadores basados en unificación
Diferenciaremos dos dominios: analizadores inmediatos y diferidos. Los primeros se
corresponden con los presentados en el capítulo 6, en los que la operación de unifica-
ción se aplica durante el proceso de análisis. En los segundos'existe una fase preliminar
en la que se realiza el análisis sobre un esqueleto de la grarnática, sin tener en cuenta
la unificación. A continuación, y sobre los resultados de esta fase preliminar, aplica-
remos la operación de unificación. Como resultado de esta segunda fase, por un lado
eliminazemos análisis incorrectos, y por otro, dividiremos contextos sintácticos dando
lugar a nuevos análisis. En el caso que nos ocupa, nos centraremos en las GCDs para
el caso de los analizadores inmediatos y en las GICs como esqueleto de la gramática
para el caso de los analizadores diferidos.
Para compazaz diferentes estrategias de análisis convenientemente, en primer lugaz
debemos seleccionar un marco descriptivo común, tanto para GICs como para GCDs.
En esta ocasión elegimos los ALPs, y los APs como un caso pazticulaz de los primeros,
y las técnicas de tabulación presentadas en el capítulo 6, en la forma de los entornos
dinámicos ST, S2y Sl. A continuación, paza mostraz cómo mejora la eficiencia por la
aplicación de técnicas de programación dinámica, nos centrazemos en dos aspectos: el
número de cálculos en contraste con las técnicas clásicas basadas en retroceso, y una
compazación simple entre diferentes esquemas.
Con la intención de simplificar al presentación, en el presente apartado considera-
remos una única gramática representativa de los resultados obtenidos:
9.1. COMPLEJIDAD TEMPORAL l^^
loooo
1000
loo
lo
Descendente --^
Ascendente -------•-
Earley ••••°*°•••
Ice
/f/ *...........,
/ .....M••--........
......^f•-•-..•
-
.........Jh..^-• ^
...M...
,..k•........
64 8 10 12 14
Longitud entrada
16 18
Figura 9.3: Resumen de resultados en GICs
s -> frase
frase -^ fn(concor(N,G)), fv(N)
frase -^ frase, fp
fn(concor(N,G)) ^ "nombre(N,G)"
fn(concor(N,G)) ^ "pronombre(N,G)"
fn(concor(N,G)) -^ "determinante(N,G)", "nombre(N,G)"
fn(concor(N,G)) -^ fn(concor(N,G)), fp
fp -^ "preposición", fn(concor(N,G)) .
fv(N) --^ "verbo(transitivo,_,N)", fn(^
cuyo esqueleto independiente del contexto es el siguiente:
S -> Frase Frase ^ FN FV ^ Frase --> Frase FP
FN -> nombre FN -^ pronombre ^ FN ^ determinante nombre
FN -^ FN FP FP -a preposición FN FV -^ verbo FN
Y como entrada hemos seleccionado las cadenas de la forma:
Yo veo un padre (de un hijo de un padre)$
donde i >_ 0 es el número de repeticiones de la subcadena "de un hijo de un padre". El
número de análisis diferentes, C^, crece exponencialmente con i y viene dado por:
Co=C1=1 y Ci= 22 i+l^ sii>1
favoreciendo el estudio del comportamiento de los analizadores en presencia de cálcu-
los con un alto grado de redundancia. En relación a los analizadores, hemos seleccio-
nado los siguientes:
• Analizadores diferidos.
Compararemos varios esquemas de análisis independiente del contexto. En con-
creto consideraremos tres generadores de analizadores: el entorno AGFL[92], el
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algoritmo clásico de Earley [47], y el sistema 1cE (166, 164]. Estos tres genera-
dores son representativos, respectivamente, de las siguientes estrategias: clásica
descendente con retroceso, mixta con predicción dinámica y mixta con predic-
ción estática basada en un autómata LALR(1). Hemos seleccionado el sistema
[C>Ĵ como el representante más eficiente de los analizadores de tipo LR genera-
lizados, entre los que se encuentran sDF [61] y GLtt [109], ambos basados en el
algoritmo de Tomita [ 146].
• Analizadores inmediatos.
En lo que respecta a las GCDs y los analizadores inmediatos, consideraremos
una vez más el entorno AGFL2 como representativo de un esquema de análisis
descendente, el esquema de deducción de Earley [ 105] y finalmente el sistema
iCE [ 166]. En esta ocasión hemos seleccionado 1CE como el representante más
eficiente de la familia de entornos de inferencia de tipo LR [99, 117].
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Figura 9.4: Resultados experimentales con ^CE y análisis descendente pará GCDs
Los análisis descritos se han llevado a cabo en los entornos dinámicos ST con
AGi^,, Earley e tC>:, S2 con AG^1. e tCE, y Si con Earley e 1CE. Los tests en ST y
S2 para el algoritmo de Earley no tienen mayor interés; ya que el algoritmo clásico se
describe de forma natural en S1. En el caso de AGF[, los tests en Sl están fuera de
lugar ya que dicho entorno no es compatible con una estrategia descendente, y en lo
que respecta a S2, la herramienta original no incorpora las técnicas de programación
dinámica, por lo que los resultados se han obtenido mediante una adaptación alternativa
del esquema descendente dada por DYALOG [ 179]. Asimismo, en el caso de las GCDs
y AGFi, ha sido necesario eliminar los símbolos de función. Para evitar la distorsión de
los resultados debido a esta última característica, la gramática ha sido seleccionada de
manera que el número de cálculos en ST es el mismo, tanto para la GCD como para la
GIC correspondiente.
Como medida del número de cálculos realizados hemos seleccionado el número de
items generados durante el análisis de las cadenas de entrada para diferentes valores
Z AGF^ no es realmente un analizador basado en unificación puesto que está construido sobre el concepto
de gramática de afijos. Sin embargo, puede ser asimilado a un analizador de GCDs donde los s[mbolos
de función no están permitidos. De esta forma podemos considerar una de las estrategias de análisis más
conocidas.
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Figura 9.5: Resultados experimentales con una estrategia Earley
de i. Los resultados correspondientes a tcE y AGFL se muestran en la figura 9.4. En
el caso de Earley, los resultados se muestran en la figura 9.5. En los casos anteriores,
la programación dinámica produce un comportamiento computacional mejor que el
mostrado en las aproximaciones clásicas basadas en ST . A mayores, el sistema iCE
presenta los mejores resultados.
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Figura 9.6: Comparación de estrategias para GICs y GCDs
La figura 9.6 recopila los resultados tanto para los análisis inmediatos de la GCD
como para el análisis de su esqueleto IC. Los resultados corresponden al entorno diná-
mico natural para cada analizador, en ellos se aprecia que el incremento en el número
de items generados para el caso de la GCD respecto a la GIC es menor en el caso
de ^CE. En particular, este resultado indica la capacidad del esquema de análisis para
evitar unificaciones infructuosas. Finalmente el aparente menor rendimiento de ^CE
respecto a las otras aproximaciones, en el caso de las GICs, se debe al hecho de que el
análisis de la gramática no precisa un número elevado de predicciones, tal y como se
indica en [ 164].
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9.2 Eficacia del control estático
Los resultados de la sección 9.1 ya han mostrado la eficacia del control estático, en
tanto que aquellos esquemas que lo incorporan ofrecen un mayor rendimiento en el
análisis de las cadenas de entrada correctas. En el presente apartado, trataremos el as-
pecto concerniente al análisis de cadenas que no pertenecen al lenguaje generado por la
gramática. En este caso, deseamos que el proceso de análisis detecte cuanto antes esta
situación, evitando la mayor cantidad de cálculos posible. De nuevo, consideraremos
el número de items generados como medida del esfuerzo realizado.
En primer lugar consideraremos un juego de prueba consistente en conjuntos de
cadenas de entrada generadas aleatoriamente a partir de los terminales de la gramática.
A1 igual que en apartados anteriores dichos conjúntos agrupan cadenas de idéntica
longitud. Para las pruebas, hemos considerado las mismas gramáticas y analizadores
de la subsección 9.1.1. Los resultados obtenidos se muestran en la figura 9.7. Tal
y como ocurría en apartados anteriores, el uso del control estático proporciona los
mejores rendimientos. .
pallndromo 1 2 3 4 5 6 7 8 9 10 11 12
descendente 11 17 23 29 36 43 50 57 64 70 78 85
ascendente 3 7 15 33 69 147 305 632 1316 2723 5725 -
Earley 12 19 26 34 43 52 61 69 78 86 97 105
tCE 4 7 12 16 22 27 33 38 44 49 56 62
expr-arit 1 2 3 4 5 6 7 8 9 10 11 12 13 14
descendente 1 2 2 8 8 21 22 51 55 123 112 260 237 541
ascendente 2 3 5 7 9 12 17 22 28 34 46 "57 60 78
Earley 6 7 7 8 7 7 9 8 9 8 7 8 7 7
^CE 1 1 1 2 1 1 2 2 2 2 1 2 1 1
expr-arit-no-rec 1 2 3 4 5 6 7 8 9 10 11 12 13
descendente 28 40 43 59 55 51 62 48 56 - - - -
ascendente 2 5 7 16 27 41 67 131 175 296 - - -
Earley 9 10 10 11 10 10 12 11 12 12 11 11 10
iCE 2 2 2 2 2 2 2 2 2 2 2 2 2
!n-1 1 2 3 4 5 6 7 8 9 10 11 12 13 14
descendente 1 2 5 12 22 37 55 76 107 138 164 194 241 283
ascendente 2 3 5 8 12 16 21 34 40 61 63 85 125 167
Earley 8 9 8 9 8 9 9 8 9 9 8 8 8 8
tCE 2 2 1 2 2 2 2 1 2 2 1 1 1 1
Figura 9.7: Resultados experimentales con cadenas erróneas
9.3 Derivaciones cíclicas
Para el siguiente experimento emplearemos la siguiente gramática:
ryl ^: s(X) ^ fn(X). ry2 : fn(fn(X, Y)) -^ fn(X) fn(Y).
ry3: fn(X) -^ nombre(X). ry4 : fn(nil).
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con la cual se han analizado cadenas de entrada de diversa longitud. Dado que la
gramática contiene la cláusula fn(fn(X, Y)) ^ fn(X) fn(Y), el número de análi-
sis cíclicos crece exponencialmente con la longitud de la cadena de entrada, n. Este
número es, como en ocasiones anteriores:
Co=C1=1 Y Cn- 2n n+1^ sin>1
Para cada uno de los análisis se han calculado:
• Número de variables instanciadas en varios entornos dinámicos.
• Número de comprobaciones de derivaciones cíclicas realizadas.
• Número de comprobaciones de derivaciones cíclicas que sería necesario realizar
si eliminásemos el control estático.
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Figura 9.8: Resultados experimentales con estructuras cíclicas
Resulta difícil comparar el sistema ^CE con otros analizadores de GCDs debido a
los problemas de estos últimos en el tratamiento de estructuras cíclicas. Sin embargo,
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podemos considerar los resultados sobre el entorno dinámico ST como referencia de
los métodos tipo SLR(1) [99, 117], y los métodos ascendentes simples [83, 179] se
pueden asimilar a los analizadores en un entorno Sl sin sincronización. La figura 9.8
ilustra los resultados obtenidos, comparando, en la parte superior, el número de varia-
bles instanciadas en los tres entornos dinámicos3, 51, S2 y ST . Por su parte, en la parte
inferior de la figura se trata la mejora de eficiencia en la detección de ciclos gracias al
uso del autómata LALR(1) como control estático.
9.4 Análisis sintáctico parcial
En este apartado deseamos estudiar los distintos analizadores abordados en el capí-
tulo 8 para el tratamiento del análisis parcial. Para ello, en primer lugar repetiremos
los tests realizados en la subsección 9.1.1 empleando los esquemas de análisis parcial
mencionados. La figura 9.9 muestra directamente la representación gráfica de los re-
sultados obtenidos. Como se puede observar, se mantiene la relación existente para el
caso de los analizadores completos. Las estrategias mixtas, y en concreto el sistema
1CE, que incorpora un control estático presentan los mejores rendimientos, mientras
que la estrategia ascendente únicamente presenta un buen comportamiento para cade-
nas de entrada pequeñas. La figura 9.10 sintetiza los resultados.
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Figura 9.9: Resultados en análisis parciales
3Debido a la problemática señalada, en los entornos dinámicos SZ y ST se ha realizado una estimación
del número mfnimo de variables a instanciar en dichos entornos.
6 8 10 12 14
Longitud entrada
4
expr-arit-no-rec
Descendente -^•
Ascendente
Ice
1816
100000
9.4. ANÁLISIS SIIVTÁCTICO PARCIAL 183
loooo ^
1000
l00
10
Descendente --^-
Ascendente ----------
Earley ••°°"^°••
Ice
/ ......^ ....»...../ ........«........
, .....x...
...x.... .
....----^'
...M.........
--.-•^-
...M.........
..
^^
4 6 8 10 12 14 16 18
Longitud entrada
Figura 9.10: Resumen de resultados con análisis pazcial
A continuación hemos relacionado los resultados de las figuras 9.9 y 9.2 para
los análisis pazcial y completo, respeĉtivamente, de los tests descritos en la subsec-
ción 9.1.1. Esta relación indica el incremento en tanto por ciento del número de items
generados con un esquema de análisis pazcial frente a su correspondiente esquema de
análisis completo. La figura 9.11 muestra estos incrementos y supone una estimación
práctica del incremento del coste computacional que supone sustituir un esquema de
análisis completo por su correspondiente extensión al análisis parcial. La parte izquier-
da recoge los resultados para los esquemas ascendente, Earley e ^CE. Como se observa,
el esquema ascendente presenta un crecimiento lineal, mientras que los esquemas mix-
tos, Earley e ^CE, tienden a estabilizazse en torno al 200%. Por su parte, el esquema
descendente presenta un comportamiento totalmente irregulaz, tal y como se observa
en la parte derecha de la figura. Esto es debido en parte al comportamiento irregular de
los restrictores, y en pazte a la interpretación tabuláda del esquema de análisis.
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Figura 9.11: Coste de la extensión al análisis pazcial
Continuando con los experimientos anteriores, hemos repetido los análisis de la
subsección 9.1.1, pero en esta ocasión sobre un jue ĝo de prueba compuesto por con-
juntos de cadenas de entradas generados aleatoriamente. De esta forma comprobamos
el comportamiento de los esquemas parciales ante cadenas erroneas. La figura 9.12
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muestra los resultados para cada una de las gramáticas, que se resumen en la figu-
ra 9.13. En dichas figuras se observa cómo los esquemas con una estrategia mixta
continúan siendo los más eficaces, destacando el sistema ^cE sobre el algoritmo de
Earley. Por su parte, el esquema ascendente presenta una vez más un crecimiento ex-
ponencial, mientras que el descendete presenta un crecimiento lineal, un tanto irregular
debido a la aleatoriedad de las cadenas de entrada.
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Figura 9.12: Análisis parcial de cadenas er^`óneas
9.5 Tabulación
En este apartado realizaremos un breve experimento puesto que los resultados de apar-
tados anteriores ya destacaban el beneficio derivado de la aplicación de las técnicas
de tabulación. Para ello emplearemos analizadores con una estrategia similar: SLR
Inference, AID e ^CE. Todos ellos se basan en el uso de un autómata de tipo LR como
control estático, pero únicamente ICE incorpora técnicas de tabulación. La gramática
empleada contiene únicamente dos cláusulas:
expr(plus(X, Y)) -> expr(X), [+], expr(Y)
expr(num) -^ [a]
Y las cadenas de entrada analizadas son de la forma:
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Figura 9.13: Resumen: análisis parcial de cadenas erróneas
El número de items generados en cada sistema para distintos valores de i se muestra a
continuación y el gráfico correspondiente, en la figura 9.14. Los sistemas sin tabulación
equivalen a un entorno dinámico ST , mientras que el sistema 1C>? emplea un entorno
dinámico Sl. Como se observa, en ST la complejidad temporal es exponencial.
1 2 3 4 5 6 7 8 9 10 I1
AID 6 15 39 109 325 1018 3306 11028 37548 129926 455510
st.[tinf 13 34 91 259 781 2464 8041 26917 91891 318637 1119031
tcE 8 15 25 38 54 73 95 120 148 179 213
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Figura 9.14: Resultados en ST y S1
Por último, si nos centramos únicamente en el sistema IcE, para los análisis descri-
tos en la sección 9.3, también se han calculado:
• Número de items generados en el entorno dinámico S1, y una estimación de una
cota inferior para el número que hubiese sido necesario generar en S2 y ST .
• Número de transiciones dinámicas que sería necesario generar si se empleasen
técnicas de tabulación sin sincronización.
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Figura 9.15: Rendimiento de la tabulación en ^CE
• Número de transiciones dinámicas generadas con la técnica de tabulación con
sincronización.
Los resultados se muestran en la figura 9.15, y vienen a corroborar la eficacia de las
técnicas de tabulación implantadas.
CAPÍTULO 1 ^
CONCLUSIONES Y TRABAJO FUTURO
En este capítulo expondremos las conclusiones sobre el trabajo realizado y trazaremos
las posibles líneas a seguir para su mejora y ampliación.
10.1 Conclusiones
En el presente trabajo de tesis doctoral hemos introducido y desarrollado de forma
progresiva diversas técnicas de análisis sintáctico con el objeto de mejorar la eficiencia
de los analizadores. Para conseguir una aproximación utilizable en la práctica, hemos
centrado nuestro trabajo en tres ejes principales:
• Reducir el espacio búsqueda, evitando la realización de cálculos inútiles.
• Incorporar técnicas de programación dinámica, mejorando la compartición de
cálculos redundantes.
• Extender el dominio de terminación en el análisis de formalismos gramaticales
lógicos.
El algoritmo de Earley es un buen punto de partida para derivar otros algoritmos
de análisis más complejos. En este sentido, hemos derivado un algoritmo GLR para el
análisis de gramáticas independientes del contexto arbitrarias usando varios esquemas
intermedios, aplicando en cada paso transformaciones simples e intuitivas. El resulta-
do [ 11) es un algoritmo en programación dinámica que se integra de forma natural en
el marco común propuesto por Lang, con una complejidad temporal de C^(^3) en el
peor caso y un comportamiento lineal en el mejor de los casos, tal y como indican los
resultados experimentales. Esta eficiencia ha sido obtenida tanto por la eliminación de
cálculos redundantes, como por el alto grado de compartición obtenido.
El análisis de formalismos de evaluación lógica presenta dificultades tanto por los
problemas de terminación como de eficacia. La técnica propuesta puede ser extendida
para tratar formalismos gramaticales que contienen un esqueleto IC. Tal y como de-
muestra De la Clergerie [ 179], existe una extensión directa de las técnicas de análisis
sintáctico independiente del contexto basado en autómatas al análisis de cláusulas de
Horn. El formalismo gramatical basado en cláusulas de Horn más conocido son las
GCDs [104, 105]. Podemos entender las GCDs como un esqueleto IC con atributos
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asociados a cada símbolo gramatical. En esta línea, hemos descrito una implemen-
tación de un analizador para GCDs basado en la especificación LALR(1) del sistema
^CE [12]. ^
En un sentido más amplio, hemos descrito una estrategia paza implementaz analiza-
dores paza GCDs. Nuestro marco operacional son los ALPs en programación dinámi-
ca. La arquitectura es un esquema de evaluación ascendente optimizado con un control
predictivo dado por un autómata LALR(1). El sistema asegura tanto un tratamiento
óptimo de la compaztición de cálculos como la completud y corrección para las GCDs
sin símbolos de función.
La propuesta desarrollada para el sistema iCE persigue un compromiso entre la
compartición en el bosque de análisis y la compartición de cálculos. Én este sentido,
el uso de un esquema de evaluación de naturaleza ascendente posibilita la introducción
de un entorno dinámico Sl, que garantiza una compartición óptima tanto del espacio
de búsqueda como del proceso de cálculo. Dentro del entorno Sl, agrupar los items en
conjuntos y sincronizar los mismos nos permite reducir la generación de transiciones
dinámicas. En lo que respecta al bosque de análisis, la elección de un grafo Y/O nos
asegura la mejor compartición dados un esquema de análisis y un entorno dinámico
cualesquiera.
Recapitulando, hemos desbrozado aspectos teóricos y metodológicos de un analiza-
dor de GCDs, discutiendo la posibilidad de explotar de forma eficiente las herramientas
formales de análisis previamente desarrolladas en la teoría del análisis independiente
del contexto.
Un inconveniente serio en los formalismos lógicos es el problema de la no-termi-
nación. Hemos abordado este problema sobre la base del analizador presentado en
el sistema ^CE, sin que ello suponga una penalización apreciable de su rendimiento.
Es decir, hemos tratado dos causas posibles de no-terminación, sin detrimento de los
casos en que no existen estructuras cíclicas, tanto en la eficiencia como en el grado de
compartición de cálculos: '
• El primer problema es la detección, representación y manejo de términos cícli-
cos. Este problema, estrechamente relacionado con la programación lógica, es
común en aquellos algoritmos de unificación que implican el recorrido de es-
tructuras potencialmente infinitas. Una solución, muy extendida por razones de
eficiencia, consiste en prohibir y evitar este tipo de estructuras. En nuestro caso
hemos adaptado el algoritmo de unificación para su tratamiento haciendo uso
de las propiedades de compartición de la programación dinámica, reduciendo de
esta forma la complejidad computacional asociada.
• El segundo problema implica el tratamiento de derivaciones cíclicas y guazda una
estrecha relación con la estrategia de análisis. Aquí hemos enfocado la cuestión
desde el punto de vista de la programaĉión dinámica, explotando la sincroniza-
ción y ordenación del dominio, mejorando la técnica de tabulación y explotando
la analogía con el análisis independiente del contexto clásico.
En el marco del análisis natural, la separación de la etiquetación en una fase pre-
via reduce el coste del análisis sintáctico. Esta decisión se justifica simplemente por
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la complejidad flexiva de las lenguas naturales. La sepazación abordada evita gran
cantidad de predicciones tanto en estrategias con predicción dinámica como estática,
respectivamente durante el análisis o durante la creación del control estático.
En cuanto al análisis parcial, hemos enfocado el problema desde un marco descrip-
tivo basado en la noción de esquema de deducción, sobre el que hemos desarrollado
extensiones para los esquemas de análisis tratados a lo largo de la memoria. EI empleo
de este mazco descriptivo común nos ha permitido comparar de forma transparente la
eficiencia de dichas extensiones.
En lo que respecta a la aplicabilidad práctica de la programación dinámica en el
tratamiento de formalismos gramaticales complejos hemos revisado, dentro de un mar-
co descriptivo común, las propiedades computacionales de vazios de los esquemas más
conocidos en el análisis de formalismos en el continuum de formalismos de tipo Horn,
que va desde las GICs hasta las GCDs. Hemos experimentado con el problema de
la compartición de cálculos en un entorno en el cual el no determinismo es habitual,
mostrando el interés práctico de la programación dinámica independientemente del es-
quema de análisis sintáctico empleado.
Como resultado adicional, en los ejemplos tratados hemos observado la superiori-
dad de los esquemas de análisis ascendente con algún tipo de control estático frente a
los descendentes puros o ascendentes con control dinámico. En nuestro, caso particular,
la indexación del análisis permite compensar la diferencia con aquellos casos particula-
res en los que la técnica de retroceso maneja de forma eficiente el espacio de búsqueda.
Finalmente, los resultados prácticos pazecen mostraz un rendimiento por encima de lo
previsto en las estimaciones teóricas.
10.2 Trabajo futuro ^
Los resultados del trabajo presentado en la memoria que nos ocupa no terminan en este
punto sino que mazcan diversas líneas en las que continuaz el esfuerzo de investigación
y desarrollo planteado. Entre estas líneas resaltazemós:
• Implantación de un entorno integrado de desarrollo que facilite las tazeas de crea-
ción, depuración y puesta en producción de las gramáticas desde el punto de vista
del usuazio.
• Inclusión de las estructuras de rasgos [31] como mecanismo de generalización
de las GICs.
• Mejorar la obtención del esqueleto IC de las gramáticas de manera que el con-
trol estático resultante sea más eficaz, por ejemplo instanciado parcialmente los
símbolos de la gramática [32].
• Extensión de los formalismos gramáticales con resultados provenientes de la
programación lógica:
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El tratamiento de la negación [7, 41 ] por parte del analizador permite la
extensión de los formalismos gramaticales con cazacterísticas como la in-
clusión de constituyentes por defecto.
Otros resultados como la satisfacción de restricciones [ 136, 80] y las lógi-
cas de segundo orden y de orden superior [63, 137] permitirán acercaz el
analizador sintáctico a formalismos gramaticales como HPSG [ 106].
• Desarrollo e implantación de una interfaz que permita el intercambio de infor-
mación y la cooperación con analizadores semáticos.
10.3 T^abajos relacionados
Dentro del propio grupo de investigación CoLe, se mantienen diversas líneas de inves-
tigación de forma paralela a la descrita en el presente trabajo:
• Aplicación de las técnicas de análisis sintáctico consideradas al caso de las gra-
máticas lineales de índices y gramáticas de adjunción de árboles [8].
• Adaptación de los algoritmos de análisis sintáctico paza la reparación automática
de errores en la cadena de entrada [ 158, 159].
• Desarrollo de algoritmos para el encaje aproximado de árboles y su integración
de los algoritmos de análisis sintáctico [160].
• Análisis morfosintáctico [56].
• Aplicación de las técnicas anteriores, y otras nuevas, a la recuperación de infor-
mación [20, 19, 163].
APÉNDICE A
SDGS ADICIONA LES
En este apéndice se recopilan los SDGs que no se incluyeron en el desarrollo de la
memoria por motivos de brevedad.
A.1 Palabras desconocidas
En esta sección incluimos los SDGs correspondientes a la transformación del SDG
para el análisis con palabras desconocidas del algoritmo de Earley al SDG de los anali-
zadores LR(k). Sobre la notación empleada, recordaremos que wl ••• wn es la cadena
de entrada y desc representa una palabra desconocida. Los SDGs se muestran en las
figuras A.1, A.2 y A.3.
Figura A.1: SDG del algoritmo de Earley con palabras desconocidas
A.2 Análisis sintáctico parcial de GICs
En esta sección incluimos los SDGs correspondientes a la transformación del SDG para
el análisis parcial del algoritmo de Earley al SDG de los analizadores LR(k). Sobre la
notación empleada, recordaremos que wl ••• wn es la cadena de entrada y S el conjunto
de símbolos iniciales. Los SDGs se muestran en las figuras A.4, A.5 y A.6.
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Figura A.4: SDG del algoritmo de Earley para análisis parcial
Figura A.S: SDG del algoritmo LR(0) sin control finito para análisis parcial
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