Abstract A modification of the method of geometric models is proposed and applied to the study of multiplicity functions of group extensions.
Clearly, J q k+1 is equal to J k,p k ,a(k,p k ) if a(k, p k ) > 0 and J q k ,p k otherwise. Transformation T maps J q k+1 ∪ J k+1 onto J 1 ∪ J k+1 , but it is not defined at stage k + 1.
Considered construction gives the realization of any transformation of rank 1 convenient for us. We say that an automorphism T desribed above belongs to the class A, if there exists a sequence of positive integers k n such that k n → ∞, p kn → ∞, a(k n , p) = 0 (1 ≤ p ≤ p kn ), µ(T Jq kn ,p kn ∩J 1,1 ) µ(J 1,1 )
→ 1 as n → ∞.
Note that the class A is the subset of rigid (T rn → E as r n → ∞, where E is the identity operator) transformations of rank 1.
Construction of skew products. We fix M = {1, n 1 , n 2 , . . .} ⊆ N and T from class A. We denoteÑ = j n j (Ñ ≤ ∞), l = #{n 1 , n 2 . . . .} (l ≤ ∞),
where T is the circle {c ∈ C :| c |= 1} identified with [0, 1) in a standard way, C(T ) = {S ∈ Aut(µ) : T S = ST }. Denote ω γ (x) = −1, 0 ≤ x < γ 1, γ ≤ x < 1 (γ, x ∈ T ≡ [0, 1)).
In the sequal it is convenient to use the numbering of the coordinates ofβ ∈ Ω according to structure of M . Vector-function ωβ(x) = (ω β 1 (x), ω β 1 (S 1,1 x), . . . , ω β 1 (S 1,n 1 −1 x), ω β 2 (x), ω β 2 (S 2,1 x), . . .) and the transformation T ωβ , acting on the group T × ZÑ 2 ≡ [0, 1) × {−1, 1}Ñ with Haar measure m = µ × l × l × · · · (l{i} = 0.5, i ∈ {−1, 1}) by the formula T ωβ (x, y) = (T x, ωβ(x) * y), where * is the coordinatewise multiplication, corresponds to eachβ ∈ Ω, wherẽ β = (β 1 , β 2 , . . . , S 1,1 , S 1,2 , . . . , S 1,n 1 −1 , S 2,1 , S 2,2 , . . .) (S i,j ∈ C(T ), β i ∈ T)
Let us remark that C(T ) as a closed subset of Aut(µ) relative to the weak topology is a Polish (complete separable metric) space. Therefore Ω is a Polish spase relative to the product topology.
We say that for a generic element from topological space D the property holds if the set of elements from D with this property contains a dense G δ subset of D.
Theorem 1. For each automorphism T from class A for a genericβ ∈ Ω the transformations T ωβ are ergodic, M (T ωβ ) = M and any eigenfunction of T ωβ is independent of y.
Geometrical representations. The variant of the approximation of automorphisms of Lebesgue space (X, µ) by periodic transformations ( see [9] ), considering further, is more covenient for us, but, it did not mention earlier.
We say that an automorphism T admits an approximation with flat stacks in pairs (a.f.s.p.), if there exists a sequence {ξ n } of partitions of X such that
It follows that
Lemma 1. For a generic T ∈ Aut(µ) with respect to weak topology the transformation T admits an a.f.s.p..
Lemma 2.
If T admits an a.f.s.p. then T andT are isomorphic for someT from the class A.
It is clear that from Lemmas 1 and 2 using Theorem 1 we have immediately the following general result.
Theorem 2. For a generic T ∈ Aut(µ) with respect to weak topology and for a generic
T ) any eigenfunction ofT is independent of y and
Remark 1. It is easily shown that for each transformationT there exists a transformation S of formT × S 1 such that any eigenfunction of S is dependent only on x and y and
Remark 2. For a generic vector-function ω(x) with respect to weak topology and for a generic transformation T we have M (T ) = {1} (consequentlyT is ergodic), wherẽ
In general, an automorphism admiting an a.f.s.p. can not have continuous spectrum, but the set of the transformations having continuous spectrum is generic in Aut(µ). Finally we have:
Corollary. For a generic T ∈ Aut(µ) and for each M ⊆ N ∪ {∞} (1 ∈ M ) there exists a group extensionT of T such that
andT have a continuous spectrum in {f : f ≡ const} ⊥ .
Generalized geometric models and metrics ρ k . We fix T from the class A and collection of half-open intervals J 1 , ..., J q k , J k at stage k. We define the injective map
For any x ∈ [0, 1) there exists a number t ∈ Z + such that
where
Obviously, for any x and for sufficiently large k we have ϕ k (x) ∈ [0, 1) 2 . The Euclidean metric on R 2 defines a metric ρ k on [0, 1) by the formula
The equivalence classes of the characters. We consider the groupẐÑ 2 of all characters of the group ZÑ 2 ≡ {−1, 1}Ñ . Every character χ(y) depends on the finite coordinates. Therefore, for any y = (y 11 , y 12 , . . .) ∈ {−1, 1}Ñ we have
where i kl ∈ {0, 1} and i kl = 0 for sufficiently large k. Henceforth we shall identify the character χ and the corresponding collection (i 11 , i 12 , . . .) from {0, 1}Ñ with finite support.
We define a relation equivalence onẐÑ 2 by the following conditions:
The Hilbert space L 2 (T × {−1, 1}Ñ , µ × lÑ ) can be represented as the direct sum of subspaces H χ invariant with respect to T ωβ , where
The operator T ωβ on the subspace H χ is spectrally isomorphic to the operator
acting on L 2 (T, µ), where
We denote V χ = ω χ (x)T , σ χ is the measure of maximal spectral type of the operator V χ .
Theorem 1 as a corollary of Theorem 3.
Theorem 3. For each transformation T from the class A and for a genericβ ∈ Ω we have:
1. For each χ ∈ẐÑ 2 the operator V χ has a simple spectrum.
For each
3. For each
where C(h)=C Tωβ (h) is the closed linear span of the vectors T n ωβ h, n ∈ Z (cyclic space with respect to T ωβ for vector h), σ h is the spectral measure corresponding to h, that is the unique Borel measure on T ≡ [0, 1) for whicĥ
We write down all the cardinalities of the equivalence classes the setẐÑ 2 :
1, 1, 1, . . . , n 1 , n 2 , . . . .
By part 1 of Theorem 3 we have
Therefore, by parts 2 and 3, we have
The ergodicity of T ωβ and the independence of all eigenfunctions of T ωβ from y follows immediately from part 4 of Theorem 3, since T is ergodic. 2
Topological lemma. Fix ε > 0,Ñ < ∞, l ≤Ñ and the sequences
We denoteŨ
Lemma 3. Let ε > 0 and k n → ∞ as n → ∞. Suppose that
Then the set m n>m
is an everywhere dense subset in Ω with respect to the product topology.
Proof of Lemma 3. Every neighborhood of Ω contains a set of the following form
prove, that for any i and for sufficiently large ñ
We use the following fact.
Lemma 4. [7]
If a sequence of functions h n is bounded in norm, U is a unitary operator on separable Hilbert space, and h n −U h n converges weakly to 0, then h n −P U h n converges weakly to 0, where P U is the operator of orthogonal projection onto H inv = {h : h = U h}.
We consider the sets
It is not hard to see that
For the operatorT corresponding to ergodic T from Lemma 4 we have
Therefore, by (3), we get (2) (1 ≤ i ≤ l)
For any S ∈ C(T ) there exists a sequence of integers t n (n ∈ N) such that T tn → S as n → ∞ (see [10] ). Therefore for any sequence m n → ∞ and for any i we have
We choose m n , so that
Therefore, by (3), we get (2) (l < i ≤Ñ ) 2
Principal points of the prof of Theorem 3. The part 2 of Theorem 3 follows from the evident definition of a unitary operator U with
For each character χ ∈ẐÑ 2 we choose the open sets
and U ε (k) from Topological lemma, such that the proof of the part 1 for V χ andβ ∈ m n>m U ε (k n ) essentially follows the proof of Theorem 4 in [8] . Here the sets on which the functions ω χ (x) have constant sign are determined by the analogous sets for the functions
For each pair χ 1 , χ 2 (χ 1 ∼ χ 2 ) we choose U ε (k) similarly as above. The proof of the part 3 is based on the following assertions.
Lemma 5. Suppose that T is ergodic and ϕ ∈ L 2 (X, µ), where | ϕ(x) |= 1 for almost all x. If T k i converges weakly to E, then the operator U
E converges weakly to 0, where Henceforth forβ ∈ m n>m U ε (k n ) there exists δ > 0 such that for any n
Combining this with T q kn → E as n → ∞ we prove the part 3.
Henceforth we choose U ε (k n ) so that for sufficiently large n
The part 4 forβ ∈ m n>m U ε (k n ) follows from Lemma 5 and from next assertion, which is very very simple.
Proposition 1. Let c ∈ C and | c |< 1. If a sequence of unitary operators U rn converges weakly to cE as n → ∞, then the operator U has a continuous spectrum.
Finally, the generic set in Theorem 3 is obviosly, intersection of the generic sets considered above.
General notations. Below we shall use the following notations:
where χ(y) = y
Proof of Lemma 5. Let f, g ∈ L 2 (χ, µ) and
and a equality H inv = C1, by Lemma 4, we have
Using
and an equality (
The sets on which the functions ω (n)
β (x) have constant sign. We consider generalized geometric models of T from the class A.
where z i (n, x) (i = 1, 2) are the coordinates of the point ϕ kn (x) ∈ R 2 .
The proof of Proposition 2 follows immediately from the remarks:
Four technical lemmas.
Lemma 7.
There exist a number ε > 0 and an index n 0 such that for any index n greater that n 0 there exist
such that the following inequalitys hold:
Proof of Lemma 7. We consider generalized geometric models of T . The part 1 follow directly from Proposition 2.
We prove part 2. Let
Using definition of the class A we have
where I(n) + c = {x ∈ T : ∃y ∈ I(n) : z 1 (n, x) = z 1 (n, y) + c mod 1}.
Using Proposition 2 we have
for sufficiently large n we have the inequality (6).
We prove part 3. Let s i (n) = −[p kn · (i − 1)/5]g kn (i = 2, 3). We choose γ 3 = γ 3 (n) so that z 1 (n, γ 3 ) = 0.2. Using Proposition 2 and (9), we have
Using (8) and Proposition 2, for some c ∈ {−1, 1} we have
From (1), we have
whereĨ(n) = {x ∈ T : z 2 (n, x) = 0}. Therefore T −s i (n) → E as n → ∞, and the part 4 is proved. 2 Lemma 8. If χ 1 ∼ χ 2 , then there exist a number ε > 0 and an index n 0 such that for any n > n 0 there existsβ = (β 1 , β 2 , . . . ,
Proof of Lemma 8. We use the notationβ = (β 1 , β 2 , . . . , S 1,1 , S 1,2 . . .).
I. We consider the special case i rt = j rt = 0 (2 ≤ r, 1 ≤ t ≤ n r ), where χ 1 = y 
is false, then we denote β 1 = γ 1 , S 1,1 = S 1,2 = . . . = E and γ 1 from Lemma 7 (we choose
Using (5), for sufficiently large n we have
If (10) is true, then from χ 1 ∼ χ 2 it is not hard to see, that substituting i for j and j for i (if it is necessary) we have at least one of the following variants:
) then we have at least one of the variants 1-4. Otherwise, at least one variant from 5-10 is valid).
We determine β 1 and S 1,j (1 ≤ j ≤ n 1 − 1) in any variant respectively.
where γ i , s i (1 ≤ i ≤ 3) from Lemma 7. In any way we get, that M om n is a left part of (6) or (7) . Lemma 8 in case I is proved.
II. The general case is a simple consequence of I. Indeed, for any character χ = If for some t 0 χ 1 (t 0 ) ∼ χ 2 (t 0 ) (χ 1 ∼ χ 2 ), then we determine β t 0 , S t 0 ,1 , S t 0 ,2 , . . . as in case I. Let β t = 0, S t,j = E (t = t 0 ). Then we have what is required.
From definition of the class A it follows that z 1 (n, 0) = 0 < 1 − 1/p kn for sufficiently large n.
If for each
(It is possible, that m 3 = m 4 ). Let m 1 = 1 for definiteness. We choose β t 1 = β t 2 , β t = 0 (t ∈ {t 1 , t 2 }), S t,j = E (t = t 1 ) and, if m 2 = 1 then S t 1 ,m 2 −1 = E. We have
The last inequality is true for β t 1 = γ 2 and S t 1 ,m 1 −1 = T s 1 , where γ 2 (n) and s 1 (n) are from Lemma 7. 2 Lemma 9. If χ = χ 0 , then there exist ε > 0 and n 0 ∈ N such that for any n > n 0
Proof of Lemma 9. Fix n, χ = y 
then we choose β r 0 = γ 1 , S r 0 j = E, where γ 1 (n) is from Lemma 7.
If (11) is false, then there exist j 1 (j 1 = j 0 ) such that i r 0 j 1 = 1. In this case we choose
, where for t 0 ∈ {0, 1} the condition j t 0 = 1 is true, and γ 2 (n), s 1 (n) are from Lemma 7.
Using (5), (6) respectively, for any n > n 0 we have
Fix a character χ = y 12 · · ·. We choose j 1 and j 2 , so that
(n r − 1).
Lemma 10. For any ε > 0 there exist δ > 0 and n 0 such that for any n > n 0 and anỹ
Proof of Lemma 10 follows directly from the next assertion.
Proposition 3 For any ε > 0 there exist δ > 0 and n 0 such that for any n > n 0 we
Proof of Proposition 3. From the condition ρ kn (β 1 , β 2 ) < δ and Proposition 2 we have consequently
Taking to account (9), we obtain the proof of part 1. The part 2 follows immediately from (8) and Proposition 2.
2
Proof of Theorem 3. We fix the characters χ 1 , χ 2 , where χ 1 ∼ χ 2 . Let χ 1 (y) = y 11 , χ 2 (y) = y 12 , n 1 > 1 for definiteness. The part 2 follows from the equality
Fix a character χ = y 12 · · · . We shall construct some dense G δ subset K of Ω, where V χ has a simple spectrum ifβ ∈ K. Let ε = 0.01, l 1 = max{j : ∃r : i j,r = 1},
(n r − 1), β(n) is defined by ϕ kn (β(n)) = (0.15, 0),
and Topological lemma that the set m n>m
Letβ ∈ m n>m U ε (k n ). Fix n, j 11 , j 12 , . . ., where β = (β 1 , . . . , S 11 , S 12 , . . .) ∈ U ε (k n ) and
From (12) and (9), for sufficiently large n we have
Since χÃ n − T χÃ n → 0 as n → ∞ and T is ergodic, by Lemma 4, we have
where f ∈ L 2 (T, µ).
We use the following fact which is a consequence of a proposition in [11] , Ch. 3.
Proposition 4.
If there exist a number Θ > 0 and a sequence of vectors h n from L 2 (T, µ) with property that
then the unitary operator U has a simple spectrum, where C U (h) is the cyclic space for vector h relative to U and
It is sufficient to prove property (15) for an everywhere dense set of vectors h. Therefore we consider only a function h constant on all half-open intervals in generalized geometric models of T , beginning with some k. It is clear that h(x) is constant on sets T −jÃ n (0 ≤ j < q kn ). It follows from definition of ε, δ(n), β(n), A n that for sufficiently large n ω χ (x) is constant on sets T −jÃ
Combining this with (13) and (14), we get
for sufficiently large n. Using Proposition 4, we have that the proof of part 1 is complete.
We prove part 3. We fix χ m = y
We shall construct the set U ε (k n ). Using the continuity of M om n (χ,β) with respect to the coordinates S i ∈ C(T ) it is not hard to determine the neighborhoods U i ⊆ C(T ) of
We choose δ > 0 (see Lemma 10) such that
if ρ kn (β
Using the same arguments, as above, we have that the set m n>m
Suppose thatβ ∈ U ε (k n ) (β from m n>m U ε (k n )). By (16),(17) the choice ofβ, we
From (18) and Lemma 5 it follows that there exists a subsequence s(p) such that
Using Lemma 6, we have that
The proof of part 4 is completely similar to part 3, where we replace Lemma 8 by Lemma 9 and Lemma 6 by Proposition 1. 2
Proof of Lemma 1. We fix the sequences of integers q 2n → ∞, p n → ∞. Let ξ 2n
and ζ 2n+1 be a partition of X = [0, 1) into q 2n and q 2n · p n half-open interval of the same length, respectively. We define a set O n of automorphisms T n by the following conditions:
1. T n ξ n = ξ n , 2. ∀j (0 < j ≤ q n ) T i n B j (n) = B j (n) ⇐⇒ i = 0 mod q n , where ξ n = {B 1 (n), B 2 (n), . . . , B qn (n)}. Let 
}.
We fix T ∈ C, n, and T n , where It is clear that η 2n ≤ η 2n+1 , µ(B 1 (2n + 1)\B 1 (2n + 1)) < µ(B 1 (2n + 1)) n , and therefore, η 2n → ε. Finally, we obtain that T admits an a.f.s.p..
To conclude the proof, it remains to note that C is a dence G δ subset. But the latter is obvious, since
Proof of Lemma 2. This Lemma can be easy proved according to following sketch and we omit the small details. Let T admits an a.f.s.p. for a sequence of partitions ξ n .
Step 1. Change ξ n to ξ n such that T admits an (a.f.s.p.) for ξ n and ξ n ≤ ξ n+1 (n = 1, 2, . . .).
The proof is the same as in [12] .
Step 2. We construct isomorphism ϕ between (X, µ) and ([0, 1), l), where l is Lebesgue measure such thatT = ϕT ϕ −1 maps J i linearly onto J i+1 (i < q n ), where ϕξ n = {J 1 , . . . , J qn , J n } consists of half-open intervals.
It is sufficient to construct ϕ as an isomorphism between σ-algebras an everywhere dense set of elements of partitions ξ n (n = 1, 2, . . .).
Step 3. Change ϕξ n to ξ n such thatT admits an a.f.s.p. for ξ n , maps J i (n) onto J i+1 (n) (i < q n ), where ξ n = {J 1 (n), . . . , J qn (n), J n } consists of half-open intervals and J 1 (n + 1) ⊆ J 1 (n) (n = 1, 2, . . .).
The proof is left to the reader. 2
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