Introduction {#Sec1}
============

The amount of strengthening of the Al matrix through dispersion of hard second phase intermetallics depends on the nature of intermetallic/matrix interfaces (coherent or incoherent), hardness of the intermetallic phases, their stability at high temperatures and size and volume fractions^[@CR1]--[@CR7]^. The types of intermetallic to be dispersed and their distribution depends on the alloying additions, heat treatment employed and mechanical working^[@CR8]--[@CR11]^. The present work is influenced by the recent reports on the development of core-shell precipitates in Al-Li-Sc^[@CR12]^ and Al-Zr-Sc^[@CR13],\ [@CR14]^ ternary alloys that have resulted in an increase in stability at high temperatures. The precipitates in binary Al-Sc, Al-Li and Al-Zr have L1~2~ ordered crystal structure with the stoichiometry Al~3~Sc (stable), Al~3~Li and Al~3~Zr (both metastable) respectively that share a coherent interface with the fcc α-Al matrix. In ternary Al-Li-Sc alloy, a two-step ageing has resulted in the formation of a shell of Al~3~Li on Sc-rich precipitates yielding a narrower particle size distribution that delays the onset of particle coarsening. Similarly, in Al-Sc-Zr alloy, the precipitates have core mostly rich in Sc with an external shell, which is Zr-rich that provides better resistance to coarsening. However, the high cost of Sc and its limited availability restricts their use in commercial Al alloys. In addition, these precipitates provide limited room temperature strength due to their inability to form in high volume fractions unlike copper rich θ′/θ″ (in Al-Cu based alloys) or Zn/Mg-rich η′ (in Al-Zn-Mg based alloys) precipitates^[@CR15]^. The alloys containing copper, in particular, the 2219 and 2618 alloys belonging to the 2XXX series of aluminium alloys, exhibit thermal stability at relatively high temperatures. However, precipitates in these alloys (θ′/θ″) coarsen rapidly at temperatures \>150 °C resulting in a steep loss of strength^[@CR16]^. The addition of Ag and Mg to 2219 alloy has been shown to form of Ω precipitates on {111} planes instead of θ′ on {100} planes. The Ω phase with an orthorhombic crystal structure is relatively more stable up to 200 °C due to the presence of layers of Mg and Ag atoms at the surface of the Ω plate-shaped precipitates. These restrict the formation of ledges thereby decreasing kinetics of coarsening at temperatures up to 200 °C^[@CR17],\ [@CR18]^.

We present a new approach in designing an Al-based alloy through conventional solid state precipitation route that provides a synergistic coupling of two different types of precipitates that can overcome the 200 °C barrier. The novelty in the current microstructure design is to heterogeneously nucleate low temperature strengthening precipitates of copper (θ′/θ″) on high-temperature Al~3~Zr precipitates having L1~2~ ordered structure that leads to resistance to coarsening of the microstructure. We have utilized a significant difference in temperatures required for nucleation/formation of these precipitates from the solute supersaturated α-Al to design the microstructure through a new three step heat treatment. A small amount of Nb was added to avoid discontinuous precipitation^[@CR19]^.

Results {#Sec2}
=======

3-Step heat treatment and subsequent microstructural evolution {#Sec3}
--------------------------------------------------------------

The as-cast alloy (Al-2Cu-0.1Nb-0.15Zr in at.% everywhere) was subjected to a unique three step heat treatment. It comprised of direct ageing of the as-cast alloy at 400 °C to form the ordered Al~3~Zr precipitates. This was followed by an optimized higher temperature solution treatment at 535 °C for 30 minutes to dissolve copper solute in the aluminium matrix without affecting the Al~3~Zr precipitates. The alloy was then aged at 190 °C to precipitate mainly θ″ along with few θ′ precipitates heterogeneously on the preexisting Al~3~Zr precipitates.

Figure [1(a)](#Fig1){ref-type="fig"} shows the cast structure that exhibits a cellular microstructure with the evidence of solute segregation at the boundaries. Elemental mapping (shown in Figure [S1](#MOESM1){ref-type="media"}) using wavelength dispersive spectroscopy (WDS) reveals enrichment of Cu along the cell boundaries with Nb and Zr partitioning inside the cells. The hardness of the as-cast alloy was found to be 740 ± 12 MPa. After ageing at 400 °C for 10 hours (peak ageing, Figure [S2a](#MOESM1){ref-type="media"}), the microstructure has still copper-rich region in the cell boundaries, as shown in Fig. [1(b)](#Fig1){ref-type="fig"}. The selected area diffraction (SAD) pattern from the cell interior along \[001\] zone axis (shown as inset) contains superlattice spots corresponding to the L1~2~ ordering along with the main fcc α-Al reflections. The darkfield micrograph taken from the 100 superlattice spot reveals a homogenous distribution of the ordered spherical precipitates inside the cells. The precipitates have an average size of \~5 nm. These ordered spherical precipitates were found throughout the microstructure without any discontinuous precipitation. Chuan and Tu^[@CR19]^ have shown that the addition of Nb to Al-Zr based alloy minimizes the lattice misfit and interfacial energy that reduces the tendency to discontinuous precipitation of L1~2~ Al~3~Zr. From the atom probe measurements, the spherical precipitates are found to be Zr-rich with small enrichment in Nb and Cu with respect to the α-Al matrix (Figure [S2b](#MOESM1){ref-type="media"}). The total solute content in the ordered precipitates determined from atom probe tomography (Al-2.03Cu-0.5Nb-22Zr) is 24.53 at.% that is close to the stoichiometry Al~3~Zr with minor amounts of Cu and Nb replacing Zr.Figure 1(**a**) Back scattered electron (BSE) micrograph of cast Al-2Cu-0.1Nb-0.15Zr alloy. BSE micrographs and TEM darkfield micrographs near to \[001\] zone axis using 100 superlattice spot reflecting L1~2~ spherical precipitates and individual ion maps from atom probe tomography (**b**) after aging at 400 °C for 10 hours and (**c**) subsequently after solutionising at 535 °C for 30 minutes.

Subsequent to the peak ageing at 400 °C, the alloy was subjected to solutionising at 535 °C (below the Al-Cu eutectic temperature to avoid incipient melting) for 30 minutes followed by quenching in water to obtain supersaturated solid solution (SSSS) at room temperature. The microstructure of the alloy after solutionising shows (Fig. [1(c)](#Fig1){ref-type="fig"}), that copper is homogenously distributed in the Al matrix (see WDS mapping, Figure [S3](#MOESM1){ref-type="media"}). However, the darkfield micrograph taken from 100 superlattice reflection reveals spherical L1~2~ ordered precipitates (Zr rich, Figure [S4a](#MOESM1){ref-type="media"}) with sizes in the range of \~5 nm, similar to that obtained before solutionising the alloy.

After solutionising, the alloy was artificially aged at 190 °C and hardness vs time plot is shown in Figure [S4b](#MOESM1){ref-type="media"}. It was also compared with that obtained from the binary as-cast Al-2Cu alloy that was directly solutionised at 535 °C for 30 minutes and artificially aged at 190 °C. The hardness increment for the Zr-containing alloy is more pronounced and higher at each time interval as compared to the Al-2Cu alloy. Binary alloy shows peak ageing response after 10 hours with a hardness value of 1260 ± 11 MPa, while hardness of quaternary Al-2Cu-0.1Nb-0.15Zr alloy peaked at 5 hours with the hardness value of 1500 ± 8 MPa, which is roughly 19% higher than the binary alloy. Figure [2(a)](#Fig2){ref-type="fig"} shows a STEM HAADF contrast image near \[001\] zone axis that reveals that most of the plate precipitates have heterogeneously nucleated (having three variants) on the pre-existing spherical Al~3~Zr ordered precipitates. In few cases, independent nucleation of the plate could also be observed. The nature of the heterogeneous nucleation is further confirmed by high-resolution STEM micrograph taken near \[001\] zone axis (Fig. [2(b)](#Fig2){ref-type="fig"}). To determine the structure of these precipitates, diffraction patterns were obtained along \[001\] zone axis from the peak aged sample, as shown in Fig. [2(c)](#Fig2){ref-type="fig"}. The diffraction pattern contains both superlattices ordered spots corresponding to L1~2~ spherical precipitates and streaks along \< 010 \> directions arising from plate-shaped precipitates. Examination along 020 direction in the reciprocal space reveals existence of two distinct patterns. This is highlighted in the cut strips from the overall pattern marked as (i) and (ii). S5 shows the unit cell structures and the lattice parameters for θ″ (Gerold Model), θ′ and L1~2~ ordered precipitates. In S6I and S6II, the experimentally obtained patterns (a) are compared with the simulated patterns (b). Indexed simulated patterns of individual θ′/θ″ variants overlapped with \[001\]~Al~ pattern are also included. The pattern in Fig. [2(c,i)](#Fig2){ref-type="fig"} contains streaks with maxima at 1/4 020~Al~, 1/2 020~Al~ and 3/4 020~Al~ positions that are characteristics of θ″ precipitates (indexed as $\documentclass[12pt]{minimal}
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APT measurements (Fig. [2(d)](#Fig2){ref-type="fig"}) show the plate-shaped precipitates (orange color) to be copper rich and nucleated on the Zr-rich spherical precipitates (purple color). The composition of the copper rich and Zr-rich precipitates is measured to be Al-13.3Cu-0.2Nb-0.57Zr and Al-1.02Cu-0.8Nb-23.24Zr respectively (Figure [S7](#MOESM1){ref-type="media"}). The copper content in the plate-shaped precipitates also suggests that these are θ″ precipitates having composition closer to the stoichiometric Al~3~Cu. The θ′ precipitates, observed occasionally, are fewer in number and the microstructure is dominated by θ″ precipitates.

Figure [3(a) and (b)](#Fig3){ref-type="fig"} shows the peak aged microstructure of the Zr-containing quaternary alloy and the binary Al-2Cu alloy near \[001\] zone axis respectively. It is evident that the quaternary alloy has much finer distribution of copper rich plates with higher number density than the binary alloy. The average length and the number density of the plates are 113 ± 43 nm and 0.9 × 10^21^ m^−3^ respectively for peak aged binary Al-2Cu alloy, while for Zr-containing quaternary alloy the maximum size observed is 90 nm with average of 31 ± 28 nm and the number density is 18 × 10^21^ m^−3^.Figure 3Microstructural comparison of Al-2Cu-0.1Nb-0.15Zr and Al-2Cu alloys. Al-2Cu-0.1Nb-0.15Zr alloy after (a) final step agi**n**g at 190 °C for 5 hours, (**c**) 50 hours exposure at 250 °C and (**e**) 50 hours exposure at 300 °C. Al-2Cu alloy after (**b**) peak aging at 190 °C for 10 hours, (**d**) 50 hours exposure at 250 °C and (**f**) 50 hours exposure at 300 °C.

The stability of the peak aged microstructure for both the alloys after 50 hours of exposure at 250 °C and 300 °C is shown in Fig. [3(c--f)](#Fig3){ref-type="fig"} respectively. It is evident that the reduction in number density (Figure [S8a](#MOESM1){ref-type="media"}) and increase in the length of the plates (Figure [S8b](#MOESM1){ref-type="media"}) is more pronounced in the case of binary Al-2Cu alloy. After exposure to 300 °C for similar time (50 hours), the precipitates remain plate shaped in quaternary alloy, while in binary alloy, most of them transform to coarse equilibrium θ precipitates in the α-Al matrix. The number density of copper rich plates decreases with time for both the alloys. However, the effect is more pronounced for Al-2Cu alloy as compared to Al-2Cu-0.1Nb-0.15Zr alloy. This decrease in the number density is reflected in a sharp decrease in the hardness value (Figure [S8c](#MOESM1){ref-type="media"}) for the binary alloys.

Phase field simulation {#Sec4}
----------------------

To understand this further, we have carried out phase field simulations of microstructural evolution in model quaternary and binary alloy systems^[@CR20]^. In the simulations, the interfacial energies between the coexisting Al~3~Zr, θ″ and the Al-rich matrix phases are assumed to be similar. The misfit between Al~3~Zr and the Al-rich matrix phase is positive and dilatational in nature (estimated to be + 0.007 from the experimental diffraction data). The coherent θ″ precipitates appear in the form of plates with the broad faces having a small positive lattice mismatch (\~ + 0.002) and the edges having a large and negative misfit (\~ −0.05) with respect to the matrix phase. Further, the atomic mobility of Zr is assumed smaller than that of Cu at the ageing temperature. The quaternary alloy system is approximated with a simpler ternary alloy system containing three atomic species A, B and C. B and C denote the principal alloying elements in the system. At a particular aging temperature, the alloy exhibits two ordered phases (denoted as $\documentclass[12pt]{minimal}
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We use homogeneous modulus approximation to obtain the elastic strain energy of the system. The elastic strain energy of an elastically homogenous coherent microstructure is evaluated by using Khachaturyan's microelasticity theory^[@CR23]^:$$\documentclass[12pt]{minimal}
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The tetragonal θ″ phase has anisotropic, crystallographically equivalent misfit with the $\documentclass[12pt]{minimal}
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The spatiotemporal evolution of microstructure is studied by solving Cahn-Hilliard equation for the composition fields and Allen-Cahn equation for the order parameter fields:$$\documentclass[12pt]{minimal}
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The simulations are carried out in a two dimensional system of size $\documentclass[12pt]{minimal}
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Figure [4(a)](#Fig4){ref-type="fig"} shows the simulated phase field microstructure for the quaternary alloy after the final ageing at 190 °C for 1000 s. It resembles the experimentally obtained microstructure that shows plate-shaped θ″ precipitates primarily forming on the surfaces of Al~3~Zr precipitates, although we do observe a few independent nuclei of θ′ in the matrix. Figure [4(b)](#Fig4){ref-type="fig"} shows examples of compact strain accommodating patterns, where 2, 3, 4 crystallographic variants of θ″ enclose Al~3~Zr precipitates and their comparison with APT reconstructions. The formation of θ″ on the surfaces of pre-existing Al~3~Zr precipitates gives rise to compact (often sandwich-like) morphological features, where the central Al~3~Zr precipitate is surrounded by plates of θ″. Figure [4(c)](#Fig4){ref-type="fig"} shows the comparison of time snapshots of evolution of θ″ precipitates in the presence and absence of spherical Al~3~Zr precipitates. It can be established that in the compact morphological microstructure, the θ″ precipitates grow at a significant slower rate compared to the homogeneously formed θ″ precipitates in binary Al-2Cu alloy.Figure 4(**a**) Heterogeneous $\documentclass[12pt]{minimal}
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                \begin{document}$$\mathrm{nucleation}\,\mathrm{of}\,$$\end{document}$θ″ precipitates on pre-existing Al~3~Zr precipitates obtained from phase field simulations, (b) examples of compact strain accommodating patterns where 2, 3, 4 crystallographic variants of θ″ enclose Al~3~Zr precipitates with experimental APT reconstructions, (**c**) comparison of time snapshots of evolution of θ″ precipitates in the presence and absence of Al~3~Zr precipitates obtained from phase field simulations and (**d**) rate of coarsening of plate shaped precipitates (determined using Hoshen-Kopelman algorithm) compared for the two systems.

Discussion {#Sec5}
==========

The slower growth kinetics for the quaternary Al-Cu-Nb-Zr alloy as compared to the binary Al-Cu alloy can be discussed on the basis of two factors; additional elastic strain energy minimization and Nb (and Zr) solute-vacancy binding energy.

The formation of compact precipitates is attributed to the minimization of elastic strain energy. Al~3~Zr precipitates provide heterogeneous nucleation sites to θ″ precipitates. The broad faces of θ″ precipitates enclose the Al~3~Zr precipitates leading to formation of "compact" precipitate morphology. Formation of such compact precipitates leads to a significant reduction in coherency strain, thereby reducing the elastic strain energy. For example, in a sandwich-like morphology where two θ″ plates of same crystallographic orientation enclose an Al~3~Zr precipitate, the effective misfit strain reduces to + 0.003. Further, the overlapping of strain and diffusion fields when Al~3~Zr is bounded on all the sides with θ″ variants restricts the growth of the variants. Similar compact/ composite morphologies with excellent thermal stability have been reported in INCONEL 718, Al-Li-Zr, and Al-Li-Sc-Zr alloy systems^[@CR25]--[@CR27]^. Moreover, the compact precipitates, formed because of strain accommodation, exhibit a uniform ('monodispersed') size distribution resulting in significantly delayed coarsening. We should also note that the presence of prior Al~3~Zr precipitates is the key to the formation of compact morphology -- they contribute to the reduction of misfit strain as well as retention of compact morphology with a uniform size distribution. Therefore, the sluggish diffusion of Zr through the matrix also significantly retards the growth and coarsening of the compact morphology. On the other hand, the elongation of θ″ plates along low misfit directions and their thickening happens far more rapidly in the absence of Al~3~Zr precipitates. The rapid growth of isolated θ″ plates may lead to loss of coherency along the edges and transformation to semi-coherent θ′ plates. Through the phase-field simulations, we demonstrate that growth kinetics of θ″ plates is indeed affected by the presence of coherent Al~3~Zr precipitates. The simulated coarsening rate for the θ″ plates is significantly lower in the microstructure containing Al~3~Zr precipitates (Fig. [4(d)](#Fig4){ref-type="fig"}). The average size of θ″ plates at each time step is calculated using a cluster counting algorithm developed by Hoshen and Kopelman^[@CR24]^. The total number of particles (number of red clusters) and the total area occupied by the clusters is determined at each time step from which we compute an average cluster size. To obtain the coarsening rate, counting is started at $\documentclass[12pt]{minimal}
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One additional factor to be considered is Nb and Zr solute -- vacancy interaction in α-Al matrix. Atom Probe data shows some amount of Nb and Zr still remains in the α-Al matrix. In Al alloys, Nb and Zr atoms exhibits very high value of solute vacancy binding energy of the order 0.18 ± 0.02 eV^[@CR28]^ and 0.24 ± 0.02 eV^[@CR29]^ respectively as compared to Cu atoms (0.0 ± 0.12 eV)^[@CR30]^. Since the diffusion of solute happens through vacancy migration, higher Nb and Zr solute-vacancy binding energy slows down the diffusion of Cu atoms in the matrix. Hence, the quaternary alloy coarsens at a slower rate than the binary Al-Cu alloy.

Mechanical properties {#Sec6}
---------------------

Tensile properties were measured for quaternary Al-2Cu-0.1Nb-0.15Zr, ternary Al-0.1Nb-0.15Zr and binary Al-Cu alloys (peak aged at 190 °C) at room temperature and at 250 °C (Fig. [5](#Fig5){ref-type="fig"}). The 0.2% proof stress and UTS for quaternary alloy at room temperature were measured to be 460 ± 18 MPa and 540 ± 20 MPa (with 6 ± 0.9% elongation). The strength values are significantly higher than both the ternary (180 ± 14 MPa and 230 ± 16 MPa with 14 ± 1.2% elongation) and the binary alloys (265 ± 16 MPa and 395 ± 22 MPa respectively with 12.5 ± 1.2% elongation). At 250 °C, the strength values for quaternary alloy were 250 ± 16 MPa and 260 ± 19 MPa (with 8.5 ± 0.7% elongation), much higher than the ternary (135 ± 13 MPa and 145 ± 15 MPa with 19 ± 1.4% elongation) and binary alloys (130 ± 14 MPa and 140 ± 17 MPa). The synergistic effect of both type of precipitates in quaternary alloy is more pronounced at high temperature.Figure 5(**a**) Tensile test curves for Al-2Cu, Al-0.1Nb-0.15Zr and Al-2Cu-0.1Nb-0.15Zr alloys (peak aged at 190 °C) at room temperature and (**b**) at 250 °C.

In conclusion, we have demonstrated a concept for designing aluminium alloys through solid state precipitation reactions that utilise differences in temperature required for nucleation of different types of precipitates. An alloy based on Al-Cu-Nb-Zr was developed containing both L1~2~ ordered spherical Al~3~Zr precipitates that are stable at high temperature and copper rich plates that give extensive room temperature strength. It is shown through phase field simulation that the heterogeneous nucleation of θ″ plates surrounding the Al~3~Zr spherical precipitates leads to reduction of elastic energy and reduces the kinetics of their growth and coarsening. These contribute to stability at high temperature as well as significant strengthening at room temperature and at 250 °C.

Methods {#Sec7}
=======

Alloy preparation {#Sec8}
-----------------

Alloy ingots (10 grams) of nominal composition Al-2Cu-0.1Nb-0.15Zr, Al-0.1Nb-0.15Zr and Al-2Cu were prepared by melting the constituent elements using vacuum arc melting unit under argon atmosphere. The melted ingots were cast in the chilled copper mould in the form of 3 mm diameter rods using vacuum suction cast unit.

Microstructural analysis {#Sec9}
------------------------

Localized composition distribution was determined using a field emission tipped electron probe micro analyzer (EPMA, JEOL make). Details of the microstructure, phase identification (through diffraction analysis) were obtained using a transmission electron microscope (TEM) equipped with field emission source (FEI F30) and analytical transmission electron microscope (JEOL 2000FX) having tungsten filament. Samples for the TEM analysis were prepared by mechanical polishing up to 40μm followed by formation of hole to prepare the samples electron transparent using Gatan PIPS operated at 5 keV at 4--4° with dual beam mode. To calculate the number density, volume fraction and precipitate size, foil thickness for the aged samples were measured using convergent beam technique and STEM HAADF micrographs taken from the same region. Experimental diffraction patterns were simulated in JEMS diffraction software with known lattice parameters. To obtain actual lattice misfit between matrix and precipitates, the experimental patterns were imported in the software and the simulated patterns were exactly overlapped on them with optimizing the lattice parameters.

The compositional partitioning of the solute atoms across the matrix and precipitates were determined by using atom probe tomography (APT). The samples for the APT analysis were prepared by a dual-beam focused ion beam (FIB) instrument (FEI Nova Nanolab 200^TM^) using a Ga ion beam. The thinning of the samples was carried out in multiple steps, starting with 30 kV ions finishing with 5 kV ions to reduce the surface damage caused by the higher energy ions. The final radius of curvature of the atom probe specimens was 50--80 nm. The APT experiments were carried out using a LEAP 3000X^TM^ local electrode atom probe system from Cameca Instruments Inc. All the atom probe experiments were carried out in the laser evaporation mode at a temperature of 40 K, with the evaporation rate varying from 0.5% to 0.7%. The laser pulse energy was set at 0.4 nJ while the pulse frequency was 160 kHz. Data analysis was performed using IVAS 3.6.8^TM^ software. Data analysis and proximity histograms (compositions vs distance from the interface) were generated using IVAS 3.6.8^TM^ software to get solute partitioning across the precipitate/matrix interface.

Mechanical properties {#Sec10}
---------------------

For evaluating precipitation hardening response, the hardness of the samples was measured using Vickers microhardness tester (Zwick Roell ZHVI-A) with a load of 100 grams. Tensile tests were performed at room temperature and at 250 °C to determine mechanical properties of the alloys using Zwick Roell screw driven Universal Tensile Machine operated at a strain rate of 10^−3^ s^−1^. Round samples were machined according to ASTM standard E8/E8M-15A by keeping gauge length to diameter ratio 4 (gauge length 8 mm and diameter 2 mm).
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