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Abstract
This paper investigates the structure of gravitational singularities at the level of the connection.
We show in particular that for FLRW spacetimes with particle horizons a local holonomy, which is
related to a gravitational energy, becomes unbounded near the big-bang singularity. This implies the
C0,1loc -inextendibility of such FLRW spacetimes. Again using an unbounded local holonomy we also give
a general theorem establishing the C0,1loc -inextendibility of spherically symmetric weak null singularities
which arise at the Cauchy horizon in the interior of black holes. Our theorem does not presuppose the
mass-inflation scenario and in particular applies to the Reissner-Nordstro¨m-Vaidya spacetimes as well
as to spacetimes which arise from small and generic spherically symmetric perturbations of two-ended
subextremal Reissner-Nordstro¨m initial data for the Einstein-Maxwell-scalar field system. In [26], [27]
Luk and Oh proved the C2-formulation of strong cosmic censorship for this latter class of spacetimes –
and based on their work we improve this to a C0,1loc -formulation of strong cosmic censorship.
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1 Introduction
Let (M, g) be a smooth and time-oriented Lorentzian manifold. A C0,1loc -extension of (M, g) is an isometric
embedding ι : M ↪→ M˜ of M into a Lorentzian manifold (M˜, g˜) of the same dimension, where g˜ is a locally
Lipschitz regular metric, such that ∂ι(M) ⊆ M˜ is non-empty. If no such C0,1loc -extension exists then we say
that (M, g) is C0,1loc -inextendible. Extensions of other regularities are defined analogously.
Our first main result is that cosmological warped product spacetimes with particle horizons are C0,1loc -
inextendible. This class in particular contains the FLRW spacetimes with particle horizons.
Theorem 1.1. Let (M, g) be a 3-dimensional complete Riemannian manifold and let a : (0,∞)→ (0,∞) be
a smooth function satisfying
lim
t→0
a(t) = 0∫ 1
0
1
a(t′)
dt′ <∞∫ ∞
1
a(t)√
a(t)2 + 1
dt =∞ .
Let M = (0,∞) ×M and consider the Lorentzian metric g = −dt2 + a(t)2 g on M . Then (M, g) is C0,1loc -
inextendible.
Our second main result is that spherically symmetric weak null singularities are C0,1loc -inextendible. A
version of our results can be stated as follows:
Theorem 1.2. Let M = (−∞, 0) × (−∞, 0) × S2 with standard (u, v)-coordinates on the first two factors
and let g = −Ω2(u,v)2 (du ⊗ dv + dv ⊗ du) + r2(u, v) γ˚, where γ˚ is the standard metric on S2 and Ω, r :
(−∞, 0) × (−∞, 0) → (0,∞) are smooth positive functions. Fix a time-orientation on (M, g) by stipulating
that ∂u + ∂v is future directed timelike. Assume that
• Ω and r extend continuously as positive functions to (−∞, 0]× (−∞, 0]
• lim
v→0
∂vr(u, v) = −∞ for all u ∈ (−∞, 0)
• lim
u→0
∂ur(u, v) = −∞ for all v ∈ (−∞, 0)
• for all u ∈ (−∞, 0) there exists v0(u) ∈ (−∞, 0) such that ∂ur(u, v) < 0 for all v ≥ v0(u)
• for all v ∈ (−∞, 0) there exists u0(v) ∈ (−∞, 0) such that ∂vr(u, v) < 0 for all u ≥ u0(v) .
Then (M, g) is future C0,1loc -inextendible, i.e., there does not exist a C
0,1
loc -extension ι : M ↪→ M˜ with the
property that there is a future directed future inextendible timelike curve in M which has a future limit point
in M˜ .
1.1 Motivation
There are three main motivations for studying the low-regularity inextendibility of Lorentzian manifolds.
The first motivation comes from the expectation/possibility that if a solution to Einstein’s equations
Rµν − 12gµνR = 2Tµν can be continued as a weak solution, then classical time-evolution in general relativity
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continues, i.e., the classical theory does not break down. Here, it is of course crucial to discuss what we mean
by a weak solution.
Considering for simplicity of discussion the vacuum Einstein equations Rµν − 12gµνR = 0, we see that
they take the schematic form g∂∂g+N(g)(∂g, ∂g) = 0, where N(g)(∂g, ∂g) is a nonlinearity that is quadratic
in ∂g with coefficients depending on g. If the metric is in C2 then clearly the strong, pointwise notion of
a solution to Einstein’s equations is available. If only g ∈ C0 and ∂g ∈ L2loc, then this regularity is still
sufficient to define the classical notion of a weak solution, i.e., we require that for all smooth and compactly
supported vector fields X,Y on M we have
0
!
=
∫
M
(
R(X,Y )− 1
2
g(X,Y ) ·R)volg = ∫
M
(
g∂∂g +N(g)(∂g, ∂g)
)
XY
√
−det g dx︸ ︷︷ ︸
=volg
. (1.3)
After one integration by parts to move one of the derivatives from the term g∂∂g over to the test fields X,Y ,
we see that the regularity assumption g ∈ C0 and ∂g ∈ L2loc is sufficient to ensure that the coefficients of the
test fields in (1.3) are in L1loc – and thus the Einstein tensor Rµν − 12gµνR is a well-defined distribution.
The regularity class g ∈ C0 and ∂g ∈ L2loc has been widely (e.g. [20], [16], [3], [2]) considered to be the
largest regularity class that admits weak solutions in the above sense and still exhibits sufficient stability
properties, c.f. the approximation theorems in [16].1 Showing that a particular solution of Einstein’s equa-
tions is inextendible as a Lorentzian manifold in the above regularity class of course implies that it is also
inextendible as a weak solution in the above regularity class. Assuming now that g ∈ C0 and ∂g ∈ L2loc is in-
deed the roughest regularity class for which a physical notion of weak solution exists2 it follows that classical
time-evolution terminates and that one has reached indeed the maximal extent of the classical solution. This
is the first motivation for the study of inextendibility of Lorentzian manifolds with g ∈ C0 and ∂g ∈ L2loc.
The C0,1loc -inextendibility results established in this paper are only one step in this direction. They should be
seen as implying that the solution under consideration cannot be continued as a weak solution that is locally
Lipschitz regular.
The second motivation, which is closely related to the first one, comes from the strong cosmic censorship
conjecture, which roughly states that general relativity is generically a deterministic theory. A modern
mathematical formulation is the following:
The maximal globally hyperbolic development (MGHD) of generic compact or asymp-
totically flat initial data is inextendible as a weak solution to the Einstein equations.
(1.4)
The MGHD is the maximal development of the initial data which a priori can be guaranteed to be uniquely
determined by the initial data. Any extension as a weak solution thereof is in general non-unique. It is in
this way that conjecture (1.4) implies that general relativity is generically deterministic. It follows from the
earlier discussion that under the assumption that g ∈ C0 and ∂g ∈ L2loc is the roughest regularity class for
which a physical notion of weak solution exists, (1.4) is implied by
The maximal globally hyperbolic development of generic compact or asymptotically
flat initial data is inextendible as a Lorentzian manifold with g ∈ C0 and ∂g ∈ L2loc.
For further discussion of the strong cosmic censorship conjecture, references, and historical background we
refer the reader to the introduction of [10].
1In some references g ∈ C0 is weakend to g, g−1 ∈ L∞loc, c.f. [16]. Although this seems reasonable from a PDE point of view,
it clearly poses challenges for the physical interpretation and Lorentzian causality theory alike. Whether they can be overcome
seems to be largely an open question.
Let us also mention that the regularity class g ∈ C0 and ∂g ∈ L2loc is not necessary for the notion (1.3) of a weak solution:
one can for example slightly widen it by only requiring that the products of Christoffel symbols which appear in the Einstein
equations are locally integrable, [15], [16], but this has the disadvantage that one loses the good stability properties.
2It is conceivable that even weaker physical notions of weak solutions are emerging or establishing themselves.
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The third motivation stems from the investigation of the physical and geometric structure and strength
of spacetime singularities. According to relativistic point mechanics one can crudely identify the spacetime
curvature with the tidal forces, the Levi-Civita connection with the gravito-inertial structure, and the space-
time metric with spatial and temporal distances. The statement that a singular spacetime is C1,1loc -inextendible
then corresponds to the statement that tidal forces blow up, a singularity which is C0,1loc -inextendible indi-
cates the break down of the gravito-inertial structure, and a C0-inextendibility result shows that the notion of
space and time cannot be continued. Traditionally the investigation of the different structures of spacetime
singularities was mainly at the level of curvature and its effect on Jacobi fields along incomplete timelike
geodesics, c.f. for example [38], [31]. Investigation at low-regularity level gives new information: in [37] it
was shown that space itself is torn apart at the singularity inside a Schwarzschild black hole while a result
of this paper is for example that there is no unique standard of finite inertial energy near a cosmological
FLRW singularity with particle horizons. Indeed, in a sense made precise below the local gravitational energy
diverges. The gravito-inertial structure of the Schwarzschild singularity is of similar nature.
1.2 Earlier works on low-regularity inextendibility
The first study of low-regularity inextendibility of Lorentzian manifolds was carried out in [37], where the
C0-inextendibility of the Minkowski spacetime and of the maximal analytic Schwarzschild spacetime was
shown, see also [36]. A conditional C0-inextendibility criterion for expanding singularities was given by
Chrus´ciel and Klinger in [5]. In [13] Galloway and Ling showed the C0-inextendibility of the AdS spacetime
and presented C0-extendibility results for a class of hyperbolic FLRW spacetimes which they dubbed Milne-
like. The latter results have been extended by Ling in [25]. In [14] it was shown that globally hyperbolic
and timelike geodesically complete spacetimes are C0-inextendible, a result which was improved in various
directions first by Graf and Ling in [17] and finally by Minguzzi and Suhr in [28]. For an inextendibility
result due to timelike geodesic completeness in Lorentzian length spaces by Grant, Kunzinger, and Sa¨mann
see [18].
1.3 Outline and discussion of main results
All of the previous studies of low-regularity inextendibility results captured geometric obstructions at the
C0-level. However, there are physical singularities which are C1,1loc -inextendible due to blow-up of curvature
but at the same time do admit continuous extensions. Perhaps most notably let us mention here the weak
null singularities inside charged or rotating black holes3. The singular behaviour happens there not already at
the level of the metric but only at the level of the connection. This paper widens the geometric investigation
of gravitational singularities to the level of the connection. We show how local holonomy transformations
can be used to infer its blow-up.
Curvature and holonomy are of course intimately related. However, intuitively speaking, it depends on
the ‘rate of the blow-up’ of curvature near a singularity whether the connection will also blow up or not4.
One can think of holonomy as a geometric way to integrate curvature.
We proceed by giving a rough sketch of the proof of Theorem 1.1 in Section 3 which outlines the main
idea of the argument. All the inextendibility proofs in this paper are by contradiction and have the following
first step in common: assuming that there is a C0,1loc -extension ι : M ↪→ M˜ of (M, g) one can find a timelike
3For an overview of results and further references see the introduction of [26].
4A simple illustration is provided by the well-known exact impulsive gravitational wave spacetimes [32] where curvature has
a delta singularity across a hypersurface but the Christoffel symbols are uniformly bounded.
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geodesic γ in M which has a limit point q˜ in M˜ \ ι(M), i.e., it leaves M . Moreover one can find a small
chart U˜ ⊆ M˜ around q˜ in which we have C0,1loc -control over the metric. In particular, in those coordinates
the Christoffel symbols of g in U˜ ∩ ι(M) are uniformly bounded. Apart from the C0,1loc -control of the metric
these results are valid also for C0-extensions and are found in [37], [14], and [36]. They are here summarised
in Section 2.2.
In Section 2.3 we prove a small lemma showing that if we have uniform bounds on the metric and its
derivatives in some coordinate system as above, and if a curve is local in the sense that its coordinate velocity
is uniformly bounded and also its domain of definition, then the parallel transport map along this curve is
also uniformly bounded. This will be used to put upper bounds on holonomy transformations along curves
in U˜ ∩ ι(M) which are local in the above sense.
The third condition on the scale factor a(t) in Theorem 1.1 guarantees that all future inextendible timelike
geodesics in M are future complete, and thus one can show that q˜ cannot be a future endpoint ([14]). So it
remains to show that q˜ can neither be a past endpoint of γ. Here, the structure of the big-bang singularity
enters. One first shows that the projection of geodesics in M = (0,∞)×M to M are still geodesics, though
not necessarily affinely parametrised. The second condition on the scale factor a(t) in Theorem 1.1 expresses
that particle horizons are present and thus the projection of γ to M has a limit point in M . Choosing
polar normal coordinates (χ, θ, ϕ) around this limit point, in which the projected geodesic is a radial one,
the timelike geodesic γ completely lies in the totally geodesic submanifold spanned by the t and the radial
χ coordinate. Because the submanifold is totally geodesic parallel transport tangential to it in M can be
computed intrinsically in the submanifold. Thus we can reduce the problem in the following to a two-
dimensional one with metric g|{t,χ} = −dt2 + a(t)2dχ2. Choosing now a base-point γ(−µ) on γ we construct
a family of loops as in Figure 1. Here, tˆ(t) =
∫ t
0
1
a(t′) dt
′ is such that the metric in (tˆ, χ)-coordinates becomes
conformally flat, so that the diagram in Figure 1 is a Penrose diagram. A loop in this family consists first of
γ(−µ)
γ
tˆ
χ
γ(−µ0)
``
Figure 1: Family of loops
γ(−µ)
γ
tˆ
χ
γ(−µ0)
σ
Figure 2: Energy of radiation
γ(−µ)
γ
tˆ
χ
γ(−µ0)
σ
bounded acceleration
Figure 3: Kinetic energy of σ
an outgoing null geodesic segment `, then concatenated with an ingoing one ` which brings us back to γ at a
point γ(−µ0), and then we go back along γ to γ(−µ). The family of loops is indexed by the point γ(−µ0) of
return to γ. One can now show that the holonomy transformations at the base point γ(−µ) associated with
this family of loops form an unbounded family of boosts.
Using a homotopy argument and the causal nature of the loops one can show that all the loops in this
family are local curves in U˜ ∩ ι(M) in the sense discussed above. This gives the contradiction that the
corresponding holonomy transformations should form a uniformly bounded subset of the Lorentz group.
We now briefly discuss the physical implication and interpretation of the unbounded holonomy transfor-
mations as above near the big-bang singularity. For this it is helpful to reverse the time-orientation for the
time being and consider the inertial observer γ approaching the singularity. The inertial observer γ carries
with himself his local orthonormal reference frame {f0 = γ˙, f1, f2, f3}, where we can assume that f1 lies in
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the {t, χ}-plane. By definition the local reference frame is parallel along γ. An equivalent statement to the
unboundedness of the holonomy transformations with base point γ(−µ) is thus that the parallel transport
map along the null segments ` and ` of the loop from γ(−µ) to γ(−µ0) is unbounded in the basis of the
parallel frame (f0, f1, f2, f3) along γ as γ(−µ0) approaches the singularity at {tˆ = 0}. More precisely one can
show that the parallel transport of the null vector −∂tˆ + ∂χ (which is tangent to `) along the null segments `
and ` becomes unbounded in the reference frame (f0, f1, f2, f3) along γ. This of course is a manifestation of
the well-known red-shift effect in cosmology which turns into a blue-shift if we reverse the time-orientation.
The parallel transport in regions bounded away from {tˆ = 0} is of course uniformly bounded and thus the
unbounded growth happens along the segment ` when it is approaching {tˆ = 0}.
A physical scenario of unbounded local energy extraction from the gravitational field near such a singu-
larity might now take the following form: using a finite amount of fuel the observer γ ejects a small probe
σ which then sends radiation back to γ, see Figure 2. Using the geometric optics approximation (see for
example [29] or [35]) it then follows that the energy of the radiation received by γ, which is proportional to
minus the inner product of f0 and the parallely propagated null vector along `, exceeds the energy he has
put into the probe by an arbitrarily large amount.
In a second possible scenario the probe σ is first accelerated off γ and, after a while, it is accelerated back
towards γ and then approaches γ on a timelike geodesic trajectory, see Figure 3. The closer the collision
point of σ and γ is to the singularity, the larger the velocity of σ appears to γ, approaching the speed of light
in the limit, see also Remark 3.14. Since the two phases of acceleration of σ are bounded away from tˆ = 0,
these accelerations require a uniformly bounded amount of fuel. On the other hand, the kinetic energy of σ
gained from the perspective of γ can exceed this amount by an arbitrarily large quantity.
Let us remark that in this scenario we have of course reversed the time direction in order to be able to
approach the big-bang singularity. However, we point out in Remark 3.16 that the Schwarzschild singularity
exhibits a similar, although not identical, holonomy structure. It can be approached by a future-heading
observer falling into the black hole and the above scenario can be transposed to this case.
This fits into a body of results which show/indicate that local forms of energy, and not just energy density,
can diverge near a singularity, c.f. for example [33], [21], [26], [12].
Motivated by the exhibited holonomy structure of the cosmological and the Schwarzschild singularities,
we can define the geometric notion of the local causal holonomy associated with a timelike geodesic, which is
a subset of the Lorentz group: Let (M, g) be a time-oriented Lorentzian manifold and γ : [0, 1)→M a future
directed and future inextendible timelike geodesic. Choose a point s0 ∈ [0, 1) and set
l.c.Hol(γ, s0) := {Pσ ∈ O(1, 3)(Tγ(s0)M) | for some s1 ∈ (s0, 1) we have σ =
←−−−−
γ|[s0,s1] ∗ τ ,
with τ : [s0, s1]→M being causally homotopic
with fixed endpoints to γ|[s0,s1]} .
Here, Pσ : Tγ(s0)M → Tγ(s0)M denotes the parallel transport map along the loop σ, O(1, 3)(Tγ(s0)M) de-
notes the group of Lorentz transformations on Tγ(s0)M ,
←−−−−
γ|[s0,s1] denotes the reversal of γ|[s0,s1], and a causal
homotopy with fixed endpoints is a homotopy with fixed endpoints via causal curves, see also Lemma 2.12.
If γ is chosen to approach the Schwarzschild singularity, or, after reversal of time-orientation, γ is chosen to
approach a cosmological big-bang singularity as above, then in both cases and for all s0 ∈ [0, 1) we have that
l.c.Hol(γ, s0) is a subset of O(1, 3)(Tγ(s0)M) with non-compact closure.
We now discuss the weak null singularities and the proof of Theorem 1.2 in Section 4.1 by contrasting it
with the much cleaner/simpler case of the cosmological singularities. The strategy of the proof is similar, one
again assumes that there exists a future C0,1loc -extension and then finds a future directed timelike geodesic γ
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which leaves the original spacetime (M, g) for the extension (M˜, g˜) through a boundary point around which
one has C0,1loc -control over the metric g˜ in a small coordinate neighbourhood. In the cosmological case one
could now directly go over two a two-dimensional problem which is not possible here. Another difference
to the cosmological case is that the analogous construction of the loops from broken null geodesics gives a
uniformly bounded holonomy. In fact, broken timelike geodesics do not work either. This is a manifestation
of the fact that unlike in the cosmological case (c.f. Remark 3.14) there is only one standard of finite inertial
energy at the weak null singularity. We proceed as follows: using homotopy arguments we show that one
can also find a radially outgoing null geodesic τ in M which leaves for the extension. Assume without loss
of generality that τ approaches the singularity {v = 0}, i.e., τ is tangent to ∂v. We then construct a family
of mixed-null-and-spacelike loops based at a point of τ near the singularity {v = 0} by first moving briefly
in the angular ϕ direction on the spheres S2, then moving only in v towards the singularity, moving back in
ϕ and returning by moving back in v, c.f. also Figure 9 on page 26. One can show that the holonomy along
those loops becomes unbounded when they approach the singularity at {v = 0}. It remains to show that
these loops are local in the sense discussed earlier, which is not as straightforward as in the cosmological case.
For this we also make use of the affine structure.
One could also define a geometric quantity in the case of the weak null singularities which becomes un-
bounded, although it is more complicated than the local causal holonomy defined earlier. The interested
reader however can easily construct such a quantity from the proof in Section 4.1.
As a first self-contained example of a (non-bifurcate) weak null singularity to which our C0,1loc -inextendibility
result applies we give the Reissner-Nordstro¨m-Vaidya (RNV) spacetime in Section 4.2, which models the
influx of null-dust into a subextremal Reissner-Nordstro¨m black hole. This model has been the earliest
exact-solution model used to understand the singularity forming at the Cauchy horizon of dynamical charged
or rotating black holes, see [23]. Note als the argument already in [21] for the infinite energy transfer from
the gravitational field near the singularity to test bodies. We also point out here that the Hawking mass
remains uniformly bounded at the Cauchy horizon of the RNV spacetime and that our C0,1loc -inextendibility
result does not require mass-inflation ([33], [34], [30]) as an assumption.
Our main application of Theorem 1.2 is in Section 4.3 to spacetimes arising from generic and sufficiently
small spherically symmetric perturbations of asymptotically flat two-ended subextremal Reissner-Nordstro¨m
initial data for the Einstein-Maxwell-scalar field system as studied by Luk and Oh in [26], [27]. Their work
builds up on results by Dafermos [7], [8], [9] and Dafermos-Rodnianski [11]. A Penrose diagram of those
spacetimes is given in Figure 12 on page 35 and we refer the reader to [26] for a detailed discussion. In [26],
[27] Luk and Oh prove the C2-formulation of strong cosmic censorship for this class of spacetimes. Based on
their work we improve this to a C0,1loc -formulation in this paper: it can be directly inferred from the estimates
in [26] that the interior of the black hole satisfies the assumptions in Theorem 1.2 and is thus future C0,1loc -
inextendible. In the appendix of this paper we show that the exterior of the black hole is timelike geodesically
complete in the sense that any future inextendible timelike geodesic starting in the exterior is either future
complete or enters the black hole interior. This then suffices to infer the global C0,1loc -inextendibility of the
spacetime and thus the C0,1loc -formulation of strong cosmic censorship.
Other (closely related) examples of spherically symmetric weak null singularities to which our results
apply are those constructed in [39] for the Einstein-Maxwell-charged scalar field sysytem and in [6] for the
Einstein-Maxwell-scalar field system with a positive cosmological constant.
Let us conclude the introduction by remarking that we do not attempt in this paper to define precisely
what we mean by a holonomy singularity in general, since we expect that they can come in various forms
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still to be explored. As we have seen, the holonomy structures of the cosmological singularities considered
and the weak null singularities are already very different.
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2 Preliminaries
2.1 Preliminary definitions
Let M be a smooth (d + 1)-dimensional manifold5. We briefly recall that a Lorentzian metric g on M is
locally Lipschitz regular (or C0,1loc -regular) iff for all smooth charts ψ : M ⊇ U → V ⊆ Rd+1 the coordinate
expressions of the metric gµν ◦ ψ−1 : Rd+1 ⊇ V → R are locally Lipschitz, i.e., for all compact sets K ⊆ V
there exists a constant Λ(K) > 0 such that for all x, y ∈ K we have
|(gµν ◦ ψ−1)(x)− (gµν ◦ ψ−1)(y)| ≤ Λ(K)||x− y||Rd+1 .
Here, ||x − y||Rd+1 denotes the coordinate distance of x and y in Rd+1, which, if V is not convex, is not
necessarily the distance of x and y in V ⊆ Rd+1. However, it is not difficult to show that a function
f : Rd+1 ⊇ V → R is locally Lipschitz with respect to the ambient distance function of Rd+1 if, and only
if, it is locally Lipschitz with respect to the intrinsic distance function of V (although the optimal Lipschitz
constant will be different in general). Thus, both possible definitions give rise to the same class of functions.
Similarly, one defines a locally Lipschitz curve in M or, in general, locally Lipschitz maps between man-
ifolds. Note that all these definitions are independent of a distance function on M but only depend on the
smooth structure.
Definition 2.1. Let (M, g) be a smooth Lorentzian manifold and let Γ be a regularity class, for example
Γ = Ck with k ∈ N ∪ {∞} or Γ = C0,1loc . A Γ-extension of (M, g) consists of a smooth isometric embedding
ι : M ↪→ M˜ of M into a Lorentzian manifold (M˜, g˜) of the same dimension as M where g˜ is Γ-regular and
such that ∂ι(M) ⊆ M˜ is non-empty.
If (M, g) admits a Γ-extension, then we say that (M, g) is Γ-extendible, otherwise we say (M, g) is
Γ-inextendbile.
Remark 2.2. Recall that the question of extendibility of Lorentzian manifolds is motivated by the physical
question of whether spacetime can be continued. In the process of the mathematical modelling one might
wonder whether one gains continuability by also lowering the regularity of the differentiable structure of the
manifold itself in the above definition. But indeed this is not the case as long as one does not go below a
C1-differentiable structure, which is needed for the existence of a continuous tangent space and the notion of
a continuous Lorentzian metric. To see this, let M be a smooth manifold, g a smooth Lorentzian metric on
M , M˜ a C1 manifold with a C0 Lorentzian metric g˜ and let ι : M ↪→ M˜ be a C1 isometric embedding. Then
ι induces on ι(M) ⊆ M˜ a smooth structure which is compatible with the given C1 structure on ι(M) and
with respect to which g˜|ι(M) is smooth. The proof of Theorem 2.9 in Chapter 2 of [22] shows that this smooth
structure can be extended to a smooth one on all of M˜ which is compatible with the given C1 structure – thus
5We will always assume in this paper that manifolds are smooth. Recall that a C1-structure on a manifold can always be
refined to a smooth structure, see also the related Remark 2.2.
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turning M˜ into a smooth manifold and ι into a smooth isometric embedding, and thus recovering the stronger
assumptions in the above definition.
Let now (M, g) be a Lorentzian manifold with a continuous metric. In this paper we use the convention
that a timelike curve is a piecewise smooth curve which has a timelike tangent everywhere – and at the points
of discontinuity of the tangent the right and left tangent vectors lie in the same connectedness component of
the timelike double cone of tangent vectors. Similarly we define a causal curve as a piecewise C1 curve which
has a causal, non-vanishing tangent everywhere – and at points of discontinuity of the tangent the right and
left tangent vectors lie in the same connectedness component of the causal double cone of tangent vectors
with the origin removed. Let (M, g) be in addition time-oriented. For p ∈ M we denote the timelike future
of p in M by I+(p,M), which is the set of all points q ∈M such that there is a future directed timelike curve
from p to q. The causal future of p in M , denoted by J+(p,M), is the set which contains p and all points
q ∈ M such that there is a future directed causal curve from p to q. The sets I−(p,M) and J−(p,M) are
defined analogously.
Note that for Lorentzian manifolds with a merely continuous metric there are good reasons for defining
timelike and causal curves as locally Lipschitz curves with a timelike or causal tangent almost everywhere,
which also leads to different causal sets, c.f. [4], [19]. However this is not needed for our purposes.
2.2 Fundamentals of C0-extensions
We now recall some fundamental definitions and results for C0-extensions.
Definition 2.3. Let (M, g) be a smooth time-oriented Lorentzian manifold and ι : M ↪→ M˜ a C0-extension
of M . The future boundary of M is the set ∂+ι(M) consisting of all points p˜ ∈ M˜ such that there exists a
smooth timelike curve γ˜ : [−1, 0]→ M˜ such that Im(γ˜|[−1,0)) ⊆ ι(M), γ˜(0) = p˜ ∈ ∂ι(M), and ι−1 ◦ γ˜|[−1,0) is
future directed in M .
Clearly we have ∂+ι(M) ⊆ ∂ι(M). The past boundary ∂−ι(M) is defined analogously.
Definition 2.4. Let (M, g) be a smooth time-oriented Lorentzian manifold and let Γ be a regularity class
that is equal to or stronger than C0. A future Γ-extension of (M, g) is a Γ-extension ι : M ↪→ M˜ of M with
∂+ι(M) 6= ∅. If no such extension exists, then (M, g) is said to be future Γ-inextendible.
Past Γ-extensions are defined analogously. The next lemma is a reformulation of Lemma 2.17 in [37].
Lemma 2.5. Let (M, g) be a smooth time-oriented Lorentzian manifold and ι : M ↪→ M˜ a C0-extension of
M . Then ∂+ι(M) ∪ ∂−ι(M) 6= ∅.
In particular the Lemma shows that if (M, g) is future and past Γ-inextendible, then it is also Γ-
inextendible.
The past and future boundary interchange under a change of time orientation of (M, g). It is thus sufficient
to focus in the following on the future boundary. The next proposition is found in [36], Proposition 2.2.
Proposition 2.6. Let ι : M ↪→ M˜ be a C0-extension of a smooth time-oriented globally hyperbolic Lorentzian
manifold (M, g) with Cauchy hypersurface Σ and let p˜ ∈ ∂+ι(M). For every δ > 0 there exists a chart
ϕ˜ : U˜ → (−ε0, ε0)× (−ε1, ε1)d =: Rε0,ε1 , ε0, ε1 > 0 with the following properties
i) p˜ ∈ U˜ and ϕ˜(p) = (0, . . . , 0)
ii) |g˜µν −mµν | < δ, where mµν = diag(−1, 1, . . . , 1)
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iii) There exists a Lipschitz continuous function f : (−ε1, ε1)d → (−ε0, ε0) with the following property:
{(x0, x) ∈ (−ε0, ε0)× (−ε1, ε1)d | x0 < f(x)} ⊆ ϕ˜
(
ι
(
I+(Σ,M)
) ∩ U˜) (2.7)
and
{(x0, x) ∈ (−ε0, ε0)× (−ε1, ε1)d | x0 = f(x)} ⊆ ϕ˜
(
∂+ι(M) ∩ U˜) . (2.8)
Moreover, the set on the left hand side of (2.8), i.e. the graph of f , is achronal6 in (−ε0, ε0)×(−ε1, ε1)d.
Note that any past directed causal curve starting below the graph of f remains below the graph of f ,
since if it would cross the graph of f which, via ι−1, would give rise to a past directed past inextendible
causal curve in M which starts in I+(Σ,M) but does not intersect Σ – which contradicts Σ being a Cauchy
hypersurface.
We define
• C+a :=
{
X ∈ Rd+1 | <X,e0>Rd+1||X||Rd+1 > a
}
• C−a :=
{
X ∈ Rd+1 | <X,e0>Rd+1||X||Rd+1 < −a
}
• Cca :=
{
X ∈ Rd+1 | − a < <X,e0>Rd+1||X||Rd+1 < a
}
.
Here, C+a is the forward cone of vectors which form an angle of less than cos
−1(a) with the x0-axis, and C−a is
the corresponding backwards cone. In Minkowski space, the forward and backward cones of timelike vectors
correspond to the value a = cos(pi4 ) =
1√
2
.
Since 58 <
1√
2
< 56 , one can choose δ > 0 in Proposition 2.6 small enough such that in the chart ϕ˜ all
vectors in C+5/6 are future directed timelike, all vectors in C
−
5/6 are past directed timelike, and all vectors in
Cc5/8 are spacelike.
A first easy consequence of this is that we have the inclusion relations7(
x+ C+5/6
) ∩Rε0,ε1 ⊆ J+(x,Rε0,ε1) ⊆ (x+ C+5/8) ∩Rε0,ε1(
x+ C−5/6
) ∩Rε0,ε1 ⊆ J−(x,Rε0,ε1) ⊆ (x+ C−5/8) ∩Rε0,ε1 . (2.9)
A second consequence is that the x0 coordinate is a time function and thus if γ˜ is a causal curve in Rε0,ε1
we may reparametrise it by the x0 coordinate, i.e., γ˜(s) =
(
s, γ˜(s)
)
. In this parametrisation we have
< ˙˜γ(s), ∂0 >Rd+1
|| ˙˜γ(s)||Rd+1
≥ 5
8
,
and thus we obtain the uniform bound
|| ˙˜γ(s)||Rd+1 ≤
8
5
. (2.10)
The next proposition follows from Proposition 2.6 together with the proof of Theorem 2 in [14], see also
Theorem 3.2 in [36].
Proposition 2.11. Let (M, g) be a smooth time-oriented globally hyperbolic Lorentzian manifold and ι :
M ↪→ M˜ a C0-extension. Assume that ∂+ι(M) 6= ∅ and let p˜ ∈ ∂+ι(M). Let ϕ˜ : U˜ → (−ε0, ε0)× (−ε1, ε1)d
be a chart around p˜ as in Proposition 2.6. Then there exists a future directed timelike geodesic τ : [−1, 0)→
M that is future inextendible in M and such that ϕ˜ ◦ ι ◦ τ : [−1, 0) → (−ε0, ε0) × (−ε1, ε1)d maps into
{(s, x) ∈ (−ε0, ε0)× (−ε1, ε1)d |s < f(x)} and has an endpoint on {(s, x) ∈ (−ε0, ε0)× (−ε1, ε1)d |s = f(x)}.
6With respect to smooth timelike curves.
7See proof of Theorem 3.1, Step 1.2 in [37] for the second inclusion – the first follows directly.
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The next lemma will be used in out later applications to obtain topological information from Lorentzian
causality.
Lemma 2.12. Let (M, g) be a time-oriented Lorentzian manifold with g ∈ C0 and let ι : M ↪→ M˜ be a
C0-extension of M . Moreover, let γ : [0, 1] → M be a future directed timelike curve and let U˜ ⊆ M˜ be
an open set. Assume that γ˜ := ι ◦ γ maps into U˜ and that J+(γ˜(0), U˜) ∩ J−(γ˜(1), U˜) ⊂⊂ U˜ is compactly
contained in U˜ .
Let Γ : [0, 1]× [0, 1]→M be a causal homotopy of γ with fixed endpoints, i.e.,
1. s 7→ Γ(s; r) is a future directed causal curve for all r ∈ [0, 1] with Γ(0; r) = γ(0) and Γ(1; r) = γ(1)
2. Γ(s; 0) = γ(s) for all s ∈ [0, 1].
Then ι ◦ Γ maps into U˜ .
We briefly elaborate on the statement of this lemma. We recall that the causal relations are global in
nature. Given a causal curve σ in M from γ(0) to γ(1), then ι ◦ σ lies by definition in J+(γ˜(0), M˜) ∩
J−(γ˜(1), M˜), but in general it does not have to lie in J+(γ˜(0), U˜) ∩ J−(γ˜(1), U˜), even if the latter set is
compact in U˜ . In applications U˜ will be chosen to be a small neighbourhood of γ and thus the lemma shows
that causal curves that are causally homotopic to γ belong to the local causality of U˜ . Related techniques
have already been employed by the author in [37].
Proof. The proof is by continuity. Let I := {r ∈ [0, 1] | s 7→ (ι ◦ Γ)(s; r) maps into U˜}. Since γ˜ maps into U˜
we have 0 ∈ I and thus I is not empty. Also I is open since U˜ is open. To show that I is closed, let rn ∈ I
be a sequence with rn → r∞ ∈ [0, 1] for n → ∞. Since s 7→ (ι ◦ Γ)(s; rn) is a future directed causal curve
in U˜ from γ˜(0) to γ˜(1), it lies in J+(γ˜(0), U˜) ∩ J−(γ˜(1), U˜). Since this set is compactly contained in U˜ by
assumption, it follows that also s 7→ (ι ◦ Γ)(s; r∞) maps into U˜ . This shows that I = [0, 1], which concludes
the proof.
2.3 Lemma for bounding local holonomy in C0,1loc -extensions
The following lemma is fundamental to all our later applications.
Lemma 2.13. Let (O˜, g˜) be a Lorentzian manifold with a C1-regular Lorentzian metric g˜, which, moreover,
is endowed with a global coordinate chart ϕ˜ : O˜ → V˜ ⊆ Rd+1 with respect to which the metric components
satisfy |g˜µν | ≤ Cg˜ and |∂κg˜µν | ≤ C∂g˜. Let γ˜ : [0, T ] → O˜ be a smooth curve with8 || ˙˜γ||Rd+1 ≤ C ˙˜γ , let
X ∈ Tγ˜(0)O˜, and let P : Tγ˜(0)O˜ → Tγ˜(T )O˜ denote the parallel transport map along γ˜.
Then ||P (X)||Rd+1 ≤ ||X||Rd+1 · eC(Cg˜,C∂g˜,C ˙˜γ)·T , where the constant C(Cg˜, C∂g˜, C ˙˜γ) depends on γ˜ only via
C ˙˜γ .
This lemma will be applied to the region below the graph of f in a chart U˜ as in Proposition 2.6 to
uniformly bound the parallel transport around a loop. Note that all that is needed to do so is a uniform
bound on the Euclidean norm of the tangent vector and the domain of definition of the curve.
Proof. Let X ∈ Tγ˜(0)O˜ and let s 7→ X(s) ∈ Tγ˜(s)O˜ denote the parallel transport of X along γ˜. In the global
coordinate chart we have
0 =
(D
ds
X(s)
)µ
=
d
ds
Xµ(s) + Γµκρ(γ˜(s)) ˙˜γ
κ(s)Xρ(s) =
d
ds
Xµ(s) +Aµρ(s)X
ρ(s) ,
8Here, for a vector X ∈ Tp˜O˜, the norm ||X||Rd+1 :=
√∑d
µ=0(X
µ)2 denotes the standard Euclidean norm with respect to
the global coordinate chart.
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where we have defined Aµρ(s) := Γ
µ
κρ(γ˜(s)) ˙˜γ
κ(s), an s-dependent linear map from Rd+1 to Rd+1. By the
assumptions we have |Γµκρ(γ˜(s)) ˙˜γκ(s)| ≤ C(Cg˜, C∂g˜, C ˙˜γ) and thus we obtain for the operator norm of A,
||A(s)|| ≤ C(Cg˜, C∂g˜, C ˙˜γ). Furthermore, we compute
d
ds
||X(s)||Rd+1 =
∑d
µ=0X
µ(s) ddsX
µ(s)
||X(s)||Rd+1
≤ ||X(s)||Rd+1 ||
d
dsX
µ(s)||Rd+1
||X(s)||Rd+1
= ||A(s)X(s)||Rd+1
≤ C(Cg˜, C∂g˜, C ˙˜γ)||X(s)||Rd+1 ,
which gives ||X(s)||Rd+1 ≤ ||X(0)||Rd+1eC(Cg˜,C∂g˜,C ˙˜γ)s using Gronwall’s inequality.
3 Cosmological singularities
In this section we consider the following class of cosmological warped product spacetimes (M, g): Let (M, g)
be a 3-dimensional complete Riemannian manifold9, let 0 < b ≤ ∞ and let a : (0, b) → (0,∞) be a smooth
function. We then set M = (0, b)×M and
g = −dt2 + a(t)2g . (3.1)
We fix a time-orientation on (M, g) by stipulating that ∂t is future directed. Clearly, all spacetimes (M, g)
in our class are globally hyperbolic.
Let i, j, k denote local spatial coordinates on (M, g). The Christoffel symbols of g = −dt2 + a(t)2g are
then given by
Γttt = 0 Γ
t
ti = 0 Γ
t
ij = a˙(t)a(t)gij
Γitt = 0 Γ
i
tj =
a˙(t)
a(t)
δi j Γ
i
jk = Γ
i
jk ,
(3.2)
where Γ
i
jk denotes the Christoffel symbols of (M, g). Let now γ be a geodesic in (M, g). It thus satisfies
0 = γ¨t + Γtij γ˙
iγ˙j
0 = γ¨i + 2Γitj γ˙
tγ˙j + Γijkγ˙
j γ˙k = γ¨i + 2
d
dta
a
γ˙tγ˙i + Γ
i
jkγ˙
j γ˙k ,
which shows that if γ denotes the projection of γ to M , we have ∇γ˙ γ˙ ∼ γ˙. Thus, the projected geodesics are
still geodesics in (M, g), although in general not affinely parametrised ones.
Choose now polar normal coordinates (χ, θ, ϕ) ∈ (0, χ0)× S2 on some open set U ⊆M such that in those
coordinates the metric g takes the form
g = dχ2 +
2∑
A,B=1
gAB(χ, θ, ϕ) dx
A ⊗ dxB , (3.3)
where x1 = θ and x2 = ϕ. Then the radial curves of constant θ and ϕ are geodesics. It thus follows that
if a geodesic in (0, b) × U ⊆ M has initial tangent vector which lies in span{∂t, ∂χ} then it stays in the
{t, χ}-plane10. We have thus shown the following11
Proposition 3.4. Let (M, g) be a cosmological warped product spacetime in the above class and let (χ, θ, ϕ) ∈
(0, χ0)× S2 be local polar normal coordinates on some open set U ⊆M . Then the {t, χ}-planes in (0, b)×U
are totally geodesic.
9Everything goes through unchanged up to notation also for d-dimensional complete Riemannian manifolds, where d ≥ 1.
10Note that the curves of constant χ, θ, ϕ are also geodesic, which follows from Γttt = 0.
11Of course, one can also use (3.2) to show that the extrinsic curvature of the {t, χ}-planes vanishes in order to infer the
following proposition.
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Results regarding the future C0-inextendibility of a subclass of cosmological warped product spacetimes
have also been established by Galloway and Ling in [13]. Here we prove
Theorem 3.5. Let (M, g) be a cosmological warped product spacetime in the above class with b =∞ and let
the scale factor a : (0,∞)→ (0,∞) satisfy ∫∞
1
a(t)√
a(t)2+1
dt =∞. Then (M, g) is future C0-inextendible.
Note that the condition in the above theorem is in particular satisfied if a(t) is bounded away from 0 for
large t.
Proof. We only need to establish the future timelike geodesic completeness of (M, g). The theorem then
follows from Theorem 3.6 in [14].
So let γ : (0, d) → M be a future directed future inextendible timelike geodesic that is parametrised by
proper time, τ 7→ (t(τ), γ(τ)). We need to show that d =∞. Let τ0 ∈ (0, d). We choose local polar normal
coordinates (χ, θ, ϕ) ∈ (0, χ0)×S2 on some open neighbourhood U ⊆M of γ(τ0) such that12 γ˙(τ0) ∼ ∂χ. Then
γ˙(τ0) ∈ span{∂t, ∂χ} and by Proposition 3.4 γ stays in the {t, χ}-plane in (0,∞)×U . Note that by (3.1) and
(3.3) ∂χ is a Killing vector field in the {t, χ}-plane and thus we have g|{t,χ}−plane(γ˙, ∂χ) = a(t)2γ˙χ = κ ∈ R.
Hence, we obtain
a2(t)g(γ˙, γ˙) = a(t)2γ˙χγ˙χ =
κ2
a(t)2
(3.6)
for the connected neighbourhood of τ0 ∈ (0, d) such that γ remains in U . We can now cover the image of γ
in M with local polar normal coordinates as above and repeat the argument. In the overlap covered by two
such charts the constants κ in (3.6) have to agree, since (3.6) is independent of the choice of coordinates. We
thus obtain (3.6) for all τ ∈ (0, d). Moreover, together with
−1 = g(γ˙, γ˙) = −(γ˙t)2 + a(t)2g(γ˙, γ˙) = −(γ˙t)2 + κ
2
a(t)2
we obtain
(
dt
dτ
)2
= 1+ κ
2
a(t)2 =
a(t)2+κ2
a(t)2 . Note that for τ → d we must have t(τ)→∞, since if t(τ)→ t0 <∞,
then it follows from (3.6) together with the completeness of (M, g) that γ(τ) has a limit point in M for τ → d
– and thus γ(τ) has a limit point in M for τ → d, contradicting the future inextendibility of γ.
Since dtdτ > 0 we obtain
dτ
dt =
a(t)√
a(t)2+κ2
. If |κ| < 1 then a(t)√
a(t)2+κ2
≥ a(t)√
a(t)2+1
and if |κ| ≥ 1, then
1
|κ|
a(t)√
a(t)2+1
= a(t)√
κ2a(t)2+κ2
≤ a(t)√
a(t)2+κ2
. It thus follows by assumption that
∫∞
1
a(t)√
a(t)2+κ2
dt = ∞ and thus
d =∞.
We now discuss the inextendibility to the past and show that if limt→0 a(t) = 0 and 1a(t) is integrable near
0, then a holonomy singularity is present.
Theorem 3.7. Let (M, g) be a cosmological warped product spacetime in the above class satisfying limt→0 a(t) =
0 and
∫ b/2
0
1
a(t′) dt
′ <∞. Then (M, g) is past C0,1loc -inextendible.
We need the following well-known fact which in particular expresses that the class of spacetimes considered
in Theorem 3.7 exhibit past particle horizons.
Lemma 3.8. Let (M, g) be a cosmological warped product spacetime in the above class satisfying
∫ b/2
0
1
a(t′) dt
′ <
∞ and let σ : [−1, 0)→M be a past directed past inextendible causal curve in M . Then limτ→0 t
(
σ(τ)
)
= 0
and limτ→0 σ(τ) exists in M .
12Or it vanishes, in which case the proportionality constant is zero.
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Proof. The past inextendibility of σ together with the completeness of (M, g) imply that limτ→0 t
(
σ(τ)
)
= 0.
To see the second claim, we parametrise σ by the t-coordinate, i.e., t 7→ σ(t) = (t, σ(t)). We then have
0 ≥ g(σ˙(t), σ˙(t)) = −1 + a(t)2g(σ˙(t), σ˙(t)), which yields
1
a(t)
≥
√
g(σ˙(t), σ˙(t)) .
The assumption
∫ b/2
0
1
a(t′) dt
′ <∞ together with the completeness of (M, g) implies that limt→0 σ(t) exists in
M .
Proof of Theorem 3.7: In order to use the results from Section 2.2 without changing from future to past, let
us change the time orientation on (M, g), i.e., we redefine −∂t to be future directed, and we thus have to
show that (M, g) is future C0,1loc -inextendible. The proof is by contradiction and proceeds in four steps.
Step 1: Assume ι : M ↪→ M˜ is a C0,1loc -extension with ∂+ι(M) 6= ∅. Let p˜ ∈ ∂+ι(M). Then by Proposition
2.6 there exists a chart ϕ˜ : U˜ → (−ε0, ε0)× (−ε1, ε1)d =: Rε0,ε1 as in Proposition 2.6 with δ > 0 so small that
all vectors in C+5/6 are future directed timelike, all vectors in C
−
5/6 are past directed timelike, and all vectors
in Cc5/8 are spacelike. After making the chart slightly smaller if necessary, we can also assume that in this
chart the Lorentzian metric g˜ on U˜ satisfies a global Lipschitz condition
|g˜µν(x)− g˜µν(y)| ≤ Λ||x− y||Rd+1
for all x, y ∈ Rε0,ε1 , where Λ > 0 is a constant. In the region {(x0, x) ∈ Rε0,ε1 | x0 < f(x)} below the graph
of f the metric components g˜µν are smooth and satisfy the bounds |∂κg˜µν | ≤ Λ. By Proposition 2.11 there
exists a future directed timelike geodesic γ : [−µ, 0) → M that is future inextendible in M and such that
ϕ˜ ◦ ι ◦ γ : [−µ, 0)→ Rε0,ε1 maps below the graph of f and has a future endpoint on the graph of f . We also
define γ˜ := ι ◦ γ.
Step 2: Setting up a coordinate system on M adapted to γ:
By Lemma 3.8 we know that lims→0 t(γ(s)) = 0 and that lims→0 γ(s) exists in M . In particular it is
easy to see from (3.1) that γ : [−µ, 0) → M must be future incomplete. We can thus assume without loss
of generality that it is affinely parametrised. As in the proof of Theorem 3.5, using Proposition 3.4, we now
choose polar normal coordinates (χ, θ, ϕ) ∈ (0, χ0)× S2 on some open neighbourhood U ⊆M of lims→0 γ(s)
such that, after making µ > 0 smaller if necessary, γ|[−µ,0) lies completely in the {t, χ}-plane of the coordinate
chart on (0, b)× U ⊆M and such that, without loss of generality, lims→0 χ(γ(s)) = χ02 .
Let us denote the {t, χ}-plane by Mt,χ. The metric restricted to Mt,χ is g|{t,χ} = −dt2 + a(t)2dχ2. The
affinely parametrised timelike geodesic takes the coordinate form s 7→ (γt(s), γχ(s)). Using that ∂χ is a
Killing vector field in Mt,χ we obtain that γ satisfies the equations
R 3 κ = g(γ˙, ∂χ) = a(t)2γ˙χ
−1 = −(γ˙t)2 + a(t)2(γ˙χ)2 = −(γ˙t)2 + κ
a(t)2
.
We thus obtain γ˙ = −
√
a(t)2+κ2
a(t) ∂t+
κ
a(t)2 ∂χ. Without loss of generality we can assume that the polar normal
coordinates (χ, θ, ϕ) were chosen such that κ ≥ 013, which we will do from now on.
Setting up a frame field adapted to γ:
13I.e., such that the projected geodesic γ in M is an outgoing radial geodesic in the normal coordinates.
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We define an orthonormal frame field on Mt,χ, depending on κ ≥ 0, by
f0,κ := −
√
a(t)2 + κ2
a(t)
∂t +
κ
a(t)2
∂χ
f1,κ := − κ
a(t)
∂t +
√
a(t)2 + κ2
a(t)2
∂χ .
We have g|{t,χ}(f0,κ, f0,κ) = −1, g|{t,χ}(f1,κ, f1,κ) = 1, and g|{t,χ}(f0,κ, f1,κ) = 0. Since along γ we have
f0,κ = γ˙, it follows directly that f0,κ and f1,κ are parallely propagated along γ.
We also define a null frame, depending on κ ≥ 0, by
`κ := f0,κ + f1,κ = − 1
a(t)
[√
a(t)2 + κ2 + κ
]
∂t +
1
a(t)2
[√
a(t)2 + κ2 + κ
]
∂χ
`κ := f0,κ − f1,κ = −
1
a(t)
[√
a(t)2 + κ2 − κ]∂t − 1
a(t)2
[√
a(t)2 + κ2 − κ]∂χ . (3.9)
Of course also `κ and `κ are parallely propagated along γ.
Setting up a family of loops along which holonomy will be computed:
We introduce a new tˆ coordinate by tˆ(t) :=
∫ t
0
1
a(t′) dt
′ and let bˆ :=
∫ b
0
1
a(t′) dt
′. Thus, dt = a(t)dtˆ and the
metric on Mt,χ reads
g|{t,χ} = a(t)2(−dtˆ2 + dχ2)
in the new coordinates (tˆ, χ) ∈ (0, bˆ)× (0, χ0). We define the null coordinates v = tˆ+χ and u = tˆ−χ. Since
γ is timelike it follows that [−µ, 0) 3 s 7→ v(γ(s)) and [−µ, 0) 3 s 7→ u(γ(t)) are strictly decreasing functions
and thus
v(γ(−µ)) > lim
s→0
v(γ(s)) =
χ0
2
(3.10)
and u(γ(s)) < lims→0 u(γ(s)) = −χ02 . If necessary, we now make µ > 0 even smaller such that the function
χ is bounded away from 0 and χ0 on the set(
{−χ0
2
≤ u ≤ u(γ(−µ))} ∩ {χ0
2
≤ v ≤ v(γ(−µ))}
)
\ {u = −χ0
2
, v =
χ0
2
} ⊂ (0, bˆ)× (0, χ0) ,
see also Figure 4. Moreover, after making µ > 0 even smaller we can also ensure that14(
ϕ˜
(
γ˜(−µ))+ C+5/8) ∩ ( lims→0 ϕ˜(γ˜(s))+ C−5/8) ⊂⊂ Rε0,ε1 ,
see also Figure 5. Let now−µ < −µ0 < 0. We construct a causal homotopy Γright,µ0 : [−µ,−µ0]×[−µ,−µ0]→
Mt,χ with fixed endpoints of γ|[−µ,−µ0] by
Γright,µ0(s; r) =

(
u(γ(2s+ µ)), v(γ(−µ))) for − µ ≤ s ≤ −µ+r2(
u(γ(r)), v(γ(2s− r))) for −µ+r2 ≤ s ≤ r
γ(s) for s ≥ r ,
where we have used (u, v)-coordinates in the definition. Then for each r ∈ [−µ,−µ0] the curves s 7→
Γright,µ0(s; r) are future directed causal curves with Γright,µ0(−µ; r) = γ(−µ) and Γright,µ0(−µ0; r) = γ(−µ0),
and we have Γright,µ0(s;−µ) = γ|[−µ,−µ0](s). See also Figure 4.
We also define the broken null geodesics σright,µ0 : [−µ,−µ0] → Mt,χ by σright,µ0(s) := Γright,µ0(s;−µ0).
The family of loops, based at γ(−µ) and depending on µ0, is then given by σright,µ0 followed by the reversal
of γ|[−µ,−µ0].
14Recall that the notation ⊂⊂ denotes compact inclusion.
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tˆχ
χ0
χ0
2
γ(−µ0)
γ(r)
Γright,µ0
(−µ+r
2 ; r
)
γ(−µ)
`κ
`κ
∂u ∂v
Figure 4: The {t, χ}-plane in M .
p˜
Rε0,ε1
lims→0 ϕ˜
(
γ˜(s)
)
ϕ˜
(
γ˜(−µ))
graphf
(
ϕ˜
(
γ˜(−µ))+ C+5/8) ∩ ( lims→0 ϕ˜(γ˜(s))+ C−5/8)
Figure 5: The boundary chart in the extension M˜ .
Step 3: Uniform boundedness of holonomy by virtue of the C0,1loc -extension.
Recalling the inclusion relations (2.9) we note that the assumptions of Lemma 2.12 with Γ = Γright,µ0 are
met and thus we conclude that Γ˜right,µ0 := ι ◦ Γright,µ0 maps into U˜ – and in fact into the region below the
graph of f . In particular σ˜right,µ0 := ι◦σright,µ0 maps into the region of U˜ that is below the graph of f for all
−µ < −µ0 < 0. Using that the x0-coordinate on U˜ is a time-coordinate, we can reparametrise γ˜|[−µ,−µ0] and
σ˜right,µ0 by x0. The size of the domain of definition of the curves in this new parametrisation is obviously
uniformly bounded in µ0 by 2ε0. Moreover, as in (2.10) we also obtain a uniform bound on the coordinate
velocity of the curves. It now follows from Lemma 2.13 that there is a constant C > 0 such that
||(P−1γ˜|[−µ,−µ0] ◦ Pσ˜right,µ0 )(X)||R4 ≤ C · ||X||R4 , (3.11)
where X ∈ Tγ˜(−µ)U˜ , || · ||R4 denotes the Euclidean norm induced by the coordinate chart ϕ˜, and Pτ denotes
parallel transport along a curve τ .
Step 4: Showing that the holonomy along those loops in M is unbounded.
We now compute the parallel transport of `κ along σright,µ0 . For this, let us set e0 := ∂t and e1 :=
1
a(t)∂χ.
It then follows from (3.2) that
∇e0e0 = 0, ∇e0e1 = 0, ∇e1e0 =
a˙(t)
a(t)
e1, ∇e1e1 =
a˙(t)
a(t)
e0 .
Defining L := e0 + e1 and L := e0 − e1 this gives
∇L
( L
a(t)
)
= 0 , ∇L
( L
a(t)
)
= 0 ,
∇L
(
a(t)L
)
= 0 , ∇L
(
a(t)L
)
= 0 .
(3.12)
We furthermore have L = −
√
a(t)2+κ2−κ
a(t) `κ and L = −
√
a(t)2+κ2+κ
a(t) `κ, which together with (3.12) finally gives
∇`κ
(√a(t)2 + κ2 − κ
a(t)2
`κ
)
= 0 , ∇`κ
(√a(t)2 + κ2 + κ
a(t)2
`κ
)
= 0 ,
∇`κ
([√
a(t)2 + κ2 + κ
]
`κ
)
= 0 , ∇`κ
([√
a(t)2 + κ2 − κ]`κ) = 0 . (3.13)
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Let tˆright,µ0 be the value of the tˆ-coordinate at the point where the tangent of σright,µ0 changes from `κ to
`κ, and let tˆµ0 = tˆ(γ(−µ0)) and tˆµ = tˆ(γ(−µ)), see also Figure 6. We denote the value of the t-coordinate
at tˆright,µ0 by tright,µ0 , etc.. Recall that the {t, χ}-plane in M is totally geodesic and thus parallel transport
tˆ
χ
χ0
χ0
2
γ(−µ0)
γ(−µ)
`κ
`κ
tˆµ0
tˆright
tˆright,µ0
σright,µ0
tˆµ
Figure 6: Parallel transport along σright,µ0 in M .
in M of vectors tangent to Mt,χ may be computed in Mt,χ. Using (3.13) we now obtain that the parallel
transport of the vector `κ from γ(−µ) along σright,µ0 to the point where the tangent of σright,µ0 changes from
`κ to `κ, is given by √
a(tright,µ0)
2 + κ2 + κ√
a(tµ)2 + κ2 + κ
· `κ .
Continuing the parallel transport along σright,µ0 to the point γ(−µ0) we obtain
Pσright,µ0 (`κ) =
√
a(tµ0)
2 + κ2 + κ
a(tµ0)
2
· a(tright,µ0)
2√
a(tµ)2 + κ2 + κ
· `κ .
Note that we have tˆright,µ0 > tˆright :=
1
2
(
v(γ(−µ))− χ02
)
> 0 by (3.10), and thus tright,µ0 is uniformly bounded
away from 0 in µ0. Thus for µ0 → 0 we obtain Pσright,µ0 (`κ) ∼
√
a(tµ0 )
2+κ2+κ
a(tµ0 )
2 ·`κ. Recalling that `κ is parallel
along γ we finally find (
P−1γ|[−µ0,−µ]
◦ Pσright,µ0
)
(`κ) ∼
√
a(tµ0)
2 + κ2 + κ
a(tµ0)
2
· `κ
for µ0 → 0. This, however, is in contradiction to (3.11) derived in Step 3: We set X := ι∗
(
`κ|γ(−µ)
)
= `iκ∂i
with `iκ ∈ R and thus obtain
C||ι∗
(
`κ|γ(−µ)
)
||R4 ≥ ||
(
P−1γ˜|[−µ,−µ0]
◦ Pσ˜right,µ0
)
(ι∗`κ)||R4
= ||ι∗
((
P−1γ|[−µ0,−µ]
◦ Pσright,µ0
)
(`κ)
)
||R4
∼
√
a(tµ0)
2 + κ2 + κ
a(tµ0)
2
||ι∗
(
`κ|γ(−µ)
)
||R4 .
Recall that we have κ ≥ 0. For κ = 0 we have
√
a(tµ0 )
2+κ2+κ
a(tµ0 )
2 ∼ 1a(tµ0 ) for µ0 → 0, and for κ > 0 we have√
a(tµ0 )
2+κ2+κ
a(tµ0 )
2 ∼ 1a(tµ0 )2 for µ0 → 0. This concludes the proof of Theorem 3.7.
Remark 3.14. 1. Note that the parallel transport map
(
P−1γ|[−µ0,−µ]
◦ Pσright,µ0
)
corresponds to an infinite
boost in the direction of −f1,κ for µ0 → 0.
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2. Analogously to σright,µ0 one can define
σleft,µ0(s) :=

(
u(γ(−µ), v(γ(2s+ µ))) for − µ ≤ s ≤ −µ−µ02(
u(γ(2s+ µ0)), v(γ(−µ0))
)
for −µ−µ02 ≤ s ≤ −µ0 .
Using (3.13) one finds that the parallel transport of `κ along σleft,µ0 is given by
Pσleft,µ0 `κ =
√
a(tµ)2 + κ2 − κ
a(tµ0)
2
· a(tleft,µ0)
2√
a(tµ)2 + κ2 − κ
· `κ , (3.15)
where tleft,µ0 is defined analogously to tright,µ0 and is also bounded uniformly in µ0 away from 0. For
κ = 0 we have
√
a(tµ)2+κ2−κ
a(tµ0 )
2 ∼ 1a(tµ0 ) for µ0 → 0 and thus (3.15) gives again an infinite boost.
However, for κ > 0 we observe that
√
a(tµ0)
2 + κ2 = κ +
a(tµ0 )
2
2κ + O
(
a(tµ0)
4
)
and thus (3.15) shows
Pσright,µ0 `κ ∼ `κ for µ0 → 0, i.e., we obtain a finite boost in the limit. This is intimately related to the
following point:
3. There are three standards of finite energy at the singularity for observers following timelike geodesics in
the {t, χ}-plane, depending on κ > 0, κ < 0, κ = 0. Recall that the vector field f0,κ = −
√
a(t)2+κ2
a(t) ∂t +
κ
a(t)2 ∂χ is the affine velocity vector field along geodesics with parameter κ. It is now an easy computation
to verify that for κ, ρ > 0 we have for t→ 0
g(f0,κ, f0,0) ∼ g(f0,−κ, f0,0) ∼ − 1
a(t)
g(f0,κ, f0,−ρ) ∼ − 1
a(t)2
g(f0,κ, f0,ρ) ∼ g(f0,−κ, f0,−ρ) ∼ −1 .
Remark 3.16. We remark that the Schwarzschild singularity is also a holonomy singularity: Consider
the interior (M, g) of the Schwarzschild solution, where M = R × (0, 2m) × S2 with standard (t, r, θ, ϕ)-
coordinates and g = −(1 − 2mr ) dt2 + 11− 2mr dr
2 + r2(dθ2 + sin2 θ dϕ2). We define an orthonormal basis by
e0 := −( 2mr − 1)1/2 ∂r, e1 := (2mr − 1)−1/2 ∂t, e2 := 1r ∂θ, e3 := 1r sin θ ∂ϕ. Note that this frame is parallel
along e0 and that the {t, r}-plane as well as the {r, θ}-plane are totally geodesic. We also have future particle
horizons. For simplicity we restrict our consideration here to an observer with affine velocity vector e0.
Let us consider first a null basis L = e0 + e1 and L = e0 − e1 for the {t, r}-plane. A straightforward
computation now yields ∇L(
√
r√
2m−rL) = 0 and ∇L(
√
2m−r√
r
L) = 0, which shows that light propagating in the
L-direction is infinitely red-shifted when approaching r = 0 as observed by our observer, as expected from the
infinite expansion in the t-direction. Note that this is different to the situation of the cosmological singularities
we just discussed, where we encounter an infinite blue-shift of radiation approaching the singularity. However,
now the parallel transport of L along L blows up when approaching r = 0.
Considering the situation in the {r, θ}-plane, we set ` := e0 + e2 and ` := e0 − e2. A computation
gives ∇`( 1r `) = 0, which shows that we have an infinite blue-shift of radiation travelling in `-direction when
approaching r = 0 as observed by our observer, in qualitatively the same manner as in the cosmological
singularities discussed earlier.
With a bit of additional work one can now extend the method of proof of Theorem 3.7 also to the
Schwarzschild singularity, showing C0,1loc -inextendibility. But of course this statement is strictly weaker than
the C0-inextendibility proven in [37]. However, the blow-up of the local causal homology is of independent
interest.
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Theorem 3.5 and Theorem 3.7 together directly give the following
Corollary 3.17. Let (M, g) be a cosmological warped product spacetime with b =∞ and let the scale factor
a : (0,∞) → (0,∞) satisfy limt→0 a(t) = 0,
∫∞
1
a(t)√
a(t)2+1
dt = ∞ and ∫ 1
0
1
a(t′) dt
′ < ∞. Then (M, g) is
C0,1loc -inextendible.
The physically most interesting examples of cosmological warped product spacetimes, and thus the phys-
ically most relevant application of Theorem 3.5, Theorem 3.7, and Corollary 3.17, are to the class of isotropic
and homogeneous cosmological models, known as FLRW spacetimes. Here, (MK , gK) is a 3-dimensional
complete Riemannian manifold of constant sectional curvature K. By redefining the scale factor function
a(t) one may restrict to the three cases K = −1, 0,+1. In all three cases one can locally introduce polar
normal coordinates15 (χ, θ, ϕ) ∈ (0, χ0)× S2 on MK such that the 3-metric in these coordinates reads
gK = dχ
2 + fK(χ)
2(dθ2 + sin2 θ dϕ2) with

fK(χ) = sinhχ for K = −1
fK(χ) = χ for K = 0
fK(χ) = sinχ for K = +1 .
Thus, in the coordinates (t, χ, θ, ϕ) the spacetime metric reads
g = −dt2 + a(t)2[dχ2 + fK(χ)2(dθ2 + sin2 θ dϕ2)] .
Note that various topologies are possible for MK . The classical, simply connected choices are M−1 = M0 =
R3 with almost global coordinates (χ, θ, ϕ) ∈ (0,∞) × (0, pi) × (0, 2pi), and M1 = S3 with almost global
coordinates (χ, θ, ϕ) ∈ (0, pi)× (0, pi)× (0, 2pi).
4 Spherically symmetric weak null singularities
4.1 General theorem
We consider the following class of spacetimes (M, g): Let
M := (−∞, 0)× (−∞, 0)︸ ︷︷ ︸
=:Q
×S2 and M := (−∞, 0]× (−∞, 0]︸ ︷︷ ︸
=:Q
×S2 ,
with standard u, v coordinates on the first two factors of M and M , and let
g = −Ω
2
2
(
du⊗ dv + dv ⊗ du)+ r2γ˚ ,
where γ˚ denotes the standard round metric on S2. For the metric components we assume that
• Ω : Q→ (0,∞) is smooth and extends continuously to Q as a positive function.
• r : Q→ (0,∞) is smooth and extends continuously to Q as a positive function.
• limv→0 ∂vr(u, v) = −∞ for all u ∈ (−∞, 0).
• For each u0 ∈ (−∞, 0) there exists a v0(u0) ∈ (−∞, 0) such that ∂ur(u0, v) < 0 for all v ∈ [v0(u0), 0).
15See for example [24], Chapter 10.
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We fix the time-orientation by stipulating that ∂u+∂v is future directed. Clearly (M, g) is globally hyperbolic.
See also Figure 8 on page 24 for a Penrose diagram. By assumption (M, g) is a future C0-extension of (M, g).
The hypersurface {v = 0} in M is known as a weak null singularity.
Our first result shows that there is no C0,1loc -extension through {v = 0}. The precise statement is
Theorem 4.1. Let (M, g) be as above. Then there exists no C0,1loc -extension ι : M ↪→ M˜ with the property
that there is a future directed future inextendible timelike geodesic γ : [−1, 0) → M with lims→0 v(γ(s)) = 0
and such that lims→0(ι ◦ γ)(s) exists in M˜ .
Remark 4.2. 1. Note that the theorem does not require the Hawking mass to go to infinity for v → 0.
2. Also note that the theorem in particular rules out the existence of C0,1loc -extensions ι : M ↪→ M˜ with the
property that there is a future directed future inextendible timelike geodesic γ : [−1, 0)→M which leaves
into M˜ \ ι(M) through {u = 0} ∩ {v = 0}16, although we have not made any blow-up assumption at
{u = 0}∩{v = 0}. This is due to the fact, established in the proof of Theorem 4.1, that any C0-extension
that extends through {u = 0}∩{v = 0} also necessarily extends through a bit of {−∞ < u < 0}∩{v = 0},
see Step 2 and, in particular, Step 2.2 of the proof.
3. The Theorem remains valid for a much larger class of spacetimes. For the proof, as written, to go
through it suffices that in addition to the first two bullet points one assumes that for each u0 ∈ (−∞, 0)
there exists a sequence vn ∈ (−∞, 0) with vn → 0 for n → ∞ such that (∂ur · ∂vr)(u0, vn) > 0 and,
moreover, such that |∂ur(u0, vn)| → ∞ or |∂vr(u0, vn)| → ∞ for n → ∞. We would expect that one
can in addition remove the assumption on the sign of ∂ur · ∂vr, but this would require a modification of
the proof. All of the physically interesting applications known to the author are however covered by the
assumptions made in the theorem.
The next theorem covers the case that {u = 0} ⊆ M˜ is also a weak null singularity. It is more or less a
direct consequence of Theorem 4.1.
Theorem 4.3. Let (M, g) as above satisfy in addition
• limu→0 ∂ur(u, v) = −∞ for all v ∈ (−∞, 0).
• For each v0 ∈ (−∞, 0) there exists a u0(v0) ∈ (−∞, 0) such that ∂vr(u, v0) < 0 for all u ∈ [u0(v0), 0).
Then (M, g) is future C0,1loc -inextendable.
Proof of Theorem 4.3: Assume ι : M ↪→ M˜ is a future C0,1loc -extension. Then by Proposition 2.11 there is a
future directed and future inextendible timelike geodesic γ : [−1, 0) → M such that ι ◦ γ has a future limit
point in M˜ . The future inextendibility of γ implies that we have lims→0 v(γ(s)) = 0 or lims→0 u(γ(s)) = 0
(or in fact both). We then obtain a contradiction to the statement of Theorem 4.1 (or its dual where u and
v are interchanged).
Before we begin with the proof of Theorem 4.1 let us collect the expressions for the Christoffel symbols
of (M, g) in the coordinates (u, v, xA), where xA denotes a coordinate system on S2. A direct computation
16That means lims→0 v(γ(s)) = 0 = lims→0 u(γ(s)) and lims→0(ι ◦ γ)(s) exists in M˜ .
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gives
Γuuu = ∂u log Ω
2 ΓuAB =
2
Ω2
r∂vr · γ˚AB
Γuuv = Γ
u
vv = Γ
u
Au = Γ
u
Av = 0
Γvvv = ∂v log Ω
2 ΓvAB =
2
Ω2
r∂ur · γ˚AB
Γvvu = Γ
v
uu = Γ
v
Av = Γ
v
Au = 0
ΓABu =
1
r
∂ur · δAB ΓABv =
1
r
∂vr · δAB ΓABC = Γ˚ABC
ΓAuu = Γ
A
uv = Γ
A
vv = 0 ,
(4.4)
where Γ˚ABC denotes the Christoffel symbols of (S2, γ˚).
Proof of Theorem 4.1: The proof is by contradiction.
Step 1: Assume ι : M ↪→ M˜ is a C0,1loc -extension and let γ : [−µ, 0) → M be an affinely17 parametrised
future directed timelike geodesic with lims→0 v(γ(s)) = 0 and lims→0 γ˜(s) = p˜ ∈ M˜ , where γ˜ := ι ◦ γ. Then
by Proposition 2.6 there exists a chart ϕ˜ : U˜ → (−ε0, ε0) × (−ε1, ε1)d =: Rε0,ε1 as in Proposition 2.6 with
δ > 0 so small that all vectors in C+5/6 are future directed timelike, all vectors in C
−
5/6 are past directed timelike,
and all vectors in Cc5/8 are spacelike. After making the chart slightly smaller if necessary, we can also assume
that in this chart the Lorentzian metric g˜ on U˜ satisfies a global Lipschitz condition
|g˜µν(x˜)− g˜µν(y˜)| ≤ Λ||x˜− y˜||Rd+1
for all x˜, y˜ ∈ Rε0,ε1 , where Λ > 0 is a constant. In the region {(x˜0, x˜) ∈ Rε0,ε1 | x˜0 < f(x˜)} below the graph
of f the metric components g˜µν are smooth and satisfy the bounds |∂κg˜µν | ≤ Λ. Let µ > 0 be so small that
γ˜ is contained in U˜ and such that (
C+5/8 + ϕ˜(γ˜(−µ))
)
∩ C−5/8 ⊂⊂ Rε0,ε1 .
Step 2: Step 2.1: We construct a timelike curve leaving M that lies in the {u, v}-plane.
Using the spherical symmetry of (M, g) we can choose standard (θ, ϕ) coordinates on S2 such that γ lies
in the {θ = pi2 }-plane. Then γ(s) =
(
γu(s), γv(s), pi2 , γ
ϕ(s)
)
satisfies
− 1 = −Ω2γ˙uγ˙v + r2(γ˙ϕ)2 and R 3 κ = g(∂ϕ, γ˙) = r2γ˙ϕ . (4.5)
We can choose the ϕ coordinate such that we have κ ≥ 0. Since γ is future directed timelike we have
γ˙u, γ˙v > 0, and thus lims→0 γu(s) ∈ (−∞, 0] exists. The continuous extension of r then implies that
r∞ := lims→0 r(γ(s)) > 0 also exists. In particular r is bounded away from 0 uniformly along γ. It then
follows from γ˙ϕ = κr2 that lims→0 γ
ϕ(s) =: ϕ∞ also exists and, without loss of generality, we can assume that
ϕ∞ = pi.
If κ = 0 then we are already done. So let us assume κ > 0. It follows from (4.5) that −1 = −Ω2γ˙uγ˙v+ κ2r2 .
We now accelerate the curve slightly in the ϕ-direction such that it is still timelike. For s ∈ [−µ, 0) and ε > 0
we have ∣∣∣ (κ+ ε)2
r2(γ(s))
− κ
2
r2(γ(s))
∣∣∣ ≤ ∣∣∣ (κ+ ε)2
r2(γ(s))
− (κ+ ε)
2
r2∞
∣∣∣+ ∣∣∣ (κ+ ε)2
r2∞
− κ
2
r2∞
∣∣∣+ ∣∣∣ κ2
r2∞
− κ
2
r2(γ(s))
∣∣∣ . (4.6)
17It follows easily from the C0-extension (M, g) that a timelike geodesic as in Theorem 4.1 has to be future incomplete. We
can thus assume without loss of generality that it is affinely parametrised on the interval [−µ, 0).
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Choosing first ε > 0 so small such that the second term on the right hand side of (4.6) is less than 16 , and
then µ > 0 so small such that for all s ∈ [−µ, 0) we have that the first and third term on the right hand side
are also less than 16 , we obtain that the right hand side of (4.6) is less than
1
2 . Hence, defining the curve
[−µ, 0) 3 s 7→ σ(s) := (γu(s), γv(s), pi
2
, γϕ(−µ) +
∫ s
−µ
κ+ ε
r2(γ(s′))
ds′
)
we obtain g(σ˙, σ˙) = −Ω2γ˙uγ˙v+ (κ+ε)2r2 < − 12 for all s ∈ [−µ, 0), and thus σ is timelike. Since σ moves slightly
faster in ϕ than γ there is now a −µ < −µ0 < 0 such that σϕ(−µ0) = ϕ∞ = pi. Moreover, σϕ is strictly
increasing and thus
(σϕ)−1
∣∣∣
[γϕ(−µ),pi)
: [γϕ(−µ), pi)→ [−µ,−µ0)
is strictly increasing, bijective, and continuous. Let −µ < −µ1 < 0. We now define a causal homotopy
Γµ1 : [−µ,−µ1]× [−µ,−µ1]→M of γ|[−µ,−µ1] with fixed endpoints by
Γµ1(s;λ) =

σ(s) for − µ ≤ s ≤ (σϕ)−1(γϕ(λ))(
γu(s), γv(s), pi2 , γ
ϕ(λ)
)
for (σϕ)−1
(
γϕ(λ)
) ≤ s ≤ λ
γ(s) for λ ≤ s ≤ −µ1 .
For each λ ∈ [−µ,−µ0] the curve s 7→ Γµ1(s;λ) is future directed timelike from γ(−µ) to γ(−µ1). Note that
the homotopy only homotopes the ϕ-component of γ, see Figure 7; the projection of Γµ1(· ;λ) to Q traces
out the projection of γ|[−µ,−µ0] to Q for all λ.18 By Lemma 2.12 ι◦Γµ1 maps into U˜ for all −µ1 ∈ [−µ, 0). In
s
−µ1
−µ0
λ
(σϕ)−1
(
γϕ(λ)
)
−µ
γϕ(−µ) pi ϕγϕ(λ)
σϕ(s)
γϕ(s)
Figure 7: The homotopy in the ϕ-component of Γµ1 .
particular the ϕ˜ ◦ ι-image of the curves σµ1(s) := Γµ1(s;−µ1) maps into
(
C+5/8 + ϕ˜(γ˜(−µ))
)
∩C−5/8 ⊂⊂ Rε0,ε1
for all −µ1 ∈ [−µ, 0). We define a future directed and future inextendible timelike curve σ0 : [−µ, 0) → M
by
σ0(s) :=
σ(s) for s ∈ [−µ,−µ0](γu(s), γv(s), pi2 , pi) for s ∈ [−µ0, 0) .
18Let us point out that the spherical symmetry of g is important for our construction of the homotopy to yield causal curves:
the spherical symmetry implies
g|Γµ1 (s;λ)
(
∂sΓµ1 (s;λ), ∂sΓµ1 (s;λ)
)
= g|Γµ1 (s;λ)
(
Γ˙uµ1 (s;λ)∂u + Γ˙
v
µ1
(s;λ)∂v + Γ˙
ϕ
µ1
(s;λ)∂ϕ, Γ˙
u
µ1
(s;λ)∂u + Γ˙
v
µ1
(s;λ)∂v + Γ˙
ϕ
µ1
(s;λ)∂ϕ
)
!
= g|γ(s)
(
Γ˙uµ1 (s;λ)∂u + Γ˙
v
µ1
(s;λ)∂v + Γ˙
ϕ
µ1
(s;λ)∂ϕ, Γ˙
u
µ1
(s;λ)∂u + Γ˙
v
µ1
(s;λ)∂v + Γ˙
ϕ
µ1
(s;λ)∂ϕ
)
.
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Note that σ0 lies in the closure of{
σµ1
(
[−µ,−µ1]) | − µ < −µ1 < 0
}
⊆M .
The continuity of ι now implies that ϕ◦ ι◦σ0 lies in the closure of
(
C+5/8 + ϕ˜(γ˜(−µ))
)
∩C−5/8 ⊂⊂ Rε0,ε1 . Since
it also lies below the graph of f and σ0 is future inextendible in M it follows that it has a limit point on the
graph of f .19 Note that σ0|[−µ0,0) lies in the {u, v}-plane as desired.
Step 2.2: We construct a null curve [v0, 0) 3 s τ7→ (u0, s, pi2 , pi), where −∞ < u0 < 0, such that lims→0(ι ◦
τ)(s) ∈ M˜ exists.
Note that this step serves two purposes. On the one hand it is convenient for the construction in Step
3 to work with a radially outgoing null geodesic. On the other hand we have ensured that even if 0 =
lims→0 u(σ0(s)) = lims→0 u(γ(s)) we can also find a curve that ‘leaves M through {v = 0}∩{−∞ < u < 0}’20,
i.e., one cannot extend only through {v = 0} ∩ {u = 0} without extending at the same time through a bit of
{v = 0} ∩ {−∞ < u < 0}.
The first part of the argument is analogous to the one in Step 2 of the proof of Theorem 3.7. For
−µ0 < −µ1 < 0 we define a causal homotopy Γµ1 : [−µ0,−µ1] × [−µ0,−µ1] → M of σ0|[−µ0,−µ1] with fixed
endpoints by
Γµ1(s;λ) =

(
u(σ0(−µ0)), v(σ0(2s+ µ0)), pi2 , pi
)
for s ∈ [−µ0, −µ0+λ2 ](
u(σ0(2s− λ)), v(σ0(λ)), pi2 , pi
)
for s ∈ [−µ0+λ2 , λ]
σ0(s) for s ∈ [λ,−µ1] .
See also Figure 8. By Lemma 2.12 ι ◦ Γµ1 maps into ϕ˜−1
((
C+5/8 + ϕ˜(γ˜(−µ))
)
∩ C−5/8
)
⊆ U˜ for all −µ0 <
−µ1 < 0. Defining τ(s) :=
(
u(σ0(−µ0)), v(σ0(s)), pi2 , pi
)
for s ∈ [−µ0, 0) we obtain that ι ◦ τ maps into
ϕ˜−1
((
C+5/8+ϕ˜(γ˜(−µ))
)
∩C−5/8
)
⊆ U˜ and has a limit point on the graph of f . We can thus set v0 := v(σ0(−µ0))
and u0 := u(σ0(−µ0)).
Step 3: Let Bλ(u0,
pi
2 , pi) ⊆ (−∞, 0) × (0, pi) × (0, 2pi) be the coordinate ball of radius λ > 0 around
(u = u0, θ =
pi
2 , ϕ = pi). We show that λ > 0 can be chosen so small that
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ι
(
[v0, 0)×Bλ(u0, pi
2
, pi)
)
⊆ U˜
∂
∂xµ
=
∂x˜α
∂xµ
∂
∂x˜α
with
∣∣∣∂x˜α
∂xµ
∣∣∣ ≤ C
for some C ≥ 0. Here, xµ denotes the set of coordinates (u, v, θ, ϕ) and x˜α denotes the set of coordinates
induced by ϕ˜ ◦ ι.
19Although it is not needed for the remainder of the argument, one can show that lims→0(ι ◦σ0)(s) = p˜ as expected. For this
let O˜ ⊆ U˜ be a neighbourhood of p˜ and let −µ < −µˆ < 0 be so small that
ϕ˜−1
((
C+
5/8
+ ϕ˜(γ˜(−µˆ))
)
∩ C−
5/8
)
⊆ O˜ .
We can now repeat the construction of the causal homotopy Γµ1 but with µ replaced by µˆ. Note that µ0 will also be replaced
by a −µ0 < −µˆ0 < 0. Then the same line of reasoning leads to (ι ◦ σ0)
(
[−µˆ0, 0)
) ⊆ ϕ˜−1((C+
5/8
+ ϕ˜(γ˜(−µˆ))
)
∩ C−
5/8
)
⊆ O˜,
which shows lims→0(ι ◦ σ0)(s) = p˜.
20The precise definition of ‘a curve σ : [−1, 0)→M leaving M through {v = 0} ∩ {−∞ < u < 0}’ is that lims→0 v(σ(s)) = 0,
lims→0 u(σ(s)) ∈ (−∞, 0), and lims→0(ι ◦ σ)(s) exists in M˜ .
21Note that this notation unfortunately changes the ordering of the coordinates: by [v0, 0) × Bλ(u0, pi2 , pi) we denote the set
of all (u, v, θ, ϕ) ∈ (−∞, 0)× (−∞, 0)× (0, pi)× (0, 2pi) such that (u, θ, ϕ) ∈ Bλ(u0, pi2 , pi) and v ∈ [v0, 0).
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σ0(λ)
σ0(−µ1)
σ0(−µ0)
σ0
τ
Γµ1(· ;−µ1)
Γµ1(· ;λ)
u
v
−∞−∞
0
0
Figure 8: The homotopy in the {u, v}-plane.
We begin by recalling from Step 2.2 that τ˜
(
[v0, 0)
)
is compactly contained in U˜ , where τ˜ := ι ◦ τ . Using
the continuity of ι we can choose λ1 > 0 so small that ι
(
[v0,
19
20v0]×Bλ1(u0, pi2 , pi)
)
⊂⊂ U˜ . We also note that
it follows from (4.4) that
∇∂v
( 1
Ω2
∂v
)
= 0 , ∇∂v∂u = 0 , ∇∂v
(1
r
∂θ
)
= 0 , ∇∂v
( 1
r sin θ
∂ϕ
)
= 0 . (4.7)
We define e1 :=
1
r∂θ, e2 :=
1
r sin θ∂ϕ, e3 := ∂u, e4 :=
1
Ω2 ∂v, which is thus a parallel frame field along the
integral curves of ∂v. We clearly have
∂
∂xµ
= Y νµ eν with |Y νµ | ≤ C0 (4.8)
for some C0 > 0. By compactness we have
ι∗eµ = X˜ αµ
∂
∂x˜α
with |X˜ αµ | ≤ C1 on ι
(
[v0,
19
20
v0]×Bλ1(u0,
pi
2
, pi)
)
(4.9)
for some C1 > 0. For x = (u, θ, ϕ) ∈ Bλ1(u0, pi2 , pi) let v(x) := sup
{
vˆ ∈ [v0, 0) | ι
(
[v0, vˆ)× {x}
) ⊆ U˜}.
Step 3.1: We show that on
⋃
x∈Bλ1 (u0,pi2 ,pi)
([
v0, v(x)
)×{x}) ⊆ [v0, 0)×Bλ1(u0, pi2 , pi) we have ∣∣∣∂x˜α∂xµ ∣∣∣ ≤ Cˆ.
To show this let x ∈ Bλ1(u0, pi2 , pi) and let τx : [v0, v(x)) → M , τx(s) = (s, x) be the outgoing null
geodesics. Then τ˜x := ι ◦ τx is a causal curve mapping into U˜ and since x˜0 is a time function on U˜ we can
reparametrise τ˜x by x˜0 to obtain, in the x˜
α coordinates, the curve
τ˜rep,x : (−ε0, ε0) ⊇ Ix → (−ε0, ε0)× (−ε1, ε1)3
τ˜rep,x(s) =
(
s, τ˜ rep,x(s)
)
.
Clearly we have |Ix| ≤ 2ε0 and, as in (2.10), we have || ˙˜τrep,x||R4 ≤ 85 , both uniform in x ∈ Bλ1(u0, pi2 , pi). It
now follows from Lemma 2.13 that the parallel transport map Pτ˜rep,x(s0, s1) : Tτ˜rep,x(s0)U˜ → Tτ˜rep,x(s1)U˜ is
uniformly bounded in the x˜α-coordinates by a constant C2 > 0 , independent of x ∈ Bλ1(u0, pi2 , pi). Since eµ
is parallel along τx and since parallel transport commutes with isometries we thus obtain(
ι∗eµ)|τ˜rep,x(s1) = ι∗
(
Pτrep,x(s0, s1)
(
eµ|τrep,x(s0)
))
= Pτ˜rep,x(s0, s1)
((
ι∗eµ
)|τ˜rep,x(s0)) , (4.10)
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where we have denoted ι−1 ◦ τ˜rep,x by τrep,x. It now follows from (4.9) together with (4.10) that
||(ι∗eµ)|τ˜rep,x(s1)||R4 ≤ 2C1 · C2 for all s1 ∈ Ix . (4.11)
Moreover, we have
∂x˜α
∂xµ
∂
∂x˜α
= ι∗
( ∂
∂xµ
)
= ι∗
(
Y νµ eν
)
= ι∗
(
Y νµ
) · (ι∗eν) ,
and thus ∂x˜
α
∂xµ = ι∗(Y
ν
µ ) · (ι∗eν)α, which, together with (4.8) and (4.11) proves the claim in Step 3.1.
Step 3.2: We now choose 0 < λ < λ1 so small that
B2Cˆλ(τ˜) :=
{
x˜ = (x˜0, . . . , x˜3) ∈ Rε0,ε1 ' U˜
∣∣∣ d(x˜, (ϕ˜ ◦ τ˜)([v0, 0))) ≤ 2Cˆλ}
is compactly contained in U˜ . Here, d(·, ·) denotes the Euclidean coordinate distance function on Rε0,ε1 =
(−ε0, ε0)× (−ε1, ε1)3. Let
J =
{
vˆ ∈ (v0, 0)
∣∣∣ ι([v0, vˆ)×Bλ(u0, pi
2
, pi)
)
⊆ B2Cˆλ(τ˜)
}
.
We show by continuity that J = (v0, 0). By the choice of 0 < λ < λ1 we have ι
(
[v0,
19
20v0]×Bλ(u0, pi2 , pi)
)
⊆ U˜ .
Thus, by Step 3.1 this gives ||ι∗ ∂∂xµ ||R4 ≤ 2Cˆ on ι
(
[v0,
19
20v0] × Bλ(u0, pi2 , pi)
)
. Thus integrating the integral
curves of ι∗ ∂∂u , ι∗
∂
∂θ , ι∗
∂
∂ϕ from τ˜
(
[v0,
19
20v0]
)
we obtain that we have in fact
ι
(
[v0,
19
20
v0]×Bλ(u0, pi
2
, pi)
)
⊆ B2Cˆλ(τ˜) .
Thus, J is non-empty. To show the openness of J let vˆ ∈ J . Then by the continuity of ι and the openness
of U˜ there exists ε > 0 such that ι
(
[v0, vˆ + ε)×Bλ(u0, pi2 , pi)
)
⊆ U˜ . It then follows again from Step 3.1 that
on ι
(
[v0, vˆ + ε)×Bλ(u0, pi2 , pi)
)
we have ||ι∗ ∂∂xµ ||R4 ≤ 2Cˆ and the same argument as before shows then that
ι
(
[v0, vˆ + ε) × Bλ(u0, pi2 , pi)
)
⊆ B2Cˆλ(τ˜). The closure of J is immediate by its definition. We thus obtain
J = (v0, 0), which, together with Step 3.1 concludes the proof of Step 3.
Step 4: We define a family σv1 of loops in [v0, 0) × Bλ(u0, pi2 , pi) and show that the assumption of
ι : M ↪→ M˜ being a C0,1loc -extension implies that the holonomy along those loops is uniformly bounded.
Let v1 ∈ (v0, 0). In (v, u, θ, ϕ)-coordinates on M we define the following points
A := (v = v0, u = u0,
pi
2
, pi +
λ
2
) B := (v = v0, u = u0,
pi
2
, pi − λ
2
)
C(v1) := (v = v1, u = u0,
pi
2
, pi − λ
2
) D(v1) := (v = v1, u = u0,
pi
2
, pi +
λ
2
) ,
and also the following curves:
−−→
AB : [0, λ]→M , −−→AB(s) := (v0, u0, pi
2
, pi +
λ
2
− s)
−−−−−→
BC(v1) : [v0, v1]→M ,
−−−−−→
BC(v1)(s) := (s, u0,
pi
2
, pi − λ
2
)
−−−−−−−−→
C(v1)D(v1) : [0, λ]→M ,
−−−−−−−−→
C(v1)D(v1)(s) := (v1, u0,
pi
2
, pi − λ
2
+ s)
−−−−−→
D(v1)A : [v0, v1]→M ,
−−−−−→
D(v1)A(s) := (v1 + v0 − s, u0, pi
2
, pi +
λ
2
) .
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τA
B
C(v1)
D(v1)
{v = 0}
∂u
∂v
∂ϕ
∂ϕ
Figure 9: The family of loops σv1 in the {v, ϕ}-plane.
See also Figure 9. Let us denote by σv1 :=
−−−−−→
D(v1)A ∗
−−−−−−−−→
C(v1)D(v1) ∗
−−−−−→
BC(v1) ∗ −−→AB the concatenation of the
four curve segments and, as usual, by an over-set tilde the composition with the isometric embedding ι into
M˜ . We clearly have that the size of the domains of
−˜−−−−→
D(v1)A,
˜−−−−−−−−→
C(v1)D(v1),
−˜−−−−→
BC(v1),
−˜−→
AB is uniformly bounded
for v1 ∈ (v0, 0), and, since the tangent vectors of the curves are either ι∗
(
∂v
)
or ι∗
(
∂ϕ
)
we have by Step 3
that the tangent vectors in the x˜α-coordinates are also uniformly bounded in v1. It thus follows from Lemma
2.13 that the parallel transport map Pσ˜v1 : Tι(A)U˜ → Tι(A)U˜ along the loop σ˜v1 is also uniformly bounded in
v1 ∈ (v0, 0) with respect to the Euclidean norm induced by the x˜α-coordinates on U˜ .
Step 5: We show that the parallel transport map Pσv1 : TAM → TAM along the loop σv1 is unbounded
in the Euclidean norm induced by the coordinates (v, u, θ, ϕ) as v1 → 0. Since parallel transport commutes
with isometries this is in contradiction to Step 4 and thus concludes the proof of Theorem 4.1.
We denote by P−−→
AB
: TAM → TBM the parallel transport map along −−→AB, and similarly P−−−−−→BC(v1),
P−−−−−−−−→
C(v1)D(v1)
, and P−−−−−→
D(v1)A
. As usual we denote by ||P−−→
AB
||R4 the operator norm of the matrix representa-
tion of P−−→
AB
with respect to the basis (∂u, ∂v, ∂θ, ∂ϕ) for TAM and TBM , and analogously for the other
parallel transport maps. We trivially have
||P−−→
AB
||R4 ≤ C and ||(P−−→AB)−1||R4 ≤ C . (4.12)
It also follows directly from (4.7) (together with the continuous positive extension of r and Ω2 to Q) that we
have
||P−−−−−→
BC(v1)
||R4 ≤ C and ||(P−−−−−→BC(v1))
−1||R4 ≤ C ,
||P−−−−−→
D(v1)A
||R4 ≤ C and ||(P−−−−−→D(v1)A)
−1||R4 ≤ C
(4.13)
uniformly in v1 ∈ (v0, 0). We now compute the parallel transport along
−−−−−−−−→
C(v1)D(v1). It follows from (4.4)
that for θ = pi2 we have
∇∂ϕ∂u =
∂ur
r
∂ϕ , ∇∂ϕ∂v =
∂vr
r
∂ϕ ,
∇∂ϕ∂θ = 0 , ∇∂ϕ∂ϕ =
2r∂vr
Ω2
∂u +
2r∂ur
Ω2
∂v .
(4.14)
By the assumption of the theorem there exists a v1/2 ∈ (v0, 0) such that for v1/2 < v1 < 0 we have ∂ur(u0, v1) <
0 and ∂vr(u0, v1) < 0. The remaining computations are valid only for θ =
pi
2 and v ∈ (v1/2, 0).
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We define the null vectors
`(u,v) :=
∂vr
Ω2
∂u +
∂ur
Ω2
∂v +
√
∂ur · ∂vr
Ωr
∂ϕ and `(u,v) :=
∂vr
Ω2
∂u +
∂ur
Ω2
∂v −
√
∂ur · ∂vr
Ωr
∂ϕ .
A direct computation using (4.14) gives
∇∂ϕ`(u,v) =
√
2m
r
− 1 · `(u,v) and ∇∂ϕ`(u,v) = −
√
2m
r
− 1 · `(u,v) ,
where we have used
√
2m
r − 1 = 2
√
∂ur·∂vr
Ω , where m :=
r
2
(
1 + 4∂ur·∂vrΩ2
)
is the Hawking mass. We thus
obtain22
∇∂ϕ
(
e−
√
2m
r −1·ϕ · `(u,v)
)
= 0 and ∇∂ϕ
(
e
√
2m
r −1·ϕ · `(u,v)
)
= 0 . (4.15)
Using ∂ϕ =
r√
2m
r −1
(
`(u,v) − `(u,v)
)
and (4.15) we can now compute the parallel transport of ∂ϕ along
−−−−−−−−→
C(v1)D(v1):
P−−−−−−−−→
C(v1)D(v1)
∂ϕ =
r√
2m
r − 1
(
e−
√
2m
r −1·λ · `(u,v) − e
√
2m
r −1·λ · `(u,v)
)
=
r√
2m
r − 1
( [
e−
√
2m
r −1·λ − e
√
2m
r −1·λ
]︸ ︷︷ ︸
=−2 sinh(
√
2m
r −1·λ)
·[∂vr
Ω2
∂u +
∂ur
Ω2
∂v
]
+
[
e−
√
2m
r −1·λ + e
√
2m
r −1·λ
] ·
√
2m
r − 1
2r
∂ϕ
)
.
Since we have sinh xx ≥ 1 it follows that
||P−−−−−−−−→
C(v1)D(v1)
∂ϕ||R4 ≥ |2rλ| ·
∣∣∣∂vr
Ω2
∣∣∣→∞ (4.16)
for v1 → 0 by assumption.
Let now X(v1) :=
(
(P−−→
AB
)−1 ◦ (P−−−−−→
BC(v1)
)−1
)
(∂ϕ) ∈ TAM . We thus have
||X(v1)||R4 ≤ ||(P−−→AB)−1||R4 · ||(P−−−−−→BC(v1))
−1||R4 ||∂ϕ||R4︸ ︷︷ ︸
=1
(4.17)
and
||Pσv1X(v1)||R4
||X(v1)||R4 =
||(P−−−−−→
D(v1)A
◦ P−−−−−−−−→
C(v1)D(v1)
◦ P−−−−−→
BC(v1)
◦ P−−→
AB
)(X(v1))||R4
||X(v1)||R4
≥
||(P−−−−−→
D(v1)A
◦ P−−−−−−−−→
C(v1)D(v1)
)(∂ϕ)||R4
||(P−−→
AB
)−1||R4 · ||(P−−−−−→BC(v1))−1||R4 · ||∂ϕ||R4
≥
||P−−−−−−−−→
C(v1)D(v1)
(∂ϕ)||R4
||(P−−−−−→
D(v1)A
)−1||R4 · ||(P−−→AB)−1||R4 · ||(P−−−−−→BC(v1))−1||R4 · ||∂ϕ||R4
≥
||P−−−−−−−−→
C(v1)D(v1)
(∂ϕ)||R4
C3 · ||∂ϕ||R4 ,
where we have used (4.17) in the first inequality, ||Ax|| ≥ ||x||||A−1|| in the second, and (4.12) and (4.13) in the
third. It now follows from (4.16) that ||Pσv1 ||R4 →∞ for v1 → 0, which concludes Step 5.
22Together with ∇∂ϕ∂θ = 0 and ∇∂ϕ
( − ∂ur · ∂v + ∂vr · ∂u) = 0, which follows directly from (4.14), this solves the parallel
transport map along ∂ϕ for θ =
pi
2
and v ∈ (v1/2, 0). Note that −∂ur · ∂v + ∂vr · ∂u is a spacelike vector, since ∂ur · ∂vr > 0.
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4.2 Reissner-Nordstro¨m-Vaidya spacetimes
The Reissner-Nordstro¨m-Vaidya (RNV) spacetime (M, g) is given by M = R × (0,∞) × S2 with canonical
(v, r)-coordinates on the first two factors and
g = −
(
1− 2$(v)
r
+
e2
r2
)
dv2 + dv ⊗ dr + dr ⊗ dv + r2 γ˚ , (4.18)
where e > 0 and $ : R → (0,∞) is a smooth non-decreasing function, [1]. Together with the Maxwell field
F := 2er2 dv ∧ dr and ρ := 1r2 ∂v$ ≥ 0, and defining the stress-energy tensor T emµν = FµλF λν − 12gµνFλρFλρ
of the electromagnetic field and the stress-energy tensor T dustµν = ρ · ∂µv∂νv of dust, it solves the Einstein-
Maxwell-null-dust equations
Rµν − 1
2
gµνR = 2(T
em
µν + T
dust
µν )
dF = 0 , ∇µFµν = 0
∇µT dustµν = 0 , g−1(dv, dv) = 0 .
A time orientation is fixed by stipulating that −∂r is future directed. We assume $(v) = $(∞)−βv−p, where
β > 0, p > 1, and $(∞) > e > 0, and restrict our considerations to v ≥ v0, where v0 > 0 is so large that
$(v0) > e. Thus, for late affine time v the RNV spacetime we are considering models the continuous influx
of null-dust into a sub-extremal Reissner-Nordstro¨m black hole decaying with a tail ρ ∼ v−(p+1). A Penrose
diagram is given in Figure 10. In the following we introduce spherically symmetric double null coordinates
I+
i+
CH+
H+
i0
I−
u = uH+
v = v0
u = uT
∂vr < 0
r = 0
apparent horizons
Figure 10: Penrose diagram of the Reissner-Nordstro¨m-Vaidya spacetime.
(u, v) on the RNV spacetime, see also Appendix B of [34]. Such coordinates are in particular used to infer
the structure of the above Penrose diagram. Note however that in general no closed form solution exists for
the second null coordinate u. We construct it by the method of characteristics, prescribing initial values on
{v = v0}. We then focus on the region uH+ < u < uT , which is defined by the property that outgoing null
rays are eventually trapped. One can in fact show that every outgoing null ray starting inside the black hole
is eventually trapped, see Proposition 4.29, and thus uT corresponds to the left endpoint of the domain of
definition of the null coordinate u, c.f. Figure 10. In Proposition 4.25 we show that for any u˜ ∈ (uH+ , uT )
the region (uH+ , u˜) × (v0,∞) satisfies the assumptions of Theorem 4.1, and thus the part of CH+ which
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is covered by the null coordinate u is C0,1loc -inextendible in the precise sense of Theorem 4.1. One can now
construct another null coordinate u in the same way with initial values prescribed on {v = v1 > v0} to cover
a larger part of CH+. In this way it follows that all of CH+ is C0,1loc -inextendible in the sense of Theorem 4.1.
We now begin. Let f = 1− 2$(v)r + e
2
r2 . Then ` := − ∂∂r is future directed ingoing null and ` := ∂∂v + f2 ∂∂r
is future directed outgoing null. We construct a null coordinate u using the method of characteristics: on
{v = v0} we set u|{v=v0} = −r and extend it by requiring that it is constant along the integral curves of `.23
The integral curves of ` are determined by
v˙ = 1 and r˙ =
f
2
(4.19)
and thus, since these are curves of constant u, we obtain
∂r
∂v
∣∣∣
u
=
r˙
v˙
=
f
2
. (4.20)
We write24
f(v, r) = 1− 2$(v)
r
+
e2
r2
=
1
r2
(r − r+(v))(r − r−(v))
with
r+(v) = $(v) +
√
$(v)2 − e2 and r−(v) = $(v)−
√
$(v)2 − e2 . (4.21)
Since $′(v) > 0, we clearly have r′+(v) > 0 and moreover r
′
−(v) = $
′(v) − $(v)$′(v)√
$(v)2−e2 < 0. Defining r+(∞)
and r−(∞) analogously with $(v) replaced by $(∞), we thus obtain r+(v) ↗ r+(∞) and r−(v) ↘ r−(∞)
for v →∞. Defining the regions
r+(∞)
r−(∞)
r
vv0
r+(v)
r−(v)
Figure 11: Functional dependence of roots r+(v) and r−(v) on v.
I := {(v, r) ∈ [v0,∞)× (0,∞) | r+(v) < r}
II := {(v, r) ∈ [v0,∞)× (0,∞) | r−(v) < r < r+(v)}
III := {(v, r) ∈ [v0,∞)× (0,∞) | 0 < r < r−(v)} ,
we thus have f(v, r) > 0 on I ∪ III and f(v, r) < 0 and II. Furthermore, we have f(v, r) = 0 on the
transition curves v 7→ (v, r−(v)) and v 7→ (v, r+(v)), which are the apparent horizons.
Claim 1: The integral curves of ` exist for all v ≥ v0.
Proof. For the ODE (4.19) to break down in finite affine time v ≥ v0 we must either have that r goes to
zero or infinity in finite affine time. Since we have ∂r∂v
∣∣∣
u
= f2 > 0 in III, we cannot have r → 0. Moreover,
it follows that r is uniformly bounded from below along each integral curve, which directly implies that f is
uniformly bounded from above, and thus r cannot go to infinity in finite affine time.
23Note that a priori this does not yield a globally defined function – and indeed the top left corner of the Penrose diagram
will not be covered.
24Recall that we are restricting to v ≥ v0 such that $(v) > e, thus f has indeed two roots.
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Recall that r(u, v) is the value of r at affine time v along the integral curve of ` that passes through
(v = v0, r = −u).
Claim 2: If r(u, v1) > r+(∞) for some v1 ≥ v0, then r(u, v)→∞ for v →∞.
Proof. Note first that by (4.20) and since r(u, v1) > r+(∞) we have that r(u, v) is monotonically growing in
v. Let r1 := r(u, v1). Then for r ≥ r1 and v ≥ v1 we have
f(v, r) =
1
r2
(r − r+(v))(r − r−(v)) ≥ 1
r2
(r − r+(∞))(r − r+(∞)) = (1− r+(∞)
r
)2 ≥ (1− r+(∞)
r1
)2 > 0 .
It then follows from (4.20) that r(v, u)→∞ for v →∞.
Claim 3: If ∂r∂v
∣∣∣
u
(u, v1) < 0 (which is the case if, and only if, r(u, v1) ∈ (r−(v1), r+(v1))), then
∂r
∂v
∣∣∣
u
(u, v) < 0 for all v ≥ v1 and limv→∞ r(u, v) = r−(∞).
Proof. To prove the first part, assume contrary that25 ∂vr(u, v2) ≥ 0 for some v2 > v1. Let v3 ∈ (v1, v2)
be the smallest value such that ∂vr(u, v3) = 0. This implies r+(v) > r(u, v) > r−(v) for v ∈ (v1, v3) and
r(u, v3) = r−(v3). But we also have ∂vr(u, v3) = 0 > ∂vr−(v3), which implies the contradiction r−(v) >
r(u, v) for v < v3 close enough to v3.
For the second part note that the first part implies that r(u, v) is strictly monotonically decreasing for
v ≥ v1 and also r(u, v) ∈ (r−(v), r+(v)) for all v ≥ v1. We cannot have limv→∞ r(u, v) = r0 > r−(∞), since
limv→∞ f(v, r) < 0 for all r ∈ (r−(∞), r+(∞)), and thus for late v we would have that ∂vr(u, v) ≤ c < 0,
which is a contradiction. It thus follows that limv→∞ r(u, v) = r−(∞).
Let us now define
uH+ := sup{u ∈ (−∞, 0) | lim
v→∞ r(u
′, v) =∞ ∀u′ ≤ u} .
By Claim 2 we have −∞ < uH+ . Choosing u ∈ (−r+(v0),−r−(v0)) and using Claim 3 we see that
limv→∞ r(u, v) = r−(∞). This shows uH+ < 0. The hypersurface u = uH+ is the event horizon, c.f.
Figure 10.26
Claim 4: We have limv→∞ r(uH+ , v) = r+(∞).
Proof. By Claim 3 we must have ∂vr(u, v) ≥ 0 for all u < uH+ , v ≥ v0. This, together with limv→∞ r(u, v) =
∞ for u < uH+ implies r(u, v) ≥ r+(v) for all u < uH+ , v ≥ v0. By continuity we also have r(uH+ , v) ≥ r+(v)
for all v ≥ v0. We thus obtain lim infv→∞ r(uH+ , v) ≥ r+(∞).
We now show lim supv→∞ r(uH+ , v) ≤ r+(∞). Assuming contrary that lim supv→∞ r(uH+ , v) > r+(∞),
there exists v1 ≥ v0 such that r(uH+ , v1) > r+(∞). By continuity there exists δ > 0 such that r(u, v1) >
r+(∞) for all u ∈ [uH+ , uH+ + δ]. But then Claim 2 shows limv→∞ r(u, v) = ∞ for all u ∈ [uH+ , uH+ + δ],
in contradiction to the definition of uH+ .
Taking a ∂u derivative of (4.20) we obtain
∂v(∂ur) =
1
r2
(
$(v)− e
2
r
) · ∂ur . (4.22)
Since we have ∂ur(u, v0) = −1, it follows directly that ∂ur(u, v) < 0 for all u ∈ (−∞, 0) and v ≥ v0, since ∂ur
cannot pass through zero – since then the solution would be identically zero by the uniqueness of solutions
of (4.22).
25We will adopt from now on the convention that ∂v =
∂
∂v
∣∣∣
u
is the partial derivative in the (u, v)-coordinate system.
26Although not needed in the following, note that it is also obvious that the domain of definition of u covers all of region I,
since tracing backwards the integral curves of ` starting in I they have to stay in region I by Claim 3, have uniformly bounded
velocity and thus intersect {v = v0}.
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We also define the asymptotic surface gravity of the event horizon by
κ+(∞) := r+(∞)− r−(∞)
2r2+(∞)
=
1
2
∂rf(∞, r+(∞)) = 1
r2+(∞)
(
$(∞)− e
2
r+(∞)
)
, (4.23)
where the last two equalities follow easily from (4.2).
Claim 5: We have lim supv→∞ r(u, v) < r+(∞) for all u > uH+ .
Proof. We use the red-shift effect along the event horizon for the proof. Assume this is not the case. Then
there exists u1 > uH+ with lim supv→∞ r(u1, v) ≥ r+(∞). Since ∂ur < 0 we have r(u1, v) < r(uH+ , v) for
all v ≥ v0 and thus lim supv→∞ r(u1, v) ≤ r+(∞). This gives lim supv→∞ r(u1, v) = r+(∞). Moreover,
we must have ∂vr(u1, v) ≥ 0, since otherwise we would obtain a contradiction from Claim 3. This shows
limv→∞ r(u1, v) = r+(∞). Now using ∂ur < 0 again, which implies r(u1, v) < r(u, v) < r(uH+ , v) for all
u ∈ (uH+ , u1) and v ≥ v0, we obtain limv→∞ r(u, v) = r+(∞) for all u ∈ [uH+ , u1].
We can now choose v1 ≥ v0 so large that 1r(u1,v)2
(
$(v)− e2r(u1,v)
) ≥ 12κ+(∞) for all v ≥ v1. Together with
∂ur < 0 this gives
1
r(u,v)2
(
$(v)− e2r(u,v)
) ≥ 12κ+(∞) for all u ∈ [uH+ , u1] and v ≥ v1. Thus, (4.22) gives
∂ur(u, v) ≤ ∂ur(u, v1) · e 12κ+(∞)(v−v1) ≤ − min
u∈[uH+ ,u1]
|∂ur(u, v1)|︸ ︷︷ ︸
>0
·e 12κ+(∞)(v−v1)
for all u ∈ [uH+ , u1] and v ≥ v1, which, after integration in u, is a contradiction to limv→∞ r(u, v) = r+(∞)
for all u ∈ [uH+ , u1].
Let ∆1 > 0 be such that r(uH+ + ∆1, v0) ∈ (r−(v0), r+(v0)). We in particular show now that there is a
small trapped neighbourhood towards the future of the event horizon, c.f. Figure 10.
Claim 6: For all u ∈ (uH+ , uH+ + ∆1] there exists a v1(u) ≥ v0 such that ∂vr(u, v) < 0 for all v ≥ v1(u)
and limv→∞ r(u, v) = r−(∞).
Proof. Clearly ∂vr(uH+ + ∆1, v0) < 0 and by Claim 3 we have ∂vr(uH+ + ∆1, v) < 0 for all v ≥ v0 and
limt→∞ r(uH+ + ∆1, v) = r−(∞). Using ∂ur < 0 and Claim 5 for all u ∈ (uH+ , uH+ + ∆1) there exists an
ε(u) > 0 and a sequence vn →∞ (depending on u) such that
r(uH+ + ∆1, vn) < r(u, vn) < r(uH+ , vn)− ε(u) for all n ∈ N .
It thus follows that for n large enough we have ∂vr(u, vn) < 0 and then by Claim 3 ∂vr(u, v) < 0 for all
v ≥ vn. The second part of the claim follows again from Claim 3.
We now define
uT := sup{u ∈ (uH+ , 0) | ∀ u′ ∈ (uH+ , u) ∃v1(u′) ≥ v0 such that ∂vr(u′, v) < 0 for all v ≥ v1(u′)} .
By Claim 6 we know that uT > uH+ and by Claim 3 that limv→∞ r(u, v) = r−(∞) for all u ∈ (uH+ , uT ).
We now show that for uH+ < u˜ < uT the region (uH+ , u˜) × (v0,∞) × S2 ⊆ M satisfies the assumptions of
Theorem 4.1.
Analogously to definition (4.23) we define the surface gravity of the Cauchy horizon
κ−(∞) := r−(∞)− r+(∞)
2r2−(∞)
=
1
r2−(∞)
(
$(∞)− e
2
r−(∞)
)
and also define V (v) := −eκ−(∞)v and V0 := V (v0). In the (u, v)-coordinates the metric g takes the form
g = −Ω
2
2
(du⊗ dv + dv ⊗ du) + r2(u, v)˚γ , (4.24)
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and in the (u, V )-coordinates it then reads
g = − Ω
2
2κ−(∞) · V (du⊗ dV + dV ⊗ du) + r
2(u, V )˚γ
=: −Ω
2
2
(du⊗ dV + dV ⊗ du) + r2(u, V )˚γ ,
where we have defined Ω
2
= − Ω2κ−(∞)e−κ−(∞)v.
Proposition 4.25. Let uH+ < u˜ < uT . Then
1. The functions r(u, V ) : (uH+ , u˜] × (V0, 0) → (0,∞) and Ω2(u, V ) : (uH+ , u˜] × (V0, 0) → (0,∞) extend
continuously to (uH+ , u˜]× (V0, 0] as positive functions.
2. For all u ∈ (uH+ , u˜) we have limV→0 ∂V r(u, V ) = −∞.
It then follows that after a trivial rescaling of the (u, V )-coordinates the patch (uH+ , u˜) × (V0, 0) × S2 of
the RNV spacetime M satisfies the assumptions27 of Theorem 4.1 and is thus C0,1loc -inextendible through
{V = 0} ∩ (uH+ , u˜] in the sense of Theorem 4.1 for any u˜ ∈ (uH+ , uT ).
We will derive in fact much more precise asymptotics for r and ∂V r as V → 0.
Proof. Step 1: Let u0 ∈ (uH+ , uT ) and let v1 ≥ v0 be so large that ∂vr(u0, v1) < 0. Let δ > 0 with
uH+ < u0 − δ < u0 + δ < uT be so small that ∂vr(u, v1) < 0 for all u ∈ [u0 − δ, u0 + δ]. Furthermore we
choose v2 ≥ v1 so large that
r(u0 − δ, v)− r+(∞)
2r2(u0 − δ, v) ≤
1
2
κ−(∞) < 0 for all v ≥ v2 ,
which is possible since we know that limv→∞ r(u, v) = r−(∞) for u ∈ (uH+ , uT ). Since we have ∂ur < 0 and
∂vr < 0 in [u0 − δ, u0 + δ]× {v ≥ v1} it follows that
r(u, v)− r+(∞)
2r2(u, v)
≤ 1
2
κ−(∞) < 0 for all (u, v) ∈ [u0 − δ, u0 + δ]× {v ≥ v2} .
Recalling
∂vr =
1
2
(
1− 2$(v)
r
+
e2
r2
)
=
1
2
(
1− 2$(∞)
r
+
e2
r2
)
+
$(∞)−$(v)
r
=
1
2r2
(r − r+(∞))(r − r−(∞)) + βv
−p
r
,
(4.26)
we obtain
∂vr(u, v) ≤ 1
2
κ−(∞)
(
r(u, v)− r−(∞)
)
+
βv−p
r−(∞) for all (u, v) ∈ [u0 − δ, u0 + δ]× {v ≥ v2} .
This gives
r(u, v)− r−(∞) ≤ e
κ−(∞)
2 (v−v2)
[ v∫
v1
e−
κ−(∞)
2 (v
′−v2) · β(v
′)−p
r−(∞) dv
′
︸ ︷︷ ︸
+
(
r(u, v2)− r−(∞)
)]
27Note that we have already shown that ∂ur < 0.
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for all (u, v) ∈ [u0 − δ, u0 + δ] × {v ≥ v2}. A standard integration by parts argument28 gives that the
underbraced term equals − 2κ−(∞)
β
r−(∞)v
−p +O(v−(p+1)) and thus we obtain
(
r(u, v)− r−(∞)
) ≤ − 2
κ−(∞)
β
r−(∞)v
−p + C · v−(p+1) (4.27)
for all (u, v) ∈ [u0 − δ, u0 + δ] × {v ≥ v2}, where C > 0. Note that the locally uniform convergence in u in
particular implies that r(u, V ) extends continuously to V = 0 for uH+ < u < uT .
Step 2: We now derive asymptotics for ∂vr for v → ∞. Let again u0 ∈ (uH+ , uT ) and v1 ≥ v0 be so
large that ∂vr(u0, v) < 0 for all v ≥ v1. Differentiating (4.26) in v we obtain
∂v(∂vr)(u0, v) =
1
2
∂rf(∞, r) · ∂vr(u0, v)− βv
−p
r2
∂vr(u0, v)− pβv
−(p+1)
r
(u0, v)
≤ 2κ−(∞) · ∂vr(u0, v)− pβv
−(p+1)
2r−(∞)
(4.28)
for all v ≥ v2 with v2 ≥ v1 large enough. This gives
∂vr(u0, v) ≤ e2κ−(∞)·(v−v2)
[
−
v∫
v2
e−2κ−(∞)·(v
′−v2) · pβ(v
′)−(p+1)
2r−(∞) dv
′ + ∂vr(u0, v2)
]
=
pβ
4κ−(∞)r−(∞)v
−(p+1) +O(v−(p+2))
with the same standard integration by parts argument as before. Hence, we have ∂vr(u0, v) . −v−(p+1).
Using ∂vr = −κ−(∞)eκ−v∂V r we obtain
∂V r(u0, v) = − 1
κ−(∞)e
−κ−(∞)v∂vr(u0, v) . −e−κ−(∞)vv−(p+1) ,
from which limV→0 ∂V r(u0, V ) = −∞ follows.
Step 3: It remains to show that Ω
2
extends continuously to V = 0. Using the inverse of (4.18), i.e.,
the inverse of the metric g in (v, r)-coordinates, we compute g−1(dr, dr) = f . Using on the other hand the
inverse of (4.24), i.e., the inverse of g in (u, v)-coordinates, we obtain g−1(dr, dr) = − 4Ω2 ∂ur · ∂vr. Hence, we
obtain − 4Ω2 ∂ur · ∂vr = f , and together with ∂vr = f2 this gives
Ω2 = −2∂ur .
Equation (4.22) directly gives
∂v log(−∂ur) = 1
r2
(
$(v)− e
2
r
)
,
which integrates to
log(−∂ur)(u, v) = log(−∂ur)(u, v2) +
v∫
v2
1
r2(u, v′)
(
$(v′)− e
2
r(u, v′)
)
dv′
= log(−∂ur)(u, v2) +
v∫
v2
(
κ−(∞) + (u, v′)
)
dv′ ,
where (u, v′) = 1r2(u,v′)
(
$(v′)− e2r(u,v′)
)− κ−(∞). We thus obtain
−2∂ur(u, v) = −2∂ur(u, v2) · eκ−(∞)·(v−v2) · e
∫ v
v2
(u,v′) dv′
,
28See for example Lemma 2.5 in [12].
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which gives
Ω2(u, v)e−κ−(∞)·v = Ω2(u, v2) · e−κ−(∞)·v2 · e
∫ v
v2
(u,v′) dv′
.
Let now u0, δ, and v2 be as in Step 1. By (4.27) and |$(∞) −$(v′)| . (v′)−p we have |(u, v′)| ≤ C(v′)−p
uniformly for all (u, v′) ∈ [u0 − δ, u0 + δ] × {v′ ≥ v2}, where C > 0. Note that  is continuous and since
p > 1 it is uniformly integrable. Thus using dominated convergence it follows that Ω
2
(u, V ) = − Ω2κ−(∞)e−κ−v
extends continuously to V = 0, which concludes the proof.
Proposition 4.29. We have uT = 0.
Proof. We first show that we have limv→∞ r(u, v) = r−(∞) for all u ∈ (uH+ , 0). Let ∆1 be as above Claim
6, i.e., such that r(uH+ + ∆1, v0) ∈ (r−(v0), r+(v0)). By Claim 6 it remains to show limv→∞ r(u, v) = r−(∞)
for u ∈ [uH+ + ∆1, 0). If we have r(u, v0) ∈ (r−(v0), r+(v0)) then this follows from Claim 3 and if r(u, v0) ∈
(0, r−(v0)] then there are two possibilities: Either r(u, v) enters the region (r−(v), r+(v)) at some later time,
and then we use Claim 3 again, or we have r(u, v) ∈ (0, r−(v)] for all v. In this latter case it then follows
that ∂vr(u, v) ≥ 0 for all v and thus limv→∞ r(u, v) ∈ (0, r−(∞)] exists. If we had limv→∞ r(u, v) < r+(∞),
then the right hand side of (4.20) would be positively bounded away from zero which would lead to the
contradiction limv→∞ r(u, v) =∞. Thus we have limv→∞ r(u, v) = r−(∞).
We now show that for each u0 ∈ (uH+ , 0) there exists a v1 ≥ v0 such that ∂vr(u0, v1) < 0 (and thus also
∂vr(u0, v) < 0 for all v ≥ v1 by Claim 3). Assume this were not the case, then ∂vr(u0, v) ≥ 0 for all v ≥ v0.
Using the evolution equation for ∂vr from the first line of (4.28) we can then estimate
∂v(∂vr)(u0, v) ≤ 1
2
κ−(∞)∂vr(u0, v)− pβv
−(p+1)
2r−(∞) ,
for v ≥ v2 with v2 sufficiently large. This, however, gives as before
∂vr(u0, v) ≤ pβ
κ−(∞) · r−(∞)v
−(p+1) +O(v−(p+2)) ,
which is negative for large v and thus a contradiction to ∂vr(u0, v) ≥ 0 for all v ≥ v0.
4.3 Dafermos-Luk-Oh spacetimes and a C0,1loc -result of strong cosmic censorship
Our next application of the Theorems 4.1 and 4.3 is to spacetimes arising from sufficiently small spherically
symmetric perturbations of asymptotically flat two-ended subextremal Reissner-Nordstro¨m (RN) initial data
for the Einstein-Maxwell-scalar field system, which we call Dafermos-Luk-Oh (DLO) spacetimes. The math-
ematical study of spherically symmetric perturbations of the interior of a subextremal RN black hole was
initiated by Dafermos in [7], [8] where he in particular showed that if the perturbation decays sufficiently
quickly along the event horizon that the metric then extends continuously to the Cauchy horizon in a small
neighbourhood of timelike infinity. This sufficiently quick decay for spherically symmetric perturbations of
RN initial data was later established by Dafermos and Rodnianski in [11]. Moreover, [8] also showed that
if the scalar field is in addition pointwise polynomially lower bounded along the event horizon, then the
Hawking mass and −∂vr blow up on the Cauchy horizon near timelike infinity. Using a Cauchy stability
argument and using the previous results Dafermos continued to show in [9] that for sufficiently small per-
turbations of two-ended subextremal RN initial data the Penrose diagram of the future development is as
in Figure 12, i.e., the Cauchy horizon is given by a bifurcate null hypersurface as in exact subextremal RN.
Moreover, the metric extends continuously to the Cauchy horizon. In [27] Luk and Oh established that for
generic small spherically symmetric perturbations the scalar field obeys an integrated lower bound along the
event horizon. ‘Generic’ means here that the initial data is contained in an open and dense set relative to
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Figure 12: Penrose diagram of the DLO spacetimes.
appropriate topologies of the initial data space. The integrated lower bound being weaker than the pointwise
lower bound assumed in [8], Luk and Oh continued to show in [26] that it is still strong enough to ensure the
blow-up of the energy of the scalar field near the Cauchy horizon which they then use to infer the generic
C2-inextendibility of the DLO spacetimes.29 In particular Luk and Oh also show the pointwise blow up of
−∂vr on the Cauchy horizon, which allows us to infer the following
Theorem 4.30. Consider a sufficiently small spherically symmetric perturbation of asymptotically flat two-
ended subextremal RN initial data for the Einstein-Maxwell-scalar field system such that the future develop-
ment is given by Figure 12. Assume the initial data is generic and small in the sense of [27]. Then the
interior of the black hole30 is future C0,1loc -inextendible.
Proof. This follows directly from Theorem 4.3: By Theorem 5.5 and Remark 5.6 in [26] the metric in the
double null gauge (UCH+2 , VCH+1 ) extends continuously to the bifurcate Cauchy horizon {VCH+1 = 1}∪{UCH+2 =
1}, where we have used the notation from [26]. Moreover, (5.19) in [26] then implies that lim
VCH+1
→1
∂VCH+1
r =
−∞, and similarly for the left Cauchy horizon. The statement that ∂UCH+2 r < 0 near the right Cauchy
horizon follows trivially from the Raychaudhuri equation (2.4) in [26] and the fact that ∂UCH+2
r < 0 on the
initial data hypersurface in the right exterior. Similarly for the left Cauchy horizon. Thus the assumptions
of Theorem 4.3 are met (after a trivial reparametrisation of the null coordinates).
In order to prove the C2-formulation of strong cosmic censorship for DLO spacetimes, i.e., their generic
C2-inextendibility, Luk and Oh use the C2-regularity of an assumed extension to infer that there is a radial
null geodesic which leaves the DLO spacetime and enters the extension. They then proceed by showing that
if the null geodesic approached the Cauchy horizon that then the Ricci-curvature contracted twice with the
affine velocity vector of this null geodesic would blow up along the null geodesic – and if the null geodesic
approached null infinity or i+, that then r would go to infinity along the null geodesic or the null geodesic
would be affine complete. All of these are contradictions to the assumption that the radial null geodesic
enters a C2-extension.
The following theorem improves the C2-formulation of strong cosmic censorship for DLO spacetimes
proven by Luk and Oh to a C0,1loc -formulation.
29It should be mentioned that in [26] Luk and Oh do not only consider globally small perturbations of subextremal RN initial
data that lead to what we call here an DLO spacetime, but they also treat ‘admissible’ large deviations from exact RN which
possibly lead to the closing off of the Cauchy horizon, transitioning into a spacelike singularity in the interior. We do not discuss
the latter case in detail here, but Theorem 4.1 can still be used to infer the C0,1loc -inextendibility of the Cauchy horizon in the
sense of Theorem 4.1. However, we do not investigate the low-regularity inextendibility of the spacelike part of the boundary in
this paper.
30I.e. the set in Figure 12 bounded by the two CH+ to the future and the two H+ and part of the initial Cauchy hypersurface
to the past.
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Theorem 4.31. Consider a sufficiently small spherically symmetric perturbation of asymptotically flat two-
ended subextremal RN initial data for the Einstein-Maxwell-scalar field system such that the future develop-
ment is given by Figure 12. Assume the initial data is generic and small in the sense of [27]. Then the future
development is future C0,1loc -inextendible.
Let us remark that we follow here the setting of [27] and only establish the generic future inextendibility
of the physically more interesting future development. One would expect31 that with a bit more work one can
extend [27] to also show that the past Cauchy horizon of the past development becomes singular generically.
The time-dual statement of Theorem 4.31 would then also yield the generic past C0,1loc -inextendibility – and
thus the generic C0,1loc -inextendibility of the whole spacetime, c.f. Lemma 2.5.
Note that Theorem 4.31 goes beyond Theorem 4.30 by the statement that also the black hole exterior
is future C0,1loc -inextendible. The methods used by Luk and Oh for proving the future C
2-inextendibility of
the exterior do not transfer to locally Lipschitz regularity. Theorem A.2 together with Proposition A.14 in
the appendix show however that the estimates obtained by Luk and Oh in [27] can be used to establish the
timelike geodesic completeness of the exterior in the sense of Theorem A.2, which we can then use as an
obstruction to C0,1loc -extensions of the exterior.
Proof. The proof is by contradiction, so let ι : M ↪→ M˜ be a future C0,1loc -extension and let p˜ ∈ ∂+ι(M),
where (M, g) denotes the generic DLO spacetime under consideration. By Proposition 2.6 there exists a chart
ϕ˜ : U˜ → (−ε0, ε0)× (−ε1, ε1)d =: Rε0,ε1 as in Proposition 2.6 with δ > 0 so small that all vectors in C+5/6 are
future directed timelike, all vectors in C−5/6 are past directed timelike, and all vectors in C
c
5/8 are spacelike. By
Proposition 2.11 there exists a future directed timelike geodesic γ : [−µ, 0)→ M that is future inextendible
in M and such that ϕ˜ ◦ ι ◦ γ : [−µ, 0)→ Rε0,ε1 maps below the graph of f and has a future endpoint on the
graph of f . We also define γ˜ := ι ◦ γ.
If there exists a point on γ that lies on the event horizons or in the interior, then we clearly have that γ
approaches to the future the bifurcate Cauchy horizon. Then the restriction of ι : M ↪→ M˜ to the black hole
interior gives rise in particular to a future C0,1loc -extension of the black hole interior
32, which is a contradiction
to Theorem 4.30.
If γ starts in one of the black hole exteriors then by Proposition A.14 γ is future complete or crosses the
event horizon. We have already ruled out that it can cross the event horizon, so it must be future complete.
We then reparametrise γ˜ by the x0-coordinate in the chart ϕ˜ to obtain a curve which we denote again by
γ˜ : [s0, s1) → U˜ ⊆ M˜ , with −ε0 < s0 < s1 < ε0. Using the uniform bound |g˜µν −mµν | < δ and (2.10) we
compute ∫ s1
s0
√
−g˜( ˙˜γ(s), ˙˜γ(s) ds ≤ 2ε0 · C(δ, || ˙˜γ||R4) <∞ ,
which is a contradiction to the future completeness of γ. Thus (M, g) is future C0,1loc -inextendible.
A Timelike geodesic completeness of the exterior of spherically
symmetric black holes
Here we present a very general criterion for the exterior of a spherically symmetric black hole spacetime
to be future timelike geodesically complete in the sense that any future directed and future inextendible
31Private communication with J. Luk.
32Take a future directed smooth timelike curve of constant x0 in the chart ϕ˜ starting at a point of γ˜ which is contained in
the black hole interior. This curve then intersects the graph of f in, as a result by definition, a future boundary point of the
interior.
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timelike geodesic that starts in the exterior is future complete or enters the black hole region. This result is
in particular needed to prove the future C0,1loc -inextendibility of the Dafermos-Luk-Oh (DLO) spacetimes in
Theorem 4.31. Note that the timelike geodesic completeness of the exterior of the DLO spacetimes does not
seem to follow directly from [27] since the weak stability estimates in Theorem 8.6, in particular (8.37), de-
generate near the horizon and do not give asymptotic stability. Thus, a perturbative argument, deducing the
geodesic completeness of the exterior of the DLO spacetimes from the geodesic completeness of the exterior of
a subextremal Reissner-Nordstro¨m solution, seems to fail. We circumvent this obstacle by changing from the
double null coordinates used in [27] to (v, r)-coordinates, in which the weak stability estimates give orbital
stability. Supplemented by a few further conditions in the exterior, see (A.15) - (A.19), which can be veri-
fied directly from the estimates obtained in [27], this suffices to infer the geodesic completeness of the exterior.
We consider a general spherically symmetric spacetime (M, g) in (v, r)-coordinates, where
M = [0,∞)× (0,∞)︸ ︷︷ ︸
=:Q
×S2
with standard (v, r)-coordinates on the first two factors and
g = −f(v, r) dv2 + h(v, r)
2
(
dv ⊗ dr + dr ⊗ dv)+ r2 γ˚ , (A.1)
where f, h : Q → R are smooth functions and γ˚ is the standard round metric on S2. We declare a time-
orientation on (M, g) by stipulating that −∂r is future directed null. Moreover, let rH+ : [0,∞)→ (cH+ ,∞)
be a continuous function which is uniformly positive, i.e., we assume cH+ > 0, and define a curve σH+ :
[0,∞)→ Q by σH+(v) := (v, rH+(v)).33 The continuous curve σH+ then separates M into an exterior region
Mext := {(v, r, ω) ∈M | r > rH+(v)}
and an interior region Mint := {(v, r, ω) ∈M | r < rH+(v)}.
v
r
Mext
Mint
σH+
Figure 13: The interior and exterior regions of M
Theorem A.2. Let (M, g) and rH+ be as above. Assume moreover that the metric functions f and h satisfy
on Mext
|f | ≤ Cf
0 < ch ≤ h ≤ Ch
0 ≤ ∂rh
f · ∂rh− ∂rf · h ≤ 0 ,
(A.3)
33It helps to think of the curve σH+ as the event horizon of M , but this is by no means an assumption in the below theorem.
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where Cf , ch, Ch are constants. Then the following holds:
Let γ : [0, b)→M be an affinely parametrised future directed and future inextendible timelike geodesic with
γ(0) ∈Mext, where b ∈ (0,∞]. Then γ is future complete or there is an s0 ∈ [0, b) with γ(s0) ∈ Im(σH+).34
Remark A.4. Let us emphasise here again that the assumptions (A.3) are only required on the exterior Mext
of M – no assumptions are required on the metric coefficients in the interior Mint of M . Indeed, it suffices
to make the assumptions on Mext ∩ I+(γ(0),M) as will be immediate from the proof. We also mention that
the assumption 0 ≤ ∂rh may be replaced by |∂rh| ≤ C as follows from a slight modification of the proof, but
this is not needed in this paper.
Proof. Let γ : [0, b)→M be an affinely parametrised future directed and future inextendible timelike geodesic
with γ(0) ∈Mext as in the theorem and assume contrary to the statement of the theorem that γ is completely
contained in Mext and that b < ∞. Using the spherical symmetry of (M, g) we can assume without loss of
generality that γ lies in the equatorial plane {θ = pi2 }, where θ, ϕ are the standard spherical coordinates on
S2. Since ∂ϕ is a Killing vector field we then have
L := g(γ˙, ∂ϕ) = r
2ϕ˙ . (A.5)
for some constant L ∈ R. We can moreover assume that the velocity vector of γ is normalised so that we
have
−1 = g(γ˙, γ˙) = −fv˙2 + hv˙r˙ + r2ϕ˙2 = −fv˙2 + hv˙r˙ + L
2
r2
.
This gives in particular
v˙r˙ =
−1 + fv˙2 − L2r2
h
. (A.6)
The inverse metric of (A.1) is given by
g−1 =

0 2h 0 0
2
h
4f
h2 0 0
0 0 r−2 0
0 0 0 r−2 sin−2 θ
 .
Since h is assumed positive this gives that dv] = 2h∂r is past directed and thus v˙ = dv(γ˙) = g(
2
h∂r, γ˙) > 0.
One also easily computes
Γvvv =
∂vh+ ∂rf
h
, Γvθθ = −
2r
h
, Γvϕϕ = −
2r sin2 θ
h
.
All other Christoffel symbols of the form Γv·· vanish. Recalling that we have θ =
pi
2 along γ the geodesic
equation gives
0 = v¨ + Γvvv v˙
2 + Γvϕϕϕ˙
2
= v¨ + ∂v log h · v˙2 + ∂rf
h
· v˙2 − 2L
2
hr3
.
We now use dds log h = v˙∂v log h+ r˙∂r log h and (A.6) to further compute
v¨ =
2L2
hr3
− v˙ d
ds
log h+ v˙r˙∂r log h− ∂rf
h
v˙2
=
2L2
hr3
− v˙ d
ds
log h− 1
h
(
1 +
L2
r2
)
∂r log h+
f
h
∂r log h · v˙2 − ∂rf
h
v˙2︸ ︷︷ ︸
= 1
h2
(f∂rh−∂rf ·h)v˙2
.
34This is not an “either – or”. Both possibilities are allowed.
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Using the third and fourth assumptions in (A.3) this gives
v¨ ≤ 2L
2
hr3
− v˙ d
ds
log h . (A.7)
Using that the solution of x¨(s) = −x˙(s) dds log h
(
(v(s), r(s)
)
, with v(s) = γv(s) and r(s) = γr(s) given, is
given by x˙(s) =
h
(
v(0),r(0)
)
h
(
v(s),r(s)
) · x˙(0), we thus obtain
v˙(s) ≤ h(0)
h(s)
[ s∫
0
h(s′)
h(0)
· 2L
2
h(s′)r3(s′)
ds′ + v˙(0)
]
for all 0 ≤ s < b <∞ . (A.8)
Using that r is bounded away from 0 by cH+ in Mext, the uniform bounds on h from (A.3), and 0 < b <∞,
this gives
0 < v˙(s) ≤ C <∞ for all 0 ≤ s < b . (A.9)
Claim: lims→b γ(s) ∈M exists.
The validity of the claim is of course in direct contradiction to the future inextendibility of γ, so it remains
to prove the claim. We immediately obtain from (A.9) that lims→b v(s) ∈ [0,∞) exists. Moreover, (A.5)
together with r > cH+ > 0 gives |ϕ˙| ≤ C < ∞, which again yields that lims→b ϕ(s) ∈ S1 exists. In order to
show that lims→b r(s) ∈ (0,∞) exists we distinguish two cases:
1. v˙ is lower bounded, i.e. there exists c > 0 with 0 < c ≤ v˙ ≤ C. We obtain from (A.6) that
r˙ =
−1 + fv˙2 − L2r2
v˙h
, (A.10)
which, together with r > cH+ along γ and (A.3) gives |r˙| ≤ C. This then implies that lims→b r(s) ∈
[cH+ ,∞) exists.
2. If the first case is not met, then there exists a sequence [0, b) 3 sn → b for n→∞ with limn→∞ v˙(sn) =
0. We show that we then actually have lims→b v˙(s) = 0. As before (A.7) implies
v˙(s) ≤ h(sn)
h(s)
[ s∫
sn
2L2
h(sn)r3(s′)
ds′ + v˙(sn)
]
≤ C[C · |s− sn|+ v˙(sn)] for all sn ≤ s < b .
Given ε > 0 we can now choose n large enough such that 0 < v˙(s) < ε for all sn < s < b.
It now follows from (A.10) together with (A.3) that r˙(s)→ −∞ for s→ b, which, together with r > cH+
along γ, implies that lims→b r(s) ∈ [cH+ ,∞) exists. This concludes the proof.
Let now (M, g) be a spherically symmetric spacetime in double null coordinates (u, v), i.e., let
M = R× [0,∞)︸ ︷︷ ︸
=:Q
×S2
with canonical (u, v)-coordinates on the first two factors and
g = −Ω
2
2
(
du⊗ dv + dv ⊗ du)+ r2 γ˚ ,
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where Ω : Q→ (0,∞) and r : Q→ (0,∞) are smooth functions. We have dr = ∂ur · du+ ∂vr · dv. Assuming
that ∂ur vanishes nowhere we can globally transform into (v, r)-coordinates: we obtain
du =
dr − ∂vr · dv
∂ur
and thus
g =
Ω2∂vr
∂ur
dv2 − Ω
2
2∂ur
(
dv ⊗ dr + dr ⊗ dv)+ r2 γ˚ .
Recalling the definition of the Hawking mass m : Q→ R by 1− 2mr := g−1(dr, dr) = − 4Ω2 ∂ur ·∂vr, introducing
the definition κ := ∂vr
1− 2mr
= − Ω24∂ur and comparing with (A.1) gives
f = 4κ · ∂vr and h = 4κ . (A.11)
We moreover note that
∂
∂u
∣∣∣
v
=
∂r
∂u
∣∣∣
v
∂
∂r
∣∣∣
v
.
Thus we obtain
∂
∂r
∣∣∣
v
h =
4
∂ur
∂uκ (A.12)
and
f · ∂rh− ∂rf · h = 16κ
∂ur
(
∂vr · ∂uκ− ∂u(κ∂vr)
)
= −16κ
2
∂ur
· ∂u∂vr . (A.13)
Proposition A.14. Consider a Cauchy hypersurface of a two-ended subextremal Reissner-Nordstro¨m black
hole and a sufficiently small spherically symmetric perturbation of the Cauchy data under the Einstein-
Maxwell-scalar field system as in [27]. Consider one of the exteriors of the arising future development and
let (u, v) ∈ D ⊆ R × [1,∞) be null coordinates normalised as in Theorem 8.6 of [27] covering the exterior
under consideration. We then have
0 < c ≤ κ ≤ C (A.15)
0 < ∂vr ≤ C (A.16)
∂ur < 0 (A.17)
∂uκ ≤ 0 (A.18)
∂u∂vr ≤ 0 (A.19)
in the exterior. In particular it then follows from Theorem A.2 that a future directed future inextendible
timelike geodesic starting in the exterior is future complete or crosses the event horizon.
Proof. (A.15) is directly given by (8.35) or (8.44) in [27]. The positivity of ∂vr follows since the exterior is non-
trapped and the upper bound in (A.16) follows from (8.46) by comparison with an exact subextremal Reissner-
Nordstro¨m black hole. The condition (A.17) follows from the Raychauduri equation (2.5) in [27] and it being
satisfied along the initial data hypersurface. To show (A.18) we recall that −∂uκκ2 = ∂uκ−1 = 4r(∂uφ)
2
Ω2 ≥ 0 by
the definition κ = − Ω24∂ur of κ and the Raychauduri equation (2.5) in [27]. Finally by (2.8) in [27] we have
∂u∂vr =
2($ − e2r ) · ∂ur · ∂vr
r2 · (1− 2mr )
.
Since ∂vr > 0 in the exterior and by (A.17) we also have 1 − 2mr > 0 in the exterior by definition of the
Hawking mass m. In order to show (A.19) it thus suffices to show $ − e2r ≥ 0 in the exterior, which is
equivalent to $ · r ≥ e2. Note that this is trivially satisfied for r sufficiently large. For r bounded away from
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∞ we have |r− r| ≤ Cε by (8.45) in [27], where we choose the overlined quantities to denote quantities in an
exact subextremal Reissner-Nordstro¨m black hole. Using also (8.43) in [27] and the same trivial statement
for the charges e, e, which are non-dynamic, we compute for r bounded away from infinity
$ · r ≥ $ · r − Cε
≥ $ · r+ − Cε
= $($ +
√
$2 − e2)− Cε
> e2 +$
√
$2 − e2 − Cε
≥ e2 +$
√
$2 − e2 − 2Cε
≥ e2
for ε > 0 sufficiently small.
Since we have ∂ur < 0 we can now go over to (v, r)-coordinates and extend the metric arbitrarily to the
full domain [1,∞) × (0,∞) × S2. For the curve σH+ in Theorem A.2 we choose the event horizon and by
(A.11), (A.12), and (A.13) the conditions (A.3) are satisfied in the exterior to the future of any point in the
exterior, see also Remark A.4. It thus follows that any future directed future inextendible timelike geodesic
starting in the exterior is future complete or crosses the event horizon.
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