The conservation and convergence properties of spectral Fourier methods for the numerical approximation of the Korteweg-de Vries equation are analyzed. It is proven that the (aliased) collocation-pseudospectral method enjoys the same convergence properties as the spectral Galerkin method, which is less effective from the computational point of view. This result provides a precise mathematical answer to a question raised by several authors in the latest years.
I method, T h i s i s a sort of master question w h i c h i s r e c u r r e n t i n the context of numerical approximations by the spectral method. In the case of the K.d.V. equation, p a r t i c u l a r l y , t h i s doubt has induced several authors to introduce new pseudospectral methods w i t h the aim of regaining the (presumably lost) exponential accuracy ( see again Canuto, Hussaini, Quarteroni and Zang [SI, sections 4.5 and 4.6 ) . I n t h i s paper, we provide a precise mathematical answer to the above question, We prove t h a t the genuine (non dealiased, non s k e w -s y m m e t r i c ) collocation -pseudospectral method enjoys the same convergence properties as the Galerkin method.
I n section It we s t a r t by p r o v i n g that the Galerkin approximation conserves the three f i r s t energy integrals of the K.d.V. equation. Then, classical energy methods allow us to prove that the Galerkin solution converges w i t h spectral accuracy to the mathematical solution.
I n section I I I , the collocation-pseudospectral approximation i s considered. The related solution f a i l s to conserve the second energy integral. However, convergence w i t h spectral accuracy i n any f i n i t e t i m e interval [ O , T ] can s t i l l be shown b y using a much m o r e involved proof. I n i t s essence, the new proof exhibits f i r s t that the pseudospectral solution cannot blow-up i n a small subinterval [O,t,] of [O,T] . This p r o p e r t y , joined to the property of consistence of the numerical method, allows us to i n i t i a l i z e an inductive process which yields the desired r e s u l t on the large t i m e i n t e r v a l [ 0 ,TI.
In t h i s paper, we w i l l not be concerned w i t h any t i m e discretization o f the K.d.V. equation.
However, we recall that the semi-implicit t i m e advancing schemes are customarily used for such a k i n d of equation. These schemes are computationally convenient since, at each t i m e interval, they y i e l d a diagonal system i n t e r m s of the unknown F o u r i e r coefficients of the spectral solution.
Moreover, f o r finite time intervals, they a r e stable without any r e s t r i c t i o n on the time and space discretization parameters. We r e f e r the interested reader to Chan and Kerkhoven [ 6 ] where a linear s t a b i l i t y analysis i s presented f o r the K.d.V. equation, to Quarteroni [ 191 where a nonlinear s t a b i l i t y analysis i s carried out for a family of equations of the same k i n d and to Bona, Dougalis and Karakashian [ 31 and the references quoted therein where extended equations a r e also considered.
W o r k i n g along w i t h 2 n -p e r i o d i c functions, we introduce the periodic Sobolev spaces defined over ] 0 , 2 n [ , We f i r s t recall the definition of classical Sobolev spaces. We set L2(0,2n) = { f ] 0 , 2 n [ + c , IlflI = [I: ' I f ( X ) l 2 dx ] ' I 2 < 00 } and we denote i t s scalar product by (.,.I. NOW, for any integer r > 0 , we set , j 2 1/2 H Y O ,~~) = { f c L * ( o , z~) I Ilfllr = [Zf30 I l a J v a x II I < 00 I , and for any r e a l r > 0, not i n IN, the space "(0,211) i s defined b y i n t e r p o l a t i o n between HE"'(0,2n) and HE"'"(0,2n) ( we denote here b y E ( r ) the integral p a r t of r ). Next we consider the subspace C,"(0,2n) of Cm(0,2n) of a l l functions that a r e 2n-periodic as w e l l as a l l their derivatives. Moreover, for any real r 2 0 I H: ( O ,2n) stands then for the closure of C,"( 0,2n) i n Hr(0,2n). As pointed out i n Lions and Magenes [ 121, i f r -1 / 2 i s not an integer, then H:(0,2n)
consists of a l l functions of Hr(0,2n) that a r e 2n-periodic as w e l l as t h e i r derivatives o f order < r -1 / 2 . F o r any real number r < 0, we define "(0) as the dual space of H-'(O). I t s norm i s again denoted by 11 . 1 1 , .
Finally, if A i s an interval of I R and X i s a Banach space, f o r any function f f r o m R into X , we w i l l define 11 llLm (A,X) = 11 f(t) llx t E A W i t h these notations i t i s known (see Temam [22] ) that as soon as uo belongs to H E ( 0 , 2 n ) , w i t h m i n [N, then the solution to (I. 1 ) satisfies for any T > 0, where the constants 3, are independent of uo.
It i s w e l l known, that the family Let us denote by P, the operator
Since P, i s i n fact the orthogonal projection operator over S, we have equivalently
For a l l g i n L 2 ( 0 , 2 n ) , (P, g), E N converges to g. Moreover it can be proved that for any r 2 s , r 2 0 one has ( see, e.g. Jackson [ 9 ] , Pasciak [ 171 ) (1.7)
tJ g E H:(O,?n) 1 II gp, g IIs cNS-rII IIr.
(Throughout t h i s paper, c w i l l denote a positive constant, independent of N, not necessarily the same i n different contexts).
-4 -Besides, a l l the norms defined by the imbedding of S, i n t o H:(0,2n) a r e equivalent since S, i s a f i n i t e dimensional subspace of H:(0,2n); more precisely we can readily see that
The second inequality i s known as the "inverse inequality".
V (r ,s) E (RR')2 w i t h r < s , ' v' cp E SN , 11 19 1 1 , < 11 (P lis< X ( S ) NS-' 11 (P 1 1 , .
We f i n a l l y notice that N / 2 9 E sN s 11 9 1 1 ; = z k = -N / 2 ( 1 +k2) 6; < 6; + 2 11 dg/dx [I2 This p r o p e r t y w i l l be frequently used i n the sequel.
ANA1 YSlS OF THF FOUR IFR-OAI ERK IN APPROXIMATION OF T HF K.d.V EQU ATION
A s p a t i a l a p p r o x i m a t i o n (continuous i n t i m e ) of p r o b l e m ( 1 . 1 ) based on the Fourier-Galerkin method reads as follows :
Find a mapping uN : [ 0 ,TI + S, such that 3 3 v q E S, , vt, o G t < T , (au,/at The problem i s to get the existence f o r a "long" t i m e T I o r equivalently to prove that one can take to = T. This r e s u l t w i l l be achieved w i t h the use of (11.3) that the solution cannot blow-up.
Since the i n i t i a l condition uo i s real, then ~~( 0 ) i s real too. We deduce that u,(t) i s real for any t < to f r o m the uniqueness of the solution to problem ( 1 1 . 1 1.
In order to show (11.2), l e t us f i r s t choose q = 1 as a test function i n ( 1 1 . 1 ). We get 2n 2n 2n (a/at)j, U , ( X , t ) dx + ( 1 /2)10 ( a Q a X ) (x,t) dx + lo (a3uN/ax3) (x,t) dx = o , using the periodicity of uN , we deduce then (11.2). Choosing now * = U , i n ( 1 1 . 1 ) I we obtain j:n ( a u i i a x ) (X,t) dx = o .
S i m i l a r 1 y w e have
We derive now (11.3) from (11.5). Integrating (11.3) between 0 and to proves that no blow-up occurs at t i m e to . More precisely for any t, 0 < t < to , we derive 0 (11.6) 11 uN(.it) 11 11 UN(.mO) 11 < 11 11 ' whence to i s equal to T and we can state that the existence and uniqueness o f the solution uN holds for any t i m e t , O g t Q T .
I n order to prove now (11.41, l e t us take 9 = P, [ u i + 20( a2uN/ax2](.,t) i n (11.1) and, for convenience of notation, let us drop for a while the explicit dependence on x and t. Then (11.7) jiK (au,/at) P, [ 1) dx 0 .
From (11.7) we get now (11.4 1. I n the next two lemmas we state some a p r i o r i estimates f o r the Fourier-Galerkin solution i n higher order norms.
Lemma I 1.2: Assume that uo belongs to H : ( 0 , 2 n ) . Then there exists a constant c > o independent of N such that for any t , 0 < t Q T:
Using now the continuous imbedding of "(0,211) into LW(0,2rr) ( see, e.g. [ 123) , we obtain f i r s t W i t h t h i s stability i n the HL(OI2n)-norm we can prove now, as i n the continuous case, the boundedness of another energy integral.
Lemma I I .3: Assume that uo belongs to Hp( 0 , 2 n ) . Then there exists a constant c > 0 independent of N such that for any t, 0 < t Q T:
(11.1 1 ) IIuN<.,t)I12<c'
Proof: As i n the proof of Lemma II. 1 we have to choose p r o p e r l y a test function i n ( 1 1 . 1 ). This t i m e we take choice yields ( here again we drop the dependence on x and t Let us examine now the f i r s t term i n (11.12).
Since auN/at belongs to S, , by ( 1.6) Theorem I I. 1 : Assume that uo belongs to H r ( 0 , 2 n ) , for some integer m 3 2 . Then there exists a constant c > 0 independent o f N such that for any t , 0 < t < T:
( 1 1 . 1 7) 11 u(.,t) -uN(.,t) !I< C N'-m. From (1.21, (11.1 1 ) and the imbedding of H)0,2n) into Lm(0,2n) we deduce that
Let us note now that e(0) = 0; by'(l1. 18) to (11.20) and the Gronwall's lemma we obtain t II e(t) 11 < c exp(c t) [ loll U(S) -PN U(S) 1 1 : ds]'" .
The estimate (11.17) i s then an easy consequence of (1.21, (1.71, and the triangle inequality: 11 -uN 11 < 11 -11 + 11 e 11 '
The above r e s u l t yields the following e r r o r estimate i n the H I ( 0 , 2 n ) -n o r m . It i s well-known that it coincides w i t h the L2-scalar product when the product~ b€.,Jngs to L N , hence i n particular (111.4 ) v $ 1 9 E SN 1 ( V i $ r ) N = (q19) .
Then the operator I, i s precisely the orthogonal projection operator onto S, w i t h respect to ( . ,.), , Moreover, i t has been proved i n [ 171 that t h i s operator satisfies the following inequality We begin b y noting that, due to the classical theory of differential systems, problem (I 11.9) admits a local solution. This means that there exists to > 0, such that f o r a l l t G to , the solution of (I I I .9) exists and i s unique ( note that to may depend on N ).
However , no information about the boundedness of the solution i n any norm independently of N i s provided f r o m this result. For t h i s we shall take now w e l l suited test functions i n (111.9) as we did i n the previous section. We shall p r o v e now that the derivative of the mapping t -+ 11 ~, ( . , t ) 11 i s bounded, then we w i l l d e r i v e a lower bound for 11 v i 11 incompatible w i t h (I1 I. 19). F i r s t , we notice that, f o r any time t g to such that
( 1 11.2 1 11 vN(. 11 2 K"I3 , Let us introduce now (111.23) i n ( l l l . l 6 ) . F o r any t, 0 < t < t* such that 11 vN(.,t) 11 2 K " l 3 we depending only on R such that for any initial value v i verifying (I 11.3 1 ) 11 v i 114 Q R a n d a n y t , 0 6 t < t;, we have (111.32) II (av,/at)(.,t) II < 67, (111.33 B y the d e f i n i t i o n (111.2) and the p r o p e r t y ( l l l . 4 ) , i n t e g r a t i n g b y p a r t s and using the Cauchy-Schwarz inequality , i t follows v t, o < t < f, , (a/at) 11 av,/at 112 < z I ( IN(V,aVN/at) ,(a/ax)av,/at)l < 2 11 IN(vNavN/at) 11 11 avN/at 111 I s 11 'N IIL-11 avN/at 11 11 avN/at 111 '
Using the Gagliardo-Nirenberg inequality ( I 11.15 ) and Corollary I II. 1 , we can f i n d a constant R" depending only on the HL(0,2n)-norm of the i n i t i a l condition such that (111.34) 
We can therefore obtain the inequality (~1 . 3 5 ) v t , o G t < tl , (a/at> 11 av,/at 1i 2 6 2 it* II avN/at 11 11 av,/at 11, .
Our goal i s now to provide a bound for 11 Ov,/at 11, . To t h i s end, l e t us take = I , ( v, avN/at + a(a2/ax2)av,/at) as test function i n (111.30) . This choice yields the equality -(a2v,/at2, a(a2/ax2)av,/at ) = (a2v,/at2, vN av,/at), .
After integration between 0 and t, 0 < t < f l l we obtain (~1 . 3 6 ) 11 (a/ax)(av,/at)(.,t) 112 -11 (a/ax)(av,/at)(.,o) 112 = 2U-$(a2VN/at2, v, av,/at), ds.
Let us now focus on the right-hand side of the previous equality. By v i r t u e of (I 11.34) and the Gagliardo-Nirenberg inequality ( I I I. 15) , we deduce that + lo 11 avN/at 11~-II av,/at 1 1~ ds I + C, 1; 11 av,/at 111" II av,/at t 2 l j o ( a 2 V N / a t 2 , V, avN/at), ,ds I< ~' 1 11 (av,/at>(.,t> 112 + II (av,/at>(.,o> 1 1~ II v i 1l Lm < R" 11 (avN/at)(. ,t> 112 + 11 (av,/at)(.,o> 1 1~ 11 v i llLm ds . 11 + Ila/ax(vi)) II + II a3v,/ax II and using (111.5) w i t h r = s = 1 , we deduce that Il(dv,/at>(. ,O)ll i s bounded by R2( 1 + cx R ) ; on the other hand, by taking i t s derivative i n the x-direction, we derive that the t e r m 11 ( a v N / a t ) ( . ,0) 11, i can be bounded by R2( 1 + cx R). Finally, w i t h a new constant K " depending only on R , we derive the inequality ( i 1 1 . 3 7 ) v t, o G t 61, , ii(aV,/atx.,t)ii; G K" ( 1 + II (av,/at)(.,t) ti2) +c, 1; 11 av,/at 1 1 :~~ 11 av,/at 1 1~~2 ds . v t E B , Ii(av,/at)(,,t)ii~ G K " ( 2 + II (av,/at)(.,t) 1 1~) I and due to (111.35) v t E B , (a/at) 11 av,/at 112 Q K" dK"( 2 11 av,/at II + II avN/at 1 1~) Q 4 R" JK"( 1 + 11 avN/at 112) .
After integration on time, we obtain (111.39) v t E B , ( 2 + ll(avN/at)(.,t)~12) G ( 2 + Il(av,/at)(.,o)l12) exp(4 K' JK"t) .
( i i 1 . 4 0 ) v t E B , ~l(av,/at)(.,t)Il~ Q K " ( By v i r t u e of (111.43) we obtain i I I O( I 11 a3vN/ax3 112 Q 11 avN/at 11 lla3vN/ax3 1 1 + c 11 vN 1 1 : 11 a3vN/ax3 1 1 .
The two previous lemmas yield now that the term 11 a3v,/ax3 11 i s bounded and we derive the desired result (111.42) by noting that 11 a2vN/ax2 11 Q c 11 a3v,/ax3 11. where the constant depends on the i n i t i a l conditions only.
Our next goal i s to obtain an estimate for 11 ae/ax 11 i n order to use i t i n (111.50) . For this, we take = (I v 2 -P -20(a2e/ax2 in (I I I .45) , so that we find the identity then v belongs to L"(0,T; H z ( 0 , 2 n ) ) and & / a t belongs to L"(0,T; H z -3 ( 0 , 2 n ) ) . Thus, by a straightforward application of (I .7) , we deduce + II d o ) 1 1 : We recall that the constant (C(m)+x3) that appears here depends only on the H:(0,2n)-norm of t h e i n i t i a l condition vo and on x3 , which i n t u r n , f r o m Lemma 111.3, i s a bound for the H3(0,2n)-norm of vN. Hence c i s a constant independent of N and t..
The r e s u l t (111.44) follows now using (1.7) once more together w i t h (111.56) and (111.57) .
For any t , k t* < t < ( k + 1 ) t* I uN exists and satisfies II uN(. ,kt*) 1 1 , Q 2 3 4 II u0 1 1 , and V t , k t * 4 t Q ( k + l ) t * , 11 U(.,t) -UN(.,t) 11, Q ( k + 2 > A m N2-m v i = u N ( . , ( k + l ) t * ) i s the solution of (111.7) for t 2 ( k + l ) t * . F i r s t , we have to prove a bound for Ilu, ( . , ( k + l ) t * )~~4 , Using (1.7) and the inverse inequality (1.8) we deduce f r o m (111.61) and the previous estimate that v t , 0 < t < ( k + l ) t * , 11 uN(.,t> -PNu(.,t) 114 < 4 N311 uN(.,t> -PNU(.,t> 111 < 4 N3 [ II uN(. at) -U( ,t) II1 + II u(. I t ) -PN(. ,t) II,] < 4 (k+3)A,N5-m.
Therefore v t , 0 < t < ( k + l ) t * I 11 uN(.,t) 114 < u~( . , t ) -P~U ( . l t ) 114 + 11 u ( . , t > -P~( . , t ) 114 +I] u ( . , t > 114 < (4K + 1 3) A, N5-m + 11 u(.,t) [I4 . I f N i s chosen greater than N* we derive from (1.2) that 11 u N ( . , ( k + l I t * > 1 1 , < 2 -q4 11 uo Moreover, f r o m Lemma I I I. 1 , we deduce that uN exists for any t , ( k + 1 I t * < t f ( k +2) t* and f r o m ( I I 1.60) V t , 0 < t < t* , 11 UN (. ,(k+ 1 >t*+t) -U(. ,(k+ 1 )t*+t) 111 < A, N2-m + 11 UN (. ,(k+ 1 It*)u(. ,(k+ 1 >t*) 11, .
Using now the induction hypothesis we obtain V t , 0 < t < t* , 11 u,(.,(k+l)t*+t)u ( . , ( k + l ) t * + t ) 11, < (k+3)A, N2-m .
This proves hypothesis (H,+,). Thus the induction procedure applies successfully and the desired r e s u l t (111.58) follows.
Bemark I I I .3: The s t a b i l i t y r e s u l t i n the H4(0 , 2 n ) -n o r m stated i n (H,) plays a fundamental r o l e i n the proof of the global convergence r e s u l t (I 11.58). As we have seen, s t a b i l i t y has been obtained b y exploiting the spectral decay of the e r r o r on each local i n t e r v a l [ k t * , ( k + 1 I t * ]
