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On the spin current injection at paramagnetic insulator/superconductor interfaces
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Opposite to the common idea of magnetic order requirement to spin current propagation, para-
magnetic materials have also revealed to be efficient in spin transport. Gadolinium Gallium Garnet
(GGG), for example, has been used in spin current injection at temperatures several orders of magni-
tude above the Curie transition point. In this work, we investigated the spin current injection at the
interface between a paramagnetic insulator and a superconductor. The Schwinger bosonic formalism
was used to describe the magnetic disordered phase and standard BCS theory was applied to treat
the superconductor layer. We determined the spin current injection from the superconductor in
many different scenarios. In the normal metal limit, our results are according to the to expect ones.
Besides, our model shows an pronounced peak in spin current injection at temperatures close to the
superconductor transition temperature due to the coherence of the superconducting quasi-particles.
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I. INTRODUCTION AND MOTIVATION
Charge currents were the base of a very large tech-
nological development in the 20th century. Even today,
most of commercial devices are fundamentally electronic
based ones. However, in the last years, spintronics re-
search has taken a pride of place in scientific commu-
nity. The continuous advantage in miniaturizing has
supported the generation, manipulation and detection
of spin current in many different material classes. Ba-
sically, spin current involves the effective spin transport
that can be followed or not by electrical charge current.
In a ferromagnetic conductor (FMC), for example, due
to the electron spin-polarization the current transports
spin and charge at the same time. On the other hand,
pure spin currents can be obtained when charge currents
of opposite spin move in opposite directions as occurs in
metals with strong spin-orbit interaction, the so-called
spin Hall effect (SHE)[1–5]. In insulators, the spin cur-
rent is driven by magnons (or spin waves in the classical
formalism) and is observed in ferromagnetic (FMI)[6–8],
antiferromagnetic (AFI) [9–14] and paramagnetic (PMI)
insulators[14–16]. Temperature gradients (spin Seebeck
effect, SSE)[17, 18] as well as time-dependent ferromag-
netic magnetization (spin pumping, SP)[7, 19, 20] are fre-
quently used to generate spin current into adjacent ma-
terials. The detection of spin current in conductors can
be performed by inverse spin Hall effect (ISHE)[21–23]
where a transverse charge current provides a detectable
bias voltage. Besides, when spin current is injected into
(from) magnetic insulator, the decreasing (increasing) in
Gilbert damping is detected by measurements of the mi-
crowave radiation emitted in the ferromagnetic resonance
(FMR)[6, 24].
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Although it is usual to consider spin current injection
in ferromagnetic materials, an ordered state is not re-
ally a necessary condition in spintronics. Indeed, Sh-
iomi and Saitoh verified SP in the paramagnetic insu-
lator La2NiMnO6[25] while Wu et al. performed mea-
surements of paramagnetic SSE in DySCO3 (DSO) and
Gd3Ga5O12 (Gadolinium Gallium Garnet, GGG)[26]. A
theoretical model to describe SSE in paramagnets and
antiferromagnets (both phases without a magnetization
order) was developed by Yamamoto et al.[27]. Curiously,
GGG is well-known subtract for growing of superconduc-
tor films or FM layers of Yttrium Iron Garnet (YIG) but
only recently it has been directly applied in spin trans-
port experiments. Due to the very low exchange cou-
pling Jex ≈ 100 mK (8.6 µeV), GGG presents a low
Curie temperature transition Tc ≈ 180 mK. Recently,
Oyanagi et al. demonstrated the efficiency to transport
spin in GGG slab even at temperatures several orders
above Tc[15]. Amorphous-YIG (a-YIG) is a paramagnet
that also presents efficient spin transport [16]. Therefore,
there are many evidences for the unnecessary condition
of magnetic ordering in spin current propagation.
In this work we investigated the spin current injec-
tion from a superconductor (SC) into a paramagnetic
insulator. The charge current injection at superconduct-
ing interfaces is well-known since the early 1980s. Spin-
polarized quasi-particles was observed in s-wave super-
conductor due to injected spin-polarized charge current
as well as spin accumulation and spin diffusion in su-
perconducting samples[28–30]. On the other hand, spin
current injection at superconducting interfaces is a more
recent topic. In Ref. [31], for example, the authors de-
termine the influence of superconductivity in spin cur-
rent through measurements of the Gilbert damping in
Ni80Fe20 films grown on Nb. Yao et al. also investi-
gated the spin dynamic at interfaces composed by su-
perconducting NbN films and the ferromagnetic insula-
tor GdN[32]. Theoretical models to describe spin cur-
rent injection at SC/FM interfaces can be found in Ref.
2[33–35]. The scenario involving a paramagnetic insula-
tor/normal metal (PMI/NM) junction was analyzed by
Okamoto[36]. The author used the Schwinger bosonic
formalism to determine the spin current injected and spin
conductivity. Here we also adopted the Schwinger bosons
to describe the disordered phase in terms of spinon oper-
ators that interact with quasi-particles in the SC through
a sd-interaction at the interface. We found results com-
patible with similar experiments and according to the
special limit cases, as for example the superconducting
gapless ∆ = 0 phase. Besides, our model corrects the
discrepancy on the temperature dependence of the spin
current found in Ref.[36] and provides the expected T 3/2
behavior.
II. MODEL AND METHODS
The studied model is described by the Hamiltonian
H = Hm +HSC +Hsd, where the terms define the mag-
netic insulator, the superconductor and the interface in-
teraction, respectively. Both magnetic and superconduc-
tor sides are considered three-dimensional samples but a
model of thin films can be treated with minor modifica-
tions. The sd-Hamiltonian represents an interaction be-
tween located and conduction electrons at the interface.
In this section, we brief review the main points about
Schwinger formalism to represent magnetic models and
the microscopic BCS theory.
The magnetic insulator is given by the standard
Heisenberg Hamiltonian Hm = −J
∑
〈ij〉
~Si · ~Sj , where
J is a small exchange ferromagnetic coupling and the
sum is done over nearest neighbor spins. At low temper-
ature, spin operators are commonly treated by using the
Holstein-Primakoff (HP) bosonic representation. How-
ever, HP bosons are inaccurate to represent disordered
magnetic phases. A more appropriated representation is
obtained through the Schwinger bosons that are applica-
ble to both ordered and disordered phases[37, 38]. The
spin operators are then replaced by two kinds of bosonic
operators and written as S+i = a
†
i↑ai↓, S
−
i = a
†
i↓ai↑ and
Szi = (a
†
i↑ai↑ − a
†
i↓ai↓)/2, where a
†
iσ (aiσ) creates (anni-
hilates) a spinon with spin σ/2 (σ = 1 stands for up-spin
and σ = −1 for down-spin). To assure the commuta-
tion relation [Sai , S
b
j ] = iδijǫabcS
c
i is necessary to fix the
number of bosons on each site through the constraint∑
σ a
†
iσaiσ = 2S. The Hamiltonian is then given by
Hm = −
J
2
∑
〈ij〉
(: F†ijFij : −2S
2) +
∑
i
λi(Fii − 2S)−
−
gµBB
2
∑
i
(a†i↑ai↑ − a
†
i↓ai↓) (1)
in which we defined the bond operator Fij = a
†
i↑aj↑ +
a†i↓aj↓ and :: represents the normal ordering operator. We
included a uniform magnetic field ~B = Bzˆ and the con-
straint was implemented by a local Lagrange multiplier
λi. The quartic order term is decoupled by introduc-
ing an auxiliary field Fij = 〈Fij〉 through the Hubbard-
Stratonovich transform F†ijFij → Fij(F
†
ij + Fij) − F
2
ij .
We considered a mean-field theory and replace Fij by a
uniform field F . In the same way we approximated the
Lagrange multiplier by a uniform parameter λ, which im-
plies a boson conservation only in average. After a space
Fourier transform, we obtain the quadratic Hamiltonian
Hm = E0 +
∑
q
[
~Ωq↑a
†
q↑aq↑ + ~Ωq↓a
†
q↓aq↓
]
, (2)
where E0 = 3NJ(F
2 + 2S2)/2− 2NS(3JF − µm) is the
ground state energy and ~Ωqσ = ~ωq − µm − σgµBB/2.
In above equation, N is the number of magnetic sites,
~ωq = 3JF (1− γq) and γq = (cos qx + cos qy + cos qz)/3
is the square lattice structure factor. The chemical po-
tential µm = 3JF − λ was introduced to make clear
the analogy between the ordered phase transition and
Bose-Einstein condensation (−µm could also be consid-
ered as a gap in spectrum energy[39]). The fields F and
λ are evaluated by the minimization of the free energy
Fm = −β
−1 ln(Tre−βHm). The extremum conditions
δFm/δλ = 0 and δFm/δF = 0 provide the self-consistent
equations
2S =
1
N
∑
q
(nq↑ + nq↓) (3)
and
F = 2S −
1
N
∑
q
~ωq
3JF
(nq↑ + nq↓), (4)
where nqσ = (e
β~Ωqσ − 1)−1 is the Bose-Einstein distri-
bution. In the disordered phase µm + gµBB/2 < 0 and
the self-consistent equations present a non-trivial solu-
tion for F and λ. At a critical temperature we obtain
µm = −gµBB/2 and the up-spin bosons condensate in
the q = 0 state (Ω0↑ = 0). As well as in Bose-Einstein
condensation, we separate the q = 0 term from the sum
before convert it in a momenta integral to solve the equa-
tions in the ordered phase. At low temperature, the
second self-consistent equation provides F ≈ 2S. We
then included a phenomenological parameter χ to con-
sider small correction and express F = 2Sχ (χ = 1 in
the limit T → 0). In the long-wavelength limit, χ can be
determined by the deviation magnetization per site given
by
∆m
N
= S − 〈Sz〉 ≈
(
kBT
4πJχS
)3/2
, (5)
adopting the limitB → 0+. Here, and henceforth, we will
use Jχ as the magnetic energy scale. Using Eq. (3) we
3then determine the chemical potential µm dependence on
temperature and magnetic field. The graphic of µ(T ) for
B = 0 is shown in FIG. (1) (cases with finite B present
similar behavior).
FIG. 1. The chemical potential µ as function of temperature
for B = 0. The vertical dashed lines represent the critical
temperature of the boson condensation.
The superconductor is described by the well-known
BCS theory[40] whose Hamiltonian is written as
Hsc =
∑
kσ
ǫkc
†
kσckσ − geff
∑
kk′
c†k↑c
†
−k↓c−k′↓ck′↑, (6)
in which geff is the effective superconducting interaction
constant. The momenta sum is done within the range
±~ωD of the Fermi surface, i.e. |ǫk − ǫF| < ~ωD, where
ǫF is the Fermi energy and ωD is the Debye frequency.
Typical energy scales for the Fermi and Debye energy are
10 eV and 10−2 eV, respectively. A population imbalance
between up and down-spin electrons is necessary to en-
sure spin current injection from the SC. Therefore, after
include a chemical potential splitting, the grand canoni-
cal Hamiltonian is expressed as
KSC = C +
∑
k
Ψ†k
(
ξk − µsc −∆
−∆¯ −ξk − µsc
)
Ψk (7)
where C = |∆|2/geff+
∑
k(ξk+µsc) is a constant and the
Nambu spinor is defined by Ψ†k = (c
†
k↑ c−k↓). The quar-
tic order interaction was decoupled by introducing the
superconducting gap ∆ = geff
∑
k〈c−k↓ck↑〉. In above
equation ξk = ǫk − (µ↑ + µ↓)/2 and the SC chemi-
cal potential is defined as µsc = (gµBB + ∆µ)/2, with
∆µ = µ↑ − µ↓. Here we also included the uniform mag-
netic field ~B = Bzˆ. While the superconducting ground
state is composed by Cooper pairs, the excitations are
given by quasi-particles (also called bogoliubons) of en-
ergy Ek =
√
ξ2k + |∆|
2. The BCS Hamiltonian is diago-
nalized defining new fermionic operators by the Bogoli-
ubov transform
bk↑ = u¯kck↑ + vkc
†
−k↓ (8a)
bk↓ = u¯kck↓ − vkc
†
−k↑, (8b)
with the parameters uk = e
−iφ/2
√
(Ek + ξk)/2Ek and
vk = e
iφ/2
√
(Ek − ξk)/2Ek (φ is the superconducting
gap phase, ∆ = eiφ|∆|). The diagonal BCS Hamiltonian
is then given by
KSC = K0 +
∑
k
(Ek↑b
†
k↑bk↑ + Ek↓b
†
k↓bk↓), (9)
where K0 = |∆|
2/geff+
∑
k(ξk−Ek) is a constant energy
and Ekσ = Ek−σµsc. As one can see, the chemical poten-
tial difference between up and down-spin quasi-particles
favors processes with annihilation (creation) of up-spin
(down-spin) quasi-particles. Therefore, a positive value
of µsc provides a spin current flux from the SC into the
magnetic insulator. However, the presence of polariz-
ing terms as the magnetic field and the chemical poten-
tial imbalance ∆µ tend to destroy the superconducting
phase[41, 42]. Indeed, the gap is a decreasing function
of increasing µsc and the largest value |∆0| occurs when
µsc = 0. For µsc < 0.60|∆0| there is a second order phase
transition while for 0.60|∆0| < µsc < 0.707|∆0| the gap ∆
presents a discontinuous jump at the NM/SC transition
temperature. For µsc > 0.707|∆0| the superconductivity
is suppressed even at zero temperature. Here we consid-
ered only the scenario where µsc < 0.60|∆0|.
The sd-Hamiltonian accounts a spin-flip process at the
interface in which s-like electrons are reflected absorb-
ing (or emitting) angular momentum to the magnetic
side. As we are considering a magnetic insulator, the
interface interaction does not take account conduction
electrons into the magnetic side and processes as An-
dreev reflection are forbidden. However, the spin cur-
rent injection across the interface is allowed due the cre-
ation/annihilation of magnons (or spinon pairs of oppo-
site spin). The interaction is expressed by
Hsd = Jsd
∑
qkp
(S−q c
†
k↑cp↓ + S
+
q c
†
p↓ck↑), (10)
with Jsd being a coupling constant. Here we considered
weak coupling between s-wave and d-wave electrons and
so Hsd is treated as a small perturbation. Besides, a
rough interface is assumed which implies independent
transverse momenta sum.
III. SPIN CURRENT
We define the spin current operator as the time deriva-
tive of the difference N↓ − N↑ of electrons close to the
interface. Using the Heisenberg equation we obtain
I = iJsd(V − V
†), where the vertex operator is given
by
V =
1
N
∑
qq′kk′
a†q↓aq′↑c
†
k↑ck′↓. (11)
4Since we are considering the limit of weak interface in-
teraction, the expected value 〈I〉 can be determined from
the Linear Response Theory (LRT). It is straightfor-
ward to obtain I = 〈I〉 = −i~−1
∫
dtθ(t)〈[Iˆ(t), Hˆsd(0)]〉,
where the integral extends over the entire time axis and
θ(t) denotes the Heaviside step function. The caret de-
notes time evolution according to Hm + Hsc and, since
Nσ =
∑
k c
†
kσckσ commutes with the full Hamiltonian
H = Hm +Hsc +Hsd, we can write Vˆ (t) = e
i∆µt/~V˜ (t),
where the time evolution of V˜ is evaluated through the
grand canonical Hamiltonian. Therefore, we obtain
I = −
2J2sd
~
ImUret(∆µ), (12)
in which Uret(∆µ) is the time Fourier transform of the
retarded Green function ~Uret(t) = −iθ(t)〈[V˜ (t), V˜
†(0)]〉.
As usual, the retarded Green function is determined
by the Matsubara formalism which provides Uret(∆µ)
through the analytical continuation of U(iωl) =∫
U(τ)eiωlτdτ , where
~U(τ) = −〈TτV (τ)V
†(0)〉 = −Ξm(τ)Ξe(τ) (13)
is the imaginary-time Green function. The magnetic
term Ξm of the Green function is given by
Ξm(τ) =
1
N2
∑
qq′
Aq↓(−τ)Aq′↑(τ), (14)
where we defined the a-operator Green function
Aqσ(τ) = −〈Tτaqσ(τ)a
†
qσ(0)〉. The Eq. (14) defines the
annihilation of a |q, ↓〉 spinon state at the same time that
a |q′, ↑〉 state is created resulting in an effective angular
momentum variation of ∆S = ~ in the magnetic insula-
tor. Here, we have assumed dissipationless spin waves.
However, if necessary, a damping term can be easily im-
plemented in the Green function. On the other hand, the
electronic part Ξe, written in terms of the b-operators,
provides
Ξe(τ) =
∑
kk′
[
(|ukvk′ |
2 − ukvku¯k′ v¯k′ )Bk↑(−τ)Bk′↑(−τ)+
+(|ukvk′ |
2 − ukvku¯k′ v¯k′)Bk↓(τ)Bk′↓(τ) + (ukvku¯k′ v¯k′+
+u¯kv¯kuk′vk′ + |ukuk′ |
2 + |vkvk′ |
2)Bk↑(−τ)Bk′↓(τ)
]
,(15)
in which Bkσ(τ) = −〈Tτbkσ(τ)b
†
kσ(0)〉 is the Green func-
tion associated with the b operators. The above equation
describes three different processes that decrease the spin
in the SC side by ~ resulting in an effective momentum
angular transfer to the magnetic side. The first term of
Eq. (15) describes the annihilation of two up-spin quasi-
particles. Indeed, Bk↑Bk′↑ is proportional to the occu-
pation fk↑fk′↑, where fkσ = f(Ekσ) is the Fermi-Dirac
distribution, while the multiplicative term in parenthesis
is the coherence factor. From Eq. (8a), the bk↑ operator
gives a probability |uk|
2 to annihilate an up-spin elec-
tron and |vk|
2 to create a down-spin electron. Therefore,
the |ukvk′ |
2 term, for example, gives the probability of
destroying an |k, ↑〉 electron state while a |k′, ↓〉 electron
state is created or, equivalently, a | − k′, ↑〉 hole state
is annihilated. Note that the charge is conserved in the
process. In the same way, the second term represents the
creation of two down-spin quasi-particles and the last one
sets the scattering of an up-spin to a down-spin quasi-
particle. All processes are represented in FIG.(2).
FIG. 2. The three processes describing spin current injection
at the interface: annihilation (left), creation (center) and scat-
tering of quasi-particles in the superconductor represented by
the straight lines. The wavy lines represent spinons in the
magnetic insulator.
The spin current is then composed by the sum of three
terms I = Ia + Ic + Is, where the expected values Ia, Ic
and Is are the contributions associated with annihilation,
creation and scattering of quasi-particles at the interface,
respectively. The analytical continuation iωl → ∆µ+i0
+
of the quasi-particles annihilation process Ua(iωl), for
example, provides
ImUaret(∆µ) =
π~
4N2
(e−β∆µ − 1)
∑
qq′
(1 + nq↓)nq′↑
∑
kk′
(1−
−
|∆|2
EkEk′
)
fk↑fk′↑δ(Ek + Ek′ + ~ωq − ~ωq′). (16)
In general, the energy scale of ∆µ is much smaller than
thermal energy and we adopted 1−e−β∆µ ≈ β∆µ. After
replace the quasi-particle momentum sum by the contin-
uum limit, we obtain
Ia(∆µ) =
πJ2sdβ∆µ
2N2
∑
qq′
nq↓(1 + nq′↑)
∫ ∞
0
dE
∫ 0
−∞
dE′ (1+
+
|∆|2
EE′
)
f(E↑)D(E)[1 − f(E
′
↓)]D(E
′)δ(E − E′ + ~ωq−
−~ωq′), (17)
where D(E) = ρFRe[(E+ iΓ)/
√
(E + iΓ)2 − |∆|2] is the
superconducting density of states endowed by the phe-
nomenological Dynes parameter Γ and ρF is the normal
metal density of states at the level Fermi. Note that
D(E) presents two narrow peaks at E ≈ ±|∆| and tends
to unity when |E| ≫ |∆| (the normal metal limit). The
5inclusion of Γ is necessary to ensure the convergence of
the energy integral. To calculate the spin current, we
adopted Γ = 0.05|∆0|[43]. The I
c and Is contributions
are determined by the same procedure.
The magnetic part of the spin current requires a spe-
cial attention. In the ordered state, the Schwinger boson
condensation takes place and the macroscopic population
term N0 need to be removed from the momentum sum
before we adopt the continuum limit. Although we are
interested in the PMI/SC junction, the spin current can
be also evaluated in other situations. Therefore we write
nq′↑ = N0δq,0+nq′ 6=0↑, where N0 ≈ N measures the con-
densation of up-spinon states with q = 0 (the limit of
weak magnetic field B → 0+ is assumed). Summing over
all quasi-particles processes and separating the conden-
sate term from the q′ sum, the spin current is written as
I = If + Ip, where we define
If (∆µ) =
N0
N
J2sdβ∆µ
16π2
∫
BZ
d3qnq↓
∫ ∞
−∞
dE(1+
+
|∆|2
E(E + ~ωq − ~ω0)
)
f(E − µsc)D(E)[1−
−f(E + ~ωq − ~ω0 + µsc)]D(E + ~ωq − ~ω0) (18)
as the ferromagnetic spin current associated with the up-
spinon condensation, and
Ip(∆µ) =
J2sdβ∆µ
128π5
∫
BZ
d3qd3q′nq↓(1 + nq′↑)
∫ ∞
−∞
dE(1+
+
|∆|2
E(E + ~ωq − ~ωq′)
)
f(E − µsc)D(E)[1−
−f(E + ~ωq − ~ωq′ + µsc)]D(E + ~ωq − ~ωq′). (19)
as the paramagnetic spin current. In above equations, the
momentum integration are done over the first Brillouin
zone (BZ). Above the Curie temperature the condensa-
tion vanishes (N0 = 0) and the spin current is only due to
the paramagnetic term. In the condensate phase, below
the Curie transition temperature, If shows an important
role in the spin current behavior.
At zero temperature, the process of quasi-particle cre-
ation is the only relevant contribution to the spin cur-
rent provided that ~ωq − ~ωq′ > 2|∆|. At finite tem-
perature, the largest spin current contributions occur
when the peaks of D(E) and D(E + ~ωq − ~ωq′) coin-
cide. There are three distinct cases: (i) the quasi-particle
scattering case, when ~ωq − ~ωq′ ≈ 0; (ii) the quasi-
particle creation case for ~ωq− ~ωq′ ≈ 2|∆| and; (iii) the
quasi-particle annihilation case if ~ωq − ~ωq′ ≈ −2|∆|.
The integrand of the spin current energy integral for
kBT = 0.5|∆| and µsc = 0.01|∆| is shown in FIG.(3).
The largest contribution occurs for the quasi-particle cre-
ation process when the highest peaks of f(E↑)D(E) and
[1− f(E↓ + ~ωq − ~ωq′)]D(E + ~ωq − ~ωq′) are close.
-4 -2 0 2 4
0
1
2
3
4
5
EHDL
fH
E w
LD
HE
Lf
HE
x
+
Ñ
Ω
q-
Ñ
Ω
q
¢
LD
HE
+
Ñ
Ω
q-
Ñ
Ω
q
¢
L
scattering
creation
annihilation
FIG. 3. The integrand of the spin current energy integral
for ~ωq − ~ωq′ = 0.1|∆| (quasi-particle scattering process),
~ωq − ~ωq′ = 2.1|∆| (quasi-particle creation process) and
~ωq − ~ωq′ = −2.1|∆| (quasi-particle annihilation process).
Here, kBT = 0.5|∆| and µsc = 0.01|∆|.
IV. RESULTS
We are mainly interested in the spin current injection
at the PMI/SC interface however, before we present the
major results, to verify the model consistency we analyze
other situations. As commented before, in the disordered
phase, the ferromagnetic spin current If vanishes due
to the absence of spinon condensation however, at very
low temperatures, If has an important role. Recently,
Okamoto[36] determined the spin current at the mag-
netic/normal metal junction both in ordered and disor-
dered phase using the Schwinger formalism. In the limit
T → 0, he found a spin current dependent on T 3 instead
of the known result I ∝ T 3/2[8]. Okamoto associated the
different power-law behavior to the spin orientation of
the injected current. However, the inclusion of the con-
densate contribution If restore the T
3/2 behavior. To see
this, we consider the metal normal limit (∆ = 0) in the
absence of magnetic field and the approximation
∫
dǫf(ξ↑)[1− f(ξ↓)] ≈
(~ωq +∆µ)e
β(~ωq+∆µ)
eβ(~ωq+∆µ) − 1
. (20)
Replacing the above result in Eq. (18), we obtain for
small imbalance chemical potential
If =
N0
N
(ρF Jsd)
2β∆µ
4π
∫ ∞
0
dq
~ωqe
β~ωq
(eβ~ωq − 1)2
=
(ρF Jsd)
2Sβ∆µ
(JχSπ)1/2
(kBT )
3/2, (21)
where the long wavelength limit ~ωq = JχSq
2 was
taken and we considered N0/N ≈ 2S. A similar pro-
cedure shows that Ip ∝ T
3 due to the double Bose-
Einstein distribution and, at low temperatures, we have
I ≈ If ∝ T
3/2. Therefore, when the condensation term
is properly considered, we recover the expected power-
law dependence on T . The same result can be obtained
6from the Holstein-Primakoff formalism that is applica-
ble to ordered states as well as the Schwinger formalism
in the condensate phase. In FIG. (4) we show the spin
conductance Gs (= lim∆µ→0 I/∆µ) associated with the
ferromagnetic and paramagnetic spin current contribu-
tion. The result obtained from the paramagnetic spin
current is identical to that presented in Ref.[36] however,
the ferromagnetic term gives a smoother transition to the
flat region above the Curie transition temperature. The
plateau at high temperatures is provided by the factor
kBT that results from the energy integration and cancel
the β multiplicative factor and, the paramagnetic boson
condition nq↑ = nq↓ that hinders the spinon scattering.
FIG. 4. The paramagnetic (in the top) and ferromagnetic (in
the center) contributions for the spin conductance for the nor-
mal metal limit. In the bottom, the total spin conductance.
The vertical lines indicate the Curie transition temperature.
Returning to the SC phase, we have two possible in-
terfaces. The first one involves a FM/SC junction for
which we adopted Jχ ≪ |∆0|. In this case, the spin
current dependence on T at very low temperatures (be-
low the Curie transition temperature) is similar to that
presented in above paragraph however, the intensity is
drastically reduced by a factor eβ|∆0|. In the supercon-
ducting phase the probability of a magnetic excitation
has sufficient energy to induce spin injection is very low
since Jχ ≪ |∆0|. FIG. (5) shows the spin conductance
behavior at low temperatures. In this limit, I is propor-
tional to e−β|∆0|T 3/2 and when |∆0| → 0, we recover the
result of the FM/NM junction.
FIG. 5. The spin current injection at the FM/SC interface.
Due the superconducting gap the spin current intensity is
multiplied by the Boltzmann factor e−β|∆| that causes a great
reduction in I .
The second possible interface is the PMI/SC one. In
this case we are considering temperatures on the interval
Jχ . kBT . |∆0| as occurs in the GGG/NbN interface,
for example. For Jχ ≪ |∆0|, the quasi-particle scat-
tering process is the more relevant contribution to the
spin current since spinons do not have sufficient energy
to create or annihilate quasi-particles in the SC sample.
In the paramagnetic phase, the spin current is given by
Eq. (19) while If = 0. We choose Jχ = 0.01|∆0| and
the momentum integral of Eq. (19) is done over the en-
ergy interval |~ωq − ~ωq′ | < 0.02|∆0|. The ratio Gs/Gsat
for B = 0 as function of the temperature is shown in
FIG. (7). Here Gsat stands for the NM spin conductance
when the temperature tends to the SC transition point
T = 0.568|∆0|
2/kB from above values. The spin con-
ductance presents a peak below the SC transition tem-
perature due to the coherence factor while G is equal to
the NM spin conductance above the SC transition tem-
perature. As one notes, above the SC transition point,
the spin conductance is almost constant and no visible
variation is apparent. Our results provide the follow-
ing peak values 1.390Gsat (S = 1/2), 1.387Gsat (S = 1)
and 1.384Gsat (S = 3/2). At very low temperatures, the
magnetic ordered state takes place and the spin conduc-
tance (as well as the spin current) is extremely small as
analyzed in above paragraph.
The magnetic field effect on spin conductance in shown
in Fig. 6). The shaded area represent the superconduc-
tivity regime. Magnetic fields with Zeeman energy of
the order of Jχ have minimal effects on the spin conduc-
tance since we are adopting Jχ = 0.01|∆0|. The curves
for magnetic field with energies 0, 0.5 and, 1 Jχ present
no visible difference. However, as is well known, high
magnetic fields suppress the superconductivity and the
quasi-particle coherence is destroyed. The spin conduc-
tance for Zeeman energies larger than 0.707|∆0| (consid-
ering ∆µ = 0) then shows the almost linear behavior
Gs ∝ B.
7FIG. 6. The spin current injection at the PMI/SC interface.
The maximum above the SC transition temperature is pro-
vided by the coherence factor.
FIG. 7. The effects of small magnetic field (with Zeeman
energy of the order of Jχ = 0.01|∆0 |) are negligible while
a strong magnetic field destroy the coherent behavior of the
SC state. The superconductivity phase is represented by the
shaded area.
V. SUMMARY AND CONCLUSION
In this work we investigated the spin current injection
at the PMI/SC interface. The more usual spintronics
experiments adopt junctions with ferromagnetic layers
and, only recently the role of disordered magnetic has
been considered. Here, we used the Schwinger formal-
ism to treat both ordered and disordered magnetic phase
while the SC was described by the standard BCS the-
ory. Therefore, we were able to identify two contribu-
tions to the spin current. The first one (here denomi-
nated as ferromagnetic spin current) is associated with
the condensate part of the Schwinger bosons while the
second one (called paramagnetic spin current) is due to
the bosons out of the condensate. In the limit of vanish-
ing SC gap, our equations provide the expected NM re-
sults with minor corrections. In a recent work, for exam-
ple, Okamoto[36] used the Schwinger formalism to eval-
uate the spin current at the PMI/NM interface and he
found a T 3 dependence at low temperature for the spin
current instead the expected T 3/2 behavior[8]. However,
in that work, the condensate contribution was not taken
into account. Meanwhile in our results, the corrected
T 3/2 power-law of the spin current temperature depen-
dence is obtained due to the condensate term. However,
for temperature above the Curie transition there is no
boson condensation and the paramagnetic spin current
is the only relevant contribution. For the PMI/SC junc-
tion, the spin injection occurs mainly due to scattering of
bogoliubons in the SC side while the probability of quasi-
particle creation (or annihilation) processes is very low
since the exchange coupling J ≪ |∆0|. Notwithstanding
the lack of magnetic ordering, we showed an expressive
spin current increasing at temperatures close to the SC
transition. At kBT = 0.511|∆0 the spin conductance
shows an increasing of approximately 40 percent when
compared to the NM value due to the coherence between
quasi-particles in the SC state. Besides, small magnetic
fields (of the order of Jχ ∼ 0.01|∆0|) present no percep-
tible effect on spin conductance while high magnetic field
(larger the the critical value 0.707|∆0|/gµB) suppress the
superconductivity and reduce the spin conductance.
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