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Sistemas intra-chip ou SoC (acroˆnimo de Systems-on-Chip) com mu´ltiplas
unidades de processamento heterogeˆneas teˆm sido usados pela indu´stria
de sil´ıcio como soluc¸a˜o para disponibilizar o desempenho demandado
pelas modernas aplicac¸o˜es multimı´dia. No entanto, a integrac¸a˜o de
um crescente nu´mero de unidades de processamento especializadas em
um mesmo SoC impo˜em um desafio para os mecanismos de interco-
nexa˜o de tais sistemas, que agora sa˜o obrigados a lidar com um grande
nu´mero de fluxos de comunicac¸a˜o muito distintos, com requisitos de
lateˆncia e largura de banda tambe´m muito distintos. Como soluc¸a˜o, a
indu´stria do sil´ıcio vem utilizando redes intra-chip ou NoCs (acroˆnimo
de Networks-on-Chip) com previsibilidade de lateˆncia para interligar
tais unidades de processamento neste tipo de SoC. No entanto, muitas
aplicac¸o˜es neste domı´nio obteriam mais benef´ıcios de uma NoC que
pudesse otimizar a utilizac¸a˜o dos recursos para fluxos multimı´dia que
toleram variac¸o˜es razoa´veis na Qualidade de Servic¸o (em ingleˆs Quality
of Service - QoS). Sera´ demonstrado ao longo deste documento que
muitos destes sistemas sa˜o concebidos em torno de alguns fluxos de
comunicac¸o˜es de tempo real muito restritos, que precisam ser tratados
dentro de limites de tempo rigorosos (muitas vezes envolvendo coman-
dos para o controle do sistema ou tarefas de sinalizac¸a˜o de estado do
sistema) e um grande nu´mero de fluxos multimı´dia menos restritos, que
toleram variac¸o˜es muito maiores na lateˆncia e na largura de banda. A
estrate´gia de projeto de NoCs predominante na literatura para produ-
zir interconexo˜es para SoCs de tempo real baseia-se no mapeamento
dos requisitos de comunicac¸a˜o de tarefas em tempo real (por vezes
implementadas em hardware como componentes de propriedade inte-
lectual dedicados) para os recursos de rede dispon´ıveis em fases iniciais
do projeto. Este mapeamento, no entanto, muitas vezes e´ realizado
considerando um cena´rio de pior caso e, portanto, resulta em reserva
de recursos que poderiam ser dinamicamente realocados para outros
fluxos. Embora adequado para aplicac¸o˜es cr´ıticas de tempo real, esta
estrate´gia resulta na ma´ utilizac¸a˜o de sil´ıcio para aplicac¸o˜es multimı´dia
com taxa de bits varia´vel. Neste contexto, esta Tese apresenta uma
rede que oferece previsibilidade na lateˆncia de pior caso, denominada
de RTSNoC, e que foi projetada para o cena´rio no qual o sistema pos-
sui poucos fluxos de comunicac¸a˜o com restric¸o˜es de tempo real r´ıgidas,
relacionados ao controle do sistema, e muitos fluxos de comunicac¸a˜o
multimı´dia com restric¸o˜es de tempo real menos r´ıgidas. Na verdade,
uma lateˆncia de pior caso para tais fluxos multimı´dia pode ser deter-
minado em tempo de projeto, de modo que os projetistas poderiam de
fato modelar os fluxos de multimı´dia como sendo de tempo real suave
(ou soft real-time), cuja degradac¸a˜o e´ proporcional a` quantidade de
fluxos flui ao longo da rede. No entanto, uma vez que a estrate´gia de
roteamento adotada na RTSNoC na˜o usa qualquer tipo de reserva de
recursos em tempo de execuc¸a˜o, neste documento tais fluxos sera˜o de-
signados como sendo “fluxos de melhor esforc¸o” (em ingleˆs Best Effort-
BE). A arquitetura da rede proposta baseia-se na intercalac¸a˜o de flits
provenientes de diferentes fluxos em um mesmo canal de comunicac¸a˜o
entre roteadores da rede, de modo que cada flit conte´m informac¸o˜es de
roteamento. Os resultados experimentais demonstram que a lateˆncia
me´dia de fluxos com variac¸a˜o na taxa de bits injetados na rede proposta
e´, em me´dia, mais baixa do que em redes que executam a reserva de
recursos e esta˜o operando com 80% de tra´fego oferecido. Ale´m disso, e´
demonstrado analiticamente que fluxos de comunicac¸a˜o de tempo real
projetados considerando o valor da lateˆncia de pior caso da rede sempre
atendera˜o as restric¸o˜es associadas a tarefas de tempo real r´ıgidas, de
modo que na˜o ha´ perda no limite de tempo para a execuc¸a˜o de tais
tarefas devido a` contenc¸a˜o de recursos na rede.
Palavras-chave: Network-on-Chip. Sistemas de Tempo Real. Field
Programmable Gate Array.
ABSTRACT
Systems-on-Chip (SoC) with multiple heterogeneous processing units
have been used by the silicon industry as means to deliver the per-
formance required by modern multimedia applications. However, the
integration of an increasing number of specialized processing units po-
ses a challenge on the interconnection mechanisms in such systems,
which are now required to handle a large number of very distinctive
communication flows, with very distinct latency and bandwidth requi-
rements. As a solution, the silicon industry has been using predictable
Networks-on-Chip (NoC) to interconnect components in this kind of
SoC. Nevertheless, many applications in this domain would profit bet-
ter from a NoC that could optimize the utilization of resources for
multimedia flows that tolerate reasonable variations in the Quality-
of-Service(QoS). In this document will be shown that several systems
have been conceived around a few very strict real-time communication
flows (often involving control or signalling tasks) and a large number
of less strict multimedia flows that tolerate much larger variations in
latency and bandwidth. In this context, current real-time NoC designs
fall short at making good use of hardware resources as they rely on
worst-case resource reservation. The prevailing design strategy to pro-
duce interconnects for such SoCs relies on mapping the communication
requirements of real-time tasks (sometimes implemented in hardware
as dedicated IPs) to available network resources at early design stages.
This mapping, however, is often performed considering a worst-case
scenario and therefore results in the reservation of resources that could
otherwise by dynamically reallocated to other flows. Although ade-
quate for critical real-time applications, this strategy results in poor
silicon utilization for variable-bit-rate multimedia applications. This
document presents a Worst-Case Latency (WCL) of a network called
RTSNoC that was designed with the aforementioned scenario in mind:
few hard real-time control flows and many best-effort multimedia flows.
Indeed, a worst-case latency for such best-effort flows can be determi-
ned at design-time, so designers could indeed model the multimedia
flows as soft real-time (or QoS) flows whose degradation is proportio-
nal to the amount of streams flowing across the chip. However, since
the routing strategy does not use any kind of resource reservation at
run-time, this document will refers to those flows as best-effort. The
proposed NoC architecture is based on the interleaving of flits from
different flows in the same communication channel between routers, so
each flits carries along routing information. Experimental result showed
that the worst-case latency in RTSNoC network was, in average, lower
than NoC that adopt resources reservation, when those networks are
working over 80% of offered load. Furthermore, it was analytically de-
monstrated that the communication flows related to real-time designed
considering the worst-case latency of the network always will achieve
the restrictions related to hard real-time tasks. It means that there is
no deadline lost for the execution of those tasks due to the contention
of network resources.
Keywords: Network-on-Chip. Real-time System. Field Programma-
ble Gate Array.
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Este cap´ıtulo tem por objetivo estabelecer o contexto em que
esta Tese foi escrita, iniciando com uma visa˜o geral sobre sistemas
embarcados compostos por mu´ltiplas unidades de processamento e im-
plementados em uma u´nica pastilha de sil´ıcio (System-on-Chip - SoC),
fazendo uso de redes intra-chip (ou Network-on-Chip - NoC). Posteri-
ormente, a caracterizac¸a˜o do problema de pesquisa, a motivac¸a˜o e os
objetivos definidos para a investigac¸a˜o cient´ıfica que resultaram nesta
Tese sa˜o apresentados. As principais contribuic¸o˜es deste trabalho sa˜o
enta˜o resumidas e o Cap´ıtulo e´ finalizado por uma breve introduc¸a˜o aos
assuntos tratados nos pro´ximos cap´ıtulos que compo˜em o documento.
1.1 PRO´LOGO
O aumento na densidade dos circuitos integrados tem permi-
tido aos projetistas implementar mu´ltiplos processadores de diferentes
tipos em um mesmo chip. Sa˜o sistemas completos em uma u´nica pas-
tilha de sil´ıcio, normalmente conhecidos como Systems-on-a-Chip. Um
SoC e´ composto por um conjunto de componentes de hardware que
sa˜o interconectados por meio de uma estrutura de canais denominada
arquitetura de comunicac¸a˜o ou rede de interconexa˜o. Os componen-
tes de hardware sa˜o referenciados na literatura pelo termo “nu´cleo”(do
ingleˆs core(GUPTA; ZORIAN, 1997)), sejam eles processadores ou blocos
de hardware dedicados que realizam func¸o˜es espec´ıficas.
Existem diferentes formas de interconexa˜o pass´ıveis de serem uti-
lizadas em SoCs, entre elas as redes intra-chip (em ingleˆs Network-on-
Chip - NoC). Uma NoC consiste do arranjo de canais ponto-a-ponto,
chaveados por roteadores e compartilhados pelos nu´cleos do sistema,
que suportam a comunicac¸a˜o entre os nu´cleos por meio da comutac¸a˜o
por circuitos ou por pacotes. Para Benini (BENINI LUCA; DE MICHELI,
2006), as NoCs estruturam as conexo˜es globais e, portanto suas propri-
edades ele´tricas sa˜o otimizadas e bem controladas, permitindo a distri-
buic¸a˜o de sinais de clock de forma mais adequada para sistemas mais
complexos. Ale´m disso, para aquele autor, as NoCs permitem o parale-
lismo nas comunicac¸o˜es. Para Dally (DALLY; TOWLES, 2001) estas redes
facilitam a modularidade devido ao uso de interfaces padronizadas que
melhoram o reuso de nu´cleos consolidados.
Os sistemas embarcados atuais baseados no conceito de SoC de-
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mandam um alto n´ıvel de integrac¸a˜o entre nu´cleos de processamento
que trocam mensagens entre si. Geralmente tais sistemas apresentam
requisitos de tempo real relacionados a` execuc¸a˜o de tarefas compu-
tacionais, sendo conhecidos como SoCs de tempo real. Uma te´cnica
empregada para verificar se os tempos de execuc¸a˜o de tarefas de um
sistema embarcado sera˜o cumpridos e´ baseada na ana´lise esta´tica da
escalonabilidade, que levam em considerac¸a˜o o tempo de pior caso de
execuc¸a˜o (em ingleˆs Worst-Case Execution Time - WCET). O WCET
precisa considerar o tempo de computac¸a˜o de cada tarefa em execuc¸a˜o
no processador, mas tambe´m deve levar em conta a lateˆncia de comu-
nicac¸a˜o quando algumas das tarefas sob ana´lise requerem dados vindos
de fora do processador.
Apesar de vantagens do uso de NoC, destacadas por autores
como Dally (DALLY WILLIAM. J.; TOWLES, 2001) e Benini (BENINI
LUCA; DE MICHELI, 2006), nem todas as NoCs sa˜o adequadas para se-
rem utilizadas na interconexa˜o de SoCs de tempo real. Apenas as redes
que oferecem mecanismos de previsibilidade de lateˆncia na comunicac¸a˜o
sa˜o pass´ıveis de uso em tais sistemas, pois a lateˆncia na comunicac¸a˜o
atrave´s da rede precisa ser conhecida e considerada nos testes de escalo-
nabilidade realizados em sistemas de tempo real. As NoCs apresentadas
ate´ o momento e que oferecem previsibilidade da lateˆncia baseiam-se
em te´cnicas que envolvem reserva de recursos, como multiplexac¸a˜o no
tempo e chaveamento de circuitos. Pore´m, para autores como Kees
Goossens et al.(GOOSSENS; DIELISSEN; RADULESCU, 2005) a reserva de
recursos implica no aumento no uso de recursos de sil´ıcio. Para lidar
com esta relac¸a˜o custo-benef´ıcio entre previsibilidade de lateˆncia e uso
de recursos de sil´ıcio, em geral, a reserva de recursos e´ feita apenas
para os fluxos de comunicac¸a˜o que precisam ter sua lateˆncia conhecida,
sendo os demais fluxos tratados com a pol´ıtica de melhor esforc¸o.
Adotar a reserva de recursos apenas para fluxos de comunicac¸a˜o
priorita´rios em uma NoC e´ uma estrate´gia cab´ıvel para sistemas em-
barcados de tempo real. Muitos destes sistemas embarcados podem ser
modelados como tendo uma menor quantidade de tarefas que exigem
tempo de execuc¸a˜o r´ıgidos (ou hard) e uma quantidade maior de tarefas
com tempo de execuc¸a˜o menos r´ıgidos (ou soft)1 (PALOPOLI; ABENI;
BUTTAZZO; CONTICELLI; DI NATALE, 2000). Consequentemente, em
uma NoC dedicada para tais sistemas sa˜o esperados poucos fluxos de
1Uma tarefa e´ dita como sendo soft se a perda de seu deadline causa apenas
degradac¸a˜o do desempenho do sistema, pore´m sem impossibilitar o seu funciona-
mento normal. Para este tipo de tarefa, a utilidade do resultado pode ou na˜o ser
u´til apo´s o seu deadline. (LIU, 2000).
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comunicac¸a˜o com limites r´ıgidos de lateˆncia na comunicac¸a˜o entre dois
pontos quaisquer da rede, do que fluxos de comunicac¸a˜o menos r´ıgidos
em relac¸a˜o a` lateˆncia. Assim, os fluxos em uma NoC que sa˜o relaciona-
dos a`s tarefas com tempo de execuc¸a˜o menos r´ıgidos podem ser tratados
como sendo fluxos “de melhor esforc¸o” (BE). O aumento da lateˆncia
na comunicac¸a˜o atrave´s de uma NoC para fluxos BE na˜o implica em
preju´ızo no funcionamento normal do sistema, pore´m pode degradar a
qualidade dos servic¸os aos quais estas tarefas esta˜o relacionadas. Esta
situac¸a˜o passa a ser mais cr´ıtica quando a NoC opera em alto tra´fego e
os fluxos BE apresentam taxa de bits varia´vel, pois neste caso a lateˆncia
me´dia dos fluxos cresce de modo exponencial (VAN DEN BRAND et al.,
2007).
1.2 CENA´RIO ATUAL DE NOCS PARA SOC DE TEMPO REAL
Uma NoC para uso em SoCs de tempo real precisa oferecer ga-
rantias de largura de banda e lateˆncia para a comunicac¸a˜o entre dois
nu´cleos quaisquer conectados a ela. Existem essencialmente duas ma-
neiras de atingir tais objetivos: atrave´s do controle de taxa de trans-
missa˜o ou com o chaveamento de circuitos. A rede SoCBUS (SATHE;
WIKLUND; LIU, 2004) e a rede 4S (WOLKOTTE et al., 2006) sa˜o exemplos
de NoC que utilizam chaveamento de circuitos. Nestas redes, uma vez
que as conexo˜es sa˜o estabelecidas, elas na˜o podem ser compartilhadas,
de modo que as garantias de banda e vaza˜o sa˜o facilmente atingidas.
No entanto, esta te´cnica apresenta baixa utilizac¸a˜o de recursos da rede
(MLA, 2012), pois fluxos de comunicac¸a˜o tratados como BE na˜o podem
compartilhar os recursos reservados.
A te´cnica TDM (acroˆnimo de Time-Division Multiplexing) e´ ou-
tra opc¸a˜o de chaveamento de circuitos empregada por redes como a
AEthereal (GOOSSENS; DIELISSEN; RADULESCU, 2005), dAelite (GOOS-
SENS; DIELISSEN; RADULESCU, 2012) e Nostrum (JANTSCH et al., 2004).
Nesta te´cnica, um per´ıodo de tempo e´ “fatiado” em tempos menores,
chamados de time slots. Assim, diversos pacotes podem ser transmi-
tidos em um mesmo canal f´ısico atrave´s da alocac¸a˜o de um time slot
para cada pacote que compete pelos mesmos recursos na rede. Esta
te´cnica resolve o problema do compartilhamento de recursos da rede,
pore´m ainda deixa sem soluc¸a˜o o aumento significativo na lateˆncia para
os fluxos tratados com a pol´ıtica de melhor esforc¸o sob alto tra´fego na
NoC, apontado por (VAN DEN BRAND et al., 2007).
Como alternativa ao chaveamento de circuitos, a te´cnica de ro-
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teadores na˜o bloqueantes com controle de taxa de transmissa˜o pode
ser vista na rede MANGO (BJERREGAARD; SPARSO, 2006). Nela, os
pacotes sa˜o localmente arbitrados nos roteadores, sendo armazenados
em buffers e o controle da taxa realizado para que as garantias de
vaza˜o e lateˆncia dos fluxos que circulam na rede sejam atingidas. Esta
te´cnica apresenta a mesma preocupac¸a˜o que a te´cnica TDM utilizada
em outras redes: consumo de recursos de sil´ıcio. A rede preveˆ dois
roteadores trabalhando em paralelo para cada nodo da rede, sendo um
para fluxos de comunicac¸a˜o com prioridade, chamado de GS (acroˆnimo
de Guaranteed Service) e outro para fluxos tratados com a pol´ıtica de
melhor esforc¸o (em ingleˆs Best Effort - BE). O controle de taxa e´ re-
alizado apenas nos roteadores GS, sendo que os fluxos de comunicac¸a˜o
tratados como BE sa˜o roteados com uma te´cnica de roteamento base-
ada na origem para realizar o roteamento dos pacotes de dados sem
estabelecimento de conexa˜o, de acordo com o caminho de roteamento
definido no cabec¸alho do pacote. Portanto, esta te´cnica tambe´m deixa
sem soluc¸a˜o o aumento significativo na lateˆncia para os fluxos tratados
com a pol´ıtica de melhor esforc¸o sob alto tra´fego na NoC.
As soluc¸o˜es apresentadas ate´ agora resolvem o problema da pre-
visibilidade de lateˆncia para os fluxos na rede, seja utilizando roteadores
na˜o-bloqueantes com controle de taxa de transmissa˜o ou chaveamento
de circuitos. Pore´m, o custo de sil´ıcio para garantir tal previsibilidade
a todos os fluxos da rede em ambas as te´cnicas e´ alto (HANSSON et al.,
2009), o que limita o conhecimento das lateˆncias apenas para fluxos pri-
orita´rios. Devido ao alto custo de recursos, fluxos BE possuem menor
prioridade e sa˜o tratados em segundo plano, geralmente adotando-se
uma pol´ıtica de melhor esforc¸o. E´ importante lembrar que muitos sis-
temas embarcados de tempo real possuem mais aplicac¸o˜es que podem
ser tratadas com pol´ıticas de melhor esforc¸o sendo executadas do que
aplicac¸o˜es de tempo real hard e a percepc¸a˜o de qualidade pode ser
relevante para alguns daqueles sistemas.
Por fim, todas as te´cnicas citadas precisam mapear os requisi-
tos de comunicac¸a˜o das tarefas de tempo real para os recursos de rede
dispon´ıveis em fases iniciais do projeto. Este mapeamento, no entanto,
muitas vezes e´ realizado considerando um cena´rio de pior caso, resul-
tando em reserva de recursos que poderiam ser dinamicamente realoca-
dos para outros fluxos (GOOSSENS; DIELISSEN; RADULESCU, 2005)(ATI-
ENZA et al., 2008). Embora adequado para aplicac¸o˜es cr´ıticas de tempo
real, esta estrate´gia resulta na ma´ utilizac¸a˜o de sil´ıcio para aplicac¸o˜es
multimı´dia com taxa de bits varia´vel (VAN DEN BRAND et al., 2007).
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1.3 PROBLEMA DE PESQUISA E SUA MOTIVAC¸A˜O
A maioria das soluc¸o˜es de NoC para SoCs de tempo real sa˜o
baseadas em te´cnicas que envolvem reserva de recursos, como TDM
e chaveamento de circuitos. Algumas destas redes sa˜o voltadas para
fluxos de tempo real hard, como a rede Æthereal e a rede Nostrum;
enquanto outras, como a SoCBUS, sa˜o mais adequadas para fluxos de
melhor esforc¸o.
Em todas as redes apresentadas ate´ o momento, todo tra´fego
precisa ser considerado previamente, durante o projeto da rede, para
que se possa garantir as restric¸o˜es temporais dos fluxos de tempo real
hard. Consequentemente, para tais redes a quantidade de fluxos que
devem receber mecanismos de garantia de lateˆncia de comunicac¸a˜o na
rede deve ser conhecida previamente; o aumento na quantidade de flu-
xos com mecanismos de garantia de lateˆncia implica no aumento do
uso de recursos de sil´ıcio para o SoC de tempo real. Uma vez que os
fluxos priorita´rios foram atendidos, os demais fluxos sa˜o roteados na
rede com o uso de mecanismos de melhor esforc¸o e sem garantias de
atendimento de limites de lateˆncia, que em geral consomem menos re-
cursos de sil´ıcio para serem implementados. Neste cena´rio, o problema
de pesquisa e´ projetar uma NoC que garanta uma lateˆncia de pior caso
(em ingleˆs Worst-Case Latency - WCL) para fluxos de tempo real hard
e que melhore a lateˆncia me´dia para fluxos de melhor esforc¸o na rede,
relacionados a` aplicac¸o˜es multimı´dia, sem comprometer as garantias de
WCL dos fluxos de tempo real hard.
1.4 PROBLEMA DE PESQUISA E CONTRIBUIC¸O˜ES
O trabalho apresentado neste documento trata o problema de
pesquisa, apresentado na sec¸a˜o anterior, focando em SoCs para uso
em sistemas embarcados nos quais o nu´mero de fluxos associados a
aplicac¸o˜es de tempo real hard e´ menor do que o nu´mero de fluxos re-
lacionados a aplicac¸o˜es de multimı´dia com taxa de bits varia´vel. Ale´m
disso, os sistemas embarcados alvo sa˜o aqueles que demandam por al-
gum n´ıvel de qualidade de servic¸o na qual a qualidade esteja relacionada
aos fluxos pertencentes a aplicac¸o˜es multimı´dia. Tais sistemas embar-
cados esta˜o no contexto do problema de pesquisa, no qual e´ necessa´rio
que se garanta o WCL para fluxos de tempo real hard e seja melhorado
a lateˆncia me´dia para os demais fluxos que influenciam na qualidade
de alguns servic¸os na˜o priorita´rios ao sistema.
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Neste contexto, a hipo´tese levantada nesta Tese pode ser definida
da seguinte forma: e´ poss´ıvel estabelecer uma estrutura de comunicac¸a˜o
para SoCs de tempo real, baseada no conceito de Network-on-Chip, sem
reserva de recursos, capaz de oferecer previsibilidade na lateˆncia de pior
caso na comunicac¸a˜o entre dois pontos quaisquer da rede. Ale´m disso,
o valor me´dio da lateˆncia para os fluxos tratados como melhor esforc¸o
deve ser menor quando comparado com uma rede com reserva de recur-
sos que tambe´m oferec¸a tratamento de melhor esforc¸o para fluxos sem
restric¸o˜es r´ıgidas de tempo real. Assim, o objetivo do trabalho descrito
neste documento foi pesquisar e propor uma estrutura de comunicac¸a˜o,
baseada no conceito de Network-on-Chip, capaz de confirmar a hipo´tese
apontada nesta Tese.
Uma ana´lise elaborada para determinar com exatida˜o o momento
em que e´ feito um acesso a` rede exige que sejam identificados todos os
paraˆmetros que possam afetar tal acesso. Os nodos de uma rede com
mu´ltiplos processadores esta˜o competindo por recursos de rede, e o re-
sultado dessa concorreˆncia depende do histo´rico de execuc¸a˜o de todos
os nodos envolvidos. Isto torna muito dif´ıcil a ana´lise e, possivelmente,
insolu´vel em alguns casos. Outra questa˜o que deve ser observada e´ a
interfereˆncia local de instruc¸o˜es executadas no mesmo nodo de proces-
samento. Por ser uma questa˜o local, ela pode ser detectada e tratada
pelo processador em questa˜o, portanto espera-se que seja incorporada
na ana´lise de execuc¸a˜o do processador. Por estes motivos, lateˆncias na
comunicac¸a˜o entre os nu´cleos e a rede, ou lateˆncias internas aos nu´cleos,
na˜o sa˜o tratadas neste trabalho.
Para atender o objetivo proposto, foi necessa´rio organizar o tra-
balho de pesquisa em etapas, aqui relacionadas como objetivos es-
pec´ıficos:
1. Estabelecer um modelo de comunicac¸a˜o em sistemas de tempo
real que utilizam NoC;
2. Realizar um levantamento bibliogra´fico para caracterizar NoCs
descritas na literatura que oferec¸am garantias de lateˆncia, anali-
sando seus pontos fortes e limitac¸o˜es;
3. Projetar uma NoC que atenda ao objetivo geral proposto;
4. Implementar a NoC proposta e validar seu funcionamento;
5. Comparar o desempenho da rede proposta com a rede Æthereal,
baseada em reserva de recursos; e
6. Avaliar o uso da NoC em um sistema de tempo real.
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Para a definic¸a˜o do modelo de comunicac¸a˜o foram utilizados
como refereˆncias a definic¸a˜o de lateˆncia na comunicac¸a˜o em uma rede
gene´rica proposta por William J. Dally e Brian Towles (DALLY WIL-
LIAM. J.; TOWLES, 2001), e o trabalho de Kees Goossens et al. (MLA,
2012), que decompo˜em a lateˆncia observada em uma NoC em diferentes
tipos de transac¸a˜o de dados na rede, como escrita e leitura de dados ou
blocos de dados. A revisa˜o bibliogra´fica foi realizada sobre os principais
artigos relacionados a` NoCs que utilizam roteadores na˜o-bloqueantes e
chaveamento de circuitos para garantir previsibilidade de lateˆncia.
Conforme sera´ descrito ao longo deste documento, o modelo de
NoC proposto nesta Tese foi um mecanismo que permite a intercalac¸a˜o
de flits2 pertencentes a diversos fluxos que competem por um mesmo
canal de sa´ıda em um roteador da rede. Para isso, foram adicionadas
informac¸o˜es de roteamento em cada flit de um pacote qualquer que
trafegue na rede. A avaliac¸a˜o do modelo proposto foi realizada de treˆs
formas distintas. A primeira delas foi a realizac¸a˜o de avaliac¸o˜es teo´ricas
sobre o modelo proposto, comparando os resultados obtidos com a rede
Æthereal. A rede Æthereal foi usada como refereˆncia porque e´ baseada
na te´cnica TDM, reconhecida como um mecanismo de comunicac¸a˜o
que oferece previsibilidade (GOOSSENS; DIELISSEN; RADULESCU, 2005),
(JANTSCH et al., 2004). Ale´m disso, ela tambe´m foi escolhida por ser
a NoC mais citada em artigos cient´ıficos segundo a Biblioteca Digital
do IEEE3, dentre as NoCs estudadas. Uma s´ıntese destes estudos e´
apresentado no Cap´ıtulo 2.
A segunda forma de avaliac¸a˜o do modelo proposto foi a s´ıntese
da NoC em um FPGA. Neste caso, tambe´m foram feitas comparac¸o˜es
das lateˆncias medidas na rede implementada no FPGA com valores
teo´ricos da rede Æthereal. Por fim, foi feita a avaliac¸a˜o do modelo da
NoC proposta em um SoC de sistema embarcado tipo PABX (acroˆnimo
de Private Automatic Branch eXchange) produzido pela empresa Intel-
bras S.A.. Segundo o fabricante, um sistema tipo PABX possui poucos
fluxos relacionados a tarefas de tempo real hard e muitos fluxos relaci-
onados a tarefas multimı´dia com taxa de bits varia´vel, que podem ser
tratados como BE.
Assim sendo, as principais contribuic¸o˜es desta Tese sa˜o:
• Um modelo do fluxo de tra´fego em SoCs de tempo real;
• A implementac¸a˜o de uma NoC com garantia de previsibilidade
2Acroˆnimo de FLow control unIT.
3Acroˆnimo de Institute of Electrical and Electronic Engineers. Dispon´ıvel em:
http://ieeexplore.ieee.org/
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de lateˆncia sem a necessidade de reserva de recursos da rede, e
que apresenta uma lateˆncia me´dia para fluxos com taxa de bits
varia´vel menor do que redes que trabalham com reserva de recur-
sos;
• Manter o valor me´dio da lateˆncia na rede baixo para fluxos BE,
considerando que a rede opera com um tra´fego oferecido superior
a 80%;
• Todos os fluxos poss´ıveis entre dois nu´cleos quaisquer da rede
possuem valores de lateˆncia de pior caso fixos, e estes valores sa˜o
independentes de poss´ıveis variac¸o˜es na taxa de bits dos outros
fluxos que competem pelos mesmos recursos da rede.
1.5 ORGANIZAC¸A˜O DO DOCUMENTO
Esta Tese foi dividida em cap´ıtulos, sendo que cada um deles foi
sub-dividido em sec¸o˜es e subsec¸o˜es. O primeiro cap´ıtulo, no qual esta
sec¸a˜o esta´ inserida, tratou da contextualizac¸a˜o do problema tratado
nesta Tese.
O segundo cap´ıtulo apresenta o resultado do levantamento bibli-
ogra´fico. Foram selecionadas sete Network-on-Chip que sa˜o focadas em
aspectos relevantes para sistemas de tempo real, como a previsibilidade
de lateˆncia na comunicac¸a˜o, e que apresentam as te´cnicas descritas an-
teriormente. Apenas as sete Network-on-Chip relacionadas neste docu-
mento trataram de te´cnicas diretamente relacionadas a` fluxos de tempo
real. Por exemplo, as redes SoCIN (ZEFERINO; SUSIN, 2003) e Hermes
(MORAES et al., 2004) apresentam soluc¸o˜es para garantir qualidade de
servic¸os, pore´m na˜o fazem refereˆncia direta aos problemas relacionados
a` tempo real r´ıgido e sim a` qualidade de servic¸os (em ingleˆs Quality-of-
Service - QoS), o que sob o ponto de vista da comunidade cient´ıfica que
atua com Tempo Real, na˜o sa˜o sinoˆnimos. A rede SoCIN implementou
treˆs mecanismos de QoS: (i) chaveamento de circuitos, (ii) canais vir-
tuais e (iii) envelhecimento de pacotes (BEREJUCK; ZEFERINO, 2009).
Por sua vez, a rede Hermes tambe´m teve implementac¸o˜es de QoS: (i)
chaveamento de circuitos, (ii) escalonamento baseado em prioridades
fixas, (iii) escalonamento baseado em prioridades dinaˆmicas e (iv) es-
calonamento baseado em taxas (MELLO, 2006). Por focarem apenas em
QoS e na˜o em aplicac¸o˜es explicitamente de tempo real, tais redes na˜o
foram inclu´ıdas neste documento.
Assim, para as redes analisadas, o cap´ıtulo descreve a topologia
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de cada rede, os aspectos funcionais dos seus roteadores e as te´cnicas
adotadas por cada rede para garantir a lateˆncia dos fluxos. Ale´m disso,
propriedades importantes de cada rede sa˜o analisadas, como o tempo
de espera, que esta´ relacionado ao tempo que algumas redes necessi-
tam para requisitar ou liberar recursos da rede e a lateˆncia que um
fluxo pode sofrer numa comunicac¸a˜o entre dois roteadores quaisquer.
O cap´ıtulo e´ finalizado com um resumo sobre as redes analisadas.
O terceiro cap´ıtulo descreve a ana´lise da lateˆncia adicional que
uma NoC pode oferecer ao tempo de execuc¸a˜o de programas em nu´cleos
de processamento conectados aos nodos da rede. Sa˜o definidas naquele
cap´ıtulo algumas terminologias e modelos necessa´rios para que se possa
descrever formalmente os fluxos de tra´fego em um SoC baseado no uso
de NoC, ale´m de definir um modelo formal para estimar a lateˆncia de
pior caso em uma NoC.
O quarto cap´ıtulo apresenta a arquitetura de uma rede-em-chip
proposta nesta Tese. O cap´ıtulo comec¸a tratando do conceito de in-
tercalac¸a˜o de flits adotado na rede proposta, seguido da definic¸a˜o de
escopo do trabalho que foi desenvolvido para esta Tese. Em seguida e´
descrito o desenvolvimento da NoC proposta e sa˜o apresentados deta-
lhes e discusso˜es a respeito das escolhas de projeto para a rede, como
topologia, enlaces, arbitragem, chaveamento, rotamento, formato do
pacote, etc.
O quinto cap´ıtulo apresenta os resultados experimentais basea-
dos em experimentos realizados com redes implementadas com a NoC
proposta, avaliando o impacto no uso de recursos de sil´ıcio devido a`s
te´cnicas adotadas para as redes implementadas. Finalizando o cap´ıtulo,
sa˜o descritos os experimentos realizados para a avaliac¸a˜o de desempe-
nho da NoC proposta, sob o ponto de vista da lateˆncia oferecida pela
rede na comunicac¸a˜o entre nodos quaisquer da rede.
No sexto cap´ıtulo sa˜o apresentados os resultados obtidos com
um estudo de caso no qual a rede foi avaliada experimentalmente em
um SoC de tempo real, originalmente desenvolvido para uma aplicac¸a˜o
industrial de central telefoˆnica, chamada de SoC PABX. Este cap´ıtulo
explica, em linhas gerais, o funcionamento do SoC PABX e apresenta
os resultados obtidos nos experimentos realizados.
O se´timo cap´ıtulo apresenta as considerac¸o˜es finais sobre o tra-
balho realizado, destacando as contribuic¸o˜es da Tese e, finalizando este










A maioria dos projetos de NoC publicados na literatura foram
planejados para oferecer suporte a` fluxos de tra´fego de melhor esfoc¸o
naquelas redes, e o foco e´ tipicamente a minimizac¸a˜o da lateˆncia me´dia
dos fluxos e a maximizac¸a˜o da utilizac¸a˜o da largura de banda das redes.
Uma NoC para ser aplicada em uma plataforma de tempo real precisa
garantir, ale´m da largura de banda, que a lateˆncia de pior caso seja
conhecida para os fluxos na rede que esta˜o relacionados a` aplicac¸o˜es
de tempo real, que esta˜o sendo executadas nos nodos da rede. O que
poˆde ser observado na literatura foram NoCs que adotam te´cnicas que
oferecem alguma forma de conexa˜o fim-a-fim, de modo a oferecer tais
garantias temporais. De um modo geral, tais te´cnicas esta˜o relaciona-
das a roteadores na˜o bloqueantes com controle de fluxo e chaveamento
de circuitos, algumas vezes adotando mecanismos de Multiplexac¸a˜o por
Divisa˜o de Tempo (Time Division Multiplexing - TDM).
Este cap´ıtulo apresenta o resultado dos estudos feitos sobre sete
Network-on-Chip que sa˜o focadas em aspectos relevantes para siste-
mas de tempo real, como a previsibilidade de lateˆncia na comunicac¸a˜o,
e que apresentam as te´cnicas descritas acima. Este cap´ıtulo foi divido
em sec¸o˜es, sendo que as primeiras sete sec¸o˜es apresentam aquelas NoCs,
descrevendo a topologia de cada rede, os aspectos funcionais dos seus
roteadores e as te´cnicas adotadas por cada uma delas para garantir a
lateˆncia dos fluxos. Ale´m disso, as sec¸o˜es destacam treˆs propriedades
de cada rede: (i) o tempo de espera, que esta´ relacionado ao tempo
que algumas redes necessitam para requisitar ou liberar recursos da
rede; (ii) a lateˆncia que um fluxo pode sofrer numa comunicac¸a˜o entre
dois roteadores quaisquer; e (iii) a vaza˜o apresentada por cada rede.
Cada sec¸a˜o possui uma subsec¸a˜o chamada de resumo, onde as princi-
pais caracter´ısticas avaliadas na rede sa˜o destacadas, e outra subsec¸a˜o
denominada de Evoluc¸a˜o da “rede”, onde sa˜o apresentados resumos
dos principais artigos publicados ate´ os dias de hoje, dando uma visa˜o
geral de que caminhos foram seguidos pelos autores de cada uma das
redes descritas neste cap´ıtulo. Por fim, a Sec¸a˜o 2.8 finaliza este cap´ıtulo
apresentando um resumo geral sobre as redes analisadas.
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2.1 SOCBUS
A Rede SoCBUS e´ uma NoC baseada na te´cnica de Chaveamento
de Circuitos e foi desenvolvida por Sathe e Wiklund (SATHE; WIKLUND;
LIU, 2004) (WIKLUND; LIU, 2003). A Rede utiliza um procedimento ba-
seado no envio de pacotes para estabelecer conexo˜es ponto-a-ponto,
ou seja, reservar circuitos atrave´s da rede. Quando a conexa˜o e´ es-
tabelecida, todos os recursos ao longo do caminho estabelecido ficam
reservados apenas para esta conexa˜o. O envio de dados pela conexa˜o
acontece em uma transac¸a˜o de quatro fases. Inicialmente, a conexa˜o e´
estabelecida por um pacote enviado atrave´s da rede requisitando tem-
porariamente os recursos necessa´rios como roteadores e enlaces. Em
seguida um pacote de aceite (em ingleˆs acknowledge) ou recusa e´ en-
viado de volta. Se a requisic¸a˜o foi aceita, a conexa˜o e´ mantida; caso
contra´rio ela e´ desfeita. Neste ponto os dados ja´ podem ser transfe-
ridos utilizando os recursos reservados. Por fim, apo´s os dados terem
chegado ao seu destino um pacote e´ enviado para tra´s, confirmando o
recebimento dos dados e cancelando a requisic¸a˜o dos circuitos ao mesmo
tempo, se necessa´rio.
A rede SoCBUS e´ implementada como uma malha regular 2D
utilizando roteadores com cinco portas, na qual quatro portas conec-
tam roteadores vizinhos e uma porta e´ utilizada para um nu´cleo de
processamento, conforme ilustra a Figura 1. Adaptadores de rede sa˜o
implementados como adaptadores (ou wrappers) entre os nu´cleos de
processamento e a rede. Eles sa˜o responsa´veis pelo domı´nio de clock e
o armazenamento de pacotes para a transmissa˜o.
Os roteadores sa˜o conectados atrave´s de enlaces bidirecionais
que oferecem linhas de dados e de controle de informac¸a˜o, conforme
mostrado na Figura 2. Na versa˜o apresentada pelos autores daquela
rede, um total de dezenove sinais de conexa˜o foram usados em cada
direc¸a˜o. Dezesseis sinais carregam dados e requisic¸o˜es de roteamento
de pacotes, um fio e´ usado para controle de encaminhamento e dois
sinais sa˜o usados como controle reverso. O pacote de requisic¸a˜o de
roteamento e´ composto por dezesseis bits, sendo oito bits utilizados
como enderec¸o de destino e os outros oito bits sa˜o considerados bits
auxiliares. Um sistema de relo´gio Meso´crono1 e´ utilizado nos enlaces
para compensar problemas de clock skew, que e´ a diferenc¸a entre os
tempos de chegada do sinal de relo´gio nos seus circuitos receptores. Os
sinais de controle de encaminhamento e controle reverso gerenciam a
1Em um sistema Meso´crono, todos os relo´gios possuem a mesma frequeˆncia, mas





































































Figura 1 – Exemplo de uma rede SoCBUS com no´s de roteamento,
adaptadores e nu´cleos de processamento. Fonte: adaptado de (WI-
KLUND; LIU, 2003).
temporizac¸a˜o nas transmisso˜es. Os controles reversos indicam os sinais









Figura 2 – Exemplo de uma interconexa˜o entre roteadores na SoCBUS.
Fonte: adaptado de (SATHE; WIKLUND; LIU, 2004).
A Figura 3 ilustra uma estrutura em blocos representando o
fluxo de dados dentro de um roteador da rede SoCBUS. Cada canal do
roteador e´ composto de uma ma´quina de estados finita de entrada, um
mo´dulo decodificador de enderec¸os e uma ma´quina de estados finita de
sa´ıda. O codificador de prioridade e o a´rbitro sa˜o u´nicos para cada
roteador.
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MÁQUINAS DE ESTADOS (FSM)  DAS ENTRADAS
MÓDULOS DECODIFICADORES DE ENDEREÇOS
CODIFICADOR DE PRIORIDADE
ÁRBITRO
MÁQUINAS DE ESTADOS (FSM)  DAS SAÍDAS
Figura 3 – Fluxo de dados em um roteador da rede SoCBUS. Fonte:
adaptado de (SATHE; WIKLUND; LIU, 2004).
Durante o procedimento de requisic¸a˜o dos circuitos um algoritmo
de busca por caminhos de menor tamanho e´ utilizado. A cada salto (ou
em ingleˆs hop) entre roteadores, o pacote de estabelecimento de circuito
e´ roteado para um dos roteadores dispon´ıveis, baseado no enderec¸o de
destino. Esta busca por roteadores e´ feita de modo round-robin. No
caos de na˜o haver roteadores dispon´ıveis, e´ gerado um procedimento
de falha, no qual as conexo˜es previamente estabelecidas sa˜o desfeitas
e uma nova tentativa de estabelecimento de conexa˜o e´ tentada mais
tarde. Apo´s ter tido sucesso no estabelecimento da conexa˜o, os dados
sa˜o encaminhados do enderec¸o de origem para o enderec¸o de destino
atrave´s dos roteadores e enlaces reservados, sem postergac¸a˜o e utili-
zando completamente a largura de banda da conexa˜o.
2.1.1 Propriedades para ana´lise de WCL
Quando uma conexa˜o e´ estabelecida, ela passa a ser proprieta´ria
dos recursos alocados, como roteadores e enlaces, e por este motivo tem
garantias de que os requisitos de tempo real sera˜o atendidos. No en-
tanto, recursos na˜o sa˜o compartilhados entre conexo˜es, resultando em
uma baixa utilizac¸a˜o de recursos na rede. e´ poss´ıvel que uma requisic¸a˜o
de conexa˜o possa na˜o ser atendida devido a falta de recursos. Tentativas
de conexa˜o sem sucesso levam a repetic¸a˜o do envio de pacote de soli-
citac¸a˜o de conexa˜o, o que acaba por desperdic¸ar largura de banda. Este
comportamento dinaˆmico pode causa flutuac¸o˜es no tempo de execuc¸a˜o
das tarefas de modo na˜o preditivo, comprometendo as propriedades de
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tempo real. A seguir sa˜o apresentadas algumas ana´lises feitas sobre a
rede SoCBUS. Por uma questa˜o de simplificac¸a˜o, foi considerando que
os pacotes da rede sa˜o compostos de apenas um flit.
Tempo de espera - Para que um pacote de dados atravesse a
rede, e´ necessa´rio que um pacote de estabelecimento de conexa˜o seja
enviado antes. Para que o pacote de estabelecimento de conexa˜o atra-
vesse a rede SoCBUS sa˜o necessa´rios no mı´nimo quatro ciclos de relo´gio
por roteador. Por outro lado, para que o pacote de aceite seja enviado
de volta, e´ necessa´rio apenas um ciclo de relo´gio por roteador. Por-
tanto, para um caminho de h hops, o processo de estabelecimento de
conexa˜o Twait;req = 4.h+h ciclos de relo´gio. Para cada transac¸a˜o e´ ne-
cessa´rio considerar um overhead de h ciclos para efetivar a desconexa˜o
quando a transac¸a˜o foi terminada, pore´m isto pode ser feito durante a
mensagem de retorno gerada pelo nu´cleo de destino, de acordo com os
autores da rede SoCBUS. O paraˆmetro Twait;reply e´ zero, uma vez que
o circuito possui os recursos e na˜o ha´ espera para obter acesso a` rede
para envio da mensagem de resposta.
Lateˆncia - Para que um pacote atravesse um roteador da rede
SoCBUS, uma vez que a conexa˜o ja´ foi estabelecida, e´ necessa´rio um
ciclo de relo´gio. Consequentemente, a lateˆncia total para que um pacote
atravesse o caminho ponto-a-ponto e´ de Tlatency = h; ou seja, e´ igual
ao nu´mero de hops do caminho.
Vaza˜o - De acordo com os seus autores, a vaza˜o na rede SoCBUS
e´ de um pacote por ciclo de relo´gio, durante o tempo em que a rede
estiver com a conexa˜o ativa. Para a transmissa˜o de n pacotes, o tempo
necessa´rio para a transfereˆncia do bloco de dados e´ de n ciclos de relo´gio.
2.1.2 Resumo
Como a rede SoCBUS possui uma vaza˜o alta ela parece ser uma
soluc¸a˜o efetiva para a transfereˆncia de grandes quantidades de dados,
como no caso de aplicac¸o˜es de data streaming. Naquela Rede as co-
nexo˜es, quando estabelecidas, na˜o compartilham recursos e as garantias
de tempo real sa˜o facilmente atingidas. No entanto, esta abordagem
pode resultar em uma baixa utilizac¸a˜o de recursos da rede.
Para transfereˆncia de pacotes simples, o custo (overhead) na ne-
gociac¸a˜o de recursos e´ alto quando comparado com a lateˆncia na trans-
missa˜o do pacote. No entanto, o sucesso em uma conexa˜o na˜o e´ garan-
tido, fazendo da SoCBUS uma soluc¸a˜o inadequada para plataformas de
tempo real r´ıgidas (hard real-time).
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2.1.3 Evoluc¸a˜o da rede SoCBUS
O projeto da rede SoCBUS iniciou-se no ano de 1999, e o pri-
meiro artigo com uma descric¸a˜o completa sobre seu funcionamento foi
publicado no ano de 2003 (WIKLUND; LIU, 2003). No ano de 2004, os
autores (WIKLUND; SATHE; LIU, 2004) publicaram um artigo intitulado
“Network on chip simulations for benchmarking”, no qual destacam a
importaˆncia do estabelecimento de testes que validem de modo eficiente
o projeto de uma NoC.
Aquele artigo descreve o ambiente de projeto e simulac¸a˜o de-
senvolvido no projeto da rede SoCBUS. Este ambiente foi usado como
base para desenvolver os procedimentos necessa´rios de benchmarking
para avaliar o desempenho das redes por eles desenvolvidas. Os auto-
res apresentaram dois modelos de benchmarking que foram usados na
SoCBUS. Tais exemplos mostram como o ambiente de simulac¸a˜o pode
ser utilizado para descobrir os gargalos da rede (em ingleˆs bottleneck).
Como foi mencionado anteriormente, a rede SoCBUS e´ vista por mui-
tos autores como uma rede na˜o adequada para sistemas de tempo real
r´ıgidos. Pore´m, os autores (WIKLUND; SATHE; LIU, 2004) demonstram
como a rede SoCBUS pode ser adequada para sua utilizac¸a˜o em tais
sistemas. Basicamente eles demonstraram, com o uso de benchmar-
king, a importaˆncia e impacto da programac¸a˜o em n´ıvel de sistema no
desempenho de uma interconexa˜o intra-chip. Ou seja, a importaˆncia
do conhecimento pre´vio do comportamento total do SoC em tempo
de projeto para que a te´cnica de chaveamento de circuitos possa ser
adequadamente utilizada em sistemas de tempo real r´ıgidos.
No ano de 2005, os autores (WIKLUND; EHLIAR; LIU, 2005) apre-
sentaram um artigo intitulado “Design of an Internet Core Router
Using the SoCBUS Network on Chip”. O objetivo do artigo era apre-
sentar os resultados do desenvolvimento de uma soluc¸a˜o de SoC para
um roteador de 16 portas TCP/IP para redes Ethernet de 10 Gbps.
O projeto foi baseado em uma rede SoCBUS para comunicac¸a˜o in-
terna entre entre as unidades funcionais. Aqueles autores realizaram
simulac¸o˜es com base em treˆs classes de tra´fego mostrado um desempe-
nho de pico em cerca de 14-16 Gbps por porta para os tipos de fluxo de
tra´fego comuns encontrados numa rede Ethernet comercial, e cerca de
2,6 Gbps por porta para um tra´fego de tamanho mı´nimo de pacotes,
sem descartar pacotes. As simulac¸o˜es mostraram ainda os fatores limi-
tantes no projeto, tornando poss´ıvel aumentar o desempenho daquele
roteador atrave´s de reprojeto do SoC.
O artigo intitulado “Low-Latency, Low-Area Overhead and High
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Throughput NoC Architecture for FPGA Based Computing System” e
apresentado pelos autores (SHELKE; PATIL, 2014), mostra uma nova
rede baseada no conhecimento pre´vio que aqueles autores tinham na
rede SoCBUS. Naquele artigo os autores descrevem uma arquitetura
de FPGA de co´digo aberto baseada na rede SoCBUS com alterac¸o˜es,
de modo que a rede apresenta baixa sobrecarga de a´rea, alto desem-
penho e baixa lateˆncia na transmissa˜o de pacotes em comparac¸a˜o com
outros artigos da SoCBUS publicados anteriormente. A arquitetura
foi otimizada para para um FPGA do fabricante Xilinx R© e a NoC e´
capaz de operar em uma frequeˆncia de 305,573 MHz num FPGA da
famı´lia Virtex-5 xc5vlx110t-3-ff1136 daquele fabricante. Os autores de-
senvolveram interfaces de rede baseadas no padra˜o gene´rico Wishbone
de modo que IP (acroˆnimo de Intellectual Property) compat´ıveis podem
ser ligados a` NoC.
A Figura 4 mostra a linha do tempo dos artigos aqui apresenta-
dos.
2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014
SoCBUS: Switched Network on Chip 
for Hard Real Time Embedded Systems
Low-Latency, Low-Area Overhead and 
High Throughput NoC Architecture for 
FPGA Based Computing System
Design of an Internet Core Router 
Using the SoCBUS Network on Chip
Design of a guaranteed throughput 
router for on-chip networks
Figura 4 – Linha do tempo das publicac¸o˜es relacionadas com a rede
SoCBUS.
2.2 4S PROJECT
A rede 4S (Smart chipS for Smart Surroundings) foi desenvol-
vida na Universidade de Twente (WOLKOTTE et al., 2006)(WOLKOTTE;
RAUWERDA; SMIT, 2005)(KAVALDJIEV et al., 2005) e e´ uma rede pura-
mente baseada em chaveamento de circuitos que foi desenvolvida para
oferecer garantia de servic¸os. Ela implementa o chaveamento de fios
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(wires) nos roteadores, estaticamente conectando linhas de entrada e
sa´ıda, de modo similar a`s caixas de conexa˜o (switch boxes) usadas em
FPGAs. circuitos ponto-a-ponto sa˜o formados de modo esta´tico, reser-
vando porc¸o˜es das linhas de enlace para tais circuitos. O roteamento
dos circuitos e´ pre´-definido para a rede durante a inicializac¸a˜o da rede.
O conceito chave desta NoC e´ a organizac¸a˜o dos enlaces em ca-
minhos distintos. Os enlaces entre roteadores sa˜o divididos em porc¸o˜es
com tamanhos fixos, chamados de lanes, conforme ilustra a Figura 5.
O nu´mero e o tamanho de cada lane em um enlace e´ uma paraˆmetro de
projeto e e´ fixado ao longo das lanes do sistema. Cada circuito ponto-
a-ponto recebe um nu´mero de lanes, ficando assim com uma porc¸a˜o da
largura de banda dispon´ıvel. A Figura 5 mostra uma representac¸a˜o na
















































Figura 5 – Diagrama em blocos do enlace e conversor de dados da rede
4S. Fonte: adaptado de (WOLKOTTE et al., 2006).
Um roteador no sistema consiste basicamente de uma crossbar
que faz o chaveamento das lanes de entrada para as respectivas lanes
de sa´ıda. Ele e´ constitu´ıdo por treˆs mo´dulos principais: o conversor de
dados, a crossbar e o mo´dulo de configurac¸a˜o da crossbar. tais mo´dulos
esta˜o representados na Figura 6. Uma tabela de configurac¸a˜o e´ arma-
zenada no roteador para prover informac¸o˜es sobre as conexo˜es entre
lanes. Tal tabela e´ representada na Figura 6 pelo bloco “Configurac¸a˜o
da Crossbar”. Uma unidade de controle de rede e´ conectada a cada ro-
teador, de modo a configurar a crossbar com as conexo˜es pre´-definidas.
Um componente conversor de dados conecta o roteador com o nu´cleo
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Figura 6 – Diagrama em blocos do roteador da rede 4S. Fonte: adaptado
de (WOLKOTTE et al., 2006).
Ele e´ responsa´vel por converter os pacotes de dados da interface
do nodo de processamento em blocos de dados que se encaixam na lar-
gura das lanes, e realizando a operac¸a˜o inversa na outra extremidade
do circuito. Ale´m disso, e´ responsa´vel pela adic¸a˜o de um cabec¸alho
com a largura de um lane para cada pacote de dados. As sa´ıdas do ro-
teador sa˜o registradas, enta˜o roteadores tem um pipeline de um esta´gio
e largura de um lane.
Para um pacote ser inserido na rede, ele e´ inicialmente particio-
nado pelo conversor de dados em phits com a largura de um lane. Em
um ciclo de relo´gio, um phit pode ir da sa´ıda de um roteador atrave´s
de uma lane ate´ outro roteador. Lanes sa˜o fios sem nenhum tipo de
pipeline. Portanto, para um pacote atravessar um hop (roteador e en-
lace) sa˜o necessa´rios tantos ciclos de relo´gio quantos forem os phits a
serem enviados.
52
O controle fim-a-fim e´ implementado utilizando um esquema ba-
seado em cre´ditos. Para evitar overflow nos buffers entre pontos fim-
a-fim de um circuito, um sinal de aceite (acknowledge) e´ enviado para
tra´s para cada lane em separado atrave´s do uso de linhas dedicadas.
Ale´m disso, um mecanismo de contador e´ utilizado, o qual reflete a
capacidade de armazenamento do buffer a cada extremidade do cir-
cuito. O sinal de acknowledge e´ usado como forma de cre´dito para dar
informac¸a˜o sobre o espac¸o dispon´ıvel deixado no nodo de destino .
2.2.1 Propriedades para ana´lise de WCL
Redes baseadas na te´cnica de Chaveamento de Circuitos reser-
vam circuitos para oferecer garantias de servic¸os. Neste caso, recursos
como enlaces na˜o sa˜o compartilhados. Cada conexa˜o utiliza lanes es-
pec´ıficas em um roteador pre´-definido. Assim, apenas algumas conexo˜es
podem ser realizadas e a utilizac¸a˜o dos circuitos e´ potencialmente baixa.
Para dar suporte a conexo˜es adicionais, lanes com mais fios seriam ne-
cessa´rias, o que aumentaria o custo de hardware.
Tempo de Espera - Depois que a configurac¸a˜o foi estabelecida
na inicializac¸a˜o da rede, todos os recursos alocados esta˜o dedicados aos
circuitos que foram pre´-definidos. Isto resulta em um tempo de espera
nulo para acessar a rede. Portanto os paraˆmetros Twait;req e Twait;reply
sa˜o zero.
Lateˆncia - O atraso que ocorre para um pacote atravessar um
roteador tem dependeˆncia na profundidade do buffer do roteador (B).
O tempo para um pacote atravessar um enlace depende do tamanho do
pacote, da largura das lanes e do nu´mero de lanes que foram alocados
para um circuito em espec´ıfico. Para um pacote com tamanho de b
bits, largura da lane L e uma quantidade de l lanes pertencentes a
um circuito, b/B.l ciclos de relo´gio sa˜o necessa´rios para atravessar um
enlace. Devido a serializac¸a˜o e encaminhamento imediato dos phits nos
roteadores, os phits pode prosseguir sem ter de esperar pela chegada do
pacote inteiro nos roteadores. A lateˆncia total fim-a-fim de um pacote
atrave´s de um caminho com h hops e´ dada por Tlatency = h.B + b/B.l
ciclos de relo´gio.
Vaza˜o - O nu´mero de pacotes que podem ser injetados na rede
por ciclos de relo´gio depende da quantidade de phits que um pacote
pode ser particionado, b/L phits. Se l lanes sa˜o atribu´ıdas ao circuito,
enta˜o a a vaza˜o sera´ de (b.l)/L bits por ciclo de relo´gio. Portanto, um
bloco com n pacotes iria necessitar de (n.L)/(b.l) ciclos.
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2.2.2 Resumo
Para a NoC 4S, a lateˆncia e a vaza˜o sa˜o altamente dependen-
tes da largura das lanes, as quais sa˜o uma caracter´ıstica de projeto.
Garantias de lateˆncia sa˜o trivialmente garantidas e a rede e´ adequada
para a transfereˆncia de grandes quantidades de dados, como aplicac¸o˜es
de streaming. No entanto, os recursos da rede na˜o sa˜o compartilhados
entre os circuitos, o que causa um sub-utilizac¸a˜o de tais recursos.
2.2.3 Evoluc¸a˜o da rede 4S Project
A primeira publicac¸a˜o sobre a rede 4S Project foi no ano de
2005. Naquele ano os autores (KAVALDJIEV et al., 2005) publicaram o
artigo intitulado “Energy Model of Networks-on-Chip and a Bus” onde
analisavam os gastos de energia entre uma NoC e um barramento de
dados padra˜o (paralelo). Naquele mesmo ano os autores (WOLKOTTE;
RAUWERDA; SMIT, 2005) publicaram o artigo “An Energy-Efficient
Reconfigurable Circuit-Switched Network-on-Chip.” apresentando de
modo formal o roteador da rede 4S Project.
No ano de 2006 os autores (WOLKOTTE et al., 2006) apresentaram
o artigo intitulado “Design of a guaranteed throughput router for on-
chip networks” no qual eles apresentaram o projeto de um proto´tipo de
roteador com cinco entrada e cinco sa´ıdas. O diferencial alegado pelo
autores estava na vaza˜o garantida escala´vel no roteador GT (acroˆnimo
de Guaranteed Throughput). O roteador e´ constru´ıdo com um conjunto
de blocos de hardware parametrizados e reusa´veis, que constituem o
roteador. O roteador proposto suporta chaveamento tipo wormhole2 e
consome uma a´rea de sil´ıcio de 0,1 mm2 na tecnologia CMOS de 0.18
micron.
No artigo “Fast, Accurate and Detailed NoC Simulations” apre-
sentado pelos autores (WOLKOTE et al., 2007) no ano de 2005, a rede 4S
Project foi utilizada para descrever um me´todo para simular um grande
homogeˆnea paralela e va´rias heterogeˆneas Network-on-Chips em um
u´nico dispositivo FPGA. Segundo seus autores, o me´todo e´ adequado
para sistemas paralelos onde longos ciclo de simulac¸a˜o e precisa˜o de
bits sa˜o necessa´rios. Como estudo de caso, aqueles autores usaram
uma versa˜o da rede 4S Project que foi modelado e simulado em lin-
2No chaveamento wormhole um pacote e´ dividido em flits(acroˆnimo de FLow
control unIT ) que avanc¸am pela rede em um modo pipeline, no qual os dados sa˜o
enviados de forma serial e realizados em ciclos subsequentes de relo´gio.
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guagem de programac¸a˜o SystemC. A mesma simulac¸a˜o realizada em
SystemC foi implementada em um FPGA, o que permitiu aos autores
do trabalho observar o comportamento da NoC sob uma grande vari-
edade de padro˜es de tra´fego. Comparado com a simulac¸a˜o realizada
em SystemC, aqueles autores alegam ter conseguido um aumento de
velocidade de 80-300, sem comprometer a precisa˜o ciclo e n´ıvel de bits.
Os autores (SMIT et al., 2008) focaram em algoritmos e arqui-
teturas multi-core reconfigura´veis para streaming para aplicac¸o˜es de
processamento digital de sinais (DSP) no artigo “Multi-core Architec-
tures and Streaming Applications. Os autores utilizaram a rede 4S
Project para definir a reconfigurac¸a˜o dinaˆmica de nu´cleos (ou cores)
heterogeˆneos na arquitetura de um SoC. Aquela arquitetura um nu´cleo
pode ser uma unidade programa´vel em n´ıvel de word, uma unidade
programa´vel de propo´sito geral ou uma unidade de DSP ou micropro-
cessador. Os nu´cleos do SoC foram interconectados por uma rede 4S
Project reconfigura´vel. Segundo seus autores, a programabilidade in-
dividual dos nu´cleos permite que o sistema atinja mu´ltiplos domı´nios
de aplicac¸o˜es.
A Figura 7 mostra a linha do tempo dos artigos aqui apresenta-
dos.
2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014
Multi-core Architectures and 
Streaming Applications
Design of a guaranteed throughput 
router for on-chip networks
Fast, Accurate and Detailed 
NoC Simulations
- Energy Model of Networks-on-Chip 
  and a Bus
- An Energy-Efficient Reconfigurable 
  Circuit-Switched Network-on-Chip




A Rede Nostrum foi apresentada por Jantsch e Millberg (JANTSCH
et al., 2004) (MILLBERG et al., 2004) e e´ uma rede baseada em chave-
amento de circuitos que utiliza canais virtuais como mecanismo para
multiplexac¸a˜o. Ela suporta tanto fluxos com garantia de servic¸os (em
ingleˆs Guaranteed Services - GS) ou melhor esforc¸o (em ingleˆs Best
Effort - BE). Para fluxos BE, os pacotes sa˜o roteados atrave´s da rede
e a decisa˜o de quando executar o roteamento e´ feita dinamicamente
em cada roteador. Para fluxos GS, sa˜o utilizados canais virtuais (em
ingleˆs Virtual Channels - VC ) com caminhos pre´-definidos e que sa˜o
armazenados em tabelas de roteamento (loo-up tables). Ela tambe´m
usa o conceito de Temporally Disjointed Networks - TDN ) e Looped













































Figura 8 – Diagrama em blocos das interfaces da rede Nostrum. Fonte:
adaptado de (JANTSCH et al., 2004).
O uso de TDNs garante a independeˆncia entre diferentes tipos de
tra´fego (GS e BE) e tambe´m entre diferentes canais virtuais (VC). Para
facilitar o entendimentos do mecanismo, os TDNs podem ser vistos
como diferentes colorac¸o˜es entre nodos vizinhos. Dois nodos vizinhos
na˜o podem ter a mesma cor e pacotes sa˜o transmitidos de nodos de um
tipo espec´ıfico de cor para nodos com diferentes cores. Durante uma
fatia de tempo pre´-fixado (em ingleˆs time slot) os pacotes movem-se
simultaneamente de um roteador para outro, mudando de uma cor para
outra, tal que pacotes que residem em roteadores de diferentes cores
em determinados per´ıodos de tempo. Desta forma, a multiplexac¸a˜o
por divisa˜o no tempo (em ingleˆs Time Division Multiplexing - TDM ) e´
alcanc¸ada. O nu´mero ma´ximo de de diferentes TDNs que podem existir
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numa rede depende da topologia da rede e do nu´mero de esta´gios de
pipeline do roteador. Estes fatores sa˜o importantes na determinac¸a˜o
do nu´mero de TDNs porque roteadores vizinhos e tambe´m esta´gios de



































Figura 9 – mapeamento de recursos na rede Nostrum. Fonte: adaptado
de (JANTSCH et al., 2004).
O mecanismo de LC e´ utilizado para garantir largura de banda
para os canais virtuais. Um canal virtual na rede pode ser implemen-
tado como um caminho fechado entre o ponto de origem de um pacote
e seu destino, e o seu retorno do destino para a origem. Os Looped Con-
tainers utilizam estes caminhos, carregado pacotes va´lidos ou mesmo
vazios. O nu´mero de LCs que sa˜o reservados para um canal virtual
reflete a garantia de largura de banda que o canal virtual tem.
A combinac¸a˜o entre TDNs e LCs implementa efetivamente um
mecanismo de multiplexac¸a˜o por divisa˜o no tempo. O nu´mero ma´ximo
de TDNs que existem em uma rede determina o nu´mero ma´ximo de
canais virtuais que podem compartilhar um enlace e tambe´m o nu´mero
de LCs dispon´ıveis para reserva na comunicac¸a˜o. Consequentemente,
os LCs sa˜o equivalentes a time slots em uma rede TDM e os TDNs
equivalem aos per´ıodos de tempo dos time slots.
O nu´mero ma´ximo de TDNs independentes e´ uma caracter´ıstica
do projeto da rede, e corresponde a um per´ıodo de time slot em uma
rede TDM. Os canais virtuais sa˜o estaticamente em tempo de projeto
e sa˜o configurados na inicializac¸a˜o da rede. No entanto, o nu´mero de
LCs trafegando um canal virtual pode mudar em tempo de execuc¸a˜o,
ajustando a largura de banda oferecida aos requisitos do projeto. O
nu´mero ma´ximo de LCs esta´ limitado ao nu´mero de TDNs na rede.
Outra caracter´ıstica da rede Nostrum e´ que o caminho fechado





















Figura 10 – Redes separadas (disjoint) devido a` topologia da rede Nos-
trum. Fonte: adaptado de (MILLBERG et al., 2004).
este circuito), dentro do caminho fechado. Os canais virtuais permane-
cem independentes e com garantias temporais, de modo similar ao que
acontece aos time slots em um escalonamento TDM.
Nenhum controle de fluxo e´ implementado na rede Nostrum, pois
os pontos de origem e destino dos pacotes sa˜o considerados aptos para
controlar qualquer tra´fego, entrando dentro do mecanismo de multi-
plexac¸a˜o de tempo pre´-definido. Para isso, buffers devem ser levados
em considerac¸a˜o nos pontos de origem e destino dos pacotes de modo
a manter os dados sem possibilidade de perda de dados (overflowing),
o que requer alguma ana´lise pre´via para o ca´lculo de espac¸o necessa´rio
em cada buffer ale´m de ser uma soluc¸a˜o mais dispendiosa devido ao
uso de buffers super-dimensionados.
O adaptador de rede da Nostrum e´ dividido em dois componen-
tes principais. o primeiro deles e´ a interface de rede (em ingleˆs Network
Interface - NI) que oferece um conjunto de servic¸os aos nu´cleos de pro-
cessamento, como ordenac¸a˜o de pacotes e desfragmentac¸a˜o de dados
para serem transmitidos. O segundo e´ a Interface para Recursos de
Rede (Resource Network Interface - RNI), que faz a adaptac¸a˜o do pro-
tocolo de transac¸a˜o usado pelos nu´cleos para o conjunto de servic¸os
oferecidos pela NI e vice-versa.
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2.3.1 Propriedades para ana´lise de WCL
Na rede Nostrum os recursos sa˜o compartilhados pelos canais vir-
tuais, e para todo canal virtual existente na rede, a largura de banda e´
garantida. O nu´mero de canais virtuais que existem na rede e´ definido
estaticamente em tempo de projeto, dependendo da topologia e de ou-
tras caracter´ısticas arquiteturais. A largura de banda pode ser ajustada
em tempo de execuc¸a˜o emitindo ou retirando LCs para o transporte de
pacotes em um canal virtual. O tempo de ida e volta de um LC em um
canal virtual e´ um mu´ltiplo do nu´mero ma´ximo de TDNs, T , passando
por este canal virtual. Na rede Nostrum o tamanho de um pacote e´
assumido como sendo de um flit.
Tempo de Espera - Os canais virtuais sa˜o configurados na
inicializac¸a˜o da rede e conte´m um nu´mero de LCs dedicados. O tempo
de espera para um pacote considerando todo o caminho fechado e´ o
tempo que ele espera no nodo de origem ate´ que um LC de pacotes do
circuito correspondente chegue. No pior caso, para um canal virtual de
T TDNs e um LC dedicado a este canal virtual, um pacote ira´ esperar
por Twait;req = T ciclos. Se t LCs sa˜o dedicados a` este canal virtual, o
pacote ira´ esperar no pior caso por Twait;req = T − t ciclos. O valor de
t varia entre [1;T ] e portanto, o tempo de espera varia entre T − 1 e 0.
O mesmo vale para o tempo de espera para a mensagem de resposta,
Twait;reply. O tempo de espera tambe´m depende da alocac¸a˜o de LCs
no canal virtual. De acordo com os autores da rede Nostrum, em um
caso t´ıpico os LC alocados para um canal virtual na˜o ira˜o aparecer de
forma sucessiva, mas sera˜o espalhados por todo o per´ıodo alocado. Isto
indica que Twait;req = T − t e´ um valor pessimista mas com um limite
garantido de tempo de espera.
Lateˆncia - Apo´s um pacote ter sido carregado em um LC, ele
trafega atrave´s do caminho deste canal virtual sem tempo de espera
posterior. A lateˆncia sofrida pelo pacote em cada roteador e´ dada por
B, considerando B esta´gios de pipeline em cada roteador. A Lateˆncia
ponto-a-ponto para um pacote trafegando atrave´s de h hopes e´ dada
por Tlatency = B.h ciclos
Vaza˜o - O nu´mero de pacotes que podem ser injetados na rede
por ciclo de relo´gio (clock) depende do nu´mero de LCs que um canal
virtual dispo˜em. Para cada pacote a ser injetado, ele deve esperar por
um LC e portanto, ele usa um LC para trafegar na rede. Para t LCs
em um canal virtual, com T TDNs, implica que em um per´ıodo de T
time slots t pacotes podem ser injetados na rede. Portanto, este canal
virtual tem uma vaza˜o de t/T pacotes por ciclo. Como t varia entre
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[1;T ], a vaza˜o varia entre [1/T ; 1] pacotes por ciclo de relo´gio. Para o
envio de um bloco de n pacotes, (n.T )/t ciclos sa˜o necessa´rios.
2.3.2 Resumo
A rede Nostrum baseada em TDM e requer sincronizac¸a˜o de
operac¸a˜o. A lateˆncia na transfereˆncia de um u´nico pacote e´ proporci-
onal ao nu´mero de hops no caminho, ale´m de algum tempo de espera
para o in´ıcio da transmissa˜o. Este tempo de espera e´ a frac¸a˜o de um
per´ıodo do TDM.
Conforme foi descrito na subsec¸a˜o anterior, a vaza˜o na rede e´
inversamente proporcional ao per´ıodo do TDM. Outra caracter´ıstica
desta rede e´ que a largura de banda garantida e´ uma frac¸a˜o da largura
de banda total. A temporizac¸a˜o total na rede e´ afetada pelos fatores de
topologia de toda a rede, e todo o tra´fego influencia no comportamento
temporal da rede. Isto leva a um comportamento de temporizac¸a˜o
pre´-definida e previs´ıvel, bem adequada para sistemas de tempo real.
2.3.3 Evoluc¸a˜o da rede Nostrum
O artigo intitulado “Guaranteed bandwidth using looped contai-
ners in temporally disjoint networks within the nostrum network on
chip.” foi apresentado pelos autores (JANTSCH et al., 2004), no qual
eles discutiram o mecanismo de comunicac¸a˜o da rede Nostrum, o qual
oferece servic¸o de largura de banda garantida, segundo seus autores,
ale´m de servic¸os de melhor esforc¸o (BE). A largura de banda garan-
tida e´ obtida atrave´s de canais virtuais (em ingleˆs Virtual Channels -
VC). O VCs sa˜o implementados usando uma combinac¸a˜o de dois con-
ceitos que aqueles autores chamaram de “conteˆiner de loop” e “redes
temporariamente disjuntas” (em ingleˆs Temporally Disjoint Networks
- TDN). Os conteˆiner de loop sa˜o usados para garantir o acesso a` rede
de forma independente da carga de rede atual, sem perder pacotes; e os
TDNs sa˜o utilizados, a fim de alcanc¸ar va´rios VCs, ale´m do tra´fego de
melhor esforc¸o, na rede. Os TDNs sa˜o uma consequeˆncia da pol´ıtica de
roteamento deflet´ıvel usado, e da´ origem a um TDM expl´ıcito dentro da
rede (TDM e´ acroˆnimo de Time-Division Multiplexing). Para demons-
trar o conceito da rede, aqueles autores implementaram o mecanismo
proposto em linguagem VHDL e realizaram simulac¸o˜es com o co´digo
sintetizado. Segundo eles, O custo em termos de hardware adicional
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necessa´rio, assim como a largura de banda adicional e´ baixo e inferior
a 2 % em ambos os casos. De acordo com as simulac¸o˜es feitas por eles,
o tra´fego BE praticamente na˜o e´ afetado pelas VCs.
No artigo “The Nostrum backbone - a communication protocol
stack for Networks on Chip.” os autores (MILLBERG et al., 2004) pro-
puseram uma pilha de protocolos de comunicac¸a˜o para ser usada na
rede Nostrum. A fim de auxiliar o projetista no processo de selec¸a˜o de
quais partes dos protocolos utilizar e suas respectivas instalac¸o˜es que
devem ser inclu´ıdas em cada projeto, foi proposta uma abordagem em
camadas para a comunicac¸a˜o. Os autores sugeriram uma nomenclatura
para descrever as interfaces das camadas individuais e as definic¸o˜es das
camadas da pilha de protocolos de servic¸os. O conceito inclui suporte
para fluxos de melhor esforc¸o (BE), bem como suporte para o tra´fego
de fluxos com largura de banda garantida, usando circuitos virtuais. O
artigo e´ finalizado com uma implementac¸a˜o de um caso de uso indus-
trial.
Um dos principais autores da rede Nostrum, (JANTSCH, 2006),
publicou em 2006 o artigo “Models of Computation for Networks on
Chip”. Segundo o aquele autor, as NoCs oferecem a oportunidade
de apresentar um novo n´ıvel de abstrac¸a˜o que define um conjunto de
servic¸os da plataforma com caracter´ısticas de desempenho e energia.
Ao fazer a implementac¸a˜o destes servic¸os que podem ser totalmente
irrelevantes para um determinado projeto de sistema, a separac¸a˜o efe-
tiva no projeto do sistema do projeto dos componentes pode ser al-
canc¸ada. O artigo discute os princ´ıpios para a formulac¸a˜o de servic¸os
em Network-on-Chip para estabelecer um modelo computacional abs-
trato que expo˜e todas as propriedades relevantes da funcionalidade da
plataforma, desempenho e consumo de energia enquanto oculta todos os
detalhes irrelevantes da implementac¸a˜o. Como em muitos outros casos
de abstrac¸o˜es bem sucedidas, estes princ´ıpios sa˜o baseados na separac¸a˜o
da funcionalidade dos aspectos de tempo e de energia para permitir que
o projetista continue raciocinando sobre estas propriedades no n´ıvel do
sistema. Como exemplo, o autor formulou um documento de refereˆncia
para ser usado na rede Nostrum. O documento baseia-se na largura de
banda garantida (GB) e tra´fego de melhor esforc¸o (BE). Naquele docu-
mento os tra´fegos GB e BE sa˜o caracterizados em termos de fo´rmulas
pre´-determinadas e permite a composic¸a˜o eficiente do tra´fego na rede.
Os autores (PENOLAZZI; JANTSCH, 2006) publicaram em 2006
o artigo “A High Level Power Model for the Nostrum NoC ” no qual
eles propuseram um modelo de energia para a rede Nostrum. Para tal,
um modelo emp´ırico de energia dos canais de comunicac¸a˜o e roteadores
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foi formulado e validado com o uso da ferramenta de s´ıntese Synopsys
Power Compiler R©. O modelo, chamado de Nos-HPM (acroˆnimo de
Nostrum de Alto Nı´vel Poder Model) permite uma ana´lise ra´pida do
consumo de energia com uma precisa˜o de 5 %. As simulac¸o˜es de siste-
mas com o modelo Nos-HPM podem ser executadas ate´ 500 vezes mais
ra´pido do que a ferramenta de s´ıntese Synopsys Power Compiler R© para
uma rede de 4 × 4. Os autores encontraram um consumo ma´ximo de
energia de 0,7 W para uma malha de 4 × 4 e 3,5 W para uma rede em
malha regular de 8 × 8, ambos implementados na tecnologia 0.18 µm
UPC CMOS. No pior dos casos a energia me´dia por ciclo para um
pacote de 128 bits foi de 508 pJ, enquanto que e´ de 20 pJ para um
byte de carga u´til. O consumo de energia de todos os canais de comu-
nicac¸a˜o e´ equivalente ou ligeiramente superior do que o poder consumo
de todos os roteadores, segundo aqueles autores. Os resultados obtidos
foram comparados com os resultados de alguns trabalhos relacionados
ao tema.
No artigo publicado por (VITKOVSKI et al., 2008), intitulado
“Low-power and error protection coding for network-on-chip traffic”,
os autores exploraram o consumo de energia em uma rede Nostrum,
analisando a efica´cia de um codificador de baixo consumo de energia
utilizado em te´cnicas de protec¸a˜o contra erros de transmissa˜o. Para
o roteador sob estudo, foi utilizado um rotador da rede Nostrum. De
acordo com aqueles autores, as simulac¸o˜es realizadas mostraram que
apenas uma pequena frac¸a˜o da energia e´ dissipada nos blocos lo´gicos
do roteador, enquanto que a maior parte da dissipac¸a˜o e´ devido aos fios
de interconexa˜o dos canais de comunicac¸a˜o. Os autores investigaram
uma se´rie de mecanismos de baixo consumo de energia e de protec¸a˜o
de dados, analisando o seu impacto no consumo de energia de toda a
rede. O esquema de codificac¸a˜o em barramento-invertido e um con-
junto limitado de co´digos de Hamming foram implementados tanto nos
canais de comunicac¸a˜o quanto na camada de rede. No entanto, desta-
cam um ponto e um contraponto para os esquemas de codificac¸a˜o de
dados. O ponto e´ que todos os esquemas de codificac¸a˜o de dados de
baixa poteˆncia intuitivamente levam a crer que eles teˆm pouco poten-
cial para diminuir o consumo de energia devido a`s suas significativas
sobrecargas (overhead). Por outro lado, os mecanismos de protec¸a˜o de
erro tem um potencial significativo para diminuir o consumo de ener-
gia, porque eles permitem que a rede opere com uma tensa˜o mais baixa.
Segundo aqueles autores, as experieˆncias mostram uma diminuic¸a˜o de
20 % no consumo de energia para uma dada taxa de erro e para um
dado desempenho.
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No artigo “Priority Based Forced Requeue to Reduce Worst-Case
Latencies for Bursty Traffic”, os autores (MILLBERG; JANTSCH, 2009)
apresentaram um me´todo de re-enfileiramento forc¸ado baseado em pri-
oridade como forma de diminuir as lateˆncias de pior caso em NoCs
oferecendo melhor servic¸os para fluxos BE. O re-enfileiramento forc¸ado
e´ conhecer de antema˜o os pacotes de menor prioridade que ainda na˜o
foram injetados na rede e re-ordena´-los com outras prioridades. A pri-
meira vantagem dessa abordagem, aplica´vel a qualquer NoC oferecendo
servic¸os de melhor esforc¸o, e´ que os pacotes que ainda na˜o entraram
na rede agora podem competir com os pacotes que ja´ foram injeta-
dos na rede e, portanto, ha´ um controle mais r´ıgido sobre os limites
de tempo de admissa˜o dos pacotes. O segundo benef´ıcio, relacionado
diretamente com caracter´ısticas construtivas da rede Nostrum, e´ que
o re-embaralhamento de pacotes reduz drasticamente a lateˆncia dentro
da rede para tra´fego em rajadas, devido a um menor risco na ocorreˆncia
de coliso˜es na sa´ıda da rede. O artigo apresenta um detalhamento do
estudo no me´todo de re-enfileiramento forc¸ado com diferentes tra´fegos.
Segundo os seus autores, os resultados experimentais mostram uma
reduc¸a˜o de 50 % na lateˆncia de pior caso, sob a perspectiva do sistema,
grac¸as a uma re-ordenac¸a˜o na distribuic¸a˜o de lateˆncia, mantendo o
mesmo valor de lateˆncia me´dia.
O artigo “Theorem Proving Techniques for the Formal Verifi-
cation of NoC Communications with Non-minimal Adaptive Routing
apresentado por (HELMY; PIERRE; JANTSCH, 2010) foca na verificac¸a˜o
formal na comunicac¸o˜es em redes intra-chip. Eles descrevem uma
versa˜o melhorada da metodologia conhecida como GeNoC e fizeram
sua avaliac¸a˜o na rede Nostrum que engloba va´rias caracter´ısticas na˜o
triviais, como o algoritmo de roteamento na˜o-mı´nimo denominado de
“deflectivo”. Os autores demonstraram como as caracter´ısticas das ca-
madas do protocolo da rede Nostrum podem ser capturadas pela versa˜o
da GeNoC por eles alterada, que permite uma formalizac¸a˜o passo-a-
passo das operac¸o˜es de comunicac¸a˜o levando em conta va´rios detalhes
de protocolo em considerac¸a˜o.
O artigo “Run-time Partitioning of Hybrid Distributed Shared
Memory on Multi-core Network-on-Chips” apresentado por (XIAOWEN
et al., 2010) trata da interconexa˜o de mu´ltiplos processadores conectados
em uma NoC. Segundo aqueles autores, nestes sistemas as memo´rias
sa˜o preferencialmente distribu´ıdas e dar suporte ao DSM (acroˆnimo
do ingleˆs Distributed Shared Memory) e´ essencial para uma boa reuti-
lizac¸a˜o de co´digo legado e facilita programac¸a˜o. No entanto, a orga-
nizac¸a˜o DSM implica na sobrecarga inerente de traduzir enderec¸os de
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memo´ria virtuais em enderec¸os de memo´ria f´ısica, resultando em um
desempenho negativo. Aqueles autores observaram que, em aplicac¸o˜es
de programac¸a˜o paralela, dados diferentes teˆm propriedades diferentes
(privados ou compartilhados). Para os dados de acesso privado, e´ desne-
cessa´rio realizar a traduc¸a˜o de enderec¸os virtuais para f´ısicos. O traba-
lho realizado por aqueles pesquisadores estava focado em diminuir a so-
brecarga na traduc¸a˜o de enderec¸o virtual para f´ısico, melhorando assim
o desempenho do sistema. Eles propuseram um DSM de organizac¸a˜o
h´ıbrida que oferece suporte ao particionamento dos dados em tempo de
execuc¸a˜o de acordo com suas propriedades. O objetivo do DSM h´ıbrido
e´ oferecer suporte ao acesso ra´pido em memo´rias f´ısicas para acessos a`
dados privados e a manutenc¸a˜o de um espac¸o de memo´ria global para
dados compartilhados. Foi constru´ıda uma plataforma de hardware
baseada em uma rede Nostrum. Segundo seus autores, os resultados
experimentais de aplicac¸o˜es reais mostraram que a organizac¸a˜o h´ıbrida
DSM com o particionamento de tempo de execuc¸a˜o apresenta vantagem
de desempenho sobre o DSM convencional. O percentual de melhoria
de desempenho depende do tamanho do caso de uso, da maneira de
particionamento dos dados e da relac¸a˜o computac¸a˜o/comunicac¸a˜o de
aplicac¸o˜es paralelas, entre outras. Nos experimentos daqueles autores
a melhoria ma´xima foi de 34,42 %, e a melhoria mı´nima foi de 3,68 %.
Os autores (NAEEM; JANTSCH; ZHONGHAI, 2013) apresentaram
no artigo “Scalability Analysis of Memory Consistency Models in NoC-
based Distributed Shared Memory SoCs” no qual analisaram seis mode-
los de consisteˆncia de memo´ria em uma NoC de um sistema multi-core
baseado em memo´ria distribu´ıda. Os modelos sa˜o listados em seus
nomes e abreviaturas originais na l´ıngua inglesa. Sa˜o eles:
• protected release consistency (PRC);
• release consistency (RC);
• weak consistency (WC);
• partial store ordering (PSO);
• total store ordering (TSO); e
• sequential consistency (SC).
As implementac¸o˜es sa˜o baseadas em um contador de transac¸a˜o
e em uma abordagem baseada em pilha-de-enderec¸o. A ana´lise de es-
calabilidade foi baseada em diferentes cargas de trabalho mapeados em
va´rios tamanhos de redes que tinham tamanhos diferentes. Para os
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experimentos, foi utilizado um sistema multi-core configura´vel baseado
em uma plataforma com a rede Nostrum com uma topologia de malha
de 2-D e um algoritmo de roteamento denominado de “algoritmo de de-
flexa˜o”. No artigo os autores descrevem o desempenho que os modelos
apresentam nas diversas condic¸o˜es de carga e tamanhos de redes, infor-
mando qual o consumo de recursos de sil´ıcio de cada implementac¸a˜o.
A Figura 11 mostra a linha do tempo dos artigos aqui apresen-
tados.
2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014
Low-power and error protection coding 
for network-on-chip traffic
- Models of Computation for Networks    
  on Chip
- Guaranteed bandwidth using looped          
  containers in temporally disjoint networks  
  within the Nostrum network on chip
- The Nostrum backbone – a communication     
  protocol stack for Networks on Chip
- A High Level Power Model for the         
  Nostrum NoC
Priority Based Forced 
Requeue to  Reduce
Worst-Case Latencies 
for Bursty Traffic
- Theorem Proving Techniques for the Formal Verification    
  of NoC Communications with Non-minimal Adaptive          
  Routing
- Run-Time Partitioning of Hybrid Distributed Shared           
  Memory on Multi-core Network-on-Chips
Scalability Analysis of Memory 
Consistency Models in NoC-Based 
Distributed Shared Memory SoCs
Figura 11 – Linha do tempo das publicac¸o˜es relacionadas com a rede
Nostrum.
2.4 MANGO
A rede MANGO (acroˆnimo de Message passing Asynchronous
Network-on-chip providing Guaranteed services over OCP interfaces)
foi apresentada por Bjerregaard e Sparzo (BJERREGAARD; SPARSO,
2005), (BJERREGAARD; SPARSO, 2006), (BJERREGAARD; SPARSO, 2005).
De modo similar a`s outras redes apresentadas, ela consiste de adapta-
dores de rede (Network Adapters - NA), roteadores e canais de comu-
nicac¸a˜o. Os roteadores podem ser conectados em uma estrutura tipo
grelha, tanto homogeˆnea como heterogeˆnea. A Figura 12 mostra um
exemplo de SoC implementado com a rede MANGO heterogeˆnea. Na-
quela Figura, as regio˜es em cor cinza representam a´reas do SoC sem
domı´nio de clock, ou seja, regio˜es ass´ıncronas. As a´reas demarcadas
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com linha tracejada representam representam regio˜es de clock inde-
pendentes e normalmente associadas ao sincronismo local dos nu´cleos
que compo˜em o SoC, representados por quadrados brancos indicados
por IPcore. Os adaptadores de rede sa˜o representadas na Figura 12 por
paralelogramos de cantos arredondados e indicados por NA. Cada NA
e´ conectado a um roteador, e e´ responsa´vel pela sincronizac¸a˜o entre o
nu´cleo, que possui o seu sincronismo de relo´gio pro´prio, e a rede que
e´ ass´ıncrona. Ale´m disso, cada adaptador oferece servic¸os de comu-
nicac¸a˜o de alto n´ıvel, utilizando o protocolo OCP (acroˆnimo de Open
Core Protocol) (BJERREGAARD; SPARSO, 2005), e indicados na Figura
12 como elipses em cor preta.
O protocolo OCP pode ser entendido como um padra˜o de reuso
de hardware. Ele consiste em um conjunto de sinais e protocolos de
comunicac¸a˜o que teˆm como objetivo padronizar a comunicac¸a˜o entre
blocos nu´cleos em um SoC. O padra˜o OCP define uma interface ponto
a ponto entre duas entidades de comunicac¸a˜o denominadas mestre e es-
cravo. A interface mestre e´ a responsa´vel pelo controle da comunicac¸a˜o
e somente ela pode iniciar ou parar uma troca de informac¸o˜es. A inter-
face escravo, por sua vez, responde aos comandos da interface mestre,















































Figura 12 – Exemplo de SoC baseado na rede MANGO. Fonte: adap-
tado de (BJERREGAARD; SPARSO, 2005).
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Os dois u´ltimos elementos representados na Figura 12 sa˜o os rote-
adores, representados por c´ırculos brancos, e os enlaces de comunicac¸a˜o
dotados de buffers representados por retaˆngulos brancos. Cada canal de
comunicac¸a˜o na rede MANGO pode implementar uma quantidade dife-
rente de buffers, logicamente separados em canais virtuais. Tais canais
virtuais competem pelo acesso ao canal f´ısico de comunicac¸a˜o. Deste
modo, um canal de comunicac¸a˜o naquela NoC pode ser compartilhado
por mu´ltiplos circuitos fim-a-fim, e o compartilhamento e´ controlado
por uma arbitragem local nos canais de sa´ıda de cada roteador da rede.
Isto efetivamente divide cada canal em um nu´mero de canais virtuais,
sendo um para cada circuito que esta´ utilizando o canal.
A Figura 13 mostra uma figura conceitual do roteador MANGO,
representando suas principais implementac¸o˜es. O roteador implementa
um nu´mero uni-direcional de canais; dois deles sa˜o usados para a co-
nexa˜o de um nu´cleo local, atrave´s de um NA. O restante dos canais
sa˜o, via conexo˜es ponto-a-ponto, usados para conectar o roteador aos
roteadores vizinhos. Cada um destes canais possui um nu´mero inde-
pendente de buffers para canais virtuais (VC). Canais de rede e canais
de conexa˜o local implementam o mesmo tipo de interface. E´ func¸a˜o do
adaptador de rede (NA) traduzir a comunicac¸a˜o recebida da rede no
formato de pacotes de rede, ou a ser enviada por ela. Internamente, o
roteador consiste de um roteador de melhor esforc¸o (BE), um roteador
com garantias de servic¸o (GS), buffers de sa´ıda e a´rbitros de canais.
Os roteadores BE e GS sa˜o implementados em separado. Isto
foi feito por seus autores para oferecer modularidade ao roteador. Esta
abordagem e´ similar ao que foi feita no roteador da rede Æthereal (GO-
OSSENS; DIELISSEN; RADULESCU, 2005). O roteador BE adota a te´cnica
de roteamento baseado na origem para realizar o roteamento dos paco-
tes de dados sem estabelecimento de conexa˜o, de acordo com o caminho
de roteamento definido no cabec¸alho do pacote. Um subconjunto de
canais virtuais sa˜o alocados para o roteamento BE.
O roteamento GS utiliza os canais virtuais remanescentes para
realizar o roteamento de dados, sem cabec¸alho; ou seja, realiza co-
nexo˜es estaticamente programadas. Para oferecer garantias de r´ıgidas
de tempo real hard real-time3, as conexo˜es GS precisam ser logicamente
independentes de outros fluxos de tra´fego da rede. Para isso, na rede
MANGO e´ feita a implementac¸a˜o de um circuito ponto-a-ponto lo´gico
entre dois canais na rede, atrave´s da reserva de uma sequeˆncia de ca-
3Uma tarefa e´ dita como sendo hard se a perda de um deadline impossibilitar o
funcionamento normal do sistema, sendo que o resultado da tarefa na˜o e´ u´til apo´s
o seu deadline (LIU, 2000).
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nais virtuais independentes. O roteador GS oferece chaveamento sem
bloqueio entre canais de entrada e buffers de sa´ıda, e portanto o rotea-
























(vão para o Adaptador de Rede)
Figura 13 – Conceito do roteador MANGO. Fonte: adaptado de (BJER-
REGAARD; SPARSO, 2005).
O chaveamento da entrada para a sa´ıda do roteador e´ execu-
tado por uma crossbar e ajustado estaticamente na inicializac¸a˜o da
rede. Portanto, um circuito e´ uma sequeˆncia de canais de sa´ıda, canais
virtuais e memo´rias FIFO (output buffers na Figura 13) conectadas
por matrizes crossbar. E´ utilizado um mecanismo de controle de fluxo
baseado em cre´ditos entre as FIFOs dos canais virtuais para prevenir
postergac¸o˜es indefinidas entre os canais compartilhados.
Os mo´dulos de controle de admissa˜o e arbitragem nos canais
de sa´ıda dos roteadores determinam a largura de banda e lateˆncia da
conexa˜o. Um esquema de compartilhamento justo fornece garantias
iguais para todos os canais virtuais que compartilham o canal. Um
esquema alternativo de escalonamento baseado em prioridades pode
ser usado, o qual garante o acesso ao enlace primeiro para os canais
virtuais com maior prioridade.
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2.4.1 Propriedades para ana´lise de WCL
A MANGO consegue facilitar o projeto modular e a arquitetura
GALS (acroˆnimo de Global Asynchronous, Local Synchronous) resol-
vendo as questo˜es de relo´gio e sincronizac¸a˜o ao longo do chip, embora
assegurando garantias de tempo real. Ela na˜o requer controle fim-a-fim
visto que uma arbitragem mais refinada e´ feita nos roteadores aprovei-
tando o peso dos adaptadores de rede. No entanto, os roteadores apre-
sentam um maior custo de a´rea de sil´ıcio, visto que eles devem prever
armazenamento para cada canal virtual. As propriedades temporais
dependem do nu´mero de canais virtuais que compartilham um enlace
(C) e do esquema de arbitragem para o enlace.
Tempo de espera - na˜o ha´ tempo de espera inicial no ponto
de origem do pacote, pois os circuitos virtuais sa˜o configurados esta-
ticamente na inicializac¸a˜o. Existe algum tempo de espera pela arbi-
tragem em cada enlace, o qual sera´ considerado na lateˆncia de trans-
missa˜o de cada roteador do caminho. Portanto, os paraˆmetros Twait;req
e Twait;reply sa˜o iguais a zero.
Lateˆncia - os pacotes na MANGO consistem de um nu´mero de
flits. A lateˆncia de um flit para atravessar um hop (roteador e enlace)
depende da profundidade do pipeline do roteador (B) e do esquema de
arbitragem adotado para o enlace. Assumindo um esquema de arbi-
tragem de compartilhamento justo, um flit requer C ciclos de relo´gio
de espera para ter acesso ao enlace, no pior caso. Este e´ o nu´mero
de canais virtuais, ou seja buffers de sa´ıda, que compartilham o en-
lace. Consequentemente, a lateˆncia de um hop e´ de C +B ciclos. Flits
podem ser encaminhados para o pro´ximo hop sem ter de esperar pela
chegada de todo o pacote. Portanto, a lateˆncia de um pacote de f flits
atravessando um caminho de h roteadores e´ Tlatency = (h+ f).(C +B)
ciclos.
Vaza˜o - todo flit tem de passar pela arbitragem de acesso ao
enlace. Um pacote de f flits ira´ injetado com sucesso na rede em (f.C)
ciclos. A taxa de injec¸a˜o de pacotes na rede e´ de 1/(f.C) pacotes por
ciclo. Para a transfereˆncia de um bloco com n pacotes sa˜o necessa´rios
n.f.C ciclos de relo´gio.
2.4.2 Resumo
A lateˆncia de transmissa˜o de um u´nico pacote na rede MANGO
depende do nu´mero de canais virtuais que compartilham o enlace.
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Ale´m disso, na˜o ha´ tempo de espera no in´ıcio da transmissa˜o, pois
o tra´fego e´ controlado localmente. A vaza˜o e´ inversamente proporci-
onal ao nu´mero de canais virtuais que esta˜o usando um determinado
enlace. Os paraˆmetros de tempo na rede MANGO sa˜o afetados por fa-
tores locais de tra´fego e as deciso˜es sa˜o tomadas localmente, diferente
do que ocorre em redes TDM tradicionais que se baseiam em um esca-
lonamento global. Esta caracter´ıstica oferece flexibilidade e ajuste a`s
necessidades de tra´fego. O custo desta abordagem e´ alto em termos de
a´rea de sil´ıcio, pois cada canal virtual e´ separado em cada roteador.
2.4.3 Evoluc¸a˜o da rede MANGO
Os autores (BJERREGAARD; SPARSO, 2005) publicaram o pri-
meiro artigo relacionado aos estudos que levaram a` rede MANGO. O
artigo era intitulado “Scheduling discipline for latency and bandwidth
guarantees in asynchronous network-on-chip” e tratava sobre a im-
portaˆncia de servic¸os garantidos em NoCs, na medida em que pro-
porcionam previsibilidade nas dinaˆmicas complexas de estruturas de
comunicac¸a˜o compartilhadas. O artigo discutia a implementac¸a˜o de
GS em uma rede-on-chip ass´ıncrona. Os autores apresentaram uma
nova disciplina de escalonamento chamada garantia lateˆncia ass´ıncrona
de escalonamento (em ingleˆs Asynchronous Latency Guarantee - ALG),
que fornece garantias de lateˆncia e largura de banda no acesso a um
meio compartilhado, i.e. uma ligac¸a˜o f´ısica compartilhada entre um
certo nu´mero de canais virtuais. Segundo os seus autores, a principal
contribuic¸a˜o do algoritmo ALG e´ o acoplamento entre a lateˆncia e a
largura de banda, ambas com garantias de atendimento. Os autores
implementaram uma simulac¸a˜o do algoritmo em tecnologia CMOS de
120 nm. A velocidade de operac¸a˜o alcanc¸ada pelo experimento foi de
702 MDI/s.
Os autores (BJERREGAARD; SPARSO, 2005) publicaram o artigo
“A router architecture for connection-oriented service guarantees in
the MANGO clockless network-on-chip” apresentando o roteador da
rede MANGO. Na visa˜o deles, redes on-chip para futuros projetos de
SoCs precisam de implementac¸o˜es simples e de alto desempenho. A
fim de promover a integridade de n´ıvel de sistema, servic¸os garantidos
(acroˆnimo do ingleˆs Guaranteed Services - GS) precisam ser forneci-
dos. Aqueles autores propuseram a arquitetura de um roteador para
NoC para suportar isto, e demonstraram com um projeto de ce´lula
padra˜o na tecnologia CMOS. A aplicac¸a˜o e´ baseada em te´cnicas de
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circuito sem relo´gio, e, portanto, inerentemente suporta um fluxo de
projeto GALS. A te´cnica GALS combina o uso de sistemas s´ıncronos e
ass´ıncronos. Os componentes sa˜o projetados como se fossem operar de
forma s´ıncrona, formando um subsistema que recebe um u´nico sinal de
clock. A composic¸a˜o de diversos subsistemas formam o SoC tendo cada
um deles o seu pro´prio sinal de clock. Desta forma, diz-se que cada
subsistema trabalha com o seu pro´prio domı´nio de relo´gio (localmente
s´ıncrono) e que na˜o esta˜o necessariamente sincronizados entre s´ı (glo-
balmente ass´ıncrono) (ROYAL, CHEUNG, 2003). O roteador apresentado
pelos autores explora canais virtuais para fornecer GS orientados a co-
nexa˜o, bem como conexa˜o para servic¸os de roteamento para fluxos de
melhor esforc¸o (BE). A arquitetura e´ altamente flex´ıvel, em que o su-
porte para diferentes tipos de roteamento BE e arbitragem GS podem
ser facilmente conectado ao roteador.
O artigo “An OCP Compliant Network Adapter for GALS-based
SoC Design Using the MANGO Network-on-Chip foi apresentado por
(BJERREGAARD; MAHADEVAN; OLSEN; SPARSOE, 2005), e focou na reu-
sabilidade de componentes de propriedade intelectual (em ingleˆs Inte-
lectual Property - IP). Neste artigo os autores descrevem uma arquite-
tura de um adaptador OCP (acroˆnimo do ingleˆs Open Computer Pro-
ject) e um adaptador de rede (em ingleˆs Network Adapter - NA) para a
rede MANGO. O NA oferece o desacoplamento entre a comunicac¸a˜o e
a computac¸a˜o, proporcionando transac¸o˜es OCP mapeadas em memo´ria
com base em servic¸os de transmissa˜o de mensagens primitivas da rede.
Ale´m disso, facilita os sistemas tipo GALS, adaptando-se a` rede sem
relo´gio. Os autores avaliaram o desempenho destes adaptadores e a
a´rea de sil´ıcio ocupada utilizando como refereˆncia a tecnologia CMOS
de 130 nm.
Os autores (BJERREGAARD; SPARSO, 2006) apresentaram uma
versa˜o completa da rede MANGO, ja´ utilizando o adaptador OCP, no
artigo “Implementation of guaranteed services in the MANGO clockless
network-on-chip”. No artigo, os autores apresentam as principais van-
tagens da rede MANGO como a implementac¸a˜o sem relo´gio centrali-
zado, adaptadores para pontos de acesso a` rede padronizados e servic¸os
de comunicac¸a˜o com garantias de servic¸o. Segundo aqueles autores, en-
tre as vantagens da utilizac¸a˜o de te´cnicas de circuito sem relo´gio esta˜o
a baixa lateˆncia para encaminhamento de pacotes em pipeline e o con-
sumo zero de energia em dinaˆmica de idle. A multiplexac¸a˜o por divisa˜o
de tempo, geralmente utilizada para proporcionar garantias de largura
de banda em NoCs sincronizados, no entanto, na˜o e´ poss´ıvel em um
ambiente sem relo´gio. Como soluc¸a˜o, a rede MANGO fornece uma
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alternativa de alto desempenho, com garantias r´ıgidas de servic¸o ori-
entado por conexa˜o, utilizando te´cnicas de circuito sem relo´gio. Os
circuitos da rede MANGO sa˜o apresentados em detalhes neste artigo,
ale´m da implementac¸a˜o de uma rede MANGO em malha regular 5 ×
5, na tecnologia CMOS de 130 nm.
“Packetizing OCP Transactions in the MANGO Network-on-
Chip” e´ o artigo onde os autores (BJERREGAARD; SPARSO, 2006) tra-
tam do empacotamento de dados para transmissa˜o na rede MANGO
atrave´s dos adaptadores OCP. Neste artigo eles apresentam o “mo-
delo de programac¸a˜o centrada no nu´cleo” para estabelecer e utilizar
ligac¸o˜es GS na rede MANGO. Eles demonstram como as transac¸o˜es
OCP sa˜o empacotadas e enviadas atrave´s da rede compartilhada, e
ilustram como isso afeta o desempenho ponto-a-ponto. Os autores de-
monstram a previsibilidade da lateˆncia de comunicac¸a˜o em canais de
comunicac¸a˜o compartilhados utilizando uma ferramenta dedicada para
tra´fego na rede MANGO.
No artigo “A Simple Clockless Network-on-Chip for a Commer-
cial Audio DSP Chip” os autores (STENSGAARD; BJERREGAARD, SPAR-
SOE; PEDERSEN, 2006) apresentam o projeto de uma comutac¸a˜o de
pacotes na rede MANGO como um substituto para a existente infra-
estrutura de comunicac¸a˜o baseada em crossbar em um Processador
Digital de Sinais comercial (tambe´m conhecido pelo acroˆnimo DSP)
para tratamento de a´udio. Ambas as soluc¸o˜es sa˜o apresentadas utili-
zando tecnologia CMOS de 180 nm e comparados em termos de a´rea
ocupada, consumo de energia e complexidade de roteamento dos da-
dos para processamento. Apesar da soluc¸a˜o com NoC apresentar um
maior consumo de energia e maior ocupac¸a˜o de a´rea de sil´ıcio, esta
soluc¸a˜o ainda responde por menos do que 1% da a´rea total do chip
e do consumo de energia. Baseado nestes resultados, aqueles autores
acham que a soluc¸a˜o com NoC e´ mais adequada devido aos benef´ıcios
por ela proporcionados, como: (i) a NoC e´ modular, escala´vel, e em
contraste com a crossbar existente, o que permite que todos os blocos
possam comunicar entre si; (ii) o comprimento total dos fios utiliza-
dos no SoC e´ diminu´ıdo ate´ 22%, o que facilita o processo de layout
e torna o design menos propenso a congestionamentos no roteamento;
(iii) os blocos comunicantes sa˜o dissociados por meio da NoC, ofere-
cendo um assincronismo-global, sincronismo-local (GALS) onde o sis-
tema de relo´gio independente dos blocos individuais e´ ativado. Segundo
aqueles autores, o estudo apresentado neste artigo mostra que NoCs sa˜o
via´veis mesmo para pequenos sistemas.
Os autores (BJERREGAARD; STENSGAARD; SPARSOE, 2007) apre-
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sentaram o artigo “A Scalable, Timing-Safe, Network-on-Chip Archi-
tecture with an Integrated Clock Distribution Method”, no qual eles
apresentam uma estrate´gia de comunicac¸a˜o integrada e uma estrate´gia
baseada em relo´gio Mesocrono. Em um sistema Mesocrono, todos
os relo´gios possuem a mesma frequeˆncia, mas na˜o necessariamente a
mesma fase (SODERQUIST, 2002). Com isto, sa˜o evitados erros rela-
cionados a` temporizac¸a˜o, mantendo uma perspectiva do sistema glo-
balmente sincronizada. A arquitetura e´ escala´vel pois a integridade da
temporizac¸a˜o e´ baseada puramente em observac¸o˜es locais. Os autores
demonstraram resultados experimentais para comprovar suas hipo´teses,
utilizando a tecnologia CMOS de 90 nm para implementar a rede expe-
rimental (MANGO).
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Figura 14 – Linha do tempo das publicac¸o˜es relacionadas com a rede
MANGO.
2.5 ÆTHEREAL
A rede Æthereal foi proposta por Kees Goossens et al. (GOOS-
SENS; DIELISSEN; RADULESCU, 2005) e e´ baseada em chaveamento de
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circuitos TDM, oferecendo mecanismos para o tratamento de fluxos
BE e GS. A alocac¸a˜o temporal e´ um conceito fundamental para a rede
Æthereal. Ela possui time slots de durac¸a˜o fixa no qual um bloco de
dados pode ser encaminhado atrave´s de um roteador. A durac¸a˜o de
cada time slot e´ a mesma para todos os roteadores da rede e todos
os roteadores trabalham de modo sincronizado. Isto significa que cada
roteador em um mesmo per´ıodo de tempo pode encaminhar um bloco
de dados para cada canal de sa´ıda. A alocac¸a˜o geral dos slots por canal
de sa´ıda, por roteador, e´ definida em tempo de projeto e a rede configu-
rada em tempo de execuc¸a˜o. Um time slot e´ repetido periodicamente
e este per´ıodo e´ o mesmo para toda a rede.
Cada roteador da rede Æthereal/Aelite de N entradas e N sa´ıdas
possui uma tabela de roteamento temporal, denominada de Tabela
de Slots. Toda tabela de slots, T , possui S time slots (linhas) e N
sa´ıdas do roteador (colunas). A uma noc¸a˜o lo´gica de sincronismo na
Æthereal/Aelite: todo roteador da rede ocupa o mesmo time slot de
durac¸a˜o fixa. Em um slot, s, um no´ da rede (uma interface de rede)
pode ler e escrever ate´ um bloco de dados por canal de entrada e sa´ıda,
respectivamente. No pro´ximo slot, (s + 1), a no´ da rede escreve e leˆ
blocos de dados em seus canais de sa´ıda apropriados. Deste modo, os
blocos de dados propagam pela rede em um modo store-and-forward e
na˜o pode sofrer deadlock. A lateˆncia que um bloco de dados sofre por
roteador e´ igual a durac¸a˜o do slot, e a reserva de slot garante a largura
de banda em mu´ltiplos blocos de dados por S slots.
A tabela de slots associa as entradas com as sa´ıdas do roteador
para todo slot : T (s, o) = i, o que significa que se houver blocos de
dados presentes em uma entrada i, tais blocos sera˜o comutados para a
sa´ıda o a cada s+ kS slots, sendo que k ∈ N . Uma entrada esta´ vazia
quando na˜o ha´ reserva para uma sa´ıda qualquer em um determinado
slot. Devido ao seu aspecto construtivo, na˜o ha´ contenc¸a˜o na rede
porque ha´ pelo menos uma entrada para cada sa´ıda, para cada slot
A Figura 15 o conceito de roteamento livre de contenc¸a˜o proposto
pelos autores da rede Æthereal/Aelite, com seus roteadores e tabelas de
slots. A rede conte´m treˆs roteadores, R1, R2 e R3, no time slot s = 2,
indicado na terceira entrada de cada tabela T daquela Figura (os slots
foram numerados iniciando em zero). O tamanho das tabelas de slots e´
S = 4, e a Figura descreve somente as colunas relevantes. As treˆs setas
na cor cinza denominadas de a, b e c representam as conexo˜es; os treˆs
c´ırculos pretos rotulados com as letras a, b e c representam blocos de
dados nas correspondentes conexo˜es. O roteador R1 faz o chaveamento
do bloco b da entrada i1 para a sa´ıda o2, como indicado na Tabela
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T1(2, o2) = i1. De modo similar, o roteador R2 faz o chaveamento do








































































Figura 15 – Roteamento sem contenc¸a˜o: rede com treˆs roteadores (R1,
R2, and R3) no time slot s = 2, com as correspondentes tabelas de
slots (T1, T2, and T3). Fonte: adaptado de (GOOSSENS; DIELISSEN;
RADULESCU, 2005).
Circuitos virtuais sa˜o definidos como caminhos entre um nodo
ate´ outro atrave´s de um nu´mero de saltos na rede (hops). As garan-
tias temporais sa˜o fornecidas por circuitos virtuais, atribuindo-lhes um
nu´mero de intervalos de tempo dentro de um per´ıodo. Um bloco de da-
dos em um nodo de origem espera por um time slot dedicado e quando
ele chega o pacote e´ encaminhado de um roteador para outro, em um
time slot sequencial, sem bloqueio ou tempo de espera adicional.
Assim como a rede Nostrum, a rede Æthereal suporta tanto flu-
xos com garantia de servic¸os (GS) ou melhor esforc¸o (BE). Fluxos GS
sa˜o tratados pelo mecanismo de roteamento baseado na alocac¸a˜o de
slots, enquanto que os fluxos BE sa˜o roteados por um mecanismo con-
vencional de roteamento wormhole, e a arbitragem e´ feita por um algo-
ritmo round-robin. Os fluxos BE utilizam o conceito de roteamento na
origem, no qual o cabec¸alho do pacote (header) conte´m o caminho de
roteamento, desde a origem ate´ o seu destino. Cada roteador remove os
bits necessa´rios (log2N , sendo que N e´ o tamanho da rede N ×N) da
informac¸a˜o do caminho para determinar para qual canal de sa´ıda o pa-
cote deve ser direcionado. Devido a na˜o existeˆncia de mu´ltiplas classes
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de buffers, os pacotes BEs podem sofrer deadlock. Uma estrate´gia de
roteamento apropriada deve ser feita em tempo de projeto para evitar
tal problema.
Para aumentar a reutilizac¸a˜o de recursos, a rede Æthereal per-
mite que fluxos BEs utilizem time slots na˜o reservados para fluxos
priorita´rios, assim como os time slots reservados, pore´m na˜o utilizados
momentaneamente pelos fluxos GS. Os roteadores BEs tem a menor
prioridade, o que significa que um canal so´ pode ser utilizado por um
fluxo BE quando na˜o houver fluxo GS fazendo uso do mesmo.
A Figura 16 apresenta um diagrama com os principais blocos
funionais do roteador da Æthereal. Naquela Figura, os fluxos BEs
compartilham com os fluxos GS os canais de comunicac¸a˜o entre os ro-
teadores. Os fluxos GS na˜o sa˜o tratados pelo Analisador de Cabec¸alho
(Header Parsing Unit - HPU naquela Figura), porque eles possuem
reserva garantida de slots em tempo de projeto. A Unidade de Re-
configurac¸a˜o na Figura 16 e´ logicamente separada do roteador, e tra-
tada como se fosse um outro canal de sa´ıda do roteador. Um roteador
(N+1)×(N+1) associado a uma RCU efetivamente implementam um
roteador (N ×N). A func¸a˜o da unidade RCU e´ programar as tabelas
de slots, de modo a garantir que as filas BEs na˜o sofrera˜o overflow. Tal
programac¸a˜o e´ baseada no conceito de fluxo baseado em cre´ditos. Buf-
fers dispon´ıveis nos adaptadores de rede armazenam pacotes de dados
em filas e cre´ditos sa˜o enviados do roteador de destino para o rotea-
dor de origem quando existem espac¸o suficiente para armazenar mais
pacotes, evitando assim um buffer overflow
2.5.1 Propriedades para ana´lise de WCL
A Æthereal e´ baseada no conceito de per´ıodos de time slots e
no escalonamento destes time slots. Isto implica que um per´ıodo de
um escalonamento e´ seguidamente repetido. Para um circuito virtual,
considerando um per´ıodo de P time slots, p como o nu´mero de slots
que podem ser alocados para o circuito. As propriedades do tempo de
execuc¸a˜o dependem de paraˆmetros de projeto, como profundidade do
pipeline em cada roteador (B), a durac¸a˜o de um time slot em ciclos de
relo´gio (s) e o nu´mero de flits que constituem o pacote (f).
Tempo de espera - para que um pacote de dados seja transmi-
tido atrave´s de um circuito virtual, ele precisa aguardar pela chegada
do slot de tempo correspondente. Se o circuito virtual possui p time


























Figura 16 – Arquitetura interna do roteador da Æthereal. Fonte: adap-
tado de (GOOSSENS; DIELISSEN; RADULESCU, 2005).
de relo´gio, sendo que p varia entre os limites [1;P ]. O tempo de espera
e´ afetado pela posic¸a˜o de diferentes time slots atribu´ıdos a um circuito
virtual dentro de um per´ıodo. O tempo Twait;req = (P − p).s e´ um
limite de pior caso, com p time slots.
Lateˆncia - a lateˆncia de um pacote em cada roteador e´ func¸a˜o
da profundidade do pipeline (B), o qual e´ igual a durac¸a˜o de um time
slot em ciclos de relo´gio (s), e do nu´mero de flits do pacote (f). Na˜o ha´
espera nos roteadores, pois cada flit e´ encaminhado imediatamente para
o pro´ximo roteador. Portanto, a lateˆncia de um pacote, considerando
h roteadores no caminho entre a origem do pacote ate´ o seu destino, e´
dada por Tlatency = h.B + f ciclos de relo´gio.
Vaza˜o - em termos de vaza˜o, o escalonamento e´ organizado em
per´ıodos de P time slots e a vaza˜o de um circuito depende dos time slots
que ele possui. Com p time slots alocados para um circuito virtual,
p pacotes podem ser injetados na rede em um per´ıodo. Assim, um
circuito pode alcanc¸ar a vaza˜o total de p/(P.s) pacotes por ciclo de




A rede Ætheral oferece uma lateˆncia para a transmissa˜o de pa-
cotes proporcional ao nu´mero de roteadores no caminho entre a origem
e o destino de tais pacotes. Algum tempo de espera tem de ser consi-
derado no in´ıcio da transmissa˜o, o qual depende do per´ıodo do TDM.
Como rede TDM, ela e´ fortemente baseada na noc¸a˜o de tempo. A vaza˜o
e´ inversamente proporcional ao per´ıodo do TDM e possui dependeˆncia
da reserva de time slots. De acordo com os seus autores, uma visa˜o
geral da rede deve ser considerada em todos os seus paraˆmetros. Por
exemplo, o per´ıodo TDM e escalonamento de time slot sa˜o deciso˜es
que afetam todo o tra´fego da rede. Portanto o seu uso em sistemas de
tempo real exige uma ana´lise esta´tica em tempo de projeto para poder
oferecer garantias temporais para o sistema.
2.5.3 Evoluc¸a˜o da rede Æthereal
O artigo intitulado “Trade-offs in the design of a router with both
guaranteed and best-effort services for Networks-on-Chip”, apresentado
por (RIJPKEMA et al., 2003), e´ a primeira publicac¸a˜o sobre a estrutura
de um roteador da rede Æthereal. O artigo discute as questo˜es de fluxos
com garantia de vaza˜o (em ingleˆs Guaranteed Throughput - GT ) e fluxos
tratados com a pol´ıtica de melhor esforc¸o (em ingleˆs Best Effort - BE ).
No artigo os autores discutem tambe´m a relac¸a˜o custo-benef´ıcio entre
complexidade do hardware e eficieˆncia dos roteadores para justificar as
escolhas feitas para o roteador da rede. A primeira versa˜o da rede foi
implementada em tecnologia de 130 nm. Um roteador da rede ocupou
uma a´rea de 26 mm2, com uma largura de banda de 80 Gbps.
Os autores (RADULESCU et al., 2005) apresentaram no artigo “An
efficient on-chip NI offering guaranteed services, shared-memory abs-
traction, and flexible network configuration” uma interface de rede (NI)
para a rede Æthereal. A NI desacopla “computac¸a˜o” de “comunicac¸a˜o”,
atrave´s da oferta de uma abstrac¸a˜o de memo´ria compartilhada, que e´
independente da implementac¸a˜o da rede. Aqueles autores adotaram um
protocolo transaction based para alcanc¸ar compatibilidade com os pro-
tocolos de barramento existentes, como AXI, OCP, e DTL. A NI tem
uma arquitetura modular, que permite instanciac¸a˜o flex´ıvel. Ela for-
nece tanto vaza˜o garantida quanto melhor esforc¸o atrave´s de conexo˜es
espec´ıficas. Uma instaˆncia desta interface de rede com quatro portas
ocupou uma a´rea de 0,25 mm2 adotando uma tecnologia de 130 nm, com
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capacidade de operac¸a˜o em 500 MHz.
A publicac¸a˜o do artigo “Æthereal network on chip: concepts,
architectures, and implementations” pelos autores (GOOSSENS; DIELIS-
SEN; RADULESCU, 2005) e´ uma s´ıntese dos trabalhos desenvolvidos an-
teriormente, no qual o nome da rede e´ oficializado na comunidade ci-
ent´ıfica (Æthereal). Basicamente, o artigo apresenta um detalhamento
do funcionamento dos roteadores e da rede, baseada em TDM. As in-
formac¸o˜es sobre o funcionamento da rede que foi apresentado no in´ıcio
desta sec¸a˜o foram obtidos neste artigo.
No artigo “Trade-Offs in the Configuration of a Network on Chip
for Multiple Use-Cases” os autores (HANSSON; GOOSSENS, 2007) ex-
ploram computac¸a˜o reconfigura´vel com o uso de NoC. Para mitigar
a complexidade na programac¸a˜o dos muitos registros que controlam
a NoC de sistemas baseados em computac¸a˜o reconfigura´vel, aqueles
autores apresentam no artigo uma abstrac¸a˜o sob a forma de uma bibli-
oteca de configurac¸a˜o. A biblioteca foi chamada de Æthereal Run-Time
(ART) library. Uma premissa desta biblioteca e´ deixar o sistema mo-
dificado em um estado consistente, a partir do qual operac¸a˜o normal
pode continuar. Neste artigo aqueles autores tratam das instalac¸o˜es
para controlar a mudanc¸a em NOC reconfigura´vel. Mostram as adic¸o˜es
arquiteturais e as muitas relac¸o˜es de custo-benef´ıcio na concepc¸a˜o de
uma biblioteca de tempo de execuc¸a˜o para uma NoC quando usada em
computac¸a˜o reconfigura´vel. No artigo foram feitas ana´lises qualitativas
e quantitativas para avaliar o desempenho, os requisitos de memo´ria, a
previsibilidade e reutilizac¸a˜o das diferentes implementac¸o˜es.
O artigo “A Unified Approach to Mapping and Routing on a
Network-on-Chip for Both Best-Effort and Guaranteed Service Traf-
fic”, apresentado pelos autores (HANSSON; GOOSSENS; RADULESCU,
2007), trata do mapeamento de nu´cleos em uma NoC, utilizando a
rede Æthereal como plataforma de validac¸a˜o. Uma das etapas fun-
damentais no design baseado em Network-on-Chip e´ o mapeamento
espacial de nu´cleos e o encaminhamento da comunicac¸a˜o entre esses
nu´cleos. Soluc¸o˜es para os problemas de mapeamento e roteamento pri-
meiro mapeiam nu´cleos conhecidos e em seguida a comunicac¸a˜o, nor-
malmente usando func¸o˜es objetivos separadas e, eventualmente con-
flitantes. Neste artigo, aqueles autores apresentaram um algoritmo
de objetivo-u´nico chamado de UMARS+ (acroˆnimo do ingleˆs Unified
MApping, Routing, and Slot allocation). Segundo os seus autores, a
relac¸a˜o complexidade-tempo da UMARS+ e´ baixa e os resultados ex-
perimentais indicaram um tempo de execuc¸a˜o de 20% maior do que a
selec¸a˜o de convencional de um caminho de comunicac¸a˜o. Os autores
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tambe´m aplicaram o algoritmo para um decodificador MPEG System-
on-Chip, reduzindo a a´rea em 33%, a dissipac¸a˜o de energia por 35%,
e a lateˆncia de pior caso reduzida por um fator de quatro sobre uma
abordagem tradicional de projeto.
Os autores (GOSSENS; BENNEBROEK; HUR; WAHLAH, 2008) pro-
puseram no artigo “Hardwired Networks on Chip in FPGAs to Unify
Functional and Configuration Interconnects” que as redes em chip (NoC)
sejam interconectadas dentro de um FPGA (acroˆnimo do ingleˆs Field
Programmable Gate Array) por um nu´mero maior de conexo˜es fixas.
Apesar de algumas a´reas do FPGA terem uma func¸a˜o fixa, esta perda
de flexibilidade e´ compensada por outros benef´ıcios. Neste artigo os au-
tores oferecem uma visa˜o detalhada da arquitetura de NoC proposta,
sua configurac¸a˜o e programac¸a˜o. Segundo eles, o esquema proposto
melhora o tempo de gerac¸a˜o do arquivo de configurac¸a˜o do FPGA, co-
nhecido como bitstream. Ale´m disso, a configurac¸a˜o e programac¸a˜o da
NoC proposta e´ muito mais ra´pida do que quando se utiliza uma NoC
convencional. Aqueles autores utilizaram a rede Æthereal para realizar
comparac¸o˜es com a NoC proposta.
Os autores (GOOSSENS; MHAMDI; SENIN, 2009) propuseram no
artigo “Internet-Router Buffered Crossbars Based on Networks on Chip”
usar uma rede multi-hop em um chip (NoC) em substituic¸a˜o ao uso de
crossbar na interconexa˜o intra-chip. Como benef´ıcios do uso de uma
NoC multi-hop, os autores destacaram a velocidade de conexa˜o devido
a possibilidade de arbitragem distribu´ıda, a carga equilibrada devido a
possibilidade de distribuic¸a˜o de fluxos por caminhos alternativos, a es-
calabilidade do sistema, entre outros. Os autores montaram proto´tipos
de NoCs 32 × 32 utilizando tecnologia de 65 nm. Segundo aqueles
autores, os proto´tipos podem operar na frequeˆncia de 413 MHz.
O artigo “A quantitative evaluation of a Network on Chip design
flow for multi-core consumer multimedia applications”, publicado pe-
los autores (HANSSON; GOOSENS, 2011), e´ focado em Network-on-Chip
voltadas para aplicac¸o˜es de tempo real. A preocupac¸a˜o dos autores e´
que muitas aplicac¸o˜es teˆm requisitos de tempo real r´ıgido ou requisitos
mais flex´ıveis, pore´m todos eles exigem alguns limites sobre a lateˆncia
e taxa de transfereˆncia dos dados na rede. Para acomodar o nu´mero
crescente de requisitos de aplicac¸a˜o, a NoC deve oferecer escalabilidade
no n´ıvel f´ısico, arquitetoˆnico e funcional. Como a principal contribuic¸a˜o
deste trabalho, os autores demonstraram um fluxo completo de projeto
de interconexa˜o operacional para mu´ltiplas aplicac¸o˜es em tempo real, e
quantitativamente avaliaram a escalabilidade funcional em dois proje-
tos industriais de larga escala. Os autores ilustraram os passos do fluxo,
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desde a especificac¸a˜o de requisitos para todos os meios de simulac¸a˜o dos
arquivos de netlist sintetizados nas tecnologias conhecidas como low-
power standard-cell technology de 90 nm e 65 nm. A rede Æthereal foi
usada como refereˆncia naqueles experimentos. Os autores demonstra-
ram que o fluxo de projeto de interconexa˜o oferece escalabilidade em
n´ıvel f´ısico, arquitetura, assim como em n´ıvel funcional.
No artigo “The aethereal network on chip after ten years: goals,
evolution, lessons, and future” os autores (STEFAN; GOOSSENS, 2011)
fazem uma retrospectiva sobre a rede Æthereal. Eles avaliam as metas
iniciais proposta para a rede e discutem o que foi atingido ate´ o ano de
2011, ano da publicac¸a˜o do artigo. Os autores fazem perguntas como:
sera´ que as metas propostas no in´ıcio de 2001 sera˜o cumpridas? O que
resta dos conceitos iniciais? Neste trabalho, os autores respondem estas
e outras questo˜es, avaliam diferentes implementac¸o˜es, com base em uma
nova me´trica de projeto: ana´lise de custos. O artigo e´ finalizado com
questo˜es ainda em aberto e direc¸o˜es futuras.
A Figura 17 mostra a linha do tempo dos artigos aqui apresen-
tados. Note que foram inclu´ıdos na figura os artigos relativos as rede
Aelite e dAElite, ambas sa˜o evoluc¸o˜es da rede Æthereal para resol-
ver problemas espec´ıficos que estavam em aberto nesta rede. As duas
sec¸o˜es que seguem fazem um detalhamento destas redes, Aelite e dA-
Elite. Aquelas sec¸o˜es na˜o tera˜o uma subsec¸a˜o para tratar da evoluc¸a˜o
de cada uma delas, uma vez que tais redes na˜o tiveram publicac¸o˜es
posteriores a`quelas citadas no in´ıcio de cada sec¸a˜o.
2.6 AELITE
A rede Aelite foi proposta por Andreas Hanson and Kees Go-
ossens (STEFAN; GOOSSENS, 2011) e e´ uma versa˜o da rede Æthereal
que oferece apenas mecanismos para o tratamento de fluxos GS, apre-
sentando desta forma roteadores com menor uso de recursos de sil´ıcio.
Diferente de outras redes TDM, a Aelite permite tanto o uso de canais
meso´cronos como ass´ıncronos, oferecendo desta forma uma escalabili-
dade em n´ıvel f´ısico. Segundo os seus autores, a escalabilidade funcional
e´ conseguida atrave´s de aplicac¸o˜es completamente isoladas, aliada ao
fato de ter uma arquitetura de roteador que na˜o limita o nu´mero de
n´ıveis de servic¸o ou de conexo˜es.
O roteador da rede Aelite, apresentado na Figura 18, consiste de
treˆs esta´gios de pipeline, correspondendo a um tamanho de flit de treˆs
palavras. O primeiro esta´gio sincroniza os dados de entrada. Em se-
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Figura 17 – Linha do tempo das publicac¸o˜es relacionadas com a rede
Æthereal.
guida, um bloco Analisador de Cabec¸alho, similar ao usado no roteador
da rede Æthereal (Header Parsing Unit - HPU na Figura 18), deter-
mina o canal de sa´ıda baseado no caminho informado no cabec¸alho do
pacote. A Sa´ıda selecionada permanece a mesma ate´ o recebimento do
bit de Fim de Pacote (End-of-Packet - EoP) Diferente da arquitetura
da Æthereal, os bits de valid e EOP sa˜o sinais de controle expl´ıcito e
na˜o precisam ser decodificados, o que remove o bloco HPU do caminho
cr´ıtico dentro do roteador. Os nu´meros de canais de sa´ıda sa˜o codifica-
dos de modo one-hot4 antes de serem encaminhados a` crossbar, o que
determinada as conexo˜es entre canais de entrada e de sa´ıda. Com isso,
treˆs ciclos de clock apo´s um flit ser sido apresentado a um roteador, ele
aparece no canal de sa´ıda, conforme indicado por uma seta em linhas
pontilhada no alto da Figura 18.
O roteador da Aelite e´ parametriza´vel apenas em seu nu´mero de
bits do canal de dados, nu´mero de canais de entrada e nu´mero de canais
4Em circuitos digitais, one-hot refere-se a` um grupo de bits de entre os quais as
combinac¸o˜es legais dos valores sa˜o apenas aqueles com um u´nico bit em n´ıvel lo´gico




























Figura 18 – Estrutura interna do roteador da Aelite. Fonte: adaptado
de (HANSSON et al., 2009).
de sa´ıda (estes dois u´ltimos podem ser diferentes entre s´ı). Na˜o ha´ ta-
bela de roteamento no roteador e ha´ apenas um buffer com capacidade
de armazenamento de uma palavra (word) nos canais de entrada. Ale´m
disso, na˜o ha´ arbitragem no roteador, porque a contenc¸a˜o de recursos
e´ eliminada atrave´s de um escalonamento dos flits feito em tempo de
projeto (off-line).
A arquitetura do canal da rede Aelite consiste de uma FIFO bi-
s´ıncrona e de uma ma´quina de estados (Finite State Machine - FSM,
como mostrado na Figura 19. A FIFO ajusta as diferenc¸as de fase
entre os sinais de clock de escrita e de leitura, enquanto que a ma´quina
de estados controla o fluxo de dados no canal. Os autores da Aelite
consideraram que a diferenc¸a entre o clock de escrita e o de leitura e´
no ma´ximo metade de um ciclo de clock, ale´m de considerarem que
as memo´rias FIFO possuem um atraso no encaminhamento dos dados
menor que o nu´mero de palavras em um flit (de um a dois ciclos) e
taxa nominal de uma palavra por ciclo de clock.
A ma´quina de estados apresentada na Figura 19 garante que
sa˜o necessa´rios sempre treˆs ciclos de clock (no domı´nio do clock de
leitura) para um flit atravessar o canal. Conforme ilustrado naquela
Figura por uma seta pontilhada, esta manipulac¸a˜o de flits introduz
uma lateˆncia adicional. No entanto os treˆs ciclos sa˜o suficientes para
absorver a lateˆncia da FIFO e a diferenc¸a de fase entre os sinais de clock
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Figura 19 – Estrutura interna do link da Aelite. Fonte: adaptado de
(HANSSON et al., 2009).
tida dentro de certos limites, a FIFO e´ definida com uma capacidade
de armazenamento suficiente para nunca ficar completamente cheia (4
palavras).
Para permitir que as interfaces de rede (NI) e os roteadores da
rede pudessem trabalhar com canais ass´ıncronos, os autores da Aelite
encapsularam os elementos da rede com um wrapper, como no exemplo
apresentado na Figura 20. O wrapper trabalha de forma s´ıncrona,
pore´m deixando a complexidade no tratamento do domı´nio de clock
para os canais de comunicac¸a˜o. Ele consiste de uma interface de canal
(Port Interface - PI), um controlador para tal interface de canal (Port
Interface Controller - PIC) e o elemento da rede em si, que no caso
daquela Figura e´ um roteador.
Cada canal do roteador e´ gerenciado por um bloco PI separado.
Na Figura 20 os blocos PI relativos aos canais de entrada recebem a
denominac¸a˜o de IPI, enquanto que os canais de sa´ıda sa˜o representados
por OPI. Cada IPI e OPI e´ constitu´ıdo de uma FIFO s´ıncrona e associ-
ada a um contador. Na IPI o contador registra quantas palavras esta˜o
presentes na FIFO. Por outro lado, o contador dispon´ıvel nas interfaces
OPI refletem quanto espac¸o ainda na˜o foi reservado na FIFO de sa´ıda.
Portanto, o contador em uma OPI e´ decrementado ta˜o logo um dado
da FIFO tenha sido encaminhado para o roteador, ao inve´s de registrar
a chegada de novo dado na FIFO. As interfaces IPI e OPI sinalizam o
controlador PIC quando ao menos um flit ou um espac¸o para um flit







































Figura 20 – Estrutura interna do wrapper da rede Aelite. Fonte: adap-
tado de ().
sincronismo na transfereˆncia de flits atrave´s do roteador.
2.6.1 Propriedades para ana´lise de WCL
De acordo com os autores da rede Aelite, ela possui as mesmas
propriedade para ana´lise de WCL que a rede Æthereal (MLA, 2012).
Por este motivo, o Tempo de espera, a vaza˜o e a lateˆncia na˜o sera˜o
tratados nesta subsec¸a˜o, pois tais valores sa˜o similares aos apresentados
na Subsec¸a˜o 2.5.1.
2.6.2 Resumo
A rede Aelite oferece escalabilidade em n´ıvel f´ısico, arquitetural e
funcional. Diferente de sua antecessora, a rede Æthereal, ela trata ape-
nas de fluxos GS. Como vantagens da rede Aelite sobre a rede Æthereal,
destaca-se sua a capacidade de interconectar nu´cleos atrave´s de canais
meso´cronos ou ass´ıncronos, ale´m de apresentar um menor custo de
sil´ıcio. Pore´m, uma deficieˆncia na abordagem adotada no tratamento
de canais ass´ıncronos e´ a necessidade da rede operar obrigatoriamente
na mesma frequeˆncia que a interface de rede (NI) mais lenta colocada
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na rede. Este fato precisa ser levado em considerac¸a˜o se o sistema for
de tempo real.
2.7 DAELITE
A rede dAelite foi proposta por Angelo Ambrose et al. (GOOS-
SENS; DIELISSEN; RADULESCU, 2012) como uma NoC que oferece lar-
gura de banda e lateˆncia garantidas garantidas por conexa˜o, ale´m de
comunicac¸a˜o multicast e tempo de conexa˜o mais baixo. A largura de
banda, lateˆncia e comunicac¸a˜o multicast sa˜o alcanc¸ados devido ao uso
de mecanismo de conexa˜o TDM. De fato, a dAelite e´ uma rede baseada
na tecnologia da rede Æthereal e o tempo de conexa˜o e´ o seu principal
diferencial em relac¸a˜o a`s redes TDM que a antecederam (Æthereal e
Aelite).
Tanto a rede Ælite como Aelite necessitam que os nu´cleos co-
nectados naquelas redes requisitem as conexo˜es TDM necessa´rias para
realizar suas transfereˆncias de dados, demandando um tempo adicional
antes que a comunicac¸a˜o esteja estabelecida apenas para a transfereˆncia
de dados. Tais requisic¸o˜es esta˜o relacionadas aos seguintes tempos: (i)
o tempo gasto para ter acesso a` rede; (ii) o tempo de envio de uma re-
quisic¸a˜o de transfereˆncia de dados atrave´s da rede; e (iii) o tempo para
enviar a resposta atrave´s da rede, de volta para o nodo requisitante.
Alem disso, uma vez que um determinado nu´cleo na˜o necessita mais
de uma conexa˜o para transferir seus dados, ele devem liberar o canal
alocado, gerando nova troca de dados para a desconexa˜o.
A Figura 21 mostra um exemplo de plataforma que foi concebida
pelos autores da rede dAelite para lidar com os tempos de alocac¸a˜o
e desconexa˜o de canais de comunicac¸a˜o. Naquela Figura, os nu´cleos
sa˜o conectados a` interface de rede atrave´s de barramentos locais e
representados por retaˆngulos com a letra S, os quais fazem a multi-
plexac¸a˜o/demultiplexac¸a˜o dos dados a serem enviados ou recebidos de
outros nu´cleos tambe´m conectados na rede.
O mecanismo de configurac¸a˜o da rede foi implementado como
uma rede dedicada para broadcast com uma topologia em a´rvore, com
canais de comunicac¸a˜o operando em paralelo a um sub-conjunto dos
canais normais de rede de dados. Um nu´cleo, denominado de host,
tem o controle exclusivo sobre a infraestrutura de configurac¸a˜o atrave´s
de um mo´dulo de configurac¸a˜o. O conjunto de canais que formam a
a´rvore de configurac¸a˜o e´ escolhido de forma a minimizar a distaˆncia do


























canal de configuração para frente
canal de configuração reversa
Figura 21 – Exemplo de uma plataforma com a rede dAelite. Fonte:
adaptado de (GOOSSENS; DIELISSEN; RADULESCU, 2012).
usada para estabelecer as conexo˜es de dados atualizando as tabelas de
slots dentro dos roteadores e interfaces de rede (NI), para configurar e
ler o estado das interfaces de redes e para configurar os barramentos
adjacentes a rede.
Os canais de configurac¸a˜o consistem de uma conexa˜o de enca-
minhamento, representada por setas com treˆs trac¸os e dois pontos na
Figura 21, e outra conexa˜o reversa, representada por setas pontilhadas
na mesma Figura. A conexa˜o de encaminhamento e´ do tipo broadcast,
ou seja, cada nodo encaminha os dados recebidos em seus canais de
entrada para todos os seus canais de sa´ıda. A resposta converge para
o caminho da conexa˜o reversa na mesma estrutura da a´rvore. Na˜o ha´
arbitragem no caminho de resposta e, como resultado, uma pol´ıtica de
apenas uma requisic¸a˜o ativa por vez e´ aplicada para a rede.
A estrutura do roteador da rede dAelite e´ apresentada na Figura
22. O mecanismo de roteamento e´ distribu´ıdo e cada roteador conte´m
uma tabela de slot para armazenar o escalonamento TDM. Pacotes que
chegam sa˜o roteados de acordo com esta tabela de roteamento. Devido
a` inexisteˆncia de contenc¸a˜o que o mecanismo TDM da rede apresenta,
na˜o ha´ necessidade de controle de fluxo em n´ıvel de canal. Um sub-
mo´dulo de configurac¸a˜o interpreta as mensagens recebidas atrave´s dos
canais de configurac¸a˜o e atualiza as tabelas. Os roteadores tambe´m
sa˜o nodos na a´rvore de broadcast de configurac¸a˜o, e eles encaminham































Figura 22 – Estrutura interna do roteador da rede dAelite. Fonte:
adaptado de (GOOSSENS; DIELISSEN; RADULESCU, 2012).
A lateˆncia da rede dAelite e´ fixada em dois ciclos por roteador,
sendo um ciclo para o canal transversal e um para a crossbar transver-
sal. Os dados sa˜o enta˜o armazenados duas vezes dentro do roteador.
Por motivos de simetria, os dados tambe´m sa˜o armazenados duas vezes
em cada hop de configurac¸a˜o da rede.
2.7.1 Propriedades para ana´lise de WCL
Assim como a rede Aelite, a rede dAelite pode ser vista como
uma evoluc¸a˜o da rede Æthereal, pois todas elas sa˜o baseadas nos mes-
mos conceitos de alocac¸a˜o temporal e roteamento livre de contenc¸o˜es.
A diferenc¸a esta´ no fato da dAelite possuir canais espec´ıficos para esta-
belecer conexo˜es e que trabalham em paralelo com os canais de trans-
fereˆncia de dados na rede. Desta forma, o estabelecimento de conexa˜o
ou desconexa˜o podem ser planejados de modo a minimizar o tempo to-
tal de conexa˜o. Assim, como a configurac¸a˜o pode ser estabelecida em
paralelo a` operac¸a˜o da rede, isto resulta em um tempo de espera nulo
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para acessar a rede. Portanto os paraˆmetros Twait;req e Twait;reply sa˜o
zero.
Os demais paraˆmetros, lateˆncia e vaza˜o, sa˜o os mesmos da rede
Æthereal. Por este motivo, eles na˜o sera˜o tratados nesta subsec¸a˜o, pois
sa˜o similares aos apresentados na Subsec¸a˜o 2.5.1.
2.7.2 Resumo
O principal benef´ıcio apresentado pela rede dAelite em relac¸a˜o
a`s suas predecessoras Æthereal e Aelite, e´ a reduc¸a˜o no tempo de esta-
belecimento de conexa˜o e desconexa˜o de canais do TDM. Tal reduc¸a˜o
esta´ baseada no uso de canais de comunicac¸a˜o espec´ıficos, de modo
que a rede opera de modo paralelo, entre estabelecimento de conexa˜o
e transfereˆncia de dados. De acordo com os seus autores, Angelo Am-
brose et al. (GOOSSENS; DIELISSEN; RADULESCU, 2012), apesar de uti-
lizar mais canais para minimizar os tempos de conexa˜o e desconexa˜o, a
rede dAelite apresenta um baixo consumo de recursos de sil´ıcio, quando
comparada com as soluc¸o˜es da Æthereal e Aelite.
2.8 RESUMO DOS TRABALHOS RELACIONADOS
A partir das informac¸o˜es apresentadas na Sec¸a˜o 3.3, e´ poss´ıvel
concluir que a contribuic¸a˜o de uma NoC no tempo total de execuc¸a˜o
de uma aplicac¸a˜o que esteja sendo executada em um dos no´s da rede
pode ser baseada em treˆs me´tricas:
• a lateˆncia de um pacote para atravessar a rede de um ponto a
outro;
• a vaza˜o da rede, como a taxa na qual pacotes podem ser inseridos
na rede em um ciclo de relo´gio (ou clock); e
• o tempo de espera (Twait;req/Twait;reply) ate´ que o acesso a` rede
possa ser efetivado.
Um conjunto de NoCs que compo˜em o estado da arte em redes
com previsibilidade de lateˆncia foi analisado neste Cap´ıtulo, levando
em conta as treˆs me´tricas acima citadas. Para oferecer tal previsibili-
dade, os autores das rede analisadas empregaram te´cnicas que oferecem
alguma forma de conexa˜o fim-a-fim. De um modo geral, tais te´cnicas
esta˜o relacionadas a roteadores na˜o bloqueantes com controle de fluxo
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e chaveamento de circuitos, algumas vezes adotando mecanismos de
Multiplexac¸a˜o por Divisa˜o de Tempo (Time Division Multiplexing -
TDM).
As redes SoCBUS e 4S sa˜o exemplos de NoCs que adotam a
abordagem de chaveamento de circuitos. As conexo˜es, quando esta-
belecidas, na˜o compartilham os recursos alocados para estabelecer tais
conexo˜es, de modo que as garantias de tempo real podem facilmente
ser atendidas para os fluxos que trafegam naqueles circuitos. Pore´m, o
na˜o compartilhamento de recursos alocados podem resultar em baixa
utilizac¸a˜o dos recursos da rede.
A te´cnica de TDM e´ uma outra opc¸a˜o de chaveamento de cir-
cuitos, empregadas nas redes Æthereal e Nostrum. Esta te´cnica im-
plementa um conceito de chaveamento de circuitos virtuais,o que pode
resultar em um melhor aproveitamento dos recursos da rede. Na imple-
mentac¸a˜o de TDM e´ necessa´rio uma noc¸a˜o de tempo comum para toda
a rede, e este e´ um desafio que consiste em preservar a sincronizac¸a˜o de
todo o projeto do SoC. Para lidar com este problema, canais meso´cronos
foram utilizados por aquelas redes.
Uma alternativa ao chaveamento de circuitos foi apresentada pe-
los autores da rede MANGO. Eles apresentaram o conceito de rotea-
dores na˜o bloqueantes com controle de taxa, no qual os pacotes sa˜o
arbitrados e priorizados localmente nos roteadores para atingir as ga-
rantias temporais necessa´rias para os fluxos.
As informac¸o˜es sobre as redes que foram apresentadas neste
cap´ıtulo foram organizadas na Tabela 1. A lista de paraˆmetros a seguir
(Legenda) apresenta a definic¸a˜o de cada paraˆmetro ou s´ımbolo usado
naquela Tabela.
Legenda:
∗ CC - Chaveamento de Circuitos.
‡ RNB - Roteador sem bloqueio.
h - nu´mero de saltos (hops) entre roteadores em um caminho na rede.
B - tamanho do buffer nos roteadores.
n - nu´mero de pacotes em uma transac¸a˜o.
f - nu´mero de flits em um pacote.
b - nu´mero de bits em um pacote.
l - pistas (lanes) alocadas para um circuito virtual.
L - tamanho das lanes em bits.
t - containers alocados para um canal virtual.
T - tamanho ma´ximo de um caminho, ida e volta (loop).
p - time slots alocados para um circuito virtual.
P - per´ıodo dos time slots em um escalonamento.
s - durac¸a˜o de um time slot em ciclos de clock.




























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































3 MODELAGEM DE REDE PARA FLUXOS DE
MELHOR ESFORC¸O EM SISTEMAS DE TEMPO
REAL
Sistemas de tempo real que utilizam redes para a` conexa˜o de
mu´ltiplos processadores precisam levar em conta que a lateˆncia de co-
municac¸a˜o entre dois pontos quaisquer da rede na˜o e´ necessariamente
constante. Por exemplo, uma tarefa em execuc¸a˜o em um processador
conectado em um nodo da rede podera´ experimentar lateˆncias diferen-
tes ao acessar um determinado recurso externo ao processador e conec-
tado em outro nodo, devido a` influeˆncia dos diversos fluxos de tra´fego
da rede. Assim, a lateˆncia envolvida na comunicac¸a˜o em uma rede
depende de como ela foi implementada e pode depender tambe´m de in-
terfereˆncias causadas por tra´fegos independentes que circulam na rede.
As Sec¸o˜es que seguem apresentam definic¸o˜es, terminologias e modelos
necessa´rios para a ana´lise de lateˆncia em um sistema de tempo real
que utiliza uma NoC como mecanismo de comunicac¸a˜o entre nu´cleos
de processamento, os quais sa˜o utilizados nas ana´lises da rede proposta
nesta Tese.
3.1 MODELO DE FLUXO DE TRA´FEGO
Define-se aqui que uma NoC compreende um conjunto Γ de n
fluxos de tra´fego Γ = {σ1, σ2, ...σn} e cada fluxo de tra´fego σi e´ formal-
mente representado pela seguinte 7-tupla de atributos:
σi = (vsi, vdi, Pi, Ti, Di, Li, fi) (3.1)
Esta tupla descreve um fluxo de tra´fego σi de um nodo de origem
vsi para um nodo de destino vdi com prioridade Pi, per´ıodo constante
Ti entre transmisso˜es de pacotes sucessivos, deadline para entrega do
pacote Di, lateˆncia de um flit para ser transmitido entre os nodos de
origem e destino na rede Li e tamanho do pacote dado pelo nu´mero de
flits fi que o compo˜em.
Observe que o modelo de fluxo σi na˜o contempla o jitter de
lanc¸amento dos pacotes na rede (JRi ). Neste modelo esta´ sendo as-
sumido que tal jitter e´ nulo, eliminando assim a influeˆncia de atrasos
no envio dos pacotes perio´dicos provocados pelos nu´cleos de proces-
samento, e que esta˜o fora do escopo deste trabalho. Cada fluxo de
tra´fego σi possui um valor nume´rico que define seu n´ıvel de prioridade
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Pi. Todos os pacotes que pertencem ao fluxo σi herdam a mesma pri-
oridade Pi. Assume-se aqui que o fluxo de tra´fego e´ priorizado por
uma pol´ıtica de escalonamento implementada nos roteadores da rede
modelada, e que tal pol´ıtica leva em conta treˆs premissas: (i) pacotes
pressupo˜em a requisic¸a˜o de recursos da rede para serem transmitidos;
(ii) a transmissa˜o de um pacote que ja´ possui recursos alocados na˜o
pode sofrer preempc¸a˜o; e (iii) os recursos da rede devem ser libera-
dos ao finalizar a transmissa˜o de um pacote. A questa˜o sobre qual o
escalonamento adotado na rede esta´ fora do escopo desta ana´lise.
Cada fluxo de tra´fego possui como restric¸a˜o um deadline Di, o
que significa que todos os pacotes pertencentes ao fluxo σi devem ser
entregues do roteador de origem ate´ o roteador de destino dentro do
limite ma´ximo estabelecido por Di, mesmo em situac¸a˜o de congesti-
onamento (pior caso). Ale´m disso, o modelo apresentado tem como
restric¸a˜o que cada fluxo de tra´fego σi deva ter seu deadline menor ou
igual ao seu per´ıodo, ou seja Di ≤ Ti ∀ σi.
Para Buttzzo (BUTTAZZO, 2005) esta condic¸a˜o evita a ocorreˆncia
de “auto-bloqueio”dos recursos pelo fluxo, pore´m na˜o evita que este
fluxo cause a perda de deadline de outros fluxos que necessitam dos
mesmos recursos. A partir do modelo de fluxo de tra´fego represen-
tado pela 7-tupla, e´ poss´ıvel definir uma condic¸a˜o para a qual os flu-
xos pertencentes a` um subconjunto de fluxos, representado por γ =
{σ1, σ2, ...σk} ∈ Γ, e que competem pelos mesmos recursos da rede teˆm
seus deadlines atendidos. Para isso, e´ necessa´rio assumir as seguintes
premissas:
• a largura de banda BW 1 e´ dividida entre os k fluxos que compe-
tem pelos mesmos recursos da rede, de modo igualita´rio (BWi =
BW
k
). Para isso, esta´ sendo considerado que todos os pacotes, de
todos os fluxos pertencentes ao conjunto γ, tem o mesmo tamanho
(ou seja: f1 = f2 = ... = fk);
• na˜o ha´ uso de algoritmos de roteamento adaptativo nos roteadores
da rede, de modo que o caminho de roteamento entre dois nodos
quaisquer da rede e´ sempre o mesmo; e
• os k fluxos pertencentes ao subconjunto γ sa˜o fluxos de melhor
esforc¸o (BE), e por este motivo todos teˆm a mesma prioridade
Pi.
1A largura de banda pode ser definida como a taxa de dados, em bits por segundo,
que a rede aceita por canal de comunicac¸a˜o. (DALLY WILLIAM. J.; TOWLES, 2001)
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Sabendo que cada pacote pertencente a um fluxo σi possui fi
flits, e que cada flit pertencente a` σi compete com flits pertencentes a`
outros k fluxos pelos mesmos recursos da rede para ser enviado de um
nodo vsi ao nodo vdi, enta˜o o tempo ma´ximo para que um pacote seja





Enta˜o, assumindo-se que o tempo ma´ximo para um pacote ser





) ≤ Di (3.3)
a qual define o limite ma´ximo de tempo para que um pacote
pertencente ao fluxo σi seja entregue ao seu nodo de destino.
3.2 ANA´LISE DE LATEˆNCIA
Esta sec¸a˜o apresenta os conceitos ba´sicos de lateˆncia com o ob-
jetivo de tornar claro como o me´todo de intercalac¸a˜o de flits pode ser
adequado para melhorar a lateˆncia me´dia de fluxos com taxa de bits
varia´vel que competem por um mesmo canal de comunicac¸a˜o da rede.
Uma NoC dedicada para plataformas em tempo real deve assegu-
rar garantia de lateˆncia para comunicac¸a˜o individual entre dois nu´cleos
quaisquer na rede. Os autores William J. Dally e Brian Towles (DALLY
WILLIAM. J.; TOWLES, 2001) definem a lateˆncia da rede como sendo
o tempo necessa´rio para que um pacote atravesse a rede, a partir do
momento em que o cabec¸alho do pacote chega ao canal de entrada do
roteador de origem ate´ o momento em que o terminador do pacote sai
pelo canal de sa´ıda do roteador de destino do pacote. Segundo aqueles
autores, a lateˆncia pode ser dividida em dois componentes:




sendo que L e´ a lateˆncia do pacote, Th e´ o tempo necessa´rio para
o cabec¸alho do pacote atravessar a rede e
F
b
e´ o tempo para que o
restante do pacote de comprimento F para atravessar um canal com
largura de banda b. Na auseˆncia de contenc¸a˜o, a lateˆncia de cabec¸alho
pode ser visto como a soma de dois fatores determinados pela topologia:
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o atraso dentro do roteador, e o nu´mero de roteadores em um caminho
entre a origem e destino. Com base nesses dois fatores, a equac¸a˜o 3.4
pode ser reescrita da seguinte forma:




sendo que Hpath e´ o nu´mero de saltos (hopes) no caminho entre
a origem e o destinata´rio do pacote e tr e´ o atraso causado por cada
roteador naquele caminho. Por uma questa˜o de simplificac¸a˜o na ana´lise,
nesta Tese na˜o esta˜o sendo inclu´ıdos nas equac¸o˜es 3.4 e 3.5 os outros
fatores considerados por William J. Dally e Brian Towles como o atraso
inerente aos “fios” que formam os canais f´ısicos, a distaˆncia f´ısica entre
a origem e o destino de um pacote dentro do SoC, ou a velocidade de
propagac¸a˜o dos dados na rede.
3.2.1 Lateˆncia utilizando intercalac¸a˜o de flits
Suponha que ha´ treˆs solicitac¸o˜es para enviar pacotes atrave´s de
um mesmo canal de comunicac¸a˜o no instante t0, como mostrado na
Figura 23(a), e a sequeˆncia de escalonamento para estas solicitac¸o˜es
no instante t0 e´ {pacote 1, pacote 2, pacote 3 }. Define-se aqui a
“intercalac¸a˜o de flits” como sendo o me´todo em que os pacotes de todos
os pedidos sa˜o divididos em flits, e estes flits sa˜o enviados atrave´s do
canal de comunicac¸a˜o, sendo encaminhado um flit de cada pacote a
cada ciclo de transmissa˜o. A intercalac¸a˜o de flits para este exemplo e´
mostrado na Figura 23(b) e um exemplo de chaveamento wormhole e´
mostrado na Figura 23(c).
Note que o tempo para o pacote 3 “atravessar” o canal usando
intercalac¸a˜o de flits e´ (t3 - t0), o qual e´ menor do que o tempo gasto no
chaveamento wormhole. Isso significa que pacotes de tamanhos menores
teˆm lateˆncia me´dia menor quando o me´todo de intercalac¸a˜o de flits e´
utilizado, enquanto os pacotes de tamanho maiores teˆm um acre´scimo
na sua lateˆncia me´dia.
Esta e´ uma relac¸a˜o custo-benef´ıcio quando a intercalac¸a˜o de flits
e´ adotada. Lembre-se que os sistemas abordados neste trabalho teˆm
fluxos com taxa de bits varia´vel, e os pacotes 1, 2, e 3 neste exemplo
devera˜o ter tamanhos de pacotes diferentes ao longo do tempo. Um
exemplo de aplicac¸a˜o multimı´dia com taxa varia´vel de bits e´ apresen-
tado no Cap´ıtulo 6, no qual fluxos multimı´dia com taxa de bits varia´vel







(a) Treˆs pacotes de diferentes flu-













(b) Os flits dos treˆs pacotes sa˜o inter-












(c) Exemplo de um chaveamento
wormhole para os mesmos treˆs pacotes.
Figura 23 – Exemplo de intercalac¸a˜o de flits em um mesmo canal de
comunicac¸a˜o.
3.2.2 Contenc¸a˜o de recursos de rede e a Lateˆncia
Lembre que a Equac¸a˜o 3.5 baseia-se no pressuposto de auseˆncia
de contenc¸a˜o de recursos na rede. A presente Subsecc¸a˜o apresenta uma
avaliac¸a˜o daquela Equac¸a˜o em duas redes hipote´ticas: uma rede com
suporte para fluxos BE e outra baseado na intercalac¸a˜o de flits. Am-
bas as redes foram avaliadas considerando-se va´rios valores de tra´fego
oferecido.
Para redes de melhor esforc¸o, os canais de comunicac¸a˜o sa˜o com-
partilhadas por va´rios fluxos. Foram feitas simulac¸o˜es com a equac¸a˜o
3.5 para as redes hipote´ticas adotando como pressuposto que a rede BE
foi implementada com um a´rbitro round-robin e chaveamento wormhole.
A lateˆncia para um fluxo σi foi calculada de acordo com a seguinte
equac¸a˜o:
L = (Hpath.tr) +
F
|b− boccupied| (3.6)
sendo que |b− boccupied| e´ a largura de banda dispon´ıvel para o
fluxo em ana´lise σi, levando em conta que boccupied da largura de banda
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inteira b foi utilizada por outros fluxos (tra´fego oferecido). Lembre-se
que para o chaveamento wormhole, se um pacote pertencente a um fluxo
σi solicita um canal de comunicac¸a˜o que esta´ sendo usado por outro
pacote pertencente a um fluxo σj , ele deve esperar o pacote pertencente
a σj terminar a transmissa˜o e liberar o canal de comunicac¸a˜o antes de
comec¸ar a sua transmissa˜o.
A expressa˜o de lateˆncia para uma rede hipote´tica baseada na
intercalac¸a˜o de flits deve levar em conta que na˜o ha´ nenhuma reserva
de recursos na rede, como acontece no caso da rede com chaveamento
wormhole, e os flits de um pacote pode ser intercalado com flits de
outros pacotes que estejam requisitando os mesmos recursos de rede.
Assim, a lateˆncia do pacote analisado deve considerar que N pacotes
podem competir em cada roteador no caminho, desde sua origem ate´ o
seu destino (Hpath). Isso significa que, sob o ponto de vista de lateˆncia,
o tamanho do pacote cresce N vezes. Assim, a expressa˜o de lateˆncia e´
dada como segue:




Uma simulac¸a˜o de um SoC usando essas redes hipote´ticas foi
feita com base nas equac¸o˜es 3.6 e 3.7. Isso foi feito considerando-se as
seguintes condic¸o˜es:
• O nu´mero de roteadores no caminho das redes sob ana´lise e´ 4
para ambas;
• O atraso causado por cada roteador em ambas as redes e´ o mesmo,
e foi definido como sendo 3;
• Existem treˆs pacotes pertencentes a fluxos diferentes requisitando
os mesmos recursos da rede, em ambas as redes. Um destes fluxos,
chamado aqui de σi, e´ o fluxo sob ana´lise cujos pacotes possuem
tamanhos fixos de 100 flits, e os outros dois fluxos possuem pa-
cotes com tamanhos varia´veis, com valores entre 0 ate´ 64 flits.
A Figura 24 apresenta os resultados gerados pela simulac¸a˜o com
a equac¸a˜o 3.6 (cor cinza) e Equac¸a˜o 3.7 (cor preta). Como esperado, a
lateˆncia para o σi e´ a mesma, quando na˜o ha´ outros fluxos solicitando
os mesmos recursos da rede (tra´fego oferecido = 0). Com outros dois
fluxos competindo pelos mesmos recursos, a lateˆncia para σi na NoC
baseada na intercalac¸a˜o de flits cresce quase treˆs vezes; no entanto,
mante´m-se constante ate´ o uso ma´ximo da largura de banda. Por outro
lado, a lateˆncia de σi na rede de melhor esforc¸o cresce consideravelmente
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quando a carga oferecida a` rede e´ cerca de 70%, como resultado de
congestionamento da rede para o fluxo em ana´lise. O resultado para
a rede baseada na intercalac¸a˜o de flits era esperado porque a lateˆncia
depende do nu´mero de flits do fluxo em ana´lise, e da quantidade de
fluxos que requerem os mesmos recursos, como mostrado na equac¸a˜o
3.7 e representado de modo gene´rico na Figura 23(b).
Figura 24 – Simulac¸a˜o de latencia em func¸a˜o do tra´fego oferecido para
uma rede hipote´tica BE e outra baseada na intercalac¸a˜o de flits.
Resultado semelhante foi apresentado por (VAN DEN BRAND et
al., 2007), como mostra a Figura 25. Aqueles autores realizaram experi-
mentos relacionando a lateˆncia da rede de uma conexa˜o BE em func¸a˜o
do tra´fego oferecido medido para uma u´nica ligac¸a˜o na NoC Æthereal.
O gra´fico mostra que a lateˆncia e´ pequena e quase constante ate´ um
determinado ponto, apo´s o qual a lateˆncia cresce abruptamente. Este
ponto fica em torno de 50% da carga oferecida, antes de saturar. Nesse
exemplo, a lateˆncia satura em um valor abaixo de 500 ns (em torno
de 1200 MB/s) e, segundo aqueles autores, isto acontece porque filas
(buffers) entre as unidades de processamento e interfaces de rede na˜o
foram levados em conta na ana´lise.
Com base nas informac¸o˜es expostas nesta sec¸a˜o, e´ poss´ıvel afir-
mar que o me´todo de intercalac¸a˜o de flits pode reduzir a lateˆncia me´dia
sob alto tra´fego em SoCs dedicados para multimı´dia com taxa de bits
varia´vel, o que atende ao problema de pesquisa apontado na Sec¸a˜o 1.3.
3.3 ANA´LISE DE LATEˆNCIA EM UMA NOC EM SISTEMAS DE
TEMPO REAL
Esta sec¸a˜o apresenta uma classificac¸a˜o da lateˆncia direta que
uma NoC impo˜em ao tempo de computac¸a˜o de uma tarefa que esta´
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Figura 25 – Lateˆncia de rede para uma conexa˜o BE na NoC Æthereal
em func¸a˜o do tra´fego oferecido. Refereˆncia: (VAN DEN BRAND et al.,
2007)
sendo executada em um nodo qualquer da rede. Os tipos de acessos
a uma NoC podem ser descritos em termos da quantidade de dados
que sa˜o transferidos em cada acesso. Os autores Kees Goossens et al.
(MLA, 2012) sugerem que estes acessos pode ser transfereˆncias de uma
palavra de dados ou de transfereˆncia de blocos de dados. Levando-se
em considerac¸a˜o os tipos de transac¸o˜es poss´ıveis com estes tipos de
acessos, i.e. leitura ou escrita, quatro tipos de transfereˆncias de dados
podem ser identificados:
• leitura de uma palavra de dados;
• escrita de uma palavra de dados;
• leitura de um bloco de dados; e
• escrita de um bloco de dados.
Pode-se considerar que tais acessos poderiam ser acessos a nu´cleos
gene´ricos que demandam por transfereˆncia de dados. O tempo de
execuc¸a˜o de uma transfereˆncia de dados envolvendo um acesso a rede
inclui o tempo necessa´rio para que um determinado dado atravesse a
rede (Tnoc) e o tempo necessa´rio para que o nu´cleo de destino acesse o
dado rece´m chegado ao roteador de destino (Tcore):
Ttransaction = Tnoc + Tcore (3.8)
O tempo definido como Tcore depende das caracter´ısticas dos
nu´cleos conectado na rede. Uma transfereˆncia de dados na NoC pode
incluir ate´ treˆs tipos de atrasos. Um atraso esta´ relacionado ao tempo
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gasto esperando para ter acesso a rede (Twait;req). Outro atraso esta´
relacionado com o envio de uma requisic¸a˜o de transfereˆncia de dados
atrave´s da rede (Treq). Por fim, uma resposta deveria ser enviada de
volta, dependendo do caso, que tambe´m demanda algum tempo para
ter acesso a rede (Twait;reply) e algum tempo para enviar a resposta
atrave´s da rede (Treply), de volta para o nodo requisitante.
Em geral, a contribuic¸a˜o de uma NoC para a lateˆncia em uma
transfereˆncia de dados pode ser expressa por:
Tnoc = L = Twait;req + Treq + Twait;reply + Treply (3.9)
A equac¸a˜o 3.9 e´ uma expressa˜o geral e pode ser adaptada de
acordo com uma dos quatro tipos de transfereˆncias citados acima. Por
exemplo, em uma escrita ou leitura de uma palavra de dados os termos
Treq e Treply envolve a lateˆncia de um pacote ponto-a-ponto e pode ser
substitu´ıdo por Tlatency. O processo de escrita ou leitura de blocos de
dados depende do nu´mero de pacotes em cada bloco (n) e a taxa de
transmissa˜o na qual os pacotes podem ser injetados na rede (vaza˜o ou
em ingleˆs throughput), e e´ dada pela relac¸a˜o n/throughput.
A Tabela 2 apresenta as expresso˜es derivadas da Equac¸a˜o 3.9
para os tipos de transfereˆncias de dados apresentados. Note que na-
quela Tabela existem duas expresso˜es para escrita de palavras de dados
e escrita de bloco de dados. Para ambos os tipos de transfereˆncias, o
paraˆmetro Treply e´ um pacote que representa um sinal de aceite (em
ingleˆs acknowledge) por parte do nodo destino, enquanto que em modos






































































































































































































































































































































































































O objetivo deste Cap´ıtulo foi apresentar um modelamento for-
mal para a ana´lise da lateˆncia adicional que uma NoC pode oferecer
ao tempo de execuc¸a˜o de programas em nu´cleos de processamento co-
nectados aos nodos de uma NoC. Inicialmente foi definido formalmente
um fluxo na rede, atrave´s de uma 7-tupla de atributos, seguido da de-
finic¸a˜o de lateˆncia direta. Em seguida, foram analisadas as poss´ıveis
interfereˆncias que um fluxo pode sofrer em uma NoC, as quais foram
classificadas como interfereˆncias direta e indireta. A partir desta de-
finic¸o˜es, foi apresentado um modelo formal de pior caso de lateˆncia em
uma NoC (WCL). A lateˆncia direta em uma rede intra-chip depende
do tipo de transfereˆncia de dados que esta´ sendo realizado, e por este
motivo, foi apresentada uma classificac¸a˜o de tipos de transfereˆncias
poss´ıveis em NoCs proposto na literatura, logo apo´s a definic¸a˜o formal
de WCL. O pro´ximo Cap´ıtulo apresenta uma revisa˜o sobre redes intra-
chip que oferecem previsibilidade de lateˆncia na comunicac¸a˜o, atributo
importante para a sua utilizac¸a˜o em SoCs de tempo real.
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4 PROJETO LO´GICO DA REDE
Este cap´ıtulo apresenta a arquitetura de uma rede-em-chip deno-
minada RTSNoC (acroˆnimo de Real-Time Services Netowrk-on-Chip),
a qual possui topologia direta 2-D. Ela e´ uma Network-on-Chip com
previsa˜o de lateˆncias e projetada para sistemas embarcados de tempo
real, garantindo uma lateˆncia de pior caso para fluxos de tempo real
hard e melhorando a lateˆncia me´dia para fluxos de tempo real soft na
rede. Para alcanc¸ar tal objetivo, foi proposto um chaveamento por in-
tercalac¸a˜o de flits em um mesmo canal de comunicac¸a˜o, de modo que
todo flit conte´m informac¸o˜es de roteamento, associado a` um algoritmo
de escalonamento e uma alocac¸a˜o de memo´ria feita apenas nos pon-
tos finais de conexa˜o da rede. O Cap´ıtulo comec¸a com a definic¸a˜o de
escopo do trabalho que foi desenvolvido para esta Tese. Em seguida
e´ descrito o desenvolvimento da NoC proposta, no qual sa˜o apresenta-
dos detalhes e discusso˜es a respeito das escolhas de projeto para a rede,
como topologia, enlaces, arbitragem, chaveamento, rotamento, formato
do pacote, etc.
4.1 CONCEITO DA REDE RTSNOC
O que foi percebido apo´s os estudos realizados sobre trabalhos
relacionados ao tema desta Tese e´ que, de um modo geral, as soluc¸o˜es de
NoC apresentadas sa˜o baseadas em duas grandes categorias de NoCs em
tempo real: reserva de recursos e arbitragem em tempo de execuc¸a˜o.
Ambas categorias oferecem garantias de previsa˜o da lateˆncia de pior
caso para os fluxos que trafegam naquelas redes. No entanto, o conhe-
cimento pre´vio do WCL oferecido por aquelas redes tem uma relac¸a˜o
custo benef´ıcio a ser considerada.
Nas redes analisadas, todo tra´fego precisa ser considerado pre-
viamente para que se possa garantir as restric¸o˜es temporais de fluxos
de tempo real. Portanto, uma ana´lise esta´tica precisa ser feita antes
da alocac¸a˜o dos nu´cleos e do dimensionamento dos recursos da rede,
como por exemplo a definic¸a˜o de nu´mero de canais TDM a serem em-
pregados numa rede baseada em tal tecnologia. Neste ponto, a relac¸a˜o
custo-benef´ıcio entre as lateˆncias dos fluxos na rede e o custo de sil´ıcio
necessa´rio para implementar o mecanismo que ira´ garantir tais lateˆncia
deve orientar a definic¸a˜o de quantos fluxos ira˜o receber mecanismos
com prioridade de roteamento em todo o sistema e, consequentemente,
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oferecer apenas mecanismos de melhor esforc¸o para os fluxos restantes.
Entretanto, sistemas embarcados normalmente teˆm mais aplicac¸o˜es de
tempo real soft do que hard, e a percepc¸a˜o de qualidade, ocasionada
pela perda de deadlines relativos a`s aplicac¸o˜es de tempo real soft, pode
ser relevante para alguns daqueles sistemas.
A rede RTSNoC apresentada neste documento esta´ focada neste
contexto: sistemas embarcados nos quais existem mais aplicac¸o˜es de
tempo real soft do que aplicac¸o˜es de tempo real hard ; ale´m disso, os
sistemas embarcados alvo sa˜o aqueles que demandam por algum grau de
qualidade de servic¸os relacionada aos fluxos de tempo real soft. Para
atender esta demanda, a rede RTSNoC utiliza um chaveamento com
intercalac¸a˜o de flits de diferentes pacotes em um mesmo canal de co-
municac¸a˜o. Ou seja, ao inve´s de armazenar um pacote inteiro para
depois encaminha´-lo na rede, como e´ usual nas redes de interconexa˜o,
como store-and-forward1, o armazenamento no roteador da RTSNoC
e´ de apenas um flit. Para isso, foram adicionadas as informac¸o˜es de
roteamento em todos os flits que pertencem a um pacote. Com isso,
cada flit recebido por um roteador pode, ou na˜o, pertencer a` um mesmo
fluxo. Para tratar estes flits de modo que nenhum fluxo fique bloque-
ado ou tenha uma lateˆncia muito grande, foi concebido um algoritmo de
arbitragem que oferece prioridade para flits procedentes de roteadores
mais distantes, similar ao algoritmo round-robin com peso.
O roteamento por intercalac¸a˜o de flits requer um a´rbitro que
oferec¸a um certo grau de flexibilidade na concessa˜o de recursos durante
o processo de arbitragem, de modo que algumas requisic¸o˜es podem rece-
ber um nu´mero maior de grants, pore´m limitado. O a´rbitro round-robin
com peso apresenta este comportamento. Cada requisic¸a˜o i recebe um
peso wi que indica a ma´xima frac¸a˜o fi dos grants que a requisic¸a˜o i






Portanto, uma requisic¸a˜o com maior peso vai receber a maior
frac¸a˜o dos grants, enquanto que a requisic¸a˜o com menor peso ira´ receber
1O chaveamento por pacotes consiste em dividir as mensagens em pacotes de
comprimento fixo, cada um incluindo um cabec¸alho com as informac¸o˜es necessa´rias
para o seu roteamento pela rede. Os pacotes sa˜o enviados um a um e cada pacote
reserva apenas os recursos necessa´rios para avanc¸ar de nodo em nodo. Em cada
canal de entrada do roteador, deve ser inclu´ıdo um buffer com capacidade mı´nima
para armazenar um pacote inteiro.
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a menor frac¸a˜o. Por exemplo, suponha que um a´rbitro round-robin com
peso tenha de quatro entradas de requisic¸a˜o com os seguintes pesos: 1,
3, 5 e 7, respectivamente. Neste caso, as requisic¸o˜es de entrada ira˜o
receber 1/16, 3/16, 5/16 e 7/16 dos grants, respectivamente.
Conforme mostrado na Figura 26, um a´rbitro round-robin com
peso pode ser implementado com um a´rbitro round-robin precedido
de um circuito que desabilita uma requisic¸a˜o de uma entrada que ja´
tenha usado a sua cota de grants. Aquela Figura ilustra uma ce´lula
lo´gica para uma requisic¸a˜o de entrada e uma sa´ıda de grant, a qual
consiste de um registrador contendo o peso da ce´lula lo´gica (Weight),













Figura 26 – Representac¸a˜o de uma ce´lula lo´gica do a´rbitro round-robin
com peso. Fonte: adaptado de (DALLY WILLIAM. J.; TOWLES, 2001).
Na Figura 26, quando a linha de present e´ ativada, o contador
e´ carregado com o peso armazenado no registrador de peso (Weight).
Enquanto o contador na˜o for igual a zero, a lo´gica AND e´ habilitada
e a requisic¸a˜o chega ao a´rbitro. Cada vez que um grant e´ concedido
para aquela requisic¸a˜o, o contador e´ decrementado de uma unidade.
Quando o contador chegar a zero, a lo´gica AND desabilita a chegada
de novas requisic¸o˜es ao a´rbitro, ate´ que um novo sinal de preset seja
ativado.
O uso desta te´cnica de incluir dados de roteamento para todo
flit de um pacote proporciona um aumento no custo de sil´ıcio da rede.
Pore´m, tal custo e´ baseado em elementos lo´gicos e conexo˜es meta´licas,
e segundo os pesquisadores Mark (MARK; FAN, 2004) e Kuon (KUON;
ROSE, 2007), eles representam um custo menor do que o uso de blocos
de memo´ria que seriam necessa´rios para armazenar pacotes, ou parte
de pacotes, nos roteadores. Baseado nesta mesma linha de racioc´ınio,
outra te´cnica empregada foi utilizar blocos de memo´ria apenas nas in-
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terfaces de rede que conectam os nu´cleos a` rede, de modo que nenhum
bloco de memo´ria foi empregado nos roteadores.
4.2 DEFINIC¸O˜ES DE ESCOPO DO TRABALHO
As subsec¸o˜es que seguem apresentam as definic¸o˜es de escopo
deste trabalho, nas quais sa˜o estabelecidos o segmento alvo para a
NoC proposta, a tecnologia adotada para a implementac¸a˜o da rede,
me´tricas para consumo de recursos de sil´ıcio e as me´tricas adotadas
para avaliac¸a˜o de lateˆncia da rede proposta. Os resultados obtidos
neste trabalho esta˜o baseados nos crite´rios e ferramentas estabelecidos
nestas subsec¸o˜es.
4.2.1 Segmento de SoCs alvo para a rede RTSNoC
A rede RTSNoC apresentada neste documento esta´ focada em
sistemas de tempo real, baseados no conceito de SoC, nos quais exis-
tem mais aplicac¸o˜es de tempo real soft em execuc¸a˜o do que aplicac¸o˜es
de tempo real hard ; ale´m disso, os sistemas alvo demandam por algum
grau de qualidade de servic¸os relacionada aos fluxos de tempo real soft.
Um exemplo de aplicac¸a˜o industrial que esta´ neste contexto e´ o sis-
tema conhecido como PABX (acroˆnimo de Private Automatic Branch
eXchange). Sa˜o sistemas de tempo real com baixa quantidade de fluxos
relacionados a aplicac¸o˜es de tempo real hard e muitos fluxos relaciona-
dos a aplicac¸o˜es de tempo real soft. Estas aplicac¸o˜es de tempo real soft
esta˜o relacionadas a comunicac¸a˜o de voz que podem ter taxas de bits
varia´veis quando envolvem comunicac¸a˜o sobre protocolo de Internet
(em ingleˆs Internet Protocol - IP) e comutac¸a˜o e imagens para video
iterativos relacionados ao servic¸o de videoconfereˆncia. Normalmente
um sistema PABX aceita algum n´ıvel de degradac¸a˜o no desempenho,
sem que isso danifique o sistema ou cause o seu travamento.
A degradac¸a˜o de desempenho que pode ocorrer em um sistema
PABX acaba por influenciar na qualidade de a´udio ou no tempo de
sinalizac¸a˜o para o usua´rio, como atraso no envio de tons de sinalizac¸a˜o.
Apesar destes sistemas aceitarem algum n´ıvel de degradac¸a˜o de de-
sempenho, a percepc¸a˜o de qualidade pode ser importante para alguns
usua´rios deste tipo de sistema.
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4.2.2 Tecnologias adotadas nos experimentos
SoCs abrangem um vasto espectro de objetivos, ale´m de dife-
rentes tecnologias de implementac¸a˜o. Neste trabalho foi considerada
a classificac¸a˜o sobre projeto de circuitos integrados baseados em NoC
proposta por Cidon (CIDON, 2010). Naquela classificac¸a˜o, uma NoC
pode ser implementada em quatro diferentes tecnologias:
• ASIC (Application-Specific Integrated Circuit): tecnologia utili-
zada na implementac¸a˜o de SoCs dedicados a` tarefas espec´ıficas;
• ASSP (Application-Specific Standard Product): algumas vezes de-
nominado de ASIP (Application-Specific Instruction set Proces-
sors), sa˜o SoCs que possuem mu´ltiplos processadores com arqui-
teturas espec´ıficas dedicados para uma famı´lia de aplicac¸o˜es;
• CMP (Chip multiprocessors): Sa˜o SoCs que implementam mu´ltiplos
processadores de propo´sito geral, para realizar tarefas a serem
definidas em tempo de execuc¸a˜o pelas aplicac¸o˜es, como processa-
mento paralelo; e
• FPGA (Field Programmable Gate Array): dispositivos lo´gicos
programa´veis com hardware flex´ıvel que permite uma vasta gama
de implementac¸o˜es de SoCs.
Nos estudos realizados sobre trabalhos relacionados ao tema desta
Tese percebeu-se que os autores geralmente publicam os resultados de
suas investigac¸o˜es cient´ıficas utilizando as tecnologias FPGA e standard-
cell based2 ASIC.
Por este motivo, estas duas tecnologias foram utilizadas neste
trabalho para avaliar o uso de recursos de sil´ıcio da NoC proposta. Ale´m
disso, foi feita a integrac¸a˜o da rede proposta neste trabalho aos nu´cleos
funcionais de um SoC de sistema embarcado tipo PABX, cujos nu´cleos
funcionais ja´ foram implementados e validados pelo seu fabricante na
tecnologia FPGA.
A avaliac¸a˜o da rede RTSNoC em ASIC foi feita com o uso da
ferramenta de s´ıntese Synopsys R© Ultra Design Compiler. Neste caso,
apenas a a´rea de sil´ıcio foi analisada, sendo que simulac¸o˜es e imple-
mentac¸o˜es na˜o foram consideradas para esta tecnologia. No caso da
2Sa˜o ce´lulas lo´gicas pre´-projetadas que oferecem func¸o˜es lo´gicas, como AND,
XOR, multiplexadores ou Flip Flop, para uso em ferramentas de s´ıntese para ASICs.
(SMITH, 1997)
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tecnologia FPGA foi poss´ıvel avaliar o consumo de recursos de sil´ıcio,
realizar simulac¸o˜es e implementac¸o˜es f´ısicas; esta u´ltima, devido a sua
facilidade de implementac¸a˜o e baixo custo, quando comparada com
o processo industrial necessa´rio para a implementac¸a˜o na tecnologia
ASIC.
4.2.3 Me´trica de consumo de recursos de sil´ıcio
Pode ser observado na literatura que trata de redes intra-chip
que o consumo de a´rea sil´ıcio e´ frequentemente utilizado como me´trica
de avaliac¸a˜o de NoCs. Quando as NoCs sa˜o implementadas na tecnolo-
gia FPGA, os autores costumam relacionar a quantidade de elementos
lo´gicos gastos na implementac¸a˜o da rede.
Os dispositivos FPGAs sa˜o circuitos programa´veis compostos
por um conjunto de ce´lulas lo´gicas ou blocos lo´gicos alocados em forma
de uma matriz. Em algumas arquiteturas, os blocos lo´gicos possuem
recursos sequenciais tais como Flip-flops e/ou registradores. Cada fa-
bricante nomeia seu bloco lo´gico, podendo haver mais de um nome para
um mesmo fabricante. A estrutura ba´sica de um FPGA pode variar
de fabricante para fabricante, de famı´lia para famı´lia ou ate´ em uma
mesma famı´lia de um mesmo fabricante podem existir variac¸o˜es; ainda
assim, alguns elementos fundamentais sa˜o mantidos.
Neste trabalho, as implementac¸o˜es f´ısicas foram feitas na ferra-
menta de s´ıntese ISE R© pertencente ao fabricante Xilinx R©, tendo como
dispositivo FPGA alvo o modelo XC6VLX75T-3-FF484, da famı´lia Vir-
tex 6 R©. Nessa famı´lia, os blocos de CLB sa˜o compostos por dois SLI-
CES, denominados de SLICEM e SLICEL. Cada SLICE e´ composto
por um mesmo conjunto de circuitos eletroˆnicos ba´sicos, como LUTs
(Lookup Table) e Flip-flops, sendo que o que diferencia estes SLICEs e´
a existeˆncia de um bloco de memo´ria RAM apenas no SLICEM. A Fi-
gura 27 apresenta a ilustrac¸a˜o de um dos SLICEs dispon´ıveis no FPGA
(SLICEM). Em todas as implementac¸o˜es realizadas foram coletados os
valores relativos ao consumo de SLICEs.
A ferramenta ISE gera um relato´rio de s´ıntese, apresentando o
consumo dos elementos lo´gicos do projeto sintetizado. Este consumo
e´ dado em Slice LUTs e Slice Registers, ale´m de outros componentes
como pinos de entrada e sa´ıda, etc. Neste trabalho sa˜o adotadas como
me´tricas de consumo de lo´gica os valores de Slice LUTs e Slice Regis-
ters reportados pela ferramenta de s´ıntese ISE, ale´m da soma daqueles
valores Slice LUTs e Slice Registers.
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Figura 27 – Diagrama interno de um SLICEM, da famı´lia de FPGAs
Virtex 6 R©.Fonte: (UG364, 2010).
O consumo de recursos de sil´ıcio para a tecnologia ASIC e´ ex-
presso neste trabalho em termos de a´rea de sil´ıcio utilizada para a imple-
mentac¸a˜o de um roteador da rede RTSNoC. Foi utilizada a ferramenta
de s´ıntese Synopsys R© Ultra Design Compiler utilizando a biblioteca
SAED 90nm Low Power. Ale´m da a´rea consumida para cada compo-
nente do roteador RTSNoC, tambe´m foi calculado, de modo aproxi-
mado, o nu´mero de portas lo´gicas usados para implementar o roteador
RTSNoC na tecnologia de 90nm. O nu´mero de portas lo´gicas foi ob-
tido atrave´s da relac¸a˜o entre a a´rea do componente e a a´rea da menor
porta lo´gica da tecnologia alvo. Para a tecnologia SAED 90nm, tal
porta lo´gica e´ uma porta NAND com 5.5296µm2. Esta refereˆncia e´
u´til para se ter uma estimativa da a´rea de sil´ıcio consumida em outras
tecnologias, como por exemplo 65nm ou 120nm.
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4.2.4 Me´trica de desempenho
O conceito de interconexa˜o intra-chip e´ conhecido como Network-
on-Chip (NoC), terminologia proposta por Hemani et al. (HEMANI et
al., 2002). De maneira simplificada pode-se dizer que o projeto de uma
NoC consiste em adaptar modelos, te´cnicas e ferramentas de projetos
de Redes de Computadores para uso em projetos de SoC. Assim, uma
Network-on-Chip e´ uma rede de interconexa˜o usada para interligar di-
versos nu´cleos de processamento dentro de um mesmo chip.
A definic¸a˜o de quais as me´tricas adequadas para avaliar o desem-
penho de redes de interconexa˜o varia entre os autores. Por exemplo,
Peterson e Davie (PETERSON LARRY L.; DAVIE, 2007) sugerem a largura
de banda (bandwitdh), a vaza˜o (throughput) e a lateˆncia (latency) como
adequadas para tal; enquanto outros como Dally e Towles (DALLY WIL-
LIAM. J.; TOWLES, 2001) sugerem o custo de implementac¸a˜o da rede,
ale´m da vaza˜o e da lateˆncia. Neste trabalho foram consideradas como
me´tricas de desempenho para redes de interconexa˜o a vaza˜o e a lateˆncia,
formalmente definidas a seguir.
A vaza˜o e´ a taxa em que pacotes sa˜o entregues por uma rede
utilizando como refereˆncia um tra´fego padra˜o. Normalmente e´ medido
contando-se o nu´mero de pacotes que chegam ao seu destino sobre um
determinado intervalo de tempo para cada fluxo (para um par origem -
destino espec´ıficos). A vaza˜o e´ algumas vezes chamada de tra´fego aceito
e comparada com o tra´fego injetado na rede como forma de avaliac¸a˜o de
desempenho desta (DALLY WILLIAM. J.; TOWLES, 2001). A Figura 28
mostra um gra´fico de uma rede hipote´tica usada para exemplificar este
tipo de ana´lise. Naquela Figura, a vaza˜o e´ comparada com o tra´fego
injetado na rede. No exemplo, ate´ o n´ıvel de saturac¸a˜o, a vaza˜o e´ igual
a` demanda e a curva e´ uma linha reta ascendente. Se for aumentado
o tra´fego injetado, a rede pode atingir seu ponto de saturac¸a˜o, que e´
o maior n´ıvel de demanda no qual a vaza˜o e´ igual a` demanda. Se a
demanda for aumentada a partir deste ponto, a rede na˜o estara´ apta a
entregar os pacotes com a mesma taxa em que sa˜o gerados, o que pode
ser observado com a linha reta a partir do tra´fego injetado em 50% de
sua capacidade de gerac¸a˜o.
A lateˆncia e´ o tempo necessa´rio para que um pacote atravesse
a rede de uma origem ate´ um destino. Assim como e´ feito na ana´lise
por vaza˜o, a lateˆncia e´ comparada com o tra´fego injetado na rede como
forma de avaliac¸a˜o de desempenho desta (DALLY WILLIAM. J.; TOWLES,
2001). De forma similar ao exemplo da ana´lise de vaza˜o, a Figura 29
























TRÁFEGO INJETADO (fração da capacidade)
Figura 28 – Gra´fico Vaza˜o × Tra´fego injetado para uma rede qual-
quer tomada como exemplo. Fonte: adaptado de (DALLY WILLIAM.
J.; TOWLES, 2001).
lateˆncia e´ comparada com o tra´fego injetado na rede. Com o aumento
de tra´fego, aumentam as disputas por recursos da rede, fazendo com
que os pacotes tenham de esperar mais tempo para serem entregues.
No exemplo, ate´ o ponto de 80% do tra´fego injetado este aumento e´
pouco significativo. Qualquer aumento adicional ao tra´fego injetado
passara´ a exigir um tempo substancialmente maior para que os pacotes
sejam entregues aos seus destinos.
O objetivo deste trabalho foi o desenvolvimento de uma rede
intra-chip para ser utilizada em sistemas embarcados aplicados a` siste-
mas de tempo real. Nestes sistemas, o tempo ma´ximo para a execuc¸a˜o
de uma tarefa e´ um paraˆmetro fundamental. Por isso, neste trabalho
foi adotada a me´trica de lateˆncia, para mensurar o tempo gasto em
uma comunicac¸a˜o entre dois pontos quaisquer da rede.
A lateˆncia sera´ medida de duas formas. A primeira delas e´ utili-
zando ciclos de clock da rede e utilizada nas avaliac¸o˜es feitas atrave´s do
uso de testbenches na ferramenta de simulac¸a˜o ISim R©, do fabricante
de FPGA Xilinx R©. Neste caso, a lateˆncia sera´ medida considerando
o nu´mero de ciclos de clock necessa´rios para que um flit atravesse a
rede, desde o canal de entrada no roteador de origem do pacote ate´
o canal de sa´ıda do roteador de destino. Para simplificar a ana´lise,
mantendo o foco apenas na lateˆncia oferecida pela NoC, foi assumido
























TRÁFEGO INJETADO (fração da capacidade)
Figura 29 – Gra´fico Lateˆncia × Tra´fego injetado para uma rede qual-
quer tomada como exemplo. Fonte: adaptado de (DALLY WILLIAM.
J.; TOWLES, 2001).
e, consequentemente, na˜o ha´ contabilizac¸a˜o de ciclos de clock para tal
processamento.
A segunda forma de medida de lateˆncia sera´ utilizando o tempo,
na unidade de micro segundos (µs). Esta forma de medida foi feita
apo´s a integrac¸a˜o da rede RTSNoC com os nu´cleos funcionais de um
sistema PABX, no qual o tempo de comunicac¸a˜o utilizado como re-
fereˆncia era nesta ordem de grandeza. Todas as medic¸o˜es de lateˆncia
sera˜o apresentadas nos Cap´ıtulos 5 e 6.
O estudo de caso do PABX e´ um caso real onde a lateˆncia de
pior caso e´ uma me´trica de comunicac¸a˜o que, se na˜o atendida, pode
vir a impactar nas me´tricas de desempenho de computac¸a˜o, como a
perda de deadline de tarefas que esta˜o sendo executadas nos processa-
dores/nu´cleos conectados na rede. No caso da rede proposta nesta Tese,
foi avaliado se o WCL calculado foi ultrapassado em algum momento
nos experimentos. Tais resultados sa˜o apresentados na Sec¸a˜o 5.3.
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4.3 DESENVOLVIMENTO DA REDE
Esta sec¸a˜o descreve a implementac¸a˜o da rede RTSNoC, desenvol-
vida para comprovar a hipo´tese apresentada nesta Tese. Para melhor
organizac¸a˜o, a sec¸a˜o foi dividida em subsec¸o˜es sendo que cada uma
delas descreve os componentes da rede, desde a topologia adotada ate´
os elementos que compo˜em a rede, como roteadores, e detalhando par-
tes daqueles elementos que sa˜o importantes para o entendimento da
soluc¸a˜o como um todo.
4.3.1 Topologia
A rede RTSNoC adota a topologia ortogonal 2-D. Seus roteado-
res podem ser configurados em tempo de s´ıntese para terem de cinco
a oito canais de interconexa˜o, indicados pelas letras iniciais dos pontos
cardeais de uma bu´ssola, conforme mostra a Figura 30. A escolha da
quantidade de canais por roteador e o nu´mero de bits de dados em canal
e´ um paraˆmetro de projeto que pode ser determinado pelo projetista
antes da s´ıntese da rede.
Figura 30 – Roteador RTSNoC e seus canais de comunicac¸a˜o.
Geralmente roteadores para uso em NoC na˜o possuem um nu´mero
grande de canais de comunicac¸a˜o, pois a complexidade de algumas par-
tes do roteador podem crescer exponencialmente com um nu´mero maior
de nu´cleos conectado a` ele. Apesar disso, o roteador suporta ate´ oito
conexo˜es para aproveitar o senso de localidade no sistema, permitindo
aos projetistas alocarem os nu´cleos que comunicam entre si mais inten-
samente. Esta abordagem reduz o nu´mero de saltos entre roteadores na
rede (ou em ingleˆs hops), o que implica na reduc¸a˜o da lateˆncia de co-
municac¸a˜o na rede. Neste caso, e´ muito melhor alocar aqueles nu´cleos
que trocam muitos pacotes na comunicac¸a˜o em clusters.
Dependendo da topologia da rede e da posic¸a˜o dos roteadores
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na rede, ate´ quatro canais de comunicac¸a˜o podem ser usados para in-
terconectar um roteador aos outros roteadores da NoC; enquanto que
os canais remanescentes podem ser utilizados para conectar nu´cleos a`
rede. A Figura 31 ilustra um sistema gene´rico que utiliza a RTSNoC.
Quatro roteadores foram usados para estabelecer uma rede em malha
regular 2×2 que pode interconectar ate´ vinte e quatro nu´cleos. Naquela
Figura, cada roteador possui seis nu´cleos conectados a ele e podem ser




Cluster com 6 núcleos
Figura 31 – Exemplo de uma rede em malha regular com 4 roteadores
e 24 nu´cleos.
4.3.2 Formato do pacote
Para determinar a lateˆncia de pior caso para qualquer fluxo pre-
sente na rede, a RTSNoC utiliza uma certa quantidade de dados de
controle que precisam ser transmitidos junto com os dados dos pacotes
pertencentes a`quele fluxo. Assim, cada flit do pacote precisa conter
os enderec¸os de origem e destino do flit, ale´m do payload. As redes
baseadas na te´cnica de alocac¸a˜o de recursos da rede possuem flits de
cabec¸alho que conte´m tais informac¸o˜es de origem e destino do pacote.
No entanto, o flit de cabec¸alho daquelas redes efetua a alocac¸a˜o dos
recursos necessa´rios para a transmissa˜o dos outros flits do pacote e so´
liberam os recursos alocados apo´s o envio do flit terminador. No caso
da rede RTSNoC, os flits sa˜o roteados individualmente. Esta aborda-
gem foi utilizada porque elimina a necessidade de alocac¸a˜o de recursos
na rede, pois todos os flits carregam consigo as informac¸o˜es de rotea-
mento. Ale´m disso, outras NoCs precisam enviar um flit terminador
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informando todos os roteadores envolvidos na transmissa˜o do pacote
que as conexo˜es reservadas podem ser liberadas para outros fluxos, o
que na˜o e´ necessa´rio na RTSNoC. A Figura 32(a) ilustra o formato
do flit na RTSNoC e a Figura 32(b) mostra os elementos da rede que
manipulam cada um dos campos daquele flit.
(a) Formato do flit na RTSNoC. O tamanho dos campos X e Y dependem do nu´mero
de nodos da rede.
(b) As setas na figura indicam que alguns campos do
flit sa˜o tratados pelos roteadores da rede; enquanto
outros sa˜o tratados pela Interface de Rede.
Figura 32 – Formato do flit na RTSNoC e componentes que tratam os
campos com informac¸o˜es de roteamento.
Os campos Controle de Bit (C) e Data sa˜o usados por uma inter-
face chamada de Interface de Rede Network interface, enquanto que os
campos sa˜o usados pelos roteadores da rede, como o enderec¸o de destino
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do flit. Tais elementos sera˜o detalhados nas pro´ximas Subsec¸o˜es.
Um pacote na RTSNoC e´ composto por qualquer nu´mero de
flits, f + 2, em que f e´ o nu´mero de flits da carga u´til do pacote (ou
payload) e o valor constante 2 significa que o pacote possui dois flits
extras usados como flits de controle do pacote. A RTSNoC aceita treˆs
diferentes tipos de flits: cabec¸alho (ou header), carga u´til (ou payload)
e terminador (ou tail). Os flits de cabec¸alho e terminador sa˜o chamados
de flits de controle. Para identifica´-los em um pacote, todo flit possui
um campo chamado de Bit de Controle (indicado por C na Figura
32(a)) usado para informar se o flit e´ de controle (C = 1 quando o flit
for de cabec¸alho ou terminador) ou flit de carga u´til (C = 0).
O cabec¸alho pode conter informac¸o˜es para serem usadas pela
aplicac¸a˜o executada no nu´cleo de destino onde o flit sera´ entregue. Esta
informac¸a˜o, colocada no campo Data do flit de cabec¸alho na Figura
32(a), pode ser interpretada como uma informac¸a˜o relativa a um pro-
tocolo de alto n´ıvel, visto apenas pelas aplicac¸o˜es nos nu´cleos da rede.
O flit terminador e´ o u´ltimo de um pacote, e pode conter a u´ltima
informac¸a˜o va´lida da carga u´til ou qualquer outra informac¸a˜o utilizada
pelas aplicac¸o˜es nos nu´cleos da rede, similar ao flit de cabec¸alho.
Os flits possuem seis campos adicionais chamados de XORI ,
YORI , HORI , XDST , YDST e HDST . Os campos XORI e YORI sa˜o
usados para informar as coordenadas X e Y da rede onde o flit foi ge-
rado (i.e. o enderec¸o de origem do pacote que esta´ sendo transmitido
flit a flit) e o campo HORI informa o enderec¸o do canal de entrada no
roteador de origem onde o flit foi gerado. Os campos XDST e YDST
sa˜o usados para informar as coordenadas X e Y do roteador de destino
na rede onde o flit deve ser entregue; enquanto que o campo HDST
refere-se ao enderec¸o do canal de sa´ıda no roteador de destino onde o
flit sera´ efetivamente entregue.
4.3.3 Canais f´ısicos
Cada ponto de interconexa˜o do roteador proveˆ dois canais uni-
direcionais e alguns sinais de controle usados para controlar a trans-
fereˆncia de dados entre dois roteadores adjacentes, ou entre um rotea-
dor e um nu´cleo. A Figura 33 ilustra um canal de comunicac¸a˜o e seus
sinais. O tamanho de cada canal pode ser configurado em tempo de
projeto e baseado nas necessidades do sistema embarcado. Os sinais
chamados de DIN e DOUT referem-se aos barramentos de entrada e
sa´ıda de dados, respectivamente, e que carregam os dados atrave´s da
119
rede.
Figura 33 – Sinais do canal de comunicac¸a˜o.
Como ilustrado na Figura 33, os sinais DIN e DOUT pos-
suem n bits cada. Deste total de n bits, m sa˜o usados como sendo
o campo Data, apresentado na Figura 32(a), e 2p+ 3 bits sa˜o usados
para compoˆr os enderec¸os de origem e destino do flit, sendo que 2p
daqueles bits representam as coordenadas X e Y e os 3 bits restantes
sa˜o usados para indicar a porta local H no roteador de destino onde o
flit devera´ ser entregue.
Os sinais RD e WR sa˜o sinais de controle usados para ler da-
dos vindos pelo canal de sa´ıda e escrever dados no canal de entrada,
respectivamente. Os sinais WAIT e ND sa˜o usados para controlar
o fluxo dos flits que trafegam pelo canal; o sinal WAIT informa ao
nu´cleo ou roteador conectado ao canal que e´ necessa´rio aguardar para
poder escrever um novo flit no canal de entrada, e o sinal ND informa
ao nu´cleo ou processador conectado ao canal que um novo flit esta´
dispon´ıvel para ser lido no canal de sa´ıda.
4.3.4 Interface de Rede
A “Interface de Rede” e´ um bloco de hardware capaz de adaptar
a comunicac¸a˜o entre o nu´cleo e a rede. Ela e´ internamente dividida em
dois blocos lo´gicos, chamados de “Adaptador de nu´cleo” e “Adaptador
de roteador”, indicados respectivamente como Core Adapter e Router
Adapter na Figura 34.
O adaptador de rede e´ um bloco lo´gico que interage com a rede,
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Figura 34 – Estrutura interna da interface e rede.
lidando com os sinais do canal de comunicac¸a˜o f´ısico, apresentado na
Subsec¸a˜o 4.3.3. Ele prepara os dados vindos da rede para serem entre-
gues ao nu´cleo, removendo do flit os campos de enderec¸o de destino,
pois o enderec¸o de destino e´ uma informac¸a˜o utilizada apenas pelos
roteadores da rede.
O adaptador de nu´cleo tambe´m e´ um bloco lo´gico que prepara
os dados vindos do nu´cleo para serem escritos na rede, concatenando
os campos de bit de controle (C), enderec¸o de origem e enderec¸o de
destino ao dado para gerar o flit.
Existem duas memo´rias FIFO na interface de rede. Uma delas
e´ usada para armazenar os dados recebidos da rede, e e´ chamada de
FIFO de entrada, Input FIFO naquela Figura, enquanto que a outra
e´ usada para armazenar os dados recebidos do nu´cleo, sendo chamada
de FIFO de sa´ıdaOutput FIFO. A vaza˜o da rede RTSNoC depende do
tamanho daquelas memo´rias FIFO, e este tamanho pode ser definido
pelo projetista da rede.
O roteador necessita pelo menos um flit armazenado e pronto
para ser transferido da FIFO de sa´ıda para a rede ou da rede para a
FIFO de entrada, para que possa ter uma vaza˜o eficiente. Por aspectos
construtivos, a lateˆncia interna do roteador para transferir um flit de
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um canal de entrada para um canal de sa´ıda, considerando que na˜o ha´
competic¸a˜o pelo canal de sa´ıda, e´ de dois ciclos de clock. A lateˆncia
entre dois pontos quaisquer da rede na˜o e´ constante porque a RTSNoC
na˜o reserva recursos na rede para a transmissa˜o de pacotes. Isto sig-
nifica que as memo´rias FIFO precisam ser projetadas de acordo com
dois fatores: (i) o tempo que um nu´cleo gasta escrevendo/lendo um flit
na interface de rede; e (ii) a menor lateˆncia esperada na comunicac¸a˜o








sendo que Bsize e´ o tamanho do buffer, Twr/rd e´ o tempo que o
nu´cleo gasta para escrever/ler um flit na interface de rede, e Tnet e´ a
menor lateˆncia esperada na comunicac¸a˜o entre nu´cleos atrave´s da rede.
Quando o valor de Bsize e´ unita´rio, dois registradores sa˜o sintetizados,
ao inve´s de blocos de memo´ria FIFO.
4.3.5 Roteador
Um roteador da rede RTSNoC pode ser dividido em sete blocos
lo´gicos: interface de entrada, interface de sa´ıda, controlador de fluxo,
controlador de roteamento, a´rbitro, alocador e matriz crossbar. A Fi-
gura 35 ilustra estes blocos internos que compo˜em o roteador RTSNoC.
Por uma questa˜o de organizac¸a˜o, esta sec¸a˜o que descreve o roteador foi
dividida em sete subsec¸o˜es, em que cada subsec¸a˜o apresenta um dos
sete blocos lo´gico que compo˜em o roteador.
4.3.5.1 Interface de Entrada
A interface de entrada, descrita como Input Interface na Figura
35, e´ um bloco lo´gico que recebe flits vindos da interface de rede, ou
de um canal de sa´ıda pertencente a outro roteador. Ela possui um
registrador capaz de armazenar um flit. Apo´s receber um flit, a inter-
face de entrada informa ao controlador de fluxo que ha´ um novo flit
aguardando para ser roteado.
O diagrama em bloco da Figura 36 mostra os sinais de entrada e
sa´ıda da interface de entrada. O sinal i DIN e´ o barramento de n bits
que vem do canal de comunicac¸a˜o de entrada do roteador, sendo que o
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Figura 35 – Diagrama em blocos mostrando a estrutura interna do
roteador RTSNoC.
flit que chega nesta entrada e´ armazenado na sa´ıda o DOUT , tambe´m
de n bits quando o sinal i WR e´ ativado em n´ıvel lo´gico um. Apo´s o
registro do flit de entrada, o enderec¸o de destino do flit e´ disponibilizado








Figura 36 – Sinais de entrada e sa´ıda do bloco Input Interface.
4.3.5.2 Controlador de Fluxo
O diagrama em bloco da Figura 37 mostra os sinais de entrada
e sa´ıda do controlador de fluxo. No mesmo momento em que um flit
e´ escrito na interface de entrada, o enderec¸o de destino e´ retirado do
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flit e armazenado no bloco controlador de fluxo. Neste momento, o
controlador coloca o sinal o WAIT em n´ıvel lo´gico um, bloqueando a













Figura 37 – Sinais de entrada e sa´ıda do bloco Flow Controller.
O sinal o NF e´ ativado em n´ıvel lo´gico um informando ao contro-
lador de roteamento que um novo canal de sa´ıda esta´ sendo requisitado,
sendo que o enderec¸o de destino e´ colocado no sinal o DST , conectado
diretamente no controlador de roteamento. O sinal i GNT e´ uma con-
firmac¸a˜o de que o flit foi encaminhado para a sa´ıda solicitada, gerado
pelo bloco de arbitragem. Ao recebeˆ-lo, o sinal o NF e´ colocado em
n´ıvel lo´gico zero. O sinal o WAIT so´ e´ liberado quando a sa´ıda do
canal de destino for lida; isto e´ indicado pelo sinal i RD, que e´ um
sinal de leitura vindo diretamente do canal de comunicac¸a˜o para onde
o flit foi encaminhado.
4.3.5.3 Controlador de Roteamento
O bloco controlador de roteamento executa o roteamento esta´tico
XY, mostrado no Algoritmo 1. Ele foi adotado na RTSNoC devido
a sua simplicidade de implementac¸a˜o e por evitar deadlock na rede
(NAVABI et al., 2005). Neste roteamento, o algoritmo verifica se o valor
das coordenadas XDST e YDST e´ igual aos valores pre´-fixados para o
roteador em tempo de projeto. Se for diferente, o algoritmo gera uma
requisic¸a˜o para o canal mais adequado ao roteamento.
A Figura 38 mostra o diagrama em bloco do controlador de rote-
amento. O controlador recebe a indicac¸a˜o da existeˆncia de um novo flit
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Algorithm 1 XY routing
Require: XDST , YDST , HDST
Ensure: Request
if ((XDST = Xrouter) and (XDST = Xrouter)) then
Request local channel according HDST
else
if (XDST 6= Xrouter) then





else if (YDST 6= Yrouter) then







para roteamento, vinda do controlador de fluxo, atrave´s do sinal i NF .
Ele verifica o enderec¸o de destino, disponibilizado no sinal i DST e
executa o algoritmo de roteamento XY para definir qual o canal de













Figura 38 – Sinais de entrada e sa´ıda do bloco Routing Controller.
Para que seja poss´ıvel o roteamento XY, foi estabelecido um
sistema de coordenadas na RTSNoC no qual cada roteador da rede e´
identificado por um par de coordenada (x, y), como mostra a Figura
39. Tais coordenadas sa˜o usadas nos campos de destino XDST e YDST
no flit. O algoritmo utiliza estas coordenadas de destino para que o
flit seja encaminhado atrave´s do roteador para o canal de sa´ıda mais
apropriado.
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Figura 39 – Sistema de coordenadas em uma rede RTSNoC.
Uma vez definido o canal de sa´ıda, e´ sinalizado em n´ıvel lo´gico
um o sinal o REQ relativo a`quele canal. Este sinal e´ conectado na
entrada do a´rbitro do canal de sa´ıda. Paralelo a isso, o canal de sa´ıda
resultante do roteamento e´ indicado no sinal o CHN , de treˆs bits. Este
sinal e´ disponibilizado no bloco alocador para posterior chaveamento do
crossbar. Na Figura 38, o sinal de o REQ so´ e´ retirado apo´s a chegada
do grant vindo do a´rbitro pelo no sinal i GNT .
4.3.5.4 A´rbitro
Cada canal de sa´ıda do roteador possui o seu pro´prio bloco de
arbitragem (a´rbitro) para receber as requisic¸o˜es geradas pelos controla-
dores de roteamento presentes nos canais de entrada do roteador RTS-








Figura 40 – Sinais de entrada e sa´ıda do bloco Arbiter.
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Cada a´rbitro implementa um algoritmo de escalonamento, ilus-
trado atrave´s de um fluxograma na Figura 41. Todo canal do roteador
recebe um n´ıvel de prioridade, diferente dos demais canais, na inicia-
lizac¸a˜o do sistema (reset do sistema). As maiores prioridades sa˜o dadas
aos canais de entrada NN, SS, EE e WW, pois na rede RTSNoC eles sa˜o
usados para interconectar com outros roteadores, que foi concebida com









































Figura 41 – Fluxograma mostrando o algoritmo de escalonamento im-
plementado no bloco de arbitragem.
No momento em que as requisic¸o˜es chegam, elas ja´ esta˜o com
suas prioridades previamente estabelecidas, e o sinal de grant e´ envi-
ado aos blocos de controle de fluxo, controle de roteamento e alocador
liberando a comutac¸a˜o para o canal de sa´ıda da vez, colocando em n´ıvel
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lo´gico um o sinal o GNT referente a`quele canal de entrada. Paralelo a
isso, o sinal o ND e´ colocado em n´ıvel lo´gico um para indicar ao bloco
Interface de Sa´ıda a existeˆncia de um novo flit para ser armazenado
junto ao canal de sa´ıda. O processo de arbitragem so´ tem os n´ıveis de
prioridade dos canais de entrada alterados apo´s a indicac¸a˜o de que o
bloco de sa´ıda na˜o esta´ mais ocupado, ou seja, que o dado foi lido por
outro roteador ou nu´cleo, conectado naquele canal de sa´ıda do rotea-
dor. Esta indicac¸a˜o e´ feita atrave´s do sinal i BUSY , colocado em n´ıvel
lo´gico zero para indicar que o bloco de sa´ıda foi lido.
A quantidade de flits que um canal com prioridade pode enviar
sequencialmente depende do nu´mero de requisic¸o˜es simultaˆneas que
podem ocorrer ao mesmo tempo em algum daqueles canais priorita´rios.
Por exemplo, considere uma rede RTSNoC 2 × 2, conforme mostra a
Figura 42. Suponha que o nu´cleo, representado por um c´ırculo na
cor cinza conectado ao roteador um (1) possa receber fluxos vindos de
todos os outros vinte e treˆs nu´cleos conectados na rede possam enviar
pacotes para aquele nu´cleo. Sabendo que o roteamento e´ XY, enta˜o
o nu´mero de flits que cada canal de entrada do roteador um pode
encaminhar para aquele nu´cleo sera´ o indicado na Tabela 3. Note que
a quantidade de flits poss´ıveis para os canais de entrada NN e WW so´
sera˜o adotados se houverem requisic¸o˜es simultaˆneas vindas de todos os
nu´cleos conectados nos roteadores zero, dois e treˆs.
2 3
0 1
Figura 42 – Exemplo de malha 2× 2.
O Algoritmo 2 mostra o pseudo-co´digo do a´rbitro apresentado
no fluxograma da Figura 41 e que foi desenvolvido para esta Tese. De
acordo com o algoritmo, todo flit tem sua requisic¸a˜o de roteamento
atendida se ele tiver a maior prioridade, ou se na˜o houver mais re-
quisic¸o˜es no a´rbitro requisitando o mesmo canal de sa´ıda. Uma vez que
uma requisic¸a˜o foi atendida, o canal que requisitou o envio do seu flit
recebe a menor prioridade para roteamento no pro´ximo ciclo de clock,
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Tabela 3 – Nu´mero de flit para cada grant recebido pelos canais de
entrada.









sendo atendido no ciclo seguinte se na˜o houverem outras requisic¸o˜es
pendentes. A excec¸a˜o e´ o canal ser priorita´rio por ser canal de inter-
conexa˜o entre roteadores (NN, EE, SS e WW). Assim que uma requisic¸a˜o
e´ atendida, O a´rbitro envia um comando para o bloco lo´gico chamado
de “alocador”, informando qual chaveamento entre canal de entrada e




if (Reset = active) then
Channel priorities ← initial values
Channel counters ← initial values
else
if (Request 6= null) then
Check priorities
wait until Destination 6= busy
Forward flit
Notify origin granted
if (Request = North or East or South or West) then
if (Channel counter > 0) then
Decrements channel counter
else
Channel counter ← initial value
Channel granted ← lower priority
Update priorities for other channels
end if
else
Channel granted ← lower priority






Um “Alocador” n x m e´ uma unidade que aceita vetores de n m-
bit como entrada e gera vetores de n m-bit de sa´ıda, conforme mostrado
no centro da Figura 35. O Alocador do roteador RTSNoC possui oito
vetores de treˆs bits como entrada e oito vetores de treˆs bits como sa´ıda.
Ele usa as suas interfaces de entrada para receber comandos vindos
dos blocos de arbitragem e controlar a matriz crossbar, usando suas
interfaces de sa´ıda para executar as conexo˜es solicitadas dos a´rbitros.
O bloco Alocador, ilustrado na Figura 43 recebe os grants vin-
dos dos a´rbitros alocados junto aos canais de sa´ıda, atrave´s dos sinais
i GNT , associando o enderec¸o de treˆs bits disponibilizados nos sinais
i CHN xx e enviando esta informac¸a˜o para a crossbar, atrave´s dos si-
nais o SWT xx. O alocador trabalha de modo paralelo, de modo a dar
melhor desempenho para o crossbar. Isto significa que, em um ciclo de
clock, ele pode receber ate´ oito comandos vindos dos a´rbitros de canal















Figura 43 – Sinais de entrada e sa´ıda do bloco Allocator.
4.3.5.6 Matriz Crossbar
Uma matriz crossbar n x m e´ uma estrutura que conecta dire-
tamente n entradas em m sa´ıdas sem nenhum esta´gio intermedia´rio.
Assim, a matriz crossbar do roteador RTSNoC consiste de m n:1 mul-
tiplexadores, um para cada canal de sa´ıda do roteador, implementando
uma matriz quadrada com oito canais de entrada por oito canais de
sa´ıda, conforme mostrado na Figura 35. O crossbar foi configurado
para conectar qualquer canal de entrada com qualquer canal de sa´ıda,
pore´m sob a restric¸a˜o de que cada canal de entrada e´ conectado em
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apenas um canal de sa´ıda, assim como um canal de sa´ıda pode ser
conectado em apenas um canal de entrada. A estrutura de multiple-
xadores adotada garante que esta restric¸a˜o e´ sempre cumprida. Ale´m
disso, a matriz crossbar na˜o utiliza ciclos de clock para executar os
chaveamentos entre entradas e sa´ıdas
A Figura 44 ilustra os sinais de entrada e sa´ıda da crossbar.
Ela recebe as sa´ıdas das interfaces de entrada nos sinais i NN , i NE,
etc. Estes canais de entrada sa˜o conectados aos canais de sa´ıda, o NN ,
o NE, etc., de acordo com os comandos presentes nas entradas i SWT NN ,







































Figura 44 – Sinais de entrada e sa´ıda do bloco Crossbar.
4.3.5.7 Interface de Sa´ıda
O sinal i DIN recebe o flit a ser disponibilizado no canal de
sa´ıda e e´ conectado diretamente na crossbar, e seus sinais de entrada
e sa´ıda esta˜o representados na Figura 45. Naquela Figura, o dado e´
disponibilizado na sa´ıda do bloco o DOUT apo´s o sinal i DIN receber
um n´ıvel lo´gico um vindo do bloco de arbitragem. Ao ser armazenado,
o bloco coloca o sinal o ND em n´ıvel lo´gico um, indicando ao canal de
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sa´ıda que um novo flit esta´ dispon´ıvel para ser lido. Paralelo a isso, o
sinal o BSY e´ colocado em n´ıvel lo´gico um para indicar ao a´rbitro que
o bloco de sa´ıda esta´ aguardando por uma leitura,. Os sinais i ND e
i BSY sa˜o zerados apenas quando a leitura for realizada pelo roteador











Figura 45 – Sinais de entrada e sa´ıda do bloco Output Interface.
4.4 LARGURA DE BANDA NA RTSNOC
Os roteadores da rede RTSNoC foram projetados para oferecer
uma lateˆncia de dois ciclos de clock para encaminhar um flit de um
canal de entrada para um canal de sa´ıda qualquer. Para minimizar
o nu´mero de ciclos de clock, foi adotada a te´cnica de alternate phase.
A te´cnica consiste em sincronizar os flip-flops de entrada e sa´ıda do
caminho combinacional com bordas inversas. Por exemplo, na Figura
46 o flip-flop da entrada e´ sincronizado pela borda de descida do sinal
de clock, enquanto o flip-flop de sa´ıda e´ sincronizado pela borda de
subida do mesmo sinal de clock.
Uma vantagem desta te´cnica e´ na˜o necessitar de recursos de
sil´ıcio adicionais, ale´m da reduc¸a˜o do nu´mero de ciclos de clock ne-
cessa´rios para encaminhar um sinal (bordas de subida, por exemplo).
Como desvantagem, ha´ a necessidade de um mapeamento pre´vio (no
tempo) do projeto como um todo, para evitar que sinais fiquem fora do
momento adequado para suas avaliac¸o˜es, uma vez que as ferramentas
de s´ıntese para FPGA ou ASIC somente verificam este aspecto (o mo-







Figura 46 – Representac¸a˜o da te´cnica de fases alternadas.
se o projeto seguir integralmente a mesma borda de relo´gio.
Assim, na RTSNoC a vaza˜o para um fluxo qualquer que na˜o sofre
competic¸a˜o com outros fluxos pelo mesmo nodo destino e´ de um flit a
cada dois ciclos de clock. Para o caso gene´rico em que va´rios fluxos
podem estar enviando pacotes para um mesmo destino, a vaza˜o tende
a diminuir para um determinado fluxo. Em outras palavras, a lateˆncia
de um canal e´ sempre de um flit a cada dois ciclos de clock, mas a vaza˜o
por fluxo e´ menor ja´ que a arbitragem adotada na rede faz com que
um flit de cada fluxo seja encaminhado ao nodo destino. Desta forma,






sendo que k e´ o nu´mero de fluxos que esta˜o sendo enviados
para um mesmo nodo destino simultaneamente. Pode-se observar pela
Equac¸a˜o 4.3 que a vaza˜o para um determinado fluxo e´ dependente da
quantidade de fluxos que esta˜o sendo enviados para o mesmo destino
em um determinado instante. Nas redes apresentadas no Cap´ıtulo 2, a
vaza˜o e´ constante para todas que oferecem garantias de lateˆncia. No
caso das redes TDM que tambe´m oferecem suporte a fluxos de melhor
esforc¸o, como a Æthereal, esta vaza˜o constante so´ e´ va´lida para fluxos
com garantia de servic¸os.
Ale´m disso, conforme citado naquele Cap´ıtulo, o uso de DCM
ou PLL em conjunto com o uso de caminhos com topologias projetadas
para sinais de clock tambe´m ajudam a minimizar os problemas relacio-
nados com clock skew e jitter. Nos experimentos realizados nesta Tese,
que sera˜o apresentados no Cap´ıtulo 5, foram utilizados FPGAs que
disponibilizam DCMs e tais caminhos dedicados para sinais de clock.
Estes recursos foram incorporados a`s implementac¸o˜es feitas para os
experimentos.
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A Figura 47 ilustra o modo de sincronizac¸a˜o dos componentes
internos do roteador da RTSNoC. A sincronizac¸a˜o foi feita com base na
te´cnica conhecida como alternaˆncia de fase. Para simplificar, a Figura
mostra apenas um canal de entrada e um canal de sa´ıda.
Na RTSNoC cada flit tem o mesmo tamanho que um phit. Na
Figura 47, cada phit possui n bits e (n−m) bits de cada phit conte´m in-
formac¸o˜es sobre o destino de roteamento do flit. Estes (n−m) bits sa˜o
usados pelo controlador de fluxo (Flow Control naquela Figura) e pelo
controlador de roteamento (Routing control). Estes dois componentes,
assim como a interface de entrada (Input Interface) esta˜o localizados
nos canais de entrada do roteador, indicado por Input channel naquela
Figura. Da mesma forma, o canal de sa´ıda (Output channel) e´ re-
































Figura 47 – Sincronizac¸a˜o dos componentes internos do roteador RTS-
NoC com o sinal de clock.
Um sinal de clock foi representado na base da Figura 47. Note
que no instante t1 todos os treˆs componentes do canal de entrada sa˜o
ativados pela borda positiva do clock. No instante seguinte, t2, o a´rbitro
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recebe as requisic¸o˜es dos canais de entrada e verifica se o canal de sa´ıda
(output interface na Figura) esta´ dispon´ıvel para receber um novo flit.
Se ele estiver livre, o a´rbitro aplica as prioridades vigentes naquele mo-
mento, enviando o sinal de controle para o Alocador da Crossbar e
informando o canal de sa´ıda que um dado esta´ pronto para ser entre-
gue a` ele. No instante t3 o canal de sa´ıda armazena o flit dispon´ıvel
na sa´ıda da crossbar e sinaliza o nu´cleo ou canal de entrada de outro
roteador conectado a` ele que um novo flit esta´ dispon´ıvel para en-
trega/encaminhamento. No instante t4 o a´rbitro faz a atualizac¸a˜o dos
n´ıveis de prioridades, conforme apresentado na Subsec¸a˜o 4.3.5.4.
O sinal de leitura RD, descrito na Sec¸a˜o 4.3.3, e´ enviado do canal
de sa´ıda para o canal de entrada que teve seu flit encaminhado. Este
sinal serve como sinalizac¸a˜o de que uma nova requisic¸a˜o para trans-
missa˜o de outro flit podera´ ser feita por aquele canal de entrada no
pro´ximo ciclo de clock. Este ciclo pode ser no instante t5 indicado na
Figura 47, se a leitura no canal de sa´ıda for feita imediatamente apo´s
a sinalizac¸a˜o de novo dado dispon´ıvel (sinal ND apresentado na Sec¸a˜o
4.3.3).
4.4.1 Ana´lise de Vaza˜o para fluxos BE
No final do Cap´ıtulo 2 foi apresentada a Tabela 1, a qual resume
as principais caracter´ısticas das redes intra-chip estudadas para o de-
senvolvimento desta Tese. A u´ltima linha da Tabela mostra a ma´xima
vaza˜o oferecida por cada uma daquelas redes, sendo que aqueles valo-
res sa˜o va´lidos apenas para fluxos priorita´rios; ou seja, sa˜o va´lidos para
fluxos com garantia de lateˆncia e na˜o para fluxos de melhor esforc¸o.
Pore´m, algumas das redes estudadas tambe´m oferecem mecanismos de
roteamento para fluxos BE, como a Nostrum e a Æthereal. No caso da
rede Æthereal, alguns canais TDM sa˜o alocados especificamente para
fluxos BE, os quais sa˜o compartilhados por estes fluxos. Para isso, eles
sa˜o roteados por um mecanismo convencional de roteamento wormhole,
e a arbitragem e´ feita por um algoritmo round-robin.
Nesta subsec¸a˜o sa˜o apresentados os resultados referentes a si-
mulac¸o˜es que foram realizadas no intuito de avaliar a vaza˜o oferecida
pelas redes RTSNoC e Æthereal para fluxos BE. As simulac¸o˜es foram
feitas tomando como refereˆncia um fluxo gene´rico σi em cada uma das
redes, para o qual foi definido um tamanho fixo para todos os seus paco-
tes. O nu´mero de fluxos que interferem diretamente em σi foi variado,
assim como o tamanho dos seus respectivos pacotes.
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A Figura 48 apresenta o resultado da simulac¸a˜o de vaza˜o para
um fluxo gene´rico σi gerado por um nodo i da rede Æthereal. A si-
mulac¸a˜o foi feita com o uso das expresso˜es de vaza˜o de cada uma das
redes. Ou seja, foi uma simulac¸a˜o anal´ıtica com tais expresso˜es e rea-
lizadas com aux´ılio de uma planilha eletroˆnica, tipo Excel R©. A vaza˜o
da rede Æthereal foi apresentada na Tabela 2 e a vaza˜o da RTSNoC
apresentada na Sec¸a˜o 4.4. Tais expresso˜es de vaza˜o foram colocadas em
uma planilha, a qual teve os valores de tamanho de pacotes e nu´mero
de fluxos interferentes variados. Os valores de vaza˜o sa˜o obtidos em
func¸a˜o do nu´mero de fluxos (K) que competem pelos mesmos recursos
que o fluxo σi e em func¸a˜o do tamanho dos pacotes daqueles fluxos
interferentes, em que todos os pacotes dos fluxos interferentes teˆm o
mesmo tamanho, cujo valor e´ N vezes o tamanho de um pacote de σi.
A vaza˜o da rede Æthereal e´ dada por (p.n)/(P.s), definido no
Cap´ıtulo 2, em que P e´ um per´ıodo de time slots, p e´ o nu´mero de
slots alocados, s e´ a durac¸a˜o de um time slot em ciclos de relo´gio e n
e´ o nu´mero de pacotes em uma transac¸a˜o. Como a rede Æthereal e´
definida em tempo de projeto, os valores de P , p, s e n foram fixados
com os valores 4, 1, 1 e 1, o que significa que a rede tem um per´ıodo
de 4 ciclos de clock e 4 time slots de 1 ciclo de clock cada. Ale´m disso,
foi alocado 1 time slot para fluxos BE e cada transac¸a˜o transfere um
pacote a cada ciclo de clock, sendo que cada pacote e´ formado por treˆs
flits. Estes valores foram escolhidos para que se pudesse simular um
sistema com treˆs fluxos de tempo real cr´ıtico, similar ao estudo de caso
que sera´ apresentado no Cap´ıtulo 6, ficando apenas um slot dispon´ıvel
para fluxos BE.
Os valores de vaza˜o foram normalizados em relac¸a˜o ao valor da
largura de banda da rede alocada para os fluxos BE de modo que, se
apenas o fluxo σi estiver trafegando na NoC, enta˜o ele tera´ a ma´xima
vaza˜o na rede. Note que, se o tamanho de todos os pacotes pertencentes
aos fluxos interferentes tiverem o mesmo tamanho dos pacotes do fluxo
sob ana´lise (σi), enta˜o a largura de banda e´ dividida igualmente entre
todos os fluxos. Isto pode ser observado na Figura para os valores de
N = 1, em que a vaza˜o de σi e´ 0.5 para K = 1, 0.33 para K = 2, e
assim por diante.
Quando o tamanho dos pacotes e´ maior do que o tamanho dos
pacotes do fluxo σi, o valor da vaza˜o de σi diminui na Figura 48. Isto
acontece porque o roteamento proposto pelos autores da rede Æthereal
para fluxos BE e´ wormhole, e o nodo i precisa precisa esperar a liberac¸a˜o
dos recursos (time slots) para poder requisita´-los e enta˜o encaminhar
um pacote na rede.
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Figura 48 – Simulac¸a˜o de vaza˜o para a rede Æthereal.
Diferente da rede Æthereal que transfere um pacote por ciclo de
clock, a rede RTSNoC transfere um flit a cada dois ciclos de clock. Por-
tanto, na simulac¸a˜o o roteador da rede RTSNoC necessita seis ciclos
de clock para transferir um pacote composto por treˆs flits. O resultado
da simulac¸a˜o de vaza˜o para a rede RTSNoC e´ apresentado na Figura
49. Note que a vaza˜o do fluxo σi e´ mantida constante para uma mesma
quantidade de fluxos interferentes, independente do tamanho do tama-
nho dos pacotes que sa˜o injetados na rede por tais fluxos. Isto acontece
porque o roteador da rede RTSNoC faz o encaminhamento dos pacotes
de todos os fluxos flit a flit sem a contenc¸a˜o de recursos da rede, o que
na˜o acontece no roteador da rede Æthereal.
Figura 49 – Simulac¸a˜o de vaza˜o para a rede RTSNoC.
Para que se possa ter uma visualizac¸a˜o melhor entre os resulta-
dos das simulac¸o˜es feitas para as duas redes, as duas curvas de vaza˜o sa˜o
apresentados juntas na Figura 50. A rede RTSNoC permite que a vaza˜o
de um fluxo BE seja maior com o aumento no nu´mero de tra´fegos inter-
ferentes, quando comparada com uma soluc¸a˜o de roteamento wormhole
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sobre canais TDM. E´ importante lembrar que o aumento na vaza˜o pode
ser melhorado numa rede baseada na tecnologia TDM com a alocac¸a˜o
de mais canais, no entanto isso deve ser feito em tempo de projeto para
todas as redes ate´ agora apresentadas na literatura.
Figura 50 – Resultados das simulac¸o˜es de vaza˜o para as redes RTSNoC
e Æthereal.
4.5 LATEˆNCIA DE PIOR CASO NA RTSNOC
Esta sec¸a˜o apresenta uma ana´lise sobre a contribuic¸a˜o na lateˆncia
inferida pela rede RTSNoC. Na ana´lise de lateˆncia, foram levados em
conta os modelos de lateˆncia apresentados no Cap´ıtulo 3. Inicialmente,
considere que as ana´lises de lateˆncia sa˜o feitas em uma rede RTSNoC
gene´rica e representada por um conjunto de fluxos Γ = {σ1, σ2, ...σn},
sendo que cada fluxo e´ representado individualmente por sua 7-tupla
σi = (vsi, vdi, Pi, Ti, Di, Li, fi).
A lateˆncia do pior caso para um pacote que pertence a um fluxo
σi na rede RTSNoC e´ definido da mesma maneira que foi definido na
equac¸a˜o 3.4, sendo a soma da lateˆncia experimentada por todos flits
que pertencem ao mesmo pacote, no caminho entre um nodo de origem
e nodo de destino com h roteadores.
O primeiro flit de um pacote pode ter uma lateˆncia diferente
dos outros flits do mesmo pacote. Isso acontece porque, uma vez que
o primeiro flit chegar ao nodo de destino, enta˜o os outros flits subse-
quentes a` ele deveriam ser roteados com as prioridades estabelecidas
pelo primeiro flit no caminho entre o nodo de origem e o de destino.
Isto na˜o ocorrera´ caso haja alguma alterac¸a˜o em outros fluxos ao longo
deste caminho apo´s a passagem do flit de cabec¸alho do pacote. Para a
ana´lise da lateˆncia de pior caso na RTSNoC, sera˜o levadas em conta as
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seguintes premissas:
• os flits da carga u´til (ou payload) sera˜o encaminhados com as
mesmas prioridades estabelecidas pelo flit de cabec¸alho em todos
os roteadores no caminho entre o nodo de origem e o nodo de
destino; e
• todos os fluxos que possam competir pelos mesmos recursos que
o fluxo sob ana´lise esta˜o enviando seus pacotes para o mesmo
destino, antes mesmo do flit de cabec¸alho do pacote sob ana´lise
ter sido injetado na rede.
De acordo com a equac¸a˜o de lateˆncia (3.5) apresentada na Subsec¸a˜o
3.2, a primeira lateˆncia a ser analisado esta´ relacionada ao flit de
cabec¸alho do pacote. Na˜o ha´ contenc¸a˜o de recursos na rede RTSNoC,
devido a` te´cnica de intercalac¸a˜o de flits adotada na sua implementac¸a˜o.
Se N fluxos esta˜o competindo pelo mesmo canal de sa´ıda em um rotea-
dor, enta˜o cada um de seus flits e´ enviado pelo canal solicitado a cada
ciclo de arbitragem de acordo com a prioridade dada pelo algoritmo de
arbitragem apresentado na Subsec¸a˜o 4.3.5.4. Assim, a lateˆncia ma´xima
esperada para o flit de cabec¸alho, Lheader, que pertence a um pacote do





Lembrando que a vaza˜o na rede RTSNoC para um determinado
fluxo e´ dada pela expressa˜o Bi =
1
2.k
, enta˜o a lateˆncia da carga u´til e





= 2k(f − 1) (4.5)
sendo que k e´ a quantidade de pacotes que competem pelo mesmo
nodo de destino na rede e (f-1) e´ a quantidade de flits da carga u´til
mais o flit terminador do pacote analisado. A partir das expresso˜es 4.4
e 4.5 e´ poss´ıvel descobrir a lateˆncia de pior caso para qualquer pacote




2(Nj) + 2k(f − 1) + 2B (4.6)
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O valor de B foi multiplicado por dois porque nesta ana´lise foi
considerada a possibilidade de as duas memo´rias FIFO estarem cheias
com outros flits, tanto na interface de rede no nodo de origem como na
interface de rede no nodo de destino.
Note que os paraˆmetros na equac¸a˜o 4.6 sa˜o bem conhecidos. E´
importante lembrar que o algoritmo XY, implementado nos roteadores,
e´ um algoritmo esta´tico e impo˜e que todos os flits que pertencem a um
mesmo pacote devem ser encaminhados por um u´nico caminho. Devido
ao comportamento deste algoritmo, o valor ma´ximo de N sera´ sempre o
mesmo, porque o nu´mero de nu´cleos e roteadores no caminho sa˜o fixos.
O paraˆmetro k tambe´m e´ bem conhecido devido ao tamanho da rede,
e, portanto, e´ poss´ıvel presumir o nu´mero ma´ximo de fluxos originados
em outros nodos da rede e que podem competir pelo mesmo nodo de
destino. Ale´m disso, o paraˆmetro B e´ definido durante a definic¸a˜o do
projeto da rede e o paraˆmetro f e´ conhecido pelo nodo de origem. Isso
significa que os fluxos de tempo real projetados considerando a WCL
absoluta da rede RTSNoC tera˜o sempre atendidas as suas restric¸o˜es
temporais, de modo que na˜o deadlines3 perdidos devido a contenc¸a˜o
de rede.
4.5.1 Ana´lise de WCL para fluxos BE
Apesar de uma comparac¸a˜o imediata entre as NoCs apresentadas
no Cap´ıtulo 2 na˜o poder ser feita de forma simples devido as diferen-
tes configurac¸o˜es suportadas por cada uma daquelas redes, e´ poss´ıvel
realizar algumas simulac¸o˜es para entender o impacto no WCL causado
por alterac¸o˜es no conjunto de fluxos na rede, desde que algumas pre-
missas seja adotadas. Nesta subsec¸a˜o sa˜o apresentados os resultados
referentes a uma simulac¸a˜o realizada com as expresso˜es de lateˆncia de
pior caso para as redes RTSNoC e Æthereal. No caso da rede Æthereal,
esta´ sendo considerado que a WCL e´ a expressa˜o de lateˆncia que consta
na Tabela 1, apresentada no final do Cap´ıtulo 2. Ou seja, foi uma si-
mulac¸a˜o anal´ıtica com tais expresso˜es e realizadas com aux´ılio de uma
planilha eletroˆnica, tipo Excel R©.
3Os sistemas de tempo real sa˜o caracterizados por atividades computacionais
com restric¸o˜es temporais. Uma restric¸a˜o temporal t´ıpica e´ o prazo de execuc¸a˜o,
usualmente chamado de deadline, o qual representa o tempo antes do qual a tarefa
deve ser conclu´ıda para evitar preju´ızos ao sistema. Se um deadline e´ especificado
em relac¸a˜o ao tempo de chegada, ele e´ chamado de deadline relativo, enquanto que
se ele for especificado em relac¸a˜o ao tempo zero, ele e´ chamado de deadline absoluto
(BUTTAZZO, 2005).
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Como premissa ba´sica, foi adotada a condic¸a˜o de que todo canal
TDM da rede Æthereal pode ser utilizado por mais de um fluxo, ge-
rando assim concorreˆncia entre dois ou mais fluxos por recursos daquela
rede. Esta e´ uma situac¸a˜o prevista pelos pro´prios autores da Æthereal
que afirmam ser poss´ıvel o uso de canais dedicados para fluxos GT
por fluxos BE, quando aqueles fluxos priorita´rios na˜o estiverem sendo
utilizados.
Tabela 4 – Lista de paraˆmetros adotados nas simulac¸o˜es de WCL con-










Os valores adotados nas equac¸o˜es de lateˆncia direta foram B = 3
e h = 6. O nu´mero de flits e nu´mero de fluxos que competem por um
recurso (N para a rede RTSNoC) foram usados como varia´veis. Assim,
foram obtidas duas equac¸o˜es em func¸a˜o de tais varia´veis: f(x, y) =
f(flit, σ) para a rede Æthereal e g(x, y) = g(flit, σ) para a rede RTS-
NoC. O nu´mero de flits por pacote ficou dentro do intervalo [1; 50] e
o nu´mero de fluxos que competem por um mesmo recurso ficou dentro
do intervalo [0; 10].
A Figura 51 apresenta os resultados das duas superf´ıcies gera-
das por f(x, y) e g(x, y). Naquela Figura, a superf´ıcie na cor cinza
claro representa a func¸a˜o f(x, y) da rede Æthereal e a superf´ıcie na
cor cinza escuro representa a func¸a˜o g(x, y) da rede RTSNoC. A linha
de intersecc¸a˜o entre as duas superf´ıcies geradas pelas func¸o˜es f(x, y) e
g(x, y) e´ o limite entre as duas redes, sob o ponto de vista das relac¸o˜es
custo-benef´ıcio envolvendo a quantidade de fluxos, o nu´mero de flits
por pacote e a WCL. Note que o valor da WCL para a rede RTSNoC
foi menor do que o valor apresentado pela rede Æthereal para pacotes
com quantidades menores de flits, mesmo com um grande nu´mero de
fluxos competindo pelos mesmos recursos da rede. Isto acontece devido
ao tempo extra que a rede Æthereal necessita para alocar e liberar os
canais TDM para os fluxos de melhor esforc¸o. A RTSNoC na˜o necessita
daquele tempo extra porque ela na˜o faz reserva de recursos da rede.
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Figura 51 – Simulac¸a˜o de WCL para as redes Æthereal e RTSNoC.
4.6 CONSIDERAC¸O˜ES
Neste Cap´ıtulo foi apresentado o projeto lo´gico da rede RTSNoC.
Inicialmente foi apresentada uma sec¸a˜o descrevendo em linhas gerais o
conceito da rede proposta. Em seguida, uma sec¸a˜o foi dedicada para
apresentar as definic¸o˜es de escopo do trabalho, descrevendo o segmento
de SoC alvo para esta rede, as tecnologias adotadas nos experimentos
e as me´tricas de avaliac¸a˜o da rede proposta. Uma terceira sec¸a˜o apre-
sentou de forma detalhada o desenvolvimento da rede, estabelecendo a
topologia a` qual ela se aplica, o formato da comunicac¸a˜o e os principais
elementos internos que constituem os roteadores da rede.
As duas u´ltimas sec¸o˜es do cap´ıtulo foram dedicadas para tra-
tar da lateˆncia de pior caso e da largura de banda. A primeira delas
apresentou a expressa˜o matema´tica que permite a obtenc¸a˜o do WCL
para um pacote na rede, seguida de uma ana´lise teo´rica da lateˆncia de
pior caso em uma rede com alocac¸a˜o de recursos que permite fluxos
BE e a RTSNoC. A segunda sec¸a˜o descreveu como foi obtida a largura
de banda de dois ciclos de clock na RTSNoC e tambe´m apresentou
uma ana´lise teo´rica da vaza˜o que poderia ser esperada para fluxos BE
na rede RTSNoC e na rede com alocac¸a˜o de recursos usada como re-
fereˆncia. Os valores de WCL e largura de banda foram avaliados em
142
uma rede RTSNoC com quatro roteadores, sintetizada em FPGA. O
pro´ximo cap´ıtulo descreve a rede usada nos experimentos e apresenta
os valores medidos de lateˆncia e vaza˜o, confrontando tais resultados
com os valores teo´ricos esperados para aquela rede.
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5 AVALIAC¸A˜O EXPERIMENTAL
Este cap´ıtulo apresenta os resultados experimentais baseados em
experimentos realizados com redes RTSNoC, sendo que o Cap´ıtulo foi
separado em sec¸o˜es. Na primeira sec¸a˜o apresenta resultados relativos a`
tecnologia FPGA. Ela e´ dividida em duas subsec¸o˜es, sendo que a pri-
meira avalia o impacto no uso de recursos de sil´ıcio devido a` adoc¸a˜o de
ate´ oito canais por roteador, e na segunda subsec¸a˜o e´ feita a avaliac¸a˜o de
uso de recursos de sil´ıcio devido a` inclusa˜o de sinais de roteamento em
todos os flits da rede RTSNoC. A segunda sec¸a˜o apresenta resultados
relativos a` tecnologia ASIC, no qual o consumo dos componentes inter-
nos do roteador RTSNoC sa˜o apresentados e comparados a` outras NoCs
que tiveram resultados publicados em artigos cient´ıficos na tecnologia
de 90 nm. A terceira sec¸a˜o apresenta os resultados de experimentos
realizados com uma rede RTSNoC composta por quatro roteadores e
sintetizada para um dispositivo FPGA. O objetivo foi realizar medidas
de lateˆncia de pior caso e vaza˜o e confrontar os resultados com os valo-
res teo´ricos esperados para esta rede. Finalizando o cap´ıtulo, a quarta
sec¸a˜o descreve os experimentos realizados para a avaliac¸a˜o da lateˆncia
me´dia oferecida pela rede na comunicac¸a˜o entre nodos da rede. Os
valores me´dios de lateˆncia foram comparados graficamente com valo-
res teo´ricos esperados para a RTSNoC e para a rede Æthereal, sendo
que nesta u´ltima foi considerada a competic¸a˜o de fluxos BE por canais
TDM daquela rede.
5.1 USO DE RECURSOS DE SILI´CIO EM FPGA
5.1.1 Ana´lise com diferentes quantidades de canais
Para entender o impacto causado pela adoc¸a˜o de oito canais de
comunicac¸a˜o por roteador, foram realizadas duas s´ınteses para FPGA
de duas redes interconectando vinte nu´cleos cada uma. Uma das redes
foi implementada com roteadores RTSNoC com oito canais de comu-
nicac¸a˜o, ilustrado na Figura 52(a), e a outra rede foi implementada
com roteadores RTSNoC com cinco canais de comunicac¸a˜o, conforme
mostra a Figura 52(b).
Os roteadores foram sintetizados com canais de trinta e dois
bits. Os valores de uso de recursos de sil´ıcio foram obtidos pela soma
da quantidade de Slice Registers com os Slice LUTs para cada con-
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(a) Vinte nu´cleos interco-
nectados por quatro rotea-
dores, com oito canais por
roteador.
(b) Vinte nu´cleos interco-
nectados por nove roteado-
res, com cinco canais por
roteador.
Figura 52 – Redes usadas nas ana´lises de uso de recursos de sil´ıcio.
figurac¸a˜o. Os resultados de uso de recursos de sil´ıcio por roteador e
por configurac¸a˜o de rede sa˜o mostrados na Tabela 5, em que o uso de
recursos de sil´ıcio para a configurac¸a˜o de rede com oito canais de co-
municac¸a˜o foi 28,55% menor do que a rede configurada com roteadores
de cinco canais de comunicac¸a˜o.
Tabela 5 – Uso de recursos de sil´ıcio para diferentes configurac¸o˜es da
RTSNoC.
Canais/roteador Consumo/roteador Consumo/rede
5 canais 2235 21120
(9 roteadores)
8 canais 3576 15090
(4 roteadores)
5.1.2 Ana´lise sobre o tamanho do flit
Conforme mencionado na Sec¸a˜o 4.3 que tratou do desenvolvi-
mento da RTSNoC, esta rede permite a configurac¸a˜o de quatro paraˆmetros
distintos em tempo de projeto: o tamanho do flit, o tamanho do pa-
cote, o nu´mero de canais em cada roteador e o tamanho dos buffers da
interface de rede. Esta subsec¸a˜o apresenta uma ana´lise sobre o custo
de sil´ıcio devido a inclusa˜o de dados de roteamento para todos os flits
de um pacote na RTSNoC.
Para avaliar o uso de recursos de sil´ıcio devido ao tamanho do
flit foram variados o nu´mero de bits extras necessa´rios para atingir
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diferentes tamanhos de rede (i.e. o nu´mero de bits para cada campo de
enderec¸amento), e o nu´mero de bits do campo de dados (Data field) no
canal de comunicac¸a˜o (16, 32, 64, 128 e 256 bits). A Tabela 6 resume
os resultados no uso de recursos de sil´ıcio, em termos de Slice Registers
e Slice LUTs.
Tabela 6 – Uso de recursos de sil´ıcio no FPGA variando o tamanho das
redes e o tamanho do campo de dados.
N. de bits extras Slice Registers Slice LUTs % usado
Canal com 16 bits
1 850 1821 1.9%
2 894 1889 2.0%
3 937 1669 2.1%
4 979 2021 2.1%
Canal com 32 bits
1 991 2070 2.2%
2 1031 2145 2.3%
3 1074 2225 2.4%
4 118 2277 2.4%
Canal com 64 bits
1 1262 2589 2.8%
2 1302 2667 2.8%
3 1344 2737 2.9%
4 1381 2789 3.0%
Canal com 128 bits
1 1776 3613 3.9%
2 1825 3681 3.9%
3 1864 3761 4.0%
4 1908 3813 4.1%
Canal com 256 bits
1 2815 5661 6.1%
2 2857 5729 6.1%
3 2895 5809 6.2%
4 2938 5861 6.3%
Os valores da Tabela 6 foram plotados na Figure 53(a). Note que
o aumento no nu´mero de bits extras para enderec¸ar redes em malha
2× 2 ate´ 16× 16 na˜o e´ muito significativo para um mesmo tamanho de
campo de dados. O uso de recursos de sil´ıcio e´ mais relevante quando
o tamanho do campo de dados aumenta. Por exemplo, o aumento no
consumo me´dio de sil´ıcio devido ao crescimento nos bits usados para
enderec¸ar roteadores na rede foi de 0,24 %, enquanto o consumo cresceu
em me´dia ate´ 4,18 % quando o campo de dados muda de 16 bits para
256 bits.
A Figura 53(b) mostra o aumento no uso de recursos por com-
ponentes do roteador RSTSNoC, considerando diferentes tamanhos de
campos de dados dos flits. Naquele caso, o consumo foi analisado consi-
derando a soma no consumo de Slice Registers com Slice LUTs. Como
pode ser observado naquela Figura, o aumento no tamanho do campo
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(a) Uso de recursos de sil´ıcio relativo ao nu´mero de bits no campo de dados
e ao nu´mero de bits extras usados no enderec¸o de roteamento.
(b) Recursos usados pelos componentes de hardware do roteador RTSNoC.
Figura 53 – Uso de recursos de sil´ıcio no FPGA variando o tamanho
das redes e o tamanho do campo de dados.
de dados do flit afeta o crossbar, representado como “multiplexado-
res”, e nas interfaces de entrada e sa´ıda do roteador. As interfaces de
entrada e sa´ıda necessitam mais registradores e SLICEs para imple-
mentar os seus circuitos e aceitar mais bits nos canais de comunicac¸a˜o.
O crescimento no uso de recursos de sil´ıcio foi maior para a crossbar
devido a sua estrutura dos multiplexadores internos usados na sua im-
plementac¸a˜o serem baseados apenas em lo´gica combinacional, tendo
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que multiplexar oito canais de entrada para cada um dos oito canais
de sa´ıda, ou seja, oito multiplexadores 8× 1.
Outros componentes, como o controlador de fluxo, alocador, con-
trolador de roteamento e a´rbitro, sa˜o menos afetados pelo aumento no
nu´mero de bits no campo de dados. eles utilizam apenas as informac¸o˜es
de roteamento adicionada aos flits. Ou seja, a informac¸a˜o de rotea-
mento depende do nu´mero de roteadores que precisam ser enderec¸ados
na rede.
5.2 USO DE RECURSOS DE SILI´CIO EM ASIC
Esta sec¸a˜o apresenta os resultados relativos a` ana´lise que foi feita
considerando a a´rea de sil´ıcio consumida pelo roteador RTSNoC quando
sintetizado na tecnologia ASIC. Para isso, foi utilizada a ferramenta
de s´ıntese Synopsys R© Ultra Design Compiler utilizando a biblioteca
SAED 90nm Low Power e os resultados foram obtidos em termos de
a´rea de sil´ıcio para um u´nico roteador, considerando differentes tama-
nhos de canais de comunicac¸a˜o.
O resultado da s´ıntese para a tecnologia de 90nm e´ apresentada
na Tabela 7. O roteador RTSNoC foi implementado considerando oito
tamanhos de canais diferentes, de 32 bits ate´ 256 bits. Por exemplo,
com estes tamanhos de canais poderiam ser conectados na rede RTS-
NoC processadores de 32 bits ou GPUs (acroˆnimo de Graphic Proces-
sing Unit - Unidade de Processamento Gra´fico). A interface com os
nu´cleos de processamento conectados a` rede precisa ser adaptada de
acordo com a interface de comunicac¸a˜o de cada nu´cleo. Por esta raza˜o,
a a´rea de sil´ıcio desta interface na˜o foi inclu´ıda na Tabela 7.
A u´ltima coluna da Tabela 7 apresenta, de modo aproximado, o
nu´mero de portas lo´gicas usados para implementar o roteador RTSNoC
na tecnologia de 90nm. O nu´mero de portas lo´gicas foi obtido atrave´s
da relac¸a˜o entre a a´rea do componente e a a´rea da menor porta lo´gica da
tecnologia alvo. Para a tecnologia SAED 90nm, tal porta lo´gica e´ uma
porta NAND com 5.5296µm2. Esta refereˆncia e´ u´til para se ter uma
estimativa da a´rea de sil´ıcio consumida em outras tecnologias, como
por exemplo 65nm. Ale´m do consumo de a´rea para cada componente
do roteador RTSNoC, a Tabela 7 apresenta a contribuic¸a˜o percentual
de cada componente na a´rea total de sil´ıcio utilizada pelo roteador.
Os resultados da Tabela 7 sa˜o apresentados graficamente nas Fi-
guras 54(a) e 54(b), sendo que a Figura 54(a) apresenta a contribuic¸a˜o
dos componentes internos do roteador em relac¸a˜o a` a´rea total de sil´ıcio
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na tecnologia SAED 90nm, enquanto que a Figura 54(b) apresenta a
a´rea de sil´ıcio consumida por cada um dos componentes internos do
roteador RTSNoC para esta tecnologia. Pode-se observar naquelas Fi-
guras que a interface de entrada (Input Interface), a interface de sa´ıda
(Output Interface) e a Crossbar teˆm a maior influeˆncia no consumo de
a´rea de sil´ıcio quando aumenta o nu´mero de bits do canal de comu-
nicac¸a˜o da rede, similar ao que acontece na tecnologia FPGA.
(a) Contribuic¸a˜o dos componentes internos do roteador RTSNoC em
relac¸a˜o a` a´rea total de sil´ıcio.
(b) A´rea de sil´ıcio consumida por cada um dos componentes internos do
roteador RTSNoC.













































































































































































































































































































































































































































































































































































































































































































































































































































































O consumo de a´rea de sil´ıcio da RTSNoC tambe´m foi comparado
com o custo de a´rea para outras NoCs apresentadas na literatura. Uma
comparac¸a˜o conclusiva e´ dif´ıcil devido a`s diferentes te´cnicas adotadas
por cada uma das redes, pois algumas delas implementam mecanismos
de alocac¸a˜o de recursos, como TDM, enquanto que outras sa˜o baseadas
na arbitragem em tempo de execuc¸a˜o, e isto tem influeˆncia na relac¸a˜o
custo-benef´ıcio de cada NoC; ale´m disso, os resultados publicados em
artigos cient´ıficos muitas vezes referem-se a` tecnologias diferentes, como
65nm ou 130nm.
Apesar destas dificuldades, e´ poss´ıvel fazer uma ana´lise qualita-
tiva de outras redes com a rede RTSNoC, desde que sejam comparadas
apenas tecnologias similares (no caso 90nm)e abstraindo as questo˜es
relativas a` relac¸a˜o custo-benef´ıcio de cada rede. A Tabela 8 apresenta
os resultados de consumo de a´rea de sil´ıcio da rede RTSNoC para algu-
mas configurac¸o˜es e compara estes resultados aos valores fornecidos por
outras redes publicadas em artigos cient´ıficos e que tambe´m utilizaram
a tecnologia de 90nm. O roteador RTSNoC com canais de comunicac¸a˜o
de 32 bits (payload) ocupou uma a´rea de sil´ıcio menor do que o rote-
ador da rede 4S proposto por (BANERJEE et al., 2009), com 16 bits no
canal de dados. Outra versa˜o do roteador da RTSNoC, com 64 bits de
payload, apresenta um consumo de a´rea de sil´ıcio 1,16 vezes maior que
o roteador da rede 4S de 16 bits. E´ importante salientar que o roteador
da rede RTSNoC possui um overhead devido a inclusa˜o de dados de
roteamento para todos os flits que trafegam na rede, conforme comen-
tado na Sec¸a˜o 4.3. Como refereˆncia, foi inclu´ıdo o consumo da rede
dAElite de 64 bits, proposta por (GOOSSENS; DIELISSEN; RADULESCU,
2012), e apresentada por seus autores como uma rede de baixo custo
de sil´ıcio.
Tabela 8 – A´rea consumida pelo roteador RTSNoC comparado a` outras
implementac¸o˜es na tecnologia de 90 nm.
Roteador (NoC) Caracter´ısticas A´rea (mm2)
4S Project 4 SDM lanes 16 bit/lane 0.108
RTSNoC 32 bit (payload) e 8 canais 0.095
dAElite 64 bit/canal divididos em 4 slots TDM 0.016
RTSNoC 64 bit (payload) e 8 canais 0.125
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5.3 AVALIAC¸A˜O DA LATEˆNCIA DE PIOR CASO E DA VAZA˜O NA
REDE RTSNOC
Nas duas u´ltimas sec¸o˜es do Cap´ıtulo 4 foram apresentadas a
expressa˜o matema´tica, com a qual e´ poss´ıvel calcular o valor da lateˆncia
de pior caso para a transmissa˜o de pacotes na rede RTSNoC, e a largura
de banda esperada nos canais de comunicac¸a˜o da rede RTSNoC. Nesta
sec¸a˜o sa˜o apresentados os resultados de experimentos realizados com
uma rede RTSNoC composta por quatro roteadores e sintetizada para
um dispositivo FPGA. O objetivo foi realizar medidas de lateˆncia e
vaza˜o e confrontar os resultados com os valores teo´ricos esperados para
esta rede.
A medida de lateˆncia de um pacote foi feita contabilizando o
nu´mero de ciclos de clock decorridos desde a colocac¸a˜o do primeiro flit
no canal de entrada de um nodo de origem ate´ a chegada do u´ltimo
flit deste pacote no nodo de destino. A Figura 55 ilustra um exemplo
gene´rico desta medida de lateˆncia. Um pacote, pertencente ao fluxo
σi, e composto pelos flits f0, f1, ..., fn−1 e´ injetado na rede pelo nodo
A conectado ao roteador 2, e cujo destino e´ o nodo B conectado ao
roteador 1. O in´ıcio da medida de lateˆncia do pacote acontece quando
o flit de cabec¸alho (f0) e´ colocado no canal de entrada do roteador 2,
indicado por t na Figura 55; o final da medida acontece quando o flit
terminador (fn−1) e´ disponibilizado no canal de sa´ıda do roteador 1, e
indicado por t+ t′ naquela Figura.
Nas Subsec¸o˜es que seguem e´ apresentada a rede usada nos expe-
rimentos. Os resultados de lateˆncia e vaza˜o obtidos sa˜o apresentados e
confrontados com os valores teo´ricos esperados para aquela rede.
5.3.1 Rede utilizada nos experimentos
A rede utilizada nos experimentos foi implementada com quatro
roteadores, denominados de 1, 2, 3 e 4, e representados por quadrados
brancos na Figura 56. Vinte e quatro nu´cleos que geram tra´fego na
rede, representados por c´ırculos e numerados de 0 a 23, foram conec-
tados naqueles roteadores. Destes nu´cleos, cinco geram pacotes para o
mesmo nu´cleo de destino. Os cinco nu´cleos que geram tais pacotes sa˜o
representados por c´ırculos preenchidos na cor cinza e numerados como
3, 7, 13, 18 e 23, enquanto que o nu´cleo de destino destes pacotes e´
























Figura 55 – Representac¸a˜o da medida adotada para a lateˆncia de um




















Figura 56 – Rede com 4 roteadores e 24 nu´cleos usada nos experimentos.
Os pacotes gerados pelos cinco nu´cleos sa˜o compostos por seis
flits. Para diferencia´-los, foi adotado o padra˜o mostrado na Tabela 9,
em que os flits de cabec¸alho e terminador de cada pacote possuem o
byte mais significativo com o valor 4h, enquanto que os flits referentes
a carga u´til possuem o valor 0h. Ale´m disso, os dois bytes menos
significativos de cada flit de um determinado pacote possuem valores
que os diferenciam dos flits de outros pacotes. Por exemplo, os flits
pertencentes ao pacote do fluxo σ3 terminam com os bytes 3Xh, em
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que X e´ o nu´mero do flit, como 1, 2 e assim por diante.
Tabela 9 – Pacotes usados na avaliac¸a˜o da lateˆncia e vaza˜o da rede
RTSNoC.
σ3 σ7 σ13 σ18 σ23
header 40831h 40871h 408D1h 408E1h 408F1h
00832h 00872h 008D2h 008E2h 008F2h
payload 00833h 00873h 008D3h 008E3h 008F3h
00834h 00874h 008D4h 008E4h 008F4h
00835h 00875h 008D5h 008E5h 008F5h
tail 40836h 40876h 408D6h 408E6h 408F6h
As medidas de lateˆncia e vaza˜o foram feitas sobre os flits gerados
pelo nu´cleo 7 e os resultados sa˜o apresentados nas subsec¸o˜es a seguir.
5.3.2 Medidas de Lateˆncia e Vaza˜o
As medidas de lateˆncia e vaza˜o de um pacote que trafega na
rede experimental descrita na subsec¸a˜o anterior foram feitas adotando
as seguintes condic¸o˜es:
• os fluxos σ03, σ13, σ18 e σ23 geram pacotes indefinidamente, de
modo que logo apo´s o envio do flit terminador de um pacote,
inicia-se o envio do flit de cabec¸alho pertencente a um novo pa-
cote; e
• o fluxo σ07 gera apenas um pacote, sobre o qual sa˜o realizadas as
medidas de lateˆncia e vaza˜o.
A Figura 57(a) apresenta o resultado da simulac¸a˜o feita com a
ferramenta ISim R©. A frequeˆncia de clock adotada na ferramenta de
simulac¸a˜o foi de 100MHz, de modo que cada ciclo de clock tem um
per´ıodo de 10ns. O flit de cabec¸alho e´ colocado no canal de entrada
do roteador 1 no instante indicado pela letra A (130ns) na Figura
57(a), e contornado por um quadrado em linhas pontilhadas. O flit de
cabec¸alho e´ disponibilizado no canal de sa´ıda do roteador 2, onde esta´
localizado o nu´cleo de destino 12, depois de doze ciclos de clock. Este
instante e´ representado na Figura 57(a) pela letra B em que o flit e´
contornado por um quadrado em linhas pontilhadas.
O valor teo´rico esperado para a lateˆncia do primeiro flit pode





2Ni = (2× 1) + (2× 2) + (2× 3) = 12 (5.1)
Na RTSNoC o roteamento e´ XY e com isso todos os flits gerados
pelo nu´cleo 7 seguem o caminho entre os roteadores 1→ 0→ 2. Assim,
o flit de cabec¸alho inicialmente leva dois ciclos de clock para atraves-
sar o roteador 1 porque na˜o ha´ competic¸a˜o com outros fluxos naquele
roteador. Para atravessar o roteador 0 podem ser necessa´rios quatro
ciclos, pois ha´ a possibilidade de competic¸a˜o pelo mesmo canal de sa´ıda
com outro flit gerado pelo nu´cleo 03. Por fim, o flit de cabec¸alho pode
necessitar de seis ciclos de clock para ser entregue no canal de destino
no roteador 2, pois ele compete com o flit gerado pelo nu´cleo 13 e ou-
tro flit recebido no canal EE daquele roteador. E´ importante lembrar
que estes sa˜o valores de pior caso. Dependendo do instante em que o
primeiro flit e´ colocado no canal de entrada do rotedor 1 ele pode ter
um n´ıvel de prioridade maior em determinado roteador do caminho.
A lateˆncia teo´rica para a entrega de um pacote na rede utili-
zada no experimento pode ser calculada com o uso da Equac¸a˜o 4.6.
Neste caso, esta´ sendo assumido como premissa que a leitura dos flits
entregues no nodo de destino e´ feita imediatamente apo´s a indicac¸a˜o
da chegada de cada flit, e sem a possibilidade de encher os buffers de
memo´ria nas interfaces de rede dos nodos de origem e destino dos pa-
cotes. Assim, o termo 2B referente ao tamanho dos buffers na equac¸a˜o
4.6 esta´ sendo considerado nulo, e o valor teo´rico da lateˆncia de pior





(2Ni) + 2k(f − 1) = 12 + 2× 5× (6− 1) = 62 (5.2)
Pode-se observar na Figura 57(a) que a lateˆncia total para a en-
trega do pacote e´ de 62 ciclos de clock, sendo doze ciclos para o flit
de cabec¸alho e cinquenta ciclos para os outros cinco flits. Neste ex-
perimento foi colocado o primeiro flit do pacote a ser analisado em
um instante de tempo em que foi poss´ıvel verificar a ma´xima lateˆncia
teo´rica ocorrendo para um pacote. Em outros experimentos feitos com
esta rede o valor da lateˆncia do flit de cabec¸alho variou, conforme era
esperado, pore´m sempre abaixo no limite ma´ximo teo´rico. Ale´m disso,
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na˜o houve alterac¸a˜o na ordem de entrega dos flits do pacote analisado.
Isto era esperado, pois o algoritmo de roteamento XY adotado na rede
obriga o envio de todos os flits de um mesmo pacote a seguirem por
um caminho pre´-estabelecido. Assim, um determinado flit so´ sera´ en-
tregue apo´s a entrega de seu antecessor. Na mesma Figura, o intervalo
indicado pelas letras D e E mostra que um flit e´ entregue no canal de
sa´ıda a cada dois ciclos de clock, confirmando a vaza˜o de um flit a cada
dois ciclos de clock.
A largura de banda e´ dividida de modo igualita´rio entre os fluxos
que competem pelos mesmos recursos na rede RTSNoC. Para facilitar a
visualizac¸a˜o dos resultados neste documento, o nu´mero de flits dos pa-
cotes usados no experimento foi reduzido para quatro, conforme mostra
a Tabela 10.
Tabela 10 – Pacotes usados na avaliac¸a˜o da ordem de entrega de flits
na RTSNoC.
σ3 σ7 σ13 σ18 σ23
header 40831h 40871h 408D1h 408E1h 408F1h
payload 00832h 00872h 008D2h 008E2h 008F2h
00833h 00873h 008D3h 008E3h 008F3h
tail 40834h 40874h 408D4h 408E4h 408F4h
A Figura 57(b) ilustra o resultado do experimento, em que os flits
pertencentes ao fluxo sob ana´lise (σ7) foram circundados por quadrados
com linhas pontilhadas. Conforme pode ser observado na Figura, na˜o
houve troca de ordem na entrega dos flits pertencentes ao fluxo σ7
Note ainda que na˜o houve entrega de dois flits consecutivos de um
mesmo pacote no per´ıodo de tempo em que foi feita a entrega do pacotes
de teste, e todos os fluxos do experimento tiveram o mesmo per´ıodo
entre flits na entrega dos seus pacotes, confirmando que a largura de
banda e´ dividida de modo igualita´rio entre os fluxos que competem
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5.4 AVALIAC¸A˜O DA LATEˆNCIA ME´DIA
Na Sec¸a˜o 4.5.1 foi apresentada uma simulac¸a˜o realizada com as
redes RTSNoC e Æthereal levando em conta valores teo´ricos de quan-
tidade de fluxos e tamanho dos pacotes para aquelas redes. Esta sec¸a˜o
apresenta dois resultados experimentais que foram obtidos para verifi-
car a lateˆncia me´dia que os fluxos, relacionados a aplicac¸o˜es de tempo
real soft, teriam em diferentes configurac¸o˜es da rede RTSNoC. Para
avaliar tais lateˆncias, duas redes compostas por roteadores RTSNoC fo-
ram implementadas e separadas em dois cena´rios. Estas redes possuem
nu´cleos conectados a` elas que oferecem dois servic¸os: alguns nu´cleos
geram tra´fego nas redes, enquanto que outros medem a lateˆncia de
pacotes gerados pelos nu´cleos geradores. A lateˆncia me´dia medida na-
quelas redes foi plotada em relac¸a˜o aos valores teo´ricos de lateˆncia das
redes Æthereal e RTSNoC. Nas subsec¸o˜es que seguem sa˜o apresentados
os experimentos e discutidos os resultados obtidos.
5.4.1 Redes usadas nos experimentos
Foram desenvolvidas duas redes compostas por roteadores RTS-
NoC, ilustradas na Figura 58. As duas redes possuem dois tipos de
nu´cleos conectadas a` elas: geradores de tra´fego (ou Traffic Generators
- TG) e medidores de tra´fego (ou Trafic measurements - TM).
Figura 58 – Redes usadas na avaliac¸a˜o de lateˆncia me´dia: (I) RTSNoC
com 7 nu´cleos e (II) RTSNoC com 23 nu´cleos.
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A fim de avaliar apenas a lateˆncia me´dia oferecida pelas redes, foi
considerado que existe apenas uma tarefa (ou thread) gerando pacotes
em cada um dos geradores de tra´fego TG. Esta considerac¸a˜o e´ essencial
para garantir que a ana´lise esta´ sendo feita somente considerando o
atendimento das restric¸o˜es temporais em um sistema de tempo real
baseado na rede RTSNoC, sem preocupac¸o˜es com questo˜es relacionadas
a aplicac¸o˜es em execuc¸a˜o nos nu´cleos conectados nas rede. Os TGs
geram quantidades aleato´rias de flits por pacote a cada per´ıodo de
tempo. Os pacotes podem ter de treˆs ate´ trinta e seis flits, e cada
pacote gerado possui diferentes quantidades de flits. Isto significa que
quando a transmissa˜o de um pacote termina, o pro´ximo pacote gerado
tera´ tamanho diferente.
5.4.2 Formato dos pacotes usados nos experimentos
A Figura 59 mostra um exemplo de pacote gerado por um TG.
Naquela Figura, o TG gera um pacote A que requer um canal de co-
municac¸a˜o por tpacket ciclos de clock. Apo´s este tempo, o TG aguarda
por tslack ciclos de clock antes de gerar um novo pacote com tamanho
diferente (pacote B naquela Figura).
Figura 59 – Exemplo de pacotes gerados por um TG.
Foram estabelecidos cinco padro˜es para os TGs. Os padro˜es fo-






sendo que IR e´ chamado de taxa de injec¸a˜o (em ingleˆs Injection
Rate) e os TGs mante´m IR constante. Por exemplo, uma taxa de 20%
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significa que os TGs geram pacotes e os enviam durante 20% de cada
per´ıodo T . Isto significa que, a cada novo pacote, o valor de tslack
precisa ser adaptado para manter a taxa de 20% do valor de tpacket.
Nos experimentos foram feitas trinta medidas consecutivas de lateˆncia
para diferentes valores de IR, nos dois cena´rios de rede mostrados na
Figura 58 (20, 40, 60, 80 and 100%).
Este formato de pacotes foi escolhido por ser uma representac¸a˜o
pro´xima da realidade de um sistema multimı´dia com taxa varia´vel de
bits. Neste ponto, e´ importante lembrar que uma das contribuic¸o˜es
desta Tese, apresentada no Cap´ıtulo 1, e´ que todos os fluxos poss´ıveis
entre dois nu´cleos quaisquer da rede RTSNoC possuem valores de lateˆncia
de pior caso fixos, e estes valores sa˜o independentes de poss´ıveis va-
riac¸o˜es na taxa de bits dos outros fluxos que competem pelos mesmos
recursos da rede. Assim, buscou-se um modelo de gerador de tra´fego
que pudesse gerar tra´fego com variac¸o˜es na taxa de bits.
O tra´fego gerado pela Equac¸a˜o 5.3 e´ randoˆmico. Isto significa
que na˜o ha´ correlac¸a˜o entre amostras subsequentes geradas por aquela
equac¸a˜o. Segundo os autores (GARRET, J., WITTEN, D., HASTIE, T.,
TIBSHIRANI, R., 2013), uma forma de determinar se as amostras de um
conjunto de dados sa˜o correlacionadas e´ pela ana´lise do “coeficiente de












em que N e´ a quantidade de amostras do conjunto de dados, x e
y sa˜o amostras subsequentes, x e y sa˜o os valores me´dios das amostras
subsequentes e r e´ o coeficiente de correlac¸a˜o entre as amostras do con-
junto de dados sob ana´lise. Na Equac¸a˜o 5.4, a expressa˜o do numerador
da representa a “covariaˆncia” entre amostras subsequentes x e y, e o
denominador e´ o produto do “desvio padra˜o” das amostras x e y. Para
(GARRET, J., WITTEN, D., HASTIE, T., TIBSHIRANI, R., 2013), o coefici-
ente de correlac¸a˜o, r, e´ uma medida da intensidade da relac¸a˜o entre as
amostras de um conjunto de dados, sendo que os valores de r podem
variar entre -1 e +1. O tipo de relac¸a˜o descrito por aqueles autores e´
representado pelo coeficiente de correlac¸a˜o da seguinte forma:
• Se (r = +1): correlac¸a˜o perfeitamente positiva;
• Se (+1 < r < 0): relac¸a˜o positiva;
• Se (r = 0): nenhuma relac¸a˜o;
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• Se (0 > r > -1): relac¸a˜o negativa; e
• Se (r = -1): correlac¸a˜o perfeitamente negativa.
O coeficiente de correlac¸a˜o esta´ limitado por -1 ou +1. Quanto
mais pro´ximo o coeficiente estiver de -1 ou +1, mais forte e´ a cor-
relac¸a˜o. Pelo que foi exposto, pode-se dizer que um conjunto de da-
dos randoˆmico, sem correlac¸a˜o entre seus dados, precisa ter o valor
do coeficiente de correlac¸a˜o (r) tendendo a` zero. A Figura ilustra um
histograma de um conjunto de dados obtidos por amostragem em um
sinal cossenoidal com relac¸a˜o positiva, cujo coeficiente de correlac¸a˜o foi
calculado pela Equac¸a˜o 5.4 como sendo 0,995.
Figura 60 – Exemplo de um conjunto de dados relacionados obtidos de
um sinal cossenoidal.
5.4.2.1 Comparac¸a˜o do gerador baseado em IR com um caso real
Para verificar se os dados gerados pela equac¸a˜o 5.3 podem ser
utilizados para simular um tra´fego multimı´dia real, foram feitas as ava-
liac¸o˜es anal´ıticas em dois conjuntos de dados. O primeiro conjunto e´
referente ao relato´rio de chamadas telefoˆnicas recebidas por um Servic¸o
de Atendimento ao Cliente, do fabricante Intelbras S.A. O Servic¸o de
Atendimento ao Cliente recebe diariamente cerca de 14 mil (14000) cha-
madas telefoˆnicas, que sa˜o atendidas por cinquenta e seis (56) Pontos
de Atendimento (PAs), em treˆs turnos de trabalho consecutivos. As
chamadas recebidas podem ter sido geradas por treˆs diferentes tipos de
compressa˜o de voz: G711, G729 e G723. Ale´m disso, o tempo de cada
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(a) Histograma das chamadas recebidas por um
Servic¸o de Atendimento ao Cliente, do fabricante In-
telbras S.A.
(b) Histograma do conjunto de dados fornecido pelo
gerador de tra´fego apresentado na Equac¸a˜o 5.3.
Figura 61 – Resultados da comparac¸a˜o entre o gerador de tra´fego ba-
seado em IR com um caso real.
chamada atendida varia consideravelmente. Para este primeiro con-
junto de dados foram utilizadas duzentas (200) amostras, e a Figura
61(a) mostra um histograma com o resultado. O segundo conjunto
de dados foi gerado pelo gerador de tra´fego baseado na Equac¸a˜o 5.3
e tambe´m foi gerado com duzentas amostras. O histograma deste se-
gundo conjunto de dados e´ mostrado na Figura 61(b).
Os coeficientes de correlac¸a˜o para os dois conjuntos de dados
tambe´m foram calculados utilizando a Equac¸a˜o 5.4. Para o primeiro
conjunto, relacionado a`s chamadas do Servic¸o de Atendimento ao Cli-
ente, o resultado obtido foi de 0,05 e para o segundo conjunto de dados,
relativos ao gerador de tra´fego, o resultado obtido foi de -0,01. A Ta-
bela 11 mostra os resultados obtidos nas avaliac¸o˜es anal´ıticas com os
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conjuntos de dados citados nesta subsec¸a˜o. Considerando os valores
obtidos, pode-se dizer que os dois conjuntos de dados podem ser consi-
derados randoˆmicos. Ale´m disso, pode-se dizer que o gerador de tra´fego
proposto e´ adequado para gerar fluxos de dados para os experimentos
propostos nesta sec¸a˜o.
Tabela 11 – Coeficiente de correlac¸a˜o entre os treˆs sinais avaliados.
Sinal Coeficiente de Correlac¸a˜o Correlac¸a˜o
Figura 60 0,995 Alta
Figura 61(a) 0,05 Baixa
Figura 61(b) -0,01 Baixa
5.4.3 Cena´rio de testes
Foi considerado que um TG em cada uma das redes experimen-
tais e´ um processador executando uma u´nica tarefa de tempo real hard
e gerando pacotes que precisam ser entregues ao seu destino (TM) antes
de atingir o seu limite teo´rico de lateˆncia, de modo a na˜o comprome-
ter o deadline da tarefa. Tais TGs esta˜o representados como c´ırculos
preenchidos na cor cinza na Figura 58. Todos os outros TGs foram
considerados como processadores que tambe´m executam apenas uma
tarefa, pore´m sa˜o tarefas de tempo real soft.
Todos os flits gerados pelos TGs sa˜o enviados para o nu´cleo me-
didor de tra´fego (TM) o qual mede a lateˆncia dos pacotes gerados pelos
TGs. Ele calcula a lateˆncia me´dia de todos os pacotes recebidos dos
TGs. Ale´m disso, o TM possui um mecanismo que informa se o limite
de lateˆncia foi excedido por algum pacote, usando como refereˆncia o
ma´ximo valor teo´rico para a rede RTSNoC sob teste.
A subsec¸a˜o seguinte apresenta os resultados obtidos com os ex-
perimentos nas redes mostradas na Figura 58 e discute tais resulta-
dos utilizando como refereˆncia os valores teo´ricos esperados para redes
Æthereal com quantidades similares de nu´cleos a` elas conectados.
5.4.4 Resultados de Lateˆncia
As Figuras 62(a) e 62(b) mostram os resultados medidos para
as lateˆncias nas redes RTSNoC. A lateˆncia me´dia medida foi plotada
em relac¸a˜o aos valores teo´ricos de lateˆncia para as redes Æthereal com
sete nu´cleos (Figura 62(a)) e vinte e treˆs nu´cleos (Figura 62(b)). Os
163
valores ma´ximos teo´ricos de lateˆncia esperados para as redes RTSNoC
tambe´m foram plotados nas mesmas Figuras.
As redes Æthereal sa˜o baseadas no conceito de per´ıodos de time
slots e no escalonamento daqueles time slots para os fluxos que circulam
nas redes. Para encontrar o valor teo´rico de lateˆncia para as redes
Æthereal e usar estes valores como refereˆncia, foi aplicada a expressa˜o
de lateˆncia mostrada na Tabela 1, ao final do Cap´ıtulo 2. As curvas de
ma´ximos valores teo´ricos para as redes Æthereal ilustradas nas Figuras
62(a) e 62(b) foram baseadas nas seguintes premissas:
• as redes foram projetadas para oferecer 100% de garantias tem-
porais; e
• existem time slots suficientes para todos os fluxos que trafegam
naquelas redes.
E´ fato que redes com tais premissas possuem um custo de sil´ıcio
elevado, ale´m de desperdic¸arem largura de banda na˜o utilizada (GO-
OSSENS; DIELISSEN; RADULESCU, 2005). No entanto, utilizando esta
abordagem e´ poss´ıvel considerar a lateˆncia previs´ıvel para todos os
fluxos gerados por aplicac¸o˜es de tempo real hard e soft naquelas re-
des, e que e´ uma das propostas oferecidas pela rede RTSNoC discutida
nesta Tese. Baseado nas premissas acima, assume-se aqui que os valo-
res plotados para as redes Æthereal representam as ma´ximas lateˆncias
esperadas para os fluxos que circulam naquelas redes.
Ale´m dos resultados obtidos nos experimentos, os valores teo´ricos
de lateˆncia ma´xima e mı´nima esperados para as redes RTSNoC foram
plotados como curvas de erro (error-bar). Os valores mı´nimos represen-
tam a lateˆncia direta (Ldireta) e foram calculados considerando apenas
os tra´fegos gerados pelos TGs de refereˆncia, representados por c´ırculos
preenchidos na cor cinza nas redes mostradas na Figura 58. Os valores
ma´ximos representam o WCL e foram calculados assumindo o percen-
tual de tra´fego adicionado ao caminho entre os geradores de tra´fego de
refereˆncia e os medidores de tra´fego (20, 40, 60, 80 and 100%).
E´ importante salientar que estes valores teo´ricos ma´ximos e mı´nimos
atribu´ıdos a` rede RTSNoC sa˜o pessimistas e na˜o levam em considerac¸a˜o
um dimensionamento de tra´fego que considere limites de lateˆncia mais
r´ıgidos. Para que se possa atingir limites mais estreitos, uma ana´lise
esta´tica pode ser feita antes da alocac¸a˜o dos nu´cleos na rede, de forma
similar ao que e´ feito com as outras NoCs apresentadas na literatura.
Note que a lateˆncia na˜o atingiu os limites ma´ximos teo´ricos da
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(a) Lateˆncia me´dia vs. tra´fego injetado para a rede RTS-



















Injected Traffic (%) 
AEthereal (with 23 cores)
RTSNoC (with 23 cores)
RTSNoC theoretical limits
(b) Lateˆncia me´dia vs. tra´fego injetado para a rede
RTSNoC com 23 nu´cleos.
Figura 62 – Resultados das medidas de lateˆncia.
• todos os pacotes gerados por um TG possuem o mesmo tamanho;
e
• um pacote precisa receber a menor prioridade em todos os rote-
adores no caminho, desde sua origem ate´ seu destino.
Pelos valores expostos na Figura 62 e´ poss´ıvel argumentar que a
rede RTSNoC atingiu sua meta de oferecer um menor valor de lateˆncia
me´dia para todos os pacotes pertencentes a fluxos de tempo real soft
que circulam pela rede. Ale´m disso, na˜o houve sinalizac¸a˜o de pacotes
que tenham ultrapassado os valores limites teo´ricos estabelecidos. Uma
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NoC baseada na te´cnica TDM e´ inerentemente preditiva, mas o per´ıodo
dos time slots e´ maior para sistemas que apresentem previsibilidade de
lateˆncia tanto para fluxos de tempo real hard como soft. Neste caso,
para manter baixo o uso de recursos de sil´ıcio, os projetista de redes
TDM precisam reduzir a quantidade de time slots dispon´ıveis para
fluxos BE, o que implica no crescimento me´dio da lateˆncia para tais
fluxos que passam a competir pelos mesmos recursos e precisam alocar
e liberar os time slots constantemente.
5.5 CONSIDERAC¸O˜ES
Neste cap´ıtulo foram apresentados e discutidos os custos de sil´ıcio,
devido a adoc¸a˜o de uma estrutura de flit na qual as informac¸o˜es de rote-
amento sa˜o anexadas a todos os flits e tambe´m os custos devido ao uso
de um maior nu´mero de canais de comunicac¸a˜o por roteador. Conforme
era esperado, a abordagem proposta para a rede RTSNoC apresentou
um aumento no uso de recursos de sil´ıcio, devido aos bits extras anexa-
dos aos flits. No entanto, a adoc¸a˜o de roteadores sem buffers minimiza
este aumento, mesmo para redes compostas por roteadores com ate´
oito canais de comunicac¸a˜o, apesar de isto ainda ser uma penalidade
causada pela abordagem adotada.
Uma sec¸a˜o foi dedicada a avaliac¸a˜o da lateˆncia de pior caso e da
vaza˜o em uma rede RTSNoC com quatro roteadores e vinte e quatro
nu´cleos. Os resultados das medic¸o˜es foram confrontados com os valores
teo´ricos esperados para esta rede. O cap´ıtulo tambe´m apresentou resul-
tados relativos a experimentos realizados com duas redes RTSNoC de
tamanhos distintos. O objetivo dos experimentos foi realizar a medida
da lateˆncia me´dia apresentada por fluxos BE pertencentes a aplicac¸o˜es
de tempo real soft, ale´m de verificar se algum fluxo ultrapassaria os va-
lores ma´ximos teo´ricos esperados para cada uma das configurac¸o˜es de
rede. Pelos resultados obtidos, a lateˆncia me´dia ficou abaixo da lateˆncia
esperada para uma rede de refereˆncia baseada na tecnologia TDM, em
redes com um maior nu´mero de nu´cleos conectados. Ale´m disso, todos
os limites de lateˆncia ma´xima prevista nas duas redes experimentadas
foram atendidos.
O pro´ximo cap´ıtulo descreve a implementac¸a˜o de um SoC de-
senvolvido para uma aplicac¸a˜o industrial no qual foi utilizada a rede
RTSNoC como mecanismo de comunicac¸a˜o entre os seus nu´cleos.
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6 ESTUDO DE CASO
A rede RTSNoC foi avaliada experimentalmente em um SoC de
tempo real originalmente desenvolvido para uma aplicac¸a˜o industrial de
central telefoˆnica tipo PABX (acroˆnimo de Private Automatic Branch
eXchange), o qual foi denominado de SoC PABX. O objetivo foi ava-
liar o desempenho da rede RTSNoC em um caso de estudo usado na
indu´stria.
A rede RTSNoC foi proposta enderec¸ando sistemas de tempo real
com pequenas quantidade de fluxos relacionados a aplicac¸o˜es de tempo
real hard e muitos fluxos relacionados a aplicac¸o˜es de tempo real soft.
Um PABX e´ um exemplo de sistema de tempo real que aceita algum
grau de degradac¸a˜o de desempenho. No entanto, esta degradac¸a˜o pode
afetar a qualidade de alguns servic¸os do equipamento, e muitas vezes a
percepc¸a˜o de qualidade pode ser um requisito importante para alguns
usua´rios deste tipo de sistema.
Segundo o seu fabricante, o sistema PABX utilizado neste expe-
rimento lanc¸a sessenta e quatro threads em uma operac¸a˜o regular do
sistema, sendo que apenas 3 threads possuem deadline cr´ıtico e as de-
mais podem ser tratadas como BE. A Figura 63 mostra dois diagramas
de blocos relacionados ao experimento com o SoC PABX. A Figura
63(a) ilustra a comunicac¸a˜o original entre os nu´cleos do SoC, baseado
em um barramento TDM, e a Figura 63(b) ilustra a comunicac¸a˜o da-























(a) Diagrama de blocos mostrando
a estrutura original do SoC PABX
baseado na comunicac¸a˜o TDM en-





















(b) Diagrama de blocos mostrando
o SoC PABX utilizando a RTSNoC
como meio de comunicac¸a˜o entre os
nu´cleos.
Figura 63 – Visa˜o geral do SoC PABX.
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Este Cap´ıtulo explica, em linhas gerais, o funcionamento do SoC
PABX e apresenta os resultados obtidos nos experimentos realizados.
6.1 ESTRUTURA DO SOC PABX
O SoC PABX e´ focado em sistemas de telecomunicac¸o˜es, ba-
seados em tecnologia FPGA, e apresenta algumas funcionalidades ne-
cessa´rias para a implementac¸a˜o de equipamentos PABX digitais: um
gerador de 425 Hz, um gerador de DTMF (acroˆnimo de Dual-Tone
Multi-Frequency) implementado em um processador soft core, uma ma-
triz digital para canais TDM que oferece o servic¸o de comutac¸a˜o de ca-
nais de voz, um detector de sinalizac¸a˜o DTMF tambe´m implementado
em um processador soft core, uma interface para enlace padra˜o E1,
uma interface para oferecer acesso aos assinantes do sistema PABX e
um processador soft core preparado para atuar como controlador geral,
gerenciando as chamadas telefoˆnicas em um PABX.
A implementac¸a˜o do SoC PABX e´ ilustrada na Figura 64. O
Anexo 6.3 apresenta alguns detalhes do hardware utilizado na imple-
mentac¸a˜o do equipamento PABX de pequeno porte utilizando o SoC
PABX, no qual os experimentos foram realizados. Naquela Figura,
os quadrados na cor cinza sa˜o usados para representar os nu´cleos que
possuem acesso externo ao SoC, enquanto que os c´ırculos brancos re-
presentam nu´cleos sem acesso externo ao SoC. Outros equipamentos,
como um gerador de chamadas telefoˆnicas no padra˜o E1, aparelhos
telefoˆnicos e um hardware necessa´rio para realizar a interface com os
assinantes do equipamento foram usados mas na˜o sa˜o detalhados neste
documento.
Figura 64 – Diagrama em blocos ilustrando a estrutura interna do SoC
PABX implementado com o uso da RTSNoC.
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6.2 APLICAC¸A˜O PABX
De acordo com o seu fabricante, o sistema PABX lanc¸a sessenta
e quatro threads em uma operac¸a˜o regular do sistema. Destas threads,
apenas treˆs sa˜o consideradas de tempo real hard e seus deadlines na˜o
podem ser perdidos. Para um sistema PABX, a perda de deadlines
na˜o significa uma falha perigosa que pode causar danos ao equipa-
mento, como teoricamente e´ considerado em sistemas de tempo real
hard. Apesar disso, de acordo com o fabricante, a perda de deadlines
daquelas treˆs threads implica em uma falha de operac¸a˜o que pode ge-
rar diversas conexo˜es telefoˆnicas previamente estabelecidas, podendo
eventualmente causar o travamento do equipamento.
Outras threads no sistema PABX aceitam perdas em seus dea-
dlines. Tais threads esta˜o relacionadas a` procedimentos no estabeleci-
mento de chamadas telefoˆnicas, para os quais a percepc¸a˜o humana per-
mite alguns atrasos em diversas etapas no processamento da chamada
telefoˆnica. De acordo com o fabricante, se um equipamento PABX esta´
sob alto tra´fego no estabelecimento de chamadas telefoˆnicas, a perda
de deadlines afeta a qualidade geral do sistema, e os usua´rios do sis-
tema percebem nitidamente tais perda na qualidade, como atraso para
ocupac¸a˜o de linha telefoˆnica, falhas na detecc¸a˜o de discagem, entre ou-
tros. Nos experimentos realizados com este SoC, estas sessenta e uma
threads foram definidas como sendo de tempo real soft, enquanto que as
outras treˆs citadas anteriormente foram definidas como sendo de tempo
real hard e foram consideradas priorita´rias no sistema.
Uma das treˆs threads priorita´rias e´ executada no processador
responsa´vel pela detecc¸a˜o de sinalizac¸a˜o DTMF no sistema e seu dea-
dline e´ de 125 µs. Ale´m desta thread priorita´ria, aquele processador
executa outras quatro tarefas de tempo real soft. A segunda thread
priorita´ria e´ executada no processador responsa´vel pela gerac¸a˜o de si-
nalizac¸a˜o DTMF para todo o sistema e possui deadline de 125 µs,
ale´m de tambe´m possuir outras quatro tarefas de tempo real soft em
execuc¸a˜o. A u´ltima das treˆs tarefas priorita´rias e´ executada no proces-
sador de controle e possui um deadline de 5 ms. As outras cinquenta
e treˆs tarefas de tempo real soft tambe´m sa˜o executadas neste u´ltimo
processador.
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6.3 ESTRUTURA DE HARDWARE USADA NA VALIDAC¸A˜O DO
SOC PABX
Para a validac¸a˜o f´ısica do SoC PABX foi montado um hardware
capaz de oferecer uma infra-estrutura ba´sica de um pequeno sistema
PABX, ilustrado na Figura 65. Este sistema e´ composto de uma placa
de ramais, responsa´vel por alimentar os aparelhos telefoˆnicos que sera˜o
conectados ao PABX e uma placa de troncos analo´gicos, onde sa˜o co-
nectadas as linhas telefoˆnicas fornecidas por empresas Operadoras de
Telefonia Fixa em Telecomunicac¸o˜es.
Naquela Figura, a placa de ramais e´ representada na pela letra B,
na cor vermelha, e permite a` conexa˜o de ate´ quatro aparelhos telefoˆnicos
em seus conectores, representados pela letra C. A placa de troncos
analo´gicos necessita de codec externo para a digitalizac¸a˜o dos sinais de
voz. Este codec deve ser sintetizado em um FPGA externo e os sinais de
controle e a´udio devem ser fornecidos atrave´s dos conectores na Figura
65 pela letra F . Ao contra´rio desta placa de Troncos Analo´gicos, a
placa de Ramais Analo´gicos ja´ possui um codec incorporado e pode ser
conectada diretamente a um FPGA atrave´s dos sinais dispon´ıveis no
conector apresentado naquela Figura com a letra E.
Figura 65 – Imagem do hardware implementado para uso como PABX
Digital.
O controle do proto´tipo PABX e´ feito por um FPGA externo, no
qual foi implementado o SoC TDM. Os sinais do conector apresentado
na Figura 65 pela letra E e o sinal de GND (Figura 65 letra D) foram
conectados a um kit de FPGA, modelo ML605 do fabricante Xilinx R©
e que conte´m um Virtex6 R©, ilustrado na Figura 66.
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Figura 66 – Representac¸a˜o da conexa˜o do proto´tipo PABX com o kit
ML605.
6.4 OPERAC¸A˜O DO SOC PABX E RESULTADOS OBTIDOS
O SoC PABX foi sintetizado atrave´s da ferramenta do fabricante
Xilinx R©, versa˜o 13.1, para um dispositivo FPGA da famı´lia Virtex
6 R©. Para analisar o sistema em sua carga de operac¸a˜o ma´xima, foram
geradas trinta chamadas telefoˆnicas no enlace E1, e comutadas com
as interfaces de assinantes do sistema PABX, controlado pelo SoC. As
chamadas foram geradas aleatoriamente com curta durac¸a˜o de tempo
(com ate´ treˆs segundos de durac¸a˜o por chamada) Para cada chamada
recebida, os nu´cleos conectados na rede RTSNoC trocam mensagens
relacionadas a identificac¸a˜o das chamadas, gerac¸a˜o de tons, detecc¸a˜o
de sinalizac¸o˜es e procedimentos de encaminhamento e comutac¸a˜o das
chamadas. A rede RTSNoC foi sintetizada para operar com um clock
de 100 MHz e oferecer vaza˜o de 133, 312 Mbps. os nu´cleos geram uma
taxa de 16Mbps.
Apesar de o tra´fego geral neste sistema PABX ser moderado em
relac¸a˜o a capacidade total da rede, as mensagens de tratamento de cha-
madas ocorrem em meio a rajadas de mensagens que sa˜o geradas pelos
nu´cleos, e que ocorrem logo apo´s eles terem recebido uma mensagem de
sincronizac¸a˜o de um nu´cleo gerador de base de tempo (System Timer
no canal WW da Figura 64). Portanto, existe uma intensa troca de
mensagens de curta durac¸a˜o ocorrendo num curto per´ıodo de tempo,
gerando um jitter para os pacotes de sincronizac¸a˜o, conforme mostrado
na Figura 67. Tomando como base as caracter´ısticas de tra´fego do sis-
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tema PABX, foi calculado a WCL teo´rica para os pacotes gerados na
rede entre o nu´cleo gerador de base de tempo do sistema e o processa-
dor de gereˆncia do sistema, o que resultou num valor de 420 ns como
lateˆncia de pior caso. As medidas realizadas apontaram que a lateˆncia
daqueles pacotes variou entre 288 − 317 ns, o que e´ menor do que o
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Figura 67 – Valores de lateˆncia do pacote de sincronizac¸a˜o medidos no
canal NW.
6.5 CONSIDERAC¸O˜ES
O objetivo deste cap´ıtulo foi a implementac¸a˜o da rede em um
SoC de tempo real utilizado em um equipamento de telecomunicac¸o˜es.
O SoC utilizado possu´ıa nu´cleos previamente testados e validados pelo
seu fabricante. A comunicac¸a˜o original entre os diversos nu´cleos do
SoC era feita atrave´s de conexo˜es ponto-a-ponto entre os nu´cleos que
necessitavam trocar informac¸o˜es. Esta abordagem atendia aos limites
de deadline, pore´m a reusabilidade dos nu´cleos exigia um trabalho de
engenharia maior para implementac¸o˜es de novos produtos que necessi-
tassem daqueles nu´cleos funcionais. A rede RTSNoC foi implementada
como mecanismo de comunicac¸a˜o entre tais nu´cleos, que ale´m de aten-
der os requisitos temporais do sistema, expressos pelos deadlines das
diversas tarefas em execuc¸a˜o no sistema, tambe´m ofereceu escalabili-






7 CONSIDERAC¸O˜ES FINAIS E PERSPECTIVAS
Neste documento foram relatadas as atividades de pesquisa re-
lacionadas ao uso de uma rede intra-chip como mecanismo de comu-
nicac¸a˜o em SoCs com caracter´ısticas de tempo real. Foi feito um estudo
sobre as soluc¸o˜es que foram apresentadas ate´ o momento e que oferecem
previsibilidade a` sistemas de tempo real que utilizam NoC como soluc¸a˜o
de interconexa˜o intra-chip, as quais resolvem o problema da previsibi-
lidade de lateˆncia para os fluxos na rede, seja utilizando roteadores
na˜o-bloqueantes com controle de taxa de transmissa˜o ou chaveamento
de circuitos. Pore´m, o custo de sil´ıcio para garantir tal previsibilidade a
todos os fluxos da rede em ambas as te´cnicas e´ considerado alto por di-
versos autores, o que limita o conhecimento das lateˆncias apenas para
fluxos priorita´rios. Devido ao alto custo de recursos, fluxos que na˜o
esta˜o relacionados a` aplicac¸o˜es de tempo real cr´ıticas sa˜o tratados em
segundo plano, geralmente adotando-se uma pol´ıtica de melhor esforc¸o
(BE). Ale´m disso, todas as te´cnicas citadas precisam mapear os requi-
sitos de comunicac¸a˜o das tarefas de tempo real cr´ıticas para os recursos
de rede dispon´ıveis em fases iniciais do projeto. Este mapeamento, no
entanto, muitas vezes e´ realizado considerando um cena´rio de pior caso,
resultando em reserva de recursos que poderiam ser dinamicamente re-
alocados para outros fluxos. Embora adequado para aplicac¸o˜es cr´ıticas
de tempo real, esta estrate´gia resulta na ma´ utilizac¸a˜o de sil´ıcio para
aplicac¸o˜es multimı´dia com taxa de bits varia´vel.
A hipo´tese levantada nesta Tese foi afirmar que era poss´ıvel esta-
belecer uma estrutura de comunicac¸a˜o para SoCs de tempo real, base-
ada no conceito de Network-on-Chip, sem reserva de recursos, capaz de
oferecer previsibilidade na lateˆncia de pior caso na comunicac¸a˜o entre
dois pontos quaisquer da rede. Ale´m disso, o valor me´dio da lateˆncia
para os fluxos tratados como melhor esforc¸o deveria ser menor quando
comparado com uma rede com reserva de recursos que tambe´m oferec¸a
tratamento de melhor esforc¸o para fluxos sem restric¸o˜es de tempo real.
Como soluc¸a˜o ao problema de pesquisa, foi proposta uma rede intra-
chip, chamada de RTSNoC, e que e´ baseada na te´cnica de intercalac¸a˜o
de flits em um mesmo canal de comunicac¸a˜o entre roteadores da rede.
Foram realizados experimentos com a rede proposta e feitas com-
parac¸o˜es anal´ıticas com outra NoC para validar a rede proposta nesta
Tese. Pelos resultados obtidos, foi poss´ıvel comprovar que a RTSNoC
oferece a previsibilidade da lateˆncia de pior caso para fluxos de tempo
real hard e apresenta um valor me´dio de WCL menor para fluxos BE
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do que a rede com reserva de recursos Æthereal, para um nu´mero maior
de nu´cleos por rede. Tais comparac¸o˜es anal´ıticas foram feitas com base
nas equac¸o˜es de lateˆncia de pior caso (WCL) de ambas as redes, RTS-
NoC e Æthereal. Ale´m disso, outras avaliac¸o˜es teo´ricas apresentadas
na Sec¸a˜o 3.2 demonstram que a rede RTSNoC apresenta uma lateˆncia
me´dia menor que outras redes BE quando o tra´fego oferecido e´ maior
do que 70% da capacidade de tra´fego da rede.
A Intercalac¸a˜o de flits exigiu a adic¸a˜o de informac¸o˜es de rote-
amento para todos os flits que trafegam pela rede RTSNoC. Como
consequeˆncia, era esperado um aumento do uso de recursos de sil´ıcio
devido a adoc¸a˜o desta te´cnica. Para resolver este problema, os buf-
fers foram alocados apenas nas interfaces de rede, minimizando assim
a quantidade de memo´ria nos roteadores. Paralelo a isso, os roteadores
da rede permitem mais de uma conexa˜o de unidades de processamento
por roteador. Esta abordagem foi adotada para explorar o senso de
localidade, minimizando o tra´fego entre roteadores. Como esperado,
as informac¸o˜es extras de roteamento aumentaram o uso de recursos de
sil´ıcio. No entanto, o consumo e´ mais relevante quando o tamanho do
campo de dados cresce, do que devido a adic¸a˜o de bits extras em cada
flit. Por exemplo, o aumento no uso de recursos de sil´ıcio devido ao
incremento no nu´mero de bits usados para enderec¸ar mais roteadores, e
consequentemente mais unidades de processamento conectados na rede,
foi em me´dia de 0,3%; enquanto isso o consumo cresce em me´dia ate´
4,0% quando o tamanho do campo de dados aumenta de 16 bits para
256 bits.
Pelo que foi exposto neste documento, conclui-se que a rede pro-
posta (RTSNoC) valida a hipo´tese apresentada nesta Tese e apresenta
diferentes contribuic¸o˜es. A primeira contribuic¸a˜o foi apresentar uma
menor lateˆncia me´dia para fluxos BE relacionados a aplicac¸o˜es mul-
timı´dia com taxa de bits varia´vel. O experimento apresentado na Sec¸a˜o
5.4 foi baseado em um gerador randoˆmico de fluxos de dados que eram
injetados na rede RTSNoC. O valor me´dio de lateˆncia encontrado foi
comparado com os valors ma´ximos esperados para as redes RTSNoC e
Æthereal. Naqueles experimentos, a rede RTSNoC teve um valor me´dio
de lateˆncia melhor quando a rede era composta por um nu´mero maior
de nu´cleos, assumindo que a rede Æthereal teria sido configurada para
oferecer time slots suficientes para os fluxos BE.
Uma segunda contribuic¸a˜o esta´ relacionada ao valor de lateˆncia
de pior caso (WCL). Na rede RTSNoC todos os fluxos poss´ıveis entre
dois nu´cleos quaisquer da rede possuem valores de WCL fixos, e estes
valores sa˜o independentes de poss´ıveis variac¸o˜es na taxa de bits dos
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outros fluxos que competem pelos mesmos recursos da rede. Isto se
deve ao algoritmo de arbitragem baseado na intercalac¸a˜o de flits em
um mesmo canal de comunicac¸a˜o. Desta forma, independente do ta-
manho dos pacotes que outros fluxos possam gerar e injetar na rede, o
valor de WCL e´ sempre o mesmo, pois o nu´cleo de origem na˜o tem que
aguardar a liberac¸a˜o de recursos da rede para iniciar sua transmissa˜o,
visto que todos os flits que concorrem por um mesmo canal de comu-
nicac¸a˜o da rede sa˜o intercalados. E´ importante lembrar que a RTSNoC
possui buffers apenas nas interfaces de rede, e estas memo´rias devem
ser devidamente dimensionadas para que os nu´cleos tenham sempre a
sua disposic¸a˜o espac¸o de armazenamento para enviar dados pela rede.
Uma terceira contribuic¸a˜o esta´ relacionada ao fato da rede RTS-
NoC manter o valor me´dio da lateˆncia baixo para fluxos BE, consi-
derando que a rede opera com um tra´fego oferecido superior a 80%.
Isto acontece porque na RTSNoC os fluxos BE tambe´m esta˜o sujeitos
aos valores de WCL que podem ser calculados para estes fluxos, pois
o algoritmo de arbitragem na˜o faz distinc¸a˜o entre os flits; ele leva em
considerac¸a˜o apenas a distaˆncia dos nodos de origem para realizar a
arbitragem de modo igualita´rio entre todos os fluxos.
Pelo que foi exposto, conclui-se que a rede RTSNoC e´ uma alter-
nativa de interconexa˜o entre elementos de processamento e que oferece
previsibilidade para aplicac¸o˜es de tempo real r´ıgidas, melhorando o va-
lor da lateˆncia me´dia para fluxos relacionados a` aplicac¸o˜es pass´ıveis
de tratamento com te´cnicas de melhor esforc¸o. Treˆs pontos devem ser
considerados pelo projetista antes de decidir pelo uso da rede RTSNoC.
O primeiro deles esta´ relacionado ao deadline das tarefas em aplicac¸o˜es
de tempo real r´ıgido. Neste caso, o valor da lateˆncia de pior caso
oferecido pela rede para os fluxos relacionados a tais tarefas tem que
estar dentro dos limites tolera´veis pela aplicac¸a˜o. Outro ponto esta´
relacionado ao tipo de aplicac¸a˜o a que se destina. O me´todo de in-
tercalac¸a˜o de flits oferece uma lateˆncia menor para pacotes menores.
Por este motivo, aplicac¸o˜es como multimı´dia com taxa varia´vel de bits
podem obter melhores resultados de lateˆncia me´dia na rede. Por fim, o
senso de localidade deve ser explorado para minimizar a comunicac¸a˜o
atrave´s da rede, colocando em um mesmo roteador, ou em roteadores
pro´ximos, os nu´cleos que trocam com maior frequeˆncia mensagens entre
si. Para finalizar este Cap´ıtulo, e´ apresentada a Tabela 12, relacionando
a RTSNoC com as outras redes estudadas. A contribuic¸a˜o da RTSNoC
apresentada naquela tabela esta´ relacionada ao fato de o tempo de pior
caso ser independente do tra´fego da rede (ver linha WCL × Tra´fego na
tabela). Este fato abre perspectivas de trabalhos futuros relacionados a
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computac¸a˜o reconfigura´vel e ao escalonamento de tarefas em sistemas
com mu´ltiplos processadores.
7.1 PUBLICAC¸O˜ES
O resultados parciais e finais deste trabalho foram submetidos
a treˆs jornais cient´ıficos e um pedido de registro de patente. Um dos
jornais cient´ıficos (IJASCSE) ja´ aceitou e publicou um dos artigos, e o
pedido de patente foi depositado e publicado. Os outros dois jornais
cient´ıficos ainda esta˜o em fase de revisa˜o dos artigos a` eles submetidos.
• “Evaluation of silicon consumption for a connectionless Network-
on-Chip”. Em: International Journal of Advanced Studies in
Computer Science & Engineering (IJASCSE), 2014. Dispon´ıvel
em: http://arxiv.org/find/all/1/all:+berejuck/0/1/0/all/0/1
• “Rede Intra-Chip preditiva para aplicac¸o˜es de tempo real”. Em:
Instituto Nacional de Propriedade Intelectual (INPI), protocolo:






























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Durante o desenvolvimento desta Tese foram observadas algumas
questo˜es que abrem possibilidades de novas pesquisas envolvendo a rede
proposta. Uma delas esta´ relacionada a ferramentas para alocac¸a˜o de
nu´cleos na rede. A troca de dados em uma rede entre dois pontos tem
influeˆncia na lateˆncia na rede. Esta lateˆncia tem influeˆncia na posic¸a˜o
relativa dos nu´cleos na rede. Este passo e´ conhecido como alocac¸a˜o na
rede (ou Network Assignment), e normalmente e´ feita estaticamente, ou
em outras palavras, em tempo de projeto. Assim, o desenvolvimento de
ferramentas para auxiliar a alocac¸a˜o do nu´cleos na rede e´ uma questa˜o
a ser explorada.
Para tratar de sistemas com uma dinaˆmica maior no comporta-
mento dos fluxos da rede, especialmente redes conectando mu´ltiplos
processadores, um tema a ser pesquisado e´ a ana´lise em tempo de
execuc¸a˜o e alterac¸a˜o de rotas, feitas dinamicamente no sistema. Para
isso seria necessa´rio implementar um mecanismo que avalie as condic¸o˜es
dos caminhos de roteamento e a alterem o caminho no caso de uma
lateˆncia superior a certos limites pre´-estabelecidos. Isto implicaria na
adoc¸a˜o de algoritmos de roteamento adaptativos, que seriam realimen-
tados com as informac¸o˜es de tra´fego da rede.
A ana´lise dinaˆmica de fluxos na rede abre oportunidades de pes-
quisa relacionadas a computac¸a˜o reconfigura´vel. O uso de computac¸a˜o
reconfigura´vel seria uma alternativa interessante a ser pesquisada, com
a troca de algoritmos de roteamento sendo feitas atrave´s de reconfi-
gurac¸o˜es parciais do dispositivo FPGA. Neste ponto, o uso de compo-
nentes tanto em software quanto em hardware sa˜o fundamentais. O
tempo de reconfigurac¸a˜o de partes de um FPGA podem ser superio-
res aos limites aceita´veis pelo sistema. Deste como, uma metodologia
poderia ser a utilizac¸a˜o de componentes h´ıbridos para resolver este
problema, como a ADESD (acroˆnimo de Application-Driven Embedded
System Design (POLPETA; FRo¨HLICH, 2004). O uso da ADESD vem se
mostrando uma boa opc¸a˜o para guiar o desenvolvimento de sistemas
embarcados e seus componentes h´ıbridos sa˜o pass´ıveis de reutilizac¸a˜o e
reconfigurac¸a˜o dinaˆmica.
Um trabalho de investigac¸a˜o cient´ıfica relacionado a computac¸a˜o
reconfigura´vel esta´ em andamento, no qual a rede RTSNoC tem os seus
roteadores e unidades de processamento reconfigurados em tempo de
execuc¸a˜o. Naquele trabalho, a gesta˜o da reconfigurac¸a˜o do FPGA e´
feita pelo sistema EPOS. O Projeto EPOS (acroˆnimo de Embedded
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Parallel Operating System) visa automatizar o desenvolvimento de sis-
temas embarcados para que os desenvolvedores possam se concentrar
apenas no desenvolvimento dos aplicativos. O EPOS e´ baseado na me-
todologia ADESD para orientar o desenvolvimento de ambos os compo-
nentes de software e hardware que podem ser automaticamente adap-
tados para satisfazer os requisitos de aplicac¸o˜es espec´ıficas. O EPOS
oferece um conjunto de ferramentas para apoiar os desenvolvedores na
selec¸a˜o, configurac¸a˜o e na conexa˜o de componentes em seu framework.
A combinac¸a˜o de metodologia, componentes, estruturas e ferramentas
permitem a gerac¸a˜o automa´tica de instaˆncias e um sistema embarcado
de aplicac¸a˜o espec´ıfica.
Outro trabalho de investigac¸a˜o em Computac¸a˜o Reconfigura´vel
esta´ associado ao fato de a lateˆncia de pior caso entre dois pontos
quaisquer da rede ser sempre o mesmo. E´ poss´ıvel pensar em reconfi-
gurar o conjunto de tarefas de alguns processadores conectados na rede
RTSNoC tendo a garantia de que os processadores que na˜o foram re-
configurados mantera˜o seus WCL atendidos. Isso significa dizer que a
ana´lise de escalonabilidade de tarefas pode ser feita por processador e
na˜o para o conjunto de tarefas em todos os processadores.
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