This paper examines limitations in performance which apply to state estimators for square, linear multivariable systems. These limitations, involving the sensitivity of state estimates to process and measurement disturbances, result from interpolation constraints imposed by open right half-plane poles and zeros in the transfer matrices linking process noise and output noise to state estimates. Using the Poisson integral inequality, this paper shows how sensitivity limitations and tradeoffs in multivariable filtering problems are related to the directionality properties of the open right halfplane poles and zeros in these transfer matrices.
Introduction
Quantifying unavoidable limitations in linear filtering (or state estimation) problems was first considered in 111, where it was established that the sensitivity of state estimates to input and output disturbances cannot be made simultaneously small, at least for unbiased state estimators. More recently, Seron and Goodwin [2] extended this work, showing that for an even broader class of state estimators than unbiased estimators (the so-called bounded error estimators), the operators mapping process noise and measurement noise to state estimates are complementary. Thus far, state estimation performance bounds have been considered only for scalar plants. In the present paper, we use the results of Chen [3] to extend the results of [l] , [2] to the multivariable case.
Preliminaries: For P a transfer matrix, z E C is a zero of P if there exists a vector v,qHq = 1 such that P(z)r] = 0, in which case r] is called the input direction of the zero z. Likewise, a vector w, wHw = 1 such that wHP(z) = 0 is the output direction associated with z. having state x E Rn, process disturbance v E Rm, measurement disturbance w E Rm, and measured output y E R": 
where J E RPXn,p 5 n, is such that the transfer function T,, from process input v to z is right-invertible, using an estimator of the following form:
In (3), I E RI, 2 E RP, and F , K and N are real-valued matrices of appropriate dimension, with a stability matrix. Of this general class of estimators, attention is restricted to bounded error estimators [2] which, in addition to being stable, produce a bounded estimation error i? = z -2 whenever the system inputs v and w are bounded.
Interpolation conditions for filtering
Consider the following pair of operators:
The operator P represents the relative effect of the process disturbance v on the estimation error E , and is termed the process noise sensitivity. Likewise, M represents the effect of the measurement noise w on 2, weighted by the ratio between the measured output 9, and the vector z to be estimated. By careful estimator design, it is possible to shape P in such a way that this operator is made small in some sense (e.g. that the maximum singular value is made small; see also 
Design tradeoffs
While Theorem 4.1 allows us to draw general conclusions about the overall behaviour the measurement and process noise sensitivity transfer functions, more quantitative conclusions are possible if we impose further constraints on the admissible forms of the sensitivity operators. Suppose that a bounded error estimator has been designed such that the following level of sensitivity reduction is achieved:
Let q = x1 + j x 2 be any complex number, and define Note that since am < 1, the inequalities 8(q) 5 n and 77 (wHB;:(q)B,,(q)) > 1 imply that the peak sensitivity necessarily exceeds one over some frequency range whenever the plant is unstable and there is at least one ORHP zero in the transfer function T,,.
