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Ključne besede: kalibriranje numeričnih modelov
metoda odzivne površine
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V magistrski nalogi raziskujemo postopke za kalibriranje numeričnih modelov kon-
strukcijskih sistemov glede na eksperimentalne podatke odziva sistema. Izmed možnih
pristopov podrobneje obravnavamo dva - metodo odzivne površine in Bayesov pri-
stop. Z metodo odzivne površine aproksimiramo odziv v odvisnosti od parametrov nu-
meričnega modela ter ǐsčemo take vrednosti parametrov, pri katerih se aproksimacija
odziva najbolj ujema z eksperimentalnim. Bayesov pristop pa temelji na predpostavki,
da so vrednosti parametrov naključne spremenljivke z določeno porazdelitvijo verjetno-
sti in ǐsče rešitve, ki so najbolj verjetne. V nalogi obravnavamo dva primera: enostaven
nosilec in gradbeno konstrukcijo, ki jo sestavljata jeklen okvir in sovprežna plošča iz
profilirane pločevine in armiranega betona; za slednjo imamo na voljo eksperimentalne
rezultate. Numerične analize izvedemo s komercialnim programom Ansys, kalibriranje
numeričnega modela po obeh metodah pa z lastnim programom, napisanim v pro-
gramskem jeziku Python. Izkaže se, da je zadovoljiva kalibracija z odzivno površino
mogoča le, če je začetni numerični model dovolj dober približek realnega sistema. Za-
dovoljive rezultate z Bayesovim pristopom h kalibriranju pa lahko dosežemo tudi ob
zmerni modelski napaki. Ne glede na izbrano metodo pa je kalibriranje numeričnega
modela smiselno le takrat, ko je že osnovni model dober približek realnega stanja (t.j.
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In this thesis, we study the procedures for calibrating numerical models of structu-
ral systems to match the experimental data. Two possible approaches are discussed
in more detail - the response surface method and the Bayesian approach. Using the
response surface method, we approximate the response with a function of chosen pa-
rameters and search for values that minimize the error between the approximation
and the experiments. The Bayesian approach, however, is based on the assumption
that parameter values are a random variable with a certain probability distribution
and searches for the most probable solutions. Two examples are considered: a simple
beam and a structure consisting of a steel frame and a steel-reinforced concrete slab
supported on a corrugated steel plate; experimental results are available for the latter.
Numerical analyses are performed with the commercial software Ansys. Calibration
of the numerical model by both methods is performed using our own computer code
written in the Python programming language. It turns out that successful calibration
with a response surface is only possible if the initial numerical model is a good approxi-
mation of the real system. However, satisfactory results when calibrating a numerical
model with moderate model error can also be achieved with the Bayesian approach.
Regardless of the chosen method, calibration of a numerical model should be used only
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2.2 Kalibriranje numeričnih modelov . . . . . . . . . . . . . . . . . . . . . 7
2.2.1 Koncept . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2.2 Metode kalibriranja . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.2.3 Namenske funkcije . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2.3.1 Problem lastnih vrednosti in lastnih vektorjev . . . . . 10
2.2.3.2 Dušen sistem . . . . . . . . . . . . . . . . . . . . . . . 10
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2.3.1 Odzivna površina . . . . . . . . . . . . . . . . . . . . . . . . . . 13
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Slika 2.5: Prikaz načrta Box-Behnken (a) in ploskovno sredǐsčen CCD (b) za
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a / verjetnost sprejetja
b / vektor linearnih koeficientov odzivne površine
b̂ / vektor ocen linearnih koeficientov odzivne površine
B / matrika kvadratičnih koeficientov odzivne površine
B̂ / matrika ocen kvadratičnih koeficientov odzivne površine
D Nm−1, N rad−1 disipacijska matrika
D / eksperimentalni podatki
E MPa elastični modul
E / mera ujemanja numeričnega in eksperimentalnega modela
f N, Nm vektor vzbujevalnih sil in momentov
g / neenakostna vez
G MPa strižni modul
h / enakostna vez
i / imaginarna enota
I / identična matrika
J / namenska funkcija
k / število faktorjev
K Nm−1, N rad−1 togostna matrika
L / vsota kvadratov napak
M kg, kgm2 masna matrika
N / normalna porazdelitev verjetnosti
P / verjetnost
P (θ|D) / posteriorna verjetnost
P (θ) / apriorna verjetnost
P (D|θ) / funkcija verjetja
q / predlagalna verjetnost
U / enakomerna porazdelitev verjetnosti
w / kanoninčna koordinata
x m, rad vektor vozlǐsčnih vrednosti sistema končnih elementov
α / parameter CCD načrta poskusa
β / vektor vseh koeficientov odzivne površine
β̂ / vektor vseh ocen koeficientov odzivne površine
1Opomba: za matrični zapis uporabljamo krepki tisk. Male tiskane črke, ki so zapisane krepko,
predstavljajo stolpični vektor, velike tiskane pa matriko.
xix
γ / utež funkcije verjetja
Γ / korelacijska matrika
ΓMAC / utež mere ujemanja lastnih oblik
Γfrek / utež mere ujemanja lastnih frekvenc
ζ / koeficient kanoninčne koordinate
η / faktor izgub (angl. loss factor)
θ / vektor parametrov oz. faktorjev numeričnega modela
θ̃ / vektor pretvorjenih faktorjev
θopt / optimalna točka
θs / stacionarna točka
λr rad s
−1 r-ta lastna krožna frekvenca (kompleksna dušena)
Λ rad2 s−2 diagonalna matrika lastnih vrednosti
µ / srednja vednost
µ / vektor srednjih vednosti
ν / Poissonov količnik
ρ kgm−3 gostota
σ / standardna deviacija
Σ / kovariančna matrika
ψr m, rad r-ti lastni vektor
ω rad s−1 krožna frekvenca
ωr rad s












CCD ena izmed metod načrtovanja poskusa (angl. central composite de-
sign)
DOE načrtovanje poskusov (angl. design of experiments)
KDE jederno ocenjenvanje gostote verjetnosti (angl. kernel density estima-
tion)
KE končni element
LHS ena izmed metod načrtovanja poskusov (angl. Latin hypercube sam-
pling)
MAP največja posteriorna verjetnost (angl. maximum a posteriori)
MAC kriterij za ugotavljanje ujemanja lastnih oblik (angl. modal assurance
criterion)
MCMC stohastična metoda za vzorčenje večdimenzijske porazdelitve verje-
tnosti (angl. Markov chain Monte Carlo)
MH Metropolis-Hastings algoritem, ki se ga uporabi pri metodi MCMC
ML največje verjetje (angl. maximum likelihood)





Zaradi želje po kratkih razvojnih ciklih se pogosto v začetnih stopnjah razvoja za-
menjuje eksperimente na realnih prototipih z virtualnimi eksperimenti na numeričnih
modelih. To zahteva natančen numerični model, v katerega imamo veliko mero zaupa-
nja. V splošnem za numerične modele po metodi končnih elementov velja, da sta za
negotovost odgovorna dva tipa napak. Prvi tip je diskretizacijska napaka, ki je odvisna
predvsem od tipa končnih elementov ter gostote mreže. Drugi pa je modelska napaka,
ki izvira iz poenostavitev ali predpostavk, ki smo jih sprejeli, da lažje modeliramo
kompleksen fizikalni problem. Obstajajo metode, ki lahko ocenijo tako diskretizacij-
sko kot modelsko napako [1–4]. Na račun večje kompleksnosti modela lahko ponavadi
izbolǰsamo diskretizacijsko ter do neke mere tudi modelsko napako. Neodvisno od teh
dveh napak pa lahko definiramo še en vir negotovosti, ki pa ga samo z zmogljiveǰsimi
računalniki ne moremo ukrotiti. To je negotovost parametrov modela.
Parametri numeričnih modelov v strojnǐskih primerih so pogosto materialne lastno-
sti, kot so modul elastičnosti, gostota, toplotna prevodnost, koeficienti strukturnega
dušenja, parametri elasto-plastičnega materialnega modela ali pa lastnosti poenosta-
vljenih elementov, kot so togosti vzmeti, mase in vztrajnostni momenti togih teles.
Pogosto je določanje vrednosti vhodnih podatkov zahtevno, nemogoče ali predrago.
Spremenljivi pa so celo glede na zunanje dejavnike (npr. togost in gostota lesa v od-
visnosti od vsebnosti vlage). Slabo ocenjene vrednosti parametrov znatno vplivajo na
točnost numeričnega modela. Z uporabo metod, ki bodo predstavljene v nadaljeva-
nju, lahko ocenjene vrednosti parametrov izbolǰsamo ter s tem povečamo zaupanje v
numerični model.
Posamezne parametre lahko določimo s posamičnimi ciljnimi eksperimentalnimi meri-
tvami (npr. natezni test za določitev elastičnega modula ali merjenje dimenzij prereza
nosilca), vendar pa to iz različnih razlogov ni vedno mogoče. Med izgradnjo sistema
se namreč lahko lastnosti materialov ali geometrija posameznih gradnikov spremenijo.
Včasih bi bilo merjenje parametrov predrago, prezahtevno ali pa bi s tem poškodovali
sistem. Pogosto pa parametra tudi ni mogoče izmeriti, ker numerični model predpo-
stavlja poenostavitev realne geometrije, ki jo je težko ovrednotiti (npr. spremenljiv
prerez linijskega elementa modeliramo kot konstanten prerez). V takih primerih lahko
izvedemo meritev na celotnem sistemu ter s pomočjo metod, ki jih bomo predstavili,
1
Uvod
ocenimo vrednosti posameznih parametrov, da se bo odziv numeričnega modela čim
bolj ujemal z eksperimentalnimi meritvami. Gre za postopek optimizacije, ki ga ime-
nujemo kalibriranje numeričnega modela.
1.2 Cilji naloge
Namen te naloge je spoznati se s postopki kalibriranja numeričnega modela, razumeti
prednosti in slabosti različnih optimizacijskih metod, ki jih lahko uporabimo v ta na-
men ter vrednotiti rezultate. Ugotoviti želimo, kako izbrati primerne parametre za
kalibriranje, da bomo čim bolj izbolǰsali numerični model ter hkrati postopek ne bo
preveč računsko zahteven. Želimo tudi spoznati različne mere ujemanja numeričnega
modela z eksperimentalnimi meritvami ter namenske funkcije, ki jih uporabimo v opti-
mizacijskem postopku. Izbrane metode nato želimo tudi implementirati ter jih preveriti
tako na testnem kot na realnem primeru.
Magistrska naloga je sestavljena iz dveh delov. Prvi del predstavlja teoretično ozadje
problema, drugi del pa implementacijo dveh izbranih metod na testnem ter na realnem
primeru. Ker je kalibriranje numeričnega modela optimizacijski postopek, v prvem
poglavju teoretičnih osnov najprej definiramo problem matemetične optimizacije ter
opǐsemo načine reševanja.
V drugem poglavju predstavimo koncept kalibriranja numeričnega modela ter vire
napak, na katere lahko vplivamo. Nato predstavimo različne metode kalibriranja in
njihove prednosti in slabosti ter na koncu definiramo načine primerjave numeričnega
modela z eksperimentalnimi meritvami in različne formulacije namenske funkcije.
Tretje poglavje predstavlja prvo izbrano metodo kalibriranja - metoda odzivne površine.
Najprej definiramo t. i. načrte eksperimentov ali načine izbiranja kombinacij vrednosti
parametrov, ki so enakomerno razporejeni po obravnavanem prostoru. Nato opǐsemo
osnoven model linearne regresije, ki jo uporabimo za prileganje kvadratične odzivne
površine. Na koncu definiramo še zelo uporabno transformacijo odzivne površine v
kanonično obliko, ki nam da vpogled v povezavo med parametri modela ter njiho-
vim vplivom na odziv. Pokažemo, kako lahko s to transformacijo pametno izberemo
parametre, da zmanǰsamo kompleksnost problema.
Zadnje poglavje teoretičnih osnov pa predstavlja drugo izbrano metodo kalibriranja.
Gre za verjetnostno metodo po Bayesovem pristopu, ki temelji na istoimenskem izreku.
Predstavimo novo namensko funkcijo, ki poleg ujemanja odziva numeričnega modela
z meritvami upošteva tudi apriorno verjetnost parametrov. Nato predstavimo enega
izmed stohastičnih algoritmov, ki ga za reševanje te metode lahko uporabimo ter na
koncu še statistično vrednotenje rezultatov.
V drugem delu implementiramo obe izbrani metodi. Numerični model postavimo s
pomočjo komercialne programske opreme za analizo konstrukcij z metodo končnih ele-
mentov ANSYS, kalibriranje pa izvedemo z lastnim programom v programskem je-
ziku Python. Da spoznamo obnašanje obeh metod, ju najprej uporabimo na testnem




Na koncu primerjamo obe metodi ter ocenimo njune prednosti in slabosti. Predlagamo
primere, v katerih je bolj primerno uporabiti eno izmed metod ter primere, v katerih
raje uporabimo drugo. Opozorimo na glavne ovire, na katere lahko naletimo pri vsaki
od metod, ter načine kako jih odpravimo ali se jim izognemo.
Pridobljena znanja bodo nato uporabljena pri projektu DynaTTB, ki želi razviti smer-





2 Teoretične osnove in pregled lite-
rature
2.1 Optimizacija
Kalibriranje numeričnih modelov je ponavadi optimizacijski problem, zato najprej de-
finirajmo osnovne pojme. Optimizacija se nanaša na iskanje globalnega ekstrema dane
funkcije. Problem minimizacije predstavimo na način:
Dana je funkcija f : A → R.
Iščemo takšen element θopt ∈ A, da velja f(θopt) ≤ f(θ), ∀θ ∈ A.
Množico A imenujemo množica dopustnih rešitev. Omejitve oziroma vezi optimizacije
določijo množico A, za nevezano optimizacijo ponavadi velja kar A = Rn, medtem ko
optimizacija z različnimi enakostnimi in neenakostnimi vezmi velja A ⊂ Rn. Funkcija
f se imenuje namenska ali ciljna funkcija. Od ciljne funkcije in vezi je odvisno, kako





pri pogojih hi(θ) = 0, i,= 1,...,p
gj(θ) < 0, j,= 1,...,r,
(2.1)
kjer je f namenska funkcija, hi in gj pa linearno neodvisne enakostne in neenakostne
vezi.
Kadar je optimizacijski problem dovolj preprost, ga lahko rešujemo analitično. Če so
namenska funkcija in pogoji linearni, se lahko optimizacije lotimo s pomočjo metode
simplex [5]. V teh primerih je rešitev optimizacije eksaktna. Kadar pa je optimizacijski
problem bolj kompleksen, ga rešujemo numerično.
Kalibriranje numeričnih modelov končnih elementov je ponavadi nelinearen optimi-
zacijski problem, zato ga rešujemo numerično. Večina metod, ki se jih uporablja za
ta namen, je iteracijskih, ki ǐsčejo nove rešitve, dokler nek konvergenčni kriterij ni
izpolnjen. Glede na način iskanja naslednje točke se optimizacijske metode delijo v
gradientne in direktne. Gradientne metode določijo smer in velikost koraka za premik
v naslednjo točko, za kar potrebujejo odvode namenske funkcije po vseh parametrih
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(vsaj prvega reda). Eden izmed primerov je optimizacije spremenljive debeline plošče,
odebeljene z nosilci, ki temelji na gradientni metodi [6]. Njihova slabost je, da lahko
obtičijo v lokalnem minimumu. Direktne metode za določanje nove točke ne potrebu-
jejo odvodov. Za večino aplikacij na modelu končnih elementov je računanje odvodov
zamudno. Zaradi tega se skoraj izključno uporablja direktne metode pri kalibrira-
nju numeričnih modelov. Pogosto uporabljene direktne metode so genetski algoritmi,
različne stohastične in verjetnostne metode.
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2.2 Kalibriranje numeričnih modelov
Kadar želimo, da bo numerični model dobro predstavljal realen sistem in bomo imeli
vanj veliko mero zaupanja, je potrebno model validirati. Postopek validacije, ki je široko
uporabljen, sta formulirala Naylor in Finger v tristopnejskem pristopu [7]. Prvi korak je
izdelava in verifikacija modela, ki izgleda kot razumna reprezentacija realnega sistema.
V tem koraku pridejo prav izkušnje in dobro poznavanje realnega sistema. Drugi
korak predstavlja validacija predpostavk, na katerih sloni model. Te se delijo v dve
glavni skupini: strukturne predpostavke, ki opisujejo, kako sistem deluje ter pogosto
vsebujejo poenostavitve realnega sistema, ter podatkovne predpostavke. Te vsebujejo
ocene vrednosti parametrov numeričnega modela. Zadnji korak je primerjava odziva
numeričnega modela z odzivom realnega sistema s pomočjo ustreznega testiranja.
V postopku validacije, zlasti v tretjem koraku, pogosto pridemo do ugotovitve, da
numerični model ne ustreza popolnoma realnemu sistemu. Takrat moramo ovrednotiti
napake, ki lahko vplivajo na neujemanje numeričnega modela z eksperimenti. Te v
splošnem (za metodo končnih elementov) izhajajo iz naslednjih virov napak:
1. Diskretizacijska napaka: odvisna je predvsem od tipa končnih elementov ter
gostote mreže.
2. Modelska napaka: izhaja iz poenostavljenih konstrukcijskih modelov, poeno-
stavljenega modeliranja robnih pogojev in spojev, poenostavljenih materialnih
modelov ali pa iz pretiranega poenostavljanja ter zanemarjanja detajlov.
3. Eksperimentalna napaka: sistemske ali naključne napake, ki smo jih pri me-
ritvah naredili.
4. Napaka parametrov modela: ocenjevanje fizikalnih lastnosti oz. parametrov
sistema.
Diskretizacijske in eksperimentalne napake s kalibriranjem numeričnih modelov ne mo-
remo popraviti. Na grob način lahko vplivamo na modelsko napako, če uporabimo
metodo, ki kalibrira direktno elemente matrik sistema enačb končnih elementov [8],
vendar pa rešitve take metode niso fizikalno najbolj zadovoljive. Metode kalibriranja,
ki so opisane v tej magistrski nalogi, so omejene na zadnji vir napak - ocenjevanje
in določanje vrednosti parametrov numeričnega modela. Zadovoljive rezultate bomo
dosegli le, če so diskretizacijska, modelska in eksperimentalna napaka zadosti majhne.
2.2.1 Koncept
Splošen postopek kalibriranja je shematsko prikazan na sliki 2.1. Gre za optimizacijski
postopek, kjer se s spreminjanjem vhodnih parametrov ǐsče model končnih elementov,
ki se dovolj dobro ujema z meritvami. Na kakšen način se predlaga nove parametre,
kako se preveri konvergenca ter kakšna je namenska funkcija je močno odvisno od
izbrane metode.
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Slika 2.1: Shema postopka kalibriranja numeričnega modela.
Postopek kalibriranja numeričnih modelov ni omejen na mehanske probleme, ampak
se ga lahko aplicira na katerikoli numerični model, ki se ga lahko izbolǰsa s pomočjo
meritev. Tudi pri kalibriranju mehanskih modelov lahko izberemo različne vrste eks-
perimentov, s katerimi izbolǰsujemo model. Nekatere študije uporabljajo statične teste
za izbolǰsanje izbranih togostnih parametrov [9], druge uporabljajo dinamične modalne
teste [10,11]. V tej magistrski nalogi bomo za primerjavo numeričnega in realnega sis-
tema izbrali lastne frekvence in lastne oblike, vendar pa se lahko postopek kalibriranja,
ki ga raziskujemo, enako uporablja tudi s pomočjo drugačnih eksperimentalnih podat-
kov. Pomembno je le, da eksperiment zajeme glavne faktorje, ki vplivajo na preiskovane
lastnosti modela.
2.2.2 Metode kalibriranja
Metode kalibriranja se predvsem razlikujejo po uporabljeni optimizacijski metodi. Prva
skupina optimizacijskih metod, ki jih lahko uporabimo so gradientne. V splošnem
te uporabljajo odvode togostnih in masnih matrik po projektnih spremenljivkah, da
pridejo do optimuma. Za uporabnika komercialnih programov končnih elementov so te
metode neuporabne, če program ne omogoča izračuna teh odvodov. Lahko se odvode
tudi aproksimira, vendar je ta metoda časovno veliko bolj zahtevna od predstavljene,
sploh, kadar je število parametrov večje. Gradientne metode so tudi bolj nagnjene k
zaključevanju v lokalnem optimumu.
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Druga skupina optimizacijskih metod, pa je direktna optimizacija, ki je za uporabnika
komercialnih programov končnih elementov bolj primerna. Razvilo se je kar nekaj me-
tod. Ena izmed njih so genetski algoritmi, ki temeljijo na teoriji evolucije. Ponavadi
gre za stohastični algoritem, ki ohranja bolǰse rešitve in ǐsče nove rešitve skozi nji-
hova križanja ter mutacije. Ta metoda ima večjo verjetnost zaključevanja v globalnem
optimumu kot pa gradientne [12]. Njena slabost pa je, da je treba izbrati binarno re-
prezentacijo parametrov, velikost populacije ter načine križanja, mutacij in izbiranja.
To za neizkušenega uporabnika lahko predstavlja veliko oviro.
Druga pogosto uporabljena metoda je roj delcev (angl. particle-swarm), ki se izogne
težavam genetskih algoritmov, saj je treba izbrati le nekaj koeficientov za naravnavanje
algoritma. Njene prednosti so še, da je metoda enostavna za implementacijo in da
je računsko učinkovita metoda, za določanje globalnega optimuma [12]. Temelji na
ideji, da obstaja množica točk, ki se premikajo po obravnavanem območju. Začnejo na
naključnih pozicijah in z naključnimi hitrostmi, nato pa se njihova hitrost za posamezno
točko preračunava glede na pozicijo točke z najbolǰso vrednostjo namenske funkcije ter
najbolǰso preteklo pozicijo obravnavane točke. Težava te metode je, da lahko algoritem
prehitro zaključi v napačni točki, če so koeficienti za naravnavo algoritma napačno
izbrani.
Naslednja metoda, ki je računsko učinkovita in da dober vpogled v vpliv posameznih
parametrov na odziv sistema, je metoda odzivne površine [12]. Ta izbere določene
točke v obravnavanem območju ter v njih izvede izračun numeričnega modela. Pred-
postavimo matematični model ali t.i. odzivno površino, ki bo v postopku optimizacije
nadomestila računsko zamuden izračun numeričnega modela. S pomočjo regresije in
začetne množice izračunanih točk določimo koeficiente odzivne površine. Bolj podrobno
si bomo metodo pogledali v poglavju 2.3. Slabost te metode je, da je rezultat zelo od-
visen od predpostavljenega matematičnega modela in lahko zelo odstopa od realnega
odziva.
Vse do sedaj predstavljene metode privzamejo eksperimentalne podatke za povsem
točne in ǐsčejo take vrednosti parametrov, da se odziv čim bolj približa eksperimen-
talnemu. Vendar pa se včasih na ta način preveč prilagodi meritvam na račun malo
verjetnih vrednosti parametrov numeričnega modela. Verjetnostni pristop, ki upošteva
tudi porazdelitev verjetnosti parametrov, temelji na Bayesovem izreku in bo obravna-
van v poglavju 2.4.
2.2.3 Namenske funkcije
Ne glede na uporabljeno metodo je treba izbrati tudi mero razdalje med numeričnim
in eksperimentalnim modelom. V tem magistrskem delu bomo to izvedli s pomočjo
lastnih frekvenc in lastnih oblik modela, zato bomo najprej definirali problem lastnih
vrednosti sistema enačb končnih elementov modalne analize.
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2.2.3.1 Problem lastnih vrednosti in lastnih vektorjev
Sistem enačb nedušenega dinamičnega sistema po prostorski diskretizaciji z metodo
končnih elementov ima obliko:
Mẍ(t) +Kx(t) = f(t), (2.2)
kjer so M masna matrika, K togostna matrika, x(t) vektor odziva ter f(t) vektor
vzbujevalnih sil. Znak ˙ predstavlja odvod po času d/dt. Za nihanje sistema brez
zunanje obtežbe lahko predpostavimo odziv v obliki:
x(t) = x0e
iωt, (2.3)
kjer je x0 vektor amplitud odziva. Upoštevanje odziva iz 2.3 v homogeni obliki gibalne
enačbe 2.2 nam da pretvorjeno obliko:[
K − ω2M
]
x0 = 0. (2.4)
Enačba 2.4 predstavlja karakteristično enačbo sistema. Da ima netrivialno rešitev,
mora zadoščati pogoju:
det(K − ω2M ) = 0. (2.5)
Od tod dobimo N pozitivnih lastnih vrednosti ω2r (r = 1,...,N), če so dimenzije sistema
enačb N ×N . Vrednosti ωr predstavljajo lastne frekvence nedušenega sistema.




ψr = 0 r = 1,...,N. (2.6)
Zaradi ortogonalnosti lastnih vektorjev zanje velja:
ΦTMΦ = I in ΦTKΦ = Λ, (2.7)
kjer je Φ matrika masno normiranih lastnih vektorjev, I identična matrika ter Λ dia-
gonalna matrika lastnih vrednosti.
2.2.3.2 Dušen sistem
Eksperimentalno dobljeni podatki o lastnih frekvencah in lastnih oblikah ponavadi
upoštevajo, da je sistem dušen. Za primerjavo numeričnih ter eksperimentalnih podat-
kov je zato bolǰse, da tudi numerični model upošteva dušenje. Literatura [13] navaja,
da se histerezen model dušenja bolj ujema z dejanskim obnašanjem večine materialov
nosilnih struktur. Ta model namreč predpostavlja, da je disipacija energije v enem ni-
hajnem ciklu neodvisna od frekvence nihanja. Gibalna enačba 2.2 ima v tem primeru
obliko:
Mẍ(t) + iDx(t) +Kx(t) = f(t), (2.8)
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kjer jeD disipacijska matrika ter i imaginarna enota. V tem primeru je problem lastnih
vrednosti in lastnih vektorjev formuliran kot:[
K + iD − λ2rM
]
ψr = 0, (2.9)
kjer so λ2r kompleksne lastne vrednosti ter ψr kompleksni lastni vektorji. Lastne vre-
dnosti zapǐsemo v obliki [13]:
λr = ω
2
r(1 + iηr), (2.10)
kjer je ωr realen del kompleksne lastne frekvence, ter ηr faktor izgub (angl. loss factor)
pri r-ti lastni obliki, ki definira imaginaren del. Realen del dušene lastne frekvence se
ne ujema povsem z nedušeno lastno frekvenco ωr.
2.2.3.3 Primerjava numeričnih rezultatov z eksperimentalnimi
Velik del kalibriranja numeričnih modelov predstavlja pridobivanje eksperimentalnih
podatkov. Zanesljivo izvedene meritve so ključne za uspeh postopka kalibriranja in
na poti do doseganja tega je veliko ovir. Vendar pa se v tem magistrskem delu ne
bomo posvečali pridobivanju eksperimentalnih podatkov. Predpostavili bomo, da so
meritve opravljene ter da je njihova netočnost dovolj majhna, da jih lahko uporabimo
kot referenco.
Ko imamo eksperimentalne podatke ter si izberemo numerični model, je treba uvesti
mero za ujemanje. Razvila se je vrsta metod za njuno primerjanje. Kot prva se
je uvedla metoda preverjanja ortogonalnosti (angl. orhtogonaliy check). Temelji na
dejstvu, da so analitični lastni vektorji nedušene strukture ortogonalni ter iz enačb
2.7. Ortogonalnost preverimo tako, da eno izmed matrik lastnih vektorjev napolnimo
z eksperimentalnimi lastnimi vektorji, drugo pa z numeričnimi.
Glavni problem te metode je, da se ponavadi prostostne stopnje eksperimenta in nu-
merične analize ne ujemajo. Zato je potrebno reducirati masno ali pa razširiti eks-
perimentalne lastne vektorje. Obstajajo različne metode za razširjanje ter reduciranje
modelov. Težavo predstavlja tudi to, da so eksperimentalno dobljeni lastni vektorji po-
navadi kompleksni. Najenostavneǰsa in najpogosteǰsa metoda za reševanje teh težav je,
da pomnožimo absolutno vrednost vsakega elementa lastnega vektorja s predznakom
njegovega faznega zamika.
Naslednja metoda za primerjavo temelji na uporabi MAC kriterija (iz angl. modal as-
surance criterion). Ta je pogosto uporabljena ravno zaradi tega, ker se izogne težavam,











kjer je ψi,e i-ti eksperimentalni in ψj,n j-ti numerični lastni vektor, operator
∗ pa
predstavlja konjugacijo kompleksnih lastnih vektorjev. Vrednost MAC je realni skalar,
ki je omejen med 0 in 1. Vrednost 1 pomeni popolno ujemanje, ponavadi pa uporabimo
vrednost 0,9 kot mejo ujemanja [14]. Za lastna vektorja, ki imata vrednost MAC manj
kot 0,1, lahko trdimo, da se ne ujemata.
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Tudi ta metoda potrebuje ujemanje prostostnih stopenj, zato je treba lastne vektorje
numeričnega modela reducirati ali eksperimentalnega razširiti. Redukcija numeričnega
modela v tem primeru je enostavneǰsa, saj ni treba pretvarjati tudi masne matrike,
ampak samo lastni vektor.
2.2.3.4 Oblike namenskih funkcij
Iz eksperimentalnih meritev dobimo podatke o lastnih frekvencah in lastnih oblikah
realnega sistema. Numerični model, ki dobro predstavlja realni sistem, se bo z ekspe-
rimenti dobro ujemal v lastnih oblikah, pari lastnih oblik pa se bodo ujemali tudi v












kjer jeN število uporabljenih parov lastnih oblik ter MACi = MAC(Ψi,e,Ψi,n) vrednost
MAC kriterija i-tega para ujemajočih se lastnih oblik. Zaradi enostavnosti implemen-
tacije, bomo za ujemanje lastnih oblik v tej nalogi uporabili mero ujemanja glede na

















kjer sta ωi,e eksperimentalno določena ter ωi,n numerično določena i-ta lastna frekvenca.
Število uporabljenih lastnih frekvenc N pa je izbrano glede na število lastnih oblik, za
katere smo ugotovili, da se ujemajo. Pri tem moramo paziti, da primerjamo lastne
frekvence le tistih lastnih oblik, za katere smo ugotovili ujemanje.
Ob upoštevanju opisanih mer za ujemanje lastnih oblik in frekvenc lahko zapǐsemo eno
izmed uporabljenih namenskih funkcij:
J = Γfrek · Efrek + ΓMAC · EMAC, (2.15)
kjer je Γfrek utež za mero ujemanja lastnih frekvenc ter ΓMAC utež za mero ujemanja
lastnih oblik. V literaturi se pojavlja še mnogo drugih namenskih funkcij, ki ocenjujejo






−ω2iM + iD +K
)
Ψi∥, (2.16)
kjer ∥∥ predstavlja Evklidovo razdaljo. Če v enačbo 2.16 vstavimo numerično dobljene
lastne frekvence in vektorje, bo po definiciji lastnih vrednosti in vektorjev J = 0. Zato
nadomestimo lastne frekvence in vektorje z eksperimentalno dobljenimi.
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2.3 Metoda odzivne površine
Pri raziskovanju fizikalnih zakonov kot tudi pri razvijanju novih produktov nas pogosto
zanima, kako določeni faktorji vplivajo na lastnosti sistema. Edin zanesljiv način za
dosego tega cilja temelji na eksperimentih. Kot eksperimente lahko razumemo tudi
numerične simulacije, ki hitreje in ceneje opravljajo enako nalogo. Metode, ki so pred-
stavljene v tem poglavju, so se razvile v namen načrtovanja in analiziranja fizičnih
eksperimentov, vendar so prav tako uporabne pri izvajanju numeričnih simulacij. Kot
skupen pojem za eksperiment in numerično simulacijo bomo v tem magistrskem delu
uporabljali izraz poskus, ki se je v slovenskem izrazoslovju še najbolj uveljavil.
V splošnem poskus definiramo kot množico testov za preverjanje hipoteze. Proces
poskusa je prikazan na sliki 2.2. Spremenljivke, ki jih opazujemo kot izhod poskusa,
imenujemo odzivne spremenljivke. Na te vplivajo številni faktorji. Delimo jih na
kontrolirane in nekontrolirane faktorje. Slednje lahko razdelimo še na tiste, ki jih lahko
merimo in tiste, ki jih ne moremo. Treba je opozoriti, da bomo v tem poglavju namesto






Slika 2.2: Shematični prikaz procesa poskusa.
Kadar nas zanima vpliv več faktorjev, problem hitro postane obsežen, zato je treba
najti metode, ki na učinkovit način razǐsče njihov vpliv. Merilo učinkovitosti se kaže
predvsem v številu poskusov, ki jih je treba izvesti, da lahko z določeno stopnjo za-
upanja razumemo vpliv faktorjev na obravnavane lastnosti sistema. Metode, ki so se
na tem področju razvile in jih bomo predstavili, so načrtovanje poskusov in odzivna
površina.
2.3.1 Odzivna površina
S pomočjo podatkov, ki jih dobimo iz poskusov, želimo sklepati o fizikalni povezavi
med vplivnimi faktorji in odzivom. To ponavadi storimo tako, da predpostavimo nek
parametrični model, ki ga imenujemo odzivna površina, in ǐsčemo take parametre, ki
najbolj poustvarijo odziv, ugotovljen pri poskusih. Dober model bomo nato lahko
uporabljali namesto poskusa in s tem pohitrili in pocenili postopek optimizacije. Če
ima opazovan sistem več odzivnih spremenljivk, bomo za vsako izmed njih postavili
svojo odzivno površine.
13
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2.3.1.1 Linearni in kvadratični model
Najpreprosteǰsi model je linearen in ima obliko:
y = b0 +
k∑
i=1
biθi + ϵ, (2.17)
kjer so θi faktorji modela, bi pripadajoči koeficienti ter k število faktorjev modela.
Vrednost ϵ predstavlja šum oz. napako. Ponavadi linearni model ne zadošča in vpeljemo
še kvadratične člene:








Bijθiθj + ϵ. (2.18)
kjer so Bij koeficienti kvadratičnih členov. Enačbo 2.18 lahko zapǐsemo tudi matrično:
y = b0 + θ
Tb+ θTBθ. (2.19)
Ta model lahko pretvorimo v linearnega z vpeljavo novih linearnih členov θ̃i, tako da
velja θ̃i = θiθi. Koeficiente bi in Bij pa zapǐsemo s skupno oznako βi. Sedaj imamo




y = β0 +
m∑
i=1





















2.3.1.2 Linearna regresija z metodo najmanǰsih kvadratov
Tipično ocenimo vrednosti koeficientov βi s pomočjo linearne regresije z metodo naj-
manǰsih kvadratov. Pri tem predpostavimo, da ima člen šuma pričakovano vrednost
E(ϵ) = 0, varianco Var(ϵ) = σ2 ter da so ϵj nekorelirane naključne spremenljivke.
Imejmo n > m opravljenih poskusov. V skladu z enačbo 2.20 za j-to meritev velja:
yj = β0 +
m∑
i=1
βiθ̃ji + ϵj, (2.22)
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kjer smo kvadratične člene pretvorili v neodvisne linearne člene. Nato z metodo naj-














Pri velikem številu n je enostavneje predstaviti model v matrični obliki. Enačbo 2.22
sedaj zapǐsemo:
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Tϵ = (y − Θ̃β)T (y − Θ̃β). (2.25)
Vrednost L razpǐsemo kot:
L = yTy − 2βT Θ̃Ty + βT Θ̃T Θ̃β. (2.26)












Če obe strani množimo z (Θ̃
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kjer θ̃ predstavlja vektor linearnih členov v skladu z enačbo 2.20. Če pretvorimo nazaj
v prvotni kvadratični model iz enačbe 2.18, dobimo naslednjo aproksimacijo:
ŷ = b̂0 + θ
T b̂+ θT B̂θ, (2.31)
kjer je θ vektor k linearnih členov kvadratičnega modela, vektor b̂ in matrika B̂ pa sta
napolnjeni z ustreznimi koeficienti iz vektorja β̂.
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2.3.1.3 Analiza odzivne površine
Ko smo enkrat dobili kvadratično aproksimacijo odziva po enačbi 2.31, nas pogosto
zanima kje leži stacionarna točka. Ta leži na lokaciji, kjer velja ∂ŷ/∂θ1 = ∂ŷ/∂θ2 =
· · · = ∂ŷ/∂θk = 0. Pogoj matrično zapǐsemo:
∂ŷ
∂θ








Odziv v stacionarni točki pa dobimo, če enačbo 2.33 vstavimo v 2.31:





Stacionarna točka lahko predstavlja lokalni maksimum, lokalni minimum ali sedlo od-
ziva, kar lahko ugotovimo s pomočjo grafičnega prikaza ali z nadaljnjo kanonično ana-
lizo. To storimo tako, da najprej uvedemo nov koordinatni sistem, ki ima izhodǐsče v
stacionarni točki θs ter osi v smereh glavnih osi aproksimacije odziva, kot prikazuje
slika 2.3. Ta koordinatni sistem imenujemo kanonični koordinatni sistem.
Slika 2.3: Prikaz grafa kontur odzivne površine funkcije J v θ1,θ2 koordinatah ter
glavnih w1,w2 koordinatah.
Model v kanonični obliki [17] opisuje enačba:






kjer je wi nova neodvisna spremenljivka ter ζi pripadajoč koeficient občutljivosti. Večja
kot je vrednost ζi, večji vpliv ima spremenljivka wi na odziv. Če so vsi koeficienti ζi
pozitivni, potem je stacionarna točka θs lokalni minimum. Če so vsi negativni, je točka
θs lokalni maksimum ter v ostalih primerih sedlo.
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Vrednosti ζi so kar lastne vrednosti matrike B̂. Določimo jih torej tako, da velja:
det(B̂ − ζiI) = 0. (2.36)
S pomočjo pretvorbe v kanonične koordinate tako lahko ugotavljamo, kakšen vpliv
imajo različni parametri na odziv sistema. Sedaj potrebujemo še povezavo med narav-
nimi koordinatami ter kanoničnimi, ki jo zapǐsemo kot [17]:
w =MT (θ − θs), (2.37)
kjer je matrika M velikosti k × k, sestavljena iz normaliziranih lastnih vektorjev mi,
ki jih dobimo z rešitvijo naslednje enačbe:
(B̂ − ζiI)mi = 0. (2.38)





S pomočjo kanoničnih koordinat ugotovimo, kako lahko spreminjamo parametre ter s
tem najmanj vplivamo na odziv oz. v nasprotnem primeru, da z najmanǰsim spremi-
njanjem parametrov kar se da vplivamo na odziv.
Pogost primer je, ko ena ali več spremenljivk le malo vpliva na odziv (koeficient ζi
je v tem primeru majhen). Ta pojav imenujemo greben (angl. ridge system) in je
zanimiv s stalǐsča zmanǰsevanja prostostnih stopenj problema, saj lahko pripadajočo
spremenljivko izvzamemo iz obravnave ter tako znižamo kompleksnost problema.
2.3.2 Načrtovanje poskusov (DOE)
Izvajanje poskusov, ki jih uporabimo v regresiji za določitev odzivne površine, je lahko
časovno zamudno. Iz tega razloga potrebujemo metodo za določanje kombinacij vre-
dnosti faktorjev, da število potrebnih poskusov čim bolj zmanǰsamo. To metodo ime-
nujemo načrtovanje poskusov (v nadaljevanju DOE iz angl. design of experiments).
Najpreprosteǰsa strategija načrtovanja poskusov je pristop enega faktorja naenkrat
(angl. one-factor-at-a-time). Najprej izberemo referenčne vrednosti faktorjev in nato
posamično variiramo po en faktor. Analiziramo vpliv vsakega faktorja posebej. Ta
pristop ne more zaznati interakcij med različnimi faktorji, zato je nezaželen, še posebej
v primerih, ko vpliv parametrov ni dobro poznan.
Ker želimo zaznati čim več interakcij med različnimi faktorji, hkrati pa ne želimo preveč
povečati števila poskusov, so se razvili različni načrti poskusov. Te določajo pozicije
točk, v katerih se izvede poskus, da je varianca odziva čim nižja ter enakomerno poraz-
deljena po celotnem obravnavanem območju. Predstavljeni modeli so dobro uveljavljeni
in matematično utemeljeni [17].
2.3.2.1 2k načrt
Pristop, ki zajame vse interakcije med faktorji je faktorski pristop načrtovanja (angl.
factorial design). Kadar ima poskus k-faktorjev in vsak izmed njih 2 ravni, je vseh
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kombinacij 2k. Število potrebnih izvedenih testov z vǐsanjem faktorjev hitro raste, zato
je ta pristop primeren predvsem za poskuse z majhnim številom faktorjev. Če izvedemo
le del testov z določenimi kombinacijami faktorjev, imenujemo to delni faktorski načrt
(angl. fractional factorial design). Pri tem pa moramo paziti, katere kombinacije
faktorjev se testirajo, da ne izgubimo preveč informacij. Kadar imamo opravka s
problemom, kjer faktorji nimajo samo dveh ravni (ponavadi zvezne spremenljivke) in
želimo najti dober približek odzivnih spremenljivk, se uporablja različne metode, ki jih
bomo v nadaljevanju predstavili.
Eksperiment z dvema ravnema vrednosti faktorjev je dober za predstavitev lastno-
sti načrta poskusov. Ponavadi pri takih načrtih uporabimo ocenjevanje najmanǰsih
kvadratov za določanje koeficientov modela. V primeru 22 načrta je model običajno:
y = β0 + β1θ1 + β2θ2 + β12θ1θ2 + ϵ, (2.39)
kjer sta θ1 in θ2 faktorja, β0, β1, β2 in β12 so koeficienti odzivne površine ter ϵ je napaka
oziroma šum pri poskusu. Po izvedbi poskusov imamo sistem N takih enačb, kjer je
N število izvedenih testov. Zapǐsemo ga kot:
y = Θβ + ϵ. (2.40)
2.3.2.2 CCD in Box-Behnken
Kadar želimo aproksimirati model prvega reda, sta 2k faktorski pristop ali delni fak-
torski pristop načrtovanja zadovoljiva. V primeru, ko pa želimo na odzivni površni
izvesti optimizacijski postopek, bomo ponavadi aproksimirali z modelom drugega reda
in takrat faktorski pristop ne zadošča. Najpogosteǰsi načrt v tem primeru je t.i. CCD
(iz angl. central composite design), ki ga sestavlja 2k faktorski načrt z nF točkami, 2k
aksianih točk in nC centralnih točk. V primeru večjega števila faktorjev lahko name-
sto faktorskega načrta uporabimo le delni faktorski načrt za določitev nF točk. Pri
determinističnih numeričnih simulacijah lahko tudi nC centralnih točk zamenjamo s
samo eno centralno točko. Večje število teh je pri poskusih z naključno komponento
namenjeno zmanǰsevanju pomena šuma. Razporeditev točk pri načrtu CCD s k = 2
faktorjema je prikazana na sliki 2.4.
Ena izmed zaželenih lastnosti načrta poskusa je vrtljivost (angl. rotatability). Defini-
rana je glede na varianco napovedanega odziva Var(ŷ(θ)) v neki točki θ in sicer tako,
da je varianca napovedanega odziva v točki θ odvisna samo od razdalje od centra. Va-
rianca je tako enaka v vseh točkah z enako razdaljo od centra in je definirana kot [17]:
Var(ŷ(θ)) = σ2θT (ΘTΘ)−1θ, (2.41)
kjer je σ2 varianca šuma iz poglavja 2.3.1.2 ter Θ matrika vrednosti faktorjev iz enačbe
2.40. Vrtljivost CCD načrta poskusa dobimo s pravilno izbiro α, ki pozicionira aksialne
točke, kot je prikazano na sliki 2.4. Izbrati moramo vrednost α = (nF )
1/4, kjer je nF
število točk faktorskega dela načrta. Kadar je področje zanimanja sfera, je smiselno
izbrati vrtljiv CCD načrt. Ta načrt je 5-nivojski.
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Slika 2.4: Prikaz točk v CCD načrtu za k = 2 (levo) in k = 3 (desno). [17]
Alternativno se lahko izbere načrt Box-Behnken [17], ki je prav tako vrtljiv ali skoraj
vrtljiv, vendar pa je bolj učinkovit v številu izvedenih poskusov. Poleg tega je to 3-
nivojski načrt, kar v mnogih eksperimentalnih primerih olaǰsa izvedbo, v numeričnih
simulacijah pa je število nivojev pomembno le, kadar je za spremembo nivoja treba
ročno popravljati model. Načrt Box-Behnken treh spremenljivk je prikazan na sliki
2.5a.
(a) Box-Behnken. (b) Ploskovno sredǐsčen CCD.
Slika 2.5: Prikaz načrta Box-Behnken (a) in ploskovno sredǐsčen CCD (b) za k = 3
spremenljivke. [17]
Kadar je področje zanimanja kvader, lahko izberemo CCD načrt, kjer vrednost α iz-
beremo kot α = 1. S tem dobimo 3-nivojski načrt, ki pa ni vrtljiv. Ta načrt, ki je
prikazan na sliki 2.5b za tri spremenljivke, imenujemo ploskovno sredǐsčen CCD načrt.
2.3.2.3 LHS načrt
Do sedaj predstavljeni načrti poskusov so pogosto uporabljeni za fizične eksperimente.
Specifično za deterministične računalnǐske simulacije pa so se razvili načrti, ki so
bolj enakomerno porazdeljeni po obravnavanem področju. Te izključujejo ponovitve
pri enakih vhodnih podatkih, saj je zaradi deterministične narave simulacij to nepo-
trebno. Prav tako se ne omejujejo na nekaj nivojev, saj spreminjanje nivoja parametra
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računalnǐske simulacije ne predstavlja problema, hkrati pa omogoča, da se načrti ne po-
navljajo tudi, če je katera od spremenljivk naknadno zavržena (npr. zaradi majhnega
vpliva spremenljivke na odziv).








Slika 2.6: LHS načrt za k = 2 spremenljivki.
Kot prvi se je razvil LHS načrt (iz angl. Latin hypercube sampling), ki z vzorčenjem
določi naključno permutacijo parametrov, tako da se vrednosti ne ponavljajo. Kot
nadgradnja te metode so se razvili različni drugi načrti, ki glede na različne mere
uniformnosti določijo permutacije, ki so bolj uniformno porazdeljene. Primer LHS
načrta za dve spremenljivki, je prikazan na sliki 2.6.
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2.4 Bayesov pristop
Do sedaj opisan postopek kalibriranja ima pomanjkljivosti, ker:
– ne ponudi intervalov zaupanja za optimalno rešitev,
– vsaka izmed možnih rešitev je enako verjetna,
– nagnjenje k pretiranemu prilagajanju eksperimentalnim podatkom (angl. over-fitting).
S pomočjo Bayesovega pristopa se lahko soočimo z vsemi naštetimi pomanjkljivostmi
kalibriranja. Temelji namreč na predpostavki, da so določene rešitve a priori bolj ver-
jetne od ostalih, hkrati pa predpostavlja, da eksperimentalni podatki niso popolnoma
točni. S tem dopušča tudi določeno odstopanje od eksperimentalnih podatkov na račun
bolj verjetnih rešitev. Verjetnostna narava pristopa pa nam hkrati da intervale zaupa-
nja v ponujeno rešitev. Kar je tudi glavni namen kalibriranja numeričnega modela -
dobiti zaupanje v numerični model, in s tem pristopom vemo, do kakšne mere lahko
zaupamo rešitvi.
Seveda pa ima tudi ta pristop svoje pomanjkljivosti, saj:
– je potrebno identificirati in definirati verjetnosti parametrov. Napačna ocena para-
metrov bo lahko tudi poslabšala rešitev. Vendar pa potreba po identifikaciji prisili
k razmisleku in morda k dodatnemu testiranju za določitev porazdelitve verjetnosti
parametrov,
– postopek vključuje večdimenzijsko integracijo,
– numerične metode, ki se izognejo integraciji, so ponavadi stohastične in zahtevajo
veliko število izvedenih simulacij končnih elementov.
V nadaljevanju bomo predstavili osnovne principe Bayesove statistike, formulirali po-
stopek kalibriranja numeričnega modela po Bayesovem pristopu ter predstavili stoha-
stično metodo za reševanje.
2.4.1 Bayesov izrek
Iz definicije pogojne verjetnosti je izpeljan Bayesov izrek. Za namen kalibriranja nu-
meričnega modela ga zapǐsemo v obliki [18]:
P (θ|D) = P (D|θ)P (θ)
P (D)
, (2.42)
kjer θ predstavlja vektor parametrov in D podatke, ki smo jih pridobili s pomočjo ek-
sperimentov. Te so lahko lastne frekvence, lastne oblike ali druge ugotovljene lastnosti
sistema.
Verjetnost P (θ) je t.i. apriorna verjetnost (angl. prior), ki pove kako verjetne so
določene vrednosti parametrov brez poznavanja eksperimentalnih podatkov. To verje-
tnost je potrebno predhodno oceniti oz. identificirati. P (D|θ) je funkcija verjetja (angl.
likelihood function), ki je odvisna od razlike med eksperimentalnim in numeričnim od-
zivom sistema kot smo jo definirali v poglavju 2.2.3. Verjetnost P (θ|D) imenujemo
posteriorna verjetnost (angl. posterior), ki pove kako verjetne so določene vrednosti
21
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parametrov ob upoštevanju eksperimentalnih podatkov. P (D) je konstanta za norma-
lizacijo in ima tako vrednost, da velja:∫
θ





P (D|θ)P (θ) = c. (2.44)
Posteriorno funkcijo tako zapǐsemo:
P (θ|D) = c−1P (D|θ)P (θ). (2.45)
Večdimenzijski integral iz enačbe 2.44 rešujemo na različne načine:
– analitična aproksimacija: metode kot so metoda največjega verjetja (angl. maxi-
mum likelihood ali ML), metoda največje posteriorne verjetnosti (angl. maximum a
posteriori ali MAP) in Laplaceva aproksimacija. Pogosto se jih uporablja, vendar
konvergirajo k lokalnemu minimumu.
– numerično: to se uporablja redko.
– stohastično: obstajajo mnoge metode vzorčenja kot so MCMC (angl. Markov chain
Monte Carlo), ki bo predstavljena v nadaljevanju.
2.4.2 Metropolis-Hastings algoritem
Ena izmed stohastičnih metod za vzorčenje je metoda MCMC. Prvi in najpreprosteǰsi
algoritem te metode je Metropolis-Hastings algoritem (MH v nadaljevanju), ki teme-
lji na sprejemanju in zavračanju naključnih vzorcev. Glavni princip algoritma je, da
predpǐsemo ciljno porazdelitev verjetnosti, ki jo želimo aproksimirati, ter porazdeli-
tev verjetnosti za predlaganje novih vzorcev. Nato na podlagi trenutnega vzorca in
predpisanih porazdelitev verjetnosti dobimo nov vzorec.
Prvi korak MH algoritma je izbira porazdelitve verjetnosti za predlaganje novih vzorcev
q(θ|θi−1) ter ciljne porazdelitve verjetnosti, kar v našem primeru predstavlja posteri-
orna verjetnost P (θ|D). Nato sledimo korakom MH algoritma:
1. Izberemo začetno vrednost parametrov θ0
2. V i-ti iteraciji predlagamo točko θ∗ na podlagi porazdelitve verjetnosti q(θ|θi−1)
glede na zadnjo sprejeto točko θi−1.
3. Na podlagi predlaganih vrednosti parametrov izvedemo analizo končnih elemen-
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Ker je porazdelitev verjetnosti q(θ|θi−1), ki jo bomo uporabili v nadaljevanju,
simetrična, lahko vrednost q tudi izpustimo iz računanja verjetnosti sprejetja.









4. Naključno izberemo vrednost u iz enakomerne porazdelitve U(0,1).
5. Če je u < a(θ∗|θi−1), sprejmemo vrednost θ∗ in jo shranimo kot vrednost i-te
iteracije θi. V nasprotnem primeru θ
∗ zavrnemo.
6. Zaključimo, če rešitev konvergira, drugače se vrnemo na korak 2.
Zaradi kraǰsanja konstante c v 3. koraku tega algoritma se izognemo potrebi po
večdimenzijski integraciji, zaradi česar je ta metoda tako priljubljena. Njena slaba
lastnost pa je, da je potrebno veliko število vzorcev, da lahko rešitvi zaupamo.
2.4.2.1 Metode analize algoritma
Za preverjanje konvergence obstaja mnogo metod [19]. Najpreprosteǰse in zelo izčrpne
so grafične metode. Ena izmed njih je metoda izrisa srednje vrednosti parametrov.
Če se srednja vrednost stabilizira, je algoritem verjetno konvergiral. Ker se gleda
samo srednjo vrednost, ta metoda ni zadosten pokazatelj. Lahko jo izbolǰsamo, če jo
kombiniramo z izrisom standardne deviacije, ki se mora tudi stabilizirati.
Druga grafična metoda je izris časovne vrste, ki sicer ne potrdi konvergence, je pa dober
pokazatelj ali algoritem dela dobro. Pri tej metodi izrǐsemo grafe vrednosti posameznih
parametrov po iteracijah. Če ima pot kakšen določen vzorec (npr. stalno naraščanje),
potem algoritem ni konvergiral. Vrednosti bi se morale gibati v nekem območju okoli
določene vrednosti.
Tretja metoda, ki je zelo uporabna še preden algoritem konvergira, je izris avtoko-
relacijske funkcije. Ta namreč pove, kako hitro bomo dosegli konvergenco. Močneje
kot so korelirani parametri, dlje bo algoritem potreboval, da bo prepotoval celotno
obravnavano področje.
2.4.2.2 Razmerje sprejetja
Izbira porazdelitve predlagalne verjetnosti ima velik vpliv na hitrost konvergence. Če
je ta verjetnost taka, da bo velikost koraka premajhna, bo razmerje sprejetja visoko
ter konvergenca počasna. Če bo velikost koraka prevelika, bo razmerje sprejetja nizko,
konvergenca pa bo tudi počasna. Zato je treba najti optimalno velikost koraka, ki
pa je za vsak primer različna. Običajno literatura navaja, da je optimalna velikost
koraka tista, pri kateri ima algoritem razmerje sprejetja blizu 0,234 [20] oziroma, da je
učinkovitost vsaj 80%, če je razmerje sprejetja med 0,15 in 0,5. Drugi viri navajajo, da
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se optimalno razmerje sprejetja lahko drastično razlikuje od običajno sprejete vrednosti
0,234 in da je ta vrednost zgornja meja za optimalno razmerje sprejetja [21]. Obstajajo
tudi metode, ki porazdelitev predlagalne verjetnosti spreminjajo tako, da ohranjajo
optimalno razmerje sprejetja [22].
2.4.3 Statistično vrednotenje
Prednost Bayesovega pristopa je, da nam rešitev pove tudi interval zaupanja ter kore-
lacijo med parametri. V tem poglavju bodo prestavljena statistična orodja, s katerimi
lahko ocenjujemo srednjo vrednost, varianco, kovariančno in korelacijsko matriko. Ce-







kjer je Ns število sprejetih vzorcev, indeks i v nadpisu pa predstavlja i-ti vzorec. Ne-






(θi − θ̂)2. (2.49)
Standardno deviacijo določimo kot σθ =
√
Var(θ̂). Kovariančno matriko Σθ upora-
bimo za identifikacijo korelacije med parametri. Element cj,k na mestu (j,k) matrike
Σθ, določimo kot:





(θij − θ̂j)(θik − θ̂k). (2.50)
Drugi način prikaza korelacije parametrov je s korelacijsko matriko Γθ. Ima podoben
pomen kot kovariančna matrika, vendar so njeni elementi omejeni med−1 in 1. Element





2.4.4 Kalibriranje po Bayesovem pristopu
Princip kalibriranja po Bayesovem pristopu je enak opisanemu v poglavju 2.2, ven-
dar pa se postopek nekoliko spremeni. Še vedno gre za optimizacijski postopek, kjer
konstrukcijske spremenljivke in morebitne vezi ostajajo enake, spremeni pa se ciljna
funkcija. V tem primeru maksimiziramo vrednost posteriorne verjetnosti, kar v tej
magistrski nalogi naredimo stohastično po prej opisani metodi.
Literatura navaja različne funkcije za posteriorno verjetnost, vendar večina temelji na













Teoretične osnove in pregled literature
kjer je N dimenzija vektorja parametrov, µ vektor srednjih vrednosti spremenljivk
ter Σ kovariančna matrika. Ob upoštevanju nekoreliranih spremenljivk je kovariančna
matrika diagonalna ter lahko zapǐsemo porazdelitev verjetnosti P (θ) kot produkt Ga-













Za parametre predpostavimo, da so neodvisni, zato apriorno porazdelitev definiramo s
srednjimi vrednostmi parametrov ter pripadajočimi standardnimi deviacijami.
Funkcija verjetja tudi temelji na Gaussovi porazdelitvi, ki jo zapǐsemo v obliki:
P (D|θ) = 1
z
exp (−γJ(θ,D)) , (2.54)
kjer je γ izbrana utež, J(θ,D) izbrana mera napake ter z konstanta, odvisna od izbra-
nih γ in J(θ,D). Določimo jo lahko tako, da je integral funkcije verjetja po celotnem
definicijskem območju enak 1, vendar to pri metodi MCMC ni potrebno, saj se norma-
lizacijski faktor pokraǰsa. Nabor funkcij J(θ,D) je tako kot pri namenskih funkcijah
ostalih metod kalibriranja numeričnih modelov velik, nekaj osnovnih pa je bilo pred-
stavljenih v poglavju 2.2.3. Sledi celotna posteriorna funkcija verjetnosti:

















Ker se v postopku MCMC normalizacijski faktor pri izračunu verjetnosti sprejetja
kraǰsa, izračun vrednosti Z ni potreben. Vrednosti, ki jih moramo pred začetkom kali-
briranja oceniti oz. izbrati, so faktor γ, srednje vrednosti parametrov µi in standardne
deviacije parametrov σi.
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3 Metodologija raziskave
Metodi kalibriranja, ki smo ju predstavili v preǰsnjem poglavju, bomo implementirali
na dveh primerih. Prvi primer je testni, na katerem bomo lahko brez motilnih dejavni-
kov preverili, kako metodi delujeta ter primerjali njuni učinkovitosti. Ugotovili bomo,
do kakšne mere jima lahko zaupamo ter kakšne so njune prednosti in slabosti. Pri-
dobljeno znanje bomo nato lahko uporabili na drugem primeru, ko bomo obravnavali
realno konstrukcijo, na kateri so bile opravljene meritve. V tem poglavju bosta primera
predstavljena, opisana bosta njuna numerična modela ter metode, s katerimi ju bomo
kalibrirali.
3.1 Testni primer: nosilec
3.1.1 Odzivna površina
Najprej bomo izvedli dva primera, ki ju bomo reševali s pomočjo odzivne površine.
Kalibriranje numeričnega modela bomo izvedli v komercialnem programu za preračun
končnih elementov ANSYS. Eksperimentalno dobljene podatke, ki se jih uporabi pri
kalibriranju, bomo dobili prav tako s pomočjo programa ANSYS. To analizo bomo v
nadaljevanju imenovali virtualni eksperiment. Numerični model za virtualni eksperi-
ment bo uporabljal volumske končne elemente, medtem ko bo numerični model, ki ga
kalibriramo, uporabljal linijske končne elemente.
3.1.1.1 Primer 1
Prvi primer, ki ga obravnavamo je enostaven konzolno vpet prostorski nosilec pravoko-
tnega prereza, dolžine 600mm, širine 40mm in debeline 20mm. Parametra kalibriranja
bosta elastični modul in gostota materiala. Pri virtualnem eksperimentu uporabimo
elastični modul 195GPa ter gostota 7780 kgm−3. Vrednost Poissonovega količnika ni
parameter kalibriranja in ima vrednost 0,3. Parametre linijskega numeričnega modela
pa ǐsčemo na območju med 7500 kgm−3 in 8200 kgm−3 za gostoto in od 175 000MPa
do 215 000MPa za elastični modul. Začetni približek je pri vrednostih 7800 kgm−3 in
190 000MPa.
Za virtualni eksperiment modeliramo nosilec z 20-vozlǐsčnimi volumskimi končnimi ele-
menti, velikosti 5mm. Mreža ima 3840 elementov s skupno 20041 vozlǐsči. Numerični
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model, ki je poenostavitev volumskega modela, izvedemo s 120 linijskimi kvadratičnimi
končnimi elementi in skupno 241 vozlǐsči. Mreži obeh numeričnih modelov prikazuje
slika 3.1. Najprej izvedemo virtualni eksperiment, da določimo referenčne lastne fre-
(a) Model za virtualni eksperiment. (b) Model za kalibriranje.
Slika 3.1: Model in mreža končnih elementov. Model za virtualni eksperiment
uporablja volumske končne elemente, poenostavljen model za kalibriranje pa linijske
končne elemente.




(ωi,e − ωi,n(E,ρ))2, (3.1)
kjer sta ωi,e in ωi,n i-ti par lastnih frekvenc, ki pripadata ujemajočim lastnim oblikam.
Ujemanje lastnih oblik preverimo s pomočjo MAC kriterija, ki mora biti vǐsji od 0.9.
Izvedemo postopek DOE in ovrednotimo vrednost namenske funkcije v več točkah na
obravnavanem območju. Nato na podlagi pridobljenih podatkov izvedemo regresijo,
da dobimo odzivno površino. Načrt DOE, ki ga izberemo, je CCD, natančneje je
to izbolǰsan ploskovno sredǐsčni načrt (angl. enhanced face-centered). Aproksimacija
odzivne površine pa je standardni polinom drugega reda. Globalni minimum odzivne
površine lahko določimo analitično in predstavlja optimalno točko.
3.1.1.2 Primer 2
Nadaljujemo s podobnim primerom kot v poglavju 3.1.1.1. Geometrija in mreža virtu-
alnega eksperimenta ter poenostavljenega modela ostajata enaki, doda se samo masno
točko z maso 70 kg na koncu nosilca, kot je prikazano na sliki 3.2. Postopek reševanja
je enak kot v poglavju 3.1.1.1.
3.1.2 Bayesov pristop
Primer nosilca iz poglavja 3.1.1.1 rešujemo še po Bayesovem pristopu z metodo MCMC.
Še vedno si pomagamo s programom ANSYS, vendar tokrat vodimo MCMC algoritem
s pomočjo lastnega programa napisanega v jeziku Python. Ko potrebuje lastne fre-
kvence sistema, zažene simulacijo v programu ANSYS s trenutnimi parametri, ta pa
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(a) Model za virtualni eksperiment. (b) Model za kalibriranje.
Slika 3.2: Prikaz pozicije masne točke.
vrne rezultate lastnih frekvenc. Algoritem izvede toliko iteracij, kot jih predpǐsemo na
začetku.
Funkcijo posteriorne verjetnosti, ki jo aproksimiramo, uporabimo po enačbi 2.55. Naj-
prej je bilo potrebno izbrati srednje vrednosti in standardne deviacije parametrov. Za
povprečja smo izbrali enake vrednosti kot za začetni približek pri kalibriranju z odzivno
površino. To so vrednosti 7800 kgm−3 za gostoto in 190 000MPa za elastični modul.
Pripadajoči standardni deviaciji pa sta 200 kgm−3 in 15 000MPa. Parametra gostote
in elasičnega modula zapǐsemo v obliki θ1 = (ρ− µρ)/σρ in θ2 = (E − µE)/σE.
Nato izberemo še vrednost faktorja γ iz enačbe 2.55. Njegov pomen je obtežitev funkcije
verjetja s čimer reguliramo njen vpliv v primerjavi z apriorno verjetnostjo. Izkazalo
se je, da je dala vrednost γ = 10−3 najbolǰse rezultate. Vzorčenje izvedemo s 15 000
vzorci, pri čemer pričakujemo okoli 50% sprejetih vzorcev.
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3.2 Realni primer: plošča
Drugi primer, ki ga obravnavamo, je etaža dvonadstropne stavbe. V času meritev
je bila postavljena nosilna konstrukcija - jeklen okvir ter sovprežne jekleno-betonske
etažne plošče. Stavba in merjena etaža sta prikazani na sliki 3.3.
(a) Celotna stavba. (b) Merjena etaža.
Slika 3.3: Fotografiji obravnavanega realnega sistema. [23]
Jeklena konstrukcija je sestavljena iz stebrov in nosilcev različnih prerezov v skladu z
načrtom, ki je priložen na CD na zadnji strani. Uporabljeno je konstrukcijsko jeklo
S355.
Armiranobetonska plošča debeline 130mm je v sovpregi z jekleno profilirano podporno
ploščo ComFlor CF 60/0.9 ter armirana z eno plastjo armaturne mreže A193, kot je
prikazano na sliki 3.4. Uporabljen beton je kvalitete C28/35.
Slika 3.4: Sovprežna armiranobetonska plošča. [24]
Meritve so bile opravljene na polovici etaže velikosti 14,1m × 27,2m. Vseh merilnih
mest z eno prostostno stopnjo v smeri normale plošče je bilo 95, razporejenih po načrtu
v prilogi . Eksperimentalne podatke smo prejeli že obdelane [23]. Identificirano je bilo
19 kompleksnih lastnih frekvenc in pripadajočih lastnih oblik.
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V numeričnem modelu za jekleno konstrukcijo uporabimo linijske končne elemente z
oznako BEAM188 ter za ploščo ploskovne končne elemente SHELL181. Želeno veli-
kost končnih elementov smo nastavili na 500mm, s čimer smo dobili 1623 ploskovnih
elementov in 798 linijskih elementov ter skupno 3310 vozlǐsč.
Spoje v jekleni konstrukciji kot tudi stik med jekleno konstrukcijo in sovprežno ploščo
smo modelirali kot toge. Prav tako vežemo tudi vse pomike in zasuke v kontaktu med
jekleno konstrukcijo in betonsko ploščo.
Ker modeliramo samo polovico etaže, upoštevamo dodatno togost preostalega dela
etaže tako, da na omenjenem robu omejimo zasuke okoli osi roba. Jeklene stebre
vpnemo na nivoju spodnje etaže.
Prereze jeklenih nosilcev smo predpisali v skladu z načrtom. Materialne lastnosti, ki
smo jih predpisali, zavzemajo vrednosti 7850 kgm−3 za gostoto, 200 000MPa za ela-
stični modul in 0,3 za Poissonov količnik. Ker so eksperimentalno določeni lastni vek-
torji in lastne frekvence kompleksni, moramo tudi numerični model izvesti kot dušen,
vendar pa disipacijsko matriko pustimo prazno.
(a) Jeklena konstrukcija. (b) Celoten model.
Slika 3.5: Numerični model etaže.
Plošča ima zaradi reber spremenljivo debelino med 70mm in 130mm, zato je težavna
za modeliranje. Če bi jo želeli modelirati z volumskimi končnimi elementi, bi dobili
zelo obsežen model. Zato jo nadomestimo s ploščo enakomerne debeline in jo mode-
liramo s ploskovnimi elementi. Debelino določimo tako, da je ob upoštevanju gostote
2300 kgm−3 njena povprečna masa na kvadratni meter enaka dejanski. Pri tem poleg
betona vključimo v izračun tudi maso profilirane jeklene plošče. Iz podatkov v kata-
logu ponudnika profilirane plošče ComFlor določimo debelino 102mm. Pri modeliranju
sovprežne jekleno-betonske plošče kot betonska plošča z enakomerno debelino poeno-
stavimo tako geometrijski efekt reber kot tudi nehomogenostni efekt jeklene profilirane
plošče in armature. Ker rebra zelo različno prispevajo k upogibni togosti v smeri reber
oz. prečno nanje, bomo ploščo modelirali kot ortotropno. Za beton privzamemo vre-
dnost elastičnega modula Ebeton = 30 000MPa ter strižni modul Gbeton = 12 000MPa.
Ortotropijo pa v modelu upoštevamo tako, da ima elastični modul v smeri reber vre-
dnost Ex = θ1Ebeton, in pravokotno na smer reber Ey = θ2Ebeton, elastični modul v smeri
normale na ravnino (ki pri izračunu ni uporabljen, vendar ga je treba podati) pa ostane
nekorigiran Ez = Ebeton. Korigiramo še strižni modul v ravnini plošče Gxy = θ3Gbeton,
ostala strižna modula ostajata nekorigirana Gxz = Gyz = Gbeton ter vsi Poissonovi
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količniki νxyνxz = νyz = 0,18. Poleg upogibne togosti pa smo s poenostavitvijo vplivali
tudi na premik nevtralne ravnine pri upogibu. Zato vpeljemo nov parameter θ4, ki
je definiran kot razdalja od zgornje ploskve nosilcev do težǐsča plošče, kar prikazuje
slika 3.6. Če je težǐsče plošče nad zgornjo ploskvijo nosilcev, je vrednost θ4 pozitivna, v
nasprotnem primeru pa negativna. Parametre θ1, θ2, θ3 in θ4 uporabimo v kalibriranju.
Slika 3.6: Odmik plošče od ravnine končnih elementov.
Numerični model želimo kalibrirati tako, da bomo dobili bolǰse ujemanje lastnih oblik
in lastnih frekvenc. Zato za namensko funkcijo izberemo kombinacijo mere ujemanja

















Določiti moramo še posamezne uteži Γfrek in ΓMAC. To storimo tako, da najprej ugoto-
vimo vpliv prispevkov posameznih mer ujemanj. Po preučevanju pričakovanih odzivov
numeričnega modela smo ugotovili, da se pričakovane vrednosti Efrek gibljejo med 0,06
in 0,01 ter za EMAC med 0,87 in 0,92. Če želimo uravnotežiti vpliv obeh mer uje-
manja, ju moramo pretvoriti. To storimo tako, da bo najbolj optimalna pričakovana
vrednost imela vrednost 0 najmanj pa vrednost 1 (to normiranje je posebej pomembno
pri Bayesovem pristopu, saj se s tem izognemo izjemno visokim ali izjemno nizkim
vrednostim posteriorne verjetnosti). Tako Efrek pretvorimo v 20 · (Efrek − 0,01) ter
EMAC v 20 · (0,92− EMAC). Odločimo se še, da je mera ujemanja lastnih oblik enkrat
bolj pomembna kot ujemanje lastnih frekvenc, zato kombinacija mere ujemanja izgleda
tako:




V prvem koraku kalibriranja uporabimo metodo odzivne površine, da izbolǰsamo uje-
manje lastnih frekvenc in lastnih oblik. Za namensko funkcijo vzamemo kar mero
ujemanja iz enačbe 3.4:
J = 20 · (Efrek − 0,01) + 2 · 20 · (0,92− EMAC), (3.5)
kjer uporabimo N = 10 parov lastnih oblik, ki imajo najbolǰse ujemanje po kriteriju
MAC. Vrednosti EMAC in Efrek sta v skladu z enačbama 2.13 in 2.14. Za tvorjenje
odzivne površine uporabimo načrt LHS s 100 vzorci.
Če minimum namenske funkcije leži izven obravnavanega območja, je lahko napaka
zelo velika. Zato rešujemo iterativno ter spreminjamo obravnavano območje, dokler
njen minimum ne leži znotraj njega. S tem zagotovimo manǰso napako.
3.2.2 Bayesov pristop
V drugem koraku izvedemo še kalibriranje numeričnega modela po Bayesovem pristopu.
Za izračun funkcije verjetja po enačbi 2.54 uporabimo mero razdalje iz enačbe 3.4.
Za določanje apriorne funkcije potrebujemo določeno znanje o pričakovanih vrednostih
parametrov. Ker ǐsčemo skupen vpliv geometrijskega efekta ter materialne nehomoge-
nosti in pojav ni bil dobro analitično raziskan, težko natančno ocenimo to verjetnost.
Zato izberemo pričakovane vrednosti parametrov v širokem območju. Predpostavimo,
da je apriorna verjetnost produkt neodvisnih normalnih porazdelitev za posamezne
parametre. Srednje vrednosti µi in standardne deviacije σi so podane v preglednici
3.1.






Za določitev posteriorne verjetnosti potrebujemo še koeficient γ, ki obteži vpliv funkcije
verjetja glede na apriorno verjetnost. Izkaže se, da dobimo dobre rezultate z izbiro
γ = 5. Posteriorna verjetnost ima za ta primer obliko:
















Predlagalno verjetnost smo izbrali tako, da je razmerje sprejetih vzorcev med 15% in
50%. S tako nastavitvijo dobimo najbolǰso konvergenco. Za ustrezno se je izkazalo,
da je predlagalna verjetnost normalna porazdelitev verjetnosti s standardno deviacijo
40% tiste, ki smo jo uporabili za apriorno verjetnost:
q(θ|θi−1) ∼ N (θi−1,Σ), (3.7)
kjer smo določili kovariančno matriko kot diagonalno matriko:
Σ =
⎡⎢⎢⎢⎣
0,4σ1 0 0 0
0 0,4σ2 0 0
0 0 0,4σ3 0




V tem poglavju bomo predstavili rezultate, ki smo jih pridobili s kalibriranjem nu-
meričnih modelov. Najprej bomo prikazali rezultate za testni primer nosilca, nato pa
realni primer etaže stavbe. V obeh primerih bomo predstavili rezultate kalibriranja z
odzivno površino ter po Bayesovem pristopu.
4.1 Testni primer: nosilec
4.1.1 Odzivna površina
4.1.1.1 Primer 1: nosilec
V prvem koraku smo izvedli virtualni eksperiment z numeričnim modelom, pri kate-
rem smo uporabili volumske končne elemente. Prvih šest lastnih frekvenc modela je
podanih v preglednici 4.1. S pomočjo MAC kriterija dobimo ujemanje prvih petih
lastnih oblik. Za izračun namenske funkcije torej upoštevamo le te pare lastnih fre-
kvenc. Dobljena odzivna površina namenske funkcije 3.1, je prikazana na sliki 4.1.
Analitično dobljen minimum odzivne površine je na robu obravnavanega območja in
ima vrednost: −43,78Hz2. Vrednosti parametrov v tej točki sta 8020 kgm−3 za gostoto
ter 202 000MPa za elastični modul.
Iz preglednice 4.1 je razvidno, da smo s kalibriranjem numeričnega modela dosegli bolǰse
ujemanje lastnih frekvenc numeričnega modela z virtualnim eksperimentom. Vendar
pa je vrednost parametrov, ki smo jih s kalibriranjem dobili, manj natančna kot začetni
približek. Razlog za to razliko je razviden iz grafa odzivne površine na sliki 4.1. Na-
menska funkcija nima jasno določljivega minimuma, ampak pride do pojava, ki ga
literatura [17] imenuje greben (angl. ridge). V takem primeru ena prostostna stopnja
problema nima velikega vpliva na ciljno funkcijo. Iz grafa na sliki 4.1b je razvidno, da
je prostostna stopnja z velikim vplivom razmerje med parametroma E in ρ, medtem
ko sta manj vplivni posamezni vrednosti teh dveh parametrov. Rešitev kalibriranja
je sicer dobra v smislu prvih petih lastnih frekvenc, vendar pa ne moremo dobljenih
parametrov uporabiti v simulacijah za druge namene. Na primer, statične analize bi z
uporabo teh parametrov dale povsem napačne rezultate. V nadaljevanju bomo spoznali
načine, kako lahko to težavo rešimo.
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Rezultati
Preglednica 4.1: Odziv začetnega in kalibriranega modela.
Lastna fr. Virtualni eksperiment Začetni približek Kalibriran model









1. 45,0 44,8 −0,44 45,0 0
2. 89,7 89,4 −0,33 89,8 0,11
3. 280,8 279,5 −0,46 280,5 −0,11
4. 551,1 549,1 −0,36 551,1 0
5. 779,8 776,1 −0,47 779,0 −0,10






































(b) Parametra E/ρ in ρ.
Slika 4.1: Odzivna površina namenske funkcije kot funkcija parametrov E in ρ
oziroma E/ρ in ρ materiala nosilca za primer 1.
4.1.1.2 Primer 2: nosilec z masno točko
Analiza rešitev je podobna kot v preǰsnjem primeru. Lastne frekvence, ki so prikazane
v preglednici 4.2, so v tem primeru nižje. Tokrat se ujema vseh 6 lastnih frekvenc virtu-
alnega eksperimenta in numerične simulacije, zato tudi vključimo šest lastnih frekvenc
v izračun namenske funkcije. Odzivna površina namenske funkcije je prikazana na sliki
4.2. Analitično dobljen minimum odzivne površine ima vrednost: 2,71Hz2. Vrednosti,
ki jih parametra zavzameta v tej točki, sta 7771 kgm−3 za gostoto ter 196 000MPa za
elastični modul.
Tokrat s kalibriranjem ne izbolǰsamo samo odziva lastnih frekvenc, ampak, kar je
ključno, izbolǰsamo tudi vrednosti parametrov. Pravi vrednosti parametrov smo se
približali na 0,1% natančno za gostoto ter 0,5% natančno za elastični modul. Težavo
grebena iz preǰsnjega primera smo torej rešili s pomočjo masne točke z znano maso,
ki smo jo dodali na konec nosilca. V tem primeru ni pomembno samo razmerje med
parametroma E in ρ, ampak tudi razmerje med maso nosilca in maso obremenitve
na koncu nosilca. Ker je slednja znana, se lahko določi tudi vrednosti gostote in ela-
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Rezultati
Preglednica 4.2: Odziv začetnega in kalibriranega modela.
Lastna fr. Virtualni eksperiment Začetni približek Kalibriran model









1. 5,1 5,0 −1,96 5,1 0
2. 10,2 10,0 −1,96 10,2 0
3. 197,4 194,0 −1,72 197,5 0,05
4. 304,3 300,1 −1,38 304,5 0,07
5. 389,4 383,0 −1,64 389,8 0,10





i − ωai )2 193,4Hz2 0,21Hz2
stičnega modula. Iz grafa odzivne površine na sliki 4.2 je razvidno, da je masna točka

































(b) Parametra E/ρ in ρ.
Slika 4.2: Odzivna površina namenske funkcije kot funkcija parametrov E in ρ
oziroma E/ρ in ρ materiala nosilca za primer 2.
4.1.2 Bayesov pristop
Lastne frekvence, dobljene iz virtualnega eksperimenta so enake kot v poglavju 4.1.1.1
in so prikazane v preglednici 4.4. Tudi v tem primeru je ujemanje v prvih petih
lastnih oblikah uspešno. V izračunu namenske funkcije torej upoštevamo prvih pet
parov lastnih frekvenc, ki jih prikažemo v preglednici 4.4. Vzorčenje izvedemo s 15 000
vzorci, od katerih je sprejetih 43,5%. Prikažemo jih na sliki 4.3. Srednje vrednosti in
standarde deviacije parametrov so prikazane v preglednici 4.3.
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Slika 4.3: Porazdelitev vzorcev MCMC algoritma.
Preglednica 4.3: Vrednosti parametrov kalibriranega numeričnega modela.
Parameter Začetni približek Kalibrirana vrednost
µi σi µi σi
Gostota ρ 7800 kgm−3 200 kgm−3 7779,2 kgm−3 191,9 kgm−3
Elastični modul E 190GPa 15GPa 194,95GPa 8,67GPa








Iz preglednice 4.4 ugotovimo, da se lastne frekvence kalibriranega modela ne uje-
majo tako dobro z virtualnim eksperimentom kot v primeru 1, opravljenim z odzivno
površino. Vendar pa so parametri kalibriranega numeričnega modela izjemno natančno




Preglednica 4.4: Odziv začetnega in kalibriranega modela.
Lastna fr. Virtualni eksperiment Začetni približek Kalibriran model









1. 45,0 44,8 −0,44 44,9 −0,22
2. 89,7 89,4 −0,33 89,5 −0,22
3. 280,8 279,5 −0,46 279,8 −0,36
4. 551,1 549,1 −0,36 549,8 −0,24
5. 779,8 776,1 −0,47 777,1 −0,35











































Slika 4.4: Konvergenca povprečnih vrednosti in standardnih deviacij parametrov
glede na število sprejetih vzorcev.
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4.2 Realni primer: plošča
V prvem koraku smo postavili numerični model tako, da je imel čim bolǰse ujemanje
lastnih oblik. Preizkusili smo različne kombinacije robnih pogojev ter nivoje detajlov
modela, preden smo dobili takega, ki je bil dovolj dober približek. To je naš začetni
model. Vrednosti parametrov tega modela so θ1 = θ2 = θ3 = 1 ter θ4 = 0mm. Ujema-
nje lastnih oblik in frekvenc začetnega modela z meritvami je prikazano v preglednici
4.5. Izpisanih je prvih 10 parov lastnih oblik, ki so tudi uporabljene v tvorjenju na-
menske funkcije. Vrednost namenskih funkcij iz enačb 2.13 in 2.14 so EMAC = 0,875 in
Efrek = 0,0244.
Preglednica 4.5: Ujemanje začetnega modela z meritvami.
Par Eksperiment Začetni model




1. 9,47 9,17 −3,3 0,955
2. 9,75 9,31 −4,7 0,932
3. 10,3 9,51 −8,3 0,865
4. 10,4 9,84 −6,1 0,929
5. 10,6 10,9 2,8 0,752
6. 13,6 12,4 −9,1 0,866
7. 15,4 15,6 1,3 0,784
8. 18,8 18,0 −4,4 0,884
9. 20,7 20,7 0,4 0,823




Nato smo izvedli kalibriranje numeričnega modela z odzivno površino, kjer smo spre-
minjali vrednosti parametrov θ1, θ2, θ3 in θ4, da dobimo čim bolǰse ujemanje lastnih
frekvenc in lastnih oblik. To smo ovrednotili z namensko funkcijo J po enačbi 3.5. V
prvi iteraciji kalibriranja smo dobili minimum odzivne površine izven obravnavanega
območja, zato smo obravnavano območje spremenili ter še enkrat izvedli optimiza-
cijo. Potrebovali smo nekaj iteracij, dokler minimum odzivne površine ni ležal znotraj
obravnavanega območja. Vrednosti parametrov so prikazane v preglednici 4.6.
Podatki o lastnih frekvencah in vrednostih MAC kriterija kalibriranega modela so prika-
zani v preglednici 4.7. Iz mer razdalje EMAC in Efrek je razvidno, da smo s kalibriranjem
numeričnega modela izbolǰsali tako ujemanje lastnih oblik kot tudi lastnih frekvenc.
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Preglednica 4.6: Vrednosti parametrov kalibriranega numeričnega modela.





Preglednica 4.7: Rezultati kalibriranja z odzivno površino.
Par Eksperiment Kalibriranje z odzivno površino




1. 9,47 9,20 −2,9 0,968
2. 9,75 9,52 −2,3 0,955
3. 10,3 10,0 −2,6 0,913
4. 10,4 10,2 −2,0 0,962
5. 10,6 10,9 2,4 0,918
6. 13,6 14,4 5,8 0,941
7. 16,8 17,5 3,7 0,836
8. 18,8 18,2 −3,3 0,886
9. 19,6 20,6 4,9 0,849




V drugem koraku smo izvedli kalibriranje po Bayesovem pristopu z MH algoritmom.
Vzorčili smo skupno s 5000 vzorci, od tega je sprejetih približno 1500 vzorcev. Delež
sprejetih je 29,7%, kar je znotraj priporočil za hitro konvergenco (med 15% in 50%).
Konvergenco preverimo s pomočjo grafov srednje vrednosti vzorcev ter standardne
deviacije na sliki 4.7. Ker se vrednosti ustalijo, lahko trdimo, da algoritem konvergira.
Grafi sprejetih vzorcev so prikazani na sliki 4.8, od koder je v grobem razvidna kore-
lacija med parametri. Podrobneǰsi vpogled v korelacijo posameznih parov parametrov
nam da korelacijska matrika iz enačbe 2.51, ki je prikazana na sliki 4.6.
Statistično analiziramo sprejete vzorce. Iščemo vrednosti parametrov, pri katerih po-
steriorna verjetnost doseže maksimum ali MAP (iz angl. maximum a posteriori). Po-
magamo si z izrisom histogramov vzorcev po vrednostih posameznih parametrov, kar
prikazuje slika 4.5. Za bolj natančno določitev MAP izvedemo jedrno ocenjevanje go-
stote verjetnosti ali KDE (iz angl. kernel density estimation) ter ǐsčemo maksimum te
porazdelitve. Porazdelitev KDE je poleg histogramov prikazana na sliki 4.5, MAP pa
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Slika 4.5: Histogrami vzorcev po posameznih parametrih ter pripadajoče porazdelitve
KDE.
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Slika 4.6: Korelacijska matrika.
so zapisani v preglednici 4.8. Kot rešitev kalibriranja uporabimo vrednosti parametrov
glede na MAP.
Vrednosti lastnih frekvenc kalibriranega numeričnega modela po Bayesovem pristopu
ter vrednosti kriterija MAC so prikazane v preglednici 4.9. Iz vrednosti EMAC in
Efrek je razvidno, da smo ujemanje lastnih oblik in frekvenc glede na začetni model s
kalibriranjem po Bayesovem pristopu izbolǰsali. V primerjavi z odzivnim modelom pa
vidimo, da je ujemanje lastnih oblik slabše, ujemanje lastnih frekvenc pa bolǰse.
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Preglednica 4.8: Vrednosti parametrov kalibriranega numeričnega modela.
Parameter Začetni model Kalibriran model
µi σi MAP
θ1 1 2,18 0,65 2,10
θ2 1 1,31 0,32 1,31
θ3 1 1,60 0,4 1,61
θ4 0mm −44,4mm 18mm −42,1mm
Preglednica 4.9: Rezultati kalibriranja z Bayesovim pristopom.
Par Eksperiment Kalibriranje po Bayesovem pristopu




1. 9,47 9,14 −3,6 0,963
2. 9,75 9,44 −3,3 0,951
3. 10,3 9,97 −3,4 0,914
4. 10,4 10,3 −1,4 0,952
5. 10,6 11,1 4,1 0,890
6. 13,6 13,8 2,0 0,920
7. 18,8 18,2 −3,2 0,881
8. 19,6 20,3 3,4 0,850
9. 20,7 20,8 0,7 0,824
































































































































V tem poglavju bomo komentirali rezultate kalibriranja obeh primerov. Najprej bomo
obravnavali testni primer nosilca ter nato realen primer etaže dvonadstropne stavbe.
Primerjali bomo rezultate kalibriranja po metodi odzivne površine ter po Bayesovem
pristopu.
5.1 Testni primer: nosilec
5.1.1 Odzivna površina
Najprej smo primer nosilca reševali s pomočjo odzivne površine. V prvem primeru
iz poglavja 4.1.1.1 smo ugotovili, da globalni minimum ni enolično določljiv, kot je
razvidno iz odzivne površine, prikazane na sliki 4.1. Obstaja veliko rešitev, ki imajo
zanemarljivo razliko v namenski funkciji, zato težko določimo pravo. Iz slike 4.1b je
razvidno, da je zgolj razmerje parametrov E in ρ tisto, ki vpliva na namensko funkcijo.
To je pričakovano, saj analitični izračun lastnih frekvenc Euler-Bernoullijevega nosilca
pokaže, da so lastne frekvence odvisne samo od razmerja E/ρ, ne pa tudi od posameznih








kjer je ωi i-ta lastna frekvenca, (βL)i i-ta rešitev karakterističnega polinoma, odvisna
od robnih pogojev, ter I, A in L geometrijske konstante. V tem primeru je nemogoče
določiti vrednosti parametrov E in ρ izključno iz tega eksperimenta. Zato smo izvedli
še dodaten primer z masno točko z znano maso na koncu nosilca, kar pomembno pripo-
more k bolj natančni določitvi parametrov. Iz odzivne površine na sliki 4.2 je razvidno,
da je še vedno razmerje E/ρ glavni vplivni parameter, vendar imata tudi vrednosti po-
sameznih prametrov E in ρ pri danem razmerju E/ρ vpliv na lastne frekvence in s tem
na namensko funkcijo. V tem primeru lahko natančneje določimo optimalno točko.
Vrednosti parametrov kalibriranih numeričnih modelov so zapisane v preglednici 5.1.
Rešitev v primeru 1 je nezanesljiva, saj minimum ciljne funkcije ni enolično določen.
Obstaja veliko rešitev, ki imajo zanemarljivo razliko v vrednosti ciljne funkcije. Če bi
postopek kalibriranja minimalno spremenili, bi zaradi razlike v aproksimiranju odzivne
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Preglednica 5.1: Vrednosti parametrov kalibriranih numeričnih modelov.
Parameter Ciljna vrednost Primer 1 Primer 2
Gostota ρ 7780 kgm−3 8020 kgm−3 7771 kgm−3
Elastični modul E 195GPa 202GPa 196GPa
površine dobili povsem drugačne vrednosti parametrov. To smo sicer dobro odpravili s
pomočjo dodajanja masne točke z znano maso, kar pa v realnih eksperimentih ni vedno
izvedljivo. Masa, ki jo dodamo, mora namreč znatno vplivati na dinamiko sistema.
S tem primerom smo pokazali eno izmed slabosti reševanja z odzivno površino - ne-
stabilnost postopka v nekaterih primerih. To pride še bolj do izraza, če je število
parametrov, ki jih določamo, večje. Glavna prednost tega postopka pa je dobra vizu-
alizacija vpliva parametrov na odziv sistema, kar ima izjemen pomen pri razumevanju
problema. Odzivna površina je dobra metoda za začetno spoznavanje s problemom in
razumevanje vpliva parametrov. Z njeno pomočjo se lahko v nadaljevanju odločimo,
katere parametre bomo uporabili za kalibriranje.
5.1.2 Bayesov pristop
Primerjajmo še rezultate kalibriranja primera enostavnega nosilca z odzivno površino
ter z Bayesovim pristopom. V preglednici 5.2 so zapisane vrednosti parametrov, ki
smo jih določili s kalibriranjem z odzivno površino ter z Bayesovim pristopom ter pri-
padajoče vrednosti namenske funkcije. Vidimo, da smo se z Bayesovim pristopom
povsem približali ciljnim vrednostim parametrov, medtem ko z odzivno površino nam
ni uspelo določiti bolǰsih vrednosti kot začetni približek. Hkrati pa je namenska funk-
cija v primeru Bayesovega pristopa precej vǐsja kot pri odzivni površini. Kalibriranje
numeričnega modela z odzivno površino ima namreč nagnjenost k pretiranemu prila-
gajanju eksperimentalnim podatkom.
Preglednica 5.2: Primerjava kalibriranja enostavnega nosilca z odzivno površino ter
Bayesovim pristopom.
Parameter Ciljna vrednost Odzivna povrvšina Bayesov pristop
Gostota ρ 7780 kgm−3 8020 kgm−3 7779 kgm−3
Elastični modul E 195GPa 202GPa 195GPa
Namenska funkcija J(ρ, E) 0,74Hz2 10,0Hz2
S tem postopkom smo dobili rezultat povsem blizu ciljnih vrednosti, hkrati pa imajo re-
zultati tudi interval zaupanja, kar pomeni še dodaten vpogled v razumevanje problema.
Ta pristop je v primerjavi z odzivno površino sicer računsko potraten, sploh v primeru
majhnega števila dimenzij problema. Svoje prednosti pa pokaže predvsem v problemih
z velikim številom dimenzij, kjer lahko ostali pristopi postanejo zelo nestabilni.
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5.2 Realni primer: plošča
Realni primer je nudil mnogo bolj kompleksen vpogled v problematiko kalibriranja
numeričnih modelov kot testni primer. Največja ovira, s katero smo se soočali, je bila
postavitev začetnega modela. Poleg tega smo za referenčne podatke uporabili realne
meritve, ki imajo določeno stopnjo negotovosti. Hkrati pa smo obravnavali samo del
celotnega sistema, zato smo z reduciranim številom prostostnih stopenj meritev dobili
le omejen vpogled v odziv celotnega sistema.
Rešitev kalibriranja numeričnega modela so vrednosti parametrov, ki so predstavljene
v preglednici 5.3. Razvidno je, da vrednosti parametrov niso povsem enake po obrav-
navanih metodah. To je smiselno, saj je kalibriranje po Bayesovem pristopu imelo še
dodatno informacijo o apriorni verjetnosti parametrov. Parametri kalibriranja po Ba-
yesovem pristopu imajo zato vrednosti bližje srednjim vrednostim apriorne verjetnosti.
Preglednica 5.3: Vrednosti parametrov kalibriranega numeričnega modela.
Parameter Začetni model Apriorna ver. Odzivna površina Bayesov pristop
θ1 1 2 2,88 2,10
θ2 1 1 0,97 1,31
θ3 1 1 2,07 1,61
θ4 0mm 0mm −64,1mm −42,1mm
Mere ujemanja in namenske funkcije, ki jih dobimo pri uporabi kalibriranih numeričnih
modelov, so predstavljene v preglednici 5.4. Vidimo, da sta obe metodi izbolǰsali uje-
manje začetnega modela. Odzivna površina je glede na namensko funkcijo privedla do
bolǰsega rezultata kalibriranja, vendar pa glede na posamezne mere razdalje EMAC in
Efrek lahko rečemo, da ima model, kalibriran po Bayesovem pristopu, le malo slabše
ujemanje lastnih oblik, hkrati pa še celo nekoliko bolǰse ujemanje lastnih frekvenc. Pri
tem pa moramo upoštevati, da parametri, ki smo jih dobili s kalibriranjem po Baye-
sovem pristopu, zavzemajo vrednosti, ki so bolj verjetne (vsaj kar zadeva predpisane
apriorne verjetnosti). To je izredno pomembna prednost, sploh v primerih, ko vemo, da
je poleg negotovosti parametrov navzoča še modelska napaka. Če kalibriramo model, ki
ima modelsko napako in ne upoštevamo apriorne verjetnosti, lahko kalibriranje izbere
take vrednosti parametrov, da zmanǰsujejo še modelsko napako. S tem lahko dobimo
rešitve, ki fizikalno niso utemeljene.
Preglednica 5.4: Rezultati kalibriranja numeričnega modela.
Mera razdalje Začetni model Apriorna ver. Odzivna površina Bayesov pristop
EMAC [/] 0,875 0,876 0,914 0,908
Efrek [/] 0,0244 0,0151 0,0134 0,0096





V magistrski nalogi smo raziskovali različne metode kalibriranja numeričnih modelov,
ki jih uporabljamo za zmanǰsevanje negotovosti parametrov numeričnega modela. Po-
globljeno smo obravnavali dve metodi - metodo odzivne površine in Bayesov pristop.
Obe metodi smo teoretično raziskali, implementirali v kodi ter preizkusili na dveh
praktičnih primerih. Prvi je bil testni primer, s katerim smo preverili delovanje algo-
ritma ter se spoznali z omejitvami metod. Drugi primer pa je bil izveden na podlagi
realnih meritev na etaži dvonadstropne stavbe. Na tem primeru smo spoznali dejanske
razsežnosti, ki jih ima obravnavana tematika.
Glavna ovira, s katero smo se soočili pri reševanju praktičnih primerov, je bila izbira
začetnega numeričnega modela. Ta težava pride do izraza predvsem pri modeliranju
kompleksneǰsih sistemov, kjer pogosto ne najdemo enega očitnega numeričnega modela,
ki bi izstopal po ujemanju z odzivom realnega sistema. Zaradi tega je treba izbirati
med več primerljivimi numeričnimi modeli, vsi pa ne omogočajo enakega uspeha pri
kalibriranju.
Izbira numeričnega modela je tesno povezana z modelsko napako, ki je pri modeliranju
kompleksneǰsih sistemov vedno prisotna (vsaj do neke mere). Če je ne odkrijemo, se
lahko zgodi, da je na prvi pogled kalibriranje videti uspešno, saj se odziv numeričnega
modela dobro ujema z eksperimentalnim, vendar pa so vrednosti parametrov malo ver-
jetne. V takem primeru smo s kalibriranjem le zamaskirali modelsko napako, numerični
model pa lahko uporabimo samo za obravnavo enakih obremenitvenih primerov kot
med meritvami (na primer, kadar pri kalibriranju primerjamo upogibne lastne oblike,
lahko numerični model uporabimo samo za obravnavanje upogiba). Cilj kalibriranja
pa je dobiti vrednosti parametrov, ki bodo splošno uporabne ter čim bližje dejanskim
vrednostim.
Obravnavani metodi se različno spopadata s predstavljenimi ovirami. Skozi primere
smo ugotovili, da je metoda odzivne površine enostavna za uporabo, zelo dobra pri
vizualiziranju in spoznavanju problema sploh pri majhnem številu parametrov. Njena
slabost pa je, da dobljeni parametri niso nujno smiselni, zato jih je treba pozorno pre-
gledati. Bayesov pristop je napredna tehnika, ki jo uporabimo šele, ko dobro poznamo
obnašanje modela in ko poznamo apriorno verjetnost parametrov ali pa jo lahko dobro
ocenimo. Ta metoda je ponavadi časovno bolj potratna, vendar pa dobimo fizikalno
bolj smiselne rezultate. Ti so tudi bolj informativni, saj poleg vrednosti parametrov
dobimo še interval zaupanja.
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Zaključki
Poleg opisanih prednosti in slabosti obravnavanih metod smo na podlagi primerov prǐsli
do naslednjih ugotovitev:
1. Uporaba kalibriranja numeričnega modela je smiselna šele, ko smo prepričani,
da sta modelska in diskretizacijska napaka dovolj majhni. S tem zagotovimo, da
kalibriranje odpravlja napako parametrov in ne modelske ali diskretizacijske.
2. Pred kalibriranjem je potrebno dobro spoznati obnašanje numeričnega modela
ter vpliv parametrov nanj. Pri tem je zelo uporabna metoda odzivne površine,
ki jo lahko uporabimo za vizualizacijo.
3. Z večjim številom parametrov lažje dobimo dobro ujemanje numeričnega modela
z meritvami, vendar pa je kalibriranje dolgotrajneǰse. Zato je treba določiti čim
manǰse število parametrov, s katerimi bomo lahko dovolj dobro izbolǰsali model.
Pri izbiri parametrov si lahko pomagamo z metodo odzivne površine, saj je z njo
mogoče ugotoviti, ali obstajajo odvečne prostostne stopnje.
4. Za bolj zanesljive rezultate uporabimo Bayesov pristop. Zaradi časovne zahtev-
nosti te metode, je priporočljivo, da predhodno zelo dobro poznamo model ter s
tem zmanǰsamo število poskusov preden se zadovoljimo z rezultati.
Na podlagi ugotovitev predlagamo uporabo kombinacije obeh metod za zmanǰsanje
napake parametrov numeričnega modela. V začetnih fazah kalibriranja numeričnega
modela uporabimo metodo odzivne površine, s katero dobro spoznamo model, določimo
vplivneǰse parametre in analiziramo smiselnost rezultatov. V zaključni fazi, ko vpliv
parametrov dovolj dobro poznamo, pa uporabimo še Bayesov pristop. Tako dobimo
bolj verjetne rezultate in intervale zaupanja.
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[23] A. Pavić: osebna komunikacija, University of Exeter, UK, 2019.
[24] Dostopno na: https://www.tatasteelconstruction.com/en_GB/Products/
structural-buildings-and-bridges/Composite-floor-deck/Comflor%C2%
AE-60, Ogled: 20. 8. 2019.
[25] S. S. Rao: Vibration of Continuous Systems. John Wiley & Sons, Inc., Hoboken,
New Jersey, 2007.
54
Priloga A
55

