This paper is on the problem of short-term hydro scheduling (STHS), particularly concerning a head-dependent hydro chain. We use a method based on nonlinear programming (NLP), namely quadratic programming, to consider hydroelectric power generation a function of water discharge and of the head. The method has been applied successfully to solve a test case based on a realistic cascaded hydro system with a negligible computational time requirement and is also applied to show that the role played by reservoirs in the hydro chain do not depend only on their relative position. As a new contribution to earlier studies, which presented reservoir operation rules mainly for medium and long-term planning procedures, we show that the physical data defining hydro chain parameters used in the nonlinear model have an effect on the STHS, implying different optimal storage trajectories for the reservoirs accordingly not only with their position in the hydro chain but also with the new parameterisation defining the data for the hydro system. Moreover, considering head dependency in the hydroelectric power generation, usually neglected for hydro plants with a large storage capacity, provides a better short-term management of the conversion of the potential energy available in the reservoirs into electric energy, which represents a major advantage for the hydroelectric utilities in a competitive electricity market.
Introduction
In this paper, the short-term hydro scheduling (STHS) problem of a head-dependent hydro chain is considered.
Hydro plants with a small storage capacity are known as run-of-the-river. Typically, run-of-the-river hydro plants are considered to operate under stationary conditions with constant head and at the maximum water level in the reservoirs, corresponding by design to the optimum efficiency operating point. However, it is often desirable to change this policy, thus incurring into head changes. The operating efficiency is sensitive to the head  head change effect. 2 Significant loss of efficiency can occur in operating hydro plants away from their most efficient operating point. Thus, hydroelectric power generation has to be considered as a function of water discharge and also of the head in order to avoid this loss of efficiency, that is, in order to take in account the head change effect. In a run-of-the-river cascaded hydraulic configuration an upstream reservoir highly influences the operation of the next downstream reservoir. The latter reservoir also influences the upstream plant by its effect on the tail water elevation and effective head [1] . Actually, the cascaded hydraulic configuration coupled with the nonlinear head change effect, augments the problem dimension and the complexity, but they should be considered because they are important for the most advantage management of the conversion of the potential energy available in the reservoirs into electric energy.
In a competitive electricity market, the most advantageous management of the conversion of the potential energy available in the reservoirs into electric energy is not only a major advantage for the hydroelectric utilities, but also is essential for the welfare, development and the economic progress of our society. This is because hydroelectric energy can be regarded as a renewable source of energy fuelled by the sun. Furthermore, contributes to reduce the use of fossil fuels energy, which is costly, and avoids unnecessary environmental damage due to pollutant emissions coming from thermal plants [2] . Therefore, we need to consider the importance of improving STHS models as a powerful aid for a better management. In the STHS optimisation problem a time horizon of 1 to 7 days is considered, usually discretized in hourly periods. Hence, the STHS problem is treated as a deterministic one. Where the problem includes stochastic quantities such as inflows to reservoirs or energy prices, the corresponding forecasts are used. STHS is guided by specified hourly weighting factors, quantifying the energy price at each hour [3] . The goal is to maximize the value of total hydroelectric power generation throughout the time horizon, satisfying all physical and operational constraints, and consequently to maximize the profit of the hydroelectric utility from selling energy into the electric market [4] . 3 Many methods have been used to solve the STHS problem. Dynamic programming (DP) is among the earliest methods applied to the STHS problem [5] [6] [7] [8] . Although DP can handle the non-convexities and the nonlinear characteristics present in the hydro model, it suffers from the well-known curse of dimension, more difficult to avoid in short-term than in long-term optimisation without losing the accuracy needed in the model [9] .
Artificial intelligence techniques have also been successfully applied to the STHS problem, namely, neural networks [10, 11] and genetic algorithms [12, 13] ; although there are some problems concerning the computational effort necessary to solve the problem.
A natural approach to STHS is to model the system as a network flow model [14] [15] [16] , because of the underlying network structure subjacent in hydro chains. This network flow model is often programmed as a linear or piecewise linear one. Linear programming (LP) is a wellknown optimisation method and standard software is available [17] [18] [19] . Also, mixed-integer linear programming (MILP) is becoming frequently used for hydro scheduling [20] [21] [22] [23] [24] , where binary variables allow modelling of start-up costs to avoid unnecessary start-ups, and of discrete hydro unit-commitment constraints. However, LP typically considers that power generation is linearly dependent on water discharge, thus ignoring the head change effect, leading to a solution schedule with less power generation. Also, the discretization of the nonlinear dependence between power generation, water discharge and head, used in MILP to model head variations, augment the computational burden required to solve this problem [24] .
A nonlinear model has advantages compared with a linear one. A nonlinear model expresses hydroelectric power generation characteristics more accurately and the head change effect can be taken into account [9, 25] .
In this paper, we use a nonlinear programming (NLP) method to solve the STHS problem in a market environment. A comparison between this NLP method with DP for a case study consisting of a single hydro plant, and with LP that ignores the head change effect, was shown in [4] , illustrating the success and the benefits of the method, improving the results of STHS particularly in reservoirs where the head greatly depends on the storage. For systems with 4 cascaded reservoirs, memory and CPU time requirements expand exponentially with problem size making DP unsuitable for hydro chains.
We report our experience with the proposed nonlinear model on a hydro chain based on a realistic hydro system with three cascaded reservoirs, considering a time horizon of 168 hours.
As a new contribution to earlier studies, we address the short-term behaviour of head-dependent reservoirs in the hydro chain, studding it according to their position in the cascade and according to the new parameterisation defining the data for the hydro system. Previous studies presented reservoir optimal operation policies mainly for medium and long-term planning procedures, which typically encircle a time horizon of years on a weekly or monthly basis [7, 13, 26, 27] . Moreover, the head change effect is taken into account in our study, which represents one of the main difficulties associated with the SHSP problem, usually ignored when using linear models or neglected for hydro plants with a large storage capacity. This paper is structured as follows. Section 2 provides the notation used throughout the paper along with the mathematical formulation of the STHS problem. Section 3 presents the NLP method for solving the STHS problem. Section 4 presents the numerical simulation results for the NLP method applied on a realistic cascaded hydro system. Section 5 outlines the conclusions.
Problem formulation
The notation used throughout the paper is described as follows. The STHS problem is formulated as a nonlinear network constrained optimisation problem.
The STHS problem can be stated as to find out the water discharges, k i q , the water storages, In mathematical programming the STHS problem can be formulated as to maximize
Subject to:
 Water conservation equation for each reservoir.
The optimal value of the objective function given by Eq. (1) is determined subject to constraints of two kinds: equality constraints and inequality constraints or simple bounds on the variables. Eq. (2) , depending on the water storages in the respectively reservoirs. In Eqs. (5) and (6) v , and the inflows to reservoirs are assumed known.
NLP method for the STHS problem
NLP, namely quadratic programming, can be stated as to maximize
where for the STHS problem, viewed as a quadratic programming problem, x is the vector of the flux variables corresponding to the arcs of the underlying network structure in hydro chains. 
where the parameters i  and 0 i  are given by
In Eq. (12) 
where the parameters i  and 0 i l are given by
In Eq. (15) 
By substituting Eqs. (4) and (14) into Eq. (17) we have
Therefore, power generation becomes a nonlinear function of water discharge and water storage, given by
where the parameter i  is given by
The new parameter given as the product of i  by i  is the most important coefficient for the power generation nonlinear relationship in our STHS problem, considering head dependence. This new parameter will have a crucial importance on the short-term behaviour of head-dependent reservoirs in a hydro chain, affecting optimal reservoirs storage trajectories according to their position in the cascade and according to the physical data defining the hydro system.
Eq. (19) is used to write the objective function into the form of Eq. (8). The parameter given
as the product of i  by i  multiplied by the forecasted energy price k  appears in the Hessian matrix, and the parameter i  multiplied by k  appears in the vector of coefficients for the linear term.
The Hessian matrix H is a symmetric matrix, hence all its eigenvalues are real numbers. The sum of the eigenvalues for our Hessian matrix is null because the trace, the sum of the main diagonal elements, is null as seen by Eq. (18), i.e., the Hessian matrix has positive and negative or null eigenvalues, meaning that the Hessian matrix is an indefinite matrix. Quadratic programming for a problem formulated as in Eqs. (8), (9) and (10) can be classified due to the nature of the H matrix into the well-known concave and the less well-known nonconcave quadratic programming [28] , where the indefinite quadratic programming is the toughest and still is a research topic among specialists in global optimisation, being less general and taking advantage of the special mathematical structure exhibited in applications. 11 The objective function of our model is neither a concave nor a convex function, our new model for the STHS problem is an indefinite quadratic programming problem. Therefore, the optimal solution is not necessarily attained at a vertex of the feasible region, the polytope defined by the network constraints in Eq. (9) and box constraints in Eq. (10).
The following Karush-Kuhn-Tucker and the second order necessary conditions for * x to be optimal apply to our STHS problem
, 0 ) ( (23) and (24) are the complementary slackness conditions, Eq. (25) is the stationary condition and Eq. (26) is the second order necessary condition, meaning that the Hessian matrix is negative semidefinite with respect to the tangent space.
Exploiting the structure of our model for the STHS problem, we were able to conclude some proprieties. For instances, consider by hypothesis that * x is a local maximizer but not a global maximizer for a problem formulated with Eqs. (8) and (9), which is the STHS problem without the box constraints. Hence, there exist a feasible x with a better objective function value for the problem, that is
noting that Eqs. (22), (23) and (24) do not apply and by Eqs. (21) and (27) 
considering Eqs. (23) and (24) , we have
and considering Eq. (30) , we have
The Hessian matrix is an indefinite matrix, Eq. (32) implies
. Due to this the global maximizer is attained at the boundary of the feasible region, not necessarily at a vertex as it happens if the problem is transformed into an LP problem relaxation or when H is positive definite, but it is a good initial guess to start by such a vertex and consider the neighbourhood around the vertex a good basin for achieving a superior objective function value.
We consider a starting point given by an LP problem and using quadratic programming we check for a superior objective function value. In our case studies we always arrive at convergence to a superior solution. The robustness features of optimisation methods are important and far from trivial. Nonetheless, some authors consider that robustness should be in part sacrificed to achieve fastness [29] . 13 
Practical example
The proposed NLP method, considering the head change effect, has been applied on a cascaded hydro system based on a real case. The hydro system is shown in Fig. 1 . "See Fig. 1 at the end of the manuscript". This example consists of three cascaded reservoirs, considering natural inflow only on the first reservoir as shown in Fig. 2. "See Fig. 2 at the end of the manuscript".
The numerical simulation was performed on a 1.6-GHz-based processor with 512 MB of RAM. The scheduling time horizon is 168 hours. The forecasted energy price considered over the time horizon is shown in Fig. 3 ($ is a symbolic economic quantity) . "See Fig. 3 at the end of the manuscript".
The deregulation of the electricity markets brings uncertainty to energy prices. A good forecasting tool provides a risk hedging mechanism for generating companies against price volatility. In addition, a generating company can develop an appropriate bidding strategy to maximize its own profit with an accurate price forecast, which represents an advantage facing competition. Several forecasting procedures are available for predicting energy prices, such as time series [30] , neural networks [31] , or neural networks combined with fuzzy logic [32], but for the STHS problem the prices are considered as deterministic input data.
Final water storage in reservoirs is constrained so the water storage in the reservoirs at the last period is fixed. Consequently, the future values of water stored in reservoirs are not considered in this example. The final water storage in reservoirs is considered equal to the value at the beginning of the scheduling horizon, chosen to be 80% of the maximum storage.
This example is divided into four cases to evaluate the parameterisation effect on the shortterm behaviour of the head-dependent hydro chain. The cases are defined by 14 Case 1.
The optimal reservoir storage and head trajectories for this case are shown respectively in The optimisation postpones power generation in the initial periods on all plants to quickly achieve appropriated reservoir storage levels, pulling up the storage trajectories of the two first reservoirs, in order to benefit the generation's efficiency of the two first plants, opposing to the change in the storage trajectory of the third reservoir. Consequently, implies that the reservoirs play a completely different role in the system depending on their relative position in the hydro chain. Also, compared with an LP method that ignores head dependence, an increase in profit of 3.21% is achieved.
Case 2.
The optimal reservoir storage and head trajectories for this case are shown respectively in As in the first case the optimisation pulls up the storage trajectories of the first and the second reservoirs in order to benefit the generation's efficiency of the first and the second plants, opposing to the change in the storage trajectory of the third reservoir. Hence, it is the generation's efficiency in the third reservoir that is once again sacrificed, comparing with case 1, but due to the inequality
the second reservoir is nearer to the maximum water storage than the first reservoir. In this case, an increase in profit of 3.58%
relative to the LP method is achieved.
Case 3.
The optimal reservoir storage and head trajectories for this case are shown respectively in Fig. 8 and in Fig. 9 .
"See Fig. 8 at the end of the manuscript".
"See Fig. 9 at the end of the manuscript".
In case 3 due to the inequalities
, the optimisation pulls up the storage trajectories of the first and the third reservoirs in order to benefit the generation's efficiency of the first and the third plants, opposing to the change in the storage trajectory of the second reservoir. Hence, it is the generation's efficiency in the second reservoir that is sacrificed. In this case, an increase in profit of 5.42% relative to the LP method is achieved.
Case 4.
The optimal reservoir storage and head trajectories for this case are shown respectively in In case 4 due to the inequalities
, the optimisation pulls up the storage trajectories in all reservoirs in order to benefit the generation's efficiency of their plants where the third reservoir is the nearest to the maximum water storage. The first reservoir has the lowest coefficient for the power generation nonlinear relationship of all reservoirs. Hence, it does not assume the behaviours observed in previous cases. In this case the profit achieved assumes its highest value with an increase of 7.86% relative to the LP method. Table 1 summarizes an overall comparison between the results obtained by the classical LP method that ignores head dependence, and the proposed NLP method.
"See Table 1 at the end of the manuscript". 16 On the one hand, the computational effort is negligible with the proposed NLP method, extra CPU time is about 0.14 s. Hence, it is an efficient method for the STHS problem achieving fast convergence for all cases tested, therefore providing better results for head-dependent hydro chains.
On the other hand, different parameter settings were considered in order to highlight the behaviour features of the reservoirs and the influence of the new hydro chain parameters in STHS. As a consequence, it is possible to conclude that the physical data defining the new hydro system parameters used in the nonlinear model have a significant effect on the behaviour of head-dependent reservoirs in a hydro chain, implying different optimal storage trajectories to the reservoirs accordingly, not only with their relative position in the cascade, but also with the parameterisation defining the data for the hydro system.
Conclusion
This paper deals with the STHS problem viewed as an indefinite quadratic programming problem with continuous variables. The proposed NLP method applied to the STHS problem is successful, providing a higher profit in comparison with classic optimisation methods based on LP that ignore head dependence and nonlinearity in the objective function, with negligible extra computational effort required. A better short-term management of the conversion of the potential energy available in the reservoirs into electric energy, considering head dependency, is crucial for hydroelectric utilities to face competitiveness in nowadays profit-based environment.
An example based on a real cascaded hydro system is used to prove as a new contribution to earlier studies that the physical data defining the hydro chain parameters used in the nonlinear model have a significant effect on the behaviour of reservoirs in a hydro chain, implying different optimal storage trajectories to the reservoirs accordingly, not only with their relative position in the cascade, but also with the new parameterisation defining the data for the hydro system. Hence, we conclude as the main contribution of this paper for the short-term management of head-dependent hydro chains that there is no clear and definitive rule about 
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