Wide-bandgap semiconductors such as GaN / AlGaN and ZnO / MgZnO quantum wells are promising for improving the spectral reach and high-temperature performance of terahertz quantum cascade lasers, due to their characteristically large optical phonon energies. Here, a particle-based Monte Carlo model is developed and used to quantify the potential of terahertz sources based on these materials relative to existing devices based on GaAs/ AlGaAs quantum wells. Specifically, three otherwise identical quantum cascade structures based on GaN / AlGaN, ZnO / MgZnO, and GaAs/ AlGaAs quantum wells are designed, and their steady-state carrier distributions are then computed as a function of temperature. The simulation results show that the larger the optical phonon energies ͑as in going from the AlGaAs to the MgZnO to the AlGaN materials system͒, the weaker the temperature dependence of the population inversion. In particular, as the temperature is increased from 10 to 300 K, the population inversions are found to decrease by factors of 4.48, 1.50, and 1.25 for the AlGaAs, MgZnO, and AlGaN structure, respectively. Based on these results, the AlGaN and MgZnO devices are then predicted to be in principle capable of laser action without cryogenic cooling.
I. INTRODUCTION
The terahertz spectral region, often defined as the frequency range between 300 GHz and 10 THz ͑i.e., the wavelength range between 1 mm and 30 m͒, has so far remained largely unutilized due to the lack of practical sources and detectors.
1 This spectral range-sometimes referred to as the "terahertz gap"-lies at the intersection between the traditional domains of electronics and photonics, where many of the conventional device concepts and techniques used in either domain fail to provide the required levels of performance. On the other hand terahertz technologies are promising for many sensing, spectroscopy, and imaging applications, related to the ability of terahertz light to penetrate through many packaging materials with little attenuation, and to the presence of distinctive rotational/vibrational resonances at terahertz frequencies in many complex molecules of interest. These favorable properties have motivated extensive research in the past several years aimed at the development of the required components and at the demonstration of a wide range of applications of terahertz light, e.g., for security screening, manufacturing quality control, and medical diagnostics.
Similar to the case of other spectral regions, the widespread emergence of these terahertz-based technologies will require the development of practical semiconductor devices for the generation, processing, and detection of terahertz light. In the area of sources, an important milestone has been reported in 2002 with the demonstration of the first terahertz semiconductor laser based on the quantum cascade ͑QC͒ scheme. 2 In this lasing modality, light emission involves intersubband ͑ISB͒ transitions in quantum wells ͑QWs͒-i.e., electronic transitions between quantized states within the same energy band 3 -so that the emission wavelength can be tuned over a broad spectral range through the design of the QW active material. Since 2002, terahertz QC lasers based on GaAs/ AlGaAs QWs have made remarkable progress [4] [5] [6] [7] [8] and can now cover the frequency range between 1.2 and 5 THz, often with output powers of several milliwatts. As such, they have emerged as a very attractive technology for many of the aforementioned applications. At the same time, however, the operation of these GaAs/ AlGaAs devices fundamentally requires cryogenic cooling, with maximum temperatures reported so far near 170 and 120 K for pulsed and continuous-wave emission, respectively. 5 Furthermore, their present wavelength coverage cannot be extended much further into the high-frequency side of the terahertz region. Both of these limitations are intrinsic, as they are related to the presence in ͑Al͒GaAs of optical phonon modes with terahertz frequencies ͑e.g., LO Ϸ 8.2 THz in GaAs͒. The excitation of these vibrational modes provides both a prohibitively large absorption mechanism for light at the same frequencies ͑reststrahlen absorption͒ and an ultrafast nonradiative decay mechanism between laser subbands separated by terahertz-range energies. As a result, GaAs-based devices are completely precluded from operation at frequencies within and immediately around the ϳ8 -9 THz GaAs reststrahlen band. GaAs/ AlGaAs QC lasers emitting at lower frequencies can be realized but are limited to operation at cryogenic temperatures, due to the process of thermally activated LO-phonon emission. This nonradiative decay mechanism is illustrated schematically in Fig. 1 , where we plot the dispersion curves ͑en-ergy versus in-plane wavenumber k͒ of the upper and lower laser subbands ͑labeled ͉u͘ and ͉l͘, respectively͒ of a generic terahertz QC structure. Laser action in this active material involves the selective injection of electrons in the upper subband ͉u͘. At cryogenic temperatures, the majority of these electrons occupy states near the bottom of the subband, from which they cannot decay nonradiatively into ͉l͘ via LOphonon emission if Ͻ LO , because of the requirement of energy conservation; as a result, a large population inversion can be established. As the temperature is increased, however, more and more of the electrons in ͉u͘ gain enough thermal energy that scattering into ͉l͘ via LO-phonon emission becomes allowed. Since these scattering processes are ultrafast, the end result is a dramatic reduction in the device population inversion and optical gain. A recent experimental study has indicated that this mechanism is indeed the main factor limiting the operation of GaAs/ AlGaAs terahertz QC lasers to cryogenic temperatures. 6 It follows from this argument that the closer the laser emission frequency to the LO-phonon frequency LO of the QW materials, the more effectively the population inversion is degraded with increasing temperature. In particular, terahertz QC-laser action at room temperature T rt will likely require that the energy difference h LO − h be significantly larger than the thermal energy k B T rt Ϸ 26 meV, so that LOphonon-assisted nonradiative decay from ͉u͘ to ͉l͘ is disallowed even to ͑most͒ thermally excited electrons in ͉u͘. In GaAs wells, where h LO Ϸ 36 meV, the above condition is not fully satisfied at any terahertz emission frequency. Therefore, it is likely that further progress in the high-temperature performance of terahertz injection lasers will require novel heterostructures featuring larger LO-phonon frequencies. Suitable materials may be found among wide-bandgap semiconductors, which are commonly characterized by strongly ionic chemical bonds. Consequently, the relative displacement of neighboring atoms in these materials is opposed by particularly large electrostatic restoring forces, leading to optical modes of lattice vibrations with particularly high oscillation frequencies.
A promising materials system in this respect is that of GaN / AlGaN QWs, where the LO-phonon energies lie in the 91-99 meV range. ISB absorption, photodetection, and photoluminescence in these QWs have been measured and investigated in recent years, [9] [10] [11] [12] [13] [14] [15] [16] particularly at near-infrared wavelengths as allowed by the record large conduction-band offset of the GaN / AlN interface ͑about 1.75 eV͒. A number of theoretical studies have also considered the design of GaN / AlGaN terahertz QC lasers [17] [18] [19] and pointed out how these devices could in principle close out the spectral gap left behind by arsenide-based terahertz sources as well as provide improved high-temperature performance. In particular, in Ref. 19 , a Monte Carlo analysis was carried out to directly compare two QC structures based on the same design scheme and with the same target emission frequency, consisting of GaAs/ AlGaAs and GaN / AlGaN QWs, respectively. With this approach, a rigorous quantitative estimate of the potential for improvement offered by the latter system was obtained.
Here we provide a detailed description of the Monte Carlo model used in the simulations of Ref. 19 , and we present additional numerical results to further illustrate the model capabilities and substantiate its conclusions. In addition, we consider a second family of wide-bandgap large-LO-phonon-energy semiconductors as a potential candidate for terahertz ISB optoelectronics, namely, ZnO / MgZnO QWs. These heterostructures are also currently the subject of extensive research, primarily aimed at the development of ultraviolet light emitting diodes and lasers based on excitonic interband transitions. Compared to GaN / AlGaN QWs, their material and device technology is in an even earlier stage, although some potential advantages have been suggested including generally smaller lattice mismatch and weaker polarization fields. The main drawback, i.e., the difficulties associated with p-type doping, is irrelevant in the present context. Nevertheless, ISB transitions in ZnO / MgZnO QWs have only been measured in one recent report, 20 where photocurrent spectroscopy was used to identify ISB absorption peaks at midinfrared wavelengths. Because of their large LO-phonon energies ͑72 meV in ZnO͒, these materials are also ultimately promising for the development of terahertz QC lasers, and their inclusion in this study is partly aimed at motivating exploratory experimental efforts in this direction. From a QC-laser-physics standpoint, it also provides an additional data point to elucidate the relationship between hightemperature terahertz laser characteristics and the LOphonon energies of the underlying active materials.
This article is organized as follows. In Sec. II, we present the gain medium design of three nominally "identical" terahertz QC structures based on the aforementioned materials systems ͑i.e., GaAs/ AlGaAs, GaN / AlGaN, and ZnO / MgZnO QWs͒. Section III is devoted to the Monte Carlo simulation model used to study carrier dynamics in these structures. Key features of this model are the inclusion of electron/LO-phonon and electron/electron scattering and the treatment of screening based on a temperature-dependent single-subband approach, and all the relevant formulas are presented and discussed in detail. In Sec. IV, this Monte Carlo model is used to compute the steady-state carrier distributions of the three QC structures under study as functions of temperature. Illustrative plots of the calculated distributions are presented, together with the resulting fractional population inversions versus temperature. The latter results are finally used to estimate the maximum operation temperatures of the three devices, which clearly highlight the poten- tial of wide-bandgap materials for terahertz QC-laser applications. The article then concludes with a brief discussion of the technological challenges involved in the experimental demonstration of these new devices.
II. DEVICE DESIGN
The QC gain media studied in this work were designed using a Schrödinger-equation solver based on the effectivemass approximation. Their conduction-band profiles under optimal bias conditions are plotted in Figs. 2͑a͒-2͑c͒, together with the squared envelope functions of the relevant bound states ͑referenced to their respective energy levels͒. Specifically, these structures consist of GaAs/ Al 0.15 Ga 0.85 As, GaN / Al 0.15 Ga 0.85 N, and ZnO / Mg 0.15 Zn 0.85 O well/barrier combinations, respectively. In the former case, the barrier composition was chosen in accordance with most experimental demonstrations of GaAs terahertz QC lasers reported so far.
2,4-8 In the case of the GaN and ZnO structures, it was selected to produce a similar degree of quantum confinement of the subbands involved in the laser action. In particular, the energy separation between the manifold of excited states ͉2͘-͉4͘ in each repeat unit and the average conduction-band edge of the injection barrier downstream is approximately the same in all three structures, around 50-60 meV. By coincidence, this criterion is consistent with the same concentration ͑15%͒ of the additional element in the barrier alloy. The layer thicknesses of a single repeat unit, starting from the injection barrier ͑indicated by the arrow͒ and moving downstream, are 49/ 94/ 33/ 74/ 56/ 156 for the GaAs structure, 26/ 37/ 22/ 31/ 26/ 59 for the GaN structure, and 30/ 31/ 25/ 24/ 34/ 55 for the ZnO structure, where the bold numbers refer to the barrier layers. The externally applied electric field F ext in each plot is selected to produce a situation of near anticrossing between the lowest subband ͉1͘ of each repeat unit and subband ͉4͘ of the unit downstream. The specific values are 11, 73, and 48 kV/ cm for the GaAs, GaN, and ZnO devices, respectively.
In order to obtain the fairest possible comparison between the materials systems under consideration, these three gain media were designed based on the same scheme, i.e., a variation of the "resonant-phonon" terahertz QC design 5 involving only three QWs per repeat unit. 7 The optical transitions occur between the subbands labeled ͉4͘ and ͉3͘ in each repeat unit of the active materials. The lower laser states are rapidly depopulated through tunneling into state ͉2͘ downstream and scattering into state ͉1͘ via resonant LO-phonon emission. To maximize the speed of the latter process, the energy separation between subbands ͉2͘ and ͉1͘ is close to the LO-phonon energy of the well material. At the same time, the spatial overlap between states ͉4͘ and ͉1͘ in each repeat unit is kept as small as possible, to avoid fast depopulation of the latter ͑at least at low temperatures͒. This QC design scheme has been successfully demonstrated with a recent GaAs/ AlGaAs device, 7 and was chosen for this study because of its inherent simplicity. Also for the sake of a fair comparison, the three gain media of Fig. 2 feature the same target emission frequency of 2 THz ͑8.2 meV͒, chosen because it lies in a window of relatively high atmospheric transmission within the terahertz spectrum.
The conduction-band diagrams of Fig. 2 were computed by solving the following Schrödinger equations, Eq. ͑1͒ and Eq. ͑2͒, in the well and barrier layers, respectively, together with standard boundary conditions of quantum mechanics: 
The resulting eigenvalues E are the conduction subband minima of the QC structure under study, and the associated envelope functions are given by the corresponding solutions for ͑z͒. In Eqs. ͑1͒ and ͑2͒, m c w and m c b are the electronic effective masses of the well and barrier material, respectively, e is the electron charge, ⌬E c is the QW conductionband offset, F ext is the electric field due to the externally applied voltage bias, and F int is the intrinsic electric field due to spontaneous and piezoelectric polarizations.
The latter electric field is zero in ͑001͒ GaAs/ AlGaAs QWs. On the other hand, it can be quite large in GaN / AlGaN and ZnO / MgZnO QWs grown on c-plane substrates, due to the symmetry of their wurtzite crystal structure and to their relatively high degree of strain. In these QWs, strong spontaneous and piezoelectric polarizations exist along the growth direction ͑P sp and P pz ͒, whose discontinuities at each heterojunction lead to large densities of interface charge. The electric fields produced by these sheet charge distributions can be computed using simple electrostatic arguments ͑i.e., by requiring conservation of the electric displacement flux across each interface͒ together with an appropriate set of boundary conditions. 21, 22 The Schrödinger solver used in this work employs periodic boundary conditions, 23 for which the intrinsic voltage drop across each QC repeat unit is required to be zero. This is appropriate for thick gain media consisting of several such periods, and leads to the following expression for the internal field in each epitaxial layer:
where the subscripts j and k refer to the layer number, the summations run over all layers in one repeat unit, L denotes the layer thickness, s the static permittivity, and P = P sp + P pz the total polarization which depends on the layer alloy composition and elastic strain.
The numerical values used for the relevant material parameters of the QWs under study are listed in Table I . In the case of the GaAs/ AlGaAs system, these values are well established and can be found, e.g., in Refs. 24 Finally, it should be noted that the piezoelectric polarizations P pz , and hence the overall polarization discontinuity ⌬P, depend on the degree of strain in the well and barrier layers, which in turn is determined by the growth substrate used. In the case of the GaN QC structures, ⌬P was computed with the procedure described, e.g., in Ref. 21 assuming pseudomorphic growth on an Al 0.07 Ga 0.93 N strain-balancing template. In the case of the ZnO gain medium, it was extrapolated from the results of Ref. 30 where a template of the same composition as the barrier layers was used. Given the rather small value of ⌬P in these ZnO / Mg 0.15 Zn 0.85 O QWs, we expect that use of a strain-balancing template ͑which is more favorable from a material structural quality standpoint͒ would not affect the results of these simulations in any appreciable way.
III. MONTE CARLO SIMULATION MODEL
Our model relies on a particle-based Monte Carlo approach to determine the steady-state carrier distributions of the laser subbands as a function of temperature, starting from a constant population initially assigned to each subband. This approach has been already applied to study the carrier dynamics and the population inversion characteristics in other QC structures.
2,32-34 Typically several thousand particles per subband are simulated, and specifically the results presented in Sec. IV have been obtained using an ensemble of 5000 electrons per subband. Initially the particles are assigned in equal number to each subband according to a thermal distribution. The ensemble is subsequently allowed to evolve and the simulation is terminated when the population of each subband remains unchanged for a given number of iteration steps. The convergence is checked both with respect to each subband within a single repeat unit and between identical subbands in different repeat units. Each iteration step involves a number of subhistories in which the state of each particle evolves for a given time and the distributionfunction-based statistics are updated.
The numerical model for the device structures studied in this work includes 4 subbands per period, and 3 adjacent periods are simulated for a total of 12 subbands. Periodic boundary conditions are applied such that for each particle exiting the third repeat unit, a new one is injected in the first. Electron/electron and electron/LO-phonon scattering are both included in the simulations [35] [36] [37] with the relevant scattering rates at a given temperature computed and stored for each subband pair for a discrete number of initial electron k-vectors ͑energies͒. For the structures presented in this work 200 k-steps have been used to describe the scattering rates, corresponding to a maximum energy up to 0.75 eV. During the Monte Carlo simulation, an interpolation is used to determine the rates at arbitrary initial energy values. The same procedure is used to evaluate and store the form factors for both electron/LO-phonons and electron/electron interactions. The electron/LO-phonon scattering rates are evaluated for each temperature during the Monte Carlo run. When convergence is reached, the populations of the relevant subbands are computed and used to determine the inversion.
A. LO-phonon scattering
The two-dimensional ͑2D͒ electron/LO-phonon scattering rate between subbands and Ј is given by 35, 38 1
where m c is the electron effective mass, ប LO is the longitudinal optical phonon energy, and ϱ and s are the highfrequency and static dielectric constants, respectively. For all these parameters, the values of the well materials were used in the following for simplicity. The first integral on the righthand side of Eq. ͑4͒ accounts for the absorption while the second for the emission of LO-phonons. N LO is the average phonon number. The argument in both integrals of Eq. ͑4͒ is given by
where q s is the inverse screening length and Ј ͑z͒ = ͑z͒ Ј ͑z͒, with the subband envelope functions ͑z͒ obtained from Eqs. ͑1͒ and ͑2͒. In this work we employ the zero screening limit q s → 0, for which Eq. ͑5͒ becomes
Based on the requirement of energy and momentum conservation, the magnitude of the exchanged wavevector q is given by
where is the angle between the initial ͑k ជ ͒ and final ͑k ជ Ј ͒ electron k-vectors and the quantity ⌬E depends on the type of scattering. Specifically, for an absorption process we have ⌬E abs = E Ј − E − ប LO while for an emission ⌬E emi = ប LO + E Ј − E . Consequently, Eq. ͑5͒ is a function of the type of process ͑absorption or emission͒, the scattering angle and the initial electron k-vectors. In other words, Figure 3 presents the calculated LO-phonon emission rates from subbands ͉4͘ ͓Fig. 3͑a͔͒ and ͉3͘ ͓Fig. 3͑b͔͒ of the nth repeat unit to all the subbands in the same repeat unit for the GaN QC structure of Fig. 2͑b͒ . In both plots, the horizontal axis corresponds to the energy of the initial states, and the zero-energy reference value is taken at the bottom of subband ͉4͘ n and ͉3͘ n , respectively. It should be noted how the LO-phonon scattering rate from the bottom of subband ͉4͘ is about two orders of magnitude lower than from the bottom of subband ͉3͘. This is a key feature of the resonantphonon terahertz QC design, which ensures high-gain operation as long as most electrons in ͉4͘ reside near the bottom of the subband.
In the course of the Monte Carlo simulation, the final state of each electron in its selected final subband is obtained by determining the scattering angle using a direct rejection technique applied to the integrand of Eq. ͑4͒. Specifically, the expressions in Eq. ͑9͒ are precomputed for each pair of subbands on a grid of values of the angle and the initial electron wavenumber k i ͑equivalently the energy E i ͒, for both absorption and emission processes using Eq. ͑8͒. Figure 4 39 to obtain the scattering angle. The final state is subsequently obtained using energy and momentum conservation.
B. Electron-electron scattering
Regarding the electron/electron interaction, we consider the scattering of a primary electron with wavevector k ជ in subband with a secondary one with wavevector p ជ in subband . The final states of the two particles are labeled by the subband indices Ј , Ј and wavevectors k ជ Ј, p ជЈ. Using Fermi's golden rule the electron-electron scattering rate can be evaluated as 34, 37 1
where q ជ = k ជ − k ជ Ј, A is the sample area, and is the angle between the vectors p ជ − k ជ and p ជЈ − k ជ Ј. M Ј Ј ͑q ជ͒ is the matrix element that describes the interaction, which is computed as in Ref. 34 , and f ͑p ជ͒ is the secondary electron distribution. Because this distribution is not known beforehand, a rejection technique is normally employed to determine the correct scattering rate. 34, 35 To be able to use the rejection technique, an upper bound of the scattering rate expressed by Eq. ͑10͒ has to be found. First, we determine a constant value M Ј Ј that is the maximum matrix element for the interaction process between electrons in the subbands ЈЈ. Introducing the 2D carrier density n of the secondary electron subband, the maximum scattering rate value is
During the Monte Carlo calculation, if an electronelectron interaction is selected, the final subband Ј is determined by the relative magnitude of half 37 the rate computed by Eq. ͑11͒. The secondary electron is selected randomly from the particle ensemble and its final subband is determined by the magnitude of the coefficient M Ј Ј with Ј fixed. The Coulomb interaction potential used to evaluate the matrix element M Ј Ј ͑q ជ͒ as in Ref. 34 is
where
The interaction form factors A Ј Ј ͑q ជ͒ given by Eq. ͑13͒ are precomputed for each subband combination for a set of discrete values of q-vectors and stored along with the maximum value to be used for the rejection procedure. The screening factor scr ͑q ជ͒ is evaluated under the single-subband approximation 40 using the following equation:
In the long-wave approximation, the diagonal elements ⌸ ͑q͒ of the polarizability tensor are given by
where n is the carrier density and T e is the electron temperature of subband . The latter parameter, which in general is different from the lattice temperature, is computed directly from the carrier distribution during the Monte Carlo calculation. 3 . ͑Color online͒ Calculated LO-phonon emission rate from subbands ͉4͘ ͑a͒ and ͉3͘ ͑b͒ to all the subbands in the same repeat unit for the GaN QC structure of Fig. 2͑b͒ at an operating temperature of 300 K. In the horizontal axes, energy is measured from the bottom of subbands ͉4͘ and ͉3͘, respectively.
Lee and Galbraith 41 pointed out that the single-subband approximation may introduce errors in the interaction matrix elements. Although Bonno et al. 34 proposed a computationally efficient approach to mitigate this problem, in general the solution of the full screening matrix should be carried out. Furthermore Mošková and Mosko 42 suggested that Fermi's golden rule tends to overestimate the carrier-carrier scattering rate compared to the results of a more rigorous phase shift analysis, especially in the case of GaN ͑as opposed to GaAs͒ 2D systems. The investigation of these effects in the present context will require the development of additional computationally efficient models to be included in our numerical simulator and will be the subject of future studies. In any case, it should be noted that in the QC structures of Fig. 2 the main role of electron-electron scattering is to depopulate the upper laser states ͑whereas the lower laser states are mainly depopulated via LO-phonon emission͒. Thus, an overestimate of this scattering process in the GaN device would if anything lead to an underestimate of its performance improvements over the GaAs structure.
Recently, a number of research groups have also investigated hot-phonon effects in GaN. [43] [44] [45] [46] This has been motivated by the consideration that, because of the large LOphonon emission rate in GaN, the optical phonon population could be significantly far from equilibrium. The majority of this work has been carried out for 2D electron gas systems in GaN / AlGaN heterostructures where the transport in the channel was studied. It is not clear at this point what kind of impact, if any, the hot-phonon effect could have on the type of QC structures studied in this work. In fact, the latter are significantly different from the conventional heterostructure field effect transistor ͑HFET͒ device structure in which these phenomena have been observed. Furthermore, the carrier densities in our devices are three orders of magnitude lower than the density of electrons in the GaN / AlGaN HFETs that were the subjects of these hot-phonon investigations. Lu and Cao 32 studied the same problem in conventional GaAs/ AlGaAs QC-laser structures and argued that while the device current changes significantly as a result of the presence of hot phonons, the population inversion remains almost unchanged. It is not clear if these findings are valid also for GaN and ZnO based QC lasers and further investigation is necessary to clarify this issue.
IV. SIMULATION RESULTS
Using the simulation model just described we have calculated the steady-state carrier distributions of the three QC structures under study as a function of the operating temperature. To illustrate, in Figs. 5͑a͒ and 5͑b͒ we plot the normalized number density functions ͑NDFs͒ ͑defined as the product of the nonequilibrium distribution function and the density of states͒ of the upper ͉4͘ and lower ͉3͘ laser states of the GaAs and GaN structures, at temperatures of 100 and 200 K, respectively. From these figures, it can be immediately noticed that the ratio between the NDFs of the upper and lower laser subbands at a given energy is always greater in the GaN device than in the GaAs structure. Furthermore, at 100 K ͓Fig. 5͑a͔͒ the NDF of the GaN and GaAs upper laser levels become very small at energies around 90 and 35 meV above the subband minimum, respectively, which correspond to the thresholds for LO-phonon emission in these materials. As the operating temperature is increased to 200 K ͓Fig. 5͑b͔͒, the upper-and lower-laser-level NDFs of the GaN structure do not change substantially, except for a small shift of carriers toward higher energies in the upper subband. On the other hand, the NDFs of the GaAs structure present a significant increase in the population of the lower laser level and a larger number of carriers in the higher energy states above the LO-phonon energy for both levels. This is due to the backfilling effect associated with LO-phonon absorption, which in GaAs becomes more and more probable as the temperature is increased compared to GaN. Furthermore, in the GaAs structure at higher and higher temperatures the ratio between the NDFs of the upper and lower laser levels decreases and the population inversion eventually falls below the threshold needed for lasing.
It should be mentioned that during the Monte Carlo run the carrier distribution is monitored to detect electron escape from the confined states. Specifically, when a particle reaches an energy state above the maximum conduction-band edge of the barrier downstream it is removed from the simulation. Although in practice these carriers will be eventually recaptured by different wells, their removal is intended to represent a worst case scenario for the device operation. In any case we have found that these escape processes have negligible effect up to room temperature. Thus, they do not play a role in determining the maximum operating temperature of the GaAs device, nor they effect the claim made below that the GaN and ZnO structures can operate without cryogenic cooling.
Finally, Fig. 6 presents the calculated fractional population inversion ⌬n = ͑n 4 − n 3 ͒ / n tot versus temperature for the three structures of Figs. 2͑a͒-2͑c͒. Here, n 4 and n 3 are the sheet electron densities of the upper and lower laser subbands, as computed from their respective NDFs, and n tot is the total electron density per period, which in this calculation has been taken to be 2 ϫ 10 10 cm −2 . The results plotted in this figure fully support and quantify the claim that GaN and ZnO terahertz QC structures can provide better performance compared to GaAs gain media.
In particular, ⌬n in the former two structures is found to degrade much more slowly with increasing temperature compared to the GaAs device. For example, as the temperature is increased from 10 to 300 K, ⌬n in the GaN and ZnO structures decreases only by factors of 1.25 and 1.50, respectively, versus 4.48 in the GaAs gain medium. The latter result is consistent with the severe performance degradation with increasing temperature experimentally observed in GaAs terahertz QC lasers, which is caused by thermally activated LOphonon emission and ͑to a lesser extent 6 ͒ by thermal backfilling of the lower laser states from the states downstream. Both of these limiting factors are much less effective in the presence of the large LO-phonon energies of GaN / AlGaN and ZnO / MgZnO QWs, as clearly indicated by our simulation results.
The maximum operating temperatures of the three gain media can be estimated from the plots of Fig. 6 as the temperatures beyond which ⌬n is smaller than the population inversion required to reach laser threshold. In QC lasers, the latter quantity can be written as follows:
where is the refractive index, ␥ is the full width at half maximum of the gain spectrum, L p is the length of one period of the active material, ⌫ is the optical confinement factor per period, N p is the number of periods, ប is the energy of the emitted photons, ␣ is the total cavity loss coefficient, and qz is the electric dipole moment of the laser transition. 48 This can be ascribed partly to lifetime broadening ͑given the ultrafast, ϳ100 fs, phonon-assisted depopulation of the lower laser states͒ and partly to broadening due to surface roughness. Using this value in Eq. ͑16͒, we calculate for the GaAs structure of Fig. 2͑a͒ a minimum population inversion required to achieve lasing ⌬n th = 16%. The maximum operating temperature correspondingly obtained from the simulation results of Fig. 6 is T max Ϸ 200 K. This value is reasonably close to the largest working temperature reported to date with GaAs devices, approximately 170 K, 5 indicating that our model accurately describes the temperature dependent performance of terahertz QC lasers.
If the same linewidth of 3 meV is assumed for the GaN structure of Fig. 2͑b͒ , a threshold population inversion of ⌬n th = 22% and a maximum operating temperature of over 400 K are obtained. Similarly, if we assume ␥ = 3 meV in the ZnO QC gain medium of Fig. 2͑c͒ , we obtain ⌬n th = 25% and T max over 300 K. Furthermore, the ability of these devices to operate without cryogenic cooling ͑i.e., at temperatures accessible with thermoelectric coolers, Ͼ250 K͒ is predicted for linewidths up to over 4.6 and 3.8 meV for the GaN and ZnO structures, respectively. Incidentally, in this analysis we have neglected the temperature dependence of the gain linewidth for simplicity. In any case, this dependence can be expected to be relatively small, again because of the large LO-phonon energies of these materials.
Experimentally, while no measurements at terahertz frequencies have yet been reported, near-infrared ISB photoluminescence peaks with relatively large quality factors ប / ␥ have been obtained in narrower and more highly strained GaN / AlN QWs ͑Refs. 13 and 16͒ ͑e.g., 60 meV linewidth for emission near 580 meV in Ref. 13͒ . In these systems, the ISB transition linewidths are typically dominated by interface roughness scattering, whose contribution to the quality factor q / ␥ tends to increase with increasing well width. Thus, nitride terahertz QC structures with sufficiently low ISB linewidths are expected to be feasible. In the case of ZnO / MgZnO QWs, the available experimental data are currently too limited to make similar predictions. We point out, however, that the generally smaller lattice mismatch and strain featured by these heterostructures compared to nitride QWs are promising in this respect.
V. CONCLUSIONS
In summary, we have presented a rigorous Monte Carlo study of carrier dynamics versus temperature in three otherwise identical terahertz QC structures based on GaAs/ AlGaAs, ZnO / MgZnO, and GaN / AlGaN QWs. The simulation results clearly indicate that the latter two materials systems are promising to dramatically improve the hightemperature performance of terahertz injection lasers. In particular, as the temperature is increased from 10 to 300 K, the population inversion and hence the optical gain are found to decrease by factors of 4.48, 1.50, and 1.25 for the AlGaAs, MgZnO, and AlGaN structures, respectively. These predictions bear out and quantify the expectation that the larger the LO-phonon energies ͑as in going from the AlGaAs to the MgZnO to the AlGaN materials system͒, the more robust the population inversion with respect to thermally activated nonradiative ISB scattering. Furthermore, the simulation results suggest that the GaN and ZnO QC structures considered in this work can provide lasing without cryogenic cooling if their gain linewidths are smaller than about 4.6 and 3.8 meV, respectively. While these values appear to be feasible, the growth and experimental demonstration of both structures remain a considerable challenge, particularly with regard to obtaining efficient tunneling-based interwell transport. On the other hand, the prospect of operation without cryogenic cooling suggested by this study has the potential for a revolutionary impact in the general field of terahertz photonics, and should therefore provide strong impetus for the investigation of these devices.
ACKNOWLEDGMENTS
This work has been supported by the NSF through Grant No. ECCS-0824116. 
