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1. Introduction and main results
We consider the one-dimensional equations of compressible non-Newtonian ﬂuids with frictional damping of the form⎧⎪⎨
⎪⎩
ρt + (ρu)x = 0, (x, t) ∈ (−1,1) × (0, T ),
(ρu)t +
(
ρu2
)
x −
((
u2x + μ0
) p−2
2 ux
)
x + Px = −αρu, (x, t) ∈ (−1,1) × (0, T ),
P ≡ P (ρ) = Aργ , A > 0, γ > 1.
(1.1)
Here ρ , u, M = ρu and P stand for the density, velocity, momentum and pressure, respectively. The constant α > 0 models
friction, and γ is the adiabatic gas exponent. Without loss of generality, we take α = 1 throughout this paper. The sys-
tem (1.1) is supplemented by the following initial and boundary conditions{
(ρ,u)|t=0 = (ρ0,u0), x ∈ [−1,1],
u|x=−1 = u|x=1 = 0, t ∈ [0, T ]. (1.2)
The initial density ρ0  0, p > 2, μ0 > 0 are both given constants. ΩT = I × (0, T ), I = (−1,1).
Mathematically, the study of non-Newtonian ﬂuids mechanics is of great signiﬁcance. In the ﬁeld of chemistry, bio-
mechanics, glaciology, geology, and hemorheology, a large number of problems may arise with non-Newtonian ﬂuids, which
has sparked the increasing interest in the study of the non-Newtonian ﬂuids, see [1–3].
Up to now, the results about non-Newtonian ﬂuids are quite few. Recently, H. Yuan and X. Xu [4] established an existence
result on local solutions with nonnegative densities. They assumed that the initial data satisfy a compatibility condition
which was, roughly speaking, equivalent to the boundedness of ‖√ρut(0)‖L2(I) . Then using a classical energy method, they
obtained local existence and uniqueness of solution. For related results we refer the reader to [5–10] and the references
therein.
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in [11,12] proved an existence result when Ω is either a bounded domain or the whole space with the compatibility
condition. For other results we refer the reader to [13–17] and the references cited therein.
The Euler equation subject to various initial and initial–boundary conditions have been studied intensively during the
past decades, both classical and weak solutions were constructed, and long time behaviors of different solutions were
investigated. For these results, see [18–21].
The damping term is from the resistance to the motion of the ﬂow. From the physical point of view, this model (1.1)
describes more realistic phenomena. It describes various physical situations such as porous media ﬂow and so on.
However, for the non-Newtonian ﬂuids with initial vacuum and damping, there was no existence result for strong so-
lutions. In this paper, we establish local existence and uniqueness of solutions for a class of non-Newtonian ﬂuids with
vacuum and damping by iteration techniques for the system (1.1)–(1.2). It is well known that if p > 2, the second equation
of (1.1) is always with degeneration, which is a diﬃcult point. Moreover, the system (1.1) is with strong nonlinearity, so we
are facing another diﬃculty.
Firstly, we state the deﬁnition of strong solution as follows.
Deﬁnition 1.1. The pair of (ρ,u) is called a strong solution to the initial–boundary value problem (1.1)–(1.2), if the following
conditions are satisﬁed
(i) 0 ρ ∈ C([0, T ]; H1(I)), ρt ∈ C([0, T ]; L2(I)), √ρut ∈ L∞(0, T ; L2(I)),
u ∈ C([0, T ]; H10(I))∩ L∞(0, T ; H2(I)), ut ∈ L2(0, T ; H10(I)),((
u2x + μ0
) p−2
2 ux
)
x ∈ C
([0, T ]; L2(I)).
(ii) For all ϕ ∈ C([0, T ]; H1(I)), ϕt ∈ L∞(0, T ; L2(I)), for a.e. t ∈ (0, T ), we have
1∫
−1
ρ(x, t)ϕ(x, t)dx−
t∫
0
1∫
−1
(ρϕt + ρuϕx)(x, s)dxds =
1∫
−1
ρ0ϕ(x,0)dx. (1.3)
(iii) For all φ ∈ C([0, T ]; H10(I)) ∩ L∞(0, T ; H2(I)), φt ∈ L2(0, T ; H10(I)), for a.e. t ∈ (0, T ), we have
1∫
−1
ρ(x, t)u(x, t)φ(x, t)dx−
t∫
0
1∫
−1
(
ρuφt + ρu2φx −
(
u2x + μ0
) p−2
2 uxφx + Pφx − ρuφ
)
(x, s)dxds
=
1∫
−1
ρ0u0φ(x,0)dx. (1.4)
Then we can state our main results in this paper.
Theorem 1.1 (Local existence). Let μ0 be a positive constant, and assume that the data ρ0 and u0 satisfy the following regularity
condition:
0 ρ0 ∈ H1(I), u0 ∈ H10(I) ∩ H2(I),
and the compatibility condition
−((u20x + μ0) p−22 u0x)x + Px(ρ0) = ρ 120 g in I, (1.5)
for some g ∈ L2(I). Then there exists a T∗ ∈ (0,+∞), such that the initial–boundary value problem (1.1)–(1.2) admits a strong solution
(ρ,u) which satisﬁes Deﬁnition 1.1 in ΩT∗ .
Theorem 1.2 (Uniqueness). Assume that p > 2, μ0 > 0, ρ0  0, and let (ρ1,u1) be a strong solution to the initial–boundary value
problem (1.1)–(1.2), which satisﬁes Deﬁnition 1.1. If (ρ2,u2) is any strong solution to problem (1.1)–(1.2) in the sense of Deﬁnition 1.1,
then
ρ1 = ρ2, and u1 = u2.
Finally, we give a brief outline of the rest of the paper. In Section 2, we establish the local existence of solutions with
positive initial density. Section 3 is devoted to prove Theorem 1.1. Finally, in Section 4, we ﬁnish the proof of Theorem 1.2.
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In this section, we will prove the local existence of strong solutions to the problem with positive density. More precisely,
we will prove
Proposition 2.1. Assume that ρ0 , u0 are both suﬃciently smooth functions, ρ0  δ with some constant δ > 0. If there is a function
g ∈ L2(I), such that (1.5) holds, then there exists a T∗ ∈ (0,+∞), such that the initial–boundary value problem (1.1)–(1.2) admits a
strong solution (ρ,u) which satisﬁes Deﬁnition 1.1 in ΩT∗ .
Remark 2.1. In the following, we see that the uniform estimates we will obtain are independent of the lower bound of the
initial density and this is essential for us to prove Theorem 1.1.
2.1. Construction and uniform estimates of approximate solutions
We directly construct the approximate solutions of the initial–boundary value problem (1.1)–(1.2), by using the iterative
scheme, inductively, as follows:
(i) ﬁrst deﬁne u0 = 0, and
(ii) assuming that uk−1 was deﬁned for k 1, we seek (ρk,uk) as the unique smooth solution to the following system:
ρkt + uk−1ρkx + uk−1x ρk = 0, (2.6)
ρkukt + ρkuk−1ukx + Lpuk + Pkx = −ρkuk, (2.7){(
ρk,uk
)∣∣
t=0 =
(
ρδ0,u0
)
, x ∈ [−1,1],
uk(−1, t) = uk(1, t) = 0, t ∈ [0, T ],
(2.8)
where Pk ≡ P (ρk) = A(ρk)γ , A > 0, γ > 1, ρδ0 = Jδ ∗ ρ0 + δ, δ > 0, Jδ is a molliﬁer on I ,
Lpu
k = −(((ukx)2 + μ0) p−22 ukx)x,
and u0 ∈ H10(I) ∩ H2(I) is a smooth solution of the following boundary value problem{((
u20x + μ0
) p−2
2 u0x
)
x = Px(ρ0) − ρ
1
2
0 g,
u0(−1) = u0(1) = 0.
(2.9)
We could see that, through this process, the nonlinear coupled system has been deduced into a sequence of decoupled
problems and each problem admits a smooth solution.
Now, we need to get uniform estimate on approximate solutions, and prove the limit of the approximate solutions is the
solution of the problem (1.1)–(1.2) with vacuum and damping.
In order to get uniform estimate on approximate solutions, we will ﬁrstly get the uniform estimate on u0.
For Eq. (2.9), we have
(
u20x + μ0
) p−4
2
(
(p − 1)u20x + μ0
)|u0xx| (u20x + μ0) p−42 (u20x + μ0)|u0xx|
= (u20x + μ0) p−22 |u0xx|
μ
p−2
2
0 |u0xx|.
Then
|u0xx|L2(I) μ
2−p
2
0
∣∣Px(ρ0) − ρ 120 g∣∣L2(I)
μ
2−p
2
0
(
Aγ |ρ0x|L2(I)|ρ0|γ−1L∞(I) + |ρ0|
1
2
L∞(I)|g|L2(I)
)
 C,
where C is a positive constant, depending only on N0. Throughout the paper, we denote by
N0 = 1+ μ0 + μ−10 + |ρ0|H1(I) + |u0|H1(I)∩H2(I) + |g|L2(I).0
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J K (t) = max
1kK
sup
0st
(
1+ ∣∣ρk(s)∣∣H1(I) + ∣∣uk(s)∣∣W 1,p0 (I) +
∣∣√ρkukt (s)∣∣L2(I)). (2.10)
Then we will prove that J K (t) is locally bounded for p > 2.
In the following sections, we will use simpliﬁed notations for standard Sobolev spaces, such as Lp , H1.
We next estimate each term in J K (t).
• Estimate for |uk(t)|
W 1,p0
.
Multiplying (2.7) by ukt , and integrating over I × (0, t), we have
t∫
0
1∫
−1
ρk
∣∣ukt ∣∣2 dxds +
t∫
0
1∫
−1
((
ukx
)2 + μ0) p−22 ukxukxt dxds
= −
1∫
−1
Pkukx(0)dx+
1∫
−1
Pkukx(t)dx−
t∫
0
1∫
−1
(
Pkt u
k
x + ρkukukt + ρkuk−1ukxukt
)
dxds. (2.11)
We ﬁrstly compute the second term of (2.11), we obtain
1∫
−1
((
ukx
)2 + μ0) p−22 ukxukxt dx = 12
1∫
−1
((
ukx
)2 + μ0) p−22 (ukx)2t dx = 12 ddt
1∫
−1
( (ukx)2∫
0
(ς + μ0) p−22 dς
)
dx, (2.12)
and
(ukx)
2∫
0
(ς + μ0) p−22 dς 
(ukx)
2∫
0
ς
p−2
2 dς = 2
p
∣∣ukx∣∣p . (2.13)
Substituting (2.12), (2.13) into (2.11), by Sobolev inequality and Young’s inequality, we have
t∫
0
∣∣√ρkukt (s)∣∣2L2 ds + ∣∣ukx(t)∣∣pLp
 C +
1∫
−1
∣∣Pkukx(t)∣∣dx+
t∫
0
1∫
−1
∣∣Pkt ukx∣∣dxds +
t∫
0
1∫
−1
ρk
∣∣uk∣∣∣∣ukt ∣∣dxds +
t∫
0
1∫
−1
ρk
∣∣uk−1∣∣∣∣ukx∣∣∣∣ukt ∣∣dxds
 C + C ∣∣Pk(t)∣∣2L2 + 12
∣∣ukx(t)∣∣pLp + 14
t∫
0
∣∣√ρkukt (s)∣∣2L2 ds + C
t∫
0
∣∣√ρkuk(s)∣∣2L2 ds + 14
t∫
0
∣∣√ρkukt (s)∣∣2L2 ds
+ C
t∫
0
∣∣√ρkuk−1ukx(s)∣∣2L2 ds +
t∫
0
1∫
−1
∣∣Pkt ukx∣∣dxds.
By (2.6), we get
Pkt = −γ Pkuk−1x − Pkxuk−1.
Then the above inequality can be written as
t∫
0
∣∣√ρkukt (s)∣∣2L2 ds + ∣∣ukx(t)∣∣pLp  C
(
1+ ∣∣Pk(t)∣∣2L2 +
t∫
0
∣∣√ρkuk(s)∣∣2L2 ds +
t∫
0
∣∣√ρkuk−1ukx(s)∣∣2L2 ds
+
t∫ 1∫ ∣∣Pkxuk−1ukx∣∣dxds +
t∫ 1∫ ∣∣Pkuk−1x ukx∣∣dxds
)0 −1 0 −1
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(
1+
t∫
0
(∣∣ρk∣∣L∞ ∣∣uk∣∣2Lp + ∣∣ρk∣∣L∞ ∣∣uk−1x ∣∣2Lp ∣∣ukx∣∣2Lp + ∣∣Pkx∣∣L2 ∣∣uk−1x ∣∣Lp ∣∣ukx∣∣Lp
+ ∣∣Pk∣∣L∞ ∣∣uk−1x ∣∣Lp ∣∣ukx∣∣Lp )ds + ∣∣Pk(t)∣∣2L2
)
 C
(
1+
t∫
0
Jγ+4K (s)ds +
∣∣Pk(t)∣∣2L2
)
. (2.14)
To estimate the right of the (2.14), using (2.6), we have
1∫
−1
∣∣Pk(t)∣∣2 dx =
1∫
−1
∣∣Pk(0)∣∣2 dx+
t∫
0
∂
∂s
( 1∫
−1
(
Pk(s)
)2
dx
)
ds
=
1∫
−1
∣∣Pk(0)∣∣2 dx+ 2
t∫
0
1∫
−1
Pk Aγ
(
ρk
)γ−1(−ρkuk−1x − ρkxuk−1)dxds
 C + C
t∫
0
∣∣Pk∣∣L∞ ∣∣ρk∣∣γ−1L∞ ∣∣ρk∣∣H1 ∣∣uk−1x ∣∣Lp ds
 C
(
1+
t∫
0
J2γ+1K (s)ds
)
.
Using (2.14) and the above inequality, we get
t∫
0
∣∣√ρkukt (s)∣∣2L2 ds + ∣∣ukx(t)∣∣pLp  C
(
1+
t∫
0
J2γ+3K (s)ds
)
, (2.15)
for all k, 1 k K , where C is a positive constant, depending only on N0.
• Estimate for |√ρkukt (t)|L2 .
Firstly, we need to do the following estimates.
Since
∣∣(((ukx)2 + μ0) p−22 ukx)x∣∣μ p−220 |uxx|,
then it follows from (2.7) that
∣∣ukxx∣∣ C ∣∣ρkukt + ρkuk−1ukx + Pkx + ρkuk∣∣.
Taking it by the L2 norm, we obtain
∣∣ukxx∣∣L2  C ∣∣ρkukt + ρkuk−1ukx + Pkx + ρkuk∣∣L2
 C
(∣∣ρk∣∣ 12L∞ ∣∣
√
ρkukt
∣∣
L2 +
∣∣ρk∣∣L∞ ∣∣uk−1∣∣L∞ ∣∣ukx∣∣Lp + ∣∣ρk∣∣γ−1L∞ ∣∣ρkx ∣∣L2 + ∣∣ρk∣∣L∞ ∣∣uk∣∣Lp ).
Hence, we deduce that
∣∣ukxx∣∣L2  C Jγ+2K (t). (2.16)
Differentiating (2.7) with respect to t , multiplying the result equation by ukt , integrating it over (−1,1) on x, we derive
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2
d
dt
1∫
−1
ρk
∣∣ukt ∣∣2 dx+
1∫
−1
(((
ukx
)2 + μ0) p−22 ukx)tukxt dx
=
1∫
−1
[(
ρkuk−1
)
x
(
ukt + uk−1ukx + ukukt
)− ρkuk−1t ukx − ρkukt ]ukt dx+
1∫
−1
Pkt u
k
xt dx. (2.17)
Since (((
ukx
)2 + μ0) p−22 ukx)tukxt = ((ukx)2 + μ0) p−42 ((p − 1)(ukx)2 + μ0)(ukxt)2 μ p−220 (ukxt)2,
thus, (2.17) could be re-written as
d
dt
1∫
−1
ρk
∣∣ukt ∣∣2 dx+
1∫
−1
∣∣ukxt∣∣2 dx
 C
1∫
−1
(
2ρk
∣∣uk−1∣∣∣∣ukt ∣∣∣∣ukxt∣∣+ ρk∣∣uk−1x ∣∣∣∣uk−1∣∣∣∣ukx∣∣∣∣ukt ∣∣+ ∣∣ρkx ∣∣∣∣uk−1∣∣2∣∣ukx∣∣∣∣ukt ∣∣+ 2ρk∣∣uk−1∣∣∣∣uk∣∣∣∣ukt ∣∣∣∣ukxt∣∣
+ ρk∣∣uk−1∣∣∣∣ukx∣∣∣∣ukt ∣∣2 + ρk∣∣uk−1t ∣∣∣∣ukx∣∣∣∣ukt ∣∣+ ρk∣∣ukt ∣∣2 + ∣∣Pkx∣∣∣∣uk−1∣∣∣∣ukxt∣∣+ γ Pk∣∣uk−1x ∣∣∣∣ukxt∣∣)dx
= C
9∑
i−1
Ii . (2.18)
Using Sobolev inequality, Young’s inequality and (2.16), we have
I1 =
1∫
−1
2ρk
∣∣uk−1∣∣∣∣ukt ∣∣∣∣ukxt∣∣dx 2∣∣ρk∣∣ 12L∞ ∣∣uk−1∣∣L∞ ∣∣
√
ρkukt
∣∣
L2
∣∣ukxt∣∣L2  C J5K (t) + 16
∣∣ukxt∣∣2L2 ,
I2 =
1∫
−1
ρk
∣∣uk−1x ∣∣∣∣uk−1∣∣∣∣ukx∣∣∣∣ukt ∣∣dx ∣∣ρk∣∣L∞ ∣∣uk−1x ∣∣Lp ∣∣uk−1∣∣L∞ ∣∣ukx∣∣Lp ∣∣ukt ∣∣L∞  C J8K (t) + 16
∣∣ukxt∣∣2L2 ,
I3 =
1∫
−1
∣∣ρkx ∣∣∣∣uk−1∣∣2∣∣ukx∣∣∣∣ukt ∣∣dx ∣∣ρkx ∣∣L2 ∣∣uk−1∣∣2L∞ ∣∣ukx∣∣Lp ∣∣ukt ∣∣L∞  C J8K (t) + 16
∣∣ukxt∣∣2L2 ,
I4 =
1∫
−1
2ρk
∣∣uk−1∣∣∣∣uk∣∣∣∣ukt ∣∣∣∣ukxt∣∣dx 2∣∣ρk∣∣ 12L∞ ∣∣uk−1∣∣L∞ ∣∣uk∣∣L∞ ∣∣
√
ρkukt
∣∣
L2
∣∣ukxt∣∣L2  C J7K (t) + 16
∣∣ukxt∣∣2L2 ,
I5 =
1∫
−1
ρk
∣∣uk−1∣∣∣∣ukx∣∣∣∣ukt ∣∣2 dx ∣∣uk−1∣∣L∞ ∣∣ukx∣∣L∞ ∣∣
√
ρkukt
∣∣2
L2  C J
γ+5
K (t),
I6 =
1∫
−1
ρk
∣∣uk−1t ∣∣∣∣ukx∣∣∣∣ukt ∣∣dx ∣∣ρk∣∣ 12L∞ ∣∣uk−1t ∣∣L∞ ∣∣ukx∣∣Lp ∣∣
√
ρkukt
∣∣
L2  C J
5
K (t) +
1
2
∣∣uk−1xt ∣∣2L2 ,
I7 =
1∫
−1
ρk
∣∣ukt ∣∣2 dx = ∣∣
√
ρkukt
∣∣2
L2  J
2
K (t),
I8 =
1∫
−1
∣∣Pkx∣∣∣∣uk−1∣∣∣∣ukxt∣∣dx ∣∣Pkx∣∣L2 ∣∣uk−1∣∣L∞ ∣∣ukxt∣∣L2  C J2γ+2K (t) + 16
∣∣ukxt∣∣2L2 ,
I9 =
1∫
γ Pk
∣∣uk−1x ∣∣∣∣ukxt∣∣dx C ∣∣Pk∣∣L∞ ∣∣uk−1x ∣∣Lp ∣∣ukxt∣∣L2  C J2γ+2K (t) + 16
∣∣ukxt∣∣2L2 .−1
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∣∣√ρkukt (t)∣∣2L2 +
t∫
τ
∣∣ukxt(s)∣∣2L2 ds C
t∫
τ
J2γ+6K (s)ds +
∣∣√ρkukt (τ )∣∣2L2 + 12
t∫
τ
∣∣uk−1xt (s)∣∣2L2 ds
 C
t∫
τ
J2γ+6K (s)ds + sup
1kK
∣∣√ρkukt (τ )∣∣2L2 + 12
t∫
τ
∣∣uk−1xt (s)∣∣2L2 ds.
From the recursive of
∫ t
τ |ukxt(s)|2L2 ds, it follows that
t∫
τ
∣∣ukxt(s)∣∣2L2 ds
(
1+ 1
2
+ 1
22
+ · · · + 1
2K
)
C
[ t∫
τ
J2γ+6K (s)ds + sup
1kK
∣∣√ρkukt (τ )∣∣2L2
]
 2C
[ t∫
τ
J2γ+6K (s)ds + sup
1kK
∣∣√ρkukt (τ )∣∣2L2
]
,
for all k, 1 k K . And ﬁnally we have
∣∣√ρkukt (t)∣∣2L2 +
t∫
τ
∣∣ukxt(s)∣∣2L2 ds C
[ t∫
τ
J2γ+6K (s)ds + sup
1kK
∣∣√ρkukt (τ )∣∣2L2
]
. (2.19)
We still need to estimate limτ→0 sup1kK |
√
ρkukt (τ )|2L2 . Multiplying (2.7) by ukt and integrating over I , then we get
1∫
−1
ρk
∣∣ukt ∣∣2 dx 2
1∫
−1
(
ρk
∣∣uk−1∣∣2∣∣ukx∣∣2 + ρk∣∣uk∣∣2 + (ρk)−1∣∣Lpuk + Pkx∣∣2)dx.
According to the smoothness of (ρk,uk), then we have
lim
τ→0
1∫
−1
(
ρk
∣∣uk−1∣∣2∣∣ukx∣∣2 + ρk∣∣uk∣∣2 + (ρk)−1∣∣Lpuk + Pkx∣∣2)dx
=
1∫
−1
(
ρ0|u0|2|u0x|2 + ρ0|u0|2 + (ρ0)−1
∣∣Lpu0 + Px(ρ0)∣∣2)dx
 |ρ0|L∞|u0|2L∞|u0x|2L2 + |ρ0|L∞|u0|2L2 + |g|2L2 .
Therefore, letting τ → 0 in (2.19), we conclude that
∣∣√ρkukt (t)∣∣2L2 +
t∫
0
∣∣ukxt(s)∣∣2L2 ds C
(
1+
t∫
0
J2γ+6K (s)ds
)
, (2.20)
where C is a positive constant, depending only on N0.
• Estimate for |ρk(t)|H1 .
Multiplying (2.6) by ρk , and integrating over I with respect to x, we have
1
2
d
dt
1∫
−1
∣∣ρk(t)∣∣2 dx+
1∫
−1
(
ρkuk−1
)
xρ
k dx = 0,
using integration by parts and Sobolev inequality, we have
d
dt
∣∣ρk(t)∣∣2L2 
1∫ ∣∣uk−1x ∣∣∣∣ρk∣∣2 dx C ∣∣uk−1xx (t)∣∣L2 ∣∣ρk(t)∣∣2H1 . (2.21)−1
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we deduce
d
dt
∣∣ρkx (t)∣∣2L2 =
1∫
−1
(
3
2
uk−1x
(
ρkx
)2 + ρkρkxuk−1xx
)
(t)dx
 C
(∣∣uk−1x (t)∣∣L∞ ∣∣ρkx (t)∣∣2L2 + ∣∣ρk(t)∣∣L∞ ∣∣ρkx (t)∣∣L2 ∣∣ukxx(t)∣∣L2)
 C
∣∣uk−1xx (t)∣∣L2 ∣∣ρk(t)∣∣2H1 . (2.22)
From (2.21) and (2.22), and applying Gronwall’s inequality, it follows that
sup
0tT
∣∣ρk(t)∣∣2H1  |ρ0|2H1 exp
(
C
t∫
0
∣∣uk−1xx (·, s)∣∣L2 ds
)
.
Substituting (2.16) into the above inequality, we get
∣∣ρk(t)∣∣H1  C exp
(
C
t∫
0
Jγ+2K (s)ds
)
. (2.23)
Using (2.23) and (2.6), we have∣∣ρkt (t)∣∣L2  ∣∣ρkx (t)∣∣L2 ∣∣uk−1(t)∣∣L∞ + ∣∣ρk(t)∣∣L∞ ∣∣uk−1x ∣∣L2  C J2K (t), (2.24)
where C is a positive constant, depending only on N0.
Thus, by virtue of (2.15), (2.20) and (2.23), we deduce that
∣∣ukx(t)∣∣pLp + ∣∣ρk(t)∣∣H1 + ∣∣
√
ρkukt (t)
∣∣2
L2 +
t∫
0
(∣∣√ρkukt (s)∣∣2L2 + ∣∣ukxt(s)∣∣2L2)ds C1 exp
(
C2
t∫
0
J2γ+6K (s)ds
)
, (2.25)
where C1, C2 are two positive constants, depending only on N0.
By the deﬁnition of J K (t), we obtain
J K (t) C1 exp
(
C2
t∫
0
J2γ+6K (s)ds
)
, (2.26)
where C1, C2 are two positive constants, depending only on N0.
For the inequality (2.26), if
T∫
0
J2γ+6K (s)ds 1,
then we take T1 = T .
On the other hand, if
t∫
0
J2γ+6K (s)ds > 1,
we can ﬁnd t0 ∈ (0, T ), such that
t0∫
0
J2γ+6K (s)ds = 1.
So we have
sup J K (t) C1eC2 ,
0tt0
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1 =
t0∫
0
J2γ+6K (s)ds
t0∫
0
C2γ+61 e
(2γ+6)C2 ds C2γ+61 e
(2γ+6)C2t0.
Thus, we obtain
T1 = C−2γ−61 e−(2γ+6)C2,
we ﬁnally deduce
sup
0tT1
J K (t) C1eC2  C, (2.27)
where C is a positive constant, depending only on N0.
By virtue of (2.27), collecting estimates (2.16), (2.24) and (2.25), we conclude that
ess sup
0tT1
(∣∣ρk(t)∣∣H1 + ∣∣uk(t)∣∣W 1,p0 ∩H2 +
∣∣√ρkukt (t)∣∣L2 + ∣∣ρkt (t)∣∣L2)+
T1∫
0
∣∣ukxt(t)∣∣2L2 dt  C, (2.28)
for all k, 1 k K , where C is a positive constant, depending only on N0.
2.2. Convergence of approximate solutions
In this subsection, we will prove that the approximate solutions (ρk,uk) strongly converge to the solution of the problem
(1.1)–(1.2) with positive density. To this end, let us deﬁne
ρk+1 = ρk+1 − ρk, uk+1 = uk+1 − uk,
then we easily verify that the functions ρk+1, uk+1 satisfy the system of equations
ρk+1t +
(
ρk+1uk
)
x +
(
ρkuk
)
x = 0, (2.29)
ρk+1uk+1t + ρk+1ukuk+1x +
(
Lpu
k+1 − Lpuk
)+ (Pk+1x − Pkx)
= ρk+1(−uk − ukt − ukukx)− ρk+1uk+1 − ρkukukx, (2.30)
with the initial conditions
ρk+1 = 0, uk+1 = 0, x ∈ I.
Multiplying (2.29) by ρk+1, integrating over I with respect to x, we deduce that
d
dt
∣∣ρk+1(t)∣∣2L2  C ∣∣ukx(t)∣∣L∞ ∣∣ρk+1(t)∣∣2L2 + C ∣∣ρk(t)∣∣H1 ∣∣ukx(t)∣∣L2 ∣∣ρk+1(t)∣∣L2
 C
∣∣ukxx(t)∣∣L2 ∣∣ρk+1(t)∣∣2L2 + Cη∣∣ρk(t)∣∣2H1 ∣∣ρk+1(t)∣∣2L2 + η∣∣ukx(t)∣∣2L2
 Cη
∣∣ρk+1(t)∣∣2L2 + η∣∣ukx(t)∣∣2L2 , (2.31)
where Cη is a positive constant, depending on N0 and η, for all t  T1 and k 1.
Multiplying (2.30) by uk+1, integrating over I with respect to x, and using (2.28) and Young’s inequality, we obtain
d
dt
1∫
−1
ρk+1
∣∣uk+1∣∣2 dx+
1∫
−1
(
Lpu
k+1 − Lpuk
)
uk+1 dx
 C
1∫
−1
(∣∣ρk+1∣∣(∣∣uk∣∣+ ∣∣ukt ∣∣+ ∣∣uk∣∣∣∣ukx∣∣)∣∣uk+1∣∣+ ρk+1∣∣uk+1∣∣2 + ρk∣∣uk∣∣∣∣ukx∣∣∣∣uk+1∣∣+ ∣∣Pk+1 − Pk∣∣∣∣uk+1x ∣∣)dx
 C
(∣∣ρk+1∣∣L2 ∣∣uk∣∣L2 ∣∣uk+1x ∣∣L2 + ∣∣ρk+1∣∣L2 ∣∣ukxt∣∣L2 ∣∣uk+1x ∣∣L2 + ∣∣ρk+1∣∣L2 ∣∣ukx∣∣Lp ∣∣ukxx∣∣L2 ∣∣uk+1x ∣∣L2
+ ∣∣√ρk+1uk+1∣∣2L2 ∣∣ρk∣∣ 12L2 ∣∣
√
ρkuk
∣∣
L2
∣∣ukxx∣∣L2 ∣∣uk+1x ∣∣L2 + ∣∣Pk+1 − Pk∣∣L2 ∣∣uk+1x ∣∣L2). (2.32)
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ω(s) = (s2 + μ0) p−22 s,
then, we have
ω′(s) = [(s2 + μ0) p−22 s]′ = (s2 + μ0) p−42 ((p − 1)s2 + μ0)μ p−220 .
We can estimate the second term of (2.32) as follows
1∫
−1
(
Lpu
k+1 − Lpuk
)
uk+1 dx =
1∫
−1
1∫
0
ω′
(
θuk+1x + (1− θ)ukx
)
dθ
∣∣uk+1x ∣∣2 dxμ p−220
1∫
−1
∣∣uk+1x ∣∣2 dx. (2.33)
Using (2.28), (2.33) and Young’s inequality, (2.32) could be re-written as
d
dt
1∫
−1
ρk+1
∣∣uk+1∣∣2 dx+
1∫
−1
∣∣uk+1x ∣∣2 dx Ekη(t)∣∣ρk+1(t)∣∣2L2 + C(∣∣
√
ρk+1uk+1(t)
∣∣2
L2 +
∣∣√ρkuk(t)∣∣2L2), (2.34)
where Ekη(t) = C(1+ |ukxt(t)|2L2 ), for all t  T1 and k 1. Using (2.28), we derive
t∫
0
Ekη(s)ds C + Ct.
Collecting (2.31) and (2.34), we get
d
dt
(∣∣ρk+1(t)∣∣2L2 + ∣∣
√
ρk+1uk+1(t)
∣∣2
L2
)+ ∣∣uk+1x (t)∣∣2L2
 Fkη(t)
∣∣ρk+1(t)∣∣2L2 + C(∣∣
√
ρk+1uk+1(t)
∣∣2
L2 +
∣∣√ρkuk(t)∣∣2L2)+ η∣∣ukx(t)∣∣2L2 , (2.35)
where Fkη(t) depending only on E
k
η(t) and Cη , for all t  T1 and k 1. Using (2.28), we have
t∫
0
Fkη(s)ds C + Cηt.
Integrating (2.35) over (0, t) ⊂ (0, T1) on time variable, using Gronwall’s inequality, we have
∣∣ρk+1(t)∣∣2L2 + ∣∣
√
ρk+1uk+1(t)
∣∣2
L2 +
t∫
0
∣∣uk+1x (s)∣∣2L2 ds C exp(Cηt)
t∫
0
(∣∣√ρkuk(s)∣∣2L2 + ∣∣ukx(s)∣∣2L2)ds. (2.36)
Then, we choose η > 0 and T∗ > 0 so small that T∗ < T1 and C exp(CηT∗) < 1/2, we get
∣∣ρ1(t)∣∣2L2 + ∣∣
√
ρ1u1(t)
∣∣2
L2 +
t∫
0
∣∣u1x(s)∣∣2L2 ds 12
t∫
0
(∣∣√ρ0u0(s)∣∣2L2 + ∣∣u0x(s)∣∣2L2)ds,
∣∣ρ2(t)∣∣2L2 + ∣∣
√
ρ2u2(t)
∣∣2
L2 +
t∫
0
∣∣u2x(s)∣∣2L2 ds 12
t∫
0
(∣∣√ρ1u1(s)∣∣2L2 + ∣∣u1x(s)∣∣2L2)ds,
...
∣∣ρk+1(t)∣∣2L2 + ∣∣
√
ρk+1uk+1(t)
∣∣2
L2 +
t∫
0
∣∣uk+1x (s)∣∣2L2 ds 12
t∫
0
(∣∣√ρkuk(s)∣∣2L2 + ∣∣ukx(s)∣∣2L2)ds.
Hence, we combine the above inequalities, and in view of Gronwall’s inequality, we deduce that
H. Yuan, H. Li / J. Math. Anal. Appl. 391 (2012) 223–239 233K∑
k=1
[
sup
0tT∗
(∣∣ρk+1(t)∣∣2L2 + ∣∣
√
ρk+1uk+1(t)
∣∣2
L2
)+
T∗∫
0
∣∣uk+1x (t)∣∣2L2 dt
]
< C, (2.37)
where C is a positive constant, depending only on N0.
For the smooth function uk−1, we consider the following initial problem{
ρkt + uk−1ρkx + uk−1x ρk = 0,
ρk(x,0) = ρ0.
Obviously, there is a unique solution ρk to the above initial value problem. Using the method of characteristics, we obtain
dρk
dt
= −ρkuk−1x , (2.38)
dx
dt
= uk−1(x, t), (2.39)
x|t=0 = x0, ρk
∣∣
t=0 = ρδ0. (2.40)
By (2.39) and (2.40), we have
x(t) = x0 +
t∫
0
uk−1
(
x(s), s
)
ds = V (x0, t).
Using (2.38), we get
d
(
lnρk
)= −uk−1x dt,
and
ρk(x, t) = ρδ0
(
V (x0, t)
)
exp
(
−
t∫
0
uk−1x
(
V (x0, s), s
)
ds
)
. (2.41)
By virtue of (2.41) and Sobolev inequality, we have
ρk(x, t) δ exp
(
−
T∗∫
0
∣∣uk−1x (·, s)∣∣L∞ ds
)
,
then, we obtain
ρk+1  δC−1 > 0,
for all t ∈ (0, T∗).
Therefore, we conclude that the full sequence (ρk,uk) converges to a limit (ρ,u) in the following strong sense:
ρk → ρ in L∞(0, T∗; L2(I)), (2.42)
uk → u in L∞(0, T∗; L2(I))∩ L2(0, T∗; H10(I)). (2.43)
By virtue of the lower semi-continuity of various norms, we deduce from the uniform bound (2.28) that (ρ,u) satisﬁes the
following uniform estimate:
ess sup
0tT∗
(∣∣ρ(t)∣∣H1 + ∣∣u(t)∣∣W 1,p0 ∩H2 +
∣∣√ρut(t)∣∣L2 + ∣∣ρt(t)∣∣L2)+
T∗∫
0
∣∣uxt(t)∣∣2L2 dt  C, (2.44)
where C is a positive constant, depending only on N0.
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In this part, we will prove that (ρ,u) is a solution of the problem⎧⎪⎨
⎪⎩
ρt + (ρu)x = 0,
(ρu)t +
(
ρu2
)
x −
((
u2x + μ0
) p−2
2 ux
)
x + Px = −ρu, (x, t) ∈ ΩT∗ ,
P ≡ P (ρ) = Aργ , A > 0, γ > 1,
with the initial and boundary conditions{
ρ|t=0 = ρ0, u|t=0 = u0,
u(−1, t) = u(1, t) = 0,
with ρ0  δ > 0.
For this purpose, we need only to prove (ρ,u) satisfy the integral identity. Since (ρk,uk) is smooth solution to (2.6)–(2.8),
then it suﬃces to prove that, as k → ∞,
3∑
i=1
Iki =
1∫
−1
[
ρk(x, t) − ρ(x, t)]ϕ(x, t)dx−
t∫
0
1∫
−1
[(
ρk − ρ)ϕt + (ρkuk−1 − ρu)ϕx]dxds → 0, (2.45)
and
6∑
i=1
IIki =
1∫
−1
[
ρk(x, t)uk(x, t) − ρ(x, t)u(x, t)]φ(x, t)dx−
t∫
0
1∫
−1
[(
ρkuk − ρu)φt + (ρk(uk)2 − ρu2)φx
+ (Pk − P)φx + (ρkuk − ρu)φ − (((ukx)2 + μ0) p−22 ukx − (u2x + μ0) p−22 ux)φx]dxds → 0, (2.46)
where ϕ ∈ C([0, T∗]; H1(I)), ϕt ∈ L∞(0, T∗; L2(I)), φ ∈ C([0, T∗]; H10(I)) ∩ L∞(0, T∗; H2(I)) and φt ∈ L2(0, T∗; H10(I)).
Having the strong convergence (2.42), (2.43) and the uniform estimates (2.44), it is a simple matter to prove that as
k → ∞, Iki → 0 (i = 1,2,3), IIki → 0 (i = 1, . . . ,5). For IIk6, by deﬁnition,
IIk6 =
t∫
0
1∫
−1
[((
ukx
)2 + μ0) p−22 ukx − (u2x + μ0) p−22 ux]φx(x, s)dxds. (2.47)
Denote
ω(s) = (s2 + μ0) p−22 s.
Then, we prove that (2.47) tends to zero as follows
IIk6 
t∫
0
1∫
−1
∣∣ω(ukx)− ω(ux)∣∣|φx|dxds
=
t∫
0
1∫
−1
( 1∫
0
∣∣ω′(θukx + (1− θ)ux)∣∣dθ
)∣∣ukx − ux∣∣|φx|dxds
 (p − 1)
t∫
0
1∫
−1
( 1∫
0
(
μ0 +
(
θukx + (1− θ)ux
)2) p−22 dθ
)∣∣ukx − ux∣∣|φx|dxds
 C |φx|L∞(0,T∗;L2(I))
(
1+ 2∣∣ukx∣∣2L∞(0,T∗;L∞(I)) + 2|ux|2L∞(0,T∗;L∞(I))) p−22
t∫
0
( 1∫
−1
∣∣ukx − ux∣∣2 dx
) 1
2
ds
 C
t∫ ( 1∫ ∣∣ukx − ux∣∣2 dx
) 1
2
ds, (2.48)0 −1
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N∗ = 1+ N0 + |φx|L∞(0,T∗;L2(I)).
Thus we obtain IIk6 → 0 as k → ∞ thanks to the convergence (2.42) and (2.43).
We still need to prove that (ρ,u) satisﬁes the regular property (i) in Deﬁnition 1.1. First, since (ρ,u) satisﬁes the uniform
estimates (2.44), by using the embedding theorem, we deduce that
ρ ∈ C([0, T∗]; L2(I)), u ∈ C([0, T∗]; H10(I)).
In the next, we will prove that
ρx ∈ C
([0, T∗]; L2(I)). (2.49)
To show this, we differentiate (2.6) with respect to x, multiply by ρkx and integrate over I , we obtain
d
dt
1∫
−1
∣∣ρkx (t)∣∣2 dx C
1∫
−1
(∣∣uk−1x ∣∣∣∣ρkx ∣∣2 + ρk∣∣ρkx ∣∣∣∣uk−1xx ∣∣)dx.
In view of Sobolev inequality and the regularity of ρk , we deduce
d
dt
1∫
−1
∣∣ρkx (t)∣∣2 dx C ∣∣ρk(t)∣∣2H1 ∣∣uk−1xx (t)∣∣L2  C ∣∣uk−1xx (t)∣∣L2 ,
and thus∣∣ρkx (t)∣∣2L2  ∣∣ρkx (0)∣∣2L2 + Ct,
by the lower semi-continuity of various norms, we have∣∣ρx(t)∣∣2L2  ∣∣ρx(0)∣∣2L2 + Ct. (2.50)
Now, letting t → 0+ in inequality (2.50), we deduce that
lim sup
t→0+
∣∣ρx(t)∣∣2L2  ∣∣ρx(0)∣∣2L2 . (2.51)
Hence, using (2.51) and the weak continuity of ρ in H1, we have
lim
t→0+
∣∣ρx(t) − ρx(0)∣∣2L2 = 0.
Noting that, for each ﬁxed t0 ∈ [0, t], the function ρ˜ = ρ˜(x, t) = ρ(x,±t+ t0) is a unique strong solution to the similar initial
value problem
ρ˜t + (ρ˜ v˜)x = 0, ρ˜(0) = ρ(t0),
where v˜ = v˜(x, t) = ±v(x,±t + t0). This proves (2.49) and then we obtain ρ ∈ C([0, T∗]; H1(I)).
Finally, we prove that u satisﬁes the following property
Lpu ∈ C
([0, T∗]; L2(I)).
By the momentum equation, ∀ω ∈ H10(I), we get
(ρut ,ω)L2 =
(−ρuux + ((u2x + μ0) p−22 ux)x − Px − ρu,ω)L2
= (−ρuux − ρu,ω)L2 −
((
u2x + μ0
) p−2
2 ux − P ,ωx
)
L2 ,
and thus
d
dt
(ρut,ω)L2 =
(
(−ρuux − ρu)t ,ω
)
L2 −
(((
u2x + μ0
) p−2
2 ux − P
)
t,ωx
)
L2 . (2.52)
Using the regularity (2.44) of (ρ,u), we show that the right-hand side of (2.52) is bounded above by A(t)|ω|H10 for some
positive function A(t) ∈ L2(0, T∗). Hence it follows, from the well-known result (see Lemma 1.1, Chapter 3 in [22]) that
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the corresponding dual pairing. By the embedding theorem, we obtain ρut ∈ C([0, T∗]; L2(I)).
Therefore, we obtain, for all t ∈ [0, T∗], that u = u(t) ∈ H10 ∩ H2(I) is a solution of the following elliptical equation:
Lpu = H − ρuux,
where H = −ρu − ρut − Px ∈ C([0, T∗]; L2(I)).
Now we begin with estimating the following L2 norm∣∣Lpu(t) − Lpu(s)∣∣L2 = ∣∣H(t) − ρuux(t) − (H(s) − ρuux(s))∣∣L2

∣∣ρuux(t) − ρuux(s)∣∣L2 + ∣∣H(t) − H(s)∣∣L2 . (2.53)
Using Sobolev inequality together with the regularity of (ρ,u), we obtain∣∣ρuux(t) − ρuux(s)∣∣L2

∣∣(ρ(t) − ρ(s))u(t)ux(t)∣∣L2 + ∣∣ρ(s)(u(t) − u(s))ux(t)∣∣L2 + ∣∣ρ(s)u(s)(ux(t) − ux(s))∣∣L2

(∣∣ρ(t) − ρ(s)∣∣L2 ∣∣ux(t)∣∣Lp + ∣∣ρ(s)∣∣L2 ∣∣u(t) − u(s)∣∣L2)∣∣ux(t)∣∣L∞ + ∣∣ρ(s)∣∣H1 ∣∣ux(s)∣∣Lp ∣∣ux(t) − ux(s)∣∣L2
 C
(∣∣ρ(t) − ρ(s)∣∣L2 + ∣∣u(t) − u(s)∣∣H10).
Hence,
lim
t→s
∣∣Lpu(t) − Lpu(s)∣∣L2 = 0.
This proves the continuity of Lpu(t) in L2.
Hence, Proposition 2.1 is proved.
3. The proof of Theorem 1.1
For each small δ > 0, let ρδ0 = Jδ ∗ρ0 + δ, Jδ is a molliﬁer on I , and uδ0 ∈ H10(I)∩ H2(I) is the unique smooth solution of
the boundary value problem (see [23, Chapter II]):⎧⎨
⎩−
[((
uδ0x
)2 + μ0) p−22 uδ0x]x = −Px(ρδ0)+ (ρδ0) 12 gδ,
uδ0(−1) = uδ0(1) = 0,
(3.54)
where gδ ∈ C∞0 (I) and satisﬁes
|gδ|L2  |g|L2 , lim
δ→0+
|gδ − g|L2 = 0.
With ρδ0 = Jδ ∗ ρ0 + δ, there exists a subsequence {ρ
δ j
0 } of {ρδ0} that satisﬁes the following convergence: as δ j → 0+ ,
−Px
(
ρ
δ j
0
)+ (ρδ j0 ) 12 gδ j → −Px(ρ0) + ρ 120 g in L2(I).
By (3.54), there exists a subsequence {uδ j0 } of {uδ0} such that as δ j → 0+ ,[((
u
δ j
0x
)2 + μ0) p−22 uδ j0x]x → [(u20x + μ0) p−22 u0x]x in L2(I).
Hence, (ρ0,u0) satisﬁes the following equation
−[(u20x + μ0) p−22 u0x]x = −Px(ρ0) + ρ 120 g for a.e. x ∈ I. (3.55)
Follow by Proposition 2.1, there exists a T∗ ∈ (0,+∞), the initial–boundary value problem⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
ρt + (ρu)x = 0, (x, t) ∈ ΩT∗ ,
(ρu)t +
(
ρu2
)
x −
((
u2x + μ0
) p−2
2 ux
)
x + Px = −ρu, (x, t) ∈ ΩT∗ ,
P ≡ P (ρ) = Aργ , A > 0, γ > 1,
(ρ,u)|t=0 =
(
ρδ0,u
δ
0
)
, x ∈ [−1,1],
u|x=−1 = u|x=1 = 0, t ∈ [0, T∗],
admits a unique solution (ρδ,uδ). Moreover, (ρδ,uδ) satisﬁes the uniform estimate
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0tT∗
(∣∣ρδ(t)∣∣H1 + ∣∣uδ(t)∣∣W 1,p0 ∩H2 +
∣∣√ρδuδt (t)∣∣L2 + ∣∣ρδt (t)∣∣L2)+
T∗∫
0
∣∣uδxt(t)∣∣2L2 dt  C, (3.56)
where C is a positive constant, depending only on N0.
Then we have the following convergence:
ρδ → ρ in L∞(0, T∗; L2(I)), (3.57)
uδ → u in L∞(0, T∗; L2(I))∩ L2(0, T∗; H10(I)). (3.58)
Moreover, (ρ,u) satisﬁes
ess sup
0tT∗
(∣∣ρ(t)∣∣H1 + ∣∣u(t)∣∣W 1,p0 ∩H2 +
∣∣√ρut(t)∣∣L2 + ∣∣ρt(t)∣∣L2)+
T∗∫
0
∣∣uxt(t)∣∣2L2 dt  C . (3.59)
By the similar argument as in Section 2.3, we may prove that (ρ,u) is strong solution of the original problem (1.1)–(1.2).
We omit the details here. This completes the proof of Theorem 1.1.
4. The proof of Theorem 1.2
Let (ρ1,u1) and (ρ2,u2) be two strong solutions to problem (1.1)–(1.2). Then we easily verify that, following (1.4), the
solutions (ρ1,u1) and (ρ2,u2) satisfy
1
2
1∫
−1
ρ1(u1 − u2)2 dx+
t∫
0
1∫
−1
(Lpu1 − Lpu2)(u1 − u2)dxds
=
t∫
0
1∫
−1
[
(ρ1 − ρ2)h(u1 − u2) + ρ1(u1 − u2)2u2x − ρ1(u1 − u2)2 + (P1 − P2)(u1 − u2)x
]
dxds
=
4∑
j=1
I j, (4.60)
where h = −u2 − u2t − u2u2x ∈ L2(0, T∗; L2(I)).
Then using Hölder inequality together with Sobolev inequality, we have
I1 
t∫
0
|ρ1 − ρ2|L2 |h|L2 |u1 − u2|L∞ ds Cε
t∫
0
|ρ1 − ρ2|2L2 |h|2L2 ds + ε
t∫
0
|u1x − u2x|2L2 ds,
I2 =
t∫
0
1∫
−1
ρ1|u1 − u2|2u2x dxds
t∫
0
∣∣√ρ1(u1 − u2)∣∣2L2 |u2x|L∞ ds,
I3 =
t∫
0
1∫
−1
ρ1|u1 − u2|2 dxds
t∫
0
∣∣√ρ1(u1 − u2)∣∣2L2 ds,
I4 =
t∫
0
1∫
−1
|P1 − P2||u1x − u2x|dxds
t∫
0
|P1 − P2|L2 |u1x − u2x|L2 ds
 Cε
t∫
0
|P1 − P2|2L2 ds + ε
t∫
0
|u1x − u2x|2L2 ds.
By (2.33), we have
t∫ 1∫
(Lpu1 − Lpu2)(u1 − u2)dxdsμ
p−2
2
0
t∫
|u1x − u2x|2L2 ds.0 −1 0
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1
2
∣∣√ρ1(u1 − u2)∣∣2L2 + 34 (μ0) p−22
t∫
0
|u1x − u2x|2L2 ds

t∫
0
(
C |ρ1 − ρ2|2L2 |h|2L2 +
∣∣√ρ1(u1 − u2)∣∣2L2(1+ |u2x|L∞)+ C |P1 − P2|2L2)ds

t∫
0
A(s)
(|ρ1 − ρ2|2L2 + ∣∣√ρ1(u1 − u2)∣∣2L2 + |P1 − P2|2L2)ds, (4.61)
where the nonnegative function A(t) = C(1 + |h|2
L2
+ |u2x|2L∞) ∈ L1(0, T∗), and C is a positive constant, depending only
on N0.
By (1.3), we take ϕ = ρ1 − ρ2, then
1
2
1∫
−1
|ρ1 − ρ2|2 dx =
t∫
0
1∫
−1
(ρ1u1 − ρ2u2)(ρ1 − ρ2)x dxds
=
t∫
0
1∫
−1
(
ρ1(u1 − u2) + (ρ1 − ρ2)u2
)
(ρ1 − ρ2)dxds
=
t∫
0
1∫
−1
(
ρ1x(u1 − u2)(ρ1 − ρ2) + ρ1(u1 − u2)x(ρ1 − ρ2) + 1
2
u2x(ρ1 − ρ2)2
)
dxds

t∫
0
(
|ρ1x|L2 |u1 − u2|L∞|ρ1 − ρ2|L2 + |ρ1|L∞|u1x − u2x|L2 |ρ1 − ρx|L2
+ 1
2
|u2x|L∞|ρ1 − ρ2|2L2
)
ds

t∫
0
(
B(s)|ρ1 − ρ2|2L2 +
1
8
(μ0)
p−2
2 |u1x − u2x|2L2
)
ds, (4.62)
where the nonnegative function B(t) = C(|ρ1|H1 + |u2x|L∞) ∈ L1(0, T∗), and C is a positive constant, depending only on N0.
Similarly, we have
t∫
0
1
2
d
dt
1∫
−1
|P1 − P2|2 dxds
t∫
0
(
D(s)|P1 − P2|2L2 +
1
8
(μ0)
p−2
2 |u1x − u2x|2L2
)
ds, (4.63)
where the nonnegative function D(t) = C(|P1|H1 + |u2x|L∞) ∈ L1(0, T∗), and C is a positive constant, depending only on N0.
Combining (4.61), (4.62) and (4.63), we obtain
1
2
(μ0)
p−2
2
t∫
0
|u1x − u2x|2L2 ds +
1
2
[∣∣√ρ1(u1 − u2)∣∣2L2 + |ρ1 − ρ2|2L2 + |P1 − P2|2L2]

t∫
0
H(s)
(∣∣√ρ1(u1 − u2)∣∣2L2 + |ρ1 − ρ2|2L2 + |P1 − P2|2L2)ds,
where H(t) = A(t) + B(t) + D(t) ∈ L1(0, T∗). And then, Gronwall’s inequality yields
1
2
(μ0)
p−2
2
∣∣(u1x − u2x)(t)∣∣2L2 + 12 ess sup
(∣∣√ρ1(u1 − u2)(t)∣∣2L2 + ∣∣(ρ1 − ρ2)(t)∣∣2L2 + ∣∣(P1 − P2)(t)∣∣2L2) 0,
0tT∗
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ρ1 = ρ2, √ρ1(u1 − u2) = 0, u1x = u2x,
and u(x, t) ∈ C([0, T∗]; H10(I)). So,
ρ1 = ρ2, u1 = u2.
Hence, this completes the proof of Theorem 1.2.
References
[1] G. Böhme, Non-Newtonian Fluid Mechanics, Appl. Math. Mech., North-Holland, Amsterdam, 1987.
[2] R.R. Huilgol, Continuum Mechanics of Viscoelastic Liquids, Hindustan Publishing Corporation, Delhi, 1975.
[3] W.R. Schwalter, Mechanics of Non-Newtonian Fluid, Pergamon Press, New York, NY, 1978.
[4] H. Yuan, X. Xu, Existence and uniqueness of solutions for a class of non-Newtonian ﬂuids with singularity and vacuum, J. Differential Equations 245
(2008) 2871–2916.
[5] Frederick Bloom, Wenge Hao, Regularization of a non-Newtonian system in an unbounded channel: existence of a maximal compact attractor, Nonlin-
ear Anal. 43 (2001) 743–766.
[6] X. Xu, H. Yuan, Existence of the unique strong solution for a class of non-Newtonian ﬂuids with vacuum, Quart. Appl. Math. 66 (2008) 249–279.
[7] L. Yin, X. Xu, H. Yuan, Global existence and uniqueness of solution of the initial boundary value problem for a class of non-Newtonian ﬂuids with
vacuum, Z. Angew. Math. Phys. 59 (2008) 457–474.
[8] H. Yuan, C. Wang, Unique solvability for a class of full non-Newtonian ﬂuids of one dimension with vacuum, Z. Angew. Math. Phys. 60 (2009) 868–898.
[9] C. Wang, H. Yuan, Global strong solutions for a class of heat-conducting non-Newtonian ﬂuids with vacuum, Nonlinear Anal. Real World Appl. 11
(2010) 3680–3703.
[10] C. Wang, H. Yuan, Global strong solutions for a class of compressible non-Newtonian ﬂuids with vacuum, Math. Models Methods Appl. Sci. 34 (4)
(2011) 397–417.
[11] H.J. Choe, H. Kim, Strong solutions of the Navier–Stokes equations for isentropic compressible ﬂuids, J. Differential Equations 190 (2003) 504–523.
[12] Y. Cho, H.J. Choe, H. Kim, Unique solvability of the initial boundary value problems for compressible viscous ﬂuids, J. Math. Pures Appl. 83 (2004)
243–275.
[13] X. Huang, J. Li, Z. Xin, Global well-posedness of classical solutions with large oscillations and vacuum to the three-dimensional isentropic compressible
Navier–Stokes equations, arXiv:1004.4749v2 [math-ph], 8 July, 2010.
[14] Z. Xin, Blowup of smooth solutions to the compressible Navier–Stokes equation with compact density, Comm. Pure Appl. Math. 51 (1998) 229–240.
[15] David Hoff, On the transformation of discontinuity waves from spatial to pressure coordinates for the primitive system of geophysical ﬂuid dynamics,
Z. Angew. Math. Phys. 49 (1998) 774–785.
[16] H. Li, J. Li, Z. Xin, Vacuum problem of one-dimensional compressible Navier–Stokes equations, in: Hyperbolic Problems: Theory, Numerics, Applications,
Springer, Berlin, 2008, pp. 161–172.
[17] H. Li, J. Li, Z. Xin, Vanishing of vacuum states and blow-up phenomena of the compressible Navier–Stokes equations, Comm. Math. Phys. 281 (2008)
401–444.
[18] C.M. Dafermos, A system of hyperbolic conservation laws with frictional damping, Z. Angew. Math. Phys. 46 (1995) 294–307.
[19] C.M. Dafermos, R.H. Pan, Global BV solutions for the p-system with frictional damping, SIAM J. Math. Anal. 41 (2009) 1190–1205.
[20] F.M. Huang, R.H. Pan, Asymptotic behavior of the solutions to the damped compressible Euler equations with vacuum, J. Differential Equations 220
(2006) 207–233.
[21] R.H. Pan, K. Zhao, Initial boundary value problem for compressible Euler equations with damping, Indiana Univ. Math. J. 57 (2008) 2257–2282.
[22] R. Temam, Navier–Stokes Equations: Theory and Numerical Analysis, North-Holland, Amsterdam, 1984.
[23] O.A. Ladyzhenskaya, Boundary Value Problems of Mathematical Physics, Springer-Verlag, New York, 1985.
