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1. Introduction
The purpose in this paper is to establish pointwise estimates for a class of convex func-
tions on the Heisenberg group. An integral estimate for classical convex functions in
terms of the Monge–Ampe`re operator det D2u was proved by Aleksandrov, see [3, The-
orem 1.4.2]. Such estimate is of great importance in the theory of weak solutions for
the Monge–Ampe`re equation, and its proof revolves around the geometric features of
the notion of normal mapping or subdifferential in Rn [3, Definition 1.1.1] which yield
in addition the useful comparison principle for Monge-Ampe`re measures, [3, Theorem
1.4.6].
On the Heisenberg group, and more generally in Carnot groups, several notions of con-
vexity have been introduced and compared in [2] and [4]. The notion of convex function
we use in this paper is given in Definition 2.2, and a natural question is if similar compar-
ison and maximum principles hold in this setting. A reason for this question is that those
estimates would be useful in the study of solutions for nondivergence equations of the
form ai jXi X j where ai j is a uniformly elliptic measurable matrix and Xi are the Heisen-
berg vector fields. The difficulty for this study is the doubtful existence of a notion of
normal mapping in Hn suitable to establish maximum and comparison principles.
In this paper we address this question and follow a route different from the one de-
scribed above for convex functions, and in particular, we do not use any notion of normal
mapping. This approach was recently used by Trudinger and Wang to study Hessian
equations [6]. Our integral estimates are in terms of the following Monge–Ampe`re type
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operator: detH(u) + 12 (ut)2, see Definition 2.1. We first establish by means of integra-
tion by parts a comparison principle for smooth functions, Theorem 3.1, and then extend
this principle to ”cones” Theorem 4.7. This together with the geometry in Hn leads by
iteration to the maximum principle Theorem 5.5. We next estimate the oscillation of H–
convex functions Proposition 6.2 that permits to extend our definition of Monge–Ampe`re
measure to continuous H–convex functions and obtain a general comparison principle
Theorem 6.7.
The paper is organized as follows. Section 2 contains preliminaries about Hn and the
definitions of H–convexity. In Section 3 we prove the comparison principle for C2 func-
tions. Section 4 contains the proof that ”cones” agreeing with H–convex functions u on
the boundary are above u inside, and the comparison principle for cones Theorem 4.7.
In Section 5 we prove a maximum principle similar to Aleksandrov’s estimate aforemen-
tioned. Finally, Section 6 contains the oscillation estimates and the construction of the
analogue of Monge–Ampe`re measures for H–convex functions.
2. Preliminaries andH–convexity
Let u = u(x, y, t); z = (x, y, t), and X = ∂x+2y ∂t, Y = ∂y−2x ∂t. We have [X, Y] = XY−
YX = −4∂t. If ξ0 = (x0, y0, t0) and ξ = (x, y, t), then the non–commutative multiplication
law in H1 is given by
ξ0 ◦ ξ = (x0 + x, y0 + y, t0 + t + 2(xy0 − yx0)),
and we have ξ−1 = −ξ, and (ξ0 ◦ ξ)−1 = ξ−1 ◦ ξ−10 . The gauge in H1 is
ρ(ξ) =
(
(x2 + y2)2 + t2
)1/4
,
and the distance
d(ξ, ξ0) = ρ(ξ−10 ◦ ξ).
We have
(2.1) d(ξ, ξ0) ≤ d(ξ, ζ) + d(ζ, ξ0)
for every ξ, ξ0, ζ ∈ H1. Given λ > 0 we consider the dilations
δλ(ξ) = (λx, λy, λ2t).
Then
d(δλξ, δλξ0) = λ d(ξ, ξ0).
For more details about Hn see [5, Chapters XII and XIII].
2.1. H–convexity. Let ξ0 = (xo, yo, to), ζ = (x, y, t) and
g(ζ) = f (ξo ◦ ζ).
We have
∂xg(0) = X f (ξo), ∂yg(0) = Y f (ξo), ∂tg(0) = ∂t f (ξo),
and
∂xxg(0) = (X2 f )(ξ0), ∂xyg(0) = (YX f )(ξ0)−2 ∂t f (ξo), ∂xtg(0) = ∂tx f (ξ0)+2 y0 ∂tt f (ξo),
∂yxg(0) = (XY f )(ξ0)+2 ∂t f (ξo), ∂yyg(0) = (Y2 f )(ξ0), ∂ytg(0) = ∂ty f (ξ0)−2 x0 ∂tt f (ξo),
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∂txg(0) = ∂tx f (ξ0) + 2 y0 ∂tt f (ξo), ∂tyg(0) = ∂ty f (ξ0) − 2 x0 ∂tt f (ξo), ∂ttg(0) = ∂tt f (ξ0).
Let
A =

(X2 f )(ξ0) (YX f )(ξ0) − 2 ∂t f (ξo) ∂tx f (ξ0) + 2 y0 ∂tt f (ξo)
(XY f )(ξ0) + 2 ∂t f (ξo) (Y2 f )(ξ0) ∂ty f (ξ0) − 2 x0 ∂tt f (ξo)
∂tx f (ξ0) + 2 y0 ∂tt f (ξo) ∂ty f (ξ0) − 2 x0 ∂tt f (ξo) ∂tt f (ξ0)
 .
Then the Taylor polynomial of order two of g is
f (ξo) + (X f (ξo), Y f (y0), ∂t f (ξ0)) · ζ + 12〈Aζ, ζ〉
= f (ξo) + (X f (ξo), Y f (y0)) · (x, y) + (X2 f ) x2 + (XY f + YX f ) xy + (Y2 f ) y2
+ t{ ft(ξ0) + 2 ftx x + 4yo ftt x + ( ftx + fty)y − 4xo ftty}.
That is, if (x, y, t) ∈ Π0 then t = 0 and so on this plane we have
g(ζ) = f (ξo) + (X f (ξo), Y f (y0)) · (x, y)
+ (X2 f ) x2 + (XY f + YX f ) xy + (Y2 f ) y2 + o(x2 + y2).
Set BR(ξ0) = {ξ ∈ R3 : d(ξ, ξ0) < R}. Given ξ0 = (x0, y0, t0) ∈ R3 let
Πξ0 = {(x, y, t) : t − t0 − 2(xy0 − yx0) = 0}.
That is, Πξ0 is the plane generated by the vectors (1, 0, 2y0), (0, 1,−2x0) and passing
through the point ξ0. Notice that if h ∈ H1, then
(2.2) ξ ∈ Πξ0 if and only if h ◦ ξ ∈ Πh◦ξ0 .
Given c ∈ C and u ∈ C2(Ω), let
Hc(u) =
[
X2u XYu + cut
YXu − cut Y2u
]
and
(2.3) Hc(u) = det
[
X2u XYu + cut
YXu − cut Y2u
]
.
Definition 2.1. The function u ∈ C2(Ω) is H–convex in Ω if the symmetric matrix
H(u) = H2(u) =
[
X2u (XYu + YXu)/2
(XYu + YXu)/2 Y2u
]
is positive semidefinite in Ω.
Notice that the matrix Hc(u) is symmetric if and only if c = 2. Also, if 〈Hc(u)ξ, ξ〉 ≥ 0
for all ξ ∈ R2 and for some c, then this quadratic form is nonnegative for all values of
c ∈ R.
We extend the definition of H–convexity to continuous functions.
Definition 2.2. The function u ∈ C(Ω) is H–convex in Ω if there exists a sequence uk ∈
C2(Ω) of H–convex functions in Ω such that uk → u uniformly on compact subsets of Ω.
The following proposition yields equivalent definitions of H–convexity, see [2, Theo-
rem 5.11] for the proof.
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Proposition 2.3. Let u ∈ C(Ω) with Ω ⊂ R3 open∗. The following are equivalent:
(1) u is H–convex.
(2) Given ξ0 ∈ Ω
(2.4) u(ξ0 ◦ δλ(ξ−10 ◦ ξ)) ≤ u(ξ0) + λ(u(ξ) − u(ξ0)),
for all ξ ∈ Πξ0 and 0 ≤ λ ≤ 1.
Remark 2.4. From Proposition 2.3(2) we have that if u is convex in the standard sense,
then u is H–convex. However, the gauge function ρ(x, y, t) =
(
(x2 + y2)2 + t2
)1/4
is H–
convex but is not convex in the standard sense, see Proposition 4.5.
3. Comparison Principle
We prove the following.
Theorem 3.1. Let u, 3 ∈ C2( ¯Ω) such that u + 3 is H–convex in Ω satisfying 3 = u on ∂Ω
and 3 < u in Ω. Then∫
Ω
{
detH(u) + 12 (∂tu)2
}
dz ≤
∫
Ω
{
detH(3) + 12 (∂t3)2
}
dz,
and ∫
Ω
traceH(u) dz ≤
∫
Ω
traceH(3) dz.
Proof. If Z = α1 ∂x1 + α2 ∂x2 + α3 ∂x3 is a smooth vector field, then
(3.5)
∫
Ω
Zu dx =
∫
∂Ω
νZ u dσ(x) −
∫
Ω
((α1)x1 + (α2)x2 + (α3)x3) u dx,
where ν = (ν1, ν2, ν3) is the outer unit normal to ∂Ω and νZ = α1ν1 + α2ν2 + α3ν3.
Since 3 = u on ∂Ω, 3 < u in Ω and both functions are smooth up to the boundary,
it follows that the normal to ∂Ω is ν = D(3 − u)|D(3 − u)| , and therefore νX =
X(3 − u)
|D(3 − u)| and
νY =
Y(3 − u)
|D(3 − u)| . Set
S (u) = detH(u) = X2u Y2u −
((XY + YX
2
)
u
)2
.
We have
∂S (u)
∂r11
= Y2u;
∂S (u)
∂r12
= −
(XY + YX
2
)
u;
∂S (u)
∂r21
= −
(XY + YX
2
)
u;
∂S (u)
∂r22
= X2u.
∗We assume that if ξ, ξ0 ∈ Ω, then ξ0 ◦ δλ(ξ−10 ◦ ξ) ∈ Ω for 0 < λ < 1.
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Let 0 ≤ s ≤ 1 and ϕ(s) = S (s u + (1 − s) 3). Then
∫
Ω
{S (u) − S (3)} dz
=
∫ 1
0
∫
Ω
ϕ′(s) dzds
=
∫ 1
0
∫
Ω

2∑
i, j=1
∂S
∂ri j
(3 + s(u − 3))
(
XiX j + X jXi
2
)
(u − 3)
 dzds
=
∫ 1
0
∫
Ω

2∑
i, j=1
∂S
∂ri j
(3 + s(u − 3)) (XiX j)(u − 3)
 dzds since S i j is symmetric
=
∫ 1
0
∫
Ω

2∑
i, j=1
Xi
(
∂S
∂ri j
(3 + s(u − 3)) X j(u − 3)
)
− Xi
(
∂S
∂ri j
(3 + s(u − 3))
)
X j(u − 3)
 dzds
= A − B.
We have
A =
∫ 1
0
∫
Ω
X
[
Y2(3 + s(u − 3)) X(u − 3)
]
− Y
[(XY + YX
2
)
(3 + s(u − 3)) X(u − 3)
]
− X
[(XY + YX
2
)
(3 + s(u − 3)) Y(u − 3)
]
+ Y
[
X2(3 + s(u − 3)) Y(u − 3)
]
dzds
=
∫ 1
0
∫
∂Ω
νXY2(3 + s(u − 3)) X(u − 3) − νY
(XY + YX
2
)
(3 + s(u − 3)) X(u − 3)
− νX
(XY + YX
2
)
(3 + s(u − 3)) Y(u − 3) + νY X2(3 + s(u − 3)) Y(u − 3) dzds
= −
∫ 1
0
∫
∂Ω
{
Y2(3 + s(u − 3)) X(u − 3)2
+
(XY + YX
2
)
(3 + s(u − 3)) X(u − 3) Y(u − 3)
+
(XY + YX
2
)
(3 + s(u − 3)) Y(u − 3) X(u − 3)
− X2(3 + s(u − 3)) Y(u − 3)2
} 1
|D(3 − u)| dzds
= −
∫ 1
0
∫
∂Ω
〈H(3 + s(u − 3)) (X(u − 3), Y(u − 3)), (X(u − 3), Y(u − 3))〉 1|D(3 − u)| dzds
≤ 0.
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We now calculate B
B =
∫ 1
0
∫
Ω
2∑
i, j=1
Xi
(
∂S
∂ri j
(3 + s(u − 3))
)
X j(u − 3) dzds
=
∫ 1
0
∫
Ω
X
(
Y2(3 + s(u − 3))
)
X(u − 3) − X
(XY + YX
2
)
(3 + s(u − 3)) Y(u − 3)
− Y
(XY + YX
2
)
(3 + s(u − 3)) X(u − 3) + Y
(
X2(3 + s(u − 3))
)
Y(u − 3) dzds
=
1
2
∫ 1
0
∫
Ω
X
(
Y2(3 + s(u − 3))
)
X(u − 3) − X (XY + YX) (3 + s(u − 3)) Y(u − 3)
− Y (XY + YX) (3 + s(u − 3)) X(u − 3) + Y
(
X2(3 + s(u − 3))
)
Y(u − 3) dzds
+
1
2
∫ 1
0
∫
Ω
X
(
Y2(3 + s(u − 3))
)
X(u − 3) + Y
(
X2(3 + s(u − 3))
)
Y(u − 3) dzds
=
1
2
∫ 1
0
∫
Ω
(XY − YX)Y(3 + s(u − 3)) X(u − 3) − (XY − YX)X(3 + s(u − 3)) Y(u − 3) dzds
− 1
2
∫ 1
0
∫
Ω
(
X2Y(3 + s(u − 3)) Y(u − 3) + Y2X(3 + s(u − 3)) X(u − 3)
)
dzds
+
1
2
∫ 1
0
∫
Ω
X
(
Y2(3 + s(u − 3))
)
X(u − 3) + Y
(
X2(3 + s(u − 3))
)
Y(u − 3) dzds
=
∫ 1
0
∫
Ω
−2∂tY(3 + s(u − 3)) X(u − 3) + 2∂tX(3 + s(u − 3)) Y(u − 3) dzds
+
1
2
∫ 1
0
∫
Ω
(
(XY2 − Y2X)(3 + s(u − 3)) X(u − 3) + (YX2 − X2Y)(3 + s(u − 3)) Y(u − 3)
)
dzds
On the other hand,
XY2−Y2X = XY2−YXY+YXY−Y2X = (XY−YX)Y+Y(XY−YX) = −4∂tY−4Y∂t = −8Y∂t,
and
YX2−X2Y = YX2−XYX+XYX−X2Y = (YX−XY)X+X(YX−XY) = 4∂tX+4X∂t = 8X∂t.
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Therefore
B =
∫ 1
0
∫
Ω
−2∂tY(3 + s(u − 3)) X(u − 3) + 2∂tX(3 + s(u − 3)) Y(u − 3) dzds∫ 1
0
∫
Ω
(−4Y∂t(3 + s(u − 3)) X(u − 3) + 4X∂t(3 + s(u − 3)) Y(u − 3)) dzds
=
∫ 1
0
∫
Ω
(−6Y∂t(3 + s(u − 3)) X(u − 3) + 6X∂t(3 + s(u − 3)) Y(u − 3)) dzds
= 6
∫ 1
0
∫
Ω
∂t(3 + s(u − 3)) YX(u − 3) dzds − 6
∫ 1
0
∫
∂Ω
∂t(3 + s(u − 3)) X(u − v) νY dσ(z) ds
− 6
∫ 1
0
∫
Ω
∂t(3 + s(u − 3)) XY(u − 3) dzds + 6
∫ 1
0
∫
∂Ω
∂t(3 + s(u − 3)) Y(u − 3) νX dσ(z) ds
= 6
∫ 1
0
∫
Ω
∂t(3 + s(u − 3)) YX(u − 3) dzds − 6
∫ 1
0
∫
Ω
∂t(3 + s(u − 3)) XY(u − 3) dzds
= 6
∫ 1
0
∫
Ω
∂t(3 + s(u − 3)) (YX − XY)(u − 3) dzds
= 24
∫ 1
0
∫
Ω
∂t(3 + s(u − 3)) ∂t(u − 3) dzds
= 12
∫
Ω
∂t(u − 3) ∂t(u + 3) dzds
= 12
∫
Ω
(∂tu)2 − (∂t3)2 dzds.
This completes the proof of the theorem.

4. Weak maximum principle
Let A = (ai j) be a 2 × 2 symmetric matrix such that A ≥ 0, and trace A > 0, ai j ∈ C(D)
where D ⊂ R3 is an open set; X1 = X, X2 = Y , and L =
∑2
i, j=1 ai j(ξ)XiX j.
Theorem 4.1. Let Ω be a bounded open set in R3, and w ∈ C2(Ω). If Lw ≥ 0 in Ω and
lim supξ→ξ0 w(ξ) ≤ 0 for each ξ0 ∈ ∂Ω, then w ≤ 0 in Ω.
To prove this theorem we need two lemmas.
Lemma 4.2. Let Ω ⊂ R3 be an open bounded set, and w ∈ C(Ω). Then there exists ξ0 ∈ ¯Ω
such that sup
Ω∩B(ξ0,ρ) w = supΩ w for every ρ > 0, where B(ξ0, ρ) is the Euclidean ball with
radius ρ and center ξ0.
Lemma 4.3. Let Ω be open and bounded. There exists a function w0 ∈ C2(Ω) such that
w0 > 0 and Lw0 < 0 in Ω.
Proof. Let λ > 0 and choose M ∈ R such that supξ∈Ω eλ x+λ y < M; ξ = (x, y, t). Let
w0 = M − eλ x+λ y. Then w0 > 0 in Ω, X1w0 = −λeλ x, X21w0 = −λ2eλ x, X2w0 = −λeλ y,
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X22w0 = −λ2eλ y, and X1X2w0 = X2X1w0 = 0. Hence Lw0 = −λ2(a11 eλ x + a22 eλ y) < 0 in
Ω. 
Proof of Theorem 4.1. First assume that Lw > 0 in Ω. By Lemma 4.2, there exists ξ0 ∈ ¯Ω
such that sup
Ω∩B(ξ0,ρ) w = supΩ w for every ρ > 0. If ξ0 ∈ Ω, then w(ξ0) = supΩ w and so
Dw(ξ0) = 0 and D2w(ξ0) ≤ 0. Hence
0 < Lw(ξ0) = trace
(
A
[
X2w XYw
YXw Y2w
])
(ξ0)
= trace
(
A
[
X2w (XYw + YXw)/2
(XYw + YXw)/2 Y2w
])
(ξ0)
= trace
A
[
1 0 2y
0 1 −2x
]
D2w

1 0
0 1
2y −2x

 (ξ0)
= trace


1 0
0 1
2y −2x
A
[
1 0 2y
0 1 −2x
]
D2w
 (ξ0)
= trace ( ˜AD2w)(ξ0) ≤ 0,
since ˜A ≥ 0 and D2w(ξ0) ≤ 0. This is a contradiction. Hence ξ0 ∈ ∂Ω and consequently
w ≤ 0 inΩ. If Lw ≥ 0 inΩ, then for each ε > 0 we set wε = w−εw0 with w0 as in Lemma
4.3. We have Lwε = Lw − εLw0 > 0 and lim supξ→ξ0 wε(ξ) ≤ lim supξ→ξ0 w(ξ) ≤ 0 for
each ξ0 ∈ ∂Ω. By the previous argument, wε ≤ 0 in Ω for each ε > 0, and so w ≤ 0. 
Let
H∗(u) =
[
Y2u −(XYu + YXu)/2
−(XYu + YXu)/2 X2u
]
.
We have
detH(u) = 1
2
trace (H∗(u)H(u)),
and
(4.1) trace (H∗(u)H(3)) = trace (H∗(3)H(u)).
From Theorem 4.1 we obtain the following comparison principle.
Proposition 4.4. Let Ω ⊂ R3 be an open bounded set, u, 3 ∈ C2(Ω) such that u + 3 is
H–convex, and trace {H(u + 3)} > 0. If detH(u) ≥ detH(3) in Ω and u ≤ 3 on ∂Ω, then
u ≤ 3 in Ω.
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Proof. We have
0 ≤ detH(u) − detH(3)
=
1
2
(trace (H∗(u)H(u)) − trace (H∗(3)H(3)))
=
1
2
(trace (H∗(u)H(u − 3)) + trace ((H∗(u) −H∗(3))H(3)))
=
1
2
(trace (H∗(u)H(u − 3)) + trace (H∗(3)H(u − 3))) by (4.1)
=
1
2
trace (H∗(u + 3)H(u − 3))
=
1
2
trace (H∗(u + 3)H(w)),
where w = u − 3 ≤ 0 on ∂Ω. Applying Theorem 4.1 to w with A = H∗(u + 3), the
proposition follows. 
4.1. A comparison Principle. As a consequence of Proposition 4.4 we get that ”cones”
that agreeing with an H–convex function u on the boundary of a ball B are above u inside
B.
Proposition 4.5. Let d(ξ, ξ0) = ‖ξ−10 ◦ ξ‖, ‖ξ‖ = ((x2 + y2)2 + t2)1/4, ξ = (x, y, t), Ω = {ξ ∈
R
3 : 0 < d(ξ, ξ0) < R}, and 3(ξ) = m
(
d(ξ, ξ0)
R
− 1
)
. If m ≥ 0, then 3 is H–convex in Ω,
detH(3) = 0 in Ω, and detH(3) is integrable in ¯Ω.
Proof. If ζ ∈ R3 and g(ξ) = f (ζ ◦ ξ), then Xg(ξ) = (X f )(ζ ◦ ξ) and Yg(ξ) = (Y f )(ζ ◦ ξ).
Therefore we can assume that ξ0 = 0. Let r = (x2 + y2)2 + t2 and h ∈ C1((0,+∞)).
Then Xr = 4x3 + 4xy2 + 4yt, Yr = 4yx2 + 4y3 − 4xt, X2r = Y2r = 12(x2 + y2), YXr =
4t, and XYr = −4t. If u(x, y, t) = h(r), then Xu = h′(r) Xr, Yu = h′(r) Yr, X2u =
h′′(r) (Xr)2 + h′(r) X2r, Y2u = h′′(r) (Yr)2 + h′(r) Y2r, XYu = h′′(r) XrYr + h′(r) XYr,
YXu = h′′(r) YrXr + h′(r) YXr. Thus
(4.2) detH(u) = 48 (x2 + y2)2 {4 r h′′(r) + 3 h′(r)} h′(r).
Therefore detH(u) = 0 if h′(r) = 0 or 4 r h′′(r) + 3 h′(r) = 0, that is, h(r) = C or
h(r) = r1/4. If h(r) = r1/4, then X2h(r) = 3 r−7/4 (y(x2 + y2) − xt)2 ≥ 0 and Y2h(r) =
3 r−7/4 (x(x2 + y2) + yt)2 ≥ 0, and o r1/4 is H–convex in R3 \ {0}.
On the other hand, detH(u) ≤ C r−1/2 and so
∫
r1/4≤R detH(u) dz ≤ C
∫
r1/4≤R r
−1/2 dz =
C
∫ R
0 ρ
Q−1 ρ−2 dρ = C R2, since Q = 4. 
Proposition 4.6. Let u ∈ C2(Ω) be H–convex, with Ω = {ξ ∈ R3 : 0 < d(ξ, ξ0) < R}, and
u ≤ 0 on {ξ ∈ R3 : d(ξ, ξ0) = R}. Then u ≤ 3, where 3 is defined in Proposition 4.5 with
m = −u(ξ0).
Proof. Let ε > 0, ξ0 = (x0, y0, t0), ξ = (x, y, t),
uε(ξ) = u(ξ) + ε (x2 + y2),
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and
3ε(ξ) = −(1 −
√
ε) u(ξ0)
(
d(ξ, ξ0)
(1 − √ε) R − 1
)
.
We first claim that uε(ξ) ≤ 3ε(ξ) for all ξ ∈ ∂Ω and for all ε sufficiently small. Indeed,
if ξ = ξ0, then uε(ξ0) ≤ 3ε(ξ0) if and only if
√
ε (x20 + y20) ≤ −u(ξ0) which holds for
all ε sufficiently small. On the other hand, if d(ξ, ξ0) = R, then 3ε(ξ) = −
√
ε u(ξ0) and
uε(ξ) ≤ ε (x2 + y2) ≤ ε maxd(ξ,ξ0)=R(x2 + y2) = ε M. Hence uε(ξ) ≤ 3ε(ξ) on d(ξ, ξ0) = R if√
ε M ≤ −u(ξ0) which again holds for all ε sufficiently small.
We also have
(4.3) detH(uε) = detH(u) + 2ε traceH(u) + 4 ε2 > 0 = detH(3ε)
in Ω, and trace {H(uε + 3ε)} = traceH(u) + 8 ε + traceH(3ε) > 0. Therefore from Propo-
sition 4.4 we get uε ≤ 3ε in Ω, and the proposition follows letting ε → 0.

As a consequence of these propositions we get the following extension of Theorem 3.1
needed in the proof of the maximum principle Theorem 5.5.
Theorem 4.7. Let Ω = {ξ ∈ R3 : 0 < d(ξ, ξ0) < R}, and let 3 ∈ C2( ¯BR(ξ0)) be H–convex
in Ω satisfying 3 = 0 on ∂BR(ξ0) and set u(ξ) = −3(ξ0)
(
d(ξ, ξ0)
R
− 1
)
. Then
∫
BR(ξ0)
{
detH(u) + 12 (∂tu)2
}
dξ ≤
∫
BR(ξ0)
{
detH(3) + 12 (∂t3)2
}
dξ.
Proof. From Proposition 4.6 we have that 3 ≤ u in BR(ξ0). Let ε > 0, we claim that∫
BR(ξ0)\Bε(ξ0)
{
detH(u) + 12 (∂tu)2
}
dξ
≤
∫
BR(ξ0)\Bε(ξ0)
{
detH(3) + 12 (∂t3)2
}
dξ + O(ε1/4),(4.4)
as ε → 0. We may assume by the invariance of the vector fields that ξ0 = 0. Since the
functions u, 3 are both convex and C2 except at 0, we proceed as in the proof of Theorem
3.1 applied to the open set Ωε = BR(0) \ Bε(0). The sum of the integrals I, II, III and IV
contains now the boundary terms
−
∫
d(ξ)=ε
Y2(u + 3) X(u − 3) Xd|Dd| dσ(ξ) −
∫
d(ξ)=ε
X2(u + 3) Y(u − 3) Yd|Dd| dσ(ξ)
−
∫
d(ξ)=ε
XY(u + 3) X(u − 3) Yd|Dd| dσ(ξ) −
∫
d(ξ)=ε
YX(u + 3) Y(u − 3) Xd|Dd| dσ(ξ),
where d(ξ) = d(ξ, 0). We shall prove that each summand is O(ε1/4). Each of these sum-
mands basically have the same behaviour as ε → 0. Using the computations used in the
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proof of Proposition 4.5, we see for example that
J =
∫
d(ξ)=ε
Y2(u + 3) X(u − 3) Xd|Dd| dσ(ξ)
≤ C
∫
d(ξ)=ε
r−11/4 (x(x2 + y2) + yt)2 (4x3 + 4xy2 + 4yt)2 dσ(ξ)|Dd|
≤ C ε−11/4
∫
d(ξ)=ε
dσ(ξ)
|Dd| .(4.5)
On the other hand, from the coarea formula∫ t
0
∫
d(ξ)=s
dσ(ξ)
|Dd| ds =
∫
d(ξ)≤t
dξ = C t4.
So
∫
d(ξ)=s
dσ(ξ)
|Dd| = C s
3 and inserting this value in (4.5) we obtain that J = O(ε1/4).
Following the method of proof of Theorem 3.1 we integrate by parts once again and we
now obtain the boundary terms∫
d(ξ)=ε
X(u + v) ∂t(u − v) Yd|Dd| dσ(ξ),
and ∫
d(ξ)=ε
Y(u + v) ∂t(u − v) Xd|Dd| dσ(ξ).
These integrals can be handled as before obtaining again that they are O(ε1/4). Therefore
(4.4) holds and the theorem follows letting ε → 0. 
As a consequence of Proposition 4.4 we obtain that H–convex functions are Lipschitz
with respect to the distance d.
Proposition 4.8. Let Ω ⊂ R3 be an open set and u ∈ C(Ω) H–convex inΩ. Then for each
ball ¯B ⊂ Ω there exists a constant CB such that |u(x) − u(y)| ≤ CB d(x, y) for all x, y ∈ B.
Proof. We can assume that u ∈ C2(Ω) and let Bd(x0, 2R) ⊂ Ω. Let y ∈ Bd(x0,R) and
φ(x) = u(x) − u(y) + ε
(
(x1 − y1)2 + (x2 − y2)2
)
; x = (x1, x2, x3), y = (y1, y2, y3), with
x ∈ Bd(y,R). We haveH(φ+Cε d(·, y)) > 0 in Bd(y,R) and φ(x) ≤ Cε d(x, y) for d(x, y) = R
where Cε =
oscBd(x0 ,2R)u + ε diam(Bd(x0, 2R))2
R
. We have detH(φ) ≥ detH(d(·, y)) in
Bd(y,R) \ {y} so by the comparison principle Proposition 4.4 we get that φ(x) ≤ Cε d(x, y)
for x ∈ Bd(y,R). Letting ε → 0 we get u(x) − u(y) ≤ C d(x, y) for x ∈ Bd(y,R) with
C =
oscBd(x0 ,2R)u
R
and y ∈ Bd(x0,R). If x, y ∈ Bd(x0,R/4), then x ∈ Bd(y,R/2) and so
y ∈ Bd(x,R) and by the previous inequality we get u(y) − u(x) ≤ C d(y, x) = C d(x, y).
Therefore we obtain |u(x) − u(y)| ≤ C d(x, y) for all x, y ∈ Bd(x0,R/4). 
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5. Maximum Principle
Proposition 5.1. Let u be H–convex inΩ open and bounded. Suppose u ≤ 0 on ∂Ω. Then
u ≤ 0 in Ω.
Proof. Let ε > 0 and uε(x, y, t) = u(x, y, t) + ε (x2 + y2). We have H(uε) = H(u) + 2ε Id,
so
detH(uε) = detH(u) + 2ε traceH(u) + 4 ε2.
Since detH(ε(x2 + y2)) = 4 ε2, we get detH(uε) ≥ detH(ε(x2 + y2)) in Ω. Also uε ≤
ε(x2 + y2) on ∂Ω, and trace {H(uε + ε(x2 + y2)} = traceH(u) + 8 ε > 0. The proposition
then follows from Proposition 4.4. 
Proposition 5.2. Let u be H–convex inΩ open and bounded. Suppose u ≤ 0 on ∂Ω. Then
u ≤ 0 in Ω. Moreover, if there is ξ0 ∈ Ω such that u(ξ0) = 0 then u ≡ 0 in Ω.
Proof. Define
L := X2 + Y2
the Kohn Laplacian on the Heisenberg group. Since u is H–convex in Ω then traceHu =
Lu ≥ 0. Hence, by the maximum principle for L, we get u ≤ 0 in Ω. Moreover, if there
is ξ0 ∈ Ω such that u(ξ0) = 0 then u has a maximum at an interior point and by strong
maximum principle for L, see [1], we get u ≡ 0 in Ω. 
The following lemma will be used repeatedly in the proof of Proposition 5.4.
Lemma 5.3. Let ξ0 ∈ BR(0) and ξ ∈ Πξ0 ∩ BR(0). Let λ > 0 be such that
ξ′ = ξ0 ◦ δλ(ξ−10 ◦ ξ) ∈ Πξ0 ∩ ∂BR(0).
Suppose u is H–convex in BR(0) and u = 0 on ∂BR(0). Then:
(1) If ξ0 = (x0, y0, t0) and ξ = (0, 0, t0), then λ ≥ 2 and
(5.6) u(ξ) ≤ 1
2
u(ξ0).
(2) If 0 < α, β < 1, α + β < 1, ρ(ξ0) ≤ αR and d(ξ0, ξ) ≤ βR, then λ ≥ 1 − α
β
and
(5.7) u(ξ) ≤ 1 − α − β
1 − α u(ξ0).
Proof. To prove the first part of (1), if η = (x, y, t) ∈ Πξ0 , then we have that
ξ0 ◦ δλ(ξ−10 ◦ η) = (x0 + λ(x − x0), y0 + λ(y − y0), t0 + λ(t − t0)),
in particular, ξ′ = ((1 − λ)x0, (1 − λ)y0, t0). Hence
R4 = ρ(ξ′)4 =
(
(1 − λ)2x20 + (1 − λ)2y20
)2
+ t20
= (1 − λ)4
(
x20 + y
2
0
)2
+ ρ(ξ0)4 − (x20 + y20)2
≤
(
(1 − λ)4 − 1
) (
x20 + y
2
0
)2
+ R4,
and so |1 − λ| ≥ 1. Since λ > 0, it follows that λ ≥ 2.
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To prove the first part of (2) we write
R = ρ(ξ′) = ρ((ξ−10 )−1 ◦ δλ(ξ−10 ◦ ξ)) ≤ ρ(ξ−10 ) + ρ(δλ(ξ−10 ◦ ξ))
= ρ(ξ0) + λ ρ(ξ−10 ◦ ξ) = ρ(ξ0) + λ d(ξ0, ξ)
≤ αR + λ βR,
and so λ ≥ 1 − α
β
.
To prove (5.6) and (5.7), by definition of ξ′ we have that ξ = ξ0 ◦ δ1/λ(ξ−10 ◦ ξ′). From
(2.4) and since u(ξ′) = 0, it follows that u(ξ) ≤
(
1 − 1
λ
)
u(ξ0). Thus (5.6) and (5.7) follow
since u ≤ 0 in BR(0). 
Proposition 5.4. Let u be H–convex and u = 0 on ∂BR(0). Given ξ0 ∈ BR(0) there exists
a positive constant c < 1, depending on d(ξ0, ∂BR(0)), such that
u(0) ≤ c u(ξ0).
Proof. Let ξ0 = (x0, y0, t0) and ξ1 = exp(−x0X − y0Y)(ξ0) = (0, 0, t0) ∈ Πξ0 . We obviously
have that d(ξ1, ξ0) =
√
x20 + y
2
0 ≤ d(0, ξ0) < R. Applying Lemma 5.3(1) with ξ0  ξ0 and
ξ ξ1 we get that
(5.8) u(ξ1) ≤ 12u(ξ0).
We shall prove that there exists a constant C1 > 0 depending only of the distance from
ξ1 to ∂BR(0) such that
(5.9) u(0) ≤ C1 u(ξ1).
To prove (5.9) we may assume ξ1 , 0, and consider two cases.
Case 1. d(ξ1, 0) = |t0|1/2 ≤ R/2.
If t0 > 0, define σ =
√
t0
2
and put
ξ2 = exp(σX)ξ1 = (σ, 0, t0),
ξ3 = exp(σY)ξ2 = (σ, σ, t0 − 2σ2),
ξ4 = exp(−σX)ξ3 = (0, σ, t0 − 2σ2 − 2σ2) = (0, σ, t0 − 4σ2) = (0, σ, 0).
By our choice of σ we have
exp(−σY)ξ4 = (0, 0, t0 − 4σ2) = 0.
Let us remark that
σ =
1
2
d(ξ1, 0) ≤ R/4.
We have
d(ξ1, ξ2) = d(ξ2, ξ3) = d(ξ3, ξ4) = σ;
ρ(ξ2) = 171/4 σ; ρ(ξ3) = 81/4 σ; ρ(ξ4) = σ.
MAXIMUM AND COMPARISON PRINCIPLES ON THE HEISENBERG GROUP 14
Hence ξ2, ξ3, ξ4 ∈ BR. Applying Lemma 5.3(2) with ξ0  ξ1, ξ  ξ2, α = 1/2, and
β = 1/4 we get that
u(ξ2) ≤ 12u(ξ1).
Next, applying Lemma 5.3(2) with ξ0  ξ2, ξ  ξ3, α = 171/4/4, and β = 1/4, we get
that
u(ξ3) ≤ 3 − 17
1/4
4 − 171/4 u(ξ2) <
3
8 u(ξ2).
Applying once again Lemma 5.3(2) now with ξ0  ξ3 and ξ  ξ4, α = 81/4/4, β = 1/4,
we get that
u(ξ4) ≤ 3 − 8
1/4
4 − 81/4 u(ξ3) <
1
2
u(ξ3).
Define
ξ(4) = ξ4 ◦ δλ(ξ−14 ) ∈ Πξ4
and choose λ > 0 such that ξ(4) ∈ ∂BR. Applying Lemma 5.3(2) now with ξ0  ξ4 and
ξ 0, α = 1/4, β = 1/4, we get that
u(0) ≤ 23 u(ξ4).
This completes the proof of (5.9) for t0 > 0.
If t0 < 0, define σ =
√−t0
2
and put
ξ2 = exp(σY)ξ1 = (0, σ, t0),
ξ3 = exp(σX)ξ2 = (σ, σ, t0 + 2σ2),
ξ4 = exp(−σY)ξ3 = (σ, 0, t0 + 4σ2).
By our choice of σ we have
exp(−σX)ξ4 = (0, 0, t0 + 4σ2) = 0.
Then, arguing as in case t0 > 0, we get (5.9).
Case 2. R/2 < d(ξ1, 0) = |t0|1/2 < R.
Define
(5.10) d := d(ξ1, ∂BR)√
6
=
√
R2 − |t0|√
6
.
Obviously d2 < R2/8. It is not restrictive to assume t0 > 0. We first prove that there exists
a universal constant 0 < C2 < 1 such that
(5.11) u(0, 0, t0 − 4d2) ≤ C2 u(ξ1).
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Let
ξ1 = (0, 0, t0)
ξ2 = exp(dX)(ξ1) = (d, 0, t0)
ξ3 = exp(dY)(ξ2) = (d, d, t0 − 2d2)
ξ4 = exp(−dX)(ξ3) = (0, d, t0 − 4d2)
ξ5 = exp(−dY)(ξ4) = (0, 0, t0 − 4d2).
We have ξi+1 ∈ Πξi for i = 1, 2, 3, 4. Let
ξ
(1)
2 = exp(λdX)(ξ1) = (λd, 0, t0) = ξ1 ◦ δλ(ξ−11 ◦ ξ2),
with λ > 0 such that ξ12 ∈ Πξ1 ∩ ∂BR. Then
R4 = ρ(ξ(1)2 ) = λ4d4 + t20 = λ4d4 + (R2 − 6d2)2 = (λ4 + 36)d4 + R4 − 12d2R2,
and so
12R2 = (λ4 + 36)d2 ≤ (λ4 + 36)R2/8
which yields λ > 2. Hence,
u(ξ2) ≤ (1/2)u(ξ1).
We have
ρ(ξ2)4 = d4 + t20 = d4 + (R2 − 6d2)2
= 37d4 + R4 − 12R2d2 = d2(37d2 − 12R2) + R4
≤ d2(37/8 − 12)R2 + R4 =
(
1
8
(
37
8
− 12
)
+ 1
)
R4 < R4,
and
d(ξ2, ξ3) = d ≤ 1√
8
R.
If
ξ
(2)
3 = exp(λdY)(ξ2) = (d, λd, t0 − 2λd2) = ξ2 ◦ δλ(ξ−22 ◦ ξ3)
and we pick λ > 0 such that ξ23 ∈ Πξ2 ∩ ∂BR, then applying Lemma 5.3(2) with ξ0  ξ2,
ξ ξ3, α =
4
√
1
8
(
37
8 − 12
)
+ 1, and β = 1√
8
, we get that
u(ξ3) ≤
√
8 − 4
√
5 − 1√
8 − 4
√
5
u(ξ2) < 15 u(ξ2).
Next,
ρ(ξ3)4 = (2d2)2 + (t0 − 2d2)2 = 4d4 + (R2 − 8d2)2 = 68d4 − 16R2d2 + R4
≤ d2R2(68/8 − 16) + R4 ≤
(
1
8
(
68
8 − 16
)
+ 1
)
R4 < R4,
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and
d(ξ3, ξ4) = d ≤ 1√
8
R.
Let
ξ
(3)
4 = exp(−λdX)(ξ3) = ((1 − λ)d, d, t0 − 2d2 − 2λd2) = ξ3 ◦ δλ(ξ−13 ◦ ξ4),
with λ > 0 such that ξ(3)4 ∈ ∂BR ∩ Πξ3 . Applying Lemma 5.3(2) with ξ0  ξ3, ξ  ξ4,
α =
4
√
1
8
(
68
8 − 16
)
+ 1 = 1
2
, and β = 1√
8
, we get that
u(ξ4) < 14u(ξ3).
We have
ρ(ξ4)4 = d4 + (t0 − 4d2)2 = d4 + (R2 − 10d2)2 = 101d4 + R4 − 20R2d2
= (101d2 − 20R2)d2 + R4 ≤ (101/8 − 20)R2d2 + R4
≤
(
1
8
(
101
8
− 20
)
+ 1
)
R4 < R4,
and
d(ξ4, ξ5) = d ≤ 1√
8
R.
Letting
ξ
(4)
5 = exp(−λdY)(ξ4) = (0, (1 − λ)d, t0 − 4d2) = ξ4 ◦ δλ(ξ−14 ◦ ξ5)
with λ > 1 such that ξ(4)5 ∈ Πξ4 ∩ ∂BR, and applying Lemma 5.3(2) with ξ0  ξ4, ξ ξ5,
α =
4
√
1
8
(
101
8 − 20
)
+ 1 =
4√5√
8
, and β = 1√
8
, we get that
u(ξ5) ≤ 15u(ξ4).
Thus, inequality (5.11) follows.
We now iterate the inequality (5.11). Let d0 = d (defined in 5.10), t1 = t0 − 4 d20, and in
general
t j+1 = t j − 4 d2j , and d2j =
R2 − t j
6 .
We have d2j+1 =
R2 − t j+1
6 =
R2 − t j + 4 d2j
6 =
(
1 + 23
)
d2j . Thus,
tN+1 = t0 − 4
N∑
j=0
d2j = t0 − 4 d20
N∑
j=0
(
1 + 2
3
) j
= t0 − (R2 − t0)

(
1 + 23
)N+1
− 1
 .(5.12)
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Pick N such that
tN ≤
R2
4
< tN−1,
which amounts
(5.13) N − 1 < ln
[
3 R2
4(R2 − t0)
]1/ ln(1+2/3)
≤ N.
We have tN < tN−1 < · · · < t1 < t0 and it is easy to check from (5.12), the choice of N
and 5.10 that tN ≥ −R2/4. Therefore (0, 0, t j) ∈ BR(0) \ BR/2(0) for 0 ≤ j ≤ N − 1 and
(0, 0, tN) ∈ BR/2(0). Iterating (5.11) N times, then yields
u(0, 0, tN) ≤ CN1 u(ξ1).
Since 0 < C1 < 1, there is γ > 0 such that C1 = e−γ, and from (5.13) we obtain
u(0, 0, tN) ≤ C1 exp
−γ ln
[
3 R2
4(R2 − t0)
]1/ ln(1+2/3) u(ξ1)
= C1
[
4(R2 − t0)
3 R2
]γ/ ln(1+2/3)
u(ξ1).
Since (0, 0, tN) ∈ BR/2(0), we can apply (5.9) to get u(0) ≤ C1 u(0, 0, tN). Consequently,
u(0) ≤ C21
[
4(R2 − t0)
3 R2
]γ/ ln(1+2/3)
u(ξ1),
which completes the proof of (5.9) in Case 2.
Finally, combining (5.8) and (5.9) we obtain the proposition. 
Theorem 5.5. Let u ∈ C2(BR) be H–convex, u = 0 on ∂BR. If
u(ξ0) = min
BR
u,
then there exists a positive constant c, depending on d(ξ0, ∂BR), such that
|u(ξ0)|2 ≤ c
∫
BR
(detH(u) + 12 u2t ) dz.
Proof. Define
u(0) = −m
and
3(ζ) = m
(
d(ζ, 0)
R
− 1
)
.
We have 3 = u = 0 on ∂BR, 3 is H–convex in BR and 3 ≥ u in BR. From the comparison
principle, Theorem 4.7, we then get∫
BR
{detH(3) + 12 32t } dz ≤
∫
BR
{detH(u) + 12 u2t } dz.
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Moreover,∫
BR
{detH(3) + 12 32t } dz =
(
m
R
)2 ∫
BR
{detH(d(ζ, 0)) + 12 (∂td(ζ, 0))2} dζ
= 12
(
m
R
)2
R2
∫
B1
(∂td(ζ, 0))2dζ
= c1m
2
with
c1 = 12
∫
B1
(∂td(ζ, 0))2dζ > 0.
Let
u(ξ0) = min
BR
u = −m0.
By Proposition 5.4 there exists a constant 0 < c2 < 1 such that
m0 ≤ 1
c2
m.
Hence,
m20 ≤
1
c22
m2 ≤ c1
c22
∫
BR
{detH(u) + 12 u2t } dz.

6. H–Measures
6.1. Oscillation estimate. In this section we prove that if u is H–convex, we can control
the integral of detH(u) + 12(ut)2 locally in terms of the oscillation of u.
Let us start with a lemma on H–convex functions, which is similar to the Euclidean
one for convex functions.
Lemma 6.1. If u1, u2 ∈ C2(Ω) are H–convex, and f is convex in R2 and nondecreasing
in each variable, then the composite function w = f (u1, u2) is H–convex.
Proof. Assume first that f ∈ C2(R2), and set X1 = X, X2 = Y . We have
X jw =
2∑
p=1
∂ f
∂up
X jup,
XiX jw =
2∑
p=1
 ∂ f∂up XiX jup +
2∑
q=1
∂2 f
∂uq∂up
XiuqX jup
 ,
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and for every h = (h1, h2) ∈ R2
〈H(w)h, h〉 =
2∑
i, j=1
XiX jw hi h j
=
2∑
p=1
∂ f
∂up
〈H(up)h, h〉 +
2∑
p,q=1
∂2 f
∂uq∂up
(
2∑
i=1
Xiuqhi)(
2∑
j=1
X juph j)
≥ 0,
since H(up) is non negative definite and ∂ f
∂up
≥ 0 for p = 1, 2, and the matrix
(
∂2 f
∂uq∂up
)
p,q=1,2
is non negative definite.
If f is only continuous, then given h > 0 let
fh(x) = h−2
∫
R2
ϕ
(
x − y
h
)
f (y)dy,
where ϕ ∈ C∞ is nonnegative vanishing outside the unit ball of R2, and
∫
ϕ = 1. Since f
is convex, then fh is convex and by the previous calculation wh = fh(u1, u2) is H–convex.
In particular, wh satisfies Proposition 2.3 and since wh → w uniformly on compact sets as
h → 0, we get that w is H–convex. 
Proposition 6.2. Let u ∈ C2(Ω) be H–convex. For any compact domain Ω′ ⋐ Ω there
exists a positive constant C depending on Ω′ and Ω and independent of u, such that
(6.14)
∫
Ω′
{detH(u) + 12(ut)2} dz ≤ C(oscΩu)2.
Proof. Given ξ0 ∈ Ω let BR = BR(ξ0) be a d–ball of radius R and center at ξ0 such that
BR ⊂ Ω. Let BσR be the concentric ball of radius σR, with 0 < σ < 1. Without loss of
generality we can assume ξ0 = 0, because the vector fields X and Y are left invariant with
respect to the group of translations. Let M = maxBR u, then u − M ≤ 0 in BR. Given ε > 0
we shall work with the function u−M−ε < −ε. In other words, by subtracting a constant,
we may assume u < −ε in BR, for each given positive constant ε; ε will tend to zero at the
end of the proof.
Define
m0 = inf
BR
u,
and
3(ξ) = m0(1 − σ4)R4 (R
4 − ‖ξ‖4).
Obviously 3 = 0 on ∂BR and 3 = m0 on ∂BσR. We claim that 3 is H–convex in BR and
3 ≤ m0 in BσR. Setting r = ‖ξ‖4, h(r) = m0(1 − σ4)R4 (R
4 − r), and following the calculations
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in the proof of Proposition 4.5 we get
detH(3) = 144(x2 + y2)2
(
m0
(1 − σ4)R4
)2
≥ 0,
and
X2h = Y2h = −12 (x2 + y2) m0(1 − σ4)R4 ≥ 0,
because m0 is negative. Hence 3 is H–convex in BR. Since 3 − m0 = 0 on ∂BσR, it follows
from Proposition 5.1 that 3 ≤ m0 in BσR. In particular, 3 ≤ u in BσR.
Let ρ ∈ C∞0 (R2), radial with support in the Euclidean unit ball,
∫
R2
ρ(x) dx = 1, and let
(6.15) fh(x1, x2) = h−2
∫
R2
ρ((x − y)/h) max{y1, y2} dy1dy2.
We have that
(1) If x1 > x2, then there exists h0 > 0 and a neighborhood V of (x1, x2) such that
fh(y1, y2) = y1 for all (y1, y2) ∈ V and for all h ≤ h0.†
(2) There exists a positive constant α such that fh(x, x) = x + α h for all h > 0 and for
all x ∈ R.‡
†If x1 > x2, then there exists a cube Q centered at (x1, x2) such that if (z1, z2) ∈ Q then z1 > z2. Hence
x1 − y1 > x2 − y2 for all |(y1, y2)| < h with h sufficiently small. Then
fh(x1, x2) = h−2
∫
|y|<h
ρ(y/h)(x1 − y1) dy1dy2 = x1 − h−2
∫
|y|<h
ρ(y/h)y1 dy1dy2
= x1 − h
∫ 1
0
t2ρ(t)
∫
S 1
y1 dσ(y) dt = x1.
‡We have
fh(x, x) = h−2
∫
|y|<h
ρ(y/h) max{x − y1, x − y2} dy1dy2
= h−2
∫
|y|<h
ρ(y/h) (x +max{−y1,−y2}) dy1dy2
= x1 + h−2
∫
|y|<h
ρ(y/h) max{−y1,−y2} dy1dy2
= x1 + h−2
∫
|y|<h
ρ(y/h) max{y1, y2} dy1dy2
= x1 + h
∫
|y|<1
ρ(y) max{y1, y2} dy1dy2
= x1 + h
∫ 1
0
t2ρ(t)
∫
S 1
max{y1, y2} dσ(y) dt
= x1 + h
∫ 1
0
t2ρ(t)
∫
S 1
|y1 − y2| + y1 + y2
2
dσ(y) dt
= x1 + h
∫ 1
0
t2ρ(t)
∫
S 1
|y1 − y2|
2
dσ(y) dt = x1 + α h.
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(3) For all h > 0, fh(·, x2) is nondecreasing for each x2 and fh(x1, ·) is nondecreasing
for each x1.
Define
wh = fh(u, 3).
From Lemma 6.1 wh is H–convex in BR. If y ∈ BσR then 3(y) ≤ u(y). If 3(y) < u(y) then
fh(u, 3)(y) = u(y) for h sufficiently small; and if 3(y) = u(y), then fh(u, 3)(y) = u(y) + α h.
Hence ∫
BσR
{detH(u) + 12(∂tu)2} dz =
∫
BσR
{detH(wh) + 12((wh)t)2} dz
≤
∫
BR
{detH(wh) + 12((wh)t)2} dz.(6.16)
Now notice that fh(u, 3) ≥ 3 in BR for all h sufficiently small. In addition, u < 0 and 3 = 0
on ∂BR so fh(u, 3) = 0 on ∂BR. Then we can apply Theorem 3.1 to wh and 3 to get∫
BR
{detH(wh) + 12(∂twh)2} dz ≤
∫
BR
{detH(3) + 12(3t)2} dz
= 48
(
m0
(1 − σ)R4
)2 ∫
BR
(3(x2 + y2)2 + t2) dz
= 48
(
m0
(1 − σ)
)2 ∫
B1
(3(x2 + y2)2 + t2) dz.
This inequality combined with (6.16) yields∫
BσR
{detH(u) + 12(∂tu)2} dz ≤ C (m0)2 ≤ C (oscBRu + ε)2.
The inequality (6.14) then follows letting ε → 0 and covering Ω′ with balls. 
Corollary 6.3. Let u ∈ C2(Ω) be H–convex. For any compact domainΩ′ ⋐ Ω there exists
a positive constant C, independent of u, such that
(6.17)
∫
Ω′
detH(u) dz ≤ C(oscΩu)2.
Corollary 6.4. Let u ∈ C2(Ω) be H–convex. For any compact domainΩ′ ⋐ Ω there exists
a positive constant C, independent of u, such that
(6.18)
∫
Ω′
traceH2(u) dz ≤ CR2oscΩu.
6.2. Measure generated by an H–convex function. We shall prove that the notion∫
detH(u)+ u2t can be extended for continuous and H–convex functions as a Borel mea-
sure. We call this measure the H–measure associated with u, and we shall show that the
map u ∈ C(Ω) → µ(u) is weakly continuous on C(Ω).
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Theorem 6.5. Given an H–convex function u ∈ C(Ω) there exists a unique Borel measure
µ(u) such that when u ∈ C2(Ω),
(6.19) µ(u)(E) =
∫
E
{detH(u) + 12u2t } dz
for any Borel set E ⊂ Ω. Moreover, if uk ∈ C(Ω) are H–convex, and uk → u on compact
subsets of Ω, then µ(uk) converges weakly to µ(u), that is,
(6.20)
∫
Ω
f dµ(uk) →
∫
Ω
f dµ(u),
for any f ∈ C(Ω) with compact support in Ω.
Proof. Let u ∈ C(Ω) be H–convex, and let {uk} ⊂ C2(Ω) be a sequence of H–convex
functions converging to u uniformly on compacts of Ω. By Proposition 6.2
∫
Ω′
{detH(uk) + 12(∂tuk)2} dz
are uniformly bounded, for every Ω′ ⋐ Ω, and hence a subsequence of (detH(uk) +
12(∂tuk)2) converges weakly in the sense of measures to a Borel measure µ(u) on Ω. We
now prove that the map u ∈ C(Ω) → µ(u) ∈ M(Ω), the space of finite Borel measures
on Ω, is well defined. Accordingly, let {3k} ⊂ C2(Ω) be another sequence of H–convex
functions converging to u uniformly on compacts of Ω. Assume (detH(uk) + 12(∂tuk)2)
and (detH(3k) + 12(∂t3k)2) converge weakly to Borel measures µ, µ′ respectively. Let
B = BR ⋐ Ω, and fix σ ∈ (0, 1). Let η ∈ C2( ¯Ω) be an H–convex function such that η = 0
in BσR and η = 1 on ∂BR.§ From the uniform convergence of {uk} and {3k} towards u, given
ε > 0 there exists kε ∈ N such that
−ε
2
≤ uk(x) − 3k(x) ≤ ε2 , for all x ∈
¯B and k ≥ kε.
Hence
uk +
ε
2
≤ 3k + εη
§In the d–ball BR(0), the function η can be constructed as follows. If 3(ξ) = 11 − σ4
( ‖ξ‖4
R4
− σ4
)
and fh
is the function given by (6.15), then define η(ξ) = fh(3, 0) with h sufficiently small.
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on ∂BR for k ≥ kε. Define Ωk = {ξ ∈ BR : uk + ε2 > 3k + εη}. From Theorem 3.1 we have∫
Ωk
{detH(uk) + 12(∂tuk)2} dz ≤
∫
Ωk
detH(3k + εη) + 12(∂t3k + ε∂tη)2
≤
∫
BR
detH(3k) + 12(∂t3k)2 + ε2 C
+ εC
∫
BR
(traceH2(3k) + |∂t3k|)
≤
∫
BR
detH(3k) + 12(∂t3k)2 + ε2 C
+ εC
∫
BR
(
traceH2(3k) + |∂t3k|2 + 1
)
(6.21)
and by Proposition 6.2 and Corollary 6.4 the right hand side is bounded by∫
BR
detH(3k) + 12(∂t3k)2 + εC.
By definition of Ωk and since η = 0 in BσR, it follows that BσR ⊂ Ωk and so by (6.21) we
get
(6.22)
∫
BσR
detH(uk) + 12(∂tuk)2 ≤
∫
BR
detH(3k) + 12(∂t3k)2 + εC,
and letting k → ∞, we get µ(BσR) ≤ µ′(BR) + C ε. Hence if ε → 0 and σ → 1 we obtain
µ(B) ≤ µ′(B).
By interchanging {uk} and {3k} we get µ = µ′.
To prove (6.20), we first claim that it holds when uk ∈ C2(Ω). Indeed, let ukm be an
arbitrary subsequence of uk, so ukm → u locally uniformly as m → ∞. By definition of
µ(u), there is a subsequence ukm j such that µ
(
ukm j
)
→ µ(u) weakly as j → ∞. Therefore,
given f ∈ C0(Ω), the sequence
∫
Ω
f dµ(uk) and an arbitrary subsequence
∫
Ω
f dµ(ukm),
there exists a subsequence
∫
Ω
f dµ(ukm j ) converging to
∫
Ω
f dµ(u) as j → ∞ and (6.20)
follows. For the general case, given k there exists ukj ∈ C2(Ω) such that ukj → uk locally
uniformly as j → ∞. By definition of µ(uk), there exists a subsequence ukjm such that
µ
(
ukjm
)
→ µ(uk) weakly as m → ∞. Let f ∈ C0(Ω), supp f = K ⊂ Ω′ ⋐ Ω. There exists
m1 < m2 < · · · such that
|ukjmk (z) − uk(z)| < 1/k, for all z ∈ Ω
′
,
and ∣∣∣∣∣
∫
Ω
f dµ
(
ukjmk
)
−
∫
Ω
f dµ(uk)
∣∣∣∣∣ < 1/k,
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for k = 1, 2, · · · . Hence 3k = ukjmk → u uniformly in Ω
′ as k → ∞, and so from the
previous claim ∫
Ω
f dµ(3k) →
∫
Ω
f dµ(u), as k → ∞.
Therefore,∣∣∣∣∣
∫
Ω
f dµ(uk) −
∫
Ω
f dµ(u)
∣∣∣∣∣ ≤
∣∣∣∣∣
∫
Ω
f dµ(uk) −
∫
Ω
f dµ(3k)
∣∣∣∣∣ +
∣∣∣∣∣
∫
Ω
f dµ(3k) −
∫
Ω
f dµ(u)
∣∣∣∣∣
≤ 1k +
∣∣∣∣∣
∫
Ω
f dµ(3k) −
∫
Ω
f dµ(u)
∣∣∣∣∣ → 0, as k → ∞,
and the proof of the theorem is complete. 
Corollary 6.6. If u, 3 ∈ C( ¯Ω) are H–convex in Ω, u = 3 on ∂Ω and u ≥ 3 in Ω, then
µ(u)(Ω) ≤ µ(3)(Ω).
6.3. Comparison principle for H–measures.
Theorem 6.7. Let Ω ⊂ R3 be an open bounded set. If u, 3 ∈ C( ¯Ω) are H–convex in Ω,
u ≤ 3 on ∂Ω and µ(u)(E) ≥ µ(3)(E) for each E ⊂ Ω Borel set, then u ≤ 3 in Ω.
Proof. Assume 0 ∈ Ω, ∆ = diam(Ω), ε > 0, and uε(x, y, t) = u(x, y, t) + ε (x2 + y2 − ∆2).
We have x2 + y2 − ∆2 < 0 for (x, y, t) ∈ ¯Ω, so uε < u ≤ v in ∂Ω. Suppose there exists
(xo, yo, to) ∈ Ω such that u(xo, yo, to) > 3(xo, yo, to). Hence the set D = {(x, y, t) ∈ Ω :
uε(x, y, t) > 3(x, y, t)} is non empty for all ε sufficiently small. In addition, ¯D∩∂Ω = ∅. So
¯D ⊂ Ω and uε = 3 on ∂D. By Corollary 6.6 we get µ(uε)(D) ≤ µ(3)(D). On the other hand,
there exist uk ∈ C2(Ω) H–convex in Ω such that uk → u uniformly on compact subsets of
Ω. Let uk,ε(x, y, t) = uk(x, y, t) + ε (x2 + y2 − ∆2). We have from (4.3) that∫
D
{detH(uk,ε) + (uk,ε)2t } dz =
∫
D
{detH(uk) + 2ε traceH(uk) + 4ε2 + (uk)2t } dz
≥ µ(uk)(D) + 4ε2 |D|.
Letting k → ∞ we get from Theorem 6.5 that µ(uε)(D) ≥ µ(u)(D) + 4ε2 |D| > µ(u)(D)
obtaining a contradiction. 
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