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Abstract
This paper presents a new framework for visual bag-of-words (BOW) refine-
ment and reduction to overcome the drawbacks associated with the visual
BOW model which has been widely used for image classification. Although
very influential in the literature, the traditional visual BOW model has two
distinct drawbacks. Firstly, for efficiency purposes, the visual vocabulary
is commonly constructed by directly clustering the low-level visual feature
vectors extracted from local keypoints, without considering the high-level
semantics of images. That is, the visual BOW model still suffers from the
semantic gap, and thus may lead to significant performance degradation in
more challenging tasks (e.g. social image classification). Secondly, typically
thousands of visual words are generated to obtain better performance on a
relatively large image dataset. Due to such large vocabulary size, the subse-
quent image classification may take sheer amount of time. To overcome the
first drawback, we develop a graph-based method for visual BOW refine-
ment by exploiting the tags (easy to access although noisy) of social images.
More notably, for efficient image classification, we further reduce the refined
visual BOW model to a much smaller size through semantic spectral clus-
tering. Extensive experimental results show the promising performance of
the proposed framework for visual BOW refinement and reduction.
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1. Introduction
Inspired by the success of bag-of-words (BOW) in text information re-
trieval, we can similarly represent an image as a histogram of visual words
through quantizing the local keypoints within the image into visual words,
which is known as visual BOW in the areas of image analysis and computer
vision. As an intermediate representation, the visual BOW model can help
to reduce the semantic gap between the low-level visual features and the
high-level semantics of images to some extent. Hence, many efforts have
been made to apply the visual BOW model to image classification. In fact,
the visual BOW model has been shown to give rise to encouraging results
in image classification [1, 2, 3, 4, 5, 6, 7, 8]. In the following, we refer to
the visual words as mid-level features to distinguish them from the low-level
visual features and high-level semantics of images.
However, as reported in previous work [9, 10, 11, 12, 13], the tradi-
tional visual BOW model has two distinct drawbacks. Firstly, for efficiency
purposes, the visual vocabulary is commonly constructed by directly clus-
tering [14, 15, 16] the low-level visual feature vectors extracted from local
keypoints within images, without considering the high-level semantics of
images. That is, although the visual BOW model can help to reduce the
semantic gap to some extent, it still suffers from the problem of seman-
tic gap and thus may lead to significant performance degradation in more
challenging tasks (e.g., social image classification with larger intra-class vari-
ations). Secondly, typically thousands of mid-level features are generated to
obtain better performance on a relatively large image dataset. Due to such
large vocabulary size, the subsequent image classification may take sheer
amount of time. This means that visual BOW reduction becomes crucial
for the efficient use of the visual BOW model in social image classification.
In this paper, our main motivation is to simultaneously overcome these two
drawbacks by proposing a new framework for visual BOW refinement and
reduction, which will be elaborated in the following. It should be noted
that these two drawbacks are usually considered separately in the literature
[10, 11, 12, 13, 9, 17, 18]. More thorough reviews of previous methods can
be found in Section 2.
To overcome the first drawback, we develop a graph-based method to
exploit the tags of images for visual BOW refinement. The basic idea is to
formulate visual BOW refinement as a multi-class semi-supervised learning
(SSL) problem. That is, we can regard each visual word as a “class” and
thus take the visual BOW representation as the initial configuration of SSL.
In this paper, we focus on solving this problem by the graph-based SSL
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Figure 1: Illustration of the proposed framework for visual BOW refinement and reduction
by exploiting the tags of images. The visual BOW refinement is newly proposed in the
present work (i.e. our main contribution), while the visual BOW reduction is mainly
proposed in our short conference version [30].
techniques [19, 20]. Considering that graph construction is the key step of
graph-based SSL, we construct a new L1-graph over images with structured
sparse representation by exploiting both the original visual BOW model
and the tags of images, which is different from the traditional L1-graph
[21, 22, 23] constructed only with sparse representation [24, 25]. Through
semi-supervised learning with such new L1-graph, we can explicitly utilize
the tags of images (i.e. high-level semantics) to reduce the semantic gap
associated with the visual BOW model to some extent.
Although the semantic information can be exploited for visual BOW
refinement using the above graph-based SSL, the vocabulary size of the
refined visual BOW model remains unchanged. Hence, given a large initial
visual vocabulary, the subsequent image classification may still take sheer
amount of time. For efficient image classification, we further reduce the
refined visual BOW model to a much smaller size through spectral clustering
[26, 27, 28, 29] over mid-level features. A reduced set of high-level features is
generated by regarding each cluster of mid-level features as a new higher level
feature. Moreover, since the tags of images has been incorporated into the
refined visual BOW model, we indirectly consider the semantic information
in visual BOW reduction by using the refined visual BOWmodel for spectral
clustering. In the following, our method is thus called as semantic spectral
clustering. When tested in image classification, the reduced set of high-
level features is shown to cause much less time but with little performance
degradation.
In summary, we propose a new framework for visual BOW refinement
and reduction, and the system overview is illustrated in Figure 1. In fact,
upon our short conference version [30], we have made two extra contri-
butions (also see Figure 1): visual BOW refinement, and semantic graph
construction for visual BOW reduction. Moreover, the advantages of the
proposed framework can be summarized as follows: (1) our visual BOW
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refinement and reduction are both efficient even for large image datasets;
(2) when the global visual features are fused for image classification, we can
obtain the best results so far (to the best of our knowledge) on the PASCAL
VOC’07 [31] and MIR FLICKR [32] benchmark datasets, as shown in our
later experiments; (3) although only tested in image classification, our visual
BOW refinement and reduction can be extended to other tasks (e.g. image
annotation).
The remainder of this paper is organized as follows. Section 2 provides
an overview of related work. In Section 3, we develop a graph-based method
to explicitly utilize the tags of images for visual BOW refinement. In Sec-
tion 4, the refined visual BOW model is further reduced to a much smaller
size through semantic spectral clustering. In Section 5, the refined and re-
duced visual BOW models are evaluated by directly applying them to image
classification. Finally, Section 6 gives the conclusions.
2. Related work
Since visual BOW refinement and reduction, and structured sparse repre-
sentation are considered in the proposed framework, we will give an overview
of these techniques in the following.
2.1. Visual BOW refinement
In this paper, visual BOW refinement refers to adding the semantics of
images to the visual BOW model. The main goal of visual BOW refine-
ment is to bridge the semantic gap associated with the traditional visual
BOW model. To the best of our knowledge, there exist at least two types of
semantics which can be exploited for visual BOW refinement: (1) the con-
straints with respect to local keypoints, and (2) the tags of images. Derived
from prior knowledge (e.g. the wheel and window of a car should occur to-
gether), the constraints with respect to local keypoints can be directly used
as the clustering conditions for clustering-based visual BOW generation [9].
However, the main disadvantage of this approach is that the constraints are
commonly very expensive to obtain in practice. In contrast, the tags of
images are much easier to access for social image collections. Hence, in this
paper, we focus on exploiting the tags of images for visual BOW refinement.
Unlike our idea of utilizing the tags of images to refine the visual BOW
model and then improve the performance of image classification, this seman-
tic information can also be directly used as features for image classification.
For example, by combining the tags of images with the global (e.g. color his-
togram) and local (e.g. BOW) visual features, one influential work [17] has
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reported the best classification results so far (to the best of our knowledge)
on the PASCAL VOC’07 [31] and MIR FLICKR [32] benchmark datasets.
However, when the global visual features (actually much weaker than those
used in [17]) are also considered for image classification in this paper, our
later experimental results demonstrate that our method performs better
than [17] on these two benchmark datasets.
Besides the tags of images, other types of information can also be used
to bridge the semantic gap associated with the visual representation. In
[33, 28, 34, 1], local or global spatial information is incorporated into the
visual representation, which leads to obvious performance improvements in
image classification. In [35, 36], extra depth information is considered for
image classification in the ImageCLEF 2013 Robot Vision Task. In [37],
inspired from the biological/cognitive models, a hierarchical structure is
learnt for computer vision tasks. Although the goal of these approaches is
the same as that of our method, we focus on utilizing the tags of images
to bridge the semantic gap in this paper. In fact, the spatial, depth, or
hierarchical information can be similarly added to our refined visual BOW
model. For example, our refined visual BOW model can be used just as the
original one to define spatial pyramid matching kernel [1].
2.2. Visual BOW reduction
The goal of visual BOW reduction is to reduce the visual BOW model
of large vocabulary size to a much smaller size. This is mainly motivated by
the fact that a large visual BOW model causes sheer amount of time in im-
age classification although it can achieve better performance on a relatively
large image dataset. In this paper, to handle this problem, we propose a
semantic spectral clustering method for visual BOW reduction. The distinct
advantage of our method is that the manifold structure of mid-level features
can be preserved explicitly, unlike the traditional topic models [11, 12, 13]
for visual BOW reduction without considering such intrinsic geometric infor-
mation. This is also the reason why our method significantly outperforms
latent Dirichlet allocation [38] (one of the most outstanding methods for
visual BOW reduction in the literature) as shown in our later experiments.
Similar to our semantic spectral clustering, the diffusion map method
proposed in [18] can also exploit the intrinsic geometric information for
visual BOW reduction. However, the main disadvantage of this method
is that it requires fine parameter tuning for graph construction which can
significantly affect the performance of visual BOW reduction. In contrast,
we construct semantic graphs in a parameter-free manner in this paper.
As shown in our later experiments, our spectral clustering with semantic
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graphs can help to discover more intrinsic manifold structure of mid-level
features and thus lead to obvious performance improvements. Moreover,
since we focus on parameter-free graph construction for spectral clustering
in this paper, we only adopt the commonly used technique introduced in
[26], without considering other spectral clustering techniques [27, 18, 28, 29]
developed in the literature.
Although our visual BOW reduction can be regarded as kind of dimen-
sion reduction over mid-level features, it has two distinct advantages over
the traditional dimension reduction approaches [39, 40] directly using spec-
tral embedding. Firstly, each higher level feature learnt by our visual BOW
reduction is actually a group of mid-level features which tend to be seman-
tically related as shown in Figure 4. However, the traditional dimension
reduction approaches performing spectral embedding over all the data fail
to give explicit explanation of each reduced feature, since they directly utilize
the eigenvectors of the Laplacian matrix to form the new feature represen-
tation. Secondly, our visual BOW reduction by semantic spectral clustering
over mid-level features takes much less time than the traditional dimension
reduction approaches by spectral embedding with graphs over all the data.
2.3. Structured sparse representation
In this paper, we formulate visual BOW refinement as a multi-class
graph-based SSL problem. Considering that graph construction is the key
step of graph-based SSL, we develop a new L1-graph construction method
using structured sparse representation, other than the traditional L1-graph
construction method only using sparse representation. As compared with
sparse representation, our structured sparse representation has a distinct
advantage, i.e., the extra structured sparsity can be induced into L1-graph
construction and thus the noise in the data can be suppressed to the most
extent. In fact, the structured sparsity penalty used in this paper is de-
fined as L1-norm Laplacian regularization, which is formulated directly over
all the eigenvectors of the normalized Laplacian matrix. Hence, our new
L1-norm Laplacian regularization is different from the p-Laplacian regular-
ization [41] as an ordinary L1-generalization (with p = 1) of the traditional
Laplacian regularization (see further comparison in Section 3.2). In this pa-
per, we focus on exploiting the manifold structure of the data for L1-graph
construction with structured sparse representation, regardless of other types
of structured sparsity [42, 43] used in the literature.
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Figure 2: Illustration of visual BOW refinement from a multi-class graph-based SSL view-
point. Each column denote a visual word vwj(j = 1, ...,Mv), while each row denotes an
image imi(i = 1, ..., n). Here, each column actually provides an initial configuration (e.g.
labeled and unlabeled data along vwMv ) of graph-based SSL for a single class.
3. Visual BOW refinement
This section presents our visual BOW refinement method in detail. We
first give our problem formulation for visual BOW refinement from a graph-
based SSL viewpoint, and then construct a new L1-graph using structured
sparse representation for such graph-based SSL. Finally, we provide the com-
plete algorithm for our visual BOW refinement based on the new L1-graph.
3.1. Problem formulation
In this paper, we focus on visual BOW refinement by exploiting the tags
of images, which are easy to access for social image collections. Similar to
the formation of the visual BOW model, we generate a new textual BOW
model with the tags of images. This means that our goal is actually to
refine the visual BOW model based on the textual BOW model. As stated
in Section I, we can transform visual BOW refinement into a multi-class
SSL problem, which is also illustrated in Figure 2. Although this multi-
class problem can be solved by many other machine learning techniques, we
only consider the graph-based SSL method [20] in this paper. The problem
formulation is elaborated as follows.
Let Y ∈ Rn×Mv denote the visual BOW model and A ∈ Rn×n denote
the kernel (affinity) matrix computed over the textual BOW model, where
n is the number of images and Mv is the number of visual words. In this
paper, we only adopt linear kernel to define the similarity matrix over the
textual BOW model. By directly setting the weight matrix W = A, we
construct an undirected graph G = {V,W} with its vertex set V being the
set of images. The normalized Laplacian matrix of G is given by
L = I −D−1/2WD−1/2, (1)
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where I is an identity matrix and D is a diagonal matrix with its i-th
diagonal element being the sum of the i-th row of W . The normalized
Laplacian matrix L is nonnegative definite.
Based on the above preliminary notations, the problem of visual BOW
refinement can be formulated from a multi-class graph-based SSL viewpoint
as illustrated in Figure 2:
F ∗ = argmin
F
1
2
||F − Y ||2F +
λ
2
tr(F TLF ), (2)
where F ∈ Rn×Mv denotes the refined visual BOW model, λ denotes the
positive regularization parameter, and tr(·) denotes the trace of a matrix.
The first term of the above objective function is the fitting constraint, which
means a good F should not change too much from the initial Y . The second
term is the smoothness constraint, which means that a good F should not
change too much between similar images. According to [20], the above
graph-based SSL problem has an analytical solution:
F ∗ = (I + λL)−1Y. (3)
We can clearly observe that the semantic information has been added to the
visual BOW model by defining the normalized Laplacian matrix L using the
tags of images (i.e. the textual BOW model). More notably, such visual
BOW refinement can effectively bridge the semantic gap associated with
the traditional visual BOW model, as shown in our later experiments. The
only disadvantage of the above analytical solution is that it is not efficient
for large image datasets, since it has a time complexity of O(n3).
To apply our visual BOW refinement to large datasets, we have to con-
cern two key subproblems: how to construct the graph efficiently, and how
to solve the problem in Equation (2) efficiently. Moreover, since noisy tags
may be used for our visual BOW refinement, we also need to ensure that our
graph construction is noise-robust. These two subproblems will be addressed
in the next two subsections, respectively.
3.2. L1-Graph construction with structured sparse representation
Considering the important role of G in the above visual BOW refinement,
we first focus on graph construction over images. In the literature, the k-
nearest neighbor (k-NN) graph has been widely used for graph-based SSL,
since the problem in Equation (2) can be solved by the algorithm proposed
in [20] with linear time complexity based on this simple graph (k ≪ n).
However, the k-NN graph suffers from inherent limitations (e.g. sensitivity
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to noise). To deal with the noise (e.g. noisy tags here), a new L1-graph
construction method has recently been developed based on sparse represen-
tation. The basic idea of L1-graph construction is to seek a sparse linear
reconstruction of each image with the other images. Unfortunately, such
L1-graph construction may become infeasible since it takes sheer amount
of time given a large data size n. To make a tradeoff, we only consider
the k nearest neighbors of each image for sparse linear reconstruction of
this image, which thus becomes a much smaller scale optimization problem
(k ≪ n). Moreover, to induce the structured sparsity into L1-graph con-
struction and further suppress the noise in the data, we exploit the manifold
structure of the k nearest neighbors for sparse linear reconstruction of each
image. This L1-graph construction will be elaborated as follows.
We start with the problem formulation for sparse linear reconstruction
of each image in its k-nearest neighborhood. Given an image xi ∈ R
Mt
(i = 1, ..., n) represented by the textual BOW model (of the vocabulary
size Mt), we suppose it can be reconstructed using its k-nearest neighbors
(their indices are collected into Nk(i)) as follows: xi = Biαi + ηi, where
αi ∈ R
k is a vector that stores unknown reconstruction coefficients, Bi =
[xi1 , xi2 , ..., xik ]ij∈Nk(i),j=1,...,k ∈ R
Mt×k is a dictionary with each column
being regarded as a base, and ηi ∈ R
Mt is the noise term. Here, it should
be noted that we just follow the idea of [25] to introduce the noise term ηi
into the linear reconstruction of xi. The main concern is that xi = Biαi
may not be exactly satisfied since we have Mt > k in this paper. Let
B′i = [Bi, I] ∈ R
Mt×(Mt+k) and α′i = [α
T
i , η
T
i ]
T . The linear reconstruction of
xi can be transformed into: xi = B
′
iα
′
i, which is now an underdetermined
system with respect to α′i since we always have Mt < (Mt + k). According
to [44], if the solution (i.e. α′i) with respect to xi is sparse enough, it can be
recovered by solving the following L1-norm optimization problem:
min
α′i
||α′i||1, s.t. xi = B
′
iα
′
i, (4)
where ||α′i||1 is the L1-norm of α
′
i. Given the kernel (affinity) matrix A =
{aij}n×n computed over the textual BOW model (also used as the weight
matrix in Equation (1)), we utilize the kernel trick and transform the linear
reconstruction of xi into: (B
T
i xi) = (B
T
i Bi)αi + (B
T
i ηi). Let yi = B
T
i xi =
[aji]j∈Nk(i) ∈ R
k, Ci = B
T
i Bi = [ajj′ ]j,j′∈Nk(i) ∈ R
k×k, and ζi = B
T
i ηi ∈
Rk. The original L1-norm optimization problem in Equation (4) can be
reformulated as:
min
αi,ζi
||[αTi , ζ
T
i ]||1, s.t. yi = Ciαi + ζi. (5)
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Let C ′i = [Ci, I] ∈ R
k×2k and α′i = [α
T
i , ζ
T
i ]
T , the above problem can be
further transformed into:
min
α′
i
||α′i||1, s.t. yi = C
′
iα
′
i, (6)
which is similar to the original problem in Equation (4). This is a standard
L1-norm optimization problem, and we can solve it just as [21, 25]. In this
paper, we directly use the Matlab toolbox ℓ1-MAGIC
1.
After we have obtained the reconstruction coefficients for all the images
by the above sparse linear reconstruction, the weight matrix W = {wij}n×n
can be defined the same as [21]:
wij =
{
|α′i(j
′)|, j ∈ Nk(i), j
′ = index(j,Nk(i));
0, otherwise,
(7)
where α′i(j
′) denotes the j′-th element of the vector α′i, and j
′ = index(j,Nk(i))
means that j is the j′-th element of the set Nk(i). By setting the weight ma-
trix W = (W +W T )/2, we then construct an undirected graph G = {V,W}
with the vertex set V being the set of images. In the following, this graph
is called as L1-graph, since it is constructed by L1-optimization.
In this L1-graph, the similarity between images is defined as the recon-
struction coefficients of the sparse linear reconstruction solution. However,
the structured sparsity of these reconstruction coefficients is actually ig-
nored in such sparse representation. To address this problem, we further
induce the structured sparsity into L1-graph construction. In this paper, we
only consider one special type of structured information, i.e., the manifold
structure of images. In fact, this structured information can be explored in
sparse representation through Laplacian regularization [19, 20, 45]. Since
the textual BOW model has been used for the above sparse representation,
we define Laplacian regularization with the visual BOWmodel. The distinct
advantage of using Laplacian regularization is that we can induce the extra
structured sparsity into sparse representation and thus suppress the noise
in the data.
To define the Laplacian regularization term for structured sparse repre-
sentation with respect to each image xi, we first compute the normalized
Laplacian matrix as follows:
Li = I −D
−1/2
i YiY
T
i D
−1/2
i , (8)
1http://users.ece.gatech.edu/~justin/l1magic/
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where Yi = [Yj.]j∈Nk(i) with Yj. being the j-th row of the visual BOW model
Y , and Di is a diagonal matrix with its j-th diagonal element being the
sum of the j-th row of YiY
T
i . Here, we define the similarity matrix (i.e.
YiY
T
i ) in the k-nearest neighborhood Nk(i) of xi only with linear kernel. We
further define the Laplacian regularization term for the sparse representation
problem in Equation (5) as αTi Liαi. Let Vi be a k × k orthonormal matrix
with each column being an eigenvector of Li, and Σi be a k × k diagonal
matrix with its diagonal element Σi(j, j) being an eigenvalue of Li (sorted
as Σi(1, 1) ≤ ... ≤ Σi(k, k)). Given that Li is nonnegative definite, we have
Σi ≥ 0. Meanwhile, since LiVi = ViΣi and Vi is orthonormal, we have
Li = ViΣiV
T
i . Hence, α
T
i Liαi can be reformulated as:
αTi Liαi = α
T
i ViΣ
1
2
i Σ
1
2
i V
T
i αi = α
T
i C˜
T
i C˜iαi = ||C˜iαi||
2
2, (9)
where C˜i = Σ
1
2
i V
T
i . That is, we have successfully formulated α
T
i Liαi as an
L2-norm term.
However, if this Laplacian regularization term is directly added into the
sparse representation problem in Equation (5), we would have difficulty in
solving this problem efficiently. Hence, we further formulate an L1-norm
version of Laplacian regularization as:
||C˜iαi||1 = ||Σ
1
2
i V
T
i αi||1. (10)
By introducing noise terms for both linear reconstruction and L1-norm
Laplacian regularization, we transform the sparse representation problem
in Equation (5) into
min
αi,ζi,ξi
||[αTi , ζ
T
i , ξ
T
i ]||1,
s.t. yi = Ciαi + ζi, 0 = C˜iαi + ξi, (11)
where the reconstruction error and Laplacian regularization with respect to
αi are controlled by ζi and ξi, respectively. Let α
′
i = [α
T
i , ζ
T
i , ξ
T
i ]
T , C ′i =[
Ci I 0
C˜i 0 I
]
, and y′i = [y
T
i , 0
T ]T . We finally solve the following structured
sparse representation problem for L1-graph construction:
min
α′i
||α′i||1, s.t. y
′
i = C
′
iα
′
i, (12)
which takes the same form as the original sparse representation problem in
Equation (6). The weight matrix W of the L1-graph G = {V,W} can be
defined the same as Equation (7).
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As we have mentioned, our L1-norm Laplacian regularization can be
smoothly incorporated into the original sparse representation problem in
Equation (5). However, this is not true for the traditional Laplacian regu-
larization, which may introduce extra parameters (hard to tune in practice)
into the L1-optimization for sparse representation. More importantly, our
L1-norm Laplacian regularization can induce the extra structured sparsity
(i.e. the sparsity of the noise term ξi), which is not ensured by the tra-
ditional Laplacian regularization. It should be noted that the p-Laplacian
regularization [41] can also be regarded as an L1-generalization of Lapla-
cian regularization with p = 1. By defining a matrix C
(p)
i ∈ R
k(k−1)
2
×k,
the p-Laplacian regularization can be formulated as ||C
(p)
i αi||1 [46], similar
to our L1-norm Laplacian regularization. Hence, we can apply p-Laplacian
regularization similarly to structured sparse representation. However, this
Laplacian regularization causes much more time since C
(p)
i has a much larger
size as compared to the matrix C˜i ∈ R
k×k used by our L1-norm Laplacian
regularization proposed above.
3.3. Efficient visual BOW refinement algorithm
After we have constructed the L1-graph over images with structured
sparse representation, we further solve the visual BOW refinement prob-
lem in Equation (2) using the algorithm proposed in [20]. The complete
algorithm for visual BOW refinement is outlined as follows:
(1) Construct an L1-graph G = {V,W} by solving the structured sparse
representation problem in Equation (12) in the k-nearest neighborhood
of each image.
(2) Compute the matrix S = D−1/2WD−1/2, where D is a diagonal matrix
with its i-th diagonal element being the sum of the i-th row of W .
(3) Iterate F (t+ 1) = αSF (t) + (1− α)Y for visual BOW refinement until
convergence, where the parameter α = λ/(1 + λ) (see the explanation
below).
(4) Output the limit F ∗ of the sequence {F (t)} as the final refined visual
BOW model.
According to [20], the above algorithm converges to F ∗ = (1−α)(I−αS)−1Y ,
which is equal to Equation (3) with α = λ/(1 + λ). Since the structured
sparse representation problem in Equation (12) is limited to k-nearest neigh-
borhood, our L1-graph construction in Step 1 has the same time complexity
12
0 10 20 30 40 50 60 70 80 90 100
0
0.02
0.04
0.06
0.08
0.1
0.12
0.14
0 10 20 30 40 50 60 70 80 90 100
0
0.02
0.04
0.06
0.08
0.1
0.12
0.14
0 10 20 30 40 50 60 70 80 90 100
0
0.02
0.04
0.06
0.08
0.1
0.12
0.14
0 10 20 30 40 50 60 70 80 90 100
0
0.02
0.04
0.06
0.08
0.1
0.12
0.14
H
IK
=
 0
.2
2
H
IK
=
 0
.9
1
0 10 20 30 40 50 60 70 80 90 100
0
0.02
0.04
0.06
0.08
0.1
0.12
0.14
0 10 20 30 40 50 60 70 80 90 100
0
0.02
0.04
0.06
0.08
0.1
0.12
0.14
0 10 20 30 40 50 60 70 80 90 100
0
0.02
0.04
0.06
0.08
0.1
0.12
0.14
0 10 20 30 40 50 60 70 80 90 100
0
0.02
0.04
0.06
0.08
0.1
0.12
0.14
H
IK
=
 0
.2
3
H
IK
=
 0
.9
3
Refined visual BOWOriginal visual BOWImageTags
Bus,
Japan, 
Red, 
Tokyo 
Bus,
Yellow, 
Road
Bike,
Yellow,
Shrub
Bike,
Bench, 
Baggage 
Figure 3: Illustrative comparison between the refined and original visual BOW models.
The similarity of two histograms is measured by histogram-intersection kernel (HIK). It
can be observed that the intra-class variations due to scale changes and cluttered back-
grounds can be reduced by our visual BOW refinement.
(with respect to the data size n) as k-NN graph construction. Moreover,
given that S is very sparse, Step 3 has a linear time complexity. Hence, the
proposed algorithm can be applied to large datasets.
To give an explicit explanation of the refined visual BOW model F ∗,
we show the illustrative comparison between the refined and original visual
BOW models in Figure 3. Here, we conduct the experiment of visual BOW
refinement on a subset of the PASCAL VOC’07 dataset [31]. The immedi-
ate observation from Figure 3 is that the intra-class variations due to scale
changes and cluttered backgrounds can be reduced by our visual BOW re-
finement in terms of HIK values. That is, the semantic gap associated with
the original visual BOW is indeed bridged to some extent by exploiting the
tags of images. Another interesting observation from Figure 3 is that some
visual words of the refined visual BOW model tend to be explicitly related to
the high-level semantics of images. For example, the visual word marked by
an orange box is clearly shown to be related to “bike”, considering that this
visual word becomes dominative (originally far from dominative) in the his-
togram of the fourth image after visual BOW refinement. Such observation
further verifies the effectiveness of our visual BOW refinement.
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4. Visual BOW reduction
This section presents our visual BOW reduction on the refined visual
BOW model F ∗ in detail. We first formulate visual BOW reduction as
a semantic spectral clustering problem, and then construct two semantic
graphs with the refined visual BOW model for such spectral clustering.
Finally, we provide the complete algorithm for visual BOW reduction with
the constructed semantic graphs.
4.1. Problem formulation
Since the semantic information has been successfully exploited for visual
BOW refinement in Section 3, the semantic gap associated with the visual
BOW model can be bridged to some extent. However, the vocabulary size
of the refined visual BOW model remains unchanged, which means that the
subsequent image classification may still take sheer amount of time given a
large initial visual vocabulary. In this paper, for efficient image classification,
we further reduce the refined visual BOW model to a much smaller size. To
explicitly preserve the manifold structure of mid-level features, we formulate
visual BOW reduction as spectral clustering over mid-level features just as
our short conference version [30], which is also shown in Figure 1. The goal
of spectral clustering is to extract a reduced set of higher level features from
the original large vocabulary of mid-level features. In this paper, spectral
clustering of mid-level features is selected for visual BOW reduction, because
it can give explicit explanation of each reduced feature (also see Figure 4).
However, this is not true for the traditional dimension reduction methods
directly using spectral embedding over images (or other similar techniques),
since the meaning of each dimension in the reduced space is unknown. In
the following, we will elaborate the key step of spectral clustering used for
our visual BOW reduction, i.e., spectral embedding over mid-level features.
Given a vocabulary of mid-level features Vm = {mi}
Mv
i=1, we construct
an undirected weighted graph Gs = {Vs,Ws} with its vertex set Vs = Vm
and Ws = [w
(s)
ij ]Mv×Mv , where w
(s)
ij denotes the similarity between two mid-
level features mi and mj. In this paper, the weight matrix Ws is computed
based on the refined visual BOW model F ∗. Since spectral embedding aims
to represent each vertex in the graph as a lower dimensional vector that
preserves the similarities between the vertex pairs, it is actually equivalent
to finding the leading eigenvectors of the normalized graph Laplacian Ls =
I − D
−1/2
s WsD
−1/2
s , where Ds is a diagonal matrix with its (i, i)-element
equal to the sum of the i-th row of Ws. In this paper, we only consider this
type of normalized Laplacian [26], regardless of other normalized versions
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(e.g. [39]). Let {(λ
(s)
i ,v
(s)
i ) : i = 1, ...,Mv} be the set of eigenvalues and the
associated eigenvectors of Ls, where 0 ≤ λ
(s)
1 ≤ ... ≤ λ
(s)
Mv
and ||v
(s)
i ||2 = 1.
The spectral embedding of the graph Gs is represented by
E(K) = (v
(s)
1 , ...,v
(s)
K ), (13)
with the j-th row E
(K)
j. being the new representation for mid-level feature
mj . Given that K < Mv, the mid-level features have actually been repre-
sented as lower dimensional vectors.
Since we have only formulated the key step of spectral clustering (i.e.
spectral embedding) in detail, we will further elaborate graph construction
for spectral clustering and the complete visual BOW reduction algorithm by
spectral clustering in the next two subsections, respectively.
4.2. Graph construction with refined visual BOW model
In this subsection, we focus on graph construction for spectral clustering
of mid-level features. More concretely, based on the refined visual BOW
model F ∗, we construct two graphs over mid-level features, which are differ-
ent only in how we quantify the similarity between mid-level features. The
details of the two graph construction approaches are presented as follows.
The first graph Gs = {Vm,Ws} is constructed by defining the weight
matrix Ws = [w
(s)
ij ]Mv×Mv based on the Pearson product moment (PPM)
correlation [47]. That is, given the refined visual BOW model F ∗, the simi-
larity between mid-level features mi and mj is computed by
w
(s)
ij =
∑n
n=1(F
∗
.i − µi)(F
∗
.j − µj)
(n− 1)σiσj
, (14)
where µi and σi are the mean and standard deviation of F
∗
.i (the i-th column
of F ∗), respectively. If mi and mj are not positively correlated, w
(s)
ij will be
negative. In this case, we set w
(s)
ij = 0 to ensure that the weight matrix Ws
is nonnegative. Moreover, we construct the second graph Gs = {Vm,Ws} by
directly defining the weight matrix Ws in the following matrix form:
Ws = (F
∗)TAF ∗, (15)
where A ∈ Rn×n denotes the similarity (affinity) matrix computed over the
textual BOW model (also used as the weight matrix in Equation (1)). Since
the refined visual BOW model F ∗ used to construct the above two graphs
has taken the tags of images into account, we call them as semantic graphs.
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It should noted that these two graphs have a significant difference: the first
graph is constructed only with the refined visual BOW model F ∗, while the
second graph exploits the textual BOW model besides F ∗. More notable,
the first method using Equation (14) for graph construction is proposed
in our short conference paper [30], while the second method using Equation
(15) is newly proposed in the present work. Since the textual BOW model is
not used in Equation (14), the first method can handle images even without
user-shared tags (just as [30]), which is not the case for the second method
using Equation (15). Meanwhile, our later experiments show that the second
method for graph construction generally outperforms the first method due
to the extra use of the textual BOW model.
The distinct advantage of using the above two graphs for spectral clus-
tering is that we have eliminated the need to tune any parameter for graph
construction which can significantly affect the performance and has been
noted as an inherent weakness of graph-based methods. In contrast, the
graph over mid-level features is defined by a Gaussian function in [18] when
each mid-level feature is represented as a vector of point-wise mutual in-
formation. As reported in [18], the choice of the variance in the Gaussian
function affects the performance significantly. More importantly, as shown
in later experiments, our spectral clustering with semantic graphs can help
to discover more intrinsic manifold structure of mid-level features and thus
lead to obvious performance improvements over [18].
4.3. Visual BOW reduction by semantic spectral clustering
After a semantic graph has been constructed based on the refined visual
BOW model, we perform spectral embedding on this graph. In the new low-
dimensional embedding space defined by Equation (13), we reduce the visual
vocabulary Vm into a set of higher level features by k-means clustering. The
complete algorithm for visual BOW reduction is summarized as follows:
(1) FindK smallest nontrivial eigenvectors v
(s)
1 , ...,v
(s)
K of Ls = I−D
−1/2
s WsD
−1/2
s .
Here, Ws can be defined by either Equation (14) or Equation (15).
(2) Form E(K) = [v
(s)
1 , ...,v
(s)
K ], and normalize each row of E
(K) to have
unit length. Here, the i-th row E
(K)
i. denotes the new low-dimensional
feature vector for mid-level feature mi.
(3) Perform k-means clustering on the new low-dimensional feature vectors
E
(K)
i. (i = 1, ...,Mv) to partition the vocabulary Vm ofMv mid-level fea-
tures into K clusters. Here, each cluster of mid-level features denotes
a new higher level feature.
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…
Figure 4: Illustration of the spectral clustering results by our SSC for visual BOW reduc-
tion. The reduced set of high-level features Vh = {hi}
K
i=1 are derived from the original
visual vocabulary Vm = {mj}
Mv
j=1, where each high-level feature refers to a cluster of mid-
level features. It can be observed that the semantically related mid-level features tend to
be grouped together (e.g. wheel and window, or head and fur) by spectral clustering.
The above semantic spectral clustering algorithm is denoted as SSC in the
following. In particular, this algorithm is called SSC1 (or SSC2) when the
weight matrix is defined by Equation (14) (or Equation (15)). It should
be noted that our SSC algorithm can run very efficiently even on a large
dataset when the data size n ≫ Mv, since it has a time complexity of
O(Mv
3 +KMv).
Let Vh = {hi}
K
i=1 be the reduced set of high-level features which are
learnt from the large vocabulary of mid-level features by our SSC algorithm.
According to the spectral clustering results illustrated in Figure 4, the rela-
tionships between high-level and mid-level features can be represented using
a single matrix U = [uij]K×Mv , where uij = 1 if mid-level feature mj oc-
curs in cluster i (i.e. high-level feature hi) and uij = 0 otherwise. The
reduced visual BOW model Y ∗ defined over Vh can be readily derived from
the refined visual BOW model F ∗ defined over Vm as follows:
Y ∗ = F ∗UT . (16)
As compared to the original visual BOW model Y , this reduced visual BOW
model Y ∗ has two distinct advantages: the tags of images have been added
to it to bridge the semantic gap, and it has a much smaller vocabulary size.
Moreover, the semantic information associated with the high-level features is
also explicitly illustrated in Figure 4. We find that the semantically related
mid-level features are grouped together (e.g. wheel and window, or head and
fur) by spectral clustering and thus the high-level features tend to be related
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to the semantics of images (e.g. vehicle, or animal). In the following, the
reduced visual BOW model will be directly applied to image classification.
5. Experimental results
In this section, the proposed methods for visual BOW refinement and
reduction are evaluated in image classification. We first describe the experi-
mental setup, including information of the two benchmark datasets and the
implementation details. Moreover, our methods are compared with other
closely related methods on the two benchmark datasets.
5.1. Experimental setup
We select two benchmark datasets for performance evaluation. The first
dataset is PASCAL VOC’07 [31] that contains around 10,000 images. Each
image is annotated by users with a set of tags, and the total number of
tags used in this paper is reduced to 804 by the same preprocessing step
as [17]. This dataset is organized into 20 classes. Moreover, the second
dataset is MIR FLICKR [32] that contains 25,000 images annotated with
457 tags. This dataset is organized into 38 classes. For the PASCAL VOC’07
dataset, we use the standard training/test split, while for the MIR FLICKR
dataset we split it into a training set of 12,500 images and a test set of
the same size just as [17]. It should be noted that image classification on
these two benchmark datasets is rather challenging, considering that each
image may belong to multiple classes and each class may have large intra-
class variations. Some example images from these two datasets are shown
in Figure 5.
For each dataset, we extract the same feature set as [17]. That is, we
use local SIFT features [48] and local hue histograms [49], both computed
on a dense regular grid and on regions found with a Harris interest-point
detector. We quantize the four types of local descriptors using k-means clus-
tering, and represent each image using four visual word histograms. Here,
we only consider the four types of local descriptors to make a fair com-
parison with [17], and other low-level visual features can be used similarly.
Moreover, following the idea of [1], each visual BOW representation is also
computed over a 3× 1 horizontal decomposition of the image, and concate-
nated to form a new representation that encodes some of the spatial layout
of the image. Finally, by concatenating all the visual BOW representations
into a single representation, we generate a large visual vocabulary of about
10,000 mid-level features just as [17]. In our experiments, we only adopt
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Tags: apartment, livingroom, new
Classes: chair, diningtable, tvmonitor 
Tags: aviary, car
Classes: bird
Tags: canon, food, turkey, wine
Classes: bottle, diningtable, person
Tags: tree, reflection, bokeh, home
Classes: sunset, water
Tags: rose, pink
Classes: flower, plant life
Tags: food
Classes: indoor, people
Figure 5: Example images from PASCAL VOC’07 (top row) and MIR FLICKR (bottom
row) datasets with their tags and classes.
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Figure 6: The cross-validation classification results using the refined visual BOW models
obtained by our SSL-SSR algorithm on the training set of the PASCAL VOC’07 dataset.
k-means clustering for visual BOW generation, regardless of other cluster-
ing techniques [50, 2]. Our main considerations are as follows: (1) we focus
on visual BOW refinement and reduction, but not visual BOW generation;
(2) we can make a fair comparison with the state-of-the-art, since k-means
clustering is commonly used in related work (e.g. [17]).
To evaluate the refined and reduced visual BOW models, we apply them
directly to image classification using SVM with χ2 kernel. Since we actually
perform multi-label classification on the two benchmark datasets, the classi-
fication results are measured by mean average precision (MAP) just the same
as [17]. To show the effectiveness of the refined visual BOW model obtained
by our graph-based SSL with structured sparse representation (SSL-SSR),
we compare it with the original visual and textual BOW models. Moreover,
our SSL-SSR is compared to graph-based SSL with sparse representation
(SSL-SR) and k-NN graph-based SSL (SSL-kNN). In the experiments, the
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Figure 7: The test classification results using the refined visual BOW models on the
two benchmark datasets: (a) comparison between different BOW models; (b) comparison
between different visual BOW refinement methods.
parameters of our SSL-SSR are selected by cross-validation on the train-
ing set. For example, according to Figure 6, we set the two parameters of
our SSL-SSR on the PASCAL VOC’07 dataset as: k = 20 and α = 0.995
(which appear in Steps 1 and 3 of our algorithm proposed in Section 3.3).
In fact, our algorithm is shown to be not much sensitive to the choice of
these parameters, and we select relatively smaller values for k to ensure its
efficient running. For fair comparison, the same parameter selection strat-
egy is used for other visual BOW refinement methods. Finally, our two SSC
methods for visual BOW reduction are compared with diffusion map (DM)
[18], locally linear embedding (LLE), Eigenmap, latent Dirichlet allocation
(LDA) [38], and principal component analysis (PCA). Here, SSC, DM, LLE,
and Eigenmap are used for visual BOW reduction based on nonlinear mani-
fold learning, while LDA actually ignores the manifold structure of mid-level
features and PCA is only a linear dimension reduction method. For fair com-
parison, these methods for visual BOW reduction are all performed over the
refined visual BOW model obtained by our refinement method SSL-SSR.
5.2. Results of visual BOW refinement
To verify the effectiveness of our refined visual BOW model in image
classification, we show the comparison between different BOW models in
Figure 7(a). The immediate observation is that the refined visual BOW
model by our SSL-SSR algorithm significantly outperforms (38% gain for
PASCAL VOC’07 and 19% gain for MIR FLICKR) the original visual BOW
model. That is, the tags of images have been successfully added to the
refined visual BOW model and thus the semantic gap associated with the
original visual BOW model has been bridged effectively. More notably,
our refined visual BOW model is even shown to achieve more than 38%
gains over the original textual BOW model for both of the two benchmark
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Table 1: Comparison of our SSL-SSR method with the state-of-the-art on the two bench-
mark datasets (LVF: local visual features; GVF: global visual features)
Methods LVF GVF Tags PASCAL VOC’07 MIR FLICKR
Winner yes yes no 0.594 –
[17] yes yes yes 0.667 0.623
Ours (LVF) yes no yes 0.673 0.598
Ours (LVF+GVF) yes yes yes 0.697 0.636
datasets. The significant gains over both the original visual and textual
BOW models are due to the fact that our SSL-SSR algorithm can exploit
these two types of BOW models simultaneously for visual BOW refinement.
In other words, the original visual and textual BOWmodels can complement
each other well for image classification. This is also the reason why we have
made much effort to explore them not only in graph-based SSL but also in
L1-graph construction.
The comparison between different visual BOW refinement methods is
further shown in Figure 7(b). In this paper, to effectively explore both vi-
sual and textual BOW models in graph construction, we have developed a
new L1-graph construction method using structured sparse representation
(SSR), which is limited to k-nearest neighborhood so that the L1-graph can
be constructed efficiently even on large datasets. From Figure 7(b), we find
that our SSR method can achieve about 10% gains over the other two graph
construction methods (i.e. SR and kNN). These impressive gains are due
to the fact that the manifold structure of images derived from the original
visual BOW model can be explored by L1-norm Laplacian regularization to
suppress the negative effect of noisy tags, while such important structured
information is completely ignored by the other two graph construction meth-
ods.
The comparison of our SSL-SSR method with the state-of-the-art on
the two benchmark datasets is shown in Table 1 and Figure 8. To the
best of our knowledge, the recent work [17] has reported the best results
so far for image classification on the PASCAL VOC’07 and MIR FLICKR
datasets. However, when the refined visual BOW model (i.e. local visual
features) obtained by our method is fused with the global visual features (i.e.
color histogram and GIST descriptor [51]), our method is shown to achieve
better results than [17] on both of the two benchmark datasets. By further
observation over individual classes, we find that our method outperforms
21
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Figure 8: Comparison of our SSL-SSR method with the state-of-the-art with respect
to individual classes on PASCAL VOC’07 (top row) and MIR FLICKR (bottom row)
datasets. Here, a class marked with * means it should be salient within images.
[17] on most classes. This becomes more impressive given that the present
work makes use of much weaker global visual features than [17] (i.e. two
types vs. seven types). Moreover, from Table 1 and Figure 8, we can also
observe that both [17] and our method obviously outperform the VOC’07
winner due to the effective use of extra tags for image classification.
5.3. Results of visual BOW reduction
In the above subsection, we have just verified the effectiveness of our
visual BOW refinement. In this subsection, we will further demonstrate the
promising performance of our visual BOW reduction. The comparison be-
tween different visual BOW reduction methods is shown in Figure 9, where
the five reduction methods are performed over the same refined visual BOW
model obtained by our SSL-SSR algorithm. We first find that our SSC2 gen-
erally outperforms our SSC1, due to the extra use of the textual BOWmodel
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Figure 9: Comparison between different visual BOW reduction methods when a varied
number of high-level features are learnt from the refined visual BOW model of large
vocabulary size: (a) PASCAL VOC’07; (b) MIR FLICKR.
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Figure 10: Comparison of the reduced visual BOW model obtained by our SSC2 method
with the refined and original visual BOW models in terms of different relative measures:
(a) PASCAL VOC’07; (b) MIR FLICKR. Here, the logarithmic plot is used to show
different relative measures in a single figure for our SSC2 method.
in graph construction for our SSC2. Moreover, we find that our SSC meth-
ods always outperform the other three nonlinear manifold learning methods
(i.e. DM, LLE, Eigenmap) for visual BOW reduction [18]. The reason is
that our SSC methods have eliminated the need to tune any parameter for
graph construction which can significantly affect the performance and has
been noted as an inherent weakness of graph-based methods. Finally, as
compared to the topic model LDA without considering the manifold struc-
ture of mid-level features and the linear dimension reduction method PCA,
our SSC methods using nonlinear manifold learning for visual BOW reduc-
tion are shown to achieve significant gains in all cases. This is really very
expressive, considering the outstanding performance of LDA and PCA in
dimension reduction which has been extensively demonstrated in the litera-
ture.
Although we have just shown the significant gains achieved by our SSC
methods over other visual BOW reduction methods, we still need to com-
pare the reduced visual BOW model obtained by our SSC methods with the
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Table 2: Comparison between the total time (minutes) taken by the reduced (K = 100)
and original visual BOW models for image classification with SVM on MIR FLICKR
Visual BOW models Refinement Reduction Classification Total
Original visual BOW – – 47.9 47.9
Reduced visual BOW 13.4 5.7 15.6 34.7
refined and original visual BOW models so that we can directly verify the
effectiveness of our reduced visual BOW model in image classification. Fig-
ure 10 shows different relative measures of our SSC2 method for visual BOW
reduction. Here, both relative speed and MAP measures are computed over
the refined and original visual BOW models, respectively. In particular,
the efficiency of visual BOW reduction is actually measured by the speed
of image classification with SVM. It should be noted that we only show
“Relative Speed (reduced/refined)” in Figure 10 without considering “Rel-
ative Speed (reduced/original)”, since the refined and original visual BOW
models cause comparable time in image classification. From Figure 10, we
find that our method can reduce the visual vocabulary size (around 10,000)
to a very low level (e.g. K = 100) and thus speed up the run of SVM sig-
nificantly (e.g. 400% and 200% faster for the two datasets, respectively),
but without decreasing MAP obviously as compared to the refined visual
BOW model. Moreover, our method is even shown to achieve speed and
MAP gains simultaneously over the original visual BOW model. When the
total time taken by our method (including visual BOW refinement, visual
BOW reduction, and image classification with the reduced BOW model) is
considered, we find from Table 2 that our method still runs more efficiently
(e.g. 38% faster) than image classification directly with the original visual
BOW model. Here, we run the algorithms (Matlab code) on a computer
with 3GHz CPU and 32GB RAM. Finally, it is noteworthy that our method
can play a more important role in other image analysis tasks (e.g. image
retrieval) that have a higher demand of real-time response during the testing
or querying stage.
6. Conclusions
We have proposed a new framework for visual BOW refinement and re-
duction to overcome the two drawbacks associated with the visual BOW
model. To overcome the first drawback, we have developed a graph-based
SSL method with structured sparse representation to exploit the tags of im-
ages (easy to access for social images) for visual BOW refinement. More
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importantly, for efficient image classification, we have further developed a
semantic spectral clustering algorithm to reduce the refined visual BOW
model to a much smaller size. The effectiveness of our visual BOW re-
finement and reduction has been verified by the extensive results on the
PASCAL VOC’07 and MIR FLICKR benchmark datasets. In particular,
when the global visual features are fused with visual BOW models, we can
obtain the best results so far (to the best of our knowledge) on the two
benchmark datasets.
The present work can be further improved in the following ways: (1) our
visual BOW refinement and reduction can be readily extended to other chal-
lenging applications such as cross-media retrieval and social image parsing;
(2) the depth information can be similarly used by our algorithms instead of
the tags of images, which plays an important role in the ImageCLEF Robot
Vision task; (3) our main ideas can be used reversely to refine the textual
information using visual content.
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