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R E S U M O
Este trabalho trata da solubilidade do problema de valores de fronteira elíp-
tico quasilinear u = f (x; u;Du) em 
 e u = ' na @
; no espaço de Sobolev
W 2;p (
) ; com p > n; seguindo as orientações de Pohoµzaev [19]. Para tanto
lançou-se mão de instrumentos como estimativas a-priori, super e sub-soluções e
teoremas de ponto xo. Ainda foi dada atenção especial ao estudo dos espaços
de Sobolev W k;p (
) ; e em particular dos teoremas de imersão de Sobolev, os
quais também foram utilizados na prova da existência de solução do problema
em questão. A título de completar o trabalho, estudou-se a existência e unicidade
de solução para operadores elípticos no caso clássico.
Palavras-chave: Estimativas A-Priori, Super e Sub-Soluções, Teoremas de Imer-
são de Sobolev, Teoremas de Ponto Fixo.
v
A B S T R A C T
This paper deal with the solvability of the quasilinear elliptic boundary value
problem u = f (x; u;Du) in 
 and u = ' na @
; in the Sobolev spaceW 2;p (
) ;
with p > n; following the Pohoµzaev research [19]. For this, it was used tools
like a-priori estimates, upper and lower-solutions and xed point theorems. It
was still given special attention to Sobolev space W k;p (
) ; in particular of the
Sobolevs imbedding theorems, which were also used in the proof of the existence
of solution for the target equation. In order to complete this work, the existence
and uniqueness of classic solution for elliptic operators was studied as well.
Key words: A-Priori Estimates, Upper and Lower-Solutions, Sobolevs Imbedding
Theorem, Fixed Point Theorems.
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I N T R O D U Ç Ã O
O presente trabalho tem como objetivo principal mostrar, sob determinadas
condições, a existência de solução para o problema de Dirichlet
u = f (x; u;Du) em 

u = ' na @

(1)
no espaço de Sobolev W 2;p (
) ; p > n; onde Du é o gradiente da função u:
Consideramos 
 um domínio limitado de IRn com fronteira sucientemente suave.
Pode-se observar, durante o desenvolvimento do Capítulo IV, que para tanto foi
se exigido uma estimativa a-priori em L1 (
) para a solução do problema (1) ;
no entanto esta necessidade não é considerada um ponto adverso, tendo em vista
que esta questão já foi estudada por Xavier [24].
Uma aplicação deste tipo de situação foi apresentada por Delgado e Suárez
[6] através de um problema de dinâmica populacional, o qual é modelado, para o
caso n = 3; como
 u = n (x) + u (  m (x)u) + (b (x) Du) em 

u = 0 na @

(2)
sendo que  2 IR; 2
3
<  < 2; m 2 Lp (
) ; n 2 L1 (
) ; b 2 (L1 (
))3 ; n  0;
p > 3 e m  m0 > 0: O coeciente m = m(x) está associado com o limite
do crescimento da população, enquanto que o efeito do transporte e a inuência
do meio circundante são responsáveis pelas presenças de b = b(x) e n = n(x);
respectivamente. Neste contexto, qualquer solução positiva de (2) pode ser vista
como a densidade populacional no estado estacionário.
Problemas como (1) são de grande interesse por descreverem uma vasta quan-
tidade de situações. Por exemplo, em um problema de condução de calor não
homogêneo bidimensional a temperatura u (x; y; t) deve obedecer a equação dife-
rencial ut = 2 (uxx + uyy) + g (x; y; t) ; onde 2 é a constante de difusividade
térmica. No estado permanente, u é função exclusiva de x e y e a derivada em
vii
relação ao tempo se anula. Neste caso a equação se reduz a uxx + uyy = f (x; y) ;
e este problema pode ser visto como o problema (1) : Analogamente, se analisar-
mos o movimento de uma membrana elástica delgada com as extremidades xas,
como por exemplo a tampa de um tambor, sujeita a forças externas, este pro-
blema em seu estado estacionário se resume a resolver um problema como (1) :
Além destes casos, podemos encontrar outros ramos da física matemática nos
quais temos situações como (1) a serem resolvidas, dentre eles citamos o caso da
função potencial elétrico num meio dielétrico que não contém cargas elétricas ou
o caso da função energia potencial de uma partícula no espaço livre sobre a qual
atuam somente forças gravitacionais, ou o problema de resolver uma equação da
forma y00 + a (x) y0 + b(x)y = f(x): Estes exemplos servem para ilustrar o porque
de vários autores, dentre os quais [4, 5, 14, 19, 22, 23, 26], dedicarem-se a casos
como (1) :
Ainda mais, a m de se obter tais conclusões faremos também alguns breves
comentários, no Capítulo I, a respeito de espaços Lp; teoria de distribuição, trans-
formada de Fourier, solução fundamental e espaços de Schauder, uma vez que
estes, entre outros assuntos, constituem a base de nosso trabalho.
Já no Capítulo II tratamos, de um modo mais formal, dos espaços de Sobolev,
visto que buscamos obter solução para o problema (1) em W 2;p (
) : Também
dedicamos uma seção especial aos teoremas de imersão, pois eles apresentam-
se como poderosas ferramentas na resolução do problema principal. Além disso,
zemos uma prova bastante cuidadosa desses resultados devido a sua importância
e por não encontrarmos muitas bibliograas em português.
O Capítulo III trata da questão de existência e unicidade de solução para
operadores elípticos no caso clássico. Para isto estudamos o princípio do máximo
forte e vimos algumas estimativas a-priori. Em particular analisou-se o problema
de Dirichlet e os teoremas de ponto xo de Leray-Schauder, estes foram utilizados
no capítulo seguinte.
Por m obtemos, no Capítulo IV, a garantia de solubilidade do problema (1)
baseando-se no método de super e sub-soluções. Vemos também a condição exata
de crescimento da função f (x; s; ) em relação a  2 IRn:
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Vale ainda ressaltar que a forma detalhada com que o conteúdo aqui presente
foi tratado o torna um material possível de ser utilizado como notas de aula e faz
com que sua leitura seja bastante acessível para todos os interessados.
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N O T A Ç Ã O
Antes de iniciarmos nossos estudos vejamos algumas notações básicas.
Seja n 2 IN: Dizemos que o vetor  é um n multiíndice se  = (1; 2; :::; n)
onde os is são, para cada i; inteiros não negativos.
































e para  = (0; 0; :::; 0) denimos D0u = u para toda função u;





 denotará um domínio em IRn; ou seja, um conjunto aberto e conexo;
7. No caso de trabalharmos com 
 limitado ou de medida nita, explicitaremos
no decorrer do texto.
8. A fronteira do conjunto B será representada por @B;
9. A  
 signica que A é um conjunto compacto de 
;
10. kkp ; veja página 1;
11. kk1 ; veja página 1;
12. C10 ; veja página 3;
13. f; veja página 4;
x
14. D0 (
) ; veja página 8;
15. E 0 (
) ; veja página 15;
16. bf; veja página 20;
17. ef; efx; veja página 24;
18. kkC(
) ; veja página 33;
19. kkCm(
) ; veja página 34;
20. kkCm+(
) ; veja página 34;
21. W k (
) ; veja página 35;
22. u+ e u ; veja página 40;
23. W k;p (
) ; veja página 43;
24. kkWk;p(
) ; veja página 43;
25. B1 ! B2; veja página 52;
26. u+; veja página 100;
27. u ; veja página 101:
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C A P Í T U L O I
PRELIMINARES
No presente capítulo serão xadas certas terminologias e alguns resultados a
respeito de espaços Lp e da teoria de distribuições, os quais serão utilizados no de-
senvolver do trabalho. Para isto, supomos que o leitor tenha uma noção básica de
integral de Lebesgue e compreenda expressões como funções mensuráveis, funções
iguais em quase todo ponto e conjunto de medida nula.
Além disso, faremos um breve tratamento da operação de convolução e da
transformada de Fourier, a m de esclarecer o processo utilizado para se obter
solução fundamental de um operador diferencial. Algumas noções a respeito dos
espaços de Schauder também serão tratadas, visto que trabalharemos no Capítulo
III com esta classe de funções.
1.1 Os Espaços Lp (
)
Trabalharemos com funções mensuráveis em 
 e integráveis a Lebesgue. Para









jf jp dx <1

;









Para p =1; L1 (
) é o espaço de Banach das funções essencialmente limitadas
em 
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E, para p = 2; L2 (






No decorrer deste trabalho utilizaremos, em vários momentos, a Desigualdade
de Hölder, a qual diz que se f 2 Lp (











= 1; com a notação própria, mesmo no caso p =1 ou q =1:
DEFINIÇÃO 1.1.1 (O espaço Lploc (




se, e somente se, f : 
! IC for mensurável e para qualquer compacto K de 
Z
K
jf (x)jp dx <1:
Neste caso diremos que a função mensurável f é localmente integrável em
Lp (
) :
PROPOSIÇÃO 1.1.2 (Desigualdade de Interpolação). Considere a função
f 2 Lp (
) \ Lr (
) com 1  p  r <1. Então f 2 Lq (
) para todo p  q  r















DEMONSTRAÇÃO. Caso p = r então  =
1
2
; se q = p temos  = 1 e, para q = r;
 = 0: Nos três casos temos, de fato, a igualdade.
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1.2 Elementos Básicos Sobre Distribuições
Antes de denirmos o que é uma distribuição vejamos algumas idéias a respeito
do espaço das funções testes, o qual está diretamente ligado com esta teoria.
Considere 
 um subconjunto aberto de IRn: Denotaremos o suporte da função
f : 
! IC como o conjunto
S (f) = fx 2 
; f (x) 6= 0g:




) = ff : 
! IC; f 2 C1 e S (f) é compactog :
Este é um espaço vetorial sobre IC e também denotado por D (
) : No caso em
que 
 = IRn; o espaço C10 (
) será simplesmente escrito como C
1
0 ou D.
De modo geral, o conjunto das funções de classe Ck (
) possuindo suporte
compacto será indicado por Ck0 (
) :
EXEMPLO 1.2.1. Para x em IRn; dena
' (x) =
8<: e
1=(kxk2 1); se kxk < 1
0; para kxk  1:
Então ' é uma função teste real. Além disso, se multiplicarmos ' por uma
constante positiva obtemos uma função teste não negativa  de modo que
R
 = 1
e S () = B (0; 1): Aqui kxk2 = x21 + :::+ x2n:
EXEMPLO 1.2.2. Considere 
  IRn um subconjunto aberto. Então, dados a em

 e  > 0; a função
a (x) =
8<: e
1=(kx ak2 ); se kx  ak < 
0; para kx  ak  ;
pertence a C10 e S (
a
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OBSERVAÇÃO: Considere f 2 L1loc (
) e  > 0: A função regularizante da
função f; denotada por f; é denida como














f (x  y)  (y) dy;
onde zemos mudança de variáveis escrevendo f  0 em IRnn
 e onde  é a
função teste real denida no Exemplo 1.2.1.
Alguns resultados de densidade serão utilizados no decorrer do trabalho. Den-
tre eles estão:
TEOREMA 1.2.3. Dados 1  p < 1 e um aberto 
 de IRn; o conjunto das
funções contínuas em 
 é denso em Lp (
) :
DEMONSTRAÇÃO. Consulte [20, Theorem 3.14, pg. 71] ou o leitor veja a referência
[1, Theorem 2.13, pg. 28].
TEOREMA 1.2.4. Conhecidos 1  p < 1 e um aberto 
 de IRn; o conjunto
das funções contínuas em 
; com suporte compacto, é denso em Lp (
) :
DEMONSTRAÇÃO. Veja [25, Teorema 4.1.5].
TEOREMA 1.2.5. Considere f;  : IRn ! IC tais que  2 C00(IRn);
R
 = 1;
  0 e f 2 Lp; 1  p  1: Para cada  > 0 faça f : IRn ! IC como
f (x) =
Z
f (x  y)  (y) dy: (1:2:1)
Então f 2 Lp: Além disso, se p for nito e 0 2 S () então
kf   fkp ! 0 quando ! 0:
DEMONSTRAÇÃO. Para p = 1; obtemos de (1:1:1) queZ
jf (x)j dx 
Z Z
jf (x  y)j  (y) dydx
=
Z Z
jf (x  y)j  (y) dxdy

Z Z
jf (x  y)j dx

 (y) dy = kfk1 ;
Seção 1.2 Elementos Básicos Sobre Distribuições 5
e, portanto f 2 L1:
Quando p =1; temos por (1:2:1) que
jf (x)j 
Z
jf (x  y)j  (y) dy  kfk1
Z
 (y) dy = kfk1
daí
kfk1  kfk1 :
Logo temos que f 2 L1:






















jf (x  y)jp  (y) dy:
Logo Z
jf (x)jp dx 
Z Z





jf (x  y)jp dx

dy = kfkpp :
Assim kfkp  kfkp e, portanto, f 2 Lp; com 1 < p < 1: Para demonstrar
que f ! f em Lp; 1  p < 1; usaremos o argumento de densidade. Neste
caso suponha que a função f seja contínua e possua suporte compacto. Então,
considerando o caso em que p > 1 (quando p = 1 o tratamento é similar), seja q
o expoente conjugado de p: Deste modo temos
jf (x)  f (x)jp =
Z f (x  y)  (y) dy   Z f (x)  (y) dyp

Z














jf (x  y)  f (x)jp  (y) dy;
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donde segue queZ
jf (x)  f (x)jp dx 
Z Z







jf (x  y)  f (x)jp dx

dy:
Assim, sejam S (f) e S () os suportes de f e ; respectivamente. Observando
que a integral acima em y é apenas no suporte de  e que
(x; y)! jf (x  y)  f (x)jp
é uniformemente contínua no compacto A = [S (f) + S ()]S () e, além disso
se anula fora desse conjunto, pois se f (c  s) f (c) 6= 0 para algum s no suporte
de ; temos duas hipóteses a considerar:
1. Se f (c  s) 6= 0, implicaria que c 2 S (f) + S () ou
2. Caso f (c) 6= 0; o que nos diz que c 2 S (f) + S () já que zero pertence a
S () ;
daí vemos que dado um número positivo t; é possível escolher um outro número
positivo  de modo que





; 8 (x; y) 2 A:
Consequentemente kf   fkp < t; completando a prova.
Pode-se mostrar, utilizando argumentos de indução, que a função f 2 C10 se
S(f) for compacto e  2 C10 :
TEOREMA 1.2.6. Sejam 
 um aberto de IRn e 1  p < 1: Então o espaço
C10 (
) é denso em L
p (
) :
DEMONSTRAÇÃO. Ver [25, Teorema 4.2.4].
Um resultado muito empregado nos diz que se K é um subconjunto compacto
não vazio de um aberto 
  IRn; então existe uma função  em C10 (
) que vale
um numa vizinhança de K e 0    1 em 
:
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DEFINIÇÃO 1.2.7 (Partição da Unidade) : Consideremos 
  IRn um aberto
e (')2I uma família de funções teste em 
: Diremos que esta família é uma
partição da unidade se
a) para cada ponto c de 
 existir uma vizinhança Vc do ponto c que intercepta
apenas um número nito dos S (')
0 s;
b) para todo x de 
;
P
2I ' (x) = 1 e
c) sempre que x estiver em 
; ' (x)  0:
DEFINIÇÃO 1.2.8 (Convergência em C10 (
)) : Seja 
 um subconjunto aberto












a) existir um subconjunto compacto K de 




 K; 8j = 1; 2; :::









) converge para a função ' 2 C10 (
) em
C10 (
) quando 'j   '! 0 em C10 (
) :
EXEMPLO 1.2.9. Dada qualquer função teste  e qualquer seqüência (aj)j2IN  IC








que j@ (x)j  M; 8x 2 S ( ) : Como aj ! 0; existe j00 2 IN tal que jajj < ~;





 S ( ) para todo
j = 1; 2; :::; sejam x 2 S ( ) e j  j00; então@'j (x) = j@aj (x)j = jajj j@ (x)j  jajjM < ~M = ;
como queríamos.
DEFINIÇÃO 1.2.10 (Distribuição) : Seja 
  IRn um aberto. Denomina-se
distribuição um funcional linear u : C10 (
)! IC contínuo.
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OBSERVAÇÕES: a) O valor da distribuição u na função teste  será denotado por
hu; i ou u () :
b) Indicaremos por D0 (
) o conjunto das distribuições denidas em C10 (
) :
c) Tendo em vista que qualquer funcional linear é contínuo se, e somente se,
ele for contínuo no ponto zero, então podemos dizer que o funcional linear u













converge a zero em IC:
EXEMPLO 1.2.11. Considerando 
 um aberto de IRn e a um ponto de 
; façamos
ha; 'i = ' (a) : Então a é uma distribuição e é conhecida como distribuição de
Dirac, neste caso, centrada no ponto a:
De fato a é um funcional linear, pois ha; 'i = ' (a) 2 IC e se ';  2 C10 (
)
e  2 IC
ha; '+  i = ('+  ) (a) = ' (a) +  (a) =  ha; 'i+ ha;  i :
Para mostrarmos que a é também contínuo, considere  > 0 e 'j ! 0 em
C10 (
) : Como 'j ! 0 existe um compacto K de 




 K e existe
j00 tal que
'j (x) < ; 8j  j00 e 8x 2 K: Logo, sendo jha; 'ij = j' (a)j ; basta




senão tome j0 = 1:
EXEMPLO 1.2.12. Seja f 2 L1loc (
) : O funcional




f (x) (x) dx; 8 2 C10 (
)
é uma distribuição.
Primeiramente vejamos que Tf é um funcional linear. Assim, sejam  2 IC e
';  2 C10 (
) : Então




jf (x)j j (x)j dx =
Z
S( )




jf (x)j dx 2 IC
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uma vez que f 2 L1loc (
) e












f (x) (x) dx
=  hTf ; 'i+ hTf ;  i :
Agora xemos  > 0: Seja 'j ! 0 em C10 (
) : Então existe um compacto K de





 K; e considerando ~ = 
2M
; onde M =
R
K
jf (x)j dx; existe
j0 2 IN tal que 'j (x) < ~; 8j  j0 e 8x 2 K:
Daí, se j  j0
Tf ; 'j  Z
S('j)
jf (x)j







jf (x)j dx = ~M < ;
mostrando que Tf é contínuo.
Note que a função f do Exemplo 1.2.12 poderia ser tomada em Lploc (
) ; com
1  p < 1; tendo em vista que Lploc (
)  L1loc (
) : Esta inclusão pode ser
mostrada utilizando-se a desigualdade de Hölder.
A proposição seguinte relaciona duas funções f e g de L1loc (
) com seus fun-
cionais lineares contínuos.
PROPOSIÇÃO 1.2.13. Sejam f; g 2 L1loc (
) tais que hTf ;  i = hTg;  i para toda
 2 C10 (
) : Então f = g q:t:p em 
:
DEMONSTRAÇÃO. Sejam K um subconjunto compacto de 
 e ' 2 C10 (
) tal
que ' (x) = 1; 8x 2 VK ; onde VK é uma vizinhança de K: Estendendo f; g e
' por zero em 
nIRn; considere h = f   g: Então 'h 2 L1 (IRn) e para cada
 > 0 considere a regularizada ('h) (x) =
R
('h) (x  y)  (y) dy: Obtemos,
denotando  (z) =  (z=) ;
('h) (x) =
Z
('h) (x  y)  (y) dy =  n
Z
('h) (y)  (x  y) dy
=  n
Z
f (y)' (y)  (x  y) dy  
Z
g (y)' (y)  (x  y) dy

=  n [hTf ; 'i   hTg; 'i] =  n [hTf ;  i   hTg;  i] = 0;
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 = ';  2 C10 (
) : Como ('h) 2 C10 (
) e ('h) ! ('h) em L1; deduzimos




; d (x; @
)  1
n
e kxk  n

;
vemos que f = g q:t:p em 
; uma vez que [1n=1Kn = 
:
Quando não houver confusão de notação, a distribuição Tf será escrita sim-
plesmente como f:
1.3 Operações com Distribuições
Se u e  são duas distribuições conhecidas, a distribuição u+ v é denida de
forma natural, o que equivale a dizer que
hu+ v;  i = hu;  i+ hv;  i para cada  2 C10 (
) :
Com o intuito de denirmos outros tipos de operações envolvendo distribuições,
consideremos dois operadores lineares contínuos L;L0 : C10 (
)! C10 (
) : Dize-
mos que L é o adjunto do operador L0; e vice-versa, se e somente se,Z
(L') dx =
Z
' (L0 ) dx; 8';  2 C10 (
) :
Neste caso escrevemos hL';  i = h';L0 i :
Dizer que o operador linear L é contínuo em C10 (





! 0 em C10 (
) sempre que  j ! 0 em C10 (
) :
Tendo em vista que C10 (
)  L1loc (
)  D0 (
) ; pode-se mostrar que se
L;L0 : C10 (
) ! C10 (
) são operadores lineares contínuos tais que, para toda
';  2 C10 (
) ; hL';  i = h';L0 i ; então existe eL : D0 (
) ! D0 (
) linear de
modo que eL = L em C10 (
) :
EXEMPLO 1.3.1 (Produto por função) : Considere a função f 2 C1 (
) e de-
na o operador L : C10 (
) ! C10 (
) fazendo L' = f': Facilmente podemos
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mostrar que L é um operador linear contínuo e L0 = L: Daí, dada uma dis-
tribuição u; denamos a distribuição fu pondo
hfu;  i = hu; f i ; 8 2 C10 (
) :
Em particular esta fórmula funciona quando f for uma constante.
Um caso interessante é com a distribuição delta de Dirac centrada no ponto
a 2 
; pois
hfa;  i = ha; f i = f (a) (a) = hf (a) a;  i ; 8 2 C10 (
) ;
o que signica que fa = f (a) a:
EXEMPLO 1.3.2 (Derivação) : Sejam ';  2 C10 (
) : Estendendo ' e  por zero
em IRnn













Desta forma o transposto formal do operador L =
@
@xj














; 8 2 C10 (
) e 8u 2 D0 (
) :
Na verdade, por aplicação repetida da fórmula anterior e indução em jj ; onde
 é um multiíndice, vemos que
h@u;  i = ( 1)jj hu; @ i ; 8 2 C10 (
) e 8u 2 D0 (
) :
EXEMPLO 1.3.3. Considere a função de Heaviside deslocada de a 2 IR dada por
Ha (x) =
8<: 1; para x > a0; se x < a:

















= ' (a) = ha; 'i
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EXEMPLO 1.3.4. Sejam f 2 C1 (
) e u 2 D0 (


























































como gostaríamos de mostrar.
Armar que duas distribuições u1; u2 2 D0 (
) são iguais signica dizer que
hu1;  i = hu2;  i ; para cada  2 C10 (
). Contudo podemos dizer também
quando é que duas distribuições u1; u2 2 D0 (
) são iguais em um aberto U de 

dizendo que hu1;  i = hu2;  i ; 8 2 C10 (U) : Fazendo  = 0 em 
nU observamos
que C10 (U)  C10 (
) : Relacionando estes fatos obtemos o seguinte resultado:
TEOREMA 1.3.5. Sejam u1; u2 2 D0 (
) e suponha que todo ponto c de 
 tenha
um aberto Uc contendo c onde
hu1;  i = hu2;  i ;8 2 C10 (Uc) :
Então u1 = u2:
DEMONSTRAÇÃO. Veja [12, Teorema III.1.3, pg. 35].
DEFINIÇÃO 1.3.6 (Suporte de Distribuição) : O suporte da distribuição u de
D0 (
) ; indicado por S (u) ; é a interseção de todos os fechados fora dos quais
u = 0; isto é, hu;  i = 0 para cada  em C10 (
nS (u)) :
EXEMPLO 1.3.7. O suporte da função de Heavisidade Ha é o intervalo fechado
[a;1):
Suponha que c =2 [a;1) e seja r = a  c
2
> 0: Ainda considere a bola B (c; r)




Ha (x)' (x) dx =
Z
B(c;r)
Ha (x)' (x) dx = 0:
Logo c =2 S (Ha) : Também podemos ver que [a;1)  S (Ha) :
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EXEMPLO 1.3.8. S (a) = fag:
Sejam c 2 IR; c > a e r = c  a
2
> 0: Considere também a bola B (c; r) e
' 2 C10 (B (c; r)) : Então ha; 'i = '(a) = 0: Donde temos que c =2 S (a) : Da
mesma forma se tem a inclusão quando c < a e que fag  S (a) :
EXEMPLO 1.3.9. Seja f 2 L1 (
) tal que f = 0 q:t:p: fora do conjunto fechado
F  
: Então f dene uma distribuição e S (f)  F como distribuição.
De maneira simples podemos mostrar que qualquer função contínua no aberto

 pertence a L1loc (
) : Mas, o interessante é podermos vericar que os suportes
de f; como função ou como distribuição, coincidem.
TEOREMA 1.3.10. Suponhamos que as funções u e f; denidas em 
; sejam





= hf;  i 8 2 C10 (
) :







DEMONSTRAÇÃO. Primeiramente adimitamos que S (u) seja compacto. Sendo






 S (u) : Assim S (f) é também compacto. Estendendo f e u por zero
fora de 
; considere, para cada  > 0; a função regularizadora de u





















































dy = f (x) :
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Sabemos que u 2 C10 (
) ; e que f
u! f quando ! 0 uma vez que f é contínua
e tem suporte compacto. Além disso, pelo fato que u
u! u; segue que u possui
derivada clássica em relação a xj e
@u
@xj
= f no sentido clássico.
Agora, dado um ponto c de 
; escolha uma função teste  que vale um numa









=  f + u
@ 
@xj
no sentido de distribuição. Tendo em vista que S ( u) é compacto e que eu =  u
e ef =  f +u @ 
@xj
são contínuas e possuem suportes compactos, vemos, aplicando









=  f + u
@ 
@xj
no sentido clássico. Entretanto  f + u
@ 
@xj
= f e  u = u numa vizinhança de
c: Portanto u possui derivada clássica nesta vizinhança com
@u
@xj
= f no sentido
clássico, completando a prova.
DEFINIÇÃO 1.3.11 (Suporte Singular de Distribuição) : O suporte singular
de uma distribuição u de D0 (
) ; indicado por SS (u) ; é a interseção de todos os
fechados fora dos quais u é C1; isto é, u 2 C1 (
nSS (u)) :
OBSERVAÇÃO: Uma distribuição u 2 D0 (
) é de classe C1 no aberto U de 
 se
existir uma função f : U ! IC de modo que
hu;  i =
Z
f (x) (x) dx; 8 2 C10 (U) :
EXEMPLO 1.3.12. 1) SS (Ha) = fag:
2) Dada u 2 D0 (
) ; então SS (u)  S (u) :
De fato, seja c 2 S (u)c : Então existe r > 0 tal que B (c; r)  S (u)c e,
para ' 2 C10 (B (c; r)) ; hu; 'i = 0: Seja f 2 C1 (B (c; r)) tal que f (x) = 0
8x 2 B (c; r) : Daí
R
f (x)' (x) dx =
R
B(c;r)
f (x)' (x) dx = 0: Portanto
hu; 'i =
Z
f (x)' (x) dx;
donde c 2 SS (u)c :
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DEFINIÇÃO 1.3.13 (O espaço E 0 (
)) : O conjunto das distribuições de suporte
compacto será denotado por E 0 (
) ; ou seja
E 0 (
) = fu 2 D0 (
) ; S (u) é compactog :
TEOREMA 1.3.14. Seja u 2 E 0 (
) : Então existe um único funcional lineareu : C1 (
)! IC tal que
a) eu (') = u (') ; 8' 2 C10 (
) ;
b) eu ( ) = 0 se  2 C1 (
) e S ( ) \ S (u) = ;:
DEMONSTRAÇÃO DA EXISTÊNCIA: Dada f 2 C1 (
) escreva f = f0 + f1; onde
f0 2 C10 (
) e S (f1)\S (u) = ; é uma decomposição qualquer de f nesta forma.
Dena eu (f) = u (f0) ; com eu linear. Assim vemos que é necessário demonstrar
que esta denição independe da decomposição escolhida. Para isto, suponha que
f 2 C1 (
) e que
f = f0 + f1 = ef0 + ef1;
onde f0; ef0 2 C10 (
) e S (f1)\S (u) = ; e S(ef1)\S (u) = ;: Neste caso devemos
mostrar que eu (f0) = eu(ef0): Como f0   ef0 = f1   ef1; resulta que
S

f0   ef0 \ S (u) = ;;
de modo que pelo item b); euf0   ef0 = 0; ou seja, eu (f0) = eu(ef0); como
queríamos.
A Unicidade: Sejam eu1 e eu2 satisfazendo as condições a) e b): Considere a
função  2 C10 (
) valendo um no S (u) : Levando em consideração que qualquer
função f 2 C1 (
) pode ser escrita da forma
f = f + (1   ) f = f0 + f1
onde f0 2 C10 (
) e S (f1) \ S (u) = ;: Então pela linearidade, por b) e por a)
temos que
eu1 (f) = eu1 (f0) + eu1 (f1) = eu1 (f0) = u (f0)
= eu2 (f0) = eu2 (f0) + eu2 (f1) = eu2 (f) ;
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completando a prova.
Pode-se provar que uma forma equivalente de se dizer que o funcional linear
u em C10 (
) é contínuo é mostrar que para cada compacto K de 
 é possível
escolher constantes CK e um número inteiro não negativo NK tal que para toda
 2 C10 (
) com S ( )  K
jhu;  ij  CK
X
jjNK
supK j@ j :
No intuito de estudar distribuições com suporte compacto com um pouco mais
de detalhes vejamos as seguintes denições:
DEFINIÇÃO 1.3.15 (Convergência em C1 (
)) : Consideremos 
 um subcon-






) converge a zero
em C1 (
) se para cada K compacto de 
 e cada inteiro não negativo n; as
derivadas de ordem n de 'j convergem uniformemente a zero em K quando j
tende para o innito.
Naturalmente vemos que a convergência a zero em C10 (
) implica na con-
vergência a zero em C1 (
) :
DEFINIÇÃO 1.3.16 (Distribuições em C1 (
)) : Dizemos que o funcional li-
near u denido em C1 (





) convergindo a zero em C1 (





quando j tende para o innito:
Reunindo estes conceitos pode-se mostrar (veja [12, Teorema III.2.2, pg. 39])
que um funcional linear u de C1 (
) é contínuo quando, e somente quando,
existirem um compacto K de 
; uma constante positiva C e um inteiro não
negativo m tais que
jhu;  ij  C
X
jjm
supK j@ j ; 8 2 C1 (
) :
DEFINIÇÃO 1.3.17 (Convergência em D0 (
)) : Dizemos que uma seqüência
de distribuições (un)n2IN de D0 (
) converge para a distribuição u de D0 (
) se
hun; 'i ! hu; 'i ; 8' 2 C10 (
) :
Seção 1.3 Operações com Distribuições 17
EXEMPLO 1.3.18. Seja ' 2 C10 (
) tal que S (')  B (0; 1); '  0 e
R
' = 1:







De fato, considere  2 C10 (
) : Logo









 (a  y)' (y) dy
=   (a)!  (a) = ha;  i :
EXEMPLO 1.3.19. Seja (Kn)n2IN uma seqüência de compactos tais que Kn 

Kn+1
e [Kn = 
: Assim, tomando ('n)n2IN uma seqüência de funções em C10 (
) tais
que 'n = 1 em uma vizinhança deKn e dada u 2 D0 (
) ; então un = 'nu 2 E 0 (
)
e un converge a u em D0 (
) : Logo E 0 (
) é denso em D0 (
) :
TEOREMA 1.3.20. Considere (un)n2IN uma seqüência de distribuições de D0 (
)
tal que a seqüência numérica (hun; 'i)n2IN seja convergente para cada ' 2 C10 (
) :
Dena
hu;  i = limn!1 hun;  i ;  2 C10 (
) :
Então u 2 D0 (
) :
DEMONSTRAÇÃO. Como un 2 D0 (
) pode-se mostrar facilmente que u é linear.








tal que 'j ! 0 em C10 (












não convirja a zero em C10 (
) : Então existe  > 0
tal que, para todo j0 2 IN; existe j  j0 de modo que

u; 'j  ; ou seja,limn!1 
un; 'j  : Logo, para n  n0;
un; 'j  2 :
Como 'j ! 0 em C10 (
) ; existe um compacto eK de 
 tal que S  'j  eK para
todo j = 1; 2; ::: e para cada multiíndice ; @'j converge uniformemente a zero
em eK: Como un é contínua, fazendo K = eK; existem CK e NK tais que




o que é uma contradição.
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1.4 Propriedades Básicas da Convolução
Suponha que f e g são funções contínuas em IRn e que uma delas possua
suporte compacto, digamos que S (f) seja compacto. EntãoZ
f (y) g (x  y) dy =
Z
S(f)
f (y) g (x  y) dy:
Logo, fazendo uma mudança de variável, vemos que as integraisZ
f (x  y) g (y) dy e
Z
f (y) g (x  y) dy
são iguais. Escrevemos isto pela fórmula
(f  g) (x) =
Z
f (x  y) g (y) dy:
Segue então que f  g = g  f: E, na linguagem de distribuição temos,





onde fx (y) = f (x  y) ; x; y 2 IRn:
Além das regras acima, podemos mostrar que se f e g forem diferenciáveis em
relação à variável xj; então
@
@xj
(f  g) = @f
@xj
 g = f  @g
@xj
e, por um processo indutivo
@ (f  g) = (@f)  g = f  (@g) ;
desde que estas expressões façam sentido.
DEFINIÇÃO 1.4.1 (Convolução de distribuição com função) : Sejam u em
D0 (IRn) e ' 2 C10 (IRn) (ou u 2 E 0 (IRn) e ' 2 C1 (IRn)): A convolução de u
com ' é a função indicada por u  '; a qual calculada no ponto a é hu; 'ai ; ou
seja, para cada a em IRn;
(u  ') (a) = hu; 'ai ;
onde 'a = ' (a  x) ; 8x; a 2 IRn:
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EXEMPLO 1.4.2. Considere c 2 IRn; c a distribuição de Dirac centrada em c e '
em C1 (IRn) : Então
(c  ') (a) = hc; 'ai = hc; ' (a  x)i = ' (a  c) :
Em particular, quando c = 0; isto é, c = 0 = ;   ' = ':
Observamos que u  ' é uma função, na verdade é uma função de classe C1
como nos mostra o:
TEOREMA 1.4.3. Sejam u 2 D0 (IRn) e a função ' 2 C10 (IRn) (ou u 2 E 0 (IRn)
e ' 2 C1 (IRn)); então:
i) A função u  ' é de classe C1: E, para qualquer multiíndice ; valem as
igualdades:
@ (u  ') = (@u)  ' = u  (@') :
ii) S (u  ')  S (u) + S (') :
DEMONSTRAÇÃO. Ver [12, Teorema IV.3.1].
Além destas relações pode-se mostrar que a operação de convolução é as-
sociativa, ou seja, dadas ';  2 C10 (
) e u 2 D0 (
) ; então
(u  ')   = u  ('   ) :
Com base no Exemplo 1.3.19 e sendo válida a relação de associatividade pode-
se vericar que C10 (
) é denso em D
0 (
) :
DEFINIÇÃO 1.4.4 (Convolução com distribuições) : Sejam u1; u2 2 D0 (
)
tal que pelo menos uma delas possua suporte compacto. Então, dada ' 2 C10 (
) ;
faz sentido a expressão u1  (u2  '): Dene-se (u1  u2)  ' = u1  (u2  ') :
EXEMPLO 1.4.5. Considere u 2 D0 (
) e 0 =  a distribuição de Dirac centrada
em zero. Usando o Exemplo 1:4:2 vemos que,
hu  ; 'i = [(u  )  '] (0) = [u  (  ')] (0)
= (u  ') (0) = hu; 'i ;
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donde temos que, u   = u: Por outro lado,
h  u; 'i = [(  u)  '] (0) = [  (u  ')] (0)
= (u  ') (0) = hu; 'i :
Daí resulta que   u = u  :
1.5 Transformada de Fourier
DEFINIÇÃO 1.5.1 (Transformada de Fourier) : Seja f 2 L1 (IRn) : A trans-
formada de Fourier da função f; indicada por bf; é a função
bf () = Z e ixf (x) dx;
onde x   =
Pn
i=1 xjj:
Utilizando o teorema da convergência dominada pode-se mostrar que f̂ é uma
função contínual em IRn: Além disso, bf
1
 kfk1 ;
donde temos que bf é também limitada. De fato, o Lema de Riemann-Lebesgue
nos diz que dada f 2 L1 (IRn) ; então bf ()! 0 quando  ! 0:
Vejamos agora a denição do espaço de Schwarz, chamado de espaço S :
DEFINIÇÃO 1.5.2. O conjunto das funções f de C1 (IRn) com decaimento rápido
no innito, ou seja, para todos os multiíndices  e ; supIRn
x@f (x) <1; é
denominado por S ou S (IRn) :
EXEMPLO 1.5.3. Claramente C10 (IR
n)  S: No entanto, a função f (x) = e jxj2 ;
x 2 IRn é um exemplo clássico de função de S mas que não pertence a C10 (IRn) :





de S converge a zero em S; escrevemos 'j ! 0 em S; se para quaisquer multi-
índices  e ; x@'j (x) tende a zero uniformemente em IR
n: Também diremos
que 'j !  em S quando  j = 'j    ! 0 em S.
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Para quaisquer multiíndices  e ; e ' em S; podemos mostrar, utilizando
integração por partes e integrais repetidas, que
[D' () = b' () ;
e observando que é lícito derivar sob o sinal de integração em relação a qualquer
variável j até ordem jj a expressão b' () = R e ix' (x) dx; podemos obter
dx' () = ( 1)jjDb' () :
Fazendo uso das duas relações anteriores obtemos
TEOREMA 1.5.5. O operador F : S ! S; onde F (f) () = bf () está bem
denido e é contínuo.
DEMONSTRAÇÃO. Antes de checarmos que F : S ! S está bem denido, ob-
servemos primeiro que F é linear e, segundo que para quaisquer multiíndices  e
; e ' 2 S
Db' () =  ( 1)jjdx' () = ( 1)jj \D (x') () :
Mas entãoDb' () = ( 1)jj \D (x') ()  Z e ixD  x' (x) dx = C (; ) ;
onde C (; ) é uma constante, uma vez que ' 2 S: Donde temos que b' ()
também está em S: Portanto F (S)  S; de modo que F está bem denido.
Para mostrarmos que F é contínuo, tomemos uma seqüência ('k)k2IN  S
convergindo a zero em S: Então, considerando  e  multiíndices quaisquer,





















n+1 ! 0; quando k !1;
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visto que ck ! 0 quando k ! 1; demonstrando que F ('k)! 0 em S; comple-
tando a prova do teorema.
Um exemplo interessante de aplicação das relações já vistas é o seguinte:
EXEMPLO 1.5.6. Considere ' (x) = e x
2=2; x 2 IR: Então a função ' é solução de
'0 (x) + x' (x) = 0 e ' (0) = 1:
Aplicando a transformada de Fourier na equação '0 (x)+x' (x) = 0; temos que
ib' ()  1
i
b'0 () = 0 e, donde vemos que b' satisfaz a mesma equação diferencial
anterior. Logo
b' () = b' (0)' () = e 2=2 Z e x2=2dx = (2)1=2 e 2=2:
Daí segue que se ' (x) = e jxj
2=2; x 2 IRn; então b' () = (2)n=2 e jj2=2:
TEOREMA 1.5.7. F : S ! S; onde F (f) () = bf () é continuamente inver-
sível, com
' (x) = (2) n
Z
eixb' () d; 8' 2 S:
DEMONSTRAÇÃO. Considere ' 2 S e a função  (x) = e jxj2=2: Pelo que vimos
no Exemplo 1.5.6 sabemos que b () = (2)n=2 e jj2=2: Agora, dado  > 0; seja
  (x) =  (x) : Deste modo
b  () =  n (2)n=2  (=) :
Assim podemos inverter a ordem de integração nas integrais abaixo para escreverZ
  () e





  () e
 (y x)ddy =
Z













  () e
ixb' () d = (2)n=2 Z ' (x+ z) (z) dz:
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Agora, usando o teorema da convergência dominada e passando o limite com
! 0; chegamos a





 (z) dz = (2)n=2 :
A continuidade de F 1 é análoga a de F :
A importância da transformada de Fourier provém do fato que ela normal-
mente torna a resolução de uma equação diferencial, aparentemente mais com-
plicada, em uma equação mais simples após sua aplicação. E, tendo em vista a
fórmula da inversa, podemos chegar a solução desejada para a equação original.
Algumas relações que auxiliam neste sentido são:
i)
R b' = R 'b ; ii) R ' = (2) n R b'b ;
iii)\'   = b'b ; iv) bb' = (2)n '; onde ' (x) = ' ( x) ;
v) c' = (2) n b'  b :
DEFINIÇÃO 1.5.8 (Distribuição temperada) : Chamamos de distribuição tem-
perada qualquer funcional linear contínuo em S. Indicaremos por S 0 o conjunto
das distribuições temperadas.
OBSERVAÇÕES: a) Uma vez que C10 (IR
n) é denso em S, o espaço S 0 pode ser
olhado como subespaço de D0 (IRn) : Deste modo, S é denso em S 0:
b) Como S  C1 (IRn) ; vemos que E 0  S 0:
Em virtude de i) temos
DEFINIÇÃO 1.5.9. Seja u 2 S 0: A transformada de Fourier de u; indicada porbu; é denida por
hbu;  i = Du; b E ; 8 2 S:
EXEMPLO 1.5.10. Considere a a distribuição de Dirac centrada no ponto a 2 IRn:
EntãoDba; 'E = ha; b'i = b' (a) = Z e ixa' (x) dx = 
e ixa; ' ; 8' 2 S:
Logo, ba = e ixa: Em particular, b = 1:
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Considere agora um subconjunto 
 de IRn e uma função f : 
  IRN ! IR





jf (t; x)j dx <1:
Assim, pelo Teorema de Fubini, a função f é integrável em x para quase todo t; e
portanto podemos denir a transformada de Fourier parcial de f na variável
x pondo ef (t; ) = Z e ixf (t; x) dx:
Como função da variável ; ef é uma função contínua para quase todo t: Donde
temos que ef está em L1loc  
 IRN : Deste modo vemos que a transformada par-
cial de Fourier consiste simplesmente em congelar (manter xas) algumas variáveis
e realizar a transformada de Fourier nas demais.
Às vezes, para enfatizar a transformada de Fourier parcial na variável x; es-
crevemos efx:
No que segue, 1 : IRn  IRN ! IR é a projeção na primeira coordenada.











































e se existir um compacto




 K  IRN :














; dado por F (f) = efx;
onde efx = ef (t; ) = Z e ixf (t; x) dx;
é um operador contínuo e inversível, cuja fórmula da inversa é dada por




eix ef (t; ) d:









i)]Dx' (t; ) = 
e' (t; ) ; ii) gx' (t; ) = ( 1)jjD e' (t; ) ;
iii)
g
Dt ' (t; ) = D

t e' (t; ) :
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DEFINIÇÃO 1.5.12 (Distribuição temperada em x) : Qualquer funcional li-







é dito uma distribuição temperada
















: A transformada de Fourier parcial de u; indicada por eu oueux quando se quer ressaltar a variável em que está sendo realizada a transformada,
é denida por
heu; 'i = hu; e'i ; 8' 2 C10  
;S  IRN :
1.6 Solução Fundamental
Trabalharemos nesta seção no sentido de construir solução fundamental para
alguns operadores diferenciais, embora na seqüência tenhamos usado apenas o
resultado obtido para o operador laplaciano. Para isto, consideremos um intervalo




= : Suponhamos que quiséssemos resolver a equação
du
dx
= f; onde f 2 E 0 (I) :











 f =   f = f:
Neste caso construímos uma solução u: Isto mostra o quão importante é a função
E na presente situação.




um operador diferencial, onde as funções a estão denidas em um aberto 
 de
IRn contendo a origem. Dizemos que E 2 D0 (
) é uma solução fundamental para
o operador P (x;D) se P (x;D)E = :
O teorema seguinte nos explica o porque do nome solução fundamental:
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TEOREMA 1.6.2. Considere P (D) =
P
jjm aD
 um operador diferencial
com coecientes constantes e E 2 D0 (IRn) uma solução fundamental para P (D) :
Sejam u; v 2 E 0 (IRn) e f 2 D0 (IRn) : Então:
a) a equação em D0 (IRn) ; P (D)w = v tem uma solução w = E  v;
b) se P (D)u = f; u = E  f:
DEMONSTRAÇÃO. Observe que pelo fato de v 2 E 0 (IRn) então w = E  v está
bem denida e
P (D)w = P (D) [E  v] = [P (D)E]  v =   v = v;
provando a):
Para vericarmos b); note primeiramente que f 2 E 0 (IRn), uma vez que u está
em E 0 (IRn) e P (D)u = f: Assim faz sentido escrevermos E  f: Ainda mais,
u =   u = [P (D)E]  u = E  [P (D)u] = E  f;
nalizando a prova.
Vejamos como encontrar uma solução fundamental para algumas equações
diferenciais parciais clássicas.
Inicialmente analisemos o operador de Cauchy-Riemann.


















De fato, supondo que este operador tenha uma solução fundamental E tempe-
rada na variável y; tentemos então obter uma solução fundamental dele efetuando






   eE# =  (x) :
Resolvendo esta equação encontramos a solução
eE (x; ) = 2 [H (x) + C ()] ex:
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Mas, se quisermos que eE seja temperada na variável ; e portanto E na variável
y; devemos ter H (x) + C () = 0 sempre que x > 0: Assim, olhando os casos
 > 0 e x > 0 e  < 0 e x < 0; obtemos que C () =  H () : Daí,
eE (x; ) = 2 [H (x) H ()] ex:
De modo que
eE (x; ) =
8<: 2H (x) ex; caso  < 0 e2 [H (x)  1] ex; se  > 0:
Portanto, utilizando a fórmula da inversa para eE (x; ) na variável ; obtemos
















































é uma solução fundamental do operador de Cauchy-Riemann.
Trabalhemos agora com o operador de calor. Isto será considerado no
EXEMPLO 1.6.4. Tomemos o operador de calor




Uma solução fundamental deste operador é






n e jxj2=4t; se t > 0
0; para t  0:
Neste caso pretendemos resolver a equação P (t; x;D)E =  (t)  (x) : Suponha
que E seja uma solução fundamental temperada em relação à variável x: Efe-
tuando a transformada parcial de Fourier nesta variável encontramos
@ eE (t; )
@t
+ jj2 eE (t; ) =  (t) :
28 Capítulo I Preliminares
Com isto, se quisermos que eE seja temperada na variável ; e, portanto E na
variável x; então eE (t; ) = H (t) e tjj2 :
















No entanto, o Exemplo 1.5.6 nos mostra que a transformada de Fourier da função
 (x) = e jxj
2=2; x 2 IR; é b () = (2)1=2 e jj2=2: Assim, com a mudança de
variável j = sj=
p




























































n e jxj2=4t; se t > 0
0; para t  0
é uma solução fundamental para o operador de calor.
Vejamos o caso do operador da onda.




Então uma solução fundamental deste operador é
E+ (t; x) =
8>>>>>>><>>>>>>>:






; se jxj < t
0; caso jxj  t
n = 2;
1
4 jxj (t  jxj) n = 3:
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Suponha que E (x; t) seja uma solução fundamental para o operador de onda




+ jj2 eE =  (t) : (1:6:1)
Uma solução U da equação diferencial ordinária
@2U
@t2
+ jj2 U = 0; com U (0; ) = 0 e U 0 (0; ) = 1
é dada por U (t; ) =
sen (t jj)
jj ; para  6= 0: Portanto, uma solução de (1:6:1) ;
com suporte em t  0; é
eE+ (t; ) = H(t)sen (t jj)jj :
De modo semelhante, contas simples mostram que a distribuição
eE  (t; ) =  H( t)sen (t jj)jj
é uma outra solução de (1:6:1) com suporte em t  0:
Como podemos ver, eE são temperadas na variável : No entanto, como eE
não pertence a L1 (IRn) ; não é possível usar a fórmula de inversão de Fourier para
restaurar as distribuições E: Neste caso, introduzimos um fator de convergência
(dependendo de ) e fazemos  tender a zero. Considere então a função g dada
por g () = e jj: Assim podemos escrever













onde H+ (t) = H (t) e H  (t) =  H ( t) :
Os cálculos não são fáceis, mas nos casos em que n = 1; 2; 3 obtemos
E+ (t; x) =
8>>>>>>><>>>>>>>:






; se jxj < t
0; caso jxj  t
n = 2;
1
4 jxj (t  jxj) n = 3:
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Estudaremos agora um dos operadores diferenciais mais importantes na teoria
das EDPs de segunda ordem, que é o laplaciano. Trabalharemos no intuito de
resolver a equação diferencial
E = : (1:6:2)





; se n > 2
1
2
ln jxj ; para n = 2:
Uma vez que estamos interessados somente em encontrar uma solução funda-





2 + :::+ x
2
n = jxj :
Em outros termos, vejamos se é possível selecionar uma função f; denida em
[0;1); de modo que E (x) = f (jxj) seja uma distribuição temperada. Neste caso
teremos que relacionar o laplaciano de E com o da f:
PROPOSIÇÃO 1.6.7. Considere f uma função de classe C2 denida em [0;1):
Então E (x) = f (jxj) ; r = jxj ; x 2 IRn; é tal que
E (x) = f 00 (r) +
n  1
r










f (r) ; r 6= 0: (1:6:3)
DEMONSTRAÇÃO. Basta observar que, para r 6= 0; @E
@xj






= f 00 (r)
x2j
r2






Daí, somando de j = 1 a j = n; chegamos a expressão (1:6:3) :
Como pretendemos resolver (1:6:2) ; observe que E = 0 fora da origem.
Assim, para que E (x) = f (r) ; devemos resolver
f 00 (r) +
n  1
r
f 0 (r) = 0; com 0 < r <1:
Facilmente pode-se vericar que as soluções desta equação diferencial são
dadas por
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f (r) =
8<: ar2 n + b; se n  3aln(r) + b; para n = 2: (1:6:4)
onde a e b são constantes arbitrárias. Observe que a função E (x) = f (jxj)
é uma função de L1loc (IR
n) e desta forma dene uma distribuição. Iremos ver
que com uma escolha conveniente da constante a; E (x) = f (jxj) é uma solução
fundamental para o laplaciano. Para tanto lançaremos mão da identidade
'    ' = div ('r    r') ;
que é válida para quaisquer funções ' e  de classe C2; onde div é o operador
divergência. Levando em conta que E (x) = f (jxj) é C1 fora da origem, então
se ' 2 C10 (IRn)
hE;'i =
R
E (x)' (x) dx = lim!0+
R
jxjE (x)' (x) dx: (1:6:5)
Logo, se quisermos demonstrar que E é solução fundamental para o laplaciano,




E (x)' (x) dx = ' (0)
para cada ' 2 C10 (IRn) : Assim, dada ' em C10 (IRn) ; tomemos R > 0 tal que
S (')  B (0; R): Uma vez que E = 0 em IRnnf0g; então, obtemos que em
IRnnf0g
E' = E'  'E = div (Er'  'rE)













(Er'  'rE)  nd
onde n é o vetor normal unitário exterior a B; neste caso, à esfera de centro em 0
e raio ; isto é, apontando para a origem, e d é o elemento de área nesta esfera.
Note que a integral em jxj = R é nula, pois S (')  B (0; R): Por outro lado, se
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denotarmos por _x a variável em Sn 1 = fx; jxj = 1g e d _ o elemento de área em


















= r'  n; rE =  f 0 (r)n e n =   _x: No entanto, de (1:6:4) ;




( _x) n 1 ! 0 e
f 0 ()' ( _x) n 1 !
8<: a (2  n)' (0) ; se n > 2a' (0) ; para n = 2
uniformemente em _x de Sn 1: Daí, usando (1:6:5) ; trocando ' por '; temos
hE;'i =
8><>:
a (2  n)' (0)
Z
Sn 1




d _ = 2a' (0) ; se n = 2:
Portanto basta escolher a =
1
(2  n)!n
; onde !n é a área da esfera unitária em
IRn; para n > 2 e a =
1
2





; se n > 2
1
2
ln jxj ; para n = 2
é solução fundamental para o operador de Laplace.
Um elemento importante que nos permite vericar quando é que a solução
de uma equação diferencial parcial é sucientemente regular, dependendo de os
dados serem também regulares, são os operadores hipoelípticos denidos como:
DEFINIÇÃO 1.6.8. Sejam 
 um subconjunto aberto do IRn; m um número na-
tural e a : 






é hipoelíptico em 
 se SS (P (x;D)u) = SS (u) para cada u 2 D0 (
) :
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De forma equivalente, podemos dizer que o operador P (x;D) é hipoelítico se
para cada conjunto aberto U de 
 e para toda u de D0 (
) ; u 2 C1 (U) sempre
que P (x;D)u 2 C1 (U) :






e E 2 D0 (IRn) uma solução fundamental de P (D) ; mostra-se que P (D) é
hipoelíptico sempre que E pertence a C1 (IRnnf0g) : Logo, tendo em vista as
soluções fundamentais obtidas anteriormente, podemos concluir que os operadores
de Cauchy-Riemann, de calor e de Laplace são hipoelípticos, no entanto o ope-
rador de onda não é hipoelítico.
1.7 Os Espaços de Schauder
DEFINIÇÃO 1.7.1. Dizemos que a função f : X ! IR é Hölder contínua no
subconjunto A  X se existirem constantes  (0 <  < 1) ;  = (A) > 0 e
K = K(A) > 0 tais que
jf (t)  f (s)j  K jt  sj
para t; s 2 A:





; das funções Hölder con-
tínuas em 
; tendo o expoente Hölder  (0 <  < 1) ; com a norma
kukC(




ju (x)  u (y)j
jx  yj <1:
Dizemos que a função u 2 C2 (
) se Du são contínuas em 
 para cada













) = kuk2 = kukL1(
) + max1jn kDjukL1(
) + max1i;jn kDiDjukL1(
) :

















: Este espaço é um espaço de Banach com a norma
kukC2+(
) = kuk2+ = kuk2 + max1i;jn kDiDjuk :
De um modo geral, se m é um inteiro não negativo, designamos por Cm(
)
o espaço de todas as funções u : 
 ! IC que são restrições a 
 de funções
diferenciáveis até ordem m e denidas em uma vizinhança aberta de 
: Este é
um espaço de Banach na norma
kukCm(



















cujas as m  ésimas





é um espaço de
Banach na norma
kukCm+(
) = kukm+ = kukm +maxjpj=m kD
puk :
C A P Í T U L O I I
ESPAÇOS DE SOBOLEV
Este capítulo desempenha um papel fundamental para a busca de solução
do problema proposto na introdução, pois nele será dada a noção de espaços de
Sobolev, além de serem demonstrados resultados básicos a serem aplicados às
equações diferenciais parciais. Também demonstraremos os teoremas de imersão
contínua e compacta, os quais poderemos constatar no Capítulo IV são de suma
importância.
2.1 Derivadas Fracas
DEFINIÇÃO 2.1.1. Seja u 2 L1loc (
) e  um multiíndice qualquer. Então a
função v 2 L1loc (
) é dita a th derivada fraca de u se satiszerZ






uD' dx; 8' 2 C jj0 (
) :
Neste caso escrevemos Du = v:
Observe que é equivalente dizer que v é a th derivada da distribuição u: Note
também que Du é unicamente determinada a menos de um conjunto de medida
nula.
DEFINIÇÃO 2.1.2. Dizemos que uma função u 2 W k (
) se u 2 L1loc (
) e para
todo  com jj  k; existem funções v 2 L1loc tais queZ






uD' dx; 8' 2 C jkj0 (
) : (2:1:1)
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OBSERVAÇÃO: Ck (
)  W k (
) : De fato, se u 2 Ck (
) então u 2 L1loc (
) :
Assim basta mostrarmos que existem funções v 2 L1loc (
) ; com jj  k; tais
que (2:1:1) é satisfeito. Como u 2 Ck (
) ; tome v = Du:
O resultado seguinte nos dá uma idéia do porque do nome função regularizante
na Observação que segue o Exemplo 1.2.2:
LEMA 2.1.3. Sejam u 2 L1loc (
) ;  um multiíndice e suponha que Du existe.
Então, se dist (x; @
) > ; temos que
Du (x) = (D
u) (x) :
DEMONSTRAÇÃO. Derivando sob o sinal de integração, obtemos











































Du (y) dy = (Du) (x) ;
donde segue o resultado procurado.
TEOREMA 2.1.4. Sejam u; v 2 L1loc (
) e  um multiíndice. Então v = Du
se, e somente se, existe uma seqüência de funções (um) em C1 (
) convergindo
para u em L1loc (
) e a seqüência (D
um) converge para v em L1loc (
) :
DEMONSTRAÇÃO. () Por hipótese existe uma seqüência (um)  C1 (
) tal
que um ! u em L1loc (
) e Dum ! v em L1loc (
) : Daí temos que para cada

















jum   uj jD'j dx M
Z
S(')








'vdx; 8' 2 C jj0 (
) :








uD'dx; 8' 2 C jj0 (
) :
Como v 2 L1loc (
) e satisfaz a igualdade precedente, v = Du:
)) Fazendo  = 1
m
; considere um = u: Precisamos mostrar que para cada K
compacto de 
 e  > 0 existe n0 2 IN tal queZ
K
jum   uj dx < ; 8m  n0:
Sejam K um compacto de 
 e  > 0 tais que se x 2 K; dist (x; @
) > ;
caso contrário basta trocar  por um menor. Por argumentos de densidade vamos
supor que u seja contínua. Então




















ju (x  y)  u (x)j  (y) dy;
donde temos queZ
K





















ju (x  y)  u (x)j dx

dy:
Considerando que a integral acima em y é apenas no suporte de  e que a função
(x; y)! ju (x  y)  u (x)j é uniformemente contínua em KS() existe n0 em






  para todo m  n0 e
ju (x  y)  u (x)j < 
med(K)
; 8 (x; y) 2 K  S():
Donde Z
K









dxdy = ; 8m  n0:
Além disso, temos pelo Lema 2.1.3 que
Dum (x) = (D
u)m (x) = vm (x) :
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Logo, pelo que foi feito anteriormente, vm ! v em L1loc (
) e, daí,
Dum ! v em L1loc (
) ;
completando a prova.
OBSERVAÇÃO: Pode-se mostrar que Dj (uv) = uDjv + vDju para toda função
u; v 2 W 1 (
) tal que uv; uDjv + vDju 2 L1loc (
) : Também, se u 2 W 1 (
) ;
 2 C1 (
) ;   1 2 C1
e
 ; onde e
  IRn é um domínio e v = u    1; então







para quase todo x 2 
; y 2 e
, y =  (x) :
LEMA 2.1.5. Seja f 2 C1 (IR) ; f 0 2 L1 (IR) e u 2 W 1 (
) : Então a composta
f  u 2 W 1 (
) e D (f  u) = f 0 (u)Du:
DEMONSTRAÇÃO. Sejam j 2 f1; :::; ng e K um compacto de 
: Então, como por
hipótese f 2 C1 (IR) ; temos queZ
K
jf (u (x))j dx <1;
donde f  u 2 L1loc (




jf 0 (u (x))j jDju (x)j dx  kf 0k1
Z
K
jDju (x)j dx <1;
e daí, f 0 (u)Dju 2 L1loc (
) :
Considere (um) 2 C1 (
) ; m = 1; 2; :::; de maneira que um ! u em L1loc (
)
e Dum ! Du em L1loc (
) : Então, utilizando o Teorema do Valor Médio, temos
que Z
K
jf (um (x))  f (u (x))j dx =
Z
K




jum (x)  u (x)j dx! 0
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quando m!1; eZ
K





















Como um ! u em L1loc (
) ; considerando uma subseqüência de (um) se necessário,
temos que um ! u q:t:p: em K: Sendo f 0 contínua então f 0 (um)! f 0 (u) q:t:p:
em K: Daí, fazendo gm = f 0 (um)Dju temos que gm ! g q:t:p: em K; onde
g = f 0 (u)Dju e
jgm (x)j = jf 0 (um (x))j jDju (x)j M jDju (x)j 2 L1 (K) :




f 0 (um (x))Djum (x) dx =
Z
K
f 0 (u (x))Dju (x) dx:
Logo Z
K
jf 0 (um (x))  f 0 (u (x))j jDju (x)j dx! 0:
ConsequentementeZ
K
jf 0 (um (x))Djum (x)  f 0 (u (x))Dju (x)j dx! 0
quando m!1 e deste modo
f (um)! f (u) e f 0 (um)Djum ! f 0 (u)Dju q:t:p: em K:













f (u (x))Dj' (x) dx





















f (u (x))Dj' (x) dx
e, portanto
Dj (f  u) = f 0 (u)Dju;
donde segue o resultado procurado.
As partes positiva e negativa da função u são denidas por
u+(x) = max fu(x); 0g e u (x) = max f u(x); 0g :
Claramente
u = u+   u  e juj = u+ + u :
LEMA 2.1.6. Seja u 2 W 1 (
) : Então u+; u ; juj 2W 1 (
) e, para j = 1; :::; n;
Du+ =
8<: Du; se u > 00; para u  0; Du  =
8<: 0; caso u  0 Du; quando u < 0 e
D juj =
8>>><>>>:
Du; se u > 0
0; para u = 0
 Du; caso u < 0:
DEMONSTRAÇÃO. Seja j 2 f1; :::; ng : Para  > 0 dena f : IR! IR por
f (s) =
8<: (s2 + 2)
1=2   ; se s > 0
0; se s  0:





















' (x)Dju (x) dx
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quando ! 0. Por outro lado,Z










8<: Dju; para u > 00; quando u  0:
Agora mostraremos que u+ 2 W 1 (
) : Seja K  
 compacto, entãoZ
K
u+ (x) dx = Z
K\fu>0g
ju (x)j dx 
Z
K










jDju (x)j dx <1) Dju+ 2 L1loc (
) :









u+ (x)Dj' (x) dx:
Vejamos agora o caso u : Observe inicialmente que u  = ( u)+ : Assim, seja































u  (x) dx = Z
K\fu<0g
ju (x)j dx 
Z
K
ju (x)j dx <1) u  2 L1loc (
)










jDju (x)j dx <1) Dju  2 L1loc (
) :




Dju; caso u > 0
0; quando u = 0
 Dju; se u < 0;
completando a demonstração.
LEMA 2.1.7. Se u 2 W 1 (
) ; então Du = 0 q:t:p: em qualquer conjunto onde u é
constante.
DEMONSTRAÇÃO. Seja A = fx 2 
 : u (x) = kg; onde k é uma constante. Caso
k 6= 0; basta trabalhar com a função v (x) = u (x)  k: Senão, como u 2 W 1 (
) ;
pelo Lema 2.1.6, u+; u  2 W 1 (





= 0; q:t:p em A:
Logo Du = 0 q:t:p: em A:
TEOREMA 2.1.8. Seja f 2 C (IR) com f 0 seccionalmente contínua em IR e
f 0 2 L1 (IR) : Então, se u 2 W 1 (
) temos que f  u 2 W 1 (
) : Além disso,
denotando como L o conjunto dos pontos de descontinuidade de f , temos que
D (f  u) =
8<: f 0 (u)Du; se u =2 L0; se u 2 L:
DEMONSTRAÇÃO. Usando um argumento indutivo podemos reduzir a prova, sem
perca de generalidade, ao caso em que f tem somente um bicona origem, ou
seja, f 0 é descontínua somente na origem. Considere as funções f1; f2 2 C1 (IR)
satisfazendo f 01; f
0
2 2 L1 (IR) tais que
f1 (s) = f (s) se s  0 e
f2 (s) = f (s) para s  0:
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Então









Entretanto, pelos Lemas 2.1.5 e 2.1.6 temos que f1  u+; f2  ( u ) 2 W 1 (
) :
Donde f  u 2 W 1 (

































8<: 0; para u > 0f 02 ( u )Dju; se u  0:
Portanto











8<: 0; caso u = 0f 01 (u+)Dju  f 02 ( u )Dju; em 
nfu = 0g
=
8<: 0; caso u = 0f 0 (u)Dju; em 
nfu = 0g;
completando a prova.
2.2 Os Espaços W k;p(
)





u 2 W k (
) ; Du 2 Lp (
) ; 8 jj  k
	
:
O espaço W k;p (
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O espaço W k;p(
) é um espaço de Banach: De fato, seja (um)  W k;p (
)
uma seqüência de Cauchy. Então, pela denição de norma neste espaço, temos
kD (un   um)kp  kun   umkWk;p(
) :
Logo (Dun) é uma seqüência de Cauchy em Lp (
) : Como Lp (
) é completo,
existem funções v 2 Lp (
) tais que Dun ! v em Lp (
) : Tomando u = v
com  = (0; 0; :::; 0) temos que un ! u em Lp (
) : Desta forma basta mostrarmos
que u 2 W k (
) e Du 2 Lp (
) : Como u 2 Lp (
) então u 2 L1loc (
) : Além
disso v 2 L1loc (
) e, para cada ' 2 C10 (
) ; temos pelo Teorema da Convergência




























uD'dx; 8' 2 C10 (
)
donde temos v = Du: Logo u 2 W k (
) e Du 2 Lp (
) :
Outro espaço de Banach é o espaço W k;p0 (





O caso p = 2 é especial, sendo os espaços W k;2 (
) ; W k;20 (
) (algumas vezes
escritos Hk (
) e Hk0 (








OBSERVAÇÃO: O Teorema 2.1.4 mostra que as funções emW 1;p (
) ; com suporte
compacto, estão em W 1;p0 (
) :
De fato, seja u 2 W 1;p (
) com suporte compacto. Pelo Teorema 2.1.4 existe
(um)  C1 (
) tal que Dum ! Du; jj  1; em L1loc(
): Seja ' 2 C10 (
) tal
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que '  1 em uma vizinhança do suporte de u: Considere wm = 'um: Então,
dado K um compacto de 
Z
K
jwm   uj dx =
Z
K








! 0 quando m!1
e
Djwm  Dj ('u) = Djwm   'Dju  uDj'
= 'Djum + umDj'  'Dju  uDj'
= ' (Djum  Dju) +Dj' (um   u)
dondeZ
K
jDjwm  Dj ('u)j dx 
Z
K
j'j jDjum  Djuj dx+
Z
K
jDj'j jum   uj dx
! 0 quando m!1:




TEOREMA 2.2.2. O subespaço C1 (
) \W k;p (
) é denso em W k;p (
) :
DEMONSTRAÇÃO. Seja 










; j = 1; 2; ::: uma partição da







0 é o conjunto
vazio. Então, para qualquer u 2 W k;p (
) e  > 0; nós podemos escolher j;




  juj    juWk;p(






; temos que dado qualquer 
0  
 existe somente
um número nito de vj não nulas em 




é uma partição da
unidade subordinada a cobertura fBjg : Consequentemente a função v =
P1
j=1 vj
está em C1 (
) e portanto em W k;p (
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completando a prova.
O Teorema 2.2.2 mostra que W k;p (
) poderia ser caracterizado pela comple-
tude de C1 (










2.3 Teoremas de Imersão
Consideramos, nesta seção, que 
 é um domínio de medida nita.
Veremos agora a conhecida Desigualdade de Sobolev para funções emW 1;p0 (
) :




) ; para p < nC0  
 ; caso p > n:
Além disso, existe uma constante C = C (n; p) tal que para qualquer u 2 W 1;p0 (
)




juj  C j
j1=n 1=p kDukp ; se p > n:
(2:3:1)
DEMONSTRAÇÃO. Primeiramente nós consideraremos u 2 C10 (
) ; e então usare-
mos argumentos de densidade. O resultado será provado em várias etapas:
i) p = 1 : Seja x 2 
: Extendendo u como u  0 fora de 
; então, pelo Teorema
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Nós agora integramos a desigualdade acima com respeito a x1; :::; xn e usamos,
após cada integração, a desigualdade de Hölder generalizada. Vejamos o que
acontece inicialmente com relação a x1;Z 1
 1


























 1 jD1u (x)j dx1 =
R
jD1u (x)j dx1 é independente de x1: Desta
forma, usando a desigualdade de Hölder para as n   1 funções denidas em IR;
com p1 = ::: = pn 1 = n  1; obtemosZ









Esta desigualdade nós integramos agora com respeito a variável x2; notando
que somente o primeiro termo do produtório independe de x2 e aplicando a de-

















































































































o que estabelece a desigualdade para o caso p = 1:
Para p > 1; nós usamos a desigualdade (2:3:2) para obtermos estimativas para


















juj 1 jDuj dx: (2:3:3)










ii) Para p < n escolhemos  satisfazendo
n
n  1 =
(   1) p
p  1 ; isto é,  =
(n  1) p
n  p :
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iii) p > n : Assumamos primeiramente que j



















































 1= k~uk1 1=q ; sendo j
j = 1:







n 1 ;  = 1; 2; ::: (2:3:5)














donde vemos que (2:3:6) acontece para  = 1 como queríamos. Suponha que
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  < 1: Assim vemos que a hipótese de
indução acontece para  + 1; também. Logo (2:3:6) é válido para todo  2 IN















Agora, utilizando a desigualdade de Holder e o fato de que j

























Note que a série
P1
=1 
  é convergente aplicando o teste da razão, pois  > 1:












que é a desigualdade procurada com j
j = 1:
Para retirar a restrição j




























j 1 dx = 1:
Sejam  2 C1 (
0) dada por  (y) = j
j1=n y e h 2 C10 (
0) dada por
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que é a desigualdade procurada, completando a prova no caso p > n:
iv) Agora, para extendermos estes resultados para funções u 2 W 1;p0 (
) ; seja
(um)  C10 (




Para m1;m2 2 IN; temos que a diferença um1   um2 está em C10 (
) : Daí,
aplicando as desigualdades (2:3:1) obtemos
kum1   um2knp=(n p)  C kD (um1   um2)kp ; para p < n
sup jum1   um2j  C j
j
1=n 1=p kD (um1   um2)kp ; se p > n:
(2:3:8)
Além disso, sendo (um) uma seqüência de Cauchy em W
1;p
0 (
) ; temos, fazendo
m1;m2 !1 que X
jj1
kD (um1   um2)kp = kum1   um2kW 1;p0 (
) ! 0;
) kDj (um1   um2)kp ! 0; 8 j 2 f1; :::; ng ;
) kD (um1   um2)kp ! 0:
Logo, por (2:3:8) ; (um) é uma seqüência de Cauchy, para p < n; no espaço
completo Lnp=(n p) (





para p > n: Assim, caso
p < n; um ! u em Lnp=(n p) (





se p > n; donde vemos
que a função u está no espaço desejado de acordo com os valores de p e n:
Então, supondo primeiramente que p < n: Temos
kuknp=(n p)  ku  umknp=(n p) + kumknp=(n p)
 ku  umknp=(n p) + C kDumkp :
Logo, fazendo m!1 e utilizando o Teorema 2.1.4, obtemos
kuknp=(n p)  C kDukp :
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ju  umj+ C j
j1=n 1=p kDumkp
! C j
j1=n 1=p kDukp ; quando m!1:
Isto completa a prova do teorema.
Um espaço de Banach B1 é dito continuamente imerso em um espaço de
Banach B2 (notação B1 ! B2) se existir uma aplicação linear limitada e injetiva












para p > n:
Iterando o resultado do Teorema de Sobolev k vezes chegamos a uma exten-
são para o espaço W k;p0 (
) :
















DEMONSTRAÇÃO. i) Mostraremos, por indução em k; que para u 2 W k;p0 (
)
kuknp=(n kp)  C kukWk;p(
) :
Pelo Teorema de Sobolev, a desigualdade anterior acontece para k = 1:
Suponha que a desigualdade seja válida para k = ; e seja u 2 W +1;p0 (
) com
(+ 1) p < n: Então u 2 W ;p0 (
) ; e sendo p < n podemos aplicar a hipótese
de indução para obtermos que u 2 Lnp=(n p) (
) e





kuknp=(n p)  C1 kukW+1;p(
) :
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Além disso, temos também que, para i = 1; :::; n; Diu 2 W ;p0 (
) ; donde (pela
hipótese de indução) Diu 2 Lnp=n p (
) e
kDiuknp=(n p)  C2 kDiukW;p(
)  C2 kukW+1;p(
) :
Logo u 2 W 1;~p0 (
) ; onde ~p =
np
n  p: E, sendo (+ 1) p < n; obtemos que
~p =
np
n  p < n: Daí, pelo Teorema de Sobolev chegamos a












n  (+ 1) p:
Assim, reunindo as desigualdades anteriores obtemos












 C kukW+1;p0 (
) ;
donde vemos que o resultado é verdadeiro para k =  + 1; e portanto para todo
k por indução.
ii) Usamos indução em k para mostrar o resultado para 0  m < k  n
p
. Vejamos
primeiramente o caso k = 1: Como 1   n
p
< 1 para p > n; a única possibilidade
param  0 inteiro ém = 0: Logo, pelo Teorema de Sobolev temos que o resultado
é válido.
Suponha agora que o resultado aconteça para k = ; e seja u 2 W +1;p0 (
) :
Então, para j = 1; :::; n; temos que Dju 2 W ;p0 (
) : Com isto, pela hipótese de





; onde 0   <   n
p






0   + 1 <  + 1  n
p
: Portanto o resultato é válido para k =  + 1; e daí para
todo k por indução.
Em geral, W k;p0 (
) não pode ser substituído por W
k;p (
) no corolário an-
terior. No entanto esta substituição pode ser feita para uma ampla classe de
domínios 
; por exemplo domínios 
 limitados que satisfazem a condição uni-
forme do cone interior (isto é, existe um cone xo K
 tal que cada x 2 @
 é um
vértice de um cone K
 (x)  
 e congruente com K
); então existe uma imersão












se 0  m < k   n
p
:
contínua, onde CmB (
) = fu 2 Cm (
) ; Du 2 L1 (
) para jj  mg :
As estimativas (2:3:1) e a extensão delas para o espaço W k;p0 (
) mostram
que uma norma emW k;p0 (



















Vejamos aqui que esta equivalência é válida emW 1;p0 (
) ; ou seja, mostraremos
que existem constantes positivas  e  tais que
 kukW 1;p(
)  kukW 1;p0 (
)   kukW 1;p(
) :





















)   kukW 1;p(
) ;
























Mas, tendo em vista a Observação seguinte, temos que existe uma constante
positiva M onde
M 1=p kukW 1;p(
)  kukp + kukW 1;p0 (
) :
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1=n kuknp=(n p) + kukW 1;p0 (
)
 C j
j1=n kDukp + kukW 1;p0 (
) :
Portanto, desde que j
j < 1 e kDukp  kukW 1;p0 (






)  kukW 1;p0 (
) :
OBSERVAÇÃO: Considere a função f : IR2 ! IR; dada por f (s; t) = (jsj+ jtj)
p
jsjp + jtjp ;
s2+ t2 > 0: Podemos ver que f é homogênea de ordem zero, e como é contínua no
compacto   = fs; t 2 IR : s2 + t2 = 1g assume um máximo M > 0 e um mínimo
m > 0: Daí
m (jsj+ jtj)p  jsjp + jtjp M (jsj+ jtj)p ; 8s; t 2 IR:
Consideremos agora B1 um espaço de Banach continuamente imerso em um
espaço de Banach B2. Então dizemos que B1 está compactamente imerso
em B2 se o operador de imersão I : B1 ! B2 é compacto, isto é, a imagem de
conjuntos limitados em B1 é precompacto em B2: Neste caso vejamos o teorema
de compacidade de Kondrachov para o espaço W 1;p0 (
) : Para isto nos valeremos
dos dois seguintes resultados:
TEOREMA 2.3.3 (de Morrey): Seja u 2 W 1;p0 (






onde  = 1  n
p




u  CR kDukp ;
onde C = C (n; p) :
DEMONSTRAÇÃO. Veja [10, Theorem 7.17].
TEOREMA 2.3.4 (de Ascoli-Arzelá): Seja K  
 compacto. Toda seqüên-
cia equicontínua e simplesmente limitada de funções fn : K ! IR possui uma
subseqüência uniformemente convergente.
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DEMONSTRAÇÃO. Veja [17, Teorema 22, pg. 329].
Agora vejamos o Teorema de Kondrachov:
TEOREMA 2.3.5. O espaço W 1;p0 (
) ; com 
 limitado está compactamente
imerso:
i) no espaço Lq (
) para qualquer q <
np






; caso p > n:
DEMONSTRAÇÃO. ii) Seja (um)  W 1;p0 (
) com p > n; limitada. Então pelo





onde  = 1  n
p
; para todo m 2 IN: Além disso
(um) é uma seqüência equicontínua, pois considere x0 2 
; então dado  > 0;




(aqui M = C (n; p)L; onde C (n; p) é a constante que aparece
no Teorema de Morrey e L é a constante de limitação de kDumkp): Daí, se R = 
e x 2 

jx  x0j <  ) jum (x)  um (x0)j  osc

\BR
um MR < :
Portanto podemos ver que a seqüência (um) satisfaz as hipóteses do Teorema
de Ascoli-Arzelá. Logo (um) possui uma subseqüência (umk) que converge uni-
formemente, digamos para u:












i) Inicialmente provaremos o caso q = 1:
Seja A um conjunto limitado em W 1;p0 (
) : Usando argumentos de densidade
podemos supor que A  C10 (
) : Além disso, sejaM > 0 tal que kukW 1;p0 (
) M;
para toda u 2 A:
Para h > 0; dena Ah = fuh;u 2 Ag onde uh é a regularizada de u: En-
tão temos que o conjunto Ah é precompacto (ou seja, possui fecho compacto) em
L1 (
) :









 (y) ju (x  hy)j dy  kkp kukp
 kkp kukW 1;p0 (
) M kkp = C1
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 (y) jDju (x  hy)j dy  kkp kDjukp
 kkp kukW 1;p0 (
) M kkp
donde
jDuh (x)j  C2:
Logo Ah é um conjunto limitado. Vejamos que Ah é também equicontínuo: seja
x0 2 
 e R > 0 tal que B (x0; R)  







: Daí se x 2 
 e jx  x0j <  temos, pelo Teorema do Valor
Médio, que
juh (x)  uh (x0)j  C2 < 
e portanto Ah é equicontínuo. Logo, pelo Teorema 2.3.4, Ah é precompacto (ou





e conseqüentemente em L1 (
) :
Agora, para u 2 A; e utilizando o Teorema do Valor Médio temos
ju (x)  uh (x)j 
Z
jyj1




 (y) jDu (x  t0hy)j dy; para t0 2 [0; 1]
 h supjj kDuk1 = hC3;
então, integrando em x obtemosZ


ju (x)  uh (x)j dx  hC3 j
j :
Donde temos que uh está uniformemente próxima de u em L1 (
) : Como nós
mostramos que Ah é precompacto em L1 (
) então Ah é totalmente limitado
(veja a Observação seguinte) em L1 (
) para todo h > 0: Daí segue que A é
totalmente limitado em L1 (
) também, e portanto precompacto (veja [16]). Logo
temos que W 1;p0 (
)! L1 (
) :
Vejamos agora a extensão do resultado para q <
np
n  p arbitrário. Pela











= + (1  ) n  p
np
: Daí, pelo Teorema 2.3.1,







Assim, seja (um) uma seqüência limitada emW
1;p
0 (




pactamente imerso em L1 (
) ; existe uma subseqüência (u0m) que converge em
L1 (
) e portanto é uma seqüência de Cauchy em L1 (
) : Logo
u0m1   u0m2q  C u0m1   u0m21 u0m1   u0m21 W 1;p0 (
)
 C
u0m1   u0m21 u0m1W 1;p0 (
) + u0m2W 1;p0 (
)1 
! 0 quando m1;m2 !1;
donde temos que (u0m) é uma seqüência de Cauchy em L
q (
) que é completo, e
portanto convergente em Lq (
) : Daí segue o resultado procurado.
Algumas das idéias utilizadas para a demonstração do Teorema de Kondrachov
foram vistas em [1, Theorem 6.2, pg. 144] e [10, Theorem 7.22, pg. 160].
OBSERVAÇÃO: Dizemos que um conjunto K é totalmente limitado se para qual-




B (ai; ) :





















 seja um domínio limitado com fronteira regular.
C A P Í T U L O I I I
EXISTÊNCIA E UNICIDADE DE
SOLUÇÃO
O problema de se mostrar a existência de solução para operadores elípticos
está intimamente ligado com o de se encontrar estimativas a-priori, pois deste
modo pode-se fazer uso de teoremas de xo para garantir a solubilidade do pro-
blema. Ainda mais, o princípio do máximo forte vem como uma forma ecaz de
se provar a unicidade desta solução.
Em particular estudamos aqui o caso do operador laplaciano, mostrando que o
problema de Dirichlet tem uma única solução na bola e em um domínio limitado 

qualquer. Para tanto, faz-se uso do conceito de solução fundamental, da equação
de Poisson e do potencial Newtoniano, além disso é suposto que o leitor tenha
uma certa noção a respeito de pontos regulares.
Também dedicamos uma seção deste capítulo aos teoremas de ponto xo de
Leray-Schauder, por se constituirem como uma forma eciente de garantia de
solução para determinados operados elípticos, sempre que tivermos em mão uma
estimativa a-priori
3.1 Princípio do Máximo Forte
Considere a equação diferencial parcial linear
P (u)  A (u) + au = f (3:1:1)
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em um domínio limitado 
  IRn; com @
; a fronteira de 
; sendo sucientemente
suave. Nós assumiremos que aik (x) = aki (x) ; x 2 
; e que as funções aik; ai;
a e f são todas contínuas em 
; i; k = 1; 2; :::n: Assumiremos também que P é
elíptico, o que signica dizer que para todo x 2 
; e qualquer  = (1; :::; n) 6= 0
nP
i;k=1
aik (x) ik > 0: (3:1:2)
Portanto, se A = [aik (x)] é a matriz n  n denida pela parte principal do
operador P; (3:1:2) implica que a forma bilinear determina por A é não negativa,
isto é, (A; ) > 0; 8 2 IRn;  6= 0:







) que satisfaz P (u)  A (u) + au = f em 
:
LEMA 3.1.2. Se Au  0 (resp. Au  0) em 
 e existe c 2 
 tal que u (x)  u (c)
(resp. u (x)  u (c)) 8x 2 
; então u  u (c) em 
:
DEMONSTRAÇÃO. Assumamos que Au  0: Uma prova similar pode ser feita no
caso Au  0: Suponha que u (c) = m e seja B = fx 2 
;u (x) = mg:
Nós iremos assumir que o lema seja falso. Neste caso B é um subconjunto
próprio não-vazio de 
:
Seja x1 2 
nB: Como 
 é aberto e conexo, ele é conexo por caminhos. Assim
podemos ligar x1 a c por um caminho  : [0; 1] ! 
: Desde que ([0; 1]) é
compacto, existe  > 0 de modo que se p 2 ([0; 1]); então dist(p; @
)  : Daí,
sendo u (c) > u (x1) ; existe 1 <  tal que u (c) > u (x) em uma bola centrada
em x1 de raio 1: Fazendo x1 movimentar-se ao longo de ([0; 1]); em direção
a c; a fronteira desta bola eventualmente contém um ponto de B: Deste modo,
existe uma bola S cujo fecho está contido em 
 e para o qual @S \ B 6= ;; mas
S \B = ;: Seja x0 um ponto de @S \B: Veja a Figura 3.1.2.









Seja S1  S uma pequena bola de raio r1 < 1 e centrada em x tal que
x0 2 @S1: Então u < m em S1n fx0g : Considere S2  
 uma terceira bola
centrada em x0 de raio r2 < r1: Escrevendo @S2 = T1 [ T2 onde T1 = @S2 \ S1;
então T1 é compacto, e sendo u < m em T1 temos que u  m    em T1 para
algum  > 0:
Considere a função de comparação
h (x) = e jx xj
2
  e r21 ;














aik (xi   xi) (xk   xk)   > 0; 8x 2 S2:
Logo (3:1:3) mostra que A (h) > 0 em S2 para  sucientemente grande.




; que valem as relações
v (x)  m  + 1h (x)  m  + 1k < m:
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Tendo escolhido 1 <

k
; nós vemos que em T2; h (x) < 0 sendo jx  xj > r1:
Portanto
v (x) = u (x) + 1h (x) < u (x)  m:
Assim v (x) < m para cada x em T1 [ T2 = @S2: Como v (x0) = u (x0) = m;
nós vemos que v tem um máximo em um ponto ~x 2 S2: Daí rv (~x) = 0; e para
qualquer  2 IRn
nX
i;k=1
vxixk (~x) ik  0:
Mas por elipticidade, nós temos
nX
i;k=1
aik (~x) ik  0:




aik (~x) vxixk (~x) = (Av) (~x) = (Au) (~x) + 1 (Ah) (~x) > (Au) (~x) ;
o que contradiz a hipótese Au  0 em 
:
LEMA 3.1.3. Suponha que A e B são matrizes simétricas n  n com A  0 e
B  0: Então tr (AB)  0:
DEMONSTRAÇÃO. Como A e B são matrizes simétricas, existem matrizes orto-
gonais P e Q tais que
PAP 1 = D1 e QBQ 1 = D2
onde Di são matrizes diagonais e D1 tem elementos não negativos e D2 tem
elementos não positivos. Além disso, tendo em vista que o traço de um produto
de matrizes independe da ordem dos fatores, obtemos




= tr (D1D2)  0;
como queríamos.
TEOREMA 3.1.4 (Princípio do Máximo). Suponha que a  0 em 
: Se
f  0 (resp.f  0) em 
; então toda solução não constante de (3:1:1) atinge, se
existir, seu máximo positivo (resp. mínimo negativo) na fronteira de 
 e não em

:
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A demonstração deste teorema está baseada em Smoller [13, Theorem 8.1, pg.
66]. No entanto uma outra referência que também pode ser consultada é Han &
Lin [11].
DEMONSTRAÇÃO. Suponha que f  0: Se u tem um máximo positivo em x0 2 
;
e u (x0) = m; seja B = fx 2 
;u (x) = mg: Desta forma temos que B é fechado
e não-vazio. Além disso, u (x)  u (x0) em uma bola aberta S centrada em x0
e u (x) > 0 em S: Como A (u) =  au + f  0 em S; o Lema 3:1:2 mostra que
u (x) = m; 8x 2 S; uma vez que S é aberto. Como 
 é conexo, aplicando a prova
em cada ponto de 
; temos que u  m em 
: Uma prova similar é construída no
caso f  0 em 
:
COROLÁRIO 3.1.5. Sejam u1 e u2 soluções de Pu = f em 
; com ui = i na
@





ju1 (x)  u2 (x)j  max
x2@

j1 (x)  2 (x)j :
DEMONSTRAÇÃO. Escreva u = u1 u2: Seja x0 um ponto da fronteira de 
 tal que
j1 (x0)  2 (x0)j  j1 (x)  2 (x)j ; 8x 2 @
: Então pelo Princípio do Máximo
u (x)  j1 (x0)  2 (x0)j ; 8x 2 
:
Por outro lado, pelo mesmo argumento temos que
 u (x)  j1 (x0)  2 (x0)j ; 8x 2 
:
Logo
ju (x)j  j1 (x0)  2 (x0)j ; 8x 2 
;
donde segue o resultado procurado.
COROLÁRIO 3.1.6. O problema Pu = f em 
 e u =  na @
 tem no máximo
uma solução, sendo a  0 em 
:
DEMONSTRAÇÃO. Suponha que u1 e u2 são soluções do problema Pu = f em 

e u =  na @
: Considere u = u1   u2: Então Pu = 0 em 
 e u = 0 na @
:
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Logo, como u deve atingir seu máximo positivo (mínimo negativo) na @
 temos
que u  0 em 
: Portanto u1  u2:
Suponha que seja dada a equação P (u)  A (u) + au = f em 
; onde f  0
e a  0 em 
; e que @
 é sucientemente suave, digamos de classe C1: Pelo




 0 em p;
onde  é um vetor externo qualquer e
du
d
denota a derivada direcional de u em p
na direção : Mas de fato, um resultado ainda mais forte será mostrado a seguir.
TEOREMA 3.1.7. Suponha que a  0 em 
: Considere u uma solução de
P (u)  A (u) + au = f: Logo, se f  0 (resp. f  0) em 
; e u atinge seu
mínimo negativo em p 2 @
 (resp. máximo positivo); então toda derivada externa
direcional de u em p é positiva (resp. negativa) a menos que u seja constante em

:
Para demonstrarmos este teorema, de acordo com [13, Theorem 8.6, pg. 69],
vejamos primeiramente o:
LEMA 3.1.8. Suponha que u é contínua em 
; Au  0 (resp. Au  0) em 
 e que
u atinge seu máximo (resp. mínimo) em p 2 @
: Então toda derivada direcional
externa de u em p é positiva (resp. negativa) a menos que u seja constante em

:
DEMONSTRAÇÃO. Suponha que Au  0 e que p 2 @
 é o ponto de máximo de u:
Como vimos nós podemos encontrar uma bola B  
 com @B  
[ fpg: Seja r
o raio desta bola e q o centro de B: Considere ainda uma bola K centrada em p
de raio r=2: Veja a Figura 3.1.8.
Dena a função auxiliar
h (x) = e jx qj
2
  e r2 ;
onde  > 0 será escolhido tão grande de modo que P (h) > 0 em K:








Dena ainda v (x) = u (x) + h (x) : Se u não for identicamente u (p) ; então,
pelo Lema 3:1:2 u < u (p) em Bnfpg: Desta forma escolha  > 0 pequeno de
modo que
v (x)  v (p)  ; 8x 2 T1 = @K \B;
onde
 = 1   k;
1 > 0 é tal que u (p) = u (x) + 1; com u (x) = maxfu (x) ; x 2 T1g e ainda
k = maxfh (x) ; x 2 T1g: Portanto, considerando a = 0 em 
 no princípio do
máximo e levando em conta que Pv = Au+ Ah  0; concluímos deste modo que











(p) < 0; para concluirmos que
du
d
(p) > 0. Mas
@h
@xi
=  2 (xi   qi) e jx qj
2
e daí temos que h é diferenciável. Logo
dh
d




(p) < 0; completando a prova nestas condições. De modo semelhante
procedemos a prova no caso Au  0:
DEMONSTRAÇÃO DO TEOREMA 3.1.7. Suponha que f  0 em 
 e u atinge seu
mínimo negativo em p; o caso f  0 segue de forma similar. Além disso suponha
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também que u é não constante em uma vizinhança do ponto p, pois neste caso
não há o que fazer.
Como @
 é sucientemente suave, digamos de classe C1, nós podemos encon-
trar uma bola B  
 satisfazendo B\@
 = fpg e u  0 em B: Sendo du
d
(p)  0
e Au =  au+ f  0 em B, então o lema implica que du
d
(p) < 0:
Uma generalização destes resultados para os espaços de Sobolev é dado pelo
Princípio do Máximo de Aleksandrov, ver [3, Theorem 2]. Para enunciá-lo usare-
mos as seguintes notações para o operador elíptico















TEOREMA 3.1.9 (Princípio do Máximo de Aleksandrov): Suponha que
a  0 em 
 e que b 1cn é integrável em 
: Então
i) se P (u)  0 (resp. P (u)  0) e u (x0) > 0 (resp. u (x0) < 0) para algum
x0 em 
; então u (x) atinge seu máximo (resp. mínimo) na @
;





então u  v (resp. u  v) ;
iii) O problema P (u) = f em 
 e u =  na @
 tem no máximo uma solução.
Aqui consideramos f 2 Lp (
) e  = ej@
; com e 2 W 2;p (
) :
3.2 Estimativas A-Priori
Uma estimativa a-priori para soluções de uma equação diferencial parcial é
simplesmente uma desigualdade que é válida para todas as soluções de um de-
terminado problema cujos os dados e coecientes obedecem a certas restrições,
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ou seja, existe uma constante k tal que se u é uma solução do problema en-
tão kuk  k em alguma norma kk : Com freqüência, o problema de pertubar a
equação Pu = f pode ser considerado através da família de equações
A (u) = (1  )Q (u) + P (u) = f;
onde 0    1 e é conhecida a solução do problema Q (u) = f: Considere o
conjunto S = f 2 [0; 1] : A (u) = f tem soluçãog : Então S 6= ;:
As estimativas a-priori são usadas para mostrar que S é aberto e/ou fechado.
Se pudermos mostrar que S é aberto e fechado ao mesmo tempo, então S = [0; 1] ;
sempre que  = 1 está em S o problema original tem solução.
Iniciaremos aqui com um resultado que segue diretamente do princípio do




P (u) = Au+ au = f em 

u =  na @

(3:2:1)
onde a  0 em 








e P é uniformemente elíptico.
Seja K o limite para as quantidades jaik (x)j ; jai (x)j e ja (x)j em 
; com
i; k = 1; :::; n:











) é uma solução de (3:2:1) ;
então existe uma constante M =M (m;





Aqui m > 0 é a constante proveniente da desigualdade de elipticidade, isto é,
nP
i;k=1
aik (x) ik  m jj
2 para cada  e para todo x de 
:
DEMONSTRAÇÃO. Seja x0 tal que para todo x = (x1; x2; :::; xn) 2 
; x1  x0:
Considere
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onde  > max

x1   x0 : x 2 

	
e  > 0 é escolhido tão grande de forma que as
desigualdades
m2  K (+ 1)  1 e e > 2maxx2
e(x1 x0)
sejam válidas. Note que h (x)  kkL1(@
) se x 2 @
: Também, se ~ = (1; 0; :::; 0) ;
então a desigualdade de elipticidade mostra que a11  m; daí, sendo a  0 temos
 P (h) =  Ah  ah

































Isto será usado para mostrar que ju (x)j  h (x) ; x 2 
; pois se for verdade, para
x 2 

ju (x)j  h (x)  kkL1(@
) +M kfkL1(
) ;






 e   1:
Fazendo v = u  h; então na @
;
v =   h  0 e Pv = Pu  Ph  f + kfkL1(
)  0:
Então o Teorema 3:1:4 mostra que v  0 em 
; isto é, u  h em 
: De modo
semelhante, se v = u+ h; então na @
;
v = + h  0 e Pv = Pu+ Ph  f   kfkL1(
)  0;
e ainda pelo Teorema 3:1:4 temos que u + h  0 em 
; isto é, u   h em 
:
Logo ju (x)j  h (x) ; 8x 2 
; completando a prova.
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onde c depende deK; m e 
 contanto que 
 seja sucientemente limitado em uma






) < 1; onde  e  são como na prova do
Teorema 3:2:1:
Para ver isto, seja b (x) = m{n (a (x) ; 0) e escreva a equação como
A (u) + bu = (b  a)u+ f = g:





























1  (e   1) kakL1(
)
:
Observamos também que isto implica na unicidade de solução do problema
(3:2:1) : De fato, suponha que u1 e u2 são soluções de (3:2:1) : Seja u = u1   u2;
então Pu = 0 em 
 e u = 0 na @
: Logo (3:2:2) implica que kukL1(
) = 0;
donde, u = 0: Portanto u1 = u2:
3.3 O Problema de Dirichlet
A garantia de existência e unicidade de solução para o problema de Dirichlet,
em um domínio
 qualquer, está baseada na equação de Poisson e em propriedades
do potencial newtoniano. Também necessitamos de algumas idéias a respeito de
ponto regular. Inicialmente vejamos o problema de Dirichlet na bola.
TEOREMA 3.3.1. Considere a bola B = B(0; R) e ' uma função contínua na
@B: Então a função u denida por








jx  yjndsy; para x 2 B
' (x) ; quando x 2 @B
(3:3:1)




e satisfaz u = 0 em B:
DEMONSTRAÇÃO. Para vericarmos a continuidade de u na @B; considere a fór-








jx  yjndsy; para x 2 B e y 2 @B: (3:3:2)
Então, seja x0 2 @B e  > 0: Como ' é contínua na @B; escolha 1 > 0 tal que
j' (x)  ' (x0)j <

4
sempre que jx  x0j < 1; x 2 @B:
Considere k'k1 =M: Logo, se jx  x0j <
1
2
; por (3:3:1) e (3:3:2)





































































Considere  < 1 tal que se jx  x0j <  então
C (n;R)  R2   jxj2 < 
4
: Logo
ju (x)  u (x0)j <  para todo jx  x0j < ; donde temos que u é contínua na @B:
Seja agora x0 2 B: Escolha r > 0 tal que B(x0; r)  B: Assim temos que a
função h1(x; y) =
1
jx  yjn ; (x; y) 2 B(x0; r)@B é uniformente contínua. Então,
dado  > 0 existe 1 > 0; porém menor que r tal que
jh1(x; y)  h1(x0; y)j <

4MRn
; 8(x; y) 2 B(x0; r) @B;
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ondeM = k'k1 : Fazendo o mesmo tipo de análise, pode-se mostrar que a função
h2(x; y) =
jxj2
jx  yjn ; (x; y) 2 B(x0; r) @B é uniformemente contínua. Daí temos
que existe 2 > 0; porém menor que r tal que
jh2(x; y)  h2(x0; y)j <

4MRn 2
; 8(x; y) 2 B(x0; r) @B:
Tomando  = m{n f1; 2g temos, para jx  x0j < 












































































Logo u é contínua em B: Além disso, podemos vericar por cálculos diretos que
a função u denida em (3:3:1) é harmônica em B: Portanto a função u denida




e satisfaz u = 0 em B:
Agora, tendo como base as Equações de Poisson e o Potencial Newtoniano
analisemos o problema de Dirichlet em um domínio 
 limitado. Também, o
operador D é a derivada em relação à variável x:
Como sabemos, uma solução fundamental para a equação de Laplace é dada
por




jxj2 n ; para n > 2
1
2
ln jxj ; se n = 2:
Assim, considere a função   como




jx  yj2 n ; para n > 2
1
2
ln jx  yj ; se n = 2:
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Facilmente podemos mostrar as estimativas





jDij  (x  y)j 
n
!n
jx  yj n ; (3:3:4)
i; j = 1; :::; n que serão utilizadas posteriormente.
Para uma função integrável f em um domínio 
; o pontencial Newtoniano de





  (x  y) f (y) dy: (3:3:5)
LEMA 3.3.2. Seja f uma função limitada e integrável em 
; e seja w o pontencial











Di  (x  y) f (y) dy; i = 1; :::; n:





Di  (x  y) f (y) dy:
Assim, utilizando as hipóteses sobre f e as estimativas anteriores podemos veri-
car que v está bem denida. Agora, para mostrar que v = Diw; nós iremos xar
uma função  2 C1 (IR) satisfazendo 0    1; 0  0  2;  (t) = 0 para t < 1











Então, dado 1 > 0; tome  =
1
M
; onde M = kfk1 krhk1 j
j e h é dada por





: Daí, se jx  x0j < 



































jh (x)  h (x0)j dy:
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: Logo para algum s = s(x) no segmento de reta ligando x0 a x;
jh (x)  h (x0)j = jrh (s)j jx  x0j  krhk1 jx  x0j:
Daí





= kfk1 krhk1 j
j jx  x0j < M = 1:











: Além do mais,







































































jv (x) Diw (x)j  kfk1
8<: 4 (1 + jln2j) ; para n = 22n
n  2 ; se n > 2
Logo, quando  ! 0; w e Diw convergem uniformemente em 
 para w e v





e Diw = v:
LEMA 3.3.3. Seja f uma função limitada e localmente Hölder contínua em 
; e
considere w o potencial newtoniano de f: Então a função w dada em (3:3:5) está
em C2 (
) ; w = f em 











Di  (x  y) j (y) dsy; i; j = 1; :::; n;
(3:3:6)
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aqui 
0 é um domínio qualquer contendo 
 para o qual o Teorema da Divergência
seja válido e tal que f seja estendida como f  0 fora de 
:
DEMONSTRAÇÃO. Em virtude das estimativas (3:3:3) e (3:3:4) ; e utilizando o fato










Di  (x  y) j (y) dsy
está bem denida.















; comM = kfk1 krhk1 j






Daí, se jx  x0j < 



































jh (x)  h (x0)j dy:






: Logo, para algum s = s(x) no segmento de reta ligando x0 a x;
jh (x)  h (x0)j = jrh (s)j jx  x0j  krhk1 jx  x0j:
Daí





= kfk1 krhk1 j
j jx  x0j < M = 1:
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Di  (x  y) j (y) dsy
contanto que  seja sucientemente pequeno. Assim
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temos que



















contanto que  < dist (x; @
) : Consequentemente Djv converge uniformente
para u em um subconjunto compacto de 
 quando  ! 0; e como v converge
uniformemente para v = Diw em 
 temos que Djv
u! Dijw em 
: Portanto
w 2 C2 (
) e u = Dijw: Finalmente, fazendo 
0 = B (x;R) em (3:3:6) ; nós







i (y) i (y) dsy = f (x) ;
completando a prova.
OBSERVAÇÕES: Considere 
 um domínio limitado:
1) Uma função u de C0 (
) será dita sub-harmônica (super-harmônica) em

 se para toda bola B  
 e toda função h harmônica em B satisfazendo
u  ()h na @
; nós tivermos também u  ()h em B:
2) Seja  uma função limitada na @
: Uma função v de C0 (
) sub-harmônica
(super-harmônica) é dita uma subfunção (superfunção) relativa a  se satisfaz
v  () na @
:
3) S denota o conjunto de todas as subfunções relativas a :
4) Considere  2 @





é chamada de uma
barreira em  relativa a 
 se: i) w é super-harmônica em 
; ii) w > 0 em 
  ;
w () = 0:
5) Um ponto da fronteira será dito regular (com respeito ao Laplaciano) se
existir uma barreira neste ponto.
TEOREMA 3.3.4. O problema de Dirichlet, u = 0 em 
 e u =  na @
; onde
 é uma função contínua e 
 é um domínio limitado tem solução para valores
arbitrários contínuos da fronteira se, e somente se, os pontos da fronteira são
todos regulares.
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DEMONSTRAÇÃO. Seja  um ponto regular da fronteira de
 e u (x) = supv2Sv (x) :
Como a função  é contínua em ; então u (x) !  () sempre que x !  (veja
[10, Lemma 2.13]). Logo, como a função u construída pelo método de Perron (ver
[10, Theorem 2.12]) é harmônica em 
 temos que u (x) = supv2Sv (x) é solução
do problema de Dirichlet.
Reciprocamente, suponha que o problema de Dirichlet tenha solução para
todos os valores contínuos da fronteira. Seja  2 @
: Assim temos que a função
 (x) = jx  j é contínua na fronteira de 
 e a função harmônica u que soluciona
o problema de Dirichlet em 
 com u =  na @
 é uma barreira em : Logo  é
regular. Como  2 @
; temos a conclusão do teorema.
TEOREMA 3.3.5. Suponha que 
 é um domínio limitado e que cada ponto da
fronteira de 
 é regular (com respeito ao laplaciano). Então, se f é uma função
limitada, localmente Hölder contínua em 
; o problema clássico de Dirichlet
u = f em 
 e u =  na @

tem uma única solução para qualquer função contínua limitada :
DEMONSTRAÇÃO DA EXISTÊNCIA: Considere w o potencial Newtoniano de f e
seja v = u  w: Então o problema
u = f em 
 e u =  na @

é equivalente ao problema
v = 0 em 
 e v =   w na @
;
o qual tem solução de acordo com o Teorema 3:3:4:
A Unicidade: Sejam u1 e u2 soluções clássicas do problema de Dirichlet. Con-
sidere u = u1   u2: Então u é solução do problema u = 0 em 
 e u = 0 na @
:
Portanto u  0; donde temos u1  u2:
O estudo do problema de Dirichlet em certos domínios especiais de IR2; como
num retângulo, no disco ou no semiplano, pode ser feito usando métodos como
série de Fourier e transformada de Fourier, os quais são consideravelmente mais
78 Capítulo III Existência e Unicidade de Solução
simples que os utilizados anteriormente. Para discutir a solubilidade do problema
de Dirichlet neste casos o leitor pode consultar o livro de Figueiredo [8]. O leitor
também poderá encontrar nesta referência o princípio do máximo formulado para
uma classe especial de funções, a qual facilita sua prova.
3.4 Existência de Solução para
Operadores Elípticos
A existência de solução para o problema Pu  Au+ au = f em 
 e u =  na
@
; onde P é uniformemente elíptico, depende de estabelecermos uma estimativa
a-priori (The Schauder Estimate )
kuk2+  c kfk
para soluções u de classe C2+ do problema
Pu = f em 
 e u = 0 na @
 (3:4:1)
Aqui c = c (K;m;
) ; onde m é a constante de elipticidade e K é o limite dos
coecientes de P:
Nós não iremos provar esta estimativa aqui, veja [10, Theorem 6.6] para a
prova.
DEFINIÇÃO 3.4.1. Seja X = (X; d) um espaço métrico. Dizemos que uma
aplicação F : X ! X é uma contração em X se existe um número real M;
0 M < 1; tal que d (F (x) ; F (y)) Md (x; y) ; 8x; y 2 X:
O teorema seguinte será utilizado na prova da existência de solução do pro-
blema (3:4:1) :
TEOREMA 3.4.2 (do Ponto Fixo de Banach) : Considere (X; d) um espaço
métrico completo e F : X ! X uma contração. Então F tem um único ponto
xo p; isto é, F (p) = p:
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Demonstrações como a que faremos podem ser vistas em [15] e [21].
DEMONSTRAÇÃO. Seja M a constante de contração de F; onde 0 M < 1:
Unicidade: Suponha que p1 e p2 são dois pontos xos de F; então F (p1) = p1
e F (p2) = p2: Logo, como F é uma contração,
d (p1; p2) = d (F (p1) ; F (p2)) Md (p1; p2) ;
donde, d (p1; p2) (1 M)  0; o que implica que d (p1; p2) = 0: Portanto p1 = p2:
Existência: Nós vamos construir uma seqüência (xn) e mostrar que é de Cauchy
no espaço completo X; e portanto convergente. Em seguida provaremos que o
ponto limite p é um ponto xo de F:
Seja x0 2 X e dena a seqüência iterativa (xn) por
x1 = F
1 (x0) = F (x0) ; x2 = F
2 (x0) = F (x1) ; :::; xn = F
n (x0) = F (xn 1) :
Daí, por um argumento de indução temos que
d (xn+r; xn) = d
 
F n+r (x0) ; F
n (x0)

= d (F n (F r (x0)) ; F
n (x0))
= d (F n (xr) ; F
n (x0)) Mnd (xr; x0)
e também
d (x0; xr)  d (x0; F (x0)) + d
 





F r 1 (x0) ; F
r (x0)

 d(x0; F (x0)) +d(F (x0) ; F (F (x0))) +:::+d
 





1 +M +M2 + :::+M r 1

d (x0; F (x0)) :
Portanto
d (xn+r; xn) Mnd (x0; xr) 
Mn
1 Md (x0; F (x0)) :
Como d (x0; F (x0)) é xa e 0  M < 1; Mn ! 0: Logo (xn) é convergente, pois
é uma seqüência de Cauchy em X que é completo.
Provemos que lim
n!1
xn = p é ponto xo de F: De fato, sendo F contínuo,
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com a condição que P seja elíptico em 
:
DEMONSTRAÇÃO. De acordo com o que vimos nas seções 3.1 e 3.2, basta mostrar-
mos que o problema (3:4:1) tem solução. Sendo que kuk2+  c kPuk para toda





; a idéia é envolver nosso problema em uma família de
problemas
Pt (u) = tP (u) + (1  t)u = f em 

u = 0 na @

(3:4:2)
onde t 2 I = [0; 1] : Se t = 0; o problema é u = f em 
 e u = 0 na @
; o qual,
como vimos, tem solução. Seja
T =














Iremos mostrar que 1 2 T: Primeiramente vamos mostrar que dado t0 2 T
existe um  > 0 tal que se jt  t0j <  e t 2 I implica que t 2 T: Para isto












t (u) = v; onde v é a única solução de
Pt0v = (t  t0) [u  Pu] + f em 

v = 0 na @

(3:4:3)
Se t tem um ponto xo, isto é, t (w) = w então w = 0 na @
 e de (3:4:3) ;
Pt0w = (t  t0) [w   Pw] + f em 

temos que Ptw = f: Isto é, um ponto xo de t corresponde a uma solução de
(3:4:2) : Iremos encontrar um  > 0 tal que se jt  t0j < ; então t tem um ponto
xo. Esta última armação será provada mostrando que t é uma contração para
t sucientemente próximo de t0:





; considere v1 = t (u1) ; v2 = t (u2) tal
que
Pt0vi = (t  t0) [ui   Pui] + f em 

vi = 0 na @
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para i = 1; 2: Subtraindo-as, temos
Pt0 (v1   v2) = (t  t0) [ (u1   u2)  P (u1   u2)]
Usando kuk2+  c kfk nesta equação, obtemos
kt (u1)  t (u2)k2+ = kv1   v2k2+
 c jt  t0j k(u1   u2)  P (u1   u2)k
 cc1 jt  t0j ku1   u2k2+
para alguma constante c1 independente de u1; u2; c e t: Se  = (2cc1)
 1 ; então
para jt  t0j  ;
kt (u1)  t (u2)k2+ 
1
2
ku1   u2k2+ :
Logo, o Teorema de Ponto Fixo de Banach implica que se, jt  t0j  ; t tem
um ponto xo.
Considerando que 0 2 T temos o intervalo [0; ]  T: Desta forma, como
 2 T; [; 2]  T: Repetindo este procedimento sucessivamente podemos ver que
1 2 T; completando a prova.
Argumentos semelhantes mostram que o problema Pu = 0 em 
 e u =  na
@
; com  2 C0 (@
) ; tem uma única solução. Vejamos agora o caso geral:
TEOREMA 3.4.4. O problema Pu = f em 
; u =  na @





e  2 C0 (@











: Seja h uma
solução de Ph = 0 em 
; h =  na @
: Usando o Teorema 3:4:3; considere v uma
solução de
Pv = f   Ph em 
; v = 0 na @
:
Então se u = v + h; temos Pu = Pv + Ph = f em 
 e u = v + h =  na @
:





uma seqüência de funções em
C2+ (@
) tal que j !  uniformemente na @




podem ser polinômios obtidos do Teorema da Aproximação de Weierstrass). Seja
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uj uma solução de Puj = f em 
; uj = j na @
: Pelo Princípio do Máximo,
vemos que uj converge uniformemente em 






u =  na @
:
Agora se Q é um subconjunto compacto de 
; tem-se uma estimativa a-priori








onde c = c (m;K;
; Q) (a demonstração desta relação é similar à prova da de-
sigualdade kuk2+  c kfk); segue que
kuj   ukC2+(Q)  c kuj   ukL1(
) ;




para todo compacto Q  




e f = lim
j!1
Puj = Pu; para cada ponto em 
; encerrando a prova.
Considerando o problema
Pu = f em 
 e u = 0 na @
;
com f 2 Lp (
) ; é possível mostrar, utilizando idéias semelhantes as empregadas
no Teorema 3:4:3; que existe uma solução u 2 W 2;p (
) para este problema. Este
fato será usado posteriormente no Capítulo IV.
3.5 Teoremas de Ponto Fixo de Leray-Schauder
Nesta seção veremos um modo diferente do discutido anteriormente para




aij (x; u;Du)Diju+b (x; u;Du) = 0;
em um domínio limitado 
  IRn; com @
; a fronteira de 
; sendo sucientemente
suave. Assumiremos que aij (x; s; ) = aji (x; s; ) ; (x; s; ) 2 
  IR  IRn; que
as funções aij e b são todas contínuas em 
 IR  IRn; i; j = 1; 2; :::n e que Q é
elíptico, ou seja, a matriz [aij] é positiva denida.
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DEFINIÇÃO 3.5.1 (Conjunto precompacto): Dizemos que o conjunto A é pre-
compacto se A é compacto.
DEFINIÇÃO 3.5.2 (Operador compacto): Sejam X e Y espaços normados.
Dizemos que o operador T : X ! Y é compacto se T leva conjuntos limita-
dos de X em conjuntos precompactos em Y; ou equivalentemente, T transforma
seqüências limitadas de X em seqüências de Y que contém uma subseqüência
convergente.
Algumas vezes nos referimos a conjuntos precompactos como conjuntos rela-
tivamente compactos. Também vale a pena ressaltar que a prova dos teoremas
desta seção foram baseadas em [7] e [10].
TEOREMA 3.5.3. Seja C um conjunto fechado convexo, em um espaço de
Banach X; e T uma aplicação contínua de C em C tal que a imagem T (C) é
precompacta. Então T tem um ponto xo.
DEMONSTRAÇÃO. Podemos considerar C um conjunto limitado, pois caso con-
trário basta trabalhar com o conjunto C1; onde C1 é a envoltória convexa de
T (C):
Como T (C) é um conjunto compacto, para cada  > 0 podemos determinar
um número nito de bolas abertasB (xj) de raio  > 0 e centradas em xj 2 T (C);




B (xj) : (3:5:1)
Sejam FN o subespaço vetorial de X gerado por x1; :::; xN e 1; :::; N uma par-
tição da unidade formada por funções contínuas associada à cobertura fB(xj)g




 B (xj) e
P
j






podemos ver que TN é uma aplicação contínua de C\FN em C\FN : Como C\FN
é um subconjunto convexo, limitado e fechado de um espaço de dimensão nita,
segue, pelo Teorema de Ponto Fixo de Brouwer (ver [10, Theorem 10.14, pg. 238])
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que TN tem um ponto xo, ou seja, existe xN 2 C \ FN tal que TNxN = xN : E
ainda, temos que
kTxN   TNxNk =
TxNXj (TxN) Xj (TxN)xj
=
Xj (TxN) [TxN   xj] < :
Logo, fazendo  =
1
n
obtemos uma seqüência (xn)  C tal que Tnxn = xn
e, pela desigualdade acima, kTxn   Tnxnk <
1
n
: Como T (C) é precompacto,
existe uma subseqüência (Txnk)  (Txn) tal que Txnk  ! y: Além disso, sendo
kTxnk   xnkk <
1
nk
temos que xnk  ! y; e da continuidade de T chegamos a
Txnk  ! Ty: Portanto Ty = y; isto é, T tem um ponto xo.
TEOREMA 3.5.4 (de Leray-Schauder - caso especial): SejamX um espaço
de Banach e T : X ! X um operador contínuo e compacto. Suponha que exista
uma constante M tal que kxkX < M para todo x 2 X satisfazendo x = Tx;
 2 [0; 1] : Então T tem um ponto xo.
DEMONSTRAÇÃO. Considere a aplicação T  denida como
T x =
8><>:
Tx; para kTxk M
MTx
kTxk ; se kTxk M:
Seja (xn)  X e xn ! z: Como T é contínuo, então Txn ! Tz: Vejamos que
o operador T  também é contínuo. Suponha que kTzk < M: Então, para n
sucientemente grande,
T xn = Txn ! Tz = T z:




! MTzkTzk = T
z:
E para analisar o caso kTzk = M; devemos considerar dois subcasos: primeira-
mente suponha que existe (Txnk)  (Txn) e kTxnkk M; então
T xnk = Txnk ! Tz = T z;
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! MTzkTzk = T
z:
Portanto T  é um operador contínuo. Além disso, o operador T  leva a bola
fechada B (0;M) = B  X em B  X e T  é um operador precompacto, pois
considere (xn)  B e kTxnk M: Então, sendo T compacto, e trabalhando com






  Mykyk ! 0:
Logo, pelo Teorema 3.5.3, o operado T  tem um ponto xo x:
Armação: x também é um ponto xo de T: De fato, se kTxk  M; então
x = T x = Tx com  =
M
kTxk e kxk = kT
xk =  kTxk = M; o que contradiz
a hipótese kxk < M: Portanto, kTxk < M e consequentemente x = T x = Tx;
isto é, x é um ponto xo de T:
Para aplicarmos o Teorema 3.5.4 para o problema de Dirichlet para equações
quasilineares, nós xamos um número  2 (0; 1) e pegamos o espaço de Banach






 é um domínio limitado




aij (x; u;Du)Diju+b (x; u;Du)
e assuma que Q é elíptico em 
: Suponha, também, que para qualquer  2 (0; 1)



























aij (x; v;Dv)Diju+b (x; v;Dv) = 0 em 
 e u = ' na @
:
A unicidade de solução deste problema é garantida pelo resultado de existência
linear, veja o Teorema 3.4.4. A solubilidade do problema Qu = 0 em 
 e u = ' na
@





é portanto equivalente a solubilidade da equação u = Tu
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: A equação u = Tu em X;  2 [0; 1] ;




aij (x; u;Du)Diju+ b (x; u;Du) = 0 em 
 e u = ' na @
:
Assim, aplicando o Teorema 3.5.4 pode-se provar o seguinte critério de existência:
TEOREMA 3.5.5. Considere 
  IRn um domínio limitado e suponha que Q é
elíptico em 











: Se dado um número 0 <  < 1 existir uma constante M; independente





do problema de Dirichlet, Qu = 0
em 
 e u = ' na @
; 0    1; satisfaz kukC1+(
) < M; então o problema
de Dirichlet Qu = 0 em 
 e u = ' na @






LEMA 3.5.6. Seja B = B (0;M) uma bola em X e considere T um operador
contínuo de B em X tal que TB é precompacto e T (@B)  B: Então T tem um
ponto xo.
DEMONSTRAÇÃO. Dena o operador T  como
T x =
8><>:
Tx; para kTxk M
MTx
kTxk ; se kTxk M:
Claramente, pelo que já foi visto no Teorema 3.5.4, T  é uma aplicação contínua
de B em B; e também, sendo TB precompacto, temos que T B é precompacto.
Logo, pelo Teorema 3.5.3 T  tem um ponto xo x; e como T (@B)  B nós temos
que kxk < M: Portanto x = Tx:
TEOREMA 3.5.7 (de Leray-Schauder): Seja X um espaço de Banach e T
um operador compacto e contínuo, T : X  [0; 1] ! X; tal que T (x; 0) = 0 para
cada x 2 X: Suponha que existe uma constante M tal que kxkX < M para todo
(x; ) 2 X  [0; 1] que satisfaz x = T (x; ) : Então o operador T1 : X ! X; dado
por T1x = T (x; 1) ; tem um ponto xo.
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M    ; 1

; quando kxk < M   :
Desta forma temos que T é um operador contínuo. De fato, seja (xn)  B(0;M)
tal que xn ! z: Então, se kzk > M    temos que kxnk > M    para todo


























M    ; 1

= Tz:
Se tivermos kzk =M   ; devemos analisar as seguintes possibilidades: suponha





















 (xn) tal que



















Além disso, T@B (0;M)  f0g; pois se x 2 @B(0;M); então temos que kxk =M
e Tx = T (x; 0) = 0: Portanto, para aplicarmos o Lema 3.5.6 em T basta mostrar-
mos que TB (0;M) é precompacto. Assim, suponha que (yn)  TB (0;M): En-
tão yn = Txn para alguma seqüência (xn) em B (0;M). No caso em que temos









Z  B (0;M) [0; 1] ; Z é um conjunto limitado. Ainda, de M     kxnk M









Daí, sendo T compacto e Z limitado, TZ possui uma subseqüência convergente.
Logo (yn) possui uma subseqüência convergente. Caso kxnk < M   ;
yn = Txn = T

Mxn
M    ; 1

:
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Mas o conjunto W =

Mxn
M    ; 1

é limitado pois W  B (0;M)  [0; 1] : Logo,
uma vez que T é compacto, então TW possui uma subseqüência convergente.
Portanto se kxnk < M   ; (yn) possui uma subseqüência convergente. Por outro
lado se (xn)  B (0;M) é tal que existe (xnk)  (xn) e kxnkk M   ; então

















contém uma subseqüência convergente, uma








é limitado. Logo (yn) contém uma
subseqüência convergente. E, caso exista (xnk)  (xn) seja tal que kxnkk < M  
temos que
ynk = Txnk = T

Mxnk
M    ; 1

:




M    ; 1

é limitado e T é compacto.




















Como k 2 [0; 1] ; passando a trabalhar com uma subseqüência, se necessário,
temos que k !  2 [0; 1] : Além disso, sendo T um operador compacto, podemos
também trabalhar com uma subseqüência de T (xk; k) ; se necessário, tal que
T (xk; k) ! T (x; ) : Logo se  < 1; como k ! ; temos que para k sucien-
temene grande k < 1 e daí M  
1
k
 kxkk  M; donde temos que kxk = M:
Assim
xk = T1=kxk = T














= T (x; ) :
Daí x = T (x; ) ; o que nos dá kxk < M; o que é uma contradição e portanto
 vale 1: Neste caso analisemos as seguintes possibilidades: primeiramente se
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k < 1; obtemos que M  
1
k
 kxkk M; donde kxk =M: Daí

















= T (x; 1) = T1x:




kxk M: Deste modo









= T (x; 1) = T1x
Portanto x = T1x:
C A P Í T U L O I V
EQUAÇÕES DA FORMA
u = f(x; u;Du)
Neste capítulo veremos como obter uma solução emW 2;p (
) para o problema
de valores de fronteira
u = f (x; u;Du) em 
 e u = ' na @

contanto que a função f satisfaça certas condições, as quais estarão descritas na
seqüência.
4.1 Uma Estimativa A-Priori Fundamental
Seja 
 um domínio limitado em IRn com a fronteira @
 de classe C2: Nós
trataremos do seguinte problema de valores de fronteira
u = f (x; u;Du) em 
 e u = ' na @
: (4:1:1)
Aqui,  é o operador de Laplace, u = u (x) e Du = Du (x) é o gradiente da
função u:
Este problema será estudado para uma classe de funções reais do espaço de
Sobolev W 2;p (
) com p > n; tal que a função ' é o traço, ' = e'j@
; da funçãoe' de W 2;p (
) ; isto é, ' 2 W 2 1=p;p (@
) e a norma satisfaz
k'k0W 2 1=p;p(@
)  c0 ke'kW 2;p(
) ;
onde c0 é uma constante que não depende de e': A demonstração deste resultado
é baseada no Teorema do Traço, e pode ser vista em [18].
Nós assumimos que a função f satisfaz as seguintes condições:
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(A1) Seja f (x; s; ) denida em 
 IR IRn com valores em IR; e suponha que
f satisfaz a condição de Carathéodory, ou seja, é uma função mensurável
com respeito a x para todo (s; ) 2 IR IRn; e contínua em relação a (s; )
para quase todo x 2 
:
(A2) Considere
jf (x; s; )j  b (x; s) (1 + jj)
para quase todo x 2 
 e todo (s; ) 2 IRIRn; com  = 2  n
p
e p > n; onde
a função b (x; s) é mensurável com respeito a x para todo s 2 IR; contínua
em relação à s para quase todo x 2 
; e tal que para qualquer l > 0 xo
supjsjlb (; s) 2 Lp (
) :
Utilizando argumentos semelhantes ao do Teorema 3:4:3 podemos encontrar
uma solução em W 2;p (
) do problema
u = 0 em 
 e u = ' na @
;
a qual chamaremos de u1: Então a função u = u2   u1; onde u2 2 W 2;p (
) é
solução de (4:1:1) ; será solução do seguinte problema de valores de fronteira
u = u2  u1 = f (x; u2; Du2) em 

u = u2   u1 = 0 na @
:
Desta forma, sendo u2 = u+ u1; com u1 conhecida, temos que
u = f (x; u+ u1; D (u+ u1)) = ef (x; u;Du) em 

u = 0 na @
;
onde ef : 
 IR IRn ! IR satisfaz também as hipóteses (A1) e (A2) :
Assim, para solucionarmos o problema (4:1:1) ou obter informações a respeito
de sua solução, basta analisarmos o problema
u = f (x; u;Du) em 

u = 0 na @
:
(4:1:2)
Também, um resultado frequentemente usado no estudo da equação (4:1:2)
é a Desigualdade de Gagliardo-Niremberg que enunciamos em seguida e que o
leitor pode consultar [9, Theorem 10.1, pg. 27].
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TEOREMA 4.1.1 (Desigualdade de Gagliardo-Niremberg): Seja 
 um do-
mínio limitado com @
 em Ck; e u 2 W k;p \ Leq; 1  p; q  1: Para qualquer j
inteiro, 0  j < k; e qualquer a no intervalo j=k  a  1; escreva







+ (1  a) 1eq :













(C independe de u) :
Um dos principais resultados desta seção está no
TEOREMA 4.1.2 (Pohoµzaev): Suponha que as condições (A1) e (A2) são sa-
tisfeitas com p > n: Então existe uma função  : IR2+ ! IR+; limitada em todo
compacto, tal que qualquer solução u 2 W 2;p (
) ; com p > n; do problema (4:1:2)
satisfaz
kukW 2;p(





contanto que kuk1  M: Aqui bM (x) = supjujMb (x; u) ; IR2+ = IR+  IR+ e
IR+ = ft 2 IR; t  0g :
DEMONSTRAÇÃO. Temos que
u = f (x; u;Du) =
f (x; u;Du)
1 + jDuj (1 + jDuj
) :
Então
u  c (x)u = f (x; u;Du)
1 + jDuj (1 + jDuj
)  c (x)u;
onde c (x) = bM (x)  0: Assim a função u satisfaz
u  c (x)u = f1 (x) jDuj + f0 (x) em 






f (x; u (x) ; Du (x))
1 + jDu(x)j e f0 (x) = f1 (x)  c (x)u (x) :
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Nosso objetivo é obter uma estimativa para kukW 2;p(
) em termos das quanti-
dades kuk1 ; kf1kp e kf0kp ; que são limitadas em função deM e kbMkp : Para isto
consideremos, no espaço W 2;p (
) com p > n; o problema de valores de fronteira
v   c (x) v = f1 (x) jDvj + tf0 (x) em 

v = 0 na @
;
(4:1:5)
com o parâmetro t 2 [0; 1] e as funções c; f1 e f0 denidas anteriormente.
Tendo em vista o Lema 4.1.3 a seguir, observe que a solução do problema
(4:1:5) para t = 1 coincide com a solução do problema (4:1:4) e, em virtude da
notação usada, com a solução do problema (4:1:2) :
Agora sejam v1 e v2 soluções de (4:1:5) correspondentes aos valores t1 e t2;
t2 > t1; parâmetros t: Então a diferença ev = v2   v1 satisfaz
ev   c (x) ev = f1 (x) [jDv2j   jDv1j] + (t2   t1) f0 (x) em 

ev = 0 na @
:
Conseqüentemente,
kev   c (x) evkp  kf1 [jDv2j   jDv1j]kp + (t2 t1) kf0kp
2 1 kf1kp kDevk1 +2 kf1kp kDv1k1 + (t2 t1) kf0kp (4:1:6)
para 0  t1 < t2  1: Da prova da interpolação da Desigualdade de Gagliardo-
Niremberg (veja [9, Theorem 10.1, pg. 27]) para a função ev em W 2;p (
) com
p > n e do fato que  = 2  n
p
; segue que
kDevk1  C1 kevk 1W 2;p(
) kevk1  11 (4:1:7)
onde C1 = C1 (
; n; p) : Por outro lado, da desigualdade para operadores elípticos,
veja [2, Theorem 7.1]; temos que
kevkW 2;p(
)  A kev   c (x) evkp (4:1:8)
aqui A = A


; n; p; kckp

:
Logo, utilizando (4:1:6) ; (4:1:7) e o Lema 4.1.4 a ser visto em seguida, nesta
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ordem, obtemos que
kev   c (x) evkp  2 1 kf1kp kDevk1 + 2 kf1kp kDv1k1 + (t2   t1) kf0kp
 2 1C1 kf1kp kevk 11 kevkW 2;p(
) + 2 kf1kp kDv1k1 + kf0kp
 2 1C1 kf1kp (t2   t1)





1 + kf0kp :
Então, por (4:1:8) chegamos a
kevkW 2;p(




1 + A kf0kp :
Daí, considerando
0 < t2   t1  r; (4:1:9)








)  2 1 kevkW 2;p(
) + 2A kf1kp kDv1k1 + A kf0kp :
Donde
kevkW 2;p(
)  2+1A kf1kp kDv1k1 + 2A kf0kp :
Como kv2kW 2;p(
)  kevkW 2;p(
) + kv1kW 2;p(
) e tendo em vista a desigualdade






para p > n; isto é,
kDv1k1  C2 kv1kW 2;p(
)
onde C2 = C2 (
; n; p) obtemos
kv2kW 2;p(






) + 2A kf0kp :
Agora, com r xado seja k um número natural tal que (k   1) r  1 e kr > 1:
Considere vj as soluções em W 2;p (
) do problema (4:1:5) correspondentes aos
parâmetros tj = (j   1) r; j = 1; :::; k; e vk+1 a solução associada ao parâmetro
tk+1 = 1:
AFIRMAÇÃO: kvjkW 2;p(
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De fato, para j = 1 temos que t1 = 0 e portanto v1 = 0; donde obtemos a
desigualdade desejada. Suponha que para j = l a desigualdade seja verdadeira.

























Assim, sendo a função vk+1 associada ao parâmetro tk+1 = 1; pelo que já foi
dito ela coincide com a solução u 2 W 2;p (
) do problema (4:1:2) ; donde temos
que a desigualdade (4:1:3) é satisfeita.
LEMA 4.1.3. Para qualquer t xo o problema (4:1:5) tem no máximo uma solução
em W 2;p (
) ; p > n:
DEMONSTRAÇÃO. Suponha que v e z são duas soluções arbitrárias de (4:1:5) :
Então a diferença w = v   z satisfaz
w   c (x)w = f1 (x) (jDvj   jDzj) = f1 (x)
nX
i=1
hi (x)Diw em 

w = 0 na @
;
onde hi (x) =
R 1
0
Hi (x; ) d com















Como c (x)  0; c 2 Lp (
) ; f1 2 Lp (
) ; hi 2 L1 (
) (i = 1; :::; n) e p > n; segue
do Princípio do Máximo de Aleksandrov para funções em W 2;p (
) que w  0;
donde temos que v  z; completando a prova.
LEMA 4.1.4. Sejam v1 e v2 soluções de (4:1:5) correspondentes aos valores t1 e t2;
t2 > t1: Então
kv2   v1k1  (t2   t1) (1 + kuk1) :
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DEMONSTRAÇÃO. ConsideremosK = (t2   t1) (1 + kuk1) e ev = v2 v1: A funçãoev  K satisfaz
 [ (ev K) c (x) (ev K)]= f1 (x) nX
i=1
ehi (x)Di (ev K) (t2 t1) f0 (x) c (x)K
em 
 e ev  K =  K na @
:
Aqui ehi (x) = R 10 eHi (x; ) d com
eHi (x; ) = " nX
k=1
(Dkev +Dkv1)2#=2 1 (Diev +Div1) (x)
para
Pn
k=1 (Dkev +Dkv1)2 (x) 6= 0 e
eHi (x; ) = 0 para nX
k=1
(Dkev +Dkv1)2 (x) = 0:
Além disso,
 (t2   t1) f0 (x)  c (x)K =   (t2   t1) f0 (x)  (t2   t1) (1 + kuk1) c (x)
=   (t2   t1) [f0 (x) + c (x) + kuk1 c (x)]
=   (t2   t1) [f1 (x)  c (x)u (x) + c (x) + kuk1 c (x)]
=   (t2   t1) [f1 (x) + c (x) + (kuk1  u (x)) c (x)]0
em 
 e ev  K =   (t2   t1) (1 + kuk1)  0 na @
: Então, segue do princípio do
máximo que ev  K em 
: Ainda, fazendo uma análise semelhante a anterior com
a função ev +K chegamos que  K  ev em 
: Portanto kevk1  K; donde temos
o resultado procurado.
Consideremos agora que a função de Carathéodory f satisfaz a condição
seguinte:
(A2) Suponha que
jf (x; s; )  b (x; s)j  b1 (x; s) jj
com  = 2   n
q
; q  p > n e  = 2 se q = 1; para quase todo x 2 
 e
para todo (s; ) 2 IR IRn com as funções de Carathéodory b  0 e b1  0
satisfazendo, para qualquer l > 0 xo,
supjsjlb (; s) 2 Lp (
) ; supjsjlb1 (; s) 2 Lq (
) :
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COROLÁRIO 4.1.5 (do Teorema 4:1:2) : Suponha que sejam satisfeitas as con-
dições (A1) e (A2) com q  p > n: Então existe uma função  : IR3+ ! IR;
limitada em todo compacto, tal que qualquer solução u 2 W 2;p (
) ; com p > n;
do problema (4:1:2) satisfaz a desigualdade
kukW 2;p(
)   

M; kbMkp ; kb1;Mkq

contanto que kuk1  M: Aqui estamos considerando bM (x) = supjujMb (x; u) e
b1;M (x) = supjujMb1 (x; u) :
DEMONSTRAÇÃO. Observe que
u = f (x; u;Du) =
f (x; u;Du)  b (x; u)
1 + jDuj (1 + jDuj
) + b (x; u) :
Daí,
u  c (x)u = f (x; u;Du)  b (x; u)
1 + jDuj (1 + jDuj
) + b (x; u)  c (x)u;
onde c (x) = bM (x) + b1;M (x)  0: Assim a função u satisfaz
u  c (x)u = f1 (x) jDuj + f0 (x) em 





f (x; u;Du)  b (x; u)
1 + jDuj e f0 (x) = f1 (x) + b (x; u)  c (x)u:
A idéia agora é obter uma estimativa em kukW 2;p(
) em termos das quantidades
kuk1  M; kf1kp e kf0kp que são limitadas em função de M; kbMkp e kb1;Mkq :
Para isto, basta prosseguir a demonstração com passos semelhantes aos utilizados
na prova do Teorema 4.1.2 considerando, no espaço W 2;p (
) ; com p > n; o
problema de valores de fronteira
v   c (x) v = f1 (x) jDvj + tf0 (x) em 

v = 0 na @
;
com o parâmetro t 2 [0; 1] e as funções c; f1 e f0 denidas anteriormente.
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Neste caso, utilizamos o fato que
kf1 (jDv2j   jDv1j)kp  2 1 kf1kq kDevkep + 2 kDv1k1 kf1kp
onde ep = pq
q   p . E a desigualdade de Gagliardo-Nirenberg para a função ev em
W 2;p (
) será dada por
kDevkep  C1 kevkaW2;p(
) kevk1 aeq ;
com a =  1 e eq =1:
4.2 A Precisão do Índice  = 2  n=p
O artigo de Kazdan e Kramer [14] nos fala que o Teorema 4.1.2 também é
válido desde que seja satisfeita a hipótese (A1) e a condição de Bernstein, isto é,




com a função de Carathéodory b satisfazendo
supjsjlb (; s) 2 L1 (
)
para qualquer l > 0 xo. Daí resulta que esta função b é tal que
supjsjlb (; s) 2 Lp (
) ; com p > n;
ou seja, a função f não satisfaz somente a condição de Bernstein mas também
a condição (A2) com  > 2   n
p
; incluindo 2   > 2   n
p
; o que em geral não
implica que tenhamos a veracidade do Teorema 4.1.2.
Vejamos um contra-exemplo que mostra que o índice  = 2  n
p
de (A2) não
pode ser trocado sem que tenhamos assumido hipóteses adicionais.
Seja n = 1; 
 = [0; 1]  IR e
u = b (x) jDuj em 

u (0) = 0 e u (1) = (1 + )   
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com b (x) = 1  (   1) (x+ ) 2 ( 1) : Aqui  > 2   n
p
= 2   1
p
; p > 1;






: Vale ressaltar que o número 
será xado posteriormente para que uma determinada condição desejada seja
satisfeita.
Cálculos simples mostram que este problema tem solução única
u (x) = (x+ )   :










= 1  (1  )
(1 + )k   kk

1=p
; k = [ (1  ) +    2] p+ 1:




Assim, com os valores dos parâmetros indicados acima, a desigualdade
kbkp  
1 k 1=p
(1 + )k   k1=p  1 2k=pk 1=p
acontece para qualquer  2 (0; 1) :













(1 + )   
i h
1 + (1 + p) 1=p
i
 21+ < 4;
para os valores dos parâmetros dados. Portanto, para p > 1;  > 2  1
p
e  2 (0; 1)
xos, as desigualdades
kuk1  2; kbkp  
1 2k=pk 1=p e k'k0W 2 1=p;p(@
)  c0 ke'kW 2;p(
)  4c0
são válidas para qualquer  2 (0; 1) : Como vimos no início da Seção 4.1, c0 é uma
constante que não depende da função e':
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! +1 quando ! 0:








) ! +1 quando ! 0:
Desta forma vemos que o Teorema 4.1.2 não acontece para qualquer  > 2  1
p
(n = 1) :
4.3 Teoria de Solubilidade
Considere o problema de valores de fronteira (4:1:2) com as condições (A1) ;
(A2) e a seguinte condição de Lipschitz:
(A3) Admita que
jf (x; s; )  f (x; s; )j  b1 (x; s; ; )  j   j
para quase todo x 2 
 e todo (s; ; ) 2 IR  IRn  IRn; onde a função
b1 (x; s; ; ) é mensurável com respeito a x; 8 (s; ; ) 2 IR  IRn  IRn;
contínua em relação a (s; ; ) para quase todo x 2 
 e tal que para qualquer
l > 0 xo
sup fb1 (; s; ; ) ; jsj  l; jj  l; jj  lg 2 Lp (
) com p > n:
Na seqüência veremos um teorema que garante a existência de solução em
W 2;p (
) do problema (4:1:2) ; mas para tanto vejamos as seguintes denições:
DEFINIÇÃO 4.3.1 (Super-solução) : Uma função u+ 2 W 2;p (
) com p > n é
dita uma super-solução do problema (4:1:2) se
 u+   f (x; u+; Du+) q:t:p em 

u+  0 na @
:
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DEFINIÇÃO 4.3.2 (Sub-solução) : A função u  2 W 2;p (
) com p > n é dita
uma sub-solução do problema (4:1:2) se
 u    f (x; u ; Du ) q:t:p em 

u   0 na @
:
TEOREMA 4.3.3. Suponha que as condições (A1) ; (A2) e (A3) sejam satis-
feitas com p > n: Suponha também que existam super e sub-soluções, u+ e u ;
respectivamente, em W 2;p (
) do problema (4:1:2) tal que u+ (x)  u  (x) para
cada x 2 
: Então o problema (4:1:2) tem uma solução u 2 W 2;p (
) e
u  (x)  u (x)  u+ (x) ; 8x 2 
:
A prova deste teorema basear-se-á nos dois lemas seguintes:
LEMA 4.3.4. Suponha que a função real F0 (x; s; ) denida em 
IRIRn satisfaz
a condição de Carathéodory (A1) com f = F0; e
sup(s;)2IRIRn jF0 (; s; )j 2 Lp (
) com p > n: (4:3:1)
Então o problema de valores de fronteira
u = F0 (x; u;Du) em 
 e u = 0 na @

tem uma solução u 2 W 2;p (
) :
DEMONSTRAÇÃO. Considere o problema de valores de fronteira
u = F0 (x; v;Dv) em 
 e u = 0 na @
 (4:3:2)






Então, de acordo com a teoria conhecida de problemas elípticos em Lp (
) ;





; o problema (4:3:2) tem uma única solução emW 2;p (
) :





; dena u = Tv; onde u é solução de (4:3:2) :
Note que pelo fato de a solução ser única o operador T está bem denido. Por
(4:3:1) u satisfaz
kukW 2;p(
)  C1 kF0kp  C
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! W 2;p (
)






; p > n; é compacta, o operador











Em virtude da desigualdade kukW 2;p(






em que T leva B em B: Então, pelo Teorema 3.5.3 o operador T tem um
ponto xo eu 2 C1  
 ; que pela denição de T está em W 2;p (
) ; isto é, Teu = eu
com eu 2 W 2;p (
) : Daí temos que eu é solução procurada, completando a prova
do lema.
Para uma função u de W 2;p (
) com p > n nós denimos o operador trunca-
mento  pela relação
u (x) =
8>>><>>>:
u+ (x) ; para u (x) > u+ (x)
u (x) ; se u  (x)  u (x)  u+ (x)
u  (x) ; quando u (x) < u  (x) ;
e consideramos o problema de valores de fronteira
u = f (x; u;Du) em 
 e u = 0 na @
: (4:3:3)
LEMA 4.3.5. Suponha que a função f satisfaça as condições (A1) ; (A2) e (A3)
com p > n: Seja u em W 2;p (
) a solução do problema (4:3:3) : Então
u  (x)  u (x)  u+ (x) ; 8x 2 
:
DEMONSTRAÇÃO. A função w = u  u+ satisfaz
 w = u+  u  f (x; u+; Du+)  f (x; u;Du) em 

w = u  u+  0 na @
:
Assumamos por contradição que existe x 2 
 tal que u+ (x) < u (x) : Então o
conjunto
G = fx 2 
; w (x) > 0g
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é não vazio e
 w  f (x; u+; Du+)  f (x; u+; Du) em G:
Em virtude da condição (A3) nós obtemos que
 w  b1 (x; u+; Du;Du+)  jDu Du+j
= eb1 (x)  jDwj = nX
j=1
aj (x)Djw em G
com eb1 (x) = b1 (x; u+; Du;Du+) ; e, onde aj (x) = 0 quando jDwj = 0 e do
contrário aj (x) = eb1 (x) DjwjDwj 2 Lp (
) com p > n; e w  0 na @G: Pelo Princípio
do Máximo de Aleksandrov (veja Teorema 3.1.9) segue que o máximo de w em
G é zero, o que contraria o fato de G ser não vazio. Portanto temos que
u (x)  u+ (x) ; 8x 2 
:
Com uma análise semelhante na função z = u    u obtemos que
u  (x)  u (x) ; 8x 2 
;
concluindo a demonstração.
DEMONSTRAÇÃO DO TEOREMA 4.3.3: Seja M = max fku+k1 ; ku k1g e con-




do Teorema 4.1.2. Além disso, tome




onde C2 = C2 (






com p > n:
Agora dena a função
F1 (x; s; ) =
8><>:







; se jj > M2;
com
M2 = max fM1; kDu+k1 ; kDu k1g :
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Esta função F1 satisfaz as condições (A1) e (A2) com a correspondente de-
siguadade
jF1 (x; s; )j 
8<: b (x; s) (1 + jj
) ; se jj M2
b (x; s) (1 +M2 ) ; quando jj > M2;
donde
jF1 (x; s; )j  b (x; s) (1 +M2 ) :
A função F1 satisfaz também (A3) com a desigualdade
jF1 (x; s; )  F1 (x; s; )j  b2 (x; s; ; ) j   j
onde
b2 (x; s; ; ) =
8>>>>>>>>><>>>>>>>>>:























; se jj ; jj > M2:
É fácil de se vericar esta desigualdade geometricamente, no entanto a prova
analítica exige um pouco mais de trabalho.
Consideremos o problema
u = F1 (x; u;Du) em 
 e u = 0 na @
: (4:3:4)
A função
F 1 (x; u; ) =
8>>><>>>:
F1 (x; u+ (x) ; ) ; para u (x) > u+ (x)
F1 (x; u; ) ; quando u  (x) < u (x) < u+ (x)
F1 (x; u  (x) ; ) ; caso u (x) < u  (x)
é uma função real que satisfaz (A1) e sup(u;)2IRIRn
F 1 (; u; ) 2 Lp (
) : Ainda
mais,
F 1 (x; u (x) ; Du (x)) = F1 (x; u (x) ; Du (x)) :
Logo o Lema 4.3.4 pode ser aplicado para o problema (4:3:4) ; donde obtemos que
este problema tem uma solução bu 2 W 2;p (
) :
Seção 4.4 O Princípio doMáximo e a Condição (A3) 105
Observando que as funções u+ e u  são, respectivamente, super e sub-soluções
do problema
u = F1 (x; u;Du) em 
 e u = 0 na @
; (4:3:5)
temos, pelo Lema 4.3.5, que
u  (x)  bu (x)  u+ (x) ; 8x 2 
:
Conseqüentemente, bu (x) = bu (x) : Então a solução bu obtida do problema (4:3:4)
é também solução de (4:3:5) :
Assim, como kbuk1 M; pelo Teorema 4.1.2, obtemos que
kbukW 2;p(
)   M; kbMkp
e, pela desigualdade de imersão, kbukC1(
)  C2 kbukW 2;p(
) ; segue que
maxx2
 jDbu (x)j  C2 kbukW 2;p(
)  C2 M; kbMkp =M1:
Sendo F1 = f para jj M1 M2; então a solução bu de (4:3:5) é também solução
de (4:1:2) ; concluindo a prova do teorema.
EXEMPLO 4.3.6. É fácil vericar que as funções u  = 0 e u+ = K são, respectiva-
mente, sub e super-soluções do problema (2) apresentado na introdução, contanto
que K > 0 seja sucientemente grande. Daí, utilizando o Teorema 4:3:3 vemos
que existe uma solução positiva do problema (2) e
0  u  K em 

como queríamos.
4.4 O Princípio do Máximo e a Condição (A3)
Considere g (x; ) uma função denida em 
  IRn com valores em IR que
satisfaz a condição de Carathéodory, isto é, uma função mensurável com respeito
106 Capítulo IV Equações da Forma u = f(x; u;Du)
a x para todo  2 IRn e contínua em relação a  para quase todo x 2 
: Assuma
também que para qualquer l > 0 xo
supjjl jg (; )j 2 Lp (
) ; com p > n:
Fixada uma função v em W 2;p (
) ; consideremos as seguintes desigualdades
para uma função w de W 2;p (
) :
 w  g (x;Dv)  g (x;Dv +Dw) em 

w  0 na @
:
(4:4:1)
Se a função g satiszer somente as condições mencionadas acima, o princípio
do máximo e (4:4:1) não garantem que
w  0 em 
: (4:4:2)
Além disso, se a condição (A3) é trocada pela condição de Hölder da forma
jf (x; s; )  f (x; s; )j  b1 (x; s; ; )  j   j ; 0 <  < 1;
com a mesma função b1 de (A3) ; a desigualdade (4:4:2) para g também não segue
de (4:4:1) para qualquer ; 0 <  < 1:
Este fato é ilustrado pelo
EXEMPLO 4.4.1. Para qualquer ; 0 <  < 1; e p > n a função w (x) = 1  jxj+1
com  >
1  n=p
1   do espaço W
2;p (
) ; com p > n; satisfaz
w = g0 (x) jDwj em 
 = fx 2 IRn; jxj < 1g
w = 0 na @
 = fx 2 IRn; jxj = 1g
com
g0 (x) =   (1 + )1  (+ n  1)  jxj(1 ) 1
e g0 2 Lp (
) :
Observe que as condições (4:4:1) são satisfeitas para as funções v  0 e
g (x; ) = g0 (x)  jj ; mas w (x) > 0; 8x 2 
; ou seja, a desigualdade (4:4:2)
não é verdadeira em 
:
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OBSERVAÇÃO: Para uma função arbitrária xa v em W 2;p (
) ; p > n; nós con-
sideramos as seguintes desigualdades para uma função w de W 2;p (
) :
w   c (x)w  g (x;Dv +Dw)  g (x;Dv) em 

w  0 na @
;
(4:4:3)
com a função g indicada no início da seção e a função c em Lp (
) ; p > n; com
c  1 em 
: Então o caso geral da desigualdade (4:4:2) para g não segue de (4:4:3)
e da condição de Hölder com 0 <  < n=p:
A observação precedente pode pode ser analisada através do
EXEMPLO 4.4.2. Qualquer que sejam o número ; 0 <  < n=p; e p > n a função
w (x) = 1  jxj+1 com 1 >  > 1  n=p
1   de W
2;p (
) ; satisfaz
w   c(x)w = h0 (x) jDwj em 
 = fx 2 IRn; jxj < 1g
w = 0 na @

em que




e h0 2 Lp (
) : A função g0 está denida no Exemplo anterior.
Note que, para as funções v  0 e g (x; ) = h0 (x)  jj ; as condições (4:4:1)
são satisfeitas, contudo a desigualdade (4:4:2) não é verdadeira em 
:
4.5 Algumas Aplicações
Através de alguns testes com conjuntos de funções super e sub-soluções, pode-
mos obter vários exemplos de existência de soluções do problema de valores de
fronteira da forma (4:1:2) :
Deste modo, vamos ao testedo conjunto de funções super e sub-soluções da
forma u = t; onde t é um número real.
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EXEMPLO 4.5.1. Suponha que as condições (A1) ; (A2) e (A3) são satisfeitas com
p > n; e que existam dois números reais t+ e t ; t   0  t+; tais que
f (x; t ; 0)  0  f (x; t+; 0) em 
:
Então o problema de valores de fronteira (4:1:2) tem uma solução u em W 2;p (
) ;
e
t   u (x)  t+; 8x 2 
:
Para provar este exemplo é suciente aplicar o Teorema 4.3.3 com u+ = t+ e
u  = t :
Vamos agora ao testede um conjunto de funções super e sub-soluções da




EXEMPLO 4.5.2. Suponha que as condições (A1) ; (A2) e (A3) são satisfeitas com

















 nt+ em 
:






 u (x)  t+
jxj2
2
; 8x 2 
:








De maneira similar podemos obter a validade do exemplo para o problema
de valores de fronteira (4:1:2) se considerássemos o teste com o conjunto de





com correspondentes t ; t+ 2 IR e ~x ; ~x+ 2 IRn; o qual seria
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EXEMPLO 4.5.3. Suponha que as condições (A1) ; (A2) e (A3) são satisfeitas com







; t  (x  ~x )
!







; t+ (x  ~x+)
!
 nt+ em 
:






 u (x)  t+
jx  ~x+j2
2
; 8x 2 
:
Consideremos agora um teste com um conjunto de funções super e sub-
soluções da forma
u = t 1
onde t é um número real e  1 é a primeira autofunção do problema de valores de
fronteira
 1 + 1 1 = 0 em 
 e  1 = 0 na @
;
com  1 > 0 em 
:
EXEMPLO 4.5.4. Suponha que as condições (A1) ; (A2) e (A3) são satisfeitas com
p > n; e que existam dois números reais t+ e t ; t   0  t+; para os quais
f (x; t  1 (x) ; t D 1 (x))   1t  1 (x) ; 8x 2 
;
f (x; t+ 1 (x) ; t+D 1 (x))   1t+ 1 (x) ; 8x 2 
:
Então o problema de valores de fronteira (4:1:2) tem uma solução u em W 2;p (
) ;
e
t  1 (x)  u (x)  t+ 1 (x) ; 8x 2 
:
A prova deste resultado pode ser obtida aplicando-se o Teorema 4.3.3 com
u+ = t+ 1 (x) e u  = t  1 (x) :
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OBSERVAÇÃO: Em alguns casos a mudança de variável v (x) ! u (x) ; denida
pela relação u = S (x; v) com uma função suave S; pode transformar o problema
de encontrar super e sub-soluções u+ e u  do problema (4:1:2) em um mais sim-
ples, o de encontrar super e sub-soluções v+ e v  de outro problema de fronteira,
induzido pela função S:
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