Abstract. An ordered graph is a graph together with a linear order on its vertices. A hereditary property of ordered graphs is a collection of ordered graphs closed under taking order-preserving isomorphisms of the vertex set, and order-preserving induced subgraphs. If P is a hereditary property of ordered graphs, then P n denotes the collection {G ∈ P : V (G) = [n]}, and the function n → |P n | is called the speed of P.
Introduction
In this paper we shall determine the possible speeds of a hereditary property of ordered graphs, up to the speed 2 n−1 . In particular, we shall prove that there is a jump from polynomial speed to speed F n , the Fibonacci numbers, and that there exists an infinite sequence of subsequent jumps converging to 2 n−1 . Our results generalize a theorem of Kaiser and Klazar [22] , who proved that the same jumps occur for hereditary properties of permutations. We begin by making the definitions necessary in order to state our main result.
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An ordered graph is a graph together with a linear order on its vertices. As a convention, we shall assume that if G is an ordered graph of order n, then V (G) = [n], where i < j as vertices of G if i < j in N. A collection of ordered graphs is called a property if it is closed under order-preserving isomorphisms of the vertex set. Given ordered graphs G and H, we say that G is an induced ordered subgraph of H (and write G H) if there exists an injective, order-preserving map φ : V (G) → V (H) such that ij ∈ E(G) if and only if φ(i)φ(j) ∈ E(H). A property of ordered graphs P is called hereditary if it is closed under taking induced ordered subgraphs. In this paper 'subgraph' will always mean 'induced ordered subgraph', unless otherwise stated. Given a property of ordered graphs, P, we write P n for the collection of ordered graphs in P with vertex set [n] . The speed of P is simply the function n → |P n |. Analogous definitions can be made for other combinatorial structures (e.g., graphs, posets, permutations).
We are interested in the (surprising) phenomenon, observed for hereditary properties of various types of structure (see for example [9] , [16] , [26] ) that the speeds of such a property are far from arbitrary. More precisely, there often exists a family F of functions f : N → N and another function F : N → N with F (n) much larger than f (n) for every f ∈ F , such that if for each f ∈ F the speed is infinitely often larger than f (n), then it is also larger than F (n) for every n ∈ N. Putting it concisely: the speed jumps from F to F .
We can now state our main result. Let F n,k denote the n th generalized Fibonacci number of order k, defined by F n,k = 0 if n < 0, F 0,k = 1 and F n,k = F n−1,k + F n−2,k + . . . + F n−k,k for every n 1. We shall sometimes write F n for F n,2 . Theorem 1. If P is a hereditary property of ordered graphs, then one of the following assertions holds.
(a) |P n | is bounded, and there exist M, N ∈ N such that |P n | = M for every n N.
(b) |P n | is a polynomial. There exist k ∈ N and integers a 0 , . . . , a k such that, |P n | = for all sufficiently large n, and |P n | n for every n ∈ N.
(c) F n,k |P n | p(n)F n,k for every n ∈ N, for some 2 k ∈ N and some polynomial p, so in particular |P n | is exponential.
(d) |P n | 2 n−1 for every n ∈ N.
We remark that our theorem is inspired in part by the work of Kaiser and Klazar [22] , who proved an identical theorem for hereditary properties of permutations. In fact Theorem 1 is a generalization of their result, since every hereditary property of permutations Q may be thought of as a hereditary property of ordered graphs P(Q) in the following way. For each n ∈ N and π ∈ Q n , let G(π) be the ordered graph with vertex set [n] , and with edge set {ij : the order of the vertices i and j is reversed by π}. Let P(Q) = {G(π) : π ∈ Q}. It is easy to see that P(Q) is hereditary, and that |P(Q) n | = |Q n |. In fact, writing Π for the collection of all permutations, one can give an even simpler description of the property P(Π). Let H 1 denote the ordered graph on vertex set [3] and with edge set {12, 23}, and H 2 that with edge set {13}. Then P(Π) = {G : H 1 G and H 2 G}, where H i G means that H i is not an induced ordered subgraph of G. Hence the theorem of Kaiser and Klazar is Theorem 1 in the case that H 1 , H 2 / ∈ P. There are other interesting special cases of Theorem 1. For example, let G be a hereditary property of oriented graphs, and let G n mon denote the collection of pairs (G, φ), where G ∈ G, |G| = n and φ : [n] ↔ V (G) is a monotone labelling of the vertices of G, i.e., if x → y in G then φ(x) < φ(y). Since each monotone labelling may be thought of as an ordering, there is a hereditary property of ordered graphs P such that |G n mon | = |P n | for every n ∈ N. Hence the speed n → |G n mon | satisfies the conclusion of Theorem 1.
Similarly, let R be a hereditary property of posets, and let P n lin denote the collection of pairs (P, ψ), where P ∈ R, |P | = n, and ψ is a linear extension of P , i.e., a monotone labelling of the elements of P . Each pair (P, ψ) may be thought of as a transitive monotone-labelled oriented graph, so the speed n → |R n lin | also satisfies the conclusion of Theorem 1. We suspect that our list of interesting special cases is not exhaustive.
A property of graphs is a collection of (unlabelled) graphs closed under isomorphism, and a property of graphs is hereditary if it is closed under taking (non-ordered) induced subgraphs. Given a property of graphs, P, we write P n for the collection of labelled graphs of order n in P (i.e., the collection of non-isomorphic pairs (G, φ), where G ∈ P, |G| = n and φ : [n] ↔ V (G) is a labelling of the vertices of G), and call the function n → |P n | the labelled speed of P. The labelled speed of a property of graphs was introduced by Erdős [17] in 1964, and subsequently studied by Erdős, Kleitman and Rothschild [19] , Erdős, Frankl and Rödl [18] , Kolaitis, Prömel and Rothschild [25] , and Prömel and Steger [27] , [28] , [29] , amongst others, though always in the special case where only a single graph is forbidden. The study of the possible speeds of a general hereditary property of labelled graphs was initiated by Scheinerman and Zito [31] in 1994. They were the first to study speeds below n n , and proved that for such properties the speeds all lie in a few fairly narrow ranges. A little later, considerably stronger results were proved by Balogh, Bollobás and Weinreich [9] , [10] . In the range 2 cn 2 , the main results were proved by Alekseev [1] , by Bollobás and Thomason [12] , [13] , and by Prömel and Steger [29] . Putting all these results together, one obtains the following powerful theorem. Here B n denotes the n th Bell number, the number of partitions of [n] .
Theorem A. Let P be a hereditary property of graphs. Then one of the following holds.
(a) |P n | = k i=1 p i (n)i n for every n N, for some N, k ∈ N, and some collection p 1 (n), . . . , p k (n) of polynomials.
(b) |P n | = n (1−1/k+o(1))n as n → ∞, for some 2 k ∈ N.
(c) n (1+o(1))n = B n |P n | 2 o(n 2 ) as n → ∞.
(1−1/k+o(1))( n 2 ) , as n → ∞, for some 2 k ∈ N.
(e) |P n | = 2 ( n 2 ) for every n ∈ N.
Given a property of graphs G, one can define a property of ordered graphs P(G) by taking every possible ordering on the vertex set of each graph in G. Note that now |P(G) n | = |G n |, so the speed of a property of ordered graphs is also a generalization of the labelled speed of a property of graphs. Using this idea, we can easily deduce the following theorem from Theorem A.
Theorem 2. Let P be a hereditary property of ordered graphs. Either |P n | = 2 o(n 2 ) as n → ∞, or |P n | = 2
(1−1/k+o(1))( n 2 ) for some 2 k ∈ N.
Proof. Given a hereditary property of ordered graphs, P, we can naturally associate a property of graphs G with P, by identifying isomorphic graphs with different linear orders. Since P is hereditary, so is G. Also, since each linear order may be thought of as a labelling, and there are at most n! different labellings of a graph in G n , we have
for every n ∈ N. So if |P n | 2 cn 2 for some c > 0 and for infinitely many n, then also |G n | 2 cn 2 for these n. Hence, by Theorem A,
Now, by (1), we also have |G n | = 2
and so |P n | = 2
(1−1/k+o(1))( n 2 ) , as claimed.
Theorems 1 and 2 determine the possible speeds of a hereditary property of ordered graphs below 2 n−1 and above 2 cn 2 , but in the large range in between many questions remain. In [6] the current authors conjectured that for such a property P either |P n | < c n for some constant c, or |P n | ⌊n/2⌋ k=0 n 2k k! for every n ∈ N. They also proved several special cases of the conjecture (some of which were proved independently by Klazar and Marcus [24] ), each of which generalizes the well-known Stanley-Wilf conjecture, which was recently proved by the combined results of Klazar [23] and Marcus and Tardos [26] .
We shall discuss these and other open questions in greater length in Section 8, but let us now return to the proof of Theorem 1. The proof will require some notation, and for convenience we shall give a portion of it here, before we begin.
Let G be an ordered graph with V (G) = [n]. The length of the edge ij ∈ E(G) is |i − j|, and G is ℓ-complete if it has all edges of length at least ℓ, and ℓ-empty if it has none. If x ∈ [n], and ℓ ∈ N, then let
. Let Γ(x) denote the set of neighbours of x in G. We say x and y are ℓ-homogeneous (and write
, and say that B ⊂ V (G) is an ℓ-homogeneous block if it is a set of consecutive vertices such that x ∼ ℓ y for every x, y ∈ B. Note that if B is a ℓ-homogeneous block then G[B] is ℓ-complete or ℓ-empty. If B is a maximal 1-homogeneous block, we say simply that it is a homogeneous block. Note that ∼ 1 is an equivalence relation, so the homogeneous blocks of G are determined uniquely.
Let A, B ⊂ [n]. We shall write A < B if a < b for every a ∈ A and b ∈ B, and A ∼ ℓ B if a ∼ ℓ b for every a ∈ A and b ∈ B. If G is an ordered graph, and A, B ⊂ V (G) with A < B, let G[A] denote the ordered graph induced by the set A, and let G[A, B] denote the bipartite ordered graph induced by the edges between A and B. We shall write
Finally, G H will mean (as above) that G is an induced ordered subgraph of H.
The rest of the paper is organised as follows. In Section 2 we shall prove the key lemma in the proof of Theorem 1; in Section 3 we shall prove that the existence of certain structures in P implies that the speed is at least 2 n−1 ; in Section 4 we shall prove the jump from polynomial speed to F n ; in Section 5 we shall prove various lemmas about ℓ-empty ordered graphs; in Section 6 we shall deduce the structure of a property with speed p(n)F n,k ; in Section 7 we shall prove Theorem 1; and in Section 8 we shall discuss some further problems, including the possible exponential speeds above 2 n−1 .
The key lemma
We start by defining, for each pair k, ℓ ∈ N, ten basic structures. The structures come in four flavours.
Type 1: there are vertices y and x 1 < . . . < x 2k in G such that y < x 1 or y > x 2k , and for 1 i < 2k,
Type 2(a): there are vertices
Type 2(b): there are vertices
Type 3: there are vertices
Note that there are four different structures of Type 1, and two each of Types 2(a), 2(b) and 3. We refer to these as k-structures of Type 1 and 2, and (k, ℓ)-structures of Type 3 (throughout we shall say "Type 2" when we mean "Type 2(a) or Type 2(b)"). They are not graphs, but sub-structures contained in graphs: instead of saying that "a structure of Type i occurs in P" it would be more precise to say that "there is a graph G ∈ P admitting a structure of Type i". However, for smoothness of presentation, we sometimes handle them as graphs.
The key lemma in the proof of Theorem 1 will be the following.
Lemma 3. Let k, ℓ ∈ N, and G be any ordered graph. If G contains no k-structure of Type 1 or 2, and no (k, ℓ)-structure of Type 3, then the vertices of G may be partitioned into blocks B 1 < . . . < B m , with m 256k 4 , and each block ℓ-homogeneous.
Proof. Let k, ℓ ∈ N, and G be an ordered graph with vertex set [n] . Suppose that no k-structure of Type 1 or 2, and no (k, ℓ)-structure of Type 3 occurs in G, and suppose without loss of generality that (1, ℓ + 1) ∈ E(G). Let i 0 = 0, i 1 = ℓ + 1, and let i 2 be minimal under the condition that it is an endpoint of a non-edge ji 2 , with i 1 = ℓ + 1 < j i 2 − ℓ. Now fixing i 2 , let i 3 be the minimal number under the condition that it is an endpoint of an edge ji 3 , with i 2 < j i 3 − ℓ. If no such edge / non-edge exists at stage t, then set i t = n + 1 and stop.
Continuing in this way, the sequence {i 0 , . . . , i t } may be defined, but it may not continue further than t = 2k, otherwise a (k, ℓ)-structure of Type 3 would appear as a sub-structure. For each j ∈ [t], the graph spanned by [i j−1 +1, i j −1] is either ℓ-complete or ℓ-empty, depending on the parity of j. This means that the vertex set of G can be partitioned into at most 2k − 1 vertices and at most 2k blocks A 1 < . . . < A t of consecutive vertices, where the blocks span ℓ-complete or ℓ-empty graphs.
Let j ∈ [t] and consider the block A j . Let A j = [u j , v j ], and let S j = {s ∈ [u j , v j − 1] : Γ(s) \ A j = Γ(s + 1) \ A j } be the set of vertices 'separated' from the next vertex to the right by a vertex outside A j . We shall show that
If any vertex w is chosen by more than 2k different vertices of S j then G contains a k-structure of Type 1, a contradiction. Hence if |S j | 64k 3 , then |T j | 32k 2 . At least 16k 2 of these vertices must lie to the left, say, of A j . Denote these vertices w 1 < . . . < w 16k 2 , and let f :
. By the Erdős-Szekeres Theorem, there is a subsequence A of this set with length at least 4k on which f is monotone. Note that f is injective, so f is in fact strictly monotone on A. If f is increasing on A, then G admits a k-structure of Type 2(a); if it is decreasing then G admits a k-structure of Type 2(b). In either case we contradict one of our assumptions, so |S j | < 64k 3 as claimed. Now, partition [n] into sets {B 1 , . . . , B 2m+1 } of consecutive vertices, with m < 128k 4 , as follows. Let t j=1 S j ∪ {i 1 , . . . , i t−1 } have elements a 1 < . . . < a m . Note that m (64k 3 − 1)t + t − 1 128k 4 − 1 by the comments above, and let a 0 = 0 and a m+1 = n + 1. For each j ∈ [m], let B 2j = a j , and for each j ∈ [m + 1], let B 2j−1 = [a j−1 + 1, a j − 1]. Now, each set B i either consists of a single vertex, or B i ⊂ A j \ S j for some j ∈ [t], and is an interval of [n]. Hence if x, y ∈ B i , then Γ(x) \ A j = Γ(y) \ A j . Since A j is ℓ-complete or ℓ-empty, it follows that x ∼ ℓ y. So we have partitioned V (G) into at most 2m + 1 < 256k 4 blocks of consecutive vertices, with each block ℓ-homogeneous, as required.
Structures of Type 1, 2 and 3
In order to use Lemma 3 to prove Theorem 1, we must give sharp lower bounds on the possible speeds of hereditary properties containing large structures of Type 1, 2 or 3. The bounds are given by Lemmas 5 and 6. Lemma 5 will show that if P contains arbitrarily large structures of Type 1 or 2, then |P n | 2 n−1 for every n ∈ N. To prove it we will need to handle some particular ordered graphs, and for ease of presentation we first define them here.
Let m ∈ N, let X = {x 1 , . . . , x m } and Y = {y 1 , . . . , y m } be disjoint sets of vertices satisfying x 1 < . . . < x m < y 1 < . . . < y m , and let I = (I 1 , I 2 , I 3 , I 4 ) ∈ {0, In the latter case, we may assume also (by symmetry) that I 3 = 0. Note first that the result is clear if n 2. Now, if n = 3 and I 2 = I 3 = I 4 = 0, then the four ordered subgraphs induced by the sets {x 1 , y 1 , y 2 }, {x 1 , x 2 , y 1 }, {x 1 , x 3 , y 3 } and {y 1 , y 2 , y 3 } are distinct, and if n = 3, I 2 = I 3 = 0 and I 4 = 1, then the four ordered subgraphs induced by the sets {x 1 , y 1 , y 2 }, {x 1 , y 2 , y 3 }, {x 1 , x 2 , y 1 } and {y 1 , y 2 , y 3 } are distinct, so we are done in these cases as well. Hence we may assume that either n 4 and I 2 = I 3 = 0, or n 3, I 2 = 1 and I 1 = I 3 = 0.
We shall describe an injective map φ from the subsets of [n] of even size to induced subgraphs of M on n vertices; since there are 2 n−1 such subsets, this will suffice to prove the lemma. Given a subset S = {s 1 , . . . , s ℓ , t 1 , . . . , t ℓ } ⊂ [n], with 1 s 1 < . . . s ℓ < t 1 < . . . < t ℓ n, we shall define φ(S) to be a subgraph G of M with a matching, or 'star-matching', between the vertices {s 1 , . . . , s ℓ } and {t 1 , . . . , t ℓ } (in a star-matching the edge-set is {s i t j : i j} or {s i t j : i j}). This will allow us to reconstruct S from G, and hence show that φ is injective.
To be precise, first let
The vertices of A will correspond to the elements of S. We now need to fill in the space between the vertices of A, but without creating any edges that will prevent us from identifying S (see Figure 1 ). To this end, let s 0 = 0, s ℓ+1 = t 1 and t ℓ+1 = n + 1, and let
This is possible because |X|, |Y | n 2 + n − 1. . Notice that this gives φ(∅) = E n or K n , depending on whether I 1 = 0 or 1. Also, if S = ∅ then s j −s j−1 n−1 for every j ∈ [ℓ+1], and t j+1 −t j n−1 for every j ∈ [ℓ], so A∩B = ∅. Therefore
Moreover, if we identify A ∪ B with [n] in the obvious way, then A = S. We have two cases to investigate.
Let G = φ(S) for some even-size subset S of [n], so G is an ordered graph with vertex set [n] . We wish to show that S is uniquely determined by G. Let S = {s 1 , . . . , s ℓ , t 1 , . . . , t ℓ } as before, and recall from above that we may assume that n 4. If G = K n then the vertices of G all came from X, or all from Y , since I 2 = I 3 = 0 and n 3. Thus in this case S = ∅. Also, if |S| 2 then s 1 t 1 ∈ E(G), so if G = E n then we also have S = ∅ (there is no contradiction here -only one of the two cases is possible for a given M). Therefore we are done in the case G ∈ {K n , E n }, so assume that G has at least one edge and one non-edge, and hence that S = ∅.
Suppose first that Γ G (1) = {2}, and recall that G[1, t 1 − 1] must be complete or empty. We claim that t 1 must be the left-most vertex of G with a neighbour to its left, but which is not part of a clique involving all of the vertices to its left. To see this, observe that t 1 certainly has a neighbour to its left, since s 1 t 1 ∈ E(G), and that s 1 is its only neighbour to its left, since I 2 = I 3 = 0. Hence if t 1 is part of a clique involving all the vertices to its left, then t 1 = 2, so S = {1, 2} and Γ G (1) = {2}, a contradiction. Now suppose some vertex to the left of t 1 has a neighbour to its left. Then
This proves the claim, so if Γ G (1) = {2} then we can reconstruct t 1 . But now S = {u, v : uv ∈ E(G) and u < t 1 v} is the only possibility for S, since I 2 = I 3 = 0, so the only edges of φ(S) between X and Y are the edges
So suppose next that Γ G (1) = {2}, and suppose also that Γ G (2) = {1, 3}. We shall prove that in this case S = {1, 2}. Indeed, since G[1, t 1 − 1] must be complete or empty, we have t 1 ∈ {2, 3}. Now, if t 1 = 3 then s 1 = 2, since s 1 t 1 ∈ E(G) and 13 / ∈ E(G). But then Γ G (2) = {1, 3}, since I 2 = I 3 = 0, which is a contradiction. Hence t 1 = 2, and so S = {1, 2}.
Suppose finally that Γ G (1) = {2} and Γ G (2) = {1, 3}. Since G[1, t 1 − 1] must be complete or empty, we have t 1 ∈ {2, 3}, and since G[t 1 , n] must also be complete or empty and n 4, t 1 = 2 is impossible. Thus t 1 = 3, and so s 1 = 1, since 3 / ∈ Γ G (1). Hence S = {2, 3} in this case.
By the comments above, we have reduced the problem to the following case.
Case 2: I 1 = 0, I 2 = 1 and I 3 = 0.
Recall that we may assume n 3. Observe that 1t 1 ∈ E(G), so Γ G (1) = ∅ if and only if S = ∅. Therefore we may assume that S = ∅.
Consider the homogeneous blocks B 1 , . . . , B k of G. We claim that they are exactly the sets {1, . . . , s 1 }, {s 1 +1, . . . , s 2 }, . . . , {s ℓ +1, . . . , t 1 − 1}, {t 1 , . . . , t 2 − 1}, . . . , {t ℓ , . . . , n}. To see this, consider any two vertices u, v ∈ G and consider the following cases.
Now, there are either 2ℓ or 2ℓ + 1 homogeneous blocks in G (depending on whether or not t 1 = s ℓ + 1), and in either case the set S must consist of the right-most vertices of the first ℓ blocks and the left-most vertices of the last ℓ. Thus we have proved that in all cases we can reconstruct S from φ(S), and hence φ is injective. This proves that M has at least 2 n−1 distinct induced subgraphs, as claimed.
Lemma 4 and Ramsey's Theorem now give the following result.
Lemma 5. Let P be a hereditary property of ordered graphs. Suppose a k-structure of Type 1 or 2 occurs in P for arbitrarily large values of k. Then |P n | 2 n−1 for every n ∈ N.
Proof. Let P be a hereditary property of ordered graphs, and suppose first that P contains a k-structure of Type 1 for arbitrarily large k. Let n ∈ N and choose k n − 1 and an ordered graph G ∈ P containing a k-structure of Type 1 on vertices {y, x 1 , . . . , x 2k }. Without loss of generality, assume that y < x 1 < . . . < x 2k , and yx 1 ∈ E(G). Now, for each subset S ⊂ [n − 1], let the ordered graph G S ∈ P n be induced by the vertices y∪{x i : i ∈ (2S−1)∪(2S c )}, where 2S−1 = {2s−1 : s ∈ S} and 2S c = {2s : s ∈ [n − 1] \ S}. The graphs G S are all distinct, since the set S can be recovered from G S by considering the neighbours of the left-most vertex, and are all in P n . It follows that |P n | 2 n−1 . So now assume that for some K ∈ N there is no k-structure of Type 1 in P for k K, and P contains a k-structure of Type 2 for arbitrarily large k. It can be shown fairly easily that an n-structure of Type 2 contains at least 2 n/2 distinct ordered subgraphs on n vertices. To do better than this we will use Ramsey's Theorem to produce some uniformity on the unknown edges. Let R r (s) be the smallest number m such that any r-colouring of the edges of K m contains a monochromatic K s . Let n ∈ N, r = 2 16 , k = R r (max{n 2 + n, K + 1}), and choose an ordered graph G ∈ P containing a k-structure of Type 2 on vertices {x 1 , . . . , x 2k , y 1 , . . . , y 2k }. We assume without loss of generality that x 1 < . . . < x 2k < y i for every i ∈ [2k], that either y 1 < . . . < y 2k or y 1 > . . . > y 2k , and that x i y i ∈ E(G) if and only if i is odd. We shall thus prove the result for both Type 2(a) and Type 2(b) properties at the same time. Let X = {x 1 , . . . , x 2k } and Y = {y 1 , . . . , y 2k }.
We first split our Type 2 structure up into blocks of four vertices each, as follows: Proof. Let u ∈ D 1 , and suppose that
We shall show that P contains a K-structure of Type 1.
Let {v, w} = D 2 ∩ X with v < w, and suppose that uv ∈ E(G) and uw / ∈ E(G) (the proof in the other cases is identical). Consider the set {u, x 3 , x 4 , . . . , x 2s }, and note that either u < x 3 or u > x 2s . Now, since G[D i , D j ] is the same for each 1 i < j s, we have ux i ∈ E(G) if and only if i is odd. Also, 2s 2K + 2. Thus the graph G[{u, x 3 , x 4 , . . . , x 2s }] ∈ P contains a K-structure of Type 1.
We now have a contradiction, so in fact Claim 2: For some I ∈ {0,
Proof. It is clear from Claim 1, and the fact that
are either complete or empty. So let x i ∈ X ′ and y j ∈ Y ′ , and observe that
We have shown that for some I ∈ {0,
By Lemma 4, it follows that |P n | ≥ 2 n−1 . Since n was arbitrary, the result follows.
For Type 3 structures, a different bound holds.
Lemma 6. Let ℓ ∈ N, and P be a hereditary property of ordered graphs. Suppose a (k, ℓ)-structure of Type 3 occurs in P for arbitrarily large values of k. Then |P n | F n,ℓ+1 for every n ∈ N.
Proof. Let ℓ ∈ N, and let P be a hereditary property of ordered graphs containing (k, ℓ)-structures of Type 3 for arbitrarily large values of k.
If P also contains k-structures of Type 1 for arbitrarily large values of k, then by Lemma 5, |P n | 2 n−1 F n,ℓ+1 for every n ∈ N, in which case we are done. So assume that there exists K ∈ N such that there is no k-structure of Type 1 in P for any k K.
Let n ∈ N, r = 2 4(ℓ+1) 2 , k = R r (max{2n, 2K + 1}), and choose a graph G ∈ P containing a (k, ℓ)-structure of Type 3. Let the vertices of this Type 3 structure be
where x 1 < z 1,1 < . . . < z 1,ℓ−1 < y 1 < . . . < x 2k < z 2k,1 < . . . < z 2k,ℓ−1 < y 2k , and without loss of generality x i y i ∈ E(G) if and only if i is odd. We shall apply the same method as in the proof of Lemma 5.
As before, group the vertices into blocks, this time of size 2(ℓ + 1), as follows: Suppose that some vertex u ∈ D 1 sends an edge and a non-edge to D 2 ; say uv 2 ∈ E(G) and
is the same for every 1 i < j s, this means that uv j ∈ E(G), and uw j / ∈ E(G) for each j ∈ [2, s], where v j and w j are the vertices of D j corresponding to v 2 and w 2 respectively. Thus u sends an edge and a non-edge (in the same order) to each
It follows easily that the ordered bipartite graph G[D 1 , D 2 ] is complete or empty. Since the ordered graph G[D i , D j ] is the same for every i < j, this implies that either all or none of the edges {uv :
We claim that H has at least F m,ℓ+1 distinct induced ordered subgraphs on m vertices for every m n. This is clear if n = 1, so let n 2 and suppose the result is true for n − 1. Then H[{x i , y i , z i,t : i ∈ [3, s] is odd, and t ∈ [ℓ − 1]}] has at least F m,ℓ+1 distinct subgraphs on m vertices for every m n − 1. It follows that, for 1 t ℓ + 1, H has at least F n−t,ℓ+1 distinct subgraphs M of order n in which max{v : x 1 v ∈ E(M)} = t (where t = 1 if x 1 is isolated). These are all distinct, so H also has at least F n−1,ℓ+1 + F n−2,ℓ+1 + . . . + F n−(ℓ+1),ℓ+1 = F n,ℓ+1 distinct subgraphs of order n, as claimed. Since H ∈ P, and n was arbitrary, the proof of the lemma is complete.
The following corollary of Lemmas 3, 5 and 6 summarises what we have proved so far.
Corollary 7. Let P be a hereditary property of ordered graphs. Suppose that |P n | < F n,ℓ+1 for some ℓ and n ∈ N. Then there exists a K ∈ N such that every ordered graph G ∈ P may be partitioned into at most K blocks of consecutive vertices, with each block ℓ-homogeneous.
Proof. Let P be a hereditary property of ordered graphs, let ℓ, n ∈ N, and suppose that |P n | < F n,ℓ+1 . First note that F n,ℓ 2 n−1 for every ℓ, n ∈ N, so also |P n | < 2 n−1 . Hence, by Lemmas 5 and 6, there exists k ∈ N such that P contains no k-structure of Type 1 or 2, and no (k, ℓ)-structure of Type 3.
It now follows immediately from Lemma 3 that every ordered graph G ∈ P may be partitioned into at most K = 256k 4 blocks, with each block ℓ-homogeneous.
Polynomial speed
Before considering the general case, we shall show that if |P n | < F n for some n ∈ N, then |P n | grows only polynomially, and moreover, for sufficiently large n it is exactly a polynomial.
Recall that a set B ⊂ V (G) is said to be a homogeneous block if it is a maximal 1-homogeneous block, i.e., a maximal set of consecutive vertices such that for all x, y ∈ B, Γ(x) \ {y} = Γ(y) \ {x}. The homogeneous block sequence of G is the sequence t 1 t 2 . . ., where t 1 , t 2 , . . . are the orders of the homogeneous blocks of G. Note that the sequence is uniquely determined, but that t 1 , t 2 , . . . is not necessarily the order of the appearance of the blocks.
We need one more piece of notation before we begin. Let G be an ordered graph, and B 1 , . . . , B m be a collection of 1-homogeneous blocks of G, with B 1 < . . . < B m and V (G) = B 1 ∪ . . . ∪ B m . (For  example, B 1 , . . . , B m could be the homogeneous blocks of G.) Define  G(B 1 , . . . , B m ) to be the ordered graph with possible loops, H, with vertex set [m] , and in which ij ∈ E(H) if and only if b i c j ∈ E(G) for some (and so every) b i ∈ B i and b i = c j ∈ B j . Note that a vertex of H has a loop if and only if the corresponding block induces a non-trivial clique (i.e., a clique with at least two vertices).
Let P be a hereditary property of ordered graphs, and suppose that |P n | < F n for some n ∈ N. By Corollary 7, there exists k ∈ N ∪ {0} such that every ordered graph G ∈ P has at most k + 1 homogeneous blocks. Thus t k+2 = 0 for every G ∈ P. The following lemma shows that in this case, the speed is O(n k ).
Lemma 8. Let P be a hereditary property of ordered graphs, and let k, M 0 be integers. Suppose that for every G ∈ P, the homogeneous block sequence of G satisfies
Proof. Let P be a hereditary property of ordered graphs, let k, M 0 be integers, and suppose that t k+2 + t k+3 + . . . M for every G ∈ P.
We shall give an upper bound on the number of ordered graphs of order n in the property. Indeed, every ordered graph G ∈ P n is determined by a sequence S = (a 1 , . . . , a m ) of positive integers, with 1 m k + M + 1, 
The number of ordered graphs H with possible loops on m vertices is just a constant, so this proves the result.
We next show that in fact, if k is taken to be minimal in Lemma 8, then |P n | = Θ(n k ). The following lemma gives the lower bound required to prove this result. If G is an ordered graph, and u, v, w ∈ V (G), then say that u and v differ with respect to w if uw ∈ E(G) but vw / ∈ E(G), or vice-versa. This definition can be extended to homogeneous blocks in the obvious way.
Lemma 9. Let P be a hereditary property of ordered graphs, and suppose that there are ordered graphs G ∈ P such that t k+1 , the size of the (k + 1)
st largest homogeneous block in G, is arbitrarily large. Then
as n → ∞, and in particular if k = 1, then |P n | n for every n ∈ N.
Proof. Let P be a hereditary property of ordered graphs, let n, k ∈ N, and let G ∈ P have k + 1 homogeneous blocks of order at least n. We shall construct a subgraph H of G with at least n−3k−2 k distinct ordered subgraphs of order n. The idea is simply that H should also have k + 1 large homogeneous blocks, but at most 2k other vertices.
Let B 1 , . . . , B k+1 be homogeneous blocks of G, each of order at least n, and with Suppose first that there exists a vertex u ∈ V (G) \ (B j ∪ B j+1 ) such that B j ⊂ Γ(u) but B j+1 ⊂ Γ(u), or vice-versa. In this case let V i+1 = V i ∪ {u}. Since B j and B j+1 differ with respect to u, they are in different homogeneous blocks of G[V i+1 ], as required.
So suppose that every vertex v ∈ B j ∪ B j+1 has exactly the same neighbourhood in G. Since B j and B j+1 are distinct homogeneous blocks of G, this means that there must exist vertices v, w ∈ V (G) with B j < v < B j+1 and such that v differs from the vertices of B j ∪ B j+1 with respect to w. In this case let V i+1 = V i ∪ {v, w}. Again B j and B j+1 are in distinct homogeneous blocks of G[V i+1 ], as required. Now, the sequence (V 0 , . . . , V t ) cannot continue any further than t = k, since if B j and B j+1 are in different homogeneous blocks of H i (for some i ∈ [0, t − 1] and j ∈ [k]), then they are in different homogeneous blocks of H i+1 . Since each step of the process described above separates B j and B j+1 for at least one j ∈ [k], after k steps all k + 1 sets B i must be in different homogeneous blocks of
Now, H has k + 1 homogeneous blocks of size at least n, and at most 2k other vertices, since |V i+1 | |V i | + 2 for each i ∈ [0, t − 1]. Consider an ordered subgraph F of H, which includes all the vertices of V t \ V 0 , and at least two vertices from each block B i . The homogeneous blocks of F are {V (F )∩C i : C i is a homogeneous block of H}, and so two such ordered subgraphs with different sequences (|V (F ) ∩ B 1 |, . . . , |V (F ) ∩ B k+1 |) are distinct. Hence H has at least n−3k−2 k distinct ordered subgraphs (this is the number of sequences of integers (a 1 , . . . , a k+1 ), with a i 2 for each i ∈ [k + 1], and a i = n − 2k), and so
as required.
To prove the second part of the lemma, let k = 1 and perform the same process as above to obtain the ordered graph H ∈ P. We are left to count the number of subgraphs of H in the various different cases. Let the two large homogeneous blocks be B and C, with B < C, and let n ∈ N. There are four cases to consider.
H contains either all or none of the edges between B and C; suppose without loss of generality that it contains none. Now, since B and C are distinct homogeneous blocks in H, at least one of B and C must induce a clique. Again without loss, suppose that H[B] is complete.
For each i ∈ [n], let H(i) denote the ordered subgraph of H which contains i vertices from B, and n − i vertices from C. The leftmost i vertices of H(i) induce a clique, and the leftmost i + 1 vertices do not. Hence the ordered graphs {H(i) : i ∈ [n]} are all distinct, and are all in P n . So |P n | n. Recall that in this case (and subsequent ones) G[B ∪ C] is complete or empty (since u was necessary to distinguish them); assume without loss that it is empty. Now consider the n ordered subgraphs of H obtained by taking i vertices of B, n − i − 1 vertices of C, and u, for 0 i n − 1. These subgraphs have exactly i edges, so are different.
So |P n | n in this case too. If vw ∈ E(H), then it is the only edge of H (since v differs from B and C with respect to w), and so the n − 1 ordered subgraphs of H obtained by taking i vertices of B, n − i − 2 vertices of C, and the vertices v and w, for 0 i n − 2, are all distinct. Also none of these ordered graphs is empty, since they all contain the edge vw, so upon adding the empty ordered graph, we get |P n | n.
Similarly, if vw / ∈ E(H) then B ∪ C ⊂ Γ(w), and the same method again gives |P n | n.
Hence |P n | n in each case. Since n was arbitrary, we are done. Remark 1. The constant 1/k! and the lower bound n in Lemma 9 are best possible. To see this, consider the family P of all ordered graphs with at most k edges, each of length 1, and all independent. It is easy to see that P is hereditary, and to check that |P n | = k i=0 n−i i for every n ∈ N. We suspect that this is in fact the correct lower bound on speeds of order n k .
Combining Lemmas 8 and 9, we obtain the following result.
Corollary 10. Let P be a hereditary property of ordered graphs. If |P m | < F m for some m ∈ N, then |P n | = Θ(n k ) for some k ∈ N, and moreover k is the minimal number such that ∞ i=k+2 t i is bounded. Proof. By Corollary 7 with ℓ = 1, there exists K ∈ N such that every ordered graph G ∈ P has at most K homogeneous blocks. Thus t j = 0 for every j K + 1, so there exists a minimal number k such that ∞ i=k+2 t i is bounded. By Lemma 8, this implies that |P n | = O(n k ). Now since k is minimal, there exist ordered graphs G ∈ P such that t k+1 is arbitrarily large. Thus, by Lemma 9, |P n | = Ω(n k ), so in fact
We have proved that |P n | = Θ(n k ) for some k ∈ N. In fact we can prove a much stronger statement, for which we will need a little preparation. We shall define a set of canonical properties, as in [9] , and show that if |P n | = Θ(n k ) with k ∈ N, then P is the union of some subset of these properties.
Let m ∈ N, and suppose that H is an ordered graph with possible loops on [m], and b : [m] → N ∪ {∞} is any function. Let P * (H, b) denote the collection of ordered graphs G which may be partitioned into 1-homogeneous blocks B 1 < . . . < B m satisfying 1 and G(B 1 , . . . , B m ) = H. Define P(H, b) to be the smallest hereditary property of ordered graphs containing P * (H, b). Now, for each ordered graph G with t k = t k+1 , define the k-type graph H
and partition
[n], the vertex set of G, into intervals B 1 < . . . < B m , so that either B i is one of the k largest homogeneous blocks of G, so |B i | = t j for some j ∈ [k], or |B i | = 1. Since t k = t k+1 , the blocks B i are uniquely determined by G and k; we shall call them the k-blocks of G. Let H
G is uniquely determined by G and k. Given a set S and a function b : S → N ∪ {∞}, let I(b) = {i ∈ S : b(i) = ∞}, and J(b) = {i ∈ S : b(i) > 1}. Let P be a property of ordered graphs, and let G ∈ P. If G has t k = t k+1 , then we define the ktype functions B G , b) ⊂ P, and b is maximal subject to these constraints.
′ are incomparable functions. We shall need the following easy observation, which is a well-known result in the theory of well-quasi orderings. Proof. First note that, by the pigeonhole principle, we may assume that the functions are everywhere finite. We use induction on N. The statement is trivial for N = 1, so let N 2 and assume all the functions are incomparable. Consider any function, b 1 say. It is not smaller than any other, so there is an index i such that b j (i) < b 1 (i) for infinitely many functions b j , and hence there is a constant c < b 1 (i), such that infinitely many functions have i th coordinate c. These functions are incomparable on [N] \ {i}, and we are done by induction.
We are ready to prove the main result of this section, that if |P m | < F m for some m ∈ N, then |P n | is exactly a polynomial for sufficiently large values of n.
Theorem 12. Let P be a hereditary property of ordered graphs, and suppose that |P m | < F m for some m ∈ N. Then there exist integers K, N ∈ N ∪ {0} and a 0 , . . . , a K ∈ Z, such that
for every n N.
Proof. Let P be a hereditary property of ordered graphs, let m ∈ N, and suppose |P m | < F m . By Corollary 10, |P n | = Θ(n k−1 ) as n → ∞ for some k ∈ N. Moreover, there exists M ∈ N such that ∞ i=k+1 t i M for every G ∈ P, and there exist ordered graphs G ∈ P with arbitrarily large values of t k .
The proof is by induction on k. Let k ∈ N, and assume the result holds for all smaller values of k. We begin by removing those ordered graphs in P for which t k = t k+1 is possible. Let
and observe that P (2) is hereditary. Thus |P (2) n | = O(n k−2 ), by Corollary 10 (if k = 1 then |P (2) n | = 0 for n 2M + 1). Observe also that t k M + 1 > t k+1 for every G ∈ P \ P (2) . Next, we shall remove those ordered graphs G ∈ P \ P (2) for which b (k) G is not defined, i.e., for which |B G are taken with respect to P.) Note that since t k = t k+1 for every G ∈ P \ P (2) , B
G is defined for these G. Let A = {G ∈ P \ P (2) : |B (k) G )| 2}, and let
Now, P (3) is hereditary, since P(H, b) is hereditary for every H and b.
We claim that |P
In order to prove the claim, let H = {H (k)
G : G ∈ P \ P (2) } and observe that each H ∈ H has at most k + M vertices, since |V (H (k)
k + M for every G ∈ P \ P (2) . Thus |H| is finite. Now recall that for any H ∈ H, and any pair G, G ′ ∈ P \ P (2) , if 
G for some G ∈ A}, and observe that if (H, b) ∈ C, then |I(b)| < k. Therefore, there is an N(b) ∈ N such that t k N(b) for every G ∈ P(H, b). Since C is finite, it follows that there exists an N ∈ N such that t k N for every G ∈ (H,b)∈C P(H, b) = P (3) , as claimed. We choose such an N, with N 2M + 1. We have
, so let
and observe that P (4) is hereditary, and that P (2) ∪ P (3) ⊂ P (4) . By Lemma 8, |P (4) n | = O(n k−2 ). We shall apply the induction hypothesis to the property P (4) , but first let us count the members of (P \ P (4) ) n . Let P (1) = P \ P (4) , and consider an ordered graph G ∈ P (1) . Since P (2) ∪ P (3) ⊂ P (4) , we know that t k > t k+1 , and that b 
i is a homogeneous block) it follows that B i must be a homogeneous block of G for each i ∈ I(b ′ ). Recall that |H ′ | = m k + M. We shall show that |B i | M + 1 for every i ∈ I(b ′ ), so that in fact, {B i : i ∈ I(b ′ )} are the largest k homogeneous blocks of G.
Indeed, suppose that |B i | M for some i ∈ I(b ′ ). Note that since the sets B i are 1-homogeneous blocks, each is contained in some homogeneous block of G.
, which implies that t k N 2M + 1, so this is a contradiction. Hence |B i | M + 1 for every i ∈ I(b ′ ), as claimed.
, and 1 otherwise,
were arbitrary, this shows
G ) the pair 'realised by' G. It remains to count how many ordered graphs G ∈ P
(1) of order n realise a given pair (
is assigned one vertex of G, and each of the remaining k vertices of H must be assigned at least N + M + 1 − (|V (H)| − k) vertices of G, by the definition of P (1) . The remaining
vertices of G may then be assigned arbitrarily to the vertices of J(b). Hence there are exactly
n which realise a given pair (H, b) ∈ D. Therefore
Now, when k = 1 we have shown that |P n | = |D| for sufficiently large values of n, so the lemma holds in the base case. Let k 2, and assume that result holds for all smaller values of k. Since P (4) is a hereditary property of ordered graphs with speed Θ(n k−2 ), it has speed equal to some polynomial for sufficiently large n, by the induction hypothesis. Also, |P
for sufficiently large n,
n | is exactly a polynomial (i.e., it may be written in the form stated in the theorem). Since P n = P (1) n ∪ P (4) n and these sets are disjoint, the induction step follows, and hence so does the theorem.
ℓ-empty ordered graphs
Let us now return to the general case. We know that |P n | < 2 n−1 for some n ∈ N, so |P n | < F n,ℓ+1 for some ℓ ∈ N, since F n,ℓ+1 = 2 n−1 if ℓ n − 1. Hence, by Corollary 7, there exist integers k and ℓ such that every ordered graph G ∈ P may be partitioned into at most k blocks of consecutive vertices, with each block ℓ-homogeneous. Before we can deduce the speed of such a property, we need to know more about the ordered graphs induced by these ℓ-homogeneous blocks. The lemmas in this section will allow us to describe them quite precisely. We start with some definitions, which will make our results much easier to state.
Let G be an ordered graph and u, v ∈ V (G) (with u < v). We say that the pair u, v separates the edges of G if for every edge ij ∈ E(G) with i < j, either j u or v i. We will call an ordered graph G irreducible if no pair of vertices separate the edges of G.
Given any ordered graph G, the vertex set of G can be decomposed in a unique way into blocks of consecutive vertices such that each block induces an irreducible subgraph, and there are no edges between different blocks. We call this the irreducible block decomposition of G, and write B(G) = (G 1 , . . . , G m ) if the irreducible blocks of G induce the ordered graphs G 1 , . . . , G m in that order.
To be more precise, let G 1 , . . . , G m be (not necessarily distinct) ordered graphs, let n i be the order of 
Observe that an ordered graph G has the irreducible block decomposition B(G) = (G 1 , . . . , G m ) if and only if G = G 1 + . . . + G m , and each G i is irreducible. If B(G) = (G 1 , . . . , G m ) and |G i | = n i for each i ∈ [m], then write BS(G) = (n 1 , . . . , n m ) and call this the irreducible block sequence of G. Finally, if G is an ordered graph, define S n (G) to be the number of distinct (i.e., non-isomorphic) induced ordered subgraphs of G of order n.
We begin with a simple observation.
Observation 13. Let n, k ∈ N with k n. If G is an irreducible ordered graph of order n, then there exists an irreducible ordered subgraph of G of order k.
Proof. The proof is by induction on n. For n = 1 and for k = n the result is trivial, so let n 2 and k n − 1. Let u be maximal so that 1u ∈ E(G) and v be maximal so that 2v ∈ E(G). If u v (or v does not exist) then remove vertex 2; if u < v then remove vertex 1. The resulting ordered graph is clearly irreducible, and has order n − 1, so we are done by induction.
Our first lemma controls the number of irreducible blocks of size at least ℓ. Lemma 14. Let G be an ordered graph, and let k, ℓ ∈ N. If there are at least k blocks of order at least ℓ in the irreducible block decomposition of G, then S n (G) F n,ℓ for each n k.
Proof. Let n, k ∈ N with n k, and let (a 1 , . . . , a t ) with t ∈ N, a i ∈ [ℓ] for each i ∈ [t] and i a i = n, choose a subgraph of G ′ with irreducible block sequence (a 1 , . . . , a t ); such a subgraph exists by Observation 13, and because n k.
These subgraphs are all distinct (since they have distinct irreducible block sequences), so it only remains to count them. It is easy to see that there are exactly F n,ℓ sequences (a 1 , . . . , a t ) as described above. Therefore G has at least this many distinct subgraphs of order n.
Using Lemma 14, we can now control the size of the largest irreducible block.
Lemma 15. Let k, ℓ ∈ N, and let G be an ℓ-empty ordered graph. If there is a block of size at least 4kℓ in the irreducible blocks decomposition of G, then S n (G) F n,ℓ for each n k.
Proof. Let k, ℓ ∈ N with n k, and let G be an ℓ-empty ordered graph with an irreducible block B of size m 4kℓ. Let G ′ be the irreducible subgraph of G induced by B, with vertex set [m] . We shall find a subgraph H of G ′ for which B(H) contains k irreducible blocks of size at least ℓ.
Since G ′ is irreducible, for each vertex j ∈ [m] there exists at least one edge uv ∈ E(G ′ ) with j ∈ [u, v]. Thus, for each i ∈ [k], we may define
and
Consider the set of vertices
, this implies that H has k irreducible blocks of size at least ℓ, so, by Lemma 14, it will suffice to prove the lemma.
We must show that
′ is irreducible, there exists an edge ab ∈ E(G ′ ) with a x, y b, and since x and y separate the edges of H i , we must have either a < u i or b > v i . In either case we have a contradiction, since u i was chosen to be minimal, and v i was chosen to be maximal. This contradiction proves that H i is irreducible, so
The next lemma will allow us to tell which graphs may be induced by arbitrarily many irreducible blocks. k ∈ N, let G 1 , . . . , G k be ordered graphs, and let G = G 1 +. . .+G k . Suppose that for each i ∈ [k] there is an integer m(i) such that G i has at least two irreducible induced subgraphs on m(i) vertices. Then S n (G) 2 n−1 for each n k.
Lemma 16. Let
Proof. We prove the lemma by induction on k. For k = 1 it is trivial, so let k 2 and assume it is true for k − 1. Let G = G 1 + . . . + G k be an ordered graph as described, and let G ′ = G 2 + . . . + G k . By the induction hypothesis applied to G ′ , we have
for every n k − 1. We must show that S k (G) 2 k−1 . Let m = m(1), so G 1 has two irreducible subgraphs of order m, H m and H ′ m . By Observation 13, G 1 also has an irreducible subgraph H j on j vertices for each j m − 1. Now, by the induction hypothesis, G has at least 2 k−j−1 induced subgraphs of order k whose left-most irreducible block is H j , for each 1 j m − 1. Also G has at least 2 k−m−1 induced subgraphs (of order k) whose left-most irreducible block is H m , and at least 2
whose left-most irreducible block is H ′ m . These induced subgraphs are all distinct (since they have different left-most irreducible blocks). Therefore,
This proves the induction step, and so also the lemma.
We now define the following five collections of (irreducible) ordered graphs, and two sporadic examples, which will play a central role in our characterisation of properties with speed p(n)F n,k . Our reasons for choosing these particular ordered graphs will be made clear by Lemma 17. For each n ∈ N, let
• J
have vertex set [n] and edge set E = {in :
and edge set {13, 24}, • Q 2 have vertex set {1, 2, 3, 4} and edge set {14, 23}.
, n k} ∪ {L (n) : n k} for k = 1, 2, 3 and
Lemma 17. Let G be a finite irreducible ordered graph, and suppose that G has at most one irreducible ordered subgraph of order 3, and at most one of order 4. Then G ∈ J .
Proof. The result is proved by a simple case analysis, as follows. Let G be an irreducible ordered graph with vertex set [n], and let t = max{|i − j| : ij ∈ E(G)} be the length of the longest edge in G. Suppose that G has at most one irreducible ordered subgraph of order i for i = 3, 4, and that G / ∈ J . If t = 1 then G = L (n) ∈ J , since G is irreducible, so t 2.
Let i(i + t) ∈ E(G) be an edge of maximal length in G, and suppose first that i + t < n. Since G is irreducible, the pair (i + t, i + t + 1) does not separate the edges of G, so there must be an edge uv ∈ E(G) with i < u i + t < v. Now, if u < i + t and t ∈ E(G)), irreducible subgraphs of G, each on 3 vertices, another contradiction. So t = 2 and u = i + 1, i.e., i(i + 2) and (i + 1)(i + 3) ∈ E(G). Now, if j(j + 1) ∈ E(G) for some j ∈ {i, i + 1, i + 2}, then G[i, i + 3] has at least two irreducible subgraphs on 3 vertices, a contradiction. So if n = 4 then G = Q 1 ∈ J , another contradiction, so n 5. Now either i > 1 or i + 3 < n; assume without loss (by symmetry) that i + 3 < n. Now, applying to (i + 1)(i + 3) the same argument that we used for the edge i(i + t), and using the fact that t = 2, we obtain (i + 2)(i + 4) ∈ E(G). But now G[{i, i + 1, i + 2}] and G[{i, i + 2, i + 4}] are distinct (since i(i+4) / ∈ E(G)) and irreducible subgraphs of G, each on 3 vertices, a final contradiction. Therefore i + t = n, and similarly it can be proved that i = 1.
We have shown that 1n ∈ E(G). Suppose that for some pair 1 < i, j < n we have 1i ∈ E(G) and 1j / ∈ E(G). ∈ J . In each case we have a contradiction, so the assumed ordered graph G is impossible, and the proof is complete.
Combining Lemmas 16 and 17, we obtain the following result.
Lemma 18. Let k, m ∈ N, and let G be an ordered graph with irreducible block decomposition
n−1 for every n k.
Proof. Let k, m ∈ N, and let G be an ordered graph whose irreducible block decomposition
Now, for each i ∈ [k] we have G a(i) / ∈ J , so by Lemma 17 there is an integer m(i) such that G a(i) has at least two irreducible induced subgraphs on m(i) vertices (and in fact it can be assumed that m(i) ∈ {3, 4}). Thus, by Lemma 16, we have S n (G) S n (G ′ ) 2 n−1 for every n k.
Given an ordered graph G and k ∈ N, define G k = G + . . . + G, where G appears k times in the sum. 
We call a collection (A 1 , . . . , A s ) satisfying these conditions a (k, ℓ)-witness set for G.
Lemma 20. Let k, ℓ, m ∈ N with k 50mℓ 2 + 1, let G be an ordered graph, and suppose that G ∈ J (k, ℓ) but G / ∈ J (k−1, ℓ). Then S n (G) 2 n−1 for every n m.
Proof. Let k, ℓ, m ∈ N, with k 50mℓ 2 + 1, let G be an ordered graph, and suppose that G ∈ J (k, ℓ) but G / ∈ J (k −1, ℓ). Let {A 1 , . . . , A k } be a (k, ℓ)-witness set for G. Since k was chosen to be minimal, for each Finally, we make the following observation.
Observation 21. Let k, ℓ, n ∈ N, let G be an ordered graph on [n], and suppose that G can be partitioned into k blocks of consecutive vertices, with each block ℓ-homogeneous. Then there exists an ordered graph H on [n] with at most k homogeneous blocks, such that G△H is ℓ-empty.
Proof. Let the ℓ-homogeneous blocks of G be B 1 , . . . , B k , and let x ∈ B i and y ∈ B j with i, j ∈ [k]. Either all or none of the edges of length at least ℓ between B i and B j are in G. Let xy ∈ E(H) if and only if all of these edges are in G. (So if there are no edges of length at least ℓ, then xy / ∈ E(H).) Then G△H is ℓ-empty.
6. The structure of a property with speed p(n)F n,ℓ
We can now deduce the structure of every ordered graph G ∈ P, if P is a hereditary property whose speed satisfies |P n | < F n,ℓ+1 for some n, ℓ ∈ N.
Theorem 22. Let n, ℓ ∈ N, let P be a hereditary property of ordered graphs, and suppose that |P n | < F n,ℓ+1 . Then there exist k, k ′ ∈ N such that every ordered graph G ∈ P is of the form G = H△J, where H is an ordered graph with at most k homogeneous blocks, and J ∈ J (k ′ , ℓ).
Proof. Let n, ℓ ∈ N, let P be a hereditary property of ordered graphs, and suppose that |P n | < F n,ℓ+1 2 n−1 . By Corollary 7, there exists an integer K ∈ N such that every ordered graph G ∈ P may be partitioned into at most K blocks of consecutive vertices with each block ℓ-homogeneous.
Let G ∈ P, let B be an ℓ-homogeneous block of G, and let F = G [B] . Suppose that F is ℓ-empty. By Lemma 14, F has at most n − 1 irreducible blocks of size at least ℓ + 1, and by Lemma 15, F has no irreducible block of size at least 4n(ℓ + 1), since S n (F ) |P n | < F n,ℓ+1 . Therefore, by deleting a set of edges which span at most 4n 2 (ℓ+ 1) vertices of F , we can obtain an ordered graph F ′ in which each irreducible block has size at most ℓ. Now, by Lemma 18, at most n − 1 of these irreducible blocks are not in J , since |P n | < 2 n−1 . So by deleting a set of edges which span at most (n − 1)ℓ vertices from F ′ , we can obtain an ordered graph F ′′ in which each irreducible block is in J ℓ . Finally, let s ∈ N be minimal such that F ′′ ∈ J (s, ℓ). By Lemma 20 we have s 50nℓ 2 , since |P n | < 2 n−1 . We have shown that if B is an ℓ-homogeneous block of G which induces an ℓ-empty graph F , then by deleting a set of edges which span at most 4n 2 (ℓ + 1) + (n − 1)ℓ < 9n 2 ℓ vertices of F , we can obtain an ordered graph in J (50nℓ 2 , ℓ). By symmetry, if B induces an ℓ-complete graph F * , then by adding a set of non-edges which span at most 9n 2 ℓ vertices of F * , we can obtain a graph whose complement is in J (50nℓ 2 , ℓ). For each ℓ-homogeneous block B i of G, choose such a collection of edges, E i . Let H ′ be the ordered graph on [N] = V (G), with edge set i E i , and note that H ′ is ℓ-empty. Now, every ordered graph in P may be partitioned into K or fewer ℓ-homogeneous blocks, B 
We claim that H has at most 18Kn 2 ℓ + 4Kℓ + K homogeneous blocks, and that
2 . The first statement follows because fewer than 9Kn 2 ℓ + 2Kℓ vertices of H ′′′ have non-zero degree, and H ′′ has at most K homogeneous blocks. To prove the second statement, note that G△H = (G△H ′′ )△H ′′′ , so
2 . Thus, letting k = 18Kn 2 ℓ + K + 4Kℓ and k ′ = 50Knℓ 2 , we have G = H△J for some J ∈ J (k ′ , ℓ).
Proof of Theorem 1
We shall use the following easy fact about Fibonacci numbers.
Proof. Let ℓ ∈ N. We use induction on m + n. We have F 2,ℓ = 2 > 1 = F 1,ℓ · F 1,ℓ , so the result holds for m + n = 2. Now, let m + n > 2, and assume the result is true for all smaller values of m + n. Then
So the induction step holds, and the observation is proved.
The following lemmas provide the final piece of the jigsaw.
Proof. Let ℓ, n ∈ N, and let G ∈ J (1, ℓ) n . Then for some t ∈ N we have G = B 1 +. . .+B t , with B j ∈ J ℓ for each j ∈ [t], and B i B j or B j B i for each pair i, j ∈ [t]. This is the irreducible block decomposition B(G) of G, and so is clearly unique. Note also that there is a unique 'largest' ordered graph B in B(G), i.e., B j B for each j ∈ [t], and B i = B for some i ∈ [t]. How many such ordered graphs G are there? Partition J (1, ℓ) as follows: for each B ∈ J ℓ , let J (B) = {G ∈ J (1, ℓ) : B is the largest irreducible graph in B(G)}. Each ordered graph B ∈ J ℓ has order at most ℓ, so there are only a bounded number of them. Hence we will be done if we can prove that |J (B) n | = O(F n,ℓ ) for every B ∈ J ℓ .
But this is now easy, since every ordered graph in J (B) is a subgraph of B m for some sufficiently large m. Now simply observe that for each B ∈ J ℓ , B has exactly one irreducible ordered subgraph of order n for each n |B|, and it follows by a simple induction on n that |J (B) n | = F n,|B| F n,ℓ for every n ∈ N.
Using Lemma 24, we can now give an upper bound on |J (k, ℓ) n | for all k, ℓ and n ∈ N.
where ∅ here denotes the ordered graph with
It follows from this that an ordered graph G ∈ J (k, ℓ) n is determined by a sequence (a(1), . . . , a(k)), with a(i) ∈ N ∪ {0} for each i ∈ [k], and i a i = n; and a sequence of ordered graphs (A 1 , . . . , A k ), with
There are O(n k−1 ) such sequences of integers, and by Observation 23 and Lemma 24 there are
such sequences of ordered graphs. The result follows immediately.
Proof of Theorem 1. Let P be a hereditary property of ordered graphs, and suppose that |P n | < 2 n−1 for some n ∈ N. In particular, let m ∈ N satisfy |P m | < 2 m−1 . Since F n,ℓ = 2 n−1 for every n ℓ, it follows that |P m | < F m,m . Let ℓ ∈ N be the minimal integer such that |P n | < F n,ℓ+1 for some n ∈ N; we have shown that ℓ m − 1, so such an integer ℓ exists. Note that by the definition of ℓ, |P n | F n,ℓ for every n ∈ N.
Suppose first that ℓ = 1, so |P n | < F n for some n ∈ N. Theorem 12 and Lemma 9 then imply that either case (a) or case (b) of the theorem holds. So let ℓ 2, and apply Theorem 22 to P. By the theorem, there exist integers k, k ′ ∈ N such that every ordered graph G ∈ P may be written as G = H△J, where H has at most k + 1 homogeneous blocks, and J ∈ J (k ′ +1, ℓ). By Lemma 8 there are O(n k ) such ordered graphs H on n vertices, and by Lemma 25 there are O(n k ′ F n,ℓ ) such ordered graphs J on n vertices. Hence |P n | = O(n k+k ′ F n,ℓ ).
Further problems
Theorems 1 and 2 restrict the possible speeds of a hereditary property of ordered graphs if the speed is at most 2 n−1 , or at least 2 cn 2 for some c > 0. There are many obvious questions remaining in the large gap between these ranges, and in this section we shall discuss some of these.
For hereditary properties of both labelled graphs and permutations, there is a jump from exponential speed (speed c n for some constant c > 0) to factorial speed (speed n cn for some constant c > 0) (see [9] and [26] ). As we have seen, ordered graphs generalize both of these types of structure, so it is natural to ask whether a similar jump occurs for ordered graphs. In [6] it was proved that such a jump does occur for hereditary properties of ordered graphs in which every component is a clique, for monotone properties of ordered graphs (properties closed under taking arbitrary (i.e., not necessarily induced) ordered subgraphs), and for hereditary properties of ordered graphs not containing arbitrarily large complete, or complete bipartite ordered graphs. (The first two of these results have been proved independently by Klazar and Marcus [24] .) It was also conjectured that the same jump holds for arbitrary hereditary properties of ordered graphs.
Even assuming a positive answer to the conjecture, one is still left with the problem of determining the possible exponential speeds. In particular, we have the following questions. Corollary 26. Let S be as defined in Problem 1, and let A = {x : x is the largest real root of the polynomial
Arratia [3] proved Conjecture 1 for principal hereditary properties of permutations. The following easy result (which uses basically the same method) proves another special case of the conjecture.
Theorem 27. Let G 1 , G 2 , . . . be a sequence of ordered graphs, and suppose that either every G i is irreducible, or every G i is irreducible. Let P = {G : G is an ordered graph, and G i G for every i ∈ N}. Then either lim n→∞ (|P n |) 1/n exists, or lim inf n→∞ (|P n |) 1/n = ∞.
Proof. We claim that for every pair of integers m, n,
Assume that every G i is irreducible (the other case can be dealt with similarly). Let F 1 ∈ P n and F 2 ∈ P m , and let i ∈ N. By the definition of P we have G i F 1 and G i F 2 , and so, since G i is irreducible, G i F 1 + F 2 . This holds for every i ∈ N, so F 1 + F 2 ∈ P n+m . This proves the claim. Now, Fekete's Lemma [20] states that if a 1 , a 2 , . . . ∈ R satisfy a m + a n a m+n for all m, n 1, then lim n→∞ a n n exists and is in [−∞, ∞).
Applying this lemma to the sequence − log(|P n |) gives the result.
There has been a large volume of work done on the possible exponential speeds of principal hereditary properties of permutations (see for example [14] ). Until recently all such known speeds were of the form k (1+o(1))n , with k ∈ N, but a non-integer base was found by Bóna [15] , who proved that the property of all permutations avoiding 12453 has speed (9 + 4 √ 2) (1+o(1))n . However, there are no known hereditary properties with speed c (1+o(1))n and c transcendental. We have been unable to find even a hereditary property of ordered graphs with transcendental base, but the following simple construction shows that for properties of ordered graphs, irrational bases are much easier to come by than in the more restrictive principal permutation property setting. Proof. Let k ∈ N, and let a(0) . . . a(k) with a(i) ∈ N for each i ∈ [0, k]. We shall define a particular infinite ordered graph G, and let P be the property of ordered graphs consisting of all (finite, orderpreserving) subgraphs of G.
For each ℓ ∈ [k] let K ℓ denote a copy of the complete ordered graph on ℓ vertices, and let H = K Let P be the collection of all (finite, order-preserving) induced subgraphs of G. It is easy to see that P is a hereditary property of ordered graphs. Let T n be the sequence of integers defined by T n = 0 if n < 0, T 0 = 1, and T n+1 = k t=0 a(k − t)T n−t for every n 0. We claim that |P n | = Θ(T n ).
Let us first show that |P n+a(k) | T n for every n ∈ N. Indeed, let the first (leftmost) a(k) vertices of G be denoted A, and let's consider only those subgraphs of G, on n+ a(k) vertices, which include all of A. Such an ordered graph consists of A, and then a sequence of cliques, each connected to a subset (in fact an initial segment) of A. If the clique has size t, then there are exactly a(k + 1 − t) choices for this subset. It now follows easily by induction on n that there are exactly T n such ordered subgraphs. Now, note that any graph in P n may be obtained by first taking an ordered subgraph J of G on n+i vertices (with 0 i a(k)) containing all of A, and then removing i vertices of A. Since T n is increasing, there are at most T n choices for J (for a given i), and hence |P n | 2 a(k) T n . This proves that |P n | = Θ(T n ), and the theorem follows.
An accumulation point from below of a set S ⊂ R is a point c ∈ R such that for every ε > 0, S ∩ (c − ε, c) = ∅. Let A 1 (S) denote the accumulation points from below of S, and for each n ∈ N, let A n+1 (S) denote the accumulation points from below of the set A n (S). We call the set A n (S) the degree n accumulation points from below. Using Theorem 28, we can obtain the following result about the accumulation points of S.
Corollary 29. For each 2 n ∈ N we have n ∈ A n−1 (S). In other words, n is a degree n − 1 accumulation point from below of S.
Proof. We claim that the result holds even if we consider only the family of properties described in Theorem 28, and prove this claim by induction on n. For n = 2, consider the sequences (1), (1, 1), (1, 1, 1) , and so on, and apply Theorem 28. This gives a sequence of constants c i ∈ S with c i → 2 − as i → ∞ (note that in fact c i = lim n→∞ (F n,i ) 1/n ), so the claim is true for n = 2.
So let 3 n ∈ N and assume the claim holds for n − 1. Consider the collection A of sequences which proved the result for n − 1. Now add 1 to each entry of each sequence in A, to obtain the collection A ′ . The sequences in A ′ all still satisfy the conditions of Theorem 28, so we may apply the theorem to them. It follows that n is a degree n − 2 accumulation point from below of S. Now, let ω = (a(1), . . . , a(k)) ∈ A ′ , and suppose applying Theorem 28 to ω shows that c ∈ S. We sub-claim that c ∈ A 1 (S); since ω was arbitrary, this will suffice to prove the claim. Note that a(k) 2, consider the sequences (a(1), . . . , a(k), 1), (a(1), . . . , a(k), 1, 1) , and so on, and apply Theorem 28. The theorem gives a sequence of constants c i ∈ S with c i → c − as i → ∞, so c ∈ A 1 (S) as sub-claimed. Thus n ∈ A n−2 (A 1 (S)) = A n−1 (S), and the induction step is complete. The result follows immediately.
Of course it is not necessary to use copies of the complete graph in the proof of Theorem 28 -one could use the irreducible graphs from any finite hereditary property of ordered graphs. However it does not appear that arbitrary sequences are possible (at least using this method). The following conjecture is motivated by Theorem 28 and by Lemma 17.
Conjecture 2. The smallest c ∈ S with c > 2 is the largest real root of the polynomial x 5 = x 4 + x 3 + x 2 + 2x + 1, and is approximately 2.03.
An example of a hereditary property with this speed is the following. Let P consist of all ordered graphs in which each irreducible block is either J (n) 2 with n 5, or Q 1 . It is easy to show that P is hereditary and has the desired speed. The following conjecture is a much more general version of Conjecture 2. It says that there is a jump everywhere! Conjecture 3. For every c ∈ R, there exists an ε = ε(c) such that S ∩ (c, c + ε) = ∅. In particular, S has no accumulation points from above.
All the members of S we have found are either integers or algebraic irrationals. Our final conjecture says that all members of S are of one of these two types.
Conjecture 4. Every c ∈ S is either an integer or an irrational algebraic number, so S ⊂ Z ∪ (A \ Q).
Finally, a bipartite ordered graph is a bipartite graph together with a linear order on each part. Note that bipartite ordered graphs are equivalent to {0, 1}-matrices, and that a bipartite ordered graph may be mapped to an ordered graph by placing one part to the left of the other. It is easy to see that for bipartite ordered graphs, structures of Type 3 do not occur. We thus obtain the following corollaries to the proof of Theorem 1.
Corollary 30.
There exists a function g : N → N such that if k ∈ N and G is a bipartite ordered graph containing no k-structure of Type 1 or Type 2, then G can be partitioned into at most g(k) homogeneous blocks. 
