In this paper we provide a detailed analysis of the limiting behaviour of some very general families of solutions to the boundary value problem ∆v = 0 in Ω, ∂v/∂n = λ sinh(v) on ∂Ω, as λ → 0 + . The existence of countably many of these families has already been established in the papers [4] and [6] .
Introduction
In this paper we give a detailed analysis of the limiting "blow-up" behaviour of certain solutions to the two dimensional, nonlinear elliptic boundary value problem ∆v λ = 0 in Ω ∂v λ ∂n = λ sinh(v λ ) on ∂Ω .
This is a simplified model problem, the likes of which frequently show up in connection with corrosion/oxidation modeling. For a brief discussion of some practical aspects of this problem, and some references to the applied literature we refer the reader to [5] and [11] . For λ < 0 the solution structure of (1) is trivial: zero is the only solution. For λ = 0 the only solutions are constants. Our focus is thus on certain non-trivial (non-zero) solutions corresponding to λ > 0, and in particular on the asymptotic behaviour of these solutions as λ approaches zero. In the case when Ω = D is a disk (e.g., the unit disk) it is possible to find explicit formulas for a countable set of families of solutions to the problem (1) (cf. [4] ). To be precise, let {x i } 2k−1 i=0 be a set of 2k equidistant points on the unit circle and set
with K(x) = log |x| 2 and µ k = [(k + λ)/(k − λ)] 1/2k . For any positive integer k and any 0 < λ < k the functions v 2k,λ are solutions to (1) . A simple computation shows that ∇v 2k,λ 2 L 2 (D) = 8kπ log(1/λ) + O(1) , as λ → 0 + . It is also easy to see that
in the sense of measures on ∂D, as λ → 0 + . In [6] it was shown that similar families of solutions whose gradient L 2 norms blow up like log(1/λ), as λ → 0 + , continue to exist for arbitrary smooth domains, Ω. These solutions were characterized variationally, and it was also shown that the corresponding boundary currents, ∂v λ /∂n = λ sinh(v λ ), stay bounded in L 1 (∂Ω) (the bound depending on the particular family). We were thus able to conclude that there exist appropriately normalized convergent subsequences of solutions, and we showed that each subsequence has a finite, non-empty set of "blow-up" points, which also happen to be the points at which the limit of the absolute value of the flux, |∂v λ /∂n|, has non-zero point masses. As was pointed out in [6] these solutions do not necessarily represent all solutions. For instance, for certain non-simply connected domains it it not hard to construct additional families of solutions whose gradient L 2 norms blow up faster than log(1/λ) (and which themselves blow up everywhere, except on a set of measure 0).
In this paper we provide a detailed characterization of the elliptic boundary value problem satisfied by an arbitrary (λ → 0 + ) limit point v 0 , of the normalized functions v 0 λ = v λ − ∂Ω v λ /|∂Ω|, coming from a family of solutions to (1) whose boundary currents stay bounded in L 1 (∂Ω). In particular we show (Theorem 1) that the limiting boundary flux, in addition to a non-trivial finite sum of point masses, may contain a regular part that is proportional to e v 0 or e −v 0 . The possible presence of a regular part of the limiting boundary flux represents a sharp contrast to the corresponding situation for the problem ∆v λ = −λe v λ (with Dirichlet boundary conditions) where only a pure sum of (negative) point masses occur. It will frequently happen that the constant in front of the exponential term is zero (so that the regular part vanishes) -this is for instance the case whenever the solutions have an odd symmetry, or in general, whenever the boundary averages of the solutions are small in the sense that λ exp | ∂Ω v λ |/|∂Ω| → 0. We do, however, also provide very convincing numerical evidence that non-vanishing regular parts do indeed occur: for a family of domains, that are simple conformal images (using the maps z → e γz ) of the unit disk, our computations clearly document how, for certain values of the parameter γ, a regular part seems to emerge.
For simply connected domains, we derive necessary conditions for the weights and the locations of the point masses. The weights are always larger than or equal to 2π in absolute value, and generically they take values ±2π (Theorem 2). The conditions concerning locations are derived under the assumption that the limit flux be a pure sum of point masses (no regular part). These conditions express the fact that the tangential derivative of the regular part of limiting solution, v 0 , vanishes at all potential point mass locations (Theorem 3). They may be seen as the analogues of the conditions derived in [10] (see also [9] and [12] ) for the weights and the singularity locations of limits of solutions to the equation ∆v λ = −λe v λ , with Dirichlet boundary conditions. Our numerical computations clearly show that the conditions concerning point mass locations are necessary, but not sufficient.
The particular solutions
Let λ n → 0 be a sequence of positive real numbers, and let v λn be solutions of ∆v λn = 0 in Ω , ∂v λn ∂n = λ n sinh(v λn ) on ∂Ω ,
where Ω is a bounded, smooth (C ∞ ) domain in IR 2 . Whenever, in this paper, we talk about solutions to (2) we mean v λn ∈ H 1 (Ω), that satisfy the standard weak formulation of this nonlinear Neumann problem. Due to elliptic regularity theory it is well known that any such solution is also a classical C ∞ (Ω) solution. Let E λ (·) denote the energy
Suppose that, for some positive constants a i , b i , i = 0, 1,
Since cosh(x) − 1 ≤ x sinh(x) + C (for any 0 < ), it follows that, for solutions to (2) ,
and so the assumption (3) is also (for 0 < λ n < C) equivalent to
for some positive constants a i , b i , i = 0, 1. The existence of infinitely (countably) many families of solutions to (2) , that satisfy (3) (or (4)), was already established in [6] . These solutions were characterized variationally. To be more precise, the upper bound in (3) (or (4)) is a consequence of the particular construction we perform in [6] . The lower bounds, however, hold for any non-trivial solution, as asserted by the following lemma.
Lemma 1. Suppose v λ , 0 < λ, is a solution to (1) which is not identically zero. There exist constants a, b > 0, independent of λ and v λ such that
, and a log(
Proof This is restatement of Lemma 3.2 in [6] . We refer to that paper for a proof.
A consequence of the upper bound in (3) (or (4)) is that
The verification of this relies on the following real analysis lemma.
Lemma 2. Let a and b be two given positive constants, and let w be a continuous function such that for a certain λ ∈ (0, 1), one has
There exists a positive constant C, depending only on a, b, and |∂Ω| such that ∂Ω e |w| dx ≤ C λ .
Proof
Let f denote the function f (x) = x log x. A simple computation shows that f is convex and monotonically increasing on the half-line [1, ∞) . An application of Jensen's inequality gives
with C ≥ 1 only depending on a, b, and |∂Ω|. The monotonicity of f now yields the desired estimate.
To arrive at (5) from the upper bound in (4), simply note that
and then use Lemma 2. We shall also make use of the decomposition v λn = v 0 λn + s λn , with s λn = ∂Ω v λn dσ/|∂Ω| (and thus ∂Ω v 0 λn dσ = 0). By a combination of Jensen's inequality for the exponential function, and the estimate (5) it follows immediately that
This estimate was used in the "blow-up" analysis in [6] . We note that as an immediate consequence of (6) we get the estimate λ n e |s λn | ≤ e D .
The limiting behaviour
We shall now study in more detail the limiting behaviour of solutions v λn to (2) that satisfy the L 1 boundary flux estimate (5) . For that purpose it is useful to introduce the Neumann function N (x, y). For fixed y ∈ Ω this solves
with the normalization ∂Ω N (x, y) dσ x = 0. It is well known that N (x, y) may be smoothly extended to Ω × Ω \ {x = y} and that N (x, y) = N (y, x). For fixed y ∈ ∂Ω the function N (x, y) satisfies
For fixed y ∈ ∂Ω, N (x, y) therefore allows the decomposition
where the function H y (·) ∈ C ∞ (Ω) is the classical solution to
In terms of N (x, y) the functions v 0 λn may be represented as follows
Given any function f , let f + ≥ 0 and f − ≥ 0 denote its positive and negative part, respectively, i.e., let f + = max{f, 0}, and f − = − min{f, 0}. With this definition f = f + −f − and |f | = f + +f − . Some of our main results are contained in the following theorem.
Theorem 1.
Let Ω ⊂ IR 2 be a bounded smooth (C ∞ ) domain, and let v λn ∈ H 1 (Ω), λ n → 0 + , be a sequence of non-trivial, i.e., not identically vanishing, solutions to the nonlinear elliptic Neumann problem (2) that additionally satisfy the boundary flux estimate (5) . Decompose v λn as v λn = v 0 λn + s λn , with s λn = ∂Ω v λn dσ/|∂Ω|. There exists a subsequence, for simplicity also denoted v λn , two positive, regular Borel measures µ + and µ − , and two non-negative constants d + and d − such that
in the sense of measures on ∂Ω (i.e., in the weak * topology of the dual of C 0 (∂Ω)) and
At least one of the constants d + and d − is zero, i.e., there are two possible scenarios
The subsequence v 0 λn converges in H t (Ω) for any t < 1; the limit, v 0 , is the solution to
There exist two finite sets of points {x
and {x
⊂ ∂Ω, and two sets of positive weights {α
and {α
The combined set S = {x
is nonempty. The function v 0 is infinitely smooth away from S, i.e., v 0 ∈ C ∞ (Ω \ S), and the convergence of v 0 λn towards v 0 takes place in C ∞ (K) for any compact set K ⊂ Ω \ S. The functions d ± 2 e ±v 0 of the limiting boundary fluxes (10) are in L 1 (∂Ω). The set S = {x
represents exactly the locations of the point masses of the measure µ + + µ − = lim λn→0 + λ n |sinh(v λn )|, furthermore, this set also represents the "blow-up" points for the subsequence v 0 λn , in the sense that
Remark 1 As stated in the theorem the locations of the point masses for the measure lim λn→0 + λ n |sinh(v λn )| = µ + + µ − is exactly the set {x
. We cannot exclude some overlap between the points x + i of the measure µ + and the points x − i of the measure µ − . In the case of common points it might at first seem possible that the corresponding coefficients α + and α − be equal. In other words it might at first seem possible that the locations of the non-zero point masses for the measure lim λn→0 + λ n sinh(v λn ) = µ + − µ − be a strict subset of {x
However, a closer analysis shows that this this is never the case; in Theorem 2 we prove that for Ω simply connected |α + − α − | (as well as α + + α − ) is always greater than or equal to 2π. In particular it follows that µ + − µ − and µ + + µ − have the exact same non-zero point mass locations. See also Remark 4, following the statement of Theorem 2.
Remark 2 In the case when Ω is a disk we have constructed countably many families of explicit solutions satisfying boundary flux bound (5) (cf. [4] ). These solutions all have s λ = ∂Ω v λ dσ/|∂Ω| = 0, so that d + = d − = 0, and thus the corresponding limiting problems have boundary fluxes consisting of point masses only. In section 5 of this paper we provide numerical examples of families of solutions for which the limiting boundary fluxes have point masses, as well as non-zero regular parts. For these examples the domain, Ω, is an exponential image of a disk.
Remark 3
If v λn , λ n → 0 + , is a sequence of solutions for which the boundary flux estimate (5) does not hold, then we may extract a subsequence such that
Consider now w λn = v λn /α n . By extraction of a subsequence we may obtain that
in the sense of measures on ∂Ω. If we assume that the limiting measureμ is not identically zero, then it is easy to show that
with w 0 (y) being different from zero almost everywhere in Ω. It follows immediately that v 0 λn = α n w 0 λn coverges to ±∞ almost everywhere in Ω. As indicated by this simple argument, "blow-up" almost everywhere in Ω appears as a highly probable alternative to the finite (boundary) point "blow-up" described by Theorem 1, however, we do want to emphasize that here, unlike in the case of the boundary value problem ∆u λ = −λe u λ in Ω, u λ = 0 on ∂Ω ( cf. [10] ), this is not the only alternative for a sequence v λn , with λ n sinh(v λn ) L 1 (∂Ω) → ∞ . For instance, it is very easy to select, among the explicit solutions we constructed in [4] , a sequence whose elements (as λ n → 0 + ) comes from "higher and higher" branches, in such a way that λ n sinh(v λn ) L 1 (∂Ω) → ∞, but at the same time v 0 λn (y) = v λn (y) has a finite limit (zero) at any point y inside the unit disk.
Proof of Theorem 1
Due to the L 1 bound (5) on λ n sinh(v λn ) it follows that λ n sinh(v λn ) ± are bounded in L 1 (∂Ω), and therefore norm bounded in the dual of C 0 (∂Ω). From the bound |s λn | ≤ log 1 λn + D (see (6)) we get that λ n e |s λn | ≤ e D . These bounds (and compactness) imply the existence of a subsequence (also denoted λ n ) two non-negative, regular Borel measures µ + , µ − , and two non-
in the sense of measures, that is in the weak * topology on the dual of C 0 (∂Ω), and Due to the fact that ∂Ω λ n sinh(v λn ) dσ = 0 we conclude that (µ + −µ − )(∂Ω) = lim λn→0 ∂Ω λ n sinh(v λn ) dσ = 0, or µ + (∂Ω) = µ − (∂Ω). The L 1 (∂Ω) bound on λ n sinh(v λn ) in combination with Sobolev's Imbedding Theorem implies that
for any s > 1/2. Duality and elliptic estimates for solutions to the boundary value problem ∆w = f in Ω, ∂w/∂n = const on ∂Ω now yield
for arbitrary 3 2 − s < 1. By compactness we may extract a subsequence, also referred to as v 0 λn , so that v 0 λn converges, in say L 2 (Ω), to a limit v 0 . By compactness (and uniqueness of the limit) this subsequence now will actually converge to v 0 in H t (Ω) for any t < 1. Since
it follows immediately from (11) that v 0 λn converges to − ∂Ω N (x, y) d(µ + − µ − ) x pointwise in Ω. By uniqueness of the limit we thus get
Let ν denote the non-negative measure ν = µ + + µ − . Following [6] (and [3] ) we call a point x 0 ∈ ∂Ω regular if there exists a continuous function 0 ≤ ψ ≤ 1, with ψ ≡ 1 in a neighborhood of x 0 such that ∂Ω ψdν < π/2. Lemma 4.5 of [6] shows that given any regular point x 0 there exists a neighborhood B r 0 (x 0 ) ∩ ∂Ω of x 0 , and a constant C such that
The proof of this estimate relies crucially on (an apropriate adaptation) of an inequality due to Brezis and Merle (cf. [3] and [6] ). Following [6] we call a point x 0 ∈ ∂Ω singular if it is not regular in the above sense. A point x 0 ∈ ∂Ω is thus singular if for any continuous 0 ≤ ψ ≤ 1, with ψ ≡ 1 in a neighborhood of x 0 we have ∂Ω ψdν ≥ π/2; as a consequence ν({x 0 }) ≥ π/2 for any singular point x 0 . Let S denote the set of singular points. We now immediately conclude that S must consist of finitely many points, and that
This estimate is part of Lemma 4.7 of [6] . That same lemma furthermore establishes that S is nonempty, by showing that otherwise E λn (v λn ) → 0 as λ n → 0 + , which obviously contradicts the lower bound for non-trivial solutions (cf. Lemma 1). Thus π/2 ≤ ν(∂Ω) = µ + (∂Ω) + µ − (∂Ω), and so µ + , µ − and ν are indeed positive measures. Since v 0 λn | ∂Ω is bounded in L ∞ near any regular point it follows that ∂v 0
λn is bounded in L ∞ , and thus in L 2 , near any regular point. By elliptic regularity (and the estimate (12)) it now follows that for any regular point, x 0 ,
By repeated use of elliptic estimates (induction) we may conclude that there exists r 1 > 0 such that
In combination with a compactness argument and interior elliptic regularity results this yields v
and any compact set K ⊂ Ω \ S. Since we already know that v 0 λn converges to v 0 in H t (Ω), t < 1, it follows from (14), compactness, and the uniqueness of the
λn converges to v 0 uniformly with all derivatives in a neighborhood of any regular point x 0 ∈ ∂Ω .
It now follows immediately that
uniformly with all derivatives in a neighborhood of any regular point x 0 ∈ ∂Ω , and that For the last identity we used the fact that d ± are non-negative, with at least one being zero. As a consequence
uniformly in a neighborhood of any regular point x 0 ∈ ∂Ω ,
and
uniformly in a neighborhood of any regular point x 0 ∈ ∂Ω .
From the representation formula (13) and the just established regularity of the measures µ ± at regular points, we conclude that v 0 satisfies the boundary condi-
in a classical sense at points y ∈ ∂Ω \ S. For any compact set
From Lebesgue's Monotone Convergence Theorem it therefore follows that
.. , L, be a fixed set of functions with 0 ≤ φ i ≤ 1, with φ i (x j ) = 0, j = i and with φ i ≡ 1 in a neighborhood of x i . Given any φ ∈ C 0 (∂Ω) we may now write
where φ 0 ∈ C 0 (∂Ω) vanishes at all points of S. Given any > 0 we may find φ 0, ∈ C 0 (∂Ω), with compact support K ⊂ ∂Ω \ S, such that
Using (15), (16) and compactness we obtain
as λ n → 0. We also have
After passage to the limit λ n → 0, and combination with (18), this yields
with β
By introducing
we may rewrite this latter inequality as
We therefore conclude that
Since µ ± are positive it follows that α
denote those points for which the corresponding coefficients α + i are strictly positive, and similarly we let {x
denote those points for which the corresponding coefficients α − i are strictly positive. It is obvious that {x
are exactly the locations at which the measure ν = µ + + µ − has nonzero point masses. According to Lemma 4.8 of [6] (see also the corrigendum) the set of singular points, S, is likewise characterized as the set of points at which at the measure ν = µ + + µ − has point masses.
at least one of the sets {x
. From (19) and the definition of the points {x
it now follows that
with α ± i > 0, and d ± ≥ 0. We recall that at least one of the coefficients d + or d − is zero. This is exactly the desired representation formula. Finally, Lemma 4.8 of [6] asserts that S also equals the set of blow-up points for the subsequence v 0 λn in the sense introduced here. This completes the proof of Theorem 1.
Singularity weights and locations
The aim of this section is to deduce more specific information about the "blowup" behaviour of the subsequence of solutions to (2), extracted in Theorem 1. We shall do this by uncovering more specific information about the form of the limiting measures µ + and µ − .
Theorem 2. Suppose the domain Ω ⊂ IR
2 is smooth, bounded and simply connected. Let µ + and µ − be the limiting measures from Theorem 1, i.e.,
Let {x
be the locations of the non-zero point masses of µ + and µ − , respectively, and let S = {x
for all x * ∈ S \({x
is negative for all x * ∈ S , whereas if the regular part of µ + − µ − is strictly negative, i.e., if d − > 0 then (µ + − µ − )({x * }) is positive for all x * ∈ S . In particular, the measures µ + + µ − and µ + − µ − have the exact same set of locations with non-zero point masses. This set coincides with the "blow up" points for the sequence v 0 λn .
Remark 4
In Theorem 4.1 of [6] it is stated that the set of point mass locations of µ = µ + − µ − is finite and non-empty, and that it equals the set of "blow-up" points for the sequence v 0 λn . As pointed out in the subsequent corrigendum this is not quite the statement proven in [6] . What was indeed proven was that the set of point mass locations of ν = µ + + µ − is finite and non-empty, and that this set equals the set of "blow-up" points for the sequence v 0 λn (this statement is also included as part of Theorem 1 of the present paper). By showing, as we have done here, that the point mass locations of the measures µ + + µ − and µ + − µ − agree, we have indeed established the validity of the original formulation of Theorem 4.1 in [6] for simply connected domains.
Before proceeding to the proof of Theorem 2 we establish three lemmas which will be used in that proof, as well as in the proof of our second theorem in this section (Theorem 3). 
Proof From Theorem 1 we know that
in the sense of measures on ∂Ω. From Theorem 1 we also know that the convergence takes place in L ∞ (K) for any compact set K ⊂ ∂Ω \ S. The identity cosh(x) = | sinh(x)| + e −|x| and the fact that |λ n e −|v λn | | ≤ λ n now implies that
in the sense of measures on ∂Ω. It also follows that this convergence takes place in L ∞ (K) for any compact set K ⊂ ∂Ω \ S. A combination of the first statement in (20) and the statement (21) immediately leads to the conclusion of this lemma.
Lemma 4. Let IH denote the half-plane IH = {(y 1 , y 2 ) : y 2 > 0}, and for fixed real γ = 0 and β, let l γ,β denote the half-line l γ,β = {y 2 = γy 1 + β} ∩ IH. Suppose F is Lebesgue integrable on IR, that is, suppose F is in L 1 (IR). Then we have the following asymptotic statements
as (y 1 , y 2 ) ∈ IH approaches the point (−β/γ, 0) ∈ ∂IH along the half-line l γ,β .
Proof We shall prove the first one of these three statements. The proof of the other two proceed in a similar fashion, but are left to the reader. Simple calculations give that for (y 1 , y 2 ) ∈ l γ,β
From the inequality |s/(s 2 + γ 2 )| ≤ 1/2γ it follows that
Since the right hand side is an integrable function, and since
as y 2 → 0, it now follows from Lebesgues' Dominated Convergence Theorem that
By a combination with (22) we immediately get the first asymptotic statement of this lemma.
At several points in this section we shall use the notion of conformal equivalence. We shall call a smooth mapping Φ : Ω → IR 2 a conformal equivalence iff the following four conditions are satisfied
(c) the mapping Φ is injective, and may be extended as an injective mapping : Ω → IR 2 ∪ {∞} , and (d) the extended mapping Φ is either smooth, or there exists a point
and all x in Ω \ {Φ −1 (∞)}. We also note that for any smooth, bounded, simply connected domain we may construct a conformal equivalence of Ω onto the upper half-plane. The point Φ −1 (∞) may be picked arbitrarily on ∂Ω. This follows from Riemann's Mapping Theorem, and subsequent composition with a linear fractional transformation.
The following representation result will prove extremely useful.
Lemma 5. Let Φ be a conformal equivalence of the smooth, bounded, simply connected domain Ω onto the half-plane IH = {(y 1 , y 2 ) : y 2 > 0}, constructed so that the point Φ −1 (∞) lies in ∂Ω \ {x
, where x ± i are the "blow-up" points from Theorem 1. Let v 0 denote the limit from Theorem 1, i.e.,
and define
and d ± as in Theorem 1. Then F ∈ L 1 (IR, log(|x| + 2)dx), and the function u 0 and its derivatives have the representation formulas
The coefficients α ± i are as in Theorem 1, and y
Proof For any z ∈ IH let z denote the "reflection in ∂IH", i.e., z = (z 1 , z 2 ) = (z 1 , −z 2 ). A simple calculation shows that the function G(x, w), x, w ∈ Ω, defined by
with w * = Φ −1 (∞). Using the representation formula for v 0 from Theorem 1 we now get
For the identity v 0 (w * ) = − ∂Ω N (x, w * )) d(µ + − µ − ) x we rely on the boundary limit of the representation formula from Theorem 1, which remains valid due to the fact that the measure µ + − µ − is given by a C ∞ density near the point w * . By rearrangement of the above formula
Introducing y = Φ(w) and z = Φ(x) and changing variable of integration (from x to z) we now immediately obtain the first representation formula of this lemma. The second formula follows by differentiation. The fact that F ∈ L 1 (IR, log(|z| + 2)dz) follows immediately from the finiteness of the last integral in the above integral identity.
Proof of Theorem 2 Let Φ be a conformal equivalence of Ω onto the halfplane IH such that the point Φ −1 (∞) lies in ∂Ω \ {x
with h(y) = det DΦ(Φ −1 (y)) −1/2 . The sequence
for any t < 1, and any R; the convergence also takes place in C ∞ (IH \ {y
. We now introduce functions w λn and w 0 by w λn := ∂ y 1 u λn ∂ y 2 u λn and w 0 := ∂ y 1 u 0 ∂ y 2 u 0 , respectively. Due to the C ∞ (IH \ {y ± i }) convergence of u λn − s λn towards u 0 , the sequence w λn converges in C ∞ (IH \ {y
) towards w 0 . Let y * = (y * 1 , 0) be one of the points from {y
, and given any γ = 0 let l y * denote the half-line l y * = {(y 1 , y 2 ) : y 2 = γy 1 − γy * 1 } ∩ IH. Suppose there is a point mass contribution α + * δ x * to µ + and and point mass contribution α − * δ x * to µ − from the point x * = Φ −1 (y * ). This includes the possibility that one of the α ± * could be zero, corresponding to y * / ∈ {y
. From a combination of Lemma 4 and Lemma 5 we conclude that
, and
as y approaches the point y * along the half-line l y * . As a consequence
as y approaches the point y * along the half-line l y * (and so y 2 approaches 0.)
We now proceed to analyse the same asymptotic scenario, using the relationship w 0 (y) = lim w λn (y), which holds for any point y ∈ l y * . Simple calculations yield ∆w λn = 0 in IH , and 
For any fixed z ∈ D the harmonic function w λn may now be represented as
We decompose the boundary of D as follows : ∂D = Γ 0 ∪ Γ 1 , with Γ 0 = ∂D ∩ ∂IH and Γ 1 = ∂D ∩ IH. In light of (25) the above integral representation for w λn reads
Since the sequence w λn converges in C ∞ (IH \ ({y
Integration by parts yields
From Lemma 3 we know that λ n e v λn → 2µ + , and λ n e −v λn → 2µ − , in the sense of measures on ∂Ω, and so
in the sense of measures on ∂Ω. In the last case, the left hand side converges uniformly to the C ∞ function 
in the sense of measures on Γ 0 = [−R, R] × {0}, with E given by
As a consequence of (29) and (30) we immediately obtain the following limit for the integrals I 2,λn
Here we also used the fact that λ n cosh(u λn (y 1 , 0))h(y 1 , 0) converges pointwise to E away from the points y ± i , in order to treat the boundary term in (29). A combination of (28) and (31) with (27) now yields
Set ω = { z ∈ D : |z 1 | < R/2 and 0 < z 2 < }, for fixed, but sufficiently small. The Green's function G D (y, z), (y, z) ∈ D × ω \ {y = z}, may now be written
where z = (z 1 , z 2 ) = (z 1 , −z 2 ), and where the function g is in C ∞ (D × ω). We thus compute
for (y, z) ∈ Γ 0 × ω \ {y = z}. Substituting (33) into (32) we arrive at
where R is in C ∞ (ω). Let y * = (y * 1 , 0) be one of the points from {y
(the same as before) and let l y * denote the half-line l y * = {(z 1 , z 2 ) : z 2 = γz 1 − γy * 1 } ∩ IH. Suppose (as before) that there is a point mass contribution α + * δ x * to µ + and and point mass contribution α − * δ x * to µ − from the point x * = Φ −1 (y * ) (so there are terms with coefficients α + * and α − * corresponding to y * in the respective sums above). From a combination of Lemma 4 with (34) we now conclude that
as z approaches y * along the half-line l y * (and therefore z 2 approaches 0). By comparison of the two alternate asymptotic representations, (24) and (35), for w 0 , we infer that
which immediately yields
as stated in the formulation of this theorem. If x * ∈ S \ ({x
), so that either α + * or α − * is zero, then it follows from (36) that
The statement about the coincidence of the point mass locations of the measures µ + + µ − and µ + − µ − is a direct consequence of the inequalities (37), valid for all x * ∈ S. Let us go back to the representation formula for u 0 from Lemma 5 0) . By taking the limit as y approaches points (y 1 , 0) ∈ ∂IH \ ({y
Let y * = (y * 1 , 0) be one of the points of S = {y
, and define d 0 = min{dist(y * , S \ y * ), 1}. The above representation formula now yields
Recall that F ∈ L 1 (IR, log(|x| + 2)dx). Now let us consider the case d + > 0. In that case d − = 0, and so
Since log |y 1 − z 1 | < 0 whenever |z 1 − y * 1 | < d 0 /2 and |y 1 − y * 1 | < d 0 /4, we then obtain
By insertion into (38) this yields
However, this contradicts the fact that e u 0 (·,0) ∈ L 1 loc (IR) (e v 0 ∈ L 1 (∂Ω)). Since we already know that |α + * − α − * | ≥ 2π, we may thus conclude that
As our last result in this paper we establish a theorem which provides more precise information about the location of the point masses in the case when the limiting measures are "pure" sums of such point masses, i.e., when d + = d − = 0. An extension of the proof used to verify this result may be used to derive more precise information about the point mass locations also in the case when either d + or d − is non-zero (see [8] ). Since the results obtained are most complete if there is assumed to be no overlap between the points {x 
Theorem 3. Suppose the domain Ω ⊂ IR
2 is smooth, bounded and simply connected. Let v λn , λ n → 0 + , be the subsequence of solutions to the nonlinear elliptic Neumann problem (2) extracted in Theorem 1, for which
in the sense of measures on ∂Ω. Suppose that d + = d − = 0, i.e., suppose
and furthermore, suppose {x
|∂Ω| ∂Ω v λn dσ and let v 0 denote the limit v 0 = lim λn→0 v 0 λn , whose existence is guaranteed by Theorem 1. The function v 0 satisfies
in the sense that
where H ∈ C ∞ (Ω) is the classical solution to
The 2M points {x
Remark 5 Since
on ∂Ω we easily calculate that
where κ(x) is the (signed) curvature of ∂Ω at the point x. If we supplement the identities (40) with these identities we obtain
This is the complete analog of the identities derived in [10] for the singularity locations for the somewhat related problem ∆v λ = −λe v λ .
Remark 6
If we apply Theorem 3 to the case when Ω is a disk, then H(x) = 0, and so
The equations (40) become 
It is clear that θ
, j = 1, . . . , M , (and any fixed rotation of this set of angles) is a solution to these equations. This is consistent with the fact that all the explicit solution families constructed in [4] blow up, with alternating signs, at a even number of equidistant points.
The following lemma will be used for the proof of Theorem 3 Lemma 6. Let Φ be a conformal equivalence on Ω, and let x * be an arbitrary point on ∂Ω \ {Φ −1 (∞)}, then
Proof In the following proof we use the Einstein summation convention: repeated indices indicate summation. We immediately calculate
The numerator in this last expression may be expanded as follows
and the denominator may be expanded as follows
Here we have on several occasions used that Φ is conformal on Ω \ {Φ −1 (∞)}. Insertion of these new expressions, (42) and (43), immediately yields
For the last identity we used that
Insertion of (45) into (44) finally gives
exactly as desired.
Proof of Theorem 3
The statement about the convergence of v 0 λn = v λn − ∂Ω v λn dσ/|∂Ω| follows directly from Theorem 1. The limit v 0 has the form
where H α is the C ∞ (Ω) solution to
The form of H α , and the last identity in (46) are consequences of (7) and (8).
We introduce a convenient renaming of the points x ± i and the weights α
The points x i are distinct, and the product of β + i and β − i is zero, since there is, by assumption, no overlap between {x
. With this notation
A part of the following argument is similar to that given in the proof of Theorem 2. At this point we need a refined version in order to treat asymptotically smaller terms, and for ease of comprehension we have decided give the argument in its entirety. Let x → y = Φ(x) be a conformal equivalence of Ω onto the upper half plane IH = { (y 1 , y 2 ) : y 2 > 0 } with the property that none of the points
, we now have a family of solutions to
for any t < 1, and any R; the convergence also takes place in
We now introduce functions w λn and w 0 by w λn := ∂ y 1 u λn ∂ y 2 u λn and w 0 := ∂ y 1 u 0 ∂ y 2 u 0 ,
(50) From (49) and the fact that u 0 = v 0 • Φ −1 it follows that u 0 has the form
where the constant c 0 is given by c 0 = v 0 (Φ −1 (∞)). This is a simplified version of Lemma 5, corresponding to F = 0. We may thus calculate
or by a slight regrouping
We now derive an alternate representation for the function w 0 , by use of the relationship w 0 = lim λn→0 w λn . Let D ⊂ IH be a bounded, smooth domain with Γ 0 = ∂D ∩ ∂IH = [−R, R] × {0} (for instance take D to be the half-disk B R (0) ∩ IH with the two corners "smoothed out"). Choose R sufficiently large that all the points y 
We decompose the boundary of D as follows : ∂D = Γ 0 ∪ Γ 1 , with Γ 0 = ∂D ∩ ∂IH and Γ 1 = ∂D ∩ IH. In light of (50) the above integral representation for w λn reads
As a consequence of the
From Lemma 3 we know that
in the sense of measures on ∂Ω, and so
in the sense of measures on ∂Ω. The left hand sides also converge uniformly to zero away from the points x i . When "pushed forward" by the conformal map Φ the convergence implies that
in the sense of measures on Γ 0 = [−R, R] × {0}. As a consequence of (56) and (57) we immediately obtain the following limit for the integrals I 2,λn
Here we also used the fact that λ n cosh(u λn (y 1 , 0))h(y 1 , 0) converges pointwise to zero away from the points y i to eliminate the boundary term in (56). A combination of (55) and (58) with (54) now yields
Set ω = { z ∈ D : |z 1 | < R/2 and 0 < z 2 < }, for fixed, but sufficiently small. The Green's function G(y, z), (y, z) ∈ D × ω \ {y = z}, may now be written G D (y, z) = 1 2π log |y − z| − 1 2π log |y − z| + g(y, z) ,
, and where the function g is in C ∞ (D × ω). Since
Substituting (60) into (59) we arrive at
where R is in C ∞ (ω). By comparing the two representations (52) and (61) for w 0 , and using the fact that the singular terms of same type (near y i ) must coincide, we now obtain equations for the weights {β
and the points
From the terms of type ( · ) 2 /| · − y i | 2 :
(β
Recall that by assumption the two set of points {x
are disjoint, and 0 < β 
Since all the α ± i have the same value (2π), and since
. From the definition of h we calculate ∂h ∂y 1 (y
We have that
For the last identity we used the representation formula (51) for u 0 , and the facts that M = N , and β
By differentiation and use of Lemma 6 we now get that
.
In combination with (64) and (66) this immediately yields
A similar approach, based on (65), leads to the identities
This completes the proof of Theorem 3.
Remark 7
If we drop the assumption that {x
then the same techniques that were used for the proof of Theorem 3 still lead to some interesting conclusions. Let x * be any point in {x + i } ∪ {x − i } = Ω and suppose µ + and µ − have contributions α + * δ x * and α − * δ x * , respectively (included here is the possibility that α + * or α − * is zero). From (62) in the proof of Theorem 3 we immediately obtain the identity
For points that are in only one of the sets {x The equation analogous to (40) becomes
or in terms of the full gradient
For points that are in only one of the sets {x
− i }) these are exactly the same equations as in Theorem 3. We are not at the moment able to derive equations analogous to (40) (or 41) for the case when either d + or d − is non-zero.
Computational examples
In this section we present some results of numerical calculations of solutions to the boundary value problem (1) on two different simply connected domains.
As λ → 0 + the solutions we calculate all appear to have boundary fluxes that are bounded in L 1 , i.e., they appear to satisfy λ sinh(v λ ) L 1 (∂Ω) ≤ C, and as predicted by Theorem 1 and Theorem 2 the limiting fluxes thus all contain at least one non-zero point mass. In section 2 we showed that such solutions also necessarily satisfy
The second of our numerical experiments gives strong evidence that asymptotic equality is indeed attained for certain solutions. This again implies that one of the expressions
has a non-zero limit point as λ → 0 + . As seen in Theorem 1 (and Theorem 2) such a non-zero limit point gives rise to a subsequence of solutions with a limiting boundary flux that contains point masses as well as a regular part. It is therefore not surprising that some of the limiting boundary fluxes arising in the second experiment show strong evidence of the presence of a non-zero regular part. Due to the emergence of non-zero regular parts in some of the limiting boundary fluxes (and the corresponding elimination of some potential point masses) our second experiment also provides strong evidence that the identities (40) (or (41)), derived in Theorem 3 for the locations of point masses, are necessary but not sufficient. For the purpose of our computations we reformulate the problem (1) as a nonlinear boundary integral equation which we then approximate using a Nyström collocation method, and finally solve by means of a Newton iteration scheme, [1] , [7] . In order to achieve high numerical accuracy in the presence of the points of "blow-up", we first calculate the potential "blow-up" locations (by the approximate solution of the equations from Theorem 3) and then we use a mesh for the Nyström collocation that is refined appropriately near these points. For more details about these and other Matlab computations see [8] . Nyström's method is known to achieve exceptional (exponential) accuracy for "uniform" meshes and smooth solutions. Since our solutions develop very strong singularities as λ → 0 + the accuracy using a "uniform" mesh is completely unsatisfactory for small λ. We believe our mesh-refinement strategy provides much higher (though, far from exponential) accuracy. However, we should point out, that due to the fact that even the L ∞ norm of the solution blows up, we do not have any good apriori estimate of the accuracy associated with a particular mesh, valid uniformly in λ. Part of the challenge (short of rigorously developing aposteriori error estimators) is to find decent ways to gauge the accuracy of the computations.
Pure sums of point masses
The domains we consider are conformal images of the unit disk by the (complexvalued) exponential map, Φ(z) = e γz with 0 < γ < π. For small values of γ, the image of this map is very close to a disk, so we expect the solutions to behave like the solutions on a disk. Indeed, this is the case when we choose γ = 0.5. We compute the two "first" non-trivial solution families, i.e., the solution families branching off at the first two non-zero Steklov eigenvalues of the linearized problem ∆w = 0 in Ω, ∂w ∂n = λw on ∂Ω. Since these two eigenvalues represent the "split" of the first non-zero (double) eigenvalue for a disk, we expect to see two distinct families of solutions whose boundary fluxes each develop two point masses of opposite strength. Graphical output from our computations is shown in Figure 1 . The first two frames show the normal fluxes plotted against arclength for the two families of solutions. Arclength=0 corresponds to the right-most intersection of the domain with the x-axis (the point (e 0.5 , 0)). In each frame we plot the boundary fluxes ∂u λ ∂n , for a collection of λ ranging between 0.24 and 10 −3 . We clearly see two point masses develop, as λ decreases. There are no non-zero regular parts in the limiting fluxes. The two families have different locations for the point masses. In the third frame we show the mesh grading function used for the computation of the first family of solutions. The horizontal axis represents node number (from 1 to 512) and the vertical axis represents the (arclength to) the corresponding node location on ∂Ω. There are "exponential-type" refinements near the two potential point mass locations, the kind of refinements that appear well suited to the expected logarithmic near-singularities of the solutions. For more details see [8] . The fourth frame shows the two potential pairs of point mass locations as computed from the necessary conditions of Theorem 3 (with M = 1). Each potential pair is in total agreement with the approximate point mass locations observed in exactly one of the first two frames. The locations marked by • correspond to the first family of solutions, the locations marked by * to the second family.
A regular part
At the other end of the spectrum, for clarity, we look at the case of γ = 2.0. Figure 2 shows a collection of boundary fluxes of solutions, for λ as small as 10 −3 , using a mesh that is "exponentially" refined near the two potential "blowup" points. On this domain (the shape of which is shown in the insert of Figure  2 ) we see very strong evidence of a positive regular part and a single negative point mass in the limiting boundary flux. For some of the first uniform (and coarser) meshes we used in our computations, we initially saw behavior like the one showed in Figure 2 , but at a certain point in λ, depending on the mesh, the positive part of the boundary flux would accelerate its growth as λ approached 0. In all the meshes we tried it has always been clear that the negative part of the boundary flux converges to a single point mass. A vast difference in scale made it plausible that the negative part was the only point mass to develop in the limit, and that the positive part would converge to some smooth function. However, the accelerated growth in the positive part of the flux could indicate some additional point masses. In order to effectively rule this out we need some simple aposteriori tests to indicate, for a certain mesh, what values of λ are simply too small to allow accurate computational results.
To illustrate this point we choose a λ = 10 −2 and λ = 10 −3 and compute the approximate boundary fluxes for the same three meshes. The first frame in Figure 3 displays the computed fluxes for λ = 10 −2 the second frame those for λ = 10 −3 . The three meshes we use are "exponentially" refined at the "blow-up" points. They differ by the size of the smallest mesh width near "blow-up" points. Mesh a is the coarsest near these points, and mesh c is the finest. Using the exact same three meshes we have computed the integrals of the positive part of the approximate boundary flux, and the boundary averages of the approximate solution. These results are displayed in Figure 4 . Since it is quite clear (from all three meshes) that a single, isolated negative point mass develops, Theorem 2 asserts that this must have a mass of −2π. Correspondingly the integral of ∂v λ ∂n + should approach 2π. The left frame in Figure 4 clearly indicate that meshes a and b lack sufficient accuracy for λ = 10 −3 , whereas mesh c achieves an integral very close to 2π even for λ = 10 −3 . According to the same test mesh b seems adequate for λ = 10 −2 , but mesh a already lacks sufficient accuracy for this value of λ. Comparing with Figure 3 we are thus inclined to believe the results of mesh b and c for λ = 10 −2 and those of mesh c for λ = 10 −3 . These results predict the presence of a non-zero regular part in the limiting boundary flux. The growing "modes" we see in the other results can all be attributed to numerical inaccuracy. The right frame in Figure 4 gives a positive confirmation of the accuracy associated with mesh c all the way down to λ = 10 −3 (and the accuracy associated with mesh b down to 10 −2 ). In this frame we plot the boundary averages of the approximate solution versus log(1/λ). For comparison we also plot the line correponding to the function log Based on these additional computations we are strongly convinced that the limiting boundary flux for the second family of solutions, in case γ = 2, does indeed exhibit a non-zero regular part as shown in Figure 2 . The equations derived in Theorem 3 for the potential locations of two point masses (M = 1) continue to have as a solution the pair of points lying at the intersection of Ω and the horizontal coordinate axis (as these equations did in the case of γ = 0.5). The fact that none of the first two solution families (or for that matter none of the first four solution families, as seen in the next figure) develops a pair of singularities at these two points gives a strong indication that our "location conditions" are necessary but not sufficient.
So far we have only considered the first two non-trivial solution families, but we have in many cases computed solution families branching off at much "higher" Steklov eigenvalues. Figure 5 shows the results of such a computation on the domain corresponding to γ = 2. The first frame shows the bifurcation diagram for the first six non-trivial solution families. We plot ∇v λ L 2 (Ω) versus λ. In the following four frames we show a sequence of eight boundary fluxes corresponding to each of the first four solution branches. The number m is a counter for the Steklov eigenvalues; m = 1 corresponds to the eigenvalue 0, m = 2 is the first nonzero eigenvalue, etc. ... The points in the bifurcation diagram that correspond to the shown boundary fluxes have been marked with squares. As is seen in Figure  5 the boundary fluxes corresponding to m = 2 and m = 4 appear to converge to pure sums of alternating point masses (the computations also confirm that each point mass is of strength ±2π), whereas the limiting boundary fluxes for m = 3 and m = 5 appear to contain a non-zero regular part as well. The situation m = 3 has already been discussed. For m = 5 the limiting boundary flux appears to have two negative point masses (each of mass −2π) balanced by a positive regular part, in complete agreement with Theorem 2. 
