Introduction 40
To increase the ability to adapt to the adverse impacts of climate change and to mitigate 41 greenhouse gases emissions, the Paris Agreement within the United Nations Framework 42
Convention for Climate Change (UNFCCC) was adopted by consensus on 12 December 2015 43 (Sutter and Berlinger 2015) . According to the UNFCCC, all the members that had signed the 44 treaty were required to report estimates of their forest carbon stocks and carbon stock changes, 45 because forests play an essential role in carbon emission reduction via carbon sink increments 46 where dbh and h are predictive variables and g is a response variable. In this allometric model, 165 dbh is the diameter at breast height (cm) ; h is tree height (m) ; g is the tree agb (kg) ; 0 β , 1 β 166 and 2
β are model parameters. The heterogeneity in residual variance was overcome using a 167 weighted nonlinear least squares technique to fit equation (1) β . Specifically, ε is assumed to follow a Gaussian distribution with a mean of zero 172 and heterogeneous variances; i.e.,
, where σ is the standard deviation of the 173 distribution of residuals and the relationship between σ , dbh and h can be adequately 174 described as follows: 
Step 2: 205
A new vector of model parameters was estimated by fitting the model to dbh p , h p and g pp , 206
where the dbh p and h p were used as the predictive variables, and the simulated g pp was the 207 response variable. The allometric form of this relationship is as follows: 208 for large area agb estimation in the following steps. 211
Step 3: 212
Because the first order Taylor linearization can be expressed as 213 ; q is the number of parameters. We applied the first order Taylor 216 approximation to be the proxy of "true" value (unobservable) of agb for individual trees, 217 based on the assumption that all model parameters α s are sufficiently accurate.
218
The "true" agb values ( ij g ) of all the individual trees in the DS e based on the forest 219 inventory were then expressed as equation (5): 220
In this equation, 
where
. The plot-level agb prediction was calculated using equation (7): 227
The plot-level agb per unit area was denoted by j µ and calculated as follows: 228
The mean of "true" agb per unit area over all plots was assumed to be 229
and the predicted agb per unit area over all plots was calculated by 230
231
Step 4: 232
The variance (or mean square error) of the mean agb over all plots was evaluated as 233 
where U σ is the standard variance of the bias
, which is the bias between agb 241 prediction of the jth plot and mean agb prediction over all plots, i.e., 
where Σ is the covariance matrix of the α -parameters, i.e., Step 5: 254
Steps 1-4 were repeated and the total estimates of mean agb per unit area and their total 255 variances incorporating both sampling error and model uncertainty contributions over 256 replications were calculated as 257 Step 1: 276 A new calibration data set of a certain size (m=50, m =80, m =110 and m =140) was 277 produced by randomly resampling from the DS m . 278
Step 2: 279 Sets of parameter estimates were obtained by fitting the model based on equation (1) to 280 the measurements of dbh, h and agb in the calibration data set produced in Step 1. 281
Step 3: 282
The model parameters estimated in Step 2 were subsequently used for agb estimation for 283 all individual trees in the DS e . 284
Step 4: 285
The plot-level agb predictions were acquired by aggregating individual values using 286 equation (7), and the estimate of mean agb per hectare for the kth simulation was calculated 287 using equation (10). Then, the variances associated with sampling and model errors were 288 obtained using equations (12) and (13), respectively, and the total variance associated with 289 combined error was determined using equation (14). 290
Step 5: 291
Steps 1-4 were repeated 1000 rounds, and the final agb estimator μ and corresponding 292 D r a f t implemented using the R language (R. Core Team 2012). 295
Results 296

Tree biomass estimates and residual variables 297
The fitting results of equations (1) 
Biomass prediction and uncertainty estimates 307
As shown in Fig. 1 
Impacts of sample size on agb estimates and associated uncertainty 325
The agb and uncertainty estimates for various calibration data set sizes (m=50, m =80, m 326 =110 and m =140) are shown in Tab.5. After 1000 time steps, the total relative RMSE 327 increased from 6.631% to 12.917% as the sample size decreased from m=140 to m=50. The 328 influence of sample size on the total RMSE was mainly reflected in the model uncertainty, of 329 which the relative RMSE increased from 4.983% to 8.253% as the sample size decreased. 330 331 Tab.5 332
333
As shown in Fig. 2 , the curves of both agb and relative RMSE initially fluctuated at all 334 sample sizes and then subsequently stabilized. However, the duration of fluctuations varied 335 among sample size levels; more time was required for stabilization as sample size decreased. 336
For example, the values of relative RMSE stabilized after almost 100 time steps at m=140, but 337 they required at least 600 times to stabilize at m=50. 
Discussion 342
The agb per unit area at the regional level and its uncertainty considering both sampling 343 error and model uncertainty were estimated using a new method. As shown in Fig.1 
D r a f t
Although this improvement appears slight, the agb estimator in this study is the estimates of 367 agb per unit area, which means that the uncertainty estimate might be considerably larger 368 when multiplied with area to obtain the total estimates at the regional level. Therefore, we 369 consider the slight improvement to not be negligible. 370
Additionally, the method proposed in this article can significantly reduce the influence 371 of model uncertainty on the variance of agb estimates, which plays an essential role in 372 decreasing the total RMSE. This reduction might due to the implementation of 1000 Monte 373
Carlo simulations, which effectively decreased the effects of uncertainty in the model 374 parameters and their covariance. and made conclusions that were similar to those of the present study. 381
Applying our method, four levels of calibration data set size were implemented to study 382 how the sample size for model fitting influenced the large area estimation and whether 383 sample size could be ignored when the number of simulations performed by Monte Carlo 384 approach was increased. Tab.5 shows that minor relative RMSEs values were contributed by 385 sampling error for the larger calibration data set, which is expected in theory, although the 386 sample size for modeling had little effect on the large-area estimates.
D r a f t covariances between model parameters, as supported by the results of McRoberts and 392
Westfall (2014). Therefore, the sample size used for modeling is not be negligible in regional 393 agb estimation, regardless of the number of simulations that are implemented using Monte 394 Carlo approach. 395
Additionally, as illustrated in Fig.2 , the estimates of both agb and uncertainty based on 396 smaller calibration data set sizes fluctuated more severely throughout all simulations and 397 required longer durations to stabilize than the estimates based on larger data set sizes. 398
Moreover, the separation distance between the curves of the agb estimator and relative 399 uncertainty indicates that smaller data sets for modeling have a wider range of RMSE values 400 for large-area estimates than do larger data sets. Thus, increasing calibration data set size 401 could shorten the calculation time required to obtain stable estimates and improve the 402 reliability of total estimates at the regional scale. 403
The proposed method can be directly used to assess the effects of sampling error and 404 model uncertainty on large-area estimates of agb in cases where the model for estimation 405 must be refitted from the calibration data set; in such cases, it might not be possible to apply 406 existing models because the covariance matrix of model parameters may not be available 407 (Ståhl et al. 2014 ). In addition, differences between linear regression models and nonlinear 408 regression models for biomass estimation, or differences between species-specific models 409 and nonspecific models are negligible as addressed by McRoberts and Westfall (2014) . 410
In future studies, our method could be applied to estimate belowground biomass, which 411 is likely to generate larger model-related uncertainty than estimates of aboveground biomass 412 The agb per unit area in the jth plot in the DS e . 
