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ABSTRACT
The triggering mechanisms for Active Galactic Nuclei (AGN) are still debated. Some
of the most popular ones include galaxy interactions (IT) and disk instabilities (DI).
Using an advanced semi analytic model (SAM) of galaxy formation, coupled to ac-
curate halo occupation distribution modeling, we investigate the imprint left by each
separate triggering process on the clustering strength of AGN at small and large scales.
Our main results are as follows: i) DIs, irrespective of their exact implementation in
the SAM, tend to fall short in triggering AGN activity in galaxies at the center of ha-
los with Mh > 10
13.5h−1M. On the contrary, the IT scenario predicts abundance of
active, central galaxies that generally agrees well with observations at every halo mass.
ii) The relative number of satellite AGN in DIs at intermediate-to-low luminosities is
always significantly higher than in IT models, especially in groups and clusters. The
low AGN satellite fraction predicted for the IT scenario might suggest that different
feeding modes could simultaneously contribute to the triggering of satellite AGN. iii)
Both scenarios are quite degenerate in matching large-scale clustering measurements,
suggesting that the sole average bias might not be an effective observational constraint.
iv) Our analysis suggests the presence of both a mild luminosity and a more consistent
redshift dependence in the AGN clustering, with AGN inhabiting progressively less
massive dark matter halos as the redshift increases. We also discuss the impact of
different observational selection cuts in measuring AGN clustering, including possible
discrepancies between optical and X-ray surveys.
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1 INTRODUCTION
AGN are believed to be powered by the accretion of mat-
ter onto supermassive black holes (SMBHs)(Soltan 1982;
Richstone et al. 1998). We also know that the masses of
SMBHs in the local Universe relate to several properties of
their host galaxies (Magorrian et al. 1998; Marconi & Hunt
2003; McConnell & Ma 2013; Kormendy & Ho 2013; La¨sker
et al. 2014). However, the physical mechanisms responsible
for such intense accretion episodes in the galactic nuclei and
their relation with the cosmological evolution of galaxies still
remain unclear.
Various pictures have been proposed. One possible sce-
nario envisages galaxy interactions as the main fueling mech-
anism. Gravitational torques induced by interacting galaxies
would be effective in causing large gas inflows in the central
region of the galaxy, eventually feeding the central SMBH.
Luminous quasars are indeed often found to be associated
with systems undergoing a major merger or showing clear
signs of morphological distortion (Di Matteo et al. 2005; Cox
et al. 2008; Bessiere et al. 2012; Urrutia et al. 2012; Treis-
ter et al. 2012). Less violent minor mergers or fly-by events
have been invoked to account for moderately luminous AGN
(Combes et al. 2009; Koss et al. 2010; Satyapal et al. 2014).
On the other hand, there is mounting observational ev-
idence based on the star-forming properties and on the mor-
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phology of AGN hosts, suggesting that moderate levels of
AGN activity might not be casually connected to galaxy in-
teractions (Lutz et al. 2010; Rosario et al. 2012; Mullaney
et al. 2012; Santini et al. 2012; Rosario et al. 2013; Villforth
et al. 2014). Theoretically, in-situ processes, such as disk
instabilities or stochastic accretion of gas clouds, have also
been invoked as effective triggers of AGN activity (Dekel
et al. 2009; Bournaud et al. 2011).
AGN clustering analysis could help to unravel the
knots of this complex situation. Indeed, clustering measure-
ments can provide vital information on the physics of AGN.
Through the use of the 2-point correlation function (2PCF,
Arp 1970) the spatial distribution of AGN can be effectively
used to investigate the relation between AGN and their host
halos, enabling to pin down the typical environment where
AGN live. This in turn could potentially provide new in-
sights into the physical mechanisms responsible for trigger-
ing and powering their emission.
For instance, clustering analysis of optically-selected
bright quasars carried out at different redshifts (Porciani
et al. 2004; Myers et al. 2006; Coil et al. 2007; Shen
et al. 2007; Padmanabhan et al. 2009; White et al. 2012)
have pointed out a typical host halo mass of the order of
logMh[h
−1M] ∼ 12.0 − 12.5, corresponding to the typical
mass scale of galaxy groups. These observational evidences
would add support to the interactions scenario, since in these
environments the probability of a close encounter is higher
(Hopkins et al. 2008; McIntosh et al. 2009).
Otherwise, a number of clustering studies on moder-
ately luminous X-ray selected AGN (Coil et al. 2009; Hickox
et al. 2009; Cappelluti et al. 2010; Allevato et al. 2011;
Krumpe et al. 2012; Koutoulidis et al. 2013) have obtained
higher typical halo masses, in the range logMh[h
−1M] ∼
12.5 − 13.5. These results have usually been interpreted as
a possible sign of alternative triggering mechanisms at play
(Fanidakis et al. 2011).
However, great attention must be paid in interpreting
these observational results. For example, the relatively small
number of AGN, typically around a few percent of the whole
galaxy population at z<1, requires especially in deep sur-
veys the use of large AGN samples covering wide ranges
of redshift, luminosity and host galaxy properties to gather
statistically significant samples. This in turns renders the
comparison among different data-sets non-trivial.
The halo occupation distribution (HOD) formalism
(Cooray & Sheth 2002; Berlind et al. 2003; Cappelluti et al.
2012) allows to extract from the 2PCF the full distribution
of host halo masses for a given sample of AGN. The halo
model in fact constraints the AGN HOD function P(N|Mh),
which provides the probability distribution for an halo of
mass Mh to host a number N of AGN above a given lu-
minosity. Only recently a number of observational studies
have begun to focus on the AGN HOD (e.g, Miyaji et al.
2011; Starikova et al. 2011; Allevato et al. 2012; Krumpe
et al. 2012; Richardson et al. 2012, 2013; Shen et al. 2013),
although still facing uncertainties due the degeneracy in the
shape and normalization of the HOD (e.g, Shen et al. 2013).
Given the uncertain observational situation, a valuable
complimentary way to effectively probe the different inter-
pretations concerning clustering analysis, is to rely on a com-
prehensive cosmological model for galaxy formation. For in-
stance, implementing various physical mechanisms for trig-
gering AGN activity in a semi analytic model (SAM) for
galaxy formation (see Baugh 2006 for a review), it is pos-
sible to compare the predicted P (N |Mh) of each different
model with a wide range of different AGN 2PCF and HOD
measurements, in order to narrow down the efficiency of each
separate AGN triggering mechanism included in the SAM.
In Menci et al. (2014) and Gatti et al. (2015) we in-
cluded in an advanced SAM for galaxy formation two dif-
ferent analytic prescriptions for triggering AGN activity in
galaxies. We first considered AGN activity triggered by disk
instabilities (DI scenario) in isolated galaxies, and, sepa-
rately, the triggering induced by galaxy interactions (major
mergers, minor mergers and fly-by events, IT scenario). The
analytic prescriptions included in the SAM to describe each
physical process are based on hydrodynamical simulations,
thus offering a solid background for describing accretion onto
the central SMBH.
Relying on this framework, the aim of this paper is to in-
vestigate the imprint left by each separate triggering process
(IT and DI modes) on the clustering strength of the AGN
population, both on small and large scales and at different
redshift and luminosity. The final goal is to highlight key
features in the clustering properties of the two modes that
might constitute robust probes to pin down the dominant
SMBH fueling mechanism.
The paper is organized as follows. In Sect. 2, we briefly
describe our SAM and the two AGN triggering mechanisms
considered. In Sect. 3, we review the HOD formalism and
the theoretical model used to obtain the 2PCF. In Sect. 4
and 5, we present our main results concerning the cluster-
ing properties of the AGN population as predicted by our
two modes and we compare with a wide range of obser-
vational constraints (both AGN HOD and 2PCF measure-
ments). We discuss our results in Sect. 6 and summarize in
Sect. 7. Throughout the paper we assume standard ΛCDM
cosmology, with ΩM = 0.3,ΩΛ = 0.7, Ωb = 0.045, σ8 = 0.8,
to make contact with the one adopted in most of the obser-
vations we will be comparing our models to.
2 SEMI-ANALYTIC MODEL
2.1 Evolving dark matter halos and galaxies in
the model.
Our analysis relies on the Rome1 semi analytic model (SAM)
described in Menci et al. (2006, 2008, see Menci et al. 2014
for the latest update), which connects the cosmological evo-
lution of the underlying dark matter halos with the processes
involving their baryonic content such as gas cooling, star for-
mation, supernova feedback, and chemical enrichment.
An accurate Monte Carlo method tested against N-body
simulations is used to generate the merging trees of dark
matter halos up to z ∼ 10 following the extended Press &
Schechter formalism (Bond et al. 1991; Lacey & Cole 1993),
ultimately providing the merging rates of dark matter halos.
The SAM takes into account both dark matter halos
containing galaxies, i.e. groups and clusters (labeled by their
mass Mh, virial radius Rvir and circular velocity V, defined
1 Details on the code can be found at http://www.oa-
roma.inaf.it/menci/index.html
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as V =
√
MhG/R200), and the dark matter clumps asso-
ciated to each member galaxy (characterized by mass mh,
virial radius r and circular velocity vc). As cosmic time pro-
ceeds, smaller halos are included in larger ones as satellites.
A satellite might either merge with another satellite dur-
ing a binary aggregation or fall into the centre as a result
of dynamical friction, contributing to increasing the mass
content of the central dominant galaxy. The typical central-
satellite merging timescales increase over cosmic time, thus
inevitably increasing the number of satellites as the host
halos scale up from groups to clusters (Menci et al. 2006).
We assume initially at z ∼ 10 one galaxy in each dark
matter host halo, with the latter following the Press &
Schechter mass distribution. The baryonic processes taking
place in each dark matter halo are computed according to
the common procedures also adopted in other SAMs (e.g.
Cole et al. 2000): for a given galactic halo of mass Mh, at
the moment of its formation we assign to the hot phase an
initial amount MhΩb/ΩM of gas at the virial temperature.
As the cosmic time proceeds, a fraction of hot gas ∆mc
cools due to atomic processes and settles into a rotationally
supported disk with exponential profile with mass Mc, disk
radius Rd and disk circular velocity Vd computed as in Mo
et al. (1998).
The cooled gas Mc is gradually converted into stars at
a rate M˙∗ = Mc/τ∗ according to the Schmidt-Kennicut law
with τ∗ = 1 Gyr. An additional channel of star formation
implemented in the model is provided by the starburst fol-
lowing the triggering of AGN activity (see below). At each
timestep, a fraction of the cooled gas is returned to the hot
phase at the virial temperature of the halo due to the en-
ergy released by the Supernovae following star formation.
Our SAM also accounts for the AGN feedback, modeled ac-
cording to the blast wave model (Cavaliere et al. 2002; Lapi
et al. 2005). The supersonic outflows generated by AGN dur-
ing their luminous phase compress the gas into a blast wave
that moves outwards, eventually expelling a certain amount
of gas from the galaxy and returning it to the hot phase.
The integrated stellar emission produced by the stellar
populations of the galaxies in different bands are computed
by convolving the star formation histories of the galaxy
progenitors with a synthetic spectral energy distribution
from population synthesis models (Bruzual & Charlot 2003;
Salpeter initial mass function is assumed). Ultimately, we
have recently included in our SAM a description of the tidal
stripping of stellar material from satellite galaxies, computed
following the procedure introduced by Henriques & Thomas
(2010) in the Munich SAM.
2.2 AGN triggering
Two different AGN feeding modes are implemented in our
SAM:
i) IT mode. The triggering of the AGN activity is pro-
vided by galaxy interactions (major mergers, minor mergers
and fly-by events).
ii) DI mode. The accretion onto the central SMBH oc-
curs due to disk instabilities, where the trigger is provided
by the break of the axial symmetry in the distribution of the
galactic cold gas.
DI and IT modes have been included and operate in the
SAM separately. The full properties of the AGN population
are always determined only by one of the two feeding modes.
In the following, we give a basic descriptions for both IT and
DI models.
2.2.1 IT mode
Any galactic halo with given halo circular velocity vc in-
cluded in a host halo with halo circular velocity V, interacts
with other galactic halos at a rate
τ−1r = nT (V ) Σ(rt, vc, Vrel)Vrel(V ), (1)
where nT = 3NT /4piR
3
vir is the number density of galaxies
in the host halo, which contains NT galaxies. Vrel(V ) repre-
sents the relative velocity between galaxies in the host halo,
and Σ the cross section for such encounters, which is pro-
vided by Saslaw (1985) in terms of the galaxy tidal radius
rt (Menci et al. 2004). Any kind of interaction destabilizes a
fraction f of cold gas in the galactic disk; the fraction can be
expressed in terms of the variation ∆j of the specific angular
momentum j ≈ GM/Vd of the gas as (Menci et al. 2004)
f ≈ 1
2
∣∣∣∆j
j
∣∣∣ = 1
2
〈M ′
M
Rd
b
Vd
Vrel
〉
, (2)
where b is the impact parameter, evaluated as the greater of
the radius Rd and the average distance of the galaxies in the
halo, Vd the galaxy disk circular velocity, M
′ is the mass of
the partner galaxy in the interaction, and the average runs
over the probability of finding such a galaxy in the same
halo where the galaxy with mass M is located. We assume
that in each interactions 1/4 of the destabilized fraction f
feeds the central BH, while the remaining feeds the circum-
nuclear starbursts (Sanders & Mirabel 1996). Hence, the BH
accretion rate is equal to
dMBH
dt
=
1
4
f Mc
τb
, (3)
with τb = Rd/Vd the timescale for the AGN to shine.
2.2.2 DI mode
In the DI scenario, disk instability arises in galaxies whose
disk mass exceeds a given critical value
Mcrit =
v2maxRd
G
, (4)
where vmax is the maximum disk circular velocity, Rd the
scale length of the disk, and  the stability parameter (we set
its value to be  = 0.75, in agreement with the value assumed
by Hirschmann et al. 2012 in their SAM). The above critical
mass is provided by Efstathiou et al. (1982) on the basis of N-
body simulations. We note that slightly changing the value
of epsilon has a minor impact on the model predictions, little
affecting the number density of AGN (see also Hirschmann
et al. 2012).
At each time step of the simulation, we compute the
critical mass competing to each galaxy following Eq. 4. If the
criterion is satisfied, then we assume the disk becomes unsta-
ble driving a mass inflow onto the central SMBH and a cir-
cumnuclear starburst. The mass inflow is computed accord-
ing to the model proposed by Hopkins & Quataert (2011)
MNRAS 000, 1–22 (2015)
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and is equal to:
M˙BH ≈ αf
4/3
d
1 + 2.5 f
−4/3
d (1 + f0/fgas)
×
(
MBH
108M⊙
)1/6(
Md(R0)
109M⊙
)(
R0
100pc
)−3/2
M⊙yr−1, (5)
where
f0 ≈ 0.2f2d
[
Md(R0)
109M⊙
]−1/3
fgas ≡ Mgas(R0)
Md(R0)
.
(6)
Here MBH is the central black hole mass, fd is the total
disk mass fraction, Md and Mgas the disk and the gas mass
calculated in R0 (we take R0 = 100 pc). The constant α
parametrizes several uncertainties related to some of the ba-
sic assumptions of the mass inflow model; its value is not
completely freely tunable, but physically admissible values
are in the range α = 2 − 10 (see Menci et al. 2014 and
Gatti et al. 2015 for further details). A higher normaliza-
tion (α = 10) roughly corresponds to slightly higher AGN
luminosity and shorter duty cycle, since there is a faster gas
consumption and a faster stabilization of the disk. The op-
posite is true for lower normalizations.
In what follows, we will show for the DI scenario three
different predictions, corresponding to the cases α = 2, 5
and 10, so as to span all the reasonable values of the nor-
malization of the mass inflow predicted by the model.
For both scenarios, we converted the BH mass inflows
into AGN bolometric luminosity using the following equa-
tion:
LAGN = η c
2 M˙BH (7)
We adopted an energy-conversion efficiency η = 0.1 (Yu &
Tremaine 2002; Marconi et al. 2004; Shankar et al. 2004,
2009). The luminosities in the UV and in the X-ray bands
were computed from the above expression using the bolo-
metric correction given in Marconi et al. (2004).
In Menci et al. (2014) and Gatti et al. (2015) we already
constrained the regimes of effectiveness of the two mecha-
nisms by comparing them with a wide range of different
properties concerning the AGN population (AGN luminosity
function, Eddington ratio distribution, Magorrian relation,
etc.) and AGN host galaxies (host galaxy mass function,
colors magnitude diagram, SSFR−M∗ relation, etc.).
DIs were particularly effective in triggering moderately
luminous (L ∼ Lknee) AGN, but they failed in producing
luminous AGN especially at high redshift and provided a
very low abundance of massive (MBH > 10
9M) SMBH
at z > 1. In light of eq. 4. and 5., which require DI AGN
host galaxies to be gas rich and disk dominated, DIs re-
sulted particularly effective in triggering AGN activity in
medium-sized galaxies 109M < M∗ < 1011M, generally
characterized by an enhanced star-formation activity locat-
ing DI AGN mainly in the main sequence or in the starburst
region of the SSFR − M∗ plane (e.g., Daddi et al. 2007;
Fontanot et al. 2009). Ultimately, our DI AGN hosts were
characterized by bluish colors in the color-magnitude plane,
populating mainly the blue cloud and the green valley in the
redshift range 0 < z < 2.5.
On the contrary, the IT scenario spanned a broader
range of SMBH and host galaxies properties, providing a
better match to all the observations we compared with. Not
only were IT able to trigger moderate luminous AGN in
medium-sized galaxies, but they were also responsible for
the emission of the most powerful AGN (in case of strong
interactions), as well as for the triggering of AGN activity
in massive (M∗ ∼ 1012M), bulge dominated galaxies. IT
were also able to trigger AGN activity both in actively star
forming galaxies and in passive galaxies, spanning the whole
SSFR−M∗ plane up to z ∼ 2.5; at z < 1.5, IT host galaxies
were characterized by a wide range of colors,populating the
blue cloud, the green valley and the red sequence simultane-
ously. These ranges of validity for the two scenarios (espe-
cially for the DI scenario) must be kept in mind in the next
sections when comparing with clustering measurements.
We stress that the results in this work do not heav-
ily rely on the exact implementation of these two processes
in our SAM, nor on the exact parameterization/modelling
adopted for evolving the galaxies within their host dark mat-
ter haloes (Sect. 2.1). In fact, the frequency and type of IT
mainly depend on the dark matter merger rates, dynamical
friction and encounter timescales, which are common fea-
tures in every galaxy evolution model based on a ΛCDM
cosmology. The DIs are instead ”in-situ” processes, mainly
controlled by the disk instability criterion of eq. 4. While eq.
4 is clearly a condition tightly linked to the specific features
of the SAM (scale radius evolution, maximum circular ve-
locity), we show that our main results are broadly preserved
irrespective of the exact threshold chosen for the disk insta-
bility. Moreover, a number of comparison studies have shown
that our SAM is quite ”typical”, producing galactic outputs
at all epochs in line with several other state-of-the-art SAMs
(e.g., Gruppioni et al. 2015).
3 PROBING AGN CLUSTERING
PROPERTIES: AGN MOF AND 2PCF
CALCULATION
To investigate the clustering properties of the AGN popu-
lation we rely on the halo model (Kauffmann et al. 1997;
Cooray & Sheth 2002; Tinker et al. 2005; Zheng & Wein-
berg 2007) and we make use of two fundamental probes: the
mean AGN occupation function (MOF) 〈N(Mh)〉 and the
AGN 2-point correlation function (2PCF) ξ(r).
The key element of the halo model is constituted by the
halo occupation distribution (HOD), which is defined as the
conditional probability P (N |Mh) that a halo of mass Mh
contains N AGN. Observationally, the full P(N|M) could be
specified by determining all its moments from AGN clus-
tering at each order; unfortunately, due to the paucity of
AGN, it is not possible to accurately measure higher order
statistics (such as 3PCF). The problem is solved by using an
approximate description of the halo model and considering
only the lowest-order moment, namely the mean occupation
function (MOF) defined as 〈N(Mh)〉 = ΣNNP (N |Mh).
Our SAM, by accounting for the evolution of the AGN
population along with the evolution of the dark matter den-
sity field, directly provides the AGN MOF for each timestep
of the simulation. As a standard practice we express the
AGN MOF for the DI and IT modes as the sum of a cen-
MNRAS 000, 1–22 (2015)
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tral and a satellite component 〈N(Mh)〉 = 〈N(Mh)〉cen +
〈N(Mh)〉sat.
Following the halo model we then compute the two-
point correlation function ξ(r) from the predicted AGN
MOF, under the assumption that ξ(r) can be faithfully de-
scribed as the sum of two contributions: the 1-halo term
ξ1−h(r), mainly due to the contribution of AGN residing in
the same halo, and the 2-halo term ξ2−h(r), due to the cor-
relation of objects residing in different halos. Both terms can
be obtained from the AGN MOF once having specified the
halo mass function n(Mh) (Press & Schechter 1974; Sheth
& Tormen 1999) and the halo bias factor b(Mh) at a specific
redshift (see, e.g., Zheng & Weinberg 2007).
A point that is important to stress is that both the AGN
MOF and the 2PCF obtained from our SAM are not affected
by any evident degeneracy concerning their shape and nor-
malization. In basic HOD modelling instead, the AGN MOF
is usually inferred indirectly from clustering measurements:
once having assumed a parametric expression for 〈N(Mh)〉,
the 2PCF is used to constrain the parameters of the AGN
mean occupation function. This indirect approach is however
limited by the inevitable degree of degeneracy in the differ-
ent parameterizations of the input MOF that can account
for the measured 2PCF (e.g., Shen et al. 2013).
Our direct approach conversely starts from the pre-
dicted AGN mean occupation functions provided by our
SAM, which in turn yields, within the HOD formalism, a
unique expression for the 1-halo and 2-halo terms of the
AGN 2PCF.
4 RESULTS: GENERAL TRENDS
In this section we present the results concerning the cluster-
ing properties of the IT and DI scenarios. Before focusing
on a detailed comparison with a number of AGN MOF and
2PCF measurements, we discuss some important, general
features of the clustering properties of our two models.
4.1 AGN duty cycle
As a first check, fig. 1 shows the AGN duty cycle for the two
scenarios as a function of dark matter host halo mass and
AGN bolometric luminosity. This plot is useful to pin down
the luminosity intervals and the typical environments where
DI and IT are most efficient in triggering AGN activity in
galaxies. In computing the AGN duty cycle, we have taken
into account galaxies with stellar mass M∗ > 109M.
At low redshift (z ∼ 0.5), the IT scenario is in gen-
eral more efficient than DIs in triggering AGN activity in
galaxies, especially for low luminosity AGN (Lbol ∼ 44).
Conversely, at higher redshift (z ∼ 2.5), DIs substantially
increase their efficiency, due to the higher gas and disk frac-
tion of AGN host galaxies, becoming more efficient than
galaxy interactions in triggering moderately luminous AGN
(LogLbol ∼ 45).
In the IT scenario the AGN duty cycle depends both
on the environment and on the AGN luminosity. Lumi-
nous AGN are mainly found in dark matter halos with
mass MH ∼ 1012h−1M, while the AGN duty cycle flattens
for moderately luminous AGN (Lbol ∼ 45). Low-luminosity
IT
DI
IT
DI
Log Lbol >46
44.5<Log Lbol <45.5
43.5<Log Lbol <44.5
Log Lbol >46
44.5<Log Lbol <45.5
43.5<Log Lbol <44.5
0.2<z<0.8 2<z<3
0.2<z<0.8 2<z<3
0.2<z<0.8 2<z<3
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/N
to
t
Lo
g
N a
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Figure 1. AGN duty cycle for the DI and IT scenarios as a func-
tion of AGN bolometric luminosity and dark matter host halo
mass, computed at redshift 0.2 < z < 0.8 and 2 < z < 3. Only
galaxies (both active and passive) with M∗ > 109M have been
considered. Nact refers to the number of active galaxies with bolo-
metric luminosity in the range indicated by the label, while Ntot
refers to the total number of galaxies (both active and passive).
The predictions of our model are represented by continuous lines:
black line for the IT scenario, light blue, blue and purple for the
DI scenario. Light-blue represents the prediction with the highest
value of the normalization of the inflow (see Sect. 2.2), blue for
the intermediate value, purple for the lowest value.
AGN, which dominate by number the total AGN popula-
tion, are again characterized by a substantial peak around
MH ∼ 1012h−1M. Galaxy interactions are indeed favored
in group environments, due to a high density of galaxies with
low relative velocity (lower with respect to massive clusters).
This differs substantially from the prediction of the DI sce-
nario. Aside for high luminosity AGN, the AGN duty cycle is
almost flat, both at low and high redshift. As expected, be-
ing ”in-situ” processes, DIs are in fact not necessarily linked
to the large-scale structure environment.
Fig. 2 shows the AGN duty cycle as a function of host
galaxy stellar mass instead of dark matter halo mass. Our
predictions are here compared with data from Aird et al.
(2012) and Bongiorno et al. (2012).
First, we note that all the predictions for the IT sce-
nario for the different luminosity/redshift bins are broadly
characterized by the same shape, differing only in their nor-
malization. This feature, as also noted by Bongiorno et al.
(2012), indicates that this scenario must be characterized
by a broad Eddington ratio distribution, which is what we
showed in Menci et al. (2014) for the IT scenario. Broad Ed-
dington distributions naturally allow for the more massive
systems to be active at different modes thus increasing their
MNRAS 000, 1–22 (2015)
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duty cycle (see also, e.g., Shankar et al. 2010, 2013, and refer-
ences therein). A narrower distribution, instead, would force
the most luminous AGN to be preferentially linked to the
most massive, less numerous SMBH and host dark matter
halos.
The DI scenario, on the contrary, does show some lu-
minosity dependence. The most luminous AGN are prefer-
entially hosted by the most massive galaxies, with the dis-
tribution spreading towards lower stellar masses for lower
luminosities. This feature follows from an underlying tighter
Eddington ratio distribution characterizing the DI scenario,
a trend already noted in Menci et al. (2014).
We caution that a caveat to the aforementioned state-
ment is that the Eddington ratio distribution is only pro-
portional to ∝ M˙BH/MBH and not to ∝ M˙BH/M∗, so the
relation between the Eddington ratio distribution and the
shape of the AGN duty cycle as a function of stellar mass
and AGN luminosity is not one-to-one. Anyway, in case of
a sufficiently tight MBH −M∗ relation, this should be pre-
served. This is especially the case of DIs: indeed, in Menci
et al. (2014) we have showed that they are characterized
by a tighter MBH −M∗ relation compared to the IT sce-
nario, a fact that further strengthen the link between AGN
luminosity and host galaxy stellar mass.
Some relevant discrepancies between our predictions
and observational data need to be discussed at this point.
First of all, we note that the DIs fall short in triggering AGN
activity in massive galaxy hosts: regardless of the luminosity
and redshift range, the duty cycle drops for galaxies with
mass M∗ > 1011M. In brief, as outlined by Gatti et al.
(2015), disk instabilities tend to be disfavored by low gas
and disk fractions, a typical condition for massive galaxies.
Second, there is substantial over production of faint
AGN (42 < LogLX < 43) at z < 1 for the IT scenario,
especially in low-mass hosts. Even if this might partially be
due to an underestimate in the data completeness correction
for low luminosity AGN, we expect the IT scenario to over-
produce faint AGN, owing to the well known excess of small
objects produced by SAMs. However, this should little affect
the main results of this paper, since the majority of the data
we will be comparing our models to hardly ever extends to
such low luminosity/low host stellar mass sample.
Finally, a more severe discrepancy occurs at high red-
shift with respect to data from Bongiorno et al. (2012). Their
data imply a strong redshift evolution of the AGN duty cy-
cle (∝ (1+z)4), which is not reproduced by our predictions,
though it is broadly consistent with some continuity equa-
tion models (e.g., Shankar et al. 2013). From the point of
view of our SAM, we can have basically two different ex-
planations: 1) the IT and DI models do not produce enough
moderate-to-high luminosity AGN at such redshifts; 2) there
is an incorrect correspondence between the AGN luminosity
and galaxy stellar mass.
However, our models show a pretty good match with the
AGN luminosity function at redshift 1 < z < 2 (especially
in the IT scenario). Even accounting for the uncertainties in
the LF measurements, this cannot totally explain the one
order of magnitude discrepancy shown by the AGN duty
cycle in fig. 2. It is possible that the AGN duty cycle in the
most massive bin might be affected by statistical fluctuations
owing to the low abundance of massive hosts. At face value,
the most relevant point might concern the correspondence
between the AGN luminosity and galaxy stellar mass (in
this respect, see Lamastra et al. 2013b, where we show that
the host stellar mass-AGN luminosity distribution predicted
by our SAM exhibits a poor match with observational data
from Bongiorno et al. 2012).
It is also important to stress that observational biases
and completeness correction might have a role here, affecting
the estimate of the AGN duty cycle and possibly contribut-
ing to the discrepancy with our SAM. We note that the data
from Aird et al. (2012) and Bongiorno et al. (2012) are not
in perfect agreement with each other (if we consider overlap-
ping redshift bins), with our SAM best reproducing the data
from Aird et al. (2012). This tension between the two data
sets might depend, for instance, on the AGN host galaxy
mass estimate, which is related to the technique used to per-
form the SED fitting. In this respect, Bongiorno et al. (2012)
noted that fitting the optical SED with a galaxy+AGN tem-
plate produces masses from 10 times smaller to 6 times
higher than the estimates obtained using a galaxy template
only (which is the case of Aird et al. 2012).
Assuming that the discrepancy between our predictions
and data at high redshift is a true discrepancy, we note that
if the models are failing in reproducing the normalization of
the AGN duty cycle for every stellar mass, this should only
affect the normalization of the AGN MOF and not the AGN
2PCF, if the relative probability of triggering centrals and
satellites remains unaltered. Conversely, if we are assigning
at some fixed Lbol a lower (higher) stellar mass, we might
under (over) predict the average AGN bias factor.
4.2 Redshift and luminosity dependence of AGN
clustering
A second preliminary investigation concerns any redshift and
luminosity dependence of predicted clustering of AGN.
Several authors have investigated the luminosity and
redshift evolution of AGN clustering measurements. Shen
et al. (2013), dividing their < z >= 0.5 sample in dif-
ferent luminosity bins in the range −23.5 < mi < −25.5,
found weak/no sign of luminosity evolution in their cluster-
ing measurements, even if they cannot completely rule out
stronger evolution, given their uncertainties. Similar results
have been found by Chatterjee et al. (2013), at a slightly
lower redshift. Richardson et al. (2012) have shown that di-
viding their < z >= 1.4 sample of luminous AGN in two
sub-samples above and below the median redshift little af-
fects the AGN 2PCF, hence suggesting no strong redshift
evolution. No redshift evolution has been also found by Al-
levato et al. (2011), who showed that moderately luminous
XMM COSMOS AGN reside in dark matter halos with con-
stant mass up to z ∼ 2.
On the contrary, Chatterjee et al. (2012), with their cos-
mological hydrodynamic simulation, suggested a strong red-
shift and luminosity evolution of the AGN MOF in the red-
shift interval z ∼ 1−3, but they focused on lower bolometric
luminosities in the range 1038 − 1042 ergs−1. Krumpe et al.
(2012, 2015), dividing their low redshift (0.07 < z < 0.50)
X-ray selected AGN sample in two luminosity bins, found
a mild luminosity dependence at ∼ 2σ level, suggesting
that MBH might be the driver of such mild dependence.
Eftekharzadeh et al. (2015), studying a sample of spectro-
scopically confirmed quasars from the BOSS survey, found
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Figure 2. AGN duty cycle for the DI and IT scenarios as a func-
tion of AGN bolometric luminosity and host galaxy stellar mass.
Nact refers to the number of active galaxies within a logarithmic
luminosity bin, while Ntot refers to the total number of galaxies
(both active and passive). The three upper rows show the com-
parison with data from Bongiorno et al. (2012), while in the two
lower ones we compare with data from Aird et al. (2012). For the
DI scenario, only the prediction with α = 2 is shown. Solid lines
represent the SAM predictions, while points represent observa-
tional data. The color code refers to different luminosity bin, as
shown by the label below the plot
.
that quasar clustering remains similar over a decade in lu-
minosity at z ∼ 2.5, but the typical halo mass decreases
with increasing redshift in the range 2.2 < z < 3.4. Allevato
et al. (2014) found that COSMOS AGN at z ∼ 3 inhabit less
massive dark matter halos with respect to their low redshift
counterparts, suggesting a redshift evolution for z > 2. Ul-
timately, Koutoulidis et al. (2013), focusing on moderately
luminous X-ray AGN in the redshift range 0 < z < 3, no-
ticed no strong redshift evolution up to z ∼ 1.5, but they
found a positive dependence of the bias factor on AGN X-
ray luminosity. Particularly, in their picture at redshift z ∼ 1
moderately luminous AGN with LX up to 10
44 ergs−1 in-
habit more massive halos (Mh ∼ 1013M) with respect to
less luminous AGN; the authors furthermore suggest that
IT 
IT 
DI
DI
0.2<z<0.8 0.2<z<0.8
 
2<z<3 2<z<3
Figure 3. Contour plots representing the distribution of AGN as
a function of host halo mass and AGN bolometric luminosity, for
two different redshift bins (0.2 < z < 0.8 and 2 < z < 3). The
AGN fraction represents the number density of AGN weighted
for the actual number density in a given luminosity bin. Both the
predictions for the IT and DI scenario are shown (left and right
panels respectively). As for the DI scenario, only the prediction
with normalization α = 0.5 is considered. No additional cut in
the AGN host galaxy properties has been considered.
high luminosity AGN (LX > 10
44 ergs−1) might also oc-
cupy less massive halos with Mh ∼ 1012M, in agreement
with clustering measurements of luminous QSOs.
Fig. 3 provides some insights into any redshift and lumi-
nosity dependence of AGN clustering for the DI and IT sce-
nario. The contour plots represent the distribution of AGN
as a function of host halo mass and bolometric luminosity,
for two different redshift bins.
At low redshift, fig. 3 shows that luminous AGN
LogLbol > 46 inhabit mainly halos with mass ∼ 1012 −
1013M for both the IT and DI scenarios (even if DIs do
not trigger the most luminous AGN with LogLbol ∼ 47). As
we consider intermediate luminosities (LogLbol ∼ 44 − 45),
the distribution gradually spreads over the full range of halo
masses; this is particularly true for the IT scenario, while for
the DI scenario the spreading is less pronounced (see the lev-
els of the countour plot, indicating that the majority of DI
AGN inhabit low mass environments). Finally, for low lumi-
nosity AGN (LogLbol ∼ 43 − 44), the distribution becomes
slightly steeper towards lower halo masses.
This non-linear behavior in the number densities of ac-
tive galaxies can be explained as follows. Luminous AGN
are naturally found in halos with mass ∼ 1012−1013M be-
cause the most luminous AGN necessarily require large gas
reservoirs and massive BHs.
For the IT scenario, luminous AGN are triggered by
strong interactions, which are more common in less massive
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environments than in clusters, due to a higher relative veloc-
ity between galaxies. For the DI scenario the SMBH mass
inflow is maximized by the presence of an unstable, mas-
sive and gas rich disk (see eq. 5), which cannot be found
in massive environments Moderately luminous AGN are less
constrained by the above-mentioned requirements and natu-
rally reside in a wide range of dark matter halos. Ultimately,
the slight increase towards low halo masses for low luminos-
ity AGN might be due to the tendency of low mass SMBHs
to reside on average in less massive dark matter halos.
As for the high redshift (z ∼ 2.5) bin, the most relevant
difference with respect to the low redshift case is that all
AGN activity is moved towards less massive halos. In short,
structures with mass greater than Mh > 10
13 become signif-
icantly rarer, relegating active galaxies to live mainly in less
massive environments. This plot alone would suggest a non-
negligible redshift evolution of the AGN clustering, calling
into question the use of wide redshift interval to compute
the AGN 2PCF.
In the standard prediction obtained accounting for all
the AGN residing in Mh > 10
11h−1M, we note that the
average bias factor (i.e., the bias factor computed over the
full luminosity interval) is very similar for the two scenarios,
being dominated by the less luminous AGN and averaging at
around b ∼ 1.1, roughly corresponding to Mh ∼ 1012h−1M
(fig. 4). Luminous AGN are associated with a slightly higher
bias factor with respect to faint AGN, corresponding to dark
matter halos as massive as Mh ∼ 1012.5h−1M, but in gen-
eral, no strong evidence for luminosity dependence is ob-
served. At redshift z ∼ 2.5, the two scenarios are again
characterized by similar average bias factors (b ∼ 2.3, corre-
sponding to Mh ∼ 1011.5h−1M), with the most luminous
AGN residing again in slightly more massive dark matter
halos (Mh ∼ 1011.9h−1M). With respect to the low red-
shift case, a consistent evolution towards lower dark matter
halo mass is observed, for every luminosity bin.
The analysis of the bias factor alone as shown in fig. 4,
might not be a sufficient discriminator for AGN triggering
mechanisms, being the differences relatively small, with also
relatively weak luminosity dependence.
Nevertheless, there is an important point that needs to
be stressed. In fig. 3 and 4 we have not made any particular
cut in the properties of the AGN host galaxy population,
simply considering AGN residing in dark matter halos more
massive than Mh > 10
11h−1M. However, any additional
selection in the host galaxy properties might alter the dis-
tribution, affecting the implied bias factor. Among all, the
major effect might be represented by the clustering depen-
dence on the host galaxy stellar mass, since it is known to
correlate to the dark matter halo mass (Vale & Ostriker
2004; Shankar et al. 2006; Moster et al. 2013; Shankar et al.
2014).
Fig. 4 for example shows that considering only galaxies
with M∗ > 1010.5M considerably alters the bias factor dis-
tributions. Irrespective of the exact model, the overall bias
as a function of bolometric luminosity in fact increases in
normalization and flattens out. This proves that the under-
lying AGN light curve (e.g., Lidz et al. 2006) is not the only
responsible for shaping the bias-Lbol relation. Particularly,
at low redshift the average bias factor corresponds to halos
with Mh ∼ 1012.5h−1M, while at high redshift we have
Mh ∼ 1012h−1M. Since high redshift observations are gen-
Bias factor
Log Mh > 11
Log Mh > 11 Log M* > 10.5
IT                           DI
IT                           DI
0.2<z<0.8                                   0.2<z<0.8
   2<z<3                                      2<z<3
Figure 4. Bias factor of the AGN population for the DI and IT
scenarios, as a function of redshift and AGN bolometric luminos-
ity. Black diamonds refer to the bias factor computed considering
AGN residing in halos with mass Mh > 10
11h−1M; red squares
represent the bias factor computed considering the additional cut
in the host galaxy stellar mass of M∗ > 1010.5M. Horizontal
lines represent the average bias factor over the full luminosity
range.
erally biased towards bright hosts with high stellar mass,
this (often implicit) cut in host galaxy stellar mass might
hide a possible intrinsic redshift evolution in the bias factor.
Observationally, a good example of the importance of
taking into account various selection effects comes from
Krumpe et al. (2015). The authors, studying the cluster-
ing properties of a X-ray selected RASS/SDSS AGN sample
and an optical selected SDSS AGN sample in the redshift
range 0.12 < z < 0.36 find similar dependencies in the clus-
tering strength with MBH , LBol/LEdd, FWHM, and LHα in
both the X-ray selected and optically selected AGN sample,
but only their X-ray sample showed a clear AGN luminosity
dependence. The lack of a clear luminosity trend in the op-
tically selected sample has been mainly imputed by the au-
thors to the complexity of the optical SDSS AGN selection,
responsible for introducing various selection bias substan-
tially affecting the AGN low-luminosity bin and hampering
the detection of any luminosity dependence of AGN cluster-
ing.
4.3 AGN satellite fraction
Another general feature of our DI and IT models that can
be investigated is the AGN satellite fraction fsat, i.e. the
fraction of AGN that reside in satellite galaxies with respect
to the total AGN population.
From an observational point of view, clustering mea-
surements constrain the AGN satellite fraction mainly from
small-scale clustering, with an associated systematic uncer-
tainty broadly related to the exact parametric form adopted
for the input MOF. Previous observational estimates both at
low (z ∼ 0.5) and intermediate redshift (∼ 1.5) have derived
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Figure 5. AGN satellite fraction, defined as the fraction of AGN
in satellite galaxies, as a function of redshift and AGN bolomet-
ric luminosity. In computing the satellite fraction, AGN resid-
ing in halos with mass Mh > 10
11h−1M have been considered.
The predictions for the DI scenario are represented by filled blue
squares, while those for the IT scenario by black empty squares.
For the DI scenario, only the prediction with normalization α = 5
is shown.
a satellite fraction usually in the range fsat ∼ 0.01 − 0.1,
with fsat ∼ 10% often considered an upper limit (Starikova
et al. 2011; Richardson et al. 2013; Shen et al. 2013; Kayo &
Oguri 2012), though Leauthaud et al. 2015 claim a satellite
fraction as high as fsat ∼ 18%.
Fig. 5 shows the AGN satellite fraction fsat as predicted
by our models, at different redshift and for different luminos-
ity cuts. In general, the AGN satellite fraction does not show
any clear evolutionary trend with redshift, with its value os-
cillating in the range 0.05 ∼ 0.15. The only exception is
for the DI scenario for 43.5 < LogLbol < 44.5, where the
satellite fraction almost double with respect the low redshift
case; however, we note that the impact of such increment on
the fsat computed considering the whole luminosity interval
(43 < LogLbol < 48) is almost negligible. Galaxy interac-
tions are characterized on average by a slightly lower satellite
fraction (fsat ∼ 0.05 − 0.1) with respect to the DI scenario
(fsat ∼ 0.075 − 0.15), except for the highest luminosity bin
(LogLbol > 46). The difference between the two models be-
comes even more evident when considering the satellite frac-
tion as a function of the dark matter host halo mass (fig. 6).
Especially in the most massive hosts (groups and clusters),
the fraction strongly increases and saturates to unity for the
DI scenario, indicating that no AGN is triggered in central
galaxies, while in the IT scenario the increment is not as
pronounced and the fraction settles around lower values.
The low fsat in the IT scenario is induced by a very
low probability of triggering satellite galaxies (the cross sec-
tion for satellite interactions is small, see for instance An-
gulo et al. 2009), and the very high probability of triggering
centrals. Conversely in the DI scenario central galaxies are
IT
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Figure 6. Upper panels:AGN satellite fraction as predicted by
our models as a function of AGN luminosity and dark matter halo
mass, for two redshift bins. For the DI scenario, only the predic-
tion with normalization α = 5 is shown. Lower panels: same as
upper panels, but compared with data from Martini et al. (2009)
and Pentericci et al. (2013). The observed fraction (red box)
has been obtained from the AGN radial distribution expressed
in R/R200, considering as satellites all the AGN not belonging
to the innermost radial bin. The box represents the 1-σ interval
computed with the low number statistics estimator by Gehrels
(1986).
generally less favored: at a fixed halo mass, central galaxies
are more massive and with lower gas fraction with respect to
satellites, leading to a higher probability of triggering satel-
lites rather than centrals. We stress that while the exact
value might be susceptible to the details of our modeling,
the general prediction of a high satellite fraction for the DI
scenario, whose main requirements are high disk and gas
fractions, should be considered robust (see Sect. 6 for a fur-
ther discussion).
A first comparison with data from Martini et al. (2009)
and Pentericci et al. (2013) (fig. 6 lower panels) seems
to indicate that the IT scenario might not trigger enough
intermediate-to-low luminosity AGN in satellite galaxies in
massive environments (groups and clusters) at z . 1. In
the IT scenario, the number of satellite AGN is constantly
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lower than those of centrals, largely irrespective of the lumi-
nosity/redshift interval. This could suggest that other mech-
anisms besides IT might contribute to the triggering of satel-
lite AGN, at least in massive environments.
We caution, however, that the comparison in fig. 6
should not be assumed as a conclusive test for the absolute
predominance of the DI mode in triggering satellite AGN.
The fraction fsat provides only the relative number of satel-
lite AGN, not the absolute abundance. In lack of any in-
formation concerning the abundance of central and satellite
AGN, high fsat might be the result either of a high abun-
dance of satellite AGN or of a lack of central AGN. In this
respect, fsat values even higher than 10% are not necessar-
ily in disagreement with observational constraints, if a lack
of central AGN occurs. We will better investigate the abun-
dance of central and satellite AGN predicted by our models
in the next sections.
5 RESULTS: COMPARISON WITH
OBSERVATIONS
We present here the comparison between the outputs of our
SAM concerning the DI and IT mode, and several 2PCF and
MOF measurements.
The AGN samples we compare with are characterized
by different redshift and luminosity ranges, and are ex-
tracted from both bright quasar optical surveys and mod-
erately luminous AGN X-ray surveys. To broadly take into
account the observational selections relative to the different
types of surveys, we decided to make use of an observational
absorption function (Ueda et al. 2014). The latter provides
the fraction of AGN with a certain column density NH as a
function of AGN luminosity and redshift. When comparing
with measurements from bright quasar optical surveys, for
example, we filtered the SAM mock AGN catalogs through
our adopted absorption function to select only unobscured
AGN with column density NH < 10
22cm−2. On the other
hand, we excluded AGN with NH > 10
24cm−2 (CTK pop-
ulation) when we compared with measurements from X-ray
surveys. We note however that correcting for absorption has
a little impact on the exact shape of the AGN MOF pre-
dicted by our models while it mainly influences the normal-
ization.
Furthermore, we have taken into account all the lumi-
nosity and redshift cuts concerning different observational
samples. In particular: a) we accounted for the redshift range
spanned by the sample; b) in case of optical surveys, we se-
lected AGN converting the flux limit of the survey in the i
band into a limit on the AGN bolometric luminosity (follow-
ing Richards et al. 2006); c) for X-ray surveys, AGN have
been selected according to their flux in the soft or hard X-ray
band (obtained using the bolometric corrections of Marconi
et al. 2004) and the limiting flux of the survey; d) if speci-
fied in the reference paper, we also applied an additional cut
on the host galaxy magnitude in the i band, so as to repro-
duce the selection bias related to the need of spectroscopic
redshift.
5.1 Comparison with AGN MOF from 2PCF
measurements
First, we compare with two AGN MOF ”indirect” mea-
surements, that is, MOF obtained from clustering measure-
ments. These AGN MOF have been obtained by the authors
from the observed AGN 2PCF using the halo model frame-
work: particularly, once having fixed a parametric expression
for the AGN MOF, a Markov Chain Monte Carlo modeling
of the AGN 2PCF is performed so as to probe the param-
eter space of the input AGN MOF. These two AGN MOF
measurements from Richardson et al. (2012) and Shen et al.
(2013) are shown in fig. 7, along with the predictions of our
model.
The left three panels of fig. 7 represents the comparison
with data from Shen et al. (2013), who obtained the AGN
MOF from a 2-point AGN-galaxy cross correlation function
(CCF) measurement. They considered a subset of optically-
selected quasars in the SDSS DR7 quasar catalog (Abaza-
jian et al. 2009; Schneider et al. 2010), in the redshift range
0.3 < z < 0.9 with median redshift < z >= 0.53. The
quasar sample is flux limited to i < 19.1, with a median lu-
minosity of LogLbol ≈ 45.5 erg s−1 (roughly corresponding
to ≈ Lknee). As for the galaxy sample, they considered the
DR10 CMASS galaxy sample (White et al. 2011) from the
Baryonic Oscillation Spectroscopic Survey (Schlegel et al.
2009).
The right panel represents the comparison with data
taken from Richardson et al. (2012). The authors firstly ob-
tain the AGN 2PCF by combining an AGN sample from
SDSS DR7 on large scale and a binary quasar sample take
from Hennawi et al. (2006) relative to small scales; then, by
applying the halo model formalism, the AGN MOF showed
in fig 7 is obtained. The AGN large-scale sample span a red-
shift range 0.4 < z < 2.5, with a median redshift of < 1.4 >,
and is flux limited to i < 19.1. The binary quasar sample,
relative to scales rp < 20 h
−1kpc, has been obtained by de-
tecting faint companions (flux limited to i < 21.0) around a
parent sample of SDSS DR3 and 2QZ (Croom et al. 2004)
quasars, and is characterized by a slightly higher median red-
shift (< z >= 1.6). The average luminosity of the sample is
very high, approximately logLbol ≈ 46.4.
To compare with the AGN sample from Richardson
et al. (2012), we have chosen to use the redshift and luminos-
ity cut associated with the large-scale sample (0 < z < 2.5
and i < 19.1) for AGN in central galaxies, while AGN in
satellites have been selected in the same redshift range but
with a lower luminosity threshold (i < 21), so as to mimic
the selection cut of the small-scale sample.
The comparison in fig. 7 broadly indicates that while
the predictions for the IT scenario agree generally well with
data, the predictions for the DI scenario are able to match
the observational constraints only in a limited range of dark
matter halo masses, depending on the sample considered.
In the three panels on the left we show the compari-
son with the AGN MOF from the optically selected AGN
sample of Shen et al. (2013). Both the total and the central
and satellite components are displayed. Their sample has an
AGN median luminosity ≈ Lknee, thus it probes exactly the
luminosity range where the DI scenario competes with the
IT one in driving the bulk of AGN activity at such redshift.
Here, the DI scenario matches the total AGN MOF only
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Figure 7. AGN MOF as predicted by our SAM, compared with two different AGN MOF obtained from 2PCF measurements. The
predictions of our model are represented by continuous lines: black line for the IT scenario, light blue, blue and purple for the DI scenario
(the color code is the same of fig. 1). Left panels: comparison with the AGN MOF from Shen et al. (2013). The left, central and right
panels refer to the total AGN MOF and the AGN MOF of central and satellite galaxies, respectively. The red dotted lines represent the
AGN MOF best fit as obtained from Shen et al. (2013); in every panel, the red-shaded region represents the 68.3% confidence interval
obtained from the MCMC chain for central AGN, while the blue-shaded region is for satellite AGN. Right panel: AGN MOF from
Richardson et al. (2012). The yellow-shaded region represents the 68.3% confidence interval for total AGN MOF as obtained from 2PCF
measurements.
up to 1013.5 h−1M, then for higher halo masses it under-
predicts the number of AGN. This is mainly due to the lack
of AGN in central galaxies in massive environments (cen-
tral panel). Moreover, although DIs are able to trigger a
discrete number of AGN in satellites, this is not enough to
match the satellite AGN MOF, indicating that DIs might
only contribute partially to the observed satellite AGN pop-
ulation.
The drop in central AGN directly follows from the re-
sults obtained in Sect. 4.1 and 4.3: DIs do not trigger AGN
activity in high mass central galaxies, but rather preferen-
tially occur in less massive satellite galaxies, with the frac-
tion of AGN in satellite galaxies saturating to unity in mas-
sive clusters. The lack of central AGN in massive environ-
ments is present in all the comparisons we made, regardless
of the luminosity and redshift cuts considered, thus it con-
stitutes a robust feature of the DI model.
At low redshift, binary aggregations between satellite
galaxies and tidal stripping contribute to disrupt galaxy
disks and consume gas reservoirs, lowering the probability
of triggering AGN activity by DIs.
The comparison with Richardson et al. (2012) (right
panel of fig. 7) concerns an optically selected quasar sam-
ple with higher average bolometric luminosity with respect
to the Shen et al. (2013) data. The comparison favors the
IT scenario, while for the DI mode only the prediction with
the highest normalization (and hence highest AGN lumi-
nosity) reproduces the abundance of AGN for halo masses
in the range 1011− 1012.5 h−1M. The other two DI predic-
tions, instead, underpredict the number of active galaxies
for every dark matter halo mass. This follows from the re-
sults obtained in Menci et al. (2014), where we showed that
violent major mergers rather than DIs are the most likely
mechanism for triggering luminous quasars.
We remind that great attention must be paid in com-
paring our predictions with AGN MOF obtained from 2PCF
measurements, especially when they involve wide redshift
and luminosity intervals. Indeed, the AGN MOF is usu-
ally interpreted as the MOF corresponding to the average
luminosity and redshift of the sample; if present, any red-
shift and/or luminosity evolution of the AGN space density
(see Sect. 4.2) might introduce systematic effects that might
lead to a misleading interpretation of the results (Richardson
et al. 2012).
The second main problem concerns the assumed para-
metric expression used to obtain the AGN MOF from 2PCF
measurements. The typical choice is to assume an AGN
MOF similar to the galaxy MOF, motivated by the results
of hydrodynamic cosmological simulations (Di Matteo et al.
2008; Chatterjee et al. 2012): that is, a softened step func-
tion saturating to unity for central AGN and a rolling-off
power law for satellite AGN. However, as pointed out by
Shen et al. (2013), there is a certain degree of degeneracy in
the MOF parameterizations, especially at high halo masses
and in the satellite MOF, which is mainly constrained by
small scale clustering (difficult to probe) and affected by the
assumptions concerning the distributions of satellite AGN
inside dark matter halos.
Additional probes that could more directly than the
2PCF pin down the underlying host halo distribution will
be very useful to set more secure constraints on the models.
We discuss some of these probes in the next section.
5.2 Comparison with AGN MOF - direct
measurements and abundance matching
approach
In fig. 8 we compare the predictions of our SAM with two di-
rect AGN MOF measurements, taken from Chatterjee et al.
(2013) and Allevato et al. (2012), and with the AGN MOF
obtained from Leauthaud et al. (2015) using an abundance
matching approach.
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Figure 8. AGN MOF as predicted by our SAM, compared with two AGN MOF directly measured, and with one obtained using an
abundance matching approach. The predictions of our model are represented by continuous lines, with the same color code of fig. 1
.Upper-left panels: comparison with the AGN MOF from Allevato et al. (2012). The left, central and right panels refer to the total AGN
MOF and the AGN MOF of central and satellite galaxies, respectively. The red dotted lines represent the total AGN MOF best fit
as obtained from Allevato et al. (2012); in every panel, the shaded region represents the 68.3% confidence interval obtained from their
fit (yellow for the total AGN MOF, red for centrals, blue for satellites). Upper-right panel: AGN MOF from Chatterjee et al. (2012).
Red crosses represent the observational data, while the red dotted line their best fit power law model. Lower panels: AGN MOF from
Leauthaud et al. (2015); The left, central and right panels refer to the total AGN MOF and the AGN MOF of central and satellite
galaxies, respectively.
The upper left panels of fig. 8 show data from Allevato
et al. (2012), who considered 41 XMM-COSMOS (Salvato
et al. 2011) and 17 C-COSMOS (Elvis et al. 2009) AGN with
photometric and spectroscopic redshift at z ≤ 1, and asso-
ciated them with member galaxies of X-ray detected galaxy
groups in the COSMOS field (Finoguenov et al. 2007) to
obtain the AGN MOF. Group masses have been assigned
from an empirical mass-luminosity relation (Leauthaud et al.
2010), and are in the range LogMh ∼ 1013−1014.2M. AGN
have been assigned to central and satellite galaxies by cross-
matching the AGN sample with galaxy membership catalogs
(Leauthaud et al. 2007; George et al. 2011). The authors also
tried to take into account the luminosity and redshift depen-
dence of their sample, by properly correcting the AGN MOF
with a weight factor. Particularly, their weight factor con-
sidered both the fact that they were including AGN with lu-
minosity lower than LX(0.1−2.4KeV ) < 10
42.2 ergs−1 (which
is the luminosity threshold at the highest redshift probed by
their sample) and the redshift evolution of the AGN num-
ber density. To compare with their data, we selected AGN
in the redshift range 0 < z < 1 with LX(0.1−2.4KeV ) > 10
42.2
ergs−1 and corrected the AGN number density at different
redshifts with a weight factor accounting for the redshift evo-
lution similar to the one adopted by Allevato et al. (2012).
Given the low redshift range and the high dark matter halo
mass probed here, no additional cut on the host galaxy stel-
lar mass have been applied, since it would not affect the
AGN MOF.
Chatterjee et al. (2013) (upper right panel) used SDSS
DR7 quasars and galaxy group catalogs from MaxBCG sam-
ple (Koester et al. 2007) to empirically measure the MOF
of quasars at low redshift. They used a subsample of SDSS
quasars in the redshift range 0.1 < z < 0.3 and absolute
magnitude Mi < −22 (LogLbol & 44.7). The MaxBGC
sample contains galaxy groups and clusters with velocity
dispersion greater than ∼ 400 km/s, in the redshift range
0.1 < z < 0.3. Groups and clusters are obtained by identi-
fying first the brightest cluster galaxies (BCGs), and then
by assigning group members by selecting those galaxies that
lie within Rgal200 (defined as the radius within which the
galaxy density is 200 times higher than background) of a
BCG. The group/cluster mass is then computed using the
modified optical richness method of Rykoff et al. (2012), with
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a mass error equal to 33%. Quasars are then associated with
groups and clusters depending on their positions.
Ultimately, in the lower panels we show the compar-
ison with Leauthaud et al. (2015), who used a novel ap-
proach to obtain the AGN MOF, based on the stellar-to-
halo mass relation (SHMR). The authors focused on a sam-
ple of moderately luminous AGN from the XMM-COSMOS
and C-COSMOS X-ray catalogs. The sample span the red-
shift interval 0.2 < z < 1, with a median redshift of
< z >= 0.7. Besides the luminosity cut due to the limiting
flux of XMM-COSMOS and C-COSMOS surveys, the sam-
ple has been further constrained in luminosity to 1041.5 erg
s−1 < LX,0.5−10keV < 1043.5 erg s−1 and has a median lu-
minosity of < LX >= 10
42.7 erg s−1 (corresponding roughly
to < Lbol >∼ 43.6). The authors also imposed a lower host
galaxy stellar mass limit of LogM∗ > 10.5 (with host stellar
masses being obtained from a SED-fitting procedure), result-
ing in a median stellar host mass of < M∗ >= 1.31011M.
The authors firstly showed the similarity in the host halo
occupation of active and inactive galaxies of a given stellar
mass, by using galaxy-galaxy lensing measurements; then,
through the use of the SHMR and knowing the stellar mass
of AGN host galaxy, accurate predictions of the AGN MOF
have been made.
Similarly to the results obtained in the previous section,
the IT scenario agrees well with data, while DIs generally
provide a poor match.
In the comparison with the optically selected AGN sam-
ple from Chatterjee et al. (2013), only galaxy interactions are
able to trigger the observed abundance of AGN in massive
halos withMh > 10
13.5 h−1M, with DIs being disfavored as
main fueling mechanism, due to the lack of AGN in central
galaxies.
The other two comparisons concern relatively low lumi-
nosity (L . Lknee), X ray-selected AGN samples at z < 1,
therefore they are particularly useful to further test only the
IT scenario. Indeed, in such luminosity and redshift range,
our DI model does not provide the correct abundance of
AGN to match the observed AGN luminosity function (they
are most effective in triggering more luminous L ≈ Lknee
AGN).We therefore expect an underprediction of the AGN
MOF for the DI scenario at every halo mass.
In both the comparisons with data from Allevato et al.
(2012) and Leauthaud et al. (2015), our IT scenario gener-
ally provides a good match (i.e. within the 68.3% confidence
interval) with the observed central MOF over the full range
of masses probed by data, but tends to underpredict the
abundance of AGN in satellite galaxies.
In the comparison with Allevato et al. (2012) data, de-
spite the shape of the satellite MOF predicted by our SAM is
similar to the observed one, the IT scenario is only able to ac-
count for 20% of the observed abundance of AGN in satellite
galaxies, with fsat ≈ 10% (to be compared to fsat ≈ 60%
of the Allevato et al. sample). The mismatch with obser-
vational data is significant at ∼ 1.9σ level (for reference,
we have a ∼ 2.3σ level disagreement for the DI prediction
with α = 2). Concerning the comparison with Leauthaud
et al. (2015), the IT model predicts a fsat ≈ 8% against
fsat ≈ 18% inferred by the authors. The discrepancy be-
comes particularly evident at high mass where the number
of AGN satellite is underpredicted by more than one order
of magnitude.
This represents a test to what we highlighted in Sect.
4.3: the low fraction of AGN in satellite galaxies of the IT
scenario seems to conflict with observational results, which
favor higher AGN satellite fractions. It is possible that other
mechanisms (probably other ”in-situ” processes, such as
stochastic accretion or cold flows) besides galaxy interac-
tions might contribute to the triggering of AGN activity in
satellite galaxies, at least for low-to-intermediate luminosity
AGN.
However, it is worth noting that the lensing signal from
which Leauthaud et al. (2015) obtain their AGN MOF is
poorly sensitive to low satellite fractions: even if the fidu-
cial satellite fraction inferred by the authors is equal to
fsat = 18%, they note that reducing it to fsat = 0% has
only a little effect on the lensing signal, making difficult to
firmly exclude values lower than the fiducial one. In partic-
ular, if there were some kind of difference in the clustering
strength of normal galaxies and AGN (at least concerning
satellite AGN in massive environments), this might affect
their estimate of the satellite AGN MOF, possibly reconcil-
ing our predictions with data. The low AGN satellite frac-
tion for the IT scenario might also partially be the result of
an incorrect estimate of satellite galaxies stellar mass from
our SAM, since lowering the stellar mass selection cut would
result into an increment of the fraction fsat. Furthermore,
the value of the satellite fraction inferred by Allevato et al.
(2012) and Leauthaud et al. (2015) are very different from
one another, suggesting that fsat might be sensible to se-
lection effects (AGN luminosity, host galaxy stellar mass,
redshift) and to the environment. Even if the comparisons
presented in this section represent a more reliable test of the
AGN satellite MOF since data are not biased by parameter-
ization degeneracy, more data are needed to accurately test
the efficiency of our IT scenario in triggering AGN activity
in satellite galaxies.
5.3 Comparison with AGN correlation function
Last, we proceed with the comparison with a number of
observed AGN 2PCF at different redshifts. The AGN 2PCF
provides two pieces of information: the study of the bias
factor, implicit in the 2-halo term, pinpoints the average
halo mass where the AGN sample resides, while the 1-halo
term provides insights into the small-scale clustering, which
is related to the number of AGN pairs and satellite fraction
inside dark matter halos. Note that in this section we start
from a model predicted MOF that uniquely specifies the
implied 2PCF.
In fig. 9 we show the comparison of our models with
five AGN auto correlation functions and one AGN-galaxy
cross correlation function. The AGN-galaxy cross correlation
function (Shen et al. 2013) and one AGN auto correlation
function (Richardson et al. 2012) concern the same data sets
relative to the AGN MOFs discussed in Sect. 5.1. To these
we added the comparisons with four AGN auto-correlation
function from Krumpe et al. (2010), Mountrichas & Geor-
gakakis (2012), Allevato et al. (2014), and Shen et al. (2007).
To obtain the 2PCF displayed in fig. 9, we made use of the
bias factor and the halo mass function at the median redshift
of the sample.
Mountrichas & Georgakakis (2012) investigated the
clustering properties of very low redshift (0.03 < z < 0.2,
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Figure 9. AGN ACF and CCF as predicted by our SAM, compared with several 2PCF measurements from Shen et al. (2007); Krumpe
et al. (2010); Mountrichas & Georgakakis (2012); Richardson et al. (2012, 2013); Shen et al. (2013); Chatterjee et al. (2013); Allevato
et al. (2014) (see text for further details). The predictions of our model are represented by continuous lines, with the same color code of
fig. 1. In the comparison with Mountrichas & Georgakakis (2012), the black dashed line refers to the prediction for the IT scenario with
a slightly higher threshold (LX(2−10KeV ) > 1042 erg s−1) on the AGN luminosity (see text for more details).
< z >∼ 0.1) X-ray AGN from the XMM/SDSS survey
(Georgakakis & Nandra 2011). The sample includes low lu-
minosity AGN with LX(2−10KeV ) > 10
41 erg s−1 and has
a median luminosity of < LX(2−10KeV ) > 10
42.6 erg s−1
(corresponding to < Lbol >∼ 43.8). The optical identifica-
tion from the SDSS sample introduces an additional cut on
the host magnitude of r < 17.7. The sample from Krumpe
et al. (2010) concerns a low redshift (0.16 < z < 0.36)
sample of X-ray selected broad line AGN from the ROSAT
All-Sky Survey (RASS, Voges et al. 1999) with SDSS op-
tical counterparts. The survey presents a typical flux limit
of ∼ 1013 erg cm−2 s−1 (0.1-2.4 keV), with a median lu-
minosity of the sample is < LX(0.1−2.4KeV ) >= 1.510
44 erg
s−1 (< LogLbol >≈ 45.8). The RASS/SDSS AGN sample is
reasonably complete for magnitude 15 < i < 19. In this com-
parison, we have selected only AGN with nH < 10
22cm−2.
The other two comparisons concern two high redshift
clustering measurements, from Allevato et al. (2014) and
Shen et al. (2007). Allevato et al. (2014) studied the cluster-
ing properties of a sample of 252 C-COSMOS AGN and 94
XMM-Newton AGN detected in the soft band with spectro-
scopic or photometric redshift. The redshift interval consid-
ered here is 2.2 < z < 6.8, with median redshift < z >= 2.8;
the median luminosity is equal to < Lbol >≈ 1045.3 ergs−1 ,
hence corresponding to the intermediate-luminosity regime.
To compare with this data set, we have selected AGN ac-
cording to the Chandra soft band flux limit. Since the
C-COSMOS sample is 83% spectroscopically complete at
IAB < 22.5 (Civano et al. 2012), we have applied this
other cut to the magnitude of our AGN host galaxies.
Shen et al. (2007) considered instead an optically-selected
high redshift sample of luminous AGN from SDSS DR5
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(Adelman-McCarthy et al. 2007), in the redshift interval
2.9 < z < 5.4 (median redshift < z >= 3.2). The whole
AGN sample is flux limited to i < 20.2 (which corresponds
to LogLbol > 46.5 at z ≈ 2.9).
The data are generally reproduced quite well by our
models, except for Shen et al. (2007), where we have an un-
derprediction of the normalization of the 2-halo term. We
note here that only the comparison with the IT scenario is
shown: this sample concerns high luminosity, high redshift
AGN, and we know from Menci et al. (2014) that the DI
scenario is not able to trigger such AGN. The high correla-
tion length predicted by Shen et al. (2007) measurements,
together with the rareness of massive halos at high red-
shift, have profound implications on the quasars properties
(e.g.,White et al. 2008; Bonoli et al. 2010; Shankar et al.
2010). In particular, Shen et al. (2007) data would imply
a very high AGN duty cycle and AGN radiation efficiency,
together with a tight Lbol −Mh relation, which are rather
extreme requirements that are difficultly met by our SAM.
Given the low number of luminous quasars probed by their
sample, it is also possible that their correlation length is
overestimated, or its statistical error underestimated.
Recently, Eftekharzadeh et al. (2015), studying a sam-
ple of spectroscopically confirmed optically selected quasars
from the BOSS survey, performed a more precise estima-
tion of the quasars bias at high redshift (2.2 < z < 2.8).
They obtain a bias of b = 3.55 ± 0.10, corresponding to
LogMh ∼ 12.3, which is sensibly lower than the value ob-
tained by Shen et al. (2007) (b ∼ 8 at z ∼ 3), although it
is important to keep in mind the two samples do not com-
pletely overlap in terms of redshift and luminosity intervals
(Eftekharzadeh et al. 2015 data probe lower luminosities).
Accounting for Eftekharzadeh et al. (2015) data selection
cuts following the basic prescriptions described at the be-
ginning of Sect. 5, we verified that our models (both IT and
DI) predict a value for the bias of b ∼ 2.8, still lower than
b = 3.55 ± 0.10. It might be that given the high redshift
range and the luminosity of their sample, the prescriptions
we assumed to mimic observational biases in case of optical
surveys might be inadequate (above all, stellar contamina-
tion becomes relevant at these redshifts), and more precise
selection cuts on the hosts might be needed.
In all the other cases, the AGN correlation functions are
reproduced quite well by our predictions; more importantly,
there is basically no appreciable difference in the 2-halo term
predicted for the two scenarios. A small difference between
the two models only appears in the low redshift comparison
with Krumpe et al. (2010), with the IT scenario being char-
acterized by a slightly higher bias factor. Even if the AGN
MOF for the DI scenario always shows a drop at high halo
masses, this has little impact on the average halo mass and
bias factor, mainly because the more massive halos are rare,
especially at high redshift, and their contribution to the nor-
malization of the 2-halo term is almost negligible. We note
that a possible drop in the central AGN MOF in massive
halos might have little or no effect on the AGN 2PCF at
high redshift has already been anticipated by other authors
(Richardson et al. 2012; Kayo & Oguri 2012).
The results obtained in this section and in Sect. 4.2 seem
to indicate that the sole analysis of the large scale clustering
(i.e. bias factor) constitutes a poor constraint of the DI and
IT modes considered here, especially at high redshift. Even
if the AGN MOF for the two scenarios show some differ-
ences, this does not translate in an appreciable difference in
the AGN 2PCF. The use of large intervals in terms of red-
shift and AGN luminosity to infer the AGN 2PCF further
contributes to make the situation more complex.
It is also interesting to note that the AGN 2PCF mea-
surements (as well as the AGN MOF in previous sections)
we compared with concern both X-ray and optically selected
AGN samples. Differences in the bias factor inferred from
optical and X-ray AGN surveys have been often interpreted
as a clear sign of different triggering mechanisms at play.
While it is true that different triggering mechanisms might
be characterized by a different clustering strength, our anal-
ysis suggests that the differences in the bias factor of surveys
carried out at different wavelengths might be driven mainly
by different selection cuts in terms of AGN luminosity, red-
shift range, host galaxy properties (e.g. stellar mass), which
overcome a possible signature of different triggering mecha-
nisms at play. In this respect, clearer selections on the host
galaxy properties and smaller luminosity/redshift intervals
might emphasize any difference in the clustering strength of
separate SMBH feeding modes.
A similar result has been obtained by Hopkins et al.
(2014): the authors compared semi-empirical models for
AGN fueling based on both mergers and stochastic accre-
tion, in which the fueling in the latter is essentially a random
process arising whenever dense gas clouds reach the nucleus.
They found that the stochastic fueling dominates AGN by
number, though it accounts for just 10% per cent of BH mass
growth at masses 108M. In total, fueling in disky hosts ac-
counts for 30% of the total AGN luminosity density/BH
mass density. They also argue that the large scale cluster-
ing is not a sensitive probes of BH fueling mechanisms, in
agreement with our results.
Concerning the comparison with the small scale clus-
tering, the situation is a little complex: small scale cluster-
ing is difficult to probe, and also the procedure we used to
obtain the 1-halo term might be susceptible to the small
number of AGN pairs (see also Appendix A). Nevertheless,
we might expect some differences between the DI and IT
scenarios. Due to the shortage of central active galaxies,
DIs should be characterized on average by a lower relative
number of NcenNsat pairs, and unless they are replaced by
enough NsatNsat pairs, this should imply less power at small
scales.
The data set that probes the smallest scales is repre-
sented by Richardson et al. (2012). Here only the DI pre-
diction with the highest normalization of the inflow shows
a clear departure from small-scale data and from the IT
prediction; however, the good match of the two other DI
predictions should not considered as conclusive. As shown
by the AGN MOF in Sect 5.1, these two models underpre-
dict the number density of luminous AGN at every halo
mass, also missing the very luminous AGN in central galax-
ies in 1012 ∼ 1013h−1M dark matter halos. This gives more
power to small scales, but at the same time implies that the
two predictions can only account for a small fraction of the
luminous AGN sample we compared with.
Similarly, the better match of the two DI predictions
with α = 2 and α = 5 in the comparison with Moun-
trichas & Georgakakis (2012) is not decisive: here the ob-
servational sample includes extremely faint AGN (down to
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LX(2−10KeV ) ∼ 1041 erg s−1), thus probing the luminos-
ity regime where the DI scenario does not trigger enough
AGN activity to match the AGN luminosity function. As
for the IT scenario, we note it shows less power at small
scales than what we should have expected from observa-
tional data. This might be due to the excess of very faint
AGN for the IT scenario at low reshift (see Sect. 4.1), which
mainly reside as centrals in small dark matter halos (see
Sect 4.2). In fig. 9 we show that selecting slightly more
luminous AGN (LX(2−10KeV ) > 10
42 erg s−1, rather than
LX(2−10KeV ) > 10
41 erg s−1) improves the match at small
scales, while little affecting the clustering at large scales.
In the two other comparisons that partially probe the
small scales regime (Krumpe et al. 2010 and Shen et al. 2013)
concerning moderately luminous AGN (L ∼ Lknee), the DI
mode shows less power at small scales with respect to the
IT model, especially in the former comparison. Indeed, at
low redshift the drop in the high-mass end of central active
galaxies of the DI scenario becomes more relevant, since mas-
sive environments are more common, substantially affect-
ing the small scale clustering. In the comparison with Shen
et al. (2013), the cross-correlation with the galaxy sample
partially mitigate the differences between the two models.
Lastly, we note that in order to compute the 1-halo
term, we have always assumed the spatial distribution of
satellite AGN to follow the NFW profile (Navarro et al.
1997) with concentration-mass relation described as Zheng
& Weinberg (2007). We checked that assuming a higher con-
centration parameter (up to 5 time larger), as suggested by
some observational studies (e.g., Lin & Mohr 2007), though
gives slightly more power at small scales, do not drastically
affect our predictions.
More data are needed to further test our models in
reproducing small scales clustering, also at higher redshift
(where DIs increase their efficiency and might reverse the
trend with the IT mode). The 1-halo term can provide in-
formation on the efficiency of distinct triggering modes, since
it is quite sensible to differences in the relative distribution
of central and satellite AGN. However, its analysis should
always be followed by the study of other complimentary ob-
servables (e.g., MOF directly measured, pairwise velocity
distribution), in order to give more stringent constraints on
the AGN satellite fraction and to break the degeneracies in
the HOD modeling.
6 DISCUSSION
6.1 DI scenario: robustness of results
One of the main prediction we obtained for the DI scenario
is that DIs fall short in triggering central AGN in massive
halos, with AGN in satellites not being enough to match the
observational constraints. As a first test, we check whether
the lack of DI AGN in massive halos might be due to ob-
servational statistical errors. The DI models have in fact
the tendency to underproduce the bright end of the AGN
luminosity function (Menci et al. 2014), and in turn the dis-
tribution of luminous AGN in massive halos. At least part
of this shortfall in these type of models may be attributable
to random errors in the observed luminosities. To check for
this, we convolved our mock AGN catalogs with Gaussian
Fiducial
Conv.IT
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Figure 10. AGN MOF and 2PCF for the DI scenario after hav-
ing matched the AGN luminosity function bright-end (dotted
lines). Continuous lines represent the fiducial predictions. Data
from Richardson et al. (2012)
errors. Being interested in the maximal effect of this proce-
dure, we have forced the bright end of the predicted LF to
match the observed one, regardless of the assumed width of
the Gaussian errors. For reference purposes, we have used
for the DI prediction with α = 10 (α = 2) a dispersion
of width δLogL1450 = 0.2 mag (δLogL1450 = 0.8 mag) at
z . 1, increasing to δLogL1450 = 0.8 mag (δLogL1450 = 1.8
mag) at z ∼ 2.5.
Fig. 10 shows the effects of such procedure on the AGN
MOF and 2PCF. The global effect of including a scatter in
the AGN luminosities on the AGN MOF and on the 2PCF
are minor, though not negligible, with the predicted cluster-
ing strength decreasing with increasing scatter, as expected
(e.g., Haiman et al. 2001; Martini & Weinberg 2001; Shankar
et al. 2010). Overall, we believe that the underproduction of
the DI models in producing luminous AGN is a true physical
effect, caused by the low gas and disk fractions in massive
galaxies.
The lack of AGN in central galaxies residing in massive
dark matter halos, as well as the high AGN satellite frac-
tion, are caused mainly by the triggering criterion and to
a less extent by the model for the mass inflow, but should
be considered general features of the DI scenario regardless
of its precise modeling. The key point is that central galax-
ies are always more massive than satellites at a fixed dark
matter halo mass. Since in massive galaxies the disk and
gas fractions decrease, at a fixed halo mass the ideal condi-
tions to trigger DIs should be found in satellites rather than
in centrals. This is also supported by observations. For in-
stance Bluck et al. (2014) find that the fraction of passive
SDSS galaxies at low redshift is higher in centrals than in
the satellites of the same dark matter halo.
We stress that our modeling needs a triggering criterion:
the type of gas inflows taken into account here (eq. 5) are
meant to arise specifically in response to large-scale strong
torques on gas from non-axisymmetric perturbations to the
stellar gravitational potential (Hopkins & Quataert 2011).
It could be interesting to explore a different modeling of the
inflow triggered by DIs: indeed, in literature the DI scenario
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has been modeled and investigated in several fashions often
leading to quite different (if not contrasting) results.
For instance, in the Durham SAM (Fanidakis et al.
2011) and in the Somerville SAM (Hirschmann et al. 2012)
the implementation of the DI scenario takes into account
a criterion for the stability of the disk similar to the one
assumed in our modeling, but substantially differs into the
modeling of the inflow onto the central SMBH. In particular,
the former authors assume that in case of an unstable disk,
all the mass of the disk accretes onto the SMBH, leading to
a quite dramatic effectiveness of the DI scenario; in the lat-
ter case, the authors assume that only a fixed (and tunable)
fraction of the mass in excess accretes onto the SMBH. Our
modeling is somewhat less dramatic than these two cases:
although the criterion for the stability is similar, the accre-
tion is regulated at each time step by eq. 5, which suppresses
the inflow in case of low gas and disk fractions; moreover,
the additional starburst following the AGN activity further
contributes to deplete gas reservoirs and to stabilize the disk.
In high redshift, gas-rich violently unstable disk, migra-
tion of gas clouds (Gabor & Bournaud 2013), possibly in
combination with smoother cold inflows (Dekel et al. 2009;
Bournaud et al. 2011), might lead to a substantial growth of
z ∼ 2 SMBHs. Clump accretion might persist also at lower
redshifts, though with a lower impact on the SMBH popula-
tion also depending on the details of the modeling (Hopkins
& Hernquist 2006; Gabor & Bournaud 2013). In these mod-
els the inflow is triggered under a set of different conditions
(e.g., continuous refueling of the gas reservoirs in the inner
galactic region, formation and survival of gas clumps, etc.)
which are not necessarily related to large-scale disk insta-
bilities (in the sense of eq. 4). The inflows might be highly
variable, being clump accretion a stochastic process, which
might lead to violent accretion episodes and dramatic mor-
phological transformations. We will explore the impact of
different modeling of the DI scenario (e.g., impact of clump
accretion) in future work.
6.2 IT scenario: robustness of results
One of the major uncertainty in our modeling of the IT
scenario concerns the fate of the gas destabilized during a
galaxy interaction.
In our SAM, we assume that a fixed fraction (1/4, see
Sect 2.2.1) accretes onto the SMBH, while the remaining
part feeds a circumnuclear starburst, which adds to the
”normal” star formation activity presents in the galaxy (see
Sect.2.1). Our fiducial value comes from Sanders & Mirabel
(1996), and its validity has also been verified a posteriori
through the comparison with a number of observables (such
as theMBH −M∗ relation, in Menci et al. 2014, or the star
forming properties of AGN host galaxies in Lamastra et al.
2013a,b).
Observationally, linking the star forming properties of
AGN host galaxies to AGN luminosity / SMBH accretion
rate has never been an easy task, and many observational
studies have faced a challenging situation, mainly due to ob-
servational bias and/or AGN variability (see, for instance,
Rosario et al. 2012; Chen et al. 2013; Hickox et al. 2014).
In case of galaxy interactions, the lack of a reliable diag-
nostic able to effectively distinguish between the ”normal”
component of star formation activity (normally present in
every galaxy depending on the cold gas reservoirs) and the
additional ”burst” of star formation triggered during the in-
teraction has further contributed to make the situation more
complex.
Despite the complex observational situation, we note
that our results are quite insensitive to slight changes in
the exact value of the fraction. First of all, the contribu-
tion to the total galaxy stellar mass at z=0 owning to the
burst phase following a galaxy interaction (i.e., 3/4 of the
destabilized gas) is less than 10% (Lamastra et al. 2013a),
indicating that assigning a higher/lower fraction should not
drastically affect host galaxy properties.
Secondly, assuming a slightly different values for the
fraction of gas accreting onto the SMBH should also little
affect the SMBH population properties, thanks to the AGN
feedback. A lower fraction indicating less gas onto the SMBH
implies lower AGN luminosities, but at the same time, it
implies lower AGN feedback and less gas expelled from the
galaxy, encouraging further AGN activity at a later time. On
the contrary, higher fraction indicating higher luminosities
would imply stronger AGN feedback, inhibiting further AGN
activity.
To be more quantitative, at z ∼ 0.5, assuming that a
fraction f = 1/2 of the destabilized gas accretes onto the
SMBH causes the AGN luminosity to increase of a factor
∼ 0.8mag, which leads to a slight overestimate of the AGN
luminosity function (particularly effective for bright AGN).
Conversely, reducing the fraction down to f = 1/10 leads to
a slight underestimate of the AGN luminosity function, even
if the effect is less noticeable. As for the AGN MOF, it almost
does not change its shape (which implies unaltered clustering
strength and AGN satellite fraction), while it only differs in
terms of normalization, depending on the luminosity range,
at maximum of a factor ∼ 2− 3.
Having said this, it might be nonetheless possible that
extremely weak interactions - responsible for the triggering
of low luminosity AGN (LogLbol < 44) in our SAM - might
not directly trigger an inflow onto the SMBH at all, or that
our treatment of the inflow in these cases might be inade-
quate. This is the regime where weak fly-by events dominate
the statistics, usually concerning objects with quite differ-
ent sizes and high relative velocities with respect galaxy cir-
cular velocity (otherwise a merger would occur), capable of
inducing only small variations in the galaxy potential/ angu-
lar momentum. In these very cases, weak interactions might
only trigger a perturbation to the disk potential at large
galactic scales that at a later time might trigger an inflow
onto the SMBH in a more complex form of DI (see, e.g.,
Hopkins & Quataert 2010, 2011). This might represent an-
other possible improvement worth to be explored in a future
work, in light of a possible scenario where the two modes (IT
and DI) might co-exist at the same time (see also Sect. 6.5).
6.3 Obscured vs. unobscured AGN clustering
Whether type I (unobscured) AGN clusters more or less
strongly than type II(obscured) AGN is still a matter of
debate. Some authors find evidence of statistically signifi-
cant discrepancy in the clustering strength of obscured and
unobscured X-ray selected AGN, both at low (Cappelluti
et al. 2010; Allevato et al. 2011) and high redshift (Alle-
vato et al. 2014). Mild evidence (∼ 2σ) is also pointed out
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by Hickox et al. (2011), who find that obscured mid-IR se-
lected quasars at 0.7 < z < 1.8 cluster more strongly than
unobscured quasars. Donoso et al. (2014) obtain a similar re-
sult for WISE (Wide-field Infrared Survey Explorer, Wright
et al. 2010) mid-IR selected AGN at z ∼ 1.1.
On the contrary, Gilli et al. (2009) suggest that ob-
scured and unobscured XMM-COSMOS AGN inhabit simi-
lar environment. No difference in the clustering strength of
unobscured radio-loud quasars and obscured radio-galaxies
is found by Wylezalek et al. (2013). Mendez et al. (2015)
find no significant difference in the clustering of obscured
and unobscured WISE-selected AGN, and further suggest
that the results obtained by Donoso et al. (2014) might be
driven by the difference in the redshift distributions of their
obscured and unobscured samples.
Any difference in the clustering strength of obscured
and unobscured AGN would have strong implications into
the physics of AGN obscuration. Indeed, it would call into
question the simplest unified scheme for AGN, according to
which obscuration is purely a geometrical effect due to the
AGN orientation with respect to the line-of-sight.
From the point of view of our SAM, since we are ac-
counting for AGN obscuration through the empirical ab-
sorption function from Ueda et al. (2014), we are implic-
itly assuming the ”luminosity and redshift dependent unified
scheme” of AGN, neglecting any explicit dependence of the
covering fraction due to environmental effects.
Hence, in our SAM any obscured and unobscured AGN
sample sharing the same redshift and luminosity distribu-
tions must be naturally characterized by the same cluster-
ing strength. In case the luminosity and redshift distribu-
tions were not perfectly overlapping, it might be possible to
observe some slight differences between the obscured and un-
obscured population due to any implicit luminosity and/or
redshift dependence of the AGN clustering.
In this paper we have not explicitly focused on the dif-
ferences in the clustering of the obscured and unobscured
population; the use of the absorption function was only lim-
ited to roughly reproducing the observational selection bias
of different types of survey (optical vs. X-ray). However, If
the luminosity and redshift dependent unified scheme were
not correct, but there were some kind of environmental de-
pendence of the covering fraction, this might slightly alter
some of our predictions. For instance, assuming a model were
the black hole growth lags behind that of the halo (Peng
et al. 2006; Alexander et al. 2008; Hopkins et al. 2008; De-
carli et al. 2010; King 2010; Hickox et al. 2011), with young
obscured quasars being characterized by an early phase of
rapid growth to ”catch up” their final black hole mass, our
X-ray AGN clustering predictions should be biased towards
higher Mh dark matter halo mass.
6.4 Effects of selection cuts
We also test the effect of using different selection cuts on the
AGN MOF and 2PCF.
In order to do so, we compare our predictions with the
AGN 2PCF from Richardson et al. (2013) and the associated
AGN MOF obtained using the HOD modeling. The authors
considered a sample of XMM-COSMOS AGN in the redshift
range of 0 < z < 4 (< z >= 1.2), with typical luminosities
in the range of LX ∼ 41 − 45, and with a magnitude cut
3
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Figure 11. AGN MOF and 2PCF for the IT and DI scenarios
concerning the comparison with Richardson et al. (2013) data.
The continuous red lines represent the fiducial predictions for
the IT and DI scenarios obtained considering the full redshift
and luminosity interval of the sample, as well as the cut on the
host galaxy magnitude of IAB < 23. The continuous, dashed and
dotted black lines have been obtained instead substituting the
condition on the host galaxy magnitude (IAB < 23) with a cut
on the host galaxy stellar mass of LogM∗ > 9, 10, 11M.
for AGN host galaxies of IAB < 23. These broad selection
intervals are ideal to test the impact of diverse observational
cuts on the models outputs.
At face value, the IT and DI scenario fail in reproducing
both the 2PCF and the AGN MOF inferred by the authors.
In particular, the average halo mass predicted by our mod-
els is in the range LogMh ∼ 12.2 − 12.4, at odds with the
LogMh ∼ 13 derived by Richardson et al. (2013).
Given the large redshift and luminosity intervals
spanned by their sample, the discrepancy might at least in
part be induced by not properly accounting for the non-
trivial selection functions inherent in the observational sam-
ple. In fig. 11 we check how the AGN MOF and 2PCF are
influenced by different selection cuts specifically in terms of
host galaxy stellar mass. As displayed by fig. 11, considering
only the most massive host galaxies affects the AGN MOF
and 2PCF (as already highlighted in Sect 4.2), resulting into
an increment of the AGN bias and a better match to the ob-
served 2PCF. The match is improved in the IT model when
selecting galaxies with stellar mass M∗ > 1011M . The ef-
fect is slightly less pronounced in the DI scenario, since DIs
are effective only in a limited range of host galaxy stellar
masses (LogM∗ < 11.5M).
Fig. 11 clearly highlights the importance of properly
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taking into account selection cuts in the host galaxy pop-
ulation (such as stellar mass), especially when comparing
results concerning AGN selected at different wavelengths.
Indeed, the higher X-ray clustering signal, which has been
often interpreted as an additional channel for AGN trigger-
ing, might be understood in terms of selection biases and in
terms of the properties of the underlying host galaxy popu-
lation.
This view is also supported by the recent paper of
Mendez et al. (2015). Studying the clustering properties
of X-ray, radio, and mid-IR AGN from the PRIMUS and
DEEP2 redshift surveys, they found a higher clustering sig-
nal for X-ray and radio AGN with respect to mid-IR selected
AGN. Nonetheless, the differences disappeared when com-
paring the clustering of each AGN sample with matched
galaxy samples with similar properties in terms of stellar
mass, star formation, redshift.
6.5 DI+IT scenario
Although studying the separate effects of the two modes is
more effective in highlighting their role in determining the
clustering properties of AGN (the goal of the present pa-
per), considering a scenario where both mechanisms simul-
taneously have a role in the triggering of AGN activity is
undoubtedly an intriguing possibility. However, such a de-
velopment needs some caution.
Indeed, the two modes have to co-exist and be imple-
mented in a physically justified way. Simple considering a
tunable fraction of the AGN population to be triggered by
one of the two modes would not provide any physically useful
information, though it might produce a better fit to observa-
tions. For instance, a possible way to mix the two scenarios
could be the one sketched at the end of Sect. 6.2: that is,
a scenario where our fiducial IT implementation is retained
for the strongest interactions, along with the DI scenario for
isolated galaxies, while a ”mixed” description accounts for
the case of weak interactions (which should be responsible
for disturbing the galaxy potential and causing a DI-driven
inflow at a later time).
While the development of such a model clearly goes
beyond the aim of this paper, it might be nonetheless inter-
esting to discuss - at least from a qualitative point of view -
to what extent a combined DI+IT scenario might affect the
results presented in this paper.
It is clear from the past sections that while our IT sce-
nario provides a quite good match to observational data,
the effectiveness of our DI scenario is quite limited (e.g., in
terms of luminosity and redshift intervals). So, we might ask
whether a possible DI+IT scenario might improve the match
with observational data where the IT scenario seems to fail.
For instance, the IT scenario seems not to trigger
enough low-intermediate luminosity AGN in satellite galax-
ies, preferring centrals. This is highlighted by the compari-
son with Allevato et al. (2012) and Leauthaud et al. (2015)
in fig. 8, but also by the comparison with Pentericci et al.
(2013) and Martini et al. (2009) data in fig. 6. Hence it might
be possible that at least a fraction of the observed satellite
AGN are triggered by DIs. A rough estimate of the maxi-
mum effect of a combined DI+IT scenario can be obtained
by simply adding to the prediction of the MOF for the IT
scenario the satellite MOF predicted for the DI model with
α = 2. This represents a rough estimate of the maximum
effect because, in a realistic situation, the two modes would
compete against each other in consuming the galaxy gas
reservoirs and the total effect would be fainter than simply
adding the two MOFs.
By applying this procedure to the aforementioned data
sets, the match with observational data improves, but still
remains statistically significant: in particular, the DI+IT
scenario shows a disagreement with the satellite fractions
of Pentericci et al. (2013) and Martini et al. (2009) at∼ 3σ
level, while the disagreement with satellite MOFs of Allevato
et al. (2012) and Leauthaud et al. (2015) remains at ∼ 1.3σ
and ∼ 3σ level (fsat increases respectively from 10% to 17%
and from 8% to 10%). This means that if the discrepancy
with observational results is not due to any observational se-
lection bias (as discussed in Sect 5.2), our DI scenario cannot
supply the missing fraction of low-intermediate luminosity
AGN in satellite galaxy at low redshift, and hence a possible
DI+IT scenario would not provide a good match with data.
Lastly, we could also ask whether a possible DI+IT sce-
nario might alter our predictions concerning the luminosity
and redshift dependence of AGN clustering. As for the red-
shift dependence, both modes are characterized by a simi-
lar average bias factor at different redshifts (as shown also
by the comparison with the observed 2PCFs), and a simi-
lar shift towards lower halo masses for increasing redshift,
driven by an increasing lack of massive halos. On the other
hand, the mild luminosity dependence shown by DI and IT
is not perfectly the same for the two scenarios and it is also
quite susceptible to selection cuts (such as host stellar mass).
Hence, in a more realistic case where the two modes might
co-exist, while the redshift dependence of the AGN cluster-
ing highlighted in Sect 4.3. should be preserved, the same
might not be guaranteed for the luminosity dependence.
7 CONCLUSIONS
Using an advanced semi analytic model (SAM) for galaxy
formation (Menci et al. 2014; Gatti et al. 2015), coupled to
accurate halo occupation distribution modeling, we have in-
vestigated the imprint left by different AGN triggering mech-
anisms on the clustering strength of the AGN population at
small and large scales. Two fueling mechanisms have been
considered: a first accretion mode where AGN activity is
triggered by disk instabilities (DI scenario) in isolated galax-
ies, and a second feeding mode where galaxy mergers and
fly-by events (IT scenario) are responsible for producing a
sudden destabilization of large quantities of gas, causing the
mass inflow onto the central SMBH. The final goal of this
paper was to highlight key features in the clustering prop-
erties of the two modes that might constitute robust probes
to pin down the dominant SMBH fueling mechanism. We
obtained the following results:
(i) DIs, irrespective of their exact implementation in the SAM,
tend to fall short in triggering AGN activity in galaxies at
the center of halos with Mh > 10
13.5h−1M (at all red-
shifts). For centrals in less massive environments, DI are
particularly effective in triggering L ∼ Lknee AGN. On the
contrary, the IT scenario predicts abundance of active, cen-
tral galaxies that generally agrees well with observations at
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every halo mass, for a wide range of AGN luminosities and
redshift.
(ii) The relative number of satellites in DIs at intermediate-
to-low luminosities is always significantly higher than in IT
models, especially in groups and clusters, indicating a pref-
erence of DI AGN to inhabit satellite galaxies. However, the
absolute abundance of satellite AGN at z . 1 is still under-
predicted by DI models.
(iii) Similarly, the low-satellite fraction predicted for the IT sce-
nario would suggest that different feeding modes might par-
tially contribute to the triggering of satellite AGN in groups
and clusters, at least for intermediate-to-low luminosities at
z . 1.
(iv) Both scenarios are quite degenerate in matching large-scale
clustering measurements, concerning both X-ray and opti-
cally selected AGN surveys, with different average luminos-
ity and redshift. This seems to indicate that the sole analy-
sis of the large scale clustering (i.e. bias factor) constitutes
a poor constraint of the DI and IT modes.
(v) Selection cuts in terms of AGN luminosity, host galaxy
properties, redshift interval might have a more relevant role
in driving the differences often observed in the bias factor
inferred from surveys carried out at different wavelengths.
(vi) Our analysis suggests the presence of both a mild luminos-
ity and a more consistent redshift dependence of the AGN
clustering: at z ∼ 0.5 luminous AGN are hosted by halos
with mass 1012− 1013M, while moderately luminous AGN
occupy a wide range of dark matter halos of different mass.
Less luminous AGN are biased towards lower dark matter
halo masses. At high redshift, the average halo mass sensibly
moves towards lower values.
Our analysis suggests the need of new AGN host halo
mass distributions possibly directly probed via, e.g., lensing
or dynamical measurements, and possibly with clearer
selections on the host galaxy properties, where possible.
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APPENDIX A: COMPARISON WITH DEUSS
In the following we used the Dark Energy Universe Sim-
ulation Series (DEUSS), a large ensemble of high perfor-
mance cosmological Dark Matter (DM) simulations of real-
istic Dark Energy models that follows the gravitational evo-
lution of billions of DM particles on volumes varying from
inner halo scales to the size of the observable Universe2. DM
halos are being detected using a Friends-of-Friends (FoF)
algorithm, with a percolation factor b = 0.2 widely used
in the literature. In the specific, we make use of two simula-
tions with different mass resolutions developed in the concor-
dance ΛCDM model, with cosmological parameters obtained
from WMAP-5 year data (Komatsu et al. 2009) ΩΛ = 0.74,
Ωm = 0.26, h = 0.72, n = 0.96, Ωb = 0.04, and σ8 = 0.79.
2 http://www.deus-consortium.org/
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Figure A1. Comparison between the 2PCF obtained from our
HOD modelling (blue and red lines) and with the one obtained us-
ing DEUSS (black dots). Both 2PCF have been obtained starting
from the same AGN MOF.
The numerical procedure to introduce luminous objects
in a pure DM simulation is as follows. A central (resp. satel-
lite) AGN is randomly assigned to each dark matter halo
following the number density given by the AGN MOF. In
order to beat the bridging effect inherent to FoF halos, the
central AGN is placed at the minimum of the gravitational
potential, the latter being computed from the particles de-
tected with b = 0.3 FoF. We found this positioning to be
equivalent to using the center of mass in 95% of DM ha-
los. The satellites are positioned by picking randomly a DM
particle belonging to the DM halo, thus ensuring we are fol-
lowing the right DM profile.
From this distribution, the 2PCF is estimated using the
Landy & Szalay (1993) estimator. The statistical errors on
the 2PCF are computed using a resampling technique based
on 225 resamplings and the statistical errors drawn from a
specific MOF distribution are computed through the average
over 25 random MOF distributions.
Regarding the numerous systematics associated with
the mass resolution and the limited volume of a simula-
tion, we choose to use a simulation of 648 Mpc/h box length
and 20483 particles. This simulation ensure a volume large
enough to have a sufficient enough density of AGN (i.e. the
n,good normalization of the 2-halo term) while maximizing
the mass resolution (i.e. the accuracy on the 1-one term).
The choice on the mass resolution has been made by testing
our results against a 648 Mpc/h box length and 10243 par-
ticles simulation, which exhibits a poor resolution at small
scale. The choice on the volume is obtained comparing a
2592 Mpc/h box length 20483 particles simulation with a
smaller 648 box length and 5123 particles simulation, at con-
stant mass resolution. In the latter, the massive increase in
volume is not changing significantly (more than a few per-
cents) the results on the 2PCF.
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