Regularized Total Least Squares is a useful approach for solving ill-posed overdetermined systems of equations when both the model matrix and the observed data are contaminated by noise. A Newton-based Regularized Total Least Squares method was proposed by Lee et al. [SIAM J. Sci. Comput. 35-1 (2013), pp. B275-B290], but may not be efficient for large scale problems. Here we consider two projection-based algorithms applied to this method for the solution of the large scale problem. The first fixes the underlying subspace dimension, while the second dynamically adjusts the subspace dimension during the iterations. Experimental results demonstrate that the two projection-based algorithms can be successfully applied for the solution of the large scale Regularized Total Least Squares problems.
Introduction
We are considering the overdetermined linear system
with the matrix X ∈ R m×n , where m ≥ n, the noise-contaminated observed data b ∈ R m , and the solution y ∈ R n . In practice, many situations occur in which errors exist in both the observed data b and the data matrix X. In this case, it is appropriate to adopt the Total Least Squares (TLS) model (cf. [7, §6.3] , [30, ). The TLS solution minimizes the sum of squared norms given by min(∥E∥
such that for some y ∈ R n , (X + E)y = b + r.
In our context, the matrix X is ill-conditioned, thus the TLS solution y T LS = arg min y (∥b − (X + E)y∥
et al. [29] . To stabilize the solution y T LS , we employ Tikhonov regularization which chooses a linear operator L and a parameter δ so that the solution y satisfies the condition ∥Ly∥ 2 ≤ δ.
Common choices for L include the identity, a first-order derivative, and a second-order derivative operator. The regularization parameter δ comes from knowledge of the underlying physical model. Therefore, using Tikhonov regularization, we reformulate the problem of (2) as y T LS (δ) = arg min y (∥b − (X + E)y∥
Thus the Lagrangian from equation (4), as used by Golub, Hansen, and O'Leary [5] , is L(E, y, β) = ∥b − (X + E)y∥ 
The Lagrange multiplier β > 0, not known a priori, is chosen to control the size of the solution y. A more general model of constrained total least squares is given by Lu et al. [19] .
In [5] , Golub et al. show that, if the constraint ∥Ly∥ 2 ≤ δ is active, the solution y T LS (δ) of (4), with a properly chosen parameter β, is equivalent to the solution y(λ, µ) of the linear system
where
for some optimal parameter pair (λ, µ) = (λ * , µ * ). Here (λ * , µ * ) satisfies
1 + ∥y(λ * , µ * )∥ 2 2 , ∥E∥ 
Consequently, the problem of finding the optimal parameter pair (λ * , µ * ) that satisfies (6) is identical to finding a proper value of β in (5).
This work was further developed by Renaut and Guo [24] , who construct an augmented linear system such that (
= µ the dimension of X is extremely large making most iteration-based methods computationally expensive, especially when having to choose the optimal parameters λ and µ.
From the literature on obtaining the regularized least squares solution, there are a number of projection based approaches. Hanke [8] discusses of the use of Krylov space projections for solving ill-posed least squares problems. The Golub-Kahan-Lanczos (GKL) bidiagonal reduction algorithms [6, 1] are the standard approach for constructing such Krylov space projections. Five references [26, 14, 11, 10, 12] discussed below rely upon the GKL bidiagonalization to compute the projection onto a Krylov space, and a sixth [15] gives a projection onto a generalized Krylov space.
Saunders [26] applies the well-known LSQR approach [22] to compute the GKL algorithms and the projection a regularized least squares problem with L = I. Hnȇtynková and Strakoš [11] use the partial GKL bidiagonalization to construct an approximation for the left upper part of the core problem. Kilmer, Hansen and Espanõl [14] present an iterative scheme that uses the GKL algorithm to compute a truncated version of the modified joint bidiagonalization of the matrix pair (X, L) discussed by Zha [33] .
Hnȇtynková, Plešinger, and Strakoš [10] discuss the role of the GKL algorithm in revealing the noise level in large ill-posed least squares problems. Hochstenbach and Reichel [12] compute the partial GKL bidiagonalization of the matrix X and then project L onto the Krylov space spanned by the right Lanczos vectors. Lampe, Reichel, and Voss [15] give a regularization scheme based upon a projection onto a generalized Krylov space. Of the above projection algorithms, we adapt the Hochstenbach-Reichel [12] and the Lampe-Reichel-Voss [15] approaches to the algorithm in [18] for solving (4) .
In this paper, we combine the algorithm from Lee et al. [18] with the orthogonal projection methods from the projection schemes using a subspace with fixed dimension (as in the approach in [12] ) and using a dynamically expanding subspace (as in the approach in [17, 16, 15] ). The rest of this paper is organized as follows: in §2 we give a brief summary of Regularized TLS (RTLS) proposed by Lee et al. [18] , in §3 we combine RTLS with the projection methods, in §4, we present experimental results, and in §5 we give a conclusion.
Regularized Structured Total Least Squares problems
In this section, we briefly review the work of Lee et al. [18] . We can restate (10) such that
Under some reasonable assumptions, a theorem from [18] shows that M(λ * , µ * ) in (6) is symmetric positive definite and the solution y(λ * , µ * ) is unique.
, that ∥Ly∥ 2 ≤ δ is active, and δ > 0. Also let Z(λ * ) ∈ R n× j be the eigenvector matrix corresponding to smallest eigenvalue of the M(λ
is symmetric positive definite for (λ, µ) in a neighborhood of (λ * , µ * ) and the solution y(λ * , µ * ) is unique.
Clearly the left factor of (12) is nonsingular, thus, for A(λ, µ) to be singular, the second matrix must be singular. However, since M(λ, µ) is nonsingular, A(λ, µ) becomes singular if and only if f 1 (λ, µ) = 0. To update two parameters (λ, µ) at the same time, one more nonlinear equation is required. Assuming that the bound constraint in (4) is active yields the second nonlinear equation
For computational convenience, Lee et al. [18] modified (13)- (14) into the pair of nonlinear equations,
to yield the nonlinear system
The Jacobian of Φ(λ, µ) is given by
where y λ , the partial derivative of y(λ, µ) respect to λ, is obtained by solving the linear system
The Jacobian matrix J Φ (λ, µ) in (18) is always nonsingular, thus the Newton-based algorithm converges. As stated in Theorem 2.1, the solution to Φ(λ, µ) is unique. Thus the parameter pair (λ, µ) is updated simultaneously according to
where the search direction
The parameter α represents the step length subject to the Armijo condition 
Compute the Jacobian matrix
8:
:
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The two-parameter Newton method described in this section is summarized as Algorithm 1. Note that in Algorithm 1, we use y i instead of y i (λ i , µ i ) for convenience. We also add the computational complexities of each step for reference. The iterations of Algorithm 1 are terminated when the error,
becomes less than predefined parameter tol. Detailed pseudo-code for computing α based on a backtracking algorithm is found in [18] . Algorithm 1 solves for y T LS (δ) in (4) efficiently for several reasons. First, this algorithm preserves the structure or the sparsity of the data matrix X and the regularization matrix L. If X and L are sparse matrices or have a special structure, such as Toeplitz or Hankel, then special matrix-vector multiplication algorithms may be used that require fewer operations than ordinary dense matrix-vector multiplications. Second, to solve (6) and (19) at each iteration, a preconditioner from Fu and Barlow [4] is adapted to the high resolution image reconstruction problem. Third, Algorithm 1 updates two parameters, λ and µ, simultaneously, so it is expected that the output y T LS converges with fewer iterations compared to the other Newton-based algorithms that update λ and µ separately. Finally, the cost of computing the search direction in Algorithm 1 is very cheap since the size of the Jacobian matrix J Φ (λ, µ) in Algorithm 1 is only 2 × 2. Voss and Lampe proposed a Newton-based RTLS algorithm [31] . However, since they update the projected solution y(λ, µ, k) ∈ R k , k ≤ n directly, the size of their Jacobian matrix may be as large as n × n.
Regularized Total Least Squares problems with the Projection methods
In this section, we calculate an approximate solution to the RTLS problem described in (4) by projecting the matrices X and L onto a lower dimensional subspace. If there is a subspace S k of dimension k, spanned by the columns of the left orthogonal matrix V k ∈ R n×k , i.e., given by
then the approximate solution y T LS (k) ∈ R k satisfies the approximate RTLS problem based on (2) given by
We can then substitute this into the augmented system (11) to obtain the relation
(24) Since M(λ, µ) is symmetric and positive definite (SPD), by an interpretation of the Courant-
Likewise, we can get a second nonlinear equation given by
With the nonlinear functions (25)- (26), we can compute the optimal parameter pair (λ * , µ * ) for the subspace S k . At this point, the important question as to how to choose the subspace S k = Range(V k ) and the truncation parameter k. We use two approaches: (1) pick k as in [12] where S k is a Krylov space; (2) expand the subspace dimension while finding the parameter pair (λ, µ) until it approaches the appropriate subspace making S k a generalized Krylov space as in [15] .
Fixed Subspace dimension
In this section, we show how to compute an approximate solution for the RTLS problem with fixed subspace dimension using a partial GKL bidiagonalization of X given by (27) where
and B k ∈ R k×k is the bidiagonal matrix
Our only interest in the decomposition error matrix E k is in the value ∥E k ∥ F which is recovered from
In computing ∥E k ∥ F , we need only update ∥B k ∥ 2 F which comes from the recurrence
We choose the index k so that
for some tolerance value ϵ Bid . The subscript k ≪ min(m, n) represents the truncation level of the bidiagonalization.
To find the matrices U k , V k , and B k , we start from
where v 1 indicates the arbitrary starting vector and ∥v 1 ∥ 2 = 1. We discuss how to choose an initial vector v 1 in §3. 3 .
where γ i ≥ 0 and θ i ≥ 0, and
It is well known that,in floating point arithmetic, the mathematically left orthogonal matrices U k and V k lose their orthogonality quickly, thus some kind of a reorthogonalization is necessary. We perform complete reorthogonalization of V k as given in [1] . As also discussed in [1] , the reorthogonalization of U k is unnecessary. Thus the columns of V k form an orthonormal basis of the Krylov subspace
Ignoring
Let the first matrix from (35) be A(λ
Similar to (26), we have another nonlinear equation such that
Because the matrices B k and L k are independent of a given Newton iterate (λ, µ), we can easily derive the Jacobian matrix J k Φ (λ, µ), which is given by
Using bidiagonal reduction to determine the dimension of the problem is computationally inexpensive since the matrices B k , U k , V k , and L k are computed once. These matrices are then used in the iterations described in Algorithm 1 for finding optimal parameter pair (λ * , µ * ) and
Although the matrix L k does not preserve any of the structure or any of the sparsity of L, its matrix-vector multiplications are expected to be inexpensive because of its reduced matrix size. Specifically, since we expect that k ≪ min(m, n) and the output is less sensitive with variation in k, we can find the solution of (35) with less computational effort.
Once the solution is found, the approximate solution is restored from y T LS (λ * , µ * ) = V k y(λ * , µ * , k). Algorithm 2 summarizes the detailed procedure introduced in this section. Again, for convenience,
, and the step length α is chosen to satisfy the Armijo condition (21) as in Algorithm 1. Similar to (22) , Algorithm 2 terminates its iterations when the relative error
becomes less than the predefined parameter tol.
Subspace Expansion
Now we show how the subspace S k may be expanded in a dynamic manner. The basic idea is as follows: after projecting matrices X k and L k onto S k from the original matrices X and L, the optimal parameter pair (λ, µ) and the output y(k) can be estimated. If the output has not converged, we expand the subspace from S k into S k+1 , and project X and L onto S k+1 . The process continues until convergence.
If the projected residual r k from (6), orthogonal to the subspace S k , is given by
then the subspace is expanded in the direction of the residual vector r k . If r k is not orthogonal to S k , usually because of rounding, we can find a unit vector v k+1 such that
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where ω k is a normalizing constant. If required, an extra Gram-Schmidt step may be done to insure that v k+1 is orthogonal to V k . We then expand the basis matrix to
Thus we refer to the subspace S k as a generalized Krylov subspace [15] . More precisely, S k should be thought of as the generalized Krylov space associated with
Since the matrices X k and L k are independent of the parameter λ and µ, derivation of the derivatives of nonlinear equations (13) and (14) with respect to λ and µ is straightforward. The mathematical derivation of the two nonlinear equations and their Jacobian matrix is similar to that of (36)-(38). Pseudo-code for the RTLS algorithm with the subspace expansion is given in Algorithm 3. Some practical issues, which are discussed below, may occur while implementing the ideas.
Updating projected matrices
A projection of the matrices X and L onto a subspace S k is required in each iteration. However, that projection is not very expensive to compute since the projected matrices V T k+1 M(λ, µ)V k+1 , XV k+1 , and LV k+1 are easily updated through reusing XV k and LV k from the previous iteration, and the additional computations of Xv k+1 and Lv k+1 . Thus the computation of the update can be done with the following equation,
The right hand side of the projected linear system (6) is (
. Specifically, it takes only O(mn) floating point operations for general matrices. If X and L are sparse or have Toeplitz and/or Hankel structure, the operation of updating XV k and LV k may be more like O(m log n) floating point operations.
Restarting the subspace expansion
As the subspace S k grows, the execution time for computing a solution increases dramatically because the computational effort to factor V T k M(λ, µ)V k grows with increasing k. To overcome this difficulty, we consider an explicit restarting technique in which the subspace expansion becomes reinitialized when the dimension of subspace k is larger than a prescribed threshold k r [25] . Unlike the early iterations which use a predetermined initial subspace, when a restart is needed, we set v 1 = V k r y(k r )/∥y(k r )∥ 2 for the next run, where V k r y(k r ) is the recent solution produced.
Figure 1 (a) shows the convergence history of the an example with X ∈ R 1000×1000 , generated by the SHAW function discussed in §4. Each value of the convergence history plots log 10 (err). Figure 1(b) plots the execution time in each iteration. As we expected, the execution time for the iterations without restarting increases linearly as the subspace expands, while the execution time for the iteration with a restart is significantly smaller.
Choosing an Initial Vector
To achieve better convergence for Algorithm 3, we expect the expansion vector v k+1 to have a component in the direction of the residual r k . Ideally, the collinearity c, which can be defined as
is equal to 1. If we ignore the rounding error, the collinearity condition (44) is guaranteed during the expansion of a Krylov subspace with a linear system or a shifted linear system [28] . However, since the matrix M(λ, µ) of the generalized Krylov subspace changes slightly when the parameter pair (λ, µ) is updated, a collinearity condition in each subspace expansion is hard to 10 Algorithm 1 maintain. Specifically, this damaged collinearity appears at the early phase prominently when (δλ 1 , δµ 1 ), the Newton step in (20) is large. Thus, selecting an initial vector v 1 is necessary to minimize damage to the collinearity. Since a randomly generated v 1 typically produces a large value of (δλ 1 , δµ 1 ), this is not a wise choice. It is much better to choose v 1 from y(λ 1 , µ 1 ), the solution of
Algorithm 2 Algorithm 3 Dense Matrix Example
which produces
We expect that v 1 is sufficiently close in direction to the target solution y(λ * , µ * ). Figure 2 shows a practical example which compares the collinearities when v 1 is generated randomly and when v 1 as in (46). This shows that the subspace expansion from v 1 in (46) maintains the reliable collinearities close to 1, and it helps the algorithm converge to the solution faster.
For Algorithm 2, choosing an initial vector v 1 is also an important issue. An initial vector v 1 from the basis matrix V k = (v 1 , ..., v k ) might have the most relevant information to the expected solution y(λ * , µ * ). Thus, the vector v 1 needs to be as close to y(λ * , µ * ) as possible, so that the Range(V k ) may be as close to y(λ * , µ * ) as possible. Typically, an initial vector v 1 of the GKL bidiagonalization is chosen from X T b or chosen randomly, but these approaches often to lead a large value of k. Conversely, if an initial vector v 1 is chosen according to (45)-(46), then it is reasonable to expect k to be small. That yields the Krylov space
which is that generated by y(λ 1 , µ 1 ) and X T X.
Numerical Experiments
We now compare the performance of Algorithms 1, 2, and 3. We present their computational complexities in Table 1 
Enlarge the search space
12: (21) 13:
Set k = 1 and goto step 2 20: end if 21: end while 22: Find y T LS = V k y(k)
The discretization of a Fredholm integral equation
To generate the data matrices for the experiments, we use a Fredholm integral equation of the first kind, which is defined as
where k(s, t) is the kernel function, f (t) is the solution, and g(s) is the observed data respectively. To generate the data matrix X ∈ R n×n as the discretized kernel function k(s, t) we use the regularization tools from [9] . The examples chosen from [9] are generated by the SHAW, BAART, DERIV2(3), HEAT(1), and PHILLIPS functions. All lead to an ill-conditioned X. To simulate the TLS model, we generate a noise-contaminated data matrixX and an observed data vector b such thatX
where E and r are Gaussian white noise with zero mean and unit variance, and the vector y true ∈ R n is the ground-truth solution f (t). The regularization matrix L ∈ R (n−1)×n is the approximate 12 first derivative operator
Additionally, we take an initial parameter pair (λ 1 , µ 1 ) = (0.1, 0) or (λ 1 , µ 1 ) = (0.01, 0), depending upon the kernel function, for all three algorithms, and set δ = ζ∥Ly true ∥ 2 , with the scale factor ζ = 0.9. Specific to Algorithm 2, we set ϵ Bid = 1.0e − 3. In Algorithm 3, we restart the iteration after k r = 40. The size of the data matrix X ranges from n = 1000 to n = 4000. The noise matrix E in (48) and vector r in (48) each have noise level σ = 0.01. We terminate the iterations of the three algorithms if the relative errors, defined in (22), (39), and (42), are less than the tolerance value tol = 1.0e − 4. The outputs are compared with CPU times in seconds and the relative errors. We also provide the iteration number for Algorithm 1 and final subspace dimension k of Algorithm 2 and 3 for the reference. The experimental results are demonstrated in Tables 2, S1, 3, S2, and 4, where Tables S1 and S2 are presented in supplementary data. Note that all results are the average of 100 repeated experiments.
In the experiments, we see that the projection-based algorithms (Algorithm 2 and 3) generated the solution faster than Algorithm 1. Moreover, it is obvious that the execution time saving of the projection-based algorithms increases dramatically as the size of the data matrices becomes larger. Note that in Tables S2 and 4 , for the HEAT and PHILLIPS problems as depicted in Figures 3 and 4 , the execution time of Algorithm 2 is slower than Algorithm 3. For those two problems, the associated functions generate relatively better conditioned X than that generated by the other three functions. However, for the SHAW, BAART, and DERIV2 functions, the output of Algorithm 2 is the fastest of three algorithms. Thus, the degree of ill-conditioning in X may affect the performance of Algorithm 2. The columns for 'err' in the Tables 2, S1 , 3, S2, and 4 show that the differences in accuracy between Algorithms 1 and 2 are not significant. The accuracy of Algorithm 3 is slightly better in some cases, slightly worse in others, but still its Table 4 : Comparison of the Algorithm 1, 2 and 3 with PHILLIPS data, where (λ 1 , µ 1 ) = (0.01, 0), ζ = 0.9, and σ = 0.01 14 accuracy is close to the other algorithms. When the dimension of the data matrices is large, we can conclude based on the experiments that the projection-based algorithms, Algorithms 2 and 3, produce faster execution time than Algorithm 1 while maintaining similar accuracy. We also varied the noise level in our comparison of these three algorithms. Fixing X ∈ R 2000×2000 from SHAW function and comparing relative errors, the results in Table S3 in supplementary data show that Algorithm 3 tends to be more sensitive to the noise than the other algorithms.
High Resolution Image Reconstruction
The high resolution (HR) image reconstruction problem, discussed by Bose and Boo [2] , is a practical example of a large scale inverse problem where the TLS approach is appropriate. It results from the combination of several lower resolution images to produce one high resolution image. The deblurring, shift, and downsampling matrix X contains displacement errors caused by the uncertainties in alignment making the TLS model attractive for his problem. Additionally, the matrix X is ill-conditioned since it averages pixel values of the high resolution image. The observed low resolution image b is contaminated by noise from thermal effects, measurement errors, digitization, and, possibly, errors in recording or transmission medium [20] . Therefore, it is appropriate to formulate the HR image reconstruction problem as that of finding
where y HR is a high resolution image, and r and E are the noise vector and the displacement error matrix, respectively. Specifically, if we assume that there is a sensor array with L 1 × L 2 sensors and each sensor array has N 1 × N 2 pixels, we can defineX = X + E such that
where D l 1 ,l 2 are downsampling matrices, X x l 1 ,l 2 and X y l 1 ,l 2 are the one-dimensional blurring matrices, and ⊗ denotes Kronecker product. Their structure depends on the boundary condition [20] . If Neumann boundary conditions are used, X x l 1 ,l 2 has the structure 
where h x± l 1,2 ,l 1,2 = 1/2 ± ϵ and ϵ is a subpixel displacement error. Since the structure of the matrix
is that of Toeplitz plus Hankel matrices,X is block Toeplitz plus Hankel with Toeplitz plus Hankel blocks (BTHTHB) matrices.
In the experiments, we assumed that there are 2 × 2 sensors, that subpixel displacement error ϵ between the sensors is generated randomly, and we set B = 6 for the bandwidth of X x l 1 ,l 2 and X y l 1 ,l 2 . The regularization matrix L is the two-dimensional Laplacian given by
Here L is formulated as sum of the Kronecker product of two one dimensional second-order derivative operators.
Since the matricesX and L have the special structure, we use a preconditioner, developed by Fu and Barlow [4] and specific to Algorithm 1, for the linear systems (6) and (19) . The ideas behind preconditioners for a large class of related block systems is given in [20, Chapter 7] . We set the initial parameter pair (λ 1 , µ 1 ) = (0.01, 0) for all three algorithms, Gaussian white noise with σ = 0.1 is added to r, we set a tolerance tol for terminating the iterations is 1.0e − 4, and we let δ = ζ∥Ly HR ∥ 2 , ζ = 0.5. The restart limit k r = 40 is set for Algorithm 3. An initial subspace v 1 for Algorithm 2 and 3 is generated from a few steps of preconditioned conjugate gradient method with the parameter pair (λ 1 , µ 1 ). We use the stopping criterion (29) for the bidiagonal reduction in Algorithm 2 with ϵ Bid = τ Bid ∥X∥ F for some tolerence τ Bid .
Two image data sets (man, San Diego) are used that contain various size of example images ranged from 128 × 128 to 1024 × 1024, thus the dimensions of the data matrices X ranged from 16, 384 × 16, 384 to 1, 048, 576 × 1, 048, 576. For the performance comparison, we compare CPU time in seconds, peak signal-to-noise ratio (PSNR), and the SSIM index [32] . Note that the averages of 100 experiments are presented in Tables 5 and S4 Similar to the previous experiments, the execution times of Algorithm 2 and 3 are faster than Algorithm 1. A more promising conclusion based on these experiments is derived that the output of Algorithm 2 and 3 have no meaningful differences from the output of Algorithm 1.
Conclusion
We have presented and compared two projection-based Regularized Total Least Squares algorithms which approximate the large-scale Total Least Squares problems in a lower dimensional space. The first uses bidiagonal reduction, and fixes the subspace to be the Krylov space spanned by the first k right Lanczos vectors. The second is a generalized Krylov space approach that expands the subspace dynamically and occasionally needs restarts. Both of these projectionbased methods are combined with the iterative method suggested by Lee, Fu, and Barlow [18] . Our experimental results demonstrate that the projection-based methods definitely speed up the Newton-based method in [18] Tables 2, S1 , 3, S2, and 4, respectively, which are computed from Algorithm 2 with ϵ Bid = 1.0e − 3. Figure 4 : Plot of singular Values σ n , 1 ≤ n ≤ 1000 of the data matrix X ∈ R 1000×1000 with log 10 scale, where the matrices X are generated from HEAT and PHILLIPS functions. Noise with σ = 0.01 is added. The symbols 'o', '△', '▽', ' ' and '♢' mark the average reduced subspace dimension and corresponding σ n in Tables 2, S1 , 3, S2, and 4, respectively, which are computed from Algorithm 2 with ϵ Bid = 1.0e − 3. 
