Correlations between detectors allow violation of the Heisenberg
  noise-disturbance principle for position and momentum measurements by Di Lorenzo, Antonio
ar
X
iv
:1
21
2.
28
15
v3
  [
qu
an
t-p
h]
  2
1 M
ar 
20
13
Correlations between detectors allow violation of the Heisenberg noise-disturbance
principle for position and momentum measurements
Antonio Di Lorenzo
Instituto de F´ısica, Universidade Federal de Uberlaˆndia,
38400-902 Uberlaˆndia, Minas Gerais, Brazil
Heisenberg formulated a noise-disturbance principle stating that there is a tradeoff between noise
and disturbance when a measurement of position and a measurement of momentum are performed
sequentially, and another principle imposing a limitation on the product of the uncertainties in a
joint measurement of position and momentum. We prove that the former, the Heisenberg sequential
noise-disturbance principle, holds when the detectors are assumed to be initially uncorrelated from
each other, but that it can be violated for some properly correlated initial preparations of the
detectors.
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Introduction.—The questions that we ask (and answer)
in this Letter are of fundamental importance: Does the
noise-disturbance principle hold, i.e., is it true that in-
creasing the precision in a measurement of position dis-
turbs in an uncontrollable way the momentum? How
do we quantify the disturbance? What happens if we
measure position and momentum not sequentially, but
jointly?
These questions have been investigated theoretically
for more than two score years by a minority of physicists,
but recent experiments [1–3] have brought them to the
attention of the general public.
Here, we apply Bohr’s prescription of only asking ques-
tions that can be answered by experiments, however ide-
alized these may be. To this end, we consider two non-
demolition measurements of position and momentum,
and describe both the probes and the system quantum-
mechanically. Contrary to previous works, we allow the
probes to be initially correlated.
The additional term due to the correlations has sur-
prising consequences:
1) It makes possible to violate the Heisenberg uncertainty
principle, in the noise-disturbance formulation [4].
2) It voids a recent noise-disturbance relation derived by
Ozawa [5].
3) It allows, paradoxically, to counteract the noise intro-
duced in a momentum measurement by preceding it with
a position measurement, and vice versa.
The results presented herein are valid for joint or se-
quential measurements, for any initial preparation of the
probes and of the system, and for arbitrary coupling
strengths.
Heisenberg [4] formulated the uncertainty principle in
an ambiguous way: either a measurement of position
with an uncertainty ǫX entails a subsequent disturbance
on the momentum ηP |X such that ǫXηP |X >∼ ~, or a
joint determination of position and momentum has un-
certainties ǫXǫP >∼ ~. Furthermore, it is unclear whether
Heisenberg was referring to the uncertainty ǫ on the
subensemble of particles for which a given outcome was
found, or to the uncertainty ∆ over the whole ensemble.
Soon, Kennard and Weyl [6, 7] proved an inequality for
the uncertainties of position and momentum, but with
a fundamental difference from Heisenberg: the Kennard
inequality σXσP ≥ ~/2 refers to the uncertainties σX , σP
that one would obtain by measuring X ideally (i.e. with
a detector that introduces no noise) on an ensemble of
identically prepared particles, and then by measuring P
on a distinct ensemble that is prepared in the same way
and that has not undergone the X measurement.
The noise-disturbance principle, the joint uncertainty
principle, and the Kennard inequality were confused with
one another for a long time. A breakthrough came with
a paper by Arthurs and Kelly [8], who considered a joint
measurement of position and momentum, assuming a von
Neumann protocol and probes prepared in a pure Gaus-
sian state. Arthurs and Kelly found that the quantum
nature of the probes increased the total spread of the out-
puts, yielding ∆X∆P ≥ σXσP + ~/2 ≥ ~. Here, σ refers
to the intrinsic spread of the system before the measure-
ment, and ∆ to the spread of the pointer variables of the
probes after the measurement. We call this relation the
Arthurs-Kelly inequality. Although with a two-decade
delay, the pioneering result of Arthurs and Kelly stimu-
lated further investigations on the uncertainty principle
for joint measurements of noncommuting variables [9–
23].
The distinction between Heisenberg noise-disturbance
principle and Kennard inequality became gradually clear
[24], and it has given rise to a parallel line of research [5,
25–31] that culminated in establishing a universal noise-
disturbance relation,
ǫX η˜P |X + ǫXσP + σX η˜P |X ≥
~
2
, (1)
with η˜P |X representing the disturbance in the P variable,
as defined by Ozawa [32].
Definitions.—The measuring apparatus consists in two
2probes, one measuring the position, the other the mo-
mentum. We introduce the wave number K = P/~ and
factor out ~ in the interaction, which is taken to be
Hint = −~
[
λXδ(t+ τ)ΦˆX Xˆ + λKδ(t− τ)ΦˆKKˆ
]
. (2)
The interaction is assumed instantaneous, for simplicity,
ΦˆA is an operator on the probe A, and τ ∈ {+, 0,−}
specifies the order of the measurements. We labelled
each probe with the letter corresponding to the variable
that it measures, and let A ∈ {X,K} the generic la-
bel. The initial state of the probes is assumed to be
uncorrelated from that of the system, so that before the
interaction ρ = ρpr ⊗ ρsys. Averages 〈. . . 〉 are meant
to be taken with the initial state ρ. The readout of
each probe is described by a family FˆA(µ) of positive
operators, with
∫
dµFˆA(µ) = 1. The readout states
are assumed to be classical, in the sense that they com-
mute with each other. This defines a preferential basis
|JA〉 that diagonalizes at once all FˆA(µ). Notice that
most of the literature considers the case of an ideal read-
out FˆA(µ) = |JA = µ〉〈JA = µ|. In a nondemolition
measurement, ΦˆA is the operator of the probe A that
generates the translations in the preferred basis, i.e.,
exp[iaΦˆA]|JA〉 = |JA + a〉. We indicate by JˆA the op-
erators diagonal in the |JA〉 basis that satisfy the canon-
ical commutation relation [ΦˆA, JˆA] = i. We shall ab-
sorb the coupling constants through the canonical scal-
ing ΦA → λAΦA, JA → JA/λA. Notice that thus JX , X ,
and ΦK have the same dimensions L, while JK , K, and
ΦX have dimensions L
−1.
Symbol Meaning
σA Initial uncertainty of A
δA Initial uncertainty of JA
δ˜A Initial uncertainty of ΦA
δ′A Resolution of the readout
∆A Final uncertainty of JA
∆A′|A Final uncertainty of JA′ when preceded
or accompanied by a measurement of A
ǫA =
(
∆2A − σ
2
A
)
1/2
Noise introduced by the probe
ηA′|A=
(
∆2
A′|A
−∆2
A′
)
1/2
Disturbance introduced in a variable A′
by a previous measurement of A
DA Systematic error in a measurement of A
DA′|A Systematic disturbance in a measure-
ment of A′ introduced by a previous
measurement of A
κ Initial covariance between ΦX and JK
ξ Initial covariance between ΦK and JX
TABLE I. List of symbols for uncertainties and disturbance.
Table I resumes the definitions of noise and disturbance
given below. We define the initial intrinsic variances of
the system σ2A = 〈Aˆ2〉 − 〈Aˆ〉2, the initial variances of the
probes δ2A = 〈Jˆ2A〉 − 〈JˆA〉2 and δ˜2A = 〈Φˆ2A〉 − 〈ΦˆA〉2, their
biases 〈JˆA〉 , 〈ΦˆA〉, and their cross-covariances
κ = 〈ΦˆX JˆK〉 − 〈ΦˆX〉〈JˆK〉, (3a)
ξ = 〈ΦˆK JˆX〉 − 〈ΦˆK〉〈JˆX〉. (3b)
Notice that the operators in the covariances commute,
so there is no ambiguity. Recall that Kennard inequal-
ity establishes that σXσK ≥ 1/2 and δAδ˜A ≥ 1/2,
and that the covariances obey the Cauchy–Schwarz in-
equalities |κ| ≤ δ˜XδK and |ξ| ≤ δ˜KδX . We also in-
troduce the resolution δ′A
2
(µ) = 〈Jˆ2A〉µ − 〈JˆA〉2µ, where
〈. . . 〉µ denotes average in the normalized readout state
ρA(µ) ≡ FˆA(µ)/Tr[FˆA(µ)].
Noise and disturbance: operational definitions.— We
wish to discuss the uncertainty relation in the Heisen-
berg formulation ǫAηA′|A ≥ r, where r is a positive real
number (r ≃ 1 in the argumentation of Heisenberg), ǫA is
the noise in the variable that is measured first, and ηA′|A
is the disturbance introduced in the second measurement
by the first one. Thus, we need to agree on the definition
of ǫA and ηA′|A. For definiteness, say that we measure
first X , then K.
We shall consider the noise ǫX that is introduced by
the measuring apparatus, not that intrinsic to the sys-
tem. We can determine ǫX by calibration: the system is
prepared in ρsys and it is measured by a reference probe
that introduces no bias and a known noise ǫ
(0)
X . By mea-
suring the average, we know the intrinsic average 〈X〉0 of
the system, and by estimating the total variance of the
outcome (∆
(0)
X )
2, we infer the intrinsic uncertainty of the
system σ2X = (∆
(0)
X )
2 − (ǫ(0)X )2. Then we repeat the mea-
surement with the probe that we want to characterize on
an identically prepared system. The readout of the probe
gives an average 〈X〉 and a variance ∆2X . We define the
statistical noise ǫ2X = ∆
2
X − σ2X and the systematic error
DX = 〈X〉−〈X〉0. The total error EX = (D2X + ǫ2X)1/2 is
the sum in quadrature of the two errors. It may be con-
troversial whether the systematic error would be included
by Heisenberg in his formulation, or whether the noise to
consider should be only the statistical one. In any case,
it is always possible to make DX zero while leaving ǫX
unchanged. For a nondemolition measurement, this op-
erational definition coincides with that given by Ozawa.
Notice that in statistics, the statistical noise character-
izes the precision, and the systematic error the accuracy.
Furthermore ǫX represents the uncertainty in each indi-
vidual measurement, that usually is the predictive uncer-
tainty [17], while ∆X the ensemble uncertainty [24].
We define the disturbance in an analogous way as we
defined the noise. First, we prepare an ensemble of parti-
cles in the state ρsys, skip the X measurement (λX = 0),
and measure K. We find an average 〈K〉 with a sta-
tistical spread ∆K . Then we repeat the procedure, but
precede or accompany the K-measurement with an X-
measurement. We find an average 〈K〉|X with a sta-
tistical spread ∆K|X . Here, we shall not condition the
3spread on a specific outcome X0 of the first measure-
ment, even though we could. We define the statistical
disturbance η2K|X = ∆
2
K|X − ∆2K . Notice that, a pri-
ori, η2 may be negative. A purely imaginary value for
η corresponds to the case where the “disturbance” actu-
ally decreases the uncertainty, so that it is not a distur-
bance at all. We also define the systematic disturbance
DK|X = 〈K〉|X − 〈K〉. Again, it may be controversial
whether this second term represents a disturbance as
meant by Heisenberg. Nonetheless, DK|X can be made
zero without changing ηK|X . The total disturbance is
the sum, in quadrature, of the statistical and systematic
disturbances DK|X = (η2K|X +D2K|X)1/2.
Proof.—For definiteness, we consider a measurement
of X followed by a measurement of K. At time t = −τ
a non-demolition measurement of Xˆ is made, i.e. the
system and the probe evolve with the Hamiltonian H− =
−~δ(t + τ)XˆΦˆX . Thus, on one hand the variable JˆX
varies according to the Heisenberg equation of motion
d
dt
JˆX = iδ(t+ τ)Xˆ [JˆX , ΦˆX ] = δ(t+ τ)Xˆ, (4)
so that JˆX(−τ + 0) − JˆX(−τ − 0) = Xˆ(−τ); on the
other hand, the wave number Kˆ varies as well, giving
Kˆ(−τ +0)− Kˆ(−τ − 0) = ΦˆX(−τ). Then, at time t = τ
the system interacts with a second probe through H+ =
−~δ(t− τ)KˆΦˆK . This causes a shift in JˆK :
JˆK(τ + 0)− JˆK(τ − 0) = Kˆ(τ) ≃ Kˆ(−τ + 0)
= Kˆ(−τ − 0) + ΦˆX(−τ) (5)
for τ → 0+. Thus, for τ → 0+, the final variance in the
JK readout variable is
∆2K|X ≡ 〈JˆK(τ + 0)2〉 − 〈JˆK(τ + 0)〉2
= 〈
(
JˆK(τ − 0) + Kˆ(−τ − 0) + ΦˆX(−τ)
)2
〉
− 〈JˆK(τ − 0) + Kˆ(−τ − 0) + ΦˆX(−τ)〉2
= 〈
(
JˆK + ΦˆX
)2
〉 − 〈JˆK + ΦˆX〉2 + 〈Kˆ2〉 − 〈Kˆ〉2
= δ2K + δ˜
2
X + 2κ+ σ
2
K , (6)
where variables with no time argument refer to the in-
stant immediately before the interaction started, and we
used in the last-but-one line the fact that the system is
initially uncorrelated from the probes.
In a realistic measurement, we should consider that,
even if the detector is in the final state |J〉, the output µ
could differ from J with a probability p(µ|J) = f(µ−J),
where f(µ − J) is a probability centered around 0 and
with a variance δ′
2
. Heuristically, we add a further term,
due to this finite resolution of the readout state:
∆2K|X = δ
2
K + δ˜
2
X + 2κ+ σ
2
K + δ
′
K
2
. (7)
A rigorous proof, generalizing results presented in
Refs. [33, 34], that this is the correct formula will be
provided elsewhere [35].
If no measurement of X was performed, then Kˆ(−τ +
0)− Kˆ(−τ − 0) = 0, so that
∆2K ≡ 〈JˆK(τ + 0)2〉 − 〈JˆK(τ + 0)〉2
= 〈
(
JˆK(τ − 0) + Kˆ(−τ − 0)
)2
〉
− 〈JˆK(τ − 0) + Kˆ(−τ − 0)〉2
= 〈Jˆ2K〉 − 〈JˆK〉2 + 〈Kˆ2〉 − 〈Kˆ〉2
= δ2K + σ
2
K . (8)
We introduce the heuristic correction here as well, yield-
ing
∆2K = δ
2
K + σ
2
K + δ
′
K
2
. (9)
Thus, the statistical disturbance introduced by the X
measurement is
η2K|X ≡ ∆2K|X −∆2K = δ˜2X + 2κ. (10)
The statistical variance in the JX output is simply
∆2X ≡ 〈JˆX(−τ + 0)2〉 − 〈JˆX(−τ + 0)〉2
= 〈
(
JˆX(−τ − 0) + Xˆ(−τ)
)2
〉
− 〈JˆX(−τ − 0) + Xˆ(−τ)〉2
= 〈Jˆ2X〉 − 〈JˆX〉2 + 〈Xˆ2〉 − 〈Xˆ〉2
= δ2X + σ
2
X , (11)
so that, after correcting for the finite resolution,
∆2X = δ
2
X + σ
2
X + δ
′
X
2
. (12)
The statistical noise is thus
ǫ2X ≡ ∆2X − σ2X = δ2X + δ′X2. (13)
The systematic error in X is DX = 〈JˆX〉 and the system-
atic disturbance in K is DK|X = 〈JˆK〉+ 〈ΦˆX〉 − 〈JˆK〉 =
〈ΦˆX〉. Clearly, the initial state of the probes can be
gauged so that 〈JˆX〉 = 〈ΦˆX〉 = 〈JˆK〉 = 〈ΦˆK〉 = 0 with-
out affecting variances and covariances.
Equations (7) and (12) could be derived alternatively
by differentiating twice in χK and χX the logarithm of
Eq. (15) in Ref. [33].
Violation of the noise-disturbance principle.—For ini-
tially uncorrelated probes κ = 0, so that η2K|X = δ˜
2
X .
The Heisenberg noise-disturbance relation becomes then
ǫXηK|X = δ˜X
√
δ2X + δ
′2
X ≥
1
2
. (14)
Thus, if the probes are not correlated, the noise-
disturbance relation for position and momentum holds,
in agreement with previous results [25, 27, 36].
4However, if the probes are correlated, κ can be nega-
tive. The disturbance has the bounds
δ˜X(δ˜X − 2δK) ≤ η2K|X ≤ δ˜X(δ˜X + 2δK). (15)
If δ˜X ≤ 2δK , the lower limit is negative, so that the dis-
turbance can be arbitrarily small, invalidating Heisen-
berg’s argument. Examples of initial states ρpr allowing
the violation of Heisenberg noise-disturbance principle
are provided in the Supplemental Material section [32].
Other possibilities leading to the violation of the noise-
disturbance relation that were explored in the former
literature are the EPR thought-experiment [37], and
Ozawa’s model [25]. Let us discuss them briefly: in the
EPR setup, one particle works as a probe, but the two
particles are initially correlated. Thus the hypothesis
that system and probes are initially uncorrelated is vi-
olated. Furthermore, due to this limitation, the EPR
scheme does not work for any initial state of the system.
On the other hand, Ozawa violation relies on a single
probe whose coordinate y gives information about the
momentum px of a particle (possibly coinciding with the
probe) and whose momentum py gives information about
x. In this case, one can measure either y or py, but not
both, hence it is questionable whether Ozawa’s model
produces a genuine violation of the noise-disturbance
principle, as noise and disturbance refer to different se-
tups.
Violation of Ozawa relation.—According to Ozawa,
Eq. (1) holds. However, we have demonstrated that
ηK|X can be zero. Ozawa’s relation then reduces to
ǫXσK ≥ 1/2. This inequality can be violated, since ǫX
and σK are independent of each other, the first refer-
ring to the probe, the second to the system. This does
not show that Ozawa’s relation is wrong, as it is mathe-
matically flawless, but that the definition of disturbance
upon which it relies is incompatible with our operational
definition, since it disregards the possibility of correlated
probes, and therefore it should be discarded [32].
Joint uncertainty.—Heisenberg also formulated the un-
certainty principle in terms of the mutual uncertainty in-
troduced in a joint measurement of momentum and po-
sition. Thus, let us consider the case of joint measure-
ments, τ = 0. The proof is slightly complicated by the
interaction being simultaneous, Hint = −~δ(t)[ΦˆXXˆ +
ΦˆKKˆ]. Applying Heisenberg equations of motion, we
find that the value of JˆX is kicked by an amount Xˆ(0).
However Xˆ now has a discontinuity at t = 0, since the
joint measurement of momentum gives Xˆ(0+)−Xˆ(0−) =
−ΦˆK . An analogous situation happens with the variable
JˆK . The correct prescription, which can be proved rig-
orously [8, 33], is to consider
JˆX(0+)− JˆX(0−) = Xˆ(0) ≡ Xˆ(0+) + Xˆ(0−)
2
= Xˆ(0−)− 1
2
ΦˆK (16)
and
JˆK(0+)− JˆK(0−) = Kˆ(0) ≡ Kˆ(0+) + Kˆ(0−)
2
= Kˆ(0−) + 1
2
ΦˆX . (17)
The variances, including the correction due to the finite
resolution, are then
∆2X = σ
2
X + δ
2
X + δ
′2
X +
1
4
δ˜2K − ξ, (18)
∆2K = σ
2
K + δ
2
K + δ
′2
K +
1
4
δ˜2X + κ. (19)
Equations (18) and(19), minus the contribution of the fi-
nite readout resolution, were already derived in Ref. [33].
We remark that there is a connection between the noises,
due to the Kennard inequality, or better, to the canoni-
cally invariant generalization proved by Schro¨dinger [38]
and Robertson [39]. This is best seen by defining
uˆX = JˆX − ΦˆK/2− 〈JˆX − ΦˆK/2〉 (20a)
and
uˆK = JˆK + ΦˆX/2− 〈JˆK + ΦˆX/2〉. (20b)
As [uˆK , uˆX ] = i, then, by Kennard inequality, (δ
2
X +
δ˜2K/4− ξ)(δ2K + δ˜2X/4+ κ) ≥ 1/4. If we interpret Heisen-
berg’s argument as referring to the noise introduced by
the measurement, then ǫ2Xǫ
2
K = (δ
2
X+δ
′2
X+
1
4 δ˜
2
K−ξ)(δ2K+
δ′2K +
1
4 δ˜
2
X + κ) ≥ 1/4. Thus, the joint uncertainty rela-
tion holds also when accounting for correlated detectors.
Arthurs and Kelly, however, interpreted Heisenberg joint
uncertainty principle as referring to the total uncertainty
of the final readout, hence they found [8] a higher limit
∆2X∆
2
K ≥ (σ2X + 〈uˆ2X〉)(σ2K + 〈uˆ2K〉)
≥ (σ2X + 〈uˆ2X〉)(1/4σ2X + 1/4〈uˆ2X〉)
= (2 + 〈uˆ2X〉/σ2X + σ2X/〈uˆ2X〉)/4 ≥ 1. (21)
Notice, that in the EPR thought-experiment [37] the
measurements can be carried out simultaneously, violat-
ing the joint uncertainty principle. This is a consequence
of the probes and the measured system being initially
correlated, contrary to what is assumed herein and in
Ref. [8].
Furthermore, the mutual disturbances in the joint mea-
surement are η2K|X = δ˜
2
X/4 + κ and η
2
X|K = δ˜
2
K/4 − ξ,
which can be made arbitrarily small. Hence, while the
joint uncertainty principle for the noises ǫX and ǫK does
hold, the noise-disturbance principle for ηK|X and ǫX , or
for ηX|K and ǫK , does not.
Cancelling the noise.—Finally, let us go back to the
case of sequential measurements, and assume perfect an-
ticorrelations between ΦX and JK , so that κ = −δ˜XδK .
5For instance, we could prepare the probes in an EPR
state. Equation (7) becomes then
∆2K|X = σ
2
K + (δK − δ˜X)2 + δ′2K . (22)
By making δK = δ˜X , the contributions of the probes to
the variance partially cancel out, leaving only the contri-
bution of the finite resolution, which can be made arbi-
trarily small, in principle. Remember that we concealed
the coupling constants by rescaling the variables. Let us
restore them momentarily, so that the equality we want
to reach is λ−1K δK = λX δ˜X . This can be realized simply
by changing λKλX , without acting on the initial state
of the probes. The same considerations hold when the
ordering of the measurements is exchanged.
Conclusions.—We have demonstrated how initial cor-
relations in the detectors invalidate the noise-disturbance
principle, and how this can be exploited to reduce the
measurement noise. The key feature, to be discussed
at length elsewhere [35] is that for a given outcome of
the first measurement, the correlations are swapped, and
pass to be correlations between the measured system and
the second probe, which allows to counteract the noise
introduced by the second measurement, in a sort of nega-
tive feedback. An interesting question to be investigated
is whether classical correlations are sufficient to violate
the Heisenberg and Ozawa, limits, or whether the de-
tectors should be prepared in an entangled state. While
making a nondemolition measurement of the position of
a particle might be a daunting task, an equivalent real-
ization with the quadrature components of light may be
a viable option in a short-term perspective.
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6SUPPLEMENTAL MATERIAL TO
CORRELATIONS BETWEEN DETECTORS ALLOW VIOLATION OF THE HEISENBERG
NOISE-DISTURBANCE PRINCIPLE FOR POSITION AND MOMENTUM MEASUREMENTS
Preparations of the probes that allow the violation of the noise-disturbance principle
We consider the probes to be prepared in a pure state |ψ〉 that has the representation
〈JK ,ΦX |ψ〉 ∝ exp
[
−1
4
(JK ,ΦX)C
−1(JK ,ΦX)
T
]
, (23)
where C is the positive-definite covariance matrix
C =
(
δ2K κ
κ δ˜2X .
)
(24)
The positive-definiteness is guaranteed by −δK δ˜X ≤ κ ≤ δK δ˜X . Hence, letting ∆4 = det(C) = δ2K δ˜2X − κ2,
C−1 =
1
∆4
(
δ˜2X −κ
−κ δ2K .
)
(25)
By construction, we have then 〈ΦX〉 = 〈JK〉 = 0 and 〈Φ2X〉 = δ˜2X , 〈J2K〉 = δ2K , 〈JKΦX〉 = κ. In the JX representation,
after tracing out the state of the K detector,
ρX(JX , J
′
X) ∝ exp
[
−2∆
4
δ2K
(
JX + J
′
X
2
)2
− δ˜
2
X
2
(JX − J ′X)2
]
. (26)
Thus 〈JX〉 = 0 and 〈J2X〉 = δ2K/4∆4. For simplicity, we consider the case of an ideal readout δ′X → 0. Hence the noise
in the X measurement is just
ǫ2X = 〈J2X〉 =
δ2K
4∆4
. (27)
Notice how the Kennard inequality is obeyed, since
〈J2X〉〈Φ2X〉 =
1
4
δ2K δ˜
2
X
δ2K δ˜
2
X − κ2
≥ 1
4
. (28)
However, the noise-disturbance relation can be violated. The statistical disturbance is indeed
η2K|X = δ˜
2
X + 2κ. (29)
Let us define the linear correlator −1 ≤ r ≤ 1 through κ = rδK δ˜X . Then the product of noise and disturbance is
ǫ2Xη
2
K|X =
1
4
1 + 2rδ˜X/δK
1− r2 . (30)
It is sufficient to have δK < 2δ˜X and r ≤ −δK/2δ˜X in order for the Heisenberg noise-disturbance principle to be
violated.
Comparison between Ozawa’s definition of disturbance and the operational definition
Ozawa considered a system interacting with a probe, which effected a measurement of Aˆ. The disturbance in an
observable Bˆ was defined by Ozawa as
η˜2B|A = Tr{(U †BˆU − Bˆ)2ρsys ⊗ ρA}, (31)
7with U the time-evolution operator during the interaction between system and probe. Thus U †BˆU is the time-evolved
operator in the Heisenberg picture, after the interaction, while Bˆ is the operator as it was before the interaction. Notice
that U †BˆU acts on both the Hilbert space of the system and of probe A. If the operators were directly observable,
and if the density matrices represented probability distribution tout court, then Eq. (31) would be a natural formula,
extending the definition of disturbance of a random variable x due to a process that takes x to f(x):
dist =
∫
dx[f(x) − x]2Π(x). (32)
However, this is not the case. What is observed are the outputs of the detectors (or better, the modifications of
our senses due to these outputs, but there is no need to go further down the von Neumann chain). There is a
blatant asymmetry in the definition of Eq. (31): the measurement of Aˆ is described, but where is the description
of the measurement of Bˆ? Ozawa’s definition is implicity assuming that the second probe is making a standard
projective measurement, introducing no noise. Prima facie, this could seem a desirable property, as a non-projective
measurement introduces some additional noise. However, as we have demonstrated in the Letter, if the second probe
is correlated to the first one, the noise can be cancelled. Furthermore, let us prove that Eq. (31) does not distinguish
between statistical and systematic disturbance. Let us consider an alternative measurement that, at the end of the
interaction, applies a further transformation V to the system, so that
η˜2B|A = Tr{(U †V †BˆV U − Bˆ)2ρsys ⊗ ρA}. (33)
Let us say that the effect of V is to shift Bˆ by a constant amount b0. For instance, if Bˆ is a position, V = exp[iPˆ b0/~].
Thus b0 is added to the systematic uncertainty. Ozawa’s definition gives the new disturbance
η˜2B|A → η˜2B|A + b20 + 2b0Tr{(U †BˆU − Bˆ)ρsys ⊗ ρA}. (34)
Thus, if the measurement considered earlier does not introduce a systematic disturbance Tr{(U †BˆU−Bˆ)ρsys⊗ρA} = 0,
the new measurement does. In summary, Ozawa’s definition does not distinguish between the systematic and the
statistical contribution.
Finally, let us show that for the non-demolition measurements of position and momentum considered in the Letter,
our definition of total disturbance reduces to Ozawa’s, in the particular case where the probes are assumed to be
uncorrelated. We have indeed
η˜2B|A = Tr{[exp(−iXˆΦˆX)Kˆ exp(iXˆΦˆX)− Kˆ]2ρsys ⊗ ρX} = 〈Φ2X〉 = δ˜2X + 〈ΦX〉2. (35)
This is but the total disturbance D2K|X = δ˜2X + 2κ+ 〈ΦX〉2 for κ = 0.
Our definitions of systematical and statistical disturbance can be written instead
DK|X = Tr[JˆKUK|XρU
†
K|X ]− Tr[JˆKUKρU †K ], (36)
η2K|X = Tr[Jˆ
2
KUK|XρU
†
K|X ]− Tr[JˆKUK|XρU †K|X ]2 −
{
Tr[Jˆ2KUKρU
†
K ]− Tr[JˆKUKρU †K ]2
}
, (37)
where ρ is the density matrix of system and probes, UK is the time-evolution operator when only the K measurement
is performed, and UK|X is the time-evolution operator when the measurement of K is preceded by a measurement of
X .
General theory of measurement
We call measurement any act of inference, even though in a probabilistic sense, about a system through the
observation of a second system, the probe, that has interacted with the former. What sets apart the probe from
the system is its ability to cause a sensation in a human being, if not directly, through a chain of amplifications and
further interactions with the visible electromagnetic field. Here, the effect of this von Neumann chain [1] is accounted
for by considering the readout state of the probe to be a mixed state. We shall suppose that the system and the
apparatus are initially uncorrelated, so that the initial state is ρˆdet ⊗ ρˆsys. The probability of obtaining an outcome
µ from the probe is given by Born’s rule
P(µ) = Tr{(Fˆdet(µ)⊗ 1)U(ρˆdet ⊗ ρˆsys)U †}, (38)
8where U is the time-evolution operator, and Fˆdet(µ) are a family of positive operators describing the readout states.
Generally, these readout states are mixed, which accounts for having traced out the rest of the von Neumann chain.
They must satisfy the normalization
∫
dµ Fˆdet(µ) = 1, with dµ a Lebesgues-Stieltjes measure, corresponding to a
discrete or continuous distribution of outputs µ. The readout states are not normalized, but in general Tr [Fˆdet(µ)] =
pr(µ). The quantities pr(µ) are the priors [2], and they are not necessarily one. They represent the probability of
obtaining an outcome µ in absence of any other information. They are not a conventional probability, since∫
dµ pr(µ) =
∫
dµTr [Fˆdet(µ)] = Tr1 =∞, (39)
unless the probe has a finite-dimensional Hilbert space. However, the only relevant quantity are the ratios
pr(µ1)/pr(µ2) representing relative probabilities.
Furthermore, it is sensible to assume that the readout states are classical, i.e. [Fˆdet(µ1), Fˆdet(µ2)] = 0, ∀µ1, µ2.
This hypothesis allows to individuate one, or more, privileged basis, |J〉, the one that diagonalizes at once all Fˆdet(µ).
The existence of such a basis can be justified by the decoherence approach [3, 4]. The Fˆdet(µ) are labeled by the
average of the operator Jˆ =
∫
dJJ |J〉〈J | and they have a spread δ′(µ) in J , i.e.,
µ = Trdet{Jˆ ρˆdet(µ)}, (40)
δ′2(µ) = Trdet{Jˆ2ρˆdet(µ)} −
(
Trdet{Jˆ ρˆdet(µ)}
)2
, (41)
with ρˆdet(µ) = Fˆdet(µ)/pr(µ) the normalized readout states. The spread δ
′(µ) is but the resolution of the probe, and
in principle it can be different for different outputs.
For instance, we could choose
Fˆdet(µn) =
∫ µn+δ′n/2
µn−δ′n/2
dJ |J〉〈J | (42)
and let the readout µ take discrete values µn spaced by (δ
′
n + δ
′
n+1)/2 from one another (then dµ is a distribution
formed by a sum of Dirac deltas). In this case the priors are pr(µn) = δ
′
n.
In general, we can write
Fˆdet(µ) =
∫
dJ p(µ|J) |J〉〈J |, (43)
with p(µ|J) a probability distribution for µ. The priors are thus pr(µ) = ∫ dJp(µ|J). Assuming a uniform resolution
δ′(µ) = δ′, Eq. (40) is satisfied for p(µ|J) = f(µ − J), where f(µ) is a probability distribution having zero average
and spread δ′. An important example is given by the Gaussian-Laplace distribution,
Fˆdet(µ) =
∫ +∞
−∞
dJ
exp [−(J − µ)2/2δ′2]√
2πδ′
|J〉〈J |, (44)
with µ ∈ R and uniform priors pr(µ) = 1.
The conditional state of the system for given µ is
ρˆsys|µ = P(µ)−1Trdet{(Fˆdet(µ)⊗ 1)U(ρˆdet ⊗ ρˆsys)U †}. (45)
Eequivalent formulas arise when treating postselected weak measurement [5, 6], but with the difference that U is
expanded in a perturbation series and the roˆles of system and probe are reversed. Let us introduce the preparation
basis |I〉, the one in which ρˆdet =
∫
dI w(I)|I〉〈I|. We can rewrite the conditional state of the system
ρˆsys|µ =
∫
dJdIMJ,I(µ)ρˆsysM
†
J,I(µ)∫
dJdI Trsys{EJ,I(µ)ρˆsys} . (46)
We defined the generalized operations
MJ,I(µ) =
√
p(µ|J)w(I)〈J |Uˆ |I〉, (47)
9and the generalized effects EJ,I(µ) =M
†
J,I(µ)MJ,I(µ). BothMJ,I(µ) and EJ,I(µ) are operators on the Hilbert space of
the system alone. If we do not make the hypothesis of classical readout, Eq. (47) becomesMJ,I(µ) =
√
p(µ|J)w(I)〈µ :
J |Uˆ |I〉, where |µ : J〉 is the basis that diagonalizes Fˆdet(µ).
The measurement can also be described in the language of positive-operator valued measures (POVM) [7–12], even
though I am not fond of this axiomatic approach that conceals most of the physics behind the formalism. The linear
operations
ID(ρsys) ≡
∫
D
dµ
∫
dJdIMJ,I(µ)ρˆsysM
†
J,I(µ), (48)
where D is a measurable domain in the space of possible outcomes (i.e. an element of a σ–algebra in the Kolmogorov
formalism), are called instruments if they preserve the non-negativity of ρ. In the POVM formalism, the instruments
are introduced as the basic objects describing the measurement. Besides preserving the nonnegativity of the density
operator, they must also satisfy [7, 13]
1. I∅ = 0, i.e., the measurement always gives an outcome (notice, however, that the outcome is not necessarily a
number, but it could consist, e.g., in the observation that the apparatus has failed, etc.).
2. I∪Dj =
∑
j IDj for any family of disjoint elements of the σ–algebra.
3. Trsys[IΩ(ρsys)] = 1, where Ω is the whole set of possible outcomes.
The instruments defined in Eq. (48) automatically satisfy the three above properties. An interesting question is
whether any instrument can be written as in Eq. (48).
The instruments describe the change of the density matrix one assigns to the system, conditioned on the information
that the outcome of the measurement was in D. In other words, the new density matrix is
ρsys|D =
ID(ρsys)
P (D|ρsys) , (49)
with the normalization P (D|ρsys) being the probability of obtaining an outcome in D,
P (D|ρsys) =Trsys[E(D)ρsys], (50)
E(D) =I∗D(1). (51)
The family of conjugate operators I∗Dis defined univocally by
Trsys[ρI∗D(σ)] = Trsys[ID(ρ)σ]. (52)
When both Fˆdet(µ) and ρˆdet are pure states, then only one term survives in the double sum of Eq. (48) and the
instruments are called Lu¨ders instruments. The operators E(µ) can be inferred from the observed probabilities P(µ)
by changing the preparation ρˆsys. Recovering EJ,I(µ), however, is a nontrivial task, and requires the knowledge
of the measurement apparatus, as different MJ,I(µ) correspond to the same instrument. If EJ,I(µ) are known, the
operations are determined modulo a unitary operator: MJ,I(µ) = VJ,I(µ)E
1/2
J,I (µ), where E
1/2
J,I is univocally defined as
a positive operator. In other words, we consider the eigenvalues of the positive operator EJ,I(µ), take their arithmetic
square root, and define E
1/2
J,I (µ) as the operators having the same eigenstates as EJ,I(µ), and as eigenvalues the said
arithmetic root. The additional operations VJ,I(µ) represent an unwanted and avoidable feedback on the system. For
instance, in a Stern-Gerlach apparatus, the beam exiting the magnetic field gradient could pass through a uniform
magnetic field, which rotates the spin, so that a second measurement would not confirm the result of the first one.
Ideally, VJ,I(µ) = 1. Only by making subsequent measurements on the system, is it possible to check whether the
measurement process is introducing this unwanted feedback.
We are interested in particular to the case of two sequential measurements. A probe measuring Aˆ couples first to
the system, then, after the first probe decouples, a second probe measuring Bˆ couples. The time-evolution operator
factorizes then as U = UBUA, where UA (respectively, UB) acts on the Hilbert space of the system and the probe
A (respectively, B). As we are making two measurements, it is natural to assume that the readout states factor,
Fˆdet(µ) = FˆA(µA)FˆB(µB), each factor acting on a different Hilbert space. A fundamental consideration is that, if we
assume as well that the initial state of the two probes factors as ρdet = ρA⊗ρB, i.e. if we assume no initial correlations
between the probes, then the probability of observing the outcomes µA, µB can be written
P(µA, µB) = Trsys {IµB [IµA(ρsys)]} (53)
10
and the conditional state of the system is
ρsys|µ ∝ IBµB
[IAµA(ρsys)] , (54)
where the composing instruments are defined by
Ikµk(ρ) =
∫
dIkdJkM
k
Jk,Ik(µk)ρM
k†
Jk,Ik
(µk), (55)
MkJ,I(µ) =
√
p(µ|J)w(I)〈J |Uˆk|I〉. (56)
However, if we do assume initial correlations, then the total instrument cannot be written as a composition of two
instruments, contrary to what is commonly assumed [14], and we can only associate one set of instrument, defined on
the probability space MA ×MB.
Finally, we note that the marginal probabilities are
P(µA) =
∫
dµB Tr
{[
1⊗ FˆA(µA)⊗ FˆB(µB)
]
UBUA(ρsys ⊗ ρdet)U †AU †B
}
= Trsys,A{[1⊗ FA(µA)]UA(ρsys ⊗ ρA)U †A} , with ρA = TrB(ρdet) (57)
P(µB) =
∫
dµA Tr
{[
1⊗ FˆA(µA)⊗ FˆB(µB)
]
UBUA(ρsys ⊗ ρdet)U †AU †B
}
= Trsys,B{[1⊗ FˆB(µB)]UBρsys,BU †B} , with ρsys,B = TrA[UA(ρsys ⊗ ρdet)U †A]. (58)
Notice that the correlations are swapped: from correlations between A and B, they become correlations between B
and the system, after tracing out the first probe. Applying Bayes’ rule, we see that neither conditional probability
P(µB|µA) = P(µA, µB)P(µA) =
Tr[E(µA, µB)ρsys]
Trsys,A{[1⊗ FA(µA)]UA(ρsys ⊗ ρA)U †A}
, (59)
P(µA|µB) = P(µA, µB)P(µB) =
Tr[E(µA, µB)ρsys]
Trsys,B{[1⊗ FˆB(µB)]UBρsys+BU †B}
, (60)
admits a conditional state ρsys|µA or ρsys|µB such that
P(µB|µA) = Trsys,B{[1⊗ FˆB(µB)]UB(ρsys|µA ⊗ ρB)U †B} , (61)
P(µA|µB) = Trsys,A{[1⊗ FˆA(µA)]UA(ρsys|µB ⊗ ρA)U †A} , (62)
, (63)
unless ρdet = ρA⊗ ρB. This is because, for a given output µA (respectively, µB), the system becomes correlated with
the probe B (respectively, A).
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