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A Signal Separation Method for Exceeding the Channel
Capacity of BPSK Input
Bingli Jiao, Dongsheng Zheng and Yuli Yang
Abstract—The field of the coded modulations witnessed its
golden era as the simulated achievable bit rates (ABRs) were
getting close to the channel capacities of the finite alphabet
inputs. However, when working at a single channel, the previous
researches are mostly restricted in scope of single input and
single output. In contrast, for achieving higher spectral efficiency,
the present authors propose a method that builds upon the
parallel transmission of two signals that are separated at the
receiver. The signal separation is enabled by, so called, the double
mapping modulation working through Hamming- to Euclidean
space. Consequently, the ABR summation of the two signals
is found higher the channel capacity of BPSK input. Both the
theoretical- and simulation result confirm this approach.
Index Terms—achievable bit rate, coded modulation, channel
capacity.
I. INTRODUCTION
In the past years, one of the practical researches on capacity
issues was on the design of the coded modulation working over
the additive white Gaussian noise (AWGN) channel
y = x+ n, (1)
where y and x are the output- and input signal of the channel,
and n is the received AWGN component from a normally
distributed ensemble of power σ2N denoted by n ∼ N (0, σ2N ).
At the finite alphabet input, the Shannon channel capacities
are calculated by the mutual information [1]
I(X;Y) = H(Y)−H(N) (2)
where I(X;Y) is the mutual information, H(Y ) is the entropy
of the received signal, H(N) = log2(
√
2pieσ2N) is that of the
AWGN [2]. The numerical results of (2) are shown in Fig. 1.
In the practical study, one can target a value of the mutual
information by designing the coded modulation scheme [3],
[4] and simulate the bit error rate (BER) performance, where
the BER at 10−6 or 10−8 is regarded as an approximation
of “arbitrarily small error probability” whereat bit-energy to
noise ratio is used to the comparison at horizontal axis with
the mutual information.
More accurate estimation of approaching the channel ca-
pacity requires the theoretical analysis based on asymptotic
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investigations. A good example can be found from the research
of BPSK plus low-density parity-check (LDPC) code that
approaches the channel capacity at 0.5 bits/s/Hz at a gap of
0.0045dB [5].
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Fig. 1. Mutual Information of BPSK and QPSK
In contrast to the above well-developed approach, the
present authors propose a signal separation method that divides
(1) into two
y1 = x1 + n, (3)
and
y2 = x2 + n, (4)
for increasing the spectral efficiency further, where x1 and x2
are the separated signals and y1 and y2 are the corresponding
received signals [6].
To target ABR of the conventional BPSK, we use BPSK
modulation to x1 and create a new modulation, referred to
as the double mapping modulation, to work with x2 for
making it separable from x1. By such, signal x2 can transmit
additional information bits without consuming any more power
in comparison with the conventional BPSK. Consequently, one
can find that x2 brings a direct ABR gain and contributes
to bit-energy to noise ratio as well. The simulation results
substantiate the above theoretical envisions.
Throughout the present paper, we use the capital letter to
express a vector in Hamming space and the small letter to
indicate its component, e.g., A = {a1, a2, ...., aM}, where A
represents the vector and ai the ith component, and use bold
face letter to express the signals in Euclidean space with two
2dimensional complex plan. In the derivations, we use yˆ to
express the estimate of y at the receive through out the paper.
II. COMMUNICATION SCHEME
Let us consider two independent binary source bit se-
quences, which are expressed in vector form of C(i) =
{c(i)1 , c(i)2 , .., c(i)ki , ..., c
(i)
Ki
}, where c(i)ki is the kth information
bit (info-bit) of C(i) and Ki is the length of each source sub-
sequence, and i = 1, 2 indicates the two sources, respectively.
The two source bit sequences are encoded to V (i) =
{v(i)1 , v(i)2 , .., v(i)m ..., v(i)N } by using two different channel code
matrices
v
(i)
m =
∑
ki
g
(i)
mki
c
(i)
ki (5)
where v
(i)
m is the mth code-bit of V (i) with v
(i)
m ∈ (1, 0) and
g
(i)
mki
is the element of the code matrix G(i).
A. Signal Modulation
For simplification, the series’ indices of the code-bits of
V (1) and V (2) are omitted in our organization of the two
signals in the following derivations.
First, we define x1 by using the conventional BPSK, in the
complex plan, to the modulation of each bit from V (1) as
x1 = (
√
Exs , j0) for v
(1) = 0
x1 = (−
√
Exs , j0) for v
(1) = 1
(6)
where Es is the symbol energy of x1 and j =
√−1.
Secondly, for constructing x2, we define a rotation operator
Γβ = e
jβ to rotate a vector for angle β in complex plane, e.g.,
z′ = Γβz = ze
jβ (7)
where z′ is the vector from the rotation of z by angle β. To
complete the operator’s explanations, we note that Γ0 = 1 and
ΓβΓ−β = 1 hold.
The code-bits of V (2) are mapped onto β one another as
follows: v(2) = 0 is mapped onto β = 0 and v(2) = 1 onto
β = pi/2. The signal x2 is converted to a vector version by
x2 in the complex plane by
x2 = Γβx1 = x1e
jβ (8)
where x2 is the modulated symbol carrying one bit by the
rotation angle β. We refer to x2 as the out-layer signal and x1
as the inner BPSK signal.
TABLE I
SIGNAL MODULATION RESULTS.
v(2) β x2
0 0
s1
s3
1 pi/2
s2
s4
Since x1 has two possible values, each value of v
(2) can
be mapped onto two possible points in the complex planes
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Fig. 2. Constellation of the proposed scheme.
as shown in Fig. 2, where s1 and s3 are the mapping results
of v(2) = 0, and s2 and s4 the results of v
(2) = 1. We refer
to the modulation as the double mapping modulation (DMM)
because one value of v(2) is mapped onto Euclidean space for
the two points as shown in Fig. 2. The DMM is listed in Table
I for the demodulations latter.
We note that the boldface letter x1 and x2 are used to replace
signal x1 and x2 in (3) and (4) and the both signals share the
same symbol energy of Es.
Finally, because sk contains total information bits carried
by x1 and x2, the transmitter uses it as the channel input to
y = sk + n = Γβx1 + n (9)
where sk is the transmit symbol and n is the two dimensional
noise.
B. At Receiver
In the proposed method, the receiver needs to record all
signals in a storage for the demodulations of x2 and x1
separately. Actually, the signals will be used twice: one time
for the demodulation of V (2) and the other for V (1). The
procedures of the information recovery are done inversely with
respect to that at the transmitter.
At first, out-layer signal x2 is demodulated by
yˆ = s1 or s3 for v
(2) = 0
yˆ = s2 or s4 for v
(2) = 1
(10)
where yˆ is the estimate of y in the demodulation of v(2).
By using a conventional decoding method, one can obtain
recovered info-bits denoted as Cˆ(2).
Secondly, once Cˆ(2) has been obtained, the receiver recon-
structs all code-bits of V (2) by using (5) and finds each value
of βˆ in table I.
Then, the demodulation of x1 can be done by
y1 = Γ−βˆy = Γ−βˆΓβx1 + n
′ (11)
where y1 is the recovered signal for demodulation of the inner
BPSK, βˆ is the estimate of the rotation angle related to the
reconstructed bit value v(2).
Then, one can use a decoding method and recover the info-
bits carried by x1 denoted as Cˆ
(1).
We note that the symbol energy Es is used for the demod-
ulation of v(2) one time and is reused for v(1) another time.
3While the SNRs with the two demodulations are the same
because the rotation operator does not change the amplitude
of the signal and the variance of the noise as well.
III. BEYOND THE CHANNEL CAPACITY
In this section, we show the advantage of this approach
for achieving higher ABR beyond that of BPSK input by the
theoretical analysis and the simulations as well.
A. Theoretical Analysis
In the proposed method, the parallel transmission of x1 and
x2 are encoded independent of each other. The signal separa-
tion at the receiver is equivalent to tunnel two parallel channels
to transmit the two signals separately. Thus, the overall ABR
should be a problem of the summation accordingly.
As has been known, the concept of ABR is built upon
maximum transmission bit rate, of which the BER should be
infinitely small. In comparison with the conventional coded
modulations, the inner BPSK signals x1 requires error free
of βˆ for approaching to the channel capacity BPSK. Thanks
for Shannon theory of the channel coding that promises
the existence of the channel codes to minimize the error
probability of C(2) to infinitely small. Consequently, the error
probability of vˆ(2) can also be infinitely small because it relates
to the info-bit in linear manner, so does βˆ.
Thus, we can analyze the ABR of the inner BPSK signal x1
with assumption of βˆ = β in (11). The demodulation equation
can be resolved into the following two
y1 = x1 + nI for βˆ = 0
y1 = x1 + nQ for βˆ = pi/2
(12)
in forms of two scalar equations, where x1 ∈ {−
√
Es,
√
Es},
nI and nQ are the two noise components perpendicular to y-
and x axis, respectively.
It can be found that (12) is essentially the same as that
of conventional BPSK with the same symbol energy and the
same noise term of nI or nQ, which are statistically same with
variance of σ2I = σ
2
Q = σ
2
N/2. Thus, it is found that ABR
pertaining to x1 can be the same as the channel capacity of
BPSK input.
Consequently, we can find that the ABR from transmission
of x2 brings an extra ABR to the proposed method for beyond
the capacity of BPSK. The gain can be estimated based on the
squared Euclidean distance and the noise term with respect to
that of the inner BPSK. The squared distance of the out-layer
signal is found at 2Es and the noise term is σ
2
N , while those
of the inner BPSK signal are 4Es and σ
2
N/2. For having same
bit-energy to noise ratio, the code rate with x2 can estimated
by
R1/R2 >
8Es/σ
2
N
2Es/σ2N
= 4 (13)
or
R2 < R1/4 (14)
Thus, the additional ABR from x2 can be roughly at 1/4 of
the x1. Considering that the BER performance of x2 should
be much better than that of x1 for preventing its error effects
in (11), the code rate of x2 can be fewer than 1/8.
The practical design will be studied by the simulations next.
B. Simulation Result
In this subsection, the system simulations are performed,
exactly along the procedures of section II, for showing the
spectral efficiency gain of the proposed method with following
specifications.
The targeted spectral efficiency of the simulation can be set
at
η = R1 +R2 (15)
where η is the spectral efficiency of the proposed method, R1
is the code rate used to x1 and R2 to x2.
By an appropriate selection of R1 and R2, and minimization
of the BER to 10−8, the spectral efficiency η in (15) is
regarded as the ABR of this approach. Aiming at the BPSK
modulation, we use R1 = 1/2 to the channel code of x1
and moderate code rate R2 for the use to x2 as explained
in appendix. It is found R2 is a gain factor of this approach.
For examining the performance, we use the bit-energy ratio
to noise as the measurement. Since the simulations are taken
with ratio of symbol energy to the noise term, i.e., Es/N0, we
need to make the conversion of
Eb/N0 = Es/N0 − 10log10(η) (16)
to bit-energy to noise ratio, where Eb is the bit-energy and
N0 is the corresponding noise term. It is noted that the gain
factor R2 can contribute to Eb/N0 as shown in (16).
Before performing the system simulation, we address the
following the problem of the error effect from βˆ to the
demodulation of x1.
A key to minimize the error rate of βˆ is to reduce the error
probability of the info-bits of C(2). For a given SNR, using the
channel code having smaller code rate to x2 can be an effective
method. By such, the error rate of vˆ(2) or βˆ can be significantly
minimized accordingly. However, reducing R2 can withdraw
its ABR contributions from x2 to the total spectral efficiency
as shown in (15). Thus, a trade-off must be made.
By doing the extensive simulations with the reference of
the analysis on Euclidean space in the last subsection, we use
one LDPC of code rate R2 = 1/12 to x2 and another LDPC
of R1 = 1/2 to x1 in the simulations. The relevant issues are
provided in the appendix.
To be specified, we use the Matlab 2019a to perform the
simulations, where the LDPC ( DVB-S.2) of code rate R1 =
1/2 with 64800 code-bits and the constructed LDPC of code
rate R2 = 1/12 are used to x1 and x2, respectively. The belief-
passing algorithms are used for 50 iterations. The results of
BER performance are plotted as shown in Fig. 3, where we can
find that bit-energy to noise ratio of 0.27 dB can reduce the
BER to 10−8. The gap between the simulation result and the
channel capacity of BPSK at 0.5 bits/s/Hz is found at 0.08dB.
In comparison with the conventional BPSK using the same
LDPC, a significant gain of 0.67dB gain is found.
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Fig. 4. The spectral efficiency gain.
Moreover, considering the gain from R2 in (15), i.e., at
spectral efficiency of 1/2 + 1/12 ≈ 0.58 bits/s/Hz, we find
0.32 dB gain over the mutual information of BPSK input as
shown in Fig. 4, where the vertical axis indicates the bits/s/Hz
and horizontal axis the bit-energy to noise ratio.
Besides, we provide the simulation results of BPSK modu-
lation using LDPC DVB-S.2 in Fig. 4 as reference for showing
the gain as well.
Finally, in the recovery of βˆ, we use the results of vˆ(2)
directly instead of using (5) in all simulations of this paper
for saving computing power of this research.
IV. CONCLUSION
In this paper, we proposed a parallel transmission method,
wherein the DMM is created for separating the parallel trans-
mission signals for increasing the spectral efficiency. Both
the theoretical analysis and the simulation results show the
significant gain over the Shannon channel capacity of BPSK
input.
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APPENDIX
This appendix explains the code construction of LPDC
with code rate 1/12 and examines error effect of βˆ to the
transmission of x1 at the BER performance.
At first, we select LDPC (DVB-S.2) of code rate 1/3 and
repeat each code-bit for 4 times to construct the code rate
R2 = 1/12.
Secondly, we perform the simulation for showing the error
effect of x2 to demodulation of x1 by 50 iterations. The results
are shown in Fig. A, where the blue curve indicates the BER
of x2, the violet curve the BER unaffected by errors from x2,
i.e. error free of vˆ(2) or βˆ, and the yellow curve the BER
affected by errors of x1. we can found that the difference
between the affected- and unaffected BER is insignificant at
BER of 10−8 when code rate of 1/12 is used to x2. This
means the transmission of signal x2 does not affect signal x1
for approaching is channel limit in the simulations.
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Fig. A. The BER performance with error effects from x2.
