Understanding urban rail travel for improved patronage forecasting - Final report by Zheng, Zuduo et al.
  
CRC for Rail Innovation  December 2013 Page i 
Understanding Urban Rail 
Travel for Improved 
Patronage Forecasting – 
Final Report 
 
Understanding Urban Rail Travel for Improved Patronage Forecasting  
 
CRC for Rail Innovation  July 2013 Page ii 
DOCUMENT CONTROL SHEET 
 
 
CRC for Rail Innovation 
Old Central Station, 290 Ann St 
Brisbane  Qld  4000 
 
GPO Box 1422 
Brisbane  Qld  4001 
 
Tel: +61 7 3221 2536 
Fax: +61 7 3235 2987 
 
 
www.railcrc.net.au 
Document:  
Title: Understanding Urban Rail Travel for Improved Patronage Forecasting 
– Final Report 
 
Project Leader: Associate Professor Keith Sloan 
 
Authors: Zuduo Zheng, Albert Wijeweera, Keith Sloan, Simon Washington, 
Paul Hyland, Hong To, Michael Charles, Melissa Webb, Frank Primerano, 
Andrew Molloy, Louise Howells, Yulin Liu, Heidi Clarris and Nicholas Holyoak 
 
Project No.: R1.130 
 
Project Name: Understanding Urban Rail Travel for Improved Patronage 
Forecasting 
 
Synopsis: Improved forecasting of urban rail patronage is essential for effective policy development and 
efficient planning for new rail infrastructure. Past modelling and forecasting of urban rail patronage has been 
based on legacy modelling approaches and often conducted at the general level of public transport demand, 
rather than being specific to urban rail. This project canvassed current Australian practice and international 
best practice to develop and estimate time series and cross-sectional models of rail patronage for Australian 
mainland state capital cities. This involved the implementation of a large online survey of rail riders and non-
riders for each of the state capital cities, thereby resulting in a comprehensive database of respondent socio-
economic profiles, travel experience, attitudes to rail and other modes of travel, together with stated 
preference responses to a wide range of urban travel scenarios. 
Estimation of the models provided a demonstration of their ability to provide information on the major 
influences on the urban rail travel decision. Rail fares, congestion and rail service supply all have a strong 
influence on rail patronage, while a number of less significant factors such as fuel price and access to a motor 
vehicle are also influential. Of note, too, is the relative homogeneity of rail user profiles across the state 
capitals. Rail users tended to have higher incomes and education levels. They are also younger and more likely 
to be in full-time employment than non-rail users. 
The project analysis reported here represents only a small proportion of what could be accomplished utilising 
the survey database. More comprehensive investigation was beyond the scope of the project and has been left 
for future work. 
 
REVISION/CHECKING HISTORY 
 
REVISION 
NUMBER 
DATE ACADEMIC REVIEW  
(PROGRAM LEADER) 
INDUSTRY REVIEW  
(PROJECT CHAIR) 
APPROVAL 
(RESEARCH DIRECTOR) 
0 3 April 2014 Michael Charles Melissa Webb Chris Gourlay 
 
DISTRIBUTION 
 
 
DESTINATION 
REVISION 
0 
 
1 
 
2 
 
3 
 
4 
 
5 
 
6 
 
7 
 
8 
 
9 
 
10 
 
Industry 
Participant for 
Review 
x           
 
Understanding Urban Rail Travel for Improved Patronage Forecasting  
 
CRC for Rail Innovation  July 2013 Page iii 
Established and supported under the Australian Government’s Cooperative Research Centres Programme 
 
Copyright © 2013 
 
This work is copyright. Apart from any use permitted under the Copyright Act 1968, no part may be reproduced by 
any process, nor may any other exclusive right be exercised, without the permission of Southern Cross University. 
Understanding Urban Rail Travel for Improved Patronage Forecasting  
 
CRC for Rail Innovation  July 2013 Page iv 
 
Table of Contents 
 
Executive Summary .......................................................................................................................................................... vi 
List of Tables and Figures ................................................................................................................................................ vii 
Abbreviations and Acronyms ..............................................................................................................................................   
Introduction ...................................................................................................................................................................... 1 
1. Outline of the research project ................................................................................................................................. 3 
1.1. Background ....................................................................................................................................................... 3 
1.2. Research approach ............................................................................................................................................ 3 
1.3. Conclusion ......................................................................................................................................................... 6 
2. A Time Series Investigation of Factors Influencing Rail Patronage in Major Australian Cities ................................. 7 
2.1. Introduction ...................................................................................................................................................... 7 
2.2. The model employed ........................................................................................................................................ 7 
2.2.1. Discussion of long-run results ................................................................................................................. 10 
2.3. Short-run analysis ........................................................................................................................................... 12 
2.3.1. Discussion of short-run results ............................................................................................................... 14 
2.4. Conclusions and suggestions for future analysis ............................................................................................ 17 
2.4.1. Response to fare changes ....................................................................................................................... 17 
2.4.2. Population impact ................................................................................................................................... 17 
2.4.3. Travel mode substitution ........................................................................................................................ 17 
2.4.4. Community income levels ....................................................................................................................... 18 
2.4.5. Rail safety and service quality ................................................................................................................. 18 
3. A Cross-sectional Investigation of Factors Influencing Rail Patronage in Major Australian Cities ......................... 19 
3.1. Survey design .................................................................................................................................................. 19 
3.1.1. Overview ................................................................................................................................................. 19 
3.1.2. Pilot surveys ............................................................................................................................................ 20 
3.2. The final survey ............................................................................................................................................... 24 
3.2.1. Descriptive analysis ................................................................................................................................. 24 
3.2.2. Overall Respondents’ Profile ................................................................................................................... 25 
3.2.3. Scenario Development ............................................................................................................................ 30 
3.2.4. Mode choice modelling ........................................................................................................................... 32 
3.3. Conclusions and suggestions for future analysis ............................................................................................ 37 
4. Synthesis and implications ...................................................................................................................................... 39 
4.1. Modelling and analysis of factors which influence decisions to make urban trips by rail ............................. 39 
4.2. Data collection and model specifications ....................................................................................................... 39 
Understanding Urban Rail Travel for Improved Patronage Forecasting  
 
CRC for Rail Innovation  July 2013 Page v 
4.2.1. The time series model ............................................................................................................................. 39 
4.2.2. The cross-sectional model ...................................................................................................................... 39 
4.3. Joint estimation results ................................................................................................................................... 40 
4.3.1. Fares ........................................................................................................................................................ 40 
4.3.2. Vehicle costs ............................................................................................................................................ 40 
4.3.3. Income levels .......................................................................................................................................... 40 
4.3.4. Service levels and availability .................................................................................................................. 40 
4.4. Concluding Comments .................................................................................................................................... 41 
References ...................................................................................................................................................................... 42 
Appendix A:  A brief review of time series studies in urban rail ..................................................................................... 46 
Appendix B: The final survey ........................................................................................................................................... 49 
Appendix C: Survey respondent profiles by city ............................................................................................................. 65 
Appendix D:  Stated Preference modelling outputs for other cities ............................................................................... 75 
Appendix E:  Collected survey samples ........................................................................................................................... 79 
Understanding Urban Rail Travel for Improved Patronage Forecasting  
 
CRC for Rail Innovation  July 2013 Page vi 
 
Executive Summary 
 
Improved patronage forecasting for urban rail is crucial to the contemporary management of urban rail systems, for 
developing policy, and for planning new infrastructure. In order to improve patronage forecasting we need a better 
understanding of the factors that most influence urban rail trip making decisions. In recent years, forecasting of 
urban rail patronage has been fraught, partly because of alleged inadequacies in some of the forecasting models and 
approaches that have been utilised. Forecasting and estimation have also been fragmented nationally, with little in 
the way of nation-wide analysis. 
 
This project addressed the task of contributing to a better understanding of the factors that impact urban rail travel 
decisions in three ways:  
1. By undertaking a wide-ranging review of existing studies and research into these factors, as a prelude to: 
2. Developing contemporary explanatory time series and stated preference choice models focusing on rail 
patronage and estimating these for the mainland state capital cities; and 
3. Developing a large national database of individual attitudes to urban rail and other modes of transport, 
recent travel experiences, travel mode preferences in response to different travel scenarios, and socio-
economic attributes. 
 
Both modelling approaches undertaken in this report represent significant departures from models traditionally 
relied on in the sector; in particular, the four stage-based models which work from a sequential trip generation and 
hierarchical mode choice premise of trip decision making. The scenario modelling approach used in the stated 
preference analysis allows all-in-one multi-dimensioned trip making decisions to be presented to respondents and 
their preferences to be explored in a derived choice model. Different travel preference patterns can also be readily 
related to specific sample socio-economic sub-groups and respondent characteristics with this modelling approach. 
Similarly, there is little precedent in Australia for the application of time series modelling to the analysis of rail trip 
making behaviour.  
 
The time series and cross-section empirical analysis jointly indicated that there were greater similarities than 
differences across the mainland state capital cities with respect to factors influencing rail patronage. From the 
empirical analysis, we were able to determine that significant influential patronage factors include: rail fares, 
congestion, individual income, employment, and education attributes, fuel prices, rail service supply and quality 
attributes. In addition, we could discern the differential impact and importance of a number of these factors.  
 
The time series analysis reported here was constrained by data availability, with some variables not available post 
2008. As more data becomes available, particularly from the 2011 Census and more recent ABS Household Income 
and Expenditure surveys, more meaningful results should flow from future time series studies. 
 
Importantly the stated preference analysis yielded results that indicated different elasticities or sensitivities of rail 
travel decisions to influential variables from those reported in much of the general public transport literature, 
(including significant differences between influences on bus and train travel). These differing results have important 
implications for the development of public rail policy and infrastructure and merit deeper investigation. Further 
analysis of the data set should also yield a finer-grained understanding of how these factors variously affect the 
decisions of different socio-economic groups. The modelling and analysis exercise undertaken in this project can be 
seen as a case study of how state-of-the-art empirical models can increase our understanding of urban rail travel 
decisions and patronage determinants. The models utilised may well serve as a benchmark for further studies 
investigating urban rail patronage. Furthermore, the survey database constructed for this project is a valuable 
resource that will facilitate further research in this important area.
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Introduction 
 
Development of a better understanding of the main influences and drivers of urban rail travel is a pre-requisite for 
more accurate forecasting of changes in urban rail patronage. The post-Second World War era secular decline in 
urban rail patronage seemed to be irreversibly established in all of the Australian mainland state capital cities, only 
to be significantly and unexpectedly reversed in the latter half of the first decade of the twenty-first century. This 
unexpected upturn in patronage caught rail planners and managers off-guard and soon led to the overcrowding of 
many rail services, particularly during the morning and evening peak. Long-accepted and established patronage 
forecasting approaches and practices were soon regarded as insufficient for the task. In particular, they exhibited an 
incomplete understanding and representation of the factors underpinning urban rail travel decisions. Furthermore, 
the bulk of prior and current research conducted in this area in Australia has focussed on factors influencing urban 
public transport patronage in general, rather than urban rail transport in particular. This more general focus in the 
research is a shortcoming with respect to informing urban rail policy decision making. An underlying belief that the 
different modes of urban public transport, and rail in particular, provide services that have significantly different 
attributes, and that these different attributes impact significantly on trip-making decisions, was one of the catalysts 
for this research project. 
 
This study seeks to contribute towards a better understanding of the main determinants and influences on urban rail 
travel. The report builds largely on two previous CRC for Rail Innovation studies: a literature review of urban rail trip-
generating factors and a review and analysis of the determinants and management of urban rail demand. This 
study’s approach was to undertake an extensive review of the literature to underpin and guide the research to be 
undertaken in the latter stages of the project. Following the literature review and feedback from the project steering 
committee, the research’s focus was refined and its scope further defined so as to concentrate less on model 
development and more on an understanding and elaboration of the drivers and influences on urban rail travel 
decisions. It was further decided to take a dual approach to discovering more about the major influences on urban 
travel. This would involve both a time series analysis and a cross-section survey of rail and non-rail users. The 
combined results from these studies provide a basis for collaboration or cross-checking of the individual study 
analytical results. “Urban rail travel” is effectively defined by implication and practice in this study. For the cross 
section analysis, urban rail travel was effectively defined by the data classifications of the rail authority or 
corporation in each metropolitan city; the cross-section study was restricted to sampling metropolitan area residents 
and asking them about their latest “train” (or non-train) trip from home, thus again effectively self-defining “urban 
rail travel” in terms of train trips taken by metropolitan city dwellers. It is recognised that this more general 
conceptual approach to defining urban rail travel by implication rather than explicitly may have led to a small degree 
of erroneous capture of information on non-urban trips in our survey; however, the data gathered on aspects of the 
trip such as total trip time and trip purpose provide confidence that little leakage of the type described was 
experienced. Given the country-wide nature of the study we did not seek to specifically identify and examine use of 
light rail versus heavy rail or related distinctions. 
 
Methodologies adopted for both the time series analysis and survey reflect advances on past studies in a number of 
ways. In most respects, the study represents a first-time Australia-wide analysis of influential factors on urban rail 
patronage. Data assembled for the time series analysis had not previously been investigated, nor had there been 
prior time series research utilising the contemporary empirical methods employed here. The survey concomitantly 
incorporated respondent profiling and stated preference elements and was developed utilising state-of-the-art 
survey design approaches and software (Ngene). This was hosted on-line by ORU and was facilitated by a panel 
survey approach. The survey was structured to canvass a representative cross-section of the population by gender 
and age (benchmarked against ABS Census statistics). 
 
The time series analysis provides insight into the patronage influences of rail fares, supply of rail services, per capita 
incomes, population, car prices, fuel prices and rail service quality. By way of contrast, the online survey resulted in 
an extensive database incorporating socio-economic data on rail and non-rail users, together with influences on rail 
patronage of a number of attributes of both rail and non-rail travel. This included factors like fares, parking costs, 
congestion, waiting times, and accessibility. Indicative analysis of the database is provided in the results presented.  
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Exhaustive and comprehensive analysis, however, was beyond the scope of this report. The database represents a 
valuable resource and will enable a comprehensive analysis in future studies.  
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1. Outline of the research project 
 
This chapter provides the context of the project and outlines the approach taken to research the most influential 
factors for urban rail travel. 
 
1.1. Background  
 
Several major cities in Australia experienced an unexpected growth in passenger rail demand in the first decade of 
this century. For example, Melbourne experienced urban rail patronage growth of 47% between 2004/05 and 
2008/09 (Gaymer 2010), while Sydney experienced an increase of 5.1 million annual rail passenger journeys from the 
year 2001/02 to 2006/07 (Brooker & Moore 2008).  More recent data (BITRE 2013) suggest a slackening in growth 
rates, but still forecasts an increase of about a third in urban public transport demand between 2010 and 2030. 
Variability in urban public transport demand and mode share has led to heightened uncertainty about future urban 
rail demand and patronage levels. However, a general trend of increasing rail mode share of public transport is 
observable over the last 30 years (BITRE 2013). It may therefore be the case that the rail transport task also increases 
more quickly in the future than that of other modes. A further complication is that the experience both between and 
within our capital city rail networks is far from homogeneous. The aforementioned BITRE report provides an 
excellent break-down in the patterns of urban rail growth, both in the long-run and in recent periods, thereby 
obviating the need for such an analysis to be reported here.1 
 
These developments present several challenges to the state rail authorities and planning agencies. These entities 
must choose to invest in a variety of transport options, including urban rail, with limited funding resources. A further 
consideration is that planning and investment in rail infrastructure are characterised by long lead times; and 
addressing emerging deficiencies in existing capacity can be problematic. Conversely, although it is very important to 
provide adequate capacity to cater for transport demand, providing overcapacity in an urban rail network is also not 
an attractive outcome, since funds directed to this infrastructure provision or augmentation could have been better 
directed to other projects across a variety of sectors, including health, education, energy and sanitation. Hence, a 
clear understanding of the factors affecting passenger rail trip making is crucial for infrastructure planning and 
service delivery. 
 
Understanding the major influences on urban rail travel is facilitated by both trip-making theories and models. These 
were comprehensively reviewed in the CRC for Rail Innovation project report entitled Urban Rail Trip Generating 
Factors: Towards a Better Understanding (CRC for Rail Innovation, 2010). While this literature review was extended 
for the current study, the literature review component of this report is intentionally minimalist. The focus here is: (i) 
showing the basis in the literature for the research approach taken and (ii) to compare, where possible, our 
analytical results with those of previous studies. 
 
1.2. Research approach 
 
Among the existing models used to analyse transport demand, the sequential four-step model comprising (i) trip 
generation, (ii) trip distribution, (iii) modal choice, and (iv) route assignment remains the most widely used in the 
industry (Goulias et al. 1990; Wardman 1997). This kind of trip generation model was first used in the United States 
in the 1950s. Other countries subsequently adopted it as the principal tool for urban transport planning, especially in 
an era of burgeoning private vehicle use driven by inexpensive automobiles, low access pricing, and cheap fuel 
(Mees 2000). The model has proven somewhat deficient, however, with respect to predicting the urban rail demand 
levels experienced in Australian capital cities in recent years. Despite established shortcomings, the staged approach 
underlying the traditional four-step model is, to some extent, reflected in the current BITRE approach to modelling 
and forecasting public transport use in Australia’s capital cities (BITRE, 2013). In their approach, BITRE researchers 
                                                          
1
  The 2013 BITRE report provides an excellent break-down in the patterns of urban rail growth, both in the long-run and in 
recent periods. This obviates the need for such an analysis to be reported here. 
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follow a process of first estimating the total urban transport task and then estimating the public transport share of 
that task. Specific public transport mode shares (i.e. heavy rail, bus, tram and ferry) are then inferred from the public 
transport share, based on historical trend and other influences. Once, for example, the rail mode share is estimated, 
forecasts of rail task can be made based on forecasts of the public transport task. An alternative approach taken in 
this report is to model and estimate the demand for urban rail travel directly and to evaluate the influences of 
various factors on urban rail travel decisions. Insights gained from our approach can then be used for comparison 
and in concert with results from other studies so as to better inform urban rail policy and decisions. 
Like the BITRE modelling, this research has in part utilised time series modelling. A time series is a collection of 
observations of well-defined data items obtained through repeated measurements over time, i.e., weekly values, 
monthly values, quarterly values, yearly values, etc. For example, the collection of value of retail sales each month of 
the year would comprise a time series. Data collected irregularly or only once are not a time series. The usage of 
time series models is twofold: (i) obtaining an understanding of the underlying forces and structure that produced 
the observed data, and (ii) fitting a model and proceeding to forecasting and then monitoring. A time series study 
analyses historical data to observe what has happened in the past when variables change. This can be used with 
profit to gain inferences about the interrelationships between these variables. In other words, time series analysis 
seeks to identify patterns in relationships between the variables in a time series data set, with the intention of 
explaining past behaviour and forecasting future values of the variables of interest. 
 
Time series studies allow more robust statistics, can better determine changes in behaviours, and can detect 
behaviour trends over time because the research analyses responses to the same questions from the same 
respondents at a different point in time (Spitz et al. 2006). In studying travel behaviour, time series data can yield 
insights into lagged adjustments in behaviour, time trends, and asymmetries between the effects of improvements 
and deterioration in travel attributes. These attributes of time series analysis confirmed its applicability to the 
current study. The model adopted in this study seeks to explain train passenger boardings in terms of the demand 
influences of rail fares, per capita income levels, fuel prices, city population, rail fatalities (as a proxy for safety– a 
dimension of the service quality of urban rail) and vehicle prices, together with the supply influence of number of 
kilometres run. 
 
Time series models are usually aggregated in nature and do not explicitly incorporate all theoretically relevant 
explanatory variables. For example, the explicit treatment of service quality factors could only be incorporated into 
the time series analysis of understanding passenger rail travel behaviour to a very limited extent, apparently owing 
to data unavailability in the estimation (Pendyala et al. 2000; Mitchell 2010). Early passenger rail demand models in 
the United States (Quandt & Baumol 1966) and Great Britain (Tyler & Hassard 1973; White & Williams 1976) tended 
to be cross-sectional in nature owing to the absence of sufficiently long and reliable time series data (Wardman et al. 
2007). Furthermore, time series analysis encounters some specific limitations that may be addressed with cross-
sectional modelling and analysis, and specifically where time-series models run into data problems. In particular, 
there is relatively little time series literature examining the effects of urban form, patterns of land use and the socio-
economic and demographic attributes of the population on future passenger rail demand.  
 
The previously referred to CRC for Rail Innovation study on Urban Rail Trip Generating Factors (CRC for Rail 
Innovation, 2010) identified three categories of such factors: (i) internal or individual level, (ii) external and 
behavioural, and (iii) psychological (choice) factors. These factors may impact directly on the potential rail trip or on 
alternatives to the rail trip (affecting their relative attractiveness). 
 
Internal factors include:  
 the nature or purpose of the trip, including commuting to work, education, shopping, leisure or personal 
business 
 distance of and time taken for the total ‘door-to-door’ trip 
 cost of the trip, including fares, parking, fuel and vehicle operating costs, and tolls 
 transport service levels and quality, including reliability, comfort, convenience and safety 
 availability of alternative travel modes. 
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External factors include: 
 socioeconomic characteristics, including income, population, age, gender, ethnicity, employment and car 
ownership 
 urban form attributes, including settlement patterns and densities 
 land-use patterns, including residential dispersion and the location of employment and service centres and 
transport networks 
 Government policies encouraging or discouraging certain transport modes. These cover a wide range of 
areas, including provision of infrastructure (eg. parking at train stations), car import taxes, registration and 
licence fees, vehicle CBD access charges, and parking restrictions and charges  
 image and social attitudes towards public transport 
 physical attributes of the rail system, including system capacities, station and rail car attributes of 
cleanliness, comfort and accessibility, and form, friendliness and flexibility of ticketing systems 
 planning and integrated network design of transport modes. 
 
Behavioural and psychological (choice) factors include: 
 mental or cognitive maps explained as internal representations of experienced environments. These mental 
maps incorporate both spatial relationships and non-spatial attributes that impact on perceptions of the 
built environment and on how one might travel between given locations 
 habits and norms, including but extending beyond entrenched travel habits 
 lifestyle, preferences and attitudes, including world views, value systems and environmental attitudes 
 sense of community and place attachment, which may impact on willingness to travel away from known and 
home environments, or preferred ways of travelling to and from these environments 
 network and mobility biographies, including the form and geographical dispersion of social networks to 
which an individual belongs. 
 
The time series model developed in this project seeks to explain train passenger boardings in terms of the demand 
influences of rail fares, per capita income levels, fuel prices, city population, rail fatalities and vehicle prices together 
with the supply influence of number of kilometres run. An attempt was also made to estimate the model with the 
inclusion of a car ownership variable, but the results were unsatisfactory, possibly owing to the limited number of 
years for which data on car ownership was available (which impacted on the power of the analysis). The included 
variable set is similar to that employed in a number of past studies (see Appendix A). The time series analysis 
approach and results are detailed in Chapter 2. Many of the identified influential factors are usually ignored in the 
time series analysis of passenger rail demand, or are not amenable to time series analysis. Since there is a 
considerable cross-sectional variation in these variables, cross-sectional models offer opportunities for achieving a 
better understanding of their effects. 
 
Given the above-mentioned limitations of time series analysis and insights to be gained through cross-sectional 
models, we also undertook a comprehensive cross sectional study of both rail and non-rail users. As mentioned 
above, the study was implemented via a structured online survey utilising a respondent panel approach. The survey 
instrument collected data on both respondent socioeconomic attributes and responses to travel choice scenarios, 
thereby enabling both respondent profiling and stated preference analysis to be conducted. As outlined in detail in 
Chapter 3, the cross-sectional research attempted to explore the influence of most of the internal and external 
factors identified. Yet limitations of the approach, scope and the viable length of the survey instrument precluded 
examination of most behavioural and psychological factors, together with the external factors of urban form 
attributes, land-use patterns, government policies and some aspects of the planning and design of transport 
networks. 
 
Logistical, budgetary and sampling integrity considerations led to the adoption of an online panel based survey 
implementation. Online surveys have been utilised in academic research for well over twenty years, and increasingly 
so in transport research. By way of example, Cantwell et al. (2009) used an online survey (and a stated preference 
approach) to appraise the factors that impact on public transport commuting satisfaction in Dublin. In explaining 
their adoption of an online survey approach they cite Witt (1998) on the advantages of online surveys in terms of 
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“their ability to collect large amounts of data without interviews, to process results without data entry, and 
elimination of stationery and postage costs” (2009, page 5). They also point to an inherent bias of web-based surveys 
given that not everyone has access to the internet. In the current study, we judged that this was not of significant 
concern given the high level of web accessibility in Australia. A widely cited article by Wright (2005) reviews other 
advantages and disadvantages of online surveys including other cost and time advantages and the ability to reach 
target populations not readily accessible by traditional means. Disadvantages mentioned include the potential for 
sampling biases which may arise from a variety of sources beyond that of internet access. These include potential 
lack of knowledge of or the ability to verify respondent attributes, generally low response rates and non-response 
bias. Whilst the sources of these biases cannot be completely eliminated we are confident that the approach taken 
by ORU in recruiting their respondent panels so as to ensure representative sampling2 operates to substantially 
reduce these potential biases. We are confident that the sampling methodology adopted at least matches traditional 
methods in providing a representative sample of the population. 
 
Stated preference approaches to eliciting people’s sensitivity to and valuation of changes in specified variables and 
services have a long history in environmental economics, and in transport studies. There has been a lot of debate in 
the academic literature regarding the ability of the stated preference approach to gain reliable indications of 
individual valuations, given the hypothetical scenarios and related valuation questions inherent in the approach. 
After more than thirty years of implementation and refinement, there is widespread acceptance of the approach, in 
addition to well-developed methodologies to counter bias in its application. Australians David Henscher and Jordan 
Louviere have been particularly instrumental in developing and refining the method. Together with Jofre Swait, they 
published a comprehensive guide to the methodology (Louviere et al. 2000). This research has substantially 
underpinned application and development of the approach. In developing the survey instrument and analytical 
approach for this study, over forty Australian and international studies in the field were reviewed, thereby helping to 
ensure the integrity and validity of the approach taken.  
 
1.3. Conclusion 
 
This chapter has outlined the context for the current project and the rationale for the approach taken by the 
research. Chapter Two describes the time series research basis, the model developed for the project and its analysis, 
as well as providing and discussing the results from this research component. Chapter Three describes the approach 
taken in developing the online survey and its components, the implementation of the survey, and provides the 
results from both socioeconomic profiles of the respondents and the demonstrative stated preference model. 
Chapter Four synthesises the core results from both the time series and stated preference modelling and analysis. It 
also provides some policy implications from the project outcomes and further opportunities for analysis of the data 
obtained. 
 
 
 
 
 
 
 
  
                                                          
2
 The ORU structures its panels to be representative of the Australian population as defined by the Australian Bureau of Statistics 
and holds ISO 20252 and ISO 26362 certification. 
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2. A Time Series Investigation of Factors Influencing Rail Patronage in Major Australian 
Cities 
 
2.1. Introduction 
 
This report utilises modern time series techniques to estimate a passenger rail patronage function and to analyse the 
determinants of passenger rail demand in four major Australian cities: Melbourne, Sydney, Perth and Adelaide. 
Although patronage of urban rail in Brisbane is also significant, we do not include an analysis of passenger rail 
patronage in the case of Brisbane owing to the absence of sufficiently long and reliable time-series data. During the 
course of the project, some of the results and discussion of the time series analysis for Perth were published in the 
journal, Applied Econometrics and International Development (Wijeweera and Charles 2013a) and for Melbourne in 
the journal Economic Analysis & Policy (Wijeweera and Charles 2013b). This chapter draws on material contained in 
those papers. 
 
The time series literature on passenger rail demand is not new, although the approach has not been widely used in 
Australian studies. To our knowledge, there are only three time series studies based on Australian data, and these 
have been confined to the two largest cities: Sydney and Melbourne. These are discussed in Appendix A. 
 
The disadvantage of time series analysis of passenger rail patronage is the absence of sufficiently long and reliable 
time series rail service quality data. Therefore, only a remote proxy for passenger perception of the rail service could 
be employed in this study. Indeed, FATALITIES, which is the number of accidental deaths relating to the Australian 
rail sector, is used as a proxy for the safety indicator, despite some misgivings about its ability to represent the 
service quality dimension of urban rail. Likewise, research in the area indicates that household car ownership is an 
important influential factor on car ownership. Yet again, the data time series on this variable proved inadequate for 
inclusion in our modelling, although we were able to include related variables of fuel cost and a vehicle cost index 
(Wijeweera and Charles 2013a). 
 
This chapter is divided into four main parts. Section 2.2 considers data definitions, data sources and the 
methodology. Section 2.3 examines the short-run and long-run passenger rail elasticities obtained from the 
estimation. The chapter concludes with some brief remarks in Section 2.4. 
 
2.2. The model employed 
 
Several sources provided the data required for the model estimation and analysis. Boarding and revenue data were 
collected from state rail and transport authorities by the researchers as part of this project, while population and 
fuel price index data were obtained from the Australian Bureau of Statistics website. The remaining data on per 
capita income and vehicle costs were sourced from BITRE. We did not have a balanced data set for the selected cities 
as a result of the unavailability of certain data for some cities. The data set used in the estimation was: 1991-2010 
for Adelaide; 1991-2011 for Sydney; 1983-2008 for Perth; and 1979-2008 for Melbourne. 
  
This report uses the co-integration method to estimate passenger the rail demand function in the selected four 
cities. There are two main co-integration methods in the modern time series literature: (i) single equation methods, 
and (ii)  system based methods. As explained in the appended literature review, a passenger rail demand model can 
appropriately be estimated by a single equation method because price can be regarded as an exogenous rather than 
an endogenous variable. The most popular among the single equation models is the two-step procedure proposed 
by Engle and Granger (1987), which we follow here. 
 
The Engle and Granger method concentrates on variables that are integrated of order one. Hence, the first step of 
the method is to check for unit roots in each data series before estimating the model. If a unit root exists in levels 
but not in the first differences, that particular series is considered non-stationary and is integrated of order one, I(1). 
Non-stationary data may lead to spurious results; hence, the data either needs to be transformed or tested further 
for a possible co-integration relationship. If the variables are co-integrated, the model can be estimated in levels, 
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with statistical inferences based on these results. There are several unit root tests available, such as the Augmented 
Dickey Fuller (ADF) Test, the Philips Perron (PP) test, and the Kwiatkowski-Philips-Schmidt-Shin (KPSS) test 
(Wijeweera and Charles 2013a). The results of our application of these tests suggested that all seven variables are 
non-stationary in levels, but stationary in first differences. This result implies that a co-integration approach is 
suitable for estimating the passenger rail demand.  
 
The Engle and Granger co-integration method (1987) consists of two main steps. First, estimate the best possible 
linear model for the passenger rail demand model and, second, test the residuals of the estimated model for 
possible unit roots. If the residuals are non-stationary, the variables are regarded as co-integrated and the results 
can therefore be used for the purposes of analysis (Wijeweera and Charles 2013a). As per the literature (e.g. Jones & 
Nichols 1983; Chen 2007), it is assumed that the functional form given in equation (1) appropriately represents the 
relationship between the passenger rail demand (Y) and its determinants (Xi). 
 
tneXXXY tnttt
 1210 ....
21
     (1)
 
 
Many studies have used this non-linear specification but have converted it into a linear in parameters form using a 
double-log transformation. The linear in parameters form is given in equation (2). A clear advantage of model (2) is 
that the estimated coefficients can directly be interpreted as elasticities (Wijeweera and Charles 2013a). 
 
tntnttt XXXY   log...loglogloglog 22110   (2) 
 
In this particular case, Y is the number of boarding passengers at time t. There are six explanatory (X) variables. The 
rail FARE is the control variable for the price in the demand function. A seemingly appropriate variable for fare is the 
ticket price, but this turns out to be a very complex variable. There are many different ticket groups, and there are 
serious complications with respect to aggregating them into one value. Jones and Nichols (1983) used revenue per 
kilometre run as the fare variable. Here, we use the same variable (revenue per kilometre run), with FARE being the 
label applied to it in the model. The coefficient of FARE is the own-price elasticity and is expected to be negative as 
per the law of demand (Wijeweera and Charles 2013a). 
 
The second explanatory variable is per capita income (PCI). This is used to control for the income variable of the 
patronage function. If it is assumed that the passenger rail service is a normal good, we should have a positive 
coefficient. The coefficient of PCI is the income elasticity of the rail demand function. Australian per capita income is 
used as a proxy for the per capita income of the selected cities (Wijeweera and Charles 2013a). 
 
The third variable is the fuel price index over the period being studied (FUEL), which is a control variable for the 
prices of other goods of the demand function. Car travel, in most cases, represents a substitute mode for rail. This 
means that, as the price of petrol increases, the demand for rail should rise, thereby resulting in a positive coefficient 
on FUEL. The coefficient on FUEL measures the cross-price elasticity (Wijeweera and Charles 2013a). 
 
The fourth variable is city POPULATION. The higher the population, the larger the demand should be. Hence, a 
positive coefficient is expected on POPULATION. While it is possible that population and per capita income are 
related, which may lead to statistically insignificant coefficients, dropping a theoretically relevant variable is not 
recommended in the econometrics literature because it may lead to more serious statistical problems (Gujarati & 
Porter 2010), (Wijeweera and Charles 2013a). 
 
The fifth variable is the number of kilometres run annually (KMRUN). A change in the number of kilometres run may 
occur as a result of an increase in the frequency of rail services run or an increase in the number of stations served 
through expansion of the rail network. A positive relationship between the passenger rail demand and the KMRUN is 
expected. As detailed in Smart (2008), the directional relationship is particularly clear when the new stations were 
constructed and a new line serving an area that was previously not served by rail. In the current study, that was 
particularly evident in the case of Perth, with the opening of the Mandurah line. 
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The sixth explanatory variable, FATALITIES, is used to control for the passengers’ perception of rail’s overall quality. 
FATALITIES is number of accidental deaths relating to the Australian rail sector. This, admittedly, may not be the best 
variable to represent this perception, but other variables to represent service quality were not available for the 
entire sample investigated. FATALITIES is therefore only a proxy for passenger perception of the service, as per 
Litman (2010), and Wijeweera and Charles (2013a). 
 
Finally, the vehicle price index in Australia (VEHICLE) is included as a possible substitute for the other transport 
modes. A positive relationship between the VEHICLE and BOARDING is hypothesized because, as the vehicle prices 
increase, more and more people are expected to use public transportation, thereby increasing the demand for 
passenger rail service (Wijeweera and Charles 2013b). 
 
The specific model used to estimate the passenger rail demand is given in equation (3): 
 
 
)3(loglogloglog
.loglogloglog
7654
3210
tttt
tttt
eVEHICLEFATALITIESKMRUNPOPULATION
FUELPCIFAREBOARDING
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

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Results of the ADF unit root test carried out on the residuals from the above best linear equation indicated that the 
residuals series is stationary. This means that the passenger rail demand and its six explanatory variables are co-
integrated, or share a long-run equilibrium relationship. Co-integration results in the case of the four cities are given 
below. In particular, data in the ‘Coefficient’ column tell us the direction and percentage of change of passenger rail 
demand in response to a one percent change in an examined explanatory factor while data in the ‘Prob.’ column 
present the significant level of impact of an examined factor on the demand. Detailed interpretation of these results 
is provided in the next section (Section 2.2.1). 
 
Table 1: Co-integration results - Melbourne 
 
Variable Coefficient Std. Error t-Statistic Prob. 
Constant -46.6114 10.55274 -4.417 0.0002 
LFARE -0.26204 0.105031 -2.49493 0.0206 
LPCI -0.5479 0.366407 -1.49532 0.149 
LPOPULATION 4.035545 0.872299 4.626332 0.0001 
LKMRUN -0.25668 0.225068 -1.14044 0.2664 
LFUEL 0.223924 0.105356 2.125396 0.045 
LVEHICLE -0.30525 0.064522 -4.73103 0.0001 
LFATALITIES 0.00104 0.000986 1.054148 0.3033 
Adjusted R2 0.970836                            F-Statistic 138.9103          
 
Table 2: Co-integration results - Sydney 
 
Variable Coefficient Std. Error t-Statistic Prob. 
Constant -5.691164 3.99669 -1.42397 0.178 
LFARE -0.15827 0.053264 -2.97138 0.0108 
LPCI -0.38789 0.082259 -4.71552 0.0004 
LPOPULATION 1.064006 0.304133 3.498493 0.0039 
LKMRUN 1.270234 0.084637 15.00796 0 
LFUEL -0.08702 0.040034 -2.17362 0.0488 
LVEHICLE -0.13287 0.041505 -3.20132 0.0069 
LFATALITIES 0.000333 0.000215 1.550439 0.145 
Adjusted R-squared 0.972275 F-statistic 101.1946             
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Table 3: Co-integration results - Adelaide 
Variable Coefficient Std. Error t-Statistic Prob. 
Constant 25.8245 2.544299 10.14995 0 
LFARE 0.395836 0.141626 2.794928 0.0152 
LPCI -0.49314 0.22788 -2.16403 0.0497 
LPOPULATION -0.58282 0.171381 -3.40074 0.0047 
LKMRUN 0.563869 0.136629 4.126997 0.0012 
LFUEL 0.066116 0.174117 0.379725 0.7103 
LVEHICLE 0.023471 0.179483 0.130772 0.898 
LFATALITIES 0.001558 0.000635 2.453779 0.029 
Adjusted R-squared 0.732754 F-statistic 8.833911                  
  
Table 4: Co-integration results - Perth 
Variable Coefficient Std. Error t-Statistic Prob.   
Constant -8.55413 21.40275 -0.39967 0.6941 
LFARE -0.09627 0.069065 -1.39385 0.1803 
LPCI -0.36595 0.554518 -0.65995 0.5176 
LPOPULATION  1.774914 1.964999  0.903264 0.3783 
LKMRUN  0.897055 0.047863 18.74223 0.000 
LFUEL -0.00326 0.088528 -0.03681 0.971 
LVEHICLE -0.0967 0.042333 -2.28426 0.0347 
LFATALITIES 0.00019 0.001054 0.179831 0.8593 
Adjusted R-squared 0.996874  F-statistic 1139.886    
 
2.2.1. Discussion of long-run results 
 
The co-integration results suggest that the FARE exerts a negative and statistically significant effect on passenger rail 
demand in only two cities:  Sydney and Melbourne. However, fare elasticity is highly inelastic in both cities. To 
illustrate, a one percent increase in fare only decreases passenger rail demand in Sydney by about one-sixth of a per 
cent while an identical rise in fare results in about one-third of a per cent decrease in passenger rail demand in 
Melbourne. This suggests that passengers generally do not respond to fare changes in Sydney and Melbourne, and it 
is especially the case for Sydney. An important implication is that an increase in fare does not lead to a significant 
drop in boardings in these two cities. Rail authorities in Sydney and Melbourne can raise their revenue by increasing 
the fare to a certain extent; although this is may not be a politically appealing strategy. It is also important to know 
that a reduction in the fare does not necessarily lead to a higher demand in passenger rail in Sydney and Melbourne. 
The finding of an inelastic demand for passenger rail trips in Sydney and Melbourne is understandable since at 
present journey-to-work trips, along with education journeys (which are less responsive to a fare change), account 
for the most rail trips (e.g. 72% of journey-to-work trips to Sydney’s central business district). The finding is also 
generally consistent with existing studies on passenger rail demand, with the exception of Owen and Phillips (1987), 
who reported a slightly elastic (1.08) rail demand. 
 
Among other studies, Jones and Nichols (1983) found that the mean elasticity was –0.64, thereby suggesting that, on 
average, a 10 percent increase in rail fare decreases rail patronage by 6.4 percent. McGeehan (1984) confirmed the 
inelastic nature of passenger rail demand and reported that the price elasticity is –0.4, which is smaller than that put 
forward by Jones and Nichols. Doi and Allen (1986), using data from the United States, observed that the price 
elasticity is –0.245, a smaller elasticity compared to the UK studies. There are no comparable elasticities in the case 
of the Australian passenger rail industry (Wijeweera and Charles 2013b). As is clear from the results, price elasticities 
are not statistically significant for the case of Perth, although the estimate has the expected negative sign. It is 
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possibly worth pointing out that “not statistically significant” in effect means “not significantly different from zero”. 
In other words, it is an indication that over the period, studied changes in rail fares did not have an identifiable 
impact on rail patronage for Perth. This may mean that rail fares did not vary sufficiently over the period to generate 
a response in rail patronage or simply that rail patronage is inherently unresponsive to changes in fares; i.e. there is a 
very low (close to zero) price elasticity of demand. In Adelaide, although the fare elasticity is statistically significant, it 
has the unexpected positive sign. This is a very perplexing result and requires further analysis. The relationship 
between fare sensitivity and rail travel is further examined in the following chapter. 
 
As far as the other variables are concerned, the coefficient of income (PCI) has a negative sign in all cities, and is only 
statistically significant at the 5 percent level for the cases of Sydney and Adelaide. The relationship is highly 
statistically significant in Sydney, with its p-value being at almost zero. The negative impact of PCI on the passenger 
rail demand in Sydney and Adelaide implies that higher income (LPCI) apparently discourages passenger rail use.   
Higher income probably leads to higher car ownership and less use of public transportation services.  According to 
our results, 1 percent increase in nominal per capita income, decreases passenger rail usage by about one-third of a 
percent in Sydney and about one-half of a percent in Adelaide. Yet it is interesting to note that, in the case of 
Melbourne, the p-value of the coefficient is 0.149, and so the coefficient would be significant if tested at 15 percent 
level of significance instead of at the 5 percent level. Hence, there is moderate evidence to suggest that a higher 
passenger income leads to a decrease in urban rail demand in Melbourne, i.e. a one percent increase in income leads 
to an approximately 0.55 percent decrease in boardings. The analysis of survey results in the next chapter sheds 
more light on the relationship between rail travel and income levels.   
 
As expected, fuel price (FUEL) and passenger rail demand are positively related in the case of Melbourne. This could 
be attributed to the observation (see, e.g., Gaymer 2010; Odgers & Schijndel 2011) that, when the fuel price rises, 
people reduce private car usage and consequently increase their use of public transport, including the urban rail 
service if available. A one percent increase in fuel price therefore increases the passenger rail demand in Melbourne 
by 0.22 percent. But this is a relatively small response (Wijeweera and Charles 2013b). The fuel price index, by way 
of contrast, produces a negative and statistically significant coefficient in Sydney. The fuel price elasticity is neither 
statistically significant nor has the anticipated sign for Perth. In Adelaide, although fuel price exerts a positive effect 
on passenger rail demand, it is not statistically significant. This suggests that, although passenger rail and other 
modes of transport (in particular, private cars) are substitutes, they are weak substitutes and, in some cases, are 
possibly complements. It follows that fuel price may not be the dominant factor that car travellers take into 
consideration when they consider alternative modes. There are other concerns such as traffic congestion and 
parking fees at the destination point (Wijeweera and Charles 2013b). Again, the survey results outlined in the next 
chapter provides further insight into the relationships between the cost of fuel, parking costs and disutility of using 
cars (and therefore potential substitution of public transport). 
 
Like fuel price, the variable VEHICLE was also included in the model to see how substitute goods affect passenger rail 
demand. This is because car travel, in some cases, may represent a substitute mode for rail. Such a variable was 
expected to capture the substitution effect of other modes, and private vehicle usage in particular, and enable the 
cross-price elasticity to be calculated (Wijeweera and Charles 2013b). For Adelaide, a consistent result was obtained 
as per the fuel price variable, i.e. although VEHICLE exerts a positive effect on passenger rail demand it is not 
statistically significant. The coefficient of VEHICLE is statistically significant, but has the unexpected negative sign in 
the other three cities: Sydney, Melbourne, and Perth. This finding may confirm the observation that passenger rail 
and private car use are only weak substitutes and, in some cases, are possibly complements. A related observation is 
that the vehicle price index increased over the period to 1996 and declined thereafter. This possibly confounds the 
estimation of a stable elasticity value. It was decided to drop neither the fuel price nor the vehicle price variables 
because both of them are highly statistically significant in the Sydney and Melbourne estimations. Furthermore, 
dropping either of them would have negatively affected the overall performance of the model. 
 
POPULATION and passenger rail demand are positively related, as expected, with the coefficient being highly 
statistically significant for Sydney and Melbourne. So, an increase in the population should lead to a higher demand 
for passenger rail demand. Together with the price inelastic behaviour, this might ostensibly be welcome news for 
urban rail operators in these cities. The study suggests that a one percent increase in the city population leads to 
about 1.06 percent increase in the passenger rail demand in Sydney and even much higher increase in Melbourne 
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(4.04 percent). The population elasticity is the highest and second highest in magnitude (most responsive) among all 
the elasticities estimated in this analysis for Melbourne and Sydney respectively. This suggests that it may be 
advisable to invest more in rail infrastructure to meet rising passenger rail demand owing to increasing city 
population. In Adelaide, city population is a statistically significant variable, but has an unexpected negative effect on 
passenger rail demand. In the case of Perth, we find a contrasting result in that city population exerts a positive 
effect on passenger rail demand but the coefficient is not statistically significant. 
 
The number of kilometres run (KMRUN) is highly statistically significant at 1 percent level of significance in three 
cities: Sydney, Perth and Adelaide. It has the expected positive sign. This means that the higher the number of 
kilometres runs, the larger the patronage of an urban rail service. It follows that expanding the network or increasing 
service frequency could lead to an increase in passenger rail trip-making. Of interest is that KMRUN has the highest 
elasticity (most responsive) among all the other elasticities for the case of Sydney. Thus, a 1 per cent increase in 
number of kilometres run increases passenger rail patronage in Sydney by about 1.3 per cent. This suggests that, in 
order to increase rail usage in Sydney, the best thing to do is probably to increase the supply, e.g. increase service 
frequency. For Adelaide and Perth, the coefficients are 0.56 and 0.90, respectively, which indicates that rail 
patronage is still responsive to increases in rail capacity. In the case of Perth, it indicates an approximate equivalency 
between percentage change in capacity and patronage (‘build it and they will come’).  A further interpretation of this 
strong result is that rail patronage is supply constrained in these cities. If this is the case, it may explain why rail 
patronage is seen to be unresponsive to those factors including fuel and vehicle price increases that would normally 
be expected to lead to increases in rail patronage. If the possibility of travelling by rail does not exist, an increase in 
the price of ‘substitutes’ for rail travel cannot stimulate an increase in rail travel. However, and confusingly, KMRUN 
is not a statistically significant variable of the passenger rail patronage function for Melbourne. This result is very 
perplexing given the high levels of significance and expected signs of the variable for the other three cities; however, 
KMRUN did not change substantially in Melbourne over the period of analysis and this lack of variability could be an 
explanation for its lack of significance in the Melbourne model. 
 
As stated previously, the FATALITIES variable was used as a proxy for the safety indicator, despite some misgivings 
about its ability to represent the service quality dimension of urban rail. We would expect a negative coefficient for 
this variable. The estimate on the FATALITIES coefficient is not statistically significant at conventional levels of 
significance with the exception of Adelaide. However, the coefficient of FATALITIES, for the case of Adelaide, has an 
unexpected positive sign. This general lack of significance of the variable could be attributed to the fact that there is 
no safer alternative transport mode to passenger rail. Indeed, private vehicular transport, which is likely to be urban 
rail’s main competitor, has a historically poor safety record relative to the number of trips made using this mode 
(BITRE 2009). An alternative interpretation is that the FATALITIES variable simply did not serve as a good proxy for 
safety as a dimension of rail service quality. Since the coefficient is not statistically significant, inferences cannot be 
made based on the estimate. 
 
A summary of the long-run estimation results, alongside the short-run estimation results, is presented in Table 9 
below. 
 
2.3. Short-run analysis 
 
After estimating the long-run elasticities, an error correction model (ECM) was employed to obtain short-run 
elasticities and to validate the co-integration results reported in Table 2. ECM models are useful because they show 
both the short-run responses and the adjustment to the long-run equilibrium in a single specification (Enders 2004). 
This structure is particularly important in rail demand modelling because there are barriers for travellers  to change 
their behaviour instantaneously, while lags do occur in their decision-making given that there is more time available 
to change one’s travel behaviour in order to respond to changes. This might include changing one’s employment and 
living arrangements. Goodwin (1976) attributes the lag in changed behaviour to habit persistence. Commuters are 
not very willing to alter their established routine, although ingrained habits may be eroded over time (Chen 2007), 
(Wijeweera and Charles 2013a).  
 
There are several methods to estimate the ECM; however, the Engle-Granger approach is used here because the 
error correction term can easily be constructed using the already estimated long-run results. Granger representation 
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theorem states that, if variables X and Y are generated by error correction models, they are co-integrated 
(Wijeweera and Charles 2013a). The dependent variable (BOARDING), together with its explanatory variables (FARE, 
PCI, POPULATION, FUEL, VEHICLE, KMRUN, FATALITIES) are I(1), while the first difference of these variables 
(ΔBOARDING, ΔFARE, ΔCPI, ΔPOPULATION, ΔFUEL, ΔVEHICLE, ΔKMRUN, ΔFATALITIES) is I(0). The error correction 
model in terms of I(0) variables is given in equation (4). The ECM contains variables in first differences and an error 
correction term (ECT). The ECT is the one period lag residual obtained from the co-integrating model. 
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Here, the parameter α1 is the short-run elasticity of passenger rail demand with respect to FARE, α2 is the short-run 
income elasticity of demand, and α3 is the short-run cross-price elasticity of demand. Other parameters can be 
interpreted similarly. After the own-price, income and cross-price elasticity, the most important other parameter is 
λ, which represents the disequilibrium error. If the co-integrating relationship is correct, the estimate on the 
parameter λ has to be negative and statistically significant (Gujarati & Porter 2010). The parameter λ is called the 
adjustment parameter because it shows how much of the disequilibrium is corrected within one period (Wijeweera 
and Charles, 2013a). The results of the ECM for each city are given below. 
 
 
Table 5: ECM - Melbourne 
Variable Coefficient Std. Error t-Statistic Prob. 
Constant -0.01964 0.031742 -0.6188 0.543 
D(LFARE) -0.15847 0.078071 -2.02978 0.0559 
D(LPCI) 0.776549 0.304306 2.551868 0.019 
D(LPOPULATION) 3.182886 1.567471 2.030587 0.0558 
D(LKMRUN) 0.061707 0.156328 0.394729 0.6972 
D(LFUEL) 0.04877 0.066713 0.731043 0.4732 
D(LVEHICLE) -0.32331 0.125788 -2.57025 0.0183 
FATALITIES -0.00058 0.00057 -1.0181 0.3208 
ECT -0.36081 0.169537 -2.12822 0.0459 
     Adjusted R-squared 0.635102 F-statistic 7.091732 
   
Table 6: ECM - Sydney 
Variable Coefficient Std. Error t-Statistic Prob. 
Constant 0.009831 0.018955 0.518638 0.6143 
D(LFARE) -0.17471 0.042106 -4.14926 0.0016 
D(LPCI) -0.44329 0.202815 -2.18567 0.0514 
D(LPOPULATION) 0.80116 0.426593 1.878043 0.0871 
D(LKMRUN) 1.082573 0.059221 18.28023 0 
D(LFUEL) -0.0644 0.019775 -3.25632 0.0076 
D(LVEHICLE) -0.28757 0.071583 -4.01726 0.002 
FATALITIES -9.84x10-5 0.000247 -0.39903 0.6975 
ECT -1.6797 0.27211 -6.17289 0.0001 
Adjusted R-squared 0.97219 F-statistic 84.02604 
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Table 7: ECM - Adelaide 
Variable Coefficient Std. Error t-Statistic Prob. 
Constant -0.02191 0.079085 -0.27698 0.7869 
D(LFARE) 0.480282 0.17931 2.678498 0.0215 
D(LPCI) -0.18345 0.715353 -0.25644 0.8023 
D(LPOPULATION) -0.16477 0.796701 -0.20681 0.8399 
D(LKMRUN) 0.813852 0.218006 3.73317 0.0033 
D(LFUEL) 0.054035 0.093874 0.575613 0.5765 
D(LVEHICLE) 0.093369 0.29308 0.318579 0.756 
FATALITIES 0.000142 0.001418 0.100383 0.9218 
ECT -1.14648 0.320022 -3.5825 0.0043 
     Adjusted R-squared 0.588354 F-statistic 4.39452             
  
Table 8: ECM - Perth 
Variable Coefficient Std. Error t-Statistic Prob. 
Constant 0.02981 0.039485 0.754971  0.4612 
D(LFARE) -0.01803 0.055406 -0.3254  0.7491 
D(LPCI) 0.922511 0.417677 2.208669  0.0421 
D(LPOPULATION) -1.3182 1.575655 -0.83661  0.4151 
D(LKMRUN) 0.971563 0.04841 20.06957  0 
D(LFUEL) 0.038323 0.069453 0.55178  0.5887 
D(LVEHICLE) 0.025509 0.162036 0.157426  0.8769 
FATALITIES -0.00114 0.000667 -1.70838  0.1069 
ECT -1.44025 0.220517 -6.53124  0.000 
Adjusted R-squared 0.965774 F-statistic 85.65364 
 
  
 
 
2.3.1. Discussion of short-run results 
 
Short-run elasticities have been estimated via an Engle and Granger error correction model, with the results shown 
in Tables 5–8 above. The fare elasticity of demand has the expected sign and is statistically significant at 1 percent 
and 10 percent level of significance for Sydney and Melbourne respectively. In Adelaide, although the fare elasticity 
of demand is statistically significant, it has the unexpected positive sign. The short-run fare elasticity is statistically 
insignificant in the case of Perth. These findings are consistent with the long-run fare elasticities for all cities. One 
interesting observation is that short-run and long-run fare elasticities are quite similar in Sydney, while long-run fare 
elasticity seems larger than the short-run fare elasticity for Melbourne. In the short run, as discussed earlier, 
consumers might be constrained by certain contracts or obligations (such as employment contracts or education 
commitments and the like), and so a complete response to a price change will not be realised until the long run. So, 
in general, long-run price elasticities tend to be larger than the short-run elasticities, an outcome supported by 
Fearnley and Bekken (2005), who suggest that the short-run demand response is only a fraction of the total long-run 
demand response. According to them, the reason for this is that, in the short run, passengers have fewer options 
compared to the long run, where passengers are able to respond more comprehensively by changing their job 
location, dwelling location, or vehicle ownership status. Likewise, Owen and Phillips (1987) developed a dynamic rail 
model for analysing the demand for inter-city rail patronage in the United Kingdom. They observed that the short-
run elasticity of –0.69 and the long-run elasticity of –1.08 means that the long-run responses to price changes could 
be higher than those observed in the short-term (Wijeweera and Charles 2013a). 
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In general, short-run relationships are quite similar to long-run relationships for the case of Sydney, while they are 
quite different in other cities. For example, in Melbourne and Perth, the long-run income elasticity of demand is not 
statistically significant while the short-run elasticity seems significant and sizeable. In Melbourne, short-run 
POPULATION elasticity is only significant at a lower significance level (ie. 10 percent). Furthermore, although long-
run FUEL elasticity exhibits the expected sign and is statistically significant, short-run FUEL elasticity is not 
statistically significant. In Perth, VEHICLE is not statistically significant in the short-run, which is a contrastingly 
different result from the long-run. One interesting observation is the case of Adelaide where all FARE, PCI, 
POPULATION, KMRUN, and FATALITES are significant variables of the passenger rail demand function in the long-run, 
while only FARE and KMRUN are statistically significant in the short-run. As discussed previously, however, the 
apparent disparities between statistical significance of variables in the long and short run may well be explained in 
terms of adjustment lags in behaviour.  Long-run and short-run estimation results are summarised in Table 9 below. 
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Table 9: Summary of long-run and short-run estimation results 
City Long-run estimation Short-run estimation 
Statistically 
significant 
variables 
(estimated 
coefficients) 
Statistically not 
significant 
variables  
Model 
overall  
Statistically 
significant 
variables 
(estimated 
coefficients) 
Statistically not 
significant 
variables 
Model 
overall 
Melbourne FARE 
(–0.26204); 
 
POPULATION 
(4.035545); 
 
FUEL 
(0.223924); 
 
VEHICLE 
(–0.30525). 
PCI; 
 
KMRUN; 
 
FATALITIES. 
 
Approximate97
% of the 
variation in the 
growth of 
passenger rail 
demand is 
explained by 
the model. 
FARE 
(–0.15847); 
 
PCI 
(0.776549); 
 
POPULATION 
(3.182886); 
 
VEHICLE 
(–0.32331). 
KMRUN; 
 
FUEL; 
 
FATALITIES. 
Over 63% of the 
variation in the 
growth of 
passenger rail 
demand is 
explained by 
the model. 
Sydney FARE 
(–0.15827); 
 
PCI 
(–0.38789); 
 
POPULATION 
(1.064006); 
 
KMRUN 
(1.270234); 
 
FUEL 
(–0.08702); 
 
VEHICLE 
(–0.13287). 
FATALITIES Over 97% of the 
variation in the 
growth of 
passenger rail 
demand is 
explained by 
the model. 
FARE 
(–0.17471); 
 
PCI 
(–0.44329); 
 
POPULATION 
(0.80116); 
 
KMRUN 
(1.082573); 
 
FUEL 
(–0.0644); 
 
VEHICLE 
(–0.28757). 
FATALITIES 97% of the 
variation in the 
growth of 
passenger rail 
demand is 
explained by 
the model. 
Adelaide FARE 
(0.395836); 
 
PCI 
(–0.49314); 
 
POPULATION 
(–0.58282); 
 
KMRUN 
(0.563869); 
 
FATALITIES 
(0.001558). 
 
Note: most of 
coefficients have 
unexpected signs. 
FUEL; 
 
VEHICLE. 
Over 70% of the 
variation in the 
growth of 
passenger rail 
demand is 
explained by 
the model. 
FARE 
(0.480282, 
unexpected sign); 
 
KMRUN 
(0.813852). 
 
PCI; 
 
POPULATION; 
 
FUEL; 
 
VEHICLE; 
 
FATALITIES. 
Approximately 
59% of the 
variation in the 
growth of 
passenger rail 
demand is 
explained by 
the model. 
Perth KMRUN 
(0.897055); 
 
VEHICLE 
(–0.0967). 
FARE; 
 
PCI; 
 
POPULATION; 
 
FUEL; 
 
FATALITIES. 
Over 99% of the 
variation in the 
growth of 
passenger rail 
demand is 
explained by 
the model. 
PCI 
(0.922511); 
 
KMRUN 
(0.971563); 
 
FATALITIES 
(–0.00114). 
FARE; 
 
POPULATION; 
 
FUEL; 
 
VEHICLE. 
 
Over 96% of the 
variation in the 
growth of 
passenger rail 
demand is 
explained by 
the model. 
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It was also found that the estimate for the adjustment parameter is negative and statistically significant. This 
confirms the long-run co-integration relationship obtained via the Engle and Granger two-step approach. The 
magnitude of the estimate is particularly interesting, for it suggests that any disequilibrium is corrected within a year 
for each city, with the exception of Melbourne (almost 40 percent of the disequilibrium is corrected within a year). 
When it is recalled that low-frequency yearly data was used for this study, this high adjustment emerges as not 
particularly surprising. Since we have used low-frequency annual data in the estimation, short-run results are not 
particularly useful. If we had high frequency data such as weekly or monthly data, we should pay more attention to 
short-run estimation. Since our focus is identifying and evaluating the determinants of passenger rail patronage and 
calculating passenger rail elasticities, more attention should be given to the long-run results. However, we notice 
particularly high coefficient of determination (R-squared) in the long-run estimation across cities, i.e. 97% for 
Melbourne and Sydney, and 99% for Perth. The results of high R-squared values may be as a result of: (i) the model 
specification is appropriate and the explanatory variables are capable of explaining the variation in passenger rail 
demand growth with high confidence, or (ii) there are multicollinearity problems in the data. Looking at the 
estimates of coefficients and their statistical significance, multicollinearity might be an issue, especially for the case 
of Perth where most of the coefficients are statistically insignificant although the R-squared value is very high. 
Unfortunately, there is nothing much to do to alleviate multicollinearity since dropping theoretically relevant 
variables may lead to omitted variable bias while changing model specifications makes the comparison across cities 
difficult. Econometrics texts such as Gujarati and Porter (2010) also suggest that multicollinearity is a lesser evil 
compared to omitted variable bias. 
 
2.4. Conclusions and suggestions for future analysis 
 
This project used the co-integration method and error correction approach to estimate passenger rail demand 
elasticities in four major Australian cities. The following conclusions can be drawn from the results presented. 
 
2.4.1. Response to fare changes 
 
The findings suggest that passenger rail demand is highly price inelastic, an outcome which supports earlier findings. 
Inelastic demand implies that, if one assumes that all other variables remain constant, a decrease in the fare would 
not lead to a rise in total revenue. On the contrary, an increase in the fare leads to a rise in the total revenue. 
Although a price cut would not lead to a rise in the total revenue, it can lead to a rise in the rail patronage to some 
extent in some cities. To illustrate, a 10 percent cut in fare leads to a 2.6 percent increase in passenger rail demand 
in Melbourne, and a 1.6 percent increase in Sydney. Hence, rail authorities have some choice in setting rail fares 
according to what is more important: (i) an increase in the total revenue (via improved fare-box recovery), or (ii) an 
increase in overall patronage. 
 
2.4.2.  Population impact 
 
City population is the most significant and influential of the explanatory variables examined. On the surface, this is 
encouraging news (and also a challenge) for passenger rail in Sydney, Melbourne and Perth. This is because the 
population is steadily rising in these areas (ABS 2011). As a result, demand for urban passenger rail services will 
increase in the coming years. 
 
Our analysis showed that short-run elasticities are smaller than the long-run elasticities, an observation which 
suggests that passengers have fewer options in the short run, while, in the long run, passengers are able to respond 
more comprehensively to changes in fare price and service quality by changing their personal circumstances. In 
addition, it must be acknowledged that the results for the two types of elasticities are quite different.  
 
2.4.3. Travel mode substitution 
 
The cross-price elasticity of the passenger rail demand is either not statistically significant or does not have the 
expected sign, which means that the study does not present statistical evidence to support the proposition that 
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passenger rail and private car travel are substitutes. Indeed, it suggests that car and rail travel are at best weak 
substitutes and, in some cases, are possibly complements.  
 
2.4.4. Community income levels 
 
The results present no statistical support for the idea that higher community income levels lead to more passenger 
boardings. On the contrary, it finds that higher community income apparently discourages passenger rail use. This 
might be consistent with higher income leading to higher car ownership and less use of public transportation 
services. 
 
2.4.5. Rail safety and service quality 
 
Passenger perception, particularly of quality and safety, emerges as a potentially important factor in selecting the 
travel mode. As a result of the lack of a suitable variable to represent this factor, the study had to rely on the proxy 
variable of FATALITIES. Given that other studies suggest that the perception of the transport mode is a critical factor 
in determining the demand for any particular transport mode (e.g. Henry & Litman 2006; Litman 2008; Scheurer & 
Kroen 2005), it is hoped that a better perception variable will be available for use in future studies (Wijeweera and 
Charles 2013a). Rail travel mode choice and quality impacts on utility were explored further in our stated preference 
analysis, reported in the following chapter. 
 
Finally, the results should be interpreted with caution owing to the small sample size and possible omitted variable 
bias flowing from data availability constraints. We have noticed that results are more robust for Melbourne, Sydney, 
and Perth. The model specification was much less successful for Adelaide. This time series analysis has provided a 
useful foundation for future work in building and analysing a multi-city database utilising sophisticated econometric 
models but the current analysis has not developed definitive findings on which to base forecasts of future changes in 
rail patronage. The passing of time, together with contemporary data collection activities undertaken by a number of 
entities, will naturally serve to alleviate some of the constraints that impacted on the power of our analysis. In 
particular, better data sets on rail fares, the quality of rail services and vehicle ownership may well lead to the 
development of more powerful time series modelling in the future. It may be worthwhile to note that alternative 
estimation methods such as panel estimation techniques could also address the concerns of the low power and size 
properties of small samples. Indeed, panel estimation techniques provide additional power by combining the cross-
section and time series data, thereby allowing for the heterogeneity that exists between various cities.  
 
In the next chapter, we report the results of our cross-sectional analysis, which was carried out by utilising a survey 
that collected socio-economic and choice data from stated preference responses to different travel scenarios. 
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3. A Cross-sectional Investigation of Factors Influencing Rail Patronage in Major 
Australian Cities  
 
Chapter One outlined the research approach taken in this project, and the decision made to conduct both time 
series and cross-sectional discovery and analysis concurrently so as to obtain a better understanding of influential 
factors affecting rail patronage in major Australian cities. This chapter reports the procedures adopted, 
demonstrative analysis deployed and results from the cross-sectional study. The study focussed on an online survey 
of both rail and non-rail users in the mainland state capital cities. The survey was hosted by ORU (The Online 
Research Unit) utilising their ‘research only’ online consumer panels, which provide potential access to more than 
300,000 profiled individuals. This resource enabled structuring of the survey collection method to provide 
population representative sampling in each of the mainland state capital cities, with the relative sample size for each 
city also being proximate to their relative populations. The data gathered by the surveys reflect age and gender 
distributions consistent with that of ABS Census data. 
 
3.1. Survey design 
 
3.1.1. Overview 
 
The primary objectives of the survey were fourfold: (i) to identify patronage drivers of urban rail; (ii) to understand 
quantitatively the relative importance of the patronage drivers; (iii) to allow national comparisons among Australian 
capital cities; and (iv) to develop a national database as a resource for further and more detailed research.  
Since many well-designed surveys on travel behaviour have previously been implemented both in Australia and 
overseas, in order to efficiently and effectively achieve the objectives of this study, the research team and industry 
partners agreed to synthesise work that has been reported in the academic literature and in industry studies, 
identify what parts of the surveys represent best practice, and what gaps needed to be addressed so as to tackle the 
detailed rail-patronage-related questions that the project sought to answer.  
In selecting the most appropriate questions 38 surveys of travel behaviour were reviewed; these are listed in Table 
E1 of Appendix E. After analysing responses and questions in the reviewed studies, in particular those implemented 
in Australia, the survey was revised and updated.  In brief, our survey consists of five components, as listed below.   
a) Screening questions & quota selection. In this section, participants younger than 16 years old or respondents 
who may have a conflict of interest in participating in this survey were screened out to avoid potentially 
biased responses. Meanwhile, according to the frequency of travelling by train, participants were 
categorised as riders or non-riders.  
b) Train rider’s most recent travel experience using train.  The key objective of this section was to obtain a full 
picture of respondents’ most recent train trips. These questions covered the entire journey. This was 
achieved by designing different questions to target different concerns at different stages of the trip, e.g., 
station access before the train trip started, how respondents spent their time and what was the crowding 
level during the train trip, and how they reached their final destination after the train trip, etc. This detailed 
information provides a better understanding of a respondent’s mode choice decisions made in the mode 
choice experiments. 
c) Non-rider’s most recent travel experience using bus or car. Basic information on the most recent trip was 
collected, as well as information on why the train was not chosen for this trip. Non-riders’ perceptions on 
travelling by train were also collected for purposes of comparison and analysis. 
d) General questions. Questions in this section mainly related to attitudes, social-demographic characteristics, 
train usage, and car ownership. Such information is critical for understanding respondents’ mode choice 
behaviours. 
e) Mode choice experiments. To gain more insights into which factors are significant and their relative 
importance in travellers’ mode decision making process, a series of hypothetical mode choice scenarios were 
designed, each arrived at by varying several key attributes (factors) e.g. in-vehicle time, station access, 
destination access, etc. To ensure quality and efficiency, these experiments were generated using a 
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specialised tool, Ngene (ChoiceMetrics 2012). More information on this aspect of the research design is 
provided below. 
3.1.2. Pilot surveys 
 
Two pilot surveys were conducted by ORU (http://www.theoru.com/) to further improve the validity and 
readability of the survey questions, and the quality of the mode choice experiments. Data from the pilot surveys 
also provided a basis for the values used in the mode choice experiments. 
The first pilot survey was launched on 11 January 2013 and was closed on 17 January. The survey included a 
range of questions as described above. To make the choice easier to understand and to reduce confusion in the 
mode choice component of the survey, the mode choice scenarios were presented in graphical form, as 
illustrated in Figure 1. Respondents were then asked which option they would choose. 
 
Figure 1: Example - the graphic representation of a mode choice experiment 
The sample size for the first pilot study was 421. A brief summary of the first pilot survey respondent profiles is 
presented in Table 10.  Following the first pilot minor changes and improvements were made to survey 
questions. 
 
  
Understanding Urban Rail Travel for Improved Patronage Forecasting  
 
CRC for Rail Innovation  July 2013 Page 21 
 
Table 10: Summary of the first pilot survey 
Gender Frequency Breakdown 
(%) 
Target ABS (%) 
Male 228 54% 98 49% 
Female 193 46% 102 51% 
Total 421 100% 200 100% 
Age Frequency Breakdown 
(%) 
Target ABS (%) 
18-30 years 25 6% 46 23% 
31-40 years 47 11% 42 21% 
41-50 years 47 11% 38 19% 
51-60 years 45 11% 28 14% 
60+ years 257 61% 46 23% 
TOTAL 421 100% 200 100% 
Rider type Regular Target Non rider Target 
Sydney 38 20 40 20 
Melbourne 27 20 65 20 
Brisbane 23 20 75 20 
Adelaide 10 20 72 20 
Perth 23 20 48 20 
Total 121 100 300 100 
 
The second pilot survey was launched on 27 February 2013 and closed on 1 March 2013. A brief summary of the 
second pilot survey respondent profiles is presented in Table 11.  
 Table 11: Summary of the second pilot survey 
Gender Frequency Breakdown  Target ABS (%) 
Male 102 40% 98 49% 
Female 151 60% 102 51% 
Total 253 100% 200 100% 
Age Frequency Breakdown  Target ABS (%) 
18-30 years 17 7% 46 23% 
31-40 years 53 21% 42 21% 
41-50 years 86 34% 38 19% 
51-60 years 46 18% 28 14% 
60+ years 51 20% 46 23% 
Total 253 100% 200 100% 
Rider type Regular Target Non rider Target 
Sydney 19 20 28 20 
Melbourne 26 20 51 20 
Brisbane 17 20 35 20 
Adelaide 7 20 34 20 
Perth 9 20 27 20 
Total 78 100 175 100 
 
In each of the pilot surveys, there was some deviation in respondent profile away from the general population 
profile, as indicated in Tables 10 and 11. There was also over-representation of non-rail users in comparison with 
users (riders) relative to our targets. However, given the number of responses gained, there was adequate data to 
suit the purpose of validating and refining the survey instrument. From the two pilot surveys, important factors on 
the respondents’ most recent trips were extracted. These are summarised in Tables 12-14. Numbers in parentheses 
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are standard deviations. This information was used to generate more efficient choice scenarios for the final survey 
and was also used to assess the desirability of making the choice scenarios city-specific. 
Table 12: Summary statistics for train riders in the first pilot survey 
City Sample size 
Time to 
Station (m) 
Waiting Time 
(m)  
Time on the 
train (m) 
Crowding 
Time to 
Destination 
(m) 
Ticket ($) 
Sydney 37 11.6 (8) 6.8 (3.9) 24.7 (18.2) 1.2 (0.4) 9.2 (6.8) 3.43 (2.39) 
Melbourne 26 10.87 (5.19) 9.08 (6.19) 33.38(11.19) 1.62 (1.02) 13.44 (9.47) 3.08 (1.83) 
Brisbane 17 7.43 (3.95) 9.41 (6.99) 30.41(16.29) 1.47 (0.72) 6.75 (3.4) 2.74 (1.35) 
Adelaide 10 9.29 (4.61) 13.9 (9.79) 21.78(11.92) 1.8 (1.55) 13.33 (6.18) 2.83 (1.62) 
Perth 22 8.8 (4.83) 8.33 (4.52) 24.95(17.68) 2.27 (1.88) 9 (5.05) 2.32 (0.9) 
(numbers in parentheses are standard deviations). 
 
Table 13: Summary statistics for train drivers in the second pilot survey 
City Sample size 
Time to 
Station (m) 
Waiting Time 
(m)  
Time on the 
train (m) 
Crowding 
Time to 
Destination 
(m) 
Ticket ($) 
Sydney 19 11.64(8.02) 10.21(12.28) 39.56(22.12) 1.68 (0.95) 15.76(20.49) 4.77 (3.88) 
Melbourne 25 8.69 (5.48) 8.56 (4.99) 31.48(17.59) 2.72 (2.17) 12.35 (9.81) 4.12 (1.58) 
Brisbane 15 17 (16.82) 7.06 (4.18) 36 (15.61) 1.73 (1.28) 6.78 (3.23) 4.95 (2.52) 
Adelaide 7 11.67 (2.89) 7.57 (3.87) 25.5 (10.07) 2.14 (2.61) 11.33 (8.08) 2.28 (1.32) 
Perth 9 15.33(12.86) 7.89 (4.01) 15.89 (8.71) 3.44 (2.7) 8.86 (4.53) 2.88 (0.92) 
(numbers in parentheses are standard deviations). 
 
Table 14: Summary statistics for bus passengers in the first pilot survey 
City Sample size Ticket ($) 
Time to Station 
(m) 
Waiting Time (m) 
Time to 
Destination (m) 
Sydney 4 2.38 (1.17) 9 (4.97) 7.25 (5.12) 8.25 (5.38) 
Melbourne 5 3.72 (1.67) 10.8 (13.92) 9.4 (6.47) 4.4 (4.28) 
Brisbane 8 2.57 (1.15) 4.88 (2.53) 7.88 (4.82) 3.75 (3.06) 
Adelaide 7 2.42 (0.78) 10.29 (11.61) 11.43 (6.27) 6 (3.46) 
Perth 3 2.8 (1.2) 2.67 (2.08) 6.33 (5.13) 6 (7.81) 
(numbers in parentheses are standard deviations). 
Table 15: Summary statistics for bus passengers in the second pilot survey 
City Sample size Ticket ($) 
Time to 
Station (m) 
Waiting Time 
(m)  
Time on the 
bus (m) 
Crowding 
Time to 
Destination 
(m) 
Sydney 1 2 (-) 5(-) 1 (-) 15 (-) - (-) 5 (-) 
Melbourne 6 2.86 (1.83) 15.83(14.63) 6.83 (4.88) 41.67(19.15) 1.17 (0.41) 15.83(14.63) 
Brisbane 1 4.84 (-) 4 (-) 5 (-) 20 (-) -(-) 4(-) 
Adelaide 7 2.07 (1) 8.29 (5.53) 7.14 (3.93) 37.86(19.76) 1 (0) 8.29 (5.53) 
Perth 0 - (-) -(-) -(-) -(-) - (-) -(-) 
(numbers in parentheses are standard deviations)  
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Table 16: Summary statistics for vehicle users in the first pilot survey 
City Sample size Time in the car (m) Parking ($) Toll ($) Time to the Destination (m) 
Sydney 35  27.91 (28.4) 0.38 (2.16) 0.44 (1.32) 2.53 (3.18) 
Melbourne 55 26.68 (31.25) 2.32 (10.5) 0.1 (0.5) 1.65 (1.31) 
Brisbane 56 25.46 (15.54) 0.65 (2.78) 0.26 (0.97) 2.31 (2.43) 
Adelaide 62 27.76 (22.28) 0.6 (2.5) 0 (0) 2.07 (2.32) 
Perth 44 27.5 (31.81) 0.05 (0.3) 0 (0) 2.84 3.08) 
(numbers in parentheses are standard deviations). 
Table 17: Summary statistics for vehicle users in the second pilot survey 
City Sample size Time in the car (m) Parking ($) Toll ($) Time to the Destination (m) 
Sydney 26 33.73 (28.01) 0.08 (0.39) 0.45 (1.98) 2.42 (3.19) 
Melbourne 42 29.24 (25.66) 0.91 (3.12) 0.19 (0.86) 3.59 (6.65) 
Brisbane 29 26.14 (24.25) 0.76 (2.88) 0.17 (0.93) 2.59 (2.93) 
Adelaide 27 23.22 (14.89) 0.33 (1.07) 0 (0) 2 (1.78) 
Perth 27 26.96 (22.19) 1.55 (4.47) 0(0) 1.85(1.35) 
(numbers in parentheses are standard deviations). 
From these tables, similar observations have been obtained across the two pilot surveys, as elaborated below: 
 For the majority of factors, differences across cities are not significant, especially in light of their associated 
large variances. (In the vast majority of cases, the mean values of the variables for the cities fell within one 
standard deviation of each other, with the consequent reasonable inference that they came from the same 
statistical population.) Thus, to reduce the complexity of the survey, it was reasonable not to generate city-
specific mode choice scenarios for the final survey.  
 For vehicle users, the parking fees they paid were extremely small (the average is less than $1 in most cities). 
The results for this variable were inherently bi-modal, with many vehicle users paying zero parking fees while 
a few paid significant amounts. 
 For vehicle users, the tolls they paid were extremely small too (zero for drivers in Adelaide and Perth). Again, 
the results are inherently bi-modal in those cities that contain some toll roads (excluding Adelaide and 
Perth), with many vehicle users paying zero tolls, while a few paid significant amounts. 
 On account of the small sample sizes for bus passengers in both pilot surveys, the summary statistics for bus 
are not as reliable as those for other modes. However, differences across cities in general are not significant 
(see Tables 16 and 17). 
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3.2. The final survey 
 
The final survey was launched on 9 April, and completed on 16 May 2013.  The final survey is attached in Appendix B. 
The targeted sample size was 7,000 made up of 2,000 from Sydney, 2,000 from Melbourne, and 1,000 from 
Brisbane, Adelaide, and Perth, respectively. For each city, half of the sample size was targeted to be recruited from 
the rider group, and the other half from the non-rider group. For example, in Sydney, 1,000 participants should be 
riders, and the other 1,000 non-riders. Riders were classified as those who had made two or more trips by train in 
the last month; non riders as those who had made fewer than two trips by train in the last month. 
As summarised in Table 18, the final sample size was 6,731 respondents. Overall, all the quotas for each city and for 
each user group were achieved, except a lower number of participants from the rider group in Adelaide. Only 242 
riders were able to be recruited from Adelaide.  To maximise the representativeness of the sample, census data from 
the Australian Bureau of Statistics (ABS) with regard to gender and age were used to monitor the responses and 
adjust the survey strategy accordingly. Overall, gender groups and age groups from the sample were very close to 
those in the ABS census data, which indicates very good representativeness of the sample.  
Table 18: Summary of the Final Survey Respondent Profile 
Gender Frequency Breakdown Target ABS (%) 
Male 3000 45% 3430 49% 
Female 3731 55% 3570 51% 
Total 6731 100% 7000 100% 
Age Frequency Breakdown  Target ABS (%) 
16-30 years 1153 17% 1610 23% 
31-40 years 1424 21% 1470 21% 
41-50 years 1330 20% 1330 19% 
51-60 years 1504 22% 980 14% 
60+ years 1320 20% 1610 23% 
Total 6731 100% 7000 100% 
Rider type Regular Target Non rider Target 
Sydney 1000 1000 1000 1000 
Melbourne 1000 1000 1000 1000 
Brisbane 489 500 500 500 
Adelaide 242 500 500 500 
Perth 500 500 500 500 
Total 3231 3500 3500 3500 
 
3.2.1. Descriptive analysis 
 
In this section, profiles of train riders and non-riders are described for the whole sample and for each city, 
respectively. Because all the graphs are self-explanatory, no detailed explanations are provided in most cases. 
Instead, a brief summary is presented below. Graphs for the whole sample are included below and comparative 
graphs for individual cities are given in Appendix C. 
In general, the rider group and the non-rider group exhibited some differences in socio-demographic characteristics 
as follows:  
 A larger proportion of female riders are from younger age groups, while female non-riders are evenly 
distributed across all age groups. By way of contrast, male riders are distributed almost equally across age 
groups, while male non-riders are distributed more heavily across the older age groups. 
 For both the rider group and non-rider group, most (over 70%) people have their own motor vehicles, with 
the relative percentage of motor vehicle ownership being higher among non-riders than among riders. The 
percentages of ‘no access to’ and ‘sharing’ motor vehicles are higher among riders than among non-riders. 
Understanding Urban Rail Travel for Improved Patronage Forecasting  
 
CRC for Rail Innovation  July 2013 Page 25 
 Most (over 80%) people have a driver’s licence, and the percentage is higher among non-riders. 
 Over half the riders don’t require a motor vehicle for work, nor do non-riders seem to have a strong need for 
a motor vehicle for work. 
 With respect to employment status, riders include significantly higher percentages of full-time employees 
and students, while non-riders have distinctively higher percentages of retirees and people not in the 
workforce as well as a slightly higher representation of self-employed and part-time workers. 
 Riders have a relatively higher percentage of people with gross weekly household income over $1,800. 
 Most (over 60%) respondents were born in Australia, which is comparable to ABS statistics for the general 
population (ABS 2011) 
 Commuting to work is the dominant purpose of most trips, while non-riders have higher percentages in trip 
purpose groups of shopping and personal activity/appointment. 
 
The profiles of riders and non-riders are basically the same across the five state capital cities, except for a few 
differences as elaborated below: 
 
 In Brisbane, the age group with the lowest ridership among female riders is the middle aged (41-50 years 
old) rather than the eldest groups as in other cities. Male non-riders in Brisbane are also found more among 
older age groups than among younger age groups. 
 In Perth, non-distinctive differences in patronage across age groups are found among female riders. 
 In Brisbane and Perth, the percentage of part-time workers is higher for riders than for non-riders. Patterns 
of the other employment types are the same as in other cities. 
 In Adelaide and Perth, the non-rider group has a higher percentage of people with weekly household gross 
incomes of over $1,800. 
 In Adelaide, the relative percentage of Australian born respondents is slightly higher among riders than 
among non-riders. 
 In Adelaide and Perth, both rider and non-rider groups are found to have large representations of 
respondents with lower education levels, except that many riders have a bachelor’s degree.  
 In Adelaide and Perth, non-riders have a larger relative percentage of the trip purpose of ‘commuting to 
work’ than riders, particularly in Perth. 
 In Sydney and Brisbane, the morning peak of riders seems to be slightly earlier than that of non-riders. 
However, in Melbourne, Adelaide, and Perth, riders and non-riders seem to have the same within-day 
dynamics of trip departure time. 
 
3.2.2. Overall Respondents’ Profile 
 
(1) Age and gender3 
 
The following graph (called a population pyramid) compares the age/gender structure of the overall sample (6,731) 
of both train riders (3,231) and non-riders (3,500). Each green bar illustrates the percentage contribution of a gender 
and age group to the respondents as riders, while each red bar illustrates the percentage contribution to the non-
rider respondents. This figure shows that younger females seem to have a higher ridership than older females, while 
the ridership does not vary significantly among age groups for males. However, non-ridership is more pronounced 
among older males. This result is perhaps at variance with the earlier findings of Hedel and Vance (2006), who state 
that people aged below 65 drove more than others and also argue that travellers over the age of 65 are less likely to 
use a personal vehicle for non-work uses. Although beyond the viable scope of the current study, the data set gained 
would support further analysis of the relationship between age, gender, trip purpose and mode. 
                                                          
3
 In interpreting this section, it should be noted that the survey collection was intentionally structured to mirror as closely as 
possible r the general population in terms of gender and age. As a consequence, the profile of respondents to the survey is 
skewed towards that of the general population, thereby potentially reducing any tendency for specific age and gender 
characteristics for riders and non-riders to be apparent in our analysis. 
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Figure 2: Respondent Age and Gender Distribution 
 
 
(2) Access to private car transport 
Figure 3: Access to a motor vehicle 
 
Most people, regardless of whether they use trains, have their own motor vehicles. Riders have higher proportions 
among ‘no access’ and ‘share’ (access to a shared motor vehicle) groups, while non-riders have a significantly higher 
proportion in the ‘own a motor vehicle’ group. This profile is consistent with Potter et al. (1997), who concluded that 
an increase in car ownership/availability will, other things being equal, lead to a reduction in the demand for public 
transport modes; it also accords with the evidence of Paulley et al. (2004). These authors found that, with an 
increase in the number of cars per household, fewer rail trips were noted (even though total distance travelled per 
person remained the same). Balcombe et al. (2004) and Sheiner (2010) also found that lower public transport trips 
resulted from higher ownership of automobiles. As mentioned in Chapter 2, this was a relationship that was not able 
to be investigated in the time series analysis of this project. 
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Figure 4: Possession of a Driver's Licence 
 
Non-riders have a slightly higher proportion of ‘holding a driver licence’ than riders, so that this may also be a factor 
affecting travel mode choice for a sub-set of the population. 
 
Figure 5: Need a motor vehicle for work 
 
Most riders (over half) do not need a motor vehicle for work, while, for non-riders, no distinctive difference exists 
among these three groups. It is apparent that a higher proportion of non-riders than riders report needing a motor 
vehicle for work purposes. 
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(3) Employment status and income level 
Figure 6: Employment status 
 
The rider group has significantly higher proportions of full-time employees and students, while the non-rider group 
has a distinctively higher proportion of retirees and people not in workforce, and is also slightly higher in self-
employees and part-time workers. 
 
Figure 7: Weekly household gross income 
 
Riders have a higher proportion in the groups of ‘$1,800+’ than non-riders. Winston and Maheshri (2006) had 
previously noted that higher income travellers prefer to use rail more than lower income groups, who mostly 
depend on bus transit. Cervero (1996) and Naess and Sandberg (1996) explained how commuting distance increases 
with increasing income and it appears to be the case that rail rather than bus transport is used more for longer trips. 
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(4) Immigrant identity and education level 
Figure 8: Place of birth 
 
The proportion of non-riders is slightly higher among immigrants. This phenomenon has not been encountered in 
other studies and there is no ready explanation for this result. 
 
Figure 9: Highest education qualification 
 
There are larger proportions of non-riders among lower education qualification levels (below bachelor degree), while 
there are larger proportions of riders among higher education levels. 
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(5) Trip purpose and time of the day 
Figure 10: Purpose of the most recent trip from home 
 
There are higher proportions of riders among commuters, students, and leisure travellers, while there are 
significantly more non-riders in trip purpose groups of shopping, and personal activity/appointment. Pucher and 
Renne (2003) had previously observed that, while public transit has been serving a declining percentage of all trip 
purposes, its share of work trips has been consistently higher than for non-work trips. Akiyama and Okushima’s 
Japanese study (2009) also supported this trend. Strathman and Dueker (1990) also commented that workers who 
have a fixed time of travel prefer rail transit in order to avoid congestion during peak hours. 
Figure 11: Time of the day to start the most recent trip from home 
 
From the graph, the morning peak of riders seems to be slightly earlier than that of non-riders; however, this 
conclusion should be treated with caution due to the coarseness and differential widths of the time bands. 
3.2.3. Scenario Development 
 
For the pilot surveys, the mode choice experiments were generated simply using the orthogonal design. That is, the 
attribute levels are balanced and all parameters are independently estimable (ChoiceMetrics 2012).  Based on the 
data collected from the pilot surveys, parameters of the factors were estimated, which enabled upgrading of the 
mode choice experiments from an orthogonal design to an efficient design. In brief, instead of aiming to minimise 
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correlation between attributes, an efficient design tries to generate parameter estimates with the smallest standard 
errors (ChoiceMetrics 2012). To implement an efficient design, prior information on the parameters to be estimated 
is required. In this project, the estimated parameters using the pilot survey data were naturally taken as prior 
information. Furthermore, and as supported by the literature (e.g. ChoiceMetrics 2012; Hensher 2011), scenarios 
presented to each individual in the final survey are personalised so as to make combinations of different attribute 
levels as realistic as possible to respondents. More specifically, the choice set presented to a participant was 
personalised based on the transport modes available for his/her most recent trip. For example, if a respondent 
indicated that the transport modes available to him/her on their most recent home-based trip were car and train, 
the transport modes available to this respondent in the mode choice experiments were also car and train. In 
addition, averages of most attributes (e.g. fuel cost, ticket cost, parking cost, and toll cost of the most recent trip) 
were computed using the two pilot surveys. These averages were taken as baselines and pivoted by minus 50% and 
plus 50% to generate an efficient and realistic design for the final survey.  
 The attributes and associated levels considered in the mode choice experiments in the final survey are summarized 
in Table 19. 
Table 19: Attributes and their levels considered in the final survey 
Mode 
Time to 
station (m) 
Waiting 
time (m) 
Time in 
vehicle 
(m) 
crowding 
Time to 
destination 
(m) 
Ticket 
($) 
Wireless Laptop 
station 
Fuel 
price 
($/l) 
Parking ($) 
Toll 
($) 
Bus 2.5; 5; 7.5  3; 6; 9   16; 32; 48 
1; 2; 3; 4; 5; 
6 
2.5; 5; 7.5 
1.2; 
2.4; 3.6  
Yes; No Yes; No 0 
0 0 
Train 5; 10; 15  4; 8; 12  15; 30; 45 
1; 2; 3; 4; 5; 
6 
5; 10; 15  
1.5; 3; 
4.5  
Yes; No Yes; No 0 
0 0 
Car 0 0 10, 20, 30  1 1; 5; 10  0 
No No 1.5, 2, 
2.5 
0; 10; 20; 
30  
0; 5; 
10; 
15  
 
Attribute levels for time to station, waiting time, time in vehicle, time to destination and ticket have been derived 
based on the pilot survey data. Parking and tolls are not pivoted around the averages computed from the pilot 
surveys. This is because the computed averages of parking cost and toll are close to zero. To capture respondents’ 
reactions towards a wider range of parking and toll cost, parking and toll are assumed to vary from (0; 10; 20; 30) 
dollars and (0; 5; 10; 15) dollars, respectively. These values were based on a survey of current tolls on major road 
arteries in Sydney, Melbourne and Brisbane and current day parking costs in these three cities. 
In the literature, different ways of defining crowding are proposed. For example, crowding was described by 
probability of occurrence and length of time standing, in Lu et al. (2008) and Hensher et al. (2012). Douglas and 
Karpouzis (2006) used the following to describe crowding:  uncrowded seating, crowded seating, standing up for 10 
minutes, standing up for 15 minutes, and standing up for 20 minutes or more, while seat occupancy, load factor, and 
standing passengers per metre square were used by Whelan and Crochett (2009).  Hensher et al. (2012) used both 
the number of seats occupied and the number of people standing to describe the crowding condition by a written 
description and schematic diagrams of the seating configuration, with 16 different crowding levels being used in 
their study. 
In our mode choice experiments, crowding is one of the attributes that respondents need to consider. However, to 
control the complexity of our experiments (note that the combinations of possible experiment scenarios will be 
exponentially increased with the increase of attributes and/or with the increase of attribute levels) and to maintain 
its readability and its simplicity, crowding was described by the following six levels:  
 uncrowded seat 
 crowded seat  
 standing up for 5 minutes 
 standing up for 6-15 minutes  
 standing up for 16-25 minutes  
 crush standing for the whole trip.  
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While it may have been useful and interesting to add probabilities to each of the crowding levels (e.g., 75% chance of 
getting an uncrowded seat), this would significantly increase the total number of the attribute levels, and thus 
increase the complexity of the mode choice experiments. 
Fuel prices are assumed to be (1.5, 2, 2.5) dollars per litre and the fuel consumption cost is estimated using Equation 
(3.1) (Hensher et al. 2011): 
Fuel cost = ((v/60 x t)/100) x e x p       (3.1) 
where v is the average speed (km/h) and assumed to be 35.7 km/h, which was calculated based on the average 
metropolitan speeds in QLD, VIC, WA, SA, and NSW in 2010/11 (Austroads 2013; Vicroads 2013); t is the in-vehicle 
time (minutes), which can be obtained from the pilot surveys; e is the fuel efficiency, which is assumed to be 11 litres 
per 100 km travelled (ABS, 2010); and p is the fuel price.  
For the mode choice experiments, there are 4 possible combinations of transport mode: (train, bus, car), (train, bus), 
(train, car), and (car, bus). For (train, bus, car) and (train, bus), we used Ngene to generate an efficient design with 72 
scenarios for each mode combination; for (train, car), and (car, bus), we used Ngene to generate an efficient design 
with 36 scenarios for each mode combination. To minimise respondents’ workload, each respondent was asked to 
answer 6 scenarios. In total, we have 216 mode choice scenarios (72 scenarios × 2 combinations of transport mode + 
36 scenarios ×2 combinations of transport mode).  
All the scenarios were also converted to graphs for representation in the online survey instrument.  
3.2.4. Mode choice modelling 
 
The data from the mode choice experiments are modelled using the state of the art discrete choice modelling 
technique: random-effects logit modelling – primarily because of the panel nature of the data collected from the 
mode choice experiments in the survey. More specifically, 6 observations were obtained for each respondent in the 
survey. Intuitively, observations from the same participant are highly likely to be correlated. In modelling the panel 
data it is important to consider intra- and inter-personal heterogeneity.  In other words, responses made by the 
same person are likely to contain less variation and share unobserved effects compared to responses from different 
people. The Random-effects logit is an extremely powerful and highly flexible econometric model that can 
approximate random utility fluctuations across a range of people (McFadden and Train 2000). Compared to the 
standard multinomial logit approach, the random-effects logit model captures random taste variations, unrestricted 
substitution patterns, and correlation in unobserved factors over repeated measures4. As such, the random effects 
models presented in this section have been implemented using Nlogit (Greene 2012), a statistical package for 
discrete choice modelling. Although gender groups and age groups from our sample were very close to those in the 
ABS census data, people from the age group of 16-30 years are under-represented. Sample weights based on age 
strata have been developed to account for this issue. 
From a large number of models considered by following the standard model development procedure, the final 
model for Sydney is presented in Table 20. In this model, fuel cost is treated as a random parameter, following a 
lognormal distribution. The lognormal distribution is widely used in the literature because log normals can only be 
non-negative (Hensher et al. 2003), which can be utilised to pose the sign constraint on the estimate if the expected 
sign of the estimate is known. In this project, the expected sign of fuel cost is negative. Thus, the value of the fuel 
cost was converted to the negative in order to expect a positive sign of its parameter estimate (e.g. $5 of fuel cost 
was converted to (-5)). To ensure the accuracy of the model results obtained, 1,000 random draws were executed in 
estimating the random parameters, as recommended by Bhat (2001). 
 
                                                          
4
 See Train (2009) for the mathematical detail of the random-effects logit model. 
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Table 20 shows that the overall goodness-of-fit of the model is impressive and that all the parameters are alternative 
specific, which indicates that different modes have different sensitivities towards these factors in the traveller’s 
mode choice decision making process. All the factors considered in the mode choice experiments are significant with 
expected signs, as elaborated below. The bold numbers in parentheses are elasticities calculated using the 
probability weighted sample enumeration technique recommended as in Louviere et al. (2000).  Elasticities shown in 
the table reflect the percent change in predicted probability from a 1% increase in the variable. So, for example, a 
1% increase in train fares results in a 0.24% decrease in the predicted choice probability for travelling by train. 
Another way of stating this is that a 1% increase in train fares is likely to result in a 0.24% decrease in rail patronage, 
other factors held constant. 
The modelling outcome reveals that station access and destination access are significant factors (at a 5% level) in the 
mode selection process for train, not for bus or car. More specifically, the parameter estimates of the station 
accessing time and of the destination accessing time for train are the same (i.e. -0.04) with similar elasticities, which 
implies that station accessing time and the destination accessing time have the same influence on the participant’s 
decision to take a train. Waiting time, in-vehicle time, crowding, and fares are significant factors for both bus and 
train. In particular, the respondents in Sydney are most sensitive to the in-vehicle time on bus (i.e. by controlling 
other factors, one percent increase in in-vehicle time will cause a 0.29% decrease in the probability of taking a bus) 
and most sensitive to fare of train (i.e. by controlling other factors, one percent increase in fare will cause a 0.24% 
decrease of the probability of taking a train.).  
To better illustrate the in-vehicle time’s impact on the choice probabilities, the choice probability curve for each 
competing mode is plotted with respect to bus in-vehicle times while holding other factors constant, as shown in 
Figure 12. This figure indicates that, while other factors are assigned the fixed values, bus will be selected when the 
in-vehicle time is less than 38 minutes; otherwise, train will be selected. Of course, this figure is produced here for 
demonstration purposes only. In-vehicle time’s impact on the choice probability curves under a different scenario 
can be investigated in a similar manner. Similarly, the choice probability curve for each competing mode is plotted 
with respect to train fare while holding other factors constant, as shown in Figure 13. This figure indicates that, while 
other factors are assigned the fixed values, train will be selected when the train fare is below $2.50, and train’s utility 
is inferior to cars when the train fare is above $10. Train fare’s impact on the choice probability curves under a 
different scenario can be investigated in a similar manner. 
 
Figure 12: Bus in-vehicle time’s impact on the choice probabilities; for bus and train 
   
(Time to station is assumed to be 10 minutes, waiting time 8 minutes, time to destination 10 minutes, crowding level 3, fare $5, 
no wireless, and non-rail user; train in-vehicle time is assumed to be 20 minutes; for car: parking is assumed to be $10, toll $5, 
and N=0.3.) 
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Figure 13: Train fare’s impact on the choice probabilities; for bus and train 
  
(Time to station is assumed to be 10 minutes, waiting time 8 minutes, in-vehicle time 30 minutes, time to destination 10 
minutes, crowding level 3, no wireless, and non-rail user; bus fare is assumed to be $5; for car: parking is assumed to be $10, toll 
$5, and N=0.3.) 
In addition, providing wireless can significantly increase the attractiveness of bus, while it has no impact on the 
train’s utility. Providing laptop stations has no significant impact on either bus or train utility. 
As expected, parking cost and tolls are two dominant factors for driving. The respondents were more sensitive 
towards parking than tolls. More specifically, a one percent increase in the parking cost will result in a 0.46% 
decrease in the probability of driving. Meanwhile, fuel cost is also a significant factor for driving. However, the 
influence of fuel cost on car’s utility varies notably across respondents. The mean random parameter for fuel cost in 
the utility function is -1.14, which is statistically significant at a 5% significance level. The standard deviation of the 
parameter estimate of fuel cost is also statistically significant, which suggests the presence of heterogeneity over the 
sampled population in individual-level parameter estimates of fuel cost and confirms the necessity of treating the 
parameter of fuel cost as random. Note that, because fuel cost was calculated based on time in vehicle, these two 
factors are strongly correlated with each other. Thus, only fuel cost was included in the utility function for car use. 
Another noteworthy observation is that utilities of bus and train for rail users are significantly different from these 
for non-rail users. In general, rail users are favourable to taking the bus or train. We have attempted to detect 
interactions between non-rail users and other factors such as time and cost; however, no significant interactions 
have been obtained. 
The utility functions of bus, train and car are mathematically defined below. 
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                                     (            )  (         ), where N has a standard 
normal distribution. 
The modelling outputs for other cities are attached in Appendix D (See Table D1-D4) and can be interpreted in a 
similar manner.  
To facilitate the comparison across cities, the city-specific estimates are summarised in Table 21 (the bold numbers 
in parentheses are elasticities). Table 21 clearly shows that notable differences in respondents’ mode choice 
behaviour exist across cities. Put simply, the utility structures for the transport modes (i.e., bus, train, and car) in 
Sydney and in Melbourne are different, while the other three cities share similar utility structures for these transport 
modes. Yet several common features are observed across all five cities: 
 For train, respondents from all five cities are sensitive to station access, in-vehicle time, fares, crowding, and 
destination access. Among them, fare is generally the most sensitive factor. 
 For bus, the common significant factors are in-vehicle time, fare, and crowding. Among them, in-vehicle time 
is the most sensitive factor. Unlike train, neither station accessing time nor destination accessing time has 
significant impact on the utility of bus in all five cities.  
 For car, the common factors are fuel consumption, parking cost and tolls. The disutility of car is very 
sensitive to these three costs. As discussed previously, the importance of fuel cost varies notably across 
respondents and its parameter has been treated as a random variable from a lognormal distribution. 
 A significant aspect of the results is the different disutility associated with time spent in various travel 
activities (both within and across cities) using different transport modes. Among four different times (i.e., 
station access time, waiting time, in-vehicle time, and destination access time), the disutility of in-vehicle 
time is fairly similar for both bus and train in all of the cities studied; and with little variation across cities 
(the values are generally within one standard deviation of each other). In contrast, the disutility of waiting 
time, station and destination access times differs markedly between bus and train. These three different 
times are significantly associated with the disutility of train whilst they disappear from the utility functions of 
buses in all five cities (except that waiting time is a significant factor in Sydney). A clear implication for this is 
that the value of time varies significantly in transit travel, depending on mode, the trip stage or activity being 
undertaken. This finding is at variance with the assumptions made in many travel models of a constant value 
of time across travel activities. 
 Our analysis suggests that providing laptop stations on trains may not attract more passengers to trains 
because a laptop station is not a significant factor in train’s utility function in most of the cities. Some 
possible explanations are:  (i) the respondents might be concerned that providing laptop stations can make 
the train more crowded and thus less space for passengers, which may (partially) explain the negative 
impact of providing laptop stations on train’s utility in Melbourne; (ii) the attractiveness of having laptop 
stations naturally varies across individuals. It is likely to be associated with the respondent’s job nature, and 
in-vehicle time. For respondents who do not need a laptop for conducting work-related activities, or whose 
trip time is short, they probably do not care whether laptop stations are provided on the train; and (iii) high 
adoption levels of personal mobile devices including tablets and smart phones may have supplanted the 
utility of access to laptop stations. 
 For most cities, wireless is not a significant factor either. This may be because of the huge popularity of 
smart phones these days. In addition, respondents may think that providing wireless may result in a fare 
increase, which may partially explain the negative sign for wireless in Adelaide. The negative sign for wireless 
in Adelaide may be also caused by the small train user sample size (only 242 regular train users from 
Adelaide participated in the survey). 
 Generally, rail users are favourable to taking the bus or train for all five cities. 
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Table 20: The Random effects logit model for Sydney 
Overall goodness-of-fit 
Log likelihood function  = -8113.73; Restricted log likelihood= -10779.067 
Significance level <0.001; McFadden Pseudo R-squared=0.25 
AIC  =  16277.5; AIC/N =    1.36; Halton sequences used for simulations 
Attributes Parameters 
Standard 
error z Prob |z|>z* 95% confidence interval 
Random parameters in utility functions 
Fuel 
-1.14*** 
(-0.13) 
0.40 -2.85 <0.01 -1.92 -0.36 
Non-random parameters in utility functions 
Constant_bus -1.62*** 0.31 -5.17 <0.01 -2.84777 -1.05638 
Waiting time_bus 
-0.05*** 
(-0.13) 
0.01 4.18 <0.01 0.02 0.07 
In vehicle time_bus 
-0.04*** 
(-0.29) 
0.002 15.36 <0.01 0.03 0.04 
Fare_bus 
-0.14*** 
(-0.03) 
0.03 4.99 <0.01 0.08 0.19 
Crowding_bus -0.09*** 0.02 5.42 <0.01 0.06 0.12 
Wireless_bus 0.17*** 0.05 3.21 <0.01 0.07 0.28 
Rail user_bus 2.02*** 0.12 16.37 <0.01 1.78 2.26 
Constant_train -1.49*** 0.30 -4.88 <0.01 -2.08 -0.89 
Station access time_train 
-0.04*** 
(-0.17) 
0.01 6.08 <0.01 0.03 0.05 
Waiting time_train 
-0.03*** 
(-0.01) 
0.01 3.43 <0.01 0.01 0.05 
In vehicle time_train 
-0.03*** 
(-0.21) 
0.002 14.54 <0.01 0.03 0.04 
Fare_train 
-0.21*** 
(-0.24) 
0.02 9.81 <0.01 0.17 0.25 
Crowding_train -0.10*** 0.02 6.14 <0.01 0.07 0.13 
Destination access time_train 
-0.04*** 
(-0.16) 
0.01 5.96 <0.01 0.03 0.05 
Rail user_train 2.36*** 0.12 18.97 <0.01 2.11 2.60 
Parking 
-0.09*** 
(-0.46) 
0.01 15.98 <0.01 0.08 0.10 
Tolls 
-0.10*** 
(-0.26) 
0.01 10.51 <0.01 0.08 0.12 
Derived standard deviations of parameter distributions 
Fuel 5.53*** 1.22 4.53 <0.01 3.14 7.93 
 
Note: 1) ***, **, * ==> Significance at 1%, 5%, 10% level; 2) The bold numbers in parentheses are elasticities.  
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Table 21: Comparison across cities 
Variables Sydney Melbourne Brisbane Perth Adelaide 
Fuel 
-1.14** 
(-0.13) 
-1.47** 
(-0.17) 
0.40*** 
(-0.09) 
0.46*** 
(-0.01) 
0.34*** 
(-0.06) 
Constant_bus -1.62*** -1.21*** -0.82** -0.83** -0.87*** 
Waiting time_bus 
-0.05*** 
(-0.13) 
    
In vehicle time_bus 
-0.04*** 
(-0.29) 
-0.04*** 
(-0.33) 
-0.04*** 
(-0.25) 
-0.03*** 
(-0.23) 
-0.03*** 
(-0.22) 
Fare_bus 
-0.14*** 
(-0.03) 
-0.21*** 
(-0.22) 
-0.23*** 
(-0.10) 
-0.27*** 
(-0.11) 
-0.27*** 
(-0.19) 
Crowding_bus -0.09*** -0.09*** -0.14*** -0.10*** -0.07*** 
Wireless_bus 0.17*** 
    Rail user_bus 2.02*** 1.76*** 1.57*** 1.97*** 2.15*** 
Constant_train -1.49*** -1.78*** -0.27 -0.47 -0.43 
Station access time_train 
-0.04*** 
(-0.17) 
-0.02*** 
(-0.06) 
-0.06*** 
(-0.28) 
-0.03** 
(-0.12) 
-0.04*** 
(-0.19) 
Waiting time_train 
-0.03*** 
(-0.01) 
 
-0.03** 
(-0.17) 
-0.04*** 
(-0.15) 
 
In vehicle time_train 
-0.03*** 
(-0.21) 
-0.03*** 
(-0.24) 
-0.04*** 
(-0.22) 
-0.03*** 
(-0.17) 
-0.03*** 
(-0.24) 
Fare_train 
-0.21*** 
(-0.24) 
-0.17*** 
(-0.10) 
-0.29*** 
(-0.27) 
-0.36*** 
(-0.31) 
-0.26*** 
(-0.18) 
Crowding_train -0.10*** -0.09*** -0.12*** -0.09*** -0.08*** 
Wireless_train 
    
-0.24*** 
Laptop station_train 
 
-0.12** 
   
Destination access time_train 
-0.04*** 
(-0.16) 
-0.03*** 
(-0.12) 
-0.05*** 
(-0.26) 
-0.04*** 
(-0.28) 
-0.05*** 
(-0.21) 
Rail user_train 2.36*** 2.18*** 1.96*** 2.63*** 2.30*** 
Parking 
-0.09*** 
(-0.46) 
-0.08*** 
(-0.46) 
-0.12*** 
(-0.56) 
-0.11*** 
(-0.45) 
-0.09*** 
(-0.45) 
Tolling 
-0.10*** 
(-0.26) 
-0.09*** 
(-0.25) 
-0.14*** 
(-0.34) 
-0.13*** 
(-0.29) 
-0.12*** 
(-0.31) 
 
Note: 1) ***, **, * ==>  Significance at 1%, 5%, 10% level; 2) The bold numbers in parentheses are 
elasticities.  
3.3. Conclusions and suggestions for future analysis 
 
The previous section presented the results from the mode choice experiment data analysed using a state-of-the-art 
modelling technique: random-effects logit modelling. Based on the modelling results, respondents’ mode choice 
behaviours were examined and a number of influential mode-choice factors identified and examined. The relative 
influence of these significant factors was compared across five capital cities. Several interesting findings emerged. 
While there were strong similarities in the identified influential factors across the cities, there were some notable 
differences in their relative influences. 
 
While the random effects model developed for this study and the results gained from it in themselves assist in our 
understanding of urban rail travel, this model was largely developed to demonstrate how a state of the art model 
applied to a comprehensive choice data-set could provide insights and information on rail travel choices. A major 
contribution of this project is that the data-set generated from the survey covers many aspects of a traveller’s mode 
choice decision-making process and contains an abundance of valuable information. All this has great potential with 
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respect to helping us to untangle the high complexity of a traveller’s mode choice behaviours. The analysis 
presented in this report reflects part of what can be done using this dataset. Different analyses can be implemented 
for answering different questions. In particular, to better understand influencing factors (e.g. wireless and laptop 
station) and their relative importance in people’s mode choice decision-making process, the analyses presented in 
the report should be extended and enhanced by incorporating important information from the reveal preference 
data collected in the survey, such as social-demographic characteristics, the most-recent travel experience, attitudes, 
and user group status (e.g., train rider, bus rider, car driver, etc.). Such a comprehensive data analysis is beyond the 
scope of this project. 
The following chapter attempts a synthesis of results and insights from the time series and cross-sectional studies 
conducted for the project. 
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4. Synthesis and implications 
 
This chapter draws together the objectives of the project, the major results of the time-series and cross-sectional 
modelling and analysis, and some implications from the research. 
 
4.1. Modelling and analysis of factors which influence decisions to make urban trips by rail 
 
An extensive search of the academic literature and industry reports provided guidance on a range of factors that 
were likely influences on rail trip making in Australian capital cities, with less consistent evidence on the relative 
influence and sensitivity of trip-making decisions to these factors. Furthermore, it became apparent that, while there 
was substantial research and numerous industry reports dealing with the choice between private car and public 
transport, there was comparatively little dealing specifically with urban rail trip making in Australia. It was also 
evident that there were very few Australian time series studies in the area and none that examined data for all 
Australian mainland state capital cities. Likewise, while there are some Australian city specific studies that examine 
the socio-economic attributes of rail users, and others that utilise stated preference approaches to the influence of 
specific travel attributes (like vehicle or station crowding or safety), we could find no studies that combined 
identification of the socio-economic attributes, travel attitudes and experiences, and responses to different travel 
choice scenarios in a study covering all the mainland state capitals. 
 
This project then took a dual approach to the identification and investigation of influential factors on urban rail 
patronage. An advantage of utilising both time-series and cross-sectional analysis is that it takes advantage of the 
relative strength of each method and affords the opportunity for complementary interpretation of the results of 
each type of analysis. Furthermore, an approach combining both methods provided the opportunity for the study to 
demonstrate the benefits to be achieved by the application of state-of-the-art modelling approaches in each of the 
areas. 
 
4.2. Data collection and model specifications 
 
4.2.1. The time series model 
 
Data for the time series model were collated from a number of official sources, including the ABS, the BITRE and 
individual state rail authorities, corporations and organisations and transport departments. The study would not 
have been possible without their active and welcome cooperation. Building on the contemporary literature on time 
series analysis, this project used the Engle and Granger co-integration method of analysis. Although the method has 
been applied for a period of twenty-five years, with a number of enhancements, it has become something of a de-
facto standard for time series analysis. It also mitigates against many of the statistical problems encountered by 
earlier multiple regression approaches. The method is also attractive because it can provide readily interpretable 
indicators (elasticities) of the responsiveness of urban rail patronage to specified influential factors when the model 
is expressed and estimated in the double log form. 
 
4.2.2. The cross-sectional model 
 
Data for the cross section model were obtained from an online survey hosted and administered by the online panel 
data company ORU. This method of implementing cross-section surveys has become well developed and established 
in recent years and offers many financial and logistical advantages. It allowed the project team to obtain a large well-
structured data set that was ideal for the analysis. The design of the survey instrument was informed by a 
consideration of many previous studies in the rail and public transport arena, from input from rail industry experts 
on and beyond the project steering committee, and from the results of two pilot studies. In particular, the design of 
the scenarios in the final survey were developed utilising Ngene software so as to maximise efficiency in the 
presentation and testing of the influence of various factors. The survey results were analysed using SPSS and Excel 
software for the descriptive socioeconomic factors. NLOGIT software was further used in the development and 
analysis of the stated preference mode choice model. 
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4.3. Joint estimation results 
 
The individual time series and cross-sectional analytical results have been presented in Chapters 2 and 3 and will not 
be presented again. This section concentrates on a brief comparison of the results where aspects of the same factors 
appeared in both sets of analysis. 
 
4.3.1. Fares 
 
The fare variable was significant with the expected sign in the time series results for Sydney and Melbourne and was 
the most significant influential variable in the stated preference choice model. While the time series results reported 
low patronage fare elasticity, its dominant showing with high elasticity in the stated preference modelling for all 5 
cities is a clear indication of its importance for policy makers. More analysis could be done from our data set on the 
relative sensitivity to fare changes of different socio-economic subgroups within the population. 
 
4.3.2. Vehicle costs 
 
Fuel costs were significant with the expected sign in the time series results for Melbourne, while vehicle costs were 
significant in the results for Sydney, Melbourne and Perth. The results of the choice model showed that fuel costs 
(along with parking costs and toll) were important for car travellers, but that the responsiveness varied dramatically 
across respondents. Again, a more disaggregated analysis of our data according to trip types and socioeconomic 
characteristics (e.g. income) may yield more information on this much-discussed variable. Given identification of the 
variables as significant (for some cities) in both time series and stated preference results, it is clear that more work 
needs to be done to determine the impact of changing vehicle purchase and running costs (and vehicle ownership) 
on urban rail patronage. 
 
4.3.3. Income levels 
 
From the time series analysis, increases in average per capita incomes exerted a relatively small negative influence 
on rail patronage, with the variable being significant in the cases of Sydney and Adelaide. By way of contrast, the 
results of our cross section analysis indicated that rail riders typically had relatively higher incomes (and higher levels 
of education) than non-riders. This result is contrary to much folklore in the industry and is worthy of more 
investigation using the data set available. Increased density in capital city CBDs and the switch from manufacturing 
to white-collar employment may well be impacting the profile of rail commuters even more significantly in recent 
years. It is also likely to be the case that rail also continues to service a sub-group of low socio-economic status 
patrons who have no other transport options; and there is some evidence of this in the initial analysis of the survey 
data. More fine-grained analysis of the data set should provide more insight on this matter. 
 
4.3.4. Service levels and availability 
 
In the time series analysis, we attempted to measure service levels and quality with the variables of kilometres run 
and rail fatalities. Kilometres run was significant in the equations for Sydney, Perth and Adelaide (but not 
Melbourne) while rail fatalities were not significant in any of the analyses. One possible interpretation of the 
significance of the kilometres run variable was that rail patronage might well be constrained by supply. Supportive 
evidence from the cross-sectional model on the importance of service levels as an influence on rail patronage is that 
the crowding variable consistently emerges as a significant variable in explaining mode choice for all five cities 
investigated. Further evidence is the significance of waiting time and in-vehicle time in the choice model. More work 
clearly needs to be done in order to arrive at a more fine-grained understanding of how different service level 
attributes impact on commuter utility and rail patronage. 
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4.4. Concluding Comments 
 
This study had the major objective of improving our understanding of urban rail patronage in Australian cities. It 
addressed this problem with an extensive literature review of potential influential factors of rail patronage as a base 
for the project research. The study then proceeded to design and implement both a time series and cross-sectional 
investigation to further identify and evaluate the important influential factors. 
 
Contemporary time series models and stated preference choice models were developed and estimated utilising 
specifically collated data series for the former and a special purpose online survey data set for the latter. In each 
case, the model development and estimation serve as a demonstrative case study for further research on the factors 
that influence urban rail trip decisions. The results gained contribute to a better understanding of urban rail travel 
and should prove useful for ongoing modelling and policy decisions. 
 
Finally, the data set generated by the project is a valuable resource that should enable and enhance much further 
research into urban rail trip making decisions. 
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Appendix A:  A brief review of time series studies in urban rail 
 
 
This Appendix reviews previous attempts to employ a time series approach to estimate rail passenger demand. The material 
presented here is substantially an extract from the previously referenced journal article by Wijeweera and Charles (2013a), 
with some minor changes to wording. Note that some of the following studies estimate the demand for inter-city or inter-
regional services, rather than urban rail services per se. 
International Studies 
The first published time series study on passenger rail demand was undertaken by Jones and Nichols (1983). They used 
four-weekly UK data from the beginning of 1969 to the middle of 1977 and applied an ordinary least squares method to 
estimate the passenger rail demand function for seventeen London-based routes. An important feature is the use of a single 
equation framework to estimate the demand function. The authors justified using this framework rather than a seemingly 
more appropriate simultaneous model by the fact that the price is determined by rail managers and does not change 
frequently enough for it to be regarded as an endogenous variable. A double log specification was used, so that the 
estimated coefficients could directly be interpreted as elasticities. The study found that the mean price elasticity was –0.64, 
an outcome which suggests that, on average, a 10 percent increase in rail fare decreases rail patronage by 6.4 percent, 
thereby demonstrating that passenger rail demand is inelastic.  
Although the Jones and Nichols study has its own merits, their results suffer from some serious statistical problems. As 
Fowkes and Nash (1991) showed, the Durbin Watson statistics reported by Jones and Nichols are significantly low, which 
may indicate the presence of serial correlation and potential statistical problems associated with the findings. As shown in 
the econometrics literature (e.g. Gujarati & Porter 2010; Brooks 2008), if error terms are auto-correlated, the ordinary least 
squares estimator is no longer efficient. An unbiased estimator different from the OLS estimator has a smaller variance and 
more reliability. Jones and Nichols’ findings should therefore be interpreted with caution. Indeed, the paper ignores 
possible short-run responses from the model. As a result of short-term commitments, passengers may not be able to 
respond instantaneously to changes in explanatory variables, so it may take several months before a complete effect is felt 
on service demand. 
Several time series and panel studies have followed. For instance, McGeehan (1984) estimated the rail demand function for 
inter-urban railway travel in the Republic of Ireland. This study utilised quarterly data from the beginning of 1970 to the end 
of 1982. McGeehan also used the ordinary least squares method and specified the model in a single equation setting. 
However, instead of using ticket sales data, he used the passenger miles run during the estimation period to represent 
demand. His choice of explanatory variables is also different. For instance, McGeehan argued that the revenue per 
passenger mile travelled is not a good proxy for the rail fare because most railways apply strong distance tapers, which 
means that the fare charged per mile falls with the more distance travelled. This means that those making shorter trips 
effectively cross-subsidise those making longer ones. A clear implication is that if passengers switch from long journeys to 
short ones, the revenue per passenger mile increases, although no actual change occurred in the rail fare. McGeehan 
constructed a weighted average fare using a certain formula. To control for the passenger income variable, he used the 
Index of Industrial Earnings. A rise in disposable income increases the demand for travel including rail travel, but it increases 
competition from other modes, particularly private vehicles. The model includes other important explanatory variables such 
as car ownership and three seasonal dummies. The results of the estimated model confirm the inelastic nature of passenger 
rail demand. Overall, McGeehan found that the price elasticity is –0.4, which suggests that a 10 percent increase in rail fare 
decreases rail patronage by 4 percent. 
The next important study was undertaken by Fowkes et al. (1985). They used annual data (1972 to 1981) between ten 
major routes to construct a pooled data sample consisting of time series and cross-sectional data. The explanatory variables 
in their study included rail fare per journey, car ownership, employment, and dummy variables to capture the introduction 
of high speed rail (HSR). The authors found that the rail fare exerts a significantly negative effect and is inelastic, which 
Understanding Urban Rail Travel for Improved Patronage Forecasting  
 
CRC for Rail Innovation  July 2013 Page 47 
means that an increase in price should increase revenue. This is consistent with Jones and Nichols, as well as McGeehan. 
One issue, however, is the combination of data from ten different areas into a pooled data set. It is possible that different 
flows exist between different areas on account of route specific variables. The authors admit the potential problem 
associated with this course of action and take first differences of observations to overcome this issue. As shown by Stock 
and Watson (2001), although the use of first differences may solve some statistical problems, such as variable mean and 
non-constant variance, it also leads to the loss of some useful information, particularly relating to long-run relationships. 
Hence, an evaluation of the findings of Fowkes et al. should be based on whether we look for long- or short-run 
relationships. Another limitation is the assumption of no change in ticket coverage data over time between routes. 
Doi and Allen (1986) analysed two time series regression models, one in linear form and the other logarithmic, to estimate 
the monthly ridership of a single urban rail rapid transit line using US ridership data. They regressed the passenger variable 
on fare, petrol price, road toll, and seasonal characteristics, and selected dummy variables. Elasticities of monthly ridership 
were found to be –0.233 (by linear model) or –0.245 (by logarithmic model) with respect to the real fare. Elasticities are 
smaller compared to those studies using UK data, but the fare elasticity of demand is still inelastic. With respect to cross-
elasticities, Doi and Allen found that alternative modes are substitutes, so that positive elasticities were seen for real petrol 
price in both the linear model (0.113) and the logarithmic one (0.112). The results show that an increase in real bridge tolls 
would therefore increase the demand for passenger rail. 
Beginning with Jones and Nichols, the earlier studies considered contemporaneous relationships only, so no lag terms were 
included in the model specification. Later studies observed that this instantaneous adjustment assumption is too restrictive 
and claimed that such an assumption oversimplifies the actual response of rail users. Owen and Phillips (1987), for example, 
developed a dynamic rail model for analysing the effect of various economic factors on the demand for inter-city rail 
patronage in the United Kingdom. They demonstrated that demand responses are not instantaneous and that the long-run 
responses are considerably different to those of the short run. To illustrate, they observed that the short-run elasticity of –
0.69 and the long-run elasticity of –1.08 means that the long-run responses to price changes could be higher. This suggests 
that there is a potential for an increase in revenue in the short run, but that this policy might not be successful in the long-
run because consumers can change their behaviour as a result of price changes over time. 
Wardman (1997) noted that the literature existing at the time of his observation permitted only a very limited degree of 
elasticity variation. He questioned the constant elasticity specification assumed by previous researchers and introduced a 
range of functional forms to the demand model. His base model was the constant elasticity model. This was extended to 
three other functional forms, these being: (i) a constant elasticity competition model, (ii) an exponential model, and (iii) an 
exponential competition model. The purpose of these amendments was to allow for the elasticities to vary with the 
competitive position. Wardman’s estimation method is not purely time series because annual data were available for only 
the 1985/86 to 1990/91 period, and so the analysis was based on a pooled data set of 764 observations of changes of 
demand on 160 non-London flows. With the exception of the constant elasticity model, all the other three models were 
estimated by non-linear least squares. The study’s results confirm that the initial conjecture was correct and that elasticities 
do vary significantly, thus the constant elasticity assumption may not be accurate in certain cases. 
Voith (1991) used US data on commuter rail ridership at the community level to estimate the passenger rail demand 
function. The data cover 118 of 165 stations on the South-Eastern Pennsylvania Transportation Authority (SEPTA) commuter 
system on an annual basis from 1978 through to 1991. Voith found that the impact of changes in fares and service levels 
occurs with a lag and that the long-run effects are roughly twice the short-run effects. Furthermore, a significant variation in 
results was observed across stations. Voith concluded that the demographic variables explain very little of the station-
specific residual. His study implies that the primary measurable determinants of ridership are related to transportation 
policy rather than to the ancillary effects of changing demographics.  
Finally, Chen (2007) used annual data from 1995–2002 to study the demand function from 46 origin stations to London. As 
a result of the shorter time period explored, the paper uses panel data model specifications to estimate the rail demand 
function and elasticities. The specified demand equation consisted of three main explanatory variables: (i) average revenue 
per journey, (ii) central London employment, and (iii) regional gross value added per head. Fare elasticity was found to be –
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0.767, which is very close to that of Jones and Nichols (1983). The employment elasticity is positive and indicates that the 
demand for rail will increase if central London employment increases. Overall, the study suggests that employment in 
central London is the main factor affecting demand. 
Australian Studies 
The first Australian time-series study is found in a report prepared by CRA international. Conducted by Smart (2008), the full 
details of the study have not been published. From what can be ascertained, the study employed 30 years of data (1977–
2006) to estimate the passenger rail demand function for Sydney. The dependent variable was the number of passenger 
journeys, while explanatory variables included the fare, unemployment rate, the number of rail stations, and Sydney’s 
population. A number of dummy variables were also used. According to the study, rail fare, unemployment and station 
variables are statistically significant; the low value of the Durbin-Watson statistics would appear to indicate that the 
statistical significance may be misleading. 
Douglas and Karpouzis (2009) used 38 years of rail patronage data from 1969 to 2008 to estimate the passenger rail 
demand for Sydney’s metropolitan rail. Rail demand is regressed on four variables: (i) average real fare per trip, (ii) train 
kilometres run, (iii) metropolitan office employment, and (iv) real gross state product of NSW per capita. Dummy variables 
were included to capture any major incident such as train accidents, the Sydney Olympics in 2000, and the introduction of 
automatic fare collection in 1989. Compared to international time series studies, the model’s overall goodness of fit is not 
particularly satisfactory. For example, the coefficient of determination is only 0.35, which means that only 35 per cent of 
the variation in passenger trip rates is explained by the estimated model. In addition, none of the parameters is significant 
at a 5 per cent level of significance, although all of them have the expected signs. Only the constant term is significant, 
thereby suggesting that the model might have been specified incorrectly. It also seems to suffer from omitted variable bias. 
Previous studies, mainly in the UK context, have found that many other variables, including seasonality and petrol price, 
exert an impact on demand. It is also unclear whether Douglas and Karpouzis tested for unit roots in the variables. 
Odgers and Schijndel (2011) estimated and analysed passenger rail demand in the Melbourne metropolitan area over a 
twenty-seven year period, i.e. 1983–1984 to 2009–2010. The dependent variable is the annual passenger boardings per 
year on Melbourne’s trains. The models initially include six explanatory variables; however, among the reported 
multivariate specifications, three of them contain three independent variables, while two of them contain only two 
independent variables. Another significant aspect is that different forecasts based on different specifications are provided. 
For instance, the first regression model forecasts that the demand for rail in Melbourne will continue to grow, with an 
average annual growth of 7.7% per year forecast over the next three years. One issue is that the variables are expressed in 
original form, so the estimated coefficients cannot be interpreted directly as elasticities. Although elasticities can be 
calculated using mean values of relevant variables, the paper does not provide mean values for all the variables chosen. This 
omission makes it difficult to compare the rail fare elasticities obtained in other studies. Another issue is that the authors 
made no attempt to identify non-linear effects—the international studies examined used double log transformations, which 
at least enabled the researchers to capture some of the non-linear effects. 
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Appendix B: The final survey 
 
 
    
 
 
Urban Rail Travel Behaviour  
Web-based Survey 
Revised Questionnaire – November 19, 2012 
 
 
Note:  
 The survey can be customized for particular cities, with a core of comparable questions; 
 The estimated workload for train riders: 15 to 18 minutes; 
 The estimated workload for non train rider: 13 to 16 minutes;
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SCREENING & QUOTA SELECTION 
(Estimated Workload: 1 minute) 
 
A research team from Southern Cross University, Queensland University of Technology and The University of South 
Australia are conducting a study for the Commonwealth Cooperative Research Centre for Rail Innovation to more fully 
understand the travel patterns and travel choices of people like you. Your experiences, opinions, and travel behaviour 
are extremely important in order for us to deliver improved future train services. The survey will take you 
approximately 15 - 20 minutes to complete. 
The study is being conducted for research purposes only, and no attempt will be made to sell you anything at any 
time. Your participation is entirely voluntary. All comments and responses are anonymous and will be treated 
confidentially. Data from the survey will be saved on secure servers and de-identified by ORU before transmission to 
the research team. The data held by ORU will be destroyed at the conclusion of the research project. The de-identified 
data will be retained for use in further research. 
Research findings flowing from the survey will be incorporated in a report to the Commonwealth Cooperative 
Research Centre for Rail Innovation, which will normally make the report or core outcomes available on its 
publications website page http://www.railcrc.net.au/publications. 
 
If you have any questions or require any further information about this survey please contact Adjunct Associate 
Professor Keith Sloan Associate or Professor Michael Charles of Southern Cross University at 02 662 000 or by email 
via the link given here …………. This survey has Southern Cross University ethics approval number ECN-12-307. 
 
If you have concerns about the ethical conduct of this research or the researchers you may contact: 
The Ethics Complaints Officer 
Southern Cross University 
PO Box 157 
Lismore  NSW  2480 
Email:  ethics.lismore@scu.edu.au 
 
SQ1 How old are you?  
(1) Younger than 16 years (Survey Close) 
(2) 16-17 years 
(3) 18-30 years 
(4) 31-40 years 
(5) 41-50 years 
(6) 51-60 years 
(7) 60+ years 
 
SQ2 Do you or does anyone in your household work for a motor vehicle manufacturer, a public transport 
provider, city rail company, or the city transport department?  
(1) Yes (Survey Close) 
(2) No 
 
SQ3 How often did you travel by train LAST MONTH? 
(1) Eight times or more; (Go to TR1) 
(2) Four times or more, but less than eight times; (Go to TR1) 
(3) Two times or more, but less than four times; (Go to TR1) 
(4) Once; (Go to NR1) 
(5) None; (Go to NR1) 
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Assign respondent to REGULAR RIDER if the answer to SQ3 is 1 or2, and assign respondent to INFREQUENT RIDER 
if the answer to SQ3 is 3; otherwise assign respondent to NONRIDER. 
For REGULAR RIDER and INFREQUENT RIDER, go to TR1; 
For NONRIDER, go to NR1. 
 
IF RELEVANT QUOTAS ARE FULL, CLOSE THE SURVEY. 
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TRAIN RIDER EXPERIENCE 
(Estimated Workload: 6-7 minutes) 
    
The questions in this section are going to ask you to recall the details of your most recent TRAIN trip from 
home. 
 
TR1 Besides train, which modes of transport were available to you when you made your most recent train 
trip from home (even if you never use these methods)? (Please check all that apply)  
(1) Motor vehicle (financed, leased, or owned)  
(2) Company/work vehicle 
(3) Taxi 
(4) Motor Bike or Scooter 
(5) Bus 
(6) Tram  
(7) Cycling 
(8) Walking 
 
TR2 Please state the nearest intersection to your home (please write down the postcode and two street 
names): 
Postcode: _______ 
Street 1: _______ 
Street 2: _______ 
 
 
TR3 Please state the nearest intersection to your destination of your most recent TRAIN trip from home 
(please write down postcode and two street names):  
Postcode: _______ 
Street 1: _______ 
Street 2: _______ 
 
 
TR4 What time of day did you commence your most recent TRAIN trip from home?   
(1) Before 7am 
(2) Between 7:01 am and 9 am 
(3) Between 9:01 am and 3 pm 
(4) Between 3:01 pm and 7 pm 
(5) Between 7:01 pm and 2 am 
(6) Not sure 
 
TR5 What was the main purpose of this most recent TRAIN trip from home? 
(1) Employment 
(2) Business 
(3) Education  
(4) Leisure (holiday)/Recreation/Social/Volunteer 
(5) Shopping 
(6) Personal activity (e.g., picking up kids, medical appointment, errand, banking, etc.) 
(7) Other (Please indicate) __________________ 
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TR6 Before you departed on your most recent TRAIN trip from home, did you check the most current 
information on the train services, such as arrival time of the next train or service updates on any 
delays or cancellations, etc.? 
(1) Yes 
(2) No 
 
TR7 How did you get to the station on your most recent TRAIN trip from home? 
(1) Bus (Go to TR7a) 
(2) Walked (Go to TR8) 
(3) Parked (free) at the nearest station (Go to TR7b) 
(4) Paid for parking at the nearest station (Go to TR7b) 
(5) Dropped off at the station, including taxi (Go to TR8) 
(6) Bicycle (Go to TR8) 
(7) Other (please indicate)_______________________ (Go to TR8) 
 
TR7a: How long did you have to wait for the bus? 
_________hours and _________ minutes 
Go to TR8 
 
TR7b: If the parking facility was not available when you took this trip, you would have: 
(1) driven to the destination 
(2) driven to another station 
(3) taken bus to the station 
(4) taken bus to the destination 
(5) walked to the station 
(6) cycled to the station 
(7) asked somebody for a ride to the station 
(8) parked elsewhere and then taken the train 
(9) parked elsewhere and then taken the bus 
(10) walked to the destination 
(11) cycled to the destination 
(12) asked somebody for a ride to the destination  
(13) cancelled the trip 
(14) Other (please indicate) _____________________ 
 
TR8 About how long does it take you to get from your home to the nearest train station? 
_________hours and _________ minutes 
 
TR9 On your most recent train trip about how long did you wait for the train? 
_________hours and _________ minutes 
 
TR10 About how long were you on the train (time between getting on and off from the train including 
switching trains if applicable)?  
_________hours and _________ minutes 
       
TR11 Which statement best describes the crowding condition during your most recent TRAIN trip from 
home?  
(1) It was easy to find a seat for the entire journey 
(2) I found a seat for the entire journey but most seats were occupied 
(3) I was standing up for 5 minutes prior to finding a vacant seat 
(4) I was standing up for 6 - 15 minutes prior to finding a vacant seat 
(5) I was standing up for 16 - 25 minutes or more prior to finding a vacant seat 
Understanding Urban Rail Travel for Improved Patronage Forecasting  
 
CRC for Rail Innovation  July 2013 Page 54 
(6) I stood for the entire journey, as no seats were available 
(7) I stood for the entire journey, as I didn’t want to sit 
(8) Other (please indicate) ___________________ 
 
TR12 How did you spend your time on the train during your most recent TRAIN trip from home?  
(1) Work or study related activities (e.g., writing) 
(2) Reading (e.g., news, book, magazine, etc) 
(3) Entertaining myself using personal digital devices (e.g., smart phone, tablet, iPod, iPad, etc) 
(4) Chatting with other travelling companion (e.g., chatting with friends, minding kids)  
(5) Relaxing or doing nothing in particular (e.g., sitting, looking out the window at local scenery) 
(6) Other (please indicate) ___________________ 
 
TR13 Once you got off the train on your most recent TRAIN trip from home, how did you get to your final 
destination?  
(1) Bus (Go to TR13a) 
(2) Tram (Go to TR14) 
(3) Walked (Go to TR14) 
(4) Passenger pick up, including taxi (Go to TR14) 
(5) Bicycle (Go to TR14) 
(6) Other (please indicate) ____________________ (Go to TR14) 
 
  TR13a: How long did you wait for bus? 
_________hours and _________ minutes 
 
TR14 About how long did it take you to get to the destination? 
_________hours and _________ minutes 
 
TR15 How much did you pay for tickets for this ONE-WAY trip?  
(1) _________ dollars and ______cents 
(2) I don’t know. 
 
TR16 Thinking about the services you received, on a 5-point rating scale how satisfied were you with the 
PRICE you paid for your most recent TRAIN trip from home? 1 = “Extremely dissatisfied”; 5 = 
“Extremely satisfied”.  
 
TR17 All things considered, on a 5-point rating scale how satisfied were you with the experience of your 
most recent TRAIN trip from home? 1 = “Extremely dissatisfied”; 5 = “Extremely satisfied”. 
  
    
Extremely dissatisfied         Dissatisfied Neutral                       Satisfied             Extremely satisfied
1        2       3  4   5
    
Extremely dissatisfied         Dissatisfied Neutral                       Satisfied             Extremely satisfied
1        2       3  4   5
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BUS/MOTOR VEHICLE EXPERIENCE 
(Estimated Workload: 4-5 minutes) 
The questions in this section are going to ask you to recall the details of your most recent trip from 
home that was taken by motor vehicle or by bus. 
 
NR1 For your most recent trip from home that was taken by motor vehicle or by bus, which methods of 
transport listed below were available to you when you were planning this trip (even if you never use 
these methods)? (Please check all that apply)  
(1) Motor vehicle (financed, leased, or owned) 
(2) Company/work vehicle 
(3) Taxi 
(4) Motor Bike or Scooter 
(5) Bus 
(6) Tram 
(7) Train  
(8) Cycling 
(9) Walking 
 
NR2 Please state the nearest intersection to your home (please write down the postcode and two street 
names):  
Postcode: _______ 
Street 1: _______ 
Street 2: _______ 
 
NR3 For your most recent trip from home that was taken by motor vehicle  or by bus , please state the 
nearest intersection to your destination (please write down the postcode and two street names):  
Postcode: _______ 
Street 1: _______ 
Street 2: _______ 
 
NR4 For your most recent trip from home that was taken by motor vehicle or by bus, what time of day did 
you depart?  
(1) Before 7am 
(2) Between 7:01 am and 9 am 
(3) Between 9:01 am and 3 pm 
(4) Between 3:01 pm and 7 pm 
(5) Between 7:01 pm and 2 am 
(6) Not sure 
 
NR5 For your most recent trip from home that was taken by motor vehicle or by bus , what was its main 
purpose?  
(1) Employment 
(2) Business 
(3) Education  
(4) Leisure (holiday)/Recreation/Social/Volunteer 
(5) Shopping 
(6) Personal activity (e.g., picking up kids, medical appointment, errand, banking, etc.) 
(7) Other (Please indicate) __________________ 
 
NR6 Approximately what was your in-vehicle travel time for this trip? 
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             _________hours and _________ minutes 
 
NR7 For your most recent trip from home that was taken by motor vehicle or by bus, what transport mode 
did you use? 
(1) Motor vehicle (financed, leased, or owned) (Go to NR7a-b) 
(2) Passenger in a motor vehicle driven by someone else (Go to NR7a-b) 
(3) Company/work vehicle (Go to NR7a-b) 
(4) Taxi(Go to NR7c) 
(5)  Bus (Go to NR7d-g) 
          
 
          NR7a Approximately how much did you spend on parking for this trip? If you didn’t pay for parking, 
enter ‘0’. 
 
_________ dollars and ______cents 
 
          NR7b Approximately how much did you spend on tolls for this trip? If you didn’t pay for toll, enter ‘0’. 
 
Go to NR8 
 
          NR7c How much did you pay for this ONE-WAY trip?  
_________ dollars and ______cents 
 
          NR7d How much did you pay for tickets for this ONE-WAY trip?  
_________ dollars and ______cents 
 
         NR7e About how long did it take you to walk to the bus stop from your home?  
                   If you did NOT walk to the bus stop, please estimate the would-be walking time. 
 
_________ hours and _________ minutes 
 
         NR7f About how long did you wait for the bus? 
_________ hours and _________ minutes 
 
         NR7g Which statement best describes the crowding condition on the bus during your most recent trip?  
(1) It was easy to find a seat for the entire journey 
(2) I found a seat for the entire journey but most seats were occupied 
(3) I was standing up for 5 minutes prior to finding a vacant seat 
(4) I was standing up for 6 - 15 minutes prior to finding a vacant seat 
(5) I was standing up for 16 - 25 minutes or more prior to finding a vacant seat 
(6) I stood for the entire journey, as no seats were available 
(7) I stood for the entire journey, as I didn’t want to sit 
(8) Other (please indicate) ___________________ 
 
NR8 Why did you choose this transport mode? 
(1) No other mode was available 
(2) Cheapest mode available 
(3) Fastest mode available 
(4) Most convenient mode available 
(5) Safest mode available 
(6) Most comfortable mode available 
(7) Work-related vehicle 
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(8) Personal mobility constraints (e.g., disabled) 
(9) Needed to transport bulky items 
(10) Weather conditions  
(11) Other (please indicate)________________________ 
 
NR9 What are the main reasons that you did not take the train for this trip?  
(1) I like driving 
(2) Driving was faster 
(3) Work-related vehicle 
(4) No available train service 
(5) Personal mobility constraints (e.g., disabled) 
(6) Needed to transport bulky items 
(7) I was offered a free ride (e.g., sitting in a car driven by another person) 
(8) I prefer bus/ferry/tram 
(9) The nearest train station was too far 
(10) The trip was too short for taking train 
(11) The train is not sufficiently safe 
(12) The train does not run frequently enough 
(13) The train is not convenient for visiting multiple destinations 
(14) The train is generally for people who don’t have access to motor vehicles 
(15) The train is too crowded 
(16) The train fare is too expensive 
(17) Other (please indicate) ________________________  
 
NR10 After getting out of the motor vehicle or getting off the bus, about how long did it take you to reach 
your final destination?  
_________ hours and _________ minutes 
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GENERAL QUESTIONS 
(Estimated Workload: 4-5 minutes)  
 
The questions in this section are designed to collect some general information regarding your travel 
behaviour and your socio demographic background. These questions have NOTHING to do with your 
most recent trip. 
 
GQ1 On a 5-point rating scale, to what extent would the following factors influence you to take a train more 
often? 1 = “no influence at all”; 5 = “very strong influence”. 
(1) Better access (e.g., more bus services, more comfortable walking environment) to the station by bus 
 
(2) Train runs on schedule  
  
(3) Higher likelihood of getting a seat / less crowding  
  
(4) The ability to access up to date information on train services such as current train status 
 
(5) Availability of an entertainment system (e.g., video, audio, TV etc. ) 
 
(6)  Increased road congestion  
 
(7) Private vehicle drivers are  charged a congestion tax or toll every time they enter the city in peak hours  
 
 
GQ2 To what extent did access to rail services influence your decision to live in your current location? 
(1) Very significant 
(2) Significant 
(3) Moderate 
(4) Low 
(5) Was not a consideration 
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GQ3 What is your motor vehicle access status? 
(1) I don’t have access to a motor vehicle 
(2) I have access to my own motor vehicle 
(3) I have access to company/work vehicles 
(4) I have access to a shared motor vehicle  
 
GQ4 Do you have a driver’s license? 
(1) Yes 
(2) No 
 
GQ5 Do you need a motor vehicle for your work or business?  
(1) Yes  
(2) No 
(3) I do not work 
 
GQ6 Your current employment status 
(1) Full-time (paid employment) 
(2) Part-time (paid employment) 
(3) Self-employed  
(4) Not in the work force (e.g., maternity leave, unemployed) 
(5) Retired 
(6)  Student 
(1) Other (please indicate)__________________________ 
 
GQ7 Which of the following best describes your current household? 
(1) Couple family with dependent children 
(2) One parent family with dependent children 
(3) Couple only 
(4) Multiple family household 
(5) Lone person 
(6) Group household 
(7) Other one family household 
(8)  Other (please indicate)__________________________ 
 
GQ8 In which country were you born?  
(1) Australia 
(2) England 
(3) New Zealand 
(4) Italy 
(5) Vietnam 
(6) Scotland 
(7) Greece 
(8) China 
(9) India 
(10) Philippines  
(11) South Africa 
(12) Germany 
(13) Malaysia 
(14) Other (please indicate) __________________________  
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GQ9 What is your gender? 
(15) Male  
(16) Female 
 
GQ10 Into which of these groups does your pre-tax household weekly income fall? 
(1) Under $200 
(2) $200 to less than $300 
(3) $300 to less than $400 
(4) $400 to less than $500 
(5) $500 to less than $600 
(6) $600 to less than $700 
(7) $700 to less than  $800 
(8) $800 to less than  $900 
(9) $900 to less than  $1,000 
(10) $1000 to less than  $1,100 
(11) $1,100 to less than  $1,200 
(12) $1,200 to less than  $1,300 
(13) $1,300 to less than  $1,400 
(14) $1,400 to less than  $1,500 
(15) $1,500 to less than  $1,600 
(16) $1,600 to less than  $1,700 
(17) $1,700 to less than  $1800 
(18) $1800 or more 
(19) Did not draw a wage or salary 
 
GQ11 What is your highest educational qualification?  
(1) Postgraduate Degree Level  
(2) Graduate Diploma and Graduate Certificate Level  
(3) Bachelor Degree Level  
(4) Advanced Diploma and Diploma Level  
(5) Certificate Level  
(6) School Education Level 
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HOW WOULD YOU TRAVEL? 
(Estimated Workload: 4-5 minutes) 
 
Based on the information you have provided, we understand that your most recent trip from home by [train/bus/motor 
vehicle] started from [TR2/NR2] and ended at [TR3/NR3]. For this trip, the available transport modes were [TR1/NR1].  
 
As you are probably aware, changes that are out of your control can take place, including availabilities of different 
transport options.  In this section, you will be asked to participate in 6 HYPOTHETICAL experiments. In each of these 
experiments, a number of transport choices with different features are described. If these options were available to 
you with the features listed when you were planning your most recent trip described above, please indicate which 
travel option you would choose. 
 
Due to the large amount, it is impossible to attach all the experiments here. Instead, for illustration purpose, 6 
experiments from the same block for {train, bus} are provided below. 
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Mode choice experiment 1: 
 
Mode choice experiment 2: 
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Mode choice experiment 3: 
 
Mode choice experiment 4: 
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Mode choice experiment 5: 
 
 
Mode choice experiment 6: 
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Appendix C: Survey respondent profiles by city 
Age and Gender of Respondents  
Figure C1 – Age and Gender Distribution by City 
 
 
 
Apparent from the graphs are the overwhelming similarities in respondent age and gender profiles across the cities; 
however, there are some systematic differences. For Brisbane, there is a relatively higher percentage of female 
riders in the 31–40 and 51–60 age groups; and a relatively lower percentage of male riders in most age groups, with 
the exception of those aged more than 60. There are also a higher proportion of female non-riders in the 31–40 age 
group and male non-riders in the 18–30, 31–40 and 51–60 age groups. Perth differs in having a higher relative 
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percentage of both more males and females in the older (60+) age group, while Adelaide has a distinctly higher 
percentage of male non-riders in this older group. 
Respondent access to private car transport 
Figure C2 Access to a Motor Vehicle 
 
 
 
In general, motor vehicle access shows little difference across the cities, which is consistent with high levels of 
vehicle ownership Australia wide.  
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Figure C3 Possession of a Driver’s Licence 
 
 
 
Evident from the graphs is a slightly lower percentage of licensed drivers among train riders for Adelaide and Perth, 
and a slightly higher percentage of licensed drivers among non-riders in Adelaide.  
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Figure C4 Need a Car for Work 
 
 
 
A somewhat larger proportion of Sydney train riders state that they do not need a car for work, while a relatively 
larger proportion of non-riders from Perth do need a car for work. In this question, the uniform high “Not Sure” 
response might indicate that some people might occasionally need a car for work, and/or there was some confusion 
about the specificity of the question specifying a car in contrast perhaps to another vehicle type (van, utility truck, 
people mover, etc).  
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Employment status and income level of respondents 
Figure C5 Employment Status 
 
 
 
In the area of employment status, there is a noticeable variation between the cities for riders, and little variation for 
non-riders. A relatively larger proportion of train riders are in full-time employment for Sydney and Melbourne, and 
Brisbane, larger proportions of retired riders for Brisbane, Adelaide and Perth and a larger proportion of people in 
part-time work or not in the work force for both Adelaide and Perth. In Adelaide, there are also a higher percentage 
of students using the train (recall that our survey only canvassed adult respondents).  
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Figure C6 Household Weekly Income 
 
 
While the general pattern of there being a higher proportion of high-income households among riders than non-
riders remains generally true, Perth shows some differences from other cities, with a relatively lower percentage of 
middle income earners ($1,000–$1,800 per week) travelling by train. Likewise, a higher percentage of riders are from 
lower-income groups in Brisbane, Adelaide and Perth than is the case for Sydney and Melbourne. Note the 
correlation with the employment statistics, with a relatively smaller proportion of train riders from these cities being 
in full-time employment. Noticeable also is the larger proportion of non-riders in the low income group for Adelaide, 
although there is no significant difference in the employment status of non-riders for Adelaide from that of other 
cities. 
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Immigrant identity and education level 
Figure C7 Place of Birth 
 
 
For Adelaide, there is a higher proportion of Australian-born respondents than for the other cities, with relatively 
greater disparity among train riders than non-riders.  The converse applies for Perth, with a higher proportion of 
respondents being born overseas. Yet the distribution among riders and non-riders is almost identical.  
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Figure C8 Highest Education Level 
 
 
Patterns of educational attainment are fairly similar across the cities for both rider and non-rider respondents, 
although a relatively higher proportion of riders from Sydney and Melbourne possess a university-level qualification. 
This is consistent with evidence discussed above of relatively higher levels of employment and income for riders 
from those cities. The relatively high proportion of riders with only a school level of education for Adelaide is 
consistent with the relatively large proportion of student riders in that city.  
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Trip purpose and time of day 
Figure C9 Trip Purpose 
 
 
For non-riders, trip purposes are similarly distributed across the cities, except for a slightly higher proportion from 
Adelaide whose last trip from home was for employment. Among the train riders, the higher proportion of 
employment trips for Sydney, Melbourne and Brisbane is consistent with the higher proportion of riders from those 
cities who stated that they were in full-time employment.  
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Figure C10 Trip Time of Day 
 
 
The time of day of their last trip from home had a very similar distribution for non-riders from all cities. Some 
variation is observable amongst riders, with a larger proportion from Sydney starting their trip between 7am and 
9am. A higher percentage of riders from Adelaide and Perth started their trips between 9am and 3pm. A smaller 
proportion of Sydney riders commenced their trip from home in the later afternoon or early evening. 
 
 
  
0.00%
5.00%
10.00%
15.00%
20.00%
25.00%
30.00%
35.00%
40.00%
45.00%
50.00%
Before 7am 7am ~ 9am 9am ~ 3pm 3pm ~ 7pm 7pm ~ 2am Not sure
Riders 
SYD
MEL
BNE
ADL
PER
0.00%
5.00%
10.00%
15.00%
20.00%
25.00%
30.00%
35.00%
40.00%
45.00%
50.00%
Before 7am 7am ~ 9am 9am ~ 3pm 3pm ~ 7pm 7pm ~ 2am Not sure
Non-Riders 
SYD
MEL
BNE
ADL
PER
Understanding Urban Rail Travel for Improved Patronage Forecasting  
 
CRC for Rail Innovation  July 2013 Page 75 
Appendix D:  Stated Preference modelling outputs for other cities 
 
(1) Melbourne 
The modelling output for Melbourne is summarised in Table D1. 
Table D1 the random-effects logit model for Melbourne 
Overall goodness-of-fit 
Log likelihood function=-10020.95; Restricted log likelihood=-13183.35 
Significance level <0.001; McFadden Pseudo R-squared=0.2069929 
AIC = 20955.0; AIC/N =1.746; Halton sequences used for simulations 
Attributes Parameters Standard error z Prob |z|>z* 95% confidence interval 
Random parameters in utility functions 
Fuel 
-1.47*** 
(-0.17)             0.28 -5.23 
<0.01 -2.02 -0.92 
Nonrandom parameters in utility functions 
Constant_bus -1.21*** 0.26 -4.75 <0.01 -1.71 -0.71 
In vehicle time_bus 
-0.04*** 
(-0.33) 
0.002 
16.62 
<0.01 0.03 0.04 
Fare_bus 
-0.21*** 
(-0.22) 
0.02 
8.47 
<0.01 0.16 0.26 
Crowding_bus -0.09*** 0.01 5.88 <0.01 0.06 0.12 
Rail user_bus 1.76*** 0.10 18.01 <0.01 1.57 1.95 
Constant_train -1.78*** 0.25 -7.02 <0.01 -2.27 -1.28 
Station access time_train 
-0.02*** 
(-0.06) 
0.01 
3.67 
<0.01 0.01 0.03 
In vehicle time_train 
-0.03*** 
(-0.24) 
0.002 
15.55 
<0.01 0.03 0.04 
Fare_train 
-0.17*** 
(-0.10) 
0.02 
8.57 
<0.01 0.13 0.21 
Crowding_train -0.09*** 0.01 5.89 <0.01 0.06 0.11 
Laptop_train -0.12** 0.05 -2.44 0.01 -0.22 -0.02 
Destination access time_train 
-0.03*** 
(-0.12) 
0.01 
4.56 
<0.01 0.02 0.04 
Rail user_train 2.18*** 0.10 22.23 <0.01 1.99 2.37 
Parking 
-0.08*** 
(-0.46) 
0.005 
18.09 
<0.01 0.08 0.09 
Tolling 
-0.09*** 
(-0.25) 
0.01 
12.25 
<0.01 0.08 0.11 
Derived standard deviations of parameter distributions 
Fuel 3.61*** 0.53 6.80 <0.01 2.57 4.65 
Note: 1) ***, **, * ==>  Significance at 1%, 5%, 10% level; 2) The bold numbers in parentheses are elasticities. 
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(2) Brisbane 
The modelling output for Brisbane is summarized in Table D2. 
Table D2 the random-effects logit model for Brisbane 
Overall goodness-of-fit 
Log likelihood function=-4173.29; Restricted log likelihood=-5626.78 
Significance level <0.001; McFadden Pseudo R-squared=0.26 
AIC = 8396.6; AIC/N = 1.42; Halton sequences used for simulations 
Attributes Parameters Standard error z Prob |z|>z* 95% confidence interval 
Random parameters in utility functions 
Fuel 
0.40*** 
(-0.09) 
0.09 4.43 <0.01 0.22 0.58 
Nonrandom parameters in utility functions 
Constant_bus -0.82*** 0.31 -2.63 0.01 -1.43 -0.21 
In vehicle time_bus 
-0.04*** 
(-0.25) 
0.004 9.87 <0.01 0.03 0.04 
Fare_bus 
-0.23*** 
(-0.10) 
0.04 5.85 <0.01 0.15 0.31 
Crowding_bus -0.14*** 0.02 5.71 <0.01 0.09 0.18 
Rail user_bus 1.57*** 0.16 9.68 <0.01 1.25 1.89 
Constant_train -0.27 0.31 -0.88 0.38 -0.88 0.34 
Station access time_train 
-0.06*** 
(-0.28) 
0.01 5.83 <0.01 0.04 0.08 
waiting time_train 
-0.03** 
(-0.17) 
0.01 2.20 0.03 0.003 0.06 
In vehicle time_train 
-0.04*** 
(-0.22) 
0.004 9.93 <0.01 0.03 0.04 
Fare_train 
-0.29*** 
(-0.27) 
0.03 8.87 <0.01 0.23 0.36 
Crowding_train -0.12*** 0.02 5.06 <0.01 0.08 0.17 
Destination access time_train 
-0.05*** 
(-0.26) 
0.01 4.88 <0.01 0.03 0.07 
Rail user_train 1.96*** 0.17 11.83 <0.01 1.64 2.29 
Parking 
-0.12*** 
(-0.56) 
0.01 9.44 <0.01 0.09 0.14 
Tolls 
-0.13*** 
(-0.34) 
0.01 9.02 <0.01 0.10 0.16 
Derived standard deviations of parameter distributions 
Fuel 0.86*** 0.16 5.49 <0.01 0.56 1.17 
Note: 1) ***, **, * ==>  Significance at 1%, 5%, 10% level; 2) The bold numbers in parentheses are elasticities. 
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(3) Perth 
The modelling output for Perth is summarized in Table D3. 
Table D3 the random-effects logit model for Perth 
Overall goodness-of-fit 
Log likelihood function = -3675.04;Restricted log likelihood = -4891.02 
Significance level <0.001; McFadden Pseudo R-squared =0 .25 
AIC = 7400.1; AIC/N = 1.66; Halton sequences used for simulations 
Attributes Parameters Standard error z Prob |z|>z* 95% confidence interval 
Random parameters in utility functions 
Fuel 
0.46*** 
(-0.01) 
0.12 3.72 <0.01 0.22 0.70 
Nonrandom parameters in utility functions 
Constant_bus -0.83** 0.38 -2.16 0.03 -1.58 -0.08 
In vehicle time_bus 
-0.03*** 
(-0.23) 
0.004 8.50 <0.01 0.03 0.04 
Fare_bus 
-0.27*** 
(-0.11) 
0.05 5.87 <0.01 0.18 0.36 
Crowding_bus -0.10*** 0.03 3.82 <0.01 0.05 0.15 
Rail user_bus 1.97*** 0.27 7.40 <0.01 1.45 2.49 
Constant_train -0.47 0.39 -1.19 0.23 -1.24 0.30 
Station access time_train 
-0.03** 
(-0.12) 
0.01 2.27 0.02 0.003 0.05 
waiting time_train 
-0.04*** 
(-0.15) 
0.02 2.74 0.01 0.01 0.07 
In vehicle time_train 
-0.03*** 
(-0.17) 
0.004 7.71 <0.01 0.02 0.04 
Fare_train 
-0.36*** 
(-0.31) 
0.04 9.32 <0.01 0.28 0.43 
Crowding_train -0.09*** 0.03 3.17 <0.01 0.03 0.14 
Destination access time_train 
-0.04*** 
(-0.28) 
0.01 3.68 <0.01 0.02 0.06 
Rail user_train 2.63*** 0.27 9.84 <0.01 2.11 3.15 
Parking 
-0.11*** 
(-0.45) 
0.01 7.52 <0.01 0.08 0.13 
Tolls 
-0.13*** 
(-0.29) 
0.02 6.95 <0.01 0.09 0.17 
Derived standard deviations of parameter distributions 
Fuel 1.24*** 0.24 5.11 <0.01 0.76 1.71 
Note: 1) ***, **, * ==>  Significance at 1%, 5%, 10% level; 2) The bold numbers in parentheses are elasticities. 
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(4) Adelaide 
The modelling output for Adelaide is summarized in Table D4. 
Table D4 the random-effects logit model for Adelaide 
Overall goodness-of-fit 
Log likelihood function=-4224.67; Restricted log likelihood=-5529.49 
Significance level <0.001; McFadden Pseudo R-squared=0.24 
AIC = 8499.3;AIC/N = 1.42; Halton sequences used for simulations 
Attributes Parameters Standard error z Prob |z|>z* 95% confidence interval 
Random parameters in utility functions 
Fuel 
0.34*** 
(-0.06) 
0.09 3.90 <0.01 0.17 0.51 
Non-random parameters in utility functions 
Constant_bus -0.87*** 0.33 -2.63 0.01 -1.51 -0.22 
In vehicle time_bus 
-0.03*** 
(-0.22) 
0.003 9.24 <0.01 0.03 0.04 
Fare_bus 
-0.27*** 
(-0.19) 
0.04 7.07 <0.01 0.19 0.34 
Crowding_bus -0.07*** 0.02 3.39 <0.01 0.03 0.12 
Rail user_bus 2.15*** 0.19 11.22 <0.01 1.77 2.52 
Constant_train -0.43 0.31 -1.37 0.17 -1.04 0.19 
Station access time_train 
-0.04*** 
(-0.19) 
0.01 3.87 <0.01 0.02 0.05 
In vehicle time_train 
-0.03*** 
(-0.24) 
0.003 9.78 <0.01 0.03 0.04 
Fare_train 
-0.26*** 
(-0.18) 
0.03 8.33 <0.01 0.20 0.32 
Crowding_train -0.08*** 0.02 3.51 <0.01 0.04 0.12 
Wireless_train -0.24*** 0.07 -3.22 <0.01 -0.38 -0.09 
Destination access time_train 
-0.05*** 
(-0.21) 
0.01 4.99 <0.01 0.03 0.06 
Rail user_train 2.30*** 0.19 12.13 <0.01 1.93 2.67 
Parking 
-0.09*** 
(-0.45) 
0.01 9.22 <0.01 0.07 0.11 
Tolling 
-0.12*** 
(-0.31) 
0.01 8.81 <0.01 0.09 0.15 
Derived standard deviations of parameter distributions 
Fuel 0.84*** 0.16 5.42 <0.01 0.54 1.15 
Note: 1) ***, **, * ==>  Significance at 1%, 5%, 10% level; 2) The bold numbers in parentheses are elasticities. 
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Appendix E:  Collected survey samples 
 
Table E1 Summary of the collected survey samples 
ID Title Agency Year Region 
1 
Metropolitan Public Transport Customer 
Satisfaction Monitor 
Melbourne 2012 AU 
2 DOT Segmentation Survey Melbourne 2009 AU 
3 DOT Choice Model Survey Melbourne 2009 AU 
4 
RAIL Back On Track: 2011 Public Transport 
Passenger Survey 
AU 2011 AU 
5 Public Transport Customer Survey South Australia 2011 AU 
6 Public Transport Customer Survey NSW 2011 AU 
7 TransLink Public Transport User Survey QLD 2010 AU 
8 Health Omnibus Survey 
Dept. for Transport, Energy and 
Infrastructure 
2009 AU 
9 Metropolitan Adelaide Household Travel Survey South Australia 1999 AU 
10 Annual Public Transport Satisfaction Monitor Metlink, Greater Wellington, NZ 2010 NZ 
11 2007 Rail Survey Instrument 
Washington Metropolitan Area Transit 
Authority 
2007 US 
12 2008 Wichita Transit Passenger Survey 
City of Wichita 
Kansas 
2008 US 
13 2010 Chapel Hill Transit Passenger Survey Chapel Hill Transit , North Carolina 2010 US 
14 2010 Chapel Hill Transit Resident Survey Chapel Hill Transit, North Carolina 2010 US 
15 Metro Rider Survey King County, Seattle 2010 US 
16 U-PASS survey University of Washington, Seattle 2011 US 
17 Atlanta Regional Roundtable Survey Atlanta Now US 
18 Community Transportation Survey 
American Association of Retired 
Persons 
1997 US 
19 2011 Transit Ridership Survey El Dorado County, CA 2011 US 
20 High Speed Rail Study Surveys Cambridge Systematics 2005 US 
21 2007/2008 TPB Household Travel Survey Metropolitan Washington Council 2010 US 
22 Intercity Bus and Passenger Rail Study University of Michigan 2009 US 
23 National Household Travel Survey USA 2009 US 
24 Potential Rail Passenger Survey Connecticut DOT 2008 US 
25 Rail Passenger Survey Connecticut DOT 2008 US 
26 Transit Needs Assessment Schuyler County, NY 2007 US 
27 
Greater Portland Transit District (METRO) 
Passenger Survey 
Portland 1995 US 
28 Ulster County Area Transit Passenger Survey Ulster County, NY Now US 
29 US Census 2000 US Department of Commerce 2000 US 
30 Walker County Public Transportation Survey Walker County, Texas Now US 
31 RIDOT Commuter Rail Passenger Survey Rhode Island DOT 2008 US 
32 Transit Passenger Demographic Survey 
Metropolitan Transportation 
Commission, Canada 
2006 CA 
33 Transit Windsor User Survey City of Windsor 2011 CA 
34 London Travel Demand Survey London 2011 UK 
35 London Area Travel Survey London 2005 UK 
36 National Rail Passenger Survey UK 2010 UK 
37 The High Speed Rail Station Survey EU 2011 EU 
38 
Survey on Passengers’ satisfaction with rail 
services 
European Commission 2011 EU 
 
