In this article is presented a way to implementation and detect the face and eyes on digital image, based on Haar-like features extraction and cascade classifier, these techniques used in 100 % and 92% for faces and eyes detection respectively for the best all cases using low processing time, we used cheap equipment in our work (Acer Travel Mate web camera). Open CV library (computer vision library) and Python language used in this work.
INTRODUCTION
The human face detection is an image processing and computer vision technique to determine the existence or otherwise of faces in a particular image. Initially the problem of face detection in the recognition systems did not receive the necessary attention and it was assumed that the face had already been detected, it was only in the eighties that the first algorithms emerged, based on heuristic and anthropometric techniques, and in the nineties when the development of face detection algorithms began its growth [1] , proposing a great variety of techniques, from basic edge detection algorithms to high-level composite algorithms that use advanced pattern recognition methods.
These detection techniques have been approached from different approaches: Approaches based on facial features or local characteristics, in which we look for certain elements that make up the face, like the eyes, the nose, the mouth, Holistic or image-based approaches, in this case the methods work with the image complete or concrete areas of the same from which can extract characteristics that can represent the object searched, Hybrid approaches, these methods use both local and global information for detection, based on the fact that the perception system human distinguishes both local characteristics and global face [1, 2] .
Around the approaches what we mentioned, different works have been proposed, such as those of [3, 4, 5] , in which the skin color information is used to perform the detection, obtaining results around 90%, [6] uses neural networks to segment the face, reaching detection rate between 77.9% and 90.3% for different network configurations, [1] uses a Haar base for the extraction of characteristics and AdaBoost for the selection of these and classification, reaching a detection rate of 94.1%, this method proposed by Paul Viola and Michael Jones, It is one of the methods used nowadays because it allowed segmenting multiple faces in an image with low processing times. Around this research other works have been carried out, such as those of [8, 9, 10, 11] , They have applied the method to segment faces and have added other stages like the detection of Facial features (eyes and mouth), pose estimation and face tracking. This paper presents the implementation of a frontal faces detection technique as the initial stage of an automatic system for the recognition of emotions from the analysis of movement and deformation of the face.
METHODOLOGY
The methodology was based on the proposal in [7] . This is divided into three stages as shown in Figure 1 ; in the first, a transformation of the image is made generating a new call integral image, in the second stage the extraction of characteristics is carried out using Haar-based filters, and finally, boosting is used for the construction of cascade classifiers.
FIGURE 1. System diagram

CONCEPTUAL FRAMEWORK
INTEGRAL IMAGE
This new representation of an image was introduced in [7] . This image allows extracting quickly characteristics at different scales because it does not work directly with the intensity values if not with a cumulative image that is constructed from basic operations. The integral image (see Figure 2) , at the location x, y, contains the sum of the pixels from the top left of the image and can be calculated as indicated as follow:
( 1) where II (x, y) is the integral image and Im (x, y) is the original image.
FEATURE EXTRACTION
In images, the characteristics of each object are extracted by applying certain functions that allow the representation and description of the objects of interest of the image (patterns). The extraction of characteristics is a step in the recognition of patterns in which the measurements or observations are processed to find to tributes that can be used to assign the objects to a certain class [12] . In the methodology followed, the extraction of features is done by applying filters to the image with Haar bases.
These filters can be calculated efficiently on the integral image, they are selective in frequency and spatial orientation, and they allow to be modified in scale and orientation. In Figure 3 , some of the filters used for the extraction of characteristics are shown. Filters with Haar bases, performs an encoding of difference of intensities in the image, generating contour features, points and lines, by capturing contrast between regions. 
where 1, 2, 3, 4, are the values given in the image integrated at such locations.
CLASSIFICATION
This step in the detection algorithm handles to assign a set of characteristics given to a class with which there is a greater similarity, according to an induced model during training [13] . Boosting was introduced by [13] , This is a classification method that combines several basic classifiers to form a single more complex and accurate classifier. The idea is based on the claim that several simple classifiers, each one with a precision slightly higher than a random classification, can be combined to form a classifier of greater precision, as long as it has a sufficient number of training samples. The application of cascade classifiers has allowed getting good results, these are reported in [7] , [8] , [14] . In Figure 5 , a scheme of a cascade classifier is shown.
FIGURE 5. A scheme of a cascade classifier
To apply the technique of boosting must first be establish a simple learning algorithm (weak or base classifier), which will be called repeatedly to create various base classifiers. For the training of the base, classifiers are used, in each iteration, a different subset of training samples and a different weight distribution on the training samples [13] . Finally, these base classifiers are combined into a single classifier that is expected to be much more accurate than either of the base classifiers separately. Depending on the base classifiers that are used, the distributions that are used to train them and how to combine them, Different classes of the genetic algorithm of boosting can be created. The boosting algorithm used by Viola and Jones in their work is known as AdaBoost. The algorithm used in the methodology is shown below. This is found in [13] . The final robust classifier is:
TESTS AND RESULTS
The test was performed on 50 images belonging to two people from the Ph.D. room at the University of Debrecen in Hungary. Each photo was in 8-bit JPEG format with a size of 320x240 pixels. The face detection method was applied to each image and the processing time per image was measured. The results are shown below, The detection rate is calculated in this article as the ratio of the number of faces detected about the number of used images. Given that the project focuses on the recognition of facial expressions and for this is It is necessary to focus the analysis on specific regions of the face like the eyes and mouth, and seeing the versatility of this algorithm and its possible extension to the detection of other regions, this was trained to detect characteristics of the face (eyes). The results obtained for the detection of the eyes are shown below: 
CONCLUSIONS
High detection rates and low time processing demonstrate the effectiveness of the combination of boosting techniques with base filters Haar, for face detection and features Facials and give the possibility to take the system to a Real-time application. The reduction of the performance of the method in the detection of eyes is attributed to the algorithm must perform the search on the whole image. This can be improved by applying the method only on the region that has been detected as face, since background information was being downloaded, and also the processing time is decreased.
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