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All three motional modes of a charged dielectric nanoparticle in a Paul trap are cooled by direct
feedback to temperatures of a few mK. We test two methods, one based on electrical forces and the
other on optical forces; for both methods, we find similar cooling efficiencies. Cooling is characterized
for both feedback forces as a function of feedback parameters, background pressure, and the particle’s
position.
I. INTRODUCTION
The Paul trap, a long-established tool for trapping
atomic ions for quantum information science [1], has re-
cently been harnessed as an optomechanics platform with
which to trap charged dielectric micro- and nanoparticles
and to cool their motion toward the quantum regime. In
contrast to levitated optomechanics experiments based
on optical tweezer traps, which require high laser in-
tensities, in experiments based on Paul traps, light is
used only to probe the motion of a trapped particle or
to manipulate its internal and external degrees of free-
dom. This probing field can be significantly weaker than
optical trapping fields, reducing both motional decoher-
ence induced by random scattering of photons [2] and
internal heating of the levitated dielectric particle [3–5],
which in turn increases trapping stability and avoids ir-
reversible damage to the sample. Moreover, Paul traps
have deep potentials (∼1 keV [6]) and extended trapping
regions (∼1 cm3) with respect to optical tweezers (∼1 eV,
1 µm3 [7]), making Paul traps well-suited for the study of
multi-particle or multi-species interactions [8–10]. These
advantages establish Paul traps as a promising quantum
optomechanical platform for testing spontaneous wave-
function collapse models [11, 12], performing quantum
free-fall experiments [13], generating non-classical states
of motion [14, 15], and searching for evidence of the
quantum nature of linearized gravity [16], provided that
these experiments are performed in an ultra-high-vacuum
(UHV) or cryogenic environment and that the particles
are cooled to a low-temperature state.
Cooling of dielectric micro- and nanoparticles, pio-
neered in optical traps, has been achieved with sev-
eral techniques, including direct feedback via cold damp-
ing [17–21], parametric feedback cooling [7], and cavity-
assisted resolved-sideband cooling [22]. The quantum
realm has now been reached in optical-tweezer-based ex-
periments, exploiting cavity cooling via coherent scat-
tering [23] as well as feedback cooling via cold damping
[24]. Beyond optical trapping experiments, cold damp-
ing has been used to cool microspheres in a magneto-
gravitational trap [25] and has been applied to a wide
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range of physical systems, including micro-mechanical
cantilevers [26, 27], membranes [28], and single atomic
ions [29]. In Paul traps, cooling of dielectric particles has
been demonstrated via parametric feedback on levitated
graphene flakes [30] and nitrogen-vacancy (NV) centers
[31], via spin cooling of librational modes of NV centers
[32], and via cavity cooling of silica nanospheres [33]. To
date, the best performance has been reported in a hybrid
trap formed by an optical cavity overlapped with a Paul
trap potential [34].
In this work, we report the lowest temperature to date
for a silica nanoparticle trapped in a Paul trap by using a
cold damping technique. The particle is cooled simulta-
neously along all three trap axes using either an electrical
or an optical feedback force, and we measure tempera-
tures of the center-of-mass motion of a few millikelvin
for both methods. With regards to optical cooling, we
exploit both the gradient and the scattering forces of a
single weak laser beam as a novel feedback actuator for
cooling all modes of oscillation. Furthermore, we charac-
terize both electrical and optical cooling performance in
terms of all relevant parameters to which we have direct
experimental access, namely, feedback gain and phase,
background pressure, and particle position.
The paper is organized as follows: In Section II, we de-
scribe optical detection of the nanosphere’s motion and
the generation of electrical and optical feedback forces.
In Section III, we present results on 3D feedback cooling,
the performance of which is ultimately limited by the
back-action of the particle position measurement. We
also show how the single-axis cooling performance de-
pends on the feedback gain, the feedback phase, and the
background pressure. In Section IV, exploiting the fact
that the mechanisms for the Paul trap and for optical
detection are decoupled, we show how cooling along the
Paul trap axes depends on the position of the particle
with respect to both the detection laser beam and the
fields of feedback forces. We summarize our findings in
Section V.
II. DESCRIPTION OF THE EXPERIMENTAL
APPARATUS
Fig. 1(a) shows a sketch of the experimental setup. We
trap single silica nanospheres, 300 nm in diameter, in a
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2four-rod linear Paul trap. A laser-induced acoustic des-
orption (LIAD) technique [35, 36], applied in a time-
controlled manner, is used to charge particles and to load
them into the trap in high vacuum [6].
The four cylindrical rods of the Paul trap are arranged
in a square configuration and provide confinement in the
plane perpendicular to the trap axis; we refer to this as
the radial or xy plane. The diagonal distance between
electrodes is 2r0 = 1.8 mm. Two additional DC-biased
electrodes, referred to as endcaps, provide confinement
along the ion-trap axis, z. The distance between the
endcaps is 2z0 = 3.4 mm. The orientation of the trap
axes is depicted in Fig. 1(b), and an image of the trap
mounted in the vacuum chamber is shown in Fig. 1(c).
For the results presented here, the trap is driven at fre-
quencies between 10 kHz and 15 kHz, with amplitudes
ranging from 400 V to 800 V. Typical endcap voltages lie
between +150 V and +270 V. With these parameters, we
obtain motional frequencies of a few kilohertz along all
three trap axes.
We measure a particle’s motion using homodyne de-
tection [37]: 1 mW of 987 nm laser power is focused at
the particle’s position using an objective mounted out-
side of the vacuum chamber on a three-axis translation
stage. The forward transmitted light and the scattered
light from the particle are then collected by a 0.3 NA ob-
jective and divided in three paths by two beam splitters.
Each of the three beams is split by a D-shaped mirror,
and the two components of each beam are then steered
to opposite ports of a balanced photodiode, such that
the resultant photocurrent is proportional to the par-
ticle’s displacement from the trap center along a given
axis. Two of the balanced photodiodes are used for ax-
ial and radial detection as part of the cooling feedback
loop, while the third is used as an out-of-loop detec-
tor to calibrate and measure the particle temperature.
Typical power spectral densities (PSDs) of the particle
motion measured along the axial and radial trap axes
at 3.8× 10−2 mbar are shown in Figs. 1(d) and (e), re-
spectively. The resonant frequencies in this case are
(ωx, ωy, ωz)/(2pi) = (2.87, 3.63, 2.42) kHz.
The radial in-loop signal contains information about
particle motion along both the x and y axes. In order to
implement individual feedback control along each axis,
the radial signal is split in two, and tunable bandpass
filters isolate the x motion in one path and the y motion
in the other. A filter is also implemented on the axial (z)
signal. Each of the three signals is then amplified and
phase shifted to obtain a feedback signal proportional to
the particle’s velocity along the respective axis. The feed-
back electronics are implemented by field-programmable
gate arrays (FPGAs) [38]. The three feedback signals are
then combined and sent to the feedback force actuators.
Feedback forces on the particle are applied either elec-
trically or optically. Electrical feedback is provided via a
pair of electrodes oriented nearly parallel to the Paul trap
axis (Fig. 1(b)). When electrical cooling is on, the field
generated by the electrodes is proportional to the am-
plitude of the feedback signal set with the FPGAs. At
maximum gain, the voltage at the feedback electrodes
does not exceed 10 V. The electric field generated by
the feedback electrodes has a projection along all axes
of motion, enabling cooling in three dimensions. Opti-
cal feedback is achieved by modulating the intensity of
a 1064 nm laser beam with an acousto-optic modulator
(AOM). This cooling beam is coupled to the particle via
the same objective used for the detection laser. As de-
picted in Fig. 1(b), the cooling beam intersects both the
x and y axes at 45◦ and the z axis at 90◦, so that the
radiation pressure force pushes the particle along both
the x and y axes, while the gradient force pulls it to-
wards the beam focus along the z axis. When cooling
is off, the 1064 nm power at the particle is 4 mW, and
the intensity is 2× 105 W/cm2, which can be compared
to typical values of 5× 107 W/cm2 for particles optically
trapped in tweezers [7]. When optical cooling is on, the
cooling beam power is modulated with an amplitude pro-
portional to the feedback gain, up to 100 % of the unmod-
ulated beam power.
We emphasize that in the presence of both the cooling
and detection beams, the particle’s motional frequencies
are modified by less than 1 % due to the gradient forces of
the beams, ensuring that confinement is due to the Paul
trap potential and that the optical forces act as small
perturbations.
III. OPTICAL AND ELECTRICAL FEEDBACK
COOLING
A. Cooling along three axes
There are two features of the experimental setup that
allow us to perform cooling in three dimensions. First,
both electrical and optical feedback forces have non-zero
projections along all trap axes. Second, we can indi-
vidually tune the phase and the gain of the feedback
signal for each center-of-mass mode of oscillation of the
nanosphere.
Fig. 2(a) shows typical PSDs of a nanosphere’s center-
of-mass motion with and without 3D optical feedback
cooling. The broader set of PSDs, shown in dark col-
ors, are taken at a pressure of 3.8× 10−2 mbar with feed-
back off in order to calibrate the detection system. At
this pressure, the particle thermalizes to room temper-
ature through collisions with the background gas, and
we can neglect any other potential heating sources. The
narrower set of PSDs, shown in light colors, are taken
at 2.5× 10−7 mbar with feedback on. From fits to the
axial and radial PSDs, we extrapolate temperatures of
(Tx, Ty, Tz) = (6(1), 6(1), 31(4)) mK. With electrical
feedback, we carry out a similar analysis and extrapo-
late temperatures of (Tx, Ty, Tz) = (7(1), 6(1), 7(1)) mK.
More details on the fits can be found in Appendix A.
The larger value of Tz obtained under optical cooling
is due to a lower feedback gain used in that particular
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FIG. 1. (a) Schematic view of the detection and cooling setup for nanospheres: a 978 nm detection laser is focused onto a
trapped nanosphere. Forward-scattered light is collected by a lens and equally split in three branches by a pair of beam splitters
(BS). Each beam is sent to a balanced photodetector which measures the particle’s vertical or horizontal motion (with respect
to the optical table), depending on the orientation of the D-shaped mirror in front of each detector. The signals from the
in-loop detectors are processed by feedback electronics, which consist of three FPGA cards, and then sent to the feedback force
actuators. For optical cooling, the feedback signal is sent to an acousto-optic modulator (AOM), which modulates the intensity
of a 1064 nm cooling laser. The cooling laser follows the same optical path used for the detection laser up to the levitated
particle, after which it is decoupled from the detection path with a dichroic mirror (DM). For electrical cooling, the feedback
signal is sent to the feedback electrodes of the Paul trap. A switch allows us to select which cooling method is applied. (b)
Orientation of the Paul trap’s axes with respect to the laser beams. (c) Image of the Paul trap’s electrodes and its mounting
system in the vacuum chamber. The horizontal tube is part of the particle’s loading apparatus [6]. (d) Example of the measured
single-sided power spectral density (PSD) of the particle’s motion obtained from the axial detector. The red line is a fit to
a Lorentzian function peaked at the axial oscillation frequency ωz. (e) Example of the measured PSD of the particle’s radial
motion. The red line is a fit to a double-peaked Lorentzian with the radial oscillation frequencies ωx and ωy. More details
about the fits can be found in Appendix A.
experimental realization. These temperatures are three
orders of magnitude lower than those previously reported
for levitated nanoparticle cooling experiments performed
in a Paul trap potential [30–32] and similar to temper-
atures achieved along one axis in hybrid electro-optical
traps [34].
B. Single-axis cooling performance
1. Dependence on the feedback gain
A particle’s motion along one axis is decoupled from
its motion along orthogonal axes, allowing us to focus on
single-axis performance to find optimal cooling param-
eters for each axis. Here, we study single-axis cooling
under both optical and electrical feedback for a range of
parameters, including pressure, feedback gain, and feed-
back phase.
In Fig. 2(b), we plot the steady-state temperature Tx
reached using either electrical or optical feedback as a
function of the cooling rate γfb and for three values of
the background gas pressure. The cooling rate is defined
as the ratio of the feedback force Ffb to the particle’s
momentum:
γfb =
Ffb
mv(t)
, (1)
where m is the nanosphere’s mass and v(t) is the
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FIG. 2. (a) 3D cooling obtained with optical feedback. The
figure shows axial (blue) and radial (green) PSDs of the par-
ticle’s motion taken at a pressure of 3.8× 10−2 mbar with
feedback off (dark) and at 2.5× 10−7 mbar with optical cool-
ing on (light). Black lines are fits to Lorentzian functions.
Data taken at low pressure correspond to temperatures of
Tz = 31(4) mK, Tx = 6(1) mK and Ty = 6(1) mK. The addi-
tional sharp peak near 2 kHz in the cooled spectrum are due
to feedback electronics and laser intensity noise. (b) Steady-
state temperature of the motion along the x-axis (Tx) as a
function of feedback gain γfb under electrical (blue circles)
and optical (red diamonds) cooling, taken at different pres-
sures. The error bars are smaller than the data points. Lines
are plots of Eq. (2) without any free parameters. The discrep-
ancy between the lowest pressure data and theory suggests
that the buffer gas in this experimental situation is no longer
the main source of heating.
nanosphere’s velocity; γfb is a damping rate in the
nanosphere’s equation of motion. We measure γfb as the
linewidth of the out-of-loop PSD of the particle’s motion
along the x axis; this linewidth is proportional to the
feedback gain set with the FPGA card. We find that
the temperatures measured under optical cooling do not
significantly differ from those measured under electrical
cooling for the same pressure and feedback parameters.
This result suggests that the cooling laser does not in-
troduce significant noise, and in particular, that neither
radiation-pressure shot noise nor laser-intensity fluctua-
tions plays a significant role.
We compare our single-axis experimental results to the
prediction of the cold damping model of Ref. [21], which
states that
Tx =
γ0T0
γ0 + γfb
+
pimω2x
2kB
γ2fb
γ0 + γfb
Sδxil , (2)
where T0 = 300 K is room temperature, γ0 is the
pressure-dependent natural linewidth of the oscillator,
kB is the Boltzmann constant, and Sδxil is the single-
sided PSD of the position measurement noise as mea-
sured by the in-loop detector. Note that this theory as-
sumes that collisions with the background gas are the
reheating mechanism by which the particle thermalizes
at T0 in the absence of feedback. Equation (2) is plotted
with solid lines in Fig. 2(b) for the three experimental
pressure values.
All parameters that enter Eq. (2) are independently es-
timated in our experiment: The mass m is extracted from
discrete jumps of the nanosphere’s charge, a method that
we describe in Appendix B. The PSD Sδxil is directly
measured by the in-loop detector, and the motional fre-
quency ωx is determined from the fit of the PSD mea-
sured at the out-of-loop detector. The linewidth γ0 is
measured at the calibration pressure of 3.8× 10−2 mbar
with feedback cooling off and then deduced for all other
pressures P under the assumption that in our system,
the relation γ0 ∝ P [2, 6, 39] holds.
At pressures of 3.5× 10−4 mbar and 3.5× 10−5 mbar,
the data and theory curves are in excellent agreement.
At all three pressures shown in Fig. 2(b), the relation
γ0  γfb holds; in this limit, the first term on the right-
hand side of Eq. (2) predicts a decrease of the temper-
ature Tx inversely proportional to γfb. This term acts
to cool the particle below the background temperature
T0, and for low feedback gain, we observe the inverse de-
pendence on γfb for both sets of experimental data. For
high feedback gain, the second term on the right-hand
side of Eq. (2) becomes dominant. In the limit γ0  γfb,
this term predicts a temperature increase linearly pro-
portional to γfb and thus the appearance of a minimum
of Tx. The temperature increases because the feedback
amplifies not only the position measurement but also the
unwanted noise of the measurement, introducing heating
into the system. For the data taken at 3.5× 10−5 mbar,
we observe a minimum of Tx, in accordance with the
theoretical curve. We also observe noise squashing at the
in-loop detection system, a known signature of the limit
of the cold damping technique [20, 21, 26–29].
At 4.6× 10−7 mbar, in contrast, the temperatures ob-
tained for low values of γfb are higher than expected
from a theory based solely on a gas reheating mecha-
nism. This discrepancy with Eq. (2) is not present on
the detection-limited side of the curve, for high values
of γfb, suggesting that the extrapolated γ0T0 coefficient
may have been underestimated. Moreover, we have found
in subsequent measurements that the temperature at this
pressure for low values of γfb is sensitive to the position of
5the nanoparticle in the trap. One possibility is that γ0 at
these pressures is determined not only by background-gas
collisions but also by a position-dependent heating mech-
anism, such as excess particle micromotion [40] or ra-
diofrequency noise of the Paul trap [41]. As the nanopar-
ticle position was optimized to minimize micromotion, we
suspect the latter source, but this effect needs further in-
vestigation.
2. Minimum temperature
The results in Sec. III A correspond to mean phonon
occupation numbers n¯i = kBTi/~ωi between 3.7(6)× 104
and 2.8(3)× 105, where i ∈ {x, y, z} and ~ is the reduced
Planck constant. Given the recent cooling of nanoparti-
cles to the quantum regime [23, 24], it is important to
understand what limits further cooling in this setup.
Minimizing Tx in Eq. (2) with respect to γfb, we
see that the minimum temperature scales as Tminx ∝√
γ0T0Sδxil . Replacing lossy optics in the detection path
and substituting a single quadrant photodetector for the
three balanced detectors would improve Sδxil by a factor
of 102 and n¯i by a factor of 10. Moreover, we calcu-
late that switching from detection of forward-scattered
light to a scheme based on self-interference detection [42]
would provide another two orders of magnitude improve-
ment in Sδxil (manuscript in preparation). To reduce the
occupation number even further at room temperature,
one could reduce the background pressure γ0 or increase
the trap frequency ωi. In the latter case, increasing the
number of charges on the nanoparticle or decreasing the
particle’s mass will allow us to trap stably at higher fre-
quencies.
3. Dependence on the feedback phase
We apply a feedback force that is proportional to
the phase-shifted position signal of the particle. The
nanosphere cooling performance depends not only on the
amplitude of the force but also on the tunable phase
shift φ, which is controlled by the output of the FPGA.
Assuming the particle’s position can be written as x(t) =
A cos(ωxt), with A the amplitude of motion, and using
Eq. 1, the feedback force can be written as
Ffb = mγfbωxA cos(ωxt+ φ)
= mω2fb cos(φ)x(t) +mγfb sin(φ)v(t),
(3)
where we define ω2fb = γfbωx, and we have decomposed
the force into the x(t) and v(t) = x˙(t) quadratures of
motion. The same relationship holds for the y and z mo-
tion. From Eq. (3), it can be seen that Ffb becomes a
purely cooling force for φcool = −pi2 and a purely heat-
ing force for φheat = − 32pi. In all other cases, Ffb ac-
quires a term proportional to the particle’s position. The
proportionality coefficient ω2fb expresses the shift of the
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FIG. 3. (a) Temperatures Tx and Ty of the x (red) and y
(blue) modes of the particle’s oscillation under electrical feed-
back cooling as a function of the feedback force’s phase shift
φ with respect to the particle’s motion. (b) The electrical
force Felfb due to the feedback electrodes points along xˆ + yˆ.
(c) Tx (red) and Ty (blue) under optical cooling as a function
of φ. (d) The force Foptfb due to radiation pressure from the
cooling laser has a projection along xˆ − yˆ. As a result, the
optimal phase for optical feedback along the y-axis is shifted
by pi with respect to the optimal phase for electrical feedback.
nanosphere’s motional frequency along a given axis. For
all measurements shown in this paper, these frequency
shifts are small when compared to the bare nanosphere’s
motional frequencies, and so we will neglect this effect
from here on and will consider only the term of Eq. (3)
that is proportional to the velocity of the particle. The
radial temperature Tx as a function of φ is given by:
Tx(φ) =
γ0T0
γ0 − γfb sin(φ) ; (4)
the derivation is outlined in Appendix C. An analogous
formula holds for the y mode.
We measured Tx(φ) and Ty(φ) at 4× 10−3 mbar for
both electrical and optical feedback. For both kinds of
feedback forces, the phase is measured relative to the par-
ticle’s position signal. The feedback gain was kept low to
avoid losing the particle when the phase corresponds to
particle heating. Data for the case of electrical feedback
are shown in Fig. 3(a). The solid lines in the plot are fit
to Eq. (4), with γfb as the only free parameter. For both
radial modes, we observe cooling for −pi < φ < 0 and
heating otherwise. It is important to note that the elec-
trical feedback force points along xˆ + yˆ (Fig. 3(b)). The
data for Tx and Ty as a function of the optical force’s
phase are shown in Fig. 3(c). In this case, the optical
feedback force points along xˆ − yˆ (Fig. 3(d)), due to the
6fact that the radiation pressure force of the cooling beam
points toward the beam’s propagation axis. As a conse-
quence, F optx ∝ x and F opty ∝ −y, so that for optical
cooling, φcoolx = φ
cool
y +pi = −pi2 . This phase flip between
electrical and optical cooling is also included in the fit to
the y-mode data in Fig. 3(c).
For minimizing crosstalk between the optical feedback
forces on the two radial modes, it is crucial to filter
the detection signal at each radial mode frequency with
a bandwidth δBW small enough to fulfill the condition
δBW < (ωy − ωx)/2.
IV. POSITION-DEPENDENT DETECTION
AND COOLING EFFICIENCY
In the previous section, we showed how the minimum
temperature achieved with feedback cooling is ultimately
limited by the back-action of the position measurement,
which injects noise into the system. One strategy for in-
creasing the signal-to-noise ratio (SNR) for the position
measurement, and therefore for obtaining better cooling
performance, is to optimize the alignment of the detec-
tion laser to the particle’s position in the Paul trap. This
problem is unique to experiments in which the trapping
mechanism (here, a Paul trap) and the detection mech-
anism are decoupled; in contrast, in optical tweezer ex-
periments, the same optical beam traps a particle and
detects its motion, so that alignment is guaranteed. As
discussed below, we have found that when the particle
is displaced from the detection laser focus, the feedback
cooling performance is reduced, and in some cases, the
nanosphere is heated rather than cooled.
A. Optimization of position detection
In order to maximize the particle signal, we have stud-
ied the response of the photodiodes to displacements of
the nanosphere. We align the detection laser to the
particle in two steps: First, we roughly align the laser
to the nanosphere by moving the focusing lenses with
a 3D translation stage while maximizing the scattered
light of the particle imaged on a CMOS camera. Second,
we finely adjust the particle’s position by applying DC
fields on two sets of Paul-trap electrodes: We displace the
nanosphere along the z axis by unbalancing the voltage
on the endcap electrodes, and we displace the nanosphere
in the radial plane via a set of compensation electrodes.
The photodiodes are sensitive to particle movements in
the laser’s focal plane, so we focus on displacements in
the (uˆ, zˆ) plane, where we define uˆ ≡ (xˆ+ yˆ)/√2.
The signal Vr(u) from the radial photodiode relative
to the instantaneous particle position u is [37]
Vr(u) ∝
(u− u0
w0
− 2
3
(u− u0
w0
)3 )
e−((u−u0)/w0)
2
, (5)
where w0 is the electric-field waist (1/e radius) of the
laser and u0 is the distance between the focus and the
geometrical center of the Paul trap. An analogous rela-
tionship exists for the axial photodiode signal Vz(z). The
functions Vr(u) and Vz(z) give the value of the particle’s
motional signal in volts in response to particle displace-
ments u and z, respectively, in micrometers. For particle
oscillations of amplitude δu smaller than the waist w0,
the response function can be linearized around the par-
ticle’s center of oscillation ueq as
δVr(ueq) =
∂Vr
∂u
∣∣∣
ueq
δu. (6)
Equation (6) states that to first order, the slope of the
detector’s response function is the conversion factor be-
tween the real amplitude of motion δu and the measured
amplitude δVr. Moreover, this conversion factor depends
on the equilibrium position ueq of the particle in the trap,
meaning that the measured amplitude of motion depends
on the particle’s displacement in the Paul trap. We re-
fer to cr(ueq) = δVr/δu as the radial position-dependent
conversion factor; an analogous relation exists for the ax-
ial conversion factor cz(zeq) = δVz/δz. In order to max-
imize both signals, δVr(ueq) and δVz(zeq), the particle
has to be displaced to a point at which both the axial
and radial conversion factors have a maximum, which is
fulfilled if ueq and zeq coincide with the laser focus.
We characterize our system by determining both Vr(u)
and Vz(z). To obtain Vr(u), we first displace the particle
over a range of equilibrium positions ueq and measure the
conversion factor cr for each value of ueq. The absolute
value of each conversion factor |cr| is determined from a
fit to the PSD of the particle’s motion [43], and the sign
is determined by measuring the phase response to a har-
monic driving force (Appendix D). Next, using Eq. (6),
we extract the response function Vr(u) =
∫ u
0
cr(ueq)du.
An analogous procedure is used to obtain Vz(z).
Figures 4(a) and (b) show the experimental results for
Vr(u) and Vz(z), respectively. The data are fitted to
Eq. (5) with w0, the laser focus position, and a global
prefactor as free parameters. The values for the dis-
placements u and z in microns are extrapolated from
simulations of the electric field generated by the com-
pensation electrodes, where we have independently deter-
mined the charge state of the nanosphere (Appendix B).
We see from Figs. 4(a) and (b) that the response func-
tions are linear around the focus for a range of parti-
cle amplitudes up to w0 ≈ 3 µm. For comparison, at
room temperature, the mean amplitude of oscillation for
the z mode is δz =
√
kBT/(mω2z) = 0.9(1) µm, while
for the radial modes, we have δux = 0.65(5) µm and
δuy = 0.45(5) µm, where we have taken the projection
of the x and y modes along the detection direction uˆ.
The fact that δz, δux, δuy < w0 ensures that when the
particle is placed in the detection beam focus, its motion
along all trap axes is linearly mapped to the detection
signal.
7For amplitudes larger than w0, the response functions
become nonlinear. As a result, the particle signal be-
comes smaller, and higher harmonics appear on the sig-
nal’s spectrum. Note that for |u|, |z|  w0, the response
functions tend to zero, given that the position signal van-
ishes in the limit that the particle is pushed outside the
detection beam. The signs of the derivatives of Vr and
Vz flip accordingly. In Figures 4(a) and (b), we observe,
in agreement with Eq. (5), that Vr and Vz each have two
additional linear zones, for which the sign of the slope
is opposite to the sign of the slope around the focus.
Through Eq. (6), the sign flip of the response function is
mapped to a sign change in the conversion factor cr: the
feedback force flips sign as the particle is moved across
the border between two linear zones of the response func-
tion. An equivalent statement holds for cz.
B. Position-dependent cooling performance
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FIG. 4. (a) Measured radial detector response V as a func-
tion of the particle’s displacement along the u axis. The line
is a fit to Eq. (5). (b) Axial detector response V (z) as a func-
tion of the particle’s axial displacement z. The line is a fit
to Eq. (5) with u and u0 replaced by z and z0. The posi-
tion (u, z) = (0, 0) corresponds to the geometrical center of
the trap. Real displacements are calculated from electrostatic
simulations and from the known charge state of the particle.
(c) Steady-state temperature Tx(ueq) obtained under electri-
cal and optical cooling (blue circles and red diamonds, respec-
tively). Lines are fits to Eq. (7). (d) Steady-state temperature
Tz(z) under electrical and optical cooling, with fits to Eq. (7),
with Tx, ueq, and cr replaced by Tz, zeq, and cz.
We observe that under fixed electrical and optical
feedback-cooling parameters, the steady-state tempera-
ture varies as a function of the particle’s equilibrium
position inside the Paul trap. To understand this de-
pendence on position, we have to take into account two
position-related effects: First, as described in Sec. IV A,
the signal of the particle’s center-of-mass motion depends
on the position of the particle. This position signal di-
rectly impacts the feedback signal. Second, the electric
and optical fields generated by the feedback actuators
have their own spatial distributions, which depend on the
feedback electrode geometry and on the 1064 nm laser in-
tensity profile, respectively. As a consequence, even for a
fixed feedback signal, the feedback force depends on the
particle position.
In Fig. 4(c), we plot Tx for different lateral displace-
ment ueq of the particle under both electrical and optical
cooling at a pressure of 2.1× 10−2 mbar and a fixed feed-
back phase. The feedback gain was fixed to a sufficiently
low value that the particle did not overheat in regions
with negative damping. For both electrical and opti-
cal feedback, the minimum temperature corresponded to
the particle being positioned at the detection beam fo-
cus. At this point, the position signal is at its maximum,
and with it, the feedback signal. Recall that the cooling
and the detection lasers follow the same optical path, and
thus the beams’ foci also coincide, under the assumption
that chromatic aberration of the focusing lens system can
be neglected. Therefore, at the position for optimal de-
tection, we also find the maximum of the radiation pres-
sure force, and hence optimal optical cooling. Away from
the focal point, cooling is less effective, as the particle is
displaced to a region in which the detection response de-
grades. For both electrical and optical cooling, we also
observe two maxima of Tx above room temperature, cor-
responding to heating in the region where the feedback
signal experiences a phase shift of pi relative to the center
of the beam, as described in more detail in Appendix D.
To model Tx(ueq), we take into account an explicit
position dependence of the feedback force (see Appendix
C). We obtain
Tx(ueq) =
γ0T0
γ0 + g cr(ueq)ffb(ueq)
, (7)
where ffb(ueq) is the spatial distribution of the feedback
force and g is the electronic gain set with the FPGA.
The position dependence of the detection amplitude and
sign is expressed through the term cr(ueq). The depen-
dence of ffb(ueq) on ueq differs for electrical and optical
forces: From numerical simulations of the feedback elec-
trodes’ fields, we find that the electrical feedback force
f elfb(ueq) varies only by ∼ 1% over the extent of the par-
ticle displacements explored here, and so we consider
it to be constant. In contrast, the radiation pressure
force exerted by the cooling beam is modeled as Gaus-
sian: foptfb (ueq) ∝ exp(−2(ueq− u0)2/s20), where s0 is the
electric-field waist (1/e radius) of the 1064 nm laser.
We fit Eq. (7) to Tx(ueq) (solid lines in Fig. 4(c)) with
g, u0 and s0 as fit parameters. The model captures our
experimental findings: The best cooling performance is
achieved when the particle oscillates at the center of the
detection beam. Here, the detection efficiency and the
8optical and electrical cooling strength are at their max-
imum. For particle displacements |ueq| > w0, the detec-
tion slope changes sign, and accordingly, the particle is
heated by the feedback. For even larger displacements
from the focus, the position and the feedback signals go
to zero, and thus the particle approaches room tempera-
ture, T0. Under optical cooling, T0 is reached earlier than
with electrical cooling, due to the exponential decay of
the radiation pressure cooling force.
We performed the same measurements for the axial
mode: Fig. 4(d) shows Tz(zeq) obtained with electrical
and optical feedback cooling. For the case of optical cool-
ing, the axial feedback force experienced by the particle
derives from the beam’s gradient force rather than from
radiation pressure (Fig. 1(b)). Accordingly, we fit Tz(zeq)
to Eq. (7) with foptfb ∝ (zeq − z0) exp(−2(zeq − z0)2/s20),
where z0 is the axial focus position. The fit captures the
sign flip of the axial gradient force when the particle is
displaced across the focus, which has the consequence of
switching foptfb from a cooling to a heating force. Optical
axial cooling is optimized at a position displaced from
the cooling beam focus. At this point, the amplitude of
the particle’s motion lies entirely in a region in which the
direction of the optical gradient force remains constant.
The electrical cooling force, as for the radial modes,
is independent of particle displacement, and thus the
steady-state temperature as a function of position has
the same characteristic shape as in Fig. 4(c).
V. CONCLUSIONS
We have demonstrated 3D feedback cooling of a silica
nanosphere levitated in a Paul trap down to tempera-
tures of a few mK in a room-temperature experiment,
which is three orders of magnitude lower than in previ-
ously reported experments [30–32] where cooling is also
performed in the Paul trap potential. A cold damping
technique was used, exploiting either electrical or opti-
cal forces as feedback actuators. We have characterized
cooling performance for different background pressures
in terms of the feedback force’s amplitude and phase.
Optical and electrical cooling yield similar results, with
the temperature limit set by the back-action of the mo-
tion measurement and, for pressures of 3.5× 10−4 mbar
and 3× 10−5 mbar, by background gas collisions. For
pressures of 4.6× 10−7 mbar, we see evidence for an ad-
ditional heating mechanism.. Furthermore, a direct mea-
surement of the response functions of our position detec-
tion system reveals the relationship between the particle’s
position and the cooling efficiency.
We expect the degree of control over experimental
parameters developed here to be beneficial in various
levitated-optomechanics applications. As one example,
sub-wavelength cooling and position control in a Paul
trap would allow one to localize the nanosphere inside an
optical cavity, enabling several optomechanics protocols
[15, 44–47]. Also, an optically cooled silica sphere could
be used to sympathetically cool highly absorptive parti-
cles without the need for direct laser illumination, similar
to the sympathetic cooling demonstrated for different ion
species [48]. The highly absorptive particles could be NV
centers[49] or nano-magnets.
In a new vacuum chamber assembled after these mea-
surements, we use laser-induced acoustic desorption [6]
to load and trap nanoparticles at UHV pressures below
1× 10−10 mbar, an improvement of over three orders of
magnitude with respect to the pressures discussed here.
Together with the steps outlined in Sec. III B 2, namely,
more efficient collection of scattered light and particle
trapping at higher frequencies, we expect that it should
be possible to enter the quantum regime.
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Appendix A: Motion detection calibration
We model the nanosphere in the presence of feedback
cooling as a set of three damped harmonic oscillators,
one for each axis of the trap. We focus on the motion
along xˆ, where
x¨+ (γ0 + γx)x˙+ ω
2
xx =
Fth
m
+ γxδx˙il. (A1)
Here x represents the particle’s displacement, ωx is the
angular frequency of oscillation, and m is the mass of
the particle. The interaction with background gas in the
vacuum chamber is accounted for as a viscous force with
damping rate γ0 and as a Langevin force Fth(t). Anal-
ogously, the feedback force is accounted for as a viscous
force with damping rate γx and as a Langevin force pro-
portional to δx˙il. In the main text, we refer to the damp-
ing rate of the feedback force as γfb, but here we explicitly
consider the damping rates along each of the three axes,
and so we introduce the new terms γx, γy, and γz.
From Eq. (A1) one obtains Sx, the single-sided PSD of
the particle’s motion, in the absence of feedback cooling,
that is, for γx = 0:
Sx(ω) = |χx(ω)|2SFth , (A2)
where χx is the mechanical susceptibility of the damped
harmonic oscillator along the x axis,
χx(ω) =
1
m(ω2x − ω2 − 2iγ0ω)
, (A3)
and SFth is the PSD of Fth. Using the fluctuation-
dissipation theorem, we obtain SFth = 4γ0mkBT0/pi.
9The analogous equations to Eq. (A2) for yˆ and zˆ are
Sy(ω) = |χy(ω)|2SFth and Sz(ω) = |χz(ω)|2SFth , where
χy(ω) =
1
m(ω2y − ω2 − 2iγ0ω)
, and (A4)
χz(ω) =
1
m(ω2z − ω2 − 2iγ0ω)
. (A5)
We would now like to calibrate our detection for the
particle’s motion. We obtain PSD data from a spectrum
analyzer at a pressure of 3.8× 10−2 mbar and with no
cooling. In our experiment, the Paul trap’s radial axes
are oriented at θ ∼= 45◦ with respect to the radial photo-
diode axis of detection, as depicted in Fig. 1. The radial
detector thus measures a signal Vr(t) = cr(cos(θ)x(t) +
sin(θ)y(t)), where cr is the conversion factor defined in
Sec. IV A. Accordingly, the PSD Sr of the detected radial
motion driven by Fth is described by the double-peaked
response function
Sr(det) = (cos
2(θ)Sx + sin
2(θ)Sy) + S
n
r(ol), (A6)
where Snr(ol) is the single-sided PSD of the position-
imprecision noise of the out-of-loop radial detector. We
fit the measured radial PSD with
Sr(fit)(ω) = (|χx(ω)|2ax + |χy(ω)|2ay) + rnoise, (A7)
with ax, ay, ωx, ωy, γ0, and rnoise as fit parameters, from
which we obtain θ = 47.39(1)◦. We then extract the
absolute value of the radial calibration factor |cr| from
the relation [43] Sr(fit) = c
2
rSr(det).
In order to extract the axial calibration factor cz, we
note that the axial photodiode axis of detection is ori-
ented parallel to zˆ. The PSD of the detected axial motion
is described by Sz(det) = Sz + S
n
z(il), where S
n
z(il) is the
single-sided PSD of the position-imprecision noise of the
in-loop axial detector. Note that we do not use a second
out-of-loop detector for the z axis. We fit the measured
axial PSD with
Sz(fit) = |χz(ω)|2az + znoise, (A8)
with az, ωz, γ0 and znoise as fit parameters, and we ex-
tract the absolute value of the axial conversion factor |cz|
from the relation Sz(fit) = c
2
zSz(det).
We now return to Eq. (A1) and write down the PSD of
the particle’s motion in the presence of feedback cooling:
Sfbr (ω) = cos
2(θ)|χfbx |2(SFth +m2γ2xω2Snr(il)/2)
+ sin2(θ)|χfby |2(SFth +m2γ2yω2Snr(il)/2) + Snr(ol),
(A9)
where we define the modified susceptibilities χfbi , with
i = {x, y, z}, by the substitutions γ0 → γ0 + γi in
Eqs. (A3), (A4), and (A5). The term Snr(il) is the PSD of
the imprecision noise as measured with the radial in-loop
detector. In practice, the two terms in Eq. (A9) propor-
tional to Snr(il) can be considered as constants inside the
bandwidth of the radial susceptibilities, since γx  ωx
and γy  ωy within the range of the feedback gains used
in our experiments. Therefore, we fit the measured radial
PSD with
Sfbr(fit)(ω) = (|χfbx (ω)|2afbx + |χfby (ω)|2afby ) + bnoise, (A10)
with ax, ay, ωx, ωy, γx, γy and bnoise as fit parameters.
For the case of axial feedback cooling, we fit the PSD of
the measured signal with
Sfbz(fit)(ω) = |χfbz (ω)|2afbz + cnoise, (A11)
with az, ωz, γz and cnoise as fit parameters. The radial
and axial temperatures under feedback cooling are then
calculated as
Tx =
γ0a
fb
x
γxax
× 300 K,
Ty =
γ0a
fb
y
γyay
× 300 K, and
Tz =
γ0a
fb
z
γzaz
× 300 K.
(A12)
Appendix B: Calculating mass and charge from
frequency jumps
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FIG. 5. Variation in time of the radial secular frequencies
of a trapped nanoparticle. The pressure gauge is turned on,
charging the particle. Negative values of δωx correspond to
acquisition of negative charges by the particle. Inset: His-
togram of frequency jumps with an amplitude δωx. The red
curve is a sum of Gaussian fits centered at the histogram’s
maxima.
The mass of a particle trapped in a Paul trap can be
determined by varying the particle’s charge and measur-
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ing its resonance frequencies [50, 51]. After a nanopar-
ticle has been trapped, we increase its charge using a
Pirani/cold-cathode pressure gauge. The operating prin-
ciple of the cold-cathode gauge is based on ionizing resid-
ual gas, and we hypothesize that the ionized gas leaks
from the gauge volume and reaches the trapped parti-
cle [52, 53]. When the gauge is turned on, we observe
discrete jumps in the motional frequencies of a trapped
nanoparticle, indicating that the particle’s charge state
has shifted. In Paul traps, the resonant frequencies of
oscillation ωx, ωy and ωz are related to the charge Q on
the trapped particle as [40]
ωx ∼= Ωd
2
√
ax + q2x/2, (B1)
ωy ∼= Ωd
2
√
ay + q2y/2, (B2)
ωz ∼= Ωd
2
√
az, (B3)
where
ax = − 4Q
mΩ2d
(
κend
Vend
z20
+ κRF
Voff
r20
)
, (B4)
ay = − 4Q
mΩ2d
(
κend
Vend
z20
− κRFVoff
r20
)
, (B5)
az = κend
8QVend
mz20Ω
2
d
, (B6)
qx = κRF
QVpp
mr20Ω
2
d
(B7)
qy = −qx, (B8)
Ωd is the driving frequency of the trap electrodes, m is the
mass of the particle, κRF and κend are geometric factors,
Vend is the DC voltage applied to the trap endcaps, Voff is
a DC offset voltage applied to the radial electrodes, z0 is
half the distance between the trap endcaps, r0 is half the
distance between opposing radial electrodes, and Vpp is
the peak-to-peak voltage applied to the trap electrodes.
Our trap parameters are κRF = 0.93, κend = 0.22, z0 =
1.7 mm, and r0 = 0.9 mm.
In Fig. 5, we plot the secular radial frequencies of a
trapped particle measured over several hundred seconds,
with the gauge kept on. We see a net increase of the fre-
quencies, which we identify with positive ions from the
gauge. We observe that as soon as the gauge is turned
off, the frequencies remain constant. In our experimen-
tal setup, we select positively charged particles during
the loading procedure by positively biasing the endcap
electrodes. Subsequent charging with the pressure gauge
is then used to boost the secular frequency.
In the inset of Fig. 5, we plot the histogram of events
that shift the particle frequency by ωx → ωx + δωx as a
function of the jump magnitude δωx. The highest peak,
at δω = 0, indicates that for most of the measurement
interval, the frequency remained at a constant value. All
other peaks occur at integer multiples of a fundamental
frequency δωx = 3.9(6) Hz. We interpret this discreteness
in the magnitude of frequency jumps as direct evidence
of the quantization of the charges gained or lost by the
particle. We assume that the smallest frequency jump
is produced by the gain of a single elementary charge e,
which together with the total frequency shift ∆ωx allows
us to calculated the number of elementary charges N =
∆ωx/δωx obtained during the particle charging process.
If the change in charge ∆Q = Ne is small compared to
the initial charge Q0, then Q0 can be calculated as
Q0 =
ωz (Q0) ∆Q
2∆ωz
. (B9)
By substituting the total charge Q0 and the trap parame-
ters into Eqs. (B6) and (B3), the mass of the particle can
be estimated. For example, for the particle used to obtain
the data shown in Fig. 2, the mass is 1.8(2)× 10−17 kg.
This value is two-thirds of the mass specified by the par-
ticle manufacturer.
Appendix C: Optimal cooling phase and position
dependent feedback forces
For low feedback gain, the temperature along the x
axis of motion is [18, 54]
Tx =
mω2x
kB
∫ ∞
0
Sfbx dω
=
γ0T0
γ0 + γ
fb(φ,ueq)
x
, (C1)
where Sfbx = χ
fb
x SFth is the PSD of the particle’s motion
along x under feedback cooling, χfbx and SFth have been
defined in Appendix A, and γfbx (φ, ueq) is the feedback
gain, which depends on the phase φ set with the FPGA
and on the particle equilibrium position ueq. Equation
(4) in the text is obtained by substituting γfbx (φ) =
−γfb sin(φ) into Eq. (C1). Equation (7) is obtained by
substituting γfbx (ueq) = gcr(ueq)f
fb
x (ueq) into Eq. (C1).
Appendix D: Conversion factors for different
positions
In Appendix A, we have shown how to determine the
absolute values of the conversion factors |cr| and |cz|. The
signs of the conversion factors are obtained by measuring
the phase response of the particle motion to a coherent
driving force: We drive the particle motion by supplying
a sinusoidal electric signal through feedback electrodes.
The frequency of this signal is tuned to one of the three
trap resonances, chosen such that the particle responds
to the force it experiences only along the corresponding
axis of motion. An example PSD of the radial particle
motion under the influence of the drive is shown in Fig.
6(a). The plot in Fig. 6(b) shows, in red, the phase dif-
ference between the radial drive signal and the detected
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FIG. 6. (a) Radial PSD showing the broad thermally driven
resonance of the particle motion centered at ωx and the nar-
row peaked response to the harmonic force drive close to reso-
nance. (b) Blue: absolute value of the radial conversion factor
|cr(ueq)| as a function of the lateral particle displacement ueq.
Red: phase difference between the harmonic force drive and
the detected response of the particle at the drive frequency as
a function of ueq.
particle’s motion at the drive frequency as a function
of the lateral displacement ueq relative to the detection
beam. The blue line in the same plot is the absolute
value of the radial calibration factor as measured for the
same displacements ueq. The plot was obtained by ex-
citing the particle’s motion along x, but similar results
hold for the other two axes. We observe phase shifts of pi
corresponding to the dips of |cr|. These phase shifts do
not originate from the particle motion, since the response
to the drive signal does not depend on the particle posi-
tion. Rather, we interpret a phase shift as a sign change
of the calibration factor cr. By knowing the conversion
factor’s sign and amplitude, we are able to reconstruct
the detection response functions shown in Figs. 4(a) and
(b), as explained in the text.
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