Abstract. The use of preconditioned iterative methods to solve a system of equations with a Toeplitz-plus-Hankel coefficient matrix is studied. A new preconditioner suitable for Toeplitzplus-Hankel matrices is proposed, and the spectral properties of preconditioned rational Toeplitzplus-Hankel matrices are examined. It is shown that the eigenvalues of the preconditioned matrix are clustered around unity, except for a finite number of outliers, depending on the orders of the rational generating functions, and the clustering radius is proportional to the magnitude of the last elements in Toeplitz and Hankel matrices. With the spectral regularities, an N N rational Toeplitzplus-Hankel system can be solved by preconditioned iterative methods with O(N log N) operations.
1. Introduction. The systems of linear equations with Toeplitz, Hankel, and Toeplitz-plus-Hankel coefficient matrices arise in many signal processing applications.
For example, the inverse scattering problem can be formulated as Toeplitz, Hankel, and Toeplitz-plus-Hankel systems of equations, which were done by Krein [20] , Agranovich and Marchenko [1] , and Gelfand and Levitan [14] , respectively. (For more recent work, we refer to [3] , [4] .) By exploiting the special structures of Toeplitz or Hankel matrices, an N N system of equations can be solved by fast direct methods based on the Levinson or Schur algorithm with O(N2) operations [11] , [12] , [13] , [21] . Direct algorithms for inverting N N Toeplitz-plus-Hankel matrices with O(N2) complexity have also been derived [16] , [17] , [27] . Although the computational complexity of these fast algorithms is lower than that of the Gaussian elimination with pivoting, i.e., O(N3), their stability is not guaranteed when applied to indefinite or nonsymmetric matrices [5] , [10] . In this paper, we propose to use preconditioned iterative methods to solve Toeplitz-plus-Hankel systems, which have a low computational complexity and a stable convergence performance.
Toeplitz preconditioners in circulant or skew-circulant matrix form have been proposed and analyzed by many researchers [7] , [9] , [19] , [22] , [30] , [32] . It was shown by Chan and Strang [8] that, for a large class of symmetric Toeplitz matrices, the eigenvalues of preconditioned matrices are clustered around unity and the preconditioned iterative method converges at a superlinear rate. For Toeplitz matrices generated by rational functions, an even stronger convergence result was obtained by Trefethen [31] and the authors [24] , [25] . That is, the preconditioned iterative method converges in a finite number of iterations independent of the problem size N. Consequently, a rational Toeplitz system can be solved with O(Nlog N) operations. In addition to low computational complexity, preconditioned iterative methods demonstrate a very stable convergence behavior. Since a Hankel system can be transformed to a Toeplitz system by reversing the order of the linear equations, the same results also hold for
Hankel systems. The inverse scattering problem is often formulated as two waves propagating in opposite directions. The discrete version of the formulation can be naturally expressed as an N N Toeplitz-plus-Hankel system Ax b, where A is the sum of a Toeplitz matrix T and a Hankel matrix H with elements T,j t_j and H, hN+l-(i+j) [2] , [3] , [4] , [6] , [26] . The idea of constructing a Woeplitz-plus-Hankel preconditioner can be simply stated as follows. Let J be an N N matrix which has ones along the secondary diagonal and zeros elsewhere (i.e., J,j 1 if i + j N + 1 and J,j 0 if i + j N + 1). We can easily verify that the product of J and H gives a Toeplitz matrix TH JH with elements [TH] ,j h_j, and that the Toeplitz-plus-Hankel matrix can be expressed as A T + H T + JTH. Now, given preconditioners KT and KH for Toeplitz matrices T and TH, we propose to use P KT + JKH as 8. preconditioner for matrix A.
To solve the Toeplitz-plus-Hankel system Ax b with preconditioner P, two major computations required at each iteration are the matrix-vector products Av and P-iv with In the context of inverse scattering, the generating sequences of Toeplitz and Hankel matrices can be selected with great flexibility. Thus, we focus on the case that the sequences {t,} and {hn} are generated, respectively, by rational functions of orders (CT, T, ")'T, T) and (H, H, ')'H, H) (see the definition in 3.1) and study the spectral properties of preconditioned matrices. The eigenvalues of P-IA are classified into two classes, i.e., the outliers and the clustered eigenvalues. Then the preconditioned matrix has the following two spectral properties: (1) The number of outliers is bounded by a constant which depends on the orders of the rational generating functions; and (2) the clustered eigenvalues are confined in a disk centered at unity with radius e proportional to O(ItN + It_gl + IhNI-+-lh_gl). With the above spectral properties, various preconditioned terative methods, including CGN (the Conjugate Gradient iteration applied to the Normal equations) [18] , GMRES (the Generalized Minimal Residual) [28] , and CGS (the Conjugate Gradient Square) [29] , can be effectively applied. It turns out that a rational Toeplitz-plus-Hankel system can be solved in a finite number of iterations independent of the problem size N so that the total operations required are O(Nlog N). Besides, preconditioned iterative methods are highly parallelizable due to the parallelism provided by FFT. The time complexity can be reduced to O(log N) if O(N) processors are used.
'l'his paper is organized as follows. We discuss the construction and the computational complexity of preconditioner P for Toeplitz-plus-Hankel matrices in 2. The spectral properties of the preconditioner and the preconditioned rational Toeplitzplus-Hankel matrix are examined in 3. Numerical experiments are given in 4 to illustrate our theoretical study. (3.1) .I tnl <_ BT < x), Ihnl <_ BH < x. where # is a constant independent of N. We will show in Theorem 1 that the above condition implies the invertibility of the preconditioner P.
The generating functions of T and TH are defined as
We focus on the case
where T(z) is a rational function of order (aT,/T, 7T, 5T), i.e., (3.3b) AT(z-l) 
Based on the structures of/T and/TH, we will decompose the/A into the sum of a low rank matrix/F and a perturbation matrix, in which the rank of/F does not change with N and all matrix norms of the perturbation matrix converge to zero for asymptotically large N. Then, we define the outliers of P-/A as the eigenvalues of p-1/A corresponding to the nonzero eigenvalues of P-1/F with perturbation. Since there is a one-to-one correspondence between the eigenvalues of p-1AA and P-A, the outliers of p-1A can also be defined. A direct consequence of this definition is that the outliers of P-A do not converge to unity for asymptotically large N. Besides, the number of outliers of P-A is fixed and equivalent to the rank of/F.
The rank of/F will be examined in this subsection so that the number of the outliers is determined. The perturbation theory of eigenvalues will then be used in 3.3 to study the clustering radius of the clustered eigenvalues. The analysis for the number of outliers proceeds as follows.
Step 1. Construct a low rank matrix /F based on the recursion in tn and hn described in Lemma 1.
Step 2. Show that/F is asymptotically equivalent to/A (Lemma 2).
Step 3. Establish an upper bound for the rank of/F, which is equal to the number of outliers of P-1A (Theorem 2). LEMMA 1. The sequences tn and ha generated by (3. 3) that satisfy condition (3.1) follow the recursions tn+l --(bT,tn + bT,2tn-+"" + bT,fTtn--/r+), Let us now focus on the case that BT(Z), DT(z), BH(z), or OH(z) has repeated roots which are common for both BT(Z)DT(z) and BH(z)DH(z). Without loss of generality, we assume that BT(Z) has kT roots at # and that BH(z) has kH roots at #. Let FT,I,i, 1 <_ i <_ kT, and FH,I,j, 1 <_ j <_ kH, be constructed with respect to the repeated roots #. It can be shown that
has at most k nonzero columns. Therefore, the rank of AF AFT + JAFH is lower than (3.12) by min(kT, kH) due to the repeated roots shared by BT(Z) and BH(Z).
3.3. The clustering radius of P-A. It is clear from the analysis in 3.2 that the number of outliers of P-1A does not depend on the boundedness of IIA-II2. To examine the spectral clustering property of P-A, we restrict our discussion in this subsection to the case that IIA-II2 exists and is bounded by a constant independent of the size N of A. Besides, it is also assumed that BT(Z)DT(z) and BH(z)DH(z) have no common roots (c 0).
Since nonzero eigenvalues of P-A and A-1AA are related via (3.13) [A(P-1A)] Step 1. Transform A and/kF into QA and/kQF whose eigenstructures are easier to analyze (Lemmas 3-5).
Step 2. Use the perturbation theory to determine the spectral clustering radius of A-AA or, equivalently, P-A (Lemmas 6 and 7, and Theorem 3). (3.16) N N N N E E E E tN+i-kdT,l-kdH,m-lbT,m-nbH,n-j.
If j < N (rT + H), the above summation can be simplified as
where k' k, l' m l, m' m n, n' n j, and the equality is due to (3.8 We can see from (3.22) (3.24) [
Since the nonzero eigenvalues of Q/YF only depend on elements in the corresponding four corner blocks of QA and/QF, which do not change with N, the framework of the perturbation analysis for eigenvalues can be conveniently applied as described in the following.
Due to transformation (3.15) Since all roots of the generating function for lower (or upper) triangular banded matrices in the above inequality are inside (or outside) the unit circle due to (3.1), all matrix norms in the right-hand side of (3.26) are bounded by a constant independent of N [23] , [25] . Therefore, 111112 0(1) and we obtain the following lemma. Note that/F has at most r0 + so nonzero columns, which is equal to r/in (3.10) with / 0. The rank / of/QF is therefore bounded by (3.27) where and are defined in (3.10) and (3.11 The eigenvalues of A-1AA, except those with magnitude less than 10-6, are plotted in Fig. 1 . Although it is difficult to distinguish the outliers from the clustered eigenvalues for N < 64, we can see six outliers more easily for the case N 128. The number of outliers is consistent with (3.11) , where the last three terms are all equal to zero.
The clustering radii e, ItNI, and [hNI for different N are listed in Table 1 . Although our discussion focused on real Toeplitz-plus-Hankel systems, the generalization to complex Toeplitz-plus-Hankel systems can be done in a straightforward
Way.
