The prevalence of accessible depth sensing and 3D laser scanning techniques has enabled the convenient acquisition of 3D dynamic point clouds, which provide efficient representation of arbitrarily-shaped objects in motion. Nevertheless, dynamic point clouds are often perturbed by noise due to hardware, software or other causes. While a plethora of methods have been proposed for static point cloud denoising, few efforts are made for the denoising of dynamic point clouds with varying number of irregularly-sampled points in each frame. In this paper, we represent dynamic point clouds naturally on graphs and address the denoising problem by inferring the underlying graph via spatio-temporal graph learning, exploiting both the intraframe similarity and inter-frame consistency. Firstly, assuming the availability of a relevant feature vector per node, we pose spatial-temporal graph learning as optimizing a Mahalanobis distance metric M, which is formulated as the minimization of graph Laplacian regularizer. Secondly, to ease the optimization of the symmetric and positive definite metric matrix M, we decompose it into M = R R and solve R instead via proximal gradient. Finally, based on the spatial-temporal graph learning, we formulate dynamic point cloud denoising as the joint optimization of the desired point cloud and underlying spatio-temporal graph, which leverages both intra-frame affinities and interframe consistency and is solved via alternating minimization. Experimental results show that the proposed method significantly outperforms independent denoising of each frame from state-ofthe-art static point cloud denoising approaches.
I. INTRODUCTION
The maturity of depth sensing and 3D laser scanning techniques has enabled convenient acquisition of 3D dynamic point clouds, a natural representation for arbitrarily-shaped objects varying over time [1] . A dynamic point cloud consists of a sequence of static point clouds, each of which is composed of a set of points defined on irregular grids, as shown in Fig. 1 . Each point has geometry information (i.e., 3D coordinates) and possibly attribute information such as color. Because of the efficient representation, dynamic point clouds have been widely applied in various fields, such as 3D immersive telepresence, navigation for autonomous vehicles, gaming and animation [2] .
Point clouds are often perturbed by noise, which comes from hardware, software or other causes. Hardware wise, noise occurs due to the inherent limitations of the acquisition equipment, as demonstrated in Fig. 1 . Software wise, in the case of generating point clouds with existing algorithms, points may locate somewhere completely wrong due to imprecise triangulation (e.g., a false epipolar matching). Due to the Fig. 1 : Three frames (0000, 0010, 0020) in the dynamic point cloud sequence Phil [3] , which is captured by four frontal RGBD cameras. The hands are noisy in particular.
irregular sampling and varying number of points in each frame, dynamic point cloud denoising is quite challenging to address.
However, few efforts are made for the denoising of dynamic point clouds in the literature, while many approaches have been proposed for static point cloud denoising. Existing denoising methods for static point clouds mainly include moving least squares (MLS)-based methods [4] - [6] , locally optimal projection (LOP)-based methods [7] - [9] , sparsity-based methods [10] , [11] , non-local similarity-based methods [12] , [13] , and graph-based methods [14] - [17] . Whereas it is possible to apply existing static point cloud denoising methods to each frame of a dynamic point cloud sequence independently, the inter-frame correlation would be neglected, which may lead to inconsistent denoising results in the temporal domain.
To this end, we propose to exploit inter-frame correlation for dynamic point cloud denoising, which not only enforces the temporal consistency but also provides additional temporal information for denoising. Since point clouds are irregular, we represent dynamic point clouds naturally on spatio-temporal graphs, where each node represents a point and each edge captures the similarity between a pair of spatially or temporally adjacent points. In this paper, we focus on the geometry of point clouds, and thus the corresponding graph signal refers to the 3D Cartesian coordinates of points. Further, assuming a feature vector per node is available, we propose to infer the underlying graph representation via spatial-temporal graph learning, which is posed as the optimization of a Mahalanobis distance metric [18] . We then reconstruct dynamic point clouds by regularization from the learned graph representation, exploring both the intra-frame affinities and inter-frame correlation.
Specifically, we first propose spatial-temporal graph learning assuming the availability of relevant features f i ∈ R K per node i. Since an edge weight characterizes pairwise similar-ities between nodes, it is common to define an edge weight as a function of the feature distance. Given two connected nodes i and j and their feature difference f i − f j , we assume the edge weight w i,j = exp{−(f i − f j ) M(f i − f j )}, where M ∈ R K×K is the Mahalanobis distance metric matrix [18] . Considering a target point cloud signal with N points z ∈ R N , we seek to optimize M by minimizing the Graph Laplacian Regularizer (GLR) [19] z L(M)z, which measures the smoothness of the signal z with respect to the graph Laplacian matrix L [20] . Further, since M is symmetric and positive definite, we decompose it as M = R R, R ∈ R K×K , so as to remove the constraint of positive definiteness for computation efficiency. Hence, given each target frame and its previous reconstructed frame in the input dynamic point cloud, we cast spatial-temporal graph learning as the estimation of the distance metrics {R s , R t } from spatially and temporally neighboring points respectively, with R s ∈ R K×K as the spatial distance metric and R t ∈ R K×K as the temporal distance metric. We then propose an algorithm to optimize the distance metrics via proximal gradient descent [21] .
Secondly, based on the spatial-temporal graph learning, we formulate dynamic point cloud denoising as the joint optimization of the desired point cloud and underlying spatialtemporal graph representation. To exploit the intra-frame correlation, we first divide each frame into overlapping patches. Each irregular patch is defined as a local point set consisting of a centering point and its k-nearest neighbors. For each target patch in the current noisy frame, we search for its most similar patches to exploit the intra-frame correlation, and search for its corresponding patch in the previously reconstructed frame to explore the inter-frame correlation. Given the searched patches, we construct spatio-temporal edge connectivities based on patch similarity. Then we regularize the formulation by smoothness of similar patches in the current frame via GLR as well as temporal consistency over corresponding patches with respect to the underlying spatiotemporal graph.
Finally, we propose an efficient algorithm to address the above problem formulation. We design an alternating minimization algorithm to optimize the underlying frame and spatial-temporal graph alternately. When the underlying frame is initialized or fixed, the graph is optimized from the proposed spatio-temporal graph learning. When the graph is fixed, we update the underlying frame via a closed-form solution. Then we update patch construction, similar patch search and edge connectivities from each update of the underlying frame. The process is iterated until convergence. Experimental results show that the proposed method outperforms independent denoising of each frame from state-of-the-art static point cloud denoising approaches on nine widely employed dynamic point cloud sequences.
In summary, the main contributions of our work include:
• We propose spatio-temporal graph learning to address dynamic point cloud denoising. The key idea is to exploit the inter-frame correlation of irregular point clouds for temporal consistency, which is inferred via spatialtemporal graph learning.
• We pose spatial-temporal graph learning as the optimization of both spatial and temporal Mahalanobis distance metrics by minimizing Graph Laplacian Regularizer, where we decompose the positive-definite Mahalanobis distance metrics for computation efficiency. • Based on the spatial-temporal graph learning, we formulate dynamic point cloud denoising as joint optimization of the desired point cloud and underlying graph representation, and acquire the solution via alternating minimization. The outline of this paper is as follows. We first review previous static point cloud denoising methods in Section II. Then we introduce basic concepts in spectral graph theory and GLR in Section III. Next, we elaborate on the proposed spatial-temporal graph learning in Section IV, and present the proposed dynamic point cloud denoising algorithm based on spatial-temporal graph learning in Section V. Finally, experimental results and conclusions are presented in Section VI and Section VII, respectively.
II. RELATED WORK
To the best of our knowledge, there are few efforts on dynamic point cloud denoising in the literature. [22] provides a short discussion on how the proposed graph-based static point cloud denoising naturally generalizes to time-varying inputs such as 3D dynamic point clouds. Therefore, we discuss previous works on static point cloud denoising, which can be divided into five classes: moving least squares (MLS)-based methods, locally optimal projection (LOP)-based methods, sparsity-based methods, non-local methods, and graph-based methods.
MLS-based methods. MLS-based methods aim to approximate a smooth surface from the input point cloud and minimize the geometric error of the approximation. Alexa et al. approximate with a polynomial function on a local reference domain to best fit neighboring points in terms of MLS [4] . Other similar solutions include algebraic point set surfaces (APSS) [5] and robust implicit MLS (RIMLS) [6] . However, this class of methods may lead to over-smoothing results.
LOP-based methods. LOP-based methods also employ surface approximation for denoising point clouds. Unlike MLSbased methods, the operator is non-parametric, which performs well in cases of ambiguous orientation. For instance, Lipman et al. define a set of points that represent the estimated surface by minimizing the sum of Euclidean distances to the data points [9] . The two branches of [9] are weighted LOP (WLOP) [8] and anisotropic WLOP (AWLOP) [7] . [8] produces a set of denoised, outlier-free and more evenly distributed particles over the original dense point cloud to keep the sample distance of neighboring points. [7] modifies WLOP with an anisotropic weighting function so as to preserve sharp features better. Nevertheless, LOP-based methods may also over-smooth point clouds.
Sparsity-based methods. These methods are based on sparse representation of point normals. Regularized by sparsity, a global minimization problem is solved to obtain sparse reconstruction of point normals. Then the positions of points are updated by solving another global l 0 [23] or l 1 [10] minimization problem based on a local planar assumption. Mattei et al. [11] propose Moving Robust Principal Components Analysis (MRPCA) approach to denoise 3D point clouds via weighted l 1 minimization to preserve sharp features. However, when locally high noise-to-signal ratios yield redundant features, these methods may not perform well and lead to oversmoothing or over-sharpening [23] .
Non-local methods. Inspired by non-local means (NLM) [24] and BM3D [25] image denoising algorithms, this class of methods exploit self-similarities among surface patches in a point cloud. Digne et al. utilize a NLM algorithm to denoise static point clouds [26] , while Rosman et al. deploy a BM3D method [27] . Deschaud et al. extend non-local denoising (NLD) algorithm for point clouds, where the neighborhood of each point is described by the polynomial coefficients of the local MLS surface to compute point similarity [28] . [29] utilizes patch self-similarity and optimizes for a low rank (LR) dictionary representation of the extracted patches to smooth 3D patches. Nevertheless, the computational complexity of these methods is usually high.
Graph-based methods. This family of methods represent a point cloud on a graph, and design graph filters for denoising. Schoenenberger et al. [22] construct a k-nearest-neighbor graph on the input point cloud and then formulate a convex optimization problem regularized by the gradient of the point cloud on the graph. Dinesh et al. [14] design a reweighted graph Laplacian regularizer for surface normals, which is deployed to formulate an optimization problem with a general lp-norm fidelity term that can explicitly model two types of independent noise. Zeng et al. [15] propose a low-dimensional manifold model (LDMM) with graph Laplacian regularization (GLR) and exploit self-similar surface patches for denoising. Instead of directly smoothing the 3D coordinates or surface normals, Duan et al. [16] estimate the local tangent plane of each point based on a graph, and then reconstruct 3D point coordinates by averaging their projections on multiple tangent planes. Hu et al. [17] propose feature graph learning to optimize edge weights given available signal(s) assumed to be smooth with respect to the graph. However, the temporal dependency is not exploited yet in this class of methods.
III. BACKGROUND ON SPECTRAL GRAPH THEORY
We represent dynamic point clouds on undirected graphs. An undirected graph G = {V, E, A} is composed of a node set V of cardinality |V| = n, an edge set E connecting nodes, and a weighted adjacency matrix A. A ∈ R n×n is a real and symmetric matrix, where a i,j ≥ 0 is the weight assigned to the edge (i, j) connecting nodes i and j. Edge weights often measure the similarity between connected nodes.
The graph Laplacian matrix is defined from the adjacency matrix. Among different variants of Laplacian matrices, the commonly used combinatorial graph Laplacian [30] , [31] is defined as L :
Graph signal refers to data that resides on the nodes of a graph. In our case, the coordinates of each point in the input dynamic point cloud are the graph signal. A graph signal z ∈ R n defined on a graph G is smooth with respect to the topology
where is a small positive scalar, and i ∼ j denotes two nodes i and j are one-hop neighbors in the graph. In order to satisfy (1), z i and z j have to be similar for a large edge weight a i,j , and could be quite different for a small a i,j . Hence, (1) enforces z to adapt to the topology of G, which is referred as Graph Laplacian Regularizer (GLR). (1) is concisely written as z T Lz < in the sequel. This term will be employed as the objective of spatio-temporal graph learning and the prior in the problem formulation of dynamic point cloud denoising.
IV. SPATIAL-TEMPORAL GRAPH LEARNING A. Formulation
Spatial-temporal graph learning involves the inference of both edge connectivities and edge weights. In this paper, we focus on spatial-temporal edge weight learning assuming the availability of connectivities in a spatial-temporal graph 1 . Since an edge weight a i,j for nodes i and j describes the pairwise similarity between the two nodes, we essentially learn the similarity distance metric.
While there exist various distance metrics, such as the Euclidean distance and bilateral distance [33] , we employ the Mahalanobis distance [18] widely used in the machine learning literature, which takes feature correlations into account. Assuming a feature vector f i ∈ R K is associated with each node i, the Mahalanobis distance between nodes i and j is defined as
where M ∈ R K×K is the distance metric we aim to optimize. M is required to be positive definite, i.e., M 0.
Employing the commonly used Gaussian kernel [17] , we formulate the edge weight as:
We now pose an optimization problem for M with GLR (1) as objective. we seek the optimal metric M that yields the smallest GLR term given feature vector f i per node i and point cloud observation with n points
isolated, defeating the goal of finding a similarity graph. To avoid this solution, we constrain the trace of M to be smaller than a constant parameter C > 0, resulting in
It is nontrivial to solve M in low complexity as M is in the feasible space of a positive-definite cone. One naïve approach is to employ gradient descent and then map the solution to the feasible space by setting negative eigenvalues of M to zero. Nevertheless, this would require eigen-decomposition of M per iteration with complexity O(n 3 ). Instead, since M is symmetric and positive definite, we propose to decompose M into M = R R, where we consider R ∈ R K×K assuming full rank 2 . This leads to
which can be viewed as a Euclidean distance of the linearly transformed feature distance via R. The edge weight in (4) is then
Substituting (7) into (6), we have
Here we further constrain each diagonal entry of R to be nonnegative. Otherwise, the diagonal entries might be negative with large absolute value that leads to infinite trace of M. Now the feasible space is converted to a convex set of a polytope, which can be solved much more efficiently. Further, we propose to learn spatial edge weights and temporal edge weights in spatio-temporal graph learning separately, which correspond to a spatial metric R s and a temporal metric R t respectively. Spatial edge weights are acquired by optimizing R s from node pairs {i, j} within the same frame, while temporal edge weights are computed from R t optimized via temporally connected node pairs {i, j}. Given appropriate node pairs, the optimization algorithms of R s and R t are the same, which will be discussed next.
B. Optimization Algorithm
To solve the constrained optimization problem (9) efficiently, we employ a proximal gradient (PG) approach [21] . We first define an indicator function I S (R):
where
2 In general, R can be a non-square matrix.
We then rewrite (9) as an unconstrained problem by incorporating the indicator function I S (R) into the objective:
The first term is convex with respect to R and differentiable, while the second term I S (R) is convex but non-differentiable. we can thus employ PG to solve (12) as follows.
We first compute the gradient of the first term F with respect to R:
Next, we define a proximal mapping Π I S (V) for the second term-indicator function I S (V)-which is a projection onto the linear set S, i.e.,
Each iteration of the PG algorithm can be now written as:
where t is the step size, and R l and R l+1 are the solved metric at the l-th and (l + 1)-th iteration respectively. As discussed in [21] , the algorithm will converge with rate O(1/l) for a fixed step size t l = t ∈ (0, 2/L], where L is a Lipschitz constant that requires computation of the Hessian of F . In our experiment, we choose a small step size t empirically, which is small enough to satisfy the Lipschitz smoothness of the objective function. In the first iteration, we initialize R to be an identity matrix, and assign such a C that tr(R) ≤ C. We empirically find that the denoising results are relatively insensitive to C, as long as C is slightly larger than the dimension K of features per node.
V. PROPOSED DYNAMIC POINT CLOUD DENOISING
Leveraging on the proposed spatio-temporal graph learning, we propose a dynamic point cloud denoising algorithm to exploit the spatio-temporal correlation. A dynamic point cloud sequence P = {U 1 , U 2 , ..., U m } consists of m frames of point clouds. The coordinates U t = [u t,1 , u t,2 , ..., u t,n ] ∈ R n×3 denote the position of each point in the point cloud at frame t, in which u t,i ∈ R 3 represents the coordinates of the ith point in frame t. Let U t denote the ground truth coordinates of the t-th frame, andÛ t−1 ,Û t denote the noise-corrupted coordinates of the (t−1)-th and t-th frame respectively. Given each noisy frameÛ t , we aim to recover its underlying signal U t , exploiting the intra-frame self-similarity inÛ t as well as the inter-frame dependencies with the reconstructed previous frame U t−1 . 
A. Patch Construction
In order to exploit local characteristics of point clouds, we model both intra-frame and inter-frame dependencies on patch basis. Unlike images or videos defined on regular grids, point clouds reside on irregular domain with uncertain local neighborhood, thus the definition of a patch is nontrivial. We define a patch p t,l ∈ R (k+1)×3 in point cloudÛ t as a local point set of k + 1 points, consisting of a centering point c t,l ∈ R 3 and its k-nearest neighbors in terms of Euclidean distance. Then the entire set of patches at frame t is
where S t ∈ {0, 1} (k+1)M ×n is a sampling matrix to select points from point cloudÛ t so as to form M patches of (k + 1) points per patch, and C t ∈ R (k+1)M ×3 contains the coordinates of patch centers for each point. Specifically, as each patch is formed around a patch center, we first select M points fromÛ t as the patch centers, denoted as {c t,1 , c t,2 , ..., c t,M } ∈ R M ×3 ⊂Û t . In order to keep the patches distributed as uniformly as possible, we first choose a random point inÛ t as c t,1 , and add a point which holds the farthest distance to the previous patch centers as the next patch center, until there are M points in the set of patch centers. We then search the k-nearest neighbors of each patch center in terms of Euclidean distance, which leads to M patches in U t .
B. Spatio-Temporal Similar Patch Search
Given each constructed patch inÛ t , we search for its similar patches locally inÛ t , and its corresponding patch in U t−1 so as to exploit the spatio-temporal correlation. A metric is thus necessary to measure the similarity between patches, which remains challenging due to irregularity of patches. Taking two patchesp t,l andp t,m in frameÛ t for instance, we discuss the similar patch search as follows. The temporally corresponding patches are searched in the same way.
1) Similarity Metric:
We deploy a simplified approach of [13] to measure the similarity between two patchesp t,l and p t,m . The key idea is to compare the distance from each point in the two patches to the tangent plane at one patch center, which captures the similarity in geometric curvature of patches.
Firstly, we structure the tangent planes of two patches. As a point cloud essentially characterizes the continuous surface of 3D objects, we calculate the surface normals n l and n m for patchp t,l and patchp t,m respectively for structural description. Then we acquire the tangent planes of the two patches at the patch center c t,l and c t,m respectively.
Secondly, we measure patch similarity by the distance of each point in the two patches to the corresponding tangent plane. Specifically, we first project each point in patchp t,l and patchp t,m to the tangent plane of patchp t,l . For the i-th point v i l in patchp t,l , we search a point v i m inp t,m , whose projection on the tangent plane is closest to that of v i l . Denote by d l (v i l ) and d l (v i m ) the distance of the two points to their projections on the tangent plane of patchp t,l , |d l (v i l ) − d l (v i m )| is regarded as the difference of the two patches in point v i l and v i m . Then we acquire the average difference between the two patches at all the (k + 1) points:
Similarly, projecting each point in patchp t,l and patchp t,m to the tangent plane of patchp t,m , we acquire an average difference D m,l . The final mean difference between the two patches is
2) Local Patch Search: Given a target patch in the t-th framep t,l , l ∈ [1, M ], we seek its r most similar patches within the current frameÛ t based on the similarity measure inter-frame connection intra-frame connection frame t -1 frame t Fig. 3 : Illustration of the spatio-temporal graph construction, including the inter-frame graph connection and intra-frame graph connection. In general, patches are overlapped within one frame, thus a point in one patch might be connected to its neighbor in the other patch in the overlapped region.
in (18), i.e., {p t,m } r m=1 . As to the temporally corresponding patch in the previous frame U t−1 , we only search the most similar one top t,l as the corresponding patch p t−1,l .
Further, in order to reduce the computation complexity of global search, we set a local window in the t-th frame for fast similar patch search, which contains patches centering at the h-nearest neighbors of the target patch center in terms of Euclidean distance. Then we evaluate the similarity between the target patch and these h-nearest patches instead of all the patches in the t-th frame, which significantly improves the search efficiency.
Similarly, in the search of a temporally corresponding patch, we set a local window in the (t − 1)-th frame U t−1 , which includes reference patches centering at the h-nearest neighbors of the collocated target patch center in terms of Euclidean distance. The reference patch with the largest similarity to the target patch is chosen as the temporally corresponding patch p t−1,l .
C. Proposed Spatio-Temporal Graph Connectivity
Having searched intra-frame similar patches and inter-frame corresponding patches, we build a spatio-temporal graph over the patches. The construction of intra-frame edge connectivities and inter-frame edge connectivities is based on patch similarity, as demonstrated in Fig. 3. 1) Intra-frame graph connectivities: Given a target patcĥ p t,l in the t-th frameÛ t , we construct a graph betweenp t,l and each of its similar patchesp t,m . Specifically, we connect each point inp t,l with its nearest neighbor inp t,m , where the distance is in terms of their projections onto the tangent plane with orientation orthogonal to the surface normal ofp t,l at the patch center ofp t,l . Similarly, each point inp t,m is connected with the nearest point inp t,l in terms of their projections onto the tangent plane orthogonal to the surface normal ofp t,m at the patch center ofp t,m . Note that, we do not connect points within each patch explicitly, though an edge may exist between two points in a patch if they are also nearest neighbors in two different patches due to patch overlaps, as shown in Fig. 3 .
2) Inter-frame graph connectivities: In order to leverage the inter-frame correlation and keep the temporal consistency, we connect corresponding patches betweenÛ t and U t−1 . Similarly to the intra-graph construction, we connect each point in patchp t,l with its nearest point in patch p t−1,l , where the distance is in terms of their projections onto the tangent plane orthogonal to the surface normal of patchp t,l at the patch center ofp t,l . As such, we construct spatio-temporal graph connectivities as demonstrated in Fig. 3 .
D. Formulation of Dynamic Point Cloud Denoising
We formulate dynamic point cloud denoising as an optimization problem for each underlying point cloud frame U t and distance metrics {R s , R t }, taking into account both interframe consistency and intra-frame smoothness.
Specifically, we seek the optimal U t , R s and R t to minimize an objective function including: 1) a data fidelity term, which enforces U t to be close to the observed noisy point cloud frameÛ t ; 2) a temporal consistency term, which promotes the consistency between each patch P t,i ∈ R (k+1)×3 in U t and its correspondence P t−1,i in the reconstructed previous frame U t−1 ; 3) a spatial smoothness term, which enforces smoothness of each patch in U t with respect to the underlying graph encoded in the Laplacian
The problem formulation is mathematically written as min Ut,Rs,Rt
where each element of w i (R t ) ∈ R k+1 is the edge weight between a pair of temporally corresponding points for the i-th patch. λ 1 and λ 2 are weighting parameters for the trade-off among the data fidelity term, the temporal consistency term and the spatial smoothness term. For the simplicity of notation, we define a diagonal matrix W t,t−1 ∈ R (k+1)M ×(k+1)M to describe the temporal weights w i between corresponding patches: 
(21) is nontrivial to solve with three optimization variables. Next, we develop an alternating minimization approach to solve (21) .
E. Proposed Algorithm for Dynamic Point Cloud Denoising
We propose to address (21) by alternately optimizing the underlying point cloud frame U t and the distance metrics R s and R t . The iterations terminate when the difference in the objective between two consecutive iterations stops decreasing.
In particular, we first perform denoising on the first frame of a point cloud sequence exploiting available intra-correlations (i.e., λ 1 = 0). Then for the subsequent frame, we take advantage of the reconstructed previous frame as better reference than the noisy version.
1) Optimizing the distance metrics R s and R t : We first initialize U t with the noisy observationÛ t , and optimize R s and R t via spatio-temporal graph learning described in Section IV. Spatial and temporal edge weights are then computed from the learned R s and R t respectively via (8) , which lead to L t and W t,t−1 in (21).
In particular, we consider two types of features on point clouds: Cartesian coordinates and angles between surface normals. We adopt surface normals to promote smoothness of the underlying surface. Specifically, we employ a function of the angle θ i,j between two normals n i and n j as the feature difference in surface normals at points i and j as follows
Along with the feature difference in three-dimensional coordinates, we form a four-dimensional feature difference vector
, where x i , y i , z i denote the coordinate of point i and x j , y j , z j the coordinate of point j. Based on the constructed spatio-temporal graph connectives discussed in Section V-C, we then employ the feature difference at each pair of spatially connected points to learn the spatial metric R s , and the feature difference at each pair of temporally connected points to learn the temporal metric R t as described in Section IV.
2) Optimizing the point cloud U t : With both L t and W t,t−1 fixed from the learned R s and R t , we take the derivative of (21) with respect to U t and set the derivative to 0. This leads to the closed-form solution of U t :
where I ∈ R n×n is an identity matrix. (23) is a system of linear equations and thus can be solved efficiently. Then we employ the acquired solution of U t to update R s and R t in the subsequent iteration.
A flowchart of the dynamic point cloud denoising algorithm is demonstrated in Fig. 2, and an algorithmic summary is presented in Algorithm 1.
Algorithm 1: 3D Dynamic Point Cloud Denoising
Input: A noisy dynamic point cloud sequencê P = {Û 1 ,Û 2 , ...,Û m } Output: Denoised dynamic point cloud sequence
Select M points (set C t ) as patch centers; 4 for c l in C t do 5 Find k-nearest neighbors of c l ; 6 Build patchp t,l ; 7 Addp t,l to the patch setP t ; 8 end 9 repeat 10 forp t,l inP t do 11 Search the r most similar patches ofp t,l in U t in terms of the metric in (18); 12 forp t,j inp t,l 's similar patches do 13 Connect nearest points inp t,l andp t,j ; 14 end 15 Search the corresponding patch p t−1,l ofp t,l in U t−1 via (18); 16 Connect corresponding points inp t,l and p t−1,l ; 17 end 18 Learn the spatial metric R s from spatially connected point pairs via (9) , and compute the intra-frame graph Laplacian L t via (8); 19 Learn the temporal metric R t from temporally connected point pairs via (9) , and compute the weight matrix W t,t−1 between corresponding patches via (8); 20 Solve (23) to update U t ; 21 until convergence; 22 U t serves as the input for denoising the next frame. 
VI. EXPERIMENTAL RESULTS

A. Experimental Setup
We evaluate our algorithm by testing on two benchmarks, including four MPEG sequences (Longdress, Loot, Redandblack and Soldier) from [34] and five MSR sequences (Andrew, David, Phil, Ricardo and Sarah) from [3] . We randomly choose six consecutive frames as the sample data: frame 601-606 in Soldier, frame 1201-1206 in Loot, frame 1201-1206 in Longdress, frame 1501-1506 in Redandblack, frame 61-66 in Andrew, frame 61-66 in David, frame 61-66 in Phil, frame 61-66 in Ricardo and frame 61-66 in Sarah. We perform down-sampling with the sampling rate of 0.05 prior to denoising since the number of points in each frame is about 1 million. Because point clouds in the datasets are clean in general, we add white Gaussian noise with a range of variance σ = {0.03, 0.05, 0.07, 0.1}.
Due to the lack of previous dynamic point cloud denoising approaches, we compare our algorithm with five competitive static point cloud denoising methods: APSS [5] , RIMLS [6] , MRPCA [11] , NLD [28] , and LR [29] . We perform each static denoising method frame by frame independently on dynamic point clouds. We employ two evaluation metrics: Mean Squared Error (MSE) and Signal-to-Noise Ratio (SNR) as in [16] .
The parameter settings are as follows. We assign the upperbound C of the trace of R in (9) as 10. The step size t of the PG algorithm in (15) is assigned as 0.0001. In (21) , the weighting parameter of the temporal consistency term λ 1 is set to 0.003, while that of the spatial smoothness term λ 2 is set to 0.1. Besides, given the first frame in each dataset, we set λ 1 = 0 as there is no previous frame for reference. We divide each point cloud into M = 0.2n patches, where n is the number of points in the point cloud. Each patch is connected with r = 8 most similar patches spatially.
B. Experimental Results
1) Objective results:
We list the denoising results of comparison methods measured in MSE and SNR respectively Fig. 4 for easy comparison. This validates the effectiveness of our method.
2) Ablation studies: To evaluate the two main contributions of our method-temporal consistency and spatio-temporal graph learning, we conduct two baselines for comparison. In Baseline1, we remove the temporal consistency term in (21) to evaluate the importance of temporal references, i.e., λ 1 = 0. Only similar patches in the same frame are employed as the reference for denoising in this case, where the underlying spatial graph is acquired from the proposed learning of spatial distance metric. For the evaluation of spatiotemporal graph learning, in Baseline2 we set edge weights as a Gaussian function with manually assigned parameters M = I instead of the proposed graph learning, i.e., a i,j = exp −(f i − f j ) (f i − f j ) .
As presented in Tab. I and Tab. II, we outperform both Baseline1 and Baseline2 constantly. Specifically, we achieve reduction of MSE over Baseline1 by 0.63% on average at all noise levels, and over Baseline2 by 1.30% on average. In particular, we achieve larger gain over dynamic point clouds with slower motion due to the stronger temporal correlation. For instance, the average MSE reduction over the comparatively static Redandblack is 1.16%, while that over Sarah is 0.17% with much more dynamic motion in the tested frames. Further, the MSE reduction over Baseline1 is 0.06%, 0.51%, 0.79%, 0.96% respectively with increasing noise levels. This indicates that the temporal correlation plays a more important role at high noise levels.
3) Subjective results: As illustrated in Fig. 5 and Fig. 6 , the proposed method also improves the visual results significantly, especially in local details and temporal consistency. In order to demonstrate the temporal consistency, we choose 5 consecutive frames that exhibit apparent movement in Andrew from the MSR benchmark and Longdress from the MPEG benchmark, both under the noise variance σ = 0.05. We show the visual comparison with MRPCA and LR because they are the nearest two competitors to our method in objective performance, as presented in Fig. 4 .
We see that our results preserve the local structure and keep the temporal consistency better. For instance, in the Andrew model, while the results of LR and MRPCA still exhibit noisy contours even with outliers along the shoulder, our results are much smoother and cleaner. Also, note that, the ground truth of Andrew is a little bit noisy due to the inherent limitation of the acquisition equipment-RGBD cameras, while our method is able to attenuate the sensor noise well. In Longdress, while the nose of the model is over-smoothing and even distorted in shape in the results of LR and MRPCA, our method preserves the structure of the nose much better. Further, our results are much more consistent in the temporal domain, which validates the effectiveness of the spatio-temporal graph learning.
VII. CONCLUSION
We propose 3D dynamic point cloud denoising based on spatio-temporal graph learning, exploiting both the intraframe self-similarity and inter-frame consistency. Assuming the availability of a relevant feature vector per node on a point cloud sequence, we pose spatio-temporal graph learning as the problem of Mahalanobis distance metric learning, where we minimize the Graph Laplacian Regularizer and decompose the symmetric and positive-definite metric matrix for ease of optimization via proximal gradient. Then we formulate dynamic point cloud denoising as the joint optimization of the desired point cloud and underlying spatio-temporal graph, which is regularized by both intra-frame smoothness among searched similar patches and inter-frame consistency between corresponding patches. Experimental results show that our method significantly outperforms independent denoising of each frame from state-of-the-art static point cloud denoising approaches. 
