We give a criterion for extinction or local extinction of branching symmetric α-stable processes in terms of the principal eigenvalue for time-changed processes of symmetric α-stable processes. Here the branching rate and the branching mechanism are spatially dependent. In particular, the branching rate is allowed to be singular with respect to the Lebesgue measure. We apply this criterion to some branching processes.
Introduction
In this paper, we consider the extinction problem for branching symmetric α-stable processes (0 < α ≤ 2) in which each of the particles moves independently according to the law of the absorbing symmetric α-stable process on an open set. The branching rate and the branching mechanism are spatially dependent. In particular, the branching rate is allowed to be singular with respect to the Lebesgue measure. We give a necessary and sufficient condition for extinction in terms of the principal eigenvalue for processes of symmetric α-stable processes time changed with respect to the positive continuous additive functional associated with the branching rate and the branching mechanism (Theorem 3.1). We also give a necessary and sufficient condition for local extinction in terms of the principal eigenvalue for time-changed processes (Theorem 3.2).
Sevast´yanov [12, Theorem 4] and Watanabe [19, Theorem 2.2] considered the extinction problem for branching Brownian motions on an open set with spatially independent branching rates and branching mechanisms, and gave a criterion in terms of the principal eigenvalue of the Dirichlet Laplacian. Our approach is different from theirs: they used the ground-state of the Dirichlet Laplacian, while we use the ground-state for the time-changed process (see [17] for a proof of its existence). Moreover, they assumed that the open set is bounded, while we allow the open set to be unbounded. We assume that the branching rate belongs to a certain Kato class, K D ∞ (see Section 2 for the definition). This assumption implies that the branching rate is small at ∞. For a bounded open set, the constant branching rate belongs to K D ∞ . Hence, our result becomes an extension of theirs even for branching Brownian motions.
Pinsky [11] gave a criterion for the local extinction of measure-valued branching diffusion processes in terms of the generalized principal eigenvalue for Schrödinger operators (see [10, p. 147 ] for a definition), using the partial differential equation method (see also [5] ). On the other 1078 Y. SHIOZAWA hand, Engländer and Kyprianou [4] gave a criterion for the local extinction of branching and measure-valued branching diffusion processes probabilistically. In these papers, the groundstate of the Schrödinger operator plays an essential role. The existence of this ground-state was proved in [10, p. 145, Theorem 3.1] using Harnack's inequality and Schauder's estimate; however, this approach is not applicable to jump processes, because of the nonlocality. To overcome this difficulty, we use the principal eigenvalue and the ground-state for time-changed processes.
We apply the criterion above to some branching symmetric α-stable processes. For example, consider the one-dimensional case with 1 < α ≤ 2. Take the Dirac measure at a > 0 as the branching rate. Suppose that each particle splits into two upon branching and dies upon arriving at 0. We then see, in Example 4.3 below, that this branching symmetric α-stable process becomes extinct if and only if
.
We can extend the criterion for extinction or local extinction to branching symmetric Hunt processes if the ground-state exists for time-changed processes of symmetric Hunt processes (Theorem 3.3 and Theorem 3.4). For instance, it is applicable to branching Brownian motions on Riemannian manifolds (Example 4.2). However, it seems hard in general to show the existence of the ground-state. We thus give a sufficient condition for extinction or local extinction without assuming the existence of the ground-state (Theorem 3.5). To do so we use the notion of gaugeability, that is, the exponential integrability of positive continuous additive functionals. Chen [3, Theorem 5 .1] and Takeda [15, Theorem 2.4] proved that a measure µ ∈ K D ∞ is gaugeable if and only if the principal eigenvalue for the time-changed process with respect to µ is greater than 1 (see also [18, Theorem 3.1] ). By applying this, we establish our sufficient condition. The condition on the gaugeability above says that the principal eigenvalue measures the size of µ. For branching processes, this quantity shows the degree of increase in the number of particles.
Preliminaries

Time changes of symmetric Hunt processes
Let X be a locally compact, separable metric space and m a positive Radon measure on X with full support. Denote by the cemetary point. Let M = ( , F , F t , X t , P x , ζ ) be an m-symmetric transient Hunt process on X, where {F t } t≥0 is the minimal admissible filtration and ζ is the lifetime, ζ = inf{t > 0 : X t = }. Suppose that the transition density of M is absolutely continuous with respect to m. Denote by (E , F ) the regular Dirichlet form on L 2 (X; m) generated by M. Let S be the set of smooth measures (see [6, p. 
Branching symmetric Hunt processes
Following [8] and [9] , we introduce the notion of branching symmetric Hunt processes. Let {p n (x)} n≥0 , x ∈ X, be a sequence such that 0 ≤ p n (x) ≤ 1 and
For µ ∈ S 1 , we denote by Z the random variable of the exponential distribution with rate A µ t :
A particle of the branching symmetric Hunt process starts at x ∈ X according to the law P x . When t = ζ < Z, it dies. On the other hand, when t = Z < ζ, it splits into n particles with probability p n (X Z− ). Each of these particles then starts at X Z− independently according to the law P X Z− . Let X (0) = { } and X (1) = X. We define the equivalence relation '∼' on X n as follows. Let x n = (x 1 , x 2 , x 3 , . . . , x n ), y n = (y 1 , y 2 , y 3 , . . . , y n ) ∈ X n . If there exists a permutation, σ , of {1, 2, 3, . . . , n} such that y i = x σ (i) for all i, then we write x n ∼ y n . Let X (n) = X n /∼ and X = ∞ n=0 X (n) . When the branching process consists of n particles at time t, they define a point in X (n) . Hence, it is a branching symmetric Hunt process M = (X t , P x ) on X with motion component M, branching rate µ, and branching mechanism {p n (x)} n≥0 . Let T be the first splitting time of M:
Denote by Z t the number of particles of M at time t, that is, 
Symmetric α-stable processes
Let M α = ( , F , F t , X t , P x ), 0 < α ≤ 2, be a symmetric α-stable process on R d . Denote by (E α , F α ) the Dirichlet form on L 2 (R d ; dx) generated by M α : E α (f, f ) = ⎧ ⎪ ⎪ ⎨ ⎪ ⎪ ⎩ 1 2 R d |∇f | 2 dx, α = 2, A(d, α) R d ×R d (f (x) − f (y)) 2 |x − y| d+α dy dx, 0 < α < 2, F α = {f ∈ L 2 (R d ; dx) : E α (f, f ) < ∞}, 1080 Y. SHIOZAWA where A(d, α) = α2 α−3 ((d + α)/2) π d/2 (1 − α/2) , (x) = ∞ 0 e −t t x−1 dt. Let M D = (X D t , P D x ) be the absorbing symmetric α-stable process on an open set D ⊂ R d , and denote by K D ∞ the class K ∞ for M D . Let λ(µ, ν; D) = inf E α (f, f ) + D f 2 dµ : f ∈ C ∞ 0 (D), D f 2 dν = 1 for µ, ν ∈ K D ∞ .
Extinction and local extinction
Let M D = (X t , P x ) be a branching symmetric α-stable process with motion component M D , branching rate µ ∈ K D ∞ , and branching mechanism {p n (x)} n≥0 . We first consider the extinction problem of M D . Let
We then have the following proposition.
Proposition 3.1. The function u e is the minimal solution to
Proof. The strong Markov property of M D implies that
Since
the function u e satisfies (3.1).
the last term on the right-hand side of (3.2) is not greater than
and, thus,
Suppose that a function v also satisfies (3.1). On account of (3.3), u k ≤ v for any k ≥ 1, by induction, which implies that lim k→∞ u k = u e ≤ v.
Lemma 3.1. Any solution to (3.1) is finely continuous.
Proof. Let u be a solution to (3.1). Then the Markov property of M D yields
for all x ∈ D. Since the right-hand side of this expression is right continuous by the right continuity of the filtration {F t } t≥0 , the function u is finely continuous by [2, Theorem 4.8]. 
Proof. Let λ ≡ λ(µ, Q; D)
. First suppose that λ ≥ 1. Let u be a solution to (3.1). We denote by σ A the hitting time of the set A in D, that is,
Since u is finely continuous, by Lemma 3.1, and u − u n < (n − 1)(1 − u) on O for n ≥ 2, it follows from (3.1) and the assumption on D that
for all x ∈ D. Let v = 1 − u. Then the inequality above is equivalent to
where G Qµ µ is the generalized resolvent defined by
for any measurable function f in D such that the right-hand side of the expression makes sense. Let h be the ground-state of λ, that is, the function attaining the infimum of the right-hand side of (3.4). Then h is bounded, strictly positive, and continuous on D (see [17] ). Moreover, for a compact set K ⊂ D and a fixed point o ∈ K,
where G D (x, y) is the Green's function of M D and C is some constant depending on K. Therefore, Next suppose that λ < 1. Choose a β such that λ < β < 1 and an ε such that 0 < ε < 1 and F (1 − ε) ≥ βF (1) = βQ(x). Let δ be a positive constant such that δ sup x∈D h(x) ≤ ε, and let w(x) = 1 − δh(x). Then
where γ is a function satisfying 1
, the right-hand side of (3.7) is not greater than
by (3.6) and the relation β > λ. Thus,
On account of (3.3) and (3.8), u k < w for any k ≥ 1, by induction. Hence, lim k→∞ u k = u e ≤ w < 1 on D. 
Combining Theorem 3.1 with Lemma 3.3 yields the following corollary.
Let N K be the number of branches of M α ever hitting a closed set K ⊂ R d . Takeda [16, Theorem 1.2] showed that then, for any closed set K ⊂ R d with Cap(K) > 0,
The next lemma says that, for P x -almost every path ω of M D , e 0 (ω) = ∞ if and only if lim t→∞ Z t (ω) = ∞.
Proof. We first show that
for any k ≥ 1. Note that it suffices to consider the case k = 1. Define T 1 = T and T n = T n−1 + T • θ T n−1 , n ≥ 1. Then T n denotes the nth branching time of M D . Let B be the total number of particle splits, that is, B = sup{n ≥ 1 : T n < ∞}, and let s n (x) = P x (Z t = 1 for all t ≥ 0, B = n). Then s 0 (x) = 0 by the assumption on D, and
by induction. Consequently
for any n ≥ 1. Since ∞ n=0 t (x) < ∞, by (2.1), we have t ≡ 0 on D, whence (3.9) holds. We next show that the probability that Z t equals k infinitely often (that is, for infinitely many values of t) is 0 for each k ≥ 1. For a positive integer k, let
By the strong Markov property of M D and the definition of V 1 ,
by the assumption on D and Jensen's inequality. As a direct calculation yields
Noting that γ > 0, by (2.1), we obtain lim n→∞ P x (U n < ∞) = 0, thereby completing the proof. We next consider the local extinction of M D . Let A be a relatively compact open set in D and denote by ρ A the last exit time of
. By arguments similar to those yielding Proposition 3.1, we have the following result.
Proposition 3.2. For each relatively compact open set A ⊂ D, the function u A
e is the solution to Let M = (X t , P x ) be an m-symmetric irreducible and transient Hunt process on X, where X is a locally compact separable metric space and m is a positive Radon measure on X with full support. We now give a criterion for the extinction or local extinction of general branching symmetric Hunt processes. Let us denote by M the branching symmetric Hunt process with branching rate µ ∈ K ∞ . Let Q(x) = ∞ n=0 np n (x) and suppose that sup x∈X Q(x) < ∞. We now define 11) wheref is a quasicontinuous modification of f (see [6, p. 68 ] for a definition). Proof. Suppose that λ(µ, Q) > 1 and that P x (ζ < ∞) = 1 for all x ∈ X. Note that Proposition 3.1 holds for M upon replacement of the exit time τ D in (3.1) by the lifetime ζ . Let u be a solution to this modified version of (3.1), and let v = 1 − u. We can then show that
Qµ t (3.12) in a way similar to that yielding (3.5). Since 
by [13, Example 3.2] , the branching process M ν extincts if and only if
by [13, Example 3.2] , the branching process M ν extincts if and only if We now let
for r and R with R > r > 0. The following results were shown by Takeda (private communi-
where the positive constant r 0 is a unique root of
. 
