The recent development of experimental techniques that rapidly reconstruct the three-dimensional microstructures of solids has given rise to new possibilities for developing a deeper understanding of the evolution of microstructures and the effects of microstructures on materials properties. Combined with three-dimensional (3D) simulations and analyses that are capable of handling the complexity of these microstructures, 3D reconstruction, or tomography, has become a powerful tool that provides clear insights into materials processing and properties. This introductory article provides an overview of this emerging field of materials science, as well as brief descriptions of selected methods and their applicability. and has facilitated the analysis of the 3D or 4D experimental data sets. Although 3D investigations, regardless of techniques, are much more challenging and time-consuming than 2D investigations, they can provide unique data that advance our understanding of materials. Experimentally, 2D studies are known to be associated with several limitations. Although powerful mathematical methodologies (collectively referred to as stereology) that allow extraction of 3D geometric properties from 2D sections exist, 1 such techniques require a priori knowledge or simplifying assumptions that might not be met; an example is particle size distributions obtained under the assumption of particles being spherical. Even more problematic is the fact that a number of important geometric properties of complex microstructures cannot be assessed at all through stereology, including those related to morphology (e.g., the 3D shape of grains) and topology (e.g., the connectivity among microstructural features). Furthermore, observations on 2D sections might not be representative of the bulk because the observed phenomena can be affected in some manner by the presence of the free surface of the section.
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Computationally, the change in dimensionality can yield very different results in simulated mechanical responses, microstructure evolution, and transport properties. As an example, because the functional form of the solution for the steady-state diffusion field depends on the dimensionality, the diffusion and resulting microstructural evolution under the assumption of two dimensions are quite different from those obtained for three dimensions. In addition, the connectivities of 2D and 3D microstructures can be quite different, which also influences the evolution. Figure  1 shows the micro-structural evolution resulting from coarsening following spinodal decomposition in systems with two phases, each with a volume fraction of 50%. It shows that the 2D microstructure develops isolated domains of a phase that are fully embedded in the other phase (i.e., particles), whereas the 3D microstructure maintains bicontinuity (every part of each of the two phases is connected throughout the microstructure), even though the only difference between the two systems is their dimensions. Moreover, because transport properties depend significantly on the connectivity of the transporting medium, the difference in microstructural geometry and connectivity between the different dimensions creates a major gap in the predictions.
The combination of the new 3D and 4D characterization techniques and largescale simulations based on 3D data sets can overcome the limitations just mentioned and allow for a direct visualization of the microstructural evolution and materials responses that depend on the microstructure. Such information opens the door for a new generation of physicsbased models and enables much more realistic assessments of many technologically important materials with complex, heterogeneous microstructures. Computationally, because of the relatively large spatial and time scales involved in these structures and processes, continuum-level simulations at the scale of microstructures, rather than at the discrete individual-atom level, have found a dominant role so far.
In this issue of MRS Bulletin, we review selected pioneering work that illustrates
Introduction
Enabled by advances in experimental techniques and computational resources, a paradigm shift has transpired in materials science during the past decade. Traditionally, the methods of choice for structural characterization have been optical and electron microscopies, in which information is derived from two-dimensional (2D) sections. Today, the development of automated serial sectioning techniques and the exploitation of synchrotron radiation have made three-dimensional (3D) and even four-dimensional (4D, i.e., time-and space-resolved) studies possible. Simultaneously, the rapid increase in computational power, doubling approximately every two years, has enabled computational materials researchers to tackle much more complex problems, including large-scale 3D simulations of microstructure evolution,
Three-Dimensional Materials Science
the synergy between 3D simulations and experiments, focusing mainly on studies of microstructures in millimeterto centimeter-sized samples of optically opaque materials with a spatial resolution on the micrometer scale. Other techniques are briefly mentioned in this introductory article.
Three-Dimensional Computational Materials Science
Most materials comprise complex heterogeneous microstructures, and in many cases, they cannot be accurately studied by an analytical approach. Simulations must then be employed. Because of limited computational resources, simulations were first performed in lower dimensions (i.e., one and two dimensions). These simulations often provided insights and trends, but because of the lower dimensionality, they could not provide quantitative predictions. Two-dimensional simulations remain important tools in situations where the assumption of only two dimensions is valid (e.g., simulations of thin films) or where 3D simulations remain a challenge.
Unlike the case for experimental techniques, where changing the number of dimensions may require new methodologies, changing dimensionality in many types of simulations is relatively straightforward algorithmically. For typical partial differential equation simulations based on finite-difference methods, a change in dimension might merely involve adding an extra dimension in the arrays over which additional calculations must be made. For finite-element-based models, the extension to higher dimensions requires new algorithms to handle more complex elements and their connectiv ities, but the necessary tools have already been developed. Therefore, the challenge is often keeping the computational time and memory requirements within technological reach. In recent years, 3D simulations have become increasingly practical as a result of the ample availability of parallel computing, which allows for both computational time and memory. This increase in computing power has resulted in a revolutionary change in the manner in which materials science problems are tackled. Examples of such simulations are highlighted in the articles in this issue.
One of the goals of computational materials science is to establish the link between processing or operating conditions and resulting microstructures; see Figure 2 . Because many microstructures are demarcated by their internal interfaces (e.g., between liquid/solid and gas phases, between regions with different atomic structure, or between grains with different orientations), techniques for simulating microstructural evolution typically require a method for either interface tracking (by moving mesh points on the interface) or interface capturing (by evolving a spatially varying function that defines the location of the interface). Whereas interface tracking is relatively straightforward in lower dimensions, it poses significant difficulties in three dimensions, and thus, interfacecapturing methods have gained popular- ity in recent decades as 3D simulations have become more tractable. Interface-capturing methods include level-set methods and phase-field methods. In the level-set method, 2 the spatially varying function could be the signed distance from the closest interface (positive on one side, negative on the other), and thus two bulk regions have either positive or negative values of this function. The interface is then given by the location where the function interpolates to zero (i.e., the zero level set). The evolution of this function can be described by considering the governing physics of interfaces such as the motion induced by interfacial tension. An alternative approach, phasefield modeling, 3 has a constant, predetermined value of the function in each bulk phase/grain orientation. Thus, the function varies only in the interface, which defines the interfacial region. As discussed in the article by Kammer et al., this method is formally based on thermodynamic treatment of systems undergoing spinodal decomposition. Recently however, it has found more general application as a computational method for simulating microstructural evolution in a wide range of materials systems. 3 Because microstructural evolution is a complex phenomenon governed by thermodynamics, kinetics, and in some cases even mechanics, the development and incorporation of the correct models remains an active focus of research. The phase-field approach has been extensively utilized in the area of solidification and dendrite formation where it has become a tool that allows quantitative predictions. Other methods, including those based on interface tracking, have also found applications in materials science and can be more suitable than phase-field modeling in some problems.
Another aspect of computational materials science is the linking of microstructure to materials properties (see Figure 2 ). In this area, simulations using finiteelement-based tools have been employed to examine the mechanical and transport properties of 3D microstructures in materials. This type of modeling is well established, 4 and many tools are commercially available (e.g., Fluent and COMSOL). What had been lacking in this area were the tools to incorporate real 3D data into the finite-element mesh. This is still challenging when the structure to be imported is large and complex, but it is becoming easier with new releases of software designed to handle such tasks (e.g., Mimics and 3-matic).
Whereas this issue focuses mainly on continuum-level simulations, simulation methods based on discrete, atomic-level descriptions of materials, such as molecular dynamics and kinetic Monte Carlo, 5 are commonly applied to materials science problems. These methods involve the tracking of each atomic position and allow interfaces to be modeled by having regions with different compositions or crystallographic orientations. Although these methods cannot simulate systems on a large scale, they provide essential information regarding the atomic-scale bonding, ordering, and interactions in materials. They can also simulate a scaleddown system, which can be used to infer materials behavior at a larger scale. Such an example is given for molecular dynamics in conjunction with 3D experimental work in the article by Jensen et al. in this issue. This article also includes a discussion of geometry-based modeling, which determines the grain structures based on geometrical restrictions rather than the physical interactions that drive grain boundary evolution.
Materials phenomena are fundamentally multiscale; small-scale physics (electronic structures defining atomic interactions, which determine atomic order, distributions, and transport) affects the evolution at the microstructural level during processing and material responses during usage. Advances in modeling efforts have been hindered by a lack of complete experimental information to evaluate, improve, and validate the input physics and parameters in the models. The recent developments in 3D and 4D experimental techniques now provide new opportunities to build quantitative, predictive models for a wide range of materials and processes.
Three-Dimensional Experimental Materials Science
Three-dimensional reconstruction of structures from a series of 2D sections is conceptually the simplest of all of the 3D experimental techniques. As shown in Figure 3a , in this approach, the images of 2D slices that are equally (or nearly equally) spaced are obtained consecutively. A 3D map is then obtained by interpolation. (For more detail, see the articles by Spanos et al. and Kammer et al. in this issue.) For opaque materials, this requires removal of a layer of material from the sample to obtain each of the 2D images. Thus, this technique is fundamentally destructive. The feature sizes that can be analyzed depend on the resolution along the sectioning direction, which is limited by the fact that it becomes increasingly difficult to remove a precise thickness of material as the sectioning thickness decreases. Using a traditional milling method (such as diamond blades 6 or diamond lapping films 7 ), this limit is approximately 0.1 µm at best and is often greater than 1 µm. Another limitation in this approach is that, even with automation, the number of 2D sections that can be obtained is currently ~20 per hour. If the integrated imaging instrument (i.e., microscope) is an optical one, the two other directions of the investigated volume are typically defined by the field of view of the microscope. Hence, the reconstructed volume tends to be thinner along the sectioning direction.
An alternative serial-sectioning-based method uses dual-beam microscopes equipped with a focused ion beam (FIB) gun and secondary-electron detectors, which recently have become commercially available. For a recent review, see Reference 8. In this method, 3D maps are generated automatically by alternate ionbeam milling and imaging sessions. If an electron backscatter diffraction (EBSD) system is combined with such equipment, one can obtain a 3D map of the crystallographic orientation. The size of the investigated volume is limited by the FIBmilling rate, but volumes as large as 50 µm 3 have been reported with 50-nm resolution. For an overview of this and other techniques for 3D characterization of nanostructures (such as the 3D atomprobe microscopy, nano-x-ray tomography, and phase-retrieval methods), see Reference 9.
The current probe of choice for nondestructive 3D mapping of opaque materials is x-rays in the 20-200 keV range. With such a beam, it is possible to penetrate up to 5 mm of steel, 4 cm of aluminum, or 10 cm of polymer-based materials. When generated by a synchrotron source, the beam is also highly collimated and ordersof-magnitude more intense than that obtained with conventional x-ray sources. The gain in intensity translates into a corresponding improvement in spatial or temporal resolution. Within the past decade, the number of beamlines dedicated to 3D mapping applications has grown rapidly to ~30 worldwide. This trend is continuing, with new regional synchrotrons in the planning stage or in construction.
Absorption contrast tomography is the oldest imaging technique and the only one that is readily applicable to conventional x-ray sources as well. 10, 11 In situ experiments are possible because the x-rays can penetrate furnaces and other equipment surrounding the sample. As illustrated in Figure 3b , a 3D density map is reconstructed by an inverse algorithm from a set of typically 1,000 2D projection Three-Dimensional Materials Science images acquired while rotating the sample about one axis. Three-dimensional reconstructions comprising up to 1,000 × 1,000 × 1,000 voxels are now routinely made. (A voxel is the smallest elementary volume element composing 3D images.) The data acquisition time for a complete 3D tomogram has recently been pushed into the range of seconds. 12 The main limit ation is the density contrast. Using coherent x-ray beams (having the same phase), which are now available at synchrotrons, the detectable density contrast can be improved to ~0.05 g/cm 3 by socalled phase-contrast methods. 13 In this approach, the image contrast is improved because the beam's phase can change measurably as the beam propagates a sample even if the contrast due to attenuation is too small to be detected.
Tomography cannot characterize the grain structure in a single-phase sample, as the density is constant. This limitation is overcome by three-dimensional x-ray diffraction (3DXRD) microscopy, which applies to polycrystalline specimens 14 (see Figure 3c ). The setup and reconstruction approach is similar to those for tomography, but one probes the diffracted beam rather than the attenuation of the incoming beam. Through analysis of the diffraction patterns, grain orientations are obtained as a function of position; the result is a 3D orientation map. 3DXRD also provides information on the local stress state and the local phase (atomic composition and/or structure). The spatial resolution is 5 µm for a complete 3D map. However, the microscope can be run in other modes, thereby enabling studies of the change in volume, orientation, and stress of hundreds of individual embedded grains as small as 20 nm with a time resolution of seconds. (See the article by Jensen et al. in this issue and the references therein.)
As an alternative to the imaging techniques mentioned thus far, where the complete sample is illuminated, one can probe the crystalline structure voxel by voxel by focusing the x-ray beam to essentially one ray (Figure 3d) . To determine the depth of origin of a certain diffraction signal, the diffracted beam is confined by a slit, a collimator, or (as shown in Figure 3d ) an absorbing wire. By scanning the sample in two directions perpendicular to the beam and by scanning the confinement with respect to the beam, one can generate 3D maps of the orientations or stresses. Scanning techniques are, by nature, slower than imaging approaches, and the need for absorption elements in proximity to the sample could limit options for in situ work. On the other hand, the spatial resolution can be better, as it is determined by the specifications of x-ray optics rather than xray detectors. As an example, a polychromatic setup at the Advanced Photon Source enables 3D orientation and strain maps to be acquired with a resolution of better than 500 nm. 15 Scanning techniques are also used widely on the engineering scale to acquire maps of the 3D residual stress fields in structural materials such as rail tracks. 16 (For a comparison of all available x-ray-based techniques, see also the March 2004 issue of MRS Bulletin. 17 )
Neutron equivalents of the tomography 18 and strain scanning techniques 16 are also used widely. The spatial resolution is two to three orders of magnitude worse, but typically one can probe larger samples.
The experimental methods described so far are complementary in terms of space and time resolutions, contrast mechanism, size of sample, and options for in situ work. Hence, it is expected that many investigations will combine multiple techniques in order to build more complete knowledge of materials phenomena. Furthermore, all techniques tend to be limited by detector technology or computing power, both of which are rapidly evolving. Hence, it is reasonable to predict that data acquisition rates can improve by two orders of magnitude within the next decade.
Time-Dependent ThreeDimensional Materials Science
An advantage of computational investigations of materials processes is that timedependent information is often generated 6, 7 or by a focused ion beam. 8 (b) X-ray tomography: The x-ray beam illuminates the full sample, and the attenuation of the beam is projected onto a 2D detector. From a set of such 2D projection images, the 3D density field is reconstructed. 10 (c) Three-dimensional x-ray diffraction microscopy: The setup is similar to that in (b), but the images are obtained from multiple sets of diffraction spots rather than attenuated intensities. Based on algorithms from mathematical tomography, 3D grain-orientation maps are generated. 14 (d) X-ray microbeam scanning: The diffraction signal is probed voxel by voxel to generate 3D maps of the orientation and stress fields. 15 The orange dot represents an absorbing wire. naturally. The prediction of microstructural evolution is typically made by calculating the change in microstructure over a very small duration of time (the so-called time step), updating the microstructure, and then repeating this process. In such cases, one can observe how a certain process proceeds and thus determine what mechanisms possibly play a role in experimentally observed phenomena. For example, by making a movie of the evolution of a microstructure consisting of particles, it is possible to determine whether the average particle size grows solely due to diffusion or whether other mechanisms, such as coalescence, are involved. Experimentally, adding the time dimension is frequently challenging. First, the sample must be observed under the conditions that induce the desired changes. Thus, a microscope or other types of detector must be integrated with equipment that sets the experimental conditions (e.g., furnaces or mechanical or tensile machines) to allow in situ data collection. Second, the sample must not be destroyed during the data collection. Third, data collection must be fast enough to provide the desired time resolution. The latter two requirements pose a major challenge in 3D experimental investigations. As mentioned previously, the recent advances in 3D experimental techniques based on xray tomography and diffraction have enabled nondestructive measurements of microstructures with sufficient time resolution (see Figures 3b and 3c) . The resulting knowledge not only offers clear insights into dynamic processes occurring within materials but also provides validation data for modeling and simulations, as discussed in the following section.
Integration of Experiments and Simulations
The first scientific results emerging from 3D and 4D experimental work have typically arisen from simple observations of maps or movies, demonstrating the violation of basic assumptions in conventional models. Studies with direct integration of 3D experiments and 3D simulations are still scarce (see the accompanying articles in this issue for examples), but they provide examples for a range of new approaches for materials investigations. There are several modes of integration of 3D experimental and computational materials science, which can be categorized as follows:
Direct examination of assumptions. Simple observations of microstructures or their evolution have supported or ruled out common assumptions made in modeling. (See, for example, the article by Jensen et al. in this issue, which provides an example of a case where the assumption that all grains have the same growth rate during recrystallization is violated.)
Experimental acquisition of statistical data for input to models or simulations. Such statistical data can be in various dimensions. For example, the nucleation rate per unit volume as a function of time is one-dimensional. At the other extreme, the nucleation rate as a function of time and region (e.g., bulk or interfaces) is 4D. The data can also be a function of morphological characteristics or features, such as the particle size distribution in particulate microstructures or corners in polycrystalline microstructures.
Experimental acquisition of statistical data for validation of models and simulations or, in some cases, for validation of other experimental techniques (e.g., those based on 2D sections).
Use of experimentally determined 3D microstructures as input to simulations (Figure 2b ). This allows more accurate predictions of evolution, responses, or properties that are sensitive to the 3D microstructures. For example, artificially created microstructures are often based on simple inputs such as particle size distributions and volume fractions; therefore, they can have vastly different connectivities or correlations that can directly alter the resulting properties or evolution.
Experimental acquisition of 4D data for direct 4D comparisons with simulation results. When a 3D structure is available, simulations can employ it directly to predict how the material might evolve or respond under given experimental conditions. The results can then be compared, voxel by voxel, to determine whether the prediction matches with the experimentally observed changes, providing a very stringent test of models. Such comparisons are now possible with x-ray-based in situ techniques.
Validation of experimental testing outside normal conditions. In some cases, experimental conditions are altered to extrapolate materials behavior. If the process under consideration is too slow, it could be accelerated by, for example, increasing the temperature. (This is termed accelerated testing and is often needed for materials with very long lifetimes.) In other cases, the extreme conditions of interest are not replicable in a given laboratory setting, requiring inferences from experiments under very different conditions. The combination of 3D experiments and 3D simulations provides a feedback loop to refine and validate both aspects.
All 3D experimental and modeling tools currently are limited to volumes of approximately 1,000 × 1,000 × 1,000 voxels or less. For many problems in materials science, this is not sufficient to provide a full description of all mechanisms underlying the phenomena. On the simulation side, a major effort has been undertaken to facilitate multiscale modeling (see, for example, the November 2007 issue of MRS Bulletin 19 ) where the direct linkage of models ranging from quantumphysics-based electronic calculations to continuum simulations could be made. Similarly, multifaceted efforts will likely emerge on the experimental side. For example, by combining a nondestructive experimental technique such as 3D x-ray imaging on a coarse scale, FIB-based 3D reconstruction on a finer scale, and 3D atom-probe microscopy at an even finer scale, one has an opportunity to capture materials phenomena over six orders of magnitude in length scale. This will bring materials researchers closer to the ultimate dream of a direct validation of multiscale models, both component by component and ultimately as an integrated simulation tool. In conjunction with the advances on the modeling side, such comprehensive experimental information is seen as very promising for establishing a new generation of models in materials science based on first principles.
In This Issue
The remainder of this issue comprises four articles that highlight state-of-the-art techniques and recent advances in which 3D and 4D experimental investigations of microstructures are directly linked to theory or simulations, many of which are computationally intensive. The focus on the microstructural length scale was chosen in order to provide an in-depth coverage of this subject. Therefore, detailed discussions of experimental techniques such as 3D atom-probe microscopy and atomic-/molecular-level simulation techniques are beyond the scope of the issue. Two main types of experimental techniques, namely those based on x-rays and those based on serial sectioning, are evenly divided into two sets of articles, which also provide focused discussions of accompanying simulation techniques. The article by Spanos et al. focuses on relating the microstructure and mechanical properties in polycrystalline systems through serial sectioning using the FIB, along with the EBSD technique that provides information on the grain orientation. Threedimensional finite-element modeling using the 3D data describes the mechanical response and, ultimately, the Three-Dimensional Materials Science microstructure-property relationship (see Figure 2 ). The second article by Kammer et al. focuses on a serial sectioning technique using mechanical milling on the experimental side. It provides information on such techniques and describes new types of characterization and analysis that can be performed on 3D structures. The work described aims to understand microstructural evolution by combining the 3D experimental results with phasefield simulations, thereby providing a link between processing and/or operating conditions and microstructures (see Figure 2 ). The remaining two articles are based on synchrotron x-ray studies. Both articles highlight the advantage of in situ measurements that can be obtained by these nondestructive techniques. For example, the article by Buffière et al. discusses x-ray tomography and use of the resulting data to model a wide range of materials problems including mechanical responses of cellular materials (e.g., metallic foams), solidification, and crack growth. The article also includes a discussion of a technique that combines 3DXRD with tomography. In addition, the article by Jensen et al. provides examples in which 3DXRD is used in polycrystalline materials to allow model validation, to generate model input, and to provide physical insights in concert with simulations.
These articles together illustrate the fact that the tools for obtaining 3D data, as well as for simulating materials in three dimensions, are now at hand, at least at the length scales relevant to microstructures. Efforts will continue to push the experimental resolution both in time and in space, as well as to improve the prediction accuracies of simulations, which can now be tested against 3D/4D data. On the other hand, the ability to take full advantage of the wealth of data resulting from both experimental and simulation work is still a distant goal. Thus, creating new knowledge and techniques designed to extract important information from complex data in three and four dimensions will be essential for further development of the field of three-dimensional materials science, bringing yet another interdisciplinary aspect to this endeavor. 
