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Abstract
Recoverable robust optimization is a multi-stage approach, where it is possible to adjust
a first-stage solution after the uncertain cost scenario is revealed. We analyze this approach
for a class of selection problems. The aim is to choose a fixed number of items from several
disjoint sets, such that the worst-case costs after taking a recovery action are as small as
possible. The uncertainty is modeled as a discrete budgeted set, where the adversary can
increase the costs of a fixed number of items.
While special cases of this problem have been studied before, its complexity has remained
open. In this work we make several contributions towards closing this gap. We show that
the problem is NP-hard and identify a special case that remains solvable in polynomial time.
We provide a compact mixed-integer programming formulation and two additional extended
formulations. Finally, computational results are provided that compare the efficiency of
different exact solution approaches.
Keywords: combinatorial optimization; robust optimization; recoverable robustness; discrete
budgeted uncertainty; selection problems
1 Introduction
Most optimization problems in practice are uncertain. To handle such problems under un-
certainty, a vibrant field of research has been developed, including such approaches as fuzzy
optimization [LK10], stochastic programming [BL11], or robust optimization [KZ16]. Treating
uncertainty in an optimization problem typically increases its computational complexity, which
means that a problem that is simple under known problem data may become challenging when
the data is not known precisely.
In this paper we consider one such problem, which is the representatives multi-selection prob-
lem (RMSP). We are given several disjoint sets of items, and need to chose a specified number of
items from each set. The aim is to minimize a linear cost function in the items. More formally,
the problem can be described as
min
𝑥∈𝒳
𝑐𝑡𝑥
with
𝒳 = {𝑥 ∈ {0, 1}𝑛 :
∑︁
𝑖∈𝑇𝑗
𝑥𝑖 = 𝑝𝑗 ∀𝑗 ∈ [𝐾]}
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and 𝑇1 ∪ . . . ∪ 𝑇𝐾 = [𝑛] forming a partition of the item set into disjoint sets called parts, where
we use the notation [𝑛] = {1, 2, . . . , 𝑛}. The special case of 𝐾 = 1 is known as the selection
problem [KZ17], while the case with 𝑝𝑗 = 1 has been studied as the representatives selection
problem [KKZ15] or weighted disjoint hitting set problem [Bu¨s11].
To follow a robust optimization approach for this problem, we need to specify an uncertainty
set 𝒰 containing all cost scenarios against which we wish to prepare. The classic (single-stage,
min-max) approach is then to consider the problem
min
𝑥∈𝒳
max
𝑐∈𝒰
𝑐𝑡𝑥
A drawback of this approach is that it does not incorporate the possibility to react once sce-
nario information becomes available. To alleviate this, two-stage approaches have been intro-
duced, in particular adjustable robust optimization [YGdH19] and recoverable robust optimiza-
tion [LLMS09]. In the latter approach, we fix a complete solution in the first stage, and can
slightly adjust it after the scenario has been revealed.
Different types of uncertainty sets have been proposed in the literature, including discrete
uncertainty, interval uncertainy, or ellipsoidal uncertainty [GS16]. Particularly successful has
been the so-called budgeted uncertainty as first introduced in [BS03], where only a bounded
number of cost coefficients can deviate from their nominal values. That is, the set of possible
cost scenarios is given as
𝒰 = {𝑐 ∈ R𝑛 : 𝑐𝑖 = 𝑐𝑖 + 𝑑𝑖𝛿𝑖, 𝛿𝑖 ∈ {0, 1},
∑︁
𝑖∈[𝑛]
𝛿𝑖 ≤ Γ}
for some integer Γ. We refer to this type of uncertainty as discrete budgeted uncertainty. It
is also possible to define continuous budgeted uncertainty, where we allow the deviations 𝛿𝑖 to
be continuous within the interval [0, 1]. Discrete budgeted uncertainty hence contains only the
extreme points of the continuous budgeted uncertainty polyhedron. In the case of single-stage
robust optimization, the continuous and discrete variants are equivalent; this is not necessarily
the case for two-stage robust optimization.
We define 𝑐𝑖 = 𝑐𝑖 + 𝑑𝑖 and 𝑃 =
∑︀
𝑗∈[𝐾] 𝑝𝑗 . We use a recoverable robust approach, where we
buy a solution in the first stage with known costs 𝐶 , and then can adjust this solution after the
uncertain second-stage costs have been revealed. We can only change at most 𝑘 many items. Let
Δ(𝑥,𝑦) =
∑︀
𝑖∈[𝑛] |𝑥𝑖 − 𝑦𝑖| denote the Hamming distance, and let 𝑅(𝑥) = {𝑦 ∈ 𝒳 : Δ(𝑥,𝑦) ≤ 2𝑘}
be the set of recovery solutions for some integer 𝑘. We define the following problems. In the
incremental problem, we are given 𝑥 and 𝑐, solve
Inc(𝑥,𝑐) = min
𝑦∈𝑅(𝑥)
∑︁
𝑖∈[𝑛]
𝑐𝑖𝑦𝑖.
This represents the recovery step after the solution 𝑥 has been fixed, and the scenario has been
revealed. A layer above this is the adversarial problem, where given 𝑥, we solve
Adv(𝑥) = max
𝑐∈𝒰
Inc(𝑥,𝑐).
Finally, the recoverable robust representatives multi-selection problem (RRRMSP) is to solve
Rec = min
𝑥∈𝒳
∑︁
𝑖∈[𝑛]
𝐶𝑖𝑥𝑖 +Adv(𝑥).
We will sometimes refer to this as the recoverable robust problem for short. The special case
of the recoverable robust representatives selection problem (RRRSP), where 𝑝𝑗 = 1, was first
considered in the PhD thesis [Bu¨s11]. The case of discrete budgeted uncertainty was highlighted
as being open.
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The special case 𝐾 = 1, i.e., the recoverable robust selection problem with discrete budgeted
uncertainty, was previously considered in [CGKZ18]. It was shown that the adversarial problem
can be solved in polynomial time, and a compact formulation for the recoverable robust problem
was derived. So far, neither positive nor negative complexity results for the RRRMSP or RRRSP
have been derived, despite the problems being open for nearly 10 years.
Other variants of robust selection problems have been considered in the literature as well.
In [Ave01], a polynomial time algorithm was presented for the selection problem with a min-
max regret objective and interval uncertainty. The algorithm complexity was further improved in
[Con04]. In [DK12], min-max and min-max regret representatives selection problem with interval
und discrete uncertainty were considered and these results were further refined in [DW13]. More
recently, [GKZ19] consider two-stage representatives selection problems with general convex
uncertainty sets. Furthermore, the setting of recoverable robustness has been applied to other
combinatorial problems as well, including knapsack [BKK11], shortest path [Bu¨s12] and spanning
tree [HKZ17] problems.
In Table 1 we show the data of an example RRRSP with 𝐾 = 2, 𝑛1 = 𝑛2 = 2 and 𝑝1 = 𝑝2 = 1.
We further have Γ = 𝑘 = 1.
𝑇1 𝑇2
1 2 3 4
𝐶𝑖 1 5 8 7
𝑐𝑖 10 7 9 4
𝑐𝑖 19 17 19 13
Table 1: Example problem with Γ = 𝑘 = 1.
A natural candidate solution is to pick items 1 and 4. This choice has first-stage costs of 8.
A worst-case scenario is that the costs of item 4 are increased, which forces us to respond by
exchanging item 4 for item 3. The second-stage costs are thus 19, with total costs 8 + 19 = 27.
Choosing items 2 and 4 results in an objective value of 12 + 16 = 28.
Now consider the solution where we pack items 1 and 3. A worst-case attack is now on item
1, which results in an optimal recovery of exchanging items 1 and 2. The total costs of this
solution are 9 + 16 = 25. In fact, this is the unique optimal solution to the problem.
Note that item 3 is dominated by item 4, being worse in every cost coefficient. A natural
assumption one may make is that dominated items should not be packed in an optimal solution.
That is, if there is 𝑖 ∈ 𝑇𝑗 such that 𝐶𝑖 > 𝐶𝑖′ , 𝑐𝑖 > 𝑐𝑖′ and 𝑐𝑖 > 𝑐𝑖′ for some other item 𝑖′ ∈ 𝑇𝑗 ,
then we can assume 𝑥𝑖 = 0 in an optimal solution. This example demonstrates that this is in
fact not the case, underlining that the recoverable robust problem, despite a seemingly easy
structure, is more complex than it appears.
In this paper we make the following contributions. In Section 2 we show that it is possible to
solve the adversarial problem in polynomial time. In Section 3 we solve a long-standing open
problem by showing that already the recoverable robust representatives selection problem with
𝑝𝑗 = 1 and 𝑛𝑗 = 2 is NP-hard. In Section 4 we show that a special case of the problem can be
solved in polynomial time. Here we assume that 𝑛𝑗 = 2, Γ = 1 and 𝑘 = 1. That is, each part
contains exactly two items, of which one must be chosen. The adversary can increase costs once,
and we can recover by exchanging a single item. The idea to prove that this case can be solved
in polynomial time is based on the following observation. Consider any min-max problem with
𝑆 scenarios:
min
𝑥∈𝒳
max
𝑠∈[𝑆]
∑︁
𝑖∈[𝑛]
𝑐𝑠𝑖𝑥𝑖
3
This problem can be equivalently written as
min
𝑠∈[𝑆]
min
𝑥∈𝒳 𝑠
∑︁
𝑖∈[𝑛]
𝑐𝑠𝑖𝑥𝑖
where
𝒳 𝑠 = {𝑥 ∈ 𝒳 :
∑︁
𝑖∈[𝑛]
𝑐𝑠𝑖𝑥𝑖 ≥
∑︁
𝑖∈[𝑛]
𝑐𝑘𝑖 𝑥𝑖 ∀𝑘 ∈ [𝑆]}
that is, we guess the worst-case scenario 𝑠, but restrict the set of feasible solutions to those
where 𝑠 is indeed the worst case. As far as we are aware, such an approach has not been
successfully applied before. We consider problem models in Section 5, where we use insight
on the adversarial problem from Section 2 to derive a compact mixed integer programming
formulation, i.e. a formulation as a mixed integer program of polynomial size. As the number
of constraints and variables is of the order 𝑂(𝑛5), we also discuss different iterative solution
approaches. We present computational experiments in Section 6, comparing different exact
solution approaches developed in this paper. Finally, Section 7 concludes the paper, and further
research questions are pointed out.
2 Adversarial problem
To derive a model for
Adv(𝑥) = max
𝑐∈𝒰
Inc(𝑥,𝑐)
we first consider the incremental problem and model it as the following integer program.
Inc(𝑥,𝑐) = min
∑︁
𝑖∈[𝑛]
𝑐𝑖𝑦𝑖 (1a)
s.t.
∑︁
𝑖∈𝑇𝑗
𝑦𝑖 = 𝑝𝑗 ∀𝑗 ∈ [𝐾] (1b)∑︁
𝑖∈[𝑛]
𝑥𝑖𝑦𝑖 ≥ 𝑃 − 𝑘 (1c)
𝑦𝑖 ∈ {0, 1} ∀𝑖 ∈ [𝑛] (1d)
where 𝑃 =
∑︀
𝑗∈[𝐾] 𝑝𝑗 is the total number of elements to select. Variable 𝑦𝑖 denotes if item 𝑖 is
contained in the recovery solution. Constraint (1c) ensures that we must use at least 𝑃 −𝑘 items
from the first-stage solution 𝑥, i.e., at most 𝑘 items can be exchanged for other items. As 𝑥 is
fixed in this context, model (1) is an integer linear program. Note that the coefficient matrix is
totally unimodular. We dualize its linear programming relaxation by introducing variables 𝛼𝑗
for constraints (1b), variable 𝛽 for constraint (1c), and variables 𝛾𝑖 for constraints (1d) (which
become 𝑦𝑖 ≤ 1 in the relaxation). Using the dual of Inc and by exploiting weak and strong
duality, we can construct the following compact formulation for the adversarial problem.
Adv(𝑥) = max
∑︁
𝑗∈[𝐾]
𝑝𝑗𝛼𝑗 + (𝑃 − 𝑘)𝛽 −
∑︁
𝑖∈[𝑛]
𝛾𝑖 (2a)
s.t.
∑︁
𝑖∈[𝑛]
𝛿𝑖 ≤ Γ (2b)
𝛼𝑗 + 𝑥𝑖𝛽 ≤ 𝑐𝑖 + 𝑑𝑖𝛿𝑖 + 𝛾𝑖 ∀𝑗 ∈ [𝐾], 𝑖 ∈ 𝑇𝑗 (2c)
𝛿𝑖 ∈ {0, 1} ∀𝑖 ∈ [𝑛] (2d)
𝛽 ≥ 0 (2e)
𝛾𝑖 ≥ 0 ∀𝑖 ∈ [𝑛] (2f)
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We use 𝛿𝑖 as a binary variable indicating which item costs should be increased. Constraint (2b)
ensures that the total number of items with increased costs should be less or equal to Γ. Con-
straints (2c) are the dual constraints to variables 𝑦𝑖 in problem Inc.
In the following we show that Adv can be solved in polynomial time. To this end, we use an
enumeration argument to decompose Adv into simpler subproblems.
Let us first assume that we fix variable 𝛽 to some value, and decide how many items Γ𝑗 per
part 𝑇𝑗 should have increased costs with
∑︀
𝑗∈[𝐾] Γ𝑗 ≤ Γ. Then we have
Adv(𝑥) = max
𝛽
max
Γ1,...,Γ𝐾
∑︁
𝑗∈[𝐾]
Adv𝑗(𝑥, 𝛽,Γ𝑗)
with subproblems
Adv𝑗(𝑥, 𝛽,Γ𝑗) = (𝑃 − 𝑘)𝛽 +max 𝑝𝑗𝛼𝑗 −
∑︁
𝑖∈𝑇𝑗
𝛾𝑖
s.t.
∑︁
𝑖∈[𝑛]
𝛿𝑖 ≤ Γ𝑗
𝛼𝑗 + 𝑥𝑖𝛽 ≤ 𝑐𝑖 + 𝑑𝑖𝛿𝑖 + 𝛾𝑖 ∀𝑖 ∈ 𝑇𝑗
𝛿𝑖 ∈ {0, 1} ∀𝑖 ∈ 𝑇𝑗
𝛾𝑖 ≥ 0 ∀𝑖 ∈ 𝑇𝑗
In particular, for fixed 𝛽 and Γ𝑗 , we can decompose the problem and consider each part 𝑇𝑗
separately. Note that in an optimal solution to Adv𝑗(𝑥, 𝛽,Γ𝑗), we can assume that
𝛾𝑖 = [𝛼𝑗 + 𝑥𝑖𝛽 − 𝑐𝑖 − 𝑑𝑖𝛿𝑖]+
where we use the notation [𝑥]+ = max{𝑥, 0} for the positive part of a value. Using this obser-
vation, we can rewrite the problem as
Adv𝑗(𝑥, 𝛽,Γ𝑗) = (𝑃 − 𝑘)𝛽 +max 𝑝𝑗𝛼𝑗 −
∑︁
𝑖∈𝑇𝑗
[𝛼𝑗 + 𝑥𝑖𝛽 − 𝑐𝑖 − 𝑑𝑖𝛿𝑖]+ (3a)
s.t.
∑︁
𝑖∈[𝑛]
𝛿𝑖 ≤ Γ𝑗 (3b)
𝛿𝑖 ∈ {0, 1} ∀𝑖 ∈ 𝑇𝑗 (3c)
For any fixed choice of 𝛿, the remaining problem is piecewise linear in variable 𝛼𝑗 . We can
conclude that an optimal value for 𝛼𝑗 is at one of the kink points, where the slope of the
piecewise linear function changes. Hence, there is an optimal 𝛼𝑗 ∈ 𝐴𝑗(𝛽) with
𝐴𝑗(𝛽) = 𝐴
1
𝑗 ∪𝐴2𝑗 ∪𝐴3𝑗 (𝛽) ∪𝐴4𝑗 (𝛽), where
𝐴1𝑗 = {𝑐𝑖 : 𝑖 ∈ 𝑇𝑗}
𝐴2𝑗 = {𝑐𝑖 + 𝑑𝑖 : 𝑖 ∈ 𝑇𝑗}
𝐴3𝑗 (𝛽) = {𝑐𝑖 − 𝛽 : 𝑖 ∈ 𝑇𝑗}
𝐴4𝑗 (𝛽) = {𝑐𝑖 + 𝑑𝑖 − 𝛽 : 𝑖 ∈ 𝑇𝑗}
For a fixed choice of 𝛼𝑗 , problem (3) is equivalent to a selection problem, which can be solved
in 𝑂(|𝑇𝑗 |) time. Furthermore, we have |𝐴𝑗(𝛽)| = 𝑂(|𝑇𝑗 |). Overall, we can calculate
Adv𝑗(𝑥, 𝛽,Γ𝑗) = max
𝛼𝑗∈𝐴𝑗(𝛽)
Adv𝑗(𝑥, 𝛽,Γ𝑗 , 𝛼𝑗)
in 𝑂(|𝑇𝑗 |2), where Adv𝑗(𝑥, 𝛽,Γ𝑗 , 𝛼𝑗) denotes problem (3) with fixed choice of 𝛼𝑗 .
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Now let us assume that for each part 𝑗, we guess the value of 𝛼𝑗 . Let 𝛼𝑗 = 𝑣𝑗 for 𝑗 ∈ 𝐶 (in
case 𝛼𝑗 ∈ 𝐴1𝑗 ∪ 𝐴2𝑗 ) and 𝛼𝑗 = 𝑣𝑗 − 𝛽 for 𝑗 ∈ 𝑉 (in case 𝛼𝑗 ∈ 𝐴3𝑗 (𝛽) ∪ 𝐴4𝑗 (𝛽)), 𝐶 ∪ 𝑉 = [𝐾],
𝐶 ∩ 𝑉 = ∅ and with suitable constants 𝑣𝑗 . We find that
Adv(𝑥) = max (𝑃 − 𝑘)𝛽 +
∑︁
𝑗∈𝐶
𝑝𝑗𝑣𝑗 +
∑︁
𝑗∈𝑉
𝑝𝑗(𝑣𝑗 − 𝛽)−
∑︁
𝑖∈[𝑛]
𝛾𝑖
s.t.
∑︁
𝑖∈[𝑛]
𝛿𝑖 ≤ Γ
𝑣𝑗 + 𝑥𝑖𝛽 ≤ 𝑐𝑖 + 𝑑𝑖𝛿𝑖 + 𝛾𝑖 ∀𝑗 ∈ 𝐶, 𝑖 ∈ 𝑇𝑗
𝑣𝑗 − 𝛽 + 𝑥𝑖𝛽 ≤ 𝑐𝑖 + 𝑑𝑖𝛿𝑖 + 𝛾𝑖 ∀𝑗 ∈ 𝑉, 𝑖 ∈ 𝑇𝑗
𝛿𝑖 ∈ {0, 1} ∀𝑖 ∈ [𝑛]
𝛽 ≥ 0
𝛾𝑖 ≥ 0 ∀𝑖 ∈ [𝑛]
As before, we can assume that in an optimal solution we have
𝛾𝑖 = [𝑣𝑗 + 𝑥𝑖𝛽 − 𝑐𝑖 − 𝑑𝑖𝛿𝑖]+ ∀𝑗 ∈ 𝐶, 𝑖 ∈ 𝑇𝑗
𝛾𝑖 = [𝑣𝑗 − 𝛽 + 𝑥𝑖𝛽 − 𝑐𝑖 − 𝑑𝑖𝛿𝑖]+ ∀𝑗 ∈ 𝑉, 𝑖 ∈ 𝑇𝑗
Using this property, Adv(𝑥) can be rewritten as:
Adv(𝑥) = max (𝑃 − 𝑘)𝛽 +
∑︁
𝑗∈𝐶
𝑝𝑗𝑣𝑗 +
∑︁
𝑗∈𝑉
𝑝𝑗(𝑣𝑗 − 𝛽)
−
∑︁
𝑗∈𝐶
∑︁
𝑖∈𝑇𝑗
[𝑣𝑗 + 𝑥𝑖𝛽 − 𝑐𝑖 − 𝑑𝑖𝛿𝑖]+ −
∑︁
𝑗∈𝑉
∑︁
𝑖∈𝑇𝑗
[𝑣𝑗 − 𝛽 + 𝑥𝑖𝛽 − 𝑐𝑖 − 𝑑𝑖𝛿𝑖]+
s.t.
∑︁
𝑖∈[𝑛]
𝛿𝑖 ≤ Γ
𝛿𝑖 ∈ {0, 1} ∀𝑖 ∈ [𝑛]
𝛽 ≥ 0
Similar to the reasoning for 𝛼𝑗 , we find that Adv(𝑥) is piecewise linear in 𝛽, and conclude that
there is an optimal 𝛽 which is equal to one of the kink points
𝐵(𝛼1, . . . , 𝛼𝑗) = {𝑐𝑖 + 𝑑𝑖𝛿𝑖 − 𝑣𝑗 : 𝑗 ∈ [𝐾], 𝑖 ∈ 𝑇𝑗} ∪ {0}
and hence it is sufficient to consider 𝛽 from the set
𝐵 = {𝑐𝑖 + 𝑑𝑖𝑏𝑖 − 𝑐𝑗 − 𝑑𝑗𝑏𝑗 : 𝑖, 𝑗 ∈ [𝑛], 𝑏𝑖, 𝑏𝑗 ∈ {0, 1}} ∪ {0}
Note that |𝐵| ∈ 𝑂(𝑛2).
We can now show that Adv(𝑥) can be solved in polynomial time. Note that directly enumer-
ating all combinations of 𝛼𝑗 and Γ𝑗 would require exponential time, which is why we combine
our structural observations with a dynamic program to show the following result.
Theorem 1. The adversarial problem of RRRMSP with discrete budgeted uncertainty can be
solved in strongly polynomial time.
Proof. We first enumerate all values 𝛽 ∈ 𝐵. For each 𝑗 ∈ 𝐾 and each Γ𝑗 ∈ {0, . . . ,Γ}, we
calculate Adv𝑗(𝑥, 𝛽,Γ𝑗) by enumerating over all possible values of 𝛼𝑗 .
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We then use the following dynamic program. Let
𝐹𝑥,𝛽(𝐾
′,Γ′) := max
∑︁
𝑗∈[𝐾′]
Adv𝑗(𝑥, 𝛽,Γ𝑗)
s.t.
∑︁
𝑗∈[𝐾′]
Γ𝑗 = Γ
′
Γ𝑗 ∈ N0
denote the maximum adversary value that is achievable using only the first 𝐾 ′ parts and a
budget of Γ′. We have 𝐹𝑥,𝛽(1,Γ′) = Adv1(𝑥, 𝛽,Γ′). Using the recursion
𝐹𝑥,𝛽(𝐾
′,Γ′) = max{𝐹𝑥,𝛽(𝐾 ′ − 1,Γ′ − Γ𝑗) +Adv𝐾′(𝑥, 𝛽,Γ𝑗) : Γ𝑗 = 0, . . . ,Γ′}
it is then possible to calculate all values of 𝐹𝑥,𝛽. As
Adv(𝑥) = max
𝛽∈𝐵
𝐹𝑥,𝛽(𝐾,Γ)
it is possible to solve the adversarial problem in polynomial time. More precisely, calculating
all values Adv𝑗(𝑥, 𝛽,Γ𝑗) for fixed 𝛽 requires 𝑂(
∑︀
𝑗∈[𝐾] Γ|𝑇𝑗 |2) time. The subsequent dynamic
program needs to calculate 𝑂(Γ𝐾) many values, each of which requires 𝑂(Γ) table lookups. So
overall the runtime of this method is
𝑂(|𝐵|(
∑︁
𝑗∈[𝐾]
Γ|𝑇𝑗 |2 + Γ2𝐾)) = 𝑂(𝑛4Γ + 𝑛2Γ2𝐾) = 𝑂(𝑛5)
3 Hardness of representatives selection
While the adversarial problem of RRRMSP can be solved in polynomial time, the recoverable
robust problem is hard already in the case of RRRSP, as the following result shows.
Theorem 2. The decision version of the recoverable robust representatives selection problem
(i.e. the case 𝑝𝑗 = 1 for all 𝑗) is NP-complete, even if we have 𝑛𝑗 = 2 for all 𝑗.
Proof. The membership to NP follows from the fact that the adversary problem is in P (Theo-
rem 1), so it remains to show NP-hardness.
To show this, we reduce from the well-known NP-complete problem Partition. An instance
of Partition consists out of a multi-set 𝐴 = {𝑎1, . . . , 𝑎𝑛}. It is a yes-instance, if there exists
𝐴0 ⊆ 𝐴 such that
∑︀
𝐴0 = 1/2
∑︀
𝐴, where we denote by
∑︀
𝐴 the sum of elements in 𝐴. Given
an instance 𝐴 of Partition, define 𝑄 := 1/2
∑︀
𝐴 and let 𝑀 ≥ 100𝑄 be some big integer.
Consider the following instance 𝐼 of RRRSP, which is depicted in Table 2.
For the sake of readability, items are not numbered consecutively. Instead, we write (𝑗, 𝑖) to
refer to item number 𝑖 in part 𝑇𝑗 . There are 2𝑛+ 1 parts 𝑇1, . . . , 𝑇𝑛′ , where 𝑇𝑗 = {(𝑗, 1), (𝑗, 2)}
contains exactly the two items (𝑗, 1) and (𝑗, 2). Note that for 𝑗 ∈ {1, . . . , 𝑛}, the costs depend
on 𝑗, and for 𝑗 ∈ {𝑛+ 1, . . . , 2𝑛+ 1}, the costs are identical.
Let 𝑋 := {𝑇1, . . . , 𝑇𝑛} be the first 𝑛 parts and 𝑌 := {𝑇𝑛+1, . . . , 𝑇2𝑛+1} be the remaining parts.
Finally, let Γ = 𝑛 + 1 and 𝑘 = 𝑛. This completes our description of the instance 𝐼. We now
claim that Rec(𝐼) ≤𝑀 + 3𝑄 if and only if 𝐴 is a yes-instance of Partition.
To see the ‘if’ part, assume there is 𝐴0 ⊆ 𝐴 with
∑︀
𝐴0 = 𝑄. Then consider the binary vector
𝑥 resulting from choosing item (𝑗, 2) in the parts 𝑇𝑗 ∈ 𝑌 and choosing item (𝑗, 1) if 𝑎𝑗 ∈ 𝐴0, and
otherwise item (𝑗, 2) in the parts 𝑇𝑗 ∈ 𝑋. Now consider the adversarial stage for this vector, i.e.
Adv(𝑥): Independent of which 𝑛+ 1 items the adversarial player attacks, in the recovery stage
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𝑋 𝑌⏞  ⏟  ⏞  ⏟  
𝑇1 𝑇𝑛 𝑇𝑛+1 𝑇2𝑛+1
1 2 · · · 1 2 1 2 · · · 1 2
𝐶𝑖 𝑎1 0 · · · 𝑎𝑛 0 ∞ 0 · · · ∞ 0
𝑐𝑖 0 0 · · · 0 0 0 𝑀 · · · 0 𝑀
𝑐𝑖 0 2𝑎1 · · · 0 2𝑎𝑛 0 𝑀 + 2𝑄 · · · 0 𝑀 + 2𝑄
Table 2: Instance used in the hardness reduction for RRRSP with 𝑛𝑗 = 2 and 𝑝𝑗 = 1.
all 𝑛 recoveries will take place in 𝑌 , due to the choice of 𝑀 . Furthermore, items from 𝑌 which
were attacked in the adversarial stage are prioritized in the recovery. Hence, if the adversary
does not attack all 𝑛+ 1 items (𝑗, 2) for 𝑇𝑗 ∈ 𝑌 , then any attack in 𝑌 will prove useless in the
end. Therefore the adversary has only two valid strategies: (i) Attack all items (𝑗, 2) for 𝑇𝑗 ∈ 𝑌 .
This leads to a result of 𝑀 + 2𝑄 + 𝑄 after the recovery stage. (ii) Attack all items (𝑗, 2) for
𝑇𝑗 ∈ 𝑋 and waste the remaining attack. This leads to a result of 𝑀 +𝑄+2𝑄 after the recovery
stage. We conclude Rec(𝐼) ≤𝑀 + 3𝑄.
To see the ‘only if’ part, assume that for all 𝐴0 ⊆ 𝐴 we have
∑︀
𝐴0 ̸= 𝑄. Let 𝑥 be some
binary vector picked by the first-stage player. We show that Adv(𝑥) > 𝑀 + 3𝑄: If 𝑥𝑗1 = 1 for
some 𝑇𝑗 ∈ 𝑌 , we are immediately done, so assume 𝑥𝑗2 = 1 for all 𝑇𝑗 ∈ 𝑌 . Let 𝐴1 := {𝑎𝑗 | 𝑗 ∈
[𝑛], 𝑥𝑗1 = 1}. There are two cases: If
∑︀
𝐴1 > 𝑄, the adversary can apply strategy (i), which
leads to an end result of strictly more than 𝑀 + 3𝑄. If
∑︀
𝐴1 < 𝑄, the adversary can apply
strategy (ii). After this, the selected items in 𝑋 have total cost greater than 3𝑄. Therefore the
end result is strictly more than 𝑀 + 3𝑄.
4 Polynomially solvable cases
We now consider the special case of representatives selection with 𝑛𝑗 = 2 and 𝑝𝑗 = 1, i.e.,
each part consists of two elements, and we need to pick one of them. Furthermore, we consider
𝑘 = Γ = 1. In the following, we show that this case can be solved in polynomial time.
Theorem 3. The recoverable robust representatives selection problem with discrete budgeted
uncertainty and Γ = 𝑘 = 1 and 𝑝𝑗 = 1, 𝑛𝑗 = 2 for all 𝑗 ∈ [𝐾] can be solved in strongly
polynomial time 𝑂(𝑛3).
As Γ = 1, it is tempting to make a case distinction upon which item the adversary attacks.
However, remember that the first-stage player first chooses one of exponentially many 𝑥, and
then the adversary can react to this choice in a way not controllable by the first-stage player.
Therefore, if we assume that a certain item is attacked, it is invalid to iterate over every single
first-stage solution 𝑥 (because min𝑥max𝑎 𝑓(𝑥, 𝑎) ̸= max𝑎min𝑥 𝑓(𝑥, 𝑎) in general). Instead, as
mentioned in Section 1, we do the following: For each possible attack 𝑎 of the adversarial player,
we charakterize the set 𝒳𝑎 of first-stage solutions 𝑥 with the property that 𝑎 is an optimal
response to 𝑥 (details below). We then show how the first-stage player can find the optimum
of 𝒳𝑎 in polynomial time. Surprisingly, the argument becomes more technical than one might
expect at first.
For this section, we make use of the following notation. Let ⟨𝑗,𝑥⟩ ∈ [𝑛] denote the index of
the item chosen in part 𝑗 ∈ [𝐾] by a fixed first-stage solution 𝑥, and let ⟨𝑗,𝑥⟩ denote the index
of the item that is not chosen. Using this notation, the incremental problem can be written in
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the following way.
Inc(𝑥,𝑐) = min
∑︁
𝑗∈[𝐾]
𝑐⟨𝑗,𝑥⟩ +
∑︁
𝑗∈[𝐾]
(𝑐⟨𝑗,𝑥⟩ − 𝑐⟨𝑗,𝑥⟩)𝑦𝑗 (4a)
s.t.
∑︁
𝑗∈[𝐾]
𝑦𝑗 ≤ 1 (4b)
𝑦𝑗 ∈ N0 ∀𝑗 ∈ [𝐾] (4c)
We use a variable 𝑦𝑗 for every part 𝑇𝑗 (𝑗 ∈ [𝐾]) to denote whether the item exchange takes
place in this part. The objective (4a) consists of two sums. The first sum denotes the costs if
no element is changed. The second sum represents the effect of exchanging one item. There is
only a single constraint (4b), enforcing that only a single item change can take place.
Relaxing and dualizing problem (4) gives the following adversarial problem:
Adv(𝑥) = max
∑︁
𝑗∈[𝐾]
𝑐⟨𝑗,𝑥⟩ − 𝜋 (5a)
s.t. 𝑐⟨𝑗,𝑥⟩ − 𝑐⟨𝑗,𝑥⟩ ≤ 𝜋 ∀𝑗 ∈ [𝐾] (5b)
𝑐 ∈ 𝒰 (5c)
𝜋 ≥ 0 (5d)
Note that in an optimal solution to this problem, we can assume that 𝜋 is equal to the largest
left-hand-side of constraints (5b) or equal to zero, if they are all negative. Hence, we find that
Adv(𝑥) = max
𝑐∈𝒰
∑︁
𝑗∈[𝐾]
𝑐⟨𝑗,𝑥⟩ − max
𝑗∈[𝐾]
[𝑐⟨𝑗,𝑥⟩ − 𝑐⟨𝑗,𝑥⟩]+ (6)
A small technical difficulty is that there may exist multiple strategies for the adversary to
solve Adv(𝑥), which are all optimal. The following lemma guarantees that among two special
strategies at least one is always optimal. Described informally, strategy I is the strategy to
increase the price of an item currently not selected by the first-stage player, in order to decrease
the value of a potential recovery at this item. Likewise, strategy II is the strategy to increase
the price of an item currently selected by the first-stage player, forcing the first-stage player to
either pay the increased price, or to recover this item (instead of recovering another item, which
the first-stage player had preferred to recover if there had been no attack).
Lemma 1. Given an instance of RRRSP with 𝑛𝑗 = 2 and 𝑝𝑗 = 1 for all 𝑗, let 𝑥 be a fixed
first-stage solution. If 𝑖⋆, 𝑗⋆ have the property that
𝑗⋆ ∈ argmax{𝑐⟨𝑗,𝑥⟩ − 𝑐⟨𝑗,𝑥⟩ : 𝑗 ∈ [𝐾]} (7)
and 𝑖⋆ ∈ argmax{𝑑⟨𝑗,𝑥⟩ − [𝑐⟨𝑗,𝑥⟩ − 𝑐⟨𝑗,𝑥⟩ − [𝑐⟨𝑗⋆,𝑥⟩ − 𝑐⟨𝑗⋆,𝑥⟩]+]+ : 𝑗 ∈ [𝐾]} (8)
then there is an optimal solution 𝑐⋆ to Adv(𝑥) as defined in equation (6) where one of the
following two cases holds:
1. (Strategy I) 𝑐⋆𝑖 =
{︃
𝑐𝑖 if 𝑖 = ⟨𝑗⋆,𝑥⟩
𝑐𝑖 otherwise
for all 𝑖 ∈ [𝑛], or
2. (Strategy II) 𝑐⋆𝑖 =
{︃
𝑐𝑖 if 𝑖 = ⟨𝑖⋆,𝑥⟩
𝑐𝑖 otherwise
for all 𝑖 ∈ [𝑛].
Furthermore, for any
𝑏⋆ ∈ argmax{𝑐⟨𝑗,𝑥⟩ − 𝑐⟨𝑗,𝑥⟩ : 𝑗 ∈ [𝐾], 𝑗 ̸= 𝑗⋆}, (9)
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we have that
𝑔1 := [𝑐⟨𝑗⋆,𝑥⟩ − 𝑐⟨𝑗⋆,𝑥⟩]+ −max{[𝑐⟨𝑗⋆,𝑥⟩ − 𝑐⟨𝑗⋆,𝑥⟩]+, [𝑐⟨𝑏⋆,𝑥⟩ − 𝑐⟨𝑏⋆,𝑥⟩]+} (10)
is the gain for the adversarial player, if the adversarial player employs strategy I instead of doing
nothing at all. Similarily,
𝑔2 := 𝑑⟨𝑖⋆,𝑥⟩ − [𝑐⟨𝑖⋆,𝑥⟩ − 𝑐⟨𝑖⋆,𝑥⟩ − [𝑐⟨𝑗⋆,𝑥⟩ − 𝑐⟨𝑗⋆,𝑥⟩]+]+ (11)
is the gain for the adversarial player, if the adversarial player employs strategy II instead of
doing nothing at all.
Proof. Recall that Γ = 1, hence, the adversery can select only a single part 𝑗, where he increases
the cost of one of the two items it contains. Note that there are only two possible strategies to
optimize the adversarial value in Equation (6):
1. (Strategy I) Reduce the value of the inner maximum. In this case, choose 𝑗⋆ such that 𝑗⋆
satisfies Equation (7) and increase the costs of item ⟨𝑗⋆,𝑥⟩. If the argmax in Equation (7)
has multiple elements, every choice is equally good. To see that Equation (10) is correct,
take the difference of Equation (6) for the corresponding old and new values of 𝑐.
2. (Strategy II) Increase the value of the sum. Here one needs to consider that this may lead
to an increase in the inner maximum, which should be avoided (i.e., we increase the cost
of an item that will be dropped in the recovery step anyway). The best choice here is
taking 𝑖⋆ such that 𝑖⋆ satisfies Equation (8) and increasing the costs of item ⟨𝑖⋆,𝑥⟩, which
can again be seen as taking the difference of Equation (6) for old and new values of 𝑐.
Again, if the argmax in Equation (8) has multiple elements, every choice is equally good.
Substituting 𝑖⋆ into Equation (8) yields Equation (11).
Note that the adversarial player will employ strategy I only if 𝑔1 ≥ 𝑔2 and will employ strategy
II only if 𝑔2 ≥ 𝑔1. Also note, that the numerical values of 𝑔1, 𝑔2 are independent of the concrete
choices of 𝑗⋆, 𝑖⋆, 𝑏⋆ satisfying Equations (7) to (9). We can therefore view 𝑔1, 𝑔2 as only dependent
on 𝑥, which we make use of in the next proof. We can now prove the main result of this section.
Proof of Theorem 3. Consider a fixed instance of the RRRSP with Γ = 𝑘 = 1 and 𝑛𝑗 = 2 for all
𝑗. For any 𝑗⋆, 𝑖⋆, 𝑏⋆ ∈ [𝐾], with 𝑗⋆ ̸= 𝑏⋆, consider the following sets of first-stage solutions 𝑥:
𝒳𝑗⋆𝑏⋆ := {𝑥 ∈ 𝒳 : 𝑥 satisfies 𝑔1 ≥ 𝑔2 and 𝑥, 𝑗⋆, 𝑏⋆ satisfy Equations (7) and (9)}
𝒴𝑗⋆𝑖⋆ := {𝑥 ∈ 𝒳 : 𝑥 satisfies 𝑔1 ≤ 𝑔2 and 𝑥, 𝑗⋆, 𝑖⋆ satisfy Equations (7) and (8)}.
It is easy to see that every first-stage solution is contained in at least one of the above sets.
Hence, in order to prove the theorem, it suffices to show how to compute each of the values
min{Adv(𝑥) : 𝑥 ∈ 𝒳𝑗⋆𝑏⋆} and min{Adv(𝑥) : 𝑥 ∈ 𝒴𝑗⋆𝑖⋆} in time 𝑂(𝑛). Taking the minimum of
all obtained values yields the result.
Computing the optimum of 𝒳𝑗⋆𝑏⋆ : For any 𝑥 ∈ 𝒳𝑗⋆𝑏⋆ there are two possible items to
choose from part 𝑗⋆ and part 𝑏⋆. For each fixed choice of the four possible values of ⟨𝑗⋆,𝑥⟩ and
⟨𝑏⋆,𝑥⟩, run the following subroutine: Observe that Equation (7) and Equation (9) are equivalent
to the statement
𝑐⟨𝑏⋆,𝑥⟩ − 𝑐⟨𝑏⋆,𝑥⟩ ≤ 𝑐⟨𝑗⋆,𝑥⟩ − 𝑐⟨𝑗⋆,𝑥⟩ ∧ ∀𝑗 ∈ [𝐾] ∖ {𝑗⋆, 𝑏⋆} : 𝑐⟨𝑗,𝑥⟩ − 𝑐⟨𝑗,𝑥⟩ ≤ 𝑐⟨𝑏⋆,𝑥⟩ − 𝑐⟨𝑏⋆,𝑥⟩ (12)
and, under the condition that Equation (12) is true, we can compute 𝑔1 by Equation (10), and
furthermore the statement 𝑔1 ≥ 𝑔2 is equivalent to the statement
∀𝑗 ∈ [𝐾] : 𝑑⟨𝑗,𝑥⟩ − [𝑐⟨𝑗,𝑥⟩ − 𝑐⟨𝑗,𝑥⟩ − [𝑐⟨𝑗⋆,𝑥⟩ − 𝑐⟨𝑗⋆,𝑥⟩]+]+ ≤ 𝑔1. (13)
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Therefore, we can iterate over 𝑗 ∈ [𝐾] and, for each of the two possible choices of ⟨𝑗,𝑥⟩, check
whether this choice satisfies Equations (12) and (13). If this limits the possible choices to one
value, we set ⟨𝑗,𝑥⟩ to this value. If this limits the possible choices to zero values, we can break
the current loop iteration and skip to the next choice of ⟨𝑗⋆,𝑥⟩ and ⟨𝑏⋆,𝑥⟩. If both choices
remain, we choose ⟨𝑗,𝑥⟩ such that 𝐶⟨𝑗,𝑥⟩ + 𝑐⟨𝑗,𝑥⟩ is minimum.
The result is a first-stage solution 𝑥 with the property thatAdv(𝑥) = 𝑔1+
∑︀
𝑗∈[𝐾](𝐶⟨𝑗,𝑥⟩+𝑐⟨𝑗,𝑥⟩)
by Lemma 1. Because 𝑔1 only depends on ⟨𝑗⋆,𝑥⟩ and ⟨𝑏⋆,𝑥⟩, this value is minimum among all
𝑥 ∈ 𝒳𝑗⋆𝑏⋆ considered in the current subroutine.
Computing the optimum of 𝒴𝑗⋆𝑖⋆: Similarly to before, for each of the at most four choices
of ⟨𝑗⋆,𝑥⟩ and ⟨𝑖⋆,𝑥⟩, run the following subroutine:
Observe that Equation (7) is equivalent to the statement
∀𝑗 ∈ [𝐾] ∖ {𝑗⋆} : 𝑐⟨𝑗,𝑥⟩ − 𝑐⟨𝑗,𝑥⟩ ≤ 𝑐⟨𝑗⋆,𝑥⟩ − 𝑐⟨𝑗⋆,𝑥⟩, (14)
and, under the condition that Equation (14) is true, Equation (8) is equivalent to the statement
∀𝑗 ∈ [𝐾] : 𝑑⟨𝑗,𝑥⟩ − [𝑐⟨𝑗,𝑥⟩ − 𝑐⟨𝑗,𝑥⟩ − [𝑐⟨𝑗⋆,𝑥⟩ − 𝑐⟨𝑗⋆,𝑥⟩]+]+
≤ 𝑑⟨𝑖⋆,𝑥⟩ − [𝑐⟨𝑖⋆,𝑥⟩ − 𝑐⟨𝑖⋆,𝑥⟩ − [𝑐⟨𝑗⋆,𝑥⟩ − 𝑐⟨𝑗⋆,𝑥⟩]+]+. (15)
Likewise, under the condition that Equations (14) and (15) are true, 𝑔2 can be computed by
Equation (11), and furthermore the statement 𝑔1 ≤ 𝑔2 is equivalent to the statement
∀𝑗 ∈ [𝐾] ∖ 𝑗⋆ : [𝑐⟨𝑗⋆,𝑥⟩ − 𝑐⟨𝑗⋆,𝑥⟩]+ −max{[𝑐⟨𝑗⋆,𝑥⟩ − 𝑐⟨𝑗⋆,𝑥⟩]+, [𝑐⟨𝑗,𝑥⟩ − 𝑐⟨𝑗,𝑥⟩]+} ≤ 𝑔2. (16)
Therefore, we can use Equations (14) to (16) to iterate over 𝑗 ∈ [𝐾] analogously to the pre-
vious case. At the end, we get a first-stage solution 𝑥 with the property that Adv(𝑥) =
𝑔2 +
∑︀
𝑗∈[𝐾](𝐶⟨𝑗,𝑥⟩ + 𝑐⟨𝑗,𝑥⟩), by Lemma 1. Analogously to the previous case, we see that this is
optimal among all first-stage solutions considered in the current subroutine.
It seems likely that the proof of Theorem 3 can be extended to general values 𝑛𝑗 , if 𝑝𝑗 =
Γ = 𝑘 = 1 holds. There still remain two basic adversarial strategies in this case; one where the
chosen item of a part has its costs increased, and one where the cheapest item not chosen in
a part has its cost increased. This may lead to an enumeration-based solution method along
similar lines as presented in the proof. For the sake of brevity, we omit the details of this claim.
We further remark on two simple special cases. The first is for 𝑘 = 0. In this case, it is not
possible to use any recovery action and Rec becomes
min
𝑥∈𝒳
𝐶 𝑡𝑥 +max
𝑐∈𝒰
𝑐𝑡𝑥 = min
𝑥∈𝒳
max
𝑐∈𝒰
(︀
(𝐶 + 𝑐)𝑡𝑥
)︀
which is a standard min-max optimization problem with budgeted uncertainty. This means the
results from [BS03] apply and Rec can be solved in polynomial time.
Observation 1. The recoverable robust representatives multi-selection problem with discrete
budgeted uncertainty and 𝑘 = 0 can be solved in polynomial time.
The second special case is for Γ = 0. Here, no adversarial action is possible, and problem Rec
becomes
min
𝑥∈𝒳
min
𝑦∈𝑅(𝑥)
(𝐶 𝑡𝑥 + 𝑐𝑡𝑦)
This is a special case of the recoveralbe robust matroid basis problem with interval uncertainty
studied in [LPT19], where a strongly polynomial time algorithm for this problem is given. Our
problem corresponds to the special case of partition matroids, hence, we arrive at the following
observation.
Observation 2. The recoverable robust representatives multi-selection problem with discrete
budgeted uncertainty and Γ = 0 can be solved in strongly polynomial time.
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5 Mixed-integer programming formulations
In the following, we introduce several problem formulations for the RRRMSP. Two models use
an exponential number of variables and constraints and can be used in combination with an
iterative column-and-row generation procedure, while the third model is compact (i.e., has a
polynomial number of variables and constraints).
5.1 First model
A straight forward approach to model the RRRMSP is to observe that the set 𝒰 is discrete with
𝑆 =
(︀
𝑛
Γ
)︀
many scenarios (in a worst-case solution, we can assume that
∑︀
𝑖∈[𝑛] 𝛿𝑖 = Γ). With
slight abuse of notation, let {𝛿1, . . . , 𝛿𝑆} = 𝒰 be a list of these scenarios. Problem Rec can then
be modeled as the following mixed-integer program.
Rec = min
∑︁
𝑖∈[𝑛]
𝐶𝑖𝑥𝑖 + 𝑡 (17a)
s.t. 𝑡 ≥
∑︁
𝑖∈[𝑛]
(𝑐𝑖 + 𝑑𝑖𝛿
𝑠
𝑖 )𝑦
𝑠
𝑖 ∀𝑠 ∈ [𝑆], 𝑖 ∈ [𝑛] (17b)∑︁
𝑖∈𝑇𝑗
𝑥𝑖 = 𝑝𝑗 ∀𝑗 ∈ [𝐾] (17c)∑︁
𝑖∈𝑇𝑗
𝑦𝑠𝑖 = 𝑝𝑗 ∀𝑠 ∈ [𝑆], 𝑗 ∈ [𝐾] (17d)
𝑧𝑠𝑖 ≤ 𝑥𝑖 ∀𝑠 ∈ [𝑆], 𝑖 ∈ [𝑛] (17e)
𝑧𝑠𝑖 ≤ 𝑦𝑠𝑖 ∀𝑠 ∈ [𝑆], 𝑖 ∈ [𝑛] (17f)∑︁
𝑖∈[𝑛]
𝑧𝑠𝑖 ≥ 𝑃 − 𝑘 ∀𝑠 ∈ [𝑆] (17g)
𝑥𝑖 ∈ {0, 1} ∀𝑖 ∈ [𝑛] (17h)
𝑦𝑠𝑖 ∈ {0, 1} ∀𝑠 ∈ [𝑆], 𝑖 ∈ [𝑛] (17i)
𝑧𝑠𝑖 ∈ {0, 1} ∀𝑠 ∈ [𝑆], 𝑖 ∈ [𝑛] (17j)
Variables 𝑦𝑠 are introduced for each scenario 𝑠 ∈ [𝑆] to model the recovery action under this
scenario. Constraints (17c) and (17d) ensure that the right number of items is chosen from each
part 𝑇𝑗 . Variables 𝑧
𝑠
𝑖 measures if item 𝑖 is not modified under scenario 𝑠, i.e., if both 𝑥𝑖 and
𝑦𝑠𝑖 are active (see constraints (17e) and (17f)). The number of non-modified items must be at
least 𝑃 − 𝑘 by constraint (17g). In the objective (17a) we minimize the sum of first-stage costs
and the worst case over all second-stage costs. This is modeled using variable 𝑡, which must be
greater or equal to the cost in each scenario using constraint (17b).
To avoid the solution of a model with an exponential number of variables and constraints, an
iterative procedure is possible, where we begin with a subset of scenarios 𝒰 ′ = {𝛿1, . . . , 𝛿𝑆′} ⊆ 𝒰
and alternate between solving model (17) and solving the adversarial problem with the current
candidate solution 𝑥 to generate a new scenario (see, e.g., [ZZ13]). The procedure ends after
possibly exponentially many iterations if the lower bound (from solving (17) with a subset of
scenarios) and the upper bound (from solving the adversarial problem) coincide.
This method benefits from an efficient technique to solve the adversarial problem as studied
in Section 2.
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5.2 Second model
In Section 2 we demonstrated that there are discrete sets 𝐵 and 𝐴𝑗(𝛽) containing candidate
values for variables 𝛽 and 𝛼 of the adversarial problem. Let
𝒞 = {(𝛽, 𝛼1, . . . , 𝛼𝐾) : 𝛽 ∈ 𝐵,𝛼𝑗 ∈ 𝐴𝑗(𝛽)} = {(𝛽1,𝛼1), . . . , (𝛽𝑆 ,𝛼𝑆)}
contain all combinations of such candidate values. Note that set 𝒞 is of exponential size. For a
fixed choice (𝛽𝑠,𝛼𝑠) ∈ 𝒞, problem (2) becomes the following selection problem:
max
∑︁
𝑗∈[𝐾]
𝑝𝑗𝛼
𝑠
𝑗 + (𝑃 − 𝑘)𝛽𝑠 (18a)
−
∑︁
𝑗∈[𝐾]
∑︁
𝑖∈𝑇𝑗
(︁[︀
𝛼𝑠𝑗 + 𝑥𝑖𝛽
𝑠 − 𝑐𝑖
]︀
+
(1− 𝛿𝑖) +
[︀
𝛼𝑠𝑗 + 𝑥𝑖𝛽
𝑠 − 𝑐𝑖 − 𝑑𝑖
]︀
+
𝛿𝑖
)︁
(18b)
s.t.
∑︁
𝑖∈[𝑛]
𝛿𝑖 ≤ Γ (18c)
𝛿𝑖 ∈ {0, 1} ∀𝑖 ∈ [𝑛] (18d)
Note that we can relax variables 𝛿𝑖 without changing the optimal objective value of this problem.
Hence, we can relax and dualize this problem to find the following formulation:
min
∑︁
𝑖∈[𝑛]
𝐶𝑖𝑥𝑖 + 𝑡 (19a)
s.t. 𝑡 ≥
∑︁
𝑗∈[𝐾]
𝑝𝑗𝛼
𝑠
𝑗 + (𝑃 − 𝑘)𝛽𝑠 −
∑︁
𝑗∈[𝐾]
∑︁
𝑖∈𝑇𝑗
[𝛼𝑠𝑗 + 𝑥𝑖𝛽
𝑠 − 𝑐𝑖]+ + Γ𝜋𝑠 +
∑︁
𝑖∈[𝑛]
𝜌𝑠𝑖 ∀𝑠 ∈ [𝑆] (19b)
𝜋𝑠 + 𝜌𝑠𝑖 ≥ [𝛼𝑠𝑗 + 𝑥𝑖𝛽𝑠 − 𝑐𝑖]+ − [𝛼𝑠𝑗 + 𝑥𝑖𝛽𝑠 − 𝑐𝑖 − 𝑑𝑖]+ ∀𝑠 ∈ [𝑆], 𝑖 ∈ [𝑛] (19c)∑︁
𝑖∈𝑇𝑗
𝑥𝑖 = 𝑝𝑗 ∀𝑗 ∈ [𝐾] (19d)
𝑥𝑖 ∈ {0, 1} ∀𝑖 ∈ [𝑛] (19e)
𝜋𝑠 ≥ 0 ∀𝑠 ∈ [𝑆] (19f)
𝜌𝑠𝑖 ≥ 0 ∀𝑠 ∈ [𝑆], 𝑖 ∈ [𝑛] (19g)
Variables 𝜋𝑠 and 𝜌𝑠𝑖 are dual variables for constraints (18c) and (18d), respectively. The new
variable 𝑡 is introduced to model the worst-case value over all possible scenarios 𝑠 ∈ [𝑆]. As
before, this problem can be linearized in 𝑥 by using [𝑎+𝑏𝑥𝑖]+ = [𝑎+𝑏]+𝑥𝑖+[𝑎]+(1−𝑥𝑖). Similar
to the formulation given in Section 5.1, this model contains an exponential number of variables
and constraints. However, we do not model each choice of item cost increase explicitly, as before.
Instead, the adversary is expressed by (𝛽𝑠,𝛼𝑠), and therefore takes the incremental problem into
account as well. We can thus expect this formulation to be more effective in combination with
an iterative variable-and-constraint generation procedure. We evaluate this experimentally in
Section 6.
5.3 Third model
We now introduce a third approach to model the RRRMSP that makes use of the dynamic
program introduced in the proof of Theorem 1 to require only polynomially many variables and
constraints. As explained in Section 5.2, we can dualize the adversarial problem (18) for a fixed
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choice of 𝛽 and 𝛼 to find:
Adv𝑗(𝑥, 𝛽,Γ𝑗 , 𝛼𝑗) = min (𝑃 − 𝑘)𝛽 + 𝑝𝑗𝛼𝑗 −
∑︁
𝑖∈𝑇𝑗
[𝛼𝑗 + 𝑥𝑖𝛽 − 𝑐𝑖]+ + Γ𝑗𝜋 +
∑︁
𝑖∈𝑇𝑗
𝜌𝑖
s.t. 𝜋 + 𝜌𝑖 ≥ [𝛼𝑗 + 𝑥𝑖𝛽 − 𝑐𝑖]+ − [𝛼𝑗 + 𝑥𝑖𝛽 − 𝑐𝑖 − 𝑑𝑖]+ ∀𝑖 ∈ 𝑇𝑗
𝜋 ≥ 0
𝜌𝑖 ≥ 0 ∀𝑖 ∈ 𝑇𝑗
As Adv𝑗(𝑥, 𝛽,Γ𝑗) = max𝛼∈𝐴𝑗(𝛽)Adv𝑗(𝑥, 𝛽,Γ𝑗 , 𝛼), we find that
Adv𝑗(𝑥, 𝛽,Γ𝑗) =(𝑃 − 𝑘)𝛽
+min 𝑡𝑗
s.t. 𝑡𝑗 ≥ 𝑝𝑗𝛼−
∑︁
𝑖∈𝑇𝑗
[𝛼+ 𝑥𝑖𝛽 − 𝑐𝑖]+ + Γ𝑗𝜋𝛼𝑗 +
∑︁
𝑖∈𝑇𝑗
𝜌𝛼𝑖 ∀𝛼 ∈ 𝐴𝑗(𝛽)
𝜋𝛼𝑗 + 𝜌
𝛼
𝑖 ≥ [𝛼+ 𝑥𝑖𝛽 − 𝑐𝑖]+ − [𝛼+ 𝑥𝑖𝛽 − 𝑐𝑖 − 𝑑𝑖]+ ∀𝑖 ∈ 𝑇𝑗 , 𝛼 ∈ 𝐴𝑗(𝛽)
𝜋𝛼𝑗 ≥ 0 ∀𝛼 ∈ 𝐴𝑗(𝛽)
𝜌𝛼𝑖 ≥ 0 ∀𝑖 ∈ 𝑇𝑗 , 𝛼 ∈ 𝐴𝑗(𝛽)
This model enables us to evaluate Adv𝑗(𝑥, 𝛽,Γ𝑗) during the optimization process (instead of
during a preprocessing step as performed for the dynamic program). Each state of the dynamic
program can now be interpreted as a node (𝐾 ′,Γ′) in a directed acyclic graph. The aim of
the adversarial problem is to find a path from an artificial node (0, 0) (representing the starting
state) to the node (𝐾,Γ) (representing the state when at most Γ many costs have been increased
up to and including part 𝑇𝐾). Traversing an edge from (𝐾
′,Γ′) to (𝐾 ′ + 1,Γ′′) with Γ′′ ≥ Γ′
means that a budget of Γ′′ − Γ′ is invested in part 𝐾 ′ + 1. The corresponding longest path
problem can be relaxed and dualized, which gives the following compact formulation for Rec:
min
∑︁
𝑖∈[𝑛]
𝐶𝑖𝑥𝑖 + 𝑡 (20a)
s.t. 𝑡 ≥ (𝑃 − 𝑘)𝛽 + 𝑠𝛽𝐾+1,Γ ∀𝛽 ∈ 𝐵 (20b)
𝑠𝛽𝑗+1,𝛾′ ≥ 𝑠𝛽𝑗,𝛾 + 𝑐𝛽𝑗,𝛾′−𝛾 ∀𝛽 ∈ 𝐵, 𝛾 ∈ 0 . . . ,Γ, 𝛾′ ≥ 𝛾, 𝑗 ∈ [𝐾] (20c)
𝑠𝛽𝐾+1,𝛾 ≥ 𝑠𝛽𝐾+1,𝛾−1 ∀𝛽 ∈ 𝐵, 𝛾 ∈ [Γ] (20d)
𝑠𝛽1,𝛾 = 0 ∀𝛽 ∈ 𝐵, 𝛾 ∈ {0, . . . ,Γ} (20e)
𝑐𝛽𝑗,𝛾 ≥ 𝑝𝑗𝛼−
∑︁
𝑖∈𝑇𝑗
[𝛼+ 𝑥𝑖𝛽 − 𝑐𝑖]+ + 𝛾𝜋𝛽,𝛾,𝛼𝑗 +
∑︁
𝑖∈𝑇𝑗
𝜌𝛽,𝛾,𝛼𝑖
∀𝛽 ∈ 𝐵, 𝑗 ∈ [𝐾], 𝛾 ∈ {0, . . . ,Γ}, 𝛼 ∈ 𝐴𝑗(𝛽) (20f)
𝜋𝛽,𝛾,𝛼𝑗 + 𝜌
𝛽,𝛾,𝛼
𝑖 ≥ [𝛼+ 𝑥𝑖𝛽 − 𝑐𝑖]+ − [𝛼+ 𝑥𝑖𝛽 − 𝑐𝑖 − 𝑑𝑖]+
∀𝛽 ∈ 𝐵, 𝑗 ∈ [𝐾], 𝛾 ∈ {0, . . . ,Γ}, 𝛼 ∈ 𝐴𝑗(𝛽), 𝑖 ∈ 𝑇𝑗 (20g)∑︁
𝑖∈𝑇𝑗
𝑥𝑗𝑖 = 𝑝𝑗 ∀𝑗 ∈ [𝐾] (20h)
𝑥𝑗𝑖 ∈ {0, 1} ∀𝑗 ∈ [𝐾], 𝑖 ∈ 𝑇𝑗 (20i)
𝜋𝛽,𝛾,𝛼𝑗 ≥ 0 ∀𝛽 ∈ 𝐵, 𝑗 ∈ [𝐾], 𝛾 ∈ {0, . . . ,Γ}, 𝛼 ∈ 𝐴𝑗(𝛽) (20j)
𝜌𝛽,𝛾,𝛼𝑖 ≥ 0 ∀𝛽 ∈ 𝐵, 𝑗 ∈ [𝐾], 𝛾 ∈ {0, . . . ,Γ}, 𝛼 ∈ 𝐴𝑗(𝛽), 𝑖 ∈ 𝑇𝑗 (20k)
We make use of variables 𝑐𝛽𝑗,𝛾 that denote the costs Adv𝑗(𝑥, 𝛽, 𝛾). Variables 𝑠
𝛽
𝑗,𝛾 are the duals
corresponding to the nodes of the graphs (node potentials). For ease of notation, the index 𝑗
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is increased by one. The objective (20a) is to minimize the sum of first-stage costs and worst-
case second-stage costs, represented by variable 𝑡. In constraints (20b) we ensure that 𝑡 is
the maximum over all candidate values 𝛽 for the adversarial problems. The right-hand side of
(20b) uses variable 𝑠𝛽𝐾+1,Γ to express the value of the longest path in the graph modeling the
adversarial problem. Constraints (20c-20e) model the dual constraints to this problem, where
𝑐𝛽𝑗,𝛾 represents the arc lengths. These are variables, which depend on the worst-case choice of
𝛼 ∈ 𝐴𝑗(𝛽). This is ensured by constraints (20f) and (20g). As before, brackets [·]+ can be
linearized using standard methods. Finally, constraint (20i) ensures that 𝑥 ∈ 𝒳 .
Next we consider the integrality gap of this formulation. In Table 3 we present an example
instance consisting of two parts, from each of which one item must be selected. As before,
Γ = 𝑘 = 1. Note that an optimal integral solution has objective value 1. Let us assume without
𝑇1 𝑇2
1 2 3 4 5
𝐶𝑖 0 0 0 0 1
𝑐𝑖 0 0 0 1 0
𝑐𝑖 1 1 1 1 0
Table 3: Example problem with Γ = 𝑘 = 1.
loss of generality that item 1 is packed. If also item 4 is packed, the adversary attacks item
1, and either exchanging item 1 or item 4 results in an objective value 1. If item 5 is packed
instead of item 4, we must pay one unit in the first stage but can remain without additional
costs in the second stage.
Now consider the fractional solution 𝑥 = (1/3, 1/3, 1/3, 2/3, 1/3). We have 𝐵 = {−1, 0, 1},
and careful examination of all problems Adv𝑗(𝑥, 𝛽,Γ𝑗) reveals that none of these results in an
adversary value larger than 0. We can therefore make the following observation.
Observation 3. The compact problem formulation (20) has an unbounded integrality gap.
This means in particular that we cannot expect algorithms based on rounding the linear
relaxation of the compact formulation to result in approximation guarantees. A natural question
is thus to consider whether local search methods may provide an approximation guarantee.
6 Experiments
6.1 Setup
The aim of this section is to compare the behavior of the exact solution methods described in
Section 5 depending on instance parameters. The models we compare are:
1. Model (17) from Section 5.1 in combination with iterative variable-and-constraint gener-
ation. We refer to this approach as M1.
2. Model (19) from Section 5.2 in combination with iterative variable-and-constraint gener-
ation. We refer to this approach as M2.
Note that the compact model (20) from Section 5.3 is a natural additional comparator approach.
However, preliminiary experiments show that this approach does not scale well in the problem
size due to the large number of variables. Hence, it is not considered in the following experiments.
To explain the experimental setup, we first consider the number of scenarios 𝑆 that can
potentially be generated using approaches M1 and M2. As noted in Section 5.1, we can bound
the number of scenarios considered in M1 by
(︀
𝑛
Γ
)︀
, which is in 𝑂(𝑛Γ). To estimate
𝒞 = {(𝛽, 𝛼1, . . . , 𝛼𝐾) : 𝛽 ∈ 𝐵,𝛼𝑗 ∈ 𝐴(𝛽)} = {(𝛽1,𝛼1), . . . , (𝛽𝑆 ,𝛼𝑆)}
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and thus the maximum number of iterations for M2, we note that
|𝒞| = |𝐵|
∏︁
𝑗∈[𝐾]
|𝐴(𝛽)| = 𝑂(𝑛2
∏︁
𝑗∈[𝐾]
|𝑇𝑗 |) = 𝑂(𝑛2
(︁ 𝑛
𝐾
)︁𝐾
)
We can therefore expect a sensitivity of M1 with respect to parameter Γ, while the efficiency of
M2 will be less dependent on Γ, and more sensitive to changes in 𝐾. We therefore generate two
sets of instances:
∙ Set 𝐼1, where 𝐾 = 10 and 𝑛𝑗 = 10 for all 𝑗 ∈ [𝐾]. We consider Γ ∈ {2, 4, 6, . . . , 100} and
generate 200 instances for each value of Γ (a total of 10, 000).
∙ Set 𝐼2, where 𝑛𝑗 = 3 for all 𝑗 ∈ [𝐾], Γ = 𝐾, and 𝑘 = Γ/2. We consider𝐾 ∈ {2, 4, 6, . . . , 60}
and generate 200 instances for each value of 𝐾 (a total of 6, 000).
For all instances, values 𝐶𝑖𝑗 , 𝑐𝑖𝑗 and 𝑑𝑖𝑗 are chosen uniformly i.i.d. from {1, 2, . . . , 100}. Values
𝑝𝑗 are chosen uniformly i.i.d. from {1, 2, . . . , 𝑛𝑗 − 1}.
Each instance is solved using M1 and M2, where we apply a time limit of 900 seconds. Models
are solved using IBM CPLEX 12.8 on a virtual machine with Intel Xeon CPU E7-2850 processors
using only one thread.
6.2 Results
We first discuss the results for instances 𝐼1, where only Γ is modified and the remaining instance
size is left fixed. In Figure 1 we show the fraction of instances (out of 200) per parameter value
that can be solved to optimality within the time limit. The case of instances 𝐼1 is presented
in Figure 1(a). A V-shaped decrease in instances solved to optimality is visible for M1, while
this is not present for M2 (only a single instance was not solved to optimality using M2). The
worst performance for M1 is at Γ = 16, where only 113 instances could be solved. Note that a
V-shape is not unexpected, as
(︀
𝑛
Γ
)︀
=
(︀
𝑛
𝑛−Γ
)︀
. Figure 1(a) demonstrates that M2 is less affected
by Γ than M1.
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Figure 1: Ratio of instances solved to optimality for varying Γ (𝐼1) and 𝐾 (𝐼2).
This can be seen in more detail in Figure 2(a), where we show the average computation time
for M1 and M2. Any instance that could not be solved to optimality counts as 900 seconds
towards this average. Note the logarithmic vertical axis. The peak in computation times for M2
around Γ = 16 is visible again; at the same time, we see that also approach M2 follows a similar
curve as M1, while much less severe.
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Figure 2: Average truncated solution time in seconds for varying Γ (𝐼1) and 𝐾 (𝐼2).
A direct comparison between computation times for each instance is given in Figure 3(a). Here,
each point corresponds to one of the 10, 000 instances (note that both axes are logarithmic). A
point below the diagonal indicates that M2 requires less time than M1 on this instance. For
only few instances of 𝐼1 it is faster to use M1 instead of M2, and none of these require more
than one second to solve.
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Figure 3: Instance-by-instance comparison of solution times.
Finally, we also present the average number of iterations required to prove optimality by each
method in Figure 4(a). In this average we only consider those instances that were solved to
optimality by both methods. The minimum number of iterations is 2 (lower and upper bounds
coincide after generating one scenario), and is achieved on all instances by both methods for
Γ ≥ 54. Instances with Γ = 16 require an average of 18.25 iterations to solve by M1, while this
remains at 9.66 for M2.
We now compare these findings with the results for instance set 𝐼2. Note that with increasing
value 𝐾, also the number of items 𝑛, and the parameters Γ and 𝑘 increase. We therefore expect
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Figure 4: Average number of iterations for varying Γ (𝐼1) and 𝐾 (𝐼2).
both M1 and M2 to perform worse for increasing 𝐾. Considering the number of instances solved
to optimality as presented in Figure 1(b), this can be confirmed. The number of instances solved
to optimality by M1 remains lower than those solved by M2. The average computation times
as shown in Figure 2(b) also improve in 𝐾, where M2 is faster on average. A direct comparison
of computation times for each instance as presented in Figure 3(b) shows that points are much
more closely aligned to the diagonal than in Figure 3(a). This indicates that M2 remains the
better approach for most instances, but results tend to be more mixed. In one instance, M2
required 300 seconds, while M1 only required 20 seconds.
Considering the average number of iterations given in Figure 4(b), we find another difference
to instance set 𝐼1. Up to around 𝐾 = 20, both approaches require a similar number of iterations.
For larger values of 𝐾, this number keeps on increasing for M2, whereas this is not the case for
M1. In comparison with Figure 4(a), we see that the maximum average number of iterations
for M1 is even smaller for 𝐼2 than for 𝐼1.
To summarize these findings, we note that M2 can solve all instances (but one) of size 10×10 in
a matter of a few seconds, and clearly outperforms M1 in these cases, particularly for parameters
Γ in the region of [
√
𝑛, 3
√
𝑛]. Due to the way scenarios are generated, the performance of M2
depends less on Γ than the performance of M1. For instances of size 𝐾 × 3 with increasing 𝐾,
this advantage of M2 is less pronounced. While M2 continues to show the better performance,
results tend to be more mixed.
Overall, M2 performs better, which highlights the importance of the structural insight into
the adversarial problem gained in Section 2.
7 Conclusions
In this paper we considered the following robust variant of the representatives selection problem.
Given 𝐾 sets of items called parts, we first choose 𝑝𝑗 items from each part 𝑗 ∈ [𝐾]. Then an
adversary creates a cost scenario by increasing the costs of up to Γ many items. We can now
update our solution by exchanging up to 𝑘 items over all parts. The aim is to minimize the overall
costs given by the costs of the first-stage solution, and the worst-case costs of the second-stage
solution.
While this problem has been introduced nearly a decade ago, its complexity has remained
open. This is perhaps not surprising, as an optimal solution can be quite counter-intuitive. An
example provided in this paper demonstrates that it may be necessary to choose a dominated
item in the first stage, i.e., an item that is worse with respect to every cost vector compared to
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another item from the same part.
We showed that it is possible to solve the adversarial problem in polynomial time and used this
result to derive a compact mixed-integer programming formulation for the recoverable robust
problem. We further prove that the recoverable robust problem is NP-hard, even if 𝑛𝑗 = 2
and 𝑝𝑗 = 1 for all parts 𝑗 ∈ [𝐾]. In the special case that 𝑘 = Γ = 1, this problem allows a
polynomial time solution algorithm. This method is based on identifying two basic strategies
that represent all possible attacks of the adversary. We can then construct a solution for each
of these strategies, such that this strategy is in fact preferred by the adversary over the other.
The better of these two solutions is optimal for the recoverable robust problem.
In computational experiments we compared two iterative methods that scale differently in the
problem parameters. While the straight-forward scenario generation method is sensitive to the
size of Γ, a second method that is based on structural insight into the adversarial problem can
be expected to be more sensitive to the number of parts 𝐾.
Many interesting avenues for further research arise. Within the considered problem framework,
the complexity of other special cases such as a constant but arbitrary value of 𝑘 and Γ remains
open (note that in the proof of Theorem 2, both Γ and 𝑘 are non-constant). We conjecture that
the problem remains solvable in polynomial time. Also the special case of 𝐾 = 1, as considered
in [CGKZ18], remains open.
Beyond the problem considered here, the complexity of other problem variants remains open
as well. These include two-stage representatives selection (where an incomplete solution is built
in the first stage) or other uncertainty sets, such as continuous budgeted uncertainty.
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