The complexity of services provided through the Web is continuously increasing and issues introduced by both heterogeneous client devices and Web content personalization are becoming a major challenge for the Web. The content adaptation operations may be computationally expensive, requiring high efficiency and scalability in the Web architectures. Tailoring Web and multimedia resources to meet the user and client requirements opens two main novel issues in the research area of content adaptation and delivery. First, the characteristics of the content adaptation services have a significant impact on the possible mapping of the services over the nodes of the content adaptation infrastructure. Second, the relationship of the content adaptation system with the content provider has a fundamental impact on the architectural choices in the design of content adaptation systems.
Introduction
The current trend in the evolution of the Web is towards an ever increasing complexity and heterogeneity. The growth in Web popularity is related to the diffusion of heterogeneous client devices, such as handheld computers, mobile phones, and other pervasive computing devices. Furthermore, the ever increasing complexity of Web services has led to an heterogeneity of offered services, which in several cases are tailored on the user preferences, leading to the deployment of personalized Web services.
Content adaptation is an expensive task from a computational point of view. As a consequence, much interest is focused towards high performance architectures capable of providing efficient and scalable adaptation services. We can define three players in the game of content adaptation: the client which issues requests, the content provider which hosts the Web resources being requested and the adaptation provider which is an intermediary entity that carries out the actual content adaptation.
The idea of having a third-party to carry out content adaptation is not the only feasible solution. An approach that adds all adaptation services to the content provider platform [14] remains a valid solution when the popularity of the content provider is medium-low. However, with the number of clients and device types continuously increasing (hundreds of different devices already exist [18] ), an infrastructure that uses a geographically distributed system of intermediary nodes seems the most practicable solution among the existing alternatives [4, 12] to improve performance and scalability.
We can define two main degrees of freedom in the problem of designing such an infrastructure. Each of them can be identified by a question:
1. which adaptation services are to be offered? 2. which relationship exists between the previously defined players?
The first question is motivated by the high heterogeneity of adaptation services that can be deployed. Indeed, the different computational requirements of the services and their need or not to access user information for performing adaptation affect the mapping of such services over the nodes of the distributed infrastructure for content adaptation. As for the second question, we recognize two possible scenarios depending on whether or not the adaptation provider has privileged access to the resources of the content providers (including Web content, related meta-data, and databases). A privileged relationship with the content provider allows a partial replication of resources on the intermediary infrastructure that may have a significant impact on performance.
In this paper, we propose four distributed architectures, based on a two-level topology, for content adap-tation services. In particular, two architectures, namely core-oriented and edge-oriented architectures, exploit a different mapping of the content adaptation services over the nodes of the architecture, while the other two proposals, namely independent and custom architectures, are characterized by a different relationship between adaptation and content provider. We discuss the performance issues of the proposed architectures comparing the core-oriented with the edge-oriented architecture and the independent with the custom architecture in order to outline, for each architectural choice, which solution provides better performance and under which scenario the performance gain is more evident. To the best of our knowledge, this is the first paper that takes into account the impact of adaptation service mapping and of relationship between adaptation and content providers on the design of distributed architectures for content adaptation.
The following of this paper is organized as follows. Section 2 describes the basic two-level topology for content adaptation. Section 3 introduces the core-oriented and the edge-oriented architectures and Section 4 describes the independent and the custom architectures. Section 5 describes the model used to discuss performance issues of the two-level architectures, while the actual qualitative evaluation of the performance is provided in Section 6. Section 7 presents some related work. Finally, Section 8 provides some concluding remarks.
A two-level topology for content adaptation
In this section, we present a two-level topology for content adaptation architectures where the nodes are divided in two subsets namely edge and internal, as shown in Fig. 1 .
The edge level is characterized by a large amount of nodes that are located close to the network edge, as shown in the figure. This means that edge nodes are usually placed in the points of presence of ISPs with the goal of limiting the network delays in the response time of client requests. This choice is natural because practically all client devices requiring content adaptation already use a proxy or an access point to use Web-based services. The internal level of the content adaptation architecture is composed by a reduced amount of powerful nodes. Such nodes can be placed in well connected and controlled locations, which means in Autonomous Systems with an high peering degree, to reduce communication costs, especially with respect to the edge nodes. The reduced number of internal nodes (in the reality, one or two orders of magnitude lower than the number of edge nodes) allows to simplify many system management aspects concerning this level of the infrastructure. Fig. 1 also shows the origin servers belonging to the content provider which are not part of the content adaptation infrastructure and host the repository of the Web resources (shown as data storage attached to the origin server nodes).
Mapping of adaptation services
One of the main issues in the design of a distributed architecture for content adaptation is the mapping between the adaptation services and the nodes composing the infrastructure. The term adaptation service is used to define a wide spectrum of services that can be classified in two main categories: transcoding and personalization. Transcoding is the service of tailoring Web content to the capabilities of the client device and the network connection. For example, we can reduce the quality factor of an image with the goal of reducing the size of the file to be delivered. Personalization refers to the adaptation services that tailor the content to the user preferences on the basis of previously stored information. Typical examples of personalization services include adaptation to the user navigation style, adaptation to the user interests, content filtering (for kids), and location and surrounding-based services.
Not every mapping between the adaptation services and the nodes of the distributed infrastructure is possible and the type of adaptation service to provide has a significant impact on the architectural choices. We propose two architectures based on the two-level topology, namely core-oriented and edge-oriented architectures, that exploit a different mapping of adaptation services over the nodes of the two levels. Both archi-tectures are represented in Fig. 2 . Besides the same two-level structure, they differ for the operations carried out for servicing a client request, as it will be better explained in the following of this section: in particular, the solid lines are referred to the core-oriented architecture, while the dotted lines represent the additional steps required by the edge-oriented architecture.
The core-oriented architecture forces all the adaptation services to be deployed on internal nodes of the two-level topology, while the edge nodes act as simple gateways that forward client requests towards the internal nodes. To forward the request, the edge nodes select a node of the internal level by applying a hash function H(x) based on the host ID (e.g., the hostname contained in the URL of the requested resource). The function returns an internal node identifier k = H(ID), where k ∈ [1, . . . , n], and n is the number of internal nodes of the two-level topology. Our experience with MD5-like hash functions demonstrates that H(x) provides a fair load sharing of the resources among the internal nodes. The architectural choice of deploying all the adaptation services on the internal nodes greatly simplify the management of the infrastructure. Indeed, the edge nodes, due to the simple tasks they provide, can be lightweight systems with reduced computational and storage capabilities that can be easily spread around the Internet borders (ISP providers). On the other hand, the computationally expensive adaptation tasks are provided by the more powerful internal nodes. Computational power in these nodes is not an issue because, thanks to the reduced degree of replication, we do not have the management problems of the edge nodes. Sophisticated local replication strategies can provide the required amount of computational power. An example of local replication is clustering [5] in which a Web switch is placed in front of the system to transparently distribute requests evenly among the nodes of the cluster. In this approach the only interface to the system is the switch, which means that computational power can be seamlessly improved by adding nodes to the cluster.
The operations of the core-oriented architecture to service a request are shown in Fig. 2 . When a client request is received by an edge node (step 1), the edge node forwards the request to an internal node (step 2a) for adaptation (step 3a). Since we assume that no caching is adopted, a fetch operation from the origin server (steps 4a) has to be carried out.
The edge-oriented architecture represents a more flexible and sophisticated architecture that allows to perform adaptation services also on the edge nodes of the two-level topology, thus moving services closer to Figure 2 . Core-and edge-oriented architectures the clients to improve user perceived performance. This architectural choice has important impacts on the complexity of the infrastructure management: unlike the core-oriented architecture, now powerful nodes are required for both internal and edge nodes. Another consequence is that, while transcoding services can be easily deployed on the edge nodes, personalization services imply user profiles to be replicated on the edge nodes. This additional feature can be implemented at the cost of one additional profile replica because the user is typically connected only to one edge server at once which represents the entry point to the content adaptation infrastructure. Anyway, if the user changes its access point, the profile has to be replicated on more edge nodes, requiring for the edge-oriented architecture sophisticated mechanisms to ensure profile consistency.
The dynamic service of a client request for the edgeoriented architecture is shown in Fig. 2 . Depending on the required adaptation service, the client request (step 1) can be either processed on the edge node (step 2b) or forwarded to an internal node (step 2a). In the former case, the fetch operation is carried out directly by the edge node (step 3b), while in the latter case the request is served following the path 2a-3a-4a previously described for the core-oriented architecture.
Relationship between adaptation and content providers
The design of a distributed architecture for content adaptation is affected by the possibility that the adaptation provider has or not privileged access to content provider information. We propose two architectures based on the two-level topology, namely independent and custom architectures, that exploit different relationships between the Web content and the adap-tation providers (that is, the issue arisen by the second question outlined in Section 1).
In the independent architecture, shown in the left part of Fig. 3 , the content adaptation provider is typically an ISP or some network operator which provides the service of tailoring any Web content to the enduser needs and preferences. An example of such service is the AvantGo [11] company which enables Web access to PDAs by tailoring the Web page layout and the embedded object size to devices with small displays. In the independent architecture the adaptation provider has no preferential access to the origin Web servers. As a consequence, the adaptation provider has no way to know the semantic of the Web applications if we exclude what can be inferred by analyzing the user interactions. The lack of this knowledge hinders the development of sophisticated adaptation services which could take advantage from the knowledge about the Web page content. A typical example is provided by the insertion of context-sensitive advertisement banners: if the personalization system is not aware of the page content being sent to the user, the banners can be only related to a previously stored user interests list, but cannot be tailored on the user context.
The operations of the independent architecture for servicing a client request are shown in the left part of Fig. 3 . The client request (step 1) is forwarded by the edge node to an internal node selected through the same hashing mechanism described in the previous section (step 2). The internal node has to fetch the requested Web resources from the origin server (step 3) before performing the adaptation service (step 4).
In the custom architecture, represented in the right part of Fig. 3 , the adaptation service provider collaborates with the content provider, thus allowing a close interaction of the adaptation and delivery services with resource replication strategies and the semantics of the Web-based services. This case is common in the Content Delivery Network model, when a content provider outsources the delivery of Web content and Web services to a third party operating a distributed infrastructure. Most CDNs focus on the delivery of static content, but recently both research and commercial solutions have been proposed to exploit the intermediary nodes for the generation of dynamic documents [15, 1] . Hence, it is a natural choice to partially replicate on the intermediary infrastructure not only static Web content, but also the software to generate the dynamic Web content. The presence of a partial replica of the origin server functions placed on the same network of the internal nodes is the main difference between the custom and the independent architecture as shown in Fig. 3 . Besides replications governed by client requests, it is possible to have pro-active replications in which the content provider pushes its content on the internal nodes of the infrastructure. The replication includes also meta-data on how content must be adapted. This allows the deployment of server-directed adaptation similar to what suggested by Mogul et al. [13] for transcoding. The rich content replication also enables generation of Web contents based on the assembly of fragments of Web resources, using mechanisms similar to the ESI system [9] .
The dynamic process of client request service in the custom architecture is represented in the right part of Fig. 3 : a client request (step 1) is forwarded by the edge node to an internal node (steps 2). Since Web services and data are partially replicated close to the internal node, the Web resources can be fetched directly from the partial replica of the origin server (step 3a) or from the origin server itself (step 3b). Then, the internal node performs the required adaptation service (step 4).
Performance model
We now introduce the model that will be used to evaluate the performance of the proposed architectures in terms of response time.
In our model we consider a client device issuing requests to an edge node. Then, the requests can be sent to internal nodes for the adaptation task or be processed directly on the edge node depending on the considered architecture. Finally, resources can be fetched from origin servers or from repositories located close to the internal nodes hosting a (partial) replica of the information available on the origin servers.
Our model also considers the network segments connecting edge nodes, internal nodes and origin servers. As the last mile (i.e., the link connecting the edge nodes to the clients) is the same for every considered architecture, we do not consider this link in the performance model.
This model provides a simplified view of the network components of the distributed system, but it allows us to achieve interesting conclusions about the performance of the different architectures.
The main performance parameter is the userperceived response time of the system T r . Depending on whether the adaptation occurs on the edge node or on the internal nodes, we have different response times, i.e.,
Where T r edge and T r internal denote the response time in the case where the adaptation is performed on the edge and internal nodes, respectively. Let p edge and p internal denote the probability of carrying out content adaptation on the edge and internal nodes, respectively (with p internal = 1−p edge ) . We express the average response time T r as a weighted average of the response time for servicing a client request on the edge or on the internal nodes.
For the core-oriented architecture p internal = 1, p edge = 0, while in the edge-oriented architecture p edge > 0. Let us analyze the components of T r edge and T r internal . When the client request is serviced by the edge level, we model the response time as the sum of the time for the content adaptation T adapt and the time due to the interaction with the origin Web server T fetch , i.e.,
The response time T r internal is similar to T r edge , with the only difference of an additional term T netE−I which denotes the network delay due to the communication between the two levels of the adaptation infrastructure, i.e.,
We now analyze the T net , T adapt and T f etch terms that contribute to the response time.
We model the network-related delays T net as the sum of latency and transfer time. The latency T latency depends only on network characteristics and status, while the transfer time depends on both the available bandwidth BW and on the amount of data being transferred Size.
We report in Table 1 some common values for both latency and bandwidth for typical network settings.
The adaptation time T adapt is characterized by high variability. Previous studies show that content adaptation may take from few milliseconds to seconds. We carried out a set of experiments and compared our results with the literature [6] . Our tests replicate the critical operations of content adaptation and measure the time taken by the task on a computer equipped with a 1 GHz Pentium CPU and 1GB of RAM.
Transcoding services, in particular the ones involving compression and image manipulation, are highly CPU intensive. For an image resizing on banner images the time T adapt is around 100 ms, while transcoding of a larger image (such as photos) may take up to 1 s. Our results are consistent with previous studies on content adaptation which report that the transcoding time is in the range of hundreds of milliseconds or even seconds [6] . Simpler transcoding services such as the removal of images in a HTML file requires only string manipulation which takes around 10 ms even for large HTML files. On the other hand, more CPU intensive operations such as virus scanning require up to 100 ms for each scanned file.
Even personalization services may be very different. Examples of these services range from user preferencesbased advertisement insertion to cryptographic operation in a digital right management system. The heterogeneity of offered services leads to differences also from a computational point of view. As in the case of transcoding, the time for personalization spans over multiple orders of magnitude, ranging from 10 ms for personalization involving string manipulation to 1 s for more complex operations, such as computing a cryptographic signature on a large multimedia file. Table 1 summarizes typical ranges of values for the adaptation time.
The last contribution to the response times is related to the time for the interaction with the origin Web server, namely fetch time (T f etch ). We model the fetch time as the sum of the time due to network data transfers, that is T net * −O , and the time taken by the origin Web server to respond, that is T server . In the independent architecture we must contact the content provider server, while in the custom architecture we suppose to replicate close to the internal nodes information and software to generate Web contents. Hence, a client request may be processed locally with probability p hit . In the case of local generation of Web resources, we avoid the network-related delays, thus obtaining
The minimum value of T server in Table 1 refers to the service of a static page, while the maximum value to dynamic content page generation (e.g. [7] ).
Parameter
Minimum 
Performance comparison of the architectures
In this section we compare the performance of the proposed architectures. We start by focusing on the core-oriented and edge-oriented architectures, and then, we compare the independent and custom architectures.
Comparison of core-oriented and edgeoriented architectures
We start our analysis by comparing the response time of the core-oriented and edge-oriented architectures. From Section 3 we recall that in the core-oriented architecture content adaptation is provided by the internal nodes, while in the edge-oriented architecture some content adaptation services are moved on the edge level that is, content adaptation is provided by an edge node with probability p edge . Our focus is on the gain achievable by moving content adaptation on the edge nodes as a function of the computational cost of the adaptation task and as a function of the characteristics of the network link connecting edge and internal nodes. We report the results of the performance comparison between the architectures in the case of p edge = 0.5 for the edge-oriented architecture. We carried out several other experiments for different values of p edge and found that the main conclusions of this study are confirmed for every value of p edge > 0.
In our analysis we consider the speedup, defined as the ratio of response times
, for the architecture comparison. A speedup greater than 1 means that the edge-oriented architecture provides better performance over the core-oriented architecture. Higher speedup corresponds to higher performance gain of the edge-oriented over the core-oriented architecture. Fig. 4 shows the speedup for the two architectures as a function of the network delay between the edge and the internal nodes (T netE−I ) and adaptation time (T adapt ). Since the speedup if always greater than 1, the edge-oriented architecture is always better than the core-oriented architecture. In the figure, we observe that for all three curves, the speedup tends to an asymptotic value equal to 2 as the T netE−I → ∞. A more accurate analysis allows us to conclude that this value corresponds to 1 p internal . This result has the following motivation. In the edge-oriented architecture a fraction of the requests (proportional to p internal ) is carried out on the internal nodes following the same request service flow that is used by the core-oriented architecture for all requests. Hence, the percentage of requests serviced on internal nodes in the edge-oriented architecture introduces a limit in the speedup of the edge-oriented architecture over the core-oriented architecture.
The figure shows that the performance gain heavily depends on the adaptation and network times. The graph can be easily understood by considering Equation 4. When T adapt >> T netE−I (bottom curve for T adapt = 1000 ms) providing adaptation on the edge or on the internal nodes provides similar performance be-cause the adaptation time overweights network-related delays. On the other hand, in the case of light content adaptation, such as banner insertion/removal, T adapt is comparable with T netE−I (if not lower). Hence, the choice of using edge nodes for the adaptation brings significant performance gain.
We can conclude that the lighter is the adaptation service, the bigger is the benefit from using the edge node for its deployment. As a consequence, the edgeoriented architecture is the best choice in the case of adaptation services with low computation cost, while core-oriented architecture is to be preferred in the case of content adaptation with high computational cost because of its less complex management issues.
Comparison of independent and custom architectures
We now compare the performance of the independent and custom architectures that differ in the relationship with the content provider. In the custom architecture we avoid contacting the content provider nodes with probability p hit . Hence, to evaluate the performance of the independent and custom architectures, we can focus our analysis on the T f etch component, as defined in Equation 6 . We consider three scenarios of resource generation time T server and evaluate the ratio between T fetch (independent) and T f etch (custom). We study the effect of the probability of servicing a client request locally p hit . We present the results for a single value of p hit , as our final conclusions on the architecture alternative do not differ.
We use for our comparison the ratio between T f etch (independent) and T fetch (custom) which represents the performance gain in fetch time of the custom architecture over the independent architecture. Fig. 5 shows the performance gain in T fetch depending on the origin server time and on the network delays. We observe that the custom architecture provides always better performance than the independent architecture. The performance difference between the two architectures is more evident in the case of resources where T server is negligible, as in the case of static resources, while the performance difference is less significant when the origin server generates dynamic resources with time consuming operations. If we consider a T server = 100 ms, we observe that the ratio between the fetch time of the independent and the custom architectures is not highly affected by the network delay and is close to 1, while for very fast Web server responses (T server = 1 ms) the custom architecture provides much better performance. This results are in line with the performance compar- ison between the core-oriented and edge-oriented architectures. Even in this case, the location of content generation/adaptation tasks has an impact which is related to network delays. When computationally expensive tasks are carried out, computation time overweights the impact of network-related times, while for computationally light tasks the network time is the dominant factor. Fig. 5 confirms also the presence of an asymptotic value for the performance gain in the fetch time, as already observed in Fig. 4 for the speedup in the response time. In this case the asymptotic value is 1 1−p hit .
Related Work
Content adaptation has been an interesting topic in Web-related literature of the last years. We can ascribe most contribution to two large groups of research topics: proposal of adaptation services and proposal of efficient and scalable architectures. Most studies on content adaptation services propose novel sophisticated adaptation systems. Examples include text-to-speech conversion [2] directed to single users as well as collaborative Web browsing [3] . Even more interest has been devoted to the proposal of transcoding services aiming to enable ubiquitous Web access from heterogeneous client devices [8, 4] . However, most of these studies does not take into account performance issues and the only proposals to improve system scalability are related to the introduction of caching [17] or locally distributed clusters [10] .
Studies proposing scalable content adaptation and delivery systems evaluate distributed architectures of collaborative intermediary nodes. Different architectures have been evaluated ranging from flat and hi-erarchical architectures to peer-to-peer systems [6, 16] . However, such studies are more in the line of defining topological solutions than of addressing the problem of how we can map heterogeneous adaptation services on the nodes of a distributed infrastructure.
Furthermore, this is one of the first studies that evaluates how a privileged access to content provider information can increase the design options for providing efficient content adaptation. Previous studies either focus on generic Web content delivery, without considering content adaptation (e.g., [15] ) or limit their attention on the enrichment of the adaptation semantic (such as [13] ), without considering performance.
Conclusions
In this paper we propose four novel distributed architectures for Web personalization services based on a two-level topology. In particular, we propose two architectures, namely core-oriented and edge-oriented, that differ for the mapping of adaptation services over the nodes of the distributed infrastructure. We also propose two additional architectures (independent and custom) based on the possibility of replication of content provider information on the internal nodes.
We show that the edge-oriented architecture outperforms the core-oriented architecture, however, the performance gain depends on the computational cost of adaptation. In particular, the edge-oriented architecture is to be preferred in the case of light adaptation services, while the core-oriented architecture is the best choice in the case of content adaptation with high computational cost. A similar performance comparison is provided for independent and custom architectures. In particular, the custom architecture provides better performance than the independent architecture for every scenario. However, the strict relationship between the adaptation and the content provider allows a higher performance gain in the case of requests for static Web resources, or for resources that can be generated in short time by the Web server with respect to the case of dynamically generated Web content requiring a large amount of computation.
