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A predecessor machine is a random-access machine with a predecessor peration 
(i.e., an instruction which subtracts 1 from the contents of a memory cell), but with 
no operation which can increase the contents of a cell. A regressing function is a partial 
function which never yields an output larger than the maximum of its inputs and 
a constant. Unlike the situation for random-access machines with a successor peration, 
it does not matter whether or not predecessor machines with loop control also have 
conditional transfer instructions. Furthermore, the class of functions computable by 
predecessor loop machines consists of exactly those regressing functions which are 
computable by deterministic linear-bounded automata. 
1. INTRODUCTION 
There has been interest for a number of years in attempting todistinguish between 
functions which are complex simply because they grow very fast and those which 
are complex because of some inherent difficulty either in their description or evaluation. 
For example, R.W. Ritchie showed that the hierarchy in [7] was still a hierarchy 
even if restricted to 0-1 valued functions, so that the rate of growth of the functions 
in his F~ classes was not the sole criterion for locating their position (although it placed 
a lower bound on the complexity of the function). The same basic question led D. M. 
Ritchie to the notion of "honesty," in which the size of a function is closely related 
to its run-time complexity, i.e., the "cost" of evaluating the function [6]. 
* This work was partially supported by the National Research Council of Canada, Grants 
A5549 and A8330. 
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Another topic of interest in theory of computing has been the properties of machines 
based on the random-access model. By varying their properties, different classes of 
machines, and hence different classes of functions computable by them, may be 
obtained. Thus for example the unlimited register machines (u.r.m.'s) of Shepherdson 
and Sturgis [8] and the loop machines of D. M. Ritchie [6] were obtained by specifying 
different instruction sets. Machines in which the program and data have a common 
store (so that programs are capable of being modified) were considered by Elgot and 
Robinson [2] and Hartmanis [3]. Machines with indirect addressing were considered 
in [3] and [10]. Random-access machines are also the "program machines" of Minsky 
[5]. 
In this paper we will consider only random-access machines with a finite number 
of registers and separate instruction and data storage. We will also consider classes of 
regressing functions, which have stringent size restrictions and thus cannot be overly 
complex due to size properties. Emphasis will be on the machines, but the underlying 
motivation stems from the question mentioned in the first paragraph. The effects of 
program structure on the classes of regressing functions obtainable can be analyzed 
and compared with the known effects of program structure on the classes of partial 
functions computable by random access machines (cf. also [9]). 
2. PRELIMINARIES 
Let N denote the set of natural numbers {0, 1, 2,...}. 
A random-access machine (r.a.m.) is an abstract computing device having: 
(i) A data store consisting of a finite set of memory cells called registers each 
capable of storing any member of N. Registers will be referred to by their addresses 
which will be taken from a set D = {0, 1, 2 , . ,  m -- 1}. The contents of the register 
with address r, i.e. the natural number stored in the register with address r, will be 
denoted by (r).  
(ii) An instruction store consisting of a finite set of memory cells, distinct from 
registers, which will be referred to by their locations, namely, numbers taken from 
a set I = {0, 1 .... , n -- 1}. Since the instruction store is distinct from the data store, 
programs are incapable of self modification. 
Lower case letters, with or without subscripts, and lower case strings of letters 
will all be used to denote integer variables. Examples are: e, u 1 , rmax. Whether the 
values of these variables are members of N, D, or I will normally be clear from 
context. We make one convention here: ci will always denote the address of a register 
containing i, i.e., c~ ~ D and (c~) = i ~ N. 
Upper case strings will always indicate machine-level or macro operations, e.g., 
DECR, SETMAX. 
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Since we are dealing only with natural numbers, all subtractions discussed will be 
proper. Thus, the result of subtracting y from x will be 0 i fy  > x; x - -y ,  otherwise. 
A r.a.m, computes by executing a program consisting of a finite sequence of 
instructions. The first instruction executed will be that in location O, and in the absence 
of branching, control will pass to the next higher numbered location in the usual 
fashion. A k-ary function f: N k ~ N is said to be computable by a particular machine 
(or program) M if there exist k input registers uI , u 2 .... , us and an output register v, 
such that for all k-tuples (xl, x~ ,..., x~)E N k, if M begins executing its program 
with Xl, x~ ,..., xk in the respective input registers, i.e., (ui) -~ x~ (1 ~ i ~ k), and 0 
in every other register, it eventually halts with f (x l ,  x2 ,..., x~) in the designated 
register v. 
DEFINITION 2.1. r.a.m.'s may have the following arithmetic operations. 
(a) SETC r, i (r E D, i e N) 
The integer (constant) i is placed in the register with address r, i.e., ( r )  = i 
after execution of the instruction. 
(b) MOVEr, s( r~D,  sED) 
The contents of register s are copied into register r, i.e., ( r )  = (s) after execution 
of the instruction. 
(c) DECRr  (r ~D) 
The contents of register  are decreased by 1 unless they are already 0. 
(d) INCR r (r e D) 
The contents of register are increased by 1. 
After executing an arithmetic operation, the instruction in the next higher location 
will be executed. 
DEFINITION 2.2. r.a.m.'s may have the following control operations. 
(a) STOP 
The program halts. 
(b) GOTO e (ee I )  
The instruction in location e will be executed next. 
(c) IFZE r, e (r e D, e e 1) 
If ( r )  ---- 0, control passes to location e, otherwise to the next higher numbered 
location. 
(d) LOOPr (r eD)  
END 
The instructions between a LOOP r instruction and the matching END instruction 
will be executed exactly ( r )  times. The value of ( r )  at the time the LOOP r is 
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encountered is protected so that alteration of r within the loop will not change the 
count. Thus, the program: 
LOOP r 
INCR r 
END 
STOP 
will double the contents of register . 
DEFINITION 2.3. The following types of machines are considered. 
(a) A successor go-to machine (s.g.m.) is a r.a.m, with all of the instruction types 
given in Definitions 2.1 and 2.2. Since both looping (iteration) instructions and 
transfers are possible, it is necessary to restrict s.g.m, programs to those which are 
well formed by the usual conventions (e.g., those regarding FORTRAN DO loops). 
LOOP's and END's must match as though they were vertical parentheses, and 
transferring into the range of a LOOP-END pair is not permitted except when a 
transfer was previously made from within the same LOOP-END range and neither 
the LOOP nor the END has been encountered during the flow of control since that 
transfer. 
(b) A successor loop machine (s.l.m.) is a r.a.m, with the instruction types SETC, 
MOVE, DECR, INCR, STOP, LOOP and END. Thus, it is a s.g.m, without 
"go-to's ' ,  i.e., without GOTO and IFZE. 
(c) Apredecessorgo-to machine (p.g.m.) is a r.a.m, with the instruction types SETC, 
MOVE, DECR, STOP, GOTO, IFZE, LOOP and END. Thus, it is a s.g.m, without 
INCR. 
(d) A predecessor loop machine (p.l.m.) is a r.a.m, with the instruction types SETC, 
MOVE, DECR, STOP, LOOP and END. Thus, it is a s.g.m, with neither INCR 
nor GOTO and IFZE. 
DEFINITION 2.4. Let M be a predecessor machine (either a p.g.m, or a p.l.m.) 
and let e be the largest constant appearing as the second argument of a SETC 
instruction in M. Then if the input values for a computation of M are x I , x 2 ,..., xk, 
for some k, we define Xmax ~-- max{x1, x2 ,..., x~, c}. 
Since a predecessor machine cannot increase the contents of a register, no register 
can contain a number which exceeds Xmax during a given computation. 
DEFINITION 2.5. A k-ary partial function f: N k ~ N is regressing if there exists 
a c ~ N such that for all k-tuples (xl, x 2 ,..., xk) E N k, 
f (x l ,  x2 ,..., xk) ~ max{x 1 , x2 ,..., xk, c} 
whenever f (x l  , x~ ..... xk) is defined. 
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DEFINITION 2.6. The following classes of partial functions are defined. 
(a) SGM, those computable by a successor go-to machine. 
(b) SLM, those computable by a successor loop machine. 
(c) PGM, those computable by a predecessor go-to machine. 
(d) PLM, those computable by a predecessor loop machine. 
(e) REG, those which are regressing. 
(f) TOT, those which are totally defined. 
(g) LBA, those which can be computed by a linear bounded automaton. 
(h) REC, those which are total recursive. 
Of the eight classes of partial functions just given, five are defined in terms of 
computing devices and two, REG and TOT, are defined in terms of functional 
properties. The eighth class, REC, is defined as the intersection ofthe partial recursive 
functions with TOT. Thus, some interesting relationships among the classes of 
Definition 2.6 are obtained by intersecting one of the five machine-based classes 
with REG or TOT or both. 
Table 2.7 gives an overview of the results of this approach. In the header C stands 
for any one of the five machine-based classes themselves, the second column the 
classes restricted to total functions, the third column the classes restricted to regressing 
functions, and the fourth column the classes restricted to functions which are both 
TABLE 2.7 
Some Equivalent Classes of Functions 
C CnTOT CnREG CnTOTn REG 
SGM REC I II 
(= partial rec. fns.) 
(Remark 3.4) 
SLM SLM III III 
(= primitive rec. fns.) 
(Remark 3 .5 )  (Corollary 4.2(a)) 
LBA 5 ~ PGM PLM 
(Reference [7 ] )  (Theorem 6 .3)  (Corollary 6.4) 
PGM PLM PGM PLM 
(Theorem 4 .4)  (Corollary~4.2(b)) (Corollary 4.6) 
PLM PLM PLM PLM 
(Corollary 4.2(c)) (Corollary 4.2(c)) (Corollary 4.2(c)) 
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total and regressing. Of the 20 entries in Table 2.7, sixteen turn out to be equivalent 
to classes previously defined or already well known. The remaining four entries 
define three new classes, labeled simply I, II and III. These classes are included for 
completeness, but no claim is made regarding their intrinsic interest or importance. 
Information regarding the top two rows of Table 2.7 is only a slight variation on 
known results for essentially similar machine models. The fact that LBA N TOT = 
Grzegorczyk's 6 *3 class is due to Ritchie, and the reader is referred to [7] for that proof. 
The results on predecessor machines and their associated classes of functions, therefore, 
will be the main contribution of this paper. The set-theoretic lattice structure of the 
10 distinct classes which appear in Table 2.7 will be given in Section 7. 
3. BASIC PROPERTIES OF RANDOM-AccEsS MACHINES 
In this section we enumerate some of the redundancies in the instruction set for the 
s.g.m.'s and relate the s.g.m.'s and s.l.m.'s to previously studied classes of random- 
access machines. We also indicate some areas in which redundancies do not occur. 
Many of the redundancies are well-known, and/or obvious, but their systematic 
study facilitates the proofs of parts of the main theorems in Sections 4 and 6. 
In presenting programs for r.a.m.'s, the colon will indicate statement label (entry 
point) notation. Thus, in the proof of Lemma 3.1(b) below, d is the location of the 
GOTO e instruction. Furthermore, since all variables are integers, address arithmetic 
is automatically allowed, e.g., d + 1 is the location of the first instruction after the 
GOTO e instruction. 
LEMMA 3.1. (a) GOTO can be replaced by IFZE. 
(b) IFZE can be replaced by GOTO and LOOP-END. 
Proof. (a) Simulate GOTO e by IFZE Co, e. 
(b) Simulate IFZE r, e by: 
LOOP r 
GOTO d + 1 
END 
d: GOTO e 
LEMMA 3.2. (a) SETC can be replaced by MOVE and INCR. 
(b) SETC can be replaced by IFZE, DECR and INCR. 
(c) MOVE can be replaced by LOOP-END, SETC and INCR. 
(d) MOVE can be replaced by IFZE, DECR and INCR. 
57x18/2-6 
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Proof. (a) Simulate SETC r, i by: 
MOVE r, c o 
INCR r 
INCR r 
where there are i occurrences of INCR. 
(b) Simulate SETC r, 0 by: 
e: IFZE r, e q- 3 
DECR r 
IFZE Co, e 
To handle SETC r, i, add i occurrences of INCR r. 
(c) Simulate MOVE r, s, by: 
SETC r, 0 
LOOP s 
INCR r 
END 
(d) Simulate MOVE r, s by: 
SETC r, 0 
SETC t, 0 
d: IFZE s, e 
INCR t 
DECR s 
IFZE co, d 
e: IFZE t, e + 5 
INCR r 
INCR s 
DECR t 
IFZE co, e 
where t is the address of a new register. The occurrences of SETC can be eliminated 
using part (b). 
LEMMA 3.3. (a) LOOP-END can be replaced by IFZE, MOVE and DECR. 
(b) DECR can be replaced by LOOP-END,  INCR and either SETC or MOVE. 
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P oof. 
pair, viz. 
(a) Let ~ be a sequence of instructions urrounded by a LOOP-END 
This can be replaced by: 
LOOP r 
END 
MOVE t, r 
d: IFZE t, e -~ 1 
DECR t 
e: IFZE Co, d 
where t is the address of a new register. 
(b) Simulate DECR r by: 
SETC t, 0 
LOOP r 
MOVE r, t 
INCR t 
END 
This uses both MOVE and SETC. In the presence of LOOP-END and INCR, one 
can either eliminate SETC via Lemma 3.2(a) or eliminate MOVE via Lemma 3.2(c). 
We now show that the differences between s.g.m.'s and the u.r.m.'s of Shepherdson 
and Sturgis [8], and the differences between s.l.m.'s and the loop machines of Meyer 
and Ritchie [4] are not important. 
REMARK 3.4. There is no essential difference between s.g.m.'s and Shepherdson- 
Sturgis u.r.m.'s. Thus, SGM is exactly the class of partial recursive functions. 
Proof. The u.r.m.'s have the instruction set GOTO, IFZE, MOVE, SETC 
(with i = 0 only), DECR and INCR. Clearly s.g.m.'s are as powerful as u.r.m.'s 
since they have all of the u.r.m, instructions, plus a more general SETC instruction 
and LOOP-END pairs. The converse follows directly from Lemmas 3.2(a) and 3.3(a). 
(It of course also follows indirectly by well-known universality results.) 
REMARK 3.5. There is no essential difference between s.l.m.'s and Meyer-Ritchie 
loop machines. Thus SLM is exactly the class of primitive recursive functions. 
Proof. Loop machines have the instruction set LOOP-END, MOVE, SETC 
(with i = 0 only), and INCR. Clearly s.l.m.'s are as powerful as loop machines 
since they have all of the loop machine instructions, plus a more general SETC 
instruction and DECR. The converse follows directly from Lemmas 3.2(a) and 3.3(b). 
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While there may be redundancies in the instruction sets of s.g.m.'s not given above, 
we can show the nonexistence of certain simulations. 
THEOREM 3.6. The following sets of instructions cannot be simulated in terms of 
the other s.g.m, instructions: 
(a) INCR 
(b) IFZE and GOTO 
(c) DECR, LOOP and END 
Proof. (a) Obvious, since no other s.g.m, instruction can cause the contents of a 
register to contain a number larger than Xmax. 
(b) The s.g.m.'s without IFZE and GOTO are the s.l.m.'s, by definition. From 
Remarks 3.4 and 3.5 and Refs. [8] and [4] we know that with IFZE and GOTO we can 
compute all partial recursive functions; without them only the primitive recursive 
functions. 
(c) Given a s.g.m. M, which does not use DECR or LOOP-END, construct a
machine M' as follows: 
(i) GOTO, IFZE, STOP, MOVE and SETC r, 0 instructions are unchanged. 
(ii) SETC r, i (i > 0) is replaced by SETC r, 1. 
(iii) INCR r is replaced by SETC r, 1. 
(iv) All registers which initially have nonzero contents in M are initialized to 
1 inM' .  
Now if M and M' both begin computations with corresponding initial data, they will 
each have the same flow of control, i.e., the same sequence of addresses of instructions 
executed. This follows from the fact that the only branching of control can occur 
with IFZE, and this test cannot distinguish between different nonzero integers. Since 
the nullity (zeroness) of a register is always preserved by steps (ii), (iii) and (iv), it 
follows that M halts if and only if M'  halts. One can however, solve the halting 
problem in all cases for M'. If M' has n instructions and m data registers, then there 
are at most n 9 2 m possible configurations which can occur since each register in M' 
contains either a 0 or 1 and only one of the n instructions i being executed at a time. 
If M'  has not halted with n 9 2 m steps it must be in an infinite loop. Thus, one can 
solve the halting problem for M, and we conclude that the class of machines without 
DECR and LOOP-END must be a proper subclass of the s.g.m.'s ince the latter 
machines compute all partial recursive functions and have unsolvable halting problems. 
4. BASIC PROPERTIES OF PREDECESSOR MACHINES 
In this section we give some elementary set-theoretic relationships of the classes 
of functions based on predecessor machines and prove one of our two main equiv- 
alences, namely that PGM n TOT = PLM. 
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LEMMA 4.1. (a) SLM C TOT. 
(b) PGM C REG. 
(c) PLM C REG n TOT. 
Proof. We first show that the containments hold as follows: 
(a) From Remark 3.5, SLM is exactly the class of primitive recursive functions, 
all of which are total. 
(b) Since the output of a computation by a p.g.m, must appear in a single register 
of the machine, it can be no larger than Xmax. (cf. Theorem 3.6.) This satisfies the 
definition of a regressing partial function. 
(c) PLM C SLM n PGM from the definitions of the associated machine classes; 
hence PLM C REC n TOT from parts (a) and (b). 
Furthermore, all of the containments are proper since there exist nonrecursive 
0-1 valued (therefore regressing) total functions, and all of the classes SLM, PGM, 
PLM contain only partial recursive functions. (There are, in fact, recursive regressing 
functions, i.e., functions in the class II, which are not in any of the above machine- 
based classes (cf. Section 7).) 
COROLLARY 4.2. (a) SLM r~ TOT -- SLM. 
(b) PGM n REG = PGM. 
(c) PLM n REG ---- PLM n TOT ---- PLM n TOT n REG = PLM. 
Proof. Immediate from Lemma 4.1. 
REMARK 4.3. (a) PLM C SLM ~ SGM. 
(b) PLM C PGM C SGM. 
(c) PGM q~ SLM. 
(d) SLM q~PGM. 
P~oof. 
associated 
The containments in all four cases are obvious from the definitions of the 
machine classes. They are also proper, viz.: 
(al) PLM :/: SLM from Theorem 3.6(a). 
(a2) SLM :A SGM from Theorem 3.6(b). 
(bl) PLM :A PGM since p.g.m.'s can define non-total functions and PLM C 
TOT (Lemma 4.1(c)). 
(b2) PGM :/: SGM from Theorem 3.6(a). 
(c) PGM contains non-total functions and SLM does not (Lemma 4.1(a)). 
(d) SLM contains non-regressing functions (e.g., f(x) = x + 3), and PGM 
does not (Lemma 4.1(b)). 
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Thus, the four machine-based classes of partial functions constitue a typical small 
lattice of classes of functions, with PLM at the bottom, SGM at the top, and SLM 
and PGM setwise incomparable. However, if we restrict ourselves to total functions, 
we obtain a linear ordering, viz.: 
SGM n TOT = REC 
u~ 
SLM n TOT = SLM 
u~ 
PGM n TOT = PLM = PLM n TOT 
This is a consequence of Corollary 4.2 and the following theorem. 
THEOREM 4.4. PLM = PGM n TOT.  
Proof. The containments PLM C PGM, PLM C TOT have been given as Remarks 
4.3(b), and Lemma 4.1(c), respectively. Thus, the left side is clearly contained in the 
right. We therefore need to show that PGM n TOT C PLM. 
We use a similar approach to those in [i] and [4], i.e., we will construct a loop 
program ~ which simulates the effect of one step of a p.g.m, computation and will 
then make sure that ~ is executed sufficiently often to simulate all terminating 
computations of the p.g.m. In this proof, however we must do without INCR 
instructions ince our new machine must be a p.l.m, rather than a s.l.m. 
We begin by invoking Lemma 3.3(a) and therefore assume without loss of generality 
that the p.g.m, to be simulated has no LOOP-END instructions. (This seems a step 
backward since we wish to end up with LOOP-END instructions and without IFZE 
and GOTO operations, but it makes the following construction easier.) Let M be 
such a p.g.m. We construct a new machine M'  which has n + 3 additional registers, 
where n is the number of instructions of M. Let rmax, r3n, t and so, s 1 ,..., s~_, denote 
the addresses of these new registers. At each step in the execution of the program of 
M '  there will exist an i, 0 ~ i < n, such that (si) = 1, while for all j such that 
j ~ i, (si) = 0. The situation (si) ----- 1, corresponds tothe simulation of the execution 
of the instruction in location i of M. 
We define ~ to be; LOOP s o 
~o 
END 
LOOP s 1 
END 
LOOP s~_~ 
END 
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where the subprograms ~0,  ~1 ,..-, ~n-1 are given below. Note that a subprogram ~i  
will be executed within ~ if and only if ( s i )  = 1. 
Each subprogram ~i  is constructed according to the nature of the instruction in 
location i of M, as given in Table 4.5. 
TABLE 4.5 
The Subprograms ofM' 
Instruction i ~,  Instruction i ~ 
SETC r , j  SETC r , j  GOTO e SETC st, 0 
SETC sl, 0 SETC s~, 1 
SETC si+l , 1 
MOVE r, s MOVE r, s IFZE r, e SETC s~, 0 
SETC s l ,  0 SETC s~, 1 
SETC si+l,  1 LOOP r 
SETC s~, 0 
SETC si+l , 1 
END 
DECR r DECR r STOP STOP 
SETC s~, 0 
SETC si+l , 1 
Thus, as part of the simulation of one of the instructions of M, M '  modifies the 
contents of the registers  o , s 1 ,..., sn_ 1 to simulate the effect of the instruction location 
counter of M. Clearly, one pass through the program ~ has the effect of simulating 
at least one step in the program of the p .g .m.M.  (In fact, it has the effect of executing 
a sequence of instructions of M, ending when M has a backward transfer of control, 
i.e., a branch to an instruction having a lower-numbered location than that of the 
branch instruction.) 
Since no registers in a predecessor machine contain numbers larger than Xmax, 
the number of distinct instantaneous descriptions of M is bounded by n 9 (Xmax + 1) 'n, 
where m is the number of registers of M. For Xmax ~ m we can derive 
(m m-1 m-(m-- 1) ,~_~ ) 
n" (Xmax "-~ 1) '~ = n 9 Xmax + m.  Xmax + 2! 9 Xmax -{- "" -~- 1 
< n" X~ax" (1 + 1 + 1/2 + 1/6 + "'" + l/m!) 
<3n"  Xmax 
Thus, if M is going to halt, it will do so in fewer than 3n 9 Xma x steps. 
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We now define a program .~ which will place Xmax in a new register of M', with 
address rmax. For convenience, we define a macro-instruction called SETMAX(u, v) 
which sets register u to the larger of (u), (v). (We will use macro-instructions 
extensively in Sections 5 and 6.) The expansion for SETMAX(u, v) is: 
MOVE t, v 
LOOP u 
DECR t 
END 
LOOP t 
MOVE u, v 
END 
The first four instructions set t, a temporary register not used elsewhere, to (v) -- (u>.  
The MOVE u, v instruction will be executed if and only if this number is positive, 
i.e., (v> > (u>. Now let m 1 = max{m, c} where c is the largest constant appearing 
in the program of M, and let the input registers of M have addresses ul, u s ,..., u k , 
for some k. Then the program .~ is defined as: 
SETC rmax, m 1 
SETMAX(rmax, Ul)
SETMAX(rraax, u~) 
SETMAX(rmax,  uk) 
Finally, the full program of M', which enables it to simulate the computation of M 
for all inputs, is: 
SETC r3n, 3n 
LOOP r3n 
LOOP rmax 
LOOP rmax 
LOOP rmax 
END 
END 
END 
END 
STOP 
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where there are m occurrences of LOOP rmax and m + 1 END instructions. Since 
does not alter r3n or rmax, it will be executed 3n 9 Xma x times, unless M halts prior 
to this time. Thus, M'  will correctly simulate very halting computation of M. If the 
function computed by the p.g.m. M is total, the p.l.m. M' must compute the same 
function. This completes the proof of Theorem 4.4. 
The above result can be interpreted as saying that the class of total functions 
computable by predecessor machines can always be computed by programs without 
"go-to's" (i.e., without GOTO and IFZE). This, of course, is not the case with 
successor machines for which the addition of "go-to's" increases the class of total 
functions obtainable from the primitive recursive functions to the general recursive 
functions. In some sense, then, the additional computing power of IFZE over LOOP- 
END depends upon the ability to produce arbitrarily large intermediate r sults in the 
machine. 
COROLLARY 4.6. PGM C3 TOT C3 REG = PLM. 
Proof. Theorem 4.4 and Corollary 4.2(c). 
5. MACROS AND SUBROUTINES FOR PREDECESSOR MACHINES 
In order to show the relationship between predecessor machines and linear bounded 
automata, it will be necessary to perform a certain amount of arithmetization. The 
p.g.m, programs to do this are sufficiently long so that it will be convenient to describe 
them in a higher-level notation than the "machine language" given in Definitions 2.1 
and 2.2 and used up to this point. We have actually begun to use this notation in the 
proof of Theorem 4.4 by introducing the macro statement SETMAX. 
A macro statement isa statement whose effect can be achieved with a particular r.a.m. 
provided it is replaced by a sequence of statements actually executable on the r.a.m. 
For example a (proper) subtraction statement 
r 1 ~-  r 2 - -  r 3 
can be "implemented" on a p.l.m, by replacing it with the macro expansion: 
MOVE t, r~ 
LOOP r 3 
DECR t 
END 
MOVE q ,  t 
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Sometimes macro expansions require some operands in addition to those occurring 
in the macro statement. These are called local operands. For example the local register 
t in the expansion of r 1 ~- r~ - -  r a is used for storing intermediate values, and some 
of the expansions in Section 5.4 require local statement labels for looping purposes. 
We adopt the convention that in the actual expansions every instance of a local operand 
will receive a unique assignment of address or location. We recognize that more 
efficient conventions for handling local registers (but not local statement labels) are 
possible, but to explain one would be too space consuming for inclusion in this 
paper. 
I f  a macro expansion itself contains a macro statement, hat statement is, of course, 
expanded in turn. 
We first give instances of macro statements which expand into a single machine 
language instruction. These will be seen to be special cases of more general macros 
to be defined later. 
Macro Statment Machine Instruction 
r ~-- i SETC r, i 
r +-  s MOVE r, s 
GO TO e GOTO e 
IF  r = 0, GO TO e IFZE r, e 
We have no alternative notation for LOOP, END and STOP instructions. 
The first two statements given above introduce an ambiguity: whether a variable 
to the right of the substitution arrow '+--' is an address or a literal (i.e., a member 
of D or of N)  is no longer clear. We shall adopt the usual convention: such a variable 
is an address if represented by a letter and a literal if represented by a numeral. We may 
therefore abandon the c~ notation in favor of literals. 
When programs are described, macro statements sometimes need to be 
(symbolically) labeled so that they can act as the targets of GO TO statements. By 
convention the actual label corresponding to the symbolic label is the location of the 
first instruction in the actual expansion of the macro. 
We now present a series of macro statements and expansions grouped as to type. 
It should be noted that no register used to supply an operand for any of these macros 
is altered by any of the expansions given, except of course where an operand appears 
to the left of an "+--". 
The first of these, CONTINUE,  causes no change to the machine's memory and 
does not alter the flow of control. It  simply serves, occasionally, as a convenient 
statement for attaching a label. It may be expanded in a variety of ways, e.g., 
MOVE 0, 0. 
5.1. Maximum 
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name maxk, k any integer /> 2 
macro statement r * -  MAXk( r l  , r ,  ..... rk) 
expansion r .<- - r  1 
SETMAX(r, r2) 
SETMAX(r, rz) 
SETMAX(r, rk) 
F rom now on we will assume that Xmax has been computed and stored in register 
rmax.  
5.2. Bounded Operat ions  
These obtain their names from the fact that the result is always the min imum of 
xmax and the result of the indicated (unbounded) operation. For  example, r +-- s + t 
will result in the min imum of {(s) + ( t ) ,  Xmax} being stored in register . 
name bounded addition 
macro statement r *-- rl + r2 
expansion t +- rmax --  r l  
t+- t - - r2  
r +- rmax - -  t 
name bounded multiplication 
macro statement r +- rl * r~ 
expansion t +- 0 
LOOP r2 
t+- t+r t  
END 
r+- - t  
name bounded exponentiation 
macro statement r +- rt t r2 
expansion similar to that for bounded 
multiplication 
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name comparison branch 
macro statement IF rx g r~, GO TO e 
expansion if g is < use 
t ~-- rx -- r~ 
IFt  =0,  GOTOe 
similar expansions apply for 
<, =, >, >, @, in place ofg. 
name computed GO TO 
macro statement CGOTO(eo, el .... , ek)r 
expansion t ~ r 
IFt  = 0, GOTOe0 
t~--t--1 
IF t  =0,  GOTOex 
IFt  = 0, GOTOek 
5.4. String Manipulation 
In Section 6 ternary sequences or strings will be encoded as the natural numbers 
represented by them. The length of a string will be separately specified if leading O's 
are significant. The notation I ~i will be used to denote the length of the string o~ 
when leading O's are suppressed. The nth digit (n >/1) of a string is always measured 
from the right, i.e., the first digit is the rightmost digit. 
Certain macros, given below, are required for operating on the encodings of strings. 
The first expansion i  this category is a straightforward implementation f the division 
algorithm of number theory which, by repeatedly subtracting the divisor and counting 
the number of subtractions, yields both the integer quotient and the remainder for 
any two natural numbers. The same expansion therefore applies for two macro 
statements. The second expansion calculates the length (with leading O's suppressed) 
of the ternary representation f a number using repeated ivision by 3. Both these 
expansions require local statement labels (loop and next) for looping purposes. 
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names integer quotient and remainder 
macro statements rs ~-  rl/r~ 
r4 ~-- REM(r l ,  r2) 
expansion t 1 <-- 0 
t~ +-  r 1 
I F  r2 = 0, GO TO next 
loop: I F t2  <r2 ,GOTOnext  
t2 *-- t2 - r2 
tt +- tl + 1 
GO TO loop 
next: ra +- tl 
r 4 * - - t ,  
name length 
macro statement r~ +- LENGTH(r~)  
expansion t I 4-- F1 
T2 ~-- ] 
loop: t~ ~-- tt/3 
I F  t, = 0, GO TO next 
r~ +-r2 + 1 
t~ +- t2 
GO TO loop 
next:  CONTINUE 
The next two macros are for shifting the contents of a register left or right, i.e., 
multiplying or dividing the contents by a power of 3. SUFF IX  produces a string 
consisting of the rightmost <n) digits of <rl). If <n) = 0, the result is 0. 
names right shift; suffix extraction 
macro statements r2 *-- RSHIFT( r t ,  n) 
ra * -  SUFF IX( r t ,  n) 
expansion t *-- 3 t n 
r= 4-- r t / t  
ra +- REM(r t ,  t) 
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name left shift 
macro statement r2 +- LSHIFT(ra, n) 
expansion t ~ 3 t n 
r2 ",- rl * t 
Note that LSHIFT  is also a bounded operation: if (n)  is too large, the result 
will be Xmax. 
The final two macros get down to the digit level. The first extracts the (n ) th  digit 
from the ternary string represented by ( r l ) .  The second yields the ternary string 
obtained by replacing the (n) th  digit of ( r l )  by the rightmost digit of (r~). I f  (n )  = 0, 
the result is 0. 
name digit extraction 
macro statement r *-- EXTR(rt, n) 
expansion t +- n -- 1 
IF n = 0, GO TO next 
t ~-- RSHIFT(rx, t) 
t --- REM(t, 3) 
next:  r .,-- t 
name digit insertion 
macro statement r +- INS(r1, n, r~) 
expansion tl +- EXTR(rz, 1) 
t <-- RSHIFT(rl,  n) 
t *-- LSHIFT(t, 1) 
t~-- t+t~ 
t~* - -n - -  1 
t +- LSHIFT(t, t~) 
r +- SUFFIX(rx, q) 
r+- t+r  
5.5. Subrout ines  
Macros provide a convenient means for representing complicated algorithms 
concisely. Indeed, we can even represent the application of an algorithm to different 
registers as operands at different places in a program. However, the substitution of 
actual variables for macro arguments must occur at the time the program is written. 
How do we perform such a substitution at the time the program is executed on a 
machine which does not permit indirect addressing or address modification ? 
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As an example, suppose that a character string is divided up into pieces which are 
stored in registers r o , r 1 ,..., rm. Suppose further that we wish to extract he <q>th 
character in register <~> and place it in register sy. Since p may contain any integer 
in the range 0 ~ < p) ~ m, we do not know in advance which register to specify 
when invoking EXTR. The following program segment solves the problem by use 
of branching: 
readsymb: CGOTO(e0, e 1 , e2 .... , era)p 
e o : sy ~-  EXTR(ro, q) 
GO TO end 
e x : sy ~-- EXTR(rl,  q) 
GO TO end 
ez : sy +-- EXTR(r2, q) 
GO TO end 
e,~ : sy +-- EXTR(r~, q) 
end: CONTINUE 
Register p is called a pointer register. 
This scheme can, of course, be extended to handle more indices through the use 
of several pointer egisters and several levels of branching via CGOTO's. 
A program segment constructed in the above manner is called an open subroutine, 
because it occurs at the exact point of the program where the corresponding algorithm 
is required; if the algorithm is required in several places in the same program it must 
be repeated at each place. 
By introducing one additional (local) register tn we need include only one such 
occurrence. Simply label the first statement of the subroutine with a suitable label 
(e.g., readsymb) and use a statement of the form 
end: CGOTO(d0, d 1 ,..., dn) rtn 
at the bottom. Wherever the algorithm needs to be executed we include a sequence 
of the form 
rtn ~-  i 
GO TO readsymb 
d i : CONTINUE 
where 0 ~< i ~< n. We call such a subroutine a closed subroutine. Since the number 
of points in the program at which we want to "activate" the subroutine is finite (i.e., 
n is finite) the above technique for returning control always works. 
The example given above (modified to become a dosed subroutine) for extracting 
a character from a multiple-register character string will be used in the Appendix. 
By convention, the label of the first statement in the subroutine will also be taken as 
its name: readsymb. 
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6. PREDECESSOR MACHINES AND LINEAR BOUNDED AUTOMATA 
Except that nonterminating computations are allowed (i.e., 1.b.a.'s are allowed to 
compute partial functions), the formulation of a linear bounded automaton used in 
the next two theorems i that of R. W. Ritchie (cf. [7, Theorem 4 and Appendix 2]). 
Briefly this means that: (i) the tape alphabet consists of three symbols, 0, 1 and B; 
(ii) the tape is right-extendible but not left-extendible; (iii) the inputs are coded in 
binary and separated by blanks with the read/write head initially scanning the left-most 
square; (iv) in the terminal configuration the read-write head is scanning the leftmost 
square of the tape which contains the binary encodings of the inputs separated by 
blanks followed by a blank and the binary encoding of the output; (v) there is a tape- 
bounding constant b such that (assuming the function computed has k arguments) 
for every x 1 ,..., xk E N the amount of tape used during a computation starting with 
(xl ,..., xk) as input is bounded by 
b(I xl I + 1 + Ix2t + 1 + ... + I xk-x I + 1 + Ixkl) --- b(k-- 1) +b.  ~] Ixi l ;  
i=l 
(vi) the machine is deterministic. 
THEOREM 6.1. LBAc~ REGCPGM. 
Proof. LetL be any l.b.a, having k inputs x a ,..., xk and tape-bounding constant b. 
A p.g.m. M will be described which computes the same function as L by simulating 
the operation of L according to the following outline. 
1. Initially the inputs xl ,  x 2 ..... xk are contained in registers ul, u 2 ,..., u, 
respectively, with every other register of M initially containing zero. 
2. Compute Xmax and store in register max; compute d = [Xma~[ -- 1 and 
store in register d. Clearly, any ternary number x of length d will satisfy 
x < Xmax and thus can be stored in a single register of M. 
3. Compute an encoding of L's initial instantaneous description (i.d.) and 
store the tape description in registers ro, r 1,..., rm, the state number in 
register st and the head position in registers p and q. The constant m will be 
specified later. 
4. Update the encoding of L's i.d. repeatedly until a terminal i.d. is detected, 
if ever. 
5. Store the result of L's computation i register v by decoding the encoding 
of its (terminal) i.d., then stop. 
L's tape is encoded by cutting it into m + 1 pieces each of length d and storing a 
representation f the ith such piece in register i, 0 ~< i ~< m. The representations 
are obtained by first replacing each B in each piece with a 2 and then encoding the 
resulting ternary strings by the natural members they represent. 
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We must now check that the number m + 1 of registers required oes not change 
with the size of the inputs. We have 
k k 
b. (k - -  1 )+b.~ ]x,] ~b. (k - -  1 )+b.~ [Xmax] 
i=i i=i 
=b. (k - -1 )+b.k . ({+l )  
Therefore the number of registers in M required to represent the tape of L is bounded 
by 
[b" k "(( + 2)/4 = b. k + r2" b. k/O. 
By choosing larger and larger lower bounds for f (which we can do by introducing 
larger and larger eonstants into M's program via SETC statements) we can make 
[2 9 b 9 k/d] equal to 1. We can therefore take m to be b 9 k. 
The position of L's head is encoded by storing a register number in p and a digit 
position in q so that the scanned symbol is always the (q)-th digit position of register 
r<~>.  
Using the string manipulation macros of Section 5.4 and the above encoding 
technique it would be easy to write the program of M except for one difficulty, namely, 
simulating the motion of L's head across the boundary between two adjacent pieces 
of tape. This difficulty is overcome by the use of subroutines. For example to examine 
the scanned symbol it is extracted using the readsymb subroutine described in Section 
5.5. The tedious programming details will be found in the Appendix. 
Provided that L computes a regressing function, the output of M will occupy only 
a single register. Since such an M exists for every 1.b.a. L, we have LBA N REG C 
PGM. 
THEOREM 6.2. PGM C LBA. 
Proof. Let M be any p.g.m, having k input registers r I , . . . ,  rk, and m -- k additional 
registers rk+l ,..., r,,. We sketch the design of an 1.b.a. L which will simulate the 
operation of M. 
At the start, the inputs conform to the Ritchie [7] definitions. L first extends its 
tape 2(m -- k) squares further to the right by writing first a blank and then m -- k 
zeros, each separated by a blank. We now have the following correspondence b tween 
the tape of L and the registers of M: 
BI IBI tB[ IB . . .BI I BOBO ... BOBBB. . .  
$ $ $ ; $ $ ; 
r 1 r 2 r 8 rk rk+ 1 rk+ 2 r m 
where the rectangles represent nonblank regions of tape. 
57xl812-7 
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L now executes groups of Turing machine instructions with each group designed 
to simulate one of M's  instructions. We may assume by Lemma 3.3(a) that all LOOP- 
END pairs have been eliminated from M's program. Moreover, GOTO, IFZE, STOP 
and DECR are easy to simulate. So are SETC and MOVE except in the cases where 
there is insufficient space on the tape for writing the necessary information. But we can 
program L to move all the information on its tape one square to the right to make 
room for each symbol for which extra space is required. 
Let us check that the amount of tape required by this simulation satisfies a linear 
bound. Let j be the largest constant appearing in M's  program and let 
9 k 
b = m" I j[ + (m - 1). Then since ~i=x ] xi [ >/ 1 we have 
) Ixm,xl~<max Zlx i l ,  l j l ~<l J l 'Z Ix ,  I- 
i=1 i= l  
Therefore, the amount of tape is bounded by 
m'lxmax I §  1) ~< m.  ]j 
But 
k 
9 ~ lx, I +(m-  1). 
i=1  
k k 
b.  ~ Ix, I +b .(k-- 1) = (m. IJl +(m-- 1))" ~ I x, I q-b-(k-- I) 
i=1  iff i l  
k k 
>/m- l jL -Z Ix, I +(m--  O" Z Ix, I +0  
i~ l  i= l  
k 
>~ m " l J l  " ~ Ix, I +(m- -  1). 
i f f i l  
Hence L is indeed a linear bounded automaton with b as a tape-bounding constant. 
We must now ensure that the halting configuration of L conforms to Ritchie's 
conventions. Without loss of generality we can assume that M never alters the contents 
of registers rI ,..., rk and that rk+ 1 is its output register. On discovering a halting 
configuration for M it is then a trivial matter for L to erase the tape corresponding 
to registers rk+ 2 ,..., r m and halt scanning the leftmost nonblank square of its tape. 
Since such an l.b.a. L can be constructed for every p.g.m. M we have PGM C LBA. 
But since LBA contains nonregressing functions and by Lemma 4.1(b) P GM does not, 
PGM C LBA. 
THEOREM 6.3. LBA n REG = PGM. 
Proof. Theorem 6.1 states that the left side is contained in the right side. The 
reverse inclusion follows immediately from Theorem 6.2 and Lemma 4.1(b). 
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COROLLARY 6.4. LBA n TOT n REG = PLM. 
Proof. Theorem 6.3 and Theorem 4.4. 
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7. LATTICE STRUCTURE OF THE CLASSES OF PARTIAL FUNCTIONS 
In this section we return to the classes given in Table 2.7. We have previously 
proved that the 20 entries in Table 2.7 contain 10 distinct classes of partial functions. 
We now prove that these classes have the lattice structure (under set-theoretic 
containment) given in Fig. 7.1 below. 
SGM 
m / e, 2 p~ 
z.3(:)~ p; / 4.3(b) 
FIG. 7.1. Lattice structure of the classes. 
LEMMA 7.2. (a) I I  C REC C SGM. 
(b) I I  C I C SGM. 
(c) I I I  C SLM. 
(d) PLM C 6 ~ C LBA. 
(e) PGM C LBA. 
Proof. By inspection of the rows of Table 2.7: 
(a) I I  = SGM n TOT c~ REG C SGM n TOT ---- REC C SGM 
(b) I I  =SGMnTOTnREGCSGMRREG- - - - ICSGM 
(c) I I I  ---- SLM n REG C SLM 
(d) PLM = LBA c~ TOT n REG C LBA n TOT = ~2 C LBA 
(e) PGM = LBA c~ REG C LBA 
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LEMMA 7.3. (a) SLM C REC. 
(b) PGM C I. 
(c) PLM C III C II. 
Proof. By inspection of the columns of Table 2.7 and using Remark 4.3: 
(a) SLM ---- SLM n TOT C SGM n TOT ---- REC 
(b) PGM = PGM n REGCSGM n REG ---- I 
(c) PLM --~ PLM n (TOT n REG) C SLM n (TOT n REG) = I I I  
C SGM n (TOT n REG) ---= II 
LEMMA 7.4. (a) LBA CSGM. 
(b) 6O2 C SLM. 
Proof. These follow immediately from known results and Remarks 3.4 and 3.5, 
viz. 
(a) LBA C {partial recursive functions} ~ SGM. 
(b) 6 o2 C {primitive recursive functions} ~ SLM (cf. [7]). 
We will now show that the only set-theoretic containments among the classes 
depicted in Fig. 7.1 are those given in Lemmas 7.2, 7.3 (and Remark 4.3(b)), and 
7.4 or those following immediately from transitivity of set containment. Thus, all 
inclusions given in Fig. 7.1 are proper and classes appearing in Fig. 7.1 to be 
incomparable, are incomparable. 
All of the noninclusions follow from Lemma 7.6 below and the following principle. 
REMARK 7.5. For sets A, B, C, D with A C B, C C D, if C q~ B then D (~ A. 
Proof. An element in C, but not in B is clearly in D, but not in A. 
LEMMA 7.6. (a) III ~ LBA. 
(b) II r SLM. 
(c) I (~ REC. 
(d) PGM r REC. 
(e) 6o2 r :t. 
Proof. (a) Ritchie has shown that here are 0-1 valued primitive recursive functions 
(hence regressing) which are not 1.b.a. computable [7]. 
(b) It is well known from standard iagonal arguments hat there are 0-I valued 
recursive functions which are not primitive recursive. 
(c and d) I and PGM contain non-total functions and REC C TOT. 
(e) 0 *2 contains nonregressing functions (e.g., f(x) = x 2) and I C REG. 
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In  order to see that the above statements fully determine the lattice structure given 
in Fig. 7.1, we exhibit the containment matrix for the 10 classes as Table 7.7 below. 
The  reader can verify that the matrix and the lattice drawing represent the same set- 
theoretic structure. Thus,  we finish with the following. 
TABLE 7.7 
Containment Matrix for the Classes 
c PLM ~2 PGM LBA III SLM II REC I SGM 
PLM 1 2 3 5 3 5 5 5 5 5 
~2 e 1 e 2 e 4 e 5 e 5 
PGM d d 1 2 d d d d 3 5 
LBA d d e 1 d d d d e 4 
III a a a a 1 2 3 5 5 5 
SLM a a a a e 1 e 3 e 5 
II a a a a b b 1 2 2 5 
REC a a a a b b e 1 e 2 
I a a a a b b c c 1 2 
SGM a a a a b b c c e 1 
THEOREM 7.8. In Table 7.7, if the entry in the ith row and jth column is a 
number, then the ith class is contained in the jth class. I f  the entry is a letter, then the ith 
class is not contained in the flh class. 
Proof. The containments hold for reasons corresponding to the particular numeric 
entries in Table 7.7, viz: 
(1) reflexivity of set containment 
(2) Lemma 7.2 
(3) Lemma 7.3 or Remark 4.3(b) 
(4) Lemma 7.4 
(5) transitivity of set containment.  
The  noncontainments hold because of Lemma 7.6 and Remark 7.5, with the alphabetic 
entry in each case indicating the applicable part of Lemma 7.6. ( In many cases, of 
course, there is more than one way to derive a noncontainment.  In  such cases, we 
have tried to give the entries which appear easiest o verify.) 
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APPENDIX :  DETAILS OF A p.g .m.  PROGRAM FOR SIMULATING A l .b .a .  
(C.F. THEOREM 6.1) 
Probably the most difficult part of M's program is the encoding of the initial i.d. 
For each j, 1 ~< j ~< k, we must pack the contents of the input register u, into part of 
register i , for some i, and possibly into part of register i+ 1 . In addition 2's (i.e. 
the encoding for B's) must be inserted in between the encodings of L's inputs. 
To do this we first store 3 e -- 1 (i.e., the encoding for a string of CB's) in each of 
registers r0, r I ,..., rm 9 Next a subroutine pack is repeatedly activated. Those operands 
of pack whose replacements will be decided at execution time are u,, r i and possibly 
ri+x 9 Let Px be the pointer egister for r i . The pack subroutine uses the REPLACE 
macro to concatenate he contents of ui onto the right-hand end of the (partially 
constructed) i.d. encoding starting at digit position (q) of register  i . It also makes 
sure that the encoding for a blank remains to the right of the string just added to the 
i.d. encoding. 
The REPLACE macro has three operands Sl, n, and sz. It assumes that I<s2>l ~< (n) 
and replaces that substring of (sl) of length ](s2) I whose left-most digit occupies 
position (n) by (s2). Its expansion is given below. If [(s2) I = 1, then REPLACE 
(sl, n, s2) has the same effect as s 1 ~-- INS(sI, n, s2). 
name replace 
macro statement REPLACE(st, n, s2) 
expans ion  t +'- RSHIFT(s t  , n) 
t2 * -  LENGTH(s2)  
t x ~ n --  t~ 
t *-- LSHIFT( t ,  t~) 
t*--t+s~ 
t ~ LSHIFT( t ,  tt) 
tz ~-- SUFF IX(s t ,  tt) 
sl *-" t + t2 
The pack subroutine is activated using the following sequence of instructions: 
begin: p~ ~-- 0 
Pl +-0 
q~ ~-- r~ 
encode: GO TO pack 
endpack: p~ *-- p~ + 1 
IF Pz < rk, GO TO encode 
P * -P l  
q+-  ql 
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In this sequence, P2 is the pointer egister for u<,~>+l and Px the pointer egister for 
r<}x>. The contents of Pl and ql are preserved after the i.d. has been completely 
encoded for use in extracting the output after L has halted. 
The code for pack consists of a number of segments beginning with dis (i = (P l ) ,  
J = (P2) + 1) and a single segment beginning with blank, as given below: 
dij : t I +-- LENGTH(uj) 
t2 ~-- t l  - -  q l  
IF t 2 > 0, GO TO e~j 
REPLACE (ri, ql, u~) 
ql +-- ql - -  tl 
GO TO blank 
e~j : t ~- RSHIFT(uj, t2) 
REPLACE(r~, ql, t) 
t +-- SUFFIX(uj, t2) 
REPLACE(ri+I, rg, t) 
P l  <"--Pl -J[- 1 
ql +-- rY -- t 2 
GO TO blank 
blank: IF ql > 1, GO TO blank2 
Pl *--Pl + 1 
ql +- qx + rd 
blank2: ql +-" qx --  1 
GO TO endpack 
The segments of code for updating the coding of the i.d. consist of 
#2 
~3 
a sequence of segments ~iJ 
plus the readsymb subroutine of Section 5.5 and a subroutine writesymb which inserts 
the digit contained in sy into the (q)-th digit position of r<,>. To obtain writesymb, 
replace sy +-- EXTR(ri, q) in readsymb with r~ ~-- INS(ri, q, sy) for 0 ~< i ~< m, 
change the first statement label to writesymb, and treat the statement labels end, 
e0, el ..... em as local. 
The segment ~1 activates readsymb, yielding the symbol currently scanned by L 
in register sy. Register st at this point contains the number of L's current state. The 
segment ~2 shifts this value one position to the left and adds in the contents of sy. 
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The result is a unique number for each of L's possible state-symbol pairs. The segment 
~s  causes control to be transferred to a particular -~tj according to the proper state- 
symbol pair just computed. 
The segment .~j causes the updating of sy, sh and st to represent the new symbol, 
tape shift and next state of L. The register sh will be assigned a 0, 1 or 2 depending on 
whether L's tape head is to be moved left, right or not at all, respectively. I f  the 
state-symbol pair causes L to halt, -~iJ causes control to be transferred to the final 
phase of M 's  program, which will decode the terminal i.d. of L. 
The segment ~4 uses writesymb to update the encoding of L's tape. Then segment ~5 
simulates the motion of L 's  head as follows. 
CGOTO(eE, er, update)sh 
e{: IF  q = rf, GO TO ed2 
q+- -q+l  
GO TO update 
ed2: p +-- p -- 1 
q+--1 
GO TO update 
er: IF  q = 1, GO TO er2 
q+-q- -1  
GO TO update 
er2: p *--p + 1 
q+--rd 
GO TO update 
where update is the label on the first statement of 9~ 1 . 
Having preserved the contents of Pl and ql when the initial i.d. was encoded, it 
should now be easy to write a subroutine for extracting the output and storing it in 
register v; details are left to the reader. 
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