Abstract. Constructive multi-start search algorithms are commonly used to address combinatorial optimization problems. Multi-start algorithms recover from local optima by restarting, which can lead to redundant configurations when search paths converge. In this paper, we investigate ways to minimize redundancy using record keeping and analyze several restart algorithms in the context of iterative hill climbing with applications to the traveling salesman problem. Experimental results identify the best performing restart algorithms.
Introduction
Intuitively, combinatorial optimization problems (COPs) compute the "most favorable" outcome to a problem from a set of possible outcomes. A most favorable outcome may be the outcome with the highest profit, lowest cost, shortest distance, etc., depending on the problem being solved. For example, shipping companies have used COPs to find delivery routes that minimize left turns; by eliminating left turns, drivers spend less time in traffic waiting to turn, and use less fuel, resulting in monetary savings for the company. Clearly, COPs have great practical importance.
Many COPs are NP complete and characterized by exponential growth [1] [2] [3] ; i.e., as the size of problem parameters grows, the number of potential solutions grows exponentially, causing an exhaustive search of outcomes to be impractical. A heuristic search technique is often used in order to assign weights to outcomes, or partial outcomes, such that partial solutions that appear to be leading to poor solutions are not considered, thus, drastically reducing the search space of outcomes. A drawback to heuristic techniques is that the optimal solution may not be found, but often a very good solution can be guaranteed. Therefore, heuristic techniques are applicable only when a sub-optimal solution is acceptable, or when the faster computation times of heuristic algorithms for COPs are required.
It is well known that many heuristic algorithms explore the same partial solution (i.e., a state in the state space) more than one time, thereby wasting computational resources. Several researchers have proposed record keeping mechanisms as a solution to this problem [4, 5] , which we further investigate in this paper. In this sense, record keeping resembles Tabu search where the Tabu list includes a subset of the states encountered so far [6, 7] . It differs from Tabu in that the objective of short term Tabu memory (e.g., a cache) is to explore the solution space more intelligently rather than to speed the search [7] . The goal of long-term Tabu is to enable revisiting explored search states in order to attempt to find a better local optimum [6, 7] .
In [4] , we analyzed the performance of a cache as a means for record keeping. In [8] , we investigated several other record keeping mechanisms such as dedicated memory, and Bloom filters [9] . In this paper, we investigate the performance of record keeping multi-start COP algorithms using various restart algorithms where the record keeping mechanism is a cache. We investigate these in the context of the travelling salesman problem (TSP), using iterative hill climbing (IHC) heuristic search algorithm as the multi-start heuristic procedure [2, 3, 10] . The TSP is chosen since it is a classic, well-understood COP with many practical applications [10] .
In this paper, we investigate the performance of six construction (restart) algorithms used in the context of IHC with randomly generated and benchmark TSP problems. The performance of the restart algorithms is empirically determined and the algorithms are compared for performance and solution quality.
The second contribution of this paper is to determine the amount of redundancy associated with various construction algorithms, and utilize record keeping techniques to reduce duplicate path exploration. We show empirically that a good choice of construction algorithm and record keeping mechanism provides improved convergence time. The evaluation of construction algorithms and the use of record keeping have been studied in previous work [4, 8] . Our work differs from that work in that we consider a larger group of construction algorithms, we provide a more indepth study of the effects of different cache configurations, and we provide a comparison of cache performance to unbounded memory record keeping.
Construction Algorithms
In the case of the TSP, IHC can be implemented as a constructive multi-start search, in which multiple solutions are computed by constructing solutions from an initial solution. At each step, the concept of a neighborhood is used in which a neighborhood of a solution ! is defined as the set of solutions " that are generated by making a minor modification, denoted a move, to ! [11, 12] . For example, a TSP tour can be adjusted by an operation such as 2-opt which results in exchanging the visitation order of two cities [2] . The IHC algorithm proceeds by choosing the best as the next step. The move ! is then assigned !! and the process is repeated until no improvements to ! can be made. This solution is referred to as the locally optimal solution. In general, the algorithm repeatedly restarts with a new starting configuration until a sufficiently good solution is reached, or a set running time has expired. The goal of this paper is to determine the performance of various restart algorithms in generating solutions to the TSP in the context of iterative hill climbing and record keeping. The restart algorithms evaluated, described in details in ref. [8] , are: 1) Greedy Enumeration, 2) Greedy Jump, 3) GRASP [12] , 4) Nearest Neighbor [2] , 5) Clarke-Wright [2] , and 6) Random. Identical neighborhood generating algorithms are used for all implementations.
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Record Keeping
A problem with the IHC using a constructive multi-start search method is that the same solution may be reached from multiple starting configurations. Therefore, many tours chosen are duplicate tours that have been explored in previous iterations of the algorithm. One method to combat this problem is to utilize record keeping mechanisms that record some or all tours that have been previously computed. Thus, if a tour is generated that has been considered previously, the algorithm restarts with a new starting configuration. We investigate two models of record keeping [4, 8] : 1) Unbounded Memory, 2) Software Emulation of a Cache [13] . We use set associative caches with small set sizes in our experiments.
Experiments
All experiments were performed using a set of TSP graphs from TSPLIB [14] and random graphs with a maximum of 100 vertices. The set of graphs consists of: ! 10 randomly-generated Euclidean graphs, 100 vertices each ! 10 random non-planar graphs, 100 vertices each ! 18 benchmark instances from TSPLIB [14] , vertex counts of 16-100 ! 400 random Euclidean graphs of 100 vertices each.
TSP Solution Quality
The experiment results are summarized in Table 1 . Each row in the table shows the average quality of the solutions found by each of the algorithms in each of the experiments as a percentage of the best tour found by Concorde; lower numbers indicate better quality, with 100.0 being the best tour discovered. Note that the best tour may be found by multiple construction algorithms.
In the first set of experiments the IHC algorithm is executed using 10 randomly generated non-planar graphs. The average performance of the algorithms relative to the Concorde results, which are known to be Optimal with respect to this set of graphs, is shown in the first row of Table 1 . Lower numbers are better with an ideal being 100 The second experiment runs the IHC algorithm using each of the construction algorithms over ten randomly generated planar Euclidean graphs are summarized in the second row of Table 1 . The third experiment uses the TSPLIB benchmarks as the input for the construction algorithms [14] .
The results of the experiments show that the nearest neighbor algorithm performs the worst of the six construction algorithms, and that the greedy based approaches perform well regardless of the structure of the input. Similarly, the Clarke-Wright algorithm performs relatively poorly regardless the structure of the input graph. The random algorithm performed the best of the six algorithms on two of the data sets, but its poor performance on the non-planar graph data set brings its average performance to be less than the greedy approaches, and indicates that it is sensitive to the structure of the input graph.
Construction Algorithms and Tour Redundancy
The next set of experiments examines the quality and redundancy associated with some of the construction algorithms. Because the greedy algorithms perform among the best despite the structure of input graphs and due to the fact that the random restart does not exploit the record keeping efficiently, we perform this set of experiment only on them. Figure 1a shows the average redundancy and tour qualities produced when running IHC with the greedy construction algorithms. The average quality of all algorithms is nearly identical, but the greedy-jump algorithm has far less redundancy than the others. Figures 1b, 1c, and 1d show the distribution of solution quality for 400 random graphs solved using Concorde, GRASP, and GE. All the graphs show a distribution that is close to normal distribution [10] , where Concorde has the best mean and lowest variance. The mean and variance of GRASP and GE are almost identical and close to the mean and variance obtained by Concorde. Since GRASP has slightly better redundancy we used it as the subject for the next experiment. 
Experiments with Record Keeping
Under the IHC algorithm, the generation of a tour that has been previously considered results in generating tours that have also been previously considered, and eventually leads to a local maximal tour that has been previously computed. Therefore, the obvious solution is to record all computed tours so that duplicates can be detected. In general, this is not feasible for large TSP instances, so we employ a cache mechanism to limit the size of memory used by the IHC algorithm. However, we first use unbounded memory record keeping on 50 random Euclidean graphs, of 100 vertices each, in order to determine an experimental upper bound on IHC speedup using record keeping. For IHC runs of 100,000 iterations, the average speedup using unbounded memory record keeping was 10.9. The same speedup is obtained with a 64,000 blocks cache (cache of 896KB). Figure 2 shows the speedup obtained with different cache configurations [2, 8, 13] . It is apparent that even with a small cache size 16KB, we still achieve a speedup of 6.7.
Conclusion
In this paper, we evaluated the use of six different construction algorithms with the IHC method of solving the TSP. Our experimental results show that the greedy, greedy-jump, and GRASP construction algorithms all perform well. The greedyjump construction algorithm also generates significantly fewer duplicate tours than the other algorithms, indicating that it may be more robust in situations where many local minima occur. Furthermore, we show that utilizing a record keeping mechanism modeled on cache memory is effective at improving IHC efficiency and can provide a speed up of up to 10.9x in the given configuration. Moreover, even when the memory is only large enough to hold a small percentage of duplicate tours generated, cache still provides a significant performance improvement. Thus, regardless of the complexity of a TSP configuration and memory limits, even a small cache is useful. This work has applications in the study of the traveling salesman problem and in combinatorial optimization problems in general.
Future work involves further investigation of redundancy in the construction algorithms. We plan to investigate stochastic mechanisms to minimize redundancy and study its affects on algorithm performance and quality of the generated tours. 
