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ROBUST DESIGNS VIA GEOMETRIC PROGRAMMING
ALI SAAB∗, EDWARD BURNELL† , AND WARREN W. HOBURG‡
Abstract. An approximate formulation of a robust geometric program (RGP) as a convex
program is proposed. Interest in using geometric programs (GPs) to model complex engineering
systems has been growing, and this has motivated explicitly modeling the uncertainties fundamental
to engineering design optimization. RGPs provide a framework for modeling and solving GPs while
representing their uncertainties as belonging to an uncertainty set. The RGP methodologies presented
here are based on reformulating the GP and then robustifying it with methods from robust linear
programming. These new methodologies, along with previous ones from the literature, are used to
robustify two aircraft design problems, and the results of these different methodologies are compared
and discussed.
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1. Introduction. A geometric program in posynomial form is a log-convex
optimization problem of the form:
(1)
minimize f0 (u)
subject to fi (u) ≤ 1, i = 1, ...,mp
hi (u) = 1, i = 1, ...,me
where each fi is a posynomial and each hi is a monomial. A monomial h(u) is a
function of the form:
h(u) = eb
∏n
j=1uj
aj
where a is a row vector in Rn, u is a column vector in Rn+ , and b is in R. A posynomial
f(u) is the sum of K ∈ Z+ monomials:
f(u) =
∑K
k=1e
bkj
∏n
j=1 uj
akj
where ak is a row vector in Rn, u is a column vector in Rn+, and bk is in R [7].
A logarithmic change of the variables xj = log(uj) would turn a monomial into an
exponential of an affine function and a posynomial into a sum of exponentials of affine
functions. A transformed monomial hi(x) is a function of the form:
hi(x) = e
aix+bi
where ai is a row vector in Rn, x is a column vector in Rn , and bi is in R. A
transformed posynomial fi(x) is the sum of Ki ∈ Z+ monomials:
fi(x) =
∑Ki
k=1e
aikx+bik
where aik is a row vector in Rn, x is a column vector in Rn, and bik is in R.
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Solving large-scale GPs became extremely efficient and more reliable [7] after the
development of interior point methods [22] [19], prompting engineers to use GP for-
mulations for the modeling and design optimization of complex engineering systems.
Recent applications of GP have been found in fields as varied as digital circuit opti-
mization [8], analog circuit design [12], communication systems [11], chemical process
control [26], environmental quality control [14], statistics [21], as well as antenna and
aircraft design [1] [15].
While these GPs can be solved to global optimality for fixed parameter values,
many of those values are uncertain during the engineering design process, either be-
cause of intrinsic uncertainty (e.g. wind velocity), or unpredictability at that stage
of the design process (e.g. the final assembled weight of an airplane’s avionics). De-
signers, seeking a solution they can trust enough to manufacture, account for these
uncertainties by making their models conservative. This conservativeness almost al-
ways takes the form of specifying worst-case values and margins for all uncertain
constraints and parameters [15]. Such an approach exaggerates the impact of uncer-
tainties, leading to sub-optimality which is undesired. From a designer’s perspective,
however, this unwanted conservativeness is a way to ensure robust results. New tech-
niques that can represent design uncertainties less conservatively are thus able to
directly improve engineering solutions and present new design opportunities.
Robust optimization has been used to efficiently solve optimization problems un-
der uncertainty [25]. In constrast to stochastic optimization [6] [24], probability den-
sity functions are replaced in robust optimization by uncertainty sets. In the late
1990s, Ben-Tal, Nemirovski, and El Ghaoui proved the tractability of robust linear,
quadratic, and second order conic programming problems [3]. Later, Bertsimas et al.
derived a tractable approximation of a subset of robust conic optimization problems
[4], and discussed the importance and means of choosing an uncertainty set to best
describe the problem while preserving tractability [2].
Robust geometric programming is co-NP hard in its natural posynomial form [10],
but an interesting tractable formulation for an approximate robust geometric program
was presented by Hsiung, Kim, and Boyd [18]. They proposed a bivariate safe approx-
imation for the posynomial constraints, replacing each posynomial constraint with a
set of two-term (“bivariate”) posynomial constraints that can be easily approximated
using piecewise-linear functions. Although it simplifies the problem into a linear op-
timization problem, the piecewise-linear approximation of every posynomial leads to
a considerable number of additional constraints. Moreover, because the bivariate safe
approximation decouples all but two monomials in each posynomial, it yields an ef-
fective uncertainty set larger than the specified one and thus more conservative. Our
methods seek to improve on [18] by reducing the number of constraints while more
accurately approximating the uncertainty set to achieve better (less conservative)
solutions.
In this article we use three novel methodologies to construct a tractable approxi-
mation of a robust geometric program while drastically reducing the number of con-
straints compared to [18]. Our first approach deals with each monomial while sepa-
rating it from its posynomial. Our second approach assumes that only the coefficients
b are uncertain and deals with posynomials as linear constraints. Our third approach
accounts for dependency between monomials while letting both the coefficients b and
the exponents a be uncertain.
In Section 2 of this article, we define robust geometric programming and derive its
robust counterparts. Section 3 introduces a simple formulation, our most conservative
proposal, which is then refined in Section 4 with the concept of monomial partitioning.
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Section 5 briefly reviews the piecewise-linearization of two term posynomials in [18],
an essential tool for our work. Section 6 discusses different methodologies for dealing
with larger posynomials. In Section 7 we apply all methodologies, both new and old,
to several previously published GPs for aircraft design and discuss the results. Finally,
Section 8 states our contributions and conclusions.
2. Robust Geometric Programming. The data in a geometric program is
usually prone to uncertainties that could either have a probabilistic description or
belong to an uncertainty set. Robust geometric programming assumes the latter, and
solves the problem for the worst case scenario by finding the best solution that is
feasible to all possible realizations from the uncertainty set. This section introduces
different forms of GPs, derives the intractable RGP formulations, and then states the
tractable approximation presented in [18].
2.1. Other Forms of a Geometric Program. By replacing each monomial
equality constraint h (x) = 1 by the two monomial inequality constraints h (x) ≤ 1
and 1h(x) ≤ 1, we arrive at the inequality form of a GP:
(2)
min
∑K0
k=1e
a0kx+b0k
s.t.
∑Ki
k=1e
aikx+bik ≤ 1 ∀i ∈ 1, ...,m
Without loss of generality, the objective function will be assumed deprived of any
data (i.e. replacing it with its epigraph form). Let A be the exponents of a GP with
components aik, and b be the coefficients of a GP with components bik.
Also relevant is the convex form of a GP, where a logarithm is applied to the
objective function and to the constraints:
(3)
min log (f0 (x))
subject to log
(∑Ki
k=1e
aikx+bik
)
≤ 0 ∀i ∈ 1, ...,m
Note that a GP in its convex form is a convex program whose dual is the entropy
maximization problem [17].
A final interesting form of a GP is the categorized form, which will be intro-
duced later in Section 4, where the constraints of a GP are categorized into different
sets according to the number of monomial terms in each posynomial constraint.
2.2. Robust Counterparts. As mentioned before, a formulation immune to
uncertainty in the system’s data should be derived. The data (A and b) will be
contained in an uncertainty set U , where U is parameterized affinely by perturbation
vector ζ as follows:
(4) U =
{
[A; b] =
[
A0; b0
]
+
∑L
l=1 ζl
[
Al; bl
]}
where ζ belongs to a conic perturbation set Z ∈ RL paramaterized by F, G, h and
K such that
(5) Z = {ζ ∈ RL : ∃u ∈ Rk : Fζ +Gu+ h ∈ K}
where K is a Regular cone in RN with a non-empty interior if it is not polyhedral,
F ∈ RN×L, G ∈ RN×k, and h ∈ RN .
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Accordingly, the robust counterpart of the uncertain geometric program in (2) is:
(6)
min f0 (x)
subject to
∑Ki
k=1e
aik(ζ)x+bik(ζ) ≤ 1 ∀i ∈ 1, ...,m ∀ζ ∈ Z
These constraints state that the robust optimal solution should be feasible for all
possible realizations of the perturbation vector ζ. However, the above is a semi-
infinite optimization problem, that is, an optimization problem with finite number
of variables and infinite number of constraints. Such a problem is intractable using
current solvers, and so an equivalent finite set of constraints is usually derived:
(7)
min f0 (x)
subject to max
ζ∈Z
{∑Ki
k=1e
aik(ζ)x+bik(ζ)
}
≤ 1 ∀i ∈ 1, ...,m
Here each constraint is a maximization problem, and in linear programs can be re-
placed by its dual. Unfortunately such a replacement will not work in the case of
geometric programming. Therefore we will gradually construct a tractable approx-
imation of this robust geometric program throughout this article, with a focus on
polyhedral and elliptical uncertainty sets.
2.3. Two-Term Formulation. The current state-of-the-art in approximating
RGPs is found in [18]. They present a tractable formulation of an approximate ro-
bust geometric program which by replacing each posynomial with a set of two-term
posynomials arrives at the following formulation:
(8)
min f0 (x)
s.t. max
ζ∈Z
{
eai1(ζ)x+bi1(ζ) + et1
}
≤ 1 ∀i : Ki ≥ 3
max
ζ∈Z
{
eaik(ζ)x+bik(ζ) + etk
}
≤ etk−1 ∀i : Ki ≥ 4
∀k ∈ 2, ...,Ki − 2
max
ζ∈Z
{∑Ki
k=Ki−1e
aik(ζ)x+bik(ζ)
}
≤ etKi−2 ∀i : Ki ≥ 3
max
ζ∈Z
{∑Ki
k=1e
aik(ζ)x+bik(ζ)
}
≤ 1 ∀i : Ki ≤ 2
The left-hand side of each constraint above is either a monomial or a two-term posyn-
omial; monomials are directly tractable, while two-term posynomials can be well
approximated by piecewise-linear functions and thereby made tractable, as will be
discussed in Section 5.
As an example, a GP
min f
s.t. max {M1 +M2 +M3 +M4} ≤ 1
max {M5 +M6} ≤ 1
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would be reformulated as:
min f
s.t. max
{
M1 + e
t1
} ≤ 1
max
{
M2 + e
t2
} ≤ et1
max {M3 +M4} ≤ et2
max {M5 +M6} ≤ 1
Where {Mi}6i=1 is a family of monomials.
The formulation in (8) decouples every monomial in a posynomial except for the
last two, yielding a conservative solution. If P = {i : Ki ≥ 3}, N = {i : Ki = 2}, and
M = {i : Ki = 1}, and if r is the number of piecewise-linear terms used to approximate
a two-term posynomial, then the number of constraints for the approximate tractable
problem in (8) is:
r
∑
k∈P (Ki − 1) + r|N|+ |M|
3. Simple Conservative Formulation. This section introduces our first novel
approximation of the robust program in (7). While this formulation is the simplest to
implement, it is also the most conservative as it completely decouples the monomials
of each posynomial.
Definition 3.1. A solution x to a geometric program is said to be feasible only
if x satisfies all constraints of that geometric program.
Definition 3.2. Let C be a constraint on x, and let S be a set of constraints on
x and some additional variables y. S is said to be a safe approximation for C if the
x component of every feasible solution (x,y) is S-feasible to C [3].
For example, if f (x) ≤ g (x) ∀x, then g (x) ≤ 1 is a safe approximation of f (x) ≤ 1.
One way to approach the intractability of the dual-form problems in (7) is to
replace each constraint with a tractable safe approximation. The fact that
max
ζ∈Z
∑Ki
k=1e
aik(ζ)x+bik(ζ) ≤∑Kik=1 max
ζ∈Z
eaik(ζ)x+bik(ζ)
suggests replacing the intractable constraints by:
(9)
Ki∑
k=1
max
ζ∈Z
{
eaik(ζ)x+bik(ζ)
}
≤ 1 ∀i ∈ 1, ...,m
From (9), a suggested safe approximation of (7) is:
(10)
min f0 (x)
subject to
∑Ki
k=1max
ζ∈Z
{
eaik(ζ)x+bik(ζ)
} ≤ 1 ∀i ∈ 1, ...,m
By adding some dummy variables, the above can be rewritten as:
(11)
min f0 (x)
subject to
∑Ki
k=1e
tik ≤ 1 ∀i ∈ 1, ...,m
max
ζ∈Z
{
eaik(ζ)x+bik(ζ)
}
≤ etik ∀i ∈ 1, ...,m ∀k ∈ 1, ...,Ki
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And finally, in convex form:
(12)
min log (f0 (x))
subject to log(
∑Ki
k=1e
tik) ≤ 0 ∀i ∈ 1, ...,m
max
ζ∈Z
{aik (ζ)x+ bik (ζ)} ≤ tik ∀i ∈ 1, ...,m ∀k ∈ 1, ...,Ki
Note that dummy variables need not be introduced for constraints with Ki = 1.
The convex constraints in (12) are deprived of data; uncertainty is present only
in the linear constraints. As a result, techniques from robust linear programming
(Appendix A) can be used to robustify the uncertain constraints. Under a polyhe-
dral uncertainty set these robust linear constraints are equivalent to a set of linear
constraints, allowing the approximate RGP to be transformed into a GP. A similar
transformation can also be done for coefficients in an elliptical uncertainty set.
If the exponents are also in an elliptical uncertainty set, the transformed program
is no longer a GP but becomes a cone program with exponential- and second-order-
cone (SOC) constraints; programs such as ECOS [13] and SCS [23] are used to solve
such problems efficiently and reliably.
Note that further research can be done on approximating SOC constraints by
GP-compatible softmax functions [16], and thus solving the conic program mentioned
above as a GP.
Definition 3.3. Two monomials are directly dependent if both depend on the
same perturbation element ζi. e.g. M1 = e
a1(ζ1)x+b1 and M2 = e
a3(ζ1,ζ2)x+b3 are
directly dependent as they share the perturbation element ζ1.
Definition 3.4. Two monomials are indirectly dependent if they are both de-
pendent on a third monomial. e.g. with M1 = e
a1(ζ1)x+b1 , M2 = e
a1(ζ2)x+b2 , and
M3 = e
a3(ζ1,ζ2)x+b3 , M1 and M2 are indirectly dependent because both share a pertur-
bation element with (and are hence directly dependent on) M2.
Definition 3.5. Two monomials are independent if they are neither directly nor
indirectly dependent.
Definition 3.6. Two coefficients are consistently dependent if they both increase
or both decrease as each perturbation element varies. e.g. if b11 = b
0
11 + ζ1 and
b12 = b
0
12 + 3ζ1 − ζ2, then b11 and b12 are dependent in a consistent way because their
coefficients for ζ1 have the same sign.
Despite the decoupling of monomials, this formulation is exactly equivalent to (7)
if each posynomial satisfies at least one of the following conditions:
• C1: Only one monomial in the posynomial has uncertain parameters
• C2: All monomials in the posynomial are either independent or dependent
by a shared uncertain monomial factor, e.g.
p = ea1(ζ)x1+a2x2+b1(ζ) + ea5x1+b3 + ea1(ζ)x1+a3x3+b1(ζ) + ea1(ζ)x1+a4x2+b1(ζ)
= ea1(ζ)x1+b1(ζ) (ea2x2 + ea3x3 + ea4x2) + ea5x1+b3
• C3: The Perturbation set is independent, e.g. Z =
{
ζ ∈ RL : ‖ζ‖∞ ≤ Γ
}
.
Moreover, the monomials in the posynomial are either independent, or their
coeffcients are consistently dependent.
Specifically, if the ith posynomial satisfies C1, C2, or C3 then its maximum under
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perturbation will always equal the sum of the maximums of each decoupled monomial:
max
ζ∈Z
{∑Ki
k=1e
aik(ζ)x+bik(ζ)
}
=
Ki∑
k=1
max
ζ∈Z
{
eaik(ζ)x+bik(ζ)
}
Even when applied to a geometric program whose every posynomial does not
satisfy C1, C2, or C3, this formulation has the advantage of requiring only a small
number of GP or conic constraints. If P = {i : Ki ≥ 3}, N = {i : Ki = 2}, and
M = {i : Ki = 1} then the total number of constraints in (12) is:∑
k∈P(Ki + 1) + 3|N|+ |M|
which is:
(r − 1)∑k∈P(Ki − 3) + 2(r − 2)|P|+ (r − 3)|N|
constraints fewer than in the Two-term formulation of [18]. Specifically, this decou-
pled monomial formulation will always have fewer constraints than (8) if 3 or more
piecewise sections are used, which will almost always be the case; three linear sections
form a poor approximation of a two-term posynomial. Furthermore, this formulation
is only more conservative than that in (8) if the number of sections is high enough
and one of the approximated two-term posynomials captures an active dependence.
4. Equivalent Intermediate Formulation. Our focus is now on modifying the
methodology of Section 3 to make better approximations of (7). This section presents
an enhanced formulation of (12) that is equivalent to the robust counterparts in (7)
but with smaller, easier to handle posynomial constraints.
In order to divide the posynomial into smaller posynomials, consider the set Ii =
{1, 2, ...,Ki} associated with the ith constraint, and define the equivalence relation R
(see Appendix C for the definition of an equivalence relation) given by:
(13) R = {k1 ∼ k2 ⇐⇒ eaik1 (ζ)x+bik1 (ζ) and eaik2 (ζ)x+bik2 (ζ) are dependent}
R splits Ii into equivalence classes Si,1, Si,2, ... Si,Nie , N ie ≤ Ki. Because these
classes are completely independent it must be the case that
max
ζ∈Z
{∑Ki
k=1e
aik(ζ)x+bik(ζ)
}
=
∑Nie
j=1max
ζ∈Z
{∑
k∈Si,je
aik(ζ)x+bik(ζ)
}
The robust counterparts of (7) are thus equivalent to:
(14)
min f0(x)
s.t.
∑Nie
j=1e
tij ≤ 1 ∀i ∈ 1, ...,m
max
ζ∈Z
{∑
k∈Si,je
aik(ζ)x+bik(ζ)
}
≤ etij ∀i ∈ 1, ...,m
∀j ∈ 1, ..., N ie
Our main concern is now the larger posynomials, which motivate the introduction
of a categorized form of a robust GP, in which constraints are categorized into
three sets. The set of monomial constraints is labeled by M ≡ {(i, j) : |Si,j | = 1},
two-term posynomials by N ≡ {(i, j) : |Si,j | = 2}, and constraints with three or more
8 A. SAAB, E. BURNELL, AND W. W. HOBURG
posynomials are labeled by P ≡ {(i, j) : |Si,j | ≥ 3}. Further definining Ski,j as the
kth element of Si,j , the categorized form is:
(15)
min f0(x)
s.t.
∑Nie
j=1e
tij ≤ 1 ∀i ∈ 1, ...,m
max
ζ∈Z
{∑
k∈Si,je
aik(ζ)x+bik(ζ)
}
≤ etij ∀(i, j) ∈ P
max
ζ∈Z
{
e
a
iS1i,j
(ζ)x+b
iS1
i,j
(ζ)
+ e
a
iS2i,j
(ζ)x+b
iS2
i,j
(ζ)
}
≤ etij
∀(i, j) ∈ N
max
ζ∈Z
{
e
a
iS1i,j
(ζ)x+b
iS1
i,j
(ζ)
}
≤ etij ∀(i, j) ∈M
Figure 1 presents an illustrative example of this partitioning.
Fig. 1: Example of partitioning a large posynomial into smaller posynomials.
This partitioning will not be of much benefit when all monomials in a posyno-
mial are uncertain and dependent on each other. However, when most monomials are
certain, or when some are independent, a large posynomial can be effectively reduced
into several smaller ones, or even into monomials. In practice, most GPs for engineer-
ing design are only sparsely dependent, and so this formulation provides a significant
decrease (often by more than half) in the number of constraints.
5. Robust Two Term Posynomials[Review]. We will now review work done
in [18] on using piecewise-linear functions to approximate two-term posynomials.
Consider the convex function φ(x) = log(1+ex). The unique best piecewise-linear
convex lower approximation of φ with r terms is defined as:
(16) φ
r
=

0 if x ∈ (−∞, x1]
aix+ bi if x ∈ [xi, xi+1], i = 1, 2, .., r − 2
x if x ∈ [xr−1,∞)
such that
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x1 < x2 < ... < xr−1
0 = a0 < a1 < a2 < ... < ar−2 < ar−1 = 1
1 = ai + ar−i−1 ∀i ∈ {0, 1, ..., r − 1}
bi = br−i−1 ∀i ∈ {1, ..., r − 2}
b0 = br−1 = 0
Moreover, ∃ x˜1, x˜2, ..., x˜r−2 ∈ R satisfying
x1 < x˜1 < x2 < x˜2 < ... < xr−2 < x˜r−2 < xr−1
such that aix+ bi is tangent to φ at x˜i.
The maximum approximation error r of this piecewise-linearization occurs at
the break points x1, ..., xr−1 (for a constructive algorithm of the above coefficients,
refer to [18]). This piecewise-linearization can then be used to safely approximate a
two-term posynomial.
Letting h = log(ey1 + ey2) be a two term posynomial in log-space, where y1 =
a1x + b1 and y2 = a2x + b2, the unique best r-term piecewise-linear lower approxi-
mation is:
(17)
hr = max{ar−1y1 + a0y2 + b0, ar−2y1 + a1y2 + b1, ar−3y1 + a2y2 + b2, ...,
a1y1 + ar−2y2 + br−2, a0y1 + ar−1y2 + br−1}
while its unique best r-term piecewise-linear upper approximation is:
(18) hr = hr + r
where a0, a1, ..., ar−1 and b0, b1, ..., br−1 are as given in equation (16), and r is the
maximum error between φ and φ
r
.
Since hr ≥ h, then each posynomial in the set N can be safely approximated by its
own hr. Replacing the two term posynomial constraints by their piecewise-linear lower
approximation will lead to a relaxed formulation, and thus the difference between the
safe formulation’s solution and the relaxed formulation’s solution is an indication of
how good an approximation is, and whether the number of piecewise-linear terms r
should be further increased or not.
Because a piecewise-linear constraint can be represented as a set of linear con-
straints, these two-term posynomial approximations can be transformed to GP. This
GP can be made less conservative by increasing the number of piecewise-linear terms.
6. Robust Large Posynomials. Having introduced improved techniques for
monomials and two-term posynomials, we now turn to better approximations for
posynomial constraints with more than two terms (those associated with P). Two
novel methodologies for approximating large posynomials will be presented: the first is
only able to transform posynomials whose coefficients are uncertain, while the second
can transform posynomials whose coefficients and exponents are uncertain.
6.1. Linearized Perturbations Formulation. In the majority of engineering-
design constraints, exponents are derived with certainty from physical laws or dimen-
sional analysis, and so programs where uncertainty is only present in the coefficients
are common. Let
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b = b0 +
∑L
l=1b
lζl
where ζ ∈ Z is as given by equation (5). The second set of constraints in equation
(15) is then equivalent to:
max
ζ∈Z
{∑
k∈Si,je
aikx+b
0
ike
∑L
l=1b
l
ikζl
}
≤ etij ∀(i, j) ∈ P
⇔max
ζ∈Z
{∑
k∈Si,j
(∏L
l=1e
blikζl
)
eaikx+b
0
ik
}
≤ etij ∀(i, j) ∈ P
Thus by applying the following change of variable
vki,j = e
aikx+b
0
ik ∀k ∈ Si,j
the constraint above can be rewritten as:
(19) max
ζ∈Z
{∑
k∈Si,j
(∏L
l=1e
blikζl
)
vki,j
}
≤ etij ∀(i, j) ∈ P
Although the constraints in (19) are linear in terms of vi,j , the perturbations are
not affine but exponential, and should be linearized to improve tractability.
6.1.1. Linearizing Perturbations. The convexity of exponential perturba-
tions (see Figure 2) implies that there exists some half-space [fki,j ]
T ζ + gki,j such
that
[fki,j ]
T ζ + gki,j ≥
∏L
l=1e
blikζl ∀(i, j) ∈ P ∀k ∈ Si,j
on some finite domain for ζ.
Fig. 2: Example of the convexity of exponential perturbations.
Accordingly, a possible safe approximation of the constraints in equation (19) is:
(20) max
ζ∈Z
{∑
k∈Si,j
(
[fki,j ]
T ζ
)
vki,j
}
+
∑
k∈Si,jg
k
i,jv
k
i,j ≤ etij ∀(i, j) ∈ P
To construct the half-space [fki,j ]
T ζ + gki,j , and taking into consideration the fact
that −1 ≤ ζl ≤ 1 for l = 1, ..., L, we suggest the following algorithm
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1. Find the list of vertices V of the unit box in RL
2. Find the list of values O of ∏Ll=1eblikζl at the vertices V, note that the ith
vertex corresponds to the ith value.
3. Find the maximum Mk and minimum mk of O and their corresponding ver-
tices ζM and ζm.
4. Solve the least-squares problem
min
fki,j , g
k
i,j
√∑|O|
α=1([f
k
i,j ]
TVα + gki,j −Oα)2
such that [fki,j ]
T ζM + g
k
i,j = Mk and [f
k
i,j ]
T ζm + g
k
i,j = mk
Figure 2 shows a 2D example where the half-space passes through the highest point
(1, -1) and the lowest point (-1, 1).
This half-space is safe for all types of uncertainty sets (normalized to fit into a unit
box), although more-specific half-spaces can be constructed for a specific uncertainty
set. For instance, with elliptical uncertainty sets, the vertices in the first step might
be replaced by an equidistant set of samples from the surface of the uncertainty set.
6.1.2. Signomial Programming Compatible Constraint. Equation (20)
can be transformed with robust linear programming techniques. Unfortunately, be-
cause some components of fki,j might not be positive, the resulting set of robust con-
straints is not always GP compatible. Appendix D defines signomial programming
and clarifies how it is useful to our discussion; in short, it allows the specification and
efficient solving of a difference-of-convex program with these negative coefficients.
Signomial problems generally do not need a starting point to solve, but specifying
one can speed convergence, and in robust programming there are two quick and
obvious candidates for a starting point: the nominal solution of the original program,
or the conservative solution of the GP-compatible formulation in Section 3.
The number of additional possibly SP constraints needed per uncertain posyno-
mial is equal to the number of uncertain parameters in that posynomial. Decoupling
the monomials in each posynomial is equivalent to evaluating the exponential pertur-
bations at its largest value, however, in (20), the perturbation will be evaluated on a
lower point on the half space. As a result, this formulation is guaranteed to be less
conservative than that of Section 3, or the same if both are exact.
6.2. Best Pairs Formulation. We now discuss a framework for robustifying
constraints with uncertain coefficients and exponents. Consider the constraints in P
(21) max
ζ∈Z
{∑
k∈Si,je
aik(ζ)x+bik(ζ)
}
≤ etij ∀(i, j) ∈ P
Let Pi,j be the set of permutations on Si,j , and let φk be the image of an element
k ∈ Si,j under the permutation φ ∈ Pi,j . Accordingly, (21) is equivalent to:
(22) max
ζ∈Z
{∑
k∈Si,je
aiφk (ζ)x+biφk (ζ)
}
≤ etij ∀(i, j) ∈ P φ ∈ Pi,j
Our goal is to maximize pairs of monomials while trying to choose the least
conservative combination. Let
aiSki,j
(ζ)x+ biSki,j (ζ) = L
k
i,j ∀(i, j) ∈ P
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where Ski,j is the k
th element of Si,j , and assume that |Si,j | is even, such that
max
ζ∈Z
{∑|Si,j |
k=1 e
Lφki,j
}
≤∑|Si,j |/2k=1 max
ζ∈Z
{
eL
φ2k−1
i,j + eL
φ2k
i,j
}
for any permutation φ ∈ Pi,j . Therefore
max
ζ∈Z
{∑|Si,j |
k=1 e
Lφki,j
}
≤ min
φ∈Pi,j
{∑|Si,j |/2
k=1 max
ζ∈Z
{
eL
φ2k−1
i,j + eL
φ2k
i,j
}}
and
(23) min
φ∈Pi,j
{∑|Si,j |/2
k=1 max
ζ∈Z
{
eL
φ2k−1
i,j + eL
φ2k
i,j
}}
≤ etij ∀(i, j) ∈ P
is a safe approximation of (22). From the fact that
max(a+ b) + max(c+ d) = max(c+ d) + max(a+ b) = max(b+ a) + max(d+ c)
we see that some perturbations result in identical safe approximations. The permu-
tation set can be modified to contain differing permutations only; let Pi,j represent
the set of differing permutations. The number of differing permutations is given by:
(24) |Pi,j | =
(|Si,j |
2
)(|Si,j |−2
2
)(|Si,j |−4
2
)
...
(
4
2
)
(|Si,j |/2)!
If the number of monomial terms for a given posynomial is large, then |Pi,j | might be-
come quite large. Therefore, we might choose to work with a subset Pˆi,j of Pi,j , where
the permutations are either chosen depending on the structure of the posynomial or
randomly selected. Constraints associated with P will be replaced by:
(25)
∑|Si,j |/2
k=1 max
ζ∈Z
{
eL
φ2k−1
i,j + eL
φ2k
i,j
}
≤ etij ∀(i, j) ∈ P φ ∈ Pˆi,j
The constraints in (25) are safe approximations for those in (22), and equivalent to:
(26)
∑|Si,j |/2
k=1 e
zkij ≤ etij ∀(i, j) ∈ P
max
ζ∈Z
{
eL
φ2k−1
i,j + eL
φ2k
i,j
}
≤ ezkij ∀(i, j) ∈ P ∀k ∈ {1, .., |Si,j |/2}
Accordingly, the robust counterparts in Section 2 will be safely approximated by:
(27)
min f0(x)
s.t.
∑Nie
j=1e
tij ≤ 1 ∀i ∈ 1, ..,m
max
ζ∈Z
{
eL
1
i,j
}
≤ etij ∀(i, j) ∈M
max
ζ∈Z
{
eL
1
i,j + eL
2
i,j
}
≤ etij ∀(i, j) ∈ N∑|Si,j |/2
k=1 e
zkij ≤ etij ∀(i, j) ∈ P
max
ζ∈Z
{
eL
φ2k−1
i,j + eL
φ2k
i,j
}
≤ ezkij ∀(i, j) ∈ P
∀k ∈ {1, .., |Si,j |/2}
φ ∈ Pˆi,j
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Each constraint in (27) is composed of monomials, two-term posynomials, or
data-deprived large posynomials, and so the program is tractable.
Our final step is finding good permutations, i.e. permutations that will make our
solution less conservative. For that sake, the following lemma will be utilized
Lemma 6.1. Considering the two optimization problems
min f(x)
s.t. Si(x) ≤ 0 i = 1, 2, ..., n
and
min f(x)
s.t. Ti(x) ≤ 0 i = 1, 2, ..., n
let x1 and x2 be their respective solutions. If Ti(x1) ≤ Si(x1) ∀i ∈ {1, 2, ..., n}, then
f(x2) ≤ f(x1)
Proof.
Ti(x1) ≤ Si(x1) ≤ 0 ∀i ∈ {1, 2, ..., n}
So x1 is a feasible solution for the second optimization problem. But since x2 is the
optimal solution of the second problem, then
f(x2) ≤ f(xfeasible) =⇒ f(x2) ≤ f(x1)
Starting from the above lemma, the algorithm below illustrates how relatively
good permutations might be chosen:
1. Randomly choose the permutations φ from the set Pˆi,j ∀(i, j) ∈ P
2. Solve the optimization problem in (27), and let x1 be the solution
3. Repeat
(a) ∀(i, j) ∈ P, select the new permutations φ ∈ Pˆi,j such that φ minimizes∑|Si,j |/2
k=1 max
ζ∈Z
{
eL
φ2k−1
i,j + eL
φ2k
i,j
} ∣∣∣∣
xi
(b) Solve the optimization problem in (27), and let xi be the solution
(c) If xi = xi−1 : break
Although the final solution might not be the globally least-conservative over all possi-
ble permutations it is guaranteed to be the locally least-conservative given the descent
algorithm based on Lemma (6.1). The Best Pairs Formulation is guaranteed to be
less-conservative than the Two-term formulation because it involves less monomial
decoupling and fewer piecewise-linear approximations.
7. Applications. In this section, uncertain design problems are transformed
into robust programs to demonstrate and compare the methods above. The first
problem (a simple aircraft model) is used mostly to clarify the concept, while the
second (a large-scale solar-aircraft design) shows the effectiveness of the tractable
robust GP-approximation methods proposed.
7.1. Simple Flight Design. Hoburg describes each of the sub-models consti-
tuting this simple wing design in [15], the resulting GP model is as follows:
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(28)
min D
s.t. CD ≥ (CDA0)
S
+ kCfSwet +
C2L
piAe
WW ≥WW2S +
WW1NultA
1.5
√
W0WS
τ
D ≥ 0.5ρSCDV 2
Re ≤ ρ
µ
V
√
S
A
Cf ≥ 0.074
Re0.2
W ≤ 0.5ρSCLV 2
W ≤ 0.5ρSCLmaxV 2min
W ≥W0 +WW
This 8-constraint problem has two design variables (A,S), seven dependent free vari-
ables (CD, CL, Cf , Re,W,WW , V ), and thirteen uncertain parameters detailed in Ta-
ble 1. Note that the uncertainties specified in the table are the principal-axis widths of
either the box or elliptical uncertainty sets and that the uncertainties in this problem
are only in the coefficients. The constraints in (28) are predominantly monomials and
two-term posynomials, with only one posynomial of more than two terms.
Uncertain
Parameter
Value Description
(CDA0) 0.0350 [m2] ±42.8% Fuselage Drag Area
k 1.170± 31.1% Form Factor
Swet 2.075± 3.61% Wetted Area Ratio
e 0.9200± 7.60% Oswald Efficiency Factor
WW2 60.00 [Pa] ±66.0% Wing Weight Coefficient 2
WW1 12.00e
−5 [ 1m ] ±60.0% Wing Weight Coefficient 1
Nult 3.300± 33.3% Ultimate Load Factor
W0 6250 [N ] ±60.0% Aircraft Weight Excluding Wing
τ 0.1200± 33.3% Airfoil Thickness to Chord Ratio
ρ 1.230 [ kgm3 ] ±10.0% Density of Air
µ 1.775e−5 [ kgms ] ±4.22% Viscosity of Air
CLmax 1.600± 25.0% Maximum Lift coefficient of Wing
Vmin 25.00 [
m
s ] ±20.0% Takeoff Speed
Table 1: Uncertain parameters in the simple wing design.
The problem is first solved for different sizes (Γ values) of box and elliptical un-
certainty sets (defined in Appendix A), where the number of piecewise-linear terms is
chosen such that the relative error between the solution of the upper tractable approx-
imation and that of the lower tractable approximation is less than 0.1%. The design
variables are then fixed for each solution so that the design can be simulated for 1000
realizations of the uncertain parameters to examine average design performance.
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Fig. 3: Performance of the optimal robust simple wing, using the Best Pairs formulation, as
a function of Γ for different uncertainty sets.
We can see from Figure 3 that probability of failure goes to zero as Γ increases.
Descriptions of how Γ determines the size of uncertainty sets are in Appendices A.1
and A.2. For a given level of risk, the average performance of designs robust to an
elliptical uncertainty set is better than for those using a box uncertainty set. In other
words, modeling the uncertainty using an elliptical uncertainty set would guarantee
a safe design and better performance when compared to using a box uncertainty set.
Moreover, using margins would in the best case be as good as using a box uncertainty
set, and therefore will lead in an inferior performance.
Table 2 and Figure 4 compare the results of robustifying and solving the simple
wing design problem with different methodologies. The number of piecewise-linear
terms per two-term posynomial needed to reach a 0.1% tolerance is much higher for
the Two Term formulation from [18] than for our formulations. Correspondingly, the
total number of constraints needed by the two-term formulation is also much larger.
Method
Uncertainty
Set
Relative
Error [%]
Number of
PWL Sections
Number of
Constraints
Two Term
Box 0.1 79 327
Elliptical 0.1 70 291
Simple
Conservative
Box 0 0 16
Elliptical 0 0 16
Linearized
Perturbations
Box 0 0 16
Elliptical 0.1 31 49
Best Pairs
Box 0 0 16
Elliptical 0.1 40 93
Deterministic N/A N/A N/A 8
Table 2: Comparing the simple wing results using different methodologies.
Our methodologies achieved an exact solution for the box uncertainty set as con-
dition C3 (Section 3) is satisfied, and therefore no piecewise-linearization is needed.
This explains the identical results of our three methodologies for the box uncertainty
set in Figures 4 and 5, constrasting with the more than 70 piecewise-linear sections
needed by the Two-term formulation to achieve a 0.1% tolerance. Condition C3 is not
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Fig. 4: Robust simple wing design results relative to the nominal design problem.
satisfied for the elliptical uncertainty set, and so here our simple method is noticeably
more conservative than those using piecewise-linear approximations.
7.2. UAV Solar Model. In previous GP modeling work, Burton presented a
GP-compatible solar-powered aircraft model [9] designed to fulfill the requirements
in Table 3. Sizing of such long-endurance aircraft is complicated because of the
multifaceted interaction between aerodynamics, structural weight, solar energy, wind
speed, and other disciplines and environmental models. For this study, Burton chose
a fixed-wing tractor configuration as a baseline for the solar aircraft architecture with
constant tapered wing and a conventional tail with a single tail boom extending from
the wing. The batteries responsible for storing the solar energy are held in the wings
while the solar cells are placed along the wings and possibly on the horizontal tail
as shown in the simple diagram in Figure 6. To evaluate the size and performance
of this aircraft, the coupled environmental, structural, and performance models are
expressed in a geometric programming form and combined to form an optimization
problem that is guaranteed to converge to the global optimum in a fraction of second,
where such a speed has not previously been achieved in conceptual sizing studies for
Solar UAV problem attempted here. More details about the different models and the
effect of each model on the overall design can be found in [9].
Burton studied the feasibility limits of the solar aircraft by introducing margins
to account for uncertainties such as in the wind speed and solar cells efficiency. We
proposea better feasibility study by using robust geometric programming. The de-
terministic model is formed of 2698 constraints including 20 design variables, 875
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Fig. 5: The performance of the simple wing design as a function of the number of
piecewise-linear terms for different methodologies.
dependent free variables, and 271 uncertain parameters. Table 4 presents a sample of
the uncertain parameters in the solar aircraft design.
Mission Requirements
Payload 10 lbs
Station
Keeping
90% winds
Endurance > 5 days
Season all seasons
Altitude > 4600 m
Latitude ±30◦
Table 3: Mission requirements. Fig. 6: A simple diagram of the solar aircraft.
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Method
Uncertainty
Set
Relative
Error [%]
Number of
PWL Sections
Number of
Constraints
Two Term
Box 2.3 50 91,599
Elliptical 2.2 50 91,599
Simple
Conservative
Box 0 0 2,896
Elliptical 0 0 2,896
Linearized
Perturbations
Box 0 0 3,895
Elliptical 0.9 31 2,899
Best Pairs
Box 0.7 4 2,939
Elliptical 0.9 32 4,433
Deterministic N/A N/A N/A 2,837
Table 5: Comparing the solar aircraft results using different methodologies.
Uncertain Parameter Value Description
ηm 0.95± 7% Motor Efficiency
hbatt 350± 15% [WhKg ] Battery Specific Energy
ηsolar 0.22± 15% Solar Cell Efficiency
Vwindref 100± 3% [ms ] Reference Wind Speed
ηprop 0.8± 10% Propeller Efficiency
Table 4: A sample of the solar aircraft uncertain parameters.
This problem was solved for an elliptical uncertainty set for various values of Γ
with a maximum number of piecewise-linear terms of 50 and a desired relative error
of 1% between the solution of the upper and lower tractable approximations. The
average performance was then calculated from 300 realizations.
Table 5 and Figure 7 show that the number of constraints needed to formulate
this approximate RGP with the Two Term formulation is extremely large even at a
relative error of 2%. By comparison, the formulations presented in this paper have
a relatively small number of constraints, primarily due to the partitioning of large
posynomials into smaller ones.
Fig. 7: Robust solar aircraft results scaled by deterministic objective value, number of
constraints, and timing.
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Fig. 8: Performance of the solar aircraft design based on the Best Pairs formulation, as a
function of Γ.
Figure 8 shows that the probability of failure in the robust design goes to zero as
Γ increases, while the deterministic design fails with a probability of 0.7.
As shown in Figure 7, the programs influenced by our formulations take much less
time to setup and solve than the Two Term formulation (with the exception of the
Linearized Perturbations solve), and all obtain better performing designs. Figure 9
additionally shows the fast convergence of the Best Pairs and Linearized Perturbations
formulations with respect to the number of piecewise-linear terms used.
It can be also seen that the Simple Conservative Formulation is significantly the
fastest, requires the least number of constraints, and leads to an acceptable perfor-
mance when compared to the Two-term Formulation.
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Fig. 9: The performance of the solar aircraft design as a function of the number of
piecewise-linear terms for elliptical uncertainty set.
8. Conclusion. In this article we have described three different methodologies
for creating approximate formulations of robust geometric programs. These method-
ologies build on each other to derive equivalent but increasingly less conservative
formulations which are tractable as GPs, SPs, or conic optimization problems. Sev-
eral aircraft design problems from the GP literature were robustified and a significant
improvement over the state of art [18] was shown, implying that robust programming
may be a promising way to model uncertainties in engineering design. We are cur-
rently extending this work to solve Robust Signomial Programming problems.
Appendix A. Robust Linear Programming.
This section reviews robust linear programming, a building block to formulate a
tractable approximate robust geometric program. Two different examples of pertur-
bation sets will be used for clarification: box and elliptical. Those sets will be used
for our discussion throughout the article due to the fact that they are frequently used.
Consider the system of linear constraints
Ax+ b ≤ 0
where
A is m× n
x is n× 1
b is m× 1
Assuming that data is uncertain and is given by equations (4) and (5), the constraints
should be satisfied for all values of ζ, and thus the robust counterparts of the ith linear
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constraint is:
sup
ζ∈Z
{∑L
l=1ζl([a
l
i]
Tx+ bli)
}
≤ −[a0i ]Tx− b0i
This is equivalent to the optimization problem:
(29) max
ζ,u
{∑L
l=1ζl([a
l
i]
Tx+ bli) : Fζ +Gu+ h ∈ K
}
≤ −[a0i ]Tx− b0i
Applying the conic duality theorem, equation (29) is equivalent to:
(30)
hTyi + [a
0
i ]
Tx+ b0i ≤ 0
GTyi = 0
(FTyi)l + [a
l
i]
Tx+ bli = 0 l = 1, 2, ..., L
yi ∈ K∗
where yi ∈ RN , and K∗ is the dual cone of K (see Appendix B) [3].
A.1. Box Uncertainty Sets. If the perturbation set Z given in equation (5)
is a box uncertainty set, i.e. ‖ζ‖∞ ≤ Γ, then
• Fζ = [ζ; 0]
• G = 0, h = [0L×1; Γ]
• K = {(z; t) ∈ RL × R : t > ‖z‖∞}
• the dual cone K∗ = {(z; t) ∈ RL × R : t > ‖z‖1}
and therefore, equation (29) is equivalent to:
(31) Γ
∑L
l=1| − bli − alix|+ a0ix+ b0i ≤ 0
If only b is uncertain, i.e. Al = 0 ∀l = 1, 2, ..., L, then equation (31) will become:
(32)
∑L
l=1a
0
ix+ b
0
i + Γ
∑L
l=1|bli| ≤ 0
which is a linear constraint.
On the other hand, if A is also uncertain, then equation (31) is equivalent to the
following set of linear constraints:
(33)
Γ
∑L
l=1w
l
i + a
0
ix+ b
0
i ≤ 0
−bli − alix ≤ wli ∀l ∈ 1, ..., L
bli + a
l
ix ≤ wli ∀l ∈ 1, ..., L
A.2. Elliptical Uncertainty Sets. If the perturbation set Z is now an elliptical
uncertainty set, i.e.
∑L
l=1
ζl
σl
≤ Γ, then
• Fζ = [σ−1ζ; 0] with σ = diag(σ1, ..., σL)
• G = 0, h = [0L×1; Γ]
• K = {(z; t) ∈ RL × R : t > ‖z‖2}
• The dual cone K∗ = K (Lorentz or second order cone)
and therefore, equation (29) is equivalent to:
(34) Γ
√∑L
l=1σ
2
l (−bli − alix)2 + a0ix+ b0i ≤ 0
22 A. SAAB, E. BURNELL, AND W. W. HOBURG
which is a second order conic constraint.
If only b is uncertain, i.e. Al = 0 ∀l = 1, 2, ..., L, then equation (34) will become:
(35) a0ix+ b
0
i + Γ
√∑L
l=1σ
2
l (b
l
i)
2 ≤ 0
which is a linear constraint (
√∑L
l=1σ
2
l (b
l
i)
2 is a constant).
Appendix B. Cones.
B.1. Euclidean Space. An Euclidean space is a finite dimensional linear space
over real numbers equipped with an inner product 〈x, y〉E .
B.2. Cones. A nonempty subset K of an Euclidean space is called a cone if for
any x ∈ K and α ≥ 0 αx ∈ K [5].
A cone is said to be convex cone if α, β ≥ 0 and x, y ∈ K, we have αx+ βy ∈ K [3].
B.3. Dual Cones. If K is a cone in an euclidean space E, then the set
K∗ = {e ∈ E : 〈e, h〉E ≥ 0 ∀h ∈ K}
is also a cone and is called the cone dual to K [3].
Appendix C. Equivalence Relations. Let R be some relation on a set S,
and let x, y ∈ S. We say x ' y if x and y are related.
A relation R on a set S is called an equivalence relation if the following is true
• the relation is reflexive, i.e. for all a ∈ S, a ' a
• the relation is symmetric, i.e. for a, b ∈ S, if a ' b, then b ' a
• the relation is transitive, i.e. for a, b, c ∈ S, if a ' b and b ' c, then a ' c
An equivalence relation naturally partitions a set into equivalence classes. Those
classes are such that if a and b belong to the same class then a ' b, and if a and b
are not related, then they belong to different classes.
Appendix D. Signomial Programming. Signomials allow us to solve a non
log-convex optimization problem as sequential geometric programs [20]. A signomial
program has the following form:
(36)
minimize f0(x)
gi(x)− hi(x) ≤ 0 i = 1, ....,m
where gi and hi are posynomials.
To clarify how a signomial program is useful in our discussion, consider equation
(20), and assume that Z is an elliptical uncertainty set. Using the knowledge from
subsection A.2, (20) is equivalent to:
(37)
∑
k∈Si,jg
k
i,je
aikx+b
0
ik + e0.5si,j ≤ etij ∀(i, j) ∈ P∑L
l=1σle
sli,j ≤ esi,j ∀(i, j) ∈ P(∑
k∈Si,jf
k,l
i,j e
aikx+b
0
ik
)2
≤ esli,j ∀l ∈ 1, ..., L ∀(i, j) ∈ P
If one of the ‘f ’s is negative, then some constraints from the third set might not be GP-
compatible, but SP-compatible. The robust geometric program will be a signomial
program.
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