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ABSTRACT 
For certain random variables Xi, X2, which can be expressed by means of the natural exten- 
sion of the Gauss transformation of a continued fraction, we prove that for all z E R and for all 
probability measures on 10, I] absolutely continuous with respect to the Lebesgue measure, the 
probabilities P(X, 5 z) converge when n + co The limit can be determined explicitly. 
0. INTRODUCTION 
Let (0,l)’ be the set of irrational numbers in the unit interval [0, 11. The con- 
tinued fraction expansion of a real number x E (0,l)’ will be denoted by x = 
[O; at (x), . . , a,(x), . . .] and pn(x)/qn(x) (or pn/qn if there is no confusion) will 
be the n-th convergent i.e. pn(x)/qn(x) = [O; al(x), . . . , a,(x)]. It is well-known 
that the continued fraction expansion is related to the Gauss transformation 
T : [0, l] --+ [0, l] defined by T(0) = 0 and T(x) = i - [i] for x E (0, 11. The map 
T preserves a unique probability measure v on [0, l] absolutely continuous with 
respect to the Lebesgue measure (the so-called Gauss measure), given by 
dv(x) = & 6. M oreover the dynamical system ([0, 11, T, v) is exact [2]. It is 
well-known that the convergents atisfy the diophantine inequality 
I ! x_!?! <-_. % B 
In order to study in more detail the approximation of x by its convergent% we 
define 
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Pn 1 1 4(x) x-- =_ 4n 9; . 
Thus from the definition, 0 < 0,(x) < 1. It was conjectured by H.W. Lenstra 
that for almost all x with respect to the Lebesgue measure m 
with the distribution function F(z) given by 
if 0 z (1) jqz) i 6 < 5 +, = 
&(-z + log(2z) + 1) if 4 5 z < 1. 
This was subsequently proved by Bosma, Jager and Wiedijk (BJW for short) 
[l]. About the same time Knuth [5], proved that for all 0 2 z 5 1 
(*) Jirnm112(& I z) = F(z). 
In fact Knuth proved the stronger result m(& 5 z) = F(z) + U(P) with r = 
(& - 1)/2. Even if in this paper we are mainly concerned in random variables 
connected with the continued fraction expansion, it is interesting to put the 
results of BJW and Knuth in the following more general context. Let Xl, X2,. . . 
be random variables defined in some probability space (0, a, P). We consider 
the assertions 
(I) For each z E R, lim,,, A ft{ 1 < j < n; Xi(x) I z} exists for almost all 
x E 0 and is a constant. We set F(z) for this limit. 
(II) For all z E R, lim, + o3 P(X, 5 z) exists. We set G(z) for the limit. 
The results of BJW and Knuth show in fact that (I) and (II) both hold for the 
particular case X,, = &. In the proof of Lenstra’s conjecture in [l] the authors 
use in an essential way the ergodic properties of the natural extension (con- 
sidered by H. Nakada [3]) of T, which is the transformation W : (0,1)/x 
[0, l] H (0,l)’ x [0, 11, defined by 
W(x, y) := 
It is known that W preserves the probability measure 
1 
dp(x, y) := - 
dx dy 
log2 (1 +Xy)2’ 
and that (W, p) is an ergodic system [3]. The proof of Lenstra’s conjecture 
shows that W plays an important role in the metric theory of continued frac- 
tions. Note that in [l] the authors also solve (I) for other random variables 
(with the same technique), in particular for 
r,(x) := 
1x-g 
Ix-El’ 
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It is interesting to note that the proof of Knuth doesn’t use any ergodic argu- 
ment. However, the ‘arithmetic properties’ of the system ((0,l)’ x [0, 11, W) are 
implicitly used. 
In Section 2 of this paper we prove a general result on the natural extension 
W (Theorem 1). As a consequence of this theorem we are able to solve (II) for a 
general class of random variables related to W (Theorem 2). This class includes 
in particular the random variables 0, and I, (we treat these cases as examples in 
Section 3). Theorem 2 shows that (*) holds when m is replaced by any prob- 
ability measure P absolutely continuous with respect to it. One can prove also 
the counterpart of all other results of Section 3 of [l] as well. In this respect our 
paper is complementary with [l]. 
1. SOME GENERAL REMARKS ABOUT (I) AND (II) 
Let X1,X2,. . . be a sequence of random variables on some probability space 
(0, B, P). We define for every n > 1 the distribution functions 
F&z, z) := ; fi{ 1 I: j I n; Xi(X) I z}; G,(z) := P(X, 5 z). 
From 
#{ 1 < j 5 n; Xi(X) 2 z} = I {X, <z}(X) + ..’ + I{X”<Z}(X)I 
where I{x, 5z) denotes the indicator function of { Xj < z}, we deduce 
J F,(x, z) dP(x) = A (P(X1 I z) + 
n 
. . . + P(X, I z)). 
If (I) holds, then it follows from the above equality that the probabilities 
P(X, 5 z) converge in the sense of Cesaro to F(z), i.e. 
F(z) = Jirnm i (P(Xl 5 z) + ... + P(X, 5 z)). 
This is already remarked in [l] for the choice X, = 0”. If in particular (I) and 
(II) both hold, then necessarily F(z) = G(z) for all z. If the X, are independent 
and identically distributed then (I) follows obviously from the strong law of 
large numbers. It is interesting to note that a stronger statement han (I) holds 
in this case since by the theorem of Glivenko-Cantelli we can choose a subset 
A c R with P(A) = 1 such that for all x E A, n-‘{ 1 5 j < n; Xi(x) 5 z} --$ 
P(Xl 5 z) when n + co and this for all z E R. Another case which is easy to 
handle is when the X, can be written as X, = h o T” where h : R -+ R is meas- 
urable and T : R ---f fl is P-ergodic. In this case (I) follows immediately from 
the individual ergodic theorem of Birkhoff and (II) holds trivially because T 
being measure preserving implies that the probability P(X, 5 z) does not de- 
pend on n. In fact (I) also holds for X, = h o Tn/c+,, where (cy,) is a convergent 
sequence of real numbers each of the same sign. This is a consequence of the 
following folklore result. The proof follows easily from the ergodic theorem. 
Proposition 1. Let (fxy,),>, be a convergent sequence of real numbers and denote _ 
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by a its limit (the cases CE = --oo and CY = 00 are allowed). Let h : 52 -+ R be a 
measurable function, and let T : 0 + fl be a measure preserving transformation. 
Assume that T is P-ergodic and that P(h = CX) = 0. Then for almost all x E Q we 
have 
(2) ,,lirnm i #{ 1 < j 5 n; h( Tjx) 5 L~I.} = P(h < CY). 
Inparticular tfa = 00 then the limit in (2) is 1 (a.e.). Zf a = -cc then the limit is 
equal to 0 (a. e. ) . 
Proof. We consider the case --oo < LY < 00. In the other cases cy = --co and 
a = 00 the proof can easily be adapted. Let e > 0 and let jo = je(e) be such, that 
forj>jewehavea-e<~j<~+e.Thus 
#{lIjIn;h(Tix)<a,}Ij~+#{l<jIn;h(T!x)~cy+e}, 
which implies by the ergodic theorem that for P-almost all x E Q 
limsup~/iilji~n;h(Tix)~ai}<P(h~n+r). 
n-too 
Similarly 
Letting E + 0 we deduce 
P(h < CY,) < linm_izf i #{ 1 5 j F n; h(T’x) 5 aj) 
which implies the result by the assumption P(h = CI) = 0. 0 
Remark 1. The assumption P(h = CE) = 0 in the proposition is necessary in 
general. Take for example a subset A of the set of positive integers which does 
not have an asymptotic density, that is lim,,, Nn(A)/n does not exist where 
Nn(A) = #{ 1 < j 5 n; j E A} (such sets exist). Now let h E 0 and define 
o,, = l/n if n E A and a, = -l/n otherwise. In this case for every x E Q, 
n-I#{ 1 5 j 5 n; h(Tjx) 2 oj} = n-‘N,(A) which doesn’t converge by hypoth- 
esis on A when n + co. Note that here P(h = 0) = 1. 
Remark 2. An examination of the proof of Proposition 1 shows that the re- 
striction P(h = CI) = 0 is not necessary if (an) is monotonic. However if (an) is 
non-decreasing we must restate (2) as 
lim i j{l 5 j 5 n; h(T’x) 5 oj} = 
P(h < cr) if a, < pi for all n, 
n+cu n P(h 5 o) otherwise. 
Corollary 1. Let (cyn), >, be a convergent sequence of real numbers with CY, > 0 
for all n or CY,, < 0. Assume that (i) or (ii) is satisfied, where 
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(i) (a,) is monotonic. 
(ii) P(h = ZCE) = 0 for all z E R. 
Then (I) and (II) holdfor the random variables X, = h o T”/a,. 
Proof. If (i) holds then (II) follows easily since T preserves P. For (I) it is a 
consequence of the Remark 2. Assume now that (ii) is satisfied. The assertion 
(I) follows in this case from the Proposition 1. For (II), reasoning for example 
in the case -cc < (I! < cc, we can choose two sequences (a,), (b,) with (a,) /, 
(b,) \ and a,, b, -+ cx when n --t 00 such that a,, < a, 5 b, for all n (the se- 
quences a,, = infk >,, ok and b, = supk Ln (Yk have these properties). Then the 
proof follows easily. tl 
Example 1. Let k 2 1 be an integer. Taking for T the Gauss transformation 
and for P the Gauss measure Y we obtain for example 
lim ‘11 l<jln; aj+l(x) +‘..+aj+k(X) <z 
1 c 
1 if z > 0 = 
n-m jr j 0 ifz<O 
for almost all x E (0,l)’ (with respect to v or to the Lebesgue measure m). Note 
that j can be replaced by any other sequence (oj) such that aj + 00. 
Example 2. Let (Y E [0, 11. Then from Proposition 1, for each positive sequence 
(/3,) such that ,& + 0, one has for almost all x E [0, l] that 
lim I#{~~jln;ITix-~I>jjj}=l. 
n++oo n 
This example is interesting since for almost all x the sequence (Tjx) is dense in 
[O, 11. 
2. SOME METRIC PROPERTIES OF W 
In the following we denote by m2 the Lebesgue measure on R2. Recall that p 
is the invariant measure for W. The following proposition is a well-known 
consequence of the fact that W is strongly mixing, see e.g. [2], p. 50. 
Proposition 2. Let u2 be a probability measure on (0,l)’ x [0, l] which is abso- 
lutely continuous with respect to m2. Then one has for all Bore1 subsets A of 
(0,l)’ x [0, l] that 
Jirn&yz( W-“(A)) = p(A). 
Proof. Write 
v2( W-“(A)) = J-J IA o W”dy = JJ- IA o W”ghdp 
where IA denotes the indicator function of A, h(x, y) = log2( 1 + XY)~ and g is 
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the density of vz with respect to m2. Since W is strongly mixing (and even a 
Bernoulli shift see e.g. [4], p. 144) it follows that 
V2(W-n(A))~SSIAdC1.SSghdC1=~(A) (n-,03), 
which proves the proposition. 0 
We now state the main result of this paper. 
Theorem 1. Let P be a probability measure on (0, l] which is absolutely con- 
tinuous with respect o m. Let A be a Bore1 subset of (0,l)’ x [O, 11 with mt(dA) = 0 
(where dA denotes as usual the boundary of A). Then 
/&I’( W”(., t) E A) = p(A) 
uniformly for t E [0, 11. 
Proof. For every y E [0, l] and every Bore1 subset A we define 
h,(y, A) = P(W”(., Y) E 4. 
From Fubini’s theorem it follows that 
(3) i h,(y,A)dm(y) = Q(W-~A), 
0 
where here y denotes the product measure P x m. Thus from Proposition 2 
The iterates of W are given by 
?V(X, y) = (T”x; [O;a,(x), . . . ,a2(x),al(x) + ~1). 
From the well-known formula 
(**> [O;b,,... ,b.+tl=Fr::; (o<t<l), 
” 
where the pi’s and 4;‘s satisfy the recursion relations 
p-1 =: 1; PO =: 0; pi = hip;-1 +pi-2 1 5 i < n, 
q-1 =:O; qo=: 1; qi=biqi_1+qf_z I <i<n, 
and pn _ 1 qn - pn qn _ 1 = (-l)“, we deduce the inequality 
l[O;b,, . . . 
IY - tl 
,b,+Yl- [O;bl,...,b,+t]l Q- n> 1, 
Hence if d denotes the euclidean distance on (0,l)’ x [0, 11, we deduce the fol- 
lowing inequality for all x E (0,l)’ and all y, t E (0, 11: 
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(4) d(W”(x, Y); Wn(X, t)> I & n> 1. 
Let E > 0. We denote by A: the union of the open balls B((x, y), E) for all 
(x, y) E A and by A, the set of (x, y) such that B((x, y), 6) c A. According to 
(4) we have for n > no(E) that 
{x; Wn(x, y) E A;} c {x; W’(x, t) E A} 
c ix; W% y) E A:], y, t E [O, 11, 
and trivially for every n that 
lx; W”(X,Y) E A;} c {x; W”(X,Y) E A] 
c ix; W”(X,Y) E A:] Y E [O, 11. 
From this we see that 
-h,(y,AEt -A,) I h,(_v,A) - h,(t,A) I MY,@ -A,). 
When we integrate these inequalities with respect to y we get, in view of (3), for 
n 2 no(E) the inequalities 
-ZQ( W-“(A,+ - A;)) 5 v;?( W-“A) - h,(t, A) 5 y( W-“(A,+ - A,)). 
Thus 
sup ]z+(W-“A) - h,(t, A)] < y(W-“(Ar’ - A,)). 
f E IO, 11 
Letting n -+ 00 and applying Proposition 2 yields 
limsup sup ]vz(W-“A) - h,(t,A)( II.~(@ -A,). 
n-m tE[O,l] 
Letting E -+ 0 the theorem follows from the fact that mz(dA) = 0. 0 
From Theorem 1 the following result follows. 
Theorem 2. Let hl, . . . , h, be measurable maps defined on (0,l)’ x [0, l] and 
choose t E [0, 11. For n > 1 and 1 5 i < p let Xi(x) = hi(W”(x, t)). Zf for all 
choice of 21, . . . , zP E R the boundary of nf= 1 h;’ (--DC), zi] is of Lebesgue meas- 
ure 0, then for any probability measure P absolutely continuous with respect o m 
we have that 
lim P(X,’ 5 z,,..., X,” 5 zp) = G(zl,..., zP) 
n+m 
with G(zl, . . . ,Zp) = &-j;=)=, h;‘(- 00, zi]). In particular (II) holds for a sequence 
(X,,) of random variables which are of theform &(x) = h( W”(X, t)) such that the 
boundary of h -’ (-00, z] is of Lebesgue measure 0 for all z E R. 
3. APPLICATIONS 
As said in the introduction we show by way of example that (II) holds for the 
random variables 8, and r,. From (**) and the fact that x = [O; al,. . . , an + T”x] 
one easily sees that 
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Pn (- 1)“T”x 
x - G = qn(qn- I T”x + qn) . 
Since O,(x) = q,’ Ix - g 1 we deduce the formula 
&(x) = T”x 
yT”x+l 
which yields &(x) = h(W”(x,O)) with h(x, y) = x/(yx+ 1). From T”x = 
[O;a,+l,. . .] and the standard formula qn_ 1/q,, = [O; a,, . . . , al] we note that 
e,,(x) involves the whole continued fraction expansion of x. Thus in particular 
B,, cannot be expressed as f o T” for some function f. The same thing occurs for 
the random variables r, (see the formula m(x) = y T”x below). Now from _ 
Theorem 2, for all z E R 
(5) /im/(&, < z) = G(z), 
and a computation (see [l]) gives for G(z) = F(z) the expression from (1). As 
remarked in the introduction, this was proved by Knuth [5], by an ad hoc 
method without using any ergodic argument. Knuth’s method also yields a re- 
mainder term in (5), viz. 
~(0, I z) = G(z) + O(;(&- l))“, n + co, 
which is lacking here. On the other hand, our more general approach shows 
that (5) also holds with m replaced by any probability measure P absolutely 
continuous with respect o m. Now we consider r,. Here we start with the basic 
formula 
qnx-pn=(-1)“fi Tix, n>O,x~(O,l)’ 
i=O 
from which we see that m(x) = v T”x E (0,l)‘. Therefore, m(x) = h( Wn(x, 0)) 
with h(x, y) = xy. Thus, from Theorem 2 for any probability measure P 
absolutely continuous with respect o m, 
J&P(r, 5 z) = G(z) 
for all z E R and a computation of G(z) in this case (see [l]) yields 
G(z) = & log(l+z)-+ogz, o<z11. 
> 
Note that an application of Theorem 2 yields the limiting distribution of the 
sequence (&, &+ I)~, i.e. 
lim P(& < 21, &+ I 5 ~2) = WI, a). n+m 
Since H. Jager solved the analogue of problem (I) for the sequence (&, .9, + I), 
see [6], it follows that G is the distributfon function with density h which is for 
Olx,yl lgivenby 
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if x+y< 1, 
otherwise. 
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