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Abstract
We prove a version of the Jenkins-Serrin theorem for the existence
of CMC graphs over bounded domains with infinite boundary data in
Sol3. Moreover, we construct examples of admissible domains where the
results may be applied.
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1 Introduction
In 1966, Jenkins and Serrin [9] studied the problem of finding necessary and
sufficient conditions in a bounded domain in R2 in order to solve the Dirich-
let problem for the minimal surface equation with certain infinite boundary
data. More precisely, they considered domains Ω ⊂ R2 bounded by arcs
A1, A2, · · · , Aj, B1, B2, · · · , Bk of curvature zero and arcs C1, C2, ..., Cm of non
negative curvature (normal pointing inwards), and wanted to find a function
u : Ω→ R that satisfies the minimal surface equation and assumes +∞ on the
arcs Ai’s, −∞ on Bi’s and a bounded prescribed data on the arcs Ci’s. They
gave necessary and sufficient conditions for the existence of a solution on Ω in
terms of the length of the boundary arcs of Ω and of inscribed polygons.
Later, Spruck [18] considered the same problem for mean curvature H > 0.
In this case it is natural to expect that the arcs Ai and Bi be of curvature
2H and −2H, respectively, since a solution would be asymptotic to a vertical
cylinder of mean curvature H. The existence result for infinite boundary data
could be thought to be proved by taking a limit of n → ∞ in a sequence of
∗The author was partially supported by CNPq-Projeto Universal 482113/2013-8 and
thanks Princeton University for the hospitality during part of the time the research and
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2solutions that take the boundary data n on Ai and −n on Bi. Nevertheless,
the existence of bounded solutions is only guaranteed for convex domains. An
important idea introduced in [18] was to consider reflected arcs of the family
{Bi} in order to get a convex domain.
After those results many people have worked on these problems in other am-
bient spaces, specially in other homogeneous spaces. For instance, in H2 × R
the minimal case (H = 0) was considered by Nelli and Rosenberg [12] (for
bounded domains) and by Collin and Rosenberg [1] (for unbounded domains);
and the mean curvature H > 0 case was treated by Hauswirth, Rosenberg
and Spruck [8] (for bounded domains) and Folha and Melo [4] (for unbounded
domains). For other Jenkins-Serrin type results see, for instance, [5, 6, 7, 11,
14, 19].
Each of the ambient spaces where the problem has already been treated
admits an unitary Killing vector field that gives a vertical direction to define
graphs. This is no longer true in Sol3. Recently, Nguyen [13] considered the
minimal case for both bounded and unbounded domains in Sol3 and presented
a warped product model of the space where vertical graphs can be considered.
Recall that Sol3 can be viewed as R3 endowed with the Riemannian metric
ds2 = e2x3dx21 + e
−2x3dx22 + dx
2
3. (1.1)
As described in [10], Sol3 admits exactly two foliations by totally geodesic
submanifolds, the two being similar. In both foliations, each leaf is isometric
to the hyperbolic plane H2. The approach in [13] was to consider one of these
foliations by applying the change of coordinates
x := x2, y := e
x3 , t := x1,
that turned Sol3 into the model of a warped product, in fact, Sol3 = H2×y R =
{(x, y, t) ∈ R3 : y ≥ 0}, where the half-plane model is used for H2 and the
Riemannian metric is given by
ds2 =
dx2 + dy2
y2
+ y2dt2. (1.2)
Seeing Sol3 as a warped product gives us a natural way to define functions in
H2 and consider their graphs in Sol3.
There are two interesting properties about this model for Sol3: the vertical
lines are not geodesics and the mean curvature vector of a vertical plane gen-
erated by a curve γ is related to its Euclidean geodesic curvature. In fact, if
γ is a curve in H2, then the mean curvature vector ~Hγ×R of the vertical plane
γ × R in Sol3 is
~Hγ×R =
1
2
y2~κeuc,
where ~κeuc denotes the Euclidean geodesic curvature vector of the curve. Hence
the conditions on the boundary of a given domain can be formulated in terms
of the Euclidean geodesic curvature of the arcs of the boundary.
3Recall that Sol3 is the Thurston geometry of smallest isometry group which
has dimension three and has no positive isometry with fixed points. A con-
sequence of the lack of isometries is that the reflected arcs idea from [18]
described above does not make sense in Sol3 and therefore a definition of ad-
missible domain for the case H > 0 will be more delicate. In this paper we
will work on this problem.
We briefly describe our main results. First, let us give an idea of what is
an admissible domain in our context (Definition 3) and set some notation. A
bounded domain is said to be admissible if it is bounded by C2 open arcs {Ai},
{Bi} and {Ci} and their endpoints, with Euclidean curvature κeuc(Ai) = 2H/y,
κeuc(Bi) = −2H/y and κeuc(Ci) ≥ 2H/y, respectively, and if the family {Bi} is
non empty, a special domain Ω∗ must be well defined. We require Ω and Ω∗ to
be simply connected and admit a bounded subsolution to the mean curvature
P.D.E.. Besides, a polygon P ⊂ Ω is said to be an admissible polygon if it
is a curvilinear polygon whose sides are curves of Euclidean curvature ±2H/y
and vertices are chosen from among the endpoints of arcs of the families {Ai}
and {Bi}. For an admissible polygon P , we denote by α and β the total
Euclidean lengths of the arcs in the boundary ∂P that belong to {Ai} and
{Bi}, respectively, and by ` the Euclidean perimeter of P . We consider the
quantity
I(P) :=
∫
P
1
y
da,
where da is the Euclidean area element.
Our main results about existence of solutions to the Dirichlet Problem for
CMC surfaces with infinite boundary data as described before are the following.
Theorem 1. Let Ω be an admissible domain such that the family {Bi} is
empty. Assume that the assigned boundary data on the arcs {Ci} is bounded
below. Then the Dirichlet Problem has a solution in Ω if and only if
2α < `+ 2HI(P) (1.3)
for all admissible polygons P .
If the family {Ai} is empty, an analogous result holds.
Theorem 2. Let Ω be an admissible domain such that the family {Ai} is
empty. Assume that the assigned boundary data on the arcs {Ci} is bounded
above. Then the Dirichlet Problem has a solution in Ω if and only if
2β < `− 2HI(P), (1.4)
for all admissible polygons P .
The next result combines the two above for the case of the family {Ci}
being empty.
4Theorem 3. Let Ω be an admissible domain such that the family {Ci} is
empty. Then the Dirichlet Problem has a solution in Ω if and only if
α = β + 2HI(Ω), (1.5)
and for all admissible polygons properly contained in Ω
2α < `+ 2HI(P) and 2β < `− 2HI(P). (1.6)
After studying these results some natural questions arise: Are there do-
mains for which they apply? What can be said about them? In Section 11 we
construct admissible domains where Theorems 1 and 2 apply and in Section
13 we exhibit a method to find domains with no {Ci}-type arcs that admit a
solution to the Dirichlet Problem.
One of the main difficulties in this problem was to find the right conditions
on the boundary of the domains to be considered and understand the properties
of horizontal curves whose product by the vertical line has constant mean
curvature.
We remark that the arguments presented here also can be adapted for
proving existence of solutions of the Dirichlet problem with infinite boundary
data in other warped products.
2 Preliminaries
In this section we will describe the model that we use for Sol3 and will state
some results. For more details and proofs see, for instance, Section 2 in [13].
The homogeneous Riemannian 3−manifold Sol3 is a Lie group which can
be viewed as R3 with the metric (1.1).
A change of coordinates allows us to treat Sol3 as a warped product, context
in which much is known about constant mean curvature surfaces that are
graphs. The diffeomorphism ϕ : Sol3 → H2×fR given by
ϕ(x1, x2, x3) = (x2, e
x3 , x1) = (x, y, t)
is an isometry if H2 is considered with the half-plane model H2 = {(x, y) ∈
R2 | y > 0} with metric dx
2 + dy2
y2
and f(x, y) = y, so that the warped metric
is
ds2 =
dx2 + dy2
y2
+ y2dt2. (2.1)
Notice that ‖∂t‖ = y and vertical translations are isometries. In particular,
∂t is a Killing vector field that is not unitary and vertical lines are not geodesics.
In this model, Euclidean properties of curves γ in the half-plane are trans-
mitted to the hypersurface γ × R. For example:
5Proposition 1. Let γ be a curve in H2 . Then the mean curvature vector of
γ × R in Sol3 is
~Hγ×R =
1
2
y2~κeuc,
where ~κeuc is the Euclidean curvature vector of γ.
Let Ω be a domain in H2 and denote by Gu the graph of a function u over
Ω. The upward unit normal vector to Gu is given by
N =
−y∇u+ 1
y
∂t√
1 + y2‖∇u‖2 , (2.2)
where ∇ is the hyperbolic gradient operator and ‖.‖ is the hyperbolic norm.
The graph Gu of u has constant mean curvature H with respect to the
normal pointing up if u satisfies the equation
div
(
y2∇u
W
)
= 2yH, (2.3)
where W =
√
1 + y2‖∇u‖2, and div denotes the hyperbolic divergence opera-
tor. If u satisfies (2.3), u is called a solution in Ω.
Definition 1. Let Ω be a domain in H2 and h be a C2−function over Ω.
1. The function h is a subsolution in Ω of (2.3) if
div
(
y2∇h
W
)
≥ 2yH.
2. The function h is a supersolution in Ω of (2.3) if
div
(
y2∇h
W
)
≤ 2yH.
Hence the classical (bounded) Dirichlet problem in a domain Ω for the
constant mean curvature equation is given by div
(
y2∇u
W
)
= 2yH in Ω,
u = ϕ on ∂Ω.
(2.4)
Remark 1. Throughout this paper we consider a bounded domain Ω ⊂ H2
that is away from the asymptotic boundary of H2, i.e., Ω is contained in some
halfspace {(x, y) ∈ H2; 0 < y0 ≤ y}. Hence, if we need to use curves that
satisfy the condition κeuc ≥ 2H/y, we can take the ones that satisfy the clearer
condition κeuc ≥ 2H/y0, and if we need curves with κeuc ≤ −2H/y, we can
take the ones that satisfy κeuc ≤ −2H/y0.
63 Maximum principle and interior gradient es-
timate
We start this section by stating a general maximum principle for sub and
super solutions of the mean curvature equation for boundary data with a finite
number of discontinuities (whose proof is analogous to the proof of Theorem
2.2 in [8]).
Lemma 1 (General Maximum Principle). Let u1 be a subsolution and u2 be a
supersolution of (2.3) in a bounded domain Ω ⊂ H2 . Suppose that lim inf (u2−
u1) ≥ 0 for any approach to ∂Ω with the possible exception of a finite number
of points of ∂Ω. Then u2 ≥ u1 in Ω with strict inequality unless u2 ≡ u1.
The next result gives an upper bound to the norm of the gradient of a
solution u to (2.3) at a point p depending on its value u(p) and on the distance
from p to the boundary of the domain. It has two important consequences for
this work: The Harnack inequality (Theorem 5) and the Compactness Theorem
(Theorem 7). It can be found in [3], Theorem 1. Although the statement there
is weaker, their proof yields the next result as stated.
Theorem 4 (Interior gradient estimate, [3]). Let u be a non negative solution
to (2.3) on BR(p) ⊂ H2 . There is a constant C = C(p,R) such that
‖∇u(p)‖ ≤ f
(
u(p)
R
)
for f(t) = eC(t
2+1).
As a consequence of the interior gradient estimate, we have the Harnack
inequality. The proof follows the same steps as in R3, which was presented by
Serrin in [17], Theorem 5.
Theorem 5 (The Harnack Inequality). Let u be a non negative solution to
(2.3) in BR(p). Then there is a function Φ(t, r) such that
u(q) ≤ Φ(m, r) and Φ(t, 0) = t,
where m = u(p) and r is the distance from q to p.
For each t fixed, Φ(t, r) is a continuous strictly increasing function defined
on an interval [0, ρ(t)), for ρ a continuous strictly decreasing function tending
to zero as t tends to infinity and limr→ρ(t) Φ(t, r) = +∞.
4 Existence results
The main theorem of this section is about the existence of solutions of (2.4) in
bounded piecewise C1 domains for bounded boundary data that are continuous
7except in a finite subset of the boundary. This result is essential in the proof
of our main results.
Given a piecewise C1 domain Ω, the outer curvature κˆ(P ) of a point P ∈ ∂Ω
is defined as the supremum of the curvatures of C2 curves through P that do
not intercept Ω with normal vectors pointing to Ω. If there is not such a curve,
κˆ(P ) is −∞.
Theorem 6 (Existence Theorem). Let Ω ⊂ H2 be a piecewise C1 domain.
Suppose that the outer Euclidean curvature of ∂Ω satisfies κˆeuc(x, y) ≥ 2H/y
with possible exception in a finite set E. If the equation (2.3) admits a bounded
subsolution in Ω, then the Dirichlet problem (2.4) for constant mean curvature
H is solvable for any bounded ϕ ∈ C0(∂D\E). Besides, from Lemma 1, the
solution is unique.
In order to prove it, we need some preliminary results. The first is the
Compactness Theorem, which follows from the gradient estimate for solutions
(Theorem 4) and the Schauder theory for PDEs and Arzela´-Ascoli Theorem.
Theorem 7 (Compactness Theorem). Let (un) be a sequence of solutions of
(2.3) uniformly bounded in a bounded domain Ω. Then, up to a subsequence,
{un} converges to a solution u on compact subsets of Ω.
The other preliminary result is an application of Theorem 2 of [2] to Sol3,
which implies existence of constant mean curvature graphs taking C2,α bound-
ary data in C2,α domains.
Theorem 8 ([2]). Let Ω ⊂ H2 be a domain with boundary γ of class C2,α
contained in an Euclidean disk BR(x0, y0 +R) of radius R centered at (x0, y0 +
R), where (x0, y0) ∈ H2. If the Euclidean curvature of γ satisfies κeuc(x, y) ≥
2H/y and
either H ≤
√
2 or R ≤ y0
2
(H +√2
H −√2
)1/√2
− 1
 , (4.1)
then for any ϕ ∈ C2,α(γ), there is a unique solution u ∈ C2,α(Ω) of (2.3).
To see that the above result is a consequence of Theorem 2 of [2], notice that
in Sol3, RicSol3 ≥ −2, the mean curvature of the cylinder γ ×R is yκeuc/2 (see
Proposition 1) and that Ω is contained in an Euclidean disk BR(x0, y0 +R) if
and only if it is contained in the hyperbolic disk of center (x0,
√
y20 + 2Ry0) and
radius ln(1+2R/y0)/2. Therefore, Theorem 2 of [2] applies if ln(1+2R/y0)/2 ≤
coth−1(H/
√
2)/
√
2, which is equivalent to (4.1).
In [3] an interior gradient estimate that implies Theorem 8 for only con-
tinuous boundary data is obtained. The proof of how the interior gradient
estimate implies the generalization to C0 boundary data is made in Section 3
of [3]: The idea is to take sequences of smooth boundary data that approximate
8the continuous data ϕ from above and from below and use the interior gradient
estimates to guarantee the convergence in compact subsets of the domain of
sequence of solutions.
Proof of Theorem 6. We apply the Perron method as in [17] to obtain a solu-
tion. Since (2.3) admits a bounded subsolution in Ω, by translating it down-
wards if necessary, the set
Sϕ = {v ∈ C2(Ω) ∩ C0(Ω) | v is a subsolution to (2.3) in Ω and v ≤ ϕ on ∂Ω}
is non empty. If M = supϕ, then the constant function v = M is above any
function in Sϕ. Let m = infΩ v0, for some v0 ∈ Sϕ. Using the Compactness
Theorem, the Perron method implies that u = supv∈Sϕ v is a solution to (2.3)
in Ω with m ≤ u ≤M.
It remains to show that u extends continuously to ∂Ω\E. This is a conse-
quence of the existence of local barriers given by Theorem 8. More precisely,
for any q ∈ ∂Ω\E and for any ε > 0 sufficiently small, consider Uε the subset of
Ω obtained by smoothing the boundary of Ω ∩Bε(q), for Bε(q) the Euclidean
ball centered at q. We define w+ and w− the solutions to (2.3) in Uε with
boundary data
w+ = ϕ+ on ∂Uε and w
− = ϕ− on ∂Uε,
for ϕ+, ϕ− ∈ C0(∂Uε), such that ϕ+(q) = ϕ−(q) = ϕ(q), ϕ− ≤ ϕ ≤ ϕ+ on
∂Uε ∩ ∂Ω, ϕ+ = M on ∂Uε ∩Ω and ϕ− = m on ∂Uε ∩Ω. Then w− and w+ are
lower and upper barriers, w− ≤ u ≤ w+ in Uε, which implies the continuity of
u up to the boundary.
A particular case where a subsolution exists occurs when the domain Ω is
contained in a disk as in Theorem 8. We remark that for any H ≥ 0, if a
domain is taken sufficiently small, the Dirichlet problem is solvable, as we can
see as a consequence of the next corollary.
Corollary 9. Let Ω ⊂ H2 be a piecewise C1 domain. Suppose that Ω is con-
tained in an Euclidean disk of radius R centered at (x0, y0+R), where (x0, y0) ∈
H2, and that the outer Euclidean curvature of ∂Ω satisfies κˆeuc(x, y) ≥ 2H/y
with possible exception in a finite set E. If (4.1) holds, then the Dirichlet prob-
lem for constant mean curvature H is solvable for any bounded ϕ ∈ C0(∂Ω\E).
Proof. Notice that given a bounded function ϕ ∈ C0(∂Ω\E), we can find a
solution to (2.3) defined on Ω that is below ϕ on ∂Ω. For that, take a larger
C2,α domain Ω˜ containing Ω, such that Ω˜ is contained in the disk of radius R
and, by Theorem 8 applied to the Dirichlet problem on Ω˜ with boundary data
u = inf ϕ, there is a solution w, which is (or can be translated downwards to
be) below ϕ on ∂Ω. Hence, by Theorem 6, the Dirichlet problem has a solution
in Ω.
95 Some local barriers
Lemma 2. Let Ω be a domain and γ be a C2 arc of ∂Ω.
(i) If κeuc(x, y) < 2H/y, then any point in the interior of γ admits a neigh-
borhood U ⊂ Ω in which there is a supersolution u+ of (2.3) with exterior
normal derivative ∂u
+
∂η
= +∞ along γ.
(ii) If γ has κeuc(x, y) < −2H/y. Then any point in the interior of γ admits
a neighborhood U ⊂ Ω in which there is a subsolution u− of (2.3) with
exterior normal derivative ∂u
−
∂η
= −∞ along γ.
Proof. Let us prove the first item. Consider w a function of the hyperbolic
distance r to γ. By definition, the function w is a supersolution to (2.3) with
normal derivative ∂w
∂η
= +∞ along γ if and only if
div
(
y2∇w
W
)
=
1
W 3
[
(2yw′ + y3w′3)〈∇y,∇r〉+ y2w′′]+ y2w′∆r
W
≤ 2yH,
(5.1)
where W =
√
1 + y2w′2 and the gradient and the Laplacian are taken in the
hyperbolic metric and also limr→0w′(r) = −∞.
Since we only have assumptions on the Euclidean curvature of the bound-
ary, let us relate the hyperbolic Laplacian with the Euclidean one. Denoting
by γr the curve in Ω parallel to γ with hyperbolic distance r apart from γ, we
have for r > 0 that
−∆r = κ(γr) = yκeuc(γr) + 1
y
〈∇y,∇r〉. (5.2)
We define
W˜ =
W
−yw′ =
√
1 + (y2w′2)−1
and we can rewrite (5.1) with the Euclidean curvature
1
W˜ 3
[
− w
′′
yw′3
]
+
y2κeuc(γr)
W˜
− 〈∇y,∇r〉
y2w′2W˜ 3
≤ 2yH. (5.3)
Take w(r) = −ra, for a ∈ (0, 1/2). Hence when r → 0, we get
w′(r)→ −∞, W˜ 3 → 1, 〈∇y,∇r〉
y2w′2W˜ 3
→ 0 and w
′′
w′3
→ 0 (since a ∈ (0, 1/2)).
Then given ε > 0, the first and third terms of (5.3) can be assumed to have
absolute value less than ε/3, if r is sufficiently small. Moreover, for sufficiently
small r and restricting to a neigboorhood U where y does not vary much, from
relation (5.2), the Euclidean curvature of the parallel curves γr also remains
bounded close to 2H/y, implying (5.3) in U and then u+ = w is a supersolution
in U.
To prove the second item, take u− = −w so u− is a subsolution in a
neighborhood U.
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The following lemma is a variant of the maximum principle for sub- or
supersolution with infinite boundary derivative. This result together with the
barriers constructed in Lemma 2 allows us to obtain a bound for solutions in
neighborhoods of the boundary (Lemma 4).
Lemma 3. Let Ω be a domain bounded by the union of two closed arcs γ1 and
γ2, where γ2 is of class C
1. Let u ∈ C2(Ω) ∩ C1(γ2) and v ∈ C2(Ω) ∩ C0(Ω)
be respectively a solution and a subsolution of (2.3) in Ω and assume that
∂v
∂η
= −∞ along γ2. If lim inf(u − v) ≥ 0 for any approach to a point of γ1,
then v ≤ u in Ω.
The proof follows from the General Maximum Principle (Lemma 1) exactly
as stated in [18].
Lemma 4. Let u be a solution of (2.3) in a domain Ω, γ ⊂ ∂Ω be a C2 arc,
and suppose that m ≤ u ≤ M on γ for some constants m,M. Then there
exists a constant c = c(Ω) (only depending on Ω) such that for any compact
C2 subarc γ′ ⊂ γ,
(i) if κeuc(γ
′) ≥ 2H/y with strict inequality except for isolated points, then
there is a neighborhood U of γ′ in Ω such that u ≥ m− c in U ;
(ii) if κeuc(γ
′) > −2H/y, then there is a neighborhood U of γ′ in Ω such that
u ≤M + c in U.
Proof. If κeuc(γ
′) ≥ 2H/y with strict inequality except for isolated points,
then, assuming that γ′ is small enough, there is a curve δ with κeuc(δ) > 2H/y
such that γ′ ∪ δ bounds a domain U. Reverting the orientation of δ so that it
encloses U, it has κeuc(δ) < −2H/y.
By approximating δ to γ′ if necessary, we can assume that U is contained
in the neighborhood of δ given by Lemma 2, where u− is defined. Applying
Lemma 3 for the subsolution v = u− +m− supU u−, we conclude that
u ≥ m− (sup
U
u− − inf
U
u−)
in U, proving the first part of the lemma for c = sup
U
u− − inf
U
u−.
We remark that the assumption on the size of γ′ is not important since we
can divide it into small pieces and obtain U as the union of a finite number of
neighborhoods.
An analogous argument with the supersolution u+ (by taking v = u+ +
M − infU u+) implies the second assertion of the lemma.
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6 Flux formula
In this section we will describe some flux formulas that we will need in order
to establish our existence theory for solutions with infinite boundary values.
The definition of the flux of a function presented here is very similar to the
ones presented in previous results in other ambient spaces. The only essential
difference is that we deal with Killing graphs whose Killing vector field is not
unitary (|∂t| = y), hence the norm of this vector field naturally appears in the
definition of the flux.
Let u ∈ C2(Ω) ∩ C1(Ω¯) be a solution of (2.3) in a domain Ω ⊂ H2 . Then
integrating (2.3) over Ω gives∫
Ω
2yHdσ =
∫
∂Ω
〈yXu, ν〉ds, (6.1)
where dσ is the area element in H2, Xu = y∇u√
1+y2|∇u|2 and ν is the outer normal
to ∂Ω. The right-hand integral is called the flux of u across ∂Ω. Motivated by
this equality, we define the flux of u across any subarc of ∂Ω as follows.
Definition 2. Let γ be a subarc of ∂Ω. Take η a simple smooth curve in Ω
so that γ ∪ η bounds a simply connected domain ∆η. We define the flux of u
across γ to be
Fu(γ) = 2H
∫
∆η
ydσ −
∫
η
〈yXu, ν〉ds. (6.2)
Observe that the first integral does not depend on u, it only depends on
the domain. Moreover, the definition does not depend on the choice of η. In
fact, let η˜ be another choice of curve and consider the 2-chain C with oriented
boundary η − η˜. Using (2.3) and the divergence theorem on C we get
2H
∫
∆η˜
ydσ − 2H
∫
∆η
ydσ =
∫
η˜
〈yXu, ν〉ds−
∫
η
〈yXu, ν〉ds.
Therefore, the definition is well posed. Notice that if u ∈ C1(Ω∪γ), then we can
choose η to be γ with the inverse orientation, and then Fu(γ) =
∫
γ
〈yXu, ν〉ds.
Notice that the definition of flux makes sense for any curve γ contained in
Ω. In fact, if γ ⊂ Ω we can consider a subdomain U ⊂ Ω such that γ ⊂ ∂U
and use the definition above.
The proof of the next three lemmas follows the same steps as the proof of
Proposition 4.6 in [13].
Lemma 5. Let u be a solution of (2.3) in a domain Ω. Then
1.
∫
Ω
2yHdσ =
∫
∂Ω
〈yXu, ν〉ds;
2. For every curve γ in Ω with `euc(γ) <∞, we have |Fu(γ)| < `euc(γ);
3. For every curve γ in Ω with `euc(γ) <∞, we have |Fu(γ)| ≤ `euc(γ).
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Lemma 6. Let u be a solution of (2.3) in a domain Ω and γ ⊂ ∂Ω be a
piecewise C2 arc satisfying κeuc(γ) ≥ 2H/y and so that u is continuous on γ.
Then ∣∣∣∣∫
γ
〈yXu, ν〉ds
∣∣∣∣ < `euc(γ). (6.3)
Lemma 7. Let u be a solution of (2.3) in a domain Ω and γ ⊂ ∂Ω be a
piecewise C2 arc.
1. If u tends to +∞ on γ, then κeuc(γ) = 2H/y and∫
γ
〈yXu, ν〉ds = `euc(γ).
2. If u tends to −∞ on γ, then κeuc(γ) = −2H/y and∫
γ
〈yXu, ν〉ds = −`euc(γ).
The following lemma is a simple extension of Lemma 7.
Lemma 8. Let Ω be a domain and γ ⊂ ∂Ω be a compact piecewise C2 arc. Let
{un} be a sequence of solutions of (2.3) in Ω such that each un is continuous
on γ.
1. If the sequence diverges to +∞ uniformly on compact subsets of γ while
remaining uniformly bounded on compact subsets of Ω, then
lim
n→+∞
∫
γ
〈yXun , ν〉ds = `euc(γ).
2. If the sequence diverges to −∞ uniformly on compact subsets of γ while
remaining uniformly bounded on compact subsets of Ω, then
lim
n→+∞
∫
γ
〈yXun , ν〉ds = −`euc(γ).
We have one more useful property of the flux given by the next lemma.
Lemma 9. Let Ω be a domain and γ ⊂ ∂Ω be a compact piecewise C2 arc with
κeuc(γ) = 2H/y. Let {un} be a sequence of solutions of (2.3) in Ω such that
each un is continuous on γ. Then if the sequence diverges to −∞ uniformly on
compact sets of Ω and remains uniformly bounded on compact subsets of γ, we
get
lim
n→+∞
∫
γ
〈yXun , ν〉ds = `euc(γ).
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Proof. The idea to prove this result is basically the same idea as the proof of
Lemma 7.
Denote by Gun the graph of un. Since each Gun is a stable constant mean
curvature surface, there exists δ > 0 (depending only on Ω) such that, if pk
is sufficiently far from the boundary (a condition that depends only on δ), a
neighborhood of each point (pk, un(pk)) in Gun is a graph of bounded geometry
over a disk of radius δ centered at the origin of the tangent plane TpkGun .
Now let p ∈ γ and consider a sequence of points pk ∈ Ω that converges to
p. Since un(pk) → −∞, then, for each k, there exists nk large such that for
n ≥ nk, a neighborhood of (pk, un(pk)) is a graph of bounded geometry. Now
consider the sequence of graphs, denoted by Gpk(δ), at each point (pk, unk(pk))
that have bounded geometry. If we denote by Npk the unit normal vector
to Gpk(δ) at pk, we can prove exactly as in Lemma 7 that Npk converges to
a horizontal vector. Since unk → −∞ on pk and {unk(p)} is bounded, we
know that 〈∇unk , ν〉 ≥ 0 and then 〈Nunk , ν〉 ≤ 0. Hence we conclude that
Nunk (p) = −ν. Since p is arbitrary, we get
lim
n→+∞
∫
γ
〈yXun , ν〉ds = lim
n→+∞
∫
γ
y〈−Nun , ν〉ds =
∫
γ
yds = `euc(γ).
7 Monotone convergence theorem and the di-
vergence set
As in the Euclidean case, we have the following consequence of Lemma 7 and
the Local Harnack Inequality (Theorem 5).
Theorem 10. Let {un} be a monotone increasing or decreasing sequence of
solutions of (2.3) on a domain Ω ⊂ H2 . If the sequence is bounded at some point
of Ω, then there exists a nonempty open set U ⊂ Ω such that the sequence {un}
converges to a solution of (2.3) in U. The convergence is uniform on compact
subsets of U and the divergence is uniform on compact subsets of V = Ω \ U.
If V is nonempty, then its boundary ∂V consists of arcs of curvature κeuc =
±2H/y and arcs of ∂Ω. These arcs are convex to U for increasing sequences
and concave to U for decreasing sequences. In particular, no component of V
can consist of a single interior arc.
Moreover, we have the following property for the divergence set V.
Lemma 10. Let Ω be a domain bounded in part by an arc γ with κeuc(γ) ≥
2H/y. Let {un} be a monotone increasing or decreasing sequence of solutions
of (2.3) in Ω with each un continuous in Ω∪γ. Suppose α is an interior arc of Ω
with curvature κeuc(α) = 2H/y forming part of the boundary of the divergence
set V. Then α cannot terminate at an interior point of γ if {un} either diverges
to ±∞ on γ or remains uniformly bounded on compact subsets of γ.
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Proof. Let α ⊂ ∂V be an interior arc of Ω with κeuc(α) = 2H/y and suppose
that it terminates at an interior point p ∈ γ. Up to restricting ourselves to a
subarc of γ that contains p, we can assume that γ is a C2 arc. By Lemma 7,
the sequence {un} cannot diverge to −∞ on γ; and if the Euclidean curvature
of γ is not identically 2H/y, then the sequence {un} cannot diverge to +∞ on
γ. Hence if the Euclidean curvature of γ is not identically 2H/y, the sequence
{un} remains uniformly bounded on compact subsets of γ, but it follows from
Lemma 4 that a neighborhood of γ is contained in U, a contradiction. Thus
we can assume that κeuc(γ) = 2H/y.
Suppose {un} diverges to +∞ on γ and there exists only one such α that
terminates at p. It follows that {un} diverges to +∞ on α. In fact, since there
is only one such α, then one sub arc γ′ of γ with p as an endpoint is contained
necessarily in ∂V, hence we can choose a point q ∈ α and r ∈ γ′ such that the
triangle with vertices p, q, r is entirely contained in V ; thus since the divergence
in V is uniform on compact subsets and we already know that un → +∞ on
γ, we conclude that {un} diverges to +∞ on α.
Now let q be a point of α close to p and choose a point r on γ near p so
that the Euclidean geodesic segment rq lies in U. Let T be the triangle formed
by rq and the arcs
_
qp ⊂ α and _pr ⊂ γ of curvature 2H/y.
By (6.1) we have∫
T
2yHdσ = Fun(
_
qp) + Fun(
_
pr) + Fun(rq).
Since by Lemma 8 we know that
lim
n→∞
Fun(
_
qp) = `euc(
_
qp), lim
n→∞
Fun(
_
pr) = `euc(
_
pr)
and by Lemma 5 (item 2), Fun(rq) > −`euc(rq), then we get∫
T
2yHdσ
`euc(rq)
≥ `euc(
_
qp) + `euc(
_
pr)
`euc(rq)
− 1. (7.1)
Keeping p fixed, we move the point q to q¯ and r to r¯ along the same arcs
so that `euc(
_
q¯p) = λ`euc(
_
qp) and `euc(
_
pr¯) = λ`euc(
_
pr) for λ < 1. Observe that∫
T
2yHdσ has a quadratic dependency on λ while the other terms have a linear
dependency. Then the left-hand side of (7.1) tends to zero when λ→ 0, and the
right-hand side remains uniformly positive, a contradiction. So if such α ⊂ ∂V
exists, it should not be unique. However, if we assume that there are at least
two arcs α1, α2 ⊂ ∂V that terminate at p, then again we could find a triangle
T ⊂ U whose edges are two constant curvature 2H/y arcs (where un → +∞)
and an Euclidean geodesic segment as before (perhaps with ∂T ∩ γ = {p}),
and the same argument would give us a contradiction.
If the sequence remains uniformly bounded on compact subsets of γ, we
choose r on γ so that T is contained in V. By Lemma 4 the sequence must
diverge to −∞ in V. We now reach a contradiction as above using Lemma 9.
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8 Admissible domains
Definition 3. We say that a bounded domain Ω is admissible if:
i) it is simply connected;
ii) its boundary consists in the union of C2 open arcs {Ai}, {Bi} and {Ci}
and their endpoints, satisfying κeuc(Ai) = 2H/y, κeuc(Bi) = −2H/y and
κeuc(Ci) ≥ 2H/y, respectively (with respect to the interior of Ω) and no
two of the arcs Ai and no two of the arcs Bi have a common endpoint;
iii) if the family {Bi} is non empty, we require that for all i, if pi and qi
are initial and final points of Bi, there is an arc B
∗
i ⊂ H2 \Ω of κeuc =
2H/y such that the domain W bounded by Bi ∪ B∗i ∪ {pi, qi} is the
smallest convex domain bounded by arcs of Euclidean curvature 2H/y
(with respect to the interior of W ) that connects pi and qi.
iv) We define Ω∗ as the domain obtained by replacing the boundary arcs Bi
of ∂Ω by B∗i . We require Ω
∗ to be simply connected and admit a bounded
subsolution of (2.3). If {Bi} is empty, we require Ω to admit a bounded
subsolution of (2.3).
Corollary 9 states that, if the domain is small enough (depending on H),
it admits a solution and hence condition iv) is satisfied.
Remark 2. We compare condition iii) to its analogous version in R3 formu-
lated in [18]: “An arc Bi of constant Euclidean curvature 2H is required to
have length less than pi/2H, so that it consists in less than half-circle and hence
its reflection along the line connecting its endpoints, together with Bi bounds
the smallest convex set bounded by two curves of curvature 2H, oriented in-
wards, that connect the endpoints of Bi. Thus, B
∗
i can be taken as the reflection
of Bi.” Since in our setting we do not have reflections in all directions, this
fact is no longer true, and therefore we need condition iii) in Definition 3.
This condition is necessary in the proofs of our results, since we first establish
a sequence of solutions in Ω∗ and then we prove that the sequence diverges in
Ω∗ \ Ω, using our knowledge of the divergence set (Section 7), which can only
be applied if iii) holds.
Definition 4 (Admissible polygon). Let Ω be an admissible domain. We say
that P ⊂ Ω is an admissible polygon if it is a polygon whose sides are curves of
Euclidean curvature ±2H/y, which we call 2H/y−curves, and whose vertices
are chosen from among the endpoints of arcs of the families {Ai} and {Bi}.
Definition 5 (Dirichlet problem). Let Ω be an admissible domain and fix
H > 0. The generalized Dirichlet problem is to find a solution of (2.3) in Ω
of mean curvature H, which assumes the value +∞ on each arc Ai , −∞ on
each arc Bi and prescribed continuous data on each arc Ci.
16
For an admissible polygon P , we denote by α and β the total Euclidean
length of the arcs in ∂P which belong to Ai and Bi, respectively, by ` the
perimeter of P , and I(P) = ∫P 1yda, where da is the Euclidean area element.
We remark that the quantity I(P) has already appeared in Section 6 (see
equation (6.1)). In fact, it corresponds to the hyperbolic integral:
I(P) =
∫
P
1
y
da =
∫
P
ydσ.
9 Existence Theorems - part I
In this section we present necessary and sufficient conditions for some admis-
sible domains to have a solution to (2.3) that assigns a continuous boundary
data in the arcs Ci, +∞ in the arcs Ai’s and −∞ in the arcs Bi’s. We will
prove Theorem 1 here but in order to prove Theorem 2 we first need to show
the result for the case where κ(Ci) > 2H/y and construct barriers. The dif-
ference between the proofs of these two theorems is that on Theorem 1 the
assumption that the assigned boundary data is bounded below allows us to
use a bounded subsolution as a barrier from below; however in Theorem 2 the
assigned boundary data is bounded from above and the bounded subsolution
does not work, so in this case we need to construct a barrier (see Proposition
7).
Proof of Theorem 1. First suppose the inequality 2α < ` + 2HI(P) holds for
any admissible polygon P .
Let un be the solution of (2.3) in Ω assuming the boundary data
un =
{
n on Ai
min{f, n} on Ci.
Each un exists and is unique by Theorem 6. From the General Maximum
Principle (Lemma 1), the sequence {un} is monotone increasing and the second
item of Lemma 4 implies that {un} is bounded above in a neighborhood of each
arc Ci; hence the Monotone Convergence Theorem (Theorem 10) applies.
Let U be the open set in which the sequence {un} converges to a solution
of (2.3) and let V be its divergence set. From Theorem 10 and Lemma 10,
each connected component of V must be bounded by curves of ∂Ω and interior
curves of κeuc = −2H/y, if oriented to V. Besides, its vertices must be among
the endpoints of {Ai} and, from Lemma 4, item ii), ∂V cannot contain any
boundary arc of the family {Ci}. Hence any connected component of V is an
admissible polygon.
If V is not an empty set, let P be a connected component of V. Since each
un is a solution to (2.3) in P , equality (6.1) implies that
2HI(P) =
∫
P
2yHdσ =
∫
∪iAi
〈yXun , ν〉ds+
∫
∂P\∪iAi
〈yXun , ν〉ds, (9.1)
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where ∪iAi takes only the i’s such that Ai is a part of ∂P .
From Lemma 5 and 8, we conclude that∣∣∣∣∫∪iAi〈yXun , ν〉ds
∣∣∣∣ ≤ α
and
lim
n→+∞
∫
∂P\∪iAi
〈yXun , ν〉ds = −(`− α),
which implies that 2HI(P) ≤ −(`−α)+α, a contradiction. We then conclude
that V is an empty set and that U = Ω.
It remains to see that u takes the required boundary data. To see that
u = fi on each Ci, we follow the same barrier argument as the proof of Theorem
6, noticing that for each p ∈ Ci, the sequence un is uniformly bounded in a
neighborhood of p, a consequence of Lemma 4 and the fact that Ω admits a
global subsolution to the Dirichlet Problem.
Let us notice that u indeed goes to +∞ on the arcs {Ai}. Recall that u0 is
a global solution to the Dirichlet Problem with u0 ≤ un in Ω. Given p ∈ Ai, let
Up be a neighborhood of p for which the existence result (Theorem 6) applies.
Take vk the solution to the Dirichlet problem in Up ∩ Ω with boundary data
m = minU u0 on ∂Up ∩ Ω and k on ∂Ω ∩ Up. Then for n ≥ k, un ≥ vk from
the Maximum Principle. Therefore, u ≥ vk for all k and u diverges to +∞ on
Up ∩ ∂Ω.
Reciprocally, assume that the Dirichlet problem has a solution in Ω. We
know the equality (6.1) holds in any admissible polygon P in Ω.
By Lemma 7, we have ∫
∪iAi
〈yXu, ν〉ds = α.
Using Lemma 5 for the curves ∂P \ ∪iAi that are not on ∂Ω and Lemma
6 for the ones on ∂Ω, we get∫
∂P\∪iAi
〈yXu, ν〉ds > −(`− α).
Then,
2HI(P) =
∫
∪iAi
〈yXu, ν〉ds+
∫
∂P\∪iAi
〈yXu, ν〉ds > −(`− α) + α,
and therefore, for any admissible polygon, we have
2α < `+ 2HI(P).
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Proposition 2. Let Ω be an admissible domain such that the family {Ai} is
empty. Assume that κeuc(Ci) > 2H/y and that the assigned boundary data on
the arcs {Ci} is bounded above. Then the Dirichlet Problem has a solution in
Ω if and only if
2β < `− 2HI(P)
for all admissible P .
The proof of this proposition in Sol3 is analogous to the proof of this result
in other ambient spaces (see for instance Proposition 7.2 in [6]) using the same
adaptations used in the above result.
10 More on admissible domains
In this section we state and prove some properties of the 2H/y−curves in order
to construct admissible domains around any point of a 2H/y−curve. These
domains will be constructed (in Section 11) so that they satisfy the hypothesis
of Theorem 1 and Proposition 2 and therefore will admit solutions to the
Dirichlet Problem. Later we will use these surfaces as barriers to improve
Proposition 2 for the case of κeuc(Ci) ≥ 2H/y and then prove Theorem 2.
The first result about these curves presents their shape and parametriza-
tion. These curves were also exhibited in [10] in the Lie Group model of Sol3.
Proposition 3. An arc of Euclidean curvature 2H/y is part of the trace of a
curve γP , P = (w, z) ∈ R2+, parametrized by t 7→ (x(t), y(t)), t ∈ R, where
x(t) = w +
ze1/2H
2H
SH(t)
y(t) = ze
sin2(t/2)
H .
The function SH is defined by
SH(t) =

∫ − cos t
−1
−ueu/2H√
1− u2 du, t ∈ [−pi, 0]∫ − cos t
−1
ueu/2H√
1− u2du, t ∈ [0, pi],
for t ∈ [−pi, pi], and is extended to R using the relation S(2npi+t0) = 2nS(pi)+
S(t0), t0 ∈ [−pi, pi], n ∈ Z.
Proof. A curve in R2+, parameterized by γ(t) = (x(t), y(t)) has Euclidean cur-
vature κeuc = −2H/y, H 6= 0, if and only if
x′(t)y′′(t)− x′′(t)y′(t) = −2H
y(t)
(x′(t)2 + y′(t)2)3/2, (10.1)
which holds for γP defined above.
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Remark 3. A clearer parametrization of γP that sees it as a graph in the
horizontal direction and does not take into account the sign of κeuc is γP (y) =
(x(y), y), y ∈ (z, ze2/2H) , where
x(y) = w ± ze
1/2H
2H
∫ −1+2H ln(y/z)
−1
−ueu/2H√
1− u2 du. (10.2)
We name the function in the integrand by
gH(u) =
−ueu/2H√
1− u2 . (10.3)
The shape of a 2H/y−curve (see Figure 1) repeats periodically if one moves
horizontally. We define some useful quantities associated to these curves.
Definition 6. For any H > 0, we define
LH =
e1/2H
2H
∫ 0
−1
gH(u)du (10.4)
MH =
e1/2H
2H
∫ 1
−1
−gH(u)du (10.5)
and T = TH as the number in the interval (0, 1) such that∫ TH
−1
gH(u)du = 0. (10.6)
Figure 1: Curve of Euclidean curvature 2H/y.
We can see from Proposition 3 that if the base point P = P1 has coordi-
nates P1 = (0, z), the other indicated points in the figure have the following
coordinates:
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P+2 = γP (−pi/2) =
(
zLH , ze
1/2H
)
,
P−2 = γP (pi/2) =
(−zLH , ze1/2H) ,
P+4 = γP (pi) =
(
zMH , ze
1/H
)
,
P−4 = γP (−pi) =
(−zMH , ze1/H) ,
P3 = γP (TH) =
(
0, ze
1+TH
2H
)
.
Since the coordinates are all proportional to z, we conclude that moving
upwards makes the period and height of the 2H/y−curves grow linearly. Since
an Euclidean dilation centered at the origin is an hyperbolic isometry in this
model, this shows that in H2 all the 2H/y−curves are isometric.
10.1 2H/y−curves joining aligned points
To build the admissible domains around any point in a 2H/y−curve that satisfy
the conditions of Theorem 1 and Proposition 2, we must analyse all inscribed
polygons, that is, all 2H/y−curves contained in the domain that connect the
vertices of the boundary of the domain. In order to simplify this analysis we
construct (Section 11) admissible domains using four vertices of a rectangle
with sides parallel to the x and y axes.
To verify the hypotheses of Theorem 1 and Proposition 2 we need the
next results about 2H/y−curves connecting horizontally or vertically aligned
points.
Given two horizontally aligned points p = (−w, z) and q = (w, z) we would
like to know what are all embedded 2H/y−curves from p to q. The next propo-
sition gives sufficient conditions on the Euclidean distance 2w between p and
q for the existence of at most three embedded 2H/y−curves connecting them.
Proposition 4. Given two horizontally aligned points p = (−w, z) and q =
(w, z) with Euclidean distance 2w < zK(H), any embedded 2H/y−curve from
p to q is:
i) symmetric about reflection on the vertical line x = 0,
ii) either contained in the region {y ≥ z} or contained in the region {y ≤ z}.
The constant K = K(H) depends only on H and is given by expression (10.7)
below.
Moreover, there is exactly one such curve above the line y = z and there are
at most two such curves below the line y = z. If 2w < 2ze−1/2HLH , there are
two curves below the line y = z, one which is shorter, without point of vertical
tangency, and another one that has two points of vertical tangency (that is, it
has the two P−2 and P
+
2 type of points, see Figure 1); in particular its P1-type
of point is in the line y = ze−1/2H or below it.
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Proof. All possible 2H/y−curves connecting p to q are parts of a curve γP de-
scribed in Proposition 3. Hence their possible shapes are obtained intersecting
γP with horizontal lines.
To look at all possible intersections we move downwards a horizontal line
and look at parts of γP that join two intersection points (horizontally aligned)
and are embedded. We first find curves above the horizontal line connecting
the two intersection points which exist if
2w = deuc(p, q) ≤ 2ze−12H (MH + LH),
where the equality corresponds to the case where p is a P−2 -point and q is a
P+2 -point from the next loop of γP .
If p is a point in the arc
_
P3P
+
2 P1 of a loop of a curve γP and q is a point in
the arc
_
P1P
−
2 P3 of the next loop of γP , the part of γP joining the two points
is an embedded arc but is not contained in {y ≥ z} nor in {y ≤ z}. We want
to avoid this kind of curves.
In order to do that we fix the line y = z and look at the family of all 2H/y-
curves that intersects this line and have the P1-type point below it. We define
d(t) = w2(t) − w1(t), for any t ∈ [0, 1 + TH ], the Euclidean distance between
(w1(t), z) and (w2(t), z), the first and second intersections of γ(0,ze−t/2H) with
the half line {(x, y) | y = z and x ≥ 0}. (Observe that since translations along
the x-direction are isometries, we can restrict ourselves to the family of 2H/y-
curves whose P1-type point is of the form (0, ze
−t/2H)).
We compute w1 and w2 and then look for the minimum value of d. On one
hand, w1(t) is the x-coordinate of γ(0,ze−t/2H) when the y-coordinate is z, then
w1(t) =
ze−t/2He1/2H
2H
∫ −1+t
−1
gH(u)du.
On the other hand, w2(t) is the distance between (0, ze
−t/2H) and the next
P1-point of γ(0,ze−t/2H), which is 2MHze
−t/2H , minus w1(t), hence
w2(t) = 2MHze
−t/2H − w1(t)
and then
d(t) = 2MHze
−t/2H − 2w1(t)
= 2ze−t/2H
(
MH − e
1/2H
2H
∫ −1+t
−1
gH(u)du
)
= zd¯(t).
We notice that d¯ is a continuous function in [0, 1 + TH ] that depends only
on H and we look for the minimum value of d¯. We claim that there is a point
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t0 ∈ (0, 1+TH) such that d¯ is decreasing in [0, t0] and increasing in [t0, 1+TH ].
Therefore, d¯(t0) is the minimum value of d¯.
Differentiating d¯, we have
d¯′(t) = 2e−t/2H
(−MH
2H
+
e1/2H
(2H)2
∫ −1+t
−1
gH(u)du− e
1/2H
2H
gH(−1 + t)
)
,
which has the same sign as
f(t) =
−MH
2H
+
e1/2H
(2H)2
∫ −1+t
−1
gH(u)du− e
1/2H
2H
gH(−1 + t).
Differentiating f we have
f ′(t) =
et/2H
2H(1− (−1 + t)2)3/2 > 0.
Moreover,
lim
t→0+
f(t) = −∞
and f can be extended continuously to [0, 2], and then
lim
t→2−
f(t) =
−MH
2H
+
e1/2H
(2H)2
∫ 1
−1
gH(u)du− lim
t→1−
e1/2H
2H
gH(t) = +∞.
Hence f takes the value zero in (0, 2) and therefore d¯′ too. It is easy to see
from the geometric definition of d¯, which also can be extended to [0, 2], that
t0 ∈ (0, 1 + TH).
Therefore t0 is the unique solution of f(t0) = 0, that is,
MH
2H
=
e1/2H
(2H)2
∫ −1+t0
−1
gH(u)du− e
1/2H
2H
gH(−1 + t0).
Let us define
K(H) = d¯(t0) = 2e
−t0/2H
(
MH − e
1/2H
2H
∫ −1+t0
−1
gH(u)du
)
(10.7)
for t0 the solution above.
Therefore, if p and q are closer than zK(H), any 2H/y−curve connecting
them is either above the line y = z as described in the beginning of this proof
or below it.
As a consequence of the Maximum Principle, we can show that the curve
above is unique. In fact, let us denote by p and q two horizontally aligned points
whose distance is less than zK(H). Then any 2H/y−curve joining them that
is above the line y = z does not contain any point with vertical tangency, its
interior is contained in the open vertical slab bounded by the vertical lines
passing through p and q, and it is symmetric with respect to the vertical line
23
passing through the midpoint between p and q. In particular, if there were two
such curve, say c1 and c2, they would be disjoint apart from the endpoints and
one would be above the other (see Figure 2). Hence moving c1 farway upwards
and translating it back, we would find a first point of contact between c1 and
c2, but since both of them satisfy that at each point their Euclidean geodesic
curvature is 2H/y we would get a contradiction with the Maximum Princeple,
because the curve c1 was below c2 and therefore its y-point is smaller than the
corresponding y-point of c2, making the geodesic curvature of c2 be less than
the geodesic curvature of c1. Therefore, there is only one curve above.
Figure 2: Horizontally aligned points.
The case of curves below y = z is different, we might not have uniqueness.
By looking at the intersections of γP with horizontal lines, it seems that for p
and q sufficiently close there are usually two curves connecting p to q below
y = z. We will show this is always the case.
To demonstrate that, we again analyse the distance between two intersec-
tions of a line y = z and a family of curves {γ(0,ze−t/2H)}t∈(0,1+TH). The difference
is that now we are interested in the distance l(t) between the first intersection
of γ(0,ze−t/2H) with {y = z, x ≥ 0} and the last intersection of γ(0,ze−t/2H) with
{y = z, x ≤ 0}.
As done before, we compute
l(t) = 2w1(t) =
2ze−t/2He1/2H
2H
∫ −1+t
−1
gH(u)du = zl¯(t). (10.8)
Again differentiating and in this case knowing that l(0) = l(1 + TH) = 0,
we find a value t0 ∈ (0, 1+TH) such that l¯ is increasing in [0, t0] and decreasing
in [t0, 1 + TH ], with a maximum value l¯(t0), and for each distance between 0
and zl¯(t0), there are two 2H/y−curves joining a pair of points that are this
distance apart.
We remark that l¯ is e−t/2H multiplied by a function that attains its max-
imum at t = 1; hence, the maximum value of l¯ occurs in t0 ∈ (0, 1) and l¯ is
decreasing in (1, 1 +TH). Therefore, given 2w ∈ (0, zl¯(1)), the curves that join
two points 2w apart are one with P1-point above y = ze
−1/2H and the other
with P1-point below y = ze
−1/2H . Since
l¯(1) = 2e−1/2HLH ,
the proof is concluded.
The next result is about a domain Ω with only two horizontally aligned
vertices p and q contained in the line y = z.
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Let us call γ+ the curve that joins p and q contained above the line y = z
and by γ− the curve below joining p and q without point of vertical tangency.
If `euc(γ
±) stands for the Euclidean length of γ±, observe that
`euc(γ
+) < `euc(γ
−) + 2HI(Ω),
since `euc(γ
+) < `euc(γ
−), because γ− has greater Euclidean curvature than
γ+. Moreover, we have the following lemma.
Lemma 11. In the context described above, let Ω be the domain bounded below
by γ− and above by γ+. Then, if p = (−w, z) and q = (w, z) are sufficiently
close, it holds
`euc(γ
−) < `euc(γ+) + 2HI(Ω).
Proof. This inequality `euc(γ
−) < `euc(γ+) + 2HI(Ω) is a consequence of the
more general one
`euc(γ
−) < deuc(p, q) + 2HI(Ω−), (10.9)
where Ω− is the region bounded below by γ− and above by the straight line
pq. We will show that this inequality holds if the base point P1 = (0, ze
−a/2H)
of γ− is such that a + ea/2H < 2, the reason why p and q are required to be
sufficiently close.
In order to do that, we compute and estimate `euc(γ
−) − deuc(p, q) and
I(Ω−). We have
`euc(γ
−) = 2
ze−a/2He1/2H
2H
∫ −1+a
−1
eu/2H√
1− u2du
and
deuc(p, q) = 2w = 2
ze−a/2He1/2H
2H
∫ −1+a
−1
gH(u)du,
so, using that the exponential function is increasing, we get
`euc(γ
−)− deuc(p, q) = ze
−a/2He1/2H
H
∫ −1+a
−1
eu/2H
√
1 + u
1− udu
≤ z
H
∫ −1+a
−1
√
1 + u
1− udu =
z
H
∫ a
0
√
t
2− tdt.
On the other hand, for xγ− the x-coordinate of γ
−,
2HI(Ω−) = 4H
∫ z
ze−a/2H
xγ−(y)
y
dy =
ze−a/2He1/2H
H
∫ a
0
∫ −1+t
−1
gH(u)dudt
≥ ze
−a/2H
H
∫ a
0
∫ −1+t
−1
−u√
1− u2dudt =
ze−a/2H
H
∫ a
0
√
2t− t2dt,
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where in the second equality we did the change of variables y = zet−a/2H and
used (10.2), and in the inequality we used again that the exponential function
is increasing.
Hence (10.9) is implied by
ze−a/2H
H
∫ a
0
√
2t− t2dt ≥ z
H
∫ a
0
√
t
2− tdt,
which is a consequence of
√
2t− t2 ≥ ea/2H
√
t
2− t
that holds for t ∈ (0, a), if a satisfies a+ ea/2H < 2.
The constructions of domains around points in 2H/y−curves also need
some properties of 2H/y−curves that join vertically aligned points.
Proposition 5. Given two vertically aligned points p = (0, z) and q = (0, t)
with Euclidean distance 0 < t− z < z(eTH/2H − 1), there are two 2H/y−curves
γI and −γI joining p and q contained in the slab {z ≤ y ≤ t}; one of them
is contained in {x ≥ 0} and the other one is the reflection of the first about
x = 0. Moreover, any other 2H/y−curve with endpoints p and q intersects the
line y = ze−1/2H , intersects both half planes {x < 0} and {x > 0}, and has
length greater than the length of γI .
The fact that other curves intersect the line y = ze−1/2H is important
because it allows the construction of domains that do not contain these curves
in its interior and, therefore, we do not need to care about their length.
Proof. The proof follows the same initial steps as the one for horizontally
aligned points. Since the reflection about a vertical line is an isometry, any
curve considered has its reflected correspondent, which we omit for shortness.
Intercepting a 2H/y−curve with a vertical line, we realize that there are three
possible types of curves joining points p and q vertically aligned:
Type I: Occurs when p is between P1 and P
+
2 and q is between P
+
2 and P3
and looks like the figure of letter D without the vertical segment. This
is the only type of curve contained in the horizontal slab determined by
the two horizontal lines passing through p and q.
Type II: Occurs when p is between P1 and P
−
2 and q is between P3 and P
−
4 .
Type III: Occurs when p is between P−2 and P3 and q is between P3 and P
−
4 .
Notice that if p and q are endpoints of a curve of Type II, then its P1-point,
P1 = (x1, y1), has the following relations with the coordinates of p and q :
y1 < z < y1e
1/2H (because p is between P1 and P
−
2 ) and
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y1e
(1+TH)/2H < t < y1e
2/2H (because q is between P3 and P
−
4 ).
Hence z < y1e
1/2H < te−TH/2H , implying zeTH/2H < t and t−z > z(eTH/2H−
1). We may conclude that if t − z < z(eTH/2H − 1) then no curve of Type II
from p = (0, z) to q = (0, t) exists.
Notice also that a curve of Type III always intersects the line y = ze−1/2H
because p is above its P+2 -point and, therefore, its P1-point, P1 = (x1, y1), is
such that y1e
1/2H < z.
Having this observed we prove that the curves of Type I exist and are
unique in each side of the vertical line. The existence is a consequence of
t − z < z(eTH/2H − 1) < z(e(1+TH)/2H − 1) = d(P1, P3), for P1 = (0, z). The
uniqueness is a consequence of the Maximum Principle. In fact, if there were
two 2H/y−curves from p to q in the same side of the line x = 0, by moving
horizontally one of them we would find a last interior contact point, which
would be a tangency point. From the Maximum Principle, the translation of
one curve would coincide with the other. Since their endpoints are the same,
they have to be the same.
It remains to show that a curve of Type III, denoted by γIII , from p to q
is longer than a 2H/y−curve of Type I from p to q. Let us assume without
loss of generality that γI is contained in {x ≥ 0} and γIII contains points
with y-coordinate greater than z in {x ≥ 0}. Hence γIII is contained in the
complement of the open region OI bounded by γI and −γI , the reflection of
γI about the vertical line x = 0. In fact, if it were not so, there would be
a region in the slab {z ≤ y ≤ t} bounded on the left by an arc of γIII and
on the right by an arc of γI , both with mean curvature vectors pointing to
the left; then moving γIII to the right there would be a last interior contact
point contradicting the Maximum Principle. Therefore, since γIII is outside
the convex domain OI , it is longer than its projection on OI , defined by pi(v) =
{u ∈ OI |d(u, v) ≤ d(u,w), ∀w ∈ OI}, which is γI together with a part of −γI ,
in particular, it is longer than γI .
The last result of this subsection is about domains bounded by a 2H/y−curve
of Type I and its reflection.
Lemma 12. Let p = (0, z) and q = (0, t) be two vertically aligned points. If
γI and −γI are the 2H/y−curves joining p and q of Type I and Ω is the region
between them, then if ` denotes the Euclidean length of γI (the same of −γI),
it holds
2` > 2HI(Ω).
Proof. By prolonging γI , we find the y−coordinate of its P1−point, say P1 =
(x1, y1). Then there are a ∈ (0, 1) and b ∈ (1, 1 + TH) such that z = y1ea/2H
and t = y1e
b/2H . Moreover, the P+2 −point of γI is P2 = (xγ(y1e1/2H), y1e1/2H)
for xγ such that γI(y) = (xγ(y), y).
The bottom part of γI from p to P2 has length
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`b =
(
y1e
1/2H
2H
)∫ 0
−1+a
eu/2H√
1− u2du
computed as in the proof of Lemma 11. The upper part has length
`u =
(
y1e
1/2H
2H
)∫ −1+b
0
eu/2H√
1− u2du.
The bottom part of Ω, denoted by Ωb, bounded below by the bottom parts
of −γI and γI and above by the line y = y1e1/2H satisfies
2HI(Ωb) = 2
(
2H
∫ y1e1/2H
y1ea/2H
x(y)− x(y1ea/2H)
y
dy
)
≤ 4H
∫ y1e1/2H
y1ea/2H
x(y1e
1/2H)− x(y1ea/2H)
y
dy,
because xγ(y) ≤ x(y1e1/2H) for all y ∈
(
y1e
a/2H , y1e
1/2H
)
. Hence
2HI(Ωb) ≤ 4H (1− a)
2H
(
x(y1e
1/2H)− x(y1ea/2H)
)
= 2(1− a)
(
y1e
1/2H
2H
)∫ 0
−1+a
−ueu/2H√
1− u2 du,
and analogously for the upper part of Ω, denoted by Ωu :
2HI(Ωu) ≤ 2(b− 1)
(
y1e
1/2H
2H
)∫ b−1
0
ueu/2H√
1− u2du.
Therefore, since (1− a)(−u) < 1 for any u ∈ (a− 1, 0), we get
2`b = 2
(
y1e
1/2H
2H
)∫ 0
−1+a
eu/2H√
1− u2du
> 2(1− a)
(
y1e
1/2H
2H
)∫ 0
−1+a
−ueu/2H√
1− u2 du ≥ 2HI(Ωb).
(10.10)
The same holds for the upper part of γI because (b − 1)(u) < 1 for any
u ∈ (0, b− 1) :
2`u = 2
(
y1e
1/2H
2H
)∫ −1+b
0
eu/2H√
1− u2du
> 2(b− 1)
(
y1e
1/2H
2H
)∫ b−1
0
ueu/2H√
1− u2du ≥ 2HI(Ωu).
(10.11)
Hence, adding inequalities (10.10) and (10.11), the proof is concluded.
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11 Construction of some admissible domains
11.1 Admissible domains with {Bi} = ∅
Proposition 6. There are domains U where the existence result from Theorem
1 holds, that is, the family {Bi} is empty and 2α < ` + 2HI(P ), for all
admissible polygons P in U.
We exhibit some of these domains which are bounded by 2 arcs of circles
C1 and C2 of κeuc(Ci) > 2H/y and two arcs A1 and A2 of Euclidean curvature
2H/y, if oriented inwards.
Proof. Let R be a rectangle in H2 such that:
- the sides of R are parallel to the x and y axes;
- Denoting by d the Euclidean length of the diagonal of R and by p =
(x(p), y(p)) the Euclidean center of R, it holds
d <
2y(p)
3 + 2H
; (11.1)
- R is sufficiently small so that a subsolution exists (see Corollary 9).
Let q1 and q2 be the two endpoints of a diagonal of R with x(q1) < x(q2)
and y(q1) < y(q2). Let s1 and s2 be two vertical segments of length ε <
y(q1)(e
TH/2H − 1) whose medium points are q1 and q2, respectively, where TH
is the number described in Definition 6. For i = 1, 2, we replace si by Ai, an
arc of Type I (see the proof of Proposition 5) of a 2H/y−curve that joins the
endpoints of si, is oriented in the direction of p and has length less than d/2.
This is possible if ε is taken sufficiently small. These two arcs will be part of
∂U.
To build the remaining part of ∂U we connect the lowest endpoint of s1 to
the lowest endpoint of s2 by a semicircle C1 whose diameter is the straight seg-
ment that joins these two points. The arc C2 is built analogously by connecting
the upper endpoints of s1 and s2. Observe that C1 and C2 are semicircles with
same diameter.
Our domain U is the region bounded by the arcs A1, A2, C1 and C2.
Claim: U is an admissible domain.
Notice that
κeuc(Ci) =
2
d
>
2H
ymin
≥ 2H
y
,
where ymin = min{y(q); q ∈ U¯} > y(p) − d − d/2 and the first inequality is a
consequence of (11.1), since it implies
H +
3
2
<
y(p)
d
and therefore H <
y(p)
d
− 3
2
≤ ymin
d
.
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Figure 3: Construction of the domain U with empty {Bi}.
Claim: U admits a solution to the Dirichlet problem (Definition 5).
We need to check that for any admissible polygon P ⊂ U, the inequality
2α < `+ 2HI(P) holds. Recall ` denotes the Euclidean perimeter of the poly-
gon and α denotes the sum of the Euclidean lengths of the arcs Ai’s contained
in P .
First observe that if A1 and A2 are not contained in P , then the inequality
holds trivially, since α = 0. Hence we only consider the cases where at least
one of the arcs Ai’s is in P .
If P has as vertices the two endpoints of an si, then P contains Ai and
another arc τ with the same endpoints as Ai. Since ε < y(q1)(e
TH/2H − 1),
Proposition 5 implies that Ai is the shortest 2H/y-arc joining its endpoints.
Hence, ` = α + l(τ) > 2α and the inequality follows.
In any other case, P contains at least an endpoint of each si, therefore the
perimeter of P inside U is (` − α) > 2d. Since α is at most two times d/2, it
holds that α ≤ d < `− α implying that 2α < `+ 2HI(P).
11.2 Admissible domains with {Ai} = ∅
In the next proposition we not only exhibit domains for which Proposition 2
implies the existence of a solution to the Dirichlet Problem attaining −∞ on
the arcs of type Bi, but also we prove the existence of such domains around
any point in a 2H/y−curve. We will use these solutions as barriers to prove
Theorem 2.
Proposition 7. Let γ be a 2H/y−curve. Given any point p ∈ γ, there is a
domain U, containing p, such that
i) the boundary of U consists of two arcs of circles C1 and C2 of κeuc(Ci) >
2H/y and two arcs B1 and B2 of Euclidean curvature −2H/y, if oriented
inwards;
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ii) the intersection ∂U ∩ γ is contained in B1 ∪B2;
iii) U admits a solution to the Dirichlet problem (Definition 5).
Remark 4. The main difference from the construction of the domain in Propo-
sition 7 to the previous construction in Proposition 6 is that instead of replacing
vertical segments, we will replace horizontal segments by curves of Euclidean
curvature −2H/y. The reason is because the inequality 2β < `− 2HI(P) has
a minus sign and therefore is more delicate to be satisfied by any admissible
polygon. If we did the procedure with vertical lines, non convex admissible
polygons with two vertices could arise and controling their length minus I (P)
is very complicated.
Proof. We make a construction analogous to Proposition 6. Assuming that
the tangent vector to γ at p = (x(p), y(p)) is neither horizontal nor vertical,
we take the rectangle R as in the proof of Proposition 6. But here instead of
being centered at p, R just contains p and is such that γ ∩R is a graph on the
horizontal and vertical directions. Besides, we assume that γ ∩ ∂R consists in
the two diagonal endpoints q1 and q2. (See Figure 4).
Figure 4: Rectangle R.
Denoting by d the length of the diagonal of R, we assume
d < min
{
2y(p)
3
(1− e−1/2H), 2y(p)
8H + 3
}
. (11.2)
As in the proof of last proposition, let s1 and s2 be two horizontal seg-
ments whose medium points are q1 and q2, respectively, both of length ε <
2y(p)e−1/HLH , where LH is given by (10.4). We replace si by Bi, the short-
est arc of κeuc = −2H/y (normal pointing away from the segments si’s) that
joins the endpoints of si, with length less than d/2 (notice that we can ask the
length of the arcs Bi’s to be as small as we want because their lengths become
smaller with ε). Let C1 (resp. C2) be the semicircle that joins the left (resp.
the right) endpoints of the segments s1 and s2, of diameter d. We claim that
the region U bounded by B1, C1, B2 and C2 is the region that we are looking
for.
It follows from d < 2y(p)
8H+3
< 2y(p)
2H+3
, as in the proof of Proposition 6, that
κeuc(Ci) > 2H/y.
Since ε < 2y(p)e−1/HLH and (11.2) implies that y(q1) > y(p) − d >
y(p)e−1/2H , it follows from Proposition 4 that B1 and B2 are the only arcs
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Figure 5: Construction of the domain U with empty {Ai}.
of κeuc = −2H/y joining their endpoints contained in U¯ and, moreover, we
have the existence of the arcs B∗i .
Notice that in order to see there is no other arc joining the endpoints of
s2 (the upper segment) contained in U, it is sufficient to check that ymin ≥
y(q2)e
−1/2H . Since ymin = min{y; (x, y) ∈ U¯}, it holds ymin > y(p)− d− d/2 =
y(p)− 3d/2, and then y(q2) > y(p) and (11.2) implies ymin ≥ y(q2)e−1/2H .
Claim: U admits a solution to the Dirichlet problem (Definition 5).
Let P be an admissible polygon in U¯ and let ` denote its Euclidean perime-
ter. Because of Proposition 2, it is sufficient to prove the inequality:
β + 2HI(P) < (`− β). (11.3)
For any polygon we have
β ≤ `(B1) + `(B2) ≤ d/2 + d/2 = d.
If A(U) denotes the Euclidean area of U, we have A(U) ≤ pi(d/2)2 + εd ≤ 2d2
and then
2HI(P) ≤ 2H
ymin
A(U) ≤ 4Hd
2
ymin
≤ 4Hd
2
y(p)− 3d/2 .
If P has 3 or 4 vertices, then (` − β) is at least 2d. If P has two vertices,
each of them must belong to a different Bi, and then (`− β) is at least 2d as
well.
Hence the inequality (11.3) is a consequence of
d+
4Hd2
y(p)− 3d/2 < 2d,
which holds because of (11.2).
If p is a point of horizontal or vertical tangency in γ, the construction
becomes simpler but it is very similar. If γ′(p) is vertical, we take a very thin
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rectangle centered at p. We assume its height d satisfies
d < min
{
y(p)(1− e−1/2H), 2y(p)
8H + 1
}
.
We call s1 and s2 the bottom and top of the rectangle and we assume their
length is ε < 2y(p)e−1/HLH . Exactly as in the previous case, we replace si
by Bi, the shortest arc of κeuc = −2H/y (normal pointing inwards) that joins
the endpoints of si, with length less than d/2; and we take C1 (resp. C2) the
semicircle of diameter d that joins the left (resp. the right) endpoints of the
segments s1 and s2. Now the proof follows the exact same steps as in the
previous case.
Let us assume that the tangent vector γ′(p) is horizontal. Then let R be a
rectangle centered at p with sides parallel to the axes such that:
- γ intersects ∂R in the vertical sides of R, which we assume to have length
h < 2y(p)
e−TH/2H − 1
1 + e−TH/2H
= 2y(p) tanh(TH/4H). (11.4)
- The basis has length
b ≤ y(p)
4H + 1
. (11.5)
We replace the vertical sides of R by arcs B1 and B2 of curvature −2H/y
if oriented inwards. B1 and B2 have the same endpoints as the vertical sides
and exist because of Proposition 5. Notice that we can apply Proposition 5
because given any point q in the basis of the rectangle, the hypothesis (11.4)
implies that h < y(q)(e−TH/2H − 1), since y(p) = y(q)− h/2.
We also assume h is small enough so that the length of Bi is less than b/2.
We replace the horizontal segments of ∂R by arcs of circle C1 and C2 such
that the segments are diameters of the arcs. The domain U is then bounded
by C1, B1, C2 and B2. We assume U is small enough to admit a subsolution.
Observe that U∗ is obtained by reflecting Bi about the vertical line that joins
its endpoints and that U does not contain a 2H/y−arc joining two vertically
aligned vertices of ∂U.
As before, the assumption (11.5) implies that the arcs Ci have Euclidean
curvature greater than 2H/y.
To see that U admits a solution to the Dirichlet problem, we analyse all
possible admissible polygons P ⊂ U.
First notice that for any P , it cannot have as vertices only the endpoints
of an arc Bi because, from Proposition 5, there is no other 2H/y−curve con-
necting these points contained in U. Therefore (` − β) is always greater than
2b. Besides, since the Euclidean area of U satisfies A(U) ≤ bh + b2pi/4 ≤ 2b2,
as for the general case, we have
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2HI(P) ≤ 2HA(U)
ymin
≤ 2H
y(p)− b2b
2 ≤ 4Hb
2
y(p)− b.
Since β ≤ `(B1) + `(B2) < b, inequality (11.2) is a consequence of
b+
4H
y(p)− bb
2 < 2b,
which holds from (11.5).
12 Existence Theorems - part II
Let us finish by proving the remaining existence results.
Proof of Theorem 2: We proceed as in Proposition 2 and consider the sequence
of solutions un to the Dirichlet Problem with boundary values −n on B∗i and
max{fi,−n} on Ci. Then Theorem 10 implies that the limit function u exists
and is a solution to the Dirichlet Problem in the convergence set U.
It remains to prove that the divergence set V satisfies V ∩ Ω = ∅. Notice
that in this case, if κeuc(Ci) ≡ 2H/y, Lemma 4 does not imply that {un} is
bounded from below in a neighborhood of Ci. From Lemma 10, a neighborhood
of Ci is either contained in U or in V.
If it is contained in U, by taking the neighborhood U− from Proposition 7,
bounded by B′1 ∪ C ′1 ∪ B′2 ∪ C ′2, with C ′1 ⊂ Ω and C ′2 ∩ Ω = ∅ we construct a
barrier. Since {un} is uniformly bounded in compact subsets of U, infC′1 un is
finite. Let
m = min{inf
C′1
un, inf
U−∩∂Ω
fi}.
Let u− : U− → R be the solution of the Dirichlet Problem in U− taking value
m on C ′1∪C ′2, then the Maximum Principle implies that un ≥ u− for all n and
the sequence is uniformly bounded. Proceeding as in the proof of Theorem 6,
we conclude that u = fi on Ci.
If the neighborhood of Ci is contained in V, let P be an admissible polygon
which is a connected component of V ∩ Ω with Ci on its boundary. From the
definition of the flux,
2HI(P) = Fun(ΣBi) + Fun(ΣCi) + Fun(ΣDi),
for the arcs Bi, Ci of ∂Ω that are in P , and Di the arcs of P contained in the
interior of Ω. Lemma 8 applied to the arcs Di and Lemma 9 to the arcs Ci
imply
lim
n→+∞
Fun(ΣDi) = `− β − Σ`euc(Ci),
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lim
n→+∞
Fun(ΣCi) = Σ`euc(Ci).
Besides, from Lemma 5, |Fun(ΣBi)| ≤ β. Then,
2HI(P) ≥ −β + Σ`euc(Ci) + (`− β − Σ`euc(Ci)) = `− 2β,
contradicting inequality (1.4). Thus, {un} is uniformly bounded in a neighbor-
hood of Ci and the proof may follow the steps of Proposition 2. Therefore, the
set V ∩ Ω must be empty and the barrier argument from Theorem 6 implies
that u takes the boundary values fi on Ci.
It remains to show that u diverges to −∞ on the arcs Bi. Since {un} is
a monotonically decreasing sequence un ≤ u0 ≤ M, it is bounded from above
in Ω. As in Theorem 1, given p ∈ Bi, let U be a neighborhood of p for which
Theorem 6 (existence result) applies. Take vk the solution to the Dirichlet
problem in U ∩Ω with boundary data M on ∂U ∩Ω and −k on ∂Ω∩U. Then
for n ≥ k, un ≤ vk by the Maximum Principle. Therefore, u ≤ vk for all k and
u diverges to −∞ on U ∩ ∂Ω.
Theorem 11. Let Ω be an admissible domain such that the family {Ci} is
non empty. Assume that κeuc(Ci) ≥ 2H/y. Then the Dirichlet Problem has a
solution in Ω if and only if
2α < `+ 2HI(P) and 2β < `− 2HI(P) (12.1)
for all admissible P .
Proof. Let Ω∗ be the correspondent domain to Ω. Let un be the solution in Ω∗
to the Dirichlet problem with boundary data un = n on the arcs of the family
{Ai}, un = −n on the ones from {B∗i } and un = fn on the arcs of the family
{Ci}. The function fn coincides with fi if |fi| < n, takes value n if fi > n and
−n otherwise.
Define also u+ : Ω → R as the solution that goes to +∞ on Ai, vanishes
on Bi and coincides with max{fi, 0} on Ci. It exists from Theorem 1. By the
Maximum Principle, un ≤ u+ for all n. Analogously, there is u− : Ω→ R that
vanishes on Ai and diverges to −∞ on Bi which, from the Maximum Principle,
is below all un.
Therefore, the sequence {un} is uniformly bounded in compact subsets of
Ω and the already presented arguments lead us to conclude that the solution
exists.
It remains to see that u takes the required boundary data. For the boundary
arcs Ai, the construction of the function vk from Theorem 1 with u0 replaced by
u−, implies that u goes to infinity on Ai. Also for the arcsBi, the argument from
Theorem 2 with u0 replaced by u
+ gives the result. If κeuc(Ci) ≥ 2H/y, with
strict inequality except for isolated points, then the sequence (un) is uniformly
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bounded in a neighborhood of Ci by Lemma 4. If κeuc(Ci) = 2H/y, Lemma 4
only provides the boundedness from above. To obtain the boundedness from
below, we proceed as in the proof of Theorem 2 using Proposition 7.
The necessity of conditions (12.1) follows as in the previous results.
Theorem 3 was stated in the Introduction and here we describe the steps
of its proof.
Proof of Theorem 3. Differently from the last result, if one takes a sequence
un of solutions, there is no guarantee that it is bounded in compact subsets of
Ω. That is why this proof is more delicate. Nevertheless the idea used in [9] to
demonstrate the existence result for surfaces in R3 also works in this setting.
We briefly describe the construction of two functions that will play the roles
of u+ and u−.
For each i such that Ai is an arc of ∂Ω, let u
+
i be defined in Ω
∗ as the
solution to the Dirichlet problem with boundary values u+i = +∞ on Ai and
zero on the remaining part of the boundary. The existence of u+i follows from
Theorem 1. Besides, since Ω is an admissible domain, it has a subsolution and
therefore, the Maximum Principle implies the existence of N > 0 such that
u+ > −N.
If i is such that Bi is an arc of ∂Ω, let u
−
i be defined in Ωi, the domain
bounded by (∪jAj)∪B∗i ∪(∪j 6=iBj) as the solution to the Dirichlet problem with
boundary values u−i = −∞ on ∪j 6=iBj and zero on the remaining part of the
boundary. The existence of u−i follows from Theorem 2. For that we observe
that any admissible polygon P in Ωi satisfies (1.4). If P is contained in Ω, this
is a consequence of the hypothesis (1.5). If P contains the domain W bounded
by Bi and B
∗
i , then P = P1 ∪W for P1 the admissible polygon in Ω obtained
removing W from P . Therefore (1.4) implies that 2β(P1) < `(P1)− 2HI(P1).
Since from Lemma 6, `(∂W ) ≥ 2HI(P1), we get
2β(P1) < `(P1)− 2HI(P1) + `(∂W )− 2HI(W ).
Observing that β(P1) = β(P) + βi and `(P1) = `(P) + βi − β∗i , it follows
2β < `(P)− 2HI(P).
Set u+ : Ω∗ → R as u+ = maxi u+i and u− : Ω→ R as u− = mini u−i .
Let vn be the solution to the Dirichlet problem in Ω
∗ with boundary values
n on Ai and 0 on B
∗
i . For each n > 1, for c ∈ (0, n), define the sets
Enc = {vn − v0 > c} and F nc = {vn − v0 < c}.
For c sufficiently close to n, Ecn is a union of distinct and disjoint subsets
of Ω∗, each of them containing one arc Ai. We suppress the dependence on
n and denote each component of Ecn by E
c
i . Define µ(n) as the infimum of
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the constant c < n such that Eci are all distinct and disjoint. Then define
un = vn − µ(n).
We claim that for M = N + supΩ∗ v0, it holds u
− − M ≤ un in Ω and
un ≤ u+ +M in Ω∗. This claim follows from the Maximum Principle as it did
in other ambient spaces, see for instance [18].
Consequently, {un} is uniformly bounded on compact subsets of Ω and,
therefore, it has a converging subsequence. Define u as the limit of this se-
quence. Once again following the ideas of [18], one proves that µ(n) and
n − µ(n) diverge to +∞. Since un = −µ(n) on B∗i and un = n − µ(n) on
Ai, the conclusions in the proofs of Theorems 1 and 2 will prove that u is the
solution to the Dirichlet problem.
Conversely, the necessity of conditions (1.5) and (1.6) follows as in Theorem
1 and Proposition 2.
13 Admissible domains with empty {Ci}
We devote this section to prove the existence of domains for which Theorem
3 applies. We remark that even in R2 where we have a 6-dimensional isom-
etry group, the construction of these domains requires some effort, as it was
presented in [18].
In order to search for domains to apply Theorem 3 we start with the domain
U bounded by one loop of a 2H/y−curve γ, which starts at a P3−point, goes
down to the P1 = (0, y0)−point and then comes back up to P3 = (0, y0e
1+TH
2H ).
From (10.2), we may assume γ is parameterized by γ+(t) = (x(t), y0e
t/2H) and
γ−(t) = (−x(t), y0et/2H), t ∈ [0, 1 + TH ], x(t) given by (10.2).
We proceed to construct a family of domains Ωs ⊂ U. Given s ∈ [0, 1], let
D+(s) = γ+(s) and D−(s) = γ−(s). Let E+(s) be the second intersection point
of the vertical line through D+(s) with γ+; and E−(s) be the fourth vertex
of a rectangle with sides parallel to the axes and vertices D+(s), D−(s) and
E+(s). (See Figure 6).
From the definition of γ, one can see that E+(s) = (x(s), y0e
ϕ(s)/2H), where
ϕ : [0, 1]→ [1, 1 + TH ] is a bijection given by∫ ϕ(s)−1
s−1
gH(u)du = 0. (13.1)
The domain Ωs is bounded by the subarc of γ
+ from D+(s) to E+(s) and
of γ− from D−(s) to E−(s), which we name A+ and A−, respectively. The
remaining part of the boundary of Ωs consists in two arcs BD and BE. BD is
the unique 2H/y−arc (oriented downwards) that joins D−(s) and D+(s) and
BE is the unique 2H/y−arc (oriented upwards) that joins E−(s) and E+(s)
and it is not contained in γ. (See Figure 6)
For s = 0, the B−type arcs are empty and Ω0 = U. For small values of s,
Ωs is a well defined domain and then there is s0 for which BD(s0) intercepts
BE(s0) at one point and for s > s0, Ωs is no longer a domain.
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Figure 6: Construction of Ωs.
Let E be the P1−point of the arc BE and let (0, y0ee(s)/2H) be its coordi-
nates. Let also D be the P4− point of BD, D = (0, y0ed(s)/2H). Some computa-
tions imply that for s ∈ (0, 1) the functions e and d are given by the following
expressions:
ee(s)/2H
∫ −1+ϕ(s)−e(s)
−1
gH(u)du =
∫ −1+s
−1
gH(u)du (13.2)
and
e(d(s)−2)/2H
∫ 1
1−(d(s)−s)
−gH(u)du =
∫ −1+s
−1
gH(u)du. (13.3)
For s ∈ [0, s0], define α(s) and β(s) as the length of the A−type arcs and
B−type arcs, respectively, that bound Ωs.
As a first step to find a domain for Theorem 3 we have the following fact.
Theorem 12. There is s? ∈ (0, s0) such that α(s?) = β(s?) + 2HI(Ωs?).
Proof. Since F (s) := α(s) − β(s) − 2HI(Ωs) is a continuous function on s ∈
[0, s0], it is sufficient to see that F (0) > 0 and F (s0) < 0.
For s = 0, we are in the same situation as in Lemma 12, which asserts that
F (0) > 0. For s = s0, some computations must be done. First notice that s0
is the solution of d(s) = e(s). We denote d(s0) by d0 and ϕ(s0) by ϕ0.
Besides, as it was already computed in the proof of Lemma 11, the length
of an arc in a 2H/y−curve with P1 = (z, 0)−point and that goes from height
zet1/2H to height zet2/2H is
L(t1, t2) =
ze1/2H
2H
∫ t2
t1
gH(u)
−u du.
Therefore α(s0) < β(s0) is equivalent to
∫ ϕ0−1
s0−1
gH(u)
−u du < e
(d0−2)
2H
∫ 1
1−(d0−s0)
gH(u)
−u du+ e
d0
2H
∫ −1+ϕ0−d0
−1
gH(u)
−u du
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or, after a change of variables, to∫ ϕ0−1
s0−1
eu/2H√
1− u2du <
∫ ϕ0−1
s0−1
eu/2H√
1− (1− |u− c|)2du
for c = d0 − 1.
A straightforward computation splitting the interval (s0 − 1, ϕ0 − 1) as
(s0 − 1, c]∪ [c, ϕ0 − 1) shows that the above inequality for the integrands holds
on (s0 − 1, c] if d0 < 2s0 and holds on [c, ϕ0 − 1) if 2(ϕ0 − 1) < d0.
Hence it is enough to show that 2(ϕ0 − 1) < d0 < 2s0.
Claim 1: The function e satisfies e(s) ≥ 2(ϕ(s)− 1) for all s ∈ (0, 1).
Fix s. Consider Qs = (0, y0e
2(ϕ(s)−1)/2H) and take γQs the 2H/y−curve
with Qs as its P1−point. The intersections of γQs and the horizontal line
{y = y0eϕ(s)/2H} are at a distance 2xQs given by
2xQs =
y0e
1/2H
2H
e
2(ϕ(s)−1)
2H
∫ 1−ϕ(s)
−1
gH(u)du,
which is greater than 2x(s) if and only if∫ s−1
−1
gH(u)du < e
2(ϕ(s)−1)
2H
∫ 1−ϕ(s)
−1
gH(u)du,
which is a consequence of the positivity of the integrand in the interval (−1, 1−
ϕ(s)) that contains (−1, s−1) (from the definition of ϕ (13.1)) and of the fact
that e
2(ϕ(s)−1)
2H > 1.
Consider the function l that associates to each point P on the segment
V = {(0, y); y ∈ (y0e(ϕ(s)−1−TH)/2H , y0eϕ(s)/2H)} the distance between the two
intersections of γP with {y = y0eϕ(s)/2H}. As described in the proof of Proposi-
tion 4 (see (10.8)), l is continuous, takes value 0 on the extrema of the segment
V and has a unique critical point which is a maximum. Since l(E) = l((0, y0))
and l(Qs) > l(E), we have that the point Qs is necessarily between E and
(0, y0). In particular, Qs is below E and the claim follows.
Since d0 = d(s0) = e(s0), the first inequality is proved.
Claim 2: The function d satisfies d(s) ≤ 2s for all s ∈ (0, s0].
For fixed s ∈ (0, s0], define Fs(t) as the left-hand side of expression (13.3),
that is,
Fs(t) = e
(t−2)/2H
∫ 1
1−(t−s)
−gH(u)du,
and consider X(s) =
∫ −1+s
−1 gH(u)du (the right-hand side of (13.3)). It is easy
to see that Fs(s) = 0 < X(s) and that
Fs(2s) = e
2(s−1)/2H
∫ −1+s
−1
−ue−u/2H√
1− u2 du > X(s),
39
once s ∈ [0, 1]. Since d is the solution of Fs(d) = X(s) and Fs is continuous,
then s < d(s) < 2s.
Therefore, the second inequality is true and the theorem is proved.
We conclude by applying Theorem 3 to Ωs? .
Theorem 13. The domain Ωs? for y0 small enough is an admissible domain
with {Ci} empty that admits a solution to the Dirichlet problem.
Proof. Let us denote Ωs? by Ω. From the last result,
α = β + 2HI (Ω) . (13.4)
We assume y0 is small enough so that a subsolution exists in Ω.
It remains to see that for any admissible polygon P properly contained in
Ω, it holds that
2α < `+ 2HI(P) and 2β < `− 2HI(P).
We analyse each possibility depending on the number of vertices of P :
1. If P has two vertices, three configurations are possible:
1.1 Two vertices horizontally aligned: Actually this configuration is not
possible because B1 and B2 are the only 2H/y−arcs in Ω connecting
these points;
1.2 Two vertices vertically aligned: The unique possibility inside Ω is
to have ∂P as an A−type arc (either A− or A+) and its reflection
about the vertical line that connects its endpoints. For this case,
` = 2α < `+ 2HI(P) and 2β = 0 < `− 2HI(P) from Lemma 12.
1.3 The vertices are the ends of a diagonal of R; say D− and E+. The
first inequality is trivial. Let us check the second one.
Let us denote by α− and α+ the length of the arcs A− and A+,
respectively. We know α− = α+. And let us denote by βD and βE
the length of the arcs BD and BE, respectively.
Let δ be a 2H/y−arc from D− to E+. If the curvature vector of
δ points to the left (notice it points in only one direction because
since δ is contained in Ω¯ it cannot have neither a P1−point nor
a P4−point), the Maximum Principle implies that δ is outside the
domain U− bounded by A− and its reflection about the vertical line
through its endpoints. Consider the curve obtained joining δ to the
horizontal segment h from E+ to E−. This curve connects D− to
E− and is outside the convex domain U−. Therefore its length is
greater than the length of its projection on U−, which is exactly the
reflection of A−. Therefore, `(δ)+`(h) > α− and then `(δ)+βi > α−
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for both i = D and E. The same argument applies if δ has curvature
vector pointing to the right, with A+ replacing A−.
Since β = 0 and
2HI(P) < 2HI(Ω) = α+ + α− − βD − βE < δ1 + δ2 = `,
the second inequality follows.
2. If P has 3 vertices, two configurations are possible:
2.1 P consists in one A−type arc, say A−, one B−type arc, say BE,
and one interior arc δ as described above.
Here α = α− and, as shown above, 2α < (α−+βE+δ) ≤ `+2HI(P).
Besides, β = βE and the inequality 2β < `− 2HI(P) is equivalent
to βE + 2HI(P) < α− + δ, which from (13.4) is equivalent to
2α− − βD − 2HI(Ω) + 2HI(P) < α− + δ,
which is implied by the facts that α− − βD < δ and 2HI(P) <
2HI(Ω).
2.2 P consists in one B−type arc (BE or BD), and two interior arcs:
one arc δ as described above and one arc A′, the reflection from
either A− or A+. Here α = 0 and the first inequality is trivial. The
second one is again equivalent to βi + 2HI(P) < α− + δ, which
holds as above.
3. If P has 4 vertices, two configurations are possible:
3.1 P contains three boundary arcs and one arc A′, reflected from A−
or A+. The first inequality is trivial. For the second one we need
that β + 2HI(P) = βD + βE + 2HI(P) < 2α−. But I(P) < I(Ω)
and (13.4) imply that βD + βE + 2HI(P) < 2α−.
3.2 P contains the two boundary arcs BD and BE, and two A′s, reflected
from A− and A+. Once again the first inequality is trivial and the
second one follows as above.
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