Ridley, A. J., A. M. Dodger, and M. W. Liemohn (2014) (2005), were compared to the simulation results throughout the main phase of the eight events. Three methods of calculating the plasmapause were employed to determine the best fit to EUV data, using the maximum gradient, a constant density contour (fit method), and the location in which the modeled density fell significantly below the specified saturation density for the given radial position (saturation method). It was found that the simulations driven by the Weimer (1996) model produced the best fit overall and that the fit and saturation methods worked best for matching the model results to the observations.
Introduction
The plasmasphere is a toroidal region of the inner magnetosphere composed of cold (∼1 to 2 eV), dense plasma of ionospheric origin that is trapped along the geomagnetic field lines [e.g., Lemaire and Gringauz, 1998 ]. In ideal quiet times, the plasmaspheric flux tubes fill to an equilibrium, where the flow of ionospheric plasma up field lines on the dayside is balanced by plasma flowing down field lines on the nightside. This cold, dense plasma convects around the Earth, influenced by the convection and corotation electric fields, forming a stable outer boundary known as the plasmapause [Gringauz et al., 1961; Carpenter, 1963; Carpenter and Park, 1973] . At the plasmapause, field lines transition from the corotational-dominated motion around the Earth to the globally sunward magnetospheric convection motion. This produces a sharp drop in electron densities, from the order of 1000 to 100 cm −3 to that of 10 to 1 cm −3 [Lemaire and Gringauz, 1998 ]. During geomagnetic disturbances, convection electric fields increase, leading to an erosion of the outer layers of the plasmasphere and an inward motion of the plasmapause, taking place over the course of a few hours [e.g., Carpenter and Lemaire, 1997] .
The location of the plasmapause is vital for understanding the interaction of the ring current and radiation belt regions, which overlap the plasmasphere spatially but contain higher-energy particle populations. ULF waves can transfer energy to radiation belt electrons via resonant oscillations, but the penetration of these waves is a function of the local plasma mass density [Shprits et al., 2006; Ozeke and Mann, 2008; Zong et al., 2009] . ELF/VLF waves, which are excited both inside and outside the plasmapause, can resonantly interact with radiation belt electrons on their gyration time scale, but the nature of this interaction is highly dependent on the local plasma density [e.g., Kennel and Petschek, 1966; Lyons and Thorne, 1973; Summers et al., 1998 ].
Because the structure and dynamics of the plasmasphere are dominated by convection, an understanding of the global electric field is required. However, there is no method available to routinely obtain the full global-electric-field pattern, and thus, simulation is required. There are numerous models that attempt to provide a description of the global potential patterns (assuming no inductive electric field), and these models scale dramatically with regards to complexity. At the low-complexity end are models that make use of two-cell convection patterns that respond to simple geomagnetic indices such as Kp [Volland, 1973; Stern, 1975] . More advanced models make use of statistical studies of ground-based radars [Foster et al., 1986; Sojka et al., 1986] or low-altitude satellites [Weimer, 1996 [Weimer, , 2005 ] to characterize global potential patterns based on solar driving conditions. Recently, Matsui et al. [2010] used Cluster data to improve an empirical model of the inner magnetospheric electric field during storms. There are also models that make use of assimilative methods, taking in data from multiple ground-based and space-based data sources [Richmond and Kamide, 1988] , making the results dependent on the quantity and variety of the input data.
Previous studies have examined the effect of different driving electric field models on inner magnetospheric physics. For example, Ober et al. [1997] and Goldstein et al. [2005] have made use of numerical studies of the plasmasphere driven by a single electric field model. Liemohn et al. [2004] examined the result of varying the driving electric fields for a single event, finding that Weimer [1996] specified electric fields and fields generated self-consistently by a ring current model are superior to an analytical two-cell convection pattern in regard to describing storm time development of plasma morphology. Similarly, Liemohn et al. [2006] found, for two storm intervals, that the Volland-Stern field was almost as good as a self-consistent electric field at matching the plasmaspheric data but was less consistent in its accuracy of specific measurements. Pierrard et al. [2008] also attempted to compare multiple driving electric field models, though that study focused on finding the plasmapause by employing a pair of formation theories as opposed to identifying the measured characteristics of the plasmapause as in Liemohn et al. [2004] , which produced consistent results for the shared storm in the two studies.
The study reported on here examined the density structure of the modeled plasmasphere as a result of five different electric field descriptions: a simple Kp-driven Volland-Stern model [Volland, 1973; Stern, 1975] with Kp dependence as found by Maynard and Chen [1975] , two variations of the Weimer [1996, 2005] empirical model, and the Assimilative Mapping of Ionospheric Electrodynamics (AMIE) [Richmond and Kamide, 1988; Ridley and Kihn, 2004] , which used ground-based magnetometers and a combination of magnetometers and Defense Meteorological Satellite Program (DMSP) data measurements [Rich and Hairston, 1994] . The study examined a total of eight storms in 2001, with the storm on 21 October 2001 chosen to be described in depth for its abundance of valid IMAGE EUV data for comparison.
Numerical Approach
This study used results from the Dynamic Global Core Plasma Model (DGCPM) [Ober et al., 1997] , which solves a continuity equation to calculate the content of cold thermal ions, with the source being the dayside ionosphere and sinks being both the nightside ionosphere and the model boundary at 10 R E . The plasmaspheric filling rate on the dayside is determined by the difference between the density in the given cell and the saturation density as specified by Carpenter and Anderson [1992] , using refilling time scales dependent on both magnetic local time (MLT) and latitude similar to those discussed in Rasmussen et al. [1993] and Dent et al. [2006] . The plasma is convected in the DGCPM using a second-order upwind scheme with a Superbee limiter. While being fundamentally the same model as used in earlier studies by Ober et al. [1997] and Liemohn et al. [2004] , the current version has undergone significant modification to be fully integrated into the Space Weather Modeling Framework (SWMF) [Tóth et al., 2005 [Tóth et al., , 2012 and to fix a numerical issue that caused erroneous filling during some specific electric field conditions at the outer boundary.
A total of five different choices of the inner magnetospheric electric fields were selected for this study. The first option was a simple Volland-Stern electric field [Volland, 1973; Stern, 1975] , with the maximum and minimum potentials being calculated based on the Kp index [Maynard and Chen, 1975] . The second and third options were to map the potential distribution provided by the Weimer empirical models [Weimer, RIDLEY ET AL.
©2014. American Geophysical Union. All Rights Reserved. 1996, 2005] into the inner magnetospheric equatorial plane using a dipole magnetic field (hereafter simply referred to as W96 and W05). The forth and fifth methods make use of the AMIE method [Richmond and Kamide, 1988; Ridley and Kihn, 2004] to produce electric potential maps of the ionosphere using only ground-based magnetometer data (hereafter simply AMIE-MAG) and a combination of magnetometer and DMSP driftmeter data (hereafter simply AMIE-DMSP). These maps were also mapped to the magnetospheric equatorial plane using a dipole magnetic field. With the exception of the Volland-Stern potentials (which can be calculated within a subroutine in DGCPM itself ), all of these potentials are passed to DGCPM through coupling with the Ridley Ionosphere Model within the SWMF system [Tóth et al., 2005] . These potential patterns are specified on a grid in the ionosphere and mapped out to the equatorial magnetosphere. The Weimer and AMIE patterns extend to subauroral latitudes, which can map to the plasmasphere, and are therefore capable of specifying the electric potential conditions in the plasmasphere.
The model results were compared with data obtained by the Imager for Magnetopause-to-Aurora Global Exploration (IMAGE) mission, specifically the extreme ultraviolet imager (EUV) instrument [Sandel et al., 2000] . Plasmapause locations were manually extracted every 10 min from the EUV images (from a monochromatic color-scale image after mapping the data to the equatorial plane) when the satellite was near apogee, as described by Goldstein et al. [2005] . These extracted points were made publicly available and were used in this study. Horwitz et al., 1990] . H + cannot be optically imaged due to the lack of emissions, so imagers must rely on emissions from He + . The EUV instrument took advantage of the 30.4 nm resonantly scattered emission to produce global maps of the plasmasphere. The plasmasphere is optically thin to this emission, and all other sources are negligible in this band. It has been shown that the He + and the mass density plasmapause are normally detected close to the same location [Moldwin et al., 2003b; Goldstein, 2003; Dent et al., 2006; Darrouzet et al., 2008; Obana et al., 2010] , though a more recent study indicated that the relative abundances vary during storm events, which can cause errors when doing a direct comparison between the IMAGE EUV data and DGCPM model results [Sandel, 2011] .
For each run, the location of the plasmapause was calculated within the model data using three different methods. The first of these was the gradient method (shorthand "GRAD"), which employed the commonly used method of identifying the peak gradient of the natural log of the density in the radial direction for each longitude. As the plasmapause is a rapid decrease in density over a short distance [e.g., Gringauz et al., 1961; Carpenter and Park, 1973; Moldwin, 1997] , the method should, by definition, have identified the plasmapause. An issue with this method was found during storm time as the plume formed: as the plasmasphere was eroded on the nightside and moved around to the dayside, the density gradients on the nightside became steeper, while the gradients on the dayside became more shallow. This meant that, at times, the plasmapause on the dayside could not be found within the model, while there was a plasmapause identified in the EUV data. This could be due to two different reasons: (1) the model is inherently flawed and produced too small a density gradient or (2) the plasmapause identification method used with the model does not match the plasmapause identification method used in Goldstein et al. [2005] to extract the points. Without further study, it is impossible to determine which may be the case. Due to this, a pair of alternative methods were explored.
The second method used the EUV-extracted plasmapause points (as described by Goldstein et al. [2005] ) to determine an optimum threshold density for the plasmapause location (shorthand "FIT"). DGCPM densities were calculated at the EUV-extracted plasmapause points, and the average density across all of these points for the entire event was found. The position of this specific density contour over the course of the storm was then recorded as the plasmapause.
The third method made use of the saturation density function described in Carpenter and Anderson [1992] and implemented in DGCPM. The density values were compared to the saturation density value, and the first point radially from the Earth where the density values fell below 95% of the saturation density was identified as the plasmapause. The process was restricted to density values between 1000 and 1 cm −3 , as the plasmapause is not typically found outside of these values. If no point was within the bounds, no plasmapause was recorded, though in practice there were very few times when this occurred. The times where this did occur were often within the drainage plume, such that the density was always above the saturation level. A comparison of calculated plasmapauses from the three methods is shown in Figure 1 . Key points to observe are that the gradient method (orange) frequently produced the furthest radial plasmapause, while the fitted method (blue green) produced the most interior plasmapause. This also meant that the gradient method had the largest response to plasmaspheric erosion during storm events, while the fitted methods had the least. Interestingly, the saturation and gradient methods corresponded for much of the plasmasphere, though they deviated in the postdusk region, where there was a bulge of lower density plasma.
Single-Event Analysis
On 21 October 2001, the magnetosphere experienced an intense geomagnetic storm driven by a single coronal mass ejection (CME). The plasmapause during this event was also explored by Liemohn et al. [2006] . An overview of the event showing critical data for storm characterization, and modeling is shown in Figure 2 . The storm peak occurred at 2128 UT on 21 October, as indicated by a peak Dst at −186 nT. The storm intensity was still large on the following day. Solar wind and interplanetary magnetic field (IMF) measurements were taken upstream by the Advanced Composition Explorer (ACE) [Stone et al., 1998 ]. The ACE data were lagged by an average of approximately 50.4 min on the 21st, using a simple ballistic propagation method [e.g., Ridley, 2000] , given the average ACE satellite position of (X, Y, Z) = (221, 4, −26) Re. Upon CME arrival, the solar wind velocity and density increased dramatically, with the velocity doubling and densities reaching as high as 60 cm −3 at storm peak. This increase in speed led to a decrease in the time delay between ACE and the magnetopause to a daily averaged value of approximately 35.3 min (the position was almost exactly the same). The CME also contained a strong southward IMF B z (about −30 nT), which caused the increase in the cross-inner-magnetospheric potential (CIMP, analogous to the commonly used cross-polar-cap potential, which is defined as the maximum polar cap potential minus the minimum polar cap potential, but in this case it is only considering the potential in the magnetospheric equatorial plane at radial distances less than 10 R E ) during the storm.
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©2014. American Geophysical Union. All Rights Reserved. Figure 3 shows the potential contours that served as drivers of DGCPM at select time periods indicated by vertical lines in Figure 2 . Figure 3 (first row) shows the potential values calculated just before the storm using each of the electric field models. With the exception of the Volland-Stern model, each plot shows mild potential patterns that indicate mostly corotational flow without significant convection. The Volland-Stern distribution was that of a moderate storm, due to the 3 h cadence of the Kp index, which led to a strong sunward convection well before any other model.
Electric Fields
Moving into the storm's main phase ( Figure 3 , second row), a strong convection pattern occurred. Significant differences in the potential patterns existed. Both AMIE results show a region around dusk in which the flow doubles back on itself (seen as a contour line that circles from the dayside past dusk and then loops around to return to the dayside in the AMIE DMSP column). Both the W96 and W05 models showed this flow reversal feature, but in neither was it as intense as in the AMIE variations. While this strong convection was maintained in the W96 and W05 simulations in Figure 3 (third row), nearly 3 h later, the AMIE patterns indicated RIDLEY ET AL.
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Figure 3. (first to fifth rows) Potential contours, including corotation, produced by the five electric field models at the times indicated in Figure 2 . On each plot, the Sun is to the right, with dawn at the bottom. From left to right, models are AMIE-MAG, AMIE-DMSP, W96, W05, and VS. a more "confused" potential distribution, with significant bulges in the contours. Convection in the AMIE patterns had decreased, leading to weaker erosion while the storm was still approaching its peak.
Figure 3 (fourth and fifth rows) indicates times in which an eroded plasmasphere would be expected. The potential differences across the plasmasphere (in most cases) were significantly smaller than during the storm onset. The AMIE patterns indicate a potential gradient that had reoriented from dusk to dawn to day to night, which caused a dawnward flow at the edge of the plasmasphere. Using DMSP data as well as magnetometer data (i.e., column two) showed even greater potential differences and thus greater plasma flow. The Weimer potentials, on the other hand, showed some variation in the orientation of the contours, but the flow was still decidedly sunward. Figure 3 (fifth row) shows AMIE potential differences returning to a more common dusk-to-dawn configuration but still tilted more significantly than any other model. (first to sixth rows) Equatorial electron number density contours produced by the five electric-field models at the indicated times on Figure 2 . Dark blue dots on the contours indicate the model-calculated plasmapause points using the saturation method, with the red diamonds indicating the IMAGE EUV plasmapause points extracted as discussed in Goldstein et al. [2005] . On each plot, the Sun is to the right, with dawn at the bottom. From left to right, models are AMIE-MAG, AMIE-DMSP, W96, W05, and VS. The final column shows the IMAGE EUV data mapped to the equatorial plane. Figure 4 shows the equatorial electron number density distribution in the plasmasphere that resulted from the model being driven by the different potential models as described above and demonstrated in Figure 3 . The density contour varies from 10,000 to 1 cm −3 to highlight both the interior plasmasphere and the exterior plasma trough, which was below the observational limit of the EUV instrument of approximately 40 cm −3 [Goldstein, 2003] . Red diamonds on the plot indicate extracted plasmapause points from EUV data as described in Goldstein et al. [2005] , while the dark blue dots indicate the calculated plasmapause locations from the DGCPM model via the saturation method mentioned above.
Density Contours
The last column in this figure shows the IMAGE EUV data mapped to the equatorial plane by taking each pixel's pierce point through the equator and assigning the brightness to that specific L shell and magnetic local time. This is an extremely simplistic description, but the studies by Sandel et al. [2003] and Roelof and Skinner [2000] provide a more thorough description of the mapping. The brightness changed as a function of time because the satellite was moving such that the distance to the plasmapause was changing. The EUV data are included simply for reference. leading to a poor match to the EUV-extracted plasmapause in those sectors. All methods performed well for matching in the predawn and morning sectors. Figure 4 (second row) shows model results after storm onset. The AMIE-and Weimer 96-driven simulations showed the development of the drainage plume. This was indicated by the movement of the plasma trough toward the dayside edge of the simulation domain and deformation of the plasmapause in this direction. Also important was the lack of detection of a plasmapause in the dayside region, which is a common signature of the formation of the drainage plume. The AMIE runs were also the only ones that showed the existence of major secondary structures that extended into the plasma trough region (as evidenced by the density contours not being smooth in the longitudinal direction, especially on the nightside and into the dawn sector).
Three hours later (20:20 UT), all models showed a clearly developed drainage plume, though the size and orientation of these plumes varied significantly. AMIE versions showed "fingers" on the morning/dayside drainage plume (as evidenced by the density contours not being smooth in the longitudinal direction), and both versions showed significantly greater nightside content compared to all other simulations, as was expected by the potential pattern.
Figure 4 (fifth and sixth rows) show the eroded, poststorm plasmasphere. Compared to the initial state, the density contours showed much less content, with the presence of an extended dayside plasma trough. Drainage plumes existed due to the elevated convection in the region, but they were narrower in MLT than in earlier time periods.
There were occasions in which multiple points existed in each longitudinal slice, which was most likely due to the plasmapause having significant structure. If a radial line is followed, the line would go through a constant density contour several times, which could be interpreted as having multiple plasmapause locations. This occurs in the model, as well, but all of the plasmapause identification methods oversimplify this and select only the lowest radial point as the plasmapause. This is obviously a simplification of reality and is a clear limitation of this study.
As part of the analysis, the EUV plasmapause location data were averaged onto the DGCPM grid system for direct comparison. This averaging added in some additional error, where the DGCPM points might have matched some of the plasmapause points, but not all. This effect is demonstrated in Figure 5 . In the afternoon and postdusk quadrants the differences between the extracted and averaged data were subtle. In the predawn quadrant, however, the differences were much more drastic, with a span of approximately 2 R E from the interior to exterior EUV-extracted data points in a radial slice. Note that at other times during the storm, the observed plasmapause extractions are most variable in the afternoon sector due to the plume.
Plasmapause Comparison
One of the goals for this study was to examine a variety of methods for calculating the plasmapause location and determining an "average best" method in regard to matching EUV plasmapause extractions. The three methods for calculation were described earlier in this paper and are referred to as the "Gradient, " "Fitted, " and "Saturation" methods. Previous studies, including those that initially detailed the discovery of the plasmapause from whistler observations [Carpenter, 1963] , made use of the gradient method to identify the plasmapause, and it has been the traditionally accepted method of plasmapause detection. During analysis of these simulations, however, it was found that the gradient method produced poor matches to the EUV data, and other methods were attempted to determine if a better process could be employed for the goal of matching the EUV plasmapause data set. Figure 6 shows a comparison of these three methods and their differences to the EUV extracted plasmapause data set. In the figure, five different run configurations (AMIE-Mag, AMIE-DMSP, W96, W05, and VS) are shown in the five panels, with the root-mean-square (RMS) difference of the EUV and calculated plasmapause points at each time step plotted. These values were calculated by averaging the EUV plasmapause data points to the same longitudinal resolution as the DGCPM grid, and then calculating the differences where common values existed. For each time step, the differences were squared, a mean was determined, and the square root of this value was taken. A zero value indicates a perfect match between the EUV data and the model. quiet times, these methods had a slightly higher RMS difference that decreased during the course of the storm, meaning the methods were better at representing the storm time, or an eroded plasmasphere, than a quiet time plasmasphere. The "Gradient" method difference was consistently higher than the other methods. The actual values indicated that the gradient method was identifying a peak gradient outside of the EUV-extracted plasmapause points. This was reasonable, however, because these gradients could be either outside the observable range or could occur at low-pixel brightness where they would be harder to identify in the EUV data. The gradient method was successful at identifying this peak gradient, and thus, the definition of the plasmapause, but poor at representing the EUV-derived plasmapause, which was the aim of this study. An alternative explanation could be that the model has a consistent bias such that it is constantly offset from the actual steepest gradient in the real plasmapause. It is difficult to determine whether this is the case without independent observations. It should also be noted that times when EUV plasmapause points had multiple identified points (as described by Goldstein et al. [2005] ), the RMS difference increased dramatically. This is a clear limitation of the technique that was developed to identify the plasmapause from the model results. These techniques chose the first radial grid point that satisfied the criteria for identifying the plasmapause, which is obviously incorrect at times. Examining Figure 4 (fourth row), the density contours were consistent with the overall morphology implied by the EUV plasmapause points. This analysis would be more accurate if the plasmapause identification criteria were modified to allow for multiple plasmapause locations for a given MLT sector. Figure 7 shows the probability distribution function (PDF) of the difference values produced by the three plasmapause detection methods and five different simulations. Some general features can be observed in this figure: (1) the two AMIE-driven models have average errors that are larger than the other electric-field-driven models; (2) the two AMIE-driven model results have a broader range of errors than the other models for the saturation and gradient techniques, as evidenced by the lower peaks and above-zero values at large difference values; (3) the Volland-Stern-driven simulation results have a higher peak than the models driven by other electric fields; and (4) the gradient method most often produced plasmapause points that were farther from the Earth than the EUV measured values, while the fitted and saturation methods produced distributions centered closer to zero.
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Other Events
The above analysis was repeated on multiple storms to determine if there were any common trends in the accuracy of the electric field models in reproducing the [Goldstein et al., 2005] described EUV plasmapause extractions. One of the two products of this process was the PDF analysis of Figure 8 , which included data from all events used in this study. The same behavior that was observed in the single-event analysis was also observed here: (1) the AMIE-driven model results using the gradient and fitted methods produced some of the largest median errors in the plasmapause location, compared to the other electric field-driven models; (2) the AMIE technique had a broader range of errors for the gradient and fitted methods (i.e., lower peaks and higher percentages for larger differences); (3) the peaks were highest for the Volland-Stern model using the fitted and gradient methods; and (4) the gradient method produced the largest median errors. Table 1 provides a quantitative assessment of these descriptions, providing a root-mean-square error between the measurement and modeled plasmapause position as well as an indication of the percentage of time in which the modeled plasmapause was close to the measured plasmapause (as described below). Figure 9 shows exactly the same information as Figure 8 , but rearranged to explore which plasmapause identification method best matched the extracted EUV points, as described by Goldstein et al. [2005] . The fitted technique had a median value of 0.3 Re for all of the electric field models and events, since the extracted EUV point locations were used to determine the cutoff value for plasmapause identification. technique in the saturation method showed a lower peak and larger percentages at higher differences. The gradient method produced results that were furthest away from the extracted EUV plasmapause locations, with a clear bias of 1.3 Re outside the EUV-determined plasmapause.
To put these results in context, a previous study by Obana et al. [2010] found that the He + and the mass density plasmapause were found collocated within a range of error of ±0.4 Re, indicating a rough noise level of detecting the actual plasmapause location. This value was used in this analysis to determine ranges that were considered consistent with EUV observations. The percentages of points within ±0. In each column the RMS and the consistency between the model run and the EUV data is shown. The consistency is defined as the percentage of the time in which the simulated plasmapause is within 0.4 R E of the measured plasmapause. For each storm, the modeled plasmapause is identified using the three different techniques, as described in the text. Italic represents the electric field and technique that produced the best result for the given storm, while bold represents the worst performance boxes.
were determined. The fitted method showed the most points within this error bar, with 47.1% of all of the points within ±0.4 Re of the EUV identified plasmapause, while the saturation method had less points (41.1%) and the gradient method had the widest and most offset distribution with only 13.1% near zero. It should be noted that there were approximately 75,000 points in each of the distributions for the different electric field drivers, with approximately 350,000 points in the "All" distributions (a sum of all five different electric field model simulations and all eight events). Table 1 shows the results of this study. Two values are shown: the RMS error, as described above, and the consistency: the percentage of plasmapause points found within 0.4 Re of the extracted EUV plasmapause. The highlighted cells refer to the best (italic) and worst (bold) values in each category. The pair of AMIE-driven methods were never the best fit in any simulation type, and in all but one of the simulations represented the worst fit model, as well as being the worst in set of all models. On the other hand, the Weimer variants were often the best, having had the best of either parameter in all but two events, while also having had the best in the set of all models. The Volland-Stern had greater variance with respect to the other models, having been the best in either parameter in four events and the worst in one parameter in three events, similar to the finding of Liemohn et al. [2006] regarding the Volland-Stern field's ability to predict plasmaspheric features during storms. The overall differences from the two Weimer variants (W96 and W05) were quite low, and both were better (on average) than the commonly used Volland-Stern method at replicating EUV results, as evidenced by the average values in the bottom three rows of Table 1. All three were close to the minimum expected error, based on previous studies such as those by Pierrard et al. [2008] and Liemohn et al. [2004] . Both AMIE-driven methods, however, were worse on average using any plasmapause method and produced the most significant deviation from the expected location. This was unexpected, as the AMIE method takes a far greater number of measurements into account when calculating the electric field, compared to either Weimer or Volland-Stern. Other studies that have focused on the high-latitude ionosphere have shown that the AMIE technique is superior to the Weimer models, when compared to DMSP data [Bekerat et al., 2005; Kihn et al., 2006] . It should be noted that the analysis techniques used here (a simple RMS difference) would not allow a quantification of whether AMIE was able to produce the complicated plasmaspheric features such as "bumps, " "shoulders, " "fingers, " and detected plasma bubbles, as expected. An analysis technique that computes the variability of plasmaspheric density as a function of magnetic local time may be useful in quantifying different electric field's ability to produce these features but is beyond the scope of the current study.
Discussion
The interpretation of the results presented in Table 1 was that the two Weimer models produced a more accurate representation of the plasmasphere morphology and evolution during the storm events than either AMIE configuration or the Volland-Stern electric field model. This is consistent with previous studies 10.1002/2014JA019836 [Liemohn et al., 2004] , which had shown that the Weimer [1996] model is reliable at driving plasmaspheric dynamics. There are numerous explanations for this, with the most basic being that the Weimer models better represent subauroral ionospheric features that are not captured in the relatively simple two-cell-driven Volland-Stern model and that are exaggerated due to the assumptions of the AMIE method. The Weimer models are also driven by IMF conditions, allowing their response to be dictated by the temporal resolution of the input IMF data, rather than being forced to a 3 h cadence as is done in Kp, and thus leading to an improved plasmasphere during storm onset. Temporal differences in terms of hours have a significant effect on the evolution of large-scale features such as the drainage plume, as well as smaller notch and shoulder features. While Figures 3 and 4 both demonstrated differences between the W96 and W05 models, Table 1 shows the variations between the two models are much smaller than the variations between the other methods. It should be noted that Weimer [2001] introduced a lower boundary condition that may have made the electrodynamics slightly less robust within the plasmasphere region, but the differences in our study were quite small.
A key result of this study was that the AMIE-driven results were the least reliable at reproducing plasmaspheric morphology. This was unanticipated, as it was assumed the greater specificity of this electric field description, through the use of numerous magnetometer and DMSP measurements in its calculation, would result in a more accurate plasmasphere representation. The reason for this inconsistency is most likely related to the fact that the majority of the data that went into the AMIE technique were ground-based magnetometer data. At high latitudes, the Hall current causes the majority of the perturbation [e.g., Yu et al., 2010, and references within] . This is due to the fact that if the magnetic fields are radial and there are no gradients in the conductances, the magnetic perturbations on the ground caused by the field-aligned and Pedersen currents will cancel each other [Fukushima, 1969] . At lower latitudes, though the ground-based magnetic perturbations are influenced not only by the Hall current but the Pedersen, field-aligned and magnetospheric currents as well [Yu et al., 2010] . The AMIE technique makes the assumption that the magnetic perturbations are only caused by Hall currents. AMIE can subtract the magnetospheric current of the magnetic perturbations by calculating the Dst index and applying a latitudinal correction. This does not remove the field-aligned and Pedersen currents, though. So it is expected that AMIE should work best at higher latitudes while, at lower latitudes (which map to the plasmasphere), the potentials might not be as accurate. Further, the data that go into AMIE becomes more sparse at lower latitudes. This is because the physical distance between measurement points becomes larger at lower latitudes (i.e., there is less area in the polar cap than in the subauroral region), and there are large areas in which there are no ground-based magnetometers at subauroral latitudes. Adding the DMSP data should, in theory, help with the AMIE patterns, but statistically it does not help much. This is because the DMSP data are quite sparse in longitude, and therefore, the AMIE patterns are not influenced very much (in the global sense) by the data at subauroral latitudes.
This study presents three different methods for determining the plasmapause location within a model of the plasmasphere. These locations are compared to plasmapause locations extracted from EUV images, as described by Goldstein et al. [2005] . Since the plasmapause is the location of a sharp dropoff in the plasma density, it was expected that the best method to determine the plasmapause location in the model results would be a method based on the gradients in the plasma density. This turned out not to be the case. Instead, the gradient method produced the worst results, while using a constant threshold density value produced much better results. An additional method, based on determining where the model density was significantly below the saturation density, also showed better performance than the gradient method. This leads to two possible conclusions: (1) the DGCPM does not model the steepest gradients in the plasmasphere very accurately or (2) the method of plasmapause extraction described by Goldstein et al. [2005] does not describe the steepest gradient in the plasmasphere but instead identifies either a constant density or the location in which there occurs a significant decrease in density compared to an "expected" value of the plasmaspheric density. Without an independent method of validating the model results and the EUV extraction points, it is impossible to determine which conclusion is more likely.
A result of this study seemingly conflicts with a result of the Liemohn et al. [2004] study. In that study, it was argued that a single-density isocontour did not correspond well with the plasmapause points found by the IMAGE EUV. The fitted plasmapause-detection method employed in this study, however, was shown to match the plasmapause with a reasonably high accuracy. It was expected that the mean difference between the EUV and the modeled plasmapause would be close to zero in the present study, though since the Journal of Geophysical Research: Space Physics 10.1002/2014JA019836 density threshold was determined by comparing the location of the plasmapause in the EUV data to the density levels in the simulation results. Moreover, the "observed" plasmapause locations were extracted by eye from EUV images that had a monochromatic color scale, potentially biasing these values to be clustered near a certain count rate (i.e., density) value.
The success of the saturation method at representing the plasmapause position was an interesting development. While there is not a clear explanation for this, it may be related to the fact that the plasmapause lies close to (though not necessarily collocated with) the open-closed flow line separatrix prior to the storm. Around this separatrix location, flow lines transition from closed drift paths, in which the field lines are saturation limited, to open flow lines that are allowed to empty freely through the magnetopause, so that the difference between the actual density and the saturation density is quite large. This causes a large gradient in the plasmaspheric saturation level that appears to be close to the location of the EUV brightness cutoff that was identified as the plasmapause boundary. An additional reason why this method might compare well to the EUV-extracted data points is that the saturation method identifies the location in which the density in the model drops below an expected value. If one were identifying a boundary from images by eye, one might choose the location in which the density drops below an expected value. When looking at a series of images, it is easy to see when the value of density grows or decreases away from the value that is expected. Therefore, it is relatively easy to understand how identifying locations in which the modeled density drops below the saturation density (or expected density) may match the boundaries identified by eye from images.
Conclusion
A comparative study was undertaken to examine the efficacy of five different electric field models in driving a plasmaspheric model during eight storm events. It was found that the Weimer [1996, 2005] potential patterns were particularly good at driving the model to match manually extracted IMAGE EUV plasmapause locations. The Volland-Stern-driven model also produced results that correctly described the bulk evolution of the plasmasphere when compared with the EUV data, yet it was hindered by the reliance of Kp data as a driving input method. Kp data have an insufficient temporal resolution to accurately describe the plasmaspheric response at storm onset and may produce a plasmasphere response that is offset from the realistic response by a matter of hours. AMIE potential patterns were a poor driver of the model when compared to the EUV-derived plasmapause for all storm events, most like due to the limitations of using low-latitude magnetometer measurements to determine the electric potential. While no model consistently produced results within the desired accuracy of 0.4 R E of the EUV-obtained plasmapause location, the Weimer models most consistently approached this value.
The fitted and saturation methods produced the most accurate matching to the EUV-derived plasmapause points when compared with the more commonly used gradient method. While the fitted and saturation methods have the same magnitude of their median offset (0.3 Re), the distribution of the fitted method has more points near zero, though the saturation method does not need to estimate an optimum density contour to use as the boundary location, as the fitted method does.
