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QUANTITATIVE NORMAL APPROXIMATION FOR SUMS OF
RANDOM VARIABLES WITH MULTILEVEL LOCAL
DEPENDENCE STRUCTURE
JULIAN FISCHER
Abstract. We establish a quantitative normal approximation result for sums
of random variables with multilevel local dependencies. As a corollary, we
obtain a quantitative normal approximation result for linear functionals of
random fields which may be approximated well by random fields with finite
dependency range. Such random fields occur for example in the homogeniza-
tion of linear elliptic equations with random coefficient fields. In particular,
our result allows for the derivation of a quantitative normal approximation re-
sult for the approximation of effective coefficients in stochastic homogenization
in the setting of coefficient fields with finite range of dependence. The proof of
our normal approximation theorem is based on a suitable adaption of Stein’s
method and requires a different estimation strategy for terms originating from
long-range dependencies as opposed to terms stemming from short-range de-
pendencies.
1. Introduction
Stein’s method of normal approximation [45, 46] – as well as Chatterjee’s variant
[11, 12] – are among the most widely used methods for the derivation of quantitative
estimates on the deviation of a probability distribution from a Gaussian. Stein’s
method is remarkably flexible, being applicable to the multivariate setting [27, 26,
40, 13, 38, 14] and to the setting of sums of “locally dependent” random variables
[46, 3, 4, 39, 15, 41, 14]. A survey of quantitative normal approximation by Stein’s
method may be found e. g. in [14, 42].
In recent years, Chatterjee’s variant [11, 12] of Stein’s method in the form of
second-order Poincare´ inequalities has found widespread use: For Gaussian random
fields second-order Poincare´ inequalities have been established in [12, 36], while
for discrete probability distributions with product structure (like Poisson point
processes) this has been accomplished in [11, 30]. Random geometries like random
sequential adsorption processes or Voronoi and Delaunay tesselations for random
(e. g. Poisson) point distributions have been considered in [37, 44, 31, 17].
In the present work, we derive a result on normal approximation for random
variables that arise from random fields with finite range of dependence, featuring
multilevel dependencies (with strong local dependencies and decaying dependencies
on larger dependency ranges). The lack of a (hidden) product structure – as present
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in the abovementioned applications of Chatterjee’s variant of Stein’s method – pre-
vents us from using Chatterjee’s variant of Stein’s method. Instead, our approach
is closer to the original version of Stein’s method respectively the results on sums
of random variables with local dependence structure [39, 15, 40].
The quantitative normal approximation results obtained in the present contri-
bution have an interesting consequence for the homogenization of elliptic equations
with random coefficient field: While so far the quantitative description of fluctua-
tions had been limited to the setting of probability distributions of coefficient fields
subject to a second-order Poincare´ inequality [35, 22, 29, 33, 18], our result enables
us to develop a first quantitative description of certain fluctuations in stochastic
homogenization – namely, the fluctuations of the effective conductivity of random
periodic materials – under the assumption of finite range of dependence [19]. It
has also an interesting consequence for the numerical analysis of an algorithm by
Le Bris, Legoll, and Minvielle [32] capable of increasing the accuracy of approxi-
mations for the effective conductivity, see [19]. In fact, the results of the present
work will enable us to develop a complete quantitative description of fluctuations
in linear elliptic PDEs with random coefficient field in the case of finite range of
dependence, see the forthcoming paper [16].
1.1. Random fields in stochastic homogenization. Let us give a few remarks
on random fields in stochastic homogenization, from which the present work draws
its main motivation. The solution u ∈ H10 (Rd) to a linear elliptic equation with a
random coefficient field a : Rd × Ω→ Rd×d
−∇ · (a∇u) = f(1)
(with a deterministic right-hand side f ∈ L2(Rd)) may – provided that the ran-
dom coefficient field a is subject to e. g. the assumptions of uniform ellipticity and
boundedness, stationarity, and finite range of dependence ε ≤ 12 – be approximated
by the solution to an effective equation of the form
−∇ · (ahom∇uhom) = f,
where ahom ∈ Rd×d is a constant (elliptic) effective coefficient which depends on the
law of a (but is invariant under spatial rescaling). Namely, one has the following
quantitative estimate [1, 21, 25]: The difference of the solutions u and uhom is
bounded for a suitable p(d) ≥ 2 by
||u− uhom||Lp(Rd) ≤
{
C(a, f)||f ||L2ε| log ε| for d = 2,
C(a, f)||f ||L2ε for d ≥ 3,
where C(a, f) denotes a random constant with almost Gaussian stochastic moments
E
[
exp
(C(a, f)2−δ
C(d, λ, δ)
)]
≤ 2.
Note that the fluctuations of functionals of the solution u like
´
uη dx for a smooth
compactly supported η ∈ C∞cpt(Rd) are expected to be of the order of the central
limit theorem scaling εd/2. This suggests that for d ≥ 3 it should be possible to
achieve a higher-order deterministic approximation for u. As shown in [5, 7, 28],
in weaker norms one may in fact obtain such a higher-order approximation for u
in terms of solutions to deterministic equations, based on the concept of higher-
order homogenization correctors (which also plays an important role in higher-order
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regularity theory for elliptic equations with periodic or random coefficient field, see
[2, 20]).
However, to achieve a description of the fluctuations of the solution u a different
approach is required. A description of the correlation structure of fluctuations of
the homogenization corrector φi (see below for a definition) had been obtained in
[34]; subsequently, in [29] a description of the correlation structure of fluctuations
in the solutions u to the equation (1) was given. The first quantitative normal
approximation result in the context of stochastic homogenization was obtained
for the effective conductivity on the torus in [35] and subsequently [22], following
earlier qualitative results in [9, 43]; for linear functionals of the solution u of the
form
´
uη dx it was obtained in [33].
A fundamental object in homogenization is the homogenization corrector φi,
defined as the unique (up to addition of constants) solution with sublinear growth
to the PDE
−∇ · (a(ei +∇φi)) = 0.
The effective coefficient ahom is determined by the homogenization corrector as
ahomei := E[a(ei +∇φi)].(2)
To faciliate the description of fluctuations in stochastic homogenization, in [18]
the concept of the homogenization commutator
Ξij := (a− ahom)(ei +∇φi) · ej
has been introduced (bearing its name due to the similarity of the expression with
a commutator); see also [1] for a related energy quantity. The homogenization
commutator Ξ has strong locality properties: Under a suitable rescaling it converges
to essentially white noise. Furthermore, it allows for the description of fluctuations
of solutions to equations of the form −∇ · (a∇u) = ∇ · g: Introducing the solutions
uhom to the homogenized equation −∇ · (ahom∇uhom) = ∇ · g and the solution vhom
to the equation −∇ · (a∗hom∇vhom) = ∇ · η, one hasˆ
η · (∇u − E[∇u]) dx ≈
ˆ
Ξ∇uhom · ∇vhom dx
up to an error of order εd/2+1 (which amounts to a relative error of order ε). As
shown in [18] under the assumption of a second-order Poincare´ inequality for the
probability distribution of the coefficient field a, functionals of the homogenization
commutator like
´
Ξη dx display fluctuations on scale εd/2 while the distance of
their probability distribution to a Gaussian is basically of order εd (e. g. in the 1-
Wasserstein distance), amounting to a relative error of order εd/2. The results of
our present work will allow for an analogous result in the setting of coefficient fields
with finite range of dependence, see the upcoming work [16].
To obtain an approximation for the effective coefficient ahom which is given an-
alytically by (2), one typically considers a periodization of the random coefficient
field, that is an Lε-periodic random coefficient field aper,L whose law on each cube
of diameter Lε2 coincides with the law of the original coefficient field a on the same
cube1. For such a periodization, the homogenization corrector φper,L,i (defined as
1Note that the existence of such a periodization is a priori unclear; even if it exists, it must be
constructed on a case-by-case basis depending on the probability distribution of a.
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the Lε-periodic solution to the PDE −∇ · (aper,L(ei + ∇φper,L,i)) = 0) is an Lε-
periodic function and one may for a single realization compute an approximation
for the effective coefficient ahom according to
aRVEei := −
ˆ
[0,Lε]d
aper,L(ei +∇φper,L,i) dx.(3)
The error of this approximation is dominated by the fluctuations of aRVE, which
are of the order
E
[∣∣aRVE − E[aRVE]∣∣2]1/2 ≤ CL−d/2
(see [23, 24, 25]), while the systematic error is of higher order∣∣E[aRVE]− ahom∣∣ ≤ CL−d| logL|d.
As shown in [19], the quantitative result on normal approximation established in
the present work has an interesting consequence: It facilitates a rigorous mathe-
matical analysis of the selection approach for representative volumes introduces by
Le Bris, Legoll, and Minvielle [32]. The selection approach of Le Bris, Legoll, and
Minvielle is a remarkably successful numerical algorithm for increasing the accuracy
of the approximations for effective coefficients: It basically proceeds by selecting
not a random sample of the coefficient field aper for the computation of the approx-
imation aRVE for the effective coefficient (3), but a sample of the coefficient field
that is “particularly representative” in the sense that it captures certain statistical
properties of the random coefficient field – like the spatial average −´
[0,Lε)d
a dx –
exceptionally well. It has been observed numerically by Le Bris, Legoll, and Min-
vielle that their selection approach achieves its gain in accuracy by reducing the
fluctuations of the approximations [32]. In [19], it is shown that the approximate
multivariate normality of the joint probability distribution of aRVE and −´
[0,Lε)d
a dx
– which is established using Theorem 4 below – allows for a rigorous analysis of the
selection approach. In fact, it is this mathematical application that has dictated
our choice of the distance between probability distributions in Definition 1.
Notation. For a vector v ∈ Rm we denote by |v| its Euclidean norm; the vectors
of the standard basis are denoted by ei, 1 ≤ i ≤ m. We denote the identity matrix in
R
N×N by Id or IdN . For a matrixA ∈ Rm×m we shall denote by |A| its natural norm
|A| := maxv,w∈Rm,|v|=|w|=1 |v ·Aw|. Similarly, on the space of tensors B ∈ Rm×m×m
we shall use the norm given by |B| := maxu,v,w∈Rm,|u|=|v|=|w|=1
∑m
i,j,k=1 Bijkuivjwk.
For x ∈ Rd we denote by |x|∞ = maxi |xi| its supremum norm. By |x − y|per :=
infk∈Zd |x − y − Lk| respectively (for sets) distper(U, V ) := infk∈Zd dist(U, k + V ),
we denote the periodicity-adjusted distance in the context of the torus [0, L]d. By
|x− y|per,∞ and distper∞ , we denote the corresponding distances associated with the
maximum norm.
Given a positive definite symmetric matrix Λ ∈ RN×N , we denote the Gaussian
with covariance matrix Λ by
NΛ(x) := 1
(2π)N/2
√
detΛ
exp
(
− 1
2
Λ−1x · x
)
.
For γ > 0, we equip the space of random variables X with stretched exponential
moment E[exp(|X |γ/a)] < ∞ for some a = a(X) > 0 with the norm ||X ||expγ :=
supp≥1 p
−1/γ
E[|X |p]1/p. For a discussion of this choice of norm, see Appendix C.
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For a map f : RN → V into a normed vector space V , we denote for any r > 0
by oscrf(x0) := supx,y∈{|x−x0|≤r} |f(x)− f(y)|V its oscillation in the ball of radius
r around x0.
For two random variables X and Y (possibly defined on different probability
spaces), we denote equality in law by X
d
= Y . For a vector-valued random variable
X , we denote by Var X the covariance matrix of its entries. Similarly, for two
vectors X and Y we denote by Cov[X,Y ] the matrix of covariances of the entries
of X and the entries of Y . Given a condition like f ≤ b for some random variable
f and some b ∈ R, we denote by χf≤b the characteristic function of the set {ω ∈
Ω : f(ω) ≤ b}.
On the space of bounded fields v : Rd → RN we shall use the Lploc(Rd) topol-
ogy for any 1 < p < ∞. By slight abuse of notation, by W1(X,Y ) respectively
W1(X,NΛ) we denote the 1-Wasserstein distance between the law of the two ran-
dom variables X and Y respectively between the law of the random variable X and
the Gaussian NΛ.
For two subsets U and V of Rk, we denote as usual by U + V the Minkowski
sum U + V := {y + z : y ∈ U, z ∈ V }. Similarly, for a subset U ⊂ Rk, a vector
x ∈ Rk, and a scalar λ > 0, we denote by x + U the translation of U by x and by
λU the set λU := {λy : y ∈ U}. By Br we denote the ball of radius r around 0.
2. Main Results
Throughout our present work, the following assumption of finite range of depen-
dence is the central assumption on the random fields.
(A) Let (Ω,F ,P) be a probability space and let a : Rd×Ω→ Rn (with d, n ∈ N)
be a random field. We say that a has range of dependence 1 if for any two
measurable sets U, V ⊂ Rd with dist(U, V ) > 1 the restrictions a|U and a|V
are stochastically independent.
(A’) Let (Ω,F ,P) be a probability space and let a : Rd×Ω→ Rn (with d, n ∈ N)
be an almost surely L-periodic random field for some L ≥ 1. We say
that a has range of dependence 1 if for any two measurable sets U, V ⊂
R
d with distper(U, V ) > 1 the restrictions a|U and a|V are stochastically
independent.
We will establish two main results: A quantitative multivariate normal approx-
imation result for linear functionals of random fields that admit a good approxi-
mation in terms of finite-range random fields on the one hand (see Theorem 2), as
well as a quantitative multivariate normal approximation result for sums of random
variables with multilevel local dependence on the other hand (see Theorem 4).
The distance of these probability distributions to a multivariate Gaussian will be
quantified through the following notion of distance between probability measures.
Note that this distance is a standard choice in the theory of multivariate normal
approximation, see e. g. [14] and the references therein. Note also that our choice
of distance D dominates the 1-Wasserstein distance.
Definition 1. For a symmetric positive definite matrix Λ ∈ RN×N and L¯ < ∞,
we consider the classes ΦL¯Λ of functions φ : R
N → R with the following properties:
• φ is smooth and its first derivative is bounded in the sense |∇φ(x)| ≤ L¯ for
all x ∈ RN .
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• For any r > 0 and any x0 ∈ RN , we haveˆ
RN
oscrφ(x) NΛ(x − x0) dx ≤ r,(4)
where oscrφ(x) is the oscillation of φ defined as
oscrφ(x) := sup
|z|≤r
φ(x+ z)− inf
|z|≤r
φ(x + z)
and where
NΛ(x) := 1
(2π)N/2
√
detΛ
exp
(
− 1
2
Λ−1x · x
)
.
The class ΦΛ is defined as
ΦΛ :=
⋃
L¯>0
ΦL¯Λ.
Furthermore, we introduce the distance D and the regularized distance DL¯ be-
tween the law of an RN -valued random variable X and the N -variate Gaussian NΛ
as
D(X,NΛ) := sup
φ∈ΦΛ
(
E[φ(X)]−
ˆ
RN
φ(x)NΛ(x) dx
)
(5)
and
DL¯(X,NΛ) := sup
φ∈ΦL¯Λ
(
E[φ(X)] −
ˆ
RN
φ(x)NΛ(x) dx
)
.(6)
By the definition of our distance D, the regularization |∇φ| ≤ L¯ in the definition
of the test functions for the distance DL¯ may be removed by letting L¯ → ∞. We
shall prove most of our statements first in the regularized setting L¯ < ∞ – note
that for random variables X with finite first moment the distance DL¯ is guaranteed
to be finite – and then extend them to D by passing to the limit L¯→∞.
Note that for L¯ > 1 the distance DL¯ is a stronger distance than the 1-Wasserstein
distance (while for L¯ = 1 it coincides with the 1-Wasserstein distance).
Let us also remark that (4) entails (by letting r → 0) the boundˆ
RN
|∇φ|(x)NΛ(x− x0) dx ≤ 1(7)
for any x0 ∈ RN .
For linear functionals of random fields v which may be approximated well by
random fields vr with finite range of dependence r we establish the following normal
approximation result.
Theorem 2. Let a : Rd×Ω→ Rn, d, n ∈ N, be a random field with finite range of
dependence 1 in the sense of (A). Let v : Rd × Ω→ RN , N ∈ N, be a random field
with
−
ˆ
{|x−x0|≤1}
|v| dx ≤ C(a, x0)
for some random constant C(a, x0) with stretched exponential stochastic moments
||C(a, x0)||expγ ≤ 1 for some γ > 0 and any x0 ∈ Rd.
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Let L ≥ 1 and K ∈ N. Suppose that there exists a family of random fields
vr : R
d × Ω → RN , 1 ≤ r ≤ L, such that vr is an r-local function of a and an
approximation for v in the following sense:
• For any measurable U ⊂ Rd the restriction vr|U is a measurable function
of a|U+Br .
• There exist random constants C(a, ψ) with stretched exponential stochastic
moments ||C(a, ψ)||expγ ≤ 1 such that for any ψ ∈ WK,∞(Rd) the estimate∣∣∣∣
ˆ
Rd
(v − vr)ψ dx
∣∣∣∣ ≤ C(a, ψ)r−d
ˆ
Rd
sup
y∈Br(x)
K∑
k=0
rk|∇kψ|(y) dx(8)
holds.
Then for any ξ ∈WK,∞(Rd) subject to the estimate |∇kξ| ≤ L−k(1+ |x|/L)−d−1−k
for all 0 ≤ k ≤ K the random variable
X := L−d
ˆ
Rd
ξv dx
admits the normal approximation
D(X − E[X ],NVar X) ≤ C(d, γ)(logL)C(d,γ)
(
L−d|Var X1/2||Var X−1/2|3)L−d.
Heuristically speaking, our theorem asserts the following: Suppose that v is a
random field with strongly localized dependencies in the sense that for any scale
r ≥ 1 it may be approximated by a random field vr with finite dependency range
r up to an error v − vr of order r−d. Then any smoothly weighted average of the
random field v on a scale L ≥ 1 will be approximately Gaussian, up to an error of
the order L−d| logL|C in e. g. the 1-Wasserstein distance, provided that the variance
of this weighted average does not degenerate. Note that the fluctuations of such
weighted averages L−d
´
Rd
ξv dx are expected to be of the order of the CLT scaling
L−d/2; in other words, our theorem provides a relative error of order L−d/2| logL|C .
In our second main result, we will make use of the following notion of “multilevel
local dependence decomposition”. An illustration of this decomposition is provided
in Figure 1.
Definition 3 (Sums of random variables with multilevel local dependence struc-
ture). Let d ≥ 1 and L ≥ 2. Consider a random field a on Rd subject to the
assumption of finite range of dependence (A) or an L-periodic random field sub-
ject to the assumption of finite range of dependence (A’). Let X = X(a) be an
R
N -valued random variable depending on the random field.
We then say that X is a sum of random variables with multilevel local dependence
if there exist random variables Xmy = X
m
y (a), 0 ≤ m ≤ 1 + log2 L and y ∈ 2mZd ∩
[0, L)d, and constants K ≥ 2, γ ∈ (0, 2], and B ≥ 1 with the following properties:
• The random variable Xmy (a) is a measurable function of a|y+K logL [−2m,2m]d .
• We have
X =
1+log2 L∑
m=0
∑
y∈2mZd∩[0,L)d
Xmy .
• The random variables Xmy satisfy the bound
||Xmy ||expγ ≤ BL−d.(9)
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Figure 1. An illustration of the “multilevel local dependence
structure” as introduced in Definition 3 (in a one-dimensional set-
ting). At the bottom, a sample of the random field a is depicted;
the Xky may depend not only on the values of the random field
directly below their box, but on the random field in a region that
is wider by a factor of K logL.
It is well-known that Stein’s method of normal approximation allows to estab-
lish a quantitative result on normal approximation for sums of random variables
with local dependence structure, see e. g. [14, 15, 40] and the references therein.
However, in many applications global dependencies arise naturally: For example,
the approximation of the effective coefficient in the homogenization of linear ellip-
tic equations with random coefficient field – that is, the random variable aRVE as
defined by (3) – features global dependencies. It is shown in the companion article
[19] that aRVE may nevertheless be written as such a sum of random variables with
a multilevel local dependence structure.
The (second) main result of the present work is the following quantitative central
limit theorem for sums of vector-valued random variables with a multilevel local
dependence structure, which is not covered by the typical normal approximation
results for sums of random variables with a given dependency graph.
Theorem 4. Let d ≥ 1 and L ≥ 2. Consider a random field a on Rd subject
to the assumption of finite range of dependence (A) or an L-periodic random field
subject to the assumption of finite range of dependence (A’). Let X = X(a) be an
R
N -valued random variable that may be written as a sum of random variables with
multilevel local dependence in the sense of Definition 3. Then the law of the random
variable X is close to a multivariate Gaussian in the sense
D(X − E[X ],NΛ) ≤ C(d, γ,N,K)B3(logL)C(d,γ)
(
L−d|Λ1/2||Λ−1/2|3)L−d,(10)
where Λ := Var X and where the constant C(d, γ,N,K) depends in a polynomial
way on d, N and K.
Furthermore, we have for any symmetric positive definite Λ ∈ RN×N with Λ ≥
Var X and |Λ−Var X | ≤ L−d
D(X − E[X ],NΛ) ≤C(d, γ,N,K)B3(logL)C(d,γ)
(
L−d|Λ1/2||Λ−1/2|3)L−d(11)
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+ C(d,N)(logL)C(d,γ)|Λ−Var X |1/2,
providing a better bound in the case of degenerate covariance matrices Var X.
For sums of random variables with multilevel local dependence structure, we also
prove the following simple (and far from optimal) result on moderate deviations. Its
proof makes use of the previous Theorem 4 and an auxiliary concentration estimate
provided in Lemma 13 which is a consequence of Bennett’s inequality.
Theorem 5. Let d ≥ 1 and L ≥ 2. Consider a random field a on Rd subject
to the assumption of finite range of dependence (A) or an L-periodic random field
subject to the assumption of finite range of dependence (A’). Let X = X(a) be
an RN -valued random variable that may be written as a sum of random variables
with multilevel local dependence structure X =
∑1+log2 L
m=0
∑
i∈2mZd∩[0,L)d X
m
i in the
sense of Definition 3.
Then there exists β = β(d, γ) > 0 and a positive definite symmetric matrix Λ ∈
R
N×N with |Λ− Var X | ≤ C(d, γ,N,K)B2L−2βL−d such that for any measurable
A ⊂ RN we have the estimate
P
[
X − E[X ] ∈ A]
≤
ˆ
{z∈RN :dist(z,A)≤L−βL−d/2}
NΛ(z) dz + C(d, γ,N,K) exp
(
− c
BC
L2β
)
.
3. Normal Approximation with an Abstract Multilevel Dependency
Structure
We now establish a result on quantitative normal approximation for a sum of
random variables with a more abstract dependence structure allowing for multiple
dependency ranges. More precisely, for a finite index set I we consider a sum of
random variables Xi
X :=
∑
i∈I
Xi
to each of which a “dependency level” m(i) ∈ N is assigned. In the application of
our next result in the proof of Theorem 4, the dependency levelm(i) will correspond
to a “range of dependence” of about ∼ 2m(i) (up to factors of order logL), i. e. each
random variable Xmy from Definition 3 will be assigned the dependency level m.
However, the dependence structure we introduce now is more general than Defini-
tion 3 (and in particular does not include any explicit reference to an underlying
random field or even a spatial dimension).
The potential dependencies of the random variables Xi shall be encoded by a
matrix χij ∈ {0, 1} and a tensor χijk ∈ {0, 1} with the following property:
• For all i ∈ I, the random variable Xi is independent from the collection of
all random variables Xj with χij = 0, j ∈ I.
• The matrix χij is symmetric, i. e. χij = χji.
• For all i, j ∈ I, the pair of random variables (Xi, Xj) is independent from
the collection of all random variables Xk with χijk = 0, k ∈ I.
• The tensor χijk is symmetric in its first two indices, i. e. χijk = χjik.
Furthermore, we suppose that for any j ∈ I and any n ∈ N with n > m(j)
there exists an assignment in(j) which assigns the random variable Xj of level
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m(j) to another random variable Xin(j) of the (higher) level n with more possible
dependencies:
• We have m(in(j)) = n.
• It must hold that χiin(j) ≥ χij , in other words χij = 1 implies χiin(j) = 1.
• For all i and k the inequality χiin(j)k ≥ χijk must be true, in other words
χijk = 1 implies χiin(j)k = 1.
Note that this dependence structure is reminiscent of the local dependence struc-
ture in the results of [46, 3, 4, 39, 15, 41, 14], but in addition features multiple
dependency ranges.
Theorem 6. Let I be a finite index set, let N ∈ N, and let (Ω,F ,P) be a probability
space. For any i ∈ I, let Xi be an RN -valued random variable with vanishing
expectation E[Xi] = 0 and finite third moment. To each of the Xi, let a number
m(i) ∈ N be assigned.
Let χij ∈ {0, 1}, i, j ∈ I, and χijk ∈ {0, 1}, i, j, k ∈ I, be indicator functions for
possible dependencies subject to the assumptions preceding the theorem. Let m(i),
i ∈ I, and in(j), i, j ∈ I, m(j) < n, be as above.
Then the probability distribution of the sum
X :=
∑
i∈I
Xi(12)
may be approximated by an N -dimensional Gaussian with covariance matrix
Λ :=
∑
i∈I
∑
j∈I
χijE[Xi ⊗Xj ](13)
in the distance D(X,NΛ) in the following sense:
Introduce the abbreviations
Zij :=
∑
k∈I:χijk=1
Xk,(14a)
Zi :=
∑
j∈I:χij=1
Xj,(14b)
Yil :=
∑
j∈I:m(j)<m(i),im(i)(j)=l,χij=1
(
Xi ⊗Xj − E[Xi ⊗Xj]
)
,(14c)
Wij := Xi ⊗Xj − E[Xi ⊗Xj ],(14d)
and let X¯i, Z¯ij , Z¯i, Y¯il, W¯ij > 0 be arbitrary positive real numbers.
Let ℓ ∈ N and ε ∈ (0, 12 ] be such that the condition∑
i∈I,m(i)≤ℓ
N9/2|Λ−1/2|3
ε
( ∑
j∈I:m(j)=m(i),χij=1
(
W¯ij Z¯ij + 2Y¯ij Z¯ij
)
+ X¯iZ¯
2
i
)
+
∑
i∈I,m(i)>ℓ
N4|Λ−1|| log ε|
( ∑
j∈I:m(j)=m(i),χij=1
(
W¯ij + 2Y¯ij
)
+ X¯iZ¯i
)
(15)
≤ 1
C
is satisfied, where the universal constant C = C(N) is given by the proof below.
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Then the normal approximation result
D(X,NΛ) ≤ C
√
N |Λ1/2|ε+Rlowlevel +Ralllevel +Rtail(16)
holds true, where
Rlowlevel := CN
9/2|Λ−1/2|3
ε
∑
i∈I,m(i)≤ℓ
( ∑
j∈I:m(j)=m(i),χij=1
(
W¯ij Z¯
2
ij + 2Y¯ij Z¯
2
ij
)
+ X¯iZ¯
3
i
)
,
(17a)
Ralllevel := CN9/2|Λ−1/2|2| log ε|
∑
i∈I
( ∑
j∈I:m(j)=m(i),χij=1
(
W¯ij Z¯ij + 2Y¯ij Z¯ij
)
+ X¯iZ¯
2
i
)
,
(17b)
Rtail :=C|Λ−1|N3/2ε−N
∑
i∈I
( ∑
j∈I:m(j)=m(i),χij=1
E
[
|Wij ||Zij |(χ|Zij |>Z¯ij + χ|Wij |>W¯ij )
](17c)
+
∑
l∈I:m(l)=m(i),χil=1
E
[
|Yil| |Zil|(χ|Zil|>Z¯il + χ|Yil|>Y¯il)
]
+ E
[
|Xi||Zi|2(χ|Zi|>Z¯i + χ|Xi|>X¯i)
])
.
Concerning our theorem, a few remarks are in order:
• In our theorem ε ∈ (0, 12 ] is a free parameter that by (16) one would typically
choose in such a way that |Λ1/2|ε is of the order of the normal approximation
error.
• Note that our theorem is tailored towards an application to random vari-
ables Xk with stretched exponential moments: For typical dependence
structures like our multilevel local dependence structure from Definition 3,
by concentration estimates like in Lemma 17 the random variables Zij ,
Zi, and Yil also satisfy stretched exponential moment bounds. Choosing
Z¯ij ∼ C||Zij ||expγ0 (logL)1/γ0 and making similar choices for the other vari-
ables, the smallness of the terms Rtail is then a consequence Lemma 16b.
• The dependence of our estimates on the dimension N is not optimal and
we make no attempt to get close to optimality.
Before proving our theorem, let us state two auxiliary results that are required
for the proof.
The majority of the following auxiliary results on the existence of solutions to
the (smoothed) Stein’s equation are standard, see e. g. [14]; however, in order to
keep the paper self-contained and in order to keep the dependence on the dimension
N explicit, we provide the detailed argument in the appendix.
Proposition 7. Let N ∈ N and let Λ ∈ RN×N be a symmetric positive definite
matrix. Let L¯ > 0.
For any φ ∈ ΦL¯Λ and any ε > 0, there exists a function fε with the following
properties:
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a) The functions φ and fε are related through the “mollified” Stein equation
− (∇ · Λ∇fε)(x) + (x · ∇fε)(x) = φε(x) −
ˆ
RN
φε(z)NΛ(z) dz(18)
with
φε(x) :=
ˆ
RN
φ(
√
1− ε2x− εz)NΛ(z) dz.(19)
b) The third derivative of fε is subject to the uniform bound
|∇3fε(x)| ≤ 15|Λ−1|ε−N(20)
for all x ∈ RN .
c) For any δ > 0 and K := 2
√
N + 1, the function
Hεδ (x) := 2(Nδ2 IdN ∗ oscKδ∇2fε)(x)
is an upper bound for the oscillation of ∇2fε
(oscδ∇2fε)(x) = sup
|za|≤δ,|zb|≤δ
|∇2fε(x+ za)−∇2fε(x+ zb)| ≤ Hεδ (x)(21)
and satisfies the estimatesˆ
RN
Hεδ (x)NΛ(x) dx ≤ 102N3/2|Λ−1| | log ε| δ(22)
and
1
3 · 104N5/2|Λ−1|| log ε|H
ε
δ ∈ ΦL˜Λ(23)
for any L˜ ≥ 2 · 4N(|Λ1/2|Nδ−N + 1).
d) For any δ > 0, the function
H ′ε,δ(x) := |∇3fε(x)| + 2(Nδ2 IdN ∗ oscKδ∇3fε)(x)
with K := 2
√
N + 1 is an upper bound for the supremum of ∇3fε in a
δ-neighborhood
sup
|z|≤δ
|∇3fε|(x+ z) ≤ H ′ε,δ(x)(24)
and satisfies the estimatesˆ
RN
H ′ε,δ(x)NΛ(x) dx ≤ 102N3|Λ−1/2|2
(
| log ε|+ |Λ
−1/2|δ
ε
)
(25)
and
ε
104N3|Λ−1/2|3H
′
ε,δ ∈ ΦL˜Λ(26)
for any x0 ∈ RN and any L˜ ≥ 4N (|Λ1/2|Nδ−N + 1) + 2ε−N .
The following lemma enables us to replace the class of functions ΦL¯Λ in the
definition of the distance DL¯ by a class of mollified functions φε (with φ ∈ ΦL¯Λ). This
is a standard argument in the theory of normal approximation by Stein’s method
[8, 27]; however, we provide the proof of our version of the lemma in the appendix,
as it keeps an explicit (though not optimal) dependence on the dimension N .
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Lemma 8. Given φ ∈ ΦΛ, define
φε(x) :=
ˆ
RN
φ(
√
1− ε2x− εz)NΛ(z) dz.
Introduce the “smoothed” distance
DL¯ε (X,NΛ) := sup
φ∈ΦL¯Λ
(
E[φε(X)]−
ˆ
RN
φε(x)NΛ(x) dx
)
.
For any 0 < ε ≤ 12 and any L¯ ≥ 2 · 4Nε−N we then have the estimate
DL¯(X,NΛ) ≤ 20
√
N |Λ1/2|ε+ 103N3/2DL¯ε (X,NΛ)(27)
for all random variables X.
We now turn to the proof of our result on quantitative normal approximation
for a sum X of random variables Xi with “multilevel local dependence structure”.
Proof of Theorem 6. First we observe that by the fact
D(X,NΛ) = lim
L¯→∞
DL¯(X,NΛ)
it suffices to establish the bound for DL¯(X,NΛ) for all large enough but finite
L¯ <∞.
The proof proceeds using Stein’s method of normal approximation. Proposition 7
provides for any 0 < ε < 1 and for any φ ∈ ΦL¯Λ a function fε that solves the
“smoothed” Stein’s equation
−∇ · (Λ∇fε(x)) + x · ∇fε(x) = φε(x)−
ˆ
RN
φε(z)NΛ(z) dz.(28)
The smoothing result of Lemma 8 allows us to control the distance DL¯(X,NΛ) by
DL¯(X,NΛ) ≤ 20
√
N |Λ1/2|ε+ 103N3/2 sup
φ∈ΦL¯Λ
∣∣∣∣E[φε(X)]−
ˆ
RN
φε(z)NΛ(z) dz
∣∣∣∣.
Thus, by the “mollified” Stein’s equation (28) the estimate
DL¯(X,NΛ) ≤ 20
√
N |Λ1/2|ε+ 103N3/2 sup
φ∈ΦL¯Λ
∣∣∣∣E[(−∇ · (Λ∇fε) + x · ∇fε)(X)]
∣∣∣∣
(29)
holds true. Hence, in order to obtain an estimate for DL¯(X,NΛ) it suffices to bound
E
[
(−∇ · (Λ∇fε) + x · ∇fε)(X)
]
uniformly in φ ∈ ΦL¯Λ.
In order to derive such an estimate, we may rewrite using the definition of X
(see (12))
E
[
(x · ∇fε)(X)
]
= E
[
X · ∇fε(X)
]
=
∑
i∈I
E
[
Xi · ∇fε(X)
]
.
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As by definition of χij the quantities Xi and X −
∑
j∈I χijXj are stochastically
independent, we obtain by adding and subtracting E[Xi · ∇fε(X −
∑
j∈I χijXj)]
and using the fact that E[Xi] = 0
E
[
(x · ∇fε)(X)
]
=
∑
i∈I
E[Xi] · E
[
∇fε
(
X −
∑
j∈I
χijXj
)]
+
∑
i∈I
E
[
Xi ·
(
∇fε(X)−∇fε
(
X −
∑
j∈I
χijXj
))]
=
∑
i∈I
E
[
Xi ·
(
∇fε(X)−∇fε
(
X −
∑
j∈I
χijXj
))]
.
Next, we infer by adding zero in order to obtain an expression reminiscent of Taylor
expansion
E
[
(x · ∇fε)(X)
]
=
∑
i∈I
E
[
Xi ⊗
(∑
j∈I
χijXj
)
: ∇2fε(X)
]
+
∑
i∈I
E
[
Xi ·
(
∇fε(X)−∇fε
(
X −
∑
j∈I
χijXj
)
−
(∑
j∈I
χijXj
)
· ∇2fε(X)
)]
.
Adding again zero, we deduce
E
[
(x · ∇fε)(X)
]
=
∑
i∈I
∑
j∈I
χijE[Xi ⊗Xj ] : E[(∇2fε)(X)]
+
∑
i∈I
∑
j∈I
χijE
[(
Xi ⊗Xj − E[Xi ⊗Xj ]
)
: ∇2fε(X)
]
+
∑
i∈I
E
[
Xi ·
(
∇fε(X)−∇fε
(
X −
∑
j∈I
χijXj
)
−
(∑
j∈I
χijXj
)
· ∇2fε(X)
)]
.
We now observe that the double sum
∑
i∈I
∑
j∈I χijE[Xi⊗Xj] in the first term on
the right-hand side is equal to Λ. Splitting the second term on the right-hand side
and using the symmetry with respect to i and j, we obtain
E
[
(x · ∇fε)(X)
]− E[(∇ · Λ∇fε)(X)]
=
∑
i∈I
∑
j∈I:m(j)=m(i)
χijE
[(
Xi ⊗Xj − E[Xi ⊗Xj ]
)
: ∇2fε(X)
]
+ 2
∑
i∈I
∑
j∈I:m(j)<m(i)
χijE
[(
Xi ⊗Xj − E[Xi ⊗Xj ]
)
: ∇2fε(X)
]
+
∑
i∈I
E
[
Xi ·
(
∇fε(X)−∇fε
(
X −
∑
j∈I
χijXj
)
−
(∑
j∈I
χijXj
)
· ∇2fε(X)
)]
.
Using the fact that for m(i) ≥ m(j) by definition of χijk and im(j) the quantities
Xi ⊗ Xj and X −
∑
k∈I χiim(i)(j)kXk are stochastically independent (recall that
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χijk = 1 implies χiim(i)(j)k = 1 for m(j) < m(i)) and making use of the fact that
χij = χijχiim(i)(j), we infer
E
[
(x · ∇fε)(X)
]− E[(∇ · Λ∇fε)(X)]
=
∑
i∈I
∑
j∈I:m(j)=m(i)
χijE
[(
Xi ⊗Xj − E[Xi ⊗Xj ]
)
:
(
∇2fε(X)−∇2fε
(
X −
∑
k∈I
χijkXk
))]
+ 2
∑
i∈I
∑
j∈I:m(j)<m(i)
χijχiim(i)(j)E
[(
Xi ⊗Xj − E[Xi ⊗Xj ]
)
:
(
∇2fε(X)−∇2fε
(
X −
∑
k∈I
χiim(i)(j)kXk
))]
+
∑
i∈I
E
[
Xi ·
(
∇fε(X)−∇fε
(
X −
∑
j∈I
χijXj
)
−
(∑
j∈I
χijXj
)
· ∇2fε(X)
)]
.
We now split the sum in the second term on the right-hand side by introducing the
additional variable l := im(i)(j). The reason for introducing this additional splitting
is that the sum
∑
j∈I:m(j)<m(i),im(i)(j)=l χij
(
Xi ⊗Xj − E[Xi ⊗Xj ]
)
is subject to a
better estimate than obtained by a standard triangle inequality, as one may exploit
the stochastic independence of many terms in the sum. We deduce
E
[
(x · ∇fε)(X)
]− E[(∇ · Λ∇fε)(X)]
=
∑
i∈I
∑
j∈I:m(j)=m(i)
χijE
[(
Xi ⊗Xj − E[Xi ⊗Xj ]
)
:
(
∇2fε(X)−∇2fε
(
X −
∑
k∈I
χijkXk
))]
+ 2
∑
i∈I
∑
l∈I:m(l)=m(i)
χilE
[ ∑
j∈I:m(j)<m(i),im(i)(j)=l
χij
(
Xi ⊗Xj − E[Xi ⊗Xj ]
)
:
(
∇2fε(X)−∇2fε
(
X −
∑
k∈I
χilkXk
))]
+
∑
i∈I
E
[
Xi ·
(
∇fε(X)−∇fε
(
X −
∑
j∈I
χijXj
)
−
(∑
j∈I
χijXj
)
· ∇2fε(X)
)]
.
We intend to use the Taylor formula respectively the definition of the oscillation osc
to bound each of the three terms on the right-hand side. For example, the terms
in the first sum may either be estimated as∣∣∣∣(Xi ⊗Xj − E[Xi ⊗Xj ]) :
(
∇2fε(X)−∇2fε
(
X −
∑
k∈I
χijkXk
))∣∣∣∣
≤ ∣∣Xi ⊗Xj − E[Xi ⊗Xj ]∣∣ · ∣∣∣∑
k∈I
χijkXk
∣∣∣ · sup
|z|≤|∑k∈I χijkXk|
|∇3fε(X + z)|
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or as ∣∣∣∣(Xi ⊗Xj − E[Xi ⊗Xj ]) :
(
∇2fε(X)−∇2fε
(
X −
∑
k∈I
χijkXk
))∣∣∣∣
≤ ∣∣Xi ⊗Xj − E[Xi ⊗Xj ]∣∣ · (osc|∑k∈I χijkXk|∇2fε)(X).
Using the abbreviations Zij , Zi, Yil, andWij from (14) and distinguishing the cases
|Zij | > Z¯ij and |Zij | ≤ Z¯ij (and |Zi| > Z¯i and |Zi| ≤ Z¯i, and so forth, for fixed but
arbitrary constants X¯i, Z¯ij , Z¯i, Y¯il, W¯ij) as well as (in the latter cases) the cases
m(i) ≤ ℓ and m(i) > ℓ, we obtain by treating the other sums analogously
∣∣∣∣− E[(∇ · Λ∇fε)(X)] + E[(x · ∇fε)(X)]
∣∣∣∣
(30)
≤
∑
i∈I,m(i)≤ℓ
∑
j∈I:m(j)=m(i)
χijE
[
W¯ij Z¯ij sup
|z|≤Z¯ij
|∇3fε(X + z)|
]
+
∑
i∈I,m(i)>ℓ
∑
j∈I:m(j)=m(i)
χijE
[
W¯ij (oscZ¯ij∇2fε)(X)
]
+
∑
i∈I
∑
j∈I:m(j)=m(i)
χijE
[
|Wij ||Zij |(χ|Zij |>Z¯ij + χ|Wij |>W¯ij ) sup
z∈RN
|∇3fε(z)|
]
+ 2
∑
i∈I,m(i)≤ℓ
∑
l∈I:m(l)=m(i)
χilE
[
Y¯il Z¯il sup
|z|≤Z¯il
|∇3fε|(X + z)
]
+ 2
∑
i∈I,m(i)>ℓ
∑
l∈I:m(l)=m(i)
χilE
[
Y¯il (oscZ¯il∇2fε)(X)
]
+ 2
∑
i∈I
∑
l∈I:m(l)=m(i)
χilE
[
|Yil| |Zil|(χ|Zil|>Z¯il + χ|Yil|>Y¯il) sup
z∈RN
|∇3fε(z)|
]
+
∑
i∈I,m(i)≤ℓ
E
[
X¯iZ¯
2
i sup
|z|≤Z¯i
|∇3fε|(X + z)
]
+
∑
i∈I,m(i)>ℓ
E
[
X¯iZ¯i(oscZ¯i∇2fε)(X)
]
+
∑
i∈I
E
[
|Xi||Zi|2(χ|Zi|>Z¯i + χ|Xi|>X¯i) sup
z∈RN
|∇3fε(z)|
]
.
Reordering terms and using the definitions of Hεδ and H
′
ε,δ in Proposition 7 as well
as the bound (20), we deduce∣∣∣∣− E[(∇ · Λ∇fε)(X)] + E[(x · ∇fε)(X)]
∣∣∣∣
≤
∑
i∈I,m(i)≤ℓ
∑
j∈I:m(j)=m(i)
χijW¯ij Z¯ijE
[
H ′ε,Z¯ij (X)
]
+ 2
∑
i∈I,m(i)≤ℓ
∑
l∈I:m(l)=m(i)
χilY¯il Z¯ilE
[
H ′ε,Z¯il(X)
]
+
∑
i∈I,m(i)≤ℓ
X¯iZ¯
2
i E
[
H ′ε,Z¯i(X)
]
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+
∑
i∈I,m(i)>ℓ
∑
j∈I:m(j)=m(i)
χijW¯ijE
[
HεZ¯ij (X)
]
+ 2
∑
i∈I,m(i)>ℓ
∑
l∈I:m(l)=m(i)
χilY¯ilE
[
HεZ¯il(X)
]
+
∑
i∈I,m(i)>ℓ
X¯iZ¯iE
[
HεZ¯i(X)
]
+ 15Λ−1ε−N
∑
i∈I
( ∑
j∈I:m(j)=m(i)
χijE
[
|Wij ||Zij |(χ|Zij |>Z¯ij + χ|Wij |>W¯ij )
+ 2
∑
l∈I:m(l)=m(i)
χilE
[
|Yil| |Zil|(χ|Zil|>Z¯il + χ|Yil|>Y¯il)
]
+ E
[
|Xi||Zi|2(χ|Zi|>Z¯i + χ|Xi|>X¯i)
])
.
For L ≥ 4N(|Λ1/2|Nδ−N + 1), by Proposition 7 we may control
E[Hεδ (X)]
= E[Hεδ (X)]−
ˆ
RN
Hεδ (z)NΛ(z) dz +
ˆ
RN
Hεδ (z)NΛ(z) dz
(23)
≤ 2 · 104N5/2|Λ−1|| log ε|DL(X,NΛ) +
ˆ
RN
Hεδ (z)NΛ(z) dz
(22)
≤ 2 · 104N5/2|Λ−1|| log ε|DL(X,NΛ) + 102N3/2|Λ−1| | log ε| δ
≤ CN5/2|Λ−1|| log ε|DL(X,NΛ) + CN3/2|Λ−1| | log ε| δ.
Similarly, for L ≥ 4N (|Λ1/2|Nδ−N + 1) + ε−N we have by Proposition 7
E[H ′ε,δ(X)]
= E[H ′ε,δ(X)]−
ˆ
RN
H ′ε,δ(z)NΛ(z) dz +
ˆ
RN
H ′ε,δ(z)NΛ(z) dz
≤ 10
4N3|Λ−1/2|3
ε
DL(X,NΛ) + 102N3|Λ−1/2|2
(
| log ε|+ |Λ
−1/2|δ
ε
)
≤ CN
3|Λ−1/2|3
ε
DL(X,NΛ) + CN3|Λ−1/2|2
(
| log ε|+ |Λ
−1/2|δ
ε
)
.
Using these two estimates in the preceding bound and collecting terms, we obtain∣∣∣∣− E[(∇ · Λ∇fε)(X)] + E[(x · ∇fε)(X)]
∣∣∣∣
≤ DL(X,NΛ)CN
3|Λ−1/2|3
ε
∑
i∈I,m(i)≤ℓ
( ∑
j∈I:m(j)=m(i)
χijW¯ij Z¯ij
+ 2
∑
l∈I:m(l)=m(i)
χilY¯il Z¯il + X¯iZ¯
2
i
)
+
CN3|Λ−1/2|3
ε
∑
i∈I,m(i)≤ℓ
( ∑
j∈I:m(j)=m(i)
χijW¯ij Z¯
2
ij
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+ 2
∑
l∈I:m(l)=m(i)
χilY¯il Z¯
2
il + X¯iZ¯
3
i
)
+ CN3|Λ−1/2|2| log ε|
∑
i∈I,m(i)≤ℓ
( ∑
j∈I:m(j)=m(i)
χijW¯ij Z¯ij
+ 2
∑
l∈I:m(l)=m(i)
χilY¯il Z¯il + X¯iZ¯
2
i
)
+DL(X,NΛ) · CN5/2|Λ−1|| log ε|
∑
i∈I,m(i)>ℓ
( ∑
j∈I:m(j)=m(i)
χijW¯ij
+ 2
∑
l∈I:m(l)=m(i)
χilY¯il + X¯iZ¯i
)
+ CN3/2|Λ−1|| log ε|
∑
i∈I,m(i)>ℓ
( ∑
j∈I:m(j)=m(i)
χijW¯ij Z¯ij
+ 2
∑
l∈I:m(l)=m(i)
χilY¯ilZ¯il + X¯iZ¯
2
i
)
+ 15|Λ−1|ε−N
∑
i∈I
( ∑
j∈I:m(j)=m(i)
χijE
[
|Wij ||Zij |(χ|Zij |>Z¯ij + χ|Wij |>W¯ij )
+ 2
∑
l∈I:m(l)=m(i)
χilE
[
|Yil| |Zil|(χ|Zil|>Z¯il + χ|Yil|>Y¯il)
]
+ E
[
|Xi||Zi|2(χ|Zi|>Z¯i + χ|Xi|>X¯i)
])
.
Plugging in this bound into (29) and using the abbreviations (17) for a suitable
choice of the constant C, we obtain
DL¯(X,NΛ)
≤ 20
√
N |Λ1/2|ε+ 1
2
Rlow + 1
2
Ralllevel + 1
2
Rtail
+
1
2
DL¯(X,NΛ)CN
9/2|Λ−1/2|3
ε
∑
i∈I,m(i)≤ℓ
( ∑
j∈I:m(j)=m(i)
χijW¯ij Z¯ij
+ 2
∑
l∈I:m(l)=m(i)
χilY¯il Z¯il + X¯iZ¯
2
i
)
+
1
2
DL¯(X,NΛ) · CN4|Λ−1|| log ε|
∑
i∈I,m(i)>ℓ
( ∑
j∈I:m(j)=m(i)
χijW¯ij
+ 2
∑
l∈I:m(l)=m(i)
χilY¯il + X¯iZ¯i
)
.
Defining the C in the condition (15) to be precisely the C in the previous estimate,
we see that the condition (15) allows to absorb the last two terms on the right-hand
side in the preceding estimate, thereby proving (16). 
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4. Normal approximation for multilevel local dependence
structures
We now proceed to the proof of our normal approximation result Theorem 4.
The proof is essentially a reduction to the more abstract normal approximation
result provided by Theorem 6.
Proof of Theorem 4. Step 1: Proof of the estimate (10). We first derive the
normal approximation result in the case of nondegenerate Var X , i. e. estimate (10).
We will restrict ourselves to the case of L-periodic random fields a (i. e. the case of
assumption (A’)), as the proof in the non-periodic case is entirely analogous.
Let Xmy be the random variables from Definition 3. To derive our result on
normal approximation, we apply Theorem 6 in the following way: We define the
index set I to consist of all pairs i = (m, y) with 0 ≤ m ≤ 1 + log2 L and y ∈
2mZd∩ [0, L)d, and set Xi := Xmy as well as m(i) := m for i = (m, y). Furthermore,
let us introduce the notation yi := y for i = (m, y). Finally, for j ∈ I and n > m(j)
we set in(j) := (n, y˜), where y˜ is given by 2n⌊ yj2n ⌋ (where ⌊·⌋ denotes the component-
wise floor).
We equip this collection of random variables Xi with the following dependence
structure: We set
χij =


1 if distper∞ (yi +K logL[−2m(i), 2m(i)]d, yj +K logL[−2m(j), 2m(j)]d)
≤ 2 · 2max{m(i),m(j)}K logL,
0 otherwise,
and
χijk =


1 if distper∞ (yi +K logL[−2m(i), 2m(i)]d, yk +K logL[−2m(k), 2m(k)]d)
≤ 2 · 2max{m(i),m(j),m(k)}K logL,
1 if distper∞ (yj +K logL[−2m(j), 2m(j)]d, yk +K logL[−2m(k), 2m(k)]d)
≤ 2 · 2max{m(i),m(j),m(k)}K logL,
0 otherwise,
where we recall that distper∞ (U, V ) denotes the periodicity-adjusted maximum-norm
distance, i. e. distper∞ (U, V ) := infx∈U,y∈V infk∈Zd |x− y − Lk|.
We readily verify by Definition 3 that χij = 0 indeed entails independence of
Xi and the collection of all Xj with χij = 0 (recall that by Definition 3 each Xi
only depends on a|yi+K logL[−2m(i),2m(i)]d and that a has finite range of dependence
1). Similarly, the pair (Xi, Xj) is independent from the family of all Xk with
χijk = 0. It is furthermore easy to verify that χij and χijk satisfy the further
conditions on a dependence structure as defined in Section 3, namely the symmetry
χij = χji and χijk = χjik as well as the conditions χiin(j) ≥ χij and χiin(j)k ≥ χijk
for n > m(j) (the latter two properties follow from yj + K logL[−2m(j), 2m(j)] ⊂
yin(j) + K logL[−2n, 2n], which one deduces directly from dist∞(yj , yin(j)) ≤ 2n,
which in turn follows from our definition of yin(j)).
With these choices, we have
X =
∑
i∈I
Xi.
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Using the notation of Theorem 6 it is now the next goal to bound Zij , Zi, Yil, and
Wij . By (9), we trivially have for
Wij = Xi ⊗Xj − E[Xi ⊗Xj ]
the bound
||Wij ||expγ/2 ≤ C(γ,N)B2L−2d.(31a)
Rewriting (with p(m) denoting the smallest exponent with 2p(m) > 4K logL 2m,
but at most p(m) = ⌊log2 L⌋+ 1)
Zi =
∑
j∈I:χij=1
Xj =
1+log2 L∑
m=0
∑
j∈I:χij=1,m(j)=m
Xj
=
m(i)∑
m=0
∑
y∈2mZd∩[0,L)d:distper∞(y+K logL·2m[−1,1]d,yi+K logL·2m(i)[−1,1]d)
≤2·2m(i)K logL
Xmy
+
1+log2 L∑
m=m(i)+1
∑
y∈2mZd∩[0,L)d:distper∞(y+K logL·2m[−1,1]d,yi+K logL·2m(i)[−1,1]d)
≤2·2mK logL
Xmy
=
m(i)∑
m=0
∑
z∈2mZd∩[0,2p(m))d
∑
y∈2p(m)Zd∩[0,L)d:y+z∈[0,L)d,
distper∞(y+z+K logL·2m[−1,1]d,yi+K logL·2m(i)[−1,1]d)
≤2·2m(i)K logL
Xmy+z
+
1+log2 L∑
m=m(i)+1
∑
y∈2mZd∩[0,L)d:distper∞(y+K logL·2m[−1,1]d,yi+K logL·2m(i)[−1,1]d)
≤2·2mK logL
Xmy ,
we see that the sum on each level m ≤ m(i) may be written as the sum of
≤ C(d)(K logL)d sums of ≤ C(d)(2m(i)K logL/2p(m))d = C(d)(2m(i)−m)d inde-
pendent random variables (to the latter sums we may apply a concentration esti-
mate), while the sum on the levels m > m(i) consists only of ≤ C(d)(K logL)d
terms. By Lemma 17 and (9) we deduce for γ1 := γ/(γ + 1)
||Zi||expγ1 ≤
m(i)∑
m=0
C(d, γ,N)(K logL)d · C(γ)((2m(i)−m)d)1/2 · BL−d
+
1+log2 L∑
m=m(i)+1
C(d)(K logL)dBL−d
and therefore
||Zi||expγ1 ≤ C(d, γ,N)B(K logL)d(2m(i))d/2L−d + C(d)BKd(logL)d+1L−d.
(31b)
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In a very similar way (note that for our choice of χijk and χij we have χijk ≤
χik + χjk), we can estimate
Zij =
∑
k∈I:χijk=1
Xk
as
||Zij ||expγ1 ≤ C(d, γ,N)B(K logL)d(2max{m(i),m(j)})d/2L−d + C(d)BKd(logL)d+1L−d.
(31c)
It remains to bound
Yil =
∑
j∈I:m(j)<m(i),im(i)(j)=l,χij=1
(
Xi ⊗Xj − E[Xi ⊗Xj ]
)
.
Note that
Yil = Xi ⊗ Yˆil − E[Xi ⊗ Yˆil],
where
Yˆil :=
∑
j∈I:m(j)<m(i),im(i)(j)=l,χij=1
Xj =
m(i)−1∑
m=0
∑
j∈I:m(j)=m,im(i)(j)=l,χij=1
Xj.
For each level m, the inner sum may again be written as a sum of C(d)(K logL)d
sums of . (2
m(i)−m)d
(K logL)d
independent random variables (recall that yim(j) = 2
m⌊ yj2m ⌋).
We therefore get by the concentration estimate in Lemma 17 and (9) for γ1 :=
γ/(γ + 1)
||Yˆil||expγ1 ≤
m(i)−1∑
m=0
C(d)(K logL)dC(γ,N)
√
(2m(i)−m)d · BL−d
≤ C(d, γ,N)B(K logL)d(2m(i))d/2L−d.
As a consequence, by (9) and Lemma 16a we obtain for γ2 = 1/(1/γ + 1/γ1) =
γ/(γ + 2)
||Yil||expγ2 ≤ C(d, γ,N)B2(K logL)d(2m(i))d/2L−2d.(31d)
Choosing now the constants X¯i, Z¯ij , Z¯i, Y¯il, W¯il, for some S ≥ 1 as
X¯i := C(d, γ,N)B(S logL)
1/γL−d,(32a)
W¯ij := C(d, γ,N)B
2(S logL)2/γL−2d,(32b)
Z¯i := C(d, γ,N)B(S logL)
1/γ1(K logL)d+1(2m(i))d/2L−d,(32c)
Z¯ij := C(d, γ,N)B(S logL)
1/γ1(K logL)d+1(2max{m(i),m(j)})d/2L−d,(32d)
Y¯il := C(d, γ,N)B
2(S logL)1/γ2(K logL)d(2m(i))d/2L−2d,(32e)
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we obtain that the condition (15) is certainly satisfied if
∑
i∈I,m(i)≤ℓ
N9/2|Λ−1/2|3
ε
( ∑
j∈I:m(j)=m(i),
χij=1
B3(S logL)1/γ2+1/γ1(K logL)2d+1(2m(i))dL−3d
+B3(S logL)1/γ+2/γ1(K logL)2d+2(2m(i))dL−3d
)
+
∑
i∈I,m(i)>ℓ
N4|Λ−1|| log ε|
( ∑
j∈I:m(j)=m(i),
χij=1
B2(S logL)1/γ2(K logL)d(2m(i))d/2L−2d
+B2(S logL)1/γ+1/γ1(K logL)d+1(2m(i))d/2L−2d
)
≤ 1
C(d, γ,N)
.
Note that the sum
∑
i∈I,m(i)=m consists of the order of (L/2
m)−d terms and the
sum
∑
j∈I:m(j)=m(i),χij=1 consists of the order of C(d)(K logL)
d terms. Thus, the
condition (15) is definitely satisfied if
ℓ∑
m=0
C(d, γ,N)B3S1/γ2+1/γ1
K3d+2(logL)3d+1+1/γ2+1/γ1 |Λ−1/2|3L−2d
ε
+
1+log2 L∑
m=ℓ
C(d, γ,N)B2S1/γ2K2d|Λ−1|| log ε|(logL)2d+1/γ2(2m)−d/2L−d
≤ 1
C
.
This condition is satisfied for the choice
ε := C(d, γ,N)B3S1/γ2+1/γ1K3d+2(logL)1+3d+1+1/γ2+1/γ1 |Λ−1/2|3L−2d(33)
and ℓ as the smallest nonnegative integer with
(2ℓ)d/2 ≥ C(d, γ,N)B2S1/γ2K2d|Λ−1|| log(B3|Λ−1/2|3L−2d)|(logL)2d+1/γ2L−d.
(34)
Note that the choice of ε entails ε ≥ B3|Λ−1/2|3L−2d, which in turn implies by the
bound |Λ| ≤ C(d, γ,N,K)B2L−d| logL|C(γ) from Lemma 9 that the lower bound
ε ≥ c(d, γ,N,K)L−d/2| logL|C(d,γ)(35)
holds. Note furthermore that in case ε ≥ 12 with ε as chosen in (33) the assertion of
our theorem (10) becomes trivial: Indeed, for any random variableX with E[X ] = 0
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we have the bound D(X,NΛ) ≤ C(|Var X |1/2 + |Λ|1/2), which follows from
|E[φ(X)]− φ(0)|
≤ E[osc|X|φ(0)]
≤
∞∑
k=0
−
ˆ
{z∈RN :|z|≤N |Λ1/2|}
osc(k+1+N)|Λ1/2|φ(z) dz P[|Λ1/2|k ≤ |X | ≤ |Λ1/2|(k + 1)]
(4)
≤
∞∑
k=0
C(N)|Λ1/2|(k + 1 +N) P[|Λ1/2|k ≤ |X | ≤ |Λ1/2|(k + 1)]
≤ C|Var X |1/2 + C|Λ1/2|
for any φ ∈ ΦΛ and the corresponding estimate for a Gaussian NΛ in place of X .
We may therefore assume that the condition ε ≤ 12 – which is required for the
application of Theorem 6 – is satisfied.
Let us now estimate the terms Rlowlevel, Ralllevel , and Rtail in Theorem 6.
We have by Lemma 16b and our choices (32) as well as our bounds (31a), (31b),
(31c), and (31d) (note that the inner sums in the next two lines contain at most
C(d)(K logL)d summands each, while the outer sum consists of ≤ Ld(2m)−d sum-
mands of level m(i) = m)
Rtail = C|Λ−1|N3/2ε−N
∑
i∈I
( ∑
j∈I:m(j)=m(i),χij=1
E
[
|Wij ||Zij |(χ|Zij |>Z¯ij + χ|Wij |>W¯ij )
]
+
∑
l∈I:m(l)=m(i),χil=1
E
[
|Yil| |Zil|(χ|Zil|>Z¯il + χ|Yil|>Y¯il)
]
+ E
[
|Xi||Zi|2(χ|Zi|>Z¯i + χ|Xi|>X¯i)
])
≤ C|Λ−1|N3/2ε−NC(d)Ld(K logL)d
×
(
max
i,j
E[χ|Zij |>Z¯ij + χ|Wij |>W¯ij ]
1/2max
i,j
E[|Wij |2|Zij |2]1/2
+max
i,j
E[χ|Zij |>Z¯ij + χ|Yij |>Y¯ij ]
1/2
E[|Yij |2|Zij |2]1/2
+max
i
E[χ|Zi|>Z¯i + χ|Xi|>X¯i ]
1/2
E[|Xi|2|Zi|4]1/2
)
≤ C|Λ−1|N3/2ε−NC(d)Ld(K logL)d × L−c(N,γ)S/2(K logL)C(d,γ)B3L−3d
(35)
≤ C(d, γ,K,N)|Λ−1|B3L−5d
for S chosen large enough (depending only on d, γ, and N).
Using also (33), we obtain first in case ℓ ≥ 1 (note that S has now been chosen
as a constant depending only on d, γ, and N ; furthermore, note that for each fixed
i the inner sum in the next line runs over at most C(d)(K logL)d elements)
Rlowlevel = CN
9/2|Λ−1/2|3
ε
∑
i∈I,m(i)≤ℓ
( ∑
j∈I:m(j)=m(i),χij=1
(
W¯ij Z¯
2
ij + 2Y¯ij Z¯
2
ij
)
+ X¯iZ¯
3
i
)
24 JULIAN FISCHER
≤ C(d, γ,K,N)|Λ
−1/2|3
ε
ℓ∑
m=0
( L
2m
)d
· (K logL)d · B4(logL)C(d,γ)(2m)3d/2L−4d
(33)
≤ C(d, γ,K,N)B
ℓ∑
m=0
( L
2m
)d
· (K logL)d · (logL)C(d,γ)(2m)3d/2L−2d
≤ C(d, γ,K,N)B · (logL)C(d,γ)(2ℓ)d/2L−d
(34)
≤ C(d, γ,K,N)B3 · | log(B3|Λ−1/2|3L−2d)|(logL)C(d,γ)|Λ−1|L−2d.
In the case ℓ = 0, the last estimate (and thus also the overall estimate) also holds
true by |Λ−1| ≥ |Λ|−1 ≥ cB−2Ld| logL|−d (the second inequality being a conse-
quence of Lemma 9).
Using again (33), we deduce
Ralllevel = CN9/2|Λ−1/2|2| log ε|
∑
i∈I
( ∑
j∈I:m(j)=m(i),χij=1
(
W¯ij Z¯ij + 2Y¯ij Z¯ij
)
+ X¯iZ¯
2
i
)
≤ C(d, γ,K,N)B3|Λ−1/2|2| log(B3|Λ−1/2|3L−2d)|
×
1+log2 L∑
m=0
( L
2m
)d
· (K logL)d · (logL)C(d,γ)(2m)dL−3d
≤ C(d, γ,K,N)B3|Λ−1/2|2| log(B3|Λ−1/2|3L−2d)|(logL)C(d,γ)L−2d.
As a consequence, we deduce from Theorem 6 (using again (33))
D(X − E[X ],NΛ)
≤ C(d, γ,N,K)B3| log(B3|Λ−1/2|3L−2d)| · (logL)C(d,γ)|Λ1/2||Λ−1/2|3L−2d.
Using the bound |Λ−1/2| ≥ |Λ|−1/2 ≥ (C(d, γ,N,K)B2L−d(logL)d)−1/2 (the last
inequality being a consequence of Lemma 9), we infer the first estimate of our
theorem.
Step 2: Proof of the estimate (11). To obtain the second estimate in our
theorem which provides a better bound for degenerate covariance matrices Var X ,
we repeat the preceding proof, however now adding Q = Ld additional independent
multivariate Gaussian random variables G1, . . . , GQ with zero expectation E[Gq ] =
0 and variance Var Gq =
1
Q (Λ−Var X). This yields by an argument analogous to
the above one (exploiting that the new additional random variables are independent
from all others and using the fact that Var Gq =
1
Q (Λ− Var X) ≤ L−2d)
D(X +G− E[X ],NΛ)
≤ C(d, γ,N,K)B3(logL)C(d,γ)(L−d|Λ1/2||Λ−1/2|3)L−d,(36)
where G :=
∑Q
q=1Gq. Note that G has Gaussian moments with
||G||exp2 ≤ C(N)
√
|Λ−Var X |.(37)
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It now only remains to eliminate G from the estimate (36). Let φ ∈ ΦΛ. Fixing
G¯ ≥ |Λ−Var X |1/2, we may rewrite for φε as defined in (19)
E[φε(X − E[X ])]−
ˆ
RN
φε(z)NΛ(z) dz
≤ E[φε(X +G− E[X ])]−
ˆ
RN
φε(z)NΛ(z) dz
+ E[|φε(X +G− E[X ])− φε(X − E[X ])|]
≤ DL˜(X +G− E[X ],NΛ) + E[oscG¯φε(X +G− E[X ])]
+ sup
z
|∇φε(z)| E[|G|χ|G|≥G¯].
An application of Lemma 10 c) and d) to the function
hˆ(x) := (NG¯2 Id ∗ osc(2√N+1)G¯φε)(x)
yields 1
2
√
N+2
· 140N hˆ ∈ ΦL˜Λ for L˜ large enough as well as oscG¯φε(x) ≤ 2hˆ(x) and
thus
E[φε(X − E[X ])]−
ˆ
RN
φε(z)NΛ(z) dz
≤ DL˜(X +G− E[X ],NΛ) + E[2hˆ(X +G− E[X ])] + sup
z
|∇φε(z)| E[|G|χ|G|≥G¯]
≤ C(N)DL˜(X +G− E[X ],NΛ) +
ˆ
RN
2hˆ(z)NΛ(z) dz + sup
z
|∇φε(z)| E[|G|χ|G|≥G¯]
≤ C(N)DL˜(X +G− E[X ],NΛ) + C(N)G¯+ sup
z
|∇φε(z)| E[|G|χ|G|≥G¯],
where in the last step we have used the boundˆ
RN
hˆ(z)NΛ(z) dz
≤
ˆ
RN
ˆ
RN
ˆ
RN
NG¯2 Id(z − x)Nε2Λ(y)osc√1−ε2(2√N+1)G¯φ(
√
1− ε2x− y)NΛ(z) dx dy dz
(4)
≤ (2
√
N + 1)G¯.
Choosing G¯ := S| logL||(Λ−Var X)1/2| (with some constant S to be chosen below)
and ε := L−d and using the estimate
|∇φε(z)| ≤
ˆ
RN
|∇φ|(
√
1− ε2z − y)Nε2Λ(y) dy
≤ ε−N
ˆ
RN
|∇φ|(
√
1− ε2z − y)NΛ(y) dy
(4)
≤ ε−N ≤ LC(d,N)
as well as Lemma 16b and (37), we deduce for all φ ∈ ΦΛ that
E[φε(X − E[X ])]−
ˆ
RN
φε(z)NΛ(z) dz
≤ C(N)DL˜(X +G− E[X ],NΛ) + C(N)S| logL||(Λ−Var X)1/2|
+ C(N)LC(d,N) · |Λ1/2| · exp(−cS logL).
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Lemma 9 and our assumption |Λ − Var X | ≤ L−d imply the upper bound |Λ| ≤
C(d, γ,N,K)B2L−d| logL|d. As a consequence, choosing the constant S large
enough and using the notation from Lemma 8 we obtain
DL˜ε (X − E[X ],NΛ) ≤ C(N)DL˜(X +G− E[X ],NΛ) + C(d,N)| logL||(Λ−Var X)1/2|
+ C(d, γ,N,K)B| logL|CL−d.
Using Lemma 8, we conclude that
DL˜(X − E[X ],NΛ)
≤ C(N)|Λ1/2|ε+ C(N)DL˜ε (X − E[X ],NΛ)
≤ C(d, γ,N,K)B(logL)d/2L−d/2 · L−d + C(N)DL˜(X +G− E[X ],NΛ)
+ C(d,N)| logL||(Λ−Var X)1/2|+ C(d, γ,N,K)B| logL|CL−d
(36)
≤ C(d, γ,N,K)| logL|C(d,γ)(B +B3L−d|Λ1/2||Λ−1/2|3)L−d
+ C(d,N)| logL||(Λ−Var X)1/2|.
This yields the estimate (11) upon noticing thatB ≤ CB3| logL|CL−d|Λ1/2||Λ−1/2|3
(by Lemma 9 and our assumption |Λ−Var X | ≤ L−d). 
We next prove our normal approximation result for integral functionals of ran-
dom fields which may be approximated well by random fields with finite dependency
range. The proof is a simple reduction to the statement of Theorem 4.
Proof of Theorem 2. Step 1: Reduction to random fields supported on
[0, L]d. We will show that we may restrict ourselves to random fields v and vr
that vanish identically outside of a ball of the form BL/2, from which point on the
reduction to the case of random field supported on the cube [0, L]d is straightfor-
ward. To this aim, let τ > 0 and l ≥ K and introduce the change of variables
x˜ := ϕ(x) := Lτ
ˆ L−1|x|
0
1 + s2l
1 + s2+2l
ds
x
|x| .
Note that this change of variables maps Rd to BclLτ for some constant cl depending
only on l. Furthermore, observe that we have
det∇ϕ(x) = τd 1 + L
−2l|x|2l
1 + L−2−2l|x|2+2l |ϕ(x)|
d−1|x|−(d−1).
We define a˜(x˜) := a(x), v˜(x˜) := v(x), and v˜r(x˜) := vr(x) for any x˜ = ϕ(x) ∈
BclLτ , and extend those random fields by zero outside of the ball BclLτ . Similarly,
we define
ξ˜(x˜) := det∇(ϕ−1)(x˜)ξ(x) = ξ(x)
det∇φ(x)
and extend ξ˜(x˜) to a WK,∞ function supported in BclLτ . Note that by our as-
sumptions on ξ, such an extension exists and we may derive an estimate of the
form
|∇k ξ˜| ≤ CL−k
for all 0 ≤ k ≤ K.
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As the map ϕ is Lipschitz (with a Lipschitz constant independent of L), for τ > 0
small enough (depending only on the spatial dimension d and l) it preserves the
finite range of dependence property of the random field a. Furthermore, it maps
R
d to the ball BclLτ and we have
F =
ˆ
Rd
vξ dx =
ˆ
Rd
v˜ξ˜ dx˜.
To establish the normal approximation result for
´
Rd
vξ dx, it therefore suffices to
establish the corresponding result for v˜ and ξ˜. We have already verified that ξ˜
satisfies the assumptions of the theorem (up to a constant factor). Thus, it only
remains to establish the properties of the random fields v˜r.
For τ > 0 small enough (depending only on d and l), the map ϕ is 1-Lipschitz;
hence, the random field v˜r inherits the r-local dependence on a˜ from the r-local
dependence of the random field vr on a. Given any ψ˜ ∈ WK,∞, we also have the
estimate∣∣∣∣
ˆ
Rd
(v˜ − v˜r)ψ˜ dx˜
∣∣∣∣ =
∣∣∣∣
ˆ
Rd
(v − vr)(x)ψ˜(ϕ(x)) det∇ϕ(x) dx
∣∣∣∣
≤ Cr−d
ˆ
Rd
sup
y∈Br(x)
K∑
k=0
rk|∇k(ψ˜(ϕ(·)) det∇ϕ(·))|(y) dx
≤ CCr−d
ˆ
Rd
sup
y∈Br(x)
K∑
k=0
rk|(∇kψ˜)(ϕ(y)) det∇ϕ(y)| dx
where in the last step we have used r ≤ L. Using the 1-Lipschitz property of ϕ,
this entails the desired estimate∣∣∣∣
ˆ
Rd
(v˜ − v˜r)ψ˜ dx˜
∣∣∣∣ ≤ CCr−d
ˆ
Rd
sup
y˜∈Br(x˜)
K∑
k=0
rk|(∇kψ˜)(y˜)| dx˜.
This finishes the reduction to the case of random fields v and vr supported on the
cube [0, L]d.
Step 2: Proof for random field supported in [0, L]d. In order to establish
our result for random field v and vr which are supported on the cube [0, L]
d, we
shall reduce it to the normal approximation result of Theorem 4. For each 0 ≤ m ≤
log2 L + 1, introduce a partition of unity ηy, y ∈ 2mZd ∩ [0, L)d, with supp ηy ⊂
y + [0, 2m] and |∇lηy| ≤ C(2m)−k for 0 ≤ k ≤ K. We may then rewrite
X = L−d
ˆ
Rd
v1ξ dx+
log2 L−1∑
m=0
L−d
ˆ
Rd
(v2m+1 − v2m)ξ dx
+ L−d
ˆ
Rd
(v − v2⌊log2 L⌋)ξ dx
=
∑
y∈Zd
L−d
ˆ
Rd
v1ξη
0
y dx︸ ︷︷ ︸
=:X0y
+
log2 L−1∑
m=0
∑
y∈2m+1Zd
L−d
ˆ
Rd
(v2m+1 − v2m)ξηm+1y dx︸ ︷︷ ︸
=:Xm+1y
+ L−d
ˆ
Rd
(v − v2⌊log2 L⌋)ξ dx︸ ︷︷ ︸
=:XlogL+10
.
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The Xmy give rise to a multilevel local dependence structure in the sense of Defini-
tion 3. In particular, we easily check that by the bound on v and the assumption
(8) we have ||Xmy ||expγ ≤ CL−d for all m and all y ∈ 2mZd ∩ [0, L)d (as we have
|∇l(ξηmy )| ≤ C(2m)−l). Furthermore, the localized dependence of the Xmy on a
required by Definition 3 follows directly from our definition of Xmy and our as-
sumption on vr (if one chooses K in Definition 3 large enough). The statement of
our theorem is then a direct consequence of the normal approximation result from
Theorem 4. 
5. Proof of the Result on Moderate Deviations
We now provide the proof of our moderate deviations result for sums of random
variables with multilevel local dependence structure.
Proof of Theorem 5. To simplify notation, we only consider the case L = 2kˆ for
some kˆ ∈ N; the proof for the general case is similar. Again, without loss of
generality we may assume E[Xky ] = 0 for all k and all y.
Step 1 (Decomposition of X).
We first decompose X into groups of terms Gi and “remainder terms” R. The
groups Gi are stochastically independent from each other; each group heuristically
consists of the random variables summed over a cube of diameter ℓ−2 ·2p(m), where
1 ≪ ℓ ≪ L is an intermediate length scale that we are going to choose and where
2p(m) ≪ ℓ is (half of) the size of the gaps between the groups (which we introduce in
order to achieve independence of the groups). The fact that the groups Gi sum up
all random variables over an intermediate length scale ℓ allows us to apply normal
approximation to the groups Gi. The rest R basically corresponds to the random
variables “between the groups” (to achieve independence of the groups) and the
random variables with long-range dependencies. We shall prove that these terms
are small in a suitable sense.
More precisely, we introduce an intermediate scale ℓ = 2k˜ (with k˜ ∈ N to be
chosen below) and define m0 := ⌊log2 ℓ4K logL⌋. This enables us to rewrite the
random variable X as
X =
1+log2 L∑
m=0
∑
i∈2mZd∩[0,L)d
Xmi
=
m0∑
m=0
∑
i∈ℓZd∩[0,L)d
∑
j∈2mZd∩[0,ℓ)d
Xmi+j +
1+log2 L∑
m=m0+1
∑
i∈2mZd∩[0,L)d
Xmi
︸ ︷︷ ︸
=:Rm
which gives (defining p(m) to be the smallest integer with 2p(m) ≥ 2m+2K logL)
X =
m0∑
m=0
∑
i∈ℓZd∩[0,L)d
∑
j∈2mZd∩[2p(m),ℓ−2p(m))d
Xmi+j
+
m0∑
m=0
∑
i∈ℓZd∩[0,L)d
∑
j∈2mZd∩[0,ℓ)d\[2p(m),ℓ−2p(m))d
Xmi+j
︸ ︷︷ ︸
=:Rm
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+
1+log2 L∑
m=m0+1
∑
i∈2mZd∩[0,L)d
Xmi
︸ ︷︷ ︸
=:Rm
.
Exchanging the order of summation in the first term and defining
Gi :=
m0∑
m=0
∑
j∈2mZd∩[2p(m),ℓ−2p(m))d
Xmi+j ,(38)
we obtain
X =
∑
i∈ℓZd∩[0,L)d
Gi +
m0∑
m=0
Rm +
1+log2 L∑
m=m0+1
Rm.
Step 2 (Estimate on the terms Rm for m > m0).
The remaining terms on level m for m0 + 1 ≤ m ≤ 1 + log2 L
Rm :=
∑
i∈2mZd∩[0,L)d
Xmi
(observe that the sum consists of ( L2m )
d terms) may be grouped into ∼ (K logL)d
groups, each only consisting of∼ ( L2m )d(K logL)d independent random variables: Choosing
p(m) as before to be the smallest integer with 2p(m) ≥ 2m+2K logL (but choosing
p(m) = log2 L if this integer were larger than log2 L), we have
Rm =
∑
j∈2mZd∩[0,2p(m))d
∑
i∈2p(m)Zd∩[0,L)d
Xmi+j
︸ ︷︷ ︸
=:Rm,j
.
By Definition 3, the random variables in each Rm,j are now independent and we
deduce from Lemma 17 (with γ˜ := γ/(γ + 1))
∣∣∣∣Rm,j∣∣∣∣
expγ˜
≤ C(γ)
√( L
2p(m)
)d
max
i
||Xmi ||expγ
and as a consequence (using the bounds from Definition 3)∣∣∣∣
∣∣∣∣
1+log2 L∑
m=m0+1
Rm
∣∣∣∣
∣∣∣∣
expγ˜
=
∣∣∣∣
∣∣∣∣
1+log2 L∑
m=m0+1
∑
j∈2mZd∩[0,2p(m))d
Rm,j
∣∣∣∣
∣∣∣∣
expγ˜
≤
1+log2 L∑
m=m0+1
∑
j∈2mZd∩[0,2p(m))d
C(γ)
√( L
2p(m)
)d
max
i
||Xmi ||expγ
≤
1+log2 L∑
m=m0+1
(2p(m)
2m
)d
C(γ)
√( L
2p(m)
)d
max
i
||Xmi ||expγ
≤
1+log2 L∑
m=m0+1
C(d)(K logL)dC(γ)
√( L
2mK logL
)d
BL−d
≤ C(d)C(γ)(K logL)d/2(2m0)−d/2BL−d/2
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which yields by the choice of m0∣∣∣∣
∣∣∣∣
log2 L∑
m=m0+1
Rm
∣∣∣∣
∣∣∣∣
expγ˜
≤ C(d, γ)B(K logL)dℓ−d/2L−d/2.(39)
Step 3 (Estimate on the terms Rm for m ≤ m0).
The remaining terms on level m for 0 ≤ m ≤ m0
Rm =
∑
i∈ℓZd∩[0,L)d
∑
j∈2mZd∩[0,ℓ)d\[2p(m),ℓ−2p(m))d
Xmi+j
may be grouped as follows into a sum of sums of independent random variables:
We have
Rm =
∑
i∈ℓZd∩[0,L)d
∑
j∈2p(m)Zd∩[0,ℓ)d\[2p(m),ℓ−2p(m))d
∑
k∈2mZd∩[0,2p(m))d
Xmi+j+k
=
∑
k∈2mZd∩[0,2p(m))d
∑
i∈ℓZd∩[0,L)d
∑
j∈2p(m)Zd∩[0,ℓ)d\[2p(m),ℓ−2p(m))d
Xmi+j+k
︸ ︷︷ ︸
=:Rm,k
.
Note that Rm,k is a sum of at most (Lℓ )d · C(d)ℓ
d−12p(m)
(2p(m))d
independent random vari-
ables. An application of Lemma 17 yields
∣∣∣∣Rm,k∣∣∣∣
expγ˜
≤ C(γ)
√(L
ℓ
)d
· C(d)ℓ
d−12p(m)
(2p(m))d
max
i
||Xmi ||expγ
which entails∣∣∣∣
∣∣∣∣ m0∑
m=0
Rm
∣∣∣∣
∣∣∣∣
expγ˜
=
∣∣∣∣
∣∣∣∣ m0∑
m=0
∑
k∈2mZd∩[0,2p(m))d
Rm,k
∣∣∣∣
∣∣∣∣
expγ˜
≤
m0∑
m=0
∑
k∈2mZd∩[0,2p(m))d
C(γ)
√(L
ℓ
)d
· C(d)ℓ
d−12p(m)
(2p(m))d
max
i
||Xmi ||expγ
≤
m0∑
m=0
(2p(m)
2m
)d
C(γ)
√(L
ℓ
)d
· C(d)ℓ
d−12p(m)
(2p(m))d
max
i
||Xmi ||expγ
≤
m0∑
m=0
C(d)(K logL)dC(γ)
√(L
ℓ
)d
· C(d)ℓ
d−1
(2m)d−1(K logL)d−1
BL−d
≤
m0∑
m=0
C(d)C(γ)(K logL)(d+1)/2ℓ−1/2(2m)−(d−1)/2BL−d/2
and as a consequence∣∣∣∣
∣∣∣∣ m0∑
m=0
Rm
∣∣∣∣
∣∣∣∣
expγ˜
≤ C(d, γ)B(K logL)(d+3)/2ℓ−1/2L−d/2.(40)
Step 4 (Estimate on the “bulk contributions” Gi).
The formula (38) may be rewritten as (recalling that p(m) is the smallest integer
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with 2p(m) ≥ 2m+2K logL)
Gi =
m0∑
m=0
∑
k∈2mZd∩[0,2p(m))d
∑
j∈2p(m)Zd∩[2p(m),ℓ−2p(m))d
Xmi+j+k,
which yields upon applying Lemma 17 to the inner sum
||Gi||expγ˜ ≤
m0∑
m=0
∑
k∈2mZd∩[0,2p(m))d
C(d, γ)
(
ℓ
2p(m)
)d/2
BL−d
≤
m0∑
m=0
C(d, γ)B
(
ℓ
2mK logL
)d/2
(K logL)dL−d
≤ C(d, γ)B(K logL)d/2ℓd/2L−d.(41)
Next, to each of the groups
Gi :=
m0∑
m=0
∑
j∈2mZd∩[2p(m),ℓ−2p(m))d
Xmi+j ,
we apply Theorem 4 with L replaced by ℓ; note that we may rescale our variables
Xmi+j in the group Gi by a factor of (Lℓ )d, as we have the bound ||Xmi+j ||expγ ≤ BL−d
while to apply Theorem 4 to the group Gi we only need the estimate ||Xmi+j ||expγ ≤
Bℓ−d. We then obtain for any positive matrix Λi ≥ Var Gi with |Λi − Var Gi| ≤
ℓdL−2d
D
[(L
ℓ
)d
Gi,N(L/ℓ)2dΛi
]
≤ C(d, γ,N,K)B3(log ℓ)C(d,γ)ℓ−d
(L
ℓ
)d
|Λ1/2i |
(L
ℓ
)−3d
|Λ−1/2i |3ℓ−d
+ C(d,N)(log ℓ)C(d,γ)
(L
ℓ
)d
|Λi −Var Gi|1/2.
Rescaling and using the fact that the 1-Wasserstein distanceW1 is bounded by our
distance D, we deduce
W1[Gi,NΛi ] ≤C(d, γ,N,K)B3(logL)C(d,γ)|Λ1/2i ||Λ−1/2i |3ℓdL−3d
+ C(d,N)(logL)C(d,γ)|Λi −Var Gi|1/2.
We choose ℓ with L1/2 ≤ ℓ ≤ 2L1/2 and set
Λi := Var Gi + ℓd−1/4L−2d IdN×N .(42)
Note that this choice entails
|Λ−1/2i | ≤ ℓ−d/2+1/8Ld.
As a consequence of these estimates, the choice of ℓ, and the estimate on |Λ1/2i |
deduced from (41), we obtain
W1[Gi,NΛi ] ≤C(d, γ,N,K)B4(logL)C(d,γ)ℓd/2−1/8L−d.(43)
We are now in position to apply Lemma 14 to the sum
∑
i∈ℓZd∩[0,L)d Gi (recall
that the Gi form a collection of independent random variables). Note that in our
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setting we have M = (L/ℓ)d. By our estimates (43) and (41), in our application of
Lemma 14 we may choose b := C(d, γ,K)B4(logL)d/2ℓd/2L−d and any τ ≤ 12 with
τ ≥ C(d, γ,N,K)(logL)C(d,γ)ℓ−1/8.
With this choice, Lemma 14 yields∑
i∈ℓZd∩[0,L)d
Gi d= Y + Z(44)
where Y is a multivariate Gaussian random variable with covariance matrix
Λ˜ :=
∑
i∈ℓZd∩[0,L)d
Λi(45)
and Z satisfies the estimate
P[|Z| ≥ r] ≤ 3N exp
(
− r
2
C(d, γ,K,N)B8τ | log τ |1/γ˜ | logL|C(d,γ)L−d
)
for any
r ≤
√
τ | log τ |1/γ˜cL−d/2
×min
{√
(L/ℓ)dτ | log τ |1/γ
(2 log(2(L/ℓ)d))1/γ˜
,
(
τ | log τ |1/γ˜(L/ℓ)d)γ˜/(4+2γ˜)}.
A crude estimate on | log τ | of the form | log τ | ≤ C(d, γ,N,K)(logL)C(d,γ) yields
using also (L/ℓ)dτ ≥ c (which holds by the lower bound on τ and the choice
ℓ ∼ L1/2)
P[|Z| ≥ r] ≤ 3N exp
(
− r
2
τ · C(d, γ,K,N)B8(logL)C(d,γ)L−d
)
for any
r ≤ L−d/2 ·
(L
ℓ
)dγ˜/(4+2γ˜)
· c(d, γ,N,K)(logL)−C(d,γ)τ1/2+γ˜/(4+2γ˜).
We now set τ := c(d, γ,N,K)L−min{dγ˜/2(4+2γ˜),1/32}. The previous estimate then
yields
P[|Z| ≥ r] ≤ 3N exp
(
− r
2
L−β1 · C(d, γ,K,N)B8(logL)C(d,γ)L−d
)
for some β1 > 0 as long as
r ≤ L−d/2 · c(d, γ,N,K)(logL)−C(d,γ).
Choosing r = 12L
−d/2L−β1/4 and using L ≥ C (note that upon changing the con-
stants, our theorem is trivially true for L ≤ C), we get
P
[
|Z| ≥ 1
2
L−d/2L−β1/4
]
≤ C exp
(
− L
β1/2
C(d, γ,K,N)B8(logL)C(d,γ)
)
.(46)
Step 5 (Conclusion).
By (44), we know that the law of the sum of the main groups∑
i∈ℓZd∩[0,L)d
Gi
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is equal to the law of Y +Z, where Y is a Gaussian random variable with covariance
matrix Λ˜ =
∑
i∈ℓZd∩[0,L)d Λ˜i and where Z satisfies the smallness estimate (46). By
(45), (42), and (40) as well as (39) and (41) and the choice ℓ ∼ L1/2, we see that
|Λ˜−Var X | ≤
∣∣∣∣Λ˜− ∑
i∈ℓZd∩[0,L)d
Var Gi
∣∣∣∣ +
∣∣∣∣Var X −Var ∑
i∈ℓZd∩[0,L)d
Gi
∣∣∣∣
≤ CL−d−1/8 + CB2L−d−1/4(logL)C .
The estimates (40) and (39) imply using Lemma 16b that
P
[∣∣∣∣∣
log2 L+1∑
m=0
Rm
∣∣∣∣∣ ≥ r
]
≤ C exp
(
−
(
r
C(d, γ,N,K)B(logL)C(d,γ)ℓ−1/2L−d/2
)γ˜)
and therefore for our choice ℓ := L1/2
P
[∣∣∣∣∣
log2 L+1∑
m=0
Rm
∣∣∣∣∣ ≥ 12L−1/8 · L−d/2
]
≤ C exp
(
− L
γ˜/8
C(d, γ,N,K)B
)
.
Combining this estimate with (46) and
X −
1+log2 L∑
m=0
Rm d= Y + Z,
we see that there exists β = β(d, γ) > 0 and Λ = Λ˜ ∈ RN×Nsym with Λ > 0 and
|Λ−Var X | ≤ CB2L−1/8L−d
such that for any measurable A ⊂ RN we have
P
[
X ∈ A] ≤ ˆ
{x∈RN :dist(x,A)≤L−βL−d/2}
NΛ(x) dx + C exp
(
− c
B8
L2β
)
.

In the previous proofs, we have made use of the following elementary lemma.
Lemma 9. Let d ≥ 1 and L ≥ 2. Consider a random field a on Rd subject to the
assumption of finite range of dependence (A) or an L-periodic random field subject
to the assumption of finite range of dependence (A’). Let X = X(a) be a random
variable that is a sum of random variables with multilevel local dependence in the
sense of Definition 3. Then for γ˜ := γ/(γ + 1) the concentration estimate
||X − E[X ]||expγ˜ ≤ C(d, γ,K)B| logL|d/2L−d/2
holds true.
Proof. Defining p(m) to be the smallest integer with 2p(m) ≥ 2m+2K| logL| (but
defining p(m) = log2 L if this integer were larger than log2 L), we rewrite
X =
log2 L+1∑
m=0
∑
k∈2mZd∩[0,2p(m))d
∑
j∈2p(m)Zd∩[0,L)d,j+k∈[0,L)d
Xmj+k.
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By Definition 3, the inner sum is now a sum of independent random variables.
Applying Lemma 17 to this sum, we obtain
||X − E[X ]||expγ˜
≤
log2 L+1∑
m=0
∑
k∈2mZd∩[0,2p(m))d
∣∣∣∣
∣∣∣∣ ∑
j∈2p(m)Zd∩[0,L)d,j+k∈[0,L)d
(Xmj+k − E[Xmj+k])
∣∣∣∣
∣∣∣∣
expγ˜
≤
log2 L+1∑
m=0
∑
k∈2mZd∩[0,2p(m))d
C(γ)
(
Ld
(2p(m))d
)1/2
max
i
||Xmi − E[Xmi ]||expγ
≤
log2 L+1∑
m=0
(2p(m))d
(2m)d
· C(d, γ)
(
Ld
(2p(m))d
)1/2
BL−d
≤
log2 L+1∑
m=0
(2m)d(K logL)d
(2m)d
· C(d, γ)
(
Ld
(2m)d(K logL)d
)1/2
BL−d
≤ C(d, γ,K)B(logL)d/2L−d/2.

Appendix A. Auxiliary results for Stein’s method in the multivariate
setting
In this appendix, we provide the proof of the bounds on the solutions to the
“smoothed” Stein’s equation stated in Proposition 7 and the estimate on the dis-
tance DL¯ in terms of the smoothed distance DL¯ε stated in Lemma 8.
Proof of Proposition 7. Proof of a). Following the argument of [27] (see also [14]),
we consider the function
fε(x) =
1
2
ˆ 1
ε2
( ˆ
RN
φ(
√
1− sx−√sz)NΛ(z) dz −
ˆ
RN
NΛ(z)φ(z) dz
) 1
1− s ds
(47)
which in the case of smooth φ with compactly supported derivative ∇φ satisfies
− (∇ · Λ∇fε)(x) + (x · ∇fε)(x)
= −1
2
ˆ 1
ε2
ˆ
RN
Λ : (∇2φ)(√1− sx−√sz)NΛ(z) dz ds
+
1
2
ˆ 1
ε2
ˆ
RN
x · (∇φ)(√1− sx−√sz)NΛ(z) 1√
1− s dz ds
= −1
2
ˆ 1
ε2
ˆ
RN
Λ : (∇2φ)(√1− sx−√sz)NΛ(z) dz ds
− 1
2
ˆ 1
ε2
ˆ
RN
z · (∇φ)(√1− sx−√sz)NΛ(z) 1√
s
dz ds
+
ˆ 1
ε2
− d
ds
ˆ
RN
φ(
√
1− sx−√sz)NΛ(z) dz ds
= −1
2
ˆ 1
ε2
ˆ
RN
φ(
√
1− sx−√sz)1
s
((∇ · (Λ∇NΛ))(z) +∇ · (zNΛ(z))) dz ds
NORMAL APPROXIMATION FOR SUMS WITH MULTILEVEL DEPENDENCE 35
+
ˆ
RN
φ(
√
1− ε2x− εz)NΛ(z) dz −
ˆ
RN
φ(z)NΛ(z) dz
=
ˆ
RN
φ(
√
1− ε2x− εz)NΛ(z) dz −
ˆ
RN
φ(z)NΛ(z) dz.
For general φ ∈ ΦL¯Λ, this equation follows by approximation. Hence, (18) follows
from the additional computationˆ
RN
φε(x)NΛ(x) dx
=
ˆ
RN
ˆ
RN
φ(
√
1− ε2x− εz)NΛ(x)NΛ(z) dz dx
(65)
=
ˆ
RN
ˆ
RN
φ(
√
1− ε2x− εz)NΛ(
√
1− ε2x− εz)NΛ(
√
1− ε2z + εx) dz dx
=
ˆ
RN
ˆ
RN
φ(x˜)NΛ(x˜)NΛ(z˜) dz˜ dx˜
=
ˆ
RN
φ(x)NΛ(x) dx
where we have used the fact that (x˜, z˜) = (
√
1− ε2x − εz,√1− ε2z + εx) is an
orthogonal linear transformation. This finishes the proof of Proposition 7a.
Proof of b). In order to establish (20), we derive from (47) the following
representation for the third spatial derivative of fε:
∇3fε(x) = 1
2
ˆ 1
ε2
√
1− s
s3/2
ˆ
RN
φ(
√
1− sx−√sz)∇3NΛ(z) dz ds.(48)
This entails for any τ ∈ (0, 1]
|∇3fε(x)|
≤ 1
2
ˆ 1
ε2
√
1− s
s
ˆ
RN
|∇φ|(√1− sx−√sz)|∇2NΛ|(z) dz ds
≤ 1
2
ˆ 1
ε2
√
1− s
s
ˆ
RN
|∇φ|(√1− sx−√sz) |∇
2NΛ(z)|
N(1+τ)Λ(z)N(1+τ)Λ(z) dz ds
(63)
≤ 3
2
(1 + τ)(N+2)/2τ−1|Λ−1|
×
ˆ 1
ε2
√
1− s
s
ˆ
RN
|∇φ|(√1− sx−√sz)N(1+τ)Λ(z) dz ds.
Combining this estimate with the bound (valid for any s ∈ (0, 1))ˆ
RN
|∇φ|(√1− sx−√sz)N(1+τ)Λ(z) dz(49)
=
ˆ
RN
|∇φ|(z˜)N(1+τ)Λ
( 1√
s
(
√
1− sx− z˜)
)√
s
−N
dz˜
≤
ˆ
RN
|∇φ|(z˜)N(1+τ)Λ
(√
1− sx− z˜)s−N/2 dz˜
(62)
=
ˆ
RN
ˆ
RN
|∇φ|(z˜)NΛ(z˜ −
√
1− sx+ w)NτΛ(w)s−N/2 dz˜ dw
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(7)
≤ s−N/2
ˆ
RN
NτΛ(w) dw
= s−N/2,
we infer choosing τ := 2/(N + 2)
|∇3fε(x)| ≤ 3
2
(1 + τ)(N+2)/2τ−1|Λ−1|
ˆ 1
ε2
s−(N+2)/2 ds
≤ 3
2
· e · N + 2
2
· |Λ−1| · 2
N
(ε−N − 1).
This proves (20).
Proof of c). We now turn to the proof of Proposition 7c. The bound (21) is
immediate from Lemma 10c.
Computing the second spatial derivative of fε as defined by (47), we infer
∇2fε(x) = 1
2
ˆ 1
ε2
1
s
ˆ
RN
φ(
√
1− sx−√sz)∇2NΛ(z) dz ds.(50)
In order to derive the estimates (22) and (23), we estimate for r > 0 and τ :=
2/(N + 2)ˆ
RN
(oscr∇2fε)(x)NΛ(x − x0) dx
≤ 1
2
ˆ
RN
ˆ 1
ε2
1
s
ˆ
RN
(osc√1−srφ)(
√
1− sx−√sz)|∇2NΛ|(z) dz ds NΛ(x− x0) dx
(63)
≤ 1
2
ˆ 1
ε2
1
s
ˆ
RN
ˆ
RN
(osc√1−srφ)(
√
1− sx−√sz)
× 3(1 + τ)(N+2)/2τ−1|Λ−1|N(1+τ)Λ(z)NΛ(x− x0) dz dx ds
≤ 3e(N + 2)
4
|Λ−1|
ˆ 1
ε2
1
s
ˆ
RN
ˆ
RN
(osc√1−srφ)(
√
1− sx−√sz)
× (NτΛ ∗ NΛ)(z)NΛ(x− x0) dz dx ds
=
3e(N + 2)
4
|Λ−1|
ˆ 1
ε2
1
s
ˆ
RN
ˆ
RN
(NsτΛ ∗ osc√1−srφ)(
√
1− s(x + x0)−
√
sz)
×NΛ(z)NΛ(x) dz dx ds.
Invoking the change of variables (x˜, z˜) := (
√
1− sx−√sz,√1− sz+√sx) (note that
this is a linear orthogonal transformation) as well as the multiplication property
(65), we deduceˆ
RN
(oscr∇2fε)(x)NΛ(x − x0) dx
≤ 3e(N + 2)
4
|Λ−1|
ˆ 1
ε2
1
s
ˆ
RN
ˆ
RN
(NsτΛ ∗ osc√1−srφ)(x˜ +
√
1− sx0)
×NΛ(x˜)NΛ(z˜) dx˜ dz˜ ds
=
3e(N + 2)
4
|Λ−1|
ˆ 1
ε2
1
s
ˆ
RN
ˆ
RN
ˆ
RN
(osc√1−srφ)(x˜ +
√
1− sx0 − w)
×NΛ(x˜)NsτΛ(w)NΛ(z˜) dw dx˜ dz˜ ds
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(4)
≤ 9(N + 2)
4
|Λ−1|
ˆ 1
ε2
1
s
ˆ
RN
ˆ
RN
√
1− srNsτΛ(w)NΛ(z˜) dw dz˜ ds
and hence ˆ
RN
(oscr∇2fε)(x)NΛ(x− x0) dx ≤ 16N |Λ−1|| log ε|r(51)
for any r > 0 and any x0 ∈ RN . As a consequence, we getˆ
RN
2(Nδ2 IdN ∗ oscKδ∇2fε)(x)NΛ(x) dx
= 2
ˆ
RN
ˆ
RN
(oscKδ∇2fε)(x − w)Nδ2 IdN (w)NΛ(x) dx dw
≤ 2
ˆ
RN
16N |Λ−1|| log ε|KδNδ2 IdN (w) dx,
which (by our choice of K) immediately proves (22).
Furthermore, (51) entails that
h(x) :=
1
32N |Λ−1|| log ε|K (oscKδ∇
2fε)(x)
satisfies the estimates ˆ
RN
|h(x)|NΛ(x− x0) dx ≤ δ
for any x0 ∈ RN and (by the inequality (oscroscKδf)(x) ≤ oscr+Kδf(x))ˆ
RN
oscrh(x)NΛ(x − x0) dx
≤ 1
32N |Λ−1|| log ε|K
ˆ
RN
(oscr+Kδ∇2fε)(x)NΛ(x− x0) dx
≤ 1
2K
(r +Kδ)
≤ r
for any x0 ∈ RN and any r ≥ δ. In conclusion, Lemma 10d implies
1
40N
× 1
32N |Λ−1|| log ε|K (Nδ2 IdN ∗ oscKδ∇
2fε) ∈ ΦL˜Λ
for any L˜ ≥ 4N(|Λ1/2|Nδ−N + 1), which proves (23).
Proof of d), Part 1. We now establish Proposition 7d. The estimate (24) is
immediate by Lemma 10c and the inequality sup|y|≤δ |∇3fε(x + y)| ≤ |∇3fε(x)| +
oscδ∇3fε(x).
Before proceeding, let us first prove the following auxiliary result: The third
derivative of fε satisfies the estimateˆ
RN
|∇3fε|(x)NΛ(x) dx ≤ 16N |Λ−1|| log ε|,(52)
and has the property
ε
10N3/2|Λ−1/2|3 |∇
3fε| ∈ ΦL˜Λ(53)
for any L˜ ≥ 10ε−N .
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The estimate (52) is simply a consequence of (51) in the limit r → 0. To show
(53) we first establish a uniform bound for ∇4fε. This is done in an analogous
way to the proof of assertion b) of our proposition: Using (64) instead of (63), we
deduce
|∇4fε(x)|
≤ 1
2
ˆ 1
ε2
1− s
s3/2
ˆ
RN
|∇φ|(√1− sx−√sz)|∇3NΛ|(z) dz ds
(64)
≤ 5
2
(1 + τ)(N+3)/2τ−3/2|Λ−1/2|3
×
ˆ 1
ε2
1
s3/2
ˆ
RN
|∇φ|(√1− sx−√sz)N(1+τ)Λ(z) dz ds
and choosing τ := 2/(N + 3) and applying (49), we get
|∇4fε(x)| ≤ 5
2
· e · (N + 3)
3/2
23/2
|Λ−1/2|3
ˆ 1
ε2
1
s3/2
· s−N/2 ds
≤ 5
2
· e · (N + 3)
3/2
23/2
|Λ−1/2|3 · 2
N + 1
· 1
(ε2)(N+1)/2
≤ 20√N + 3|Λ−1/2|3ε−N−1.(54)
In order to show (53), for any r > 0 we estimate starting with (48) and choosing
τ := 2/(N + 3)
ˆ
RN
(oscr∇3fε)(x)NΛ(x− x0) dx
≤ 1
2
ˆ 1
ε2
√
1− s
s3/2
ˆ
RN
ˆ
RN
(osc√1−srφ)(
√
1− sx−√sz)|∇3NΛ|(z)NΛ(x− x0) dz dx ds
(64)
≤ 1
2
ˆ 1
ε2
1
s3/2
ˆ
RN
ˆ
RN
(osc√1−srφ)(
√
1− sx−√sz)
× 5(1 + τ)(N+3)/2τ−3/2|Λ−1/2|3N(1+τ)Λ(z)NΛ(x− x0) dz dx ds
≤ 5e
2
· (N + 3)
3/2
23/2
|Λ−1/2|3
ˆ 1
ε2
1
s3/2
ˆ
RN
ˆ
RN
(osc√1−srφ)(
√
1− sx−√sz)
× (NτΛ ∗ NΛ)(z)NΛ(x− x0) dz dx ds
=
5e(N + 3)3/2
2 · √23
|Λ−1/2|3
ˆ 1
ε2
1
s3/2
ˆ
RN
ˆ
RN
(NsτΛ ∗ osc√1−srφ)(
√
1− s(x+ x0)−
√
sz)
×NΛ(z)NΛ(x) dz dx ds.
Invoking the change of variables (x˜, z˜) := (
√
1− sx−√sz,√1− sz+√sx) (note that
this is a linear orthogonal transformation) as well as the multiplication property
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(65), we deduceˆ
RN
(oscr∇3fε)(x)NΛ(x− x0) dx
≤ 5(N + 3)
3/2
2
|Λ−1/2|3
ˆ 1
ε2
1
s3/2
ˆ
RN
ˆ
RN
(NsτΛ ∗ osc√1−srφ)(x˜ +
√
1− sx0)
×NΛ(x˜)NΛ(z˜) dx˜ dz˜ ds
=
5(N + 3)3/2
2
|Λ−1/2|3
ˆ 1
ε2
1
s3/2
ˆ
RN
ˆ
RN
ˆ
RN
(osc√1−srφ)(x˜+
√
1− sx0 − w)
×NΛ(x˜)NsτΛ(w)NΛ(z˜) dw dx˜ dz˜ ds
(4)
≤ 5(N + 3)
3/2
2
|Λ−1/2|3
ˆ 1
ε2
1
s3/2
ˆ
RN
ˆ
RN
√
1− srNsτΛ(w)NΛ(z˜) dw dz˜ ds
and hence ˆ
RN
(oscr∇3fε)(x)NΛ(x − x0) dx ≤ 10N3/2|Λ−1/2|3 r
ε
(55)
for any r > 0 and any x0 ∈ RN . Combining this estimate with (54), we infer (53).
Proof of d), Part 2. We now turn to the last part of the proof of our propo-
sition. As a consequence of (55), we getˆ
RN
2(Nδ2 IdN ∗ oscKδ∇3fε)(x)NΛ(x) dx
= 2
ˆ
RN
ˆ
RN
(oscKδ∇3fε)(x − w)Nδ2 IdN (w)NΛ(x) dx dw
≤ 2
ˆ
RN
10N3/2|Λ−1/2|3Kδ
ε
Nδ2 IdN (w) dx,
which givesˆ
RN
2(Nδ2 IdN ∗ oscKδ∇3fε)(x)NΛ(x) dx ≤ 20N3/2K|Λ−1/2|3
δ
ε
.
Using K = 2
√
N + 1 and combining this estimate with (52), we infer (25).
Furthermore, we know by (55) that
h(x) :=
ε
20N3/2|Λ−1/2|3K oscKδ∇
3fε(x)
satisfies the estimate ˆ
RN
h(x)NΛ(x− x0) dx ≤ δ
for any x0 ∈ RN ; by (55), it also satisfies the boundˆ
RN
oscrh(x)NΛ(x− x0) dx
≤ ε
20N3/2|Λ−1/2|3K
ˆ
RN
(oscr+Kδ∇3fε)(x)NΛ(x− x0) dx
≤ 1
2K
(r +Kδ)
≤ r
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for any x0 ∈ RN and any r ≥ δ. In conclusion, Lemma 10d implies
1
40N
× ε
20N3/2|Λ−1/2|3K (Nδ2 IdN ∗ oscKδ∇
3fε) ∈ ΦL˜Λ
for any L˜ ≥ 4N(|Λ1/2|Nδ−N + 1). In conjunction with (53) and K = 2√N + 1, we
infer (26). 
Proof of Lemma 8. Without loss of generality (and in order to simplify notation)
we may assume
|Λ| = 1,
that is the maximal eigenvalue of Λ is equal to 1; the general case then follows
upon rescaling Xˆ := 1|Λ1/2|X , φˆ(x) :=
1
|Λ1/2|φ(|Λ1/2|x), Λˆ := Λ/|Λ| (note that then
φˆε(x) =
1
|Λ1/2|φε(|Λ1/2|x)).
In order to establish (27), by the very definition (5) of DL¯ and upon replacing ε
by 12ε it suffices to prove∣∣∣∣E[φ(X)] −
ˆ
RN
φ(x)NΛ(x) dx
∣∣∣∣ ≤ 10√Nε+ 103N3/2DL¯ε/2(X,NΛ)(56)
for all φ ∈ ΦL¯Λ and all 0 < ε ≤ 1.
Introducing the function
φ˜ε(x) := φε(x/
√
1− ε2),
the error stemming from the smoothing of φ may be estimated as
|φ˜ε(x)− φ(x)| = |φε(x/
√
1− ε2)− φ(x)|
≤
∣∣∣∣
ˆ
RN
(
φ(x− εz)− φ(x))NΛ(z) dz∣∣∣∣
≤
ˆ
RN
oscε|z|φ(x)NΛ(z) dz.
As a consequence, we deduce∣∣∣∣∣E[φ(X)]−
ˆ
RN
φ(x)NΛ(x) dx
∣∣∣∣∣
≤
∣∣∣∣E[φ˜ε(X)]−
ˆ
RN
φ˜ε(x)NΛ(x) dx
∣∣∣∣+ E[∣∣φ˜ε − φ∣∣(X)]
+
∣∣∣∣
ˆ
RN
(φ˜ε − φ)(x)NΛ(x) dx
∣∣∣∣
≤
∣∣∣∣E[φ˜ε(X)]−
ˆ
RN
φ˜ε(x)NΛ(x) dx
∣∣∣∣+
ˆ
RN
E
[
oscε|z|φ(X)
]NΛ(z) dz
+
ˆ
RN
ˆ
RN
oscε|z|φ(x)NΛ(z) dz NΛ(x) dx.
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For K := 2
√
N , by Lemma 10c we infer∣∣∣∣∣E[φ(X)] −
ˆ
RN
φ(x)NΛ(x) dx
∣∣∣∣∣
≤
∣∣∣∣E[φ˜ε(X)]−
ˆ
RN
φ˜ε(x)NΛ(x) dx
∣∣∣∣
+ 2
ˆ
RN
E
[(N2ε2 IdN ∗ osc(|z|+K)εφ)(X)]NΛ(z) dz
+
ˆ
RN
ˆ
RN
oscε|z|φ(x)NΛ(z) dz NΛ(x) dx.
Introducing the definition
ψz(x) :=
(Nε2(2 IdN −Λ) ∗ osc(|z|+K)εφ)(x),(57)
we see that we may rewrite (recall that Nε2Λ ∗ Nε2(2 IdN −Λ) = N2ε2 IdN )
(ψ˜z)ε(x) : = (ψ
z)ε(x/
√
1− ε2) :=
ˆ
RN
ψz(x− εw)NΛ(w) dw
=
ˆ
RN
ψz(x− w)Nε2Λ(w) dw = (Nε2Λ ∗ ψz)(x)
=
(N2ε2 IdN ∗ osc(|z|+K)εφ)(x).
As a consequence, we deduce the bound∣∣∣∣∣E[φ(X)]−
ˆ
RN
φ(x)NΛ(x) dx
∣∣∣∣∣
≤
∣∣∣∣E[φ˜ε(X)]−
ˆ
RN
φ˜ε(x)NΛ(x) dx
∣∣∣∣
+ 2
ˆ
RN
(
E
[
(ψ˜z)ε(X)
]− ˆ
RN
(ψ˜z)ε(x)NΛ(x) dx
)
NΛ(z) dz
+ 2
ˆ
RN
ˆ
RN
(N2ε2 IdN ∗ osc(|z|+K)εφ)(x)NΛ(x) dx NΛ(z) dz
+
ˆ
RN
ˆ
RN
oscε|z|φ(x)NΛ(z) dz NΛ(x) dx
and therefore∣∣∣∣∣E[φ(X)]−
ˆ
RN
φ(x)NΛ(x) dx
∣∣∣∣∣
≤
∣∣∣∣E[φ˜ε(X)]−
ˆ
RN
φ˜ε(x)NΛ(x) dx
∣∣∣∣
+ 2
ˆ
RN
(
E
[
(ψ˜z)ε(X)
]− ˆ
RN
(ψ˜z)ε(x)NΛ(x) dx
)
NΛ(z) dz
+ 2
ˆ
RN
ˆ
RN
ˆ
RN
osc(|z|+K)εφ(x − w)N2ε2 IdN (w)NΛ(x) dx dw NΛ(z) dz
+
ˆ
RN
ˆ
RN
oscε|z|φ(x)NΛ(z) dz NΛ(x) dx
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(4)
≤
∣∣∣∣E[φ˜ε(X)]−
ˆ
RN
φ˜ε(x)NΛ(x) dx
∣∣∣∣
+ 2
ˆ
RN
(
E
[
(ψ˜z)ε(X)
]− ˆ
RN
(ψ˜z)ε(x)NΛ(x) dx
)
NΛ(z) dz
+ 2
ˆ
RN
ˆ
RN
(|z|+K)εN2ε2 IdN (w) dw NΛ(z) dz
+
ˆ
RN
ε|z|NΛ(z) dz
≤
∣∣∣∣E[φ˜ε(X)]−
ˆ
RN
φ˜ε(x)NΛ(x) dx
∣∣∣∣(58)
+ 2
ˆ
RN
(
E
[
(ψ˜z)ε(X)
]− ˆ
RN
(ψ˜z)ε(x)NΛ(x) dx
)
NΛ(z) dz
+
(
2
√
N + 2K
)
ε
+
√
Nε,
where in the last step we have used Ho¨lder’s inequality and the moment estimate´
RN
|z|2NΛ(z) dz ≤ tr Λ ≤ N .
Given ψ ∈ ΦL¯Λ, introducing the notation
ψˆ(x) := ψ(x/
√
1− ε2/4)
and the notation
ψ˜ε(x) :=
ˆ
RN
ψ(x− εz)NΛ(z) dz = ψε(x/
√
1− ε2)
we may write
ψ˜ε(x) =
ˆ
RN
ψ(x− εz)NΛ(z) dz =
ˆ
RN
ψˆ(
√
1− ε2/4x−
√
1− ε2/4 εz)NΛ(z) dz
=
ˆ
RN
ψˆ(
√
1− ε2/4x− z)N(1−ε2/4)ε2Λ(z) dz
=
ˆ
RN
(N(3/4−ε2/4)ε2Λ ∗ ψˆ)(
√
1− ε2/4x− z)N 1
4 ε
2Λ(z) dz
= θε/2(x)(59)
for θε/2(x) :=
´
RN
θ(
√
1− ε2/4x− 12εz)NΛ(z) dz with
θ := N(3/4−ε2/4)ε2Λ ∗ ψˆ.
Note that by Lemma 10 b) and a), from ψ ∈ ΦL¯Λ it follows that 12 ψˆ ∈ ΦL¯Λ and
therefore also 12θ ∈ ΦL¯Λ. Applying these considerations for ψ := φ, we deduce from
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estimate (58)∣∣∣∣∣E[φ(X)]−
ˆ
RN
φ(x)NΛ(x) dx
∣∣∣∣∣(60)
≤ 2DL¯ε/2(X,NΛ)
+ 2
ˆ
RN
(
E
[
(ψ˜z)ε(X)
]− ˆ
RN
(ψ˜z)ε(x)NΛ(x) dx
)
NΛ(z) dz
+
(
2K + 3
√
N
)
ε.
Finally, notice that Lemma 10d entails (with h(x) := 1|z|+K+1osc(|z|+K)εφ and
δ := ε as well as K := 2
√
N ; note that oscrh(x) ≤ 1|z|+K+1osc(|z|+K)ε+rφ(x))
1
40N(|z|+K + 1)(Nε2 IdN ∗ osc(|z|+K)εφ) ∈ Φ
L˜
Λ
for any L˜ ≥ 4N (|Λ1/2|Nε−N + 1), i. e. in particular for L˜ = L¯. Using ψz =
Nε2(IdN −Λ) ∗ (Nε2 IdN ∗ osc(|z|+K)εφ) (by definition (57) and (62)) and Lemma 10a
this yields
1
40N(|z|+K + 1)ψ
z ∈ ΦL¯Λ.
Consequently, the function ψˆz(x) := ψz(x/
√
1− ε2/4) satisfies by Lemma 10b
1
2× 40N(|z|+K + 1) ψˆ
z ∈ ΦL¯Λ.
Applying the considerations around (59) to ψ := ψz/(2 × 40N(|z| + K + 1)), we
deduce from (60)∣∣∣∣∣E[φ(X)]−
ˆ
RN
φ(x)NΛ(x) dx
∣∣∣∣∣
≤ 2DL¯ε/2(X,NΛ)
+ 2
ˆ
RN
2× 40N(|z|+K + 1)DL¯ε/2(X,NΛ)NΛ(z) dz
+
(
2K + 3
√
N
)
ε
which enables us to conclude∣∣∣∣∣E[φ(X)]−
ˆ
RN
φ(x)NΛ(x) dx
∣∣∣∣∣
≤ 2DL¯ε/2(X,NΛ)
+ 2DL¯ε/2(X,NΛ)× 2× 40N × (
√
N +K + 1)
+
(
2K + 3
√
N
)
ε.
Recalling that we have assumed |Λ| ≤ 1 and that K = 2√N , we deduce (56). 
Lemma 10. The function classes ΦL¯Λ and the oscillation operator osc are subject
to the following properties:
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a) Given any b ∈ L1(RN ) with ´
RN
|b(x)| dx ≤ 1 and any ψ ∈ ΦL¯Λ, the convo-
lution b ∗ ψ satisfies
b ∗ ψ ∈ ΦL¯Λ.
b) Given any ψ ∈ ΦL¯Λ and any τ ≥ 1, the rescaled function
ψτ (x) :=
1
τ
ψ(τx)
satisfies ψτ ∈ ΦL¯Λ.
c) For K ≥ 2√N , δ > 0, ε > 0, r > 0, and any function ψ ∈ L∞loc(RN ;V ) for
any normed vector space V , the estimates
oscδψ(x) ≤ 2(Nε2 IdN ∗ oscKε+δψ)(x)
and
oscδψ(x) ≤ 2(N2ε2 IdN ∗ oscKε+δψ)(x)
hold.
d) Let δ > 0 and let h ∈ L∞loc(RN ) be any function subject to the propertiesˆ
RN
|h|(x) NΛ(x− x0) dx ≤ δ
for any x0 ∈ RN andˆ
RN
oscrh(x) NΛ(x− x0) dx ≤ r
for any r ≥ δ and any x0 ∈ RN . We then have
1
40N
Nδ2 IdN ∗ h ∈ ΦL˜Λ
for any L˜ ≥ 4N (|Λ1/2|Nδ−N + 1).
Proof. To establish d), we choose τ := 2/N and compute for r ≥ δˆ
RN
oscr(Nδ2 IdN ∗ h)(x)NΛ(x− x0) dx
=
ˆ
RN
oscr
( ˆ
RN
Nδ2 IdN (w)h(· − w) dw
)
(x)NΛ(x− x0) dx
≤
ˆ
RN
ˆ
RN
Nδ2 IdN (w)oscrh(x− w) dw NΛ(x− x0) dx
=
ˆ
RN
Nδ2 IdN (w)
ˆ
RN
oscrh(x)NΛ(x + w − x0) dx dw
≤
ˆ
RN
Nδ2 IdN (w)r dw
≤ r.
For r ∈ [ 12N δ, δ], upon replacing r by δ we obtainˆ
RN
oscr(Nδ2 IdN ∗ h)(x)NΛ(x− x0) dx ≤ δ ≤ 2Nr.
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In contrast, for r ≤ 12N δ we estimate
ˆ
RN
oscr(Nδ2 IdN ∗ h)(x)NΛ(x− x0) dx
=
ˆ
RN
oscr
( ˆ
RN
Nδ2 IdN (· − w)h(w) dw
)
(x)NΛ(x− x0) dx
≤
ˆ
RN
ˆ
RN
oscrNδ2 IdN (x − w)|h(w)| dw NΛ(x− x0) dx
(67)
≤
ˆ
RN
ˆ
RN
r
δ
40
√
NN(1+τ)δ2 IdN (x− w)|h(w)| dw NΛ(x− x0) dx
=
r
δ
40
√
N
ˆ
RN
N(1+τ)δ2 IdN (w)
ˆ
RN
|h(x− w)| NΛ(x− x0) dx dw
≤ r
δ
40
√
N
ˆ
RN
N(1+τ)δ2 IdN (w)δ dw
≤ 40
√
N r.
To complete the proof of d), it only remains to show the estimate on the Lipschitz
constant of Nδ2 IdN ∗ h. To do so, we estimate
|∇(Nδ2 IdN ∗ h)(x)|
≤
ˆ
RN
|∇Nδ2 IdN (x− w)||h(w)| dw
=
ˆ
RN
|∇Nδ2 IdN (w)||h(x − w)| dw
≤
ˆ
RN
|δ−2w| Nδ2 IdN (w) |h(x − w)| dw
≤
√
2
N
ˆ
RN
|δ−2w| exp
(
− 1
4
δ−2|w|2
)
N2δ2 IdN (w) |h(x − w)| dw
≤
√
2
N
δ−1
ˆ
RN
N2δ2 IdN (w) |h(x − w)| dw
≤ √2Nδ−1
(√
2δ + |Λ1/2|√
2δ
)N ˆ
RN
N2δ2 IdN +Λ(w) |h(x − w)| dw
≤
√
2
N
δ−1
(√
2δ + |Λ1/2|√
2δ
)N ˆ
RN
ˆ
RN
N2δ IdN (z)NΛ(w − z) |h(x− w)| dw dz
≤
√
2
N
δ−1
(√
2δ + |Λ1/2|√
2δ
)N ˆ
RN
δN2δ IdN (z) dz
≤
√
2
N
(√
2δ + |Λ1/2|√
2δ
)N
.
This establishes assertion d).
Assertion a) is a direct consequence of the estimates
|∇(b ∗ ψ)(x)| =
∣∣∣∣
ˆ
RN
b(w)∇ψ(x − w) dw
∣∣∣∣ ≤
ˆ
RN
|b(w)|L¯ dw ≤ L¯
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and ˆ
RN
oscr(b ∗ ψ)(x)NΛ(x − x0) dx
=
ˆ
RN
oscr
( ˆ
RN
b(w)ψ(· − w) dw
)
(x)NΛ(x − x0) dx
≤
ˆ
RN
ˆ
RN
|b(w)|oscrψ(x − w) dw NΛ(x− x0) dx
=
ˆ
RN
ˆ
RN
oscrψ(x)NΛ(x+ w − x0) dx |b(w)| dw
≤
ˆ
RN
r|b(w)| dw
≤ r.
Concerning b), we directly verify |∇ψτ (x)| = |∇ψ(τx)| ≤ L¯. On the other hand,
we have for any r > 0 using the convolution property Nτ2Λ = NΛ ∗ N(τ2−1)Λˆ
RN
oscrψτ (x)NΛ(x− x0) dx
=
ˆ
RN
1
τ
oscτrψ(τx)NΛ(x− x0) dx
=
ˆ
RN
1
τ
oscτrψ(x˜)Nτ2Λ(x˜− τx0) dx˜
=
1
τ
ˆ
RN
ˆ
RN
oscτrψ(x˜)N(τ2−1)Λ(w)NΛ(x˜− w − τx0) dx˜ dw
≤ 1
τ
ˆ
RN
τrN(τ2−1)Λ(w) dw
≤ r.
This establishes b).
Regarding c), we have by oscδψ(x) ≤ oscKε+δψ(x − z) for any |z| ≤ Kε
oscδψ(x)
≤ 1´
{|z|≤Kε}Nε2 IdN (z) dz
ˆ
RN
Nε2 IdN (z)oscKε+δψ(x− z) dz
=
1´
{|z|≤K}NIdN (z) dz
(Nε2 IdN ∗ oscKε+δψ)(x)
which for K ≥ √2N entails the desired bounds (to obtain the second one, we
replace ε by
√
2ε) using ˆ
{|z|≤√2N}
NIdN (z) dz ≥
1
2
.(61)
The latter estimate follows from
´
Rd
NIdN (z) dz = 1 andˆ
{|z|≥r}
NIdN (z) dz ≤
1
r2
ˆ
{|z|≥r}
|z|2NIdN (z) dz ≤
N
r2
.

In the following lemma, we collect a number of standard properties of Gaussians.
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Lemma 11. Let Λ ∈ RN×N be a symmetric positive definite matrix.
For any symmetric positive definite matrix Λ˜ ∈ RN×N , we have
NΛ ∗ NΛ˜ = NΛ+Λ˜.(62)
For any 0 < τ ≤ 1 the second and the third derivative of the Gaussian NΛ satisfy
the bounds
|∇2NΛ(z)|
N(1+τ)Λ(z) ≤ 3(1 + τ)
(N+2)/2τ−1|Λ−1|(63)
and
|∇3NΛ(z)|
N(1+τ)Λ(z) ≤ 5(1 + τ)
(N+3)/2τ−3/2|Λ−1/2|3(64)
for all z ∈ RN .
For any 0 ≤ s ≤ 1 we have the multiplication property
NΛ(z)NΛ(x) = NΛ(
√
1− sz +√sx)NΛ(
√
1− sx−√sz)(65)
for all x, z ∈ RN .
Let 0 < τ ≤ 1 and r ≤ 14τδ|Λ−1|−1/2. Then the Gaussian Nδ2Λ satisfies the
estimate
oscrNδ2Λ(z) ≤ r
δ
× 20
τ1/2
(1 + τ)N/2|Λ−1/2|N(1+τ)δ2Λ(z).(66)
In particular, for τ := 2/N and r ≤ 12N δ|Λ−1|−1/2 we have
oscrNδ2Λ(z) ≤ r
δ
× 40
√
N |Λ−1/2|N(1+τ)δ2Λ(z).(67)
Proof. The convolution property of Gaussians (62) is classical. Equation (65) is
immediate from the definition
NΛ(z) := 1
(2π)N/2
√
detΛ
exp
(
− 1
2
Λ−1z · z
)
.
The estimate (63) follows from
∇2NΛ(z) =
(
Λ−1 + Λ−1z ⊗ Λ−1z
)
NΛ(z)
and
NΛ(z)
N(1+τ)Λ(z) ≤ (1 + τ)
N/2 exp
(
− 1
2
τ
1 + τ
Λ−1z · z
)
(68)
as well as the bound for all b ≥ 0
b2 exp
(
− 1
2
τ
1 + τ
b2
)
≤ 1 + τ
τ
· 2
e
.
Similarly, we deduce (64) by applying (68) to
∇3NΛ(z) =
(
3
(
Λ−1 ⊗ Λ−1z)
sym
+ Λ−1z ⊗ Λ−1z ⊗ Λ−1z
)
NΛ(z)
and using the estimate (valid for all b ≥ 0)
(3b+ b3) exp
(
− 1
2
τ
1 + τ
b2
)
≤ 3(1 + τ)
1/2
τ1/2
· 1√
e
+
(1 + τ)3/2
τ3/2
· 3 ·
√
3
e3/2
≤ 5(1 + τ)
3/2
τ3/2
.
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Finally, we turn to the proof of (66), from which (67) follows as an immediate
consequence. By the estimate
| exp(−a)− exp(−(a+ b))| ≤ b exp(−a)
(valid for any a, b ≥ 0) we deduce for τ ≤ 1 the bound
oscrNδ2Λ(z)
≤ 1
(2π)N/2
√
det δ2Λ
(
2δ−2|Λ−1/2z||Λ−1/2|r + δ−2|Λ−1|r2)
× exp
(
− 1
2
δ−2Λ−1z · z + δ−2|Λ−1/2z||Λ−1/2|r + 1
2
δ−2|Λ−1|r2
)
≤ δ−2(1 + τ)N/2N(1+τ)δ2Λ(z) sup
x
[(
2|Λ−1/2x||Λ−1/2|r + |Λ−1|r2)
× exp
(
− 1
2
τ
1 + τ
δ−2|Λ−1/2x|2 + δ−2|Λ−1/2x||Λ−1/2|r + 1
2
δ−2|Λ−1|r2
)]
≤ δ−2(1 + τ)N/2N(1+τ)δ2Λ(z) sup
x
[(
2|Λ−1/2x||Λ−1/2|r + |Λ−1|r2)
× exp
(
− τ
8
δ−2|Λ−1/2x|2
)
× exp
(
1 + 4τ−1
2
δ−2|Λ−1|r2
)]
which for r ≤ 14τδ|Λ−1|−1/2 entails
oscrNδ2Λ(z)
≤ δ−2(1 + τ)N/2N(1+τ)δ2Λ(z)
(
2|Λ−1/2|r sup
b≥0
b exp
(
− τ
8
δ−2b2
)
+ δ|Λ−1/2|r
)
× 2
≤ δ−2(1 + τ)N/2N(1+τ)δ2Λ(z)
(
8δτ−1/2|Λ−1/2|r + δ|Λ−1/2|r)× 2.
As a consequence, we deduce (66). 
Appendix B. Concentration inequalities for independent random
variables
A concentration estimate for the sum of bounded independent random variables
is provided by Bennett’s inequality.
Lemma 12 (Bennett’s inequality). Let X1, . . . , XM be independent random vari-
ables with E[Xi] = 0 for all 1 ≤ i ≤M . Suppose that for some A > 0 the Xi satisfy
the uniform bound |Xi| ≤ A almost surely. Defining
σ2 :=
M∑
i=1
Var Xi,
and using the notation h(x) := (1 + x) log(1 + x) − x, we have for any r ≥ 0 the
estimate
P
[ M∑
i=1
Xi ≥ r
]
≤ exp
(
− σ
2
A2
h
(
Ar
σ2
))
.
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In particular, we have
P
[ M∑
i=1
Xi ≥ r
]
≤ exp
(
−min
{
r2
3σ2
,
r
3A
})
.
Proof. For the proof of Bennett’s inequality – the first inequality of the lemma –
see [6]. The second inequality follows by distinguishing the cases r ≤ σ2A , in which
Bennett’s inequality gives
P
[ M∑
i=1
Xi ≥ r
]
≤ exp
(
− r
2
3σ2
)
,
and r ≥ σ2A , in which case we deduce
P
[ M∑
i=1
Xi ≥ r
]
≤ exp
(
− r
3A
)
.

As a corollary of Bennett’s inequality, we deduce the following concentration
inequality for random variables with stretched exponential moments.
Lemma 13. Let X1, . . . , XM be independent random variables with zero mean and
uniformly bounded stretched exponential moments
E
[
exp
( |Xi|γ0
bγ0
)]
≤ 2
for some γ0 > 0 and some b > 0. The sum
X :=
M∑
i=1
Xi
then satisfies for any V ≥ Var X the estimate
P
[∣∣∣∣ M∑
i=1
Xi
∣∣∣∣ ≥ r
]
≤ 3 exp
(
− r
2
10V
)
for any
r ≤
√
V min
{ √
V
b(2 log(2M))1/γ0
,
(√
V
b
)γ0/(2+γ0)}
.(69)
Proof. Fixing A > 0, we split each random variable Xi according to
Xi = X
bulk
i +X
tail
i
with
Xbulki : = Xiχ|Xi|≤A,
Xtaili : = Xiχ|Xi|>A.
By Lemma 12, we get
P
[∣∣∣∣ M∑
i=1
(Xbulki − E[Xbulki ])
∣∣∣∣ ≥ r
]
≤ 2 exp
(
−min
{
r2
3Var X
,
r
3A
})
.
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Furthermore, we have the bound
P
[
∃i : Xtaili 6= 0
]
≤ 2M exp
(
− A
γ0
bγ0
)
.
Choosing A := Vr for some V ≥ Var X , we deduce
P
[∣∣∣∣ M∑
i=1
(Xi − E[Xbulki ])
∣∣∣∣ ≥ r
]
≤ 3 exp
(
− r
2
3V
)
(70)
as long as log(2M) ≤ Aγ02bγ0 = V
γ0
2(rb)γ0 and
− V
γ0
2rγ0bγ0
≤ − r
2
2V
.
Note that the latter condition may be rewritten as r2+γ0bγ0 ≤ V γ0+1 which is
satisfied in case (69), while the former condition is
r ≤ V
b(2 log(2M))1/γ0
which is also satisfied under our assumption (69).
From the same estimates, we also deduce
|E[Xbulki ]| = |E[Xtaili ]| ≤ E[|Xtaili |2]1/2E[χ|Xi|>A]1/2
≤
√
2Var X exp
(
− A
γ0
2bγ0
)
≤
√
2V exp
(
− r
2
2V
)
.
Plugging this estimate into (70) and estimating gives the desired result. 
For the sum of independent random variables, each of which is approximately
a multivariate Gaussian, the following simple concentration estimate towards a
Gaussian holds true.
Lemma 14. Let X1, . . . , XM be independent R
N -valued random variables with zero
mean and uniformly bounded stretched exponential moments
E
[
exp
( |Xi|γ0
bγ0
)]
≤ 2
for some γ0 > 0 and some b > 0. Let 0 < τ ≤ 12 and suppose that the probability
distribution of each Xm is close to a Gaussian NΛm with ||NΛm ||expγ0 ≤ b in the
1-Wasserstein distance
W1(Xm,NΛm) ≤ τb.
Then there exists a probability space and random variables Y and Z such that the
law of the sum
X :=
M∑
m=1
Xm
coincides with the law of the sum
Y + Z,
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where Y is a multivariate Gaussian with covariance matrix Λ :=
∑M
m=1 Λm and
where Z is a random variable subject to the estimate
P[|Z| ≥ r] ≤ 3N exp
(
− r
2
10Nτ | log τ |1/γ0Mb2
)
for any
r ≤
√
Nτ | log τ |1/γ0
√
Mbmin
{√
Mτ | log τ |1/γ0
(2 log(2M))1/γ0
,
(
τ | log τ |1/γ0M)γ0/(4+2γ0)}.
Proof. By the stochastic independence of the Xm and the definition of the 1-
Wasserstein distance W1(Xm,NΛm), there exists a probability space and indepen-
dent triples of random variables (X˜m, Ym, Zm) with X˜m
d
= Xm and
X˜m = Ym + Zm
where Ym is a Gaussian random variable with covariance matrix Λm and where Zm
satisfies
E[|Zm|] =W1(Xm,NΛm).
By writing Zm = X˜m − Ym, we deduce using Lemma 15
||Zm||expγ0 ≤ ||Xm||expγ0 + ||Ym||exp2 ≤ Cb + Cb
and therefore forA with z2/b2 ≤ exp(zγ0/2bγ0) for all z ≥ A (using again Lemma 15)
E[|Zm|2] ≤ AE[|Zm|] + E[|Zm|2χ|Zm|≥A]
≤ AE[|Zm|] + b2 exp(−Aγ0/2bγ0)E[exp(|Zm|γ0/bγ0)]
≤ A · Cbτ + 2b2 exp(−Aγ0/2bγ0).
Choosing A := Cb| log τ |1/γ0 (which satisfies the previous assumption) we get
E[|Zm|2] ≤ Cτb2| log τ |1/γ0 .
As the sum of independent Gaussian random variables is again a Gaussian ran-
dom variable, we get that
Y =
M∑
m=1
Ym
is a multivariate Gaussian with covariance matrix Λ =
∑M
m=1Λm. On the other
hand, applying Lemma 13 (note that Lemma 13 applies to scalar-valued random
variables) to each component of
Z :=
M∑
m=1
Zm
with the choice V :=
√
NMτb2| log τ |1/γ0 , we obtain
P[|Z| ≥ r] ≤ 3N exp
(
− r
2
10Nτ | log τ |1/γ0Mb2
)
for any
r ≤
√
Nτ | log τ |1/γ0
√
Mbmin
{√
Mτ | log τ |1/γ0
(2 log(2M))1/γ0
,
(
τ | log τ |1/γ0M)γ0/(4+2γ0)}.

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Appendix C. Calculus for random variables with stretched
exponential moments
Throughout this paper, we have equipped the space of random variables X with
stretched exponential moments in the sense
E
[
exp
( |X |γ
C
)]
≤ 2
for some γ > 0 and some C > 0 with the norm
||X ||expγ := sup
p≥1
1
p1/γ
E
[|X |p]1/p.
In the setting of exponential or higher moments γ ≥ 1, this norm is equivalent to
the Luxemburg norm associated with the convex function exp(xγ) − 1. However,
it has two advantages over the Luxemburg norm: First, it simplifies calculus when
considering the integrability of products of random variables or the concentration
properties of independent random variables. Secondly and more importantly, it is
also a well-defined norm on the space of random variables X with subexponential
stretched exponential moments γ ∈ (0, 1).
Lemma 15. Let γ > 0. Consider a random variable X on some probability space.
Define the quasinorm
||X ||expγ ,quasi := inf
{
s > 0 : E
[
exp
( |X |γ
sγ
)]
≤ 2
}
.
Then we have ||X ||expγ ,quasi < ∞ if and only if ||X ||expγ < ∞ and there exist
constants c(γ), C(γ) such that the estimate
c(γ)||X ||expγ ≤ ||X ||expγ ,quasi ≤ C(γ)||X ||expγ
is satisfied.
We omit the (elementary) proof of this lemma and the next lemma; the proofs
may be found in the companion article [19].
Lemma 16 (Calculus for random variables with stretched exponential moments).
Let X, Y be random variables with stretched exponential moments in the sense
||X ||expγ <∞ and ||Y ||expβ <∞ for some γ, β > 0.
a) The product XY has stretched exponential moments with exponent α given
by 1α =
1
γ +
1
β and satisfies the bound
||XY ||expα ≤ C(β, γ)||X ||expγ ||Y ||expβ .
b) There exists constants c = c(γ) > 0, C = C(γ) < ∞, with the following
property: For any K ≥ 0, we have the estimate
P
[|X | ≥ K||X ||expγ ] ≤ C exp(−cKγ).
For independent random variables with stretched exponential moments, the fol-
lowing simple concentration estimate holds. Again, we omit the proof and refer
the reader to [19]. Note that the result is not optimal, see e. g. [10] for a stronger
statement.
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Lemma 17. Let X1, . . . , XM be independent random variables with vanishing ex-
pectation and uniformly bounded stretched exponential moments
||Xm||expγ0 ≤ b
for some γ0 > 0 and some b > 0. Then the sum
X :=
M∑
m=1
Xm
has uniformly bounded stretched exponential moments
||X ||expγ˜ ≤ C(γ0)
√
Mb
for γ˜ := γ0/(γ0 + 1).
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