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We examine phase transition of the Husimi-Temperley model in terms of information geometry.
For this purpose, we introduce the Fisher metric defined by the density matrix of the model. We
find that the metric becomes hyperbolic at the critical point with respect to the energy scale. Then,
the metric is invariant under the scale transformation. We also find that the equation of states is
naturally derived from a necessary condition for the entropy operator that is a building block of the
metric. Based on these findings, we conclude that the geometric quantities clearly detect the phase
transition of the model.
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I. INTRODUCTION
Geometrical approaches to current physics are recog-
nized to be quite powerful tools. Although differential-
geometrical viewpoints have long stories in general rela-
tivity, recent two majorities are holographic and topolog-
ical viewpoints. Geometry picks up invariant quantities,
and thus the quantities characterize phases of matters
in terms of universality. This indicates that the theory
for critical phenomena can be translated into a simple
geometric description.
In condensed matter physics and statistical physics,
it is a challenging theme to apply holographic princi-
ples to sophisticated analysis of various models that are
not easily treated within standard approaches. Start-
ing from a complicated microscopic model, we consider
how we transform it into a geometric or macroscopic de-
scription, in which tracing over microscopic degrees of
freedom makes it possible to understand the model in
much simpler terminology. One of key holographic prin-
ciples is the so-called anti-de Sitter space / conformal
field theory (AdS/CFT) correspondence [1]. This corre-
spondence was originally developed in superstring theory,
but a current topic is to examine how to apply this corre-
spondence to much broader physical problems. In prac-
tice, the multiscale entanglement renormalization ansatz
(MERA) and the Ryu-Takayamagi formula play key roles
on these examinations [2–6].
In this paper, we establish an information geometrical
treatment of phase transitions for statistical models, and
give a simple example based on the Husimi-Temperley
model[7, 8]. This is an alternative way to transform a
statistical model into a geometric description. We par-
ticularly focus on the information space into which the
overall data of the partition function of the original model
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are embedded by an appropriate way. Then, the model
parameters such as temperature and magnetic field corre-
spond to the space coordinates in the information space,
and the magnitude of the entropy can be viewed as the
field strength in the information space. Furthermore, the
measure in the space is defined by the Fisher metric (or
the relative entropy) for the Boltzmann distribution [9].
In general the space is not flat, and we would like to
calculate the metric on the information space. Accord-
ing to one-to-one correspondence between an invariant
quantity such as curva ture in the geometrical descrip-
tion and criticality in the original model, we can expect
that the curvature would pick up fundamental informa-
tion of phase transition. This is because the second-order
phase transition is characterized by the conformal sym-
metry and this symmetry matches well with the hyper-
bolic geometry with negative curvature. Actually, the
hyperbolic metric is invariant under the conformal trans-
formation. Radically saying, the hyperbolic metric is a
good signal for detecting the second-order phase transi-
tion. The main objective of this paper is to confirm this
conjecture.
We will find that the Fisher metric for the Husimi-
Temperley model becomes hyperbolic at the critical point
with respect to the energy scale. Although this is a mean-
field model, we expect that the hyperbolic nature char-
acterizes scale invariance at criticality. We will also find
that the equation of states is derived from a necessary
condition for the metric. Based on these observations, we
will conclude that the geometric quantities have enough
information of the phase transition of the model.
This paper is organized as follows: In the following
section, we introduce a representation of Fisher metric
using the density matrix which is well-defined even in
quantum systems. In section III, we obtain the Fisher
metric of Husimi-Temperley model[7, 8], which shows a
hyperbolic structure with respect to energy scale at the
critical point. Summary is included in section IV.
2II. FISHER METRIC
Let us first define the Fisher metric for general statisti-
cal models. For later convenience, we generalize the stan-
dard definition of the Fisher metric so that the method
can be easily applicable to any quantum systems.
The density matrix ρ of the equilibrium states for the
Hamiltonian H is defined as
ρ =
1
Z(β)
e−βH = e−β(H−F ), (1)
where the parameters β, Z(β) and F denote the inverse
temperature β = 1/kBT , the partition function Z(β) =
Tr exp[−βH] and the free energy F = −kBT logZ(β),
respectively. Using the density matrix ρ, we define the
matrix γ(ρ) as
γ(ρ) = − log ρ = βH + logZ(β), (2)
which is called as entropy operator [10–12]. The ex-
pectation value of γ(ρ) is equal to the thermal entropy,
S = kB 〈γ(ρ)〉. According to the identity
d
dξ
eA(ξ) =
∫ 1
0
dλe(1−λ)A(ξ)
(
dA(ξ)
dξ
)
eλA(ξ) (3)
for a matrix A(ξ) which depends on the c-number param-
eter ξ, we can show the mean values of the differentials
of γ(ρ) vanish, namely 〈∂µγ(ρ)〉 = 0, as follows:
d
dxµ
ρ =
∫ 1
0
dλρ(1−λ)
(
d(log ρ)
dxµ
)
ρλ
⇒
d
dxµ
Trρ =
∫ 1
0
dλTrρ
(
d(log ρ)
dxµ
)
⇔ 0 = 〈∂µγ(ρ)〉. (4)
Here we use the normalization condition Trρ = 1 and we
take A(ξ) as log ρ.
Furthermore, one more differentiation of Eq.(4) by xν
leads to
0 = ∂ν (Trρ∂µγ(ρ))
= Tr(∂νρ)∂µγ(ρ) + Trρ∂ν∂µγ(ρ). (5)
Then we can obtain the relation
〈∂ν∂µγ(ρ)〉 = −Tr(∂νρ)(∂µγ(ρ))
= −Tr
∫ 1
0
dλρ(1−λ) (∂ν log ρ) ρ
λ (∂µγ(ρ))
= Tr
∫ 1
0
dλρeλβH (∂νγ(ρ)) e
−λβH (∂µγ(ρ))
=
1
β
∫ β
0
dλTrρeλH (∂νγ(ρ)) e
−λH (∂µγ(ρ))
= 〈∂νγ(ρ); ∂µγ(ρ)〉, (6)
using Eqs.(2) and (3). The final representation
〈∂νγ(ρ); ∂µγ(ρ)〉 in Eq.(6) is so called canonical corre-
lation between ∂νγ(ρ) and ∂µγ(ρ) [13]. This is equal to
the classical correlation 〈∂νγ(ρ)∂µγ(ρ)〉, when e
−λH and
∂νγ(ρ) commute with each other. This classical correla-
tion is nothing but the standard Fisher metric [9]. Then
we can generally define the metric tensor gµν for statis-
tical systems as
gµν ≡ 〈∂µγ(ρ); ∂νγ(ρ)〉 = 〈∂µ∂νγ(ρ)〉 (7)
using the density matrix ρ.
III. GEOMETRICAL ANALYSIS OF
HUSIMI-TEMPERLEY MODEL
In the previous section, we have discussed general rep-
resentation of the metric tensor gµν . In this section, we
apply it to the examination of statistical properties of the
Husimi-Temperley model at the critical point.
A. Husimi-Temperley model
The Husimi-Temperley model is defined by the follow-
ing Hamiltonian[7, 8]:
H = −
J
2N
∑
i6=j
SiSj . (8)
All the spins are mutually interacting with the same ex-
change coupling J . Thus the mean-field solution becomes
exact. This example might be too simple for our present
purpose, but at the same time this simple example pro-
vides us very clear overall structure of our setup. There-
fore, more comlicated and realistic models would be fu-
ture targets. The density matrix ρ = exp[−β(H − F )]
yields the metric tensor gµν as
gµν = 〈∂µ∂ν(− log ρ)〉
= 〈∂µ∂ν(βH)〉 + ∂µ∂ν logZ(K,m), (9)
where the parameters K and m denote the normalized
interaction K = βJ and the single spin moment m =
〈Si〉, respectively. Here the parameters x
µ (µ = 0, 1)
are defined as x0 = K and x1 = m. As shown in the
following discussion, the magnetizationm depends on the
temperature T as well as the parameter K. However,
at this stage, we treat them as independent parameters,
and their relation will be introduced as a constraint. For
these assumptions, we know that the first term in Eq. (9)
vanishes, since the Hamiltonian (8) does not include m
explicitly and is only a linear function of K. As a result,
the metric tensor gµν is obtained as
gµν = ∂µ∂ν logZ(K,m). (10)
As is well known, the function logZ(K,m) for the
Husimi-Temperley model is obtained as
logZ(K,m) = −
NKm2
2
+N log 2 coshKm. (11)
3Thus, using the relations
∂K logZ(K,m) = −
Nm2
2
+Nm tanhKm, (12)
and
∂m logZ(K,m) = −NKm+NK tanhKm, (13)
we obtain the metric tensor gµν as
gKK = ∂K∂K logZ(K,m) =
Nm2
cosh2Km
, (14)
gKm = gmK = ∂m∂K logZ(K,m)
= −Nm+
NmK
cosh2Km
+N tanhKm, (15)
and
gmm = ∂m∂m logZ(K,m) = −NK +
NK2
cosh2Km
. (16)
Then the line element ds2 is represented as
ds2 =gµνdx
µdxν
=
Nm2
cosh2Km
dK2
+ 2N
(
mK
cosh2Km
+ tanhKm−m
)
dKdm
+N
(
K2
cosh2Km
−K
)
dm2. (17)
As shown in the previous section, the expectation values
〈∂mγ(ρ)〉 and 〈∂Kγ(ρ)〉 vanish. For the Husimi-Tempeley
model, they are respectively equal to
∂m logZ(K,m) = 0, (18)
and
−
1
2N
∑
i6=j
〈SiSj〉+ ∂K logZ(K,m) = 0. (19)
Each of them leads to the following equation:
m = tanhKm. (20)
This is nothing but the equation of states to determine
the T dependence of m. Furthermore, the relation be-
tween dm and dK is derived as
dm = ∂K(tanhKm)dK + ∂m(tanhKm)dm
⇔
(
1−
K
cosh2Km
)
dm =
m
cosh2Km
dK
⇔ dm =
m
cosh2Km−K
dK. (21)
Inserting Eqs.(20) and (21) into Eq.(17), the line element
ds2 is represented as
ds2 =
Nm2
cosh2Km
dK2 + 2
NmK
cosh2Km
dKdm
−N
(
K −
K2
cosh2Km
)
dm2
=
Nm2
cosh2Km
dK2 +NK
(
1−
K
cosh2Km
)
dm2
=
Nm2
cosh2Km−K
dK2. (22)
Here the denominator in Eq.(22) is approximated as
cosh2Km−K ∼ (1 −K) + (Km)2 ∼ (Km)2, (23)
near the critical point, K ∼ Kc = 1 and m ∼ 0. Then,
the line element ds2 shown in Eq.(22) yields the asymp-
totic form as
ds2 ∼ N
dK2
K2
. (24)
Mathematically, any one-dimensional metric is trans-
formed into Euclidean by general coordinate transfor-
mation. However, if we focus on the fact that the pa-
rameter K represents the energy scale of the model, the
hyperbolic nature of Eq. (24) is still suggestive for under-
standing how this parameterK controls the nature of the
phase transition in the information space. This metric is
clearly scale invariant with respect to the energy scale
K. Of course, the universality class of the present model
is in mean-field type, and it is hard to represent frac-
tal spin configuration like the Ising model. However, in
group-theoretical viewpoints like those in the AdS/CFT
correspondence, the scale invariance in the information
space seems to match with the criticality of the second-
order phase transition in the original model. In order
to confirm stability of the hyperbolic metric, it would
be necessary to examine time dependence of the Husimi-
Temperley model and to examine whether we can obtain
ds2 ∼ (dτ2 + dK2)/K2 for the normalized time τ .
B. Husimi-Temperley model with external field
Let us consider how the external field H contribute to
the line element ds2. The external (or magnetic) field H
affects to spins on Husimi-Temperley model as shown in
the Hamiltonian
H = −
J
2N
∑
i6=j
SiSj − µBH
∑
j
Sj . (25)
In the present case, the function logZ(K,h,m) is ob-
tained as
logZ(K,h,m) = −
NKm2
2
+N log 2 cosh(Km+ h),
(26)
4where the parameter h denotes the normalized external
field, namely h = βµBH . Thus, γ(ρ) is given by
γ(ρ) = −
K
2N
∑
i6=j
SiSj − h
∑
j
Sj + logZ(K,h,m), (27)
and this leads to the metric tensor gµν using the param-
eters K,h and m as
gKK = ∂K∂Kγ(ρ) =
Nm2
cosh2(Km+ h)
, (28)
gKh = ghK = ∂K∂hγ(ρ) =
Nm
cosh2(Km+ h)
, (29)
gKm = gmK = ∂K∂mγ(ρ)
= −Nm+N tanh(Km+ h) +
NKm
cosh2(Km+ h)
,
(30)
ghh = ∂h∂hγ(ρ) =
N
cosh2(Km+ h)
, (31)
ghm = gmh = ∂h∂mγ(ρ) =
NK
cosh2(Km+ h)
, (32)
and
gmm = ∂m∂mγ(ρ) = −NK +
NK2
cosh2(Km+ h)
. (33)
Similarly to the previous subsection, the differential of
γ(ρ) satisfying Eq.(4) derives the following equation of
states;
〈∂µγ(ρ)〉 = 0⇔ m = tanh(Km+ h). (34)
The relation between dK, dh and dm is obtained by
Eq.(34) as
dm =∂K(tanh(Km+ h))dK
+ ∂h(tanh(Km+ h))dh+ ∂m(tanh(Km+ h))dm
⇔ dm =
mdK + dh
cosh2(Km+ h)−K
. (35)
Then, the line element ds2 is obtained as
ds2 = gµνdx
µdxν =
N(mdK + dh)2
cosh2(Km+ h)−K
. (36)
Now we consider the behavior of ds2 near the critical
point described by the conditions K ∼ Kc = 1, h ∼ 0
and m ∼ 0. The equation (36) is approximated into
ds2 ∼ N
(
mdK + dh
mK + h
)2
. (37)
The result means that the external field facilitates the
magnetic order at higher energy scale. This is also con-
sistent with the standard analysis.
IV. SUMMARY
Summarizing, we have examined phase transition of
the Husimi-Temperley model in terms of Fisher metric.
Our message is that the metric clearly represents the na-
ture of the phase transition. In particular, the metric is
invariant under the energy-scale transformation near the
critical point. The invariance is related to the criticality
of the second-order phase transition. Furthermore, we
have found that the necessary condition for the metric
leads to the equation of states. Future study is to go
beyond mean-field level. It is also important to examine
time dependence of the Husimi-Temperley model.
Finally, we compare the present approach with the
AdS/CFT correspondence. In the present case, both
of classical and quantum systems can be considered,
and this concept would be much broader than that of
the AdS/CFT correspondence. The Husimi-Temperley
model is mean-field one, and thus there is no typical
length scale and spatial axis. Then, the physics is de-
termined by only the local moment. In this sense, we
may say that the model is zero-dimensional one (Note
that this situation is called as ‘infinite dimensional’ in
statistical mechanics, since a local spin interacts with the
infinite number of spins). In the local model, non-local
quantum correlation is in principle nothing. Therefore,
once we recognize quantum correlations need not to be
strictly distinguished with classical one, the emergence of
the hyperbolic nature might be regarded as the lowest-
dimensional toy model of the AdS/CFT correspondence.
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