ABSTRACT -The iterative receiver structures can often improve the performance with a reasonable level of complexity. In this paper, we study iterative equalisation technique, i.e., turbo equalisation (TE), which enables to improve the performance by signal processing means in the receiver -without altering any other part of the system. TE is based on the feedback information from the channel decoder into the equaliser. That information is used as a priori information in the equaliser to start a new iteration, which provides more reliable decisions. The performance evaluation for Enhanced General Packet Radio System (EGPRS) shows that TE is beneficial for 8-PSK modulation in particular giving 2 dB gain with one extra iteration. However, TE requires soft-in-softout (SISO) decoder to be used, since the feedback information from the decoder should contain reliability information.
I. INTRODUCTION
Turbo coding techniques has been studied extensively since published by Berrou et al. in 1993 [I] , since they can improve the receiver performance significantly by a relatively simple iterative receiver structure. The same principle can be modified to iterative equalisation -or turbo equalisation (TE) -by considering the multipath transmission channel as a convolutional code of rate 1. Thus the equalisation and decoding can be performed in an iterative fashion so that the equaliser exploits the extrinsic information obtained from the previous decoding round. As a result, the decisions become more reliable and the receiver performance improves.
A number of researchers has been studied TE as well.
In [2,3] the TE principle is analysed in detail concerning e.g., how the extrinsic information should be composed and used during the iteration. In [4] TE is studied for GSM Speech Services and [6] gives an analysis for the EDGE (Enhanced Data Rates for GSM Evolution) system. Different SISO decoders are compared in [5] for the TE purposes.
In the EDGE system, the 8-PSK modulation complicates the receiver algorithms due to the multilevel transmission symbols. Since the number of trellis states in the equaliser grows exponentially, the full Maximum Likelihood Sequence Estimation (MLSE) This paper is organised as follows. First we describe the transmission system model for the EGPRS system with the 8-PSK modulation. After that the principle of TE is depicted in detail. Then we describe the receiver algorithms, i.e., the DFSE equaliser and max-log-MAP (Maximum A Posteriori) channel decoder algorithms. The receiver performance is evaluated by computer simulations in several Rayleigh fading channels and finally conclusions are drawn.
SYSTEM MODEL
In this paper, we use the EGPRS platform, which is modelled in Fig. 1 . In the transmitter side, a block of data bits U is protected by a convolutional encoder and interleaved over four successive transmission bursts to overcome fast fading phenomenon. The encoded bits c = (co ,c1 ,..., c3,-, are modulated using 8-PSK alphabet, i.e., every 3 bits form a single 8-PSK symbol.
Those symbols are denoted by a = ( u o , a , ,..., U , -, ) ' .
The modulated signal is transmitted over a frequency selective fading channel. In this paper, we assume block fading channel characteristics, hence the channel is time-invariant during one transmission burst. Thermal noise at the receiver is modelled as additive white Gaussian noise (AWGN).
The received signal r that is sampled at the symbol rate can be given by the equation 
where M is the training sequence matrix formed from the midamble symbols according to (2) .
Due to the multilevel 8-PSK symbols, the number of signal states in the full maximum likelihood sequence estimation by the Viterbi algorithm (MLSE-VA) would be far too many, so we need to use a less complex equaliser like DFE or DFSE. Both of them incorporate the previous symbol decisions in the metrics calculation and therefore the number of states is significantly reduced.
The equaliser provides soft outputs, i.e., reliability information on the coded bits for the channel decoder. The soft information on the bit ck is usually given as a log-likelihood ratio (LLR) or L-value
which is the ratio between the conditional bit probabilities in the logarithmic domain. These L-values are deinterleaved and given for the channel decoder, which uses them to recover the information bits U.
PRINCIPLE OF TURBO EQUALISATION
The previous chapter described the conventional system, but let us consider in more detail the iterative receiver structure, which is presented in Fig.2 . In this paper we assume that the channel state information is either known or the provided estimate is constant over the whole iteration process. In [15] we consider an iterative channel estimation scheme, where the feedback information is also utilised in the estimation of the channel impulse response.
At the first iteration round there is no feedback information from the channel decoder available, so the equaliser calculates the L-values AE(c') as given by (4) that are just based on the received samples r from the channel. The L-values are deinterleaved to break consecutive bits far apart and thus giving the channel decoder independent input values. The interleaving is an essential part in the iterative receiver scheme, since the extra information on an individual data bit is due to the different neighbouring bits in the detection and decoding processes.
The soft values AE(c) are provided for the SISO channel decoder. The decoder has to calculate new Lvalues AD(~) for the coded bits c, since they are needed in the feedback branch to the equaliser. Therefore we need to use the more complex SISO decoder instead of the conventional hard output decoder.
The equaliser is able to produce the L-values AE(c)
based on the received samples from the channel, so that information should not be repeated in the feedback. Hence, the feedback only contains the extra information that is obtained from the surrounding bits in the channel decoding. The input L-values and the obtained extra information are called intrinsic and extrinsic information, respectively. The extrinsic information from the channel decoder is given as [2,3]
where A: (c,) denotes the extrinsic information from the equaliser.
The turbo equalisation technique is based on the utilisation of this extrinsic information at the next iteration round [2] . So it is passed through the interleaver to the equaliser as a priori information on the bit reliabilities. By exploiting this side information in the detection, more reliable decisions are achieved. Also in the equaliser output the extrinsic information Af(c,) is extracted from the output as follows This equaliser information is again used in the SISO decoder to produce new soft outputs and furthermore, the new extrinsic information according to (5). As soon as this feedback information becomes available, the new iteration round can be started.
The number of iterations may depend on the processing power available or the achieved performance improvement. At the final stage, there is no need for the SISO decoder, since only hard decisions information bits are needed.
The TE receiver is able to improve the performance, but at the cost of higher complexity. The main burden is the complex SISO decoder, especially due to the EGPRS coding schemes that are based on the constraint length of 7. Also, as the equalisation and decoding are performed several times, the receiver complexity grows respectively.
In the next chapter, we describe in more detail DFSE (for signal equalisation) and max-log-MAP algorithm (for channel decoding).
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IV. RECEIVER ALGORITHMS

A. Decision-Feedback Sequence Estimation
An equivalent problem is to maximise the loglikelihood function log p(r(a), which is solved by minimising the path metric
In MLSE-VA the trellis is spanned by all the L symbols in (9), but in DFSE the metric is composed from two parts so that (9) is replaced by [14]
f=O where contains the feedback information saved in the current trellis state s. That information is extracted from the survival path its) that is leading to the state as follows As a result, the trellis is spanned over D symbols and the feedback information is updated for each state while the recursion proceeds.
The output from the equaliser is in the form of LLR (4), given in the presence of a priori information as follows where the a priori information can be estimated from the extrinsic information [2] P(c, =+1) =A:(ck) .
log P(Ck =-1)
Combining (12) and (13) we obtain the output
Since only the first few channel taps form the trellis structure, it is beneficial for DFSE that the channel is minimum phase, which is achieved by a separate feedforward transversal filter -or prefilter [14]. The prefilter can be designed with the same methods as the feedforward filter of the DFE receiver, e.g., by minimising the mean-squared error [8] or maximising the signal-to-noise ratio [9] in the input of the decision device.
B. Soft-in-Soft-out Decoding
The objective of the MAP algorithm is to minimise the bit error probability by estimating a posteriori probabilities (APP) of states and transitions of the Markov source from the received signal sequence. The MAP algorithm introduced by Chang and Hancock [lo] uses the information of the whole received sequence to estimate a single bit probability. In other words, the MAP algorithm selects the bit uk E {-l,+l} at time instant k, which maximises the following APP
The optimum MAP algorithm saves multiplicative transition probabilities in the trellis, which is computationally difficult. Therefore in practical implementations the path metric is calculated in the log-domain, which enables cumulative calculations [ 11,121. Since MAP requires both forward and backward recursions, it is around two times more complex than the soft output Viterbi algorithm (SOVA) [ 121. The main advantage of the MAP algorithm is more reliable soft information, since it is optimised for symbolwise decoding. This is why MAP is very suitable for the SISO decoding algorithm in the TE scheme.
The BCJR-log-MAP (BCJR stands for Bahl, Cocke, Jelinek and Raviv) provides the APP information for each bit as the L-value according to (4). The state probability for trellis state s at time k is denoted by a, (s) = P ( s J j S t ) (16) P, (s) = P(rj>k 1s)
in the forward direction and by (17) in the backward direction. The transition probability between states s'and s is given in log-domain as where cki is the ith code bit for the information bit uk and the coding rate is UN.
Then the decoder output is given as [5, 12] U,=-l and the state probabilities can be computed recursively lnpk (s7) = l n~e l n~, + , ( 5 : 5 ) + l n a , * l~J )
S
To simplify the calculation the following approximation is used [ 121 ln(e' 1 +--.+e8*)=max i si (22) after which we achieve the form of BCJR-max-log-MAP having the following output Finally, the soft information on the code bits A ( c k ) (needed for the feedback) is obtained by re-encoding the achieved output (23).
IV. PERFORMANCE RESULTS
In this chapter, the performance of the TE receiver in the EGPRS system is evaluated by simulations. Two coding schemes are studied, i.e., MCS-1 (GMSK modulation) and . Block error rates (BLER) with TU3 and HTlOO channels are given for MCS-1 in Fig. 3 and 4 and for MCS-5 in Fig. 5 and 6 . The given curves describe the performance after 1' ' (which corresponds to the conventional receiver performance), 2"d and 4" iteration.
Small gains are achieved for MCS-1, i.e., only around 0.2 dB at BLER IO-' after 2nd iteration and totally 0.4 dB after 4" iteration. Both channel types perform almost alike.
For MCS-5 better results are obtained. The gain after 2nd iteration is 2.0 dB in TU3 and almost as much for HT100. These values are measured at BLER lo-'. Some extra improvement is still achieved by performing further iteration rounds; total gain after 4" iteration is around 3.0 dB. However, each new iteration increases the receiver complexity at the same time.
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V. CONCLUSIONS
Turbo equalisation could improve the receiver performance with a reasonable complexity increase. The feedback information from the channel decoder is exploited in the new iteration as a priori information in the equaliser and thus more reliable decisions are achieved. Most of the performance gain is usually obtained after a few iterations.
In this paper we study TE technique in the EGPRS system for both the 8-PSK and GMSK modulations. The communications system is described and the TE principle with the receiver algorithms are presented in more detail.
The performance is evaluated by simulations in the fading channels using ideal frequency hopping. MCS-1 coding scheme exploits GMSK modulation, which can provide only around 0.2 dB improvement after the 2"d iteration. Further iterations can provide another 0.2 dB gain on top of that. MCS-5 exploits 8-PSK modulation, which provides 2.0 dB gain in TU3 and almost the same in HT100. At least 1 dB extra gain is achievable by further iterations, but increasing the complexity at the same time. The TE algorithm also increases the complexity inherently due to the required SISO channel decoder.
