predictor set is used to downscale W i and P i and that all predictors are standardised with 129 respect to the 1961-1990 mean � and standard deviation : 130
For unconditional processes, such as temperature, there is a direct linear relationship between 131 the predictand U i and the chosen predictors X ij : 132
The model error e i is assumed to follow a Gaussian distribution and is stochastically 133 generated from normally distributed random numbers and added on a daily basis to the 134 deterministic component. This white noise enables closer fit of the variance of the observed 135 and downscaled distributions, but is known to degrade skill at replicating serial 136 autocorrelation implicit to daily predictor variables. The stochastic process also enables the 137 generation of ensembles of time-series to reflect model uncertainty. 138
All downscaling parameters (α j , β j , and γ j ) are obtained via least squares calibration of the 139 local predictand(s) against regional predictor variables derived from the National Center for 140
Environmental Prediction (NCEP) re-analysis (Kalnay et al. 1996) using data for any period 141 within 1961-2000. Users are advised to calibrate SDSM using data drawn from this period 142 because it is assumed that these decades have relatively high data quality/availability with 143 modest risk of nonstationarity in predictor-predictand relationships due to anthropogenic 144 forcings. Predictands are downscaled separately so any covariance must be conveyed by 145 common predictor variables and/or correlation between predictors. Model testing suggests 146 that this is a reasonable assumption (Wilby et al. 1998) . 147
In common with all downscaling methods, SDSM predictor-predictand relationships are 148 assumed to be unaffected by anthropogenic influences during the calibration period, and are 149 applicable to conditions outside the training set. In practice, the parameters of all empirical 150
and dynamical downscaling models are observed to vary over decadal-time scales, not least 151 because of natural variability. Furthermore, the climate effects of land-surface changes 152 cannot be captured by conventional statistical downscaling models (Pielke Sr. & Wilby 2011) .
can lead to lower temperatures than expected by downscaling models (Wilby & Dettinger 155 2000) . All these caveats undermine the case for applying downscaling in predict-then-act 156 modes. 157 158
SDSM-DC functionality 159
Perhaps the most contentious aspect of SDSM-DC is that climate scenarios are not 160 determined explicitly by climate model output. Rather, the range of the adjustments may be 161 informed by palaeoclimatic evidence, expert judgement, or climate model experiments. 162 Alternatively, the range may be designed to bracket conditions that would stress the target 163 system(s) to failure (Steinschneider & Brown 2013) . These methods represent a marked 164 departure from main-stream downscaling ideology which is wholly contingent upon the 165 realism of future driving variables supplied by climate models. Nonetheless, there is 166 acceptance that even massive climate model ensembles may understate the true uncertainty in 167 regional climate change (Stainforth et al. 2007 , Deser et al. 2012 ). Therefore, tools are 168 needed to generate scenarios that can test adaptation decisions and system vulnerabilities over 169 a much wider (yet still plausible) range of climate variability and change (Steinschneider & 
Occurrence 178
In the following explanation we refer to precipitation as an example manipulation of event 179
occurrence. However, this treatment might apply to any other phenomena with zero and non-180 zero values (such as sunshine hours). For precipitation the event threshold might be any non-181 zero total. In this case, the percentage change entered represents the amount by which event 182 frequency should change. For example, a value of 10% applied to rainfall series would 183 increase the number of rain days by 10%; a value of -20% would reduce the number of wet-184 days by a fifth (Figure 3b) . 185
When increasing event frequencies, new wet-days are not generated randomly across the 186 entire range of the series but are weighted according to the baseline occurrence profile. This 187 ensures that (for precipitation occurrence) wet months remain generally wetter than dry 188 months and vice versa. This process involves four stages. First, input series are analysed to 189 determine the frequency of events in each month (e.g., January 16%; February 20%, etc.). 190
Second, a random month is selected based on the overall likelihood of occurrence (in this 191 case, February would have a slightly higher chance of being selected than January). Third, a 192 random non-event (dry) day in this month is selected from the concatenated series. Fourth, in 193 order to convert this dry day into a wet day an appropriate event magnitude (wet-day amount) 194 must be determined. This is achieved by sampling a non-zero event from the month. Steps 195 two to four are then repeated until the required percentage change in rain days has been 196
achieved. 197
Removal of events from the series operates in a similar way to the process outlined above. As 198 before, the series is first analysed to determine the monthly occurrence profile. This 199 likelihood is used to weight the chance of removing an event: those months with the greatest 200 frequency of zero days are most likely to lose a non-zero event. A non-zero day is randomly 201 selected and then removed from that month (anywhere within the entire series) by replacing it 202 with the event threshold value. This process is repeated until the required percentage of 203 events has been achieved. 204
The above processes are conditionally stochastic since addition or removal of events is 205 weighted by monthly event frequencies, but individual days are randomly changed within 206 months. This effectively amplifies the initial seasonality of event occurrence. Alternatively, 207 the User can prescribe the change in occurrence for each month by setting the target 208 likelihood profile. In this case, SDSM-DC then calculates whether to randomly add or 209 remove events from each month in turn (across the entire series). In cases where a month has 210 no events, magnitudes are sampled from adjacent months. 211
Stochastically adding or removing events from a series can affect the mean of the series. If 212 the user wishes to preserve the initial mean despite adjusting the occurrence process, SDSM-213 DC scales the final series such that the overall total is the same as pre-treatment. SDSM-DCthen calculates how much the final series needs to be adjusted in order to preserve this 216 original total. For example, under this set-up, reducing the frequency of events by 10% would 217 necessitate scaling the remaining non-zero events by 10% to preserve the pre-treatment mean. 218 219
Mean 220
The mean treatment enables adjustments to individual daily values by the chosen amount. For 221 a conditional process this treatment is only applied to values above the event threshold (for 222 example, non-zero rainfall amounts). The treatment may be applied either as a factor (such as 223 for precipitation) or by addition (such as for temperature). Note that this also affects other 224
properties of the series including the maximum, quantile distribution, and variance. 225 226
Variance 227
In order to change the variance and preserve the coefficient of variation (mean divided by 228 standard deviation) only the mean need be scaled (see above). Otherwise, for an 229 unconditional process, the mean is first removed from each value then each data point is 230 multiplied by the square root of the required percentage change in variance. The mean is then 231 added back to the result thereby increasing the variance by the desired amount overall and 232 leaving the mean unchanged. This treatment is summarised as: 233
where U m is the transformed value, U i is the original value, � is the mean of the series, and r 234 is the change entered by the user (0 ≤ r ≤ 1). This simple procedure cannot be applied to Having transformed the series it is now possible to apply the factor to achieve the required 253 variance inflation as with normally distributed data. This is not straightforward as there is no 254 direct relationship between the required variance transformation and the Box-Cox 255 transformed data. Therefore, SDSM-DC applies an iterative approach to determine an 256 appropriate value of r. For increased variance r ranges from 0 to a maximum of value of 0.3; 257 for decreases r ranges from 0 to a minimum value of -0.5. Through iteration, SDSM-DC 258 derives an appropriate value of r to achieve the intended variance treatment, such as +50% 259 
Extension to multiple sites 301
Although the public domain version of SDSM-DC is for single sites, the basic model can be 302 modified for multi-site applications (following Wilby et al., 2003) . This involves two steps. 303
First, a 'marker' series based on daily area averages from several sites (or a single key site) is 304 generated using predictors X ij . Second, the area-average is disaggregated to observed daily 305 series recorded at the constituent sites. This is achieved by resampling multi-site values on 306 the date with observed area-average closest to the downscaled area-average. For example, 307 because there is less risk of employing a non-homogeneous or non-representative record, and 315 predictability is generally increased (because of larger signal-to-noise ratio). As with other 316 resampling methods, the maximum daily value generated cannot exceed the maximum daily 317 amount in the observations without invoking the treatments described above. . A third way is to synthesize or infill missing data using a stochastic 328 weather generator. In the following application SDSM-DC is used to reconstruct daily 329 temperature and precipitation series and to demonstrate the trade-off between model skill and 330 information content of available data.
Strategies for weather simulation 333
There are broadly three main approaches to stochastic weather generator calibration. The 334 most conventional way involves tuning model parameters against available series for 335 precipitation occurrence, then dependent variables such as rainfall amount, temperature, 336 sunshine duration and so forth (Wilks & Wilby 1999 ). The resulting model replicates 337 important properties of the data (such as wet-day frequencies and amounts, wet-and dry-spell 338 durations, and covariance amongst variables) or can be used to synthesize much longer series 339 for analysis of extreme events. More sophisticated mixture-model variants can be tuned to 340 simulate low-frequency behaviour of annual to multi-decadal time-scales. Such tools have 341 found important applications in hydrologic design and crop-modelling, but are not suited for 342 data reconstruction because of their stochastic outputs. 343
Others apply weather generators based on parameters (e.g., rainfall occurrence or the alpha 344 and beta parameters of the gamma distribution) that have been prepared from gridded data 345 degraded by random or block omission. In both cases, the presence or absence of a wet-day 382 (non-zero precipitation) is simulated correctly on average ~75% of the time. 383
Ability to reproduce wet-day amount distributions was assessed by comparison of cumulative 384 distributions (Figure 7) and the D-statistic (Figure 8) . These reveal that the assumed fourth 385 root distribution provides a fair approximation of observed wet-day amounts at both sites, 386 particularly for occurrence of days >30 mm. The distribution of downscaled wet-day amounts 387 appears to be robust to data reduction until very low levels (10%) of information are available 388 for model calibration whether random days or years are removed. The type of data reduction 389 is less important for Addis Ababa (Figures 7a and 7b) than for Chang wu (Figures 7c and 7d ) 390 because even the initial data set for the former site is partially fragmented. were sampled at 5% increments and applied to the observed rainfall series . 501
Changes in the likelihood of wet-day occurrence and amounts were applied simultaneously 502 so, for example, -20 % likelihood of rainfall with +10 % winter total yields an increase in 503 mean wet-day amounts. Preserving winter totals while adjusting occurrence allows sensitivity 504 to changes in intensity to be explored. Note that these treatments are specific to evaluation of 505 flood risk; sensitivity analysis of other characteristics such as drought would imply 506 alternative treatments to precipitation and potentially evapotranspiration. 507 508
Constructing the response surface and mapping climate projections 509
Perturbed rainfall series were input to HYSIM model to explore the sensitivity of the design 510 flood to changes in rainfall properties with results visualised in the form of a response surface 511 (Figure 12) . PE was held constant at observed values given low losses during winter months. 512
The 1-in-100 year flood was found to be sensitive to changes in both mean rainfall amounts 513 and changes in the number of wet days. For the ranges of precipitation parameters 514 considered, changes in the magnitude of the 1-in-100 year flood span -40 to +120 %. 2014). Hence, with these capabilities, it is hoped that SDSM-DC will support decision-574 making in some of the most vulnerable and data sparse regions of the world. 575
Two worked examples were presented to demonstrate some of these capabilities. The first 576
showed that with 10 years of data it is possible to achieve approximately the same level of 577 skill at simulating rainfall occurrence, amounts and temperatures as with 40 years at the 578 chosen sites. The analysis also confirmed that the downscaling is more robust to randomlydigitization of even fragmentary observations may be beneficial and sufficient to allow 581 infilling. Moreover, the stochastic features of SDSM-DC enable confidence limits to be 582 attached to hindcast series so, even where the estimate may be uncertain, the model can at 583 least provide an upper and lower bound. 584
The second example study showed how SDSM-DC can be used to stress test an adaptation 585 decision -in this case a climate change safety allowance for flood defence schemes. The tool 586 enables arbitrary treatments to be applied to the synthetic series needed for systems 587 modelling. Treatments in the occurrence, mean, variance, and trend of events can be used to 588 elucidate thresholds in the pressure-response. The range of scenarios that are explored may be 589 guided by GCM output but importantly the tool enables exploration of consequences beyond 590 even a multi-model ensemble. Likelihoods can still be attached by overlaying the cloud of 591 model results on the response surface (as in Prudhomme et al. 2010) . Moreover, by shifting 592 emphasis from the GCM, the decision-maker is free to consider more holistic narratives that 593 may be pertinent to the decision-making process (including perhaps changes in land cover, 594 fire risk, forest die back and so forth in the case of water resources). 595
To conclude, the rationale behind SDSM-DC is as much about what the specific tool can do, 596 as how downscaling in general can be used in smarter ways to support adaptation planning. 597
Planned technical enhancements include the ability to manipulate low frequency variability in 598 order to assess multi-season phenomena such as droughts or wet-spells persisting over more 599 than one year. New diagnostics are needed to evaluate expected levels of skill at series 600 reconstruction, perhaps based on more exhaustive cross-validation against whatever data are 601 available. Further exploration of direct downscaling potential is needed, such as for river 602 flows (as in Tisseuil et al., 2010) or other quantities that are typically derived by feeding 603 downscaled climate variables into impact models. Hindcasting performance needs to be 604 tested more thoroughly in a wider range of climate regimes, building on the knowledge base 605 that has been accumulated over the last decade of application. There is also a community-606 wide need for practical guidance on setting bounds to weather generation for stress testing. 607
Again, this should look beyond the scenario-led framework that would conventionally turn to 608 the latest climate model ensembles but, instead, be guided by knowledge of the 609 vulnerabilities of the system of interest. 610 Table 1 Examples of direct downscaling of exotic variables using SDSM 771 
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