Redundancy is the qualitative property which makes Hilbert space frames so useful in practice. However, developing a meaningful quantitative notion of redundancy for infinite frames has proven elusive. Though quantitative candidates for redundancy exist, the main open problem is whether a frame with redundancy greater than one contains a subframe with redundancy arbitrarily close to one. We will answer this question in the affirmative for 1 -localized frames. We then specialize our results to Gabor multi-frames with generators in M 1 (R d ), and Gabor molecules with envelopes in W (C, l 1 ). As a main tool in this work, we we answer a longstanding question in finite dimensional frame theory by showing there is a universal function g(x, y) so that for every > 0, every Parseval frame {f i } M i=1 for an N -dimensional Hilbert space H N has a subset of fewer than (1 + )N elements which is a frame for H N with lower frame bound g( , M N ). The result of this work is the first meaningful quantitative notion of redundancy for a large class of infinite frames.
Introduction
A basis {x i } i∈I 0 for a Hilbert space H (finite or infinite) and an index set I 0 provides a decomposition of any element x ∈ H as a unique linear combination of the basis elements: x = i∈I 0 c i x i . For many applications, this uniqueness of decomposition is the feature that makes bases such a useful structure. However, there are fundamental signal processing issues for which the uniqueness of the coefficients {c i } i∈I 0 for a given element x ∈ H is not a desired quality. These include the following two tasks: a) finding ways to represent elements when some of the coefficients c i are going to be subject to loss or noise, and b) finding ways to compactly represent a meaningful approximation x ≈ x, i.e. finding an approximation x = i c i x i that has few non-zero coefficients. For both these tasks, one observes that choosing to express x in terms of a larger set {f i } i∈I that is overcomplete in H has potential advantages. With this setup, any vector x ∈ H can be written as i∈I c i f i in many different ways, and this freedom is advantageous for either of the above tasks. It can allow for a choice of {c i } i∈I with additional structure which can be used in the first task to counter the noise on the coefficients. This same freedom of choice of {c i } i∈I yields many more candidates for a compact meaningful approximation x of the element x.
These overcomplete sets {f i } i∈I (with some added structure when I is infinite) are known as frames. They are defined as follows: let H be a separable Hilbert space and I a countable index set. A sequence F = {f i } i∈I of elements of H is a frame for H if there exist constants A, B > 0 such that
The numbers A, B are called lower and upper frame bounds, respectively. If A = B = 1 this is a Parseval frame. The frame operator is the positive, selfadjoint, invertible operator on H given by: S(·) = i∈I ·, f i f i . It follows that {f i } i∈I is a frame with frame bounds A, B if and only if a·I ≤ S ≤ B ·I.
Frames were first introduced by Duffin and Schaeffer [9] in the context of nonharmonic Fourier series, and today frames play important roles in many applications in mathematics, science, and engineering. We refer to the monograph [8] , or the research-tutorial [7] for basic properties of frames.
Central, both theoretically and practically, to the interest in frames has been their overcomplete nature; the strength of this overcompleteness is the ability of a frame to express arbitrary vectors as a linear combination in a "redundant" way (see the opening paragraph for two examples). For infinite dimensional frames, quantifying overcompleteness or redundancy has proven to be challenging. When imagining a measure of redundancy for infinite frames, a wish list of desired properties would include:
1. The redundancy of any frame for the whole space would be greater than or equal to one.
2. The redundancy of a Riesz basis would be exactly one.
3. The redundancy would be additive on unions of frames.
4. Any frame with redundancy bigger than one would contain in it a frame with redundancy arbitrarily close to one.
A model example for what a measure of redundancy should be is given in the very special case of a Gabor Frame generated from a Gaussian function.
In general a Gabor Frame is defined to be a frame F, generated from timefrequency shifts of a generator function f ∈ L 2 (R). Specifically, given f ∈ L 2 (R) along with a subset Λ ⊂ R 2 :
In this case, we say (f, Λ) generates a Gabor frame for L 2 (R). In the special case where the generator f is a Gaussian function, it has been shown (See [22, 24, 25 ] and Gröchenig's book [16] ) that the lower density of the set Λ is greater than one if and only if F is a frame for the whole space L 2 (R). This result, combined with results from [1, 2] , shows that property 4) holds for Gaussian generators. To see this, assume that g is Gaussian, Λ ⊂ R 2 and (g, Λ) generates a Gabor frame for L 2 (R). Then, applying the "if" part of the above result we have:
Now, given > 0, applying the techniques from [1] (See the proof of Theorem 8) we can find a subset Σ ⊂ Λ (even of uniform density) so that
Again, by the "only if" part of the above result, we have the (g, Σ) generates a Gabor frame for L 2 (R).
Separately, over the last 40 years (Since H.J. Landau [21] gave a density condition for Gabor frames with generators certain entire functions), partial progress towards a quantitative notion of redundancy has occurred for both lattice and general Gabor frames. Many works have connected essential features of the frames to quantities related to the density Λ of the associated set of time and frequency shifts (For an extensive account of the development of density theory for Gabor frames see [18] and references therein). As dynamic as these results were, they could not be used to show that the obvious choice for redundancy, namely the reciprocal of the density of Λ, satisfied any version of properties 3) or 4).
Until recently, additional results about redundancy of arbitrary frames or results relating to properties 3) and 4) for Gabor frames have remained elusive. Recent work, however has made significant advances in quantifying redundancy of infinite frames. Progress began with the work in [4, 5] which examined and explored the notion of excess of a frame, i.e. the maximal number of frame elements that could be removed while keeping the remaining elements a frame for the same span. This work, however, left open property 4) for frames with infinite excess (which include, for example, Gabor frames that are not Riesz bases). A quantitative approach to a large class of frames with infinite excess (including Gabor frames) was given in [1, 2] which introduced a general notion of a localized frame and, among other results, provided nice quantitative measures associated to this class of frames. From a slightly different angle, the work in [3] quantified overcompleteness for all frames that share a common index set. In [3] , a redundancy function for infinite frames was defined. It was shown that this redundancy function, when translated to the localized setting dealt with in [1] , corresponded to the density measures described in [3] . Both papers identify this density function as a good candidate for redundancy, show that the function satisfies properties 1)-3) above and remark that a proper notion of redundancy should also possess property 4). A weak partial result related to property 4) was given in [1, 2] where it was shown that for any localized frame F of redundancy R there exists an > 0 and a subframe of F with redundancy R − .
Here, we show that the redundancy function alluded to in [1, 2] and [3] , for l 1 localized frames, has property 4). We show that for any , every l 1 localized frame with redundancy R has a subframe with redundancy 1 + . Specifically we show (See Section 2 for notation and definitions): Theorem 1.1. Assume F = {f i ; i ∈ I} is a frame for H, E = {e k ; k ∈ G} is a l 1 -self localized frame for H, with G a discrete countable abelian group, a : I → G a localization map of finite upper density so that (F, a, E) is l 1 localized. Then for every ε > 0 there exists a subset J = J ε ⊂ I so that D + (a; J) < 1 + ε and F[J] = {f i ; i ∈ J} is frame for H.
When specialized to Gabor frames, the result reads:
The significance of this work is that it shows, for the first time, that in the case of 1 -localized frames the density (See Section 2 for the definition) is really the correct quantitative measure of redundancy. This is the first large class of frames and the first notion of redundancy to satisfy all four of the desired properties listed above.
This work hinges on a fundamental finite dimensional result that is of independent interest. For Parseval frames, the result says that an M -element Parseval frame for H N contains a subframe of less than (1 + )N elements with lower frame bound a universal function of and M/N . The precise statement of the general result is given in Lemma 3.2:
There exists a monotonically increasing function g : (0, 1) → (0, 1) with the following property. For any set
of M vectors in a Hilbert space of dimension N , and for any 0 < a < M N − 1 there exists a subset F a ⊂ F of cardinality at most (1 + a)N so that:
This work is organized as follows. We begin by reviewing the definition of localized frames. In Section 3 we prove the above mentioned fundamental finite dimensional result (Lemma 3.2). We then prove a "truncation" result which is used later to reduce the infinite dimensional case to a sequence of finite dimensional cases. Section 4 contains the proof of Theorem 1.1. We first prove Theorem 1.1 for 1 -localized Parseval frames and then generalize this to arbitrary 1 -localized frames. In Section 5 we apply these results to Gabor Multi-frames with generators in M 1 (R d ), and Gabor molecules with envelopes in W (C, l 1 ).
Notation: localized frames
The idea of localized frames used here was introduced in [1] . (See Gröchenig [15] and Fornasier and Gröchenig [17] for another definition of localization). For this paper, the starting point will be a Hilbert space H, along with two frames for H: F = {f i , i ∈ I} indexed by the countable set I and E = {e k ; k ∈ G} indexed by a discrete countable abelian group G. Here we will assume
We relate the frames F and E by introducing a map a : I → G between their index sets. Following [17, 15, 1] 
We shall denote by r = (r(g)) g∈G the localization sequence for F with respect to E, i.e. r(g) = sup i∈I,k∈G,a(i)−k=g
Thus (F, a, E) is l 1 localized if and only if the localization sequence r is in l 1 (G). That is,
Similarily, the set E is said to be
In other words, E is l 1 -self localized if and only if (E, i, E) is l 1 -localized, where i : G → G is the identity map. We denote by s = (s(g)) g∈G the self-localization sequence of E, that is s(g) = sup k,l∈G,k−l=g | e k , e l |.
An important quantity will be the l 1 norm of the tail of r, namely
and thus if (F, a, E) is l 1 localized, lim R→∞ ∆(R) = 0.
The upper and lower densities of a subset J ⊂ I with respect to the map a : I → G are defined by
where B N (k) = {g ∈ G ; |g − k| ≤ N } is the box of radius N and center k in G, and |Q| denotes the number of elements in the set Q. Note that |B N (k)| = |B N (k )| for all k, k ∈ G and N > 0. When J = I we simply call D ± (a; I) the densities of I, or the density of the map a, and we denote them by D ± (I) or D ± (a). The map a (or, equivalently, the set I) is said to have finite upper density if D + (I) < ∞. As proved in Lemma 2 of [1] , if a has finite upper density, then there is K a ≥ 1 so that
for all k ∈ G and N > 0. The finiteness of upper density is achieved when frame vectors have norms uniformly bounded away from zero (see Theorem 4 of [1] ).
Two important lemmas
In this section we will prove two lemmas (Lemma 3.2 and Lemma 3.6) that will be the essential ingredients for the proof of the main result (Theorem 1.1).
Finite dimensional removal
A longstanding question in finite dimensional frame theory asks whether there is a function f ( ,
for an N -dimensional Hilbert space H N with lower frame bound A, contains a subset F with |F| ≤ (1 + )N having lower frame bound Ag( , M N )? In this section, we give an affirmative answer to this question. First, we give an example showing that this result fails for = 0.
Example 3.1. Denote by {e 1 , . . . , e N } an orthonormal basis for H. Let F consist of {e 1 , . . . e N −1 } along with K copies of
Thus F is a Parseval frame with M = K + N − 1 elements. However, a subframe with N elements must be the set {e 1 , . . . e N −1 ,
e N } which has lower frame bound
which goes to zero as N grows even if the ratio M/N stays fixed.
However, as we now show, if we allow the subset to be a little fraction larger than N , i.e. of size (1 + )N , then we are able to find a subframe whose lower frame bound does not depend on N but rather on M/N and : 
The result can be restated in the following form: To prove Lemma 3.2 we will use Lemma 3.5 which is adapted from Theorem 4.3 of Casazza [6] (See Vershynin [26] for a generalization of this result which removes the assumption that the norms of the frame vectors are bounded below.) For the convenience of the reader we recall Theorem 4.3 in [6] : Theorem 3.4 (Theorem 4.3 in Casazza, [6] ). There is a function g(v, w, x, y, z) :
be any frame for an N -dimensional Hilbert space H N with frame bounds A, B, α ≤ f i ≤ β, for all 1 ≤ i ≤ M , and let 0 < ε < 1. Then there is a subset σ ⊂ {1, 2, . . . , M }, with |σ| ≥ (1 − ε)N so that (f i ) i∈σ is a Riesz basis for its span with Riesz basis constant g(ε, A, B, α, β).
We remind the reader that the Riesz basis constant is the larger between the upper Riesz basis bound, and the reciprocal of the lower Riesz basis bound. 
a Riesz basis for its span with lower Riesz basis bound h(ε).
Proof: The only part of this result which is not proved in Theorem 3.4 is that h may be chosen to be monotonically increasing. So let g satisfy Theorem 4.3 in [6] and define for 0 < 0 < 1:
Then h is monotonically increasing. Let
be any Parseval frame for a N -dimensional Hilbert space H N with
By Theorem 3.4, for every n ∈ N there is a subset F n = {f i } i∈In of F so that
and {f i } i∈In is a Riesz basis for its span with lower Riesz basis bound g( n ).
Since the number of subsets of F is finite, there exists at least one subset G ⊂ F that appears infinitely often in the sequence {F n } n . Thus |G| ≥ (1 − n )N and G has a lower frame bound greater than equal to g( n ) for n belonging to an infinite subsequence of the positive integers. Taking the limit along this subsequence yields |G| ≥ lim n→∞ (1 − n )N = (1 − )N and G has a lower frame bound greater than or equal to
Proof of Lemma 3.2
Step 1. We first assume that the frame
. Therefore, by embedding H N in a M -dimensional Hilbert space and using Neimark's dilation theorem [7] (or the super-frame construction [3] ), we find an orthonormal basis
and a projection P of rank N so that f i = P e i . Let f i = (I − P )e i . Then
is a Parseval frame for its span (which is M − N -dimensional) and
. Notice that we have for any set of coefficients (c i )
For a δ that we will specify later, we now apply Theorem 3.5 to the frame
(not {f i }) to get a subset σ ∈ {1, . . . , M } with |σ| ≥ (1 − δ)(M − N ) such that {f j } j∈σ is a Riesz basis for its span with lower Riesz bound greater than or equal to h(δ).
Thus for any set of coefficients (c j ) j∈σ we have
Combining this with equation 11 and a choice of (c i )
This equation is equivalent to saying that the operator S σ = j∈σ ·, f j f j ≤ (1 − h(δ))1. Therefore, setting J = {1, 2, . . . , M }\σ, we have
and g = h gives the desired result.
Step
where
Thus we obtain a set
which again produces the desired result with g = h.
Step 3. For the general case, assume S is the frame operator asssociated to
is a Parseval frame with the same span. Applying the result of step 2 to this frame, we conclude there exists a subset J ⊂ {1, 2, . . . , M } of cardinality |J| ≤ (1 + a)N so that {g i } i∈J is frame such that
It follows that
which is what we needed to prove. 2
Truncation
In this subsection we assume E is a l 1 self-localized Parseval frame for H indexed by G, and (F, a, E) is l 1 localized. We let r denote the localization sequence of F, and we let s denote the self-localization sequence of E. Further, we denote by
the truncated expansion of f i with respect to E. Clearly f i,R → f i as R → ∞. But does this convergence imply convergence of the corresponding frame operators for {f i,R } i∈G ? The answer is that it does as we now show. Specifically, for a subset J ⊂ I we denote
Similarly we denote by S J and S R,J the frame operators associated to F[J] and F R [J], respectively. The following Lemma shows that the truncated frames well approximate the original frames:
and S J and S R,J as above. Then
where E(R) = 3K a ∆(R) s 1 .
Proof: First denote by T J : H → l 2 (J), and T R,J : H → l 2 (J) the analysis maps:
Since E is a Parseval frame, Q : H → l 2 (G), Q(x) = { x, e k } k∈G is an isometry, and
is described by a matrix which we also denote by M . In the canonical bases of l 2 (J) and l 2 (G), the (k, i) element of M is given by
g∈G,|g−a(i)|≥R f i , e g e g , e k , and thus
We bound the operator norm of M using Schur's criterion [23, 20] M ≤ max(sup i∈J k∈G
It follows from (15) that
Thus we obtain M ≤ K a ∆(R) s 1 and hence
It follows that
the last inequality coming from T J ≤ 1 and
Proof of the main result
In this section we prove the main result of the paper, Theorem 1.1.
The core of the proof is contained in subsection 4.1 which proves theorem 1.1 for the special case when both F and E are Parseval frames. In subsection 4.2 we show how to generalize this special case.
We begin by giving a brief description of the argument of subsection 4.1. Our starting point is the Parseval frame F that is localized with respect to another Parseval frame E. Our goal is to produce a subset F ⊂ F which is a frame for the whole space and which has density not much larger than 1. An outline of the steps is as follows:
1. Using Lemma 3.6, we move from the frame F to a truncated frame F R .
2. Based on the localization geometry, we decompose I as the union of disjoint finite boxes Q N (k), with k taking values in an infinite lattice.
is a finite dimensional frame. We apply Lemma 3.2 to get subsets J k,N,R of smaller size such that F R [J k,N,R ] remains a frame with frame operator greater than or equal to a universal constant times the frame operator for
is a frame for the whole space.
4. We then use our choice of R along with Lemma 3.6 to conclude that the set F[J] is also frame for the whole space.
5. Finally, we show that our choice of N is large enough for the frame F[J] to have small density.
The case when F and E are Parseval
In this subsection we prove the result for the special case of parseval frames. We begin the proof by recalling some notation. For k ∈ G, N ∈ N, B N (k) = {g ∈ G : |g − k| ≤ N } is the elements of G in the ball with center k and radius N . Define Q N (k) = {i ∈ I :
Recall that we assumed F and E are Parseval frames for H, E is l 1 -self localized, and (F, a, E) is l 1 localized. Denote by r the localization sequence for (F, a, E), denote by s the self-localization sequence for E, and recall E(R) = 3K a s 1 k∈G,|k|>R r(k) decays to 0 as R → ∞. Let g : (0, 1) → (0, 1) denote the universal function of Lemma 3.2 and let C ε denote the positive quantity:
We now fix ε > 0. For the duration we will fix two large integer numbers R and N as follows. First R is chosen so that
Then N is chosen to be an integer larger than R so that Step 1. Define F R = {f i,R ; i ∈ I} to be the truncated frame given by Lemma 3.6 when it is applied to F and the given R. Let S R be the frame operator associated to F R . Notice that since F is a Parseval frame (and hence its frame operator is 1) we have I − S R ≤ E(R) and consequently
Step 2. We let L be the sublattice (2N Z)
where C ε is defined in (16) .
)|B N +R (0)|. We apply Lemma 3.2 to the set {f i,R ; i ∈ Q N (k)} with a = (1 +
where the last inequality follows from the monotonicity of g and the fact that
.
In either case
Step 3. Set
Denote by S R,N the frame operator for {f i,R ; i ∈ J N,R }. We then have
where the last lower bound comes from (19) . This means F R,N := {f i,R ; i ∈ J N,R } is frame for H with lower frame bound C ε (1 − E(R)).
Step 4. We again apply Lemma 3.6 with J = J N,R to obtain that S J , the frame operator associated to F[J] = {f i ; i ∈ J}, is bounded below by
where the last inequality follows from (17) . This establishes that F[J] is frame for H with lower frame bound at least
It remains to show that J N,R has the desired upper density.
Step 5. The upper density of J = J N,R is obtained as follows. First in each box B N (k), k ∈ L, we have
Then, by an additive argument one can easily derive that lim sup
Generalizing
We now show how to remove the constraints that both F and E are Parseval in Lemma 4.1 . We begin by outlining the argument: starting with the frames F and E we show there are canonical Parseval frames F # and E # that have the same localization properties as F and E. We then apply Lemma 4.1 to these frames to get a subframe of F # that is a frame for the whole space with the appropriate density. Finally, we show that the corresponding subframe of F has the desired frame and density properties.
A well known canonical construction (see [8] ) begins with an arbitrary frame F = {f i } and produces the canonical Parseval frame
where S is the frame operator associated to F (which we recall is defined by S : H → H, S(x) = i∈I x, f i f i .) Incidentally, the set
is called the canonical dual frame and yields a resolution of identity
In our situation we have two frames F = {f i } i∈I and E = {e k } k∈G along with a : I → G such that (F, a, E) is l 1 -localized and E is a l 1 -self localized. As in (29) we define two Parseval frames F # and E # corresponding to F and E respectively. Lemma 2.2 from [15] and Theorem 2 from [1] can be used to show that F # and E # inherit the localization properties of F and E. Namely
Proof
First, if E is l 1 -self localized then by Theorem 2,(c) in [1] it follows that E # is l 1 -self localized. Furthermore, by Theorem 2, (b) in the aforementioned paper it follows that (Ẽ) is l 1 -self localized, whereẼ = {ẽ k } k∈G is the canonical dual of E. This implies the existence of a sequence s ∈ l 1 (G) so that
Next assume additionally that (F, a, E) is l 1 -localized. This means there exists a sequence r ∈ l 1 (G) so that
Sinceẽ k = j∈G ẽ k ,ẽ j e j it follows that
and thus (F, a,Ẽ) is also l 1 -localized. By Lemma 3 in [1] it follows that (F, a) is l 1 -self localized.
Again Theorem 2, (b) implies now that (F, a) is l 1 -self localized. Therefore there exists a sequence t ∈ l 1 (G) so that
We will show that (F, a) is l 1 -self localized implies that (F # , a) is l 1 localized with respect to (F, a), meaning that there exists a sequence u ∈ l 1 (G) so that
Let G : l 2 (I) → l 2 (I) be the Gramm operator associated to the frame F, G = T T * , where T : H → l 2 (I) is the analysis operator T (x) = { x, f i } i∈I and T * : l 2 (I) → H given by T * (c) = i∈I c i f i is the synthesis operator. Let δ i ∈ l 2 (I) denote the sequence of all zeros except for one entry 1 on the i th position. The set {δ i } i∈I is the canonical orthonormal basis of l 2 (I). Since F is a frame, G is a bounded operator with closed range, and T * is surjective (onto). Let G † denote the (Moore-Penrose) pseudoinverse of G.
Using the notations from Appendix A of [1] , we get G ∈ B 1 (I, a), the algebra of operators that have l 1 decay. Using Lemma A.1 and then the holomorphic calculus as in the Proof of Theorem 2 of the aforementioned paper, we obtain that G and all its powers G q , q > 0 are in B 1 (I, a). In particular, G 1/2 ∈ B 1 (I, a) implying the existence of a sequence u ∈ l 1 (G) so that
Then:
which yields (34).
The same proof applied to (E, i) implies that if (E, i) is l 1 -self localized then (E # , i, E) is l 1 -localized (which is to say, equivalently, that (E # , i) is l 1 localized with respect to (E, i)). Explicitely this means there exists a sequence v ∈ l 1 (G) so that
Putting together (31-35) we obtain:
where K a is as in (9) , and the convolution sequence u t r s v ∈ l 1 (G). This means (F # , a, E # ) is l 1 localized. 2
We can now prove Theorem 1.1:
Proof of Theorem 1.1
As above we let F # and E # be the canonical Parseval frames associated with F and E. By Lemma 4.2 we have (F # , a, E # ) is l 1 localized and E # is l 1 -self localized. Given ε > 0 we apply Lemma 4.1 to get a subset J ⊂ I such that D + (a; J) ≤ 1 + ε and F # [J] is a frame for H.
To complete the proof, we now show that F[J] is also a frame for H. This follows from the following lemma:
Lemma 4.3. Assume F = {f i } i∈I is frame for H with frame bounds A ≤ B. Let F # be the canonical Parseval frame associated to F. If J ⊂ I is such that {f # i } i∈J is frame for H with bounds A ≤ B , then F[J] = {f i } i∈J is also frame for H with bounds AA and BB .
Proof: Let S be the frame operator associated to F and so A1 ≤ S ≤ B1. Now we have the following operator inequality
Notice however that the frame operator for
Substituting this equality into the middle term of the string of inequalities (37) gives the desired result:
In this section we specialize to Gabor frames and molecules the results obtained in previous section.
First we recall previously known results.
A (generic) Gabor system G(g; Λ) generated by a function g ∈ L 2 (R d ) and a countable set of time-frequency points Λ ⊂ R 2d is defined by
In general we allow Λ to be an irregular set of time-frequency points.
A Gabor multi-system G(g 1 , . . . , g n ; Λ 1 , . . . , Λ n ) generated by n functions g 1 , . . . , g n and n sets of time-frequency points Λ 1 , . . . , Λ n is simply the union of the corresponding Gabor systems:
A Gabor molecule G(Γ; Λ) associated to an enveloping function Γ : R 2d → R and a set of time-frequency points Λ ⊂ R 2d is a countable set of functions in L 2 (R d ) indexed by Λ whose short-time Fourier transforms (STFT) have a common envelope of concentration:
Remark 5.1. Note that Gabor systems (and multi-systems) are Gabor molecules, where the common localization function is the absolute value of the short-time Fourier transform of the generating function g, Γ = |V γ g| (or the sum of absolute values of STFTs of generating functions g 1 , . . . , g n ,
When a Gabor system, a Gabor multi-system, or a Gabor molecule, is a frame we shall simply call the set a Gabor frame, a Gabor multi-frame, or a Gabor molecule frame, respectively.
In this section the reference frame E is going to be the Gabor frame E = G(γ; αZ d × βZ d ) where γ is the Gaussian window γ(t) = 2 d/4 e −π t 2 normalized so that its L 2 (R d ) norm is one, and α, β > 0 are chosen so that αβ < 1. As is well known (see [22, 24, 25] ), for every such α and β, G(γ;
The localization property introduced in Section 2 turns out to be equivalent to a joint concentration in both time and frequency of the generator(s) of a Gabor (multi-)system, or of the envelope of a Gabor molecule. The most natural measures of concentration are given by norms of the modulation spaces, which are Banach spaces invented and extensively studied by Feichtinger, with some of the main references being [10, 11, 12, 13, 14] . For a detailed development of the theory of modulation spaces and their weighted counterparts, we refer to the original literature mentioned above and to [16, .
For our purpose, two Banach spaces are sufficient: the modulation space M 
We are now ready to state the main result of this section from which 1.2 follows as a Corollary:
Theorem 5.4. Assume G(Γ; Λ) = {g λ } λ∈Λ is a Gabor molecule that is frame for L 2 (R d ) with envelope Γ ∈ W (C, l 1 ). Then for any ε > 0 there exists a subset J ε ⊂ Λ so that G(Γ; J ε ) = {g λ } λ∈J is frame for L 2 (R d ) and D + B (J ε ) ≤ 1 + ε.
First note that G(g 1 , . . . , g n ; Λ 1 , . . . , Λ n ) is a Gabor molecule with envelope Γ = |V γ g 1 | + · · · + |V γ g n |. Since each g 1 , . . . , g n ∈ M 1 (R d ) we obtain Γ ∈ W (C, l 1 ) and the conclusion follows from Theorem 5.4. 2
