






















するのに対し?ベイズ分析ではまだこのようなソフトウェアは少ない . しかし 7
最近の計算技術の発展によって 7 実用性の問題は除かれつつあるといえよう.さ
らに 1 研究者間でのコミュニケーションという面では 7 古典的な方法を利用する
世界と比べてかなり進んでいるといえるかもしれない . 現在7 計算部分を共通の
資産としてライブラリー化し?それぞれの研究者の専門的な知識をもとにいろ




































立ち入らない . むしろ実証研究にベイ ズ手法をどのように適用するかに議論を
集中する.全体の目的は 7 ほとんどあるいは特別な知識を持っていない研究者
に?応用実証研究におけるベイズ手法の有用性を認識してもらうことにある.
本書の構成は次の通りである.本書は第 I部と第 II 部に分けられ?第 I 部では 7
ベイズ計量経済分析と計算問題を中心として述べる . この部分は ? 日本統計学会





第 1 章では 7 ベイズ計量経済分析について簡単にサーベイする . ベイズ的な手
11 
j去を実証研究に応用することに焦点を合わせ?ベイズ実証分析の優れた点と問
題点について述べ7 ベイズ応用実証分析の例として 7 単位線モデルと EBA(極値
境界分析)を中心として解説する.






いて 7 その使用例とともに解説する . さらに?もっと複雑な問題に用いることが
できるマルコフ連鎖モンテカルロ ・ シミュレーションについて多少詳細に述べ
る. 一般的なベイズ推定?マルコフ連鎖についてふれた後7 代表的な方法である
Metropolis-Hぉting アルゴリズムと?よく使用される Gibbs サンプリング法7 そ




第 II 部では?筆者が今までに行ったベイズ計量経済分析の中から 7 しミくつかの
応用例 を紹介する . 第 3 章は ， 1992 年に米国エー ル大学で開催された Yale-NSF
共催の「ベイズ法と単位根J に関するシンポジウムで報告した論文であり 7 時系
列データを用いた最近の計量経済分析で大きなトピックスの一つである単位根
問題をベイ ズの観点から分析した論文である . 本論文では?誘導型方程式に基づ
いた単位根に対する事後オッズ比を導き ? 次に単位根仮説をモデル選択問題と
して考えて?予測の平均平方誤差の予測密度を導く . DSP 対 TSP を検定する事
後オッズ比を導いた後7 単位根とトレンドパラメ ー タに対する事後 pdf を導く.
退化を避けるために 1 これらのパラメータに正則な事前分布を用し\事前密度の
パラメータを計算するのにブートストラップj去を用いている.そして 7 誤差項が




第 4 章は， 1996 年に出版された Advαηces in Econometrics， に収められている
論文で7 為替レートモデルに用いられる変数を用いてベイズ流の単位根の分析
と共和分のテストの方法を提案し 7 それを実際に応用したものである.本論文








て不変であるためである.そして第 6 節では 7 これらの方法を用いて為替レート
モデルのベイズ分析を行う例が示されている .
第 5 章は， 1 986 年に東京大学出版会から発行された林 周二・中村隆英編『日







第 6 章は， 1989 年に東京大学出版会から発行された鈴木雪夫・国友直人編『ベ
イズ統計学とその応用J 第 6 章に収められている論文である . 予測を行う場合に
利用可能な情報源は 7 大ざっぱにいえば?過去の歴史的な出来事と 7 将来のこと
に関する知識とに分けられる . 過去の歴史は単に GNP や物価の動きとかある製
品の動きとかある製品の販売高や価格のような記録されたデータだけでなく?す
べての過去の経験が含まれる . これらはすべて一緒になって予測システムを形
成する. 1 つは将来起きるかもしれない出来事について 7 その専門知識に基づい
た見通しに関するものである.たとえば?半導体の輸出規制の問題とか7 突然の
円高や 1 株暴落の可能性?第 3 次オイルショックによるエネルギー危機の可能性?
V 
等々についての予想に関しては?分析者がそのインパクトをどのように考えるか




報と 7 主観的な情報を結びつけたものでなくてはならない . ここで述べるベイズ
予測の方法は?動的線形モデルとその要素についてのモデル ・ ビルデイングに基
づし、て行われるもので7 システムを状態空間 (state space) 表現を用いて表し 1 状
態空間変数を未知の係数と考えたとき 7 この係数は時間で変化するので?このモ
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第 1 章 ベイズ計量経済分析の手法
1.1 はじめに
計量経済学は 7 データを用いて経済的な現象についての確信(経済理論)を改




経済主体が直面しているものと同じである . すなわち 1 新しく観測デー タが与え





べて釣り合った増加を示していない . ごく最近までベイズ計量経済学の応用は 7
主として理論面への貢献に関心がある人々によって行われており 7 真にベイズ
的である応用研究の部分は少ない . この理由はいくつかある . 第 1 に?ベイズ計
量経済分析は尤度関数と事前分布が必要である.他方7 非ベイズ分析では必要な
い.第 2 に 7 主観的な事前分布の正しさを弁護しなければならず?もし同意が得
られなければその研究は無視されるかも知れない.第 3 に?ほとんどの事後モー
メントは?必要な積分が評価できないために?求めるのが困難な場合が多い . こ




2 第 l 章ベイ ズ計量経済分析の手法
算手法を用いている多くの論文は ? 統計的な性質や特別な数学的な知識を利用 し
ているので 7 応用計量経済分析を行っている人々 にはまだあま り 馴染みがない
本論の 目 的は実際的な面にあるベイズ的な方法を採用する理由 については、
ベイズ的な方法と古典的な方法を比較して議論 した優れたサーベ イ (たとえば
Poirier , 1988 , 1995; Berger , 1985 など)もあ り， あま り 深 く は立ち入らない . む
しろ実証研究にベイズ手法をどのように適用するかいうこと に集中する 全体
の目的は 7 ほとんどあるいは特別な知識を持っ ていない研究者に 1 応用実証研究
におけるベイズ手法の有用性を認識してもらうことにある
第 I 部では 7 ベイズ計量経済分析の紹介と実証分析を行う場合の利点と問題点
について述べる . 第 II 部では ? ベイズ分析にとって重要な計算問題に焦点を合わ
せ. 最近の発展について整理する第 I 部の構成は次の通 り である第1. 1 節は
全体的な構成を述べるはじめにの部分である 第1. 2 節で ? ベイズ計量経済分析
について簡単にサーベイする第1.3 節では 7 ベイズ的な手法を実証研究に応用
することに焦点を合わせ1 ベイズ実証分析の優れた点(1.3.1 節)と問題点(1.3 . 2
節)について述べ ， 1. 3.3 節はベイズ応用実証分析の例として ? 単位根モデルと
EBA(極値境界分析)を中心としてサーベイを行う . 第 n 部の構成は次の通りで
ある.第 2 章以降では ? ベイズ流の実証研究を行うのに用いられている、いくつ
かの計算方法を中心として述べる まずベイズ計量経済分析で用いる基本的な
計算方法である正規近似 (2. 1. 1 節) ，数値積分 (2. 1. 2 節)，ラプラス近似 (2. 1. 3 節)
についてその概略を説明した後1 第 2.2 節では 7 最近多く用いられるようになっ
たモンテカルロ積分について 1 単純な場合 (2 . 2.1 節)とインポータンス関数を用
いた場合 (2.2 . 2 節)について?その使用例とともに解説する Poly-t 密度につい
て簡単に触れた後 (2.2.3 節) ， 第 2.3 節ではもっと複雑な問題に用いることがで
きるマルコフ連鎖モンテカルロ・シミュレーションについて述べる 一般的なベ
イズ推定 (2.3.1 節)とマルコフ連鎖 (2 . 3.2 節)についてふれた後? 代表的な方法
である Metropolis-Hぉting アルゴリズム (2.3.3 節)とよく使用される Gibbs サ
ンプリング法 (2 . 3 .4節) ， それにデー タ拡大アルゴリズム (2.3.5 節)について述
べる . 次に 7 第 2.-1節では MCMC シミュレーションを計量経済分析にどのよう
に適用するかを応用例とともに述べる ここでは?事後分布からシミュレーシヨ
ンを行 う方法の計量経済分析への応用について強調し ， 重要な問題である収束
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くの参考文献があるので?それらを参考にすると良し】(たとえば， Zellner , 1971; 
Poirier , 1988, 1995) 
ベイズ計量経済学は 3 次のベイスの法則に基づいている
p(B)L(yIB) p(8Iy)二氏p(8)L(yIB)p(y) 
ここで O はパラメータベクトル ， y はデータベクトルあるいは行列 ， p(-) は確率
密度関数を表す p(8) はデータを分析する前にパラメータについての主観的な
確信を表す事前密度 (prior pd，乃 ， L(ν18) は O に特定の値が与えられたときの U
の条件付き密度で尤度関数 (likelihood function) と呼ばれる そして p(8ゆ)は 0
の事後密度 (poste門or pめであり?データに含まれる新しい情報を考慮して事前
の確信を更新することを表している 事後密度は 1 観測されたデータ y の条件
付で O について得られるすべての情報を要約したもので?。に関する推測は事
後密度から得られる たとえば， 8 の事後平均 E(Bly) = I8p(8Iy)d8 は， 8 の点
推定値としてしばしば用いられる
予測も簡単に得ることができ 7γ を 1 組の将来の観測値とすると?予測は予測密
度 p(γ Iy) をもとにして行われる確率法則を用いて ， p(γ ly)=Ip(γ 18 ， y)p(Bly)d8 
となり、ここで p(γ 18 ， y) は将来観測値に関する尤度関数?そして p(8Iy) は事後
密度である
ベイズの方法を用いて仮説を比較するいくつかの方法がある その中で最も
よく使われるのは事後オッズ比 (posterior odds ratio) である たとえば7 もし 2
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つの異なる仮説 H1 と H2 (入れ子型あるいは非入れ子-型)を比較しようとすれ
ば7 事後オッズ比 K12 は K12 = p(H1 Iy)/p(H2 Iy) となる言い換えると ， K12 は
観測データから得られる 2 つの仮説の確率の比である もし B1 とのが， H1 と
H2 それぞれの仮説のもとで妥当なパラメータベクトルであるなら 7 事後オ ッ ズ
比は次のように計算される
Kl? = 7f~f!_1: .I:P~~l!~l:~~~l!Y ， ~<)~~1 -
12 - 7f(H2) Ip(B2 IH2 )L(B2 旬、 H2 ')dB2
K12 の計算には?仮説が成り立つ事前確率 (p(Hi ) ，i = 1 ， 2) と同様に 7 各仮説の
もとでの事前情報と尤度が必要である . 1 つの決定は ， K12 > 1 なら Hl を受容
し 7 その他の場合は H2 を受容することである もちろん，もっと手の込んだ方
法も利用できる たとえば?非線形制約の検定に関心がある場合?制約のないモ
デルと制約付のモデルの両方の下で事前分布を作成するのは大変であるので実
際的ではない . しかし ， McCulloch and Rossi (1992) は、この種の問題を克服で
きるある優れた方法を開発している.
応用研究ではべイスファクターも通常報告される これは 2 つの仮説に対す





量(たとえば B ， γ や仮説の真実性など)を確率変数として扱い?既知の変量(た
とえば1 データ)に条件づけるのに対し 7 後者はデータを確率変数として扱い 7 パ
ラメータや仮説の状態を非確率的なものとして考えることにある ベイズ分析
を行うときには 7 情報のない事前分布が用いられる場合が多いけれども?尤度関




ベイズj去を用いる場合には 7 積分の計算が必要になる 事後平均はしばしば
1)ベイズ意思決定理論的な分析では損失関数も定式化する必要があるがこの段階は実際に
はよく省略される
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推定量になり ， E(Bly) = I Bp(Bly)dB を計算する 事後オッズを得るためには ?









観的である しかし ? 事前分布はデータセ y トからのどんな情報も拒否するほど
独善的であるべきではない
事前分布は次のようないくつかの理由によって分類される.最も簡単な事前
分布を作成する方法は 7 とりつるパラメータの値を集めて全体が 1 になるょっ
に基準化することによって，事前分布をできるだけ事前の確信を反映させるよ
うにする O が離散的な値をとる場合は自然な方法であり 1 連続的な値をとる場
合は実線上の区間をとって O に対する事前のヒストグラムを作成する あるい
は O に対する事前分布が?あるパラメトリ y クな分布族 π(Bly) に属すると仮定
して ， y を結果ができるだけ真の事前の確信に近くなるように選ぶたとえば， y
が 2 次元の場合， 2 つのモーメント(たとえば平均と分散)か， 2 つの分位値(た
とえば 50% と 95%) を与えれば?その厳密な値を決めることができる しかしこ
の方法の限界は?事前の確信が標準的なパラメトリック型に収まらない場合があ
る点である さらに 7 一見すると同じように見える 2 つの分布が‘全く異なる性
質を持っている場合がある たとえば， Berger(1985 , p.79) で指摘されているょ
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事前分布は 1 少なくとも O のいくつかの要素に関して事前に持っている知識を
表す報知的 (informαtive) であるか?あるし E は無知の状態を表す非報知的 (ηoη­
informαtive) に分けられる .最もよく知られた非報知事前分布、すなわち無知で
ある事前分布は Jeffreys 型事前分布で7 情報行列(すなわち『パラメータ 9 に関し
て対数尤度関数の 2 階の偏導関数の負の期待値)の行列式の平方根に比例してと
られる誤差項が正規分布にしたがう古典的な線形回帰モデルでは， 8 二 (ß' ， σ)'







事前分布は正員U (proper) か司あるいは非正則 ( improper) である 正則な事前






















ここで ν は (ηx 1) 従属変数の観測値ベクトルでその変動をモデルで説明しよ
うとし X は (ηx k) 説明変数行列?β は (k x 1) の推定されるベクトルすなわ
ち回帰パラメータ?そして ε は分散が σ2 のホワイトノイズ誤差項の同じ次元の
ベクトルである もし?回帰パラメータに非正則な一様事前分布(これも Jeffreys





p(ν|β?σ ， X) = (2πσ2) -/ρexp[-1(u-xp)f(ν-Xβ)/σ2] 
2 
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であり ? 同時事後分布は次のように表せる .
p(久 σl払 X)α(2π) 一η/2σ一 (η+l)expl-1(ν-Xβ)'(ν_. Xβ)/σ2] 
2 
α(2π)-ψσ一 (九十1)exp[-1(η - k)S2/σ2 + (β- (3)'σ-2X'X(β-(3)] 
2 
ここで ? 上の式は二次形式の項に分けられ? β と σ2 の最小 2 乗推定量 b と S2
を用いて表されている パラメータの周辺事後分布は
p(β|ν ， X) α[(η _k)S2+(β - (3)'X'X(β- (3)rρ 
となり 7 これは多変量 t 分布にしたがう.そして
川， X) α (J-(η-k+1) 仰[十
は逆ガンマ分布にしたがい?σ2 の周辺事後分布は χ2 分布を基準化したもので
あることを意味している.分散ー共分散行列を 2 と表す一般化誤差分布の場合
は?この分布は簡単に一般化でき，L:;の周辺事後分布は逆ウイッシャート分布に





めに 1 両者の考え方と方法論に主に焦点を合わせた分析は Poirier(1988) あるい
は Berger(1985) ， 118-126 ページを参照すると良い 実証的な問題の分析に関
しては 1 ベイズ的な計量経済分析の方法は古典的な方法と比べて?その単純性
( simpLicity) と整合性 ( cohereηcy) という点において優れている 古典的な手法
に必要とされる多くのテクニックと基準とは異なり 7 ベイズ的な方法では(非報
知的な)事前密度と尤度関数だけを必要とする対照的に?古典的な実証分析で
は適切な手法を選択し 1 その統計的な性質を知らなければならない しかも多く
の性質は漸近的にのみ既知であり 7 小標本でのパフォーマンスにともなう問題
は残されている
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ベイズ法は観測されたデータの条件付の事後密度に基づいてい る . これは?古
典的な手法が推定量の性質が繰り返し標本で評価される不偏性のような基準に
基づいているのと対照的である.このような基準はペ イジアンにと っ てはほと
んど関心がない さらに 3 この条件付けを行うことは 7 特定の応用に対して合理
的な計量経済理論を単純化するだけでなく ? しばしば応用そのものを単純化す
る たとえば， Geweke (1988) の不等号制約 に したがうパラメータをもっモデ
ルのベイズ分析は 7 古典的な方法に比べて非常に簡単に なるのはよい例である
(Poirier日 1988) 同様に ， McCulloch and Rossi (1992) は 1 ランダム係数構造をも
っ多対プロピットモデルを用いて計算的に可能な方法を開発したパネルデー
タを用いた研究では?消費者の異質性を認めることが必要であり司そのような異
質性をモデル化する標準的な方法は 7 ランダム係数モデルである しかし 、 古典
的な方法を用いて多対プロビ ッ トモデルの枠組みでランダム係数モデルを用い
ると 1 多くの計算上の厄介な問題が生じる しかし Gibbs サンプリングを用い
たベイズ法では?階層モデルに対してと同様な利点がある
ベイズの方法による条件付けを行った場合の性質は"観測された標本に対して





ベイズ法のもう 1 つの利点は? 局外母数 (η山sαnce parameter) の取り扱いに
ある これは古典的な計量経済分析を行うには特に厄介な問題である 通常は 7
それらを有限標本の性質を失うというコストを払って一致推定量で置き換える
必要がある しかしベイズ法では局外母数に関して簡単に積分できる.たとえ
ば? 線形回帰モデルで回帰係数 p と誤差分散 σ2 とすると ? 事前分布に尤度関数
を掛けて事後分布 p(ß ， u 2 l y) を得る もし 3 だけが必要なら?ベイズ分析では
p(ﾟly) = I p(ß , u2 ly)dσ2 とするだけである 3)
3)実際 に は ; 局外母数に関して積分すると問題をずっ と簡単にできる しかし，次の 2 つ の理
由か ら結果に影響を与えることがある それは i ) 古典的な計量経済分析では ， 局外母数を 一致
推定値で しば し ば置き換える方法があるが小標本で、は一致推定量によ っ て結果が異なるこ と
があ り得る し か し， そのような類似の問題はペイジアンでは生じない ii ) 局外母数のペイジア
ンでの扱いは，周辺密度 (p(ßl y ) ) で考えるこ と になる 古典的な手法に似たベイズ的な方法では





詳細についてここでサーベイを行わない しかし 3 もし事前情報が得られればそ
れを含めるべきであり 7 ベイズ法はそれを行う最良の方法を提供する
実証分析では 1 事前分布を変化させたことによる事後分布の感度の問題は重
要である.しかし 7 事前分布の生成 ( elicitαtioη) の問題はより重要である.計量
経済分析では自分だけが満足する結果が得られればよいわけではない.このた
めに 1 自分の事前の確信に対応するただ 1 つだけの事前分布を選択すべきでな
く 7 むしろ様々な専門家の意見を取り込んだ一定の範囲の事前分布を選択すべ
きである ほとんどの応用問題では F それまでの研究や経済理論から研究者間に
かなりの合意がある たとえば， ß を生産モデルでの規模に対する収穫を測る
パラメータとすると?研究者によって様々な事前分布を 3 に持つ ほとんどは
。が 1 に近く 7 人によっては 3 が 0.75 に近いと思っているが?だれも 3 が 100
に近いと思っていない.そこで?合理的な事前密度は主要な確率が区間 [0.5 ，1. 5]
内にあるとする.しかし ， N(l ， 0.25) ,N(0.75 , 1) ， あるいは八((1.25 ， 1) のように?
この性質を持つ多くの事前分布があるので?応用研究ではこれらすべての様々
な事前分布を試すことができる 尤もらしい一定の範囲の事前分布に対して結








条件付密度 (p(ßIσ2 = S2 ， ここで ， s2 は σ2 の一致推定値)で考えることである 実際には 3 古典
的計量経済学では滅多に p(β|σ2 = S2) を使わないいうまでもなく 7 局外母数に一致推定値を
当てることは小標本効果を持つ
-1)事前分布の感度分析についてのベイジアンの文献は急速に増加している この分野への役
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多くの場合? パラメータについてたぶん暖昧な事前情報しか持っていない場合
が多い再び， ß を規模に関する収穫を測るパラメータとすると ， ß は 1 に近いと




と呼ばれる)を選ぶ したがって 7 以前の例での 3 に対する事前分布は正規分布
であると決める . それはたんに正規分布が扱いやすいからである.そして，事前
の情報に基づいて事前平均が 1 で事前分散が 0.0625 とする 3 と σ2 によって




ノ fーパラメータの選択に要約される実際は 1 ベ イジアンは?パラメータの経済
学的な解釈を通じて非公式に推論することによって 1 事前のハイパーパラメータ
をしばしば選択する たとえば7 上の例で 3 は規模に対する収穫の弾力性であ




and Poirier (1993) はロジ ッ トモデルに対する自然共役事前分布を導出してい
る.彼らは最初に ? このモデルのパラメータを直接に解釈するのが難しく.した
がって事前分布の導出が難しいと述べている それでも 7 それらの事前分布に対
するハイパーパラメータを?パラメータ自体ではなく観測可能性に関して推論
することによって ? 選択する方法を述べている すなわち?事前分布の導出を次
のような聞いをもとにして行う Iある特性をもっ個人は 7 その特性をもたな
い人に関連する別の特性を選択することがどのくらいあり得るか?J
Kadane et al. (1980) は 7 正規線形モデルに対してこの種の接近方法をとるソ
フトウ ェ アを開発している この対話型ソフトウェアは使用者に ， X のある値
い立つ入門書として Berger (1985), 195-247 ページ ， あるいは Kadane (1 984) がある 線形回
帰モデルに対する事前分布の感度についての議論は， Leamer (1978 , 1983 , 1985 ) にある




行ったその他の事前分布の作成方法は Berger (1985) の第 3 章にある この段
階でいくつかの点を強調しておく必要がある i) 多くのモデルのクラスでは 7 通
常用いられる事前分布の標準的なファミリーが存在する たとえば正規線形回
帰モデルに対する正規・ガンマ事前分布で、ある これらのクラスに対しては 1 事
前分布の作成問題は適切な事前のハイパーパラメータを選択することに帰着す










通った結果になる 5) たとえば7 事後密度のモードは最尤推定値と同じである
フラット事前分布は 1 パラメータ変換に対して不変ではないことで批判され
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じである p(ß ， σ2) cx: σ-1 の形の事前分布になる 6)
しかし?別のもっと深刻な非報知事前密度の問題点は 7 それらがしばしば非正









けれども 1 それが受け入れら始めたのは 90 年代になってからである 初期の応
用研究は 7 最近のいくつかの Journal 0 f Econometrics のベイズ応用分析の特集
号9) や ， Adυαηces in Econometrics10 ) に見られる.本稿ではベイズ分析を採用し
たすべての応用分野の詳細なサーベイは行わないが，計量経済分析についての
包括的な情報は Zellner(1983 ， 1985) を参照すると良い.そのかわり 7 ここではベ
イ ズ法が広く用いられており 1 古典的な方法と比較可能な 2 つの分野である単
位根検定と EBA(極値境界値分析)を取り上げることにする前者は?多くの論
6)非報知事前分布についてのより詳細な議論については， Zellner (1971) , 41-53 ページ，ある
いは Berger (1985) , 82-89 ページを参照








密度を使用しなければならない しかし ， ßj (j #i) に対してや誤差分散に対して、非正則な事前
密度を使用することは完全に受け入れることができる
9)Bayesian Empirical Studies in Economics and Finance > ed. by D.J.Poirier , 1991; Bayesian 
and Classical Econometric Modelling of Time Series , ed. by L.Bauwens and M. Lubrano , 1995; 
Bayes , Bernoullis , and Basel, ed. by L. Bauwens , W. Polasek and H. van Dijk , 1996 の各特集
号に多くのベイズ流の応用分析がある
lO)T.B.Fomby and R.C.Hill ed. Advαηces in EconometïÌcs, Vol.l1 A ， B に多くのベイズ応用
分析がまとめられており， Part A は Bayesian Computational ?Vlethods and Applications , Part 
B は Bayesian Methods Applied to Time Series Data のそれぞれ特集号である

















づく推定量と検定統計量を強調している. Dickey and Fuller (1979) と Nelson




Yt = ρYt-l + 乞仇ムYt-i 十 Ut
ここで Yt (t = 1,..., T) は観測されたベクトルの t 番目の要素であり?同は
観測されない誤差項である 実証が可能な単位根は p 二二 1 ならば存在する し
かし誤差項の性質について異なった仮定をすることが多いたとえば?Dickey
and Fuller (1979) は Ut が iid 正規を仮定し ， t 分布に従わない p = 1 を検
定するのに ， t 統計量に対する臨界値をシミュレートした その後 Phili ps an d 
Perron (1988) では 3 誤差項についてもっと一般的な仮定を考え ， t 統計量の関数
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である検定統計量を導いた実証研究で単位根を検定するときには.しばしば
Dickey -Fuller テストか Phillips-Perron の拡張が用いられる しかし 7 いくつか
のモンテカルロ研究からの事実(たとえば Schwert ， 1989 や DeJong ， Nankervis , 
Savin and Whiteman , 1992 参照)は，これらの古典的な単位根検定は極めて低
い検出力しかもたず、特にトレンド定常な対立仮説に対しては検出力は低いこ
とを示している







を示している.特に， DeJong and Whiteman (1991a ， b ， c) によるフラットな事前
分布を用いたベイズ分析では， Nelson and Plosser (1982) によって研究されたマ
クロ時系列や ， Shiller (1981) と Marsh and Merton (1986) で分析されたスト y
ク価格や配当系列に単位根はほとんど見い出されていない 同様に， Schotman 
and van Dijk (1991a) によるフラットな事前分布を用いたベイズ分析では 7 実質
為替レートや実質 GNP データに単位根があるという事実は 7 古典的な単位根検
定の結果によって支持されよりもずっと弱いことを見い出した
ベイズ単位根の分析は?ベイズ分析を行っている人々の内から批判されてい
る たとえば DeJong and Whiteman (1991aム)で用いられたフラット事前分
布の型は非報知ではないということについての論争から， Peter Phillips は時系




Phillips (1991) は ? 非報知事前分布の作成に対する Je百reys のルールを用いて?
無知の事前分布 (igηonαηcεp門or) と呼ばれる事前分布を開発した. Phillips の
事前分布は、拡散的な動きを意味するパラメータ空間に様々な事前ウェイトをお
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くという点で DeJong and Whi teman のものとは違う この反直感的な性質は 7
Phillips の事前分布作成法の性質から生じるものであり 引 これは事前分布がモデ
ルの標本理論的性質をまねていることを保証するものである.すなわち 7 もし p
が実際に 1 より大きかったとすれば7 モデルから生成されたデータはこの系列
がすぐに発散する性質があることは明らかになる したがって 1 一般的に 1 より
大きい p の値はより多くの情報を含んでおり ? Phillips の無知の事前分布が表
している特性である これらのモデルに基づいた事前分布を用いて 1 ベイズ法に
よる事後解析は 1 単位根の有無について古典的な有意性検定と同じくらい不確
実であることを示した加えて ? Phillips は Jeffreys 型事前分布を利用した方法
を Nelson-Plosser データに応用し 7 もっと 一般的な Jeffreys 型の事前分布を採用
し 7 同様な結果を得ている DeJong and Whiteman (1989a) や Zivot and Phillips 
(1991 )で報告されたよりは?単位根モデルに対して決定的な証拠がないことを
見い出している
Phillips の無知の事前分布は 7 ペイジアンからも非ベイジアンからもともに批










DeJong and Whiteman (1991a ,b) , Phillips (1991) それに Zivot and Phillips 
(1991) によって行われた単位根仮説のベイズ分析では‘モデルのパラメータに
関して線形である推定された定数項とトレンドをもっ共通の AR(k) モデルを用
いている Schotman and van Dijk (1991a) は Phillips への返答で ? 定数項とト
11 ) しか し) Phillips の考えた U . S マクロ経済時系列における非定常性の確率は ， 2 分の l よ り
もかな り 小さいものである この特性は?何人かの研究者にペイジアン単位根の結果が事前密度
にかな り 変化があ っ てもかなり頑健であると結論づけることになる
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レンドのある AR(k) モデルの非線形の観測されない要素モデルを用いて.モデ
ルのパラメータに関してフラット事前分布と Jeffreys 型事前分布の動きと 、王
要な自己回帰係数 p の結果として得られた事後分布を調べた彼らは ， Schmidt 
and Phillips (1989 ，1992) におけるように 7 この要素モデルによる表現は単位根
仮説の分析に対してより適切であるとした それは要素モデルにおける確定項
パラメータは?単位根帰無仮説とトレンド定常対立仮説の下では同じ解釈ができ
るが7 線形モデルでのパラメータでは同じ解釈ができ;ないからである しかし ?
彼らの見方は DeJong and Whi teman や Phillips によるものとはかなり異なる
特に 7 要素モデルの中ではフラット事前分布と比較した場合， Jeffreys 型の事前
分布は単位根モデルのウェイトを小さくすることを示したそして， DeJong and 
Whiteman (1991a ， b) の結果と対照的に 7 フラット事前分布から導かれた事後分
布の推定は確率 l で単位根仮説になることも示した さらに?単位根モデルを受
け入れるという事後オッズ比は 7 レベルパラメータに非正則な事前分布を用い
ると発散することを示した . レベルパラメータに対する Jeffreys 型の事前分布
は非正則であるから， Schotman and van Dijk は Je缶句rs 型の事前分布は「単位
根仮説のベイズ分析には不適切である」と批判している
ペイジアンは古典的な単位根の論文に対して，いくつかの面で批判している
(Sirr眠 1988; Sims and Uhlig 1991; Koop 1992b,c; Koop and Steel , 1994; Schotｭ
man and van Dijk, 1991a,b; DeJong and Whiteman , 1991a ， b) 単に検出力が低
いためだけでなく?それらが単位根でのナイフの刃のような漸近性にかなり依
存しているためである.すなわち 7 古典的な漸近理論は?もし Ipl く 1 なら標準
的な結果が成り立つが， p= 1 なら結果は大きく異なるという事実に悩まされて
いる.さらに 7 もし Ipl > 1 で系列が発散するなら?漸近的な結果は単位根ある
いは定常系列の場合とは異なる もちろん?小標本で、は 1 定常であるが持続性の
ある系列(たとえば， p = 0.95) から生成された系列は単位根とは実際上区別す
ることができないこれらの論文が示しているように 1 ベイズテストは厳密な有
限標本の結果を与える この方法は p について連続な尤度関数に基づいている
から.古典的な j斬近性における不連続性はない12)
12)多分、この問題に対するベイジアンと古典派の聞の大きな差を最も分かりやすく示したの
は ， Sims and Uhlig(1991 ) である ここでは，ベイジアンと非ペイジアンそれぞれに関心がある
ρ|戸と司ρ のグラフを提示し，し、かにペイジアンのグラフが両者のうちでより合理的かを示して
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ベイズ流単位根検定を行う代表的な 2 つの方法がある. 1 つの方法は ， p に対す
る報知情報を用いて?単位根モデルを非単位根モデルと比較する事後オ ッ ズを計
算する (Koop ， 1992b ,c; Koop and Steel , 1994; など).もう 1 つの方法は報知事
前分布を用いず， p が l の近傍の一定の区域(たとえば) P(O.95 く p くl. 05ly) あ
るいは P(lpl 三 11Y) に入る事後確率を計算する (DeJong and Whiteman , 1991a, 
b) これらの考え方と異なる方法が， Tsurumi and Wago (1996) で提案されてい
る この方法は， DeJ ong and Whi teman の用いたフラ ッ トな事前分布による結
果を利用して 1 事後密度を帰無仮説の値の方向にヲ|っ張る自然共役事前分布を
用いて分析している ここで 1 次の 2 つの点を強調できる 1) ベイズ単位根検定
は 7 必要なのは尤度関数と事前分布であるから導出が容易であり 7 厳密な有限標
本の結果を与える 古典的な単位根検定を導出するのに必要な漸近理論は極め
て複雑であり?モンテカルロ研究によれば1 これらの漸近的な結果を小標本に適
















尋ね 7 否定的に答えがちである 簡単に言 うと ? ベイズ法は古典的な受容/棄却
いる
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という検定方法よりも ? 標本情報をよ り 適切に要約している
EBA(Extreme Bounds Analysis :極値境界値分析)
多くのベイズ分析を用いている人たちはモデル選択の古典的方法を批判して
おり ? たぶん最も強いものは Ed Leamer の研究 ( 1978 ， 1983 ，1 985 ) から生じたも




デルでは?感度分析のパフォーマンスに対するこの一般的な名称、は ， EBA とし




Yt 二 z;β +εt (t = 1, . . . , rp)
ここで Xt は kx1 の説明変数ベクトル ? そしてのは iid. N(O ， σ2) である事前
分布は自然共役で ， R と T はそれぞれ既知の Jxk とた x1 行列で ranlく (R) = J 
とする. アプリオリに E(Rβ)= r を仮定するが?事前分散%は定式化しない
ままであ る.もし 7 β の線形結合 (φ/β ? ここで φ はた x 1) に関心があれば7 こ
の線形結合の論理的推定値は E(φ/β IY) となる しかし 1 この例では事前分散を
定式化できないし ? しようとしない . Leamer は E(φfβ IY) がとりうる極値を計
算することを提唱しているすなわち mln同 E(φ/β I Y) と max均 E(φfβ IY) を解
くことを考える 2 つの解は ， E(φ'ß ly) の事後平均がとる極値になる この差
6 を計算し ? パラメータの推定値の暖昧さの尺度としようとするものである 5 
が大きければ7 推定値のとりうる範囲が広がることを意味している 言い換える
と ， EBA は研究者はパラメータの事前の位置についてある情報をもっているが
あえて事前分散行列を定式化しようとしない?共通の場合に対する事前分布の
感度分析として解釈できる
EBA の古典的な解釈も直感に訴え?納得できる.説明変数は 2 つのグループー
自由変数と候補変数? に分割される 自由変数は回帰に必ず入る変数であ りー こ
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れらの変数の係数にどんな制約もおかないことに確信を持っている それに対
して?候補変数は推定に必須ではないが方程式の適合度に寄与する変数である
どんな候補変数も Rβ 二 T の形の任意の線形制約に従うとさせることができる
たとえば、貨幣需要関数では利子率を自由変数として選び?その他のたとえば
金融イノベーションに対する代理変数7 ラグ付き変数を 1 ゼロ制約に従う候補変
数とする Leamer は 7 これは基本的には多くの応用研究者が通常行っているこ
とであり 1 通常 2 ， 3 のキ一変数に関心があり ?その他の実験をおこなうと述べて
いる しかし 7 この実験から唯 1 つの最終的な回帰式を示すだけよりも， Leamer 
は 1 重要な変数と考えるキーパラメータのどれかが起こる極値を示すべきであ
ると述べている 簡単には ， Leamer は候補変数に課される線形制約に対する重
要パラメータ推定値の感度を調べ? これらの極値境界が上のベイズ事前感度問
題におけるものと正確に同じになるかどうかを調べる
EBA はいくつかの実証分析で行われている たぶん最も重要なものは Cooley
and LeRoy (1981) であろう この研究は McAleer ， Pagan and Volker (1985) に
よって反論され7 ふたたび Cooley and LeRoy (1986) と Leamer(1985) によって
弁護されている.彼らの研究では ， Cooley and LeRoy (1981) は EBA を貨幣需
要関数に適用し 7 利子率弾力性に対する EBA は非常に広く 1 ゼロを含んでいる
ので 7 いかなる推測も不安定なものであるとの結論を得た たとえば?利子率
の符号が負で推定されるのは 1 候補変数を都合よく組み合わせて得られるもの
であり ? データに含まれている情報だけでは利子率が負である結果は得られな
い.したがって 7 推定されている関数の多くは 7 分析者の強い先験的情報でゆが
められた結果である可能性が大きいことを明らかにしている McAleer , Pagan 
and Volker (1985) はこの見解に様々な理由を挙げて反論したその多くはここ
で関心はない今の目的のためには?彼らが EBA が候補変数の有意性に依存し
ているだけでなく 7 異なる分類が異なる EBA を意味するとし寸意味で7 変数を
自由と候補のカテゴリーに分けることに依存している範囲の大きさを強調して
いることを注意するだけで十分である これらは Leamer (1985) や Cooley and 
LeRoy (1986) が厄介な問題とは見なさなかった性質である一般的に言うとこ
れらの性質は十分考慮して遂行された古典的分析とベイズ的な方法を用いた分
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析との間の本質的な類似性を強調するものと考えることができる 13 )
Leamer は SEARCH と呼ばれるコンピュータ・パッケージを作成し?彼が提
唱した多くの手法が取り入れられている
13)EBA の分析例については伴 (1991 ) ， 163- 16S を 参照のこと
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理のベイズ版といえる . もっと複雑な漸近的な方法はラプラス法 (Tierney and 
Kad組e ， 1986) の様な手法で 7 もう少し正確で7 かなり非対称な事後分布への近
似ができる . このような近似法が適用できないかあるいは精度が不十分である
場合には ? 数値積分に頼ることになる . 何年もの問ガウス求積j去のような伝統
的な方法がこの目的のために使われてきた 1) しかし?この方法を適用するのは?
対象とする計算式が大きなモデルでは扱えないので、， (パラメータ数が 10位まで
の)低次元の計算に限られてきた . これらの方法には 1 一定の精度を維持するた
めに必要な関数を評価する数が?次元数とともに指数的に増加するという 次元の
呪い という問題がある . もう一つの方法は， Dempster, Laird and Rubin (1977) 
の EM アルゴリズムである . 本来は欠測値問題における最尤推定値を見つける
1) これらの方法についての一般的な議論については Thisted (1988 , Ch.5) を?また事後分布の
計算への応用については ~aylor and Smith (1982) を参照.
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あるという特徴がある.この方法には 1 インポータンス・サンフリング (Geweke ，
1989a) や単純な受容/棄却サンプリングのような伝統的な非反復的方法が含ま
れる もっと強力な方法は 7 最近開発された反復的マルコフ連鎖モンテカルロ
法で 7 データ拡大 (Tanner and Wong , 1987) ，メトロポリスーヘイステイング ・ ア
ルゴリズム (Hぉtings ， 1970) ，そしてギブス ・ サンプラー (Geman and Geman , 
1984; Gelfand and Smith , 1990) が含まれる.これらの方法はマルコフ連鎖を作
成し 7 そのアウトプットは同時事後分布からの(相関のある)サンプルに対応す





lnp(8Iy) 二 p(6lu)+(8-5)fG(6|U)+1(8-6)fH(Olu)(O - め+残余
2 






散行列として用いる たとえば， Zellner and Rossi (1984) はロジットモデルで
の研究にこの近似を係用している しかし?彼らは正規近似が極めて良くないこ
とを見い出している













済分析では通常多次元の問題を取り扱う場合が多い Naylor and Smith (1982 , 
1988) と Smith et al. (1985) は数値積分の全般的な議論をしており， 9 次元まで
の数値積分を行っているが?プログラムは複雑で? 個別の問題に対するものであ
るので.経験のあるコンビュータ ・ プログラマーだけが使いこなせるものであ
る しかし， 1 っか 2 つのパラメータに関する積分が必要な応用問題に対しては
数値積分は実行可能である たとえば， BRAp2) は， ]次元の問題に対してはシ
ンプソンの法則に基づいた簡単なサブルーチンがあり， IMSL や NAG ライブラ
リーは Fortran プログラム 3) から直接呼び出せるいくつかのサブルーチンを含
んでいる.多分最も手の込んだプロ グラムは Bayes F'our であり 3 数値積分を行
うための広範囲のサブルーチンを含んでいる (Naylor and Shaw (199 1 ) 参照)
2.1.3 ラプラス近似
ベイズ分析では積分を近似するためにラプラス法を用いることができる. Tierｭ
ney and Kadane (1986) , Tierney, Kass and Kadane (1989 ) ，そして Kass ， Tierney 
2)BRAP はシカゴ大学の Arnold Zellner を中心としたグループによって考案された TSP に
似たベイズ計量経済分析用のコンピュータパッケージである このプログラムの詳細は付録を
参照のこと
3)IMSL と NAG ライブラリーは y ほとんどの大学で利用できる Fortran サブ Jレーテイン・ラ
イブラリーである
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and Kadane (1988) による研究によって 7 ベイズ計算に役立つ解析的な近似を得
ることができるようになった 特に 7 実数値あるいはベクトル値パラメータや
周辺事後密度の事後平均と分散を近似する積分にラプラス法を適用した この
方法を用いると 7 ベイズ分析は積分 r1(8) exp[-Th(8)]d8 ( スカラーの O に対し
て)を
…<
1 (8)V 子σ叫トTh(8)] 
によって近似する ここで O は九(8) の最大値7 そして σ2 は O で評価したヘ ッ
セ行列の逆行列にマイナスを付けたものである ほとんどのベイズ積分はこの
形を取るたとえば Tierney and Kadane (1986) は
f exp(T Lつd8E(g(8)ly) = r exp(T L )d8 
と表している ここで L = [ln(p(8)) + ln(L(8Iy)) ]/T , L在二 L+ ln[g(8)]/T そし




多変量の場合には 7 次のように E(g(8)ly) に対する 2 次近似値を得る.
今 l 2:'"(8*) 11/2 exp[T L本(か)]
一 -
J 12:(8)l/2exp[TL(8)] 
ここで 8 と P は最大値であり 7 それぞれ L と L* に対応する 2 と 2アは?ヘッ
セ行列の逆行列にマイナスを付けたものである Kass , Tierney, and Kadane 
(1989) で示されているように?この近似の相対誤差は T-2 のオーダーで上の正
規近似よりもかなり良い対応する g(8) の分散の 2 次近似は次のようになる
V (g(8)ly) = ﾊ(g(8)2Iy) -[E(g(8)ly)f 
Tierney-Kadane ~.去を行うには?関数を最適化することだけが必要である特
に L と L* は最大化され，そのヘッセ行列を得る必要があるが?多くの最適化
パッケージが存在するのでわざわざプログラムする必要はない最尤法をよく
使う応用分析を行う人にとっては 7 積分問題を 2 つの最適化問題に変えるので
Tierney-Kadane Y去は簡単に使える.そして L と L* は似た関数であるから‘も
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し 6 を 6ホの探索での初期値として使えば計算が容易に なる Tierney-Kadane 
法は ? たとえかがかの方向で 6 からの 1 ニュートン・ステ ッ プに よ っ て置き
換えられでも ? その高い精度を漸近的に維持する この方法は ， Tierney-Kadane 
の 1 段階法として知られている 簡単には ， (い く ら か精度を犠牲にして も )2 段
階目の最適化を行う必要はない
Tierney-Kadane 法に関しては ， 4 つの欠点 を指摘 しておく必要がある 第 1
にこの方法は計算したい特性値に対して繰 り 返さなければな ら な い したがっ
て 7 もし 20 個のパラメータの事後平均と分散を計算する場合には ， 41 回の通常
時間がかかる最適化を行わなければならない . 第 2 に ? この方法は g(8 1 Y) の対数
をとるので正の関数に限定される しかし 7 この制約は大きな定数を g(8 1 Y) に
加えるか ， (常に正である)積率母関数を用いてそれを微分することによって回避
することができる 第 3 に 7 この方法は ? 近似の精度を診断する方法がない第
4 に 7 この方法の近似の質を改良する方法がない . 事実， たとえ Tierney-Kadane 
近似の精度が当面の応用問題にとってはあまり良くないということを気付いて
いたとしても ? 全く別の方法を考えることができない
まとめると ， Tierney-Kadane 法は少数の重要な積分を速く近似する非常によ
い方法である しかし ， 10 個以上の多数の積分を計算しなければならないよう
な大きな問題に対しては 1 モンテカルロ積分の方が好ましい方法である
例:口ジットモデル
Koop and Poirier (1993) は ， 1982 年の社会調査を用いて 337 人の雇用されて
いる男性に対して ， 5 つの職業カテゴリ一間での選択が 3 つの特性に依存してい
る多対ロジットモデルを考えた . 次の多対ロジット尤度が仮定される
T 5 
L(Y I 8) α I1 I1 Pi~ij 
ここで 7 個人 t が職業 3 を選択すると Yij = 1 (その他の場合はめ = 0) 、そして




ここで ， Zi は個人 t についての 4 x 1 のデータベクトル(経験7 教育 ? 人種の 3
つの特性値と定数項)，そして 93 は 4 x 1 のパラメータのベクトルである 4) こ
の尤度関数をフラットな事前分布と結びつけるすなわち?事後密度は尤度関数
に比例する 目的はいくつかの特性を持つ個人が職業につく確率を予測するこ
とである言い換えれば， 1 を特性 Zf をもっ個人の指標とした場合に ? pf3 を計
算しようとした.これらの予測された確率は ? ロジットパラメータ O の非線形
関数である
最尤推定量に対して closed form の解は存在しないことはよく知られている
ので 7 最尤推定値を計算するためには最適化プログラムが必要になる さらに
一般にこの尤度関数を含む積分に対する解析的な解は存在しないことは容易に
証明できる
そこで? 予測された確率の事後密度を評価するのに ) Tierney-Kadane の方法
とその 1 段階法 (One-Step methods) の両方を用いている前者の方法では、ロ
ジット事後密度の対数 (Tierney-Kadane の記号では L) を最適化し?次に L* の
その後の最適化に対する初期値としてこの最適化の値を用いている L滋は計算






法である 計量経済学への導入は?ほとんど Kloeck and van Dijk (1978) と
Geweke(1989a) の研究を通じで行われている モンテカルロ ・ サンプリングは積
分を直接に数値的に評価するか7 あるいは数式を用いて解析的に求めた解の代
わりに妥当な標本空間における多数の点で構成される確率分布に依存している
この方法は ? 次のようないくつかの利点がある それらは 1) 高次元問題を扱
つのに適している ， 2) 目標に近似する際の誤差のサイズをコントロールできる 1
4)B 1 はゼロに正規化されている
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3) プログラムが簡単である.しかし 7 モンテカルロ法を用いた積分計算がコン
ピュータ時間の大半を占める場合が多い
2.2.1 単純なモンテカル口積分
単純なモンテカルロ積分は?もし η 個の確率変数 (011t=1 7 ・・ 7η) を事後分
布から抽出すると




数を抽出し 7 これらの乱数それぞれに対して必要な統計量を計算し 7 その各統計量
を抽出回数で平均することである近似の精度は η に依存し 7 それをコントロー
ルすることができる η についての漸近理論を用いると?数値的な精度の尺度を導
くことができる . すなわち?弱い正則条件の下で?グは漸近的に?平均 E(g(8)ly)
と分散♂2/η の正規分布にしたがう ここで?♂2 = lS(g(8)2Iy) -[E(g(8)ly)j2 
である .σ*2 は
s*2=izd(01)-F2 
によって推定することができる E(g(8)ly) に対する 95%信頼区間は ， [g* -
1.96s* /ゾη ， g*+ 1.96s* /ゾη! となる ここで♂/ゾn を数値標準誤差 (NSE) と呼
ぶ 1斬近理論によれば， g(8) の標準誤差の NSE に対する比は 1/ゾη を意味する





の精度を達成するのに必要な抽出回数は， Geweke (1988) の提案した対称加速
法 (αηtithetic αcceleratioη) を使えばかなり減らすことができる この方法は確
率分布のモーメント自身の数値評価に対する方法ではなく?標準的なモンテカ
ルロ・サンプリングに加えられる方法である この手法は次のようにペアにし
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てサンプルを抽出する.モードの一方で、のそれぞれの抽出と比例して、逆の方
向で 1 つ抽出する もっと正確には 7 もし事後分布のモードが μ で t 番目の抽
出が伊であったとすると?対称加速法は (i+ 1) 番目の抽出を 2μ- 8i とする
Geweke (1988) によれば 1 この方法は数値的な精度を大きく増加させ? したがっ
て?特に事後分布への漸近的な近似が正確ならば η を大きく減少させることが
できる このように対称反復法は?確率分布やそのモーメント自身の数値評価に






計算効率がかなり向上する 標準的なモンテカルロ ・ サンプリングで適切な数
値精度を保証するのに η= 5000 と η 二 10 ， 000 が通常選択されるが1 もしデー
タセットが T= 100 のサンプルサイズなら， 500 と 1000 の聞の対称確率抽出
(250 から 500 組)で一般に同じ程度の数値精度が達成できる 対称反復での数




を用いて， DeJong and Whiteman (1991a ， b) で述べられているベイズ単位根検
定の方法を考える DeJong and Whi teman は次のモデルを使っている
Yt = ßo 十 ßIYt-l + ﾟ2Yt-2 + ﾟ3Yt-3 + ﾟ4t + εt 
εt は平均がゼロで分散が σ2 の iid 正規7 β = (ßo , ﾟl , ß2 , ß3 , ﾟ4)' ， そして非報知
事前分布 p(β， σ2) <x σ-2 が仮定されると ? β に対する周辺事後密度は t 分布に
従う したがって ? β についての推測は多変量 t 密度の性質を用いて極めて簡単
に行える しかしながら， DeJong and Whiteman は β 自体には関心がなく 7 自
己回帰の dominate(支配的)な根 A に関心がある(^は自己回帰表現で絶対値で
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の最大の根として定義される). DeJ ong and Whi teman は p(A ど 0.975Iy) のよ
うな数値を計算した残念ながら?これらの数値は β の高度な非線形関数であ
り 1 したがって解析的な結果は存在しない しかし， p(β Iy) からのサンプリング
は簡単で、あるから?簡単なモンテカルロ積分を用いることができる
事実， t 事後分布は， 1) ß の最小 2 乗推定値である平均‘ 2) 最小 2 乗推定から
得られる統計量である分散7 そして 3) 自由度、すなわち T -1 ， で決められる
これらの統計量はどんな計量経済分析用のコンピュータ・パッケージからでも
簡単に得ることができ 1 乱数は t 事後密度からいくつかの方法で得ることがで
きる BRAP のようなプログラムでは 7 もし上の 1) ， 2) ， 3) を与えれば自動的に
t 密度から乱数を得ることができる別の方法として 7 応用経済分析を行う人は?
(たとえば， GAUSS のような)ほとんとごのパッケージに組み込まれている正規乱
数発生機能を使って t 乱数を簡単に作成することができ，次に正規分布と t 分
布との関係を利用して t 密度に変換する
t 乱数の場合では?モンテカルロ積分は事後分布から乱数グを発生し ， A を
計算する (1 回毎の抽出から A を計算する). A に関しての平均は E(Aly) に収
束し， 0.975 以上の Ai の割合は p(A 三 0.975Iy) に収束する.
DeJong and Whiteman は 7 単位根の存在を証明するのに p(A 三 0 . 975Iy) の
ような値を使っている しかし 7 モンテカルロ積分は自己回帰モデルやベクト
ル自己回帰 (VAR) モデルでのその他いろいろな統計量を計算するのに使うこと
ができる もし事前分布が自然共役あるいはフラットであれば事後密度は多
変量 t あるいは行列変量 t になり?事後密度から乱数を抽出することができる.





から直接乱数を抽出し 7 次に抽出した数で単純平均をとる方法であるが7 他方，
インポータンス ・ サンプリングを用いるモンテカルロ積分は?インポータンス関
数と呼ばれる代替密度から乱数を発生し，次にその抽出された乱数の加重平均




E(f((})ly) = I L( (})p( ()d() 
正規化された尤度に事前密度を掛けた cL((})p((}) を簡単にサンプルできるうた
とえば7 多変量 t 密度やスプリット t のような密度5) g(é~) によってラフな近似
をすることができる (Geweke ， 1989a を参照).ここで g( ci) は cL((}) π((}) に近け
ればそれだけ近似がよい他方， g((}) への近似が悪ければ多くのウェイトはゼ
ロに近くなり，僅かな P によって合計が変動し 7 不正確な近似になる
g((}) をインポータンス関数とし 7 それから簡単に乱数を発生することができ
る. (}i を g(めからの乱数とし?ウェイト関数を叫 = p ( (}1~ ) L ( )t I y)/ 9( )t )とする.
非常に弱 v)条件の下で6)
2二 WiJ((}t)





ス関数が選択されなければ η はかなり大きくなる この選択に対する良い経験
則は?インポータンス関数を事後密度関数に近似するか 7 少なくとも事後分布よ
り裾を厚くとるべきであるということである もし事後分布の裾がインポータ






ベイズ分析で共通によく使われるのは 1 前述の t インポータンス関数である
t 分布は 3 つのパラメータをもっており，平均1 分散?そして自由度である 関数
5) スプリ y トィ密度は非対称な場合に認められる以外は通常の t と同じである 定式上は，
モードの一方での分散は反対側では異なる場合がある
6)基本的には 3 これらの条件は g( f)) のサポートが p( f) ly) のサポートをカバーしていることが
必要である
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の最適化は比較的易しいので?インポータンス関数のパラメータを選択するた
めには?事後分布の対数を最適化すればよいほとんどの最適化パッケージは自
動的に事後モードを計算し 1 モードでのヘッセ行列を計算する インポータンス
関数の平均と分散は 1 それぞれ事後モードと対数事後分布のマイナスのヘッセ行




ところで、 ， t 分布が事後分布の十分な近似にならない場合には?解析的な方法
かあるいは等高線プロットのような数値的な道具のどちらかを用いて事後分布
を注意深く調べるしかない7) しかし，多くの応用研究では事後分布は近似的に
正規であり 7 正規あるいは t インポータンス関数を用いると十分満足するもの









どうかは， 1) ウェイトを調べる， 2) これらの変動係数を計算する， 3) これらの
ウェイトの分布のグラフをプロットする (Hop and van Dijk, 1990) ，のいずれか
を行う
あるいはもう 1 つの別の方法として， Geweke (1989) による漸近理論を用い
たインポータンス関数の診断を行うことができる 前節で紹介した Geweke が
用いた最も単純な診断法は?数値標準誤差 (NSE) である.この場合 NSE の推定





乞[g (tr) -g*]2W; 
NSE = I i=l 
ω 
ηヤい凶
もう l つの有望な数値は相対的数値有効性 (RNE) であ り， Geweke は次式で推
定した
V (g(8)IY) RNE = ¥.7 ¥ -/ I ~ 
η本 NSE乙
V (g(8)ly) はモンテカルロ法によって通常は計算されるので， RNE は NSE を一
度計算してしまえば簡単に得ることができる RNE の大きい値が望ましいすな
わち 7 もし RNE = 1 なら ? インポータンス関数は事後分布から直接サンプリン
グして得た結果と同程度の精度を持つ結果を得る さらに 1 NSE は (RNE*n)-lj2
と事後標準偏差の積である したがって ， RNE=O.l で η= 1 ， 000 とすると 7 数
値標準誤差は事後標準誤差の 10%になる
事後オッズの計算には ， E(f(8)ly) の形にはできない jπ(8)L( 81y )d8 の計算が
必要である しかし ， Geweke (1989) は次式になることを示した.
jπ(山
すべての正規化定数は事後オッズを計算する場合には含める必要がある ある
いは 1 少なくとも分析の最後で再び加える必要がある. すなわち ， J p(8)d8 = 





サンプリングの計算アルゴリズムは 7 まとめると次の通りである f(8Iy) を U
が与えられたときの条件付き確率密度関数としたとき?もし p(めから確率変数
を簡単に発生することができるなら 7 九(8) = I J(8Iy)p(8)d8 を求めるために
1. p(めから互いに独立な η 個の標本 Yl ， " ' ， Ym を発生させ
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2. h(}) = 去 ε7~1f ((}IYi) を計算する
九(めからの標本を発生させるには?九((})の代わりに f(191Yけから (}i を発生させ
る.しかし， p(めから標本を発生させることが難しい場合には?この方法は適用
できないので Geweke(1989a) は p((})に近い 7 標本を発生させやすいインポータ
ンス分布と呼ばれる分布 g((})を用いて
(1) g(めから互いに独立な m 個の標本釘，'" ， yムを発生させ
(2) h((}*)=L~l 叫f((}ly;)/ 乞乏lω1"叫= p( (}i) / g((};)を計算する
とすると 1 g((}) のサポートが p((}) のサポートを含むとき 7 確率 1 で h((}*)が
h((}) に収束することを証明した h(めからの標本を発生させるには (2) の代わ
りに
(2)' f ()I Yi) から伐を発生させる (i = 1 ，・・ • ,m) 
(3) ((}11" ' , (}m) に確率 (ω1 ，・・・ 7ωη) を与えて?標本(6Iî ， .・・， ()~)を発生させる
とすればよい Smith and Gelfand(1992) はこれを重み付ブートストラップと呼






することである すなわち?インポータンス密度は O の事後密度よりはいくら
か裾が厚いこれによって 7 事後密度の裾の方では標本をとりすぎることになる
が7 これらの観測値はインポータンス・ウェイト関数 ω((}) によって小さくウエ
イト付けされる もし裾が非常に薄ければ裾のカバレッジが不適切であり 7 これ
らの観測値に過剰にウェイトを与え?数値サンプリングをおこなう時に標本空
間の全領域を完全に覆えない (Geweke ， 1989a) 
そのためにう通常適切なカバレッジを保証するためにスケールアップした分
散・共分散行列のインポータンス密度を用いる (Tanner ， 1996 , p.56) たとえば
η 個の観測値と k 個の外生変数のある単一方程式回帰モデル U 二 Xß+ ε?ε~
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人((0 ， σ2 I) を仮定し 1 ここで f]= (ß ， σ2) に対する事前分布は h(ß)jσ に比例す
る . すると 7 回帰係数グには報知事前情報を ? そしてスケールパラメータ には標
準的な散漫な事前分布をもっデータの尤度は標準多変量正規分布であ り， h(ﾟ) 
が一定なら事後分布も f] = (ß ， σ2 ) に対して多変量正規ー逆ガンマ型であるよう
な標準的な形になる (Zellner ， 1971) しかし 7 多くの経済分析への応用の場合で
は ， h(ß) は F の標本空間を越えて一定であることは滅多にない.経済理論に
よってある点で切断されるかもしれないし正の値だけしかとらないかも知れな
い また 7 以前に行われた研究から得られた知識に よって特別な情報を持つこと
もある.多くの場合? インポータンス・サンプリングは 3 あるいは g(ß) の事後
分布を調べるために用いる最適な方法である データの尤度関数は ? 事前分布の
形によって尤度関数や事後分布が(事前分布のサポートがある標本空間の区域内
で)極端に異なるものではないと仮定すると 7 しばしばインポータンス密度は 自
然に選択される (仇 σ) についての確率抽出は簡単に行うことができ 7 したがっ
て事前分布は評価することができ 7 前述の全ステ ッ プで完全な分析ができる
計算ソフトウ ェ ア問題
インポータンス・サンプリングを用いたモンテカルロ積分を行ういくつかの
パッケージプログラムがある.たとえば， BRAP は正規あるいは t インポータ
ンス関数を用いてモンテカルロ積分を行うプログラムである 多分現在利用可
能な最も手の込んだモンテカルロ積分パッケージは ， Hop and van Dijk (190) 
によって開発されたものであり ， 2 つのアルゴリズムでプログラムした SISAM
と MIXIN である S ISAM は ， t インポータンス関数を用いたモンテカルロ積分
を行う 他方 ， MIXIN はもっと複雑な混合積分を用いて?モンテカルロと数値積
分の両方を結合して歪んでいる可能性のある密度を含む積分の正確な評価を行
つ 両方のサブルーテインを使うと?広範囲のインポータンス関数の診断ができ
る BRAP のモンテカルロ積分の機能を利用するのには Fortran が必要である .
Fortran と NAG サブルーティン ・ ライブラリーが SISAi\1 と MIXIN を利用す
るのに必要である
しかし通常は GAUSS ， S-Plus や Fortran ， あるいはどれか共通のプログラム
言語を用いて特定目的の プログラムを開発する場合が多い このとき必要なの
2.2 モンテカルロ積分 37 
は?サンプリング毎に事後分布を評価するサブルーテインであるすなわち?イ









次のような受容/棄却法 (A-R:Acceptαηce-RejectioηSαm.p ling) が用いられる 目
的とする密度 π(x) = p(x)jK から標本を発生するとし?ここで zε ~d ， p(x) は
正規化されていない密度であり ， K は(未知の)正規化定数である g(x) をある
既知の方法でシミュレートできる密度とし 7 すべての z に対して π(x) 三 cg(x)
であるような c が存在するとすると ? π(-) から確率変数を得るには
(1) g(-) から確率標本の候補 z を発生させる
(2) (0 ， 1) 区間上の一様分布 υ(0 ， 1) から乱数 u を発生させる.
(3) u く π (z)jcg(z) ならば z を確率標本として受容し，そうでなければ棄却し
て (1) に戻る
(4) (3) で得られた z を用いて f(Blz) から確率標本 B* を発生させる
とする. (1) から (3) のステップで受容された z の値は π(-) からの変量になる
ことが証明されている (Ripley， 1987) この方法が有効であるためには， C を十
分注意して選ぶ必要がある この方法は g(-) の p(-) に対する近似がよくなけれ
ば受容率が低くなり 7 効率の悪い乱数発生法になる
8)ωz の計算で， g( (J) あるいは p( (J ly) は，任意のスケールファク ターを掛けても結果に影響を
与えない しかし，正規化定数は事後オッズ解析に重要であるので?事後オッズを計算するとき
注意しなければいけない
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SIR:Samplingjlmportance Resampling 法
もう一つ公表されているデータを用いて統計的推測を簡単に行うために 7 欠測
値を埋める方法として Rubin(1987) は Sαmplingjlmportance Resαmpling (SIR) 
法を提案している まず g(Zly) から目標とする m 個の乱数よりもず、っと多い
M 個の乱数を発生させる ウェイトに従ってリサンプリングし?目 的の m 個の
乱数を得る方法である未知の母数を 0 とし 7 観測されるデータを y ， 観測され
ない観測値を Z として?事後分布 p(Zly) から欠測値 Z を発生させる方法であ
る.まず、1 事後分布 p(fJ， Zly) に対してよく近似しており 7 標本を発生させやす
い密度関数
g( fJ, Zly) = g( fJ ly)g(Zl fJ, y) 
を選ぶ g( fJ ly) と g(Zl fJ， y) はそれぞれ ρ( fJ ly) と p(Z l fJ， y) を近似した確率標本
を発生しやすい密度関数であるそして
(1) g( fJ, Zly) から M 個の標本 (fJ i , Zi) , (i= 1, 2 ，・ ， M) を発生する
(2) ウェイト同を次のように求める
p (y , zjl fJj)p( fJj・ )ωj - ω ( fJj ， zjly) α ， j = 1, 2, • • • , !vI g( fJj , zjly) 
(3) (zぃ Z2 ， . . . , ZM) の中から m(く M) 個の Z を確率 p(Z= Zj) = 切j/ 乞ど l 叫
で発生させる
ω3 の分布が非常にゆがんでいる場合は SIR による近似はきわめて悪いので ， g
の取り方に注意する必要がある.
例 : 口ジ ッ トモデル(続き)
再び Koop and Poirier (1993) のロジットモデルの例に戻ると 7 ロジットモデ
ルに対する事後密度から直接にサンプリングするのは簡単で、はない結果的に?




2.2 モンテカルロ積分 39 
弱い条件の下で7 ロジ y ト尤度関数はパラメータ に関して凹である少なくと
も Koop and Poirier (1993) で用 い られたデータセ ッ ト に対 し て ， t イン ポータ
ンス関数は事後密度に極めてうまく近似できる 上記の論文では ， 最初に ロジ ッ
ト 事後分布の対数を最適化し 7 結果と し て得た事後モード とマ イ ナスのヘ ッ セ
行列の逆行列をインポータンス関数の平均と分散と して用いてい る 自 由度の
パラメータの様々な値に対して実験し ， 5 つの値を選択すると 1 それは正規分布
の裾よりもかなり厚いことを示している次に ， パラメータや Pij の事後平均や
事後分散のような様々な統計量を計算している.
これらのステップを遂行するのに必要なコンビュータプログラムは 1 非常に
単純である最初のステップでは 7 ロジット 事後密度の対数が最適化され? 最適
値とヘッセ行列が計算される もし事前密度がフラ ッ トなら 7 このステ ッ プは
MLE の計算とその分散の推定と同じである この最初のステ ッ プはインポー
タンス関数のパラメータを与える 2 番目のステ ッ プは 1 インポータンス関数か
らサンプリングし 7 RJ のような特性値を各サンプリング毎に計算する.次に ? そ
のサンプリングを以前にグに対して与えた単純な公式を用いて平均する
2.2.3 Poly-t 密度
ペイジアン計量経済学における計算手法を説明する場合に ， poly-t 密度につ
いても多少ふれる必要があるだろう • Poly-t 密度は t カーネル(密度のカーネ
ルは積分定数を無視した密度である)の積あるいは比であり ? ペイジアン計量経
済分析? 特に同時方程式モデルあるいは操作変数モデルでは頻繁に生じる線形
回帰モデルでは ? そのような密度は異分散が存在する場合に生じる これらはし
ばしば解析的なモーメントをもたないので数値手法が通常必要とされる こ
の方法を poly-t 事後密度の性質を評価するのに用いることができるけれども ?
Bayesian Regression Package(BRP) として知られている特別なプログラムも利
用できる (Richard and Tompa, 1980 参照) このプログラムを詳細に記述する
ことはしない Poly-t 密度で研究しよ う とする 有効な数値積分法はないこと に
注意すれば十分で、ある
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2.3 マルコフ連鎖モンテカル口法
マルコフ連鎖モンテカル口法 (Markoυ chαin Monte Carlo : MCMC) は ， 実
際的な統計モデルの作成にと っ て大きな展望を もたらした 最近まで? 多 く の
応用問題における分析対象の複雑性と構造を正確に認識する困難性とから 1 そ
のための特別の方法と特定分析目 的のソフトウ ェ アが必要で、あ っ た現在では 7
MCMC 法を利用することによって 1 多くの複雑な問題を汎用的なソフトウェア
を用いて分析することができる統一的な環境が整えられつつある.
MCMC は基本的には 7 マルコフ連鎖を用いたモンテカルロ積分である ベイ
ズ分析では，場合によっては古典的な分析でさえも 7 モデルのパラメータについ
て推測や予測を行うために 7 かなり高次元の確率分布を積分する必要がある ベ
イズ的な方法では 1 データ所与のもとでのパラメータの事後分布を積分する必
要があか古典的方法はパラメータの値が与えられたもとでの観測値の分布を
積分する必要がある モンテカル口積分は必要な分布から標本を抽出し 1 期待値
に近似するために標本平均を計算する マルコフ連鎖モンテカル口法はこれら
の標本を長期間に巧妙に作られたマルコフ連鎖を作動させることによって抽出
する これらの連鎖を作成する方法は多数あるが， Gibbs サンプラーを含むこれ






ん標準的な方法になりつつある さらに ? この方法には長い歴史があり?基本的
な理論は確立されている.もともとは統計物理の分野で始められ、空間統計学や




基本的に は 2 種類の MCMC 法があるギブス・サンプラー (Gibbs Sαrnpler) 
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は 7 完全な条件付き分布 P(BiIBj・li ，y) , i = 1, • • • , k の集合から順々に標本をと りう
かなり緩い条件の下でその安定分布として結合事後分布 p(Bly) をもっマルコフ
連鎖を生成する . このアルゴリズムは Geman and Geman (1984) によって名付
けられ， Gelfand and Smith (1990) は広範囲のベイズ推定問題に適用できるこ









されていない事後密度 p(Bly) = L(yIB)π (B) しか含まないということである.よ
く知られた参考文献は ， Metropolis et al. (1953) と Hastings(1970) である それ
に Chib and Greenberg (1995b) には?優れた入門的な解説がある
本章では最初に ? 重要な導入部分であるベイズ推定についてまとめた後に
マルコフ連鎖について Chib and Greenberg (1995b) に沿って述べる 次に?






近出版されている たとえば， Carlin , B.P. and Louis , T.A. (1996) ではデータ解
析の観点からベイズ法と経験ベイズ法がまとめられており， Gilks , Richardson 
and Spiegelhalter (1996) は 25 編の興味ある論文が基礎から応用まで網羅され
ている?それに Gamerman (1997) にマルコフ連鎖モンテカルロに属する方法が
詳細にまとめて述べられている Kass , et al (1998) には 】 この問題に関する興味
あるいろいろな示唆が述べられている 日本語で、書かれた文献は少ないが1 大森
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(1996) にはマルコフ連鎖モンテカルロ法の紹介とその収束診断基準が要領よく







関して事前分布 p(()) と尤度 L(yI ())の 2 つの部分からなる同時分布 p(y ， ())を
セットアップする p(())と L(yl()) が決まれば?次の確率モデル (fuLL pァobαbiLity
model) が得られる
p(y , () = L(yIB)p(()) 






イズ推定にとって重要である これらの統計量は O の関数の分布全体ではなく
事後期待値によって表すことができる . 関数 f(())の事後期待値は
j j () p( () L(y I () d() 
E[j(()ly] = r p( ()L(yl()d() 
で得られる この式の積分は最近まで?特に高次元の場合にはベイズ推定におけ
る実際的な困難のほとんどの原因であったほとんどの応用分析では ， E[j(()ly)] 
の解析的な評価は不可能である
期待値の計算
z はた個の要素からなる確率変数ベクトルで π(- ) の分布をもっベイズ的な
応用分析で、は ， X はモデルパラメータと欠測データからなり，古典的な応用分析
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ではデータあるいはランダム効果であるべイジアンでは π(-) は事後分布にな
り 7 古典派では尤度になる どちらも?目的はある関数 J(-) の期待値を計算する
ことである
f J(x)π (x)dx E[J(x) ] 二 fπ(x)dx 
ここで z の分布は正規化定数まで既知である可能性を認めることにする た
とえば7 ペイジアン推定では p(Bly) cx p(B)L(yIB) は知っているが1 正規化定数
r p( B)L(yIB)dB を簡単に評価することができない
モンテカル口積分
モンテカルロ積分は?目標とする密度 π(-) から標本 {Xt ， t=l ，...， η} を抽出
することによって E[f(x)] を評価し 7 次に
E[州勾 iz-f(町)
で近似する J(x) の母集団平均は標本平均によって推定される.標本 {xt} が独
立なら?大数の法則によって近似は標本サイズ η を増やすだけ正確になる こ
こで η は分析者がコントロールすることができ?固定されたデータサンプルの
サイズではない
一般に ?π(-) は標準的ではないので7 標本 {xt} は π(-) から独立に抽出される





各時間 t 三 0 で一連の確率変数 {XO ， Xl ， X2 ，" ' } を生成すると仮定すると、次
の状態的+1 は連鎖の現在の状態 Xt にのみ依存する分布 P(Xt+1 ' Xt) からとられ
る これは ? 引 所与のもとでの次の状態 Xt十 l は?過去の連鎖 {xo ， Xl , ' . . , Xt-1} 
にはこれ以上依存しない この系列を マルコフ連鎖と呼び， P( ・ 1 ・)は連鎖の推
移核と呼ぶ連鎖は時間同時性? すなわち P(- ， ・)は t に依存しないと仮定する
般的には遷移核 P(x ， A) は条件付き分布関数で ， x から集合 A 内の一点へ移
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動する確率を表している分布関数であるから ， P(x , ~d) 二二 1 で ? ここで連鎖は
点 z から z へ移動する場合もある ? すなわち P(x ， { x } ) は必ずしもゼロ に な ら
ない
初期状態 Xo がどのように Xt に影響を与えるのかを見る ため に ， Xo 所与のも
とでの Xt の分布を p(t) (Xt , XO ) と表すここで中間の値 {X l ， X2 ， ・ ・ ， X t-l } は与
えられていないので ， Xt は直接 Xo に依存する 正則条件のもとで1 連鎖は徐々
にその初期状態を忘れ， p(t)(- , XO) は究極的には一意な安定分布(あるいは不変
分布)に収束し ? これは t あるいは Xo に依存しない 当面 ? 安定分布をゆ(- ) と
表すすると ， t を増やすにつれ?標本点 {Xt} はゆ(-)からの相関のある標本の
ように増加しているように見える
連続状態空間に対するマルコフ連鎖理論の方法は ? 遷移核 P(X ， A ) から出発
する 遷移核は条件付き分布関数で ， X から集合 A 内の一点へ移動する確率を
表している分布関数であるから P(X ， ~) = 1 で ? ここで連鎖は点 z から z へ
移動する場合もある?すなわち P(X ， {x}) は必ずしもゼロにならない
マルコフ連鎖理論の主要な問題は 7 安定分布 f が存在する条件と遷移核のイ
タレーションが安定分布へ収束する条件を決めることである安定分布は 7 次の
条件を満足する
7r* (dド J P(x , dy)π (X )dx (2.1) 
問題は適切な ?(X ， dy) を見付けることである 関数 p(X ， y) に対して遷移核は
次のように表される
P(X , dy) = p(x , y)dy + γ (X)ん (dy) (2.2) 
ここで ? もし zε dy なら p(X ，x) = 0, 8x(dy) = 1 ， その他はゼロである そして
ァ(X) = 1 -.JRd p(x , y)dy は連鎖が z にとどまる確率である γ(X) ヂ 0 の可能性
から ， y に関して p(X ， y) の積分が必ずしも 1 にならないことは明らかである
さて ? 関数 p(X ， y) が反転条件(あるいは詳細均衡)
π(X)p(X ， y) = π (y)p(y ， X) (2.3) 
を満たせば? π(-) は P(X ， ・)の不変密度になる
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2.3.3 Metropolis-Hastings アルゴリズム
メトロポリス・ヘイステイング・アルゴリズムは?標準的でない分布7r*( • )か
らサンプルするのに用いることができる強力な MCMC 法である アルゴリズ
ムから一連の抽出を行つ方法は 7 その安定分布ゆ(-)が関心ある分布 π(-) である
ようなマルコフ連鎖を生成する方法を見つける必要があるがこのようなマル
コフ連鎖を生成するのは非常にやさしい以下で?その形を Hatings(1970) にし
たがって述べる . これは Metropolis et al. (1953) によって最初に提案された方
法の一般化である
前述の受容/棄却法と同様に 7 いくつかの候補を生成できる密度があると仮定
する マルコフ連鎖を用いていることから 7 密度がプロセスの現在の状態に依存
することを認める したがって 候補生成密度 (candidate generatiη9 deηsity あ
るいは proposαl density) は q(x ， y) と表され? ここで I q(x , y)dy = 1 である こ
の密度はプロセスが z 点にあるとき 7 密度は y を q(x ， y) から生成されること
を意味している もし q(x ， y) 自身が反転条件を満たせば探索は終了するが?ほ
とんどそういうことはない . たとえば7 ある x ， y について
π(x)q(x ， y) > π (y)q(y ， x) (2.4) 
となる場合がある この場合?大ざっぱには，プロセスは z から u へ頻繁に移
動し ， y から z へは滅多に動かないこの状態を修正する簡単な方法は?移動が
起こる確率 α(x ， y) く 1 を導入することによって z から u へ移動する数を減ら
すここで α(x ， y) を移動確率と呼ぶ移動が起こらなければ7 プロセスは再び
z を目的分布からの値として戻すそこで z から ν (y ヂ x) への移行は
PMH(X , y) 三 q(ι y)α (x ， y) ， xi=y 
に従って起こる ここで α(x ， y) も決められる
再び不等式 (2.4) を考えると?これは u から z へはそれほど起こらないこと
を表している したがって7α(x ， y) をできるだけ大きくするようにし?これは確
率であるから上限は 1 になる しかし?現在は移動確率 α(x ， y) は PMH(X ， y) が
反転条件を満足するように決められる そのとき次のようになるためである
π(x)q(x ， y) α (x・ ， y) = π (y)q(y ， x) α (y ， x) 
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二 π(y)q(y ， x)
ここから α(x ，y) = π (y)q(y ， x)/π (x)q(x ， y) であることが分かる もちろん不等
号が逆の時は α(x ，y) = 1 である確率 α(x ， y) と α (y ， x) は前の不等式の両辺
をバランスするょっに 7 言い換えると PMH(X ， y) が反転条件を満足することを保

















一一? ??α π (x)q(x ， y) > 0 のとき
その他
(2.5) 
M-H 連鎖に対する遷移核の定義を行うために?プロセスが z にとどまるゼロで
ない確率を考える先に定義したように 7 この確率は
ァ(x) = 1-I .q(x ， y) α(丸 y)dy
J呪d
となる したがって ， PMH(X , dy) と表される M-H 連鎖の遷移核は
PMH (ι dy) = q(x , y)α (x ， y)dy+ 1-/ .q(x ， y) α (x ， y) dy 1 ?x( dy ) L J 呪d - ' -. -' -j 
で与えられる.
Metropolis-Hasting アルゴリズムでは?各期 t で次の状態 Xt+1 は提案された
分布 P( ・ ， Xt) から候補点、 u を最初に抽出する.提案された分布は現在の点 Xt に
依存していても良いたとえば， ?(-, Xt) は多変量正規分布で7 平均が x ， 一定の
共分散行列である場合もある候補点 u は?次の確率 α (Xt ， y) で受容される最
後のサンプルで z の値を得たとすると?次のイ直は候補生成密度 q(x ， y) から y
をサンプルすることによって生成される このようにして得られた y は 7 確率
α(x ， y) で受容される候補点が受容されると 7 次の状態は Xt+l = Y となる確
率 1-α(X ， y) で候補が棄却されると 7 連鎖は動かずサンプルした値は現在の値
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が言え ? π (x) はこのマルコフ連鎖の定常分布になる
もし x(ü) rvπ (x) なら 7 この式より各 x(t) ， t 三 l も π (1~)に従うことになるが1
x(ü) をそのように選ぶことはできない.実際には 7 十分に長い ? たとえば m 回
のイタレーションの後? 点 z(m+ l )? ・ ， x (η ) まで発生させ‘最初の m 個のサンプ
ルを捨ててマルコフ連鎖からの結果を用いて ? 期待値引j(x) ] を推定する こ
こで z は分布ゆC) をもっ初期のサンプルを捨てることは tもurn-in" と呼ばれ
る.この burn-in 標本は通常計算から除外され? 次の推定量を得る
7=J二主 j(Xt ) (2.6) 
.v .v t=m+l 
これは工ルゴート的平均と呼ばれる 求める分布への収束は ? エルゴード定
理により保証される 一般にマルコフ連鎖が proper な定常分布を持ち 1 既約
(irreducible) で非周期的(aperiodic) なら ? 定常分布は一意で ， t →∞の時の x( t)
の極限分布が π(x) に収束する
いくつかの重要な点がある . 第 l に 7 α (x ， y) に計算には πC) の正規化定
数の知識を必要としない. 第 2 に?もし候補生成密度が対称、なら 7 すなわち
q(x ,y) = q(y ， x) なら?受容確率は π(y)jπ (x) に縮小し 1 これは Metropolis et 
al. (1953) の本来の公式である 最後に ， Gibbs サンプラーは MH アルゴリズム












心がある人は ， Tierney (1991 ) , Tanner (1991) , Cibbs サンプ リ ングと関連手法に対する議論は ，
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Metropolis-Hぉtings の特別な場合が Gibbs サンプリングである Gibbs サン
プリングはその名称を Geman and Geman (1984) によって与えられ，格子状の
Gibbs 分布を解析するのに用いられたが7 その応用可能性は Gibbs 分布に限ら
れないそこで Gibbs サンプリングは実際は誤解しやすい同じ方法はすでに
統計物理の分野で使われており 7 そこでは heat bath algorithm として知ら
れている 言 つまでもなく ， Geman and Geman (1984) の仕事は Gelfand and 
Smith(1990) と Gelfand et al. (1990) の研究を通じて MCNJC の統計学の主要な
分析道具への道を拓いた今日まで， MCMC のほとんどの統計的な応用は Gibbs
サンプリングが用いられている.
最近? 応用計量経済分析を行う人々の問に Gibbs サンプリング法に対する関
心が生じてきたギブス法は 7 次の ような分野の分析に用いられている多項目
反応データ (Albert and Chib , 1993a) ; トービ y ト モデル (Chib ， 1992 ); 多対プ
ロビットモデル (McCulloch and Rossi , 1994); ARMA(p, q) 誤差を持つ回帰モ
デル (Chib ， 1993; Chib and Greenberg , 1992); マルコフスウイツチング・モデル
(Albert and Chib , 1993b; McCulloch and Tsay, 1994a) ; ストカスティック・フロ
ンテイア ・ モデル (Broeck ， Koop , Osiewalski and Steel , 1994); ストカスティ ッ
ク ・ ボラテイリテイ・モデル (Jacquier ， Polson and Rossi , 1994) ; 多重変化点モ
デル (Chib ， 1998) ，そして非共役事前分布をもっ時系列モデル (Geweke ， 1992a) 




である たとえば， A と B が確率変数であるとし ， p(A , B) からサンプリングし
たい たとえ p(A ， B) から直接にサンプルをとることができなくても ， p(AIB) 





Tanner and Wong ( 1987) あるいは Gelfand and Smith ( 1990 ) を参照すると良い
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もっと正確には1θ を (8~ ， • • • , 8~) のように分解される パラメータ・ベクト
ルとする ギブス・サンプラーが役に立つためには ， j -1,..., k に対して
p(め 181 ， ・ ， 8j _ 1, 8j +1, • ・. ， 8k ) から簡単にサンプリングできるような分割を選ば
なければならない Gibbs サンプリングは『各サンプルが他の密度か ら の以前の
サンプルについての条件付きである密度から連続してサンプリングを行う す
なわち ， 8j を j= 1,... , k, i = 1, ... ， 8 に対する p(OJ l oi 7 70;-l?o;11? ? の一 1) 
からのサンプルとし?ここで 80 は任意の初期値である たはステ ッ プ数(抽出
される条件付密度の数)を示し ， 8 はパスの数を示す もし θ1 を z 番目のパス 7
(J"二 (81' , • • • , 8f)ぺでとられた 1 組のサンプルとすると ， ~~い条件の下で θ1 は
p(θ) からのサンプルに収束する さらに 7 次を示すこともできる
〆=:会(θt) → E(g(θ))
ここで例示のために， 2 変量の場合を考える.初期値 θ。= (8? , 8~) を与える
と 1 ギブス・サンプラーは 1 つのサンプル Oi を p(81 1 勾)からとり， 1 つのサン
プル吟を p(82 18}) からとり， 1 つのサンプルを P(8118~) からとり ， 等々と繰り
返す何回かのパスの後7 この方法によって p(81 ， の)から連続してサンプルを
とり ， E(g(8)) 自身と g(-)を計算するのに使うことができる
一般的には7π(8) ， 8ε s ç 況P を(正規化されていなしつ目標密度とする .
0 を 81 ， 82 ， • • • ，むに何らかの分解し ， k 番目のブロ y クの完全条件付き密度を
π(8k I81 ，... ， 8k - 1 ， 8k十 1 ， • • • ， 8d ) と表すすると ， Gibbs サンプリング・アルゴリ
ズムは次の繰り返しによって定義される.
1 初期値 8(0) 二 (ojO)? 7 9Y)) を与え ， i = 0 とおく
2 次のようにシミュレートする
ojz+l) を π(Ol|oy) 1 4i)? 1d)) から
oy+1) を π(odorl) 7 8Y) 7 18Y)) から
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次に ， Gibbs サンフリングを実行する際に生じるい くつかの問題に移ろう 最
初に?ブロックを計画するときに高い相関がある要素は一緒にまとめるべきであ
る そうしないと 1 マルコフ連鎖はゆっくりとしか減衰しない自己相関を示す傾
向があり?目標密度へゆっくりと収束することになる 第 2 に?扱いやすい完全
条件付き構造は?しばしば z の定義に潜在データあるいは欠測データを導入す
ることによって得られる サンプラーに変数を追加するという考えはデータ拡
大として知られており ， Tanner and Wong(1987) で導入され7 いくつかの応用例
がある最後に?完全条件付き密度のいくつかが伝統的な方法(棄却サンプリン
グ法や既知の発生器)によってサンプルすることが難しい場合1 その密度は MH
アルゴリズムによって (M札ller ， 1991) か?あるいは独立サンプルを生成すること
によってサンプルすることができる (Gilks and Wild , 1992). 
各パスの最後で7 ギブスサンプラーは 81 ，・ .， 8k のそれぞれに対してサンプル
を得る.パス毎の平均を?任意の g(- ) に対する E(g(8) I y) を推定するのに使う
ことができる しかし， 2 つの問題がモンテカルロ積分を適用できない Gibbs サ
ンプリング手法を使う際に生じる それは初期条件とパス毎の系列相関である
理論的には 7 ギブスサンプラーから得るサンプルは 7 パスの数が多いときだけは
事後分布からのサンプルと等しくなる.もしがが不適切に選ばれると、初期の
サンプルは後のサンプルと大きく異なる場合がある このために ? 多くの分析で
はギブスサンプラー中の m 個の初期のパスを棄てており?これによって 80 の
選択への依存を減らす
単純なモンテカルロ積分とは異なり 7 ギブスサンプラーは事後密度からの独
立な標本を生成せず? したがって ? サンプルがパス毎に系列相関があることを簡
単に示すことができる この特性から 7 研究者によっては系列相関を断ち切る意
味からァ回目のパス毎のサンプルを棄てるかァ回目のパス毎にギブスサンプ
ラーを再始動させている 実証的な問題では様々な方策を試みるか?9o ， m.T の
異なる選択をし、結果がこれらに敏感かどうかを見ることが重要である もち
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ろん 1 最適な Gibbs サンプリング・アルゴリズムは問題毎に異なる しかし?ギ
ブスサンプラーから 1 つの長いランを得た方がよいか?あるいは再出発した方
がよいか?という問題に関心が持たれている (Tanner ， 1991; Zeger and Karim , 
1991; Raftery and Lewis , 1991; and Gelman and Rubin , 1992; を参照)
モンテカルロ法が正規近似あるし刈まラプラス近似より優る 1 つの利点は 1 この
方法には診断法があり近似の精度を反復数を選択することによりコントロー
ルすることができることにある Geweke (1992a) は 7 ギブス・サンプラーに対
して同じ種類の診断を提案しているすなわち、もし E(g(B)ly) の推定値を
〆=江g(Bt) 
とし 1 ここで I は推定に含まれる一組のパスを示す (1 はすべてのパス 7 あるい
は最初の m を除いたすべて 1 などでも良い) 1 そして♂は含まれるサンプル数
(S あるいは S -m) とすると， 1 組の [g(Bi)]( iε1) は単変量確率過程になる漸
近理論を用いて， Geweke はグは平均 E(g(B)ly) ， 漸近分散ダー15(0) の漸近正
規密度にしたがうことを示したここで 5(0) は周波数がゼロのところで評価し
た {g(Bi)} のスペクトル密度である この統計量は， [s* ー 15(0)J 1/2 はグに対する
NSE として用いることができ数値標準誤差の計算はギブスサンプラーを採用
すると可能になることを示した 5(0) の推定値を得る多くの方法があり?これら




て?初期のパスを後のパスと比較すると収束の失敗が明らかになる E(g(B) Iν) 
の 2 つの推定値が作成され7 次のように 1 つは初期のパスに基ずくものであり 7
もう 1 つは後のパスに基ずくものである
gA=tzg(01) gB 二子主 g(tr)
δBi二sc
ここで Sc = ♂ - SB + 1 もし 2 つの推定値が大きく変われば1 これは収束しな
かったことを示す より詳しくは7NSEA と NSEB を前のパラグラフでのよう
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に計算した 2 つの推定値に対する NSE とするとして， Geweke は次を示した
(gA -g8) 2 →八((0 ， 1)(NSE~ + NSE1) 1/ 
もし [g(グ)]が定常ならうね/S* と S8/S本は固定されており ， (SA + SB)/S く 1 で










次の McCulloch and Tsay (1994a) で用いられたマルコフ型スウイツチング回
帰モデルの単純化したものを考える
Yt = X;ﾟ1 + ε 1t St = 1 のとき
Yt = X;ﾟ2 + ε2t St = 2 のとき
ここで εìt は， id. N(O , CY;) の確率変数 (i= 1 , 2, t 二 1 ，...， T) である任意の時
間 t で 7 これらの回帰モデルのどちらか一方が成り立ち?この状態問のスウイツ
チはマルコフ過程にしたがう.
p(St = 21 s tー i ニ 1) = Pl , 
p(St 二 2lSt-l ニ 2) = P2 
いまパラメータ θ = (β1 ， ß2 , CYf ， σ??P17P2)f と状態ベクトル S = (Sい , ST)' に
関心がある このモデルの尤度関数は複雑である実際?たとえ非報知事前密度
を仮定しでも 7 事後密度から直接にサンプリングするのは難しい しかし?状態
ベクトルを知っていればモデルは 2 つの単純な回帰を含んでいる そしてパ
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ラメータの値とデータが既知であれば?状態について推測するのは簡単である.
このことは 7 このモデルに対してギブス・サンプラーをセ ッ トア ップでき ること
を示唆している.
McCulloch and Tsay (1992a) は?ギフスサン プラーが次の条件付分布でセ y
トア y プできることを示した. i = 1 ， 2 に対して p(ßil y ， s ， σn ， p(σ1 I y, ﾟi) , P(Pi I s); 
そして t = 1,..., Tに対して p(Stly ， S (-t) ， ßl ， ß2 ， σ??σ?)7 ここで S(-t) = (S1' ・
St-l , St +1 ， ・・・ ， ST)'とする.さらに?これらの条件付サンプルはそれぞれ簡単に抽
出できる.特に ， P(ﾟi Iy , S, o}) が正規密度， p(σ，dy ， ßi) は逆カイ 2 乗密度， p(Ptls) 
はベータ密度7 そして p(Stly ， s(-t) , ßl , ß2 ， σ?74) は状態ベクトルのマルコフ性を
利用することによって?簡単に操作できる密度である.証明と正確な密度関数の
詳細は ， McCulloch and Tsay を参照すると良い.
ギブス・サンプラーは?各サンプルが以前のサンプルの条件付きであるとき
に?これらの条件付分布から連続してサンプリングする. McCulloch and Tsay 
(1994a) はこのタイプのモデルを用いて米国の GNP と失業率を調べ， McCulloch 






ここで Xt は t 番目の個人に対する k 次元の外生変数ベクト jレ 1 そして εt は
iid.N(O ， σ2)，しかし ωt は観測されない変数である.そのかわり y が観測され7
ここで yt 三 γ ならめ =ωt ， その他の場合はめ =γ である(従属変数はセン
サーされている).もし従属変数がセンサーされていなければ7 モデルは扱いや
すい(事後密度は正規誤差を持つ線形回帰モデルに対する事後密度と同じにな
る).すなわち 7 叫が既知なら事後密度は操作可能であるが1 もしパラメータが
既知なら?叫についての推測は僅めて簡単に行える.これは?連続したサンプル
を p(ß ， a2 1y ， ω) と p(ω ly ， ß ， σ2) からとるギブスサンプラーを示している.非報
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知事前密度7 あるいは共役事前密度を仮定すると， p(ß ， σ21y ， ω) は正規一逆ガンマ
密度， p(wly ， ß ， σ2) は多変量正規密度であることを示すことができる.したがっ
て 2 つの条件付分布は簡単にサンプルでき 7 ギブスサンプル法は拡張された事
後密度の分析に採用することができる より詳細は， Chib (1992) を参照のこと
2.3.5 データ拡大 (Data Augumentation) アルゴリズム
Tanner and Wong (1987) によって開発されたデータ拡大 (Dαtα Augumeηtα­
tioη) アルゴリズムは 7 観測できるデータ u に観測できない潜在変数 z を人工的
に発生して拡大し 1 パラメータの事後分布の形状等を評価す-る方法である y と
z が与えられれば事後分布 p(8Iy ， z) が簡単になることを仮定しており 1 この方
法は次の imputation(埋め込み)と posterior(事後)ステップからなる
imputation step 予測分布 p(zly) に対する現在の近似分布から ， m 個の潜在
変数 z の標本 Zl ， Z2 ， ・ 7Zm を発生させる
posterior step 得られた拡大データ (y ， z) を用いて 7 モンテカルロ法によ
り p(8Iy) を近似する
imputation ステッフにおいて ， p(zly) は
州，) = J州
であり ， pバ(8引|旬ωUω) に関する知識を前提とする すなわち 7 埋め込みステツプと事後
ステ ツプを繰り返すことを前提とする具体的には
(1) 第 t 回目の p(8Iy) の近似を p(川81y) とする • p(川81y) から P を発生する
(2) 8* を所与として p(zly) から z を発生する.
(1) と (2) を繰り返すことによって ρ(zly) から m 個の f を発生する p(8Iy) の
近似は次の積分に基づく.
州ν叫〕二 j
この積分を m 個の z*本を使つたモンテカルロ j法去によつて近似する
p(叶1)州二立州， Zj) 
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埋め込みステップの p(り (Bly) もこのようにして得られる このような混合分布に
従う乱数を 1 最初に m 個の分布の一つを無作為に選択し 1 次に選ばれた p(Bly ， Zj) 
から O を l つ発生する様にして作成する
この考え方を応用したモデル化は最近増えており 7 たとえばランダム・ポイン
トにおける構造変化モデル (Carlin ， Gelfand , and Smith , 1992) ，打ち切りデー
タや離散データのモデル (Chib ， 1992; Albert and Chib , 1993b) ， マルコフ・ス
ウイ y チングモデル (Albert and Chib , 1993b; Ch仇 1993 ; McCulloch and Tsay, 
1994) ，パラメータ制約のあるモデル (Gelfand ， Smi th , and L旬、 1992) ， それにセ
ンサー化自己回帰モデル (Zangari and Tsurumi , 1996) ，等々が含まれる
例:センサーイヒ自己回帰モデル
Zangari and Tsurumi (1996) では 7 センサー化自己回帰誤差モデルのパラメー
タの事後モーメントと事後確率密度を 3 つの方法で導いている.ラプラス近似
データ拡大のある Gibbs サンプリング1 そしてガウス求積法である ベイズ点
推定量を事後平均として求め 7 それをシミュレートした EM アルゴリズムと疑
似最尤法で求めた最尤推定量と比較した
これらの方法は 7 日本の米国への乗用自動車輸出の 1974 年から 1992 年まで
の年データと四半期データを用いた回帰モデルに適用された 日本の乗用自動
車輸出は， 1981 年から 1986 年まで輸出自主規制として知られている実質数量割
り当ての状態におかれていた この自主規制は米国の自動車生産が自主規制の
上限が無効になるまで 6 年間続いた この間の時期をセンサーされていたと考




センサーされた観測値 yC 二 {yf} とともに 7 対応する潜在データ yC本= {ばつ
が利用できるとする さらに，センサーされていない観測値 ν=γ を y' 二 {yD
と表す結果的に ， y = {y' , yC} と y = {yt} である データ拡大 Gibbs サンプ
ラーの基礎は p(Bly , yC*) = p( Bly' , yC*) 、すなわち p(ÐlyC ， y' , yC*) 壬 p(Bly' , yC*) で
ある yC* は観測されなくとも，シミュレートできる . センサー化された自己相
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関のある回帰の変換は?もとの式からその 1 期ラグをヲ|し、て得られるすなわち
L をラグオペレータとすると ， y~ = (1 -pL)ばとイ= (1 -pL)xt である変
換したデータでのモデルは 7 次のように表される.
yO 二 XOß+ u , Urv 人((0 ， σ2IT-1) 
事前分布 p(ß ， σ2) は p とは独立であるとすると ， (ß ， σ2 ， p) の事前分布は ， p(ß ， σ23ρ)= 
p(ßI σ2)p(σ2)p(p) となるここで7 特に
p(ßIσ2) rv 入((角1σ2AÜ1) ， p(σ2) rv IÇ(ν'0/ 2 ， 50 /2) ， p(p) rv 入((ゆ0 ，町 1)
とする Gibbs サンプラーでは?次の条件付き分布が必要である :p(ßI σ27ρ ， y , yC*) , 
p(σ21ß ， ρ ， y ， yC*) ， p(ρ Iß ， σ2 ， y , yC*) ， そして p(yC*Iß ， σ2 ， p, y ，) である f の条件
付きの構造は
p(yC* Iy , ß ， ρ?σ2) rv truncated Nvc (ηC ， ~C) 
である β の正規事前分布を尤度関数を結びつけて 7 次式を得る
p(ßly , p ， σ2 ， yC) rv 八((ß* ， (J"2, A • 1) 
ここで ， *ﾟ = (Ao 十 Xo'XO) -1 (Aoﾟo + XO' yO) , A本二 (Ao+ XOI XO ) である 3 と ρ
が与えられたときの σ2 の尤度はすぐに得られ，仮定された事前分布は
p(σ21ß) rv IÇ((ν'0 + k)/2 , (50 + Qβ)/2) ， p(Qβ) = (ﾟ - oﾟ)' Ao(ﾟ - oﾟ) 
を意味する .σ2 の条件付き分布は
p(σ21y ， p, ß , yC*) rv Iﾇ( (T -1 +ν'0 + k) /2 , (50 + Qβ +dβ) /2) 
ここで?の = (yO _ xO ﾟ)' (yO ーがめである • p(ply ， σ2 ， ß , yC*) の条件付き事後分
布は?次のように導出される AR(l) モデルでは 1 誤差 εt= ば - Xtß は次のよ
うに書け
εt= ρεt-1 十 Ut ， t = 2 ，・・ ， T
p は単変量正規分布に従う 尤度関数と p の正規事前密度を結合すると、次の切
断された正規事後密度を得る
p(ρ Iy ， σ2 ， yC* ,ß) cx: truncateω((ψ ， W-1) 
ここで ε= (ε1 ， • • • , ET)' , ゆ=量一l(W。ψ。 +σ-2Nf'ε) , 宙==(曲。 +σ2/'vI' M) で
あるそして M は (T x 1) ベクトルで?その第 t 行はの-1 である
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2.4 計量経済分析における MCお1C~ シミュレーショ
ン法
MCMC 法は 7 このようにして目標分布 ( tαrget distribution) か ら標本(多重観




からのサンプルになる そのような一般的な方法は ， YIetropolist-Hastings(MH) 
アルゴリズムとして知られている . このアルゴリズムでは 7 マルコフ連鎖の次の
値は提案密度から生成され? 現在の点での密度と比べたときの候補点での密度
に従って ， 受容した り 棄却されたりする MH 法の特別な場合は Gibbs サンプリ
ング・アルゴリズムで 1 次の標本は一連の完全条件付き分布からのランダム・ベ
クトルの部分要素をサンプリングすることによって得られる.その他の MCMC
法には 7 ハイブリ ッ ド MH と棄却サンプリング (Tierney， 1994) と EM アルゴリ
ズムの確率パージョン (Celeux and Diebolt , 1985) などの方法が含まれる






ことができようになる これは通常? 特に Gibbs サンプリングではパラメータ
空間を欠測データ?あるいは潜在変数を含めるように拡張する方法であるデー
タ拡大によって行う
以下で1 代表的なモデルについて Chib and Greenberg (1996) に 沿って説明
する .
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2.4.1 応用例
MCMC シミュレーション法をいろいろな種類の計量経済モデルに適用する
方法を?以下で示すことにする まず最初に ， Gibbs サンプラーをデータ拡大の
ない場合に適用することができ 1 シミュレーションが標準的な分布だけからな
る単純な例から始める 目的はこの方法の考え方を示しそれを他の場合に適
用する方法の役に立つことである 例を示す前に 1 この後使う事前密度に対し
て次の仮定を導入する ベクトル 3 は刈(ßo ， Bü 1 ) に 7 分散 σ2 は逆ガンマ分
布 IQ(ν'0/ 2 ， 80 /2) に 1 そして精度行列 0- 1 はウイツシャート分布 W(Po ， ~)に
従う 事前密度のハイパーパラメータはゼロの添え字を付け?既知であると仮定
する
SUR:Seemingly Unrelated Regression Model 
最初の例は SUR モデルで7 計量経済学では広く用いられているモデルである
誤差項が正規分布に従うとの仮定の下で7 観測されたデータ仰は
Yit = X~tßi + 匂 ξt=(ε 1t ， • • • ， ξ pt)' rv iid λら (0 ， 0) ，
1 ~ i ~ p, 1 ~ t ~ n 
ここで ， ßi は ki X 1 のベクトルで Q は正定符号行列である各期で観測値を縦
にスタックすると?モデルを次ぎのようなベクトル型で書き直すことができる
Yt 二 Xtß+ εt
ここで Yt = (Ylt , • • • ,Ypt)' , Xt = diag (x~t ， • • • ， X~t) ， β= (/3i , . • , ß~) :た x 1 そ
してたこ乞i ki である p = 1 の時?単一方程式正規回帰モデjレである デー
タ Yn ニ (Yl ， ・・ ， yη) の標本に対する最尤推定値は反復過程を通じてのみ得ら
れ7 これらの推定量の有限標本分布は取り扱いにくい対照的に， Gibbs サンプ
リング・アルゴリズムは 7 このモデルに対する厳密な小標本ベイズ推定を与える
(Percy, 1992; Chib and Greenberg, 1995a) 
(ß ， O一 1 )に関する事前情報が密度 π(ß)π(0- 1 )によって表されると ， ß と 0- 1
(精度行列)は独立と仮定していることになる すると ， (事前密度と尤度関数の
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積に比例する)パラメータの事後密度は 7 次式で与えられる.
刑判。-1) X 10-1In/2 exp I-~ ﾏ:JYt -xtﾟ)'n-1(Yt -Xtﾟ) I 
|2t=l| 
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これは， (正規化定数が未知の)目標密度であり 1 ここからシミュレートする さ
て ? もし P と[2-1 をパラメータの 2 つのブロ y クとして扱うと?完全条件付き
密度 p(βIYn ， 0- 1 ) と p(O-lIYn ， ß) は簡単にシミュレートできる 特に 7 すでに
述べた事前分布のもとでは
p(ßIYn , [2-1) rv 八((/3， B1-: 1 ) と p([2 -1 Yn ,,6) rv W p (VO + η7 ん)
ここでグ = B;;l(Boßo+乞~=1 X;O-lYt) , Bη = (BO+Z~=1 X;O- l Xt ) ， そして凡1，
[RQ1+乞~=l(Yt -Xtﾟ)'[2-1 (Yt -Xtß)']- l である これらの 2 つの分布を Gibbs ア
ルゴリズムでシミュレートすると ， ß(i) が周辺密度 π (，ßIYn ) ， [2-1(i) rvπ( O，-lIYn ) 
に従って分布するような標本 {ß(i) ， 0-1(i)} を生成する そして p(ß(i) ， O-l(i)) は
目標(同時)密度に従って分布する抽出されたサンプルは ? インポータンス・サ
ンプリング関数や尤度関数を評価することなしに得られる.
Tobit と Probit 回帰，モデル
SUR モデルでは， Gibbs サンプラーをモデルのパラメータに直接適用した.し





る(tobit モデルでは 3，二値 probit モデルでは 2 である) • 
Tobin の打ち切り回帰モデル (censored regression model) では?観測値 Yi は
次のように生成される.
zt~ 入((Xiß ， σ2) そして Yi 二 max(O ， Zi) , 1 く t く η
n 個の独立な観測値のセットが与えられると ， ß と σ2 に:対する尤度関数は次の
ように表すことができる
I1 [1-φ (X~ß/σ)] 日 (σ-2) exp 1_占 (Yi ーが)21 
6εC iεC' L 】~ .J 
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ここで C は一組の打ち切り観測値?そして φ は標準正規確率変数の累積分布
関数である.明らかに?この関数は(事前分布を掛けた後)Gibbs サンプリング・
アルゴリズムのなかで簡単に扱えない計量経済学で Gibbs サンプリングを適
用した最初の研究の一つである Chib (1993) は?パラメータ空間が打ち切り観測
値に対応する潜在データによって拡張される場合には 7 非常に簡単になること
を示した
その理由は F ベクトル Z 二 {Zi}' iεC が利用できるためであるめは ηx 1 
ベクトルで?もし t 番目の観測値がセンサーされていなければ t 番目の要素は Yi
で?センサーされていればみである ブロックを ß， σ27z とし 1 それぞれの完全
条件付き密度を p(ßI九ス?σ2) ， p(σ21Yn ， Z , ß) , p(zlじ ， ß ， σ2) とした場合の Gibbs
サンプリング・アルゴリズムを考えるとこれらの分布はすべて扱いやすいこと
が分かり， Gibbs シミュレーションはすぐに適用可能である最初の 2 つの分布
は次のようになる
p(ßlyz ， σ2) "-1 Nk(ß , (Bo + σ-2 X' X) 一 1)
そして
内21Yz ， )ﾟ "-1 勾(ザ1平) (2.7) 
ここで X = (X1 ，...， X・η )' ， ß = (Bo + σ-2 X' X)-l(Boﾟo + σ-2X'yz) ， そして
ん = (yη - Xß)'(yη - Xß) 他方 7 潜在データの完全条件付き分布は η 個の独立
分布の積に簡略化される • p(zIYn , ß ， σ2) = TIiεcp(zilYi 二 O ， ß ， σ2) ，ここで
p(引払) = 0, p(β?σ2) "-1 T N(一∞10)(X~ß ， σ2) ， iεc 
は?区間(-∞， 0] でサポートされる切断正規分布である TN(リ) (μ1σ2) から
シミュレートするには 7 最初に一様確率分布 U をシミュレートし?次に μ+
σφ-1 {Pl + U(P2 -P1)} として必要なサンプルを抽出する ここで，争-1 は正規
分布の逆分布関数で ， Pl φ[(α-μ)/σ! と P2 = φ [(b - μ)/σl である.あるいは
Geweke (1991) の方法をこの分布をサンプルするのに用いることができる た
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データ拡大が有効であることは probit モデルでも明白である η 個の独立観
測値じ = {Yi} が与えられており 7 各 Yi は Prob (Yi 二 1) =φ(x~ß) であるベル
ヌーイプロセスに従う このモデルやこのクラスに入る他の多くのモデルに対
して， Albert and Chib (1993b) は 1 潜在的なガウス型データを Gibbs サンプリ
ング・アルゴリズムにおけるもう一つの未知パラメータとして導入する単純で、、
有力な方法を開発した次式
Zi 二 x~ß+ Ui , Ui rv iid.N(O , 1) , そして抗 = I[zi > 0] (2.8) 
は probit モデルを表すことを示した. (データ拡大を含む)Gibbs サンプリング・
アルゴリズムは?次の条件付き分布を通じて定義される
P(ßI~l' Z.η) 壬 p(ßI Z.η) , そして p(み IYn"ß) 壬 I1 p(ziIYi , ﾟ) 
i=l 
ここで，z.η =(Zl ，.. . ， Zη)' である
3 の完全条件付き分布は ， YZ をみで置き換え σ2 = 1 とした (2 . 7) 式と同じ
形をしている完全条件付き密度 p(Znl九 ， ß) は?独立な項の積として分解され?
弘二 l あるいは Yi 二 O に依存している (2.8) から 7Z 三 0 なら仇= 0, Zi > 0 
なら仇 =1 となる.そこで
p(石川) = J 07 3 ~ 7M(ト一∞吋州，0刈町山)
l 1, ﾟ rv T八f(仰0 ，刈刈∞叫)(x ρ lリ)， 1 三 i 三 η 
この MCMC ア ル ゴリズムは 7 自由度が ν の独立な t リンク関数を持つモデル
を推定するように簡単に修正することができる (Albert and Chib , 1993a). t 分
布は?正規分布と混合するガンマ分布 r(ν/2 ， ν/2) のスケール混合であるとい
う結果から 1 パラメータ空間をこのガンマ変数で各観測値ごとにさらに拡張す
ることができる.完全条件付き密度は再び扱える(この考え方を線形回帰に用い
たものは， Carlin and Polson , 1991; Geweke , 1993b である). Albert and Chib 
(1993b) は ν を未知とし， probit モデルの一般的な頑健性を導いている
AR(p) 誤差の回帰モデル
この節では MH アルゴリズムを用いたシミュレーションの例を示す ARMA(p，q) 
誤差のある回帰モデルの詳細な分析は， Chib and Greenberg (1994) と Marriott ，
Ravishanker , and Gelfand (1995) に見られる
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次のモデルを考える
Yt 二 zjρ 十モt 1 く t く η (2.9) 
ここで ， Yt はスカラーの観測値である誤差項は定常な AR(p) プロセス
Et -ゆ1 Et-l 一 一ゆ〆t-p 二 Ut or ゆ ( L) εt 二 Ut (2.10) 
によって生成されていると仮定する.ここで ， Ut '" iid.N(O , (7 2) そしてゆ(L) = 
1 -仇L 一一ーのv はラグオペレータ L の多項式である 定常性の仮定は?
ゆ(L) の根が単位円の外にあることを意味しており?これはゆ= (ゆい・?の)を
~p の部分空間内 (5ゅ)にあるように制約を課すことになる この制約に従うよ
うにするために 7 ゅの事前分布を刈(ゆ|九町1)らφ とし ? 正規分布は定常区域で
切断されている(ただし ， ß と σ2 に対しては標準的な事前分布を仮定する )
のモデルに対する尤度関数は次のように表される
/(Yr何K九引印Y lIß ，川机|問仇仰F久仰7ψゆ仰?グ〆σ〆め2)ド=斗宙引仰州(仲例ゆ引) x刈(附dめ什)γ一-(n-作仲刊ηト一サp刈W叫)ν/
|】~ t=p+1 
ここで ， t 三 p+1 に対してば=ゆ(L)Yt ， X; = ゆ(L)Xt ， そして
、~
、ーー
馴 = (o-2)-p/2IEpl-1/2 exp [一志向 - Xpß)'~;l(九 - Xpﾟ) 1 (2.11) 
は最初の p 個の観測値の(定常な)密度である以前にう九 = (yい ・ ,Yp)' , Xp = 
(X1 , . . . , Xp )' ， と 2p=φL:pφ，+ e 1(p) e 1(p)' ， ここで
φ= [ゆ-p ら|
Ip-l 0 I 
el(p) = (1 ， 0 ，...， 0)'，そしてゆ-p= (ゆ1 ， • • • ，ゆpー1)'である
事後密度を次のようにシミュレートする まず， 3 つの事実がある 最初に 7
Gibbs の方法は ß ， 仇 σ2 をブロックとしてとるとよい第 2 に ， ß と σ2 の完全
条件付き分布は，標本密度の 2 つの指数項を結びつけた後で簡単に得られる.第
3 に?ゅの完全条件付き密度は， MH アルゴリズムでシミュレートすることがで
きる次に?いくつか詳細に検討する.
り = Q-lyp と X; = Q-1Xp と定義し 7 ここで Q は QQ' = らを満足する
r=(d , 1U;)/ とし、 X* に対しても同様である 最後に ， e -(ep+l' ・ ， eη)'
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とし ， E は η -pxp 行列で ， t 番目の行は (e tー 1 ， • • • , e t -p) で与えられ， ここ で
et こめ - X~ß ， t 三 p 十 1 である.完全条件付き分布は ? 次のよう になることを簡
単に示すことができる
ρ(ßI Yn ， 仇 σ2) r--J Nk ((3, B; 1 ) 
p(ゆ |九 ß ， σ2) α 世(ゆ) x 刈(Ø ， CP;; l ) Isφ 
/ルム円凡 _L人 \p(σ2 I Yn ， ß ， ゆ ) r--J IQ 円--i-」 i
¥ 2 2 J 
(2.12) 
ここで ß= B;;l (Boßo+σ-2X * γ) ， Bη = (Bo+σ -2X〆 X* ) ， dβ =11γ-X*ßII 2 ， ?= 
φ;; 1 (φoゆo 十 σ-2 E'e) ， そしてるη= (φ0+σ2E'E) である
グ と σ2 の完全条件付き分布は簡単にシミュレートできるゆをシミュレート
するためには 7 候補生成密度として刈(ム町1 ) Isφ をもっ MH 独立連鎖を採用
するすると ， MH ステ ッ プは次のように実行する~番目のイタレーションで?
平均ゆで共分散 σ2(i) φJl の正規密度から ? 候補ゆ(i+l ) を抽出する もしそれが
定常性を満足するなら 7 この点に確率
nイ平{ ~宙 (仲ωゆがψ(れ門1
並 (仲似ゆが(れi)り) ' ~ J 
で移動するそして 1 そうでない場合はゆ(i+l ) = ゆ ( i ) とおく Chib and Greenberg 




分析では 7 構造変化問題といわれ従来は構造変化点があるか否か7 あったとす
ればいつあったのかに関心が持たれていた 最初は構造変化点がただ一つの
場合について分析され1 多重変化点についての分析は最近行われるようにな っ
た古典的な方法としては変化点が既知の場合についての分析は， Chow(1960) , 
Toyoda(1974) , Schmidt and Sickles(1977) が7 変化点が未知の一般的な場合は
BDE(1975) による CUSUM 、 CUSUMSQ テストがよく知られているペイジア
ンの立場では ? 最近 Chib(1997) がパラメータ ・ ベクトルの動きを記述するのに
hidden Mar kov chain に基づく新しいモデル化を提案している 多重変化点を抜





また?単一変化点についての分析は， Carlin , Gelfand , and Smith (1992) が，多
重変化点についての分析は， Inclan (1993) , Stephens (1994) , Yao (1984) 、 Barry
and Hartigan (1993) , West , M?ler and Esobar (1994) ，等によって研究されて
いる
じ = {Y1 ， Y2 ，"'， yπ} は時系列で?そのパラメータふは未知の変化点 1m 二
(ア1 ，.. • ，アm} で変化し?他は一定であると仮定する
。l t ~アl
。2 T1 く t <ミ T2
ﾐm Tm-l く t 三 Tm
。m+l Tm く t~ η
ここで Ðk ε 況d であり?パラメータ・ベクトル θ= (Ð1 ，...， Ðm+t)の推定と?未
知の変化点 1m = (アlγ ・， Tm ) を検出し 7 変化点の数が異なるモデルと比較する
ことを目的としている .







える.乙= (Yl , • • • , Yi) を時点 t までの経過とし， Yt，) 二 (Yi ) Yi十 1 ，"'， Yj) を時間






で表される ここでァO=O， Tm+ 1 二 η である
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各期間での離散的な確率変数 St を導入し 7 時点 t でのシステムの状態を表 し
これは整数値 {1 ， 2 ， . . .， m+1} で 7 そこから特定の観測値 Yt がとられるレジー
ムを示す . すなわち St = k は ? 観測値 Yt が f(Yt 1 Yt -1 , fh ) か ら とられること を
示す変数 St は ， 制約付の遷移確率行列を持つ離散時間 ? 離散状態マル コフ・ プ
ロセスとしてモデル化されるので変化点モデルに なる l 期先遷移確率行列は ?
次のように表される





Pmm Pm ,m +l 
。 。 。
このモデルは 7 ジャン プ確率 pバi :; m) がレジーム に依存し ? 状態の遷移は変
化点 Ym = (ア1 ， グm ) を識別する一般的な変化点モデルとして見ることがで
きる • k 回目の変化は ， STk - k と s九十1=k + 1 なら九で起こる もう 一つの
見方は hidden マルコフモデルとして見るもので ， hidden 状態変数 St の遷移確
率に前に述べたような制約を課す.このモデルの見方は MCMC の計算図式の
基礎になっているパラメータの事前密度 π(θ ， P) を決め 1 データじが得られ
ると 7 事後密度利息 P I九)cx π(θ ， P)f(じ 1 8 ， P) に関心を集中する ここで π
は (θ ， P) の事前密度と事後密度を表すこの事後密度は 7 パラメータ空間を観
測されない状態ふ = (Sl ，"'， Sη) で拡大した後?マルコフ連鎖モンテカルロ法
によって最も適切に要約される言い換えると ? モンテカルロ・サンプリングを
事後密度 π(ふ?θ ， PIじ)に適用することになる.
他方， Kozumi and Hぉegawa (1998) はベイズの観点から構造変化を調べる新
しい方法を提案した この方法は Dirichlet 事前分布を用いた階層モデルを基に
している Dirichlet プロセスの特徴は ? 構造変化を検出するのに役立つ離散性に
あり 1 それを利用して事前分布を形成する この論文で彼らは多重変化点を認め ?
その数が未知であるモデルに対するべイズ ・ アプローチを提案した Dirichlet 
プロセスは魅力があるが7 計算が難しいため応用は単純な場合に限定されていた
が? 最近のマルコフ連鎖モンテカルロ (MCMC) 法の発展により 1 この点は解消さ
れた (Gelfand and Smith , 1990; Besag and Green 司 1993 参照) . Dirichlet プロセ
スは従来は密度の推定に利用されていたが (Escobar ， 1994; Escobar and West 
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1995) , Dirichlet プロセスの離散性がベイズ的なモデル化にも有効な道具であるこ
とが最近の多くの研究で示されている (Kuo and Mallich , 1997; Mukhopadhyay 
and Gelfand , 1997; West , M?ler and Esobar , 1994) この離散性の性質を用いて
構造変化を検出する
実証分析では ， 1957 年から 1995 年の年データを用いて日本の政府支出に構造
変化があるかどうかを検証し?それを CUSUM と CUSUMSQ テストの結果と比
較している
次の単純な線形回帰モデルを考える
Yt = グ'0 +βlZt+ Ut , Ut r-v八((0 ， σ2) ， t=l ,..., T 
ここで ， Yt と Xt はそれぞれ従属変数と独立変数であり 7 構造変化を考えるので
パラメータ・ベクトルがある変化点で変化するすることを認め 1 次のように書き
直す.
Yt = ﾟOt + ßltZt 十 Ut ， Ut r-v入((0 ， σn
ベイズ分析で、はパラメータ・ベクトル Bt = (ßOt , ßlt ， σl)の分布が必要であり?前
述の Chib(1997) は Bt の分布を hidden マルコフ連鎖でモデル化した
{ et }乙 i を Dirichlet プロセスからの標本とする 次に ， Bt を k( く T) 個のグ
jレープに分割し 1 同じグループ内の Bt は等しく?異なるグループの Bt は異なり 7
k 個の ei の値 B* = (Bト・. ， BZ) は GO からサンプルされる 何回構造変化が
起こったか7 いつ構造変化が起こったのかは?異なる P を調べると分かるので1
Dirichlet プロセスの離散性は構造変化点を検出するのに適しているといえる.
パラメータベクトル Bt = (ßOt , ßlt , al) の分布 G は未知で?σ の事前分布は
Dirichlet プロセスにしたがうと仮定する.
Yt r-v λ((X~ßt ， an , et r-vG, G r-v DP(α(}O) 
ベイズモデルとするため 7 残りのパラメータに対し事前分布を決める基本的な
分布 σ。に対しては正規分布とガンマ分布とする.
dGo = 八((μ? 乞)IQ(η0/2 ， T /2) 
さらに.階層モデルでの μ，2:，ァについて 1 事前分布を次のようにおく
μ~ 入!(μ0 ， V? 
2.4 計量経済分析における lvlC!v[C シミュレーション法
2:-1 rv W(ν'0 ，2::0 ) 
ァ rvGα (mo /2 ，To/2) 
α rvGα(α0 ， 60 ) 
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多重変化点を認めるがその数は未知であるモデルで7 誤差分散は変化点にした
がっ て変化する ここで Xt = (1 , zt)' と ，ßt = (ﾟOtl ßlt ) ' である このモデルは階
層構造をしており ? 複雑そう に見えるが Gibbs サンプリン グ を用 い て事後密度
の推定を行うことができる
その他のモデル
今までに述べたモデルに加えて ? その他のモデルとしては MCMC 法とデー
タ拡大を用いる Gibbs サン プ リングは特に役に立つ分野である 回帰分析の枠
組みでは ? 欠測値をサンプラーに加えてパラメータの分布から標本を生成する
多対プロビ y トモデルの重要なクラスは 7 データ拡大を通じた MCMC シミュ
レーションによって分析することができ ? これらは Albert and Chib (1993a) , 
McCulloch and Rossi (1994) , Geweke , Keane , and Runkle (1994) で議論されて
いる McCulloch and Rossi ( 1994) にはこの分野での Gibbs サンプリングが役
立つ拡張した議論が例とともになされている 変量効果のある一般線形モデル
への応用は ， Zeger and Karim (1991) が参考になる.もう 一つの重要な分野は混
合 (mixture) モデルであり?このモデルではサンプルの各観測値は K 種類の母
集団の一つから生じたものである 2 種類のモデルが研究されている.最初の
ものは 7 母集団が一つの観測値から次のものへ独立にサンプルされる (Diebolt
and Robert , 1994). 2 番目のものは 7 母集団はマルコフプロセスに従ってサン
プルされ7 これはマルコフ ・ スウイツチング・モデル (Albert and Chib , 1993b; 
Chib , 1993) と呼ばれる MCMC 法の多様さを示 している新しい計量分析の応
用は、引き続き多数現れている.
本稿で扱わなかった重要な分野で? 最近多くの研究が集中的になされている金
融時系列(株価7 収益率7 外国為替? 先物等の日次7 週次などの高周波データ)の
変動に関する計量分析がある これらには ， Stochastic Volatility Model ‘ Garch 
Model, Semi-Non Parametric Model.線形状態空間モデル ， 非線形非ガウス・フ イ




かの重要な問題について議論した本サーベイは 2 つの部分に分けられる べ
イジアン計量経済学の考え方と実証分析への応用に関する問題と、大きな部分
を占める計算問題である 第 2 章では?ペイジアン計量経済学の簡単な解説を
行った第 3 章では 7 応用研究を行う場合におけるペイジアン・パラダイムのい
くつかの関連する利点と欠点を述べた.ここで?単位根と EBA に特に焦点を当





る TSP や RATS のようなパッケージと全く同じような方法で?パッケージプロ
グラムを用いて簡単に導入できる パッケージプログラムが利用できない場合
でも 7 これらの手法のプログラムに必要な時間は， GAUSS や Fortran のような
言語を使った基本的なプログラムの能力を持っている研究者にとっては最小で
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MCMC 法が好まれる多くの理由は 7 他の方法で分析するのが今まで難しかっ
たモデルを分析することを可能にするためである この方法を利用できるのは 7
厳密に定式化したモデルと事前分布からなるベイズ分析だけではないすでに






















対して役立つ部分がある 。 たとえば、 RATS マニュアルはベイズ型ベクトル自





BAYESFOUR 汎用のベイズプログラムで、 Prof. Adrian F.M. Smith 
と彼の同僚である Drs. John Naylor , Allan Skene, Ewart Shaw 






いまで)は非反復モンテカルロ法を用いる。 Bayes Four は PC と
Unix に対しては、 Fortran 77 で書かれており、その他は c ある
いは C++ が使える 。
BRAP (PC パージョンは PCBRAP) シカゴ大学の Arnold Zellner と同僚
が書いた Fortran ベースのプログラムである。正規誤差を持つ線
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形回帰モデルとして書 くことができるいかなるモデルの分析が可
能である 。 加えて、ユーザが与えた関数の (正規ある いは t イン
ポータンス関数を用いた)モンテカルロ積分ができる 。 レビュー
は Koop(1992) で与えられている 。 このプロ グラム の コマンドは
TSP のコマンドと非常に似ているので、単純な実証的問題の教育
や実行に対しては、最も汎用性があるプログラムである 。
BRP CORE の何人かの研究者によって書かれた Fortran ベースのプ
ログラムである 。 線形モデルの処理と様々な積分手法の両方の広
範囲の機能を含んでいる 。 このサーベイで特に関心があるのは、
Poly-t 密度を取り扱う数値積分手法である 。 このパッ ケージは
BRAP よりは汎用性があるが、ユーザ ・ フレンドリーではな \;\ 0
プログラムの諸機能を使うには、 Fortran の知識が必要である 。 さ
ら に、 BRP は適度の込み入った問題に対処するのに適している 。
恥1ICRO-EBA GAUSS ベースのフログラムで EBA を分析するためのユ
タ大学の Richard Fowles が作成したプログラムである 。
SEARCH Ed Leamer の推奨する多くの方法を行うプログラムである 。
SISA乱1 ， MIXIN 2 本の Fortran ベー スのプログラムで、モンテカルロ
積分と混合積分を行う 。 汎用性はないが、このプログラムが採用
している手法は、非常に複雑で、ある 。 Fortran でプログラムされ
た poor な動きのする事後分布を持つ研究者に、このプログラム
は適している 。 事後分布が非対称であり、従って t インポータン
ス関数を用いて扱うのは難しい場合には特に有益で、ある 。
A.2 特定目的のプログラム
BATS Bayesiαη Anαlysis 0/ Timε Seηes プログラムは、カルマンフイ
ルター・モデルを含んだ動的線形モデル (DLM) と非線形モデル
の推定を中心とし、 APL で書かれている 。 もともとは University
of Warwick で開発され、 West ， Harrison and Pole (1987) による
論文に記述されている 。 現在は、強化されたパージョンが Pole ，
West and Harrison(1994) のベイズ予測と時系列の本で得 ら れる 。
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bicreg, bic.logit and glib これらの 3 つのプログラムは、ワシントン大
学の Prof. Adrian Raftery が作成した比較的短い S-plus 関数で、
ベイジアンモデル選択と BIC を用いたモデル不確実性の評価を
行う 。 最初のものは線形回帰モデルでこれを行い、 2 番 目 はロジ
スティ ッ ク回帰で、 3 番目は一般線形モデルでこれを行う 。
BART Bαyes~αη Approαch to Rαndomized Tí門αJ は、 clinical trial moniｭ
toring と indifference zone による分析を行; うためのベイズ法をプ
ログラム化した S 関数で、ケンブリッジ大学の MRC Biostatistics 
Unit の Prof. David Spiegelhalter によって開発された。 プログラ
ムは正規尤度を標準事前分布を用いて更新できる 。
B/D belief 解析を行うために、 Wooff(1992 ) が作成した [B/D] と呼ば
れるプログラムは、 Belief αdj'ωted by Dαtα の略称で、 University
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First Bayes Nottingham University の Prof. Tony 0 ' Hagan によってイ乍
成され、学生が初等的なベイズ統計学を学習し、理解するのに役
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立つ使いやすいパ ッ ケージである 。 含まれて し E る機能の一部は次
の通り
・ 13 種類の標準的な分布族とこれらの混合分布のプロ ッ トと
要約







プログラムは APL で書かれている 。
Minitab Macros Albert(1996) に書かれている\Ilinitab 用のマクロ集。
A.4 マルコフ連鎖モンテカル口プログラム
BUGS は、英国の MRC の Medical Research Unit で開発されたシステ
ムで、 Bαyes~αη infereηce Using Gibbs Sampling の略称、で、 Gibbs
サンプリングを手軽に行うために便利なソフトウェアである 。 D.








する l 組の関数からなる 。 モデルの記述はモデルが複雑で、も簡単
である 。 BUGS を使っ て既に解析されたモデルと、マニュアルに記
述されているのはランダム効果を持つ一般線形モデル、 生存デー
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タの線形回帰分析、空間的な従属性を持つデータとノン・パラメト
リック平滑化モデルである 。
CODA Convergeηce Diagnosis αnd Output AnαLysis : 一般的な MCMC
アウトフ。ツト や BUGS アウトプットの収束診断を調べるメニュ一方
式の S-plus 関数で、 Gelman and Rubin (1992a) 、 Geweke (1992) 、
Ruftery and Lewis (1 992) そして Heidelberger and Welch (1983) 
の要約統計量と収束診断を含んでいる 。




glmm glimm S 関数
BINGO Bαyes~αηIηfereηce -NumericaL) Graphical αηd Other stuff 
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第 3 章 単位根のベイズ分析
3.1 はじめに
回帰モデルで定数項とトレンド項がある場合における単位根のベイズ分析
は 7 階差定常過程 (DSP) 対トレンド定常過程 (TSP) を検定するのに適用するこ
とができる しかし 7 単位根の下で事後 pdfの退化を避けるために事前確率密度
(pdf)を十分に注意して選択する必要がある Phillips[1991a] や Schotluan and 
van Dijk[1991a, b] で示されたように 7 単位根の下での事後 pdfの退化は Jeffreys
型の事前分布を使用することによって避けることができる.この退化の問題に
加えて?単位根の下で定数項が識別されない問題があり?これがフラットな事前
分布を用いた場合に事後オッズ比を発散させることになる Schotman and van 
Dijk[1991a刈は 7 事後オッズ比の発散を避けるために?対立仮説の下で定数項に




を導く 単位根問題のモデル選択アプローチは Phillips and Ploberger [1992] で
与えられており、予測密度に関連したベイズ的な方法を開発している 本論で
は， DSP 対 TSP を検定する事後オッズ比を導く さらに 1 単位根とトレンド、パ
ラメータに対する事後 pdf を導く 退化を避けるために?これらのパラメータに
proper な事前分布を用い 1 事前 pdfのパラメータを計算するのにブートストラッ
プ法を用いる
本論の構成は次の通りである 第 2 節で?今までのベイズ単位根検定について




較するための標本実験を行う そして ? 平方予測誤差の予測密度を導く.第 4節
では ? 誤差項が未知の次数の ARMA(p， q) プロセスにしたがう場合に 7 単位根を
テストするための平方予測誤差の予測密度と事後pdf を導く そして ， このベイ
ズ検定の方法を円の外国為替レートの月次データ に応用 し 結語を第 5 節で述
べる
3.2 ベイズ単位根モデルのレビュー
Sims [1988] と Sims and Uhlig [1991 ] による議論の発端とな っ た論文は 1 単位
根仮説を調べるのに古典的な計量経済学的な方法を用いることを批判し ? フラッ
トな事前分布を用いることを支持しており ? 最近の多くの実証分析では 7 フラ ッ
トな事前分布を用いたベイズj去を採用していることを示した これ ら の論文は
ベイズ的な方法による単位根計量経済分析に大きな関心をJ]乎び起こした最近
の実証分析を見ると ? フラ ッ トな事前分布を用いるベイズ法では 1 経済時系列の
単位根仮説に関する推測が古典的な検定による結果とはしばしば異なることを
示している特に ， DeJong and Whiteman [1989a ， b ， c] によるフラットな事前分
布を用いたベイズ分析では ， Nelson and Plosser [1982 ] によって研究されたマク
ロ時系列や ， Shill日 [1981 ] と Marsh and Merton [ 1986] で分析されたスト ッ ク
価格や配当系列に 7 単位根はほとんど見い出されていない 同様に ， Schotman 
and van Dijk [1 99 1 ] に よ るフラットな事前分布を用いたベイズ分析では ? 実質
為替レ ー トや実質 GNP デー タに単位根があ るという事実は 7 古典的な単位根検
定の結果によって支持されよりもずっと弱いことを見い出した
しかし ， Peter Phillips は時系列モデルにフラット事前分布を用いるのに強く
反対したそれは? フ ラット事前分布はある種の不変性を欠いており ? 自己回帰
係数がコレログラムの形状に影響を及ぼし ? データやその標本積率に含まれる期
待情報量に影響を与えるという経路で?一般的なモデルに基づいた重要な e情報を
無視しているからである . 彼は ? フラット事前分布を用いるとデータの確率構造
の推定の精度に誤解を与えることを示し 1 単位根モデルが実際真であるときに
そのモデルの事後分布の推定をかなり偏らせることになることを示した.フラ ッ
ト 事前分布に対する対立仮説として ， Phillips は情報行列に基づいた(Jeffreys 型)
事前分布の利用を提唱したこの事前分布は司確率的な非定常性に適応し う 係数




定と同じくらい不確実であることを示した 加えて p Phillips は Jeffreys 型事前
分布を利用した方法を Nelson-Plosser データに応用し‘もっと 一般的な Jeffreys
型の事前分布を採用し同様な結果を得ている DeJong and Whiteman [1989a] 
や Zivot and Phillips [1991] で報告されたよりは、単位根モデルに対して決定的
な証拠がないことを見い出している
DeJong and Whiteman [1989aム]， Phillips [1991a] それに Zivot and Phillips 
[1991] によって行われた単位根仮説のベイズ分析ではモデルのパラメータに
関して線形である推定された定数項とトレンドをもっ共通の AR(k) モデルを用
いている Schotman and van Dijk [1991a] は Phillips への返答で? 定数項とト
レンドのある AR(k) モデルの非線形の観測されない要素モデルを用いて.モデ
ルのパラメータに関してフラット事前分布と Jeffreys 型事前分布の動きと?主要
な自己回帰係数 p の結果として得られた事後分布を調べた 彼らは) Schmidt 




し 7 彼らの見方は DeJong and Whiteman や Phillips によるものとはかなり異な
る特に 1 要素モデルの中ではフラット事前分布と比較した場合) Jeffreys 型の事
前分布は単位根モデルのウェイトを小さくすることを示した そして， DeJong 
and Whiteman [1989a ， b] の結果と対照的に?フラット事前分布から導かれた事
後分布の推定は確率 1 で単位根仮説になることも示した さらに 1 単位根モデル
を受け入れるという事後オッズ比は 7 レベルパラメータに improper prior を用い
ると発散することを示した.レベルパラメータに対する Je百reys 型の事前分布は
lmproper であるから 1 Schotman and van Dijk は Je百reys 型の事前分布は「単位
根仮説のベイズ分析には不適切で、ある J と批判した
Zivot [1992] は) Schotman and van Dijk の発見は単位根仮説の下での観測され
ない要素 (UC) モデルの誘導型モデルにおける退化の結果であるということを示
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した彼らの言っていることは， Schotman and van Dijk に対する Phillips[1992]
の返答と密接に関連している もっと重要なことは， SchotJman and van Dijk の
パラドックス的な結果は?もし要素モデルの構造をそのまま保持し?初期値の役
割に十分な注意すると消えてしまうと言うことを Zivot は示した 初期値を別
な取り扱い方にすると、構造型の要素モデルは単位根モデルの下で退化する必
要はないことを示した この構造モデルを用いると， Jeffreys 型の事前分布は単
位根モデルを必ずしも過小評価せず7 フラット事前分布から計算された事後分布
は十分に形が良く?単位根仮説の事後オッズ比は?適切に正規化されたフラット





味あることに 1 いくつかの繰り返し標本という状況において?要素モデルでの p




れらの結果はモデルの定式化は 7 事前分布と同様に 7 単位根仮説に関する推測へ
重大な影響を与えることを示唆している
3.3 線形トレンドをもっ AR(l) モデル
まず退化と非識別性の問題を振り返ろう 定数項とトレンドがある AR(l) モ
デルは 7 次式で与えられる
Yt = μ+α t+ εt 
の =p εt-1 + Ut , t = 1, .・ ・ 7η (3.1) 
ここで Ut r-v NID (O ， σ2) である階差定常過程 (DSP) 対トレンド定常過程 (TSP )
を検定するのに (3 . 1) 式を用いる DSP の帰無仮説
H : p= 1 vs . α=0 
3.3 線形トレンドをもっ AR(l) モデル
は， TSP の対立仮説に対して検定される.
K: Iρ| く 1
方程式 (3.1) から 7 次の誘導型を導く
Yt -PYtー 1 二 μ(1 -p) + α [t - ρ (t -1) ] 十 Ut
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=[μ(1 -ρ)+α pJ + α(1 -ρ) t + Ut (3.2) 
(3.2) から明らかなように?定数項 μ は ρ=1 のとき識別されない フラットな
事前分布
PF(ρ1μ?α?σ)ασ-1 (3.3) 
を用いると.' p の事後 pdf
p(pldata)α IX'XI-~(ν82 ) 一号2 (3.4) 
を得る . ここでえは ηx 2 行列で7 その第 t 行はふ ={1 ， t-p(t-1)} で与
えられ ， vs2 - ダ(ρ)MxY(p) ， y(p) = (Y1(ρ) ，"'， Yη (p))' ， Yt(p) = Yt - ρ Yt-1 ， と
!Vlx = 1 -X(X' X)-1X' である ρ=1 のとき ， X は要素が 1 の ηx2 行列にな
るが7ν S2 はこの線形従属に対して不変であり 7 したがって， (3.4) における p の
事後 pdf は p = 1 で無限になる
Phillips [1991 J は， Jeffreys 型事前分布を用いると， (3.4) 式のは'XI- i /2 項が
相殺し ， p の周辺事後 pdf は次のようになることを示した.
pJ(pldata) ααo(p) ~ (ν S2)-~ (3.5) 
ここで αo(p) = (1 -p2)-1{η 一 (1 -p2n)j(1 _ p2)} である (3.5) はめ =μ と
おくか?ρ の周辺 pdf を得るためにラプラス近似を用いることによって得ること
ができる
Schotman and van Dijk [1991a ， bJ は 3 レベルパラメータ μ は p=l のとき識
別されないので?μ に対するフラット事前分布は無限に発散する事後オ y ズ比
になり?したがって 7 事後確率が単位根仮説に対しては l になることを意味する





|μ +α +pεo + Ul , t = 1 
Yt = ) (3.6) 
l [μ(1 -p) + αρ]+α( 1 -p) t + 'Ut; t = 2, • • . ， η 
(3.6) の観測されない要素の形では7ρ=1 のときのレベルパラメータ μ の非
識別性を避ける一つの方法であるにもかかわらず7 潜在的な初期値 ε。を評価す




Yt (ρ)=γ + ?t + Ut (3.7) 
ここで Yt(ρ) = Yt 一 ρ Yt-l ， r = μ(1- p) 十 αp そして ð= α ( 1- p) である .p=l
のとき 6 二 O であか方程式 (3.7) は redundant な変数の場合になる redundant
な変数は p， γ ， ð に対してはより大きな事後分散になるが7 これらのパラメータ
のベイズ推定量の一致性は保持する.方程式 (3.2) ではなく (3.7) を用いると 7
(3.4) におけるような p= 1 での ρ の事後 pdfの退化と ， p に関しでも っ と散漫
な推定を行った場合の非退化事後 pdfの聞のトレードオフに直面する以前に述
べたように?このトレードオフは proper な事前分布か Je百reys 型の事前分布を用
いることによって避けることができる しかし?どの proper事前分布を使用す
べきかについて確信が持てない場合は?方程式 (3.7) で p にフラットな事前分布
を用いて行った方がよい
(3.7) の誘導型の形を用いて 7 次のフラット事前分布を用いる
p(ρ?γ ， ð ， σ)ασ一 l (3.8) 
次に γ ， ð ， σ に関して積分した後で， p の事後密度を得る
p(ρIdata)α(川2) ーを (3.9) 
ここで ν S2 = y(p)' !v!y(p) , !v! = 1 -X(X'X)-lX' , X = (x~ ， '" ， x~J ， Xt = 
(1, t) ， そして ν 二 η -2 である .
3.3 線形トレンドをもっ AR(l) モデル
p のこの事後 pdf を用いて?単位根仮説を検定する
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Ho: p = 1 VS. H1 : 0::;ρ く 1
ρ の符号に確信が持てなければ7 対立仮説を |ρ| く l に変更することができる
ペイジアンは仮説を比較する方法として事後オッズ比か7 あるいは最高事後密
度区間 (HPDI) をしばしば用いる HPDI は古典的な信頼区間のベイズ版である





Kπo p(p 二 1ldata)-Ol-l-πo .f~l p(pldata)dρ 










誘導型 (3.7) を用いると p=l での情報を無視し ， t の係数はゼロになる ρ=1
のとき， (3.2) は次のようになる
Yt - Yt-l = α + Ut (3.12) 
他方?ρ ヂ 1 のとき
Yt -P Yt-l = [μ(1 -p) + α p] + α(1 -p) t + Ut ( 3.13) 
である (3.12) と (3.13) では 7 単位根仮説日。と Hl はモデル選択問題へ翻訳さ




Phillips and Ploberger [1992] はこのような方法を採っている.彼らはベイズ
予測密度に関連したベイズ流モデル選択法を開発した われわれはこのモデル
選択問題を別の方法で行う (3.12) と (3.13) 式のそれぞれに対して 7 予測の平均
平方誤差の密度を導き?期待平均平方誤差と比較する
Yt について m 期の事後標本観測値(仇+1 ，"' ， Yη+m) があるとする仇所与
の下でのその pdf は， (3.12) の下で次のように与えられる
f(y(m)1 α1σ ， yη) = (2π) 一号 IGI ーさ σ-m

















1 1 l 
(3.12) の下での予測密度は
p(y(m)1仇) = 10'"乙 ω(m)1σ2 ， Q , Yn)仇巾州αdσ (3.15) 
であり 3 ここで p(α1σIdata) は次式で与えられ
仰1σIdata)ασ一(η+l)exp ーム(α ー δ)21 ， (3.16) 
I L, O “ l 
そして δ=tε (Yt -Yt-1) である α と σ に関して積分すると?次を得る
，_.!!.土旦ニip(y川仇) = const. [ν S2 + (y(m) ーァ(m)δ)'H(y(m) ーァ同
ここで ν S2 = 乞(ムYt 一 δ) 2 ，ムYt = Yt -Yt-l ， ν 二 η- 1 そして H = [G+ 
iァ (m)ァ(m)']-l である ω = Y(m) ーァ(m)δ を予測誤差のベクトルとしよう すると
こ=古dω は 7 予測の平均平方誤差になる z の予測密度は Tsurumi and Wago 
[1991] にある m 二 l に対して?これは
p(zlyη ， 1 ， S2) αz-i(lノ S2+ z/μ1 )一(叶 1)/2 (3.18) 
となり.ここで μl 二 万一 l である
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(3.13) 式の下で 7 予測密度は次のよう に なる
p(y(m) I 仇) = l 1000 J f(y(m) I川川)p(ß ， O" ，仰a)dβωρ (3 川
ここで ß =(μ1 α)'，そして
p(ß ， σ?ρ I data) = (2π ) -~σ一 (η+ 1 )
exp {会 [y(pト X(p)ß]' [y(ρ) -X (p)ßl } 川
f(y(m) Iσ ， ß ， ρ ， yη) = (2π) 一号 I GI ーら-m









































I yr叶 1 - pyηl 
y(m) = I I - ，・ E
E ・ E
L yη十m - pmyn J 
r 1 -P (η+ 1) -p η1 
X(m) = I I 
L 1 -pm (η+ m) -pmη j 
1 0 ・ ・ ・ 0 
G= 881, B = p 1 
ρmー1.. . pl
である 3 と σ に関して積分すると ? 予測の平均平方誤差の密度 z は‘ m = 1 
に対して次のように与えられる
内|山 lz九52 +山)-~p(pldぬ)dp (3.22) 
ここで
p(ρIdata)α IX(p)'X(p)1 ーをい 52) 一号2
ν52 二 y(ρ)'[1 -X(p)(X(ρ)'X(p)) 一 1 X(p)' ]y(p) , 
μ1 = H-1 = [G 十 x ( m)(X (p)' X (p) -1 x(m)'] 
である z のより小さな事後平均になるようなモデルを選択することによって
仮説 H。と Hl の検定に予測の平方誤差のベイズ予測密度を用いる
事後オッズ比 KOl と Schotman and van Dijk (SVD と表す) ， Zivot (UC と表
す) ， そして (3 . 11) 式 (DTREND と表す)によって得られた単位根の事後確率のシ




























Mean of KOl .95 2~ 2.76 .11 4.91 .001 
VIean of P(Ho 1 ,) 34 15 44 .08 62 001 
SVD 
Mean of KOl 1.25 54 2.98 .34 6.04 .007 
Mean of P(Hol') .41 .27 53 17 69 01':1 
UC(εo 二 0)
Mean of K01 4.44 1.78 9.34 1.40 18.39 0.24 
:¥1ean of P (Ho 1 ,) .58 .40 71 38 .83 12 
E(z l 日。)-E(zIH 1 ) 一 .001 0013 -.003 0021 -.002 .0028 
(1) データ発生プロセス
Yt=6 . 0-.11t+ εt 
ε t = PEt-1 + Ut 'Ut rv N(O , 1) ， ε。 rv N(O , 1) 
(2) DTREND: K01 は (3.11) の事後 pdf を用いて計算
(3) SVD: KOl は Schotman and van Dijk [1991 ] の (3.9) 式から計算
(4) UC: KOl = KF J.01 は Zivot [1992] で εo rv N(O , 1) 
(5) E(zIHi ) は Hi ， i = 0 ， 1 の下での平方予測誤差の事後平均
(6) 反復回数二 1000
E(zl仇， H 1 ) に対するシミュレーシヨン結果も示す
期待値， P(Hol') と 50 ， 100，と 250 の標本サイズに対してと ? ρ= 1 と P = 0.85 
に対しての平方予測誤差の平均の差が報告されている
表 3.1 に:は K01 の実証的な
Y王-
データ発生プロセスは
表 3.1 の注にある • P = 1 のとき 7 事後オッズ比の期待値のサイズの}II責序は 1 小
UC モデルに文すしては 1さいものから }II買に DTREND ， SVD ， そして UC である
EO rv N(O , 1) とした ρ= .85 に対しては すべてのオッズ比は P= 1 に対する
すべての KOl
と P(Hol') は ， p = 1 のときに大きく ρ= 0.85 のときに小さいという望ましい性
質を示している
サンプルサイズが増加するにつれて




差の実証的期待値は、 ρ=1 のとき負で ， p = 0.85 のとき正である
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検定の検出力は標本理論での概念であるが?事後オ y ズ比を単位根のいくつ
かの標本検定量と比較してみるのは興味がある 表 3.2 は 3 つの事後オッズ比
(DTREND , SVD , UC (εo = 0)) の経験的検出力と 3 つの標本検定量 (Dickey­
Fuller のヂァとん検定と Durbin-Watson検定)のそれを示している 単位根に
対する DurbirトWatson検定は 1 Sargan and Bhargava [1983] と Bargava [1986] で
議論されている Imhofの方法 [ 1961 ] を用いると 1 単位根仮説に対する Durbin­
Watson検定の厳密なサイズとパワ ーを計算できる表 3.2 の結果は 7 事後オッズ
比のパワーと標本検定のパワーは ， n= 50 に対しては平方予測誤差の平均の差
のパワーは他の検定のパワーよりも大きくなる傾向になるにもかかわらず? 多か
れ少なかれ比較可能である.しかしながら ? 口 二 100 と 2~)0 に対しては ， Durbinｭ
Watson(DW) 検定は他の検定を圧倒する傾向にある Durbin and Watson [1951] 
は ， DW検定が p=o の帰無仮説の検定で局所最良不変 (LBI) であることを示し
た Sargan and Bhargava [1983], Bhargava [ 1986]， そして Tsurumi [ 1993] で述
べられているように ， DW検定は単位根 (ρ = 1 ) の帰無仮説に対して は LBI で
はない単位根に対する LBI は検定は?線形タイムトレンドがある回帰モデルに
は使うことができない表 3.2 の標本実験の結果は， DW検定は大標本では良好
なパワーをもっていることを示している




Yt = μ+α t+ εt 
θ (B) 
ε t = P Et-l +一一一:\ Ut φ (B) 
(3.23) 
(3.24) 
ここで θ(B) = 1 + BIB + B2B2 + .+ BqBq と φ (B) = 1 -ゆ1 B 一一一ゆpBP
である θ(B) は反転可能で φ(B) は定常であると仮定されている
自己回帰誤差のある回帰モデルで単位根を検定するのに，一般に 2 つのモデル
化の方法がある . DeJong and Whiteman [1991a ， b] と Said [1991トその他は、最
大根モデル化にしたがう 日(B) = φ (B) /θ (B) = 1 +π1 B + π2 B2 +. ..とおく
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表 3.2: 事後オッズ比と単位根の標本検定の経験パワーの比較
η= 50 , n = 100 ， η= 250 の場合
ρ 1.0 .95 90 85 
η= 50 
DTRE0ID .05 068 .10 16 
SVD 05 055 .06 09 
UC(ε0=0) 05 .065 09 14 
アァ .05 065 .08 12 
pア .05 055 09 17 
DW .05 .066 10 17 
E(zIHo) -E(zIH1) 05 .070 14 21 
η= 100 
DTREND .05 .13 25 .45 
SVD .05 10 17 38 
UC(εo = 0) .05 1 19 .40 
T、7 05 13 24 .42 
P7 .05 13 25 .46 
DW .05 10 26 .46 
E(zIHo)-E(zIHl) .05 .060 17 35 
η= 250 
DTREND .05 .27 .75 .99 
SVD .05 .26 74 .9 
UC(εo = 0) .05 .27 .75 .9 
アァ .05 .17 60 1.00 
PT .05 25 .74 1.00 
DW .05 37 92 1.00 
E(zl日。)-E(zIH 1 ) .05 21 73 .99 




















(2) DTREND , SVD , UC(ε0=0)，と経験パワーの計算に用いられる検定の 5%サイズ
に対応する E(zIHo)-E(zIH 1 )の臨界値
(3) ヂァ二 Dickey-Fuller t-test; PT = Dickey-Fuler p-test 
(4) DW = the Durbin-Watson 検定統計量
(5) DW検定を除く反復回数二 1000
DW検定のサイズとパワーは Imhof の方法によって計算
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と 7 最大根表現は次のように表される
そして (3 . 23) は
となる . ここで
である
(1 -pB)(l + 7rlB +π2B2 + . . )
et 二 7rlet- l + π2 et-2 + .・・ 十 Ut
et = Yt(p) -Xt(p)ﾟ 
Yt(p) = Yt 一 ρ Ytー l
Xt(ρ) = Xt -PXt-l , Xt = (1 , t) 
(3.25) 
(3.26) 
もう 一つの表現法は?単位根や共和分の文献でより多く使用されており ， (3.25) 
を
α (B) = η B + (1 -B)(l - ψlB - ψ2B2 -. .) (3.27) 
とし?ここで η=α(1) である この表現法では (3.23) 式は
ムYt = μ定 +η Ytー1+ ゲ t+ 乞仇ムYt-i+ Ut (3.28) 
となり 7 ここで μ本は新たな定数項?そしてゲ =αη である DST と TSP仮説
は?この場合次のようになる.
Hb:η=0 と α* = 0 vs. H~η ヂ o (3.29) 
DeJong and Whiteman [1991 b] によるコメントに対する返答で， Phillips [1991b] 
は (3.28) のモデル化を支持する分かりやすい説明をしている これに加え 1 われ
われは (25) のモデル化の下で p に対する事後 pdf は πl の推定値に対して敏感で
あることが分かった (3 . 25) のモデル化の下では， Ho: p 二 l を H 1 : 0 く p < 1 
のような片側対立仮説に対して検定することができる πl に対して ρ の事後
pdfが敏感になるのを避けるために ? 苛1 ， 売2 ， •• ，が与えられたときの ρ の条件付
事後 pdf を用いることができる ここでれは帰無仮説の下での引の推定値で




(3 .28) の誘導型でムYt-i が k のラグで切断されていると
ムYt = μ本 +η 仇ー1+α'"t + 乞 ψ1ムyぃ + Ut (3.30) 
となる散漫な事前分布
p(μぺ η?α\ψ1 ， '" ， ψk ， σ)α σ-1 
を用いると 7 η の事後 pdf は 7 次式のようになる
ぱ山凶) α [V ，s 2+ (η ーの2/hll ] ーギ (3.31) 
ここでがl は (Z'Z)-l の逆行列の第 1-1 要素であり Z の第 t 番目の行は
Zt = (1 , Yt-l , t ， ムYtー 1 ， .・ 7 ム仇-k ) である 汚は η の事後平均で ν =n-k-3
である. (3 .30 ) を用いると 7 事後オッズ比 ， K01 ， 帰無仮説の確率? そして P(HoJ.)
を計算できる.同様にして ? 次の 2 つのモデルそれぞれに対して?平方予測誤差
に対する密度を得ることができる. H~ : T/= 0 の下で
ムYt = μ本+乞 ψtムYt- 'i + Ut (3.32) 
であり， H~ : T/i= 0 の下で
ムYt = μ率 +η Yt-1 + α*t + 乞 ψ1ムYt-i + Ut (3.33) 
である.
Koぃ P(HoJ. ) ，そして 1 期先予測の平方誤差の平均の差はラグの長さたの選択
に敏感で、ある しかし 1 そのような敏感さはたを十分大きくすれば消えてしまう
ことが期待される標本実験によって ? このことを ARMA(3，l)誤差プロセスの
下で調べることにする Schwert [1988] や Said [1991] による研究によって， MA
パラメータ 81 の値を変化させる
表 3.3 には?帰無仮説の事後確率の経験的な期待値とたと 81 の異なる値と 7 そ
れに η 二 50 ， 100 と 250 のサンプルサイズに対する平方予測誤差の平均の差が
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示さ れてい る ラグの長さが 1 2 と 18 に対して 1 事後確率 P(H~ I ' ) は 81 の所与
の値と 近い 81 二一 .8 に対 して?事後確率は 81 巴 (-.5 ， .5 , .8) に対するそれより
もず、っと小さい表 3 . 1 のホワイトノイズの場合と比べて-みると、事後確率はか
なり 小さいラグの長 さが 12 と 18 に対して 7 平方予測誤差の平均の差の経験的
な期待値は 81 のさ ま ざ ま な値に対して敏感ではない
表 3. 4 は， P (H~I') ， 平方予測誤差の平均の差、とサンプルサイズが η= 250 に
対す る 拡張 Dickey- Fuller 検定 (ADF) であ る 表 3.2 のホワイトノイズの場合と
比べる と，パワ ーは誤差項がARMA プロセス にしたがうときすべて低い さら
に 1 検定のパワ ーは 81 の値に対して敏感である 一般的に ， P (H~I ' ) のパワ ー は
ADF のそれよ り も 大 きく 1 平方予測誤差の平均の差のパワ ー は 3 つの テス ト中
で最 も小さ い
表 3.3 : 事後確率と平方予測誤差の平均の差の計算した期待値
。1 φ1 ゃっ k=O k=6 た= 12 た= 18 
P(H?l') DIF P (Hü l ・) DIF P ( H~) I') DIF P(H?l') DIF 
η= 50 
一 . 8 5 -.3 .014 .015 108 014 148 -.009 141 -.010 
一 . 5 .υ 戸 -.3 111 -.018 258 一 . 015 252 -.016 .229 -.014 
・ 5 .5 -.3 .580 -.026 .428 -.014 .424 -.015 386 -.016 
8 .5 -.3 591 -.026 .481 一 . 016 .434 一 .01 5 .413 -.016 
η = 100 
-.8 .5 -.3 .010 .016 147 013 .224 -.011 .233 -.009 
-.5 .5 -.3 132 016 147 .013 .358 -.012 356 -.011 
5 .5 一 . 3 .667 -.017 .531 -.013 522 -.013 .518 -.011 
.8 .5 -.3 .680 -.017 .584 -.013 .554 一 . 012 .547 -.010 
η= 250 
-.8 .5 一 .3 .015 .014 169 -.008 354 -.010 398 -.011 
-.5 5 -.3 172 005 .540 -.011 .570 -.011 .564 -.012 
.5 .5 -.3 801 -.016 .710 一 . 010 720 -0.12 733 -.012 
8 .5 -.3 .812 -.016 761 -.012 753 -.012 .758 -.012 
j主 : ( 1 ) データ 生成プロセスについては表 3 . 1 の注を参照 3 ただ し誤差項は次式で生成 されている
ε = ?/_1 + __1+e1B 
t - tt-l I 1= ゆ1 B ー ゆ2 B2
(2) P(H?l')= H?:η 二 O が真である事後確率
(3) DIF 二 E(zIHû )-E(zIH'l) 
(4) k 二 O は誤っ て εt r'O.J N(O, 0' 2) . と仮定した場合
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表 3.4: H~ と平方予測誤差の平均の差の事後確率のパワーの計算値
k = 15 ， η= 250 の場合
。1 中 1 ゆ2 p=l p = .95 p 二 .90
P(H?l.) 05 30 .75 
-.8 5 一 .3 DIF .05 13 .45 
ADF 05 .28 .71 
P(H?l.) 05 。 33 65 
一 .υ戸 5 -.3 DIF .05 19 40 
ADF 05 23 45 
P(H?l.) .05 33 .68 
.5 5 -.3 DIF .05 19 .39 
ADF .05 .2 41 
P(H?l.) .05 34 .68 
8 .5 一 . 3 DIF 05 .21 38 
ADF 05 .25 -13 
注・ ( 1 ) データ 生成プロセスについては表 3.3 の注を参照
(2) P(H?l.)= H?:η 二 O が真である事後確率.
(3) DIF 二 E(zIHü )-E(zIH~). 













(4) 検定の 5% サイズに対応する臨界値が経験的なパワ ーの計算に用い られる
単位根あるいは DSP を検定するのに?事後 pdf を η=0 の方向にヲ|っ張る事
前 pdf を選択する必要がある.以前に Jeffreys 型事前分布は適切でないと述べ
た DSP 対 TSP を検定するのに ， DeJong and Whiteman (1991a) は AR(3) モ
デルを用いて?最大根に対する事後 pdf を導き 7 それが l であるか否か検定した
彼らは ARパラメータにフラット事前分布を用い ， AR(3) 過程の根に変換した後
のこのフラット事前分布は， 1 の近傍にもっと多くのウェイトをおくことによっ
て事後 pdf を僅かに単位根の方にヲ|っ張る最大根に対する事前分布を生じる彼
らの事前 pdf は 1 の近傍で切断されている
本論文では ， 次のような自然共役事前分布を用いることを勧める
p(μ\η1αぺ ψ1 ， • • • ， ψk ， σ)ασ-1 p(η ， αつ σ) (3.34) 
ここで
p(η ? ゲ |σ)α 叫~ -土 (6 -60)' 1"も (6 -60) ? (3.35) l 2σ2 '- -V/ .V ,- -v/J
ここで 6' = (η1α1 そしてこの事前分布を η=0 と α定二 o の帰無仮説の値の
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6 の事後 pdf は
p(6j似a)α[ν S2+ d + (6-b)'(陥 + V)(6 -b)] -(n-ト 1 )/2
そして ß' 二 (μ\ ψ1 ，・ ・ 1 ψk) である
(3.36) 
lノ S2 - ω/ルJx 町、であり?ここで V = Z'Mx之 NJx = 1 -X(X'X)-1X' , 
5 = V-1 Z'ω d=(6o -6)' しも (Vo+ V) 一 1V(OO -5) 
そして
b=(九十 V)-l( Vo OO 十 V5)
ここで? 次のようなパラメトリック・ブートストラ ップ法
である
方程式 (3.36) を用いるためには 5 の事前分布におけるパラメータ%と 00 を
見つける必要がある
を提案する
散漫事前分布に基づく (3.29) の回帰パラメータの事後平均を (í1* , fj ， δぺ ι ム，&) 
Ut を N(O ， (2) , t = 1 ，・ 1η* から抽出し
(3.37) 6.Yt 二戸+旬tー1+ グt+ 乞ふ6.Yt-k + ﾛt 
と表す
によって 7 初期値 (Yo ， ムYo ， . ・ 7 ムY-k) として標本平均を用いて {yt} の観測値系
列を発生する 各試行 t に対して，が個の観測値を得て 7 九 i - Z~ IvJx ， iZi と
(3.38) 00 二 ;pz
ゐ，t こに71z;ル1x ，川 を得る
%二;会九 z
単位根分析におけるブートスト
ラ y フ。が Mark [1993] と Campbell [1992] で用いられている彼らは t 比のブー
トストラップ分布を発生した
ここで添字 t は第 t 番目の試行を表すとおく
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表 3.5: ADF-t と F 検定の事後オッズ比1 事後平均と標準偏差:
円の月次での外国為替レートの対数ヲ 1973.01-1992.12
η α 猟
。HK P(HI.) PM PSD P¥I PSD ADF-t F-test 
(3.36) 式の 80 26.32 .96 .003 .013 。 00006 -2.19 2A3 
80 = 0 8.10 .89 -.021 013 -.0001 00006 
j主 (1) ブートストラップ法でが= 100 と r = 1000 とおいた
(2) (3 . 36) 式の 80 二 (3.36) のブートストラップ分布の平均として計算した 6。の値
(3) P(HI') =帰無仮説の事後確率
P(HI') 二議会
(4) PM =事後平均】と PSD =事後標準偏差
(5) ADF-t = augmented Dickey-Fuller t 検定と
F test = Dickey-Fuller [1981 ] の φ3 検定
仮説 (3.29) を検定するために、事後オッズ比を用いる
。 πo p(8 = Oldata) 
-HK 一て一一一一・ r 
i ー πo I p(8Idata)d8 
(3.39) 
そして η とゲの事後 pdf を調べることによって、事後オ ッ ズ比を拡張する.事
後オッズ比は K を棄却することを示唆するが‘ η と α字の事後 pdf を調べると 3
ワ =0 であるがゲヂ 0 であることを示している.
この方法を円の外国為替レートに関する月次データに適用しよう {Yt = 
log( excht) }，ここで excht は t 月の月末における U.S ドルの円価格である. 1973 
年 1 月 (1973 . 01) から 1992 年 12 月までの月次データ (1992.12) を用いる デー
タは日本経済新聞社の NEEDS データから採用した事後オッズ比 (POR) を計
算し、帰無仮説の確率 Pr(HI') は 80 の 2 つの選択 : 1 つは (~3.36) 式と 1 もう 1 つ
は 6 の帰無仮説の値 8=0 を用いて計算する.結果は表 3.5 にまとめである
表 3.5 で報告された結果は 1 ラグの長さがた =6 である ラグの長さをた =3
から k 二 12 へ変えたが?結果は表 3.5 と同じであった事後オッズ比と帰無仮
説の事後確率は 7 データがDSP の帰無仮説を支持することを示す η とゲの事
後 pdf は 1 分布がゼロを中心に集中して分布していることを示し 7 ゲヂ 0 である
チャンスはほとんどないことを示す ADF- t と F-検定も DSP の仮説を支持し
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ている (3.29) の帰無仮説は η とゲの同時検定であることを示し?したがって
F 検定が ADF-t 検定より優れた検定であることを示している
3.5 おわりに
本論文では誘導型に基づいた単位根の検定にベイズ事後オッズ比を提案し司さ
らに予測密度基準も提案した: 1 期先予測の平方誤差の平均の差である 事後
オッズ比は， Schotman and van Dijk [1991] や Zivot [1992] のそれと似た結果を
得た次に事後オッズと 1 期先予測の平方誤差の平均の差を?次数が未知の場合
の ARMA(p ， q) 誤差プロセスのモデルに拡張した.標本実験は十分に長いラグに
対しては 7 これらの基準は ARMAパラメータの値に敏感でない結果を生じる
ラグの長さを先見的に決めるよりも 7 ある基準に基づいて選択した方がよい
だろう Campbell and Perron [1991] は k を選択する一つの方法を述べている:
ラグの最大長， kmax から出発し 7 もしそのラグ係数が有意なら k= kmax を選択
する もう一つの方法は AIC ， BIC，あるいは PIC のようなモデル選択基準を用
いることができる PIC は Phillips and Ploberger [1992] で与えられた
DSP 対 TSP の検定に 1 単位根とトレンドパラメータに対する事後オッズ比と
事後 pdf を導いた単位根とトレンドパラメータに対して propel な事前分布を
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第 4 章 為替レートモデルにおける時系列分析
4.1 はじめに
名目あるいは実質の為替レートは?ほとんどランダム・ウオークに近い動きを
すると言われている これは 1 ほとんどが最近の為替レートモデルに関する実証










単位根のベイズ分析は， Sims and Uhlig (1991) が単位根の検定に対してベイ
ズ分析と標本理論に基づく分析の対比に焦点を合わせて以来7 かなり多くの関
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モデルの分析を示す第 4 節で7 誤差項が未知の次数の ARMA プロセスにした
がう場合のベイズ的な単位根の検定の方法を紹介し 7 変数が階差定常プロセス
とトレンド定常プロセスのどちらに属するかを中心に考える さらに第 5 節で
ベイズ的な共和分分析の方法を示す まず散漫な事前分布に基づく最高事後密
度区間を導き 7 これが Johansen の尤度比検定と同等であることを示し ， 共和分
関係を含む誘導型係数行列のランクを示す特異値の事後分布を導く 特異値を
用いたのは， VAR モデルで方程式の順序に関して不変であるためである 第 6
節では?これらの 2 つの節で説明した方法を用いて為替レートモデルのベイズ




ら生じたものである Meese and Rogoff (1983a ,b, 1988) の一連の論文では?構
造モデル 7 制約なしの VAR モデル?そして単変量時系列モデルを含む多くの経
済モデルの予測パフォーマンスを比較し?どれもランダム ・ ウオークモデルを
越えるものはなかったと結論している 同様な結論は、他の研究にも見られる.





さない これは 7 一定の均衡為替レートがあると主張する購買力平価 (PPP) の
考え方とは著しく異なっている ほとんどのマネタリータイプの為替レートモ





は別の検定を用いた研究によっても得られている Meese and Rogoff (1988) は
4.2 為替レートモデルにおける実証分析 119 
フロート期間における米ドルに対するドイツマルク 1 日本の円 1 英国のポンドの
月次データにおける単位根を検定し?標準的な Dickey-FuHer 検定ともっと頑健な
Phillips (1987) 検定を用いて単位根仮説を棄却できなかった Edison and Fisher 
(1988) もオランダのギルダーに対するドイツのマルクの場合を除いて ， EMS 内
のほとんどの通貨に対して同じ結論を得ている Huizinga (1987) と Kaminsky






のためである このことは 7 われわれは高々 280 個の月次観測値しかないことを
意味している真のモデルが AR(1) であるという理想的な状態であっても， 1 次




てはいな v)o 1 次の自己相関のパラメータが 0.97 であれば定常であるという対
立仮説でも 7 データを同様にうまく説明することができる




ことは 7 経済理論をそれが正しいのに棄却するのに 5%のチャンスがあることを
意味している検定方法とは矛盾する考え方である ここで正しいとは時系列が
定常であることを意味している 古典的な仮説検定は 1 定常な AR(1) でなくラ








と?事後オッ ズを精密な帰無仮説 (shαrp nuLl hypothesis) を検定するのに用いる
ことカfできる
ベイズ統計学の観点からの最初の結果は. Sims(1988) と DeJong and Whi teｭ
man(1991a, b) に見 ら れる Sims(1988 ) は定数項のある AFl ( 1) モデルを考えた
Sims の検定方法は単位根の帰無仮説を定常な対立仮説に対する事後オッズ比
を計算する ベイズ流の単位根検定に関するサーベイは?和合 (1996 ) を参照の
こと.




身を分析する たとえば， Boothe and Glassman (1987) は為替レートの対数変
化の日次データに 3 つの非正規確率密度関数を当てはめており 7 分布パラメータ
が時間で変化する証拠があると結論している Westerfield (1977) と So (1987) 
も為替レートの時系列データにいくつかの密度関数を当てはめている. Hakkio 
(1986) は?外国為替レートのランダム・ウオークの検定がいろいろな結果を与え
る 一つの理由として 7 ランダム・ウオークの検定は検出力が低いことを議論して
いる Kariya and Matsue (1989) は?日次あるいは週次の為替レートデータがラ
ンダム・ウオークにしたがうかどうか調べるために検定を行っている 彼らは
Taylor (1986) の非線形条件付不均一分散モデルを用いて 7 日 次の為替レートは




た総合的なサーベイは Levich (1985) や Isard (1988) にある . 外国為替レート
に関する多くの回帰モデルは 7 いくつかの金融理論に基ずく定式化を用いてお
り .その用い方によって価格弾力的なマネタリーモデル (βexibLe-price rrwηetαη 
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models) [Frankel (1979) , Bilson (1978 ， 1979 ) ]， 価格硬直的なマネタリーモデル
( sticky-p門ce moηetαry models) [Dornbusch (1983) J， そして価格硬直的な資産モ
デル(sticky-price αsset models) [ Frankel (1983) , Hooper and Mo巾n (1982) ] と
分類される Kariya and Fukao (1988) は 7 同時方程式体系に基づ く 合理的期待
モデル(ratioηal expectαtioη 'model) を開発した
3 番目のグループの研究は 7 最初の 2 つのグループを組み合わせたものである
すなわち ? 回帰の枠組みの中でランダム・ウ オ ークある いは共和分検定を行 う
か?回帰モデルを回帰係数がランダム・ウオークにしたがう状態空間型で定式化
している Enders (1988) , Bleaney (1992) ， と Pippenger (1993) その他は 1 固定
レートと弾力的変動レート期間のもとで購買力平価を検定し ? 回帰誤差プロセ
スが単位根をもつことを示した. Baillie and Selover (1987) は‘他のマネタリー
モデルに加えて Frankel (1979) の弾力的マネタリーモデルと Dornbusch (1983) 
の価格硬直的マネタリーモデルを推定し 7 多くの回帰係数が有意であるが? 符号
と大きさは理論から期待されるものとは異なり 7 回帰結果は回帰の変数問の共
和分関係を支持していないと結論した彼らは拡張 Dickey-Fuller (ADF) 検定
を用いた .
共和分と誤差修正モデルは ? 最近の外国為替レートの研究に多数応用されて
いる Baillie and Selover (1987) に加えて 7 その他のいくつかの論文がある
Copeland (1991) は， Johansen の LRT 検定によって為替レートが互いに共和分
しているかどうか検定したそして為替レートはペア毎に共和分していないが
スポット為替レートはそれ自身のラグ付きのフォワードレートと共和分してい
ることを見い出した Clifarelli (1992) は ADF と Phillips の修正された ADF
検定 (Phillips and Oulialis , 1990) を行い?スポットレートとラグ付きの外国為
替レートが共和分されていることを見い出した McNown and Wallace (1992) 
は， M 1 貨幣供給が GNP と利子率に共和分し 7 他方 M2 貨幣供給は GNP， 利子
率と為替レートに共和分していることを示した彼らは Johansen の LRT を用
いている. Booth and Chowdhury (1992) も Johansen の LRT を用いてカナダ
の為替レートが米国とカナダの利子率と共和分していることを示した
為替レートの状態空間モデルは Wolff (1987) と Fukao (1988) 等々で行われ
た Wolff はマネタリー為替レートモデルの予測パフォーマンスを向上させるた






てモデル化されている自己回帰条件付異分散モデル (ARCH あるいは GARCH
として知られている)が1 主として外国為替レートのボラティリティあるいは
リスクプレミアムを分析するのに用いられている Lぉtrapes (1989) , Diebold 
and Nerlove (1989) , Baillie and Bollerslev (1990) ，そして Kroner and Lastrapes 
(1993) は有名な例である. Tsunimi and Chen (1994) はベイズ法を適用して結
合点の数が未知のときで誤差項が自己相関し分散不均一で、あるとき、スウイチイ
ング回帰モデルを推定した彼らは円ドル為替レートは 1973 年から 1992 年の
聞に 4 つの区聞があることを見い出している .
4.3 購買力平価モデルにおける伝統的な共和分分析
購買力平価 (PPP) は?外国為替レートの動きを説明する理論である 購買力
平価は， 2 つの通貨聞の為替レートがそれらの価格水準の比に必ず等しくなる必
要がある この場合に 7 為替レートは l 単位の国内通貨が両国の購買力が等しく
なるように決定される.
et -Pt + P; 三 Ut
ここで εt は名目の為替レート(外国通貨の国内価格)の対数1 Pt は国内価格の
対数そして P; は外国価格の対数とする そして Ut は PPP からの短期の議離
(実質為替レートの対数)を表すとすると?長期の PPP は短期では Ut ヂ 0 を認
めるが7 長期では Ut = 0 であることが必要条件である 少なくともこのことが
問題になる場合は 1 Ut が定常プロセスであることが必要条件である もし叫が
非定常なら 7 時間が経るにつれて Ut はどんどん大きくなり ， et と Pt は際限なく
発散する したがって?もし et と Pt が 1(1) なら 7 長期の ppp は 1 の共和分パ
ラメータで共和分されていることが必要である
ドルに対する円の為替レートと日米両国の卸売物価の月次データ (1973 年 1
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月から 1992 年 12 月)により?伝統的な共和分分析を用いて PPP を検定する
PPP はこの場合次のように表される
Et 二 K2 ( 4.1) 
ここで Et は t 時点における米国ドルに対する円の名目為替レート ， Pt と PJ は
それぞれ日本と米国の卸売物価指数である ( 4.1) 式の対数をとり‘誤差項を加
えると
ln Et = ln k + ln Pt -ln 斤 +Ut (4.2) 
となり， PPP を検定する通常の方法は
ln Et = ﾟo + ﾟl ln Pt + ,ß2 ln 1マ +Ut (4.3) 
を推定し 7 係数制約 (ßl ， 2ﾟ) = (1 , -1) を検定する
(4.3) 式の説明変数と従属変数に単位根があると?もし t 検定のような伝統的
な統計量を用いると?見せかけの回帰の問題が生じることがある
まず， ln Et , ln Pt, ln Pt に単位根があるかどうかを?拡張 Dickey-Fuller(ADF)
検定と Phillips-Perron の Zα 検定によって調べる これらの変数はすべてタイ
ムトレンドがあるので\ドリフト付の ADF と Zα 検定を用いる検定の結果は
表 l にあり?原系列では ln Pt の ADF 検定を除いて 1 すべての ADF と Zα 検定
は単位根という帰無仮説を棄却できなかったが?他方階差をとった系列は ln}γ
の ADF 検定を除いて 1 すべて 1%有意水準で単位根の仮説を棄却する そこで
これらの変数はすべてただ一つの単位根をもっという結論になる.
共和分検定に関しては， Engle and Granger の検定と Johansen の検定を用いる
Engle and Granger 検定
次のステ y プにしたがって検定を行う
ステップ 1 (4.3) 式の ßo ， ßl ， ß2 を OLS で推定する.
ステップ 20LS 残差に単位根があるかどうかを ADF と Zα によ って検定する.
表 2 にその結果を示した
ケース 1 ln Et を従属変数として用いる (ln Etの係数を 1 に正規化).
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表 4.1: 単位根検定
原 系 安IJ 階差系列
坊ぷ又主. 数 ADFα Z2 ADF Zα 
ln Et -2.2108 -7.6200 -7.83<:t1 -22l.6826 
p l'直 0.4838 0.6142 1.7284D-10 1.-l093D-22 
ln Pt -3.5133 -6.4835 -4.7362 -.59.6665 
p 1直 0.0380 0.7066 0.0006 0.00001 I 
ln}マ -l.5712 -3.7456 -3.2457 -265.8716 
p イ直 0.8035 0.9010 0.0757 1.7708D-27 
a. フグは 1nEt は 2 ， ln Pt は 3，そして lnPt は 12
を用いた.またム 1nEt は 2，ム ln 九は 3，そして
ム ln Ptホは 12 を用いた
b すべての Zα 検定で打ち切りラグ数は 12 とした
ケース 11 ln Pt を従属変数として用いる.
ケース 111 ln Pt を従属変数として用いる
すべての ADF と Zα 検定は?共和分がないとし 1 う帰無仮説を 5% 有意水準では






表 4 . 2: Engle and Granger の共和分検定
共和分ベクトル 単位根検定
1nEt ln Pt lnPt ADFα z; 
l.0 -2.0762 l.6065 -3.1603(0.0926) -20.1349(0.0687) 
-0.3736 1.0 -0.6902 -3.4626(0.0436) -24.0902(0.0306) 
0.5550 -1.3251 l.0 -3.3611 (0.0568) -25.0363(0.0251) 
a. ADF のラグの長さは AIC によって，それぞれ 2 ， 12 ， 12 が選ばれた
単位根検定での括弧内の数値は p 値を表す
b. Zα のラグの長さは AIC により，それぞれ 2 ， 12 ， 12 が選ばれた
Johansen の共和分検定
Johansen の提案した方法は、次のベクトル自己回帰 (VAR) モデルに基ずく正準




Xt = I1Xt-1 + I2Xt-2 + ・ ・・ 十 IIkXt- A: + εt (4.4) 
ここで Xt は p x 1 ベクトルで，その要素はすべて同じ次数の階差定常(この場
合 1(1) ) であ り， f. t は正規ホワイトノイズである もしんが共和分していれば
グXt が定常であるような p x 1 ベクトルグが存在する . すると(4.4)は、誤差
修正モデル (ECM) の形に書きなおすことができる
ムXt 二 r 1 ムXt- 1 + . . . + rk - 1 ムX吋十1+ 口X川 +εt (4.5) 
ここで ， Xt が共和分されていれば日二 αß' である日二 αß' は H のランクが











もし γ~O なら Xt は共和分されておらず， (4.5) は ムXt での VAR モデルにな
る もしア二 O なら Xt は定常であり ?定常変数の線形結合はまた定常であるか
ら 7 共和分を検定する必要はない もし O くアく p なら ， Xt は共和分されてい
る もし帰無仮説 Ho r ~ 0 ，・ ・ ・ ， Ho ァ三 s -1 ( ここで s く p) が棄却され
るが Ho r :Ss は棄却されなければ守口のランクは s であり、したがって s 個
の共和分ベクトルがある (ß は p x s 行列でそのランクは s). 
Johansen の検定の結果は次の通りである ( 4.6) の仮説検定は帰無仮説 Ho
r=O を棄却し 7 したがって ln Et , ln Pt, ln Pt 聞に共和分関係が存在する Ho 
r :S1 もまた 5%水準で棄却され， Ho : r:S2 もまた 5%水準で棄却されるので7
3 つの共和分関係が存在するかもしれない しかし ， 1%水準で、は 1 つだけの共
和分間が存在する
ln Et , ln Pt, ln Pt 聞の共和分は Johansen の検定によ って支持されるので7 次
の制約を検定する
[~:]=[~l] (4.7) 
これは帰無仮説のもとでが分布に収束する Johansen (1991) の尤度比検定に
よ っ て行うことができる 検定結果から ， 1%有意水準で帰無仮説を棄却するこ
とが分かる
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表 4.3 : Johansen の検定
Ho : I1= αßI 
検定統計量 p イ直
ア = 0 48.750 0.0012 
ァく 1 22.215 0.0141 I 
ァく 2 4.222 0.0371 
フグの長 さ は AIC に よ り 2 とした
Johansen の検定は為替レートの対数7 日米の卸売物価指数の対数聞に長期の市
場均衡関係が存在するとし寸結論に導く しかし ? もしもっと厳密な PPP 比例条
件 (4.7) を検定すると PPP は円の為替レートに対して成立 しない ln Et , ln Pt , ln Pt 
聞の共和分関係が棄却されれば， PPP が成立しな い とし寸結論になる しかし
実証分析の結果からは ? 共和分関係が存在する 制約 (<1 .7) は強すぎ 7 取引費用 ，




る場合を示し?系列がトレンド定常プロセス (TSP ) と階差定常プロセス (DSP)
のどちらであるかを中心に検定する モデルは ? 次のように与えられる
Yt = μ+α t+ εt 
θ (B) 
の = PEt-l + 一一一:\ Ut φ(B) 
(4.8) 
(4.9) 
ここで θ (B) = 1 +BIB 十 B2B2+ . . . + BqBq と争(B) = 1 -ゆ1 B - ーゆpBP
である θ(B) は反転可能で φ(B) は定常であると仮定されている.
自己回帰誤差のある回帰モデルで単位根を検定するのに、 一般に 2 つのモ
デル化の方法がある Said ( 1 991) ，その他は次の定式化にしたがう 口(B) = 
争(B)/θ (B) ニ 1+π1B+ π2 B2 + とおくと ， (4.9) の多項式は次のように表さ
れる





et = 7r1 et-1 + 7r2et-2 + . . + Ut
et = Yt(p) -Xt(p)ﾟ 
Yt(ρ) = Yt- ρ Yt-l 
Xt(p) 二 Xt -PXt-ll Xt 二 ( 1 ， t) 
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(4.11 ) 
もう 一つの表現法は?単位根や共和分の文献でより多く使用されており 1 (4.10) 
を
α(B) = η B+(l-B)(l- ψ 1 B - ψ2B2_...) (4.12) 
と表し 7 ここで η=α(1) である この表現法では (4.8) 式は
ムYt 二 μ*+η Yt-1 + ゲ t+ 乞仇ムYt-i + Ut (c!.13) 
となり?ここで〆は新たな定数項7 そしてゲニ αη である
ムYt-i のラグを p 期で打ち切ると ， (4.9) は次のようになる
ムYt 二 μ本 +η Ytー1+α*t + 乞 ψ1ムYt-i 十 Ut (4.14) 
i=l 
( 4 . 14) 式を用いると， DST と TSP 仮説はこの場合次のようになる .
Ho :η= 0 and α* 二 o vs. H 1 :η ヂ o (4.15) 
<5 = (η7αつ f に対する事後密度を導くために 7 事前密度を与える必要がある
多くのベイズ分析では非情報フラット事前分布や Jeffreys 型の不変事前分布が
良好な結果を得る しかし?単位根のベイズ検定では?フラットな事前分布を用
いると η=0 の帰無仮説が真であるときに?η の負の領域に大部分の密度があ
る事後分布になる そこで DSP が真であるときに ， DSP よりも TSP を受け入
れやすい この点を考慮して， Philips (1991a) は Jeffreys の事前分布を用いて
事後分布を l の方に引き寄せる望ましい結果を得ているが?その場合事後分布
が双峰分布になり， ρ> 1 の発散区域内では Jeffreys 事前分布は指数的に増大す
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るので裾が厚くなる結果を生む傾向がある Je百'reys (1961 , pp.358-359) は系列
相関の分析に用いる場合1 係数が 1 のときにこの Jeffreys 型の不変原理を用い
る点についていくつかの間題を指摘している
ここでフラットな事前分布を使うときの問題を説明しよう ( --1 .14) のりの最
尤推定量 (MLE) 汚は?η=0 のとき負になる傾向がある Fuller (1976) は誤差項
がホワイトノイズの場合(すなわち (4.9) で θ (B) = φ(B) = 1) に 7 このことを
示した Sims and Uhlig (1991) は誤差項がホワイトノイズの場合に、戸(二号+1) 
の標本分布を描くことによってこのことをグラフ的に示したすなわち 7 分布は
定常区域に密度の重心があり左に偏っている.
単位根あるいは DSP を検定するのに 1 事後密度を η=0 の方向にヲ|っ張る事
前密度を選択する必要がある 以前に Jeffreys 型事前分布は問題があると述べ
た DSP 対 TSP を検定するのに， DeJong and Whiteman (1991a) は AR(3) モ
デルを用いて最大根に対する事後密度を導き 7 それが l であるか否か検定した





p(μ\η7αぺ ψ1 ，・ ?ψk ， σ)ασ-1 p(η?α*1σ) (4.16) 
ここで
p(η ， (}:* 1σ)α 仰~-土 (8-80)''10 (8 -80) ~ (4.17) L 2σ2'- -V/ 'V ，~ ~v/J 
ここでグ =(η1d)7 そしてこの事前分布を η=0 とゲ =0 の帰無仮説の値の
中心におく. 8 の事後密度を導くために， (4.14) を次のように書きなおす
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そして ß' = (μぺ ψ1 ， • • • ， ψk) 5 の事後分布は次式によって与えられ
ぱ仰ta)α[ν S2 十 d+ (8-8)'(Vo + V)(8 -8) J -(n-k-l ( 4.18) 
ここで V 二 Z' !VlxZ , !v[x = [ -X(X' X)-l X' , ν S2 = w' !v[xw 
d 二 r しも(Vo+ V)-lVt t = V-1 Z弘 8 =: (しも十 V)-lvt
( 4.18) を用いるためには， 2 つのことを決めねばならない (i) (-114) 式におけ
るラグの長さ p と， (i) ( 4.17) 式の事前分布における%の値である.過去の多
くの研究では?ラグの長さは AIC のような尺度やホワイト・ノイズの χ2 検定
によって決定される AIC や χ2 検定は確かに役に立ち?ラグの長さが分からな
い場合にはある程度拠り所となるが， AIC は複数個の最小値を持つ場合がある
ことやが検定はラグの長さが7 たとえば p=6 ではホワイトノイズを示すが7
p = 10 では示さない場合がある
ここで事前密度の%の値を得るために?ブートストラァプ法を用いることに
する
(1) (4.14) 式のパラメータの MLE ?= ([i*, Tf, (i1' . . . , (ip) と 3 を用いる
GI 7. .. 7G71 を N(O ， (2 ) から抽出し 1 ダイナミック・シミュレーションを
行う.
ム Yt = 戸+仰tー 1 + a*t + 2二五tムYt: -i + 仏
計算されたム Yt が利用できるようになると ， Yt-i の実際のデータを置き
換える • Yt の η+ ァ個の値を発生した後， Yt の最初のァ個の計算値を棄
て、残りの η 個の値を用いる.
(2) Yt の η 個のシミュレートされた値を用いて?新しい e = (μ1η?αぺ ψ1 ，・ 1ψp)
を推定するそれらをか1) = (戸(1)がl)7r(l)? 引l)? ?必1)) とする
(3) (1) と (2) を R 回繰り返す t(i) 二(奇(z)? グ(i)) ，を i = 1, " ', R に対して
集め
1 R 
C = Cov(8) =会芸 (t(i) ーめ (t(i) -t) (4.19) 
を計算する ここで 8= 占 ε三 1 t( そこでしもこ C- 1 とする
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ステップ (3) で求めたものは ， ð の無条件共分散である この代わりに7ψz
が与えられたときの 6 の条件付共分散を用いることができる これはがi) = 
(戸(z) 7 F? グ(z) 1 dz)7 ?必))'を集めて ， 8 の分散共分散行列を計算する
1 R 
C* = Cov(8) = 主主(併)ーめ伊)-e)' ( 4.20 ) 
ここで 8= 占 ZElaz)% を C←l の 2 番目と 3 番目の行と列か ら なる C← 1[2 
3, 2 : 3] の 2 x 2 行列として得る これをし67 と表すげは ψ1 ， ・ \ψp 所与
での 6 の共分散の逆行列であるから ， Va*はしもよりも大きくなり‘したがっ て
げ一%は正準定符号になる したがって，Voの代わりにし?を用いると ? 事後
密度は η とゲの帰無仮説の値の方向に強くヲ|かれる傾向にある(図 1 を参照)
。と σ の MLE ， 8 と 0" ， を用いることは 7 もし(4 . 14) が Yt を適切に表してい
ると信じるなら 7 一致性をもっ 6 と 3 は尤度関数から事前分布のパラメータを
推定する最良の推定になる.この方法はある種の経験ベイズ的な考え方に基づ
いている
R 回の抽出のそれぞれに対して MLE である 6 と δ を用いる代わりに ， i + 1 
回目の抽出に fj(i) と δ(i) を用いることもできる それはこれらの推定値が O と
σ の確率的な性質を反映しているからである これは正に Gibbs サンプラーの
方法である t と Yt-l のような強いトレンドがある説明変数の場合には ， Yt の拡
張されたデータが大きく変動するために Gibbs サンプラーが難しい場合がある
いくつかのペイジアン・ブートストラップ法がある [Rubin (1981 , 1984) , Hill 
(1990) そして Bedrick and Hill (1992)] ブートストラップ法は用いるモデルと
データを反映するように計画されており 7 頻度派ーベイズ派の折衷的な弾力性を
持っている
( 4.18) から η とゲの事後分布を評価することができる
I 2 , 1 , (η 一号)2l-(η-p-2)/2
p(ηIdata)α|νs乙十 d+ υ~I (4.21) 
「 ョ (α* ーグ)2l ー (η-p-2)j2
p(ゲ Idata)αIv S1. + d + ,- V22-/ I (4.22) 
ここでが1 は(Vo+ V) 一 1 の t 番目の対角要素である
η とゲの周辺事後分布を示そう 奇?グ ， V と ν S2 の 2 ， 000 回の反復の平均
を用いると、事後密度は平均的な場合を表すサンプルサイズを η= 100 とし
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MA(l) パラメータの値を ()1 = -.8 , 0，と 8 とする ブートストラップ法では、
ア= 100 とおき ?η+ アニ 200 個の観測値を発生し?最初の 100 個の観測値を棄
てる.
図 1 は η とゲの事後密度のグラフを表している各図には 3 つの事後密度が
ある 直線はしも = C- 1 を用いた報知事前分布の場合の事後分布で tηform.prior
I とする.点鎖線はし~* = C• 1 [2 : 3, 2 : 3] を用いた報知事前分布の場合の事後
分布で inJorm.prior 2 とする.点線は 6 に対するフラ y トな事前分布の場合の
事後分布で diffuse prior とする図 l から次のことが分かる




(2)η の事後密度は MA(l) パラメータの値引に敏感である ()1 = -.8 のと
き ?η の事後密度は ()1 二 O あるいは 8 の場合よりもす、っと広がっている
(3) ゲの事後密度は，事前密度と同様。l のさまざまな値に対して頑健である
(4.15) における DSP 対 TSP 仮説を検定するために?最高事後密度区域
(HPDR) あるいは最高事後密度区間 (HPDI) 検定を行う もし HPDR 検定
なら α1 の所与の水準(たとえば α1 = 0.05) に対して， (1 -α1) HPDR 等高線
が点 (η= 0, a* 二 0) を含むか否かを見る HPDI 検定の場合には?個々に η の




DSP 対 TSP 仮説を検定した後7 対応する G 個のそれぞれの変数が /(1) プ
ロセスであると結論すると 7 次に共和分検定を行う 本節では?ベイズ共和分検
定を作成する最初に?散漫な ( diffuse) 事前分布を用いて?共和分関係を含む誘
導型係数行チiJ， I1，に対する事後密度を導く そして， HPDR 検定が日 =0 を検
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図 4. 1η と α撃の事後密度
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定する Johansen の尤度比検定 (LRT) に等しいことを示す次に ， 口のランクを
示す特異値に対する事後密度を導く
誤差が正規分布にしたがう場合の共和分ベクトル自己回帰モデルは
ムYt = f Zt + I1 Yt-1 十 Bl ムUt-1+ + Bpー l ムYt-p+l +Vt (4.23) 
で与えられ7 ここで Yt は σx 1 ベクトルで、 Zt は e x 1 の確定的要素のベクト
ルで7 ムXt 二 Xt - Xt-l である .Gx1 誤差ベクト lレ 7 叫は N(O ， 2:)にしたがう .
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p(B , 2:) α1 2: 1-(G+1) (4.25) 
と尤度関数
e( I1, C，山山 12: 1-~ etr {引S+ (B -ﾊ)'W'W(B -ﾊ)] 2:-1} (4.26) 
ここで
5= 吃MwY~ ， Mω = J -W(W'W)-lW' 
ﾊ = (W'W) 一lW'九
が与えられていると? 日 の周辺事後密度は
I rt • /TI ';:;'¥1 r-l/T""T .;:::;.'¥ I 一 (η -k2)/2p( I1 ldata)α15 + (口一日)'F(口一日) 1 ( 4.27) 
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で与えられる.ここでた2= [g+ (p-1)] G であり ? さらに
丘= (Y-d¥lIx Y-1 ) -1 Y~ 1 NI x ~ム 1 ildz 二 1 -X()(, X)-l X' 
F = Y~lMxY-1 
である もし共和分関係が存在しなければ， TI = 0 ， であ り 7 共和分関係がないと
いう検定は
H : 日 =0 vs K: IT ヂ 0 (4.28) 
で与えられる
(4 .27) から Box and Tiao (1973) にしたがう HPDR 検定を得る.彼らは 1 点
口= ITo が最高事後密度区域 (HPDR) に含まれるか否かを決めるのに 7 次の統
計量を用いることを示唆した
U(TIo) = 1 + S-l(TIo -丘)'F(TIo - 丘)1-1 (4.29) 
Box and Tiao は
Pr[U(TI) > U(TIo)ldata] r-v Pr[X~2 くーη本 log U(TIo) (4.30) 
で近似したここでがは標本サイズ η の近似関数である [Box and Tiao (1973 , 
p.452)] ところで今日 =0 を検定したいのであるから ， log U(O) は
-n本州/(0) 二 η率叫1+ 5- 1 白'F丘 | (4.31) 
で与えられる
が =η とおくと?日のランクがゼロであることを検定する場合に (4.31)は
Johansen の LRT に等しいことを示すことができる Johansen の LRT は次式
によって与えられる
Lぽ -η 州1 -Sïï1510勾lS01 1 ( 4.32) 
ここで
500 = Y~Mx Yﾟ  SOl = Y~Mx Y-1 511 二 Y~1 .MxY-1
である (4 .31) と(4.32) は同一であり ? このことは次からすぐに示すことがで
きる
5 = 50 -501 5? 510 自'F 白 = 501 S日lSlO そして 11+ ABI = 1+ BAI. 
4.5. 共和分のベイズテスト
(4.31) から
1 + 5-1 ft, Fftl 
= 1 + (500 一九日1510 )-1九日1510 1 = 1 1 一品lSols51310 1 -i
二 1 1-5?15105?15011-1 
である.
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(4.31) の HPDR の χふ近似は 1 多変量 t 分布の性質を用いて得ることができ
る.もし標本検定統計量として -n log U(O) を見ると?極限分布はブラウン運動
の m-次元関数のトレースを含む[たとえば， Johansen (1988 , 1991) と Kunitomo
(1992) を参照]. Johansen (1988) はこの極限分布は大標本の場合 cd によって
正確に表されることを示した ここで(4.23) の r がゼロのとき I = 2G2 と
C= .85 -.58/! である
( 4.23) の Zt が定数項であるとき 7 新たに修正した定数 c は C= l.01 -.31/1+ 
5.9 G/n によって与えられることを漂本実験によって確かめることができる一
方自由度は依然として 1= 2G2 で近似できる これは LRT の臨界値が (4.23)
の確定項 Zt であることを示している
修正因子 c を別にすれば7 散漫な事前分布に基づいた HPDR 検定と Johansen
の LRT の聞の主要な違いはがに対する自由度にある:前者に対しては G2 で
あり?後者に対しては 2G2 である.したがって ， HPDR 検定は共和分がないと
いう帰無仮説を棄却する傾向が Johansen の LRT よりもず、っと強く?単位根の
場合と同様に?散漫な事前分布を用いることに伴う問題は共和分検定にも当て
はまることが分かる
したがって，事後分布を日 =0 の方向にヲ|き寄せる情報をもっ事前分布 (in-
107mαtive prior) を用いる必要がある さらに?日= 0 (すなわち?日のランクが
ゼロ)だけであるだけでなく，fIのランクが 1 ， 2 ， " '， G-1 であることを検定で
きるようなベイズテストを得る必要がある. (Johansen の LRT 検定は日のラ
ンクが高々 r ， r 二 1 ，" ' ， G-1 である検定である)
行列のランクを調べる場合?固有値を調べる方が簡単である 非対称である
口から固有値を求めようとする場合， (4.23) の σ 本の方程式の順序によって固
有値が変わり 3 その固有値が複素根になることがあるとし寸問題がある.複素ネ艮
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e(11 , C, ~Idata)αI~I-~ etr {-~ rS + (8 -ﾊ)'W'W(B -ﾊ)l ~-l ~ l 2L- ,- -, ,- -/ J ~ I 
= JEJ-'i etr { -~ [s + (口一丘)'F(11 ー丘)+ (c -? x' x (c -? 1 E-1 } 
( 4.33) 
ここで
C = ?+ X'Y- 1 (ピlY_ l) -l(11- 丘)
である
日と口を特異値分解を用いて書きなおす
日 = U'LV と 日二 w'AY ( 4.34) 
ここで L = diag(e1 , e2 ,' ", ec); 々は日/立のじ番目の固有値7 そして八二
diag(入 1 ，入2 ， • • • ，入c); ここで々は日/日の l-番目の固有値， U， V， ι そして Y
は直交行列である ( 4.34) を用いて書きなおし
(1 -1)' F(口 -11) = (w'AY -U'LV)'F(w'AY -U'LV) 
と尤度関数を用いて
e(A，宙 ， Y ， C , ~Idata) 
αJEJ- 'i etr {中S+ (w'AY -U'町F(山一山)
+(C -C)'X'X(C -C)] ~つ (4 お)
を得る
ここで特異値， A= (入1γ ・ 1 入c) ， に関心があるので?尤度関数のその他のパラ
メータは局外母数 (ηωsαηce parameters) とする
4.5 共和分のベイズテスト
次の事前密度を用いる
p(A , W, T , C，~) cx: p(A , w, T I ~)p(~) α |同~ I - ~九M川e抗仰叶tむベrぺ( 一i 品釘ε•
137 
etr {一 jH(仰宙'AT 一町九叩(仰宙/八Y 一M一1} 問
ここでI10 と九は所与のパラメータで: etr(-) は exp(七r) を表す ( --1 . 35 ) と
( 4.36) を結びつけ ， C と 2 について積分すると、 A ， W ， と Y に対する事後密度
を得る
p(A，白 Tldata)α 15 十 50+ (W' AT -I10Y Fo(w' AT -I10) 
+ (w'AT -U'LV)'F(w'AT -U'LV)I-(π-k2)/2 (4.37) 
ここでん =e + (k -l)G である
関心あるパラメータは入1 であるので7 入1 の周辺密度を得る必要がある これ
はすべてのパラメータ(入j (j ヂ i) ， W ， と T ) を， Gibbs サンプラーのような数
値積分法を用いて積分することによって行う .もう一つの別の方法として 1 申 と
Y それぞれに対する U と V の標本値を用いて?んの条件付周辺事後密度を得
る方法がある本論文ではこの条件付周辺密度を採用し次のようになる
p(入ilw = U, T = V, data) 
= J p(AI 宙 = U, T = V, data)d入 1 '" d入i-ldÀi+ l 仇(4.38) 
主要な帰無仮説はI1 =0 であるので?日。 =0 とおき 7 事前密度のパラメー
タ 50 と凡をブートストラ ッ プを拡張して得ることにする 単一方程式 (14)
と (4 . 23) の (rir ， d13 1 ふ ， â) の代わりに ， (4 . 23) の G 本の多変量回帰と
(r, I1, B1 l ・ ・ " Bk ， ~) を用いる.ブートストラップ試行の平均として S。と九を
得る
, R 寸 R
九=方芸(に1仏Y- I) i ， お=芯;ふ
ここで添字 t はト番目のブートストラップ試行を表す
人工的に生成したデータを用いて、特異値入τ の事後密:度を示す(4.23) のベ
クトルの次元を 3 (G = 3) とする. 3 変量ベクトル自己回帰モデルは 7 次式の よ
138 第 4 章為替レー ト モデルに おける時系列分析
ここで添字 t は 2-番目のブートストラ ッ プ試行を表す
人工的に生成したデータを用いて ? 特異値入z の事後密度を示す . (4. 23 ) のベ
クトルの次元を 3 (G 二 3) とする 3 変量ベクト ル自己回帰モデルは ‘ 次式のよ
う に表される
Yt1 = 1. 0 十 Yt- l ， l +ε t 1 
Yt2 二 1. 0+ Yt -l ,2 + 騁2 
YO l 二 O
Y02 二 O
Yt3 二 6.0+ . 53Ytl 一 . 11Yt2+ Ut3 





ここで ， i = 1 ， 2 ， 3 に対して εti r-v NID(O , 1) 方程式(~.41) は / p3 1 < 1 な ら 共和
分関係があることを示している
図 4 . 2 は 1 サンプルサイズが 100(η= 100) で (4.42) の MA パラメータを
。1 = -.8 とした場合に対する 3 つの特異値7 入 1 ， 入2 とんに対する事後密度を
示している いま P3 二1. 0 とおく?したがって 3 変量ベクトル自己回帰モデル
は共和分関係がない.
図 4.2 では 7 各入1 に対して ? 実線は情報のある事前分布 (4.36) を用いた場合
の事後密度 7 他方点線は散漫な事前分布 (4 . 25) を用いた場合の事後分布である




は図 4.2 の密度に極めて近いので。1 = - .8 に対する結果だけを示した
4.6 為替レートモデルの単位根検定と共和分分析
次の回帰モデルを考える.
St = ﾟl + ﾟ2(mt -m;) + ﾟ3(Yt -y;) 
+ム (アt -r;) + ﾟS(Pt -p;) + ﾟ6ft + Ut (4.43) 
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図 4.2: 特異値引= -.8 の事後密度
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ここで
St 二 時間 t での名目為替レートの対数
mt 二 時間 t での貨幣供給の対数
Yt 二 時間 t での生産の対数
rt 二 時間 t での短期利子率の対数
Pt 二 時間 t での卸売物価指数の対数
ft = 時間 t での外国為替準備の対数
ここでアスタリスク(*)は外国での数量を表す データの出所は付録で説明
した(回帰モデルに使用したデータのプロットは図--l.-lで示した)
( 4 .43) のモデル式は Baillie and Selover (1987) で用いられたものと似た式
である.彼らのモデルには ft は含まれていない 7 そして期待インフレ率の代
理変数として長期の利子率を用いている 一般的には?期待される符号条件は
,02 > 0, ，03 く 0 ， ,05 > 0，と ，06 く O である ふの符号は?国内利子率の上昇が
通貨上昇に導くというケインジアンの主張にしたがえばふく O を意味するの
で 7 明確で、はない.しかし?もし国内利子率の上昇がインフレ期待に基づくとす
るとふ >0 である もし硬直的価格モデルにしたがえば， /34 = 0 そして ，05 > 0 
(Dor出usch (1976) 参照) . Mishkin (1992) と Frankel (1993) は為替レート決定
についての総合的な議論をしている外国為替準備の対数1 ftl は?日本がある程
度の外国為替市場をコントロールしていた 1973 年と 1980 年の期間に貿易収支
の累積額の代理変数として ? 外国為替のコントロールが中止された 1980 年以降
の期間に為替レートを安定化するために日本銀行による介入の代理変数として
( 4 .43) 式に含まれている
( 4 .43) に含まれている 6 変数について?各変数が同じ次数で和分されているか
どうか最初に検定しよう 表 4 には 1 方程式(4.14) の η とゲに対して (4.15)
で DSP 対 TSP 仮説を検定するために， Dickey-Fuller の F 検定が 95% 最高事
後密度区間 (HPDI) とともに報告されている
表 4.4から， Dickey-Fuller F 検定は 5% 有意水準で Pt -P; 以外のすべての
変数は DSP であることが分かる • Pt -P; に対しての 7 . 15 という F 統計量は
5%水準で有意で、あるが， 5%水準からそんなに離れていない他方， 99%- HPDI 
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表 4.4 : Dickey-Fuller F-検定と 最高事後密度区間 (HPDI)
変数 ADF F-統計量 η に文すする 99% HPDI α* に文すする 99% HPDI 
St 3.98 (- .07, .025) 
mt -m; 3.84 (- .085 , .025) (- .0003 , .0001) 
Yt 一世 3.94 ( -.135 , .030) (-. 0001, .0003) 
η -r; 2.64 (-. 050 , .021) (-. 0002 、 0003 )
Pt -P; 7.15 (-.075 , .009) (-. 0002 , .0001) 
ん 4.15 (-.050 , .015) ( -.0001 , .0004) 
j主 ( 1 ) ラグの長さは 12 (ρ= 12 ) とした
(2) F 検定の臨界値は 5% 水準で、 η = 250 のとき 6.34 .
(3) 99%HPDI = 99% 最高事後密度区間
% に対しては (4.19) の C を用い る
は η = 0 とゲ = 0 の帰無仮説の値の回 り に集中 してい る %の値を得るの に
(4.19 )式を用いた
6 つの変数がすべて I( 1 ) であったので7 次に Johansen の正準相関検定 [Jo­
hansen (1988 , 1991 )] と特異値に対するペイジアン HPDI 検定に よ っ て共和分
検定を行う 多くの研究では ADF 検定が共和分検定として利用されている
図 4 . 3 では 6 つの特異値に対する事後密度を示し ? 表 4.5 では Johansen の
LRT と特異値に対する 99% HPDI を示した LRT に対する確率値は χ2 近似7
cχ? によって計算された ここで f=2G27 そして c = 1.01 -.31/ f + 5.9G /η 
である. LRT にしたがうと ? 明らかに最高 1 つの共和分関係があ り? 他方特異値
の 99% HPDI に対しては 3 つの共和分関係があるんに対する 99% HPDI は
O を含んでいないけれども 7 区間は (.005 ， .07) であり 7 これは数値的にはゼロ に
近いとして扱うことができる したがって，ベイズ法によれば 2 つの共和分関係
があるといえよっ
誤差修正モデルに関心があれば1 ベクトル自己回帰モデル (4.23) を推定する
日を誘導型係数として扱うと ， (4.23 ) は 1 ステップで推定できる . 日に制約を
おくことによって制約付最尤法あるいはベイズ推定を行うことができる 誤差
修正モデルの推定はここでは関心がないので 1 最小 2 乗法によ っ て推定した共
和分関係だけを報告することにする
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Johansen の検定 特異値に対する 99% HPD1 
共和分の数 検定統計量 (p-値) 特異値 99% HPD1 
。 117.00 (.001) 入 l (.05 、4: 1) 
1 69.95 (.031) 入2 (.0 1, .23) 
2 39.25 (.1 77) 入3 (.005 , .07) 
3 19.99 (.333) 入4 (0.0 , .06) 
4 6.78 (.561) 入5 (0.0. .01) 
5 25 (.885) 入6 (0.0，州[
j主 (1) 共和分の数=共和分関係の数
(2) p-値こが近似によって計算した確率値 cχ??
ここで f = 2G2 そして c= 1.01 -.31/ f + 5 . 9σ/η 
(3) 99% HPD1 =特異値に対する 99% 最高事後密度区間
(4) (4.23) のラグの長さは 12 (p = 12) とした
St - 9.163 十 160(mt -m;) + .730 (Yt -y;) 
(.237) (.065) (.139) 
-.082 (η ーの + .563 (Pt ーバ) -.368 ft 






イを行った後， DSP と TSP 仮説に焦点をおいた単位根のベイズ検定の方法を
示しさらに共和分に対するベイズ検定の方法を示した この検定は， HPDR 原
理に基づくものである.散漫な事前分布に基づく共和分がないという仮説に対
する HPDR 区域は Johansen の LRT と同等であることを示した次に?ランク
すなわち共和分関係の数を表す特異値に対する事後密度を導いた 円ドル為替
レートモデルにこのベイズテストの方法用いて， 1973 年 1 月から 1992 年 12 月
までの月次観測値を用いた分析を行った その結果として回帰モデルに含まれ
る変数が 1(1) であり?共和分関係が存在することを示した
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図 4.4: 使用したデータのプロット
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貨幣供給は季節修正済み M1 米国の貨幣供給は crTr BASE データ




タは crTr BASE データ?日本データは日本銀行 「経済統計月報」か
ら採用した
ア- r*- 短期利子率の差の対数
ァはコールレート 1 r* は米国商務省債権利率でそれぞれ crTr BASE 
データと日本銀行「経済統計月報」から採用した
p -p* = 米国卸売物価指数に対する日本の卸売物価指数の比の対数7 季節修正
j斉み系列でそれぞれ crTr BASE データと日本銀行 「経済統計月報J
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から採用した
f= 外国通貨準備の対数7 季節修正済み系列で日本銀行「経済統計月報J か
ら採用した
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第 5 章 エネルギ一価格の変動と産業調整
5.1 はじめに
1973 年以降の 2 度にわたる石油危機において，原油価格の大幅な高騰を契機
として 1 我が国に限らず世界的に産業の調整が行われたマクロ的には ? 日本経
済はこの局面に対してはうまく調整を行っ たといえる しかし 、 個々の産業がこ





石油危機以前においては ? エネルギ一 、 輸入原材料等の資源価格は安定的に推
移しており 7 また生産要素の相対価格の変化は 7 もっぱら賃金上昇に起因してい
たために 7 生産要素問の代替は資本と労働の問で顕著に観察されていた これに




グラス型のものは ? 石油危機以後当てはまりが悪く 1 また得られた係数の推定値
も不適切で、あるような欠陥を示すよつになった この理由として、付加価値をア
ウトプットとした場合?資本と労働以外の生産要素を無視している点? さらにエ










よる要素間代替を分析した例は‘ Berndt and Wood ( 1975 ) をはじめ 1 アメリカ、
カナダを中心として数多くなされている わが国における分析例としては 7 伊藤・
松井 (1978) ，伊藤(1983) ， 和合・鈴木 (1980 ， 1981 ) 、 Kuroda and Wago (1982) 、






もう 一つの重要な問題点として構造変化の取 り 扱いがあげられる 分析対象と
している期間は 1 石油危機をはさんで生産構造に大きな変化があったということ
を 7 多くの分析が示唆している.このようなデータを従来のような固定パラメー
タに基づく推定法で分析するのには問題がある ところで 7 構造変化については
最近いろいろな提案がなされている.たとえば1 ある時点で変化があったことが
分かつている場合には 1 観測期間を分割して推定したり?ダミー変数によって両




を用いる利点の一つは 7 限られた標本デー タしか得られないときに 7 従来の点推
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る両産業の調整の違いと生産構造の変化について分析することにする
本章は次のように構成される第 2 節では 1 産業レベルの省エネルギーについ
て述べ7 分析に用いたデータの作成方法を示す.第 3 節では司モデルに用いたト
ランスログ型の生産・コスト関数について簡単に紹介し方程式問の確率制約の
もとで多変量回帰モデルにおける構造変化点とその調整スピードを見付けるた
めのベイズ推定法について述べる 第 4 節では、鉄鋼業と紙・パルプ産業に対し
て適用した計測結果について分析し最後に 7 第 5 節でまとめを述べる
5.2 エネルギ-多消費産業とデータ
5.2.1 エネルギー多消費産業における省エネルギー
表 4.1 は 7 生産額に占める燃料使用額の割合を示したものである この表から
も明らかなように 7 紙・パルプ?化学、窯業・土石(セメント) ， 鉄鋼の各産業にお
いてエネルギーシェアが高いこれら 4 つの代表的なエネルギー多消費産業にお
いて 1 エネルギ一価格の上昇に対する対応を各生産要素の変化として計測する
とともに?産業の形態の相違を比較検討することは重要である. この 4 つの産
表 5.1: 製造業における生産額に占める燃料使用額(%)
産 業 1974 年 1979 年 産 業 1974芋 1979 年
食 来十 口o口 0.92 1.06 鉄 鋼 4.57 3.82 
繊 維 1.18 1.69 非 鉄 金属 1.39 1.85 
衣服その他繊維製品 0.55 0.65 金 属 製 口仁口1 0.77 0.75 
木材 - 木 製 ロEコロ 0.93 0.91 一 高支 機械 0.44 0.42 
家 具-装備 口o口 0.52 0.48 電気機械器具 0.33 0.27 
紙 • J '¥ lレ フ 3.12 4.71 輸送用機械器具 0.46 0.41 
出 版-印 刷 0.34 0.34 精 密、 機械 0.29 0.24 
イヒ :主子L. 工業 3.70 3.44 武 器 0.42 0.57 
石 j由 ・ 石 灰 3.77 3.07 そ の 他 0.53 0.63 
コ ム ヨ情文1) 口ロ口 1.04 1.15 平 均 1.82 1.77 
皮 革 製 ロロロ 0.49 0.-14 資料:工業統計表-産業偏
窒 業-土 石製品 6.64 8.42 
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割を消費している焼成行程の設備の改良と新鋭化に観察さ れる 石油危機以降、
NSP キルンへの転換が進み 7 それととも にエネルギ一原単位は低下してい る . と
ころで ， NSP キルンは脱硝効果等の環境対策の点でも優れてお り、第 3 次環境規
制によ り， 1977 年 6 月以降の新設キルンは NSP キルン に限 ら れてい るこ と か ら?
エネルギー・コストの上昇に伴う NSP 化による省エネ ルギ一分を計数的に把握
するのは難しい
また 7 化学工業では最終製品が多岐にわた り 製品構成のいかんに よ っ て プ ロ
セス全体のエネルギー消費量が大きく異なるので最終需要の変化がデータ に
反映されることになり ? 望ましい結果が期待できない
以上の理由から ? エネルギー多消費産業のうち上記の 2 つの産業を分析対象か
ら 除き 7 鉄鋼業と紙・パルプ産業を選択した鉄鋼業は第 l 次石油危機以降1 石
炭から石油への転換1 廃熱利用 に よる発電7 副生ガスの利用等の省エネルギーが
進展したのに対して 1 紙・パルプ産業においては，第 2 次石油危機以降まで顕著
なエネルギ一節約が図 ら れなかっ たという好対照を示してい る
5.2.2 鉄鋼業と紙パルプ産業における省エネルギー
第 1 次石油危機以降7 省エネルギーと脱石油の効果的な達成を成し遂げた産業
として?鉄鋼業は代表的な産業といえる 鉄鋼の製造工程は 1 銑鉄部門 1 製鋼部






たその対策は主に労働者3 管理者の熟練に依存したものでj E わばエネルギー
と労働の質の代替の進展が省エネルギーに寄与したといえる
一方7 石油危機以後では ? 既存設備，工程改良のための付加設備， および新鋭設
備の導入が活発になり ， 省エネルギーに結びつく技術が積極的に採用され7 いわ
ば高額な設備とエネルギーとの代替を促進させたといえる その他7 目 立っ たエ
ネルギ一対策として ， 高炉への吹き込み重油のコークスへの転換があげら れる
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石油危機以後の省エネルギー効果に関して 1 紙・パルプ産業は鉄鋼業と著しい












統計年報」から 7 また紙・パルプ産業については「紙パルプ統計年報」から ?そ
れぞれ月次ベースで原データを取り?四半期データに集計した後7 センサス局の
X-11 によ り季節調整を行った しかし 1 いくつかの系列については上記の資料
からはとれないこと 7 およびシェアデー タとしての整合性の問題から 7 上記以外
の資料からとったり 1 計算式から求めたものがある以下この 2 つの産業のデー







必要になる.資本については 7 別に付録で説明を行ったので? その他のデータに
ついての概要を述べる原則として数量と価絡を原データとして作成し 7 価額は




として求め 7 数量データは上記の計算式にそれぞれの項目の 75 年基準の実質値
を代入して計算した実質値系列として求めた価格データは、このようにして求
めた価額データを数量データで割って 1 インプリシットに求めた.両産業におい






た原材料投入量は 7 鉄鋼統計年報よりとった鉄鉱石消費量7 砂鉄消費量，溶解




紙・パルプ産業 生産量は 7 紙と板紙の生産量である労働投入量は鉄鋼業
と同様の方法で求めた原材料投入量は 7 紙パルプ統計年鑑よりとった原料製紙
パルプ輸入量?故紙?故紙パルフ\原木1 チップを Divisia 集計して求めた.エネ
ルギー投入量は 1 買電消費量，重油消費量7 石炭消費量をエネルギー・マトリッ
クスを用いてカロリー換算し， Divisia 集計した
(B) 価格データ




図 4.1 は鉄鋼業における資本1 労働 7 エネルギー，原材料1 その他生産要素につ
いて， 1961 年第 l 四半期から 1989 年第 4 四半期までの四半期データを， 1961 年
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本節では 1 モデルに用いたトランスログ型の関数につし， 、て簡単に説明する.ト
ランスログ型の生産(コスト)関数のいろいろな性質については 7 既に他の文献
2)でも述べられているので、ここでは定式化のみを示すにとどめる
トランスログ型の生産関数は ， Christensen , Jorgenson and Lau (1973) で最初
に提案されたが? それは i) Allen の偏代替弾力性に a pnon な制約をおかない 1
ii) 任意の生産関数への 2 次までの近似として考えられるもの ? という 2 つの条件
を満足する 一般的なフレキシブル関数の中の 1 つであると考えることができる
投入要素として資本 (XK ) ， 労働 (XL ) ， エネルギー (XE ) ， 原材料 (XM ) ， その他
生産要素 (Xz) を考え?効率的な生産活動により達成できる産出量を Y とした
ときに?両者を結びつける次のような生産関数を仮定する





(5.1 )の生産関数に対応して?ある産出量を達成するための最小コスト G と 1 各
要素価格 WK ， WL , WE , WÑ! , Wz を関係づける双対なコスト関数が得られる さ
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80 79 78 77 
鉄鋼産業のデータ:価格指数と数量指数
76 74 73 72 71 70 69 68 67 66 
図 5.1
65 64 63 1962 
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1962 63 64 65 66 67 68 69 70 71 72 73 74 75 76 77 78 79 80 
図 5.2: 紙 ・ パルプ産業のデータ:価格指数と数量指数
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らに 7 規模に関して収穫一定とパラメータの双対性を仮定し 7 関数型としてトラ
ンスログ型を考えると?次の単位コスト関数を得る
lnc =α0+平山町+jzD3Mh ì , J 二 K， L 、 E ， NI , Z (5.2) 
トランスログ型の関数は 7 上記のように任意のコスト関数の対数を 2 次の項まで
テーラー展開近似したものである ここで ， c は単位コスト ， c 二 G/Y ， を表す
adding-up の制約?パラメータの対称性と投入価格の一次向次性の仮定から ， 次
の線形制約がおかれる
2二 α1 二 1
iﾟj = ﾟj'i (すべての ii-j) (5.3) 
乞九= 0 (すべてのけ








各時点での和がゼロになり?共分散行列が特異になってしまうので ? 任意に 1 本









6ij=6Ji (すべての 'ii: j) 





スト関数の近似であるために 1 一般には自己双対にはならない したがって生
産関数とコスト関数のどちらを選択するかに関して明確な基準があるわけでは
なくて 1 分析目的によることになる また ? トランスログ型の関数は以前に指摘
したような性質を持つ唯一のフレキシブル関数ではない 他に 1 一般化レオン
テイエフ 7 一般化ボックス・コックスなどの関数型も含まれるので ? モデル聞の
選択が必要になる これらの関数型はいずれも真の関数に対する Taylor 近似で
あるが?最近この他に Barnett (1983) による Laurent 近似や ， これらの 2 つの関
数型の欠点を改良した Fourier フレキシブル関数が Gallant(1981 ， 1982) によって
提案されている 3)
もう一つの問題点は誤差項の確率分布についての仮定である シェアは必ず





yi = Xiﾟi + εl' i = 1 ，・， m (5.7) 
ここで，Yi は第 t 方程式の ηx 1 の従属変数の観測値ベクトル， XB は ηX ki の
説明変数行列 1 fi は第 i 方程式の ηx 1 誤差項ベクトル ? そして A は丸 x 1 の
3)Taylor 級数や Laurent 級数展開は，ある解析的な関数を一様に近似することはできるが、そ
の導関数を近似することはできない 関数近似の近似誤差をある範囲内に押さえても 7 導関数
に対しては近似できない ところが?要素需要体系や代替弾力性は，生産関数やコスト関数の
導関数に基づいている そこでこの欠点を補うために Gallant はフーリエ級数展開を使って、
Sobolov ノルムの意味で一様に近似する方法を提案した
4) たとえば， Dirichlet 分布を用いた Woodland( 1979) や，対数正規分布を用いた Rossi (1984) 
などがその例である これらの問題についてのサーベイが和合 ( 198~3b) にある
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未知係数ベクトルである (5.7) では 7 係数ふ= Cß1i 雫 , ，ßkρ )' はうある状態か
ら次の状態へ f という時点ですぐに移行するのではなく可ある一定時間の聞に
徐々に移行すると仮定する ここで?変化点 f と調整ス ピード η を 2 つの未知
パラメータとし Bacon and Watts (1971) と Tsurumi (1980) で提案された遷移
関数を用いて、 (5.7) を次のように書き直す
Yti = Xtiﾟi + trn( St/η ) XtiDi + εt 't ， l 1, ... ,m , t = 1,... ， η (5.8) 
ここで ， Yti は yi の t 番 目の要素 ， Xti は Xi の t 番目の行?そして Di はん x 1 
の未知係数ベクトルである この遷移関数 trn(St/η) は?次の性質を満足する
)im tr叫St!η) = 1 
.:)t ー今 00




ふ二 f 0 t :;t* のとき
ι 1 t -t* t > t* のとき
である.遷移関数の 2 つの未知パラメータ f と η は ? すべての回帰係数ムに対



























(mη x 1) 
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trn はもrn(St/η) の略称である
次に O に対する確率線形制約は ? 階層的 (hierarchical) な情報表現または混








ここで， γ は qx1 ベクトル、 Q は kxq 行列でそのランクは q ， そして u は K x 1 
の確率ベクトルである また， Theil and Goldberger (1961) と Theil(1963) によ
る混合的な情報表現は次のように表す




ここで， r は p x 1 ベクトル ， R は p x K 行列でそのランクは p， そして 'U は
p x 1 の確率ベクトルである
最初に階層構造の場合を考える (5.11) の u は U r-v lV(O ， σ21) であり ， (5.10) 
の E は ε r-v N(O , ~)，ここで ~=D ⑧んで，[2は mxm の正値定符号行列であ
る次の事前密度
P(B ， γ ， tぺ η ， D)ασ-112|-i (5.13) 
と尤度関数
f(B ， γ1f1η?σ， Dldαtα)ασ一 (K/2+1) I~I 一 (η+1)/2
仰|古(B -Qγ)'(B -Qγ) -~ν(げY 一 XB)め)'~-1I 2(j4 ¥ V I I ¥ V I I 2 ¥ / - ¥ " r 




!vJx = ~-l _ ~-l X(X'~-1 X)-l X'~-l 
d1 = êX'~-l x?-C~ (σ -2 MQ + X'~-l X)Cl 
Cl = (σ -2 !VIQ + X/~-l X) 一 lX/~-ly
MQ = 1 _ Q(Q'Q)-lQ' 
?= (X/~-1 X) -1 X'~-1 y 
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次に 7 混合表現の場合は υ rv lV(O ， σ21 ) と仮定して， (5 .12 ) の事前情報を用いる
と 7σ と Q の条件の下での f と η に関する次の周辺事後密度を得る
mη|仇 σ， [2)α | σ -2 R'R +阿川九p [~川xY + d2) 1 ( 5 .16)
ここで
d2 = êX'~-l x?-c;(σ -2R' R + X'~-l )()C2 
C2 = (σ -2 R' R + X'~-l X) 一 1 X'~ -l y 
(5.16) は (5.12) のァをゼロベクトルとおいて導かれる.
(5 . 15) と (5.16) を比べると ， 階層構造の場合も混合構造の場合も f と η に対
する似たような周辺事後密度にな り?したがって 7 似かよ っ た事後推定値になる
このことは O に対して何の先験的情報ももっておらず1 また (5.13) と同じ事前
分布を考えた場合には正しい しかし?もし 9 に対して先見情報を持っている場
合には?階層的な表現の方がそのような情報を取り入れるのにずっと楽である
たとえば， (5.11) のパラメータ γ がわかっている場合には， (5.15) を導いたとき
のように γ について積分する必要はないあるいは ， f) > 0 なら 7 これは単にト
ランケートした正規分布と考えられるので?尤度関数に含めた方がよいこの応
用として ? たとえば7 関数型が凹性という条件についての事前情報を用いて推定




入して ? 各生産要素のシェアを表す (5.4)を次のように書き直す
Sti = αi + L ﾟj-i lnWtj + α~ trn( St!η) 十 L ß5+j，i tl叫St!η)ln Wtj + Eti (5.17) 
i = K， L ， E ， 八イ， t 二 1 ， 2 ， ・ ?η
行列表示では






??帆以??????trn .1n W1K 
trn ・ 1n WηK 
I trn 
trn. Z = I : 
I trn 
1n W1Z l 
1n WnZ J 
α1 
Iﾟ 1i 
Y = (Yk , ~し Y~)~ω3
x = [ん⑧ (Z， trn . Z)] 





























我々の 5 要素コスト(生産)関数の場合， m 4 で K* 二 6 であるから?各方
程式の Q は 2K*m x m(m + 3) の既知行列である .Kホは最初の状態における








































































































で?γ は m(m+ 3) X 1 の未知定数ベクトルである.
計測結果の評価
前節で述べた生産(コスト)関数の構造変化モデルを ， 2 つのエネルギー多消費
産業である ? 鉄鋼業と紙 ・ パルプ産業に適用した5)
5.4 
データは 3節で説明した 1961
これ年第 II 期から 1980 年第 IV期までの四半期データ(季節調整済み)である.




とすると ? 産業は硬直的な価格で調整するよりも ? 数量での調整の方を早く行う
ことが考えられる
モデルの遷移関数としては?双曲線正接 (hyperbolic tangent) を用いたがこ
れは単に使いやすいためと 7 事後密度の推定が遷移関数の選択によって敏感に
さらに?市u約については ? 階層的な表は変化しないように見えるためである 6)
5)本節での計算はすべて SAS 82 . 4 の PROC MATRIX を用いて行 っ た
6)遷移関数としては他に 1 -exp( -x) やジ/(1+ x2 ) , x = St!りなと手も用いたが，事後密度に
5. 4 . 計測結果の評価
t • に 対する周辺事後密度
ρ ( t ・ | ・ )






1972 73 74 75 76 77 t ・
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一一一 一 一ηに対す る 周辺事後:&，-. 度






mode : 0.47 
mean : 1.19 
s.d. .77 
2 3 η 
図 5.3: 鉄鋼業(コスト関数) に おける周辺事後分布
t • に 対する周辺事後密度 η に 対する周辺事後密度
ρ ( t ~ I . ) ρ ( η I . ) 























mode : 0.10 
mean : 1.05 
s.d. : 0.70 
2 3 ワ
現と混合的な表現とは同じ事後密度になるので 7 ここでは前者の場合に よる結
果を用いて分析する.
図 5 . 3 と図 5.4 は?鉄鋼業における変化点 f と調整スピード η に対する周辺
事後密度を 1 コスト関数と生産関数について表したものである.この周辺事後密
度は σ2 = 1 -10- 9 と確定的な制約の下での反復多変量回帰の残差から推定 し
た共分散行列 Q 7) 1 という条件の下で得られたものである.
σ2 の値は 7 推定する方程式での先験的な制約の重要性を表すもので?こ の 10-9
では対称性について 5桁まで等し く なってい る.また 10-3 ぐ ら い で は?こ の対
称性はほとんど満たされない.変化点 f と調整スピード η の事後平均ある いは
モードを見てい く と 7 コスト関数(価格調整)での変化点は 50 . 68 で 1 これは 1973
大きな変化はな かった
7) こ の計算は， 篠定的な RB = r の制約を用いて得られた残差の共分散行列で 3 全サンプルを
用 いて求めた
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年の第 III 四半期と第 IV 四半期の聞に対応し?石油危機の頃の時期になる.ま
た 1 調整スピードの平均は1.2 ， モー ドは 0.46 と非常に早い.一方 7 生産関数(数
量調整)での変化点は 7 平均 47.78，モー ド 48.75 で 1973 年の第 I 四半期頃に見つ
れるが7 それほどはっき り したものではない.また?この場合の調整 も即時に行
われている . このように調整が即時に行われるのは?次のよう に考えるこ とがで
きる . デー タはコストシェア の合計が毎期毎期 1 になるという会計上の恒等式
を満たすように作られている . しかし 7 調整期間ではこの恒等関係は対称性 と 同
様7 しばしば満たされない場合も 起こ り うる .即時に調整されるという のは 7 調
整期間であっても こ の条件を満足するよ うに制約を与えた結果と考えられる.
t • に対す る 周辺事後密度
p ( t ・ | ・ )
mode : 48.7 






1972 73 74 75 76 77 t ・
η に対する周辺事後宮-度






mode : 0.10 
mean : 0.61 
s.d. : 0.50 
2 3 ワ
図 5.5: 紙パル プ産業(コスト関数) における周辺事後分布
t ・ に対する周辺事後宮・度
ρ ( l ・ | ・)
ヮに対する周辺事後密度





mode : 56.2 
mean : 58.0 0.4 




mode : 5.38 
mean : 9.57 
s.d. : 5.37 
一?ー下司』
1977 79 81 83 85 87 89 t ・ 2 6 10 14 1 8η 
図 5 . 6: 紙パルプ産業 (生産関数) に お け る 周辺事後分布
上の図 5.5 と図 5.6 は 7 紙・ パルプ産業における変化点と調整ス ピ ー ドの周辺
事後密度であ り ? σ2 と Q については鉄鋼業の場合と同じである . コスト関数で
の f のモ ー ドは 48 . 75 で 1973 年の第 I 四半期と第 II 四半期の間にあり 1 この場
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合も調整スピードは速い.この時期は為替レートの自由化により卸売物価が高
騰した頃に当た り 7 この影響が大きいと思われる. 一方7 生産関数の場合には 7





るとき 1 エネルギーと他の生産要素聞の代替関係の大きさが問題となって くる .
エネルギー経済分析で最もよく利用される代替弾力性の概念は， Allen の定義
による偏代替弾力性 (σリ)であり 8)7 たとえばエネルギーと資本の弾力性 (σKE)
が 1 というのは 7 相対価格 (XE/XK ) の 1% の増加が要素投入比率 (XK/XE ) の
1%の増加をもたらすと いうことを意味している .また価格弾力性 (ηり)は 7 第
j 生産要素の価格が 1%変化 したときの第 t 生産要素の数量の変化率で表される.
そして 7 のj の値が正， 0，負の値のとき，1，と j の生産要素聞の関係はそれぞれ
代替的?独立的7 補完的であるとされる.また観測期間にわたって引3 と T}ij は
一定ではなく?コストシェアの値とともに変化するが7 本稿では石油危機の前後
におけるシェアの平均値で計算した弾力性と?最近の傾向を見るために 80年に
おける弾力性を示した.表 5.2 は鉄鋼業についてのAllen の偏代替弾力性 (σり)




8) 第 i 投入要素と第 J 投入要素の問の Allen の偏代替弾力性は、トランスログ・コスト関数
の場合? 次式で計算される
σiJ = (.ﾟiJ+SiSj)/SiSj ii=J 
σii = (ぬ + S;-Si)/Sl 
ここで ) Si は第 i 投入要素のコストシェアであるふJ は第 J 方程式の第 i 投入要素の係数で 3
この場合 (5.17) 式の
Cl = (i'vlQ /σ -2 + X'B-1 X) 一 lX' l:: -ly
で得られる 自己価格弾力性は
ηii -σii . SL
で計算される
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表 5.2: 鉄鋼業に お け る Allen の偏代替弾力性 (σJ と自己価格弾力性(ワμ )
石油危機前 石油危機後 1980 年 (平均) 全期間 (確定制約)
σKL ー0.808 -0.204 -0.244 0.527 
σKE 勾 0.676 0.546 0.609 1.023 
σKM ー0.309 1.233 1.222 0.025 
σKZ 1.855 0.147 0.153 0.729 
σLE 1.843 ー 0.033 -0.046 1.520 
σLlvf -0.262 -0.615 ー 0.803 -0.540 
σLZ 2.184 0.850 0.825 2.197 
σEM -2.235 0.119 0.179 0.106 
σEZ 2.582 -0.194 -0.162 ー 0.631
σMZ 2.067 ー 0.523 1.000 0.313 
γ7KK -0.337 -0.342 -0.366 -0.560 
T7LL ー 0.975 -0.174 -0.113 -0.083 
T7EE -0.670 -0.022 -1.365 ー 0.138
ηMM -0.200 0.053 0.064 -0.066 
T7zz -1.441 -0.001 0.019 ー 0.299




ついての議論と比べてみるとおもしろい. Berndt and Wood (1979) による説明
が?この場合よく当てはまるように思える.この仮説は?エネルギーと資本は 7 そ
れが利用される資本についての部分関数を考えたときには代替的であるという
ものである.石油危機以前では 7 エネルギーと資本の代替関係は 7 利用される資
本を一定とすると 1 資本利用の変化によ り 大きな拡張効果を持ってお り 7 それが
両投入要素の需要を増加させることになった.したがって 7 推定されたネットで
の効果は補完的ということになる.第 1 次石油危機以後状況は変わ り 7 鉄鋼業は
省エネルギーのための投資を積極的に行ったが?それは低い資本利用がもたらす
9)本稿では技術変化は仮定しなかっ た 当然 3 技術変化を考慮すると ， ここでの結論は変わ っ
て く る . 技術変化を含んだモデルで同様の分析を行っ た例は Tsurumi ， 叫んtgo and Ilmakunas 





料を使用するものでもあったと考えられる (σK/\lf と σE/'vf) . もう一つのパター
ンはエネルギーと労働との間に見られる.石油危機以前では代替的であったが







ストシェア (80 年で平均 29%) と比べるとかなり大きい.











は変化が少なく， 80 年では鉄鋼業の -1.36 に対して -0.26 の大きさである.
次に?エネルギ一価格とエネルギ一生産性の関連について考えてみる.佐和
(1983) によれば7 工不ルギ一価格の上昇がエネルギ一生産性を上昇させるための




表 5.3: 紙・ パルプ産業におけ るAllen の偏代替弾力性 (σij ) と自己価格弾力性
(ヮJ
石油危機前 石油危機後 1980 年 (平均) 全期間 (確定制約)
σKL 0.497 0.122 -0.163 1.562 
σKE 0.342 0.351 0.517 0.399 
σKM 0.016 0.393 0.409 0.297 
σKZ 0.800 0.350 0.280 0.289 
σLE ー0.103 -1.217 -1.109 0.297 
σLルf 0.069 -1.391 -1.976 -1.524 
σLZ 1.751 1.780 1.110 2.278 
σEルf 0.065 ー 0.529 -0.070 -0.531 
σEZ 0.672 0.621 0.698 0.230 
σMZ ー0.550 -0.451 -0.511 -0.441 
TJKK ー 0 .421 ー0.296 ー0.288 -0.390 
TJLL ー 0.798 ー 0.349 ー 0.198 -0.849 
TJEE ー 0.327 -0.108 -0.264 一 0.056
ηMM -0.209 0.332 0.293 0.342 
TJzz -0.219 ー 0.183 -0.185 ー 0.187
J_ 
的なパラメータと見なすと 7 コストシェアの時間的な変動によって変わってくる.
第 1 次石油危機以前では 7 エネルギーのコストシェアは平均で7 鉄鋼業で 19.8% ，
紙・パルプ産業で 9.7%であった.その後の期間では平均で 26.6% と 13.1%にま
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Y = KV -KV_1 + D 
を年度ごとに作成する
(b) 年報
「その他の有形固定資産(建設仮勘定を含ま ず)J における， INC(増加額)， DEC(減少額) , 
DEP (内減価償却額)から ， x = INC -(DEC -DEP) を各四半期について作成する
(c) 四半期分割
年報の Y を分割する際?各期の除却率を用いて除却部分の調整を行う
INC+ ~ =Yx __:; ι - K~_ l X R~ 
ν ZÌ INCt " L ι 
ただし ， Rt( 除却率)ニ (DECt -DE乃)/季報の KYt-l
R~ = Rl ， R~ 二 R2 ( 1 - R1) , R3 = R3(1-R2)(1-RI), R~ = R4(1-R3)(1-R2)(1-RI) 
(d) 実質化と資本スト ッ ク
(c ) で求められた投資を?次に述べるデフレータによって 75 年価格へと実質化した次
に， 70 年 10-1 2 月期における資本ス ト ックがベンチマークに一致するように基準化をし





「住宅J I非住宅J I構築物」については建設省の「建設デフレータ J (建設統計月報)











鉄鋼業， 紙パルプ産業については、 「昭和 45 年産業連関表」における「資本機能×資
本財マトリ ッ クス」から投資財のウェイトを求め ， これを用いた卸売物価指数と建設デ
フレータを合成 し た
以上が資本スト ッ クデータの作成方法の概要である.この作成方法に関して 3 次の問
題点が指摘できる.法人企業年報における， D= 減価償却+特別減価償却は会計上の
概念であって，生産力を表すべき資本スト ッ クの減少分とは見なせない.したがっ て?設
備等が除却されたときの除却額は 7 生産力という意味からは過小評価されてい る われ
われの採用した方法は?このデータ処理に当たって?過大推定と過小推定の 2 つの系列
を作成し?生産力に対応する資本スト y クを不等式ではさまれる区間で捉えようとした
ものである .い ま ， ( c) の四半期分割において，年報の Y を季報の X によ って単純に分
割する 巧 = Y x Xt! 勾=1 Xj とすれば，これは減価償却を一切認めないこと によっ
て明らかに過大推計になる. 一方 ， (c) において 3 んを DEC/年報の KVt-l で置き換え
れば過小推定になる われわれの採った方法でも 7 まだ除却率九が過小推定されてい
るため，資本ストックは過大推定であると思われる.すなわち F その分子 DEC- DEP 
は会計上の除却を表しており?減価償却が除かれている分だけ過小に推計されている
次に?この方法を国富調査と比較することによって ， その整合性をチェッ クしてみる
国富調査における純資産と法人企業統計におけるその他の有形固定資産(建設仮勘定を
除く)を比較すると，全企業では昭和 35 年で 14% ， 45 年で 11% の誤差である そこで ?
ここでの方法と同じ形式のものを年度単位にして?国富調査の粗資産と比較すると約
7.5% の誤差になる(詳細は林他 (1983) 参照) . 過大推計が疑われる数値が?国富調査と
比較すれば僅かに小さいということで 7 この方法にも問題があるが7 当面これ以上の改
善は困難であると考えられる
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付録 2: データの出所等
く鉄鋼業>
数量デー タ 単 位 出 所
普通鋼圧延鋼材生産量 (万 t) 鉄鋼統計年報より作成
特殊鋼 η l) l) 
鉄鉱石消費量 鉄鋼統計年報
砂鉄 " 1 句
溶解用鋼くず消費量 " 、，
発生量 l) l) 
月間延べ人員合計 ( 100 万人) ?、
実労働時間指数 (50 年二 100) 毎月勤労統計
電力買電量 (10 万 Kwh) 鉄鋼統計年報
コークス消費量 (万 t) l) 
重油消費量計 (1000Kl) l) 
価格デー タ 指数の出所 絶対水準の出所
普通鋼圧延鋼材価格 (50 年二100) 物価指数年報 鉄鋼統計年報
特殊鋼" 3、 l' l) 
鉄鉱石 価格 " 、、 7 ヲ
砂鉄 価格 、、 ぅ， " 
鉄くず 価格 7ヲ " 日本経済新開
賃金 " 毎月勤労統計 毎月勤労統計
電力(大口用)価格 、、 物価指数年報 電気事業便覧
コークス 価格 l) " 鉄鋼統計年報




































(万 TT内 " 
" 
(万人)
(50 年=100 ) 毎月勤労統計






(万 t ) 紙パルプ統計年報
指数の 出 所 絶対水準の出所
(50 年=100) 物価指数年報 紙パルプ統計年報
、、 ?ヲ 日本経済新聞
" " 紙パルプ統計年報





第 6 章 ベイズ予測
6.1 はじめに
予測とは 1 不確実な将来についての一つの見方であり 1 予測を行う主な理由の
1 つは?賢明な行動がとれることにある 経済予測の場合を考えてみよう.適切
な経済計画の遂行のためには 7 来年の経済成長はどのくらいになるだろうか? あ
るいはインフレ率は何パーセントぐらいになるだろうかということを知りたい
企業ではそれによって新規の工場建設に対する設備投資を行うべきか否かを決
定し?将来の顧客の需要7 販売コスト?利益について計画を立てる また 7 多品種
少量生産の下での在庫管理では 7 ここの商品の毎月の販売高の予測を的確に行
う必要がある このような予測を行う方法としては?単純な指数平滑法から 7 時
系列モデル 7 回帰モデル?そして複雑な計量経済モデルによる方法などが知られ
















性?第 3 次オイルショックによるエネルギー危機の可能性7 等々についての予想
に関しては 1 分析者がそのインパクトをどのように考えるかによっている . もう




を結びつけたものでなくてはならない.そ して 1 例外的 な事態が生じたときに
は 3 その原因を調べてモデルの関連した部分を 7 新しい情報を もっと早く取り入
れることができるようなシステムに改良する必要がある.あるいは?その変化に
ついて特定の対立仮説を想定する多段階モデルの考え方 (Harrison 叩d Stevens 
[1971, 76] 参照)をシステムに含める方法もある.多段階モデルやベイズ予測の
考え方は?それが完全に自動的な予測システムを提案するも のであると思われ




デル ・ ビルデイングに基づいて行われるもので， Harrison and Stevens (1976) に
よって提唱され， West , Harrison and Migon (1985) や West ( 1986) でさらに展開
されている.シス テ ムを状態空間 (stαte space) 表現を用いて表し 7 状態空間変数
を未知の係数と考えたとき?この係数は時間で変化するので?このモデルのこと
を DLM (Dynamic Linear Mode0 という . この係数とその共分散行列の推定に
は?カルマン ・ フィルタ一方程式が用いられる.ベイズ予測の目的は 7 将来観測値
に対する予測分布を導くことである . 今までに状態空間表現を用いたいろいろな
モデルが提案されている . たとえば， Harvey ( 1984) や Harvey and Todd (1983) 
の l 変量状態空間構造モデル (univariate stαte spαce structure mode0 , Kitagawa 
(1981 ), Gersch and Kitagawa (1983), Kitagawa and Ga.rsch (1983), Kitagawa 
and Garsch (1984, 1 985) などはこのモデルに非常に似通ったモデルである.こ
こで用いられ状態空間モデルによる予測は 1 ベイズ予測モデルをはじめ?伝統的
な回帰モデルや ARIMA時系列モデル?そして時変係数モデルなどをその特別な
6.2. ベイズ予測と動的線形モデル (DLM) 187 
場合として含んでいる.このモデルについては 7 その特徴は一部の専門家を除い
てあまり知られていないので， Harrison (1967) や Harrison and Stevens (1971 , 
1976) に沿って?第 2 節で状態空間モデルについて簡単に紹介し 7 第 3 節で予測
に用いる構造時系列モデルの各成分のモデル化の方法を述べ?第 4節では主要結
果と情報割引の考え方を示し?外生的な出来事 ( event) によるモデルの影響と修






デルの性質を意味付けし ? 解釈し 7 他の分析者とコミュニケー卜すること
を可能にする .





動的線形モデル (DLM) とは， ( 1) ある確率過程 (以下7 簡単化のためプロセスと
呼ぶ) の観測値がパラメータにどのように確率的に依存しているか， (2) プロセ
ス ・ パラメータが?その固有の動学プロセスと確率ショックまたは撹乱項の両方
から 7 時間が経過するにつれてどのように変動するか1 を表す方程式体系である.
モデルは?離散型7 等時間間隔で表される.
このモデルで用いられる状態空間モデルとは 7 観測される T 個のデータめを 7
時間とともに変化する η 個の状態変数 ()t と結びつける方程式体系である . こ
のモデルは各時間 t に対して 4 つのパラメータ {F， G , V, W}t で定義される .η
個の状態を記述した n x l プロセスベクトル ()t と事後情報の下で?連続的な確
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率関係は次の 2 本の確率逐次方程式の形で書くことができる.
観測方程式 : Y t = F; 8 t + V t V t r-u N ( 0,Vt) ( 6.1) 
システム方程式 : 8t = Gt8t-l + ωt ωt r-u N(O , Wt) (6.2) 
Yt は将来観測値を表し ， Ft は η 個の姐立変数ベクトルで t 期では既知 ， Gt は既
知の n xη システム行安iJ， Vt は独立な正規確率変数ベクトルで平均ゼロ 7 分散
は未知の凡そして ωt は独立な正規確率変数ベクトルで平均はゼロ 7 分散共分
散行列は Wt (= VtB ， B は任意の正値定符号行列)と仮定する • Dt - l は t -1 期
までに用いられたすべての知識を表す.
古典的な線形回帰モデルの場合は ， 8t = 8 であり ，Vt が時間に依存しない単純
な静学的な場合の DLM になり 7 システム方程式 。t = 8t - 1 は必要なくなる.こ
のプロセスパラメータ 8t は従属変数と独立変数との関係を表し?静学的な線形
回帰モデルのパラメータ的な解釈ができる • Ft が固定されている場合はモデル
は時系列の状態空間表現になり 7 このときはパラメ ー タはプロセス水準とかプ
ロ セス成長として解釈することもできる . この DLM はいくつかのモデルの線形
結合として表すこともでき， Lindley and Smi th (1972) の階層 (hierarchicαo モ
デルもまた DLM として表すことができる .
B. 推定
初期時点 t = 0 では ? パラメータベクトル 0。に関する情報は 7 平均 mo で
分散共分散行列 eo の正規分布で表される . 最初の観測値以前の 80 の分布を
N(mo, eo ) とすると ， t 期における 8t の事後分布も正規分布をする .
(8tIDt) rv N(m t, Ct) (6.3) 
こ こで ， mt = E(8t I Dt J と Ct = V(8t IDt ) の値は逐次的に得られる.めのプロセ
スを DLM の形で表すと ， Kalman ( 1960) の結果を用いてパラメータベクトルの
情報を更新する . この結果を予測への応用に便利な形で表すと?次のようになる
(Anderson and Moore (1979) または Harvey (1981) 第 4 章を参照) • 
E(8tIDt-l) = GtE(8t-lIDt-l) 
V(8tIDt-d = Gt V(8t-lIDt-l )G~ + Wt 
(6.4a) 
(6.4b) 
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E(YtIDt-d F; E(8t I Dt ー 1) (6.4c) 
V(YtIDト 1) = F; V ( 8tI D t -1) Ft + ~ (6.4d) 
At = V(8tIDt-t)Ft V(YtIDt_t)-L (6.4e) 
et Yt -E(Yt IDtー1) (6.4f) 
E(8tIDt) = E(8t I Dt_ t) 十 Atet (6.4g) 
V(8tIDt) = (1 -AtF;)V(8tIDt-L) (6.4h) 
このアルゴリズムでは 7 この逐次性が重要である.実際の予測では?現在の事後
分布は最も直近の値 (Yt ， Ft ) ， 事後分布 (8t - L I Dt_ t)， 現在の観測値ノイズ分散%
と撹乱項分散 Wt から計算される . ここで E(YtIDtーt)と V(め I Dt- 1 ) は t -1 期
までの情報の下でのめの l 期先予測の期待値と分散であ り 7 し たがって， et は
条件付きの l 期先予測誤差になる . んはカルマンゲインと呼ばれ1 多くのシス
テムでの平滑化定数ときわめて似たものであるが， At は一般には一定ではなく 7
n x T 行列である.
カルマンフィルターでは各時点において利用可能な情報の下で， 8t の最小二




は ? 散漫な事前情報 (diffuse prior) を用いればよい . これは線形回帰モデルで
noη-informαti切 な事前分布を使う場合と同じである.
c. 予測
t = 1 ， 2，...のすべての時点におけるパラメータベクトル 仇 の事後分布を得
た後で 7 将来の観測値 Yt+k (k = 1 ， 2 ， ・・・) の分布を求める.予測は分布で表され7
現在のパラメータの不確実性や?将来の観測値のノイズ分散巧刊 7 そして撹乱項
分散 Wt十んから導かれる . 分布情報から?どんな予測がこの状態では適当かが導
かれる.したがって?もしある方向での誤差の結果が7 逆方向での同程度の誤差
よ り 重大なら 7 予測はこれらを考慮に入れて偏ったものとすることができる.
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(6.1) と (6.2) の DLM の式から ， t 期で、の将来観測値は
Yt十k = F:~k()t 十k 十 Vt 十た




と書ける . この式よ り 確率ベクトル Vt 十わ叫刊の分散を既知とすると ， Yt刊の将
来値の予測にはパラメータ ()t同と独立変数ベクトル f~+たの予測が必要になる.
m ,,;jt = E(()t+kIDt) 
Ck1t = V(()川 IDt )
(6.7) 
(6.8) 
ここで ， mOlt = mt = E( ()tI Dt ) と匂It = Ct = V(()tI Dt) は 7 カルマンフィルター
アルゴリズムより既知である . (6 . 6 ) より
mklt = Gtmk-llt 
Ck1t = GtCk-l l tG~ + Wt+k 
(6.9) 
(6.10) 
そ こ で ? 将来パラメータの平均と分散は?既知の初期値 mO l t と C0 1 t を用いて
k = 1 ， 2，'..と順次に計算できる .k 期先の予測値の平均と分散は
Yk.t = E(y川 IDt )
Ck.t = V(Yt 十k lDt )
(6.1 ) 
(6.12) 
である が? これを計算するには 2 つの場合に分けて考える必要がある • Ft+た が t
期で既知の場合とそうでない場合である . 後者の場合 (予測するときの外生変数
が確率的であるような場合) ， (6.5) は未知パラメータに関して非線形になる .
D. 平滑化
すべての観測値が得られた後で ， t 期以後に得られた観測値を考慮するともっ
とよい推定量が得られる . このような推定量を計算する方法を平滑化という.こ
れにはいくつかの方法があるが7 固定区間平滑化 (βxed 仰向rval smoothing) の方
法は?最後に得られたカルマンフィルタ ー推定量 mT と CT から出発し ? 後ろ
向きに平滑化方程式を作用させる(詳しくは Anderson and Moore , 1979 または
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Harvey, 1981 第 4 章 を参照). mt T と CtlT を それぞれ平滑化推定量と その共分散
行列を表すと?平滑化は次の よう に行われる.
ここで
mtlT = mt + Ct(mtt-lIT -Gt+1fit) 
CtlT = Ct + C;(Ct+1IT -Ct-+11t)Ct' 




また ffir lT = ffir で CT1T = CT である.このとき得られた平滑化推定量 mtlT
は 7 最後の観測値を含む T 期までのすべての情報に基づく最適推定量になる.経
済学での応用では 7 それらは観測されない要素 (unobserved component) を表 し
ており 7 平滑化とは信号除去 (sigηαl extraction) を行う方法と考えられる. Engle 
and watson (1981 , 1987) などの研究で7 この平滑化された変数についてさまざ
まな経済学的解釈がなされている.また?時系列データがし 3 く つかの要素から構






成分からなるパラメータ・ベクトル Bt = 仰い ， B;.t ， ・・，()ら t)' において (Bi . tIBt-d = 
(Bi . tIBt-l) となる .m 個の成分モデルを考えると 7 各モデルはそれぞれ {Fit ， Git, 0, Wit} 
とノイズ部分のモデル {O ， 0, 10 , O} で表現される.各成分DLM は次のような
{F.G.V.W}t で表される.
Ft = (F{tl F~t ， . • ，F:ん)'
Gt = ブロ y ク対角 (Glt ， G2t , • • • , Gmt) 
Wt = ブロ y ク対角 (Wlt ， W2t , • • • , Wrnt) 
このような構造にすると?モデルビルデイング 7 意味づけ?操作性が簡単になる
という利点がある.大きなモデルは?最初に解釈しやすい個々の成分を別々にモ
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デル化し 7 最後にそれらを組み合わせて作ることがしばしば行われる この定式
化によって 7 他の成分に対する影響を考えずに ? 特定の成分の影響だけを取 り 入
れることができる個別の成分モデルに関しては ， (1 ) 全体のモデル式は個々 の
独立な成分式として表されるが， Bt l Dt は各周辺分布 (BitI Dt ) からは決め ら れな
い これは ? 観測値系列めを通じて全ての構成部分に関する情報が得られるた
めである . そして (2) 分解の程度に関して注意が必要である l つの成分をも っ
と細かく分解することができる場合がある たとえば， 13 期の季節要素は理論





実際の時系列分析や予測でよく用いられるのは 7 多項式トレンドモデル 7 季節
モデル ? 回帰モデルを含んだダイナミックモデルである.これら 3 つの成分モデ
ルの例を以下で挙げておこう.次のようなスカラーの系列7 Ut7t=1127 ・を考
える.
Yt = μlt+ μ2t + μ3t + υt (6.16) 
ここで μ1tはトレンド項? μ2t は季節項，そして μ3t は回帰項で、， Vt の観測ノイ
ズがある.これらの各項を以下でモデル化する
A. 線形成長モデル(多項式トレンドモデル)成分
このモデルは?単純なトレンドモデルに勾配項を加えたもので， 水準 μ と勾
配 α のパラメータカ王ランダム・ウオークにしたカfって時間とともにゆっくりと
変化し ? 次のように表される .
Yt = μt+ εt 
μt 二 μt-1 + αt+ ηt 
αt - αt-1 + 輻 
ε r-v iV 1 D ( Cl ， σ2) 
η r-v N [D(O ， イ)
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このとき 7μlt に対する線形成長の成分 DLM は次のように表される .
日1川= {(~)， (~ D , 0, Wlt} (6.20) 
ここで?パラメータ ・ ベクトル 8 lt = (μt ， αt) は
μlt = μt = F{ -81t 
。1t = Glt 8H- 1 十 Wlt
(6.21) 
(6.22) 







季節性の影響は， 1 年間での季節サイクル P の各期間に対して加法的な季節
項ベクトルを対応させたモデルで表される • St をある特定の t に対する期 (月 )
とすると ? モデルは
Yt = γs(t).t + εt 
γi.t = γi.t ー 1 +ωt i = 1 γ ・・ ， P
となる.確率的な季節モデルでは?季節効果の和はゼロになるとの制約は
p 
~ ﾎi.t = 0, t = 1, • • • , P 
1二O
と表される . 単純な形の季節効果モデルを DLM では
Yt= (O ， " '， l ，" ' ， O )γt+ εt 






と表す.これは多項式モデルと比較すると ， F 行列は St 番目の成分だけが 1 で
ほかは 0，そして時間とともに変化する.
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(b) フーリ工型季節性
季節性を扱うためには季節効果パラメータ (γU ， ・ ， ì1pt) への変換が必要であ
るが7 操作性とモデル化という観点からは季節効果をいくつかの調和波?あるい
はコサイン波を組み合わせた項でモデル化するのが望ましい.このようにモデ




間 ， p = 2q + l(q は整数)，の任意の季節効果パターンの DLM {F2' G2, 0, W2 } 表
現は 7 入 =2π/p として q の部分調和 DLM {(1 , 0)' , Hl' 0, W/} , j = 1,' • " q を組
み合わせて表すこともできる.ここで
u _ ( cos (j入) sin(j入) ¥ 
勺一\-sin(j入) cos(j入) ) 
したがって ， F2 = [(1 , 0) , (1 ， 0) ，・・・， (1 , 0)]' 
G2 = ブロ y ク対角 [H1 ， H 2 ,"' , HIαi 
W2 = ブロック対角 [W1 ， Wム- ・ ， Wα]
(6.28) 
フーリエ表現では?パラメータ・ベクトル ()2 は P-1 より少ない項でモデル化
することもできる.
c. 回帰モデル成分
説明変数がXt の値をとる 1 つの時系列を考えると?その成分DLM {F3t , G3t , 0, W3t} 
は {X3t ， 1, 0, W3t } とな り 7 パラメ ータ ()3t を使うと
μ3t = X3t()3t 
。3t = ()3t-l +ω3t 
(6.29) 
(6.30) 
となる.一般に T 個の説明変数7Xit(t=l?. . グ) があるとき?各々は 1 つの成
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期間から推定された関係ならば7 何年か後には全く変化してしまうかもしれな
い従来のモデルでは?この状況は捉えることが難しいが‘動学モデルでは「動
く関係」をある程度表すことができる.ここで用い られるカルマン ・ フィルター
の計算方法は 7 新しいデータが利用可能になったときに最初から全部の計算を
やり直したり 7 逆行列の計算をする必要がないので?回帰係数の推定値の修正を
経済的に行えるという利点がある この方法は、以前 Plackett ( 1950 ) によって
指摘されていたが?その実用上の重要性はほとんとと見過ごされている.
6.4 DLMの予測と更新
本節では 7 実際の予測に必要な主要結果と更新関係を • DLM{Ft , C , V, Wt} の




以下で用いる Harrìson-Stevens のモデルでは ? 構造方程式の撹乱項の分散は事
前に既知で、あると仮定されている また B 項で述べる情報割引という定式化が7
ちょうど Holt-Wìnters のモデルにおける平滑仮定数と同じ形で導入されている
これはかなり怒意的な方法であるが?非常に短いデータを用いる場合には有効
な方法である また， Harrison-S tevens の推定方法はあまり効率的ではないので 1
以下では?未知の平均と分散を持つ正規分布に対する同時共役事前分布に基づ
く 7 より効率的な方法 (DeGroot[1970] を参照)を用いている
A. 主要結果
2.A のモデル (6.1) と (6.2) の仮定の下で ， DLM{凡 C， V, Wt} は次のよう に表
される .
Yt = F;Bt + Vt 




ここ で ， V (υt ) = vt= σ2 ， V (ωt ) = σ2Hω とすると?初期時点において σ2 が既
知で
。o rv N (mo, 0-2CO) (6.33) 
と仮定すると， t -1 時点ではその時点までのデー タ Dt - l が与 え ら れたときの
8t - 1 の分布は
(8t-1IDt-t) rv N(mt-l' 0-2Ct_d (6.34) 
と表される . (6.4) の 8 ステ y プからなるカルマン ・ フ ィ ルターをベ イ ズ的に解
釈した結果は?次のようにまとめることができる .
め が観測される以前では
αt = Gmt-1 
Rt = GCt-1 G'+ Wt 
(6.35a) 
(6.35b) 
パ ラ メ ー タ ・ ベクトル 伐 の事前分布は (Ytl σ2 ， Dt ー1) rv N(at , 0-2 Rt ). こ こ で
ft = F;at 
Qt = F:RFt 十 1
(6.35c) 
(6.35d) 
とおけば， Yt に対する 1 期先予測分布は (Yt 1σ2 ， Dt-d rv N(ム σ2Qt ). ま た
At = RtFtQ;l (6.35e) 
とする • Yt が観測された以後では， 1 期先予測誤差は
et = ~ -ft (6.35f) 
と な るので ， 8t の事後パラメ ー タ ・ ベクトルは?次のように逐次的に更新される.
mt = αt 十 At e t
Ct =(It -AtF;)R = Rt -AtQt~ 
ま た事後分布は， (8 1 σ2 Dt) rv N(mt, 0-2Ct ) となる .
(6.35g) 
(6.35h) 
さらに σ2 が未知の場合の σ2 の事前分布 (σ2 J DO ) は ? 次の よう な逆ガンマ分
布 IG(no /2 ， 2/πoso ) で
p(σ21Do ) rv σ一( 凡0 + 1 )exp( -nOSO/20-2) 
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と仮定しよう ここで X r-v IG(α ， ß) とは ? Y=X-l がパラメータ α と 3 のガ
ンマ分布に従うという意味である(鈴木 [1987] 参照) この場合には逐次更新は 、
標準的なベイズ分析を利用して計算すれば? 次のように表すことができる
ηt= ηt-l 十 1 = ηo + t (6.35i) 
ntSt 二川-1 St一 1+ イ/Qt (6.35j) 
したがって分散は (σ IDt) r-v IG(nt/2 , 2/nt St) と分布する ここで、 ωt = O で
G=I とすると 7 この関係は重回帰モデルにおける自然共役事前分布を逐次的
に表したものと考えることができる(たとえば Zellner[1971 ] を参照)
(6.35b) (6.35d) (6.35h) において σ2 が未知の場合には、周辺事後分布は標準的
なベイズ分析によって導くことができ ? 多変量 t の形をしていることがわかる
なお将来予測分布と回顧的予測に対する平滑化された分布は次のようになる.
k 二 1 ， 2 ， に対する予測分布は 7 次式で与えられる.パラメータ分布は
(etIDt) r-v凡 [α t( k), Rt ( k)] (6.36) 
Yt の分布は
(y川 IDt) r-v Tnt[!t(k) , Qt(k)] (6.37) 
ここで αt(k) = Gat(k -1) 】ただし αt (0) 二 mゎ
Rt(k) = σRt(k -l)G' + Wt+h ， 九 (0) = Ct, 
ん (k) = F!+l αt(k) ， Qt(k) = F!+hR~(k)~川 + St 
である.回顧的予測に対する平滑化された分布は ， k = 1 ， 2γ- に対して
(et-k I Dt) r-v凡 [αt( -k) 、 Rt(-k)] (6.38) 
ここで似(-k) と九 ( -k) は次式のように逐次的に求められる.
αt(-k) = mt-k + Ct-k + Ct-kG'R;_lk+l[at(-k + 1) 一 αt- k十 d (6.39) 
Rt(-k) = {Ct-k -Ct-kG'Rごん十 1.[R日十i 二 R(-k+1) ]
Rj:!k十 1GCt-k} St!St-k ( 6.40) 
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B. 情報割ヲ|
m 個の部分DLM に対しては } Wt=ブロ ッ ク対角 (W1t 1 W2t 1 ・ " Wmt ) であ り司
各 Wit は 1 Ameen and Harison [ 1985] による割引法を用いて決め ら れる各ノ f ラ
メータ Bit で表される第 t 成分に l つの割引率 o leq? ~ 1 が対応する 各成分
の事後周辺分布は
(Bi ,t-lIDt- I) rv Trト l[mυ- ぃ CLt-1 1 (6.41) 
であり 7 対応する周辺事前分布は
(九 I Dt - 1 ) rv T，ηt- l [αit 1 Rtt] ( 6.42) 
ここで αt = Gimt-ll Rtt = GiCt-1 G~ -ト Wit 1 Wi t ニ (Ó- 1 --1)GiCt- 1G~ とおいた
したがって 1 ~y = GiCt-lG~ /Ói となる そこで 1 Bt に対する事前分布は
(BtIDt-d rv 九一 l [αt ， Rt] (6.43) 
となり ? ここで αt = (α;t1 ?αらt)' ， そして Rt = GCtー 1 [;'十 Wt である.簡単に
は?将来何期か先の予測では 7 システム分散 Wt+k の将来値は 1 Wt+k = Wt+ 1 と
おかれる場合が多い.この方法に関する一般的な考え方は 1 Dtー l の下でパラメー
タ・ベクトル Bt刊に伴う精度はたとともに減少し 1 Bt の精度は Bt- l の 6 の割合
になるというものである この意味で精度は 6 の割合で割引される. 0 三ん~ 1 
と Gi = 1 での回帰成分を考えると ， ﾓi = 1 ならば Wit = 0 となり 7 将来の t+k
に対する B'i ， t+k についての情報は。i.t-l と同じになる.したがったて ? 九の値は
期間中一定であり ， '"番目の成分に関するシステム方程式は決定論的になる.他
方 ， Ói 二 O の場合は Bi.t -l についての知識は将来値 Bi . t刊についての情報を全く
含んでいないのでそれに伴う成分システムは必要なくなる これらの極端な値
の中間では 1 Dt-l はムが小さいほど t 番目の成分ベクトルについての情報を含
んでいないことを意味する したがって 7 割引率ムは t 番目の成分ベクトルに
関する値 [mû ， Cit ] が各機関でどのくらい意味を持ち ? 永続性があるかというこ
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る この考え方は?最近の観測値をより重要視するとし h う意味からも直感的に受
け入れやすい方法に見える モデルがトレンド・季節・回帰の各 DLM という 3












第 1 は?はずれ値 (outlier) で?ある観測値がモデルの 1 期先予測値から著しく離
れているが7 他はモデルとそう違っていないような場合である もう 1 つは構造
変化で7 モデルのあるパラメータが突然変化したために起こる.たとえば?水準
が落ちたり ? 季節パターンの山と谷がずれたり 1 観測誤差の分散が増大したため
にデータに表れる形である インターペンションを処理するには 3 次の 2 つの方
法がある.第 l にモデルを拡張して ()t にいくらか加えるか7 あるいは標準的な





も良い方法はそれを無視することである したがって、更新分析は Dt-l の下で
の現在の事前分布を 7 めを無視して Dt の下での事後分布として考える よう に
修正される すなわち ， mt - αt ， Ct = Rt ， ηt = nt- ぃ St = St-l とする構造変





それを発見し 1 識別するモデル監視の方法と結びつけると 、 例外的な事態、 を自動
的に調整する方法として使うことが出来る この方法は ， 1) 主観的な予想、イン
ターペンションが適切な外部情報がなかったために作動しなかったと きは自動
的に無視し， 2) 短期予測への応用では 7 多数の系列を並行的に分析できる単純
で頑健なモデルの採用が可能で ) 3) はずれ値や構造変化点がモデル推定に影響
を及ぼすような時系列分析に役立つものである . もう 1 つの方法は.多段階モデ
ルに基づいたもので同じ様な能力があるが?比較的小さなモデルでさえもかな
り計算費用がかかるという欠点がある.ルーテイン的なモデル推定? データ平滑
化7 短期予測には単純なものの方がよい . 自動化の方法にははずれ値や構造変
化を識別することによって予期せざる事態を発見する 7 はずれ値を捨て変化に対









Lt(k) = HtHt- 1 ・ Ht - k+ 1 二 HtLt-l(k -1) (k = 1, 2, . • . , t) (6.44) 
これは 7 モデルの予測パフォーマンスを対立モデルのそれと ? それ以前の連続す
る k 期の観測値について比べてみたものである(詳細は West (1986 ) を 参照) .
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6.5 DLM分析の応用例
前節までに述べた DLM モデルによる ベイズ予測の方法をいくつかの例に
よって示すことに しよう 実際の分析では、モデルの定式化と t= 0 における初
期事前分布?そして割引率の値を決める必要がある • t = 1 ， ・ '， T と表される等
時間間隔で観測された l 変量時系列データをモデル化する各時点 t で、 Yt はレ
ベル (μt) と観測誤差あるいはノイズ項 (Vt) という 2 つの成分の和として表さ
れる
Yt = μt 十 υt ( 6.45) 
レベルはさらに 7 局所的になめらかな多項式トレンド (Pt) ， 季節性 (St) 、回帰項
( Tt) の 3 つの成分からなっている したがって 1 加法モデルでは
μt = Pt + St+ アt (6.46) 
乗法モデルでは
μt = (Pt + η ) St (6.4 7) 




V[Vt = cμ? ( 6.48) 
ここで α は観測誤差分散のスケールパラメータで7α は分散のべき乗部分を表
す指標である α=0 なら一定分散であり 7α>0 なら系列のレベルとともに確
率誤差の分散が増加する.トレンド項は多項式の次数で表し?常に存在し通常 1
次あるいは 2 次の多項式が用いられる周期が P で、ある季節性をモデル化する
と ) St は t 期での季節因子を表す加法モデルでは ， P 個の季節因子はレベルか
らの季節的偏差を表し 7 すべての t で P 個の季節因子は識別のために和がゼロ
とされる 乗法モデルでは?季節因子は季節乗数であり 7 和が P となるような
制約が課される 回帰項については?η が独立変数に対する線形回帰になり ) tﾟ 
を t 期での回帰係数とすると η 二 ßt Xt となる .回帰係数にはきわめて小さな
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確率変動を認め?そのために添え字 t がつけられている したがって、モデル関
係は固定的でなく 7 モデルに定期化の誤りを認めることになる
t 期における過去の情報 Dt はモデルの各成分を表すダイナミ ックなパラメー
タに対する事後分布で要約される これらはモデルの各部分に対しては、ステュー
デント t 分布にしたがい ， C に対しては基準化された逆カイ 2 乗分布(よ り一般
的には逆ガンマ分布)にしたがうとする 時間が t+1 ， t+ 2 ， と経るにつれて
各要素は変化し ? 新しいデータが得られると情報セ ットを更新しながらこれら
の事後分布を更新する これらの次々と得られる各成分の事後点推定値(各時点
t に対する事後モード)は 1 パラメータに対する推定された時間経路を表してい
る.事後分散はこれらの推定値における不確実性の尺度になる 同じ様な軌跡
は?多項式トレンド?回帰効果7 季節性の逐次推定値があれば?時系列の各成分
に対して同様に得られる たとえば7 回帰係数仇の軌跡は (ßtIDt) ， t = 1, ・ ， T
の連続する事後 t 分布で決められ?このモードスケール、自由度は時間がたつ
につれて連続的に更新されるモデル評価にとって重要なのは ， 1 期先予測誤差
が作られる 1 期先予測分布の系列と 7 それに伴う t 予測確率密度である
回顧的な評価は，系列の最後 t = T ですべての利用できるデータを使ってか
ら?モデルのパラメータの平滑化された推定値とすべての情報 DT のもとで ? 各
時点 t での平滑化分布から導かれる成分をもとに行う.したがって?回帰係数の
軌跡の回顧的評価は t 分布 (ßtIDt) をもとにしている最後に?予測値はいつの
時点でも求められる t 期での将来観測値 Yt刊 (k > 0) の予測分布は、日で表さ
れるモード，スケ ー lレ 7 自由度を持つ標準の t 分布の形をしている
データを処理する以前の D。という条件の下で7 事前分布の初期値をモデルの
各成分に与える事前分布は 7 事前モードあるいは事前平均と不確実性の尺度の
推定値を各ノてラメータに対して与えればよい これらの事前分布は 7 自 由度 ηo




のスケール パラメータを与えることになり ‘実際の標準偏差は ρ。/(ηo -2) 
を掛けて得られる.観測スケール c に対する逆カイ 2乗分布の初期値は‘点推定
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値と自由度 no を与えると決まる.
モデルパラメータが時間とともに確率的に変化する率が割引率で7 モテルの
各要素ごとに決められる.レベ jレ 7 成長 7 季節?回帰パラメータにおける確率変
化の程度は 7 各時点でのこれらの値について得られる情報に直接関係している.
すなわち?観測値間での確率的な動きは各ノマラメータに対する事後分散の増加1
すなわち情報の減少に等しくなる . したがって， 0. 9S という割引率は約 5%の情
報の減少?あるいは分散で測った不確実性の 5%増大を意味する . この割引率が






のように行うかを示すための例で， 1973 年第 l 四半期から 1987年第 4 四半期ま
での四半期データである . 散漫な事前分布を用いた分析で特定の事前分布を考え
る前の参考となるような予測を行う.正則 (proper) な情報量のある (informαtive)
事前分布を用いると?短し、時系列デー タからも予測可能であり 7 短期予測パフォー
マン ス が向上する.
最初に各系列のデータ分析を行う . 各系列について 7 平均 7 分散?モードなどの
要約統計量ならびにヒストグラムなどからデータの分布状況を見る . さらに 7 自
己相関関係をチェックすることも 必要である.必要ならデータ変換を行う.デー
タがどのような動きをしているかを見るために 7 系列をプロットする(図 1).デー
タのプロットを見ると?食料品(数量) にはっきりとした季節性が認められる . 両
変数間の散布図 (図 2) を見ると負の関係が見られる . そこで?この例での食料品
に対するモデルは次のような構造をしていると考える . 一定の(ステデイな)ト
レンド成分1 加法的季節要素の成分? そして価格変数に対する回帰成分である .
このモデルの加法的季節モデjレ要素は周期が4 で 7 調和項は 2 つである.最後に
モデルの各要素についての割引率を決める.この例では 7 レベル(水準 ) 0.90 ; 季
節 0 . 97 ; 回帰 0 . 95 ; 分散 0.99 としている . モデルのパラメータに対して情報が
ない (ηoη
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る 観測j値は }II買に処理され?各時点で 1 期先予測分布が計算される.モデルに関

















J | | | l l l | 四半期




季節ファクター:平均-10 ， 2, 4, 4 で、?標準偏差はすべて 2




義されるにもかかわらず?事前分布は実際は t 分布であり 1 したがって正規性で
考えるよりいくらか散漫になる この事前分布に基づいて当てはめられたモデ
ルの事後分布の要約とその要約統計量は表 2 の通りであり?その l 期先予測分布
は図 4 にある 散漫な事前分布によるものより予測パフォーマンスはいくらか
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図 5 推定されたオン ライン ・ レベノレ
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図 6 推定されたオンライン・回帰項とレベノレ
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図 9 推定された価格変数の係数プロット
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回顧的な平滑化回帰項とレベノレ
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回顧的な平滑化標準化残差






たデータを基に計算した各時点での推定値である 図 5 は説明変数を除いたト
レンドで7 モデルの推定された 1 次多項式の成分(各観測値での定数項)のプロッ
トである 図 6 は 7 説明変数を含めたトレンドで1 推定された各観測値での定数
項プラス価格変数の回帰項?すなわちこのモデルのオンラインでの計算された
季節調整済み系列のプロットになる.図 7 は季節成分の推定値で?推定された季
節パターンとその標準偏差を表している 図 8 はその季節要素でデータから推








値であり 7 オンライン推定値に比べてなめらかになる 図 10 は 7 当 てはめられた
値と t 分布に基づく 90%確率限界である次は図 5 と図 6 に対応した平滑化した
説明変数を除いたトレンド(図 11) と説明変数を含めたトレンド(図 12) である
平滑化された全体の季節パターンと?季節ファクターも同様にして得られる図
13 は ， 1 期先予測 t 分布のスケールパラメータで標準化された l 期先予測誤差の
プロットである.この例では?最近時点での当てはまりがあまりよくない
1987 年第 4 四半期までの数値を基に， 3年先 (1980 年第 4 四半期まで)を予測し





次の例は 7 インターペンション分析の例である 図 lS のような販売データを
用いる データは 1955 年 1 月から 1960 年 12 月までのある商品の月次販売高で
ある最初は前もって決められた時点でのインターペンションを行う例である
データのプロ ット より このデータには 3 つの局面が含まれてお り，各局面では
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はっきりとしたレベルの変化があることが分かる この例では予測する人には
さらに次の付加的な事前情報があったと仮定しよう
・ 1955 年 12 月に 1 記録ミスがあった
・ 1957 年 1 月にはレベルは上昇したが成長率は変わっていないように見える















モデルは 1 トレンドの部分を線形(レベルと成長)とする 初期の事前分布は?
レベル平均が 600，で標準偏差が 100; 成長平均がO で 7 標準偏差が 10 ; 分散推定
値が 1.5%で自由度は 5 である 割引ファクターは レベルが 0.90 で分散を 0.98
としている ここで 1 次のようにしてこの情報をモデルに含める
(1) モデルを定式化する段階で， 3 つのあらかじめ分かっているインターベン
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(3) 最初の 1955/12 の時点では 7 この観測値を欠測値と して分析を進める . 1 期
先予測をプロットした図 17 では ? この点は欠測値とな っ ている
(4) 2 番目のインターペンション時点 ， 1957/ 1 ， ではこれを分析に含め 1 次の事
前分布を設定する . レベル平均は 900 で.標準偏差が 20 ;成長の平均がO
で ? 標準偏差が 5 である
(5) 最後のインターペンション時点 ， 1958/ 1 ，では事前情報を次のように変更
する レベル平均が940 で\ 標準偏差が 50 ;成長平均が-2 で ? 標準偏差が7
である
図 16 は，このインターペンションを無視してモデルを当てはめたときの予測値
であり 1 図 17 は上記のようにして計算された予測に対するインターペンション
の結果である 図 16 と比較すると 7 はずれ値は無視され、 レベル変化ははっき り
と処理されていることが分かる 回顧分析では変化点でのインターペンション
に対する反応がよりはっきり表れているので\ その方を示すことにする 図 18
と図 19 は平滑化されたトレンドと成長で\ レベルではインターペンション時点
で 2 回上昇変化があり ? 成長率は 1957/1 で大きく変化しているのが分かる 図
20 はその標準化残差で? 点線で示された上側と下側限界はその t 分布からの 7 ゼ
ロの回りで対称な 90%確率区間を表している
次に 1 自動的な予測監視とインターベンション機能を組み込んだ分析の例で
ある この例では 7 同じ事前情報を用いている主な違いは割引ファクターに関
するもので7 モデル監視機能が指示したときに ? 新しいデータを素早く取り入れ
るかどうかを決める 自動監視の場合の割引ファクターは?レベルを 0.10，分散
を 0.90 としてある.図 21 はこの分析による l 期先予測で?図の横軸にモデル監
視機能からの印が付けられている図 22 は自動モデル監視機能を動かした場合
での回顧分析であり?図 23 と図 24 は前の分析での図 19 と図 20 に対応するもの
である このモデルでの 1 期先回顧予測誤差は図 25 にうそして l 年先までの予測
イ直は図 26 にある
6.6 多変量モデルへの一般化
前節までに述べた単変量 DLM を多変量時系列データを取 り 扱うモデルに拡
張し 一般化することができる 多変量時系列モデルは ， Tiao and Box(1981 ) 、
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1955 56 57 58 59 60 年
図 18 回顧的な平滑化レベノレ
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回顧的な平滑化成長率(自動的)図 24
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モデルは前と同じように k 個の変数について 1 次のように表す
u; 二 F;et 十 ε;
。t = Gtet-1 + Ut , t = 1,. .. , T 
(6.-!9) 
( 6.50) 
ここで ， Yt は k 個の従属変数についてのた x 1 ベクトルで‘ Ft は p x 1 説明変
数ベクト/レ ， et は px たの係数行列で 1 Gt は pxp の既知の定数行列であるの
はた x 1 観測値ノイズベクトルで ， Ut は px たのシステム撹乱項行列である誤
差分布に関して?次の仮定をおくことにする
の r-.J lV 1 D ( 0 ， υt L:) 
vec [Ut] r-.J N 1 D(O , Ht ) , Ht = L:⑧ vVt で、 ξt とは独立
ここで?⑧はクロネッカー積を表す係数の初期時点の事前分布は




2 の k(k+ 1)/2 個の異なる要素は 7 次のような逆ウイツシャート分布に従うと
考える.
p(L:1 Do) αdet(L:)一η/2exp( -tr [L:-1 50]/2) (6.54) 
ここで? η=ηo+k であり ， 5t は kxk の対称行列である これらの仮定の下で
単変量の場合と同様にして多変量カルマンフィルター逐次計算は次のように表
される
(i) t 期で ν ベクトルを観測する以前
αt 二 Gmt-l




したがって， p(vec [Bol~ ， Dtー 1) rv N(vec [αt ]， ~③凡)
ft = F:仏
Qt = Vt1 + F:RFt 
したがって ， (Ytl~ ， Dt-1) rv N(ム 2 ⑧ Qt)
At = RtFtQ;l 
(i) t 期で ν ベクトルを観測した以後
et = α~t - fl 
同 =αt 十 At e~
Ct = (1-AtF;)Rt 
したがって， (vec [B] I n,D t)rv N (vec [rr叫
nt = ntー1+ 1 =πo 十 t
St = St-1 + et e~/Qt 










Vo と行列。0 ， Co, So と Wt ，t = 1ν " ， T のパラメータを決める必要がある.~
の k(k 十 1)/2 個のユニークなパラメータに対する多変量散漫事前分布は， Vo を
ゼロ， So をゼロ行列とすると得られる.多変量構造モデルにおける個々の時系





きる (Zellner[1971 ]， Ch.8 参照) . 周辺事前分布は
p(BtIDt -l ) α (det[St -l + (Bt 一向)'Rt(Bt 一向)])γ/2 (6.56) 
ここで?γ = nt-l + p， すなわち一般化多変量 t 分布に従う . 1 期先予測密度は
p(YtIDt-d α [Qt + (Yt 一九)'S; (Yt 一九)] -(ワ付)/2 (6.57) 
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ここで7η =nt-l -K + 1 ，すなわち多変量 t 分布に従う.事後密度は
p(BtI Dt ) α (det [St + (et -mt)'ct(et -ffit)Jr/2 (6.58) 
ここで?ア = nt 十 l である.
任意の t に対して Wt ヂ 0 のとき ， (6 .49) と (6.50) のモデルは係数が時間で変
化するケースになる.これはモデルを新しい状態に対しである意味で適応する
ようにする l つの方法である.これを示すため に 1 多変量での (6.55g) 式を見て
みよう.これらの方程式ではパラメータの事後分布の平均は， 1 期先予測誤差の
関数を事前分布の平均に加えることによって得られる.事前分布の平均がこれ
らの誤差によって修正される大きさは?しば しばカルマン ・ ゲインと呼ばれる
ん に依存している. (6.55c) と (6.55e) における ft と んの定義を用いて? 事後
平均 mt を次のように表すことができる .
mt = (R;l + FtF;)-l(FtF; + Rt- 1 向) (6.59) 
この式は 7 事前精度が増加するにつれて?すなわち Flt-， 1 の対角要素が大きくな
るにつれて 7 事前平均 αt は mt を求める際にデータを支配 (dominate) し?極限
では mt = αt となることを表している.逆に言えば?事前精度が低下するにつれ
て ， t 期おいて観測される新しいデータはよ り重要になる. (6.55b) よ り Wt が大
きくなれば， Rt_-1 は小さくなることが分かる. したがって 7 ゼ ロでない Wt は 7 古
典的な固定パラメータの線形モデルの場合における重要性に比べて過去のデー
タの重要性を割りヲ|く効果を持っているといえる.前述したように，Ameen and 
Harrison (1985) ではこの割引法を (6.50) 式の同 の共分散行列と結びつけた Wt
行列を割引要素行列と置き換えたモデルを用いている.このモデルは Wt を次の
ように定義すると 7 単変量の場合と同様に?いわゆる正規割引 (normal discount) 
ベイズモデルの形になる .
日It = ムt i ctー lム-~ -Ct-1 (6.60) 
ここでムt は 0 三ムú . t 三 1 のような割引要素からなる対角行列である . (6.60) 
式を (6.55b) に代入すると
Rt = ムt j ct一 l ム- i (6.61) 
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となり 7 ムt=I のとき Wt = 0 である. 応用に際しては 7 通常 Wt を直篠与える




うこと に よって?意志決定と予測が関連する 「もし こうしたら 7 ど うなるか?J 





的の 1 つであるといえる . そしていろいろな人とコミュニケーションをするた
めには 7 結果を数値情報だけでなくグラフイ ツ クに表示することも重要である .
多変量モデルへの一般化の方法についての概要は述べたが7 応用はまだあまり
されていない.多変量時系列モデルの応用では 7 多くの研究で利用されている
Sims(1980 ) により提唱された VARモデルが経済予測の分野でその実用性が認め
られているこのモデルに基づいた Litterman ( 1981) によるペイジアン VARモデ
ルは?市Ij約を穏やかに導入することによって 7 予測に有効なモデルを提供しよう
とする方法である. VAR モデルは一種の誘導型方程式ともいうべきものである
ので7 個々のパラメータについての経済学的解釈は明確で、ない.したがって 7 あ
る意味では ， Li tterman (1980 , 1984 ) や Doan ， Litterman and Sims ( 1984) で開
発されたベイズ VARの方法は?前節までに扱った構造状態空間モデルと競争的
なモデルとして見ることができるが? 潜在的にはマクロ経済予測という目的に
は利用価値があるように思える (Litterman ( 1986 ) を参照) . このベイズ VAR モ
デルを状態空間モデルの形に書き直して用いると， Litterman他によって採用さ
れた VARの方法をもっと明確にし 7 拡張し 7 ある意味では単純化することがで
きる.しかしながら?このベイズ VAR にはいくつかの問題点がある 紙数の関
係でその詳細を述べることはできないが1 たとえば係数行列への事前分布の与
え方や?パラメ ー タの推定そしてモデル選択の問題があげられるが?それに関し
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ては， Litterman ( 1980) や Doan， Litterman and S?s ( 1984) などでいくつかの
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