Wireless sensor networks (WSNs) started as an academic concept and became a commercially relevant technology. This technology will play a key role in creating more instrumented and interconnected urban environments. The resulting smarter cities will have more efficient management of resources and increasing quality of life for the city inhabitants. To enable large-scale deployments of heterogeneous citywide WSNs, it is important to agree on the communication protocols that these networks run. Standardization bodies such as the Internet Engineering Task Force and the Institute of Electrical and Electronics Engineers are finalizing different protocols that, once combined, form a complete protocol stack. This protocol stack allows robust and secure communication, as well as seamless integration with the Internet. In this paper, we present the different protocols forming this standards-based stack, as well as the achievable tradeoffs between latency, power efficiency, and throughput. After providing details on the existing applications of WSNs to smarter cities, we discuss what opportunities such standards-based WSNs can offer.
Introduction
Large numbers of tiny wireless sensors, or Bsmart dust,[ will be placed throughout residences, commercial spaces, urban infrastructure, and industrial plants by 2020 , helping society to build smarter cities. A smart city is instrumented with sensors capable of various kinds of information capture such as detecting full trash cans and leaking water pipes, as well as monitoring home energy consumption and managing urban lighting. While wired sensor systems have been used for decades, the development of the wireless interfaces and wireless networking protocols enables the use of such networks to extend to an urban environment.
These kinds of ideas related to wireless sensor networks (WSNs) started as a research vision in the late 1990s and have grown to be a fertile research topic for almost a decade. Following intense academic work, standardization bodies have started to focus on WSNs. While bodies such as the Institute of Electrical and Electronics Engineers (IEEE) have been providing the low-power radio standard since 2003, others, such as the Internet Engineering Task Force (IETF), are exploring the means for these networks to easily interconnect with the Internet. Standard data models to exchange information between the electrical utilities and their customers are emerging, with the goal of improving the match between electric power supply and demand. These features are usually considered as part of a concept known as Bsmart grid. [ Several companies currently provide commercial WSN solutions for smart cities, with applications ranging from smart electricity metering and smart homes, to helping drivers find available parking spots. Currently, these networks rely almost exclusively on proprietary solutions, and standards are needed.
Service providers benefit from standardization because they can develop a wide range of services while making no assumption with respect to the underlying heterogeneous technologies. Equipment manufacturers benefit because they can access markets more easily with standards-compliant products. Finally, customers benefit because they are not restricted to a given service provider or technology.
The smart dust vision underwent multiple reinterpretations since the late 1990s. However, the essence of the vision persists, which is remarkable given today's rapidly changing technology. Multiple complementary standards are being introduced into the market with respect to this vision, enabling, we believe, a long series of innovative products that will help build smarter cities.
In this paper, after introducing the technology of WSNs and their core challenges, we outline the different enabling technologies that are in preparation today. The following section introduces the most important technologies, i.e., IEEE802.15.4e, IPv6 over low-power wireless personal area networks (6LoWPAN) header compression (HC), IPv6 routing protocol for low-power and lossy networks (RPL) , and open automated demand response (OpenADR). Here, IP stands for Internet Protocol. We show how these technologies are complementary and how, when combined, they provide a complete solution that is solely based on standards.
This paper presents how these standards can contribute to building smarter cities. The protocol stack presented is particularly suited for building WSN Bclusters[ inside a city, in which each cluster can cover a single house, a commercial building, or a few blocks. For example, in an energy-monitoring application, such a network would consist of 100-1,000 wireless current sensors scattered throughout a few neighboring commercial buildings and reporting to a few collection points that are connected to the Internet through, for example, a cell phone modem. A complete smart city would necessarily encompass multiple technologies, with the protocol stack presented in this paper being one of these technologies. Other standards, such as IEEE802.15.4g, are, for example, being developed to enable long-range communication over several hundreds of meters. This technology could be used to interconnect the WSN clusters previously defined.
Wireless sensor network
WSNs started as an academic concept that became a very commercially relevant technology. This class of wireless networks has received significant attention in the last ten years because of the unprecedented opportunities it offers. From the standpoint of a number of proof-of-concept demonstrations, WSNs have evolved into a highly reliable commercialized technology.
In the early 1990s, three different technologies were following exponential curves (cost versus time) down to virtually zero dollar cost. These technologies include sensing (driven by the microelectromechanical systems revolution) and computation and communication, driven by Moore's law. Similarly, it was clear at the time that the size and the power of such devices would follow similar trends as cost: The components needed to build a wireless sensor node were decreasing in size, power use, and cost. These trends were the seeds of the WSNs.
The concept of WSNs appealed to a large community of people. Observing the success of academic demonstrations of WSNs, commercial analysts in 2003 began to see a commercial potential of this technology because low-cost sensors can be placed virtually anywhere to report data without having to use wires. Because no wires are needed to power and connect the sensors, WSNs can be used in a range of applications wider than their wired counterparts. The application space covers fields as diverse as building automation (e.g., automation involving security, heating-ventilation-air conditioning, automated meter reading, lighting control, and access control), industrial monitoring (asset management, process control, and environment and energy management), body sensor networks (e.g., patient monitoring and fitness), home electronics (e.g., television, videocasette recorder, digital video disk/compact disk, and game console), computer interfacing (e.g., mouse, keyboard, and joystick), and energy applications (e.g., energy monitoring and smart grids).
In response to interest in WSNs, the IEEE started examining the applications and, in 2003, released the first version of its IEEE802.15.4 Bpersonal area network[ standard. This standard defines both the physical layer (i.e., involving the functions of the hardware in a compliant radio chip) and medium access control (MAC) layer options (i.e., involving the functions of a software layer that drives the hardware to enable neighbor nodes to communicate).
The ZigBee industrial consortium convened to build a set of standards Bon top of[ IEEE802. 15.4 , and it produced its first set of drafts in 2004. This solidified the interest in WSNs, and venture capitalists started to invest in the field.
In 2005, the IETF, i.e., the standardization body that defined most of the protocols used in today's Internet, began work on WSNs. The IETF had already been working for more than seven years on defining IP version 6 (IPv6), which is the version of the IP to replace today's IPv4. IPv6 uses 128-bit addresses to identify hosts, which offers a much larger addressing space than IPv4 that uses 32-bit addresses. This larger address space perfectly fits within the smart dust vision, in which every smart object surrounding us acquires a unique IPv6 address to Bblend[ into the Internet. The IETF working group 6LoWPAN was created to define an HC scheme to allow long IPv6 packets to fit into short IEEE802.15.4 packets.
Combining 6LoWPAN with IEEE802.15.4 enables simple Bstar[ networks, in which a number of sensor nodes directly connect to a gateway node connected to the Internet. Although the star network resembles an Ethernet bus, the MAC protocols are different. This usage case is very similar to a mobile phone wirelessly connecting to a cellular radio tower or a laptop wirelessly connecting to a Wi-Fi** access point. Here, the term Wi-Fi refers to a class of wireless local area network devices based on the IEEE 802.11 standards.
However, wireless nodes have a small communication range, and IEEE802.15.4 access points are not expected to be densely deployed. Instead, a single access point should connect to a large number of nodes over a multihop Bmesh.[ A mesh is a type of network in which each node can act as a router by relaying data between neighboring nodes and in which multiple disjoint paths exist between source and destination nodes. Routing protocols take advantage of this latter feature to increase robustness by path diversity: When a wireless link breaks, the packet follows an alternate path.
Creating a mesh is possible using a routing protocol. In 2008, the IETF created the routing over low-power and lossy networks (ROLL) Working Group, which is currently finalizing RPL. This protocol works in parallel with 6LoWPAN to enable multihop communication: If node A is too far from node C to directly communicate, it will use intermediate node B as a relay.
In 2009, the IP for Smart Objects (IPSO) [1] Alliance was created as an industrial alliance to agree upon a common interpretation of the different standards. This enables different companies to use different implementations of a single communication stack. IPSO aims at testing interoperability and promoting commercial adoption.
Application domains
A WSN offers the ability to randomly deploy nodes that are wireless (i.e., no external wires are used for communication or power) and that form a mesh network to report sensed data to a small number of sink nodes. Such a network is capable of achieving a favorable return on investment that a wired sensor network is unable to attain. While Moore's law predicts how the hardware will become less expensive, the installation cost and the cost of installing the wiring for a wired sensor network is prohibitive.
Countless applications can be envisioned for these types of networks, from environmental monitoring to smart museums and intelligent homes. In 2009, the IETF ROLL Working Group identified four fields as the most commercially attractive at the time. These fields are listed in the following.
Home automation [2] VA WSN controls the lighting system, monitors the energy consumption of different appliances throughout the house, wirelessly transfers video-surveillance feeds, enables at-home health monitoring and reporting, and runs the intrusion detection system, while being controlled from a single home remote control or even remotely beyond the home.
The requirements for the network are mainly reliability and lifetime. Building automation [3] VA WSN integrates with the several wired sensor and actuator networks already in place: heating, ventilation, and air conditioning (HVAC), fire-detection and sprinkler networks, elevators, lighting control, and access-control systems. The requirements for the network are mainly reliability, security, and interoperability with existing wired networks. Industrial applications [4] VA WSN replaces the wired industrial monitoring and actuation networks, to control machine state, actuate valves, measure pressure, while also having the ability to report to a centralized control room. The requirements for the network are mainly reliability, security, interoperability with existing wired networks, and data-flow differentiation. Urban applications [5] VWSNs are deployed throughout a city to gather meteorological data, monitor pollution level and allergy conditions, offer fine-grained traffic surveillance, list available parking spots, enable automated meter reading, and actuate valves and dim street lights in the middle of the night. The requirements for the network are mainly reliability, security, scalability, and the ability to run multiple independent networks simultaneously. The success of these chips can be explained by the fact that multiple protocols have started to be developed with respect to the chip. For example, the Radio Frequency for Consumer Electronics Consortium was founded by Panasonic Corporation, Royal Philips Electronics, Samsung Electronics Co., Ltd., and Sony Corporation in 2008 to develop a set of protocols for high-end remote controls to use IEEE802.15.4 chips.
As another example protocol, the ZigBee alliance designs a protocol stack focusing on building automation [6] . ZigBee assumes powered routers, and nodes relaying information have their radio on at all times and therefore cannot be battery powered if lifetimes of months or more are required. Moreover, ZigBee networks run on a single frequency, which, as subsequently detailed, suffers from external interference and multipath fading. Multipath fading occurs when, on top of the signal following the direct line-of-sight path, a node receives multiple echoes that have bounced off nearby objects. If the different signals are appropriately phased, they can destructively interfere, and the receiver will be unable to decode the signal even when physically close to the transmitter.
As final example protocols, the WirelessHART** and ISA100.11a protocols are focused on industrial automation. Here, HART stands for Highway Addressable Remote Transducer, and ISA stands for International Society of Automation. These protocols are based on a very low-power time-synchronized protocol. The WirelessHART sensors are deployed in industrial process automation applications and settings that range from North Sea oil platforms to steel mills and breweries. Wireless HART networks are extremely low-power networks, with even router nodes able to last a decade using battery power.
Each of the following sections focuses on one of the layers composing the protocol stack depicted in Figure 1 .
IEEE802.15.4-2006
IEEE802. 15.4-2006 [7] is the second revision of this standard, which has become the de facto standard for WSN radios. The emphasis of IEEE802.15.4 is on the enablement of low-cost low-speed ubiquitous communication between nearby devices with little to no underlying infrastructure. Its basic framework involves a 10-m communication area at 250 Kb/s (kilobits per second). Chips achieving sensitivities between À90 and À100 dBm are commonplace [8] [9] [10] [11] [12] [13] .
While the standard defines multiple modulation and frequency options, the vast majority of commercial products operate at 2.4 GHz because this frequency band is license-free throughout the world and because it offers the largest bandwidth (85 MHz). At that frequency, IEEE802.15.4 divides the band into 16 2-MHz channels separated by 5 MHz, and compliant radios can change the channel they communicate on in less than 192 s. Compliant radios are hence frequency agile, which is a feature that is exploited by channel hopping MAC protocols such as the IEEE802. 15 In the IEEE802.15.4e standard, time is divided into slots. A slot is sufficiently long for the transmitter node to send a packet and for the receiver node to send back an acknowledgment indicating successful reception of the packet. If no acknowledgment is received, the transmitter retransmits at the next opportunity, on a different channel. This technique, known as channel hopping, efficiently combats external interference [15] and multipath fading [16] Vtwo wireless phenomena that widely vary with frequency. As a result, wireless links are more stable. This causes the topology of a network to be stable and, thus, the network to be more robust.
IETF 6LoWPAN
The IETF 6LoWPAN Working Group standardizes a mechanism that compresses a 40-byte IPv6 header into 2-6 bytes in order to leave more space for the payload in the IEEE802.15.4 packet, which is limited in size to 127 bytes. 6LoWPAN also includes a mechanism to allow possibly long packets coming from the Internet to be fragmented when entering the WSN; similarly, multiple packets can be reassembled when leaving the WSN. The current standard, RFC4944 [17] , will be made obsolete by the IPv6 HC scheme [18] , or a minor variant thereof (RFC, or request for comments, is the IETF equivalent of a standard). 6LoWPAN allows packets to flow from the Internet to the WSN, and vice versa, without the need for a network-layer protocol-translating gateway. A node attached to a water meter can hence communicate with the database of the water utility directly. Similarly, the electricity utility can directly communicate to a large chiller that needs to be turned off.
A subtle feature associated with 6LoWPAN is that it requires a gateway to compress IPv6 headers as they enter the WSN and to inflate the compressed IPv6 headers as they leave the WSN. The complexity of such a gateway is, nevertheless, smaller than what a protocol-translating gateway would need and does not break the end-to-end communication model. In RFC4944, compression happens by removing fields that have well-known and constant values throughout the WSN, or values that can be inferred from the IEEE802.15.4 header, such as addresses.
Figure 1
Standards-based protocol stack for wireless sensor networks.
IETF RPL
The IETF ROLL Working Group standardizes RPL, i.e., a routing protocol for WSNs, which finds optimal routes according to a set of constraints. An RPL is an IPv6 routing protocol, designed to operate in conditions of low power and lossy links and with access levels such as IEEE802.15.4e. It is responsible for relaying packets across multiple hops, separating the source and the destination nodes.
The RPL protocol is optimized for collection networks (in which nodes report measurements to a gateway node connected to the Internet), with infrequent communication from the gateway to individual nodes (e.g., or reconfigurations). At this time, it does not support point-to-point traffic well (in which two nodes from the same WSN directly communicate), although workarounds (e.g., procedures that temporarily bypass the problem) can be used.
RPL is a distance vector routing protocol that builds a gradient into the network, organized around the gateway (see example in Figure 2 ). Each node is assigned a rank such that the rank increases as the node is topologically further from the gateway. Note that the default metric used to calculate the cost of each link is the inverse of its packet delivery ratio (PDR). That is, if only 80% of the packets sent on a link are received, the link is said to have a PDR of 0.8, hence, a routing cost of 1.25. This explains why the nodes in Figure 2 exhibit a rank that is not an integer value, which is not usual for a distance vector routing protocol.
Routing a packet to the gateway consists of selecting the neighbor node with the lowest rank. A new type of signaling message is defined to carry the control information that RPL uses to set up this routing gradient (see Figure 2) . A Trickle timer [19] is used to keep the signaling at a minimum when the network is stable (about one message per hour). Source routing is used by the gateway to contact individual nodes in the network.
Security
Most people are not sufficiently nefarious to truly appreciate the need for security. Security experts tend to think in terms of the worst-case scenario and how to exploit weakness and improbable events. Technologists and entrepreneurs very naturally tend to think about the benefits of their technologies. Fortunately, the IEEE802.15.4 protocol was designed at a time when Wi-Fi network security was regularly and publicly being attacked. The result is that the IEEE802.15.4 protocol contains all of the mechanisms necessary to build a very secure network.
Confidentiality and data integrity in WSNs usually rely on the same symmetric key encryption technology (Advanced Encryption Standard (AES) in CCM* mode [7] ) that is commonly found in much larger systems. Here, CCM stands for counter with CBC-MAC and is a mode of operation for cryptographic block ciphers; CBC-MAC, in turn, stands for cipher block chaining message authentication code. Most nodes have built-in hardware support for AES and can hence perform security operations on an entire packet for less energy cost than the cost to send a single bit over the radio.
Many solutions have been designed to enable data confidentiality, integrity, and authentication for WSNs, but so far, there are no general solutions that span all application domains. Public key infrastructure is a very powerful tool that is often used in the broader Internet for similar purposes. While public-key, or asymmetric key, algorithms are substantially more computationally challenging than symmetric key algorithms, they can still be used on even the smallest wireless sensor platforms [20] .
Interested readers are referred to [20] , which provides a very complete overview of the challenges and the diversity of solutions related to security in WSNs.
Layer interaction
This section details how the protocols in the different layers depicted in Figure 1 interact to form a mesh network. As part of the IEEE802.15.4e standard, all of the nodes in the network regularly transmit Badvertisement[ packets. A newly arrived node that wishes to join the network starts listening for advertisements. Upon hearing an advertisement, it can choose to issue a join request. If the new node is considered a fit for the network, it receives an activate packet from the node to which it sent the join packet. The node is said to have joined the IEEE802.15.4e network.
Once IEEE802.15.4e has established connectivity between neighbor nodes, RPL establishes multihop routes to form a mesh. RPL signaling messages are multicast from the gateway to establish a routing gradient toward it. Nodes in the network also announce themselves to the gateway, so the gateway can contact them with configuration updates. The Trickle algorithm will ensure that once the gradient is stable, the amount of signaling messages is kept to a minimum.
Once RPL has finished constructing the mesh, data can start flowing from the nodes, through the gateway, and onto the Internet. In the Internet, different flows (data being transmitted between different applications hosted on a same node) are identified by indicating a source and destination port number in the Transmission Control Protocol (TCP) or User Datagram Protocol (UDP) header of a packet. Similarly, here, nodes create packets with a TCP or UDP header; coupled with the IPv6 source and destination addresses, this uniquely identifies a flow. IPv6 and UDP headers are sent to the 6LoWPAN layer at the node, which compresses them down to a few bytes. The subsequent compressed packet is then transmitted over the multihop mesh. When it reaches the gateway, it undoes the compression and sends well-formed IPv6 packets onto the Internet.
Similarly, because a node has a globally unique IPv6 address, a computer on the Internet can communicate with it directly using standard Internet packet formats.
Status and maturity
The different protocols previously described form a protocol stack; they compose the different building blocks needed to create a wireless mesh network. As pointed out in the respective sections, all of these standards are being finalized. Hence, it is legitimate to question their maturity for commercial application.
IEEE802.15.4 [7] radios have been commercialized since 2003. They have since undergone extensive testing and are recognized for their reliability and low-power consumption. IEEE802. 15.4e [14] is the latest version of a family of highly reliable MAC protocols for WSNs. The concept of channel hopping for WSNs was introduced by the Dust Networks company and is called Time Synchronized Mesh Protocol (TSMP) [21] . Real-world deployments of TSMP exhibit an end-to-end reliability of 99.999% [22] . This concept has since been introduced into the industrial network standard HART, through its wireless extension WirelessHART [23] , and in ISA100.11a [24] IETF 6LoWPAN removes fields from the IPv6 header so that the header occupies less space in a packet, leaving more bytes available for application payload. While extremely interesting from an application point of view, this does not affect the reliability of the network. RFC4944 [17] has been used since 2007 by several WSN vendors as a way of enabling the IP traffic to flow inside a WSN. HC [18] is the second generation of IETF 6LoWPAN and is expected to reach an RFC level (equivalent to becoming a standard in the IETF world) in the third quarter of 2010.
IETF RPL is Blimited[ to providing communication in and out of a WSN, using routing gradients that are simple to set up and maintain. IETF ROLL, i.e., the working group that created RPL, is currently conducting benchmark testing on different independent implementations of RPL, which is expected to become an RFC by the end of 2010.
An important step toward widespread adoption of the standards-based stack in Figure 1 is to provide tested implementations. The OpenWSN project [25] was created at the University of California, Berkeley, exactly for that, and implementations are being finalized on a variety of hardware and software platforms. All of the firmware developed is open-source firmware and can hence be downloaded, used, and modified.
WSNs for smarter cities
Critique of the standard stack The protocol stack is entirely based on standards from the IEEE and the IETF. It is generic in that it makes no assumption with respect to the application deployed on a network, hence, the use of the term variable in Figure 1 . The goal of this section is to highlight what can and cannot be accomplished with a network running this protocol stack and determine what opportunities are made available to build smarter cities.
Networks based on IEEE802.15.4e are synchronized on a slotted time base. A node follows a schedule that indicates in which slots it should transmit or receive. In the remaining inactive slot, a node switches its radio chip off and hence consumes virtually no power. By increasing the fraction of its active slots, the throughput is increased, and the latency is reduced, at the cost of a reduced functional lifetime. Slotted operation allows for an elegant tradeoff between the four parameters discussed in the following paragraphs.
Latency
Latency is the amount of time between the instant a node in the network Bintends[ to report some data (e.g., a 12-bit value generated by its analog-to-digital converter connected to an analog carbon-monoxide sensor) and the instant that data is received entirely at the gateway. The IEEE802.15.4e standard recommends 10-ms slots; each hop takes at best 10 ms. The lowest bound on latency is therefore h Â 10 ms, where h is the number of hops. In practice, however, a network administrator can choose to run the network at a lower duty cycle in which not all slots are active. This increases the latency, as well as the lifetime.
Lifetime
The lifetime of a node is the amount of time between the instant the node starts operating with a fresh (e.g., new) battery and the instant it stops operating because of lack of energy. The lifetime of a node that is powered from an infinite energy source (mains powered or scavenging energy from the environment) is infinite. When its radio is on, a typical node consumes about 24 mA. A pair of AA batteries corresponds to approximately 2,400 mAh; thus, if the radio of the node were always on, its lifetime would be 4 days. With a 1% duty cycle, the lifetime is extended to about a year. In typical networks, the duty cycle of even the routing nodes is less than 1%. Next-generation radios have a tenfold lower current consumption [9] , allowing router lifetimes of a decade or more.
Throughput
The throughput of the network is defined as the amount of data bytes the network can output per unit of time. Assuming the most common case where data is collected by a sink node and sent to the Internet, the throughput is limited by the number of packets that the sink node can absorb per second. With 10-ms slots, the maximum is 100 packets per second. Each packet contains 23 bytes of headers, which leaves 104 bytes for application payload. With a single sink node, the maximal throughput of the network is hence 81 Kb/s. More generally, the maximal throughput is s Â 81 Kb/s, where s is the number of sink nodes in the network.
Network collapse and flow isolation
With contention-based link technologies, multiple nodes can simultaneously transmit on the same channel; packet collisions are detected, and retransmission happens according to some policy. If too many packets are sent on the network, they frequently collide, and their retransmissions add even more packets. Although very few packets are sent successfully, the nodes in the network are constantly sending. This situation, known as network collapse, can be completely avoided in scheduled link technologies by using a collision-free schedule. Because it is based on IEEE802.15.4e, the protocol stack described here does not suffer from this problem. A node can only saturate its own time slots, without affecting the traffic of other nodes. This contributes to flow isolation at the link level.
Integration with the Internet
The 6LoWPAN layer enables IPv6 packets to flow through the WSN, hence integrating the WSN with the Internet. Because IPv6 packets are compressed when they flow into the WSN and inflated when they leave, a gateway is needed at the transition. Several implementations of such a gateway already exist, either commercially (e.g., the Arch Rock PhyNet Router [26] ) or via open source (e.g., as part of the Contiki operating system [27] ).
Reliability Using the IEEE802.15.4e MAC protocol on top of IEEE802.15.4-2006 radios creates highly reliable wireless mesh networks. This is particularly true for cluttered urban environments, where interference (e.g., from the large number of Wi-Fi access points scattered around a city) and multipath fading (through the presence of urban canyons, buildings, and walls) are present as suggested. Channel hopping is a technique that was specifically developed to combat those phenomena, enabling end-to-end reliabilities approaching 100%.
Existing applications for smarter cities
A number of academic projects and commercial products use WSNs to create smarter cities. This section highlights several of these endeavors. We later discuss how the protocol stack presented in this paper can help WSNs create smarter cities.
Informed parking management Streetline Networks [28] , a San Francisco-based startup company, offers smart parking services to cities. It equips parking spots with vehicle sensors that wirelessly connect to parking meters. Streetline Networks showcased its technology with a 200 parking-spot deployment on the port of San Francisco and measured a $2,400 in loss of revenue per year per meter. Such a WSN opens up novel applications such as customers having a map of available parking spots sent to their smart-phone or being warned about parking-meter expiration and being able to remotely extend the parking duration. Smartgrains [29] , a Paris-based startup company, was founded in 2009 based on the same idea.
Smart metering
Coronis Systems [30] is a company based in Montpellier, France, which commercializes smart-meter solutions. In the most common usage, a wireless node is attached to the water meter of each house in a city and reports the water consumption of the house every 24 
Smart grid
Energy management is becoming a good candidate for the Bkiller app[ of WSNs (e.g., an application so desirable that it demonstrates the core value of WSNs). Motes can be coupled with voltage and current sensors to provide a per-appliance Bpicture[ of the energy consumption in a building. Similarly, nodes can be added to appliances to have the network switch them between different modes. This is usually referred to as smart grid or demand response: The utility indicates the energy price, to which a smart building reacts by turning its appliances to lower or higher consumption modes. OpenADR [32] is an open standard that describes how a utility company can communicate with a smart building. The Utility Smart Network Access Port [33] defines a standard connector for a node to form an interface with an appliance.
Environmental monitoring
The Center for Environmental Sensing and Modeling, Massachusetts Institute of Technology, Cambridge, [34] is designing a WSN for continuous monitoring of a water-distribution system. A test network is being deployed in Singapore and will be able to locate ruptures in pipes and monitor the quality of the water flowing through them.
Future opportunities for smarter cities While informed parking management and smart metering can be thought of as closed markets where a single service provider can monopolize the market, this becomes untrue when utilizing a smart grid. The smart grid is a typical example in which the utility company needs to send information that the building network can Bunderstand,[ and the building needs to be equipped with appliances that have the right connectors to add nodes. In addition, the nodes need to report energy measurements using a format that can be understood by the data-collection server. In those applications, it is hence of utmost importance to agree on standards.
With objects becoming intelligent, the city is becoming instrumented and interconnected. A city is an advantageous environment for WSNs because energy is usually easy to find in cities. Although the energy cannot always be used, a power socket is never far away, and it is often easy to connect to the Internet. This enables WSNs to become the Bfingers of the Internet[ (this expression is borrowed from Zach Shelby, who is the Head of Research and the founder of Sensinode). However, ubiquitous interference sources and large metallic and concrete structures also provide disadvantages for WSN use. Thus, it is fortunate that IEEE802. 15 .4e has been designed to address these challenges.
The standards-based protocol stack described in this paper allows for secure and robust communication, for a wide range of application loads and energy constraints. It does not, however, detail what to do with the information. In a water-meter application, each home of a 25,000-home city may report its water consumption once a day. Assuming the daily water consumption can be expressed as a 16-bit unsigned integer, this network collects 49 KB (kilobytes) of data per day or 17 MB per year. On the other end of the spectrum, an electrical current sensor sampling ten times for every 60-Hz cycle, assuming 12 bits per cycle, generates 1 KB of data per second or 84 MB per day or 30 GB per year. In the latter case, in-network data processing and data aggregation may be preferable instead of transferring all the collected data.
The stack presented in this paper can be used to solve various communications problems. The actual challenge is to determine what to do with all of this data. What fraction of the data should be stored? What compression scheme can be safely applied to the data? What information can we extract from the data? How should this data be presented to the user as efficiently as possible? Data mining (i.e., combining data from different databases to make informed decision) represents a significant challenge.
A WSN is only a small part of a larger data-management system. This Bcentral nervous system[ should allow users to visualize the data and link it to a business management unit. This unit could allow event processing, process management, and process optimization. IBM WebSphere* is a perfect candidate for a processing unit. Integrating WebSphere with current WSN technology is a challenge that will need to be addressed in the next few years. Application-level protocols (such as OpenADR) can be used on top of this communication architecture. Because the wireless network now blends into the Internet, individual sensors can report to servers on the Internet, and commands can be sent from Internet hosts to individual nodes connected to actuators.
At the time of writing this paper, all of the protocols described in this paper (with the exception of TCP and UDP) were in the process of being finalized, with their final version being published in 2011. Their level of maturity enables deployment in urban application, ranging from automated meter reading and informed parking management to environmental monitoring and smart grids. The next challenge will be to design a data management system that is able to manage, visualize, and optimize the process it is monitoring. 
