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Resumen
Esta tesis de maestr´ıa es el resultado de mi proyecto de grado realizado en el Grupo de
Control y Procesamiento Digital de Sen˜ales. El trabajo fue realizado durante el segundo
semestre de 2004 y el primer trimestre de 2005, bajo la supervisio´n del profesor Ce´sar
Germa´n Castellanos Domı´nguez del Departamento de Ingenier´ıas Ele´ctrica, Electro´nica
y Computacio´n.
Esta tesis describe un me´todo para la seleccio´n de caracter´ısticas wavelet usando un
algoritmo gene´tico simple. Se estudio´ la efectividad del me´todo a trave´s de experimen-
tos con dos bases de datos: la base de datos de arritmias MIT-BIH y la base de datos
de rostros ORL. Los resultados son comparados con el ana´lisis de componentes princi-
pales como me´todo convencional. Adema´s, se realizo´ una comparacio´n experimental de
los clasificadores de caracter´ısticas ma´s cercanas y se propuso un me´todo nuevo para
sintonizar y modelar los para´metros de control del algoritmo gene´tico.
Todos los programas de prueba de esta tesis fueron escritos en C, usando la librer´ıa
cient´ıfica GNU y fueron ejecutados en Windows2000 y Red Hat Linux 9.
xii
Abstract
This Master’s thesis is the result of my graduation project performed at the Control
and Digital Signal Processing Group. Activities were done in the second half of 2004
and the first quarter of 2005, under the supervision of Prof. Ce´sar Germa´n Castellanos
Domı´nguez from the Department of Electrical, Electronic and Computing Engineering.
This thesis describes a method for wavelet feature selection using a simple genetic
algorithm. The effectiveness of the method is studied through experiments on two
databases: the MIT-BIH arrhythmia database and the ORL database. The results are
compared with principal component analysis as the conventional method. In addition,
an experimental comparison of the nearest feature classifiers is presented and a novel
method for tuning and modelling the GA control parameters is proposed.
All test programs in this thesis were written in C using the GNU Scientific Library
and were run on Windows2000 and Red Hat Linux 9.
xiii
1. Introduccio´n
Los problemas de clasificacio´n y reconocimiento de patrones incluyen tres etapas ba´sicas:
la extraccio´n de caracter´ısticas, la seleccio´n de caracter´ısticas y, por u´ltimo, la clasifi-
cacio´n. La robustez del sistema puede mejorarse mediante el tratamiento de las varia-
ciones en estos elementos. En este trabajo se presenta un me´todo de seleccio´n de
caracter´ısticas wavelet mediante algoritmos gene´ticos, en el cual se abordan las tres
etapas del sistema de clasificacio´n. La arquitectura general del sistema y los me´todos
considerados en cada etapa se presentan en la figura 1.1.
Sen˜ales
ECG
Rostros
−→ Extraccio´nde
caracter´ısticas
PCA (rostros propios)
Mejor Base (wavelet)
−→ Seleccio´nde
caracter´ısticas
Gra´ficascree
SGA
−→ Clasificacio´n
Caracter´ısticas
ma´s cercanas
Figura 1.1. Diagrama de bloques del sistema
Con el propo´sito de verificar la aplicacio´n general del me´todo, se emplean dos con-
juntos de sen˜ales de prueba de diferente naturaleza y dimensio´n; en particular, un
subconjunto de latidos de la base de datos de arritmias MIT-BIH y la base de datos de
rostros ORL.
En la etapa de extraccio´n de caracter´ısticas se explora la aplicacio´n del algoritmo
de la mejor base (caracter´ısticas wavelet), teniendo como referencia los me´todos de
extraccio´n de caracter´ısticas basados en el ana´lisis de componentes principales. Las
pruebas demuestran que las wavelets cla´sicas no mejoran la capacidad de representacio´n
de las sen˜ales y que es necesario desarrollar wavelets adaptativas orientadas a la tarea
de clasificacio´n; sin embargo, el algoritmo de la mejor base resulta de gran utilidad en la
disminucio´n de la complejidad computacional del ana´lisis de componentes principales.
En la seleccio´n de caracter´ısticas se ha utilizado un algoritmo gene´tico simple (SGA)
para encontrar un vector binario o´ptimo, donde cada bit esta´ asociado con una carac-
ter´ıstica, como se ilustra en la figura 1.2. Si el i-e´simo bit de este vector es igual a 1,
entonces la i-e´sima caracter´ıstica participa en la clasificacio´n; si el bit es 0, entonces
1
d bits︷ ︸︸ ︷
0 1 0 1 1 1 1
la caracter´ıstica 2 es incluida en la clasificacio´n
la caracter´ıstica 1 no es incluida en la clasificacio´n
Figura 1.2. Seleccio´n de caracter´ısticas con el algoritmo gene´tico simple
la caracter´ıstica correspondiente no es tenida en cuenta en la clasificacio´n. La funcio´n
objetivo para la bu´squeda es una medida de compromiso entre la dimensio´n y la pre-
cisio´n de clasificacio´n (ver figura 1.3). Adema´s, se propone un me´todo para sintonizar
Sen˜ales
ECG
Rostros
−→ Extraccio´nde
caracter´ısticas
PCA (rostros propios)
Mejor Base (wavelet)
−→ Seleccio´nde
caracter´ısticas
SGA
↑
f = wacc(1− ²)− wd(d/D)
−→ Clasificacio´n
Caracter´ısticas
ma´s cercanas
Figura 1.3. Sistema con seleccio´n de caracter´ısticas usando SGA
automa´ticamente los para´metros de control del algoritmo gene´tico simple utilizando un
meta-algoritmo gene´tico con regresio´n de vectores soporte.
Para la etapa de clasificacio´n se emplean tres reglas de la familia de clasificadores de
caracter´ısticas ma´s cercanas; la eleccio´n de estos clasificadores obedece a su naturaleza
no parame´trica y los resultados de desempen˜o encontrados en la revisio´n bibliogra´fica.
No obstante, las cualidades de estos clasificadores se han sometido a una rigurosa com-
paracio´n estad´ıstica y se ha encontrado que la superioridad en el desempen˜o de uno de
los clasificadores de caracter´ısticas ma´s cercanas no tiene validez estad´ıstica.
Esta trabajo esta´ organizado como sigue. En el cap´ıtulo 2 se presentan los conceptos
ba´sicos del algoritmo de la mejor base, la extraccio´n de caracter´ısticas mediante ana´lisis
de componentes principales, el algoritmo gene´tico simple y las reglas de clasificacio´n de
caracter´ısticas ma´s cercanas. En el cap´ıtulo 3 se hace una revisio´n del estado del arte
en cada una de las etapas del sistema de clasificacio´n. El cap´ıtulo 4 describe las sen˜ales
utilizadas, los filtros ortogonales empleados en la extraccio´n de caracter´ısticas wavelet
y la metodolog´ıa de evaluacio´n y presentacio´n de los resultados. En el cap´ıtulo 5 se
presentan los resultados obtenidos en los experimentos. Finalmente, en el cap´ıtulo 6 se
resumen algunas observaciones concluyentes y se discuten los aportes realizados en el
desarrollo de este trabajo.
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2. Marco teo´rico
En general, la extraccio´n de caracter´ısticas, la seleccio´n de caracter´ısticas y la clasifi-
cacio´n son los tres elementos ba´sicos en un sistema de clasificacio´n y reconocimiento [1].
El desempen˜o del sistema —precisio´n, requerimientos de computacio´n y memoria— de-
penden de las variaciones en la eleccio´n de estos elementos.
La extraccio´n de caracter´ısticas tiene como objetivo procesar y, en algunos casos,
reducir los datos mediante la medicio´n de ciertas caracter´ısticas o propiedades [2]. Al-
gunos me´todos de extraccio´n de caracter´ısticas, por ejemplo el Ana´lisis de Compo-
nentes Principales, permiten realizar simulta´neamente la medicio´n de propiedades y la
reduccio´n de la dimensio´n. En contraste, otros me´todos de extraccio´n de caracter´ısticas
tienen una dimensio´n de salida igual o mayor que la original y requieren una segunda
etapa de manipulacio´n, denominada seleccio´n de caracter´ısticas. Con esta etapa se
intentan retener u´nicamente las caracter´ısticas ma´s representativas o discriminantes,
reduciendo as´ı la complejidad computacional del procedimiento de clasificacio´n [3].
Una vez se han extra´ıdo las caracter´ısticas discriminantes, el paso restante del sis-
tema es el clasificador. Bajo la suposicio´n de que la forma de las funciones de densidad
es conocida, podr´ıan utilizarse me´todos parame´tricos, por ejemplo teor´ıa de decisio´n
bayesiana, para realizar la clasificacio´n. Sin embargo, en la mayor´ıa de las aplicaciones
de reconocimiento de patrones esta suposicio´n no es va´lida [2]. En el caso de no tener
certeza sobre las funciones de densidad de los datos, los para´metros de estas funciones se
podr´ıan estimar directamente de las muestras. No obstante, es preferible utilizar clasifi-
cadores no parame´tricos, los cuales no requieren conocimiento previo de las densidades
fundamentales.
En este trabajo se abordan los tres elementos ba´sicos del sistema para dos apli-
caciones representativas: la clasificacio´n de arritmias card´ıacas y el reconocimiento de
rostros. En la extraccio´n de caracter´ısticas se ha usado el algoritmo de la mejor base,
un algoritmo gene´tico simple como me´todo de seleccio´n de caracter´ısticas y se han eva-
luado tres clasificadores de caracter´ısticas ma´s cercanas: vecinos ma´s cercanos, l´ıneas
de ca-racter´ısticas ma´s cercanas y planos de caracter´ısticas ma´s cercanos; estos clasi-
ficadores son no parame´tricos, de modo que no se ha hecho suposicio´n alguna acerca
de la forma de las funciones de densidad de los datos. Se ha implementado tambie´n el
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me´todo de extraccio´n de caracter´ısticas basado en Ana´lisis de Componentes Principales
para comparar que´ tan acertada resulta la eleccio´n de las anteriores etapas del sistema
frente a esta te´cnica que es bastante aceptada y que ha demostrado ser adecuada, tanto
para la clasificacio´n de arritmias card´ıacas como en el reconocimiento de rostros.
En este cap´ıtulo se presentan los fundamentos de las te´cnicas anteriores. En la
Seccio´n 2.1 se describe detalladamente el algoritmo de la mejor base y una descripcio´n
ba´sica del ana´lisis wavelet packet discreto. La Seccio´n 2.2 explica en que´ consiste la
extraccio´n de caracter´ısticas y la reduccio´n de dimensio´n mediante Ana´lisis de Compo-
nentes Principales. En la Seccio´n 2.3 se presenta la teor´ıa fundamental del algoritmo
gene´tico simple y se dan algunos comentarios importantes sobre su implementacio´n.
Finalmente, en la Seccio´n 2.4 se explican los tres clasificadores de caracter´ısticas ma´s
cercanas y se discuten brevemente las semejanzas y diferencias entre ellos.
2.1. Algoritmo de la mejor base
Los wavelet packets son combinaciones o superposiciones lineales particulares de wavelets;
consecuentemente, el ana´lisis wavelet packet discreto (Discrete Wavelet Packet Analysis
- DWPA) es la generalizacio´n de la descomposicio´n wavelet discreta. El DWPA ofrece
el ana´lisis completo a trave´s de los niveles de descomposicio´n, tanto para los coeficientes
de aproximacio´n obtenidos mediante la convolucio´n-decimacio´n con un filtro pasa bajas
H, como para los coeficientes de detalle obtenidos a trave´s de la convolucio´n-decimacio´n
con un filtro pasa altas G en cuadratura con H.
Los wavelets packets son usados para obtener numerosas expansiones a partir de
una sen˜al dada. Se puede entonces seleccionar la descomposicio´n ma´s adecuada de la
sen˜al con respecto a un criterio de informacio´n espec´ıfico. Este me´todo de seleccio´n se
conoce como el algoritmo de la mejor base [4].
2.1.1. Ana´lisis wavelet packet discreto
Dada una funcio´n wavelet ortogonal, asociada al par conjugado de filtros en cuadratura
(Quadrature Filters - QFs) H y G, se puede construir una librer´ıa de bases llamadas
bases wavelet packet. Las funciones asociadas a cada base pueden ser calculadas recur-
sivamente mediante las siguientes ecuaciones:
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ψ0
def
= Hψ0;
∫
R
ψ0(t) = 1, (1)
ψ2n
def
= Hψn; ψ2n(t) =
√
2
∑
j∈Z
h(j)ψn(2t− j), (2)
ψ2n+1
def
= Gψn; ψ2n+1(t) =
√
2
∑
j∈Z
g(j)ψn(2t− j). (3)
El conjunto o coleccio´n de estas funciones, para n = 0, 1, . . . , se denomina los
paquetes wavelet (wavelet packets) asociados aH yG. Algunas propiedades importantes
de los wavelet packets son las siguientes:
Corolario 2.1. El conjunto {ψn(t− k) : n, k ∈ Z, n ≥ 0} es linealmente indepen-
diente. ¤
Corolario 2.2. Si H,G son QFs ortogonales, entonces {ψn(t − k) : n, k ∈ Z,
n ≥ 0} es un conjunto ortonormal. ¤
Corolario 2.3. El conjunto {ψn(t − k) : k ∈ Z} es una base para Λn, donde Λn
denota el rango de las traslaciones enteras de los wavelets packets de escala unitaria
ψn:
Λn
def
=
{
x(t) =
∑
k
c(k)ψn(t− k)
}
⊂ L2(R).
¤
Corolario 2.4. Si H,G son QFs ortogonales, entonces {ψn(t−k) : k ∈ Z} es una
base ortonormal para Λn. ¤
Teorema 2.1. Las funciones {ψn(t−j) : j, n ∈ Z, n ≥ 0} son una base para L2(R).
¤
Corolario 2.5. Si H y G son QFs ortogonales, entonces {ψn(t − j) : j, n ∈ Z,
n ≥ 0} es una base ortonormal para L2(R). ¤
Las pruebas de los corolarios 2.1 a 2.5 y del teorema 2.1 pueden encontrarse en [5].
Es posible realizar una extensio´n del conjunto {ψn(t − k) : k ∈ Z} de modo que
se puedan realizar descomposiciones multi-escala de L2. Las funciones trasladadas,
dilatadas y normalizadas ψsfp
def
= s−s/2ψf (s−st − p) se denominan wavelet packets de
escala s, frecuencia f y posicio´n p. Los wavelet packets {ψsfp : p ∈ Z} conforman
una base para σsΛf . Si H, G son QFs ortogonales, entonces los wavelet packets se
denominan ortonormales.
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El ana´lisis wavelet packet consiste en realizar la descomposicio´n de la sen˜al sobre
las funciones base {ψn(t− k) : k ∈ Z}. La descomposicio´n corresponde a una secuencia
de coeficientes, denominados coeficientes wavelet packet, que se calculan mediante el
producto interno de la funcio´n wavelet packet y la sen˜al analizada:
λsf (p)
def
= 〈x, ψsfp(−t)〉 =
∫
R
x∗(t)2−s/2ψf (p− 2−st)dt. (4)
donde {λsf (p) : p ∈ Z} es la secuencia de productos internos de una funcio´n x = x(t)
en L2(R) con las funciones base en σsΛf y s, p ∈ Z, f ≥ 0.
Los coeficientes calculados con (4) se pueden organizar en un a´rbol binario, que per-
mite mostrar esquema´ticamente el ana´lisis wavelet packet. En la figura 2.1 se muestra
el a´rbol de las secuencias de coeficientes {λsf} para un ejemplo ilustrativo de la de-
scomposicio´n de una sen˜al de 8 muestras, la cual se puede descomponer hasta el tercer
nivel.
dx0 x1 x2 x3 x4 x5 x6 x7d
ds0 s1 s2 s3d dd0 d1 d2 d3d
H G
dss0 ss1d dds0 ds1d dsd0 sd1d ddd0 dd1d
H HG G
lsssl ldssl lsdsl ldssl lssdl ldsdl lsddl ldddl
H G H G H G H G
0
1
2
3
Figura 2.1. A´rbol binario de coeficientes wavelet packet.
El ana´lisis wavelet packet discreto genera la descomposicio´n de la sen˜al en el conjunto
completo de sus componentes wavelet packet, las cuales pueden formar ma´s de un
conjunto base. A partir de la descomposicio´n obtenida con el DWPA se pueden construir
varias bases ortonormales diferentes, mediante la especificacio´n de la escala, frecuencia
y posicio´n de los wavelets packets en la base escogida. Una de estas especificaciones
corresponde a la DWT, cuyo a´rbol binario se muestra en la Figura 2.2. Otra base
wavelet packet podr´ıa ser la mostrada en la Figura 2.3.
Una forma de elegir la base es buscar la mejor de acuerdo con algu´n criterio dado.
Por ejemplo, elegir aquella base que minimice la entrop´ıa o aquella que minimice la
concentracio´n de energ´ıa en `2 [5], entre otros.
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dx0 x1 x2 x3 x4 x5 x6 x7d
ds0 s1 s2 s3d dd0 d1 d2 d3d
H G
dss0 ss1d dds0 ds1d dsd0 sd1d ddd0 dd1d
H HG G
lsssl ldssl lsdsl ldssl lssdl ldsdl lsddl ldddl
H G H G H G H G
0
1
2
3
Figura 2.2. Base ortonormal de la DWT obtenida de la descomposicio´n
wavelet packet.
dx0 x1 x2 x3 x4 x5 x6 x7d
ds0 s1 s2 s3d dd0 d1 d2 d3d
H G
dss0 ss1d dds0 ds1d dsd0 sd1d ddd0 dd1d
H HG G
lsssl ldssl lsdsl ldssl lssdl ldsdl lsddl ldddl
H G H G H G H G
0
1
2
3
Figura 2.3. Variante de una base wavelet packet ortonormal obtenida
del a´rbol de descomposicio´n.
2.1.2. Seleccio´n de la mejor base
Un funcional de costo de informacio´n sobre una secuencia de nu´meros reales {u} es
cualquier funcional de valor real M que satisfaga la condicio´n de aditividad:
M(u) =
∑
k∈Z
µ(|u(k)|); µ(0) = 0. (5)
donde µ es una funcio´n de valor real definida sobre [0,∞). Algunos funcionales de costo
de informacio´n propuestos en [5] son:
Valor sobre un umbral: sean ² un umbral fijo y dado de manera arbitraria y
xk un elemento en la secuencia x,
µ(xk) =
{
|xk|, si |xk| ≥ ²,
0, si |xk| < ²,
(6)
Concentracio´n en `p: sea
µ(xk) = |xk|p, tal que M(u) = ‖{u}‖pp; donde, 0 < p < 2. (7)
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Entrop´ıa:
H(u) =
N∑
k=1
p(k) log
1
p(k)
, donde, p(k) = |u(k)|2/‖u‖2. (8)
Logaritmo de la energ´ıa:
M(u) =
N∑
k=1
log |u(k)|2 (9)
Para cada sen˜al x se toma u(k) = B∗x(k) = 〈bk, x〉, donde bk ∈ B es el k-e´simo vector
en la base B perteneciente a un conjunto de bases B y B∗ es el operador adjunto de
B. El costo de informacio´n de representar x en la base B es M(B∗x). E´ste define el
funcional Mx sobre el conjunto de bases B, tal que:
Mx : B → R; B 7→M(B∗x). (10)
La ecuacio´n (10) define el costo deM -informacio´n de x en la base B. Se define la mejor
base para x, relativa al conjunto B de bases y un funcional de costo de informacio´n M
dado, como aquella B ∈ B para la cual M(B∗x) es mı´nimo.
En la pra´ctica, se cuenta con una librer´ıa de wavelet packets organizadas en un a´rbol
asociado a un a´rbol binario de descomposicio´n como el mostrado en la figura 2.1. La
mejor base se busca en el a´rbol binario mediante el ca´lculo del costo de informacio´n de un
vector v en cada nodo del a´rbol y comparando los hijos con los padres empezando desde
abajo en el a´rbol de descomposicio´n. La descripcio´n de una implementacio´n ra´pida y
recursiva de la bu´squeda de la mejor base se encuentra en [4] y [5]. El resultado
de la bu´squeda es la base B ma´s adecuada para la representacio´n de la sen˜al x y,
en consecuencia, la mejor descomposicio´n de la sen˜al x de acuerdo con el criterio de
seleccio´n elegido.
2.2. Me´todos de extraccio´n de caracter´ısticas y reduccio´n de dimensio´n
A medida que la dimensio´n (nu´mero de variables o caracter´ısticas medidas) se incre-
menta, surge una serie de problemas tales como el incremento exponencial del nu´mero
de operaciones y el incremento exponencial del nu´mero de muestras necesario para
mantener una densidad de muestreo dada. Bellman [6] denomino´ este conjunto de
problemas la “maldicio´n de la dimensio´n”.
En la pra´ctica, la maldicio´n de la dimensio´n significa que, para un taman˜o de mues-
tras dado, hay un ma´ximo nu´mero de caracter´ısticas por encima del cual el desempen˜o
de un clasificador se degradara´ en lugar de mejorar [7]. Existen ba´sicamente dos formas
para abordar los problemas que acarrea la maldicio´n de la dimensio´n. La primera de
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ellas es introducir conocimiento a priori, que conducir´ıa a un problema de clasificacio´n
parame´trico; la segunda consiste en reducir el conjunto de caracter´ısticas mediante
algu´n me´todo de reduccio´n de dimensio´n.
Formalmente, la reduccio´n de dimensio´n consiste en el siguiente problema [3]: dado
un conjunto de datos o muestras {xi}Ni=1 ⊂ X (usualmente Rd o un subconjunto de
e´ste), encontrar:
• un espacio Z de dimensio´n m (t´ıpicamente Rm o un subconjunto de e´ste).
• Un mapeo de reduccio´n de dimensio´n F:
F : X −→ Z
x 7→ z = F(x)
z se denomina el representante de dimensio´n reducida de x.
• Un mapeo de reconstruccio´n f , suave y no singular:
f : Z −→ V ⊂ X
z 7→ x = f(z)
Tal que:
• m < d sea tan pequen˜o como sea posible.
• Se satisfaga la siguiente condicio´n:
La variedad V def= f(Z) contiene aproximadamente todas las muestras:
{xi}Ni=1 ⊂∼ V.
En otras palabras:
El error de reconstruccio´n de las muestras es pequen˜o.
El error de reconstruccio´n de la muestra esta´ definido como
Ed
({xi}Ni=1) def= N∑
i=1
d(xi,x
∗
i )
donde x∗i
def
= f(F(xi)) es el vector reconstruido para el punto xi y d es una
medida adecuada en el espacio X (e.g. la distancia euclidiana en Rd).
Existen diversas estrategias, lineales y no lineales, para llevar a cabo la extraccio´n de
caracter´ısticas y la reduccio´n de la dimensio´n. Entre las estrategias lineales comu´nmente
usadas se encuentran el Ana´lisis de Componentes Principales y el ana´lisis discriminante
lineal. Este u´ltimo se emplea con la anticipacio´n de que puede ser posible utilizar
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me´todos parame´tricos en el espacio transformado. En consecuencia, el Ana´lisis Dis-
criminante Lineal (Linear Discriminant Analysis - LDA) no ha sido evaluado puesto
que los tres clasificadores elegidos son no parame´tricos.
2.2.1. Ana´lisis de componentes principales
El Ana´lisis de Componentes Principales (Principal Component Analysis - PCA) es una
te´cnica de ana´lisis estad´ıstico multivariado. El objetivo del Ana´lisis de Componentes
Principales es llevar a cabo una reduccio´n de la dimensio´n de los datos, asegurando que
se preserve tanta aleatoriedad como sea posible del espacio de alta dimensio´n original.
La aproximacio´n o´ptima de un vector aleatorio x ∈ RD, mediante una combinacio´n
lineal de p vectores independientes se obtiene mediante la proyeccio´n del vector aleatorio
x sobre los vectores propios vi, correspondientes a los valores propios λi ma´s grandes
de la matriz de covarianza ΣX.
El Ana´lisis de Componentes Principales se conoce tambie´n, bajo ciertas condiciones,
con otros tres nombres: ana´lisis de factores, descomposicio´n en valores singulares y
transformada de Karhunen - Loe`ve (KL). Incluso se le da un nombre a esta te´cnica de
acuerdo con su aplicacio´n; por ejemplo, se denomina rostros propios cuando se utiliza
en extraccio´n de caracter´ısticas faciales [8] y labios propios en el reconocimiento de voz
o de la regio´n de la boca [9].
Reduccio´n de dimensio´n
Es necesario decidir cua´ntas componentes principales se deben retener para resumir
efectivamente los datos. En [10] se proponen los siguientes criterios:
(1) Retener suficientes componentes para dar cuenta de un porcentaje espec´ıfico
del total de la varianza, por ejemplo, el 80%.
(2) Retener las componentes cuyos valores propios sean mayores que el promedio
de los mismos,
∑p
i=1 λi/p. Para una matriz de correlacio´n, este promedio es 1.
(3) Usar la gra´fica scree1, una gra´fica de λi contra i, y buscar un quiebre natural
entre los valores propios grandes y los valores propios pequen˜os.
(4) Probar la significacio´n de las componentes mayores, esto es, las componentes
correspondientes a los valores propios ma´s grandes.
Implementacio´n
Asumiendo que el conjunto de datos de dimensio´n D: {x1;x2; . . . ;xN} forman una
matriz N×D donde cada fila corresponde a una muestra u observacio´n xi y cada columna
1La gra´fica luce como el lado de una montan˜a. Scree es una palabra de origen escandinavo que se
refiere a los escombros de roca desprendidos de una montan˜a que se acumulan en su base.
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a una caracter´ıstica medida, la implementacio´n se puede resumir como se muestra en
el Algoritmo 1. Cualquier nuevo patro´n xj es mapeado como zj = xjV
(p).
Algoritmo 1 Reduccio´n de dimensio´n mediante PCA
Requiere: formar X con {x1 − x¯; x2 − x¯; . . . ; xN − x¯}, donde x¯ = E[x]
ΣX ⇐ cov(X) {ΣX es una matriz D ×D}
λ⇐ valores propios(ΣX)
V ⇐ vectores propios(ΣX) {El vi correspondiente a λi se encuentra en la i-e´sima
columna de V}
V(p) ⇐ p columnas de V {Vectores propios correspondientes a los p mayores valores
propios.}
Z⇐ XV(p) {Mapeo de reduccio´n}
2.3. El algoritmo gene´tico simple
El algoritmo gene´tico simple (simple genetic algorithm - SGA) es un caso especial de
bu´squeda heur´ıstica aleatoria [11], para el cual el espacio de bu´squeda Ω corresponde
a:
Ω = Z2 × · · · × Z2︸ ︷︷ ︸
` veces
(11)
donde Z2 es el conjunto de los enteros mo´dulo 2 [12]. La expresio´n (11) corresponde
exactamente a la representacio´n binaria de los enteros en el intervalo [0, 2`); por tanto,
Ω esta´ compuesto por n = 2` cadenas binarias de longitud `. La longitud ` se conoce
como longitud del cromosoma.
La exploracio´n en Ω se realiza mediante la aplicacio´n de mecanismos denominados
operadores, que actu´an sobre los elementos de un subconjunto Pi´dado perteneciente
al espacio de bu´squeda. Cada subconjunto Pi recibe el nombre de i-e´sima poblacio´n o
i-e´sima generacio´n, e.g.
Pi = {
` bits︷ ︸︸ ︷
10 · · · 01, 11 · · · 00, . . . , 11 · · · 10}︸ ︷︷ ︸
r individuos
(12)
El para´metro r en (12) representa el taman˜o de la poblacio´n, i.e. la cardinalidad de cada
generacio´n Pi. A medida que r se incrementa se posee una mayor diversidad gene´tica
para la exploracio´n sobre Ω.
2.3.1. Operadores gene´ticos
Los operadores gene´ticos son los mecanismos evolutivos que generan la secuencia de
poblaciones
P0
τ−→ P1 τ−→ P2 τ−→ · · · (13)
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donde τ es una regla de transicio´n que se implementa mediante la combinacio´n de tres
operadores ba´sicos: seleccio´n, mutacio´n y cruzamiento.
Seleccio´n
Es el proceso por el cual se eligen miembros de una poblacio´n de acuerdo con una
funcio´n de adaptabilidad f : Ω → R que se desea maximizar. Los individuos elegidos
sera´n los padres de la pro´xima generacio´n. El uso de la funcio´n f determina el esquema
de seleccio´n. Los principales esquemas son: seleccio´n proporcional, seleccio´n jera´rquica
y seleccio´n por torneo [13,11].
En las aplicaciones de clasificacio´n y reconocimiento de patrones, la funcio´n de
adaptabilidad se asigna usualmente a la precisio´n de la clasificacio´n [14] o a una me-
dida que incluye la precisio´n de clasificacio´n y una o varias medidas adicionales del
desempen˜o del clasificador [15].
Mutacio´n
Consiste en alterar aleatoriamente cada gen (bit) con una probabilidad t´ıpicamente
pequen˜a [16]. Este mecanismo asegura que la bu´squeda heur´ıstica pueda realizarse en
puntos de Ω que no pueden ser explorados mediante la reproduccio´n de la poblacio´n
inicial.
Cruzamiento
Los cromosomas de los individuos padres intercambian bits en aquellas posiciones donde
una ma´scara de cruzamiento es 1, produciendo dos nuevos cromosomas denominados
hijos.
El cruzamiento no se aplica a todas las parejas seleccionadas, su ejecucio´n esta´ sujeta
a una distribucio´n de probabilidad. Los tipos cla´sicos de cruzamiento son: cruzamiento
en un punto y cruzamiento uniforme [16].
2.3.2. Para´metros de control
Los para´metros ba´sicos del SGA que deben ser ajustados son: el taman˜o de la poblacio´n
(r); la probabilidad o tasa de mutacio´n, denotada por µ ∈ [0, 1]; y la probabilidad o tasa
de cruzamiento, denotada por χ ∈ [0, 1]. Estos para´metros no son independientes entre
si [17] y sus valores tienen gran influencia sobre el desempen˜o del algoritmo gene´tico.
Las principales estrategias de sintonizacio´n de los para´metros se exponen en §3.3.
2.3.3. Implementacio´n del SGA
Los pasos ba´sicos para implementar el SGA esta´n descritos en el Algoritmo 2. En
este trabajo se ha utilizado una traduccio´n y extensio´n en lenguaje C del SGA original
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en Pascal presentado en [13]. La distribucio´n se denomina SGA-C 2.0 y se encuentra
disponible en [18].
Algoritmo 2 Algoritmo Gene´tico Simple
Requiere: Inicializar Ngen, χ, µ, r cromosomas de ` bits {Ngen: ma´ximo nu´mero de
generaciones}
hacer
Determinar la funcio´n de adpatabilidad de cada cromosoma, fi, i = 1, . . . , r
Jerarquizar los cromosomas
hacer
Seleccionar dos cromosomas con el mayor puntaje
si rand[0, 1) < χ entonces
cruzar la pareja en un bit aleatoriamente escogido
sino
Cambiar cada bit con probabilidad µ
Remover los cromosomas padres
fin si
hasta que hayan sido creados r descendientes
hasta se haya alcanzado Ngen o la poblacio´n converja
Retornar: el cromosoma con mayor f en todas las generaciones {Elitismo}
2.4. Reglas de clasificacio´n de caracter´ısticas ma´s cercanas
Los clasificadores de caracter´ısticas ma´s cercanas son clasificadores no parame´tricos, es
decir, no utilizan funciones de densidad p(z|c) definidas para las C diferentes clases.
Se han estudiado tres algoritmos ba´sicos de esta familia de clasificadores dado que uno
de los intereses del desarrollo de este trabajo es construir un sistema de clasificacio´n y
reconocimiento adaptable a datos con distribuciones desconocidas.
El funcionamiento ba´sico de los clasificadores de caracter´ısticas puede enunciarse
de la siguiente manera: dado un punto objetivo z, se encuentran los k puntos de
entrenamiento o caracter´ısticas prototipo (o una funcio´n calculada a partir de ellos, e.g.
una l´ınea o un plano) ma´s cercanas en distancia a z, y entonces se clasifica usando el
voto mayoritario entre las comparaciones [19].
2.4.1. Clasificador de vecinos ma´s cercanos
La regla de decisio´n de los vecinos ma´s cercanos (nearest neighbors - NN ) es el clasi-
ficador no parame´trico ma´s simple. La clase cˆ ma´s probable de un punto objetivo
se decide mediante la bu´squeda de los k vecinos con la mı´nima distancia entre el
vector de caracter´ısticas del punto objetivo z y todas las caracter´ısticas prototipo
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{zcl, 1 ≤ c ≤ C, 1 ≤ l ≤ nc}, donde C es el nu´mero de clases y nc el nu´mero de
prototipos por clase.
{d1(z, zc1l1), . . . , dk(z, zcklk)} = min
1≤c≤C, 1≤l≤nc
d(z, zcl) = min
1≤c≤C, 1≤l≤nc
‖z− zcl‖ (14)
cˆ = moda(C), C = {c1, . . . , ck} (15)
donde ‖ · ‖ representa la distancia Euclidiana. Usando el clasificador NN el nu´mero de
ca´lculos de distancia es
Nnn =
C∑
c=1
nc. (16)
2.4.2. Clasificador de l´ıneas de caracter´ısticas ma´s cercanas
El clasificador de l´ıneas de caracter´ısticas ma´s cercanas (nearest feature lines - NFL) fue
propuesto por Li y Lu en [20] en una aplicacio´n para reconocimiento de rostros. Sean
zcl y zck cualquier par de caracter´ısticas distintas prototipo de la clase c. La l´ınea L
c
lk
que pasa a trave´s de zcl y zck de la misma clase es una l´ınea de caracter´ısticas expresada
por el generado, Lclk = gen(zcl−zck). El punto de proyeccio´n pclk de un punto objetivo z
sobre la l´ınea Lclk es p
c
lk = zcl+τ(zck−zcl), donde τ = (z−zcl) ·(zck−zcl)/‖(zck−zcl)‖2.
La distancia entre el punto objetivo y la l´ınea de caracter´ısticas esta´ determinada por
d(z, Lclk) = ‖z−pclk‖. El clasificador NFL busca la etiqueta de la clase cˆ de acuerdo las
k l´ıneas de caracter´ısticas ma´s cercanas:
{d1(z, Lcˆkl1k1), . . . , d(z, Lcˆkl1kk)} = min1≤c≤C, 1≤l,k≤nc
l 6=k
d(z, Lclk) (17)
cˆ = moda(C), C = {c1, . . . , ck} (18)
El nu´mero de ca´lculos de distancia que usa el clasificador NFL es
Nnfl =
C∑
c=1
nc(nc − 1)/2 (19)
2.4.3. Clasificador de planos de caracter´ısticas ma´s cercanos
El clasificador de planos de caracter´ısticas ma´s cercanos (nearest feature planes - NFP)
fue propuesto recientemente por Chien y Wu [21]. Se usan tres vectores de carac-
ter´ısticas pertenecientes a la clase c que sean linealmente independientes: zcl, zck y
zcm. Estos tres puntos definen el plano de caracter´ısticas F
c
lkm = gen(zcl, zck, zcm).
La distancia entre un punto objetivo y el plano de caracter´ısticas se calcula como
d(z, F clkm) = ‖z − pclkm‖, donde pclkm es la proyeccio´n sobre el plano F clkm. Aplicando
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el procedimiento de Gram-Schmidt, se puede determinar la proyeccio´n por medio de la
bu´squeda de una base ortonormal vcl,vck,vcm sobre el plano de caracter´ısticas F
c
lkm,
con lo cual se obtiene
plkg =
z · vcl
vcl · vclvcl +
z · vck
vck · vckvck +
z · vcm
vcm · vcmvcm (20)
El punto de proyeccio´n se puede calcular tambie´n de una manera alternativa. Se es-
tablece la matriz Zclkm = [zcl zck zcm] de taman˜o p×3. Usando la propiedad que establece
que la diferencia entre el punto objetivo y su proyeccio´n sobre F clkm es perpendicular a
F clkm, la proyeccio´n se deriva como
pclkm = Z
c
lkm(Z
c
lkm
TZclkm)
−1Zclkm
Tz (21)
Con todas las distancias al plano de caracter´ısticas
{d(z, F clkm)|1 ≤ c ≤ C, 1 ≤ l, k,m ≤ nc, l 6= k 6= m}, (22)
la etiqueta de clase cˆ es estimada por voto mayoritario entre los k planos ma´s cercanos
{d1(z, F cˆ1l1k1m1), . . . , dk(z, F cˆklkkkmk)} = min1≤c≤C, 1≤l,k,m≤nc
l 6=k 6=m
d(z, F clkm) (23)
cˆ = moda(C), C = {c1, . . . , ck} (24)
En este caso, el nu´mero de ca´lculos de distancia necesarios es
Nnfp =
C∑
c=1
nc(nc − 1)(nc − 2)/6 (25)
2.4.4. Relaciones entre los clasificadores de caracter´ısticas ma´s cercanas
El clasificador NFL es una extensio´n del clasificador NN, extendiendo su capacidad
mediante el ca´lculo de una funcio´n lineal para interpolar las variaciones entre pares de
caracter´ısticas pertenecientes a la misma clase. La distancia de un punto objetivo a una
l´ınea de caracter´ısticas es menor que aquellas a dos puntos de caracter´ısticas prototipo
d(z, Lclk) ≤ min(d(z, zcl), d(z, zck)) (26)
En consecuencia, el clasificador NFL se debe desempen˜ar mejor que el NN. A su vez,
sin considerar la separacio´n de las clases, el clasificador NFP debe ser ma´s preciso que
los clasificadores NFL y NN, ya que la distancia de un punto objetivo a un plano de ca-
racter´ısticas es ma´s cercana comparada con las distancias a una l´ınea de caracter´ısticas
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y a los puntos prototipos, es decir
d(z, F clkm) ≤ min(d(z, Lclk), d(z, Lckm), d(z), Lcml) ≤ min(d(z, zcl), d(z, zck), d(z, zcm))
(27)
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3. Estado del arte
3.1. Seleccio´n efectiva de caracter´ısticas
Los me´todos de seleccio´n de caracter´ısticas tienen como objetivo extraer las carac-
ter´ısticas que son importantes para el problema de clasificacio´n. Desde este punto de
vista, la seleccio´n de caracter´ısticas corresponde al mismo concepto de reduccio´n de
dimensio´n expuesto en §2.2. Esta seleccio´n se puede contemplar bajo los siguientes
criterios:
(1) Ideal: dentro de todo el conjunto inicial de caracter´ısticas con dimensio´n D,
encontrar el subconjunto de mı´nimo taman˜o posible Mmin = M < D que sea
necesario y suficiente para alcanzar la tarea especificada [22].
(2) Cla´sico: seleccionar uno de los posibles subconjuntos sub-o´ptimos de M ca-
racter´ısticas dentro del conjunto inicial D, tal que se cumpla M < D para una
funcio´n criterio de evaluacio´n dada [23].
• Rendimiento mejorado: seleccionar un subconjunto de caracter´ısticas
que mejore la tasa de rendimiento del clasificador o disminuya el taman˜o
de la estructura sin reducir significativamente la precisio´n del clasificador
construido, usando solamente las caracter´ısticas seleccionadas [24].
• Aproximacio´n a la clase de distribucio´n original: seleccionar un
subconjunto reducido, tal que su clase de distribucio´n sea tan cercana
como sea posible a la clase de distribucio´n original que tiene en cuenta
todos los valores de las caracter´ısticas [24].
En general, los me´todos para reducir la dimensio´n en un espacio de caracter´ısticas
requiere de una seleccio´n en la que se contemplan cuatro pasos ba´sicos [25]:
(1) Procedimiento de generacio´n: da origen a cada nuevo subgrupo de can-
didatos.
(2) Funcio´n de evaluacio´n: mide que´ tan bueno es el nuevo subgrupo originado
por el procedimiento de generacio´n, compara´ndose con el mejor de los anteriores
evaluados.
(3) Condicio´n de parada: puede estar dada por:
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(a) El procedimiento de generacio´n cuando un determinado nu´mero de itera-
ciones es alcanzado, o cuando un determinado nu´mero de caracter´ısticas
es obtenido,
(b) La funcio´n de evaluacio´n cuando se obtiene un subgrupo o´ptimo con res-
pecto la funcio´n de evaluacio´n.
(4) Validacio´n: este paso es adicional al proceso de seleccio´n de caracter´ısticas
con el objeto de probar la consistencia de los subconjuntos encontrados.
La seleccio´n de caracter´ısticas orientada a la clasificacio´n se puede llevar a cabo por
alguno(s) de los siguientes criterios:
(1) Rendimiento de proceso: por ejemplo, la precisio´n de la clasificacio´n no
decrece significativamente.
(2) Similitud en la estructura de aleatoriedad de los conjuntos analiza-
dos: puede tener en cuenta, la independencia estad´ıstica de las caracter´ısticas
o la carga informativa de las mismas. Por ejemplo, la clase de distribucio´n dada
por las caracter´ısticas seleccionadas, debe ser cercana a la dada por todas las
caracter´ısticas.
Los me´todos ideales de seleccio´n buscan sobre todos los posibles 2N subconjuntos de
caracter´ısticas encontrar el mejor usando la funcio´n de evaluacio´n dada. Sin embargo,
este procedimiento es exhaustivo debido a que intenta encontrar solo el mejor, lo cual
puede ser muy costoso y en te´rminos pra´cticos prohibitivo. Los dema´s me´todos esta´n
basados en te´cnicas de bu´squeda heur´ıstica o aleatoria y esta´n destinados a reducir la
complejidad computational sin disminuir el rendimiento del sistema. Estos me´todos
requieren de una condicio´n de parada para prevenir que la bu´squeda de subconjuntos
se vuelva exhaustiva.
3.1.1. Estrategias de generacio´n
En la pra´ctica, se encuentran las siguientes de generacio´n de caracter´ısticas [25]:
(1) Completa: La generacio´n hace una bu´squeda completa para encontrar el
subconjunto o´ptimo acorde con la funcio´n de evaluacio´n usada. La bu´squeda
completa puede ser exhaustiva, cuando se exige la generacio´n total de todas
las posibles combinaciones de subconjuntos. La generacio´n exhaustiva, para
un conjunto original de caracter´ısticas de longitud N , da un nu´mero total de
subconjuntos candidatos igual a 2N , que es demasiado grande para su im-
plementacio´n computacional. La generacio´n completa no necesariamente es
exhaustiva [26], empleando diferentes funciones heur´ısticas se puede reducir el
nu´mero de subconjuntos para la bu´squeda del subconjunto o´ptimo. Aunque
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el orden del espacio de bu´squeda es O(2N), pocos subconjuntos son evaluados.
La calidad del subconjunto de caracter´ısticas, de acuerdo con la funcio´n de
evaluacio´n, se garantiza debido a que los algoritmos permiten procedimientos
de retroceso que pueden ser usados como un sistema de verificacio´n. Este retro-
ceso se puede hacer usando diversas te´cnicas, tales como: B&B, Bu´squeda del
mejor primero y bu´squeda de rayo.
(2) Heur´ıstica: El me´todo de bu´squeda heur´ıstica para el proceso de seleccio´n de
caracter´ısticas puede ser descrito en cuatro partes ba´sicas, las cuales determi-
nan su naturaleza [27].
Figura 3.1. Ordenamiento de las caracter´ısticas en la bu´squeda heur´ıstica
• Se debe determinar el punto (o puntos) de partida en el espacio de ca-
racter´ısticas, los cuales dara´n la direccio´n de la bu´squeda y los operadores
usados para generar los estados siguientes. Como se muestra en la Figura
3.1, hay un ordenamiento natural parcial en este espacio, donde cada
etapa actual tiene exactamente una caracter´ıstica ma´s que la etapa ante-
rior. Esto sugiere que se puede comenzar e ir agregando caracter´ısticas
sucesivamente, o tambie´n se puede comenzar con todas e ir quita´ndolos
sucesivamente. La primera aproximacio´n se llama seleccio´n hacia adelante
o progresiva, mientras que la otra es conocida como la eliminacio´n hacia
atra´s o seleccio´n regresiva. Se pueden tener variaciones a estas aproxima-
ciones, por ejemplo en [28] se reporta un operador que adiciona d carac-
ter´ısticas y descarta una; y operadores gene´ticos a trave´s de mutaciones
producen algunos tipos diferentes de conectividad.
• Se debe disen˜ar la organizacio´n de la bu´squeda. Claramente, una bu´squeda
exhaustiva en el espacio de caracter´ısticas X no es pra´ctica, debido a que
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existen 2D subconjuntos posibles de D atributos. Una aproximacio´n ma´s
realista se basa en un me´todo ambicioso para atravesar el espacio. En
cada punto de la bu´squeda se consideran cambios locales en el conjunto
actual de caracter´ısticas, se selecciona uno y luego se itera. Por ejemplo,
la aproximacio´n de “hill-climbing”, conocida como un me´todo de seleccio´n
o eliminacio´n gradual, considera agregar o eliminar caracter´ısticas en cada
punto de decisio´n, lo que permite retractarse de una decisio´n anterior sin
mantener una trayectoria expl´ıcita en la ruta de bu´squeda. Con estas op-
ciones, se pueden considerar todos los estados generados por los operadores
y seleccionar el mejor, o se puede simplemente elegir el primer estado que
mejore la precisio´n sobre el conjunto actual. Se puede adema´s reemplazar
el esquema ambicioso con me´todos ma´s sofisticados, como la bu´squeda
del mejor-primero, que son ma´s caros en te´rminos computacionales, pero
pueden ser aplicables en algunos casos especiales.
• Se disen˜a la estrategia usada para evaluar los subconjuntos alternativos de
caracter´ısticas. Generalmente se usa una me´trica para relacionar la habi-
lidad de un atributo de discriminar entre las clases existentes en los datos
de entrenamiento. Muchos algoritmos inductivos incorporan un criterio
basado en la teor´ıa de la informacio´n, pero otros directamente miden la
precisio´n en el conjunto de entrenamiento o en un conjunto de evaluacio´n
de separabilidad.
• Se escoge una condicio´n de parada. Por ejemplo, se puede parar de adi-
cionar o remover caracter´ısticas cuando ninguna de las alternativas mejore
la estimacio´n de la precisio´n en el clasificador; se puede continuar re-
visando el conjunto de caracter´ısticas hasta que la precisio´n no se degrade;
o se puede continuar generando conjuntos candidatos mientras se alcanza
el final del espacio de bu´squeda y entonces se selecciona el mejor. Una
condicio´n simple de parada es detenerse cuando cada combinacio´n de va-
lores para las caracter´ısticas seleccionadas converjan en valores simples de
clase, pero esto asume datos de entrenamiento libres de ruido. Una alter-
nativa ma´s robusta simplemente ordena las caracter´ısticas de acuerdo a
algu´n puntaje de relevancia, luego usa algu´n para´metro como umbral del
sistema para determinar el punto de ruptura.
En cada iteracio´n de esta estrategia de generacio´n, todas las caracter´ısticas
restantes pueden volver a ser consideradas para la seleccio´n (o rechazo). Se
tienen numerosas variaciones de esta estrategia, pero en general la generacio´n
20
de subconjuntos es creciente (o decreciente). El orden del espacio de bu´squeda
es O(2D) o´ menos; algunas excepciones son Relief [22] y DTM [29].
Caso 3.1. Te´cnicas heur´ısticas para reducir a un nu´mero fijo de carac-
ter´ısticas : se tiene un conjunto de cuatro caracter´ısticas {x1, x2, x3, x4}, y se
desean seleccionar dos de ellas. La seleccio´n de caracter´ısticas mediante algu-
nas de las te´cnicas heur´ısticas se describen a continuacio´n:
Te´cnicas descendentes o de seleccio´n regresiva. Usando esta te´cnica se pro-
cede de la siguiente forma [30]:
• Se toma como base los resultados del estimador bayesiano y se adopta
como criterio de separabilidad C, calcula´ndose su valor para el conjunto
{x1, x2, x3, x4}.
• Se elimina una caracter´ıstica y se computa el criterio de separabilidad C
para cada uno de los posibles subconjuntos restantes {x1, x2, x3}, {x1, x2, x4},
{x1, x3, x4}, {x2, x3, x4}. Se selecciona la combinacio´n con el mejor criterio
de separabilidad C.
• Se repite el paso anterior, hasta obtener el nu´mero de caracter´ısticas de-
seadas. En este caso dos.
Te´cnicas ascendentes o de seleccio´n progresiva. En esta´ te´cnica se procede
de forma inversa a la anterior, como se espec´ıfica a continuacio´n [30]:
• Se computa el criterio de separabilidad C para cada caracter´ıstica, de
forma individual. Se selecciona la mejor de ellas. Por ejemplo x1.
• Se forman todos los posibles vectores de dos dimensiones que contienen
la caracter´ıstica seleccionada x1 en el paso anterior. Esto es {x1, x2},
{x1, x3}, {x1, x4} y se calcula el criterio de separabilidad C, para cada
uno de los anteriores subconjunto, selecciona´ndose el mejor.
• Se repite el paso anterior, hasta obtener el nu´mero de caracter´ısticas de-
seadas. En este caso dos.
Caso 3.2. Te´cnica heur´ıstica para hallar el mejor subconjunto de carac-
ter´ısticas : dado un conjunto de D caracter´ısticas, se desea bu´scar el mejor
subconjunto de M caracter´ısticas para M = 1, 2, 3...l ≤ D, tal que el criterio
de separabilidad C, sea o´ptimo [30].
Te´cnicas flotantes.
• Se toma XM = {x1, x2, ...xM}, para ser el mejor conjunto de combinacio´n
de caracter´ısticas y YD−M es el conjunto restante.
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• Se eliminan dos caracter´ısticas del conjunto XM y se computa el criterio
de separabilidad C para cada uno de los posibles subconjuntos restantes
XM−2. Se selecciona la combinacio´n con el mejor criterio C.
• Se forma el mejor subconjuntoXM−1, prestando un elemento, del conjunto
YD−M , si existe un elemento en este conjunto que optimice el criterio de
separabilidad C.
• Se repiten los pasos anteriores, hasta obtener el mejor subconjunto de
caracter´ısticas XM .
En el Caso 3.1 las caracter´ısticas son adicionadas o removidas en forma
interactiva. Mientras que en el Caso 3.2 las caracter´ısticas nunca son adi-
cionadas ni removidas o producidas aleatoriamente, sino que una funcio´n de
evaluacio´n mide el mejor subconjunto producido por algu´n procedimiento de
generacio´n y este valor es comparado con el mejor obtenido. Si se encuentra
uno mejor se reemplaza con el subconjunto previo. Sin una condicio´n de parada
el proceso podr´ıa correr por siempre a trave´s del espacio del subconjunto de
caracter´ısticas. Los procedimientos de evaluacio´n y seleccio´n influyen en la
seleccio´n de la condicio´n de parada.
(3) Aleatoria: este procedimiento de generacio´n es de un uso ma´s reciente en
la seleccio´n de caracter´ısticas comparado con las otras dos categor´ıas. Este
me´todo busca aleatoriamente el espacio de subconjuntos usando algoritmos
como el expuesto en [31]. Si bien el espacio de bu´squeda es O(2D), estos
me´todos t´ıpicamente buscan un nu´mero ma´s reducido de conjuntos que 2D;
para ello establecen un nu´mero ma´ximo de iteraciones posible. En esta ca-
tegor´ıa el hallazgo del subconjunto o´ptimo de caracter´ısticas depende de los
recursos disponibles. Cada generacio´n aleatoria requerir´ıa valores de algunos
para´metros. La asignacio´n de valores adecuados a estos para´metros es una
tarea importante para obtener buenos resultados.
3.1.2. Funciones de evaluacio´n
Un subconjunto o´ptimo siempre esta´ relacionado con una funcio´n de evaluacio´n (es
decir, un subconjunto o´ptimo escogido usando una funcio´n de evaluacio´n no puede ser
igual al que usa otra funcio´n de evaluacio´n). T´ıpicamente, una funcio´n de evaluacio´n
intenta medir la habilidad discriminante de una caracter´ıstica o un subconjunto para
distinguir las etiquetas de las diferentes clases. En [32] se agrupan los me´todos de
seleccio´n de caracter´ısticas en dos grandes grupos basado en su dependencia del algo-
ritmo inductivo que usara´ finalmente el subconjunto seleccionado, el cual puede ser por
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medio de filtros o envolvente. Los me´todos de filtracio´n son independientes del algo-
ritmo inductivo, teniendo en cuenta que los me´todos de envolvente usan el algoritmo
inductivo como funcio´n de evaluacio´n. En [33] se agrupan las funciones de evaluacio´n
existentes hasta 1982 en 3 categor´ıas: en formacio´n o medidas de incertidumbre, medi-
das de distancia y medidas de dependencia, y se sugiere que las medidas de dependencia
pueden ser divididas entre las primeras dos categor´ıas mencionadas. No se considero´
la rata del error de clasificacio´n como una funcio´n de evaluacio´n. En [34] se dividen
las funciones de evaluacio´n en tres categor´ıas: medida intr´ınseca de los datos, rata del
error de clasificacio´n y rata del error estimado o incremental, donde la tercera cate-
gor´ıa es ba´sicamente una variacio´n de la segunda categor´ıa. La medida intr´ınseca de
los datos incluye distancias, entrop´ıas y medidas de dependencia. Con esas divisiones
y los u´ltimos desarrollos hallados en la literatura, se pueden dividir las funciones de
evaluacio´n en 5 categor´ıas: distancia, informacio´n (o incertidumbre), dependencia, con-
sistencia y rata de error de clasificacio´n. A continuacio´n se hace un breve recuento de
estas categor´ıas.
Medidas de distancia
Tambie´n se conoce como medida de separabilidad, divergencia o discriminacio´n. Para
un problema de dos clases, se prefiere una caracter´ıstica X con respecto a una Y si X
induce a una mayor diferencia entre las dos clases de probabilidad condicional que Y ; si
la diferencia es cero, entonces X y Y son indistinguibles. Un ejemplo de esta medicio´n
es la distancia Euclidiana.
Medidas de informacio´n
Estas medidas t´ıpicamente determinan la ganancia de informacio´n de una caracter´ıstica,
lo cual esta´ definido como la diferencia entre la incertidumbre previa y la incertidumbre
posterior usando X. Se prefiere la caracter´ıstica X a la Y , si la ganancia de informacio´n
de la caracter´ıstica X es mayor que la de Y (por ejemplo, medida de entrop´ıa) [33].
Medidas de dependencia
Las medidas de dependencia o medidas de correlacio´n califican la capacidad de predecir
el valor de una variable a partir del valor de otra. El coeficiente de correlacio´n es una
cla´sica medida de dependencia y puede ser usado para encontrar la correlacio´n entre una
caracter´ıstica y una clase. Si la correlacio´n entre la muestra X y la clase C es mayor que
la correlacio´n entre la muestra Y y la clase C, entonces se prefiere la caracter´ıstica X a
la caracter´ıstica Y ; una leve variacio´n de esto ser´ıa determinar el valor de dependencia
de una muestra con respecto a otras muestras; este valor indica el grado de redundancia
de la muestra. Todas las funciones de evaluacio´n basadas en medidas de dependencia
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se pueden dividir en muestras de distancia y de informacio´n, pero, e´stas se mantienen
au´n como una categor´ıa separada, porque conceptualmente, representan un punto de
vista diferente [33].
Medidas de consistencia
Este tipo de medidas son caracter´ısticamente diferentes de otras, debido a su fuerte con-
fianza en el conjunto de datos de entrenamiento y por usar la tendencia de minimizacio´n
de las caracter´ısticas en la seleccio´n de un subconjunto de caracter´ısticas [35]. La ten-
dencia a minimizar las caracter´ısticas prefiere hipo´tesis consistentes definibles sobre la
menor cantidad de caracter´ısticas posible. Estas medidas encuentran el subconjunto
de menor taman˜o que satisfaga la rata de inconsistencia tolerable, que usualmente es
establecida por el usuario.
Medida de la tasa de error del clasificador
Los me´todos que usan este tipo de funcio´n de evaluacio´n son llamados “me´todos basa-
dos en la envolvente”, (es decir, el clasificador es la funcio´n de evaluacio´n). Como
las caracter´ısticas son seleccionadas usando el clasificador que luego utiliza estas ca-
racter´ısticas seleccionadas en la prediccio´n de las etiquetas de las clases para casos no
observados, el nivel de precisio´n es muy alto, por lo tanto la exigencia de computacio´n
es bastante costosa [36].
La Tabla 3.1 muestra una comparacio´n de varias funciones de evaluacio´n sin hacer
referencia al tipo de procedimiento de generacio´n usado. Los diferentes para´metros
usados para la comparacio´n son:
(1) Generalidad: que´ tan adecuado es el subconjunto seleccionado para diferentes
clasificadores (no so´lo para uno);
(2) Complejidad del tiempo: tiempo tomado para seleccionar el subconjunto de
Caracter´ısticas; y
(3) Precisio´n: que´ tan precisa es la prediccio´n usando el subconjunto seleccionado.
Tabla 3.1. Comparacio´n de funciones de evaluacio´n
Funcio´n de evaluacio´n Generalidad Tiempo requerido Precisio´n
Medida de distancia S´ı Bajo –
Medida de informacio´n S´ı Bajo –
Medida de dependencia S´ı Bajo –
Medida de consistencia S´ı Moderado –
Tasa de error del clasificador No Alta Muy alta
El s´ımbolo “–” en la u´ltima columna indica que no se puede concluir nada acerca de la
precisio´n de la funcio´n de evaluacio´n correspondiente. Excepto en la tasa de error del
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clasificador la precisio´n de seleccio´n de todas las otras funciones de evaluacio´n dependen
(para la clasificacio´n posterior a la seleccio´n de caracter´ısticas) del conjunto de datos y
del clasificador usado.
3.2. Extraccio´n de caracter´ısticas wavelet
La descomposicio´n wavelet es una te´cnica ampliamente usada en la extraccio´n de carac-
ter´ısticas para la clasificacio´n [37]. Existen diversos me´todos para buscar las funciones
base para utilizarlas en aplicaciones de clasificacio´n, continuacio´n se resumen breve-
mente algunas de las te´cnicas:
3.2.1. Algoritmos basados en la entrop´ıa
En [4] se presenta un algoritmo ra´pido y simple para encontrar las mejores bases locales
(local best basis - BB) en una librer´ıa wavelet packet de funciones base. La bu´squeda
es muy simple y ra´pida (ver §2.1.2) debido a la condicio´n de ortogonalidad entre las
funciones base en cada nivel y a las propiedades de inclusio´n de las funciones base en los
diferentes niveles, i.e. los padres contienen a los hijos. La eleccio´n entre las diferentes
bases posibles es realizada mediante el ordenamiento de los coeficientes de entrop´ıa.
3.2.2. Rastreo de base
El rastreo de base permite buscar en el diccionario completo de las funciones base;
en contraste, el me´todo de la mejor base busca u´nicamente en las bases ortogonales.
Esta forma de bu´squeda se denomina el me´todo de marcos [38]. Entre las diferentes
representaciones para la misma sen˜al, se busca una representacio´n cuyo vector de coefi-
cientes tenga la menor norma `2. Esta metodolog´ıa supone un problema de optimizacio´n
cuadra´tico que es resuelto a trave´s de un sistema de ecuaciones lineales. En [39] se pre-
senta otro me´todo de rastreo de base que es similar al me´todo de marcos; e´ste descom-
pone una sen˜al usando elementos del diccionario de modo que los coeficientes tengan la
menor norma `1 entre todas las descomposiciones. En este caso, la optimizacio´n puede
realizarse mediante te´cnicas de programacio´n lineal.
3.2.3. Rastreo de ajuste
El algoritmo de rastreo de ajuste [40] es un algoritmo iterativo que aplica una regla
simple repetidamente. Dicha regla obedece a una seleccio´n de modelo hacia adelante
que agrega en cada paso el coeficiente de descomposicio´n con mayor valor de correlacio´n
entre todos aquellos que au´n no han sido incluidos en el modelo.
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3.2.4. Bases disciminantes locales
La base discriminante local [41,42] crea un diccionario tiempo-frecuencia, tal como una
librer´ıa de wavelet packets, del cual se acumulan las energ´ıas de la sen˜al correspondientes
a cada una de las coordenadas de la base, para cada clase de sen˜ales separables. Luego
se forma una base ortonormal completa usando una medida de distancia entre las
distribuciones de las energ´ıas de cada clase.
El algoritmo original [41] extrae la mejor base a partir de las energ´ıas (valores
cuadrados) de la descomposicio´n wavelet packet, que corresponde a la forma directa
de encontrar una mejor base para una clase de patrones [4]. Sin embargo, cuando
la medida de distancia es aplicada a los coeficientes de energ´ıa, o en te´rminos ma´s
generales, a la distribucio´n de las energ´ıas, la interpretacio´n de la nueva base no es
clara y las propiedades de base o´ptima no son tan aparentes [37]. Asumiendo que las
energ´ıas pueden no ser un indicativo de discriminacio´n, en [42] se sugiere usar una
funcio´n no lineal diferente de la funcio´n base de los coeficientes (en lugar de los valores
cuadra´ticos). Sin embargo, como se explica en [37], este me´todo se aleja au´n ma´s de la
interpretacio´n y calidad de o´ptimo del me´todo de la mejor base.
3.2.5. Rastreo discriminante
En [43] se introduce el algoritmo de rastreo discriminante el cual sigue la metodolog´ıa del
rastreo de base, en el sentido que no esta´ restringido a buscar u´nicamente las funciones
base discriminantes ortogonales, sino que puede buscar en el diccionario wavelet packet
completo. La medida de discriminacio´n en este me´todo esta´ dada por:
Di(X,Y ) =
|EX [wpi(x)]− EY [wpi(y)]|
σX(wpi(x)) + σY (wpi(y))
, (28)
donde wpi denota el i-e´simo wavelet packet. La ecuacio´n (28) es una forma unidimen-
sional del criterio de ana´lisis discriminante de Fisher. En [43] se ha mostrado que la
flexibilidad adicional que suministra este me´todo se traduce ocasionalmente en resulta-
dos inferiores de desempen˜o. Adema´s, dado que la transformacio´n wavelet es lineal, se
sigue que EX [wpi(x)] = wpi(EX [x]) y, en consecuencia, si la media de cada conjunto
de sen˜ales es cero, no hay capacidad discriminante en las medias.
3.2.6. Eleccio´n del me´todo de extraccio´n de caracter´ısticas wavelet
En [37] se concluye que la eleccio´n de bases o´ptimas para la discriminacio´n puede
no resultar pra´ctica, tanto por razones de complejidad computacional, como por la
tendencia al sobreajuste de los conjuntos de entrenamiento. De hecho, los resultados all´ı
presentados demuestran que la extraccio´n de caracter´ısticas mediante los me´todos ma´s
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simples —DWT y algoritmo de la mejor base basado en la entrop´ıa— puede producir
mejores resultados que los obtenidos con bases optimizadas para la discriminacio´n de
las clases. E´sto se debe a la separabilidad no lineal en el espacio wavelet.
3.3. Optimizacio´n de los para´metros de control de GAs
El problema de encontrar los para´metros o´ptimos de control ha sido estudiado amplia-
mente durante las u´ltimas tres de´cadas. De Jong [44] determino´ experimentalmente
que se obten´ıa un desempen˜o aceptable en la optimizacio´n de funciones, ajustando los
para´metros en los siguientes valores: r = 50, µ = 0.001, χ = 0.6. Grefenstette [45]
uso´ un meta-algoritmo que consiste en codificar con un GA los para´metros de control
de otro GA; es decir, un algoritmo gene´tico optimiza los para´metros de otro. El meta-
algoritmo fue parametrizado con los valores propuestos por De Jong y obtuvo mejores
resultados en l´ınea con los para´metros de control: r = 30, µ = 0.01 y χ = 0.95. Schaffer
et al. [46] hicieron esfuerzos adicionales en la determinacio´n experimental de para´metros
o´ptimos; sus resultados recomiendan la eleccio´n de los para´metros dentro de los rangos:
r ∈ [20, 30], µ ∈ [0.005, 0.01] y χ ∈ [0.75, 0.95].
Bramlette [47] y Wu y Chow [48] usaron tambie´n el me´todo de meta-algoritmo. El
primero introdujo modificaciones a los me´todos de seleccio´n de poblaciones iniciales y
a los operadores de mutacio´n para mejorar el desempen˜o en la optimizacio´n de fun-
ciones. Los otros aplicaron el meta-algoritmo para optimizar los para´metros de algorit-
mos gene´ticos para problemas de optimizacio´n mixtos no lineales. Estos dos trabajos
demuestran que el me´todo de meta-algoritmo resulta ser adecuado pero muy costoso
computacionalmente.
Tambie´n se ha llevado a cabo una considerable cantidad de estudios teo´ricos y
experimentales sobre el efecto de cada para´metro de control por separado, por ejemplo
acerca de la influencia del taman˜o de la poblacio´n: [49, 50, 51, 52], la tasa mutacio´n:
[53,54,55,56,57] y la tasa cruzamiento: [58,59,60,61,62].
Eiben, Hinterding y Michalewicz [63] sugieren que los para´metros de control deben
ser dina´micos, es decir, cambiar durante la ejecucio´n del algoritmo de acuerdo con la
etapa en la que se encuentre el proceso evolutivo. No obstante, au´n existe la necesidad
de me´todos de sintonizacio´n de para´metros ya que en un gran nu´mero de aplicaciones
evolutivas se continu´an usando para´metros esta´ticos. En [64] se propone una te´cnica
de auto-sintonizacio´n denominada sin para´metros, que consiste en eliminar del disen˜o
del GA las tasas de mutacio´n y cruzamiento, as´ı como el para´metro del taman˜o de la
poblacio´n.
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Cicirello y Smith [65] tomaron el modelo de meta-algoritmo para optimizar los
para´metros de control de un algoritmo gene´tico aplicado a la solucio´n del problema
de la mayor subgra´fica comu´n. En dicho trabajo se introdujo una red neuronal para
la evaluacio´n de la funcio´n de adaptabilidad, con el fin de simplificar la ejecucio´n del
meta-algoritmo, entrenando la red para predecir el desempen˜o del algoritmo gene´tico.
La introduccio´n de la red resulto´ ser una estrategia adecuada para disminuir el tiempo
de ejecucio´n pero no permite explicar la interaccio´n entre los para´metros.
En [66] se realiza un estudio estad´ıstico usando ana´lisis de varianza (ANOVA) para
encontrar los para´metros que tienen una mayor influencia estad´ıstica sobre el compor-
tamiento y el desempen˜o del GA, teniendo en cuenta las interacciones que se presentan
entre ellos. Este estudio es un ana´lisis exhaustivo pero no sugiere una manera de sin-
tonizar automa´ticamente los para´metros para otras aplicaciones.
3.4. Reconocimiento de rostros
Una revisio´n detallada, reciente y completa del estado del arte en reconocimiento de
rostros puede encontrarse en [67] y [68]. Una de las te´cnicas ma´s utilizadas en los
trabajos de reconocimiento de rostros se denomina rostros propios; e´sta te´cnica se
explica a continuacio´n:
3.4.1. Rostros propios
La te´cnica de rostros propios es un me´todo de uso comu´n en extraccio´n de caracter´ısticas
faciales. La teor´ıa de esta te´cnica esta´ fundamentada en PCA (ve´ase §2.2.1). De hecho,
puede considerarse como una simple extensio´n dimensional del ana´lisis de componentes
principales que difiere u´nicamente en la forma de construir la matriz de covarianza.
En el algoritmo 3 se resumen los pasos esenciales para la extraccio´n de caracter´ısticas
mediante rostros propios. Este algoritmo corresponde al algoritmo 1 para una matriz
de entrada X especialmente construida con las ima´genes de rostros de la base de datos.
Con el fin de generar un conjunto de rostros propios, las ima´genes de rostros hu-
manos, tomadas bajo las mismas condiciones de iluminacio´n, deben normalizarse para
alinear los ojos y las bocas. Luego, las ima´genes se procesan como vectores de dimensio´n
n1 × n2 cuyas componentes son los valores de los p´ıxeles. Los vectores propios de la
matriz de covarianza se denominan los rostros propios. Dado que los vectores propios se
encuentran en el mismo espacio X al que pertenecen las ima´genes originales, los rostros
propios pueden visualizarse como ima´genes n1× n2. La principal diferencia entre PCA
y la te´cnica de rostros propios es la forma de construccio´n de la matriz de covarianza:
se construye ΣX de dimensio´n N × N en lugar de D × D para reducir las exigencias de
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⇒Imagen
n1 × n2
Vector
(n1 × n2)× 1
Figura 3.2. Almacenamiento de la imagen en un vector.
ca´lculo de los valores y los vectores propios. Los valores propios de Σ
(N×N)
X
son los N
valores propios ma´s grandes de Σ
(D×D)
X
.
Algoritmo 3 Reduccio´n de dimensio´n mediante Rostros Propios
Requiere: formar X con {x1 − x¯;x2 − x¯; . . . ;xN − x¯}, {xi es el i-e´simo vector (n1 ×
n2)× 1}
ΣX ⇐ XXT {XXT es de menor taman˜o que XTX en el caso de ima´genes}
λ⇐ valores propios(ΣX)
V ⇐ vectores propios(ΣX) {El vi correspondiente a λi se encuentra en la i-e´sima
columna de V}
V(p) ⇐ p columnas de V {Vectores propios correspondientes a los p mayores valores
propios}
Z⇐ XV(p) {Mapeo de reduccio´n}
Los vectores propios en PCA y rostros propios forman una base ortonormal para RD
y RN respectivamente. Dicha base se conoce tambie´n como base Karhunen - Loe`ve [10].
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4. Marco experimental
En este cap´ıtulo se presentan las condiciones de prueba adoptadas para la realizacio´n
de los experimentos. En particular, las bases de datos seleccionadas como sen˜ales de
prueba, los filtros ortogonales utilizados para las descomposiciones wavelet packet y la
metodolog´ıa de evaluacio´n y comparacio´n de los clasificadores.
4.1. Bases de datos
En el presente trabajo se define una sen˜al unidimensional (1-D) como una funcio´n de
una u´nica variable independiente y una sen˜al bidimensional (2-D) como una funcio´n
de dos variables independientes. En general, una sen˜al multidimensional (M-D) es
una funcio´n de ma´s de una variable [69]. Las sen˜ales 1-D ma´s representativas y sobre
las cuales se realiza una mayor cantidad de trabajos relacionados con procesamiento,
reconocimiento y clasificacio´n son: sen˜ales de audio (voz, mu´sica, sonar, fonocardio-
graf´ıa), sen˜ales de electrocardiograf´ıa (ECG), sen˜ales de electroencefalograf´ıa (EEG)
y sen˜ales s´ısmicas. Las sen˜ales 2-D corresponden casi exclusivamente a ima´genes; al-
gunos ejemplos t´ıpicos corresponden a registros me´dicos (radiograf´ıas, tomograf´ıas com-
putarizadas, resonancias magne´ticas), ima´genes de exploracio´n astrono´mica e ima´genes
como huellas dactilares, rostros y de escritura manuscrita que son utilizadas en el re-
conocimiento de individuos. En este estudio se ha elegido un ejemplo representativo de
datos 1-D y 2-D para realizar las pruebas de clasificacio´n: sen˜ales de ECG de la base
de datos de arritmias MIT-BIH e ima´genes de rostros de la base de datos de rostros
ORL, respectivamente.
4.1.1. Base de datos de arritmias MIT-BIH
La base de datos de arritmias MIT-BIH [70] es un conjunto de material de prueba
esta´ndar para la evaluacio´n de detectores de arritmias y para la investigacio´n ba´sica
en dina´mica card´ıaca [71]. Contiene 48 fragmentos de media hora y dos canales de
registros ECG ambulatorios, obtenidos de 47 pacientes estudiados por el Laboratorio
de Arritmias BIH entre 1975 y 1979. Los registros fueron digitalizados a 360 muestras
por segundo con una resolucio´n de 11 bits sobre un rango de 10 mV.
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En el desarrollo de este trabajo se creo´ un subconjunto de datos de 11 tipos de latidos
(10 diferentes arritmias y latidos normales) con 100 ejemplos para cada uno. Aunque
cada registro en la base de datos contiene dos canales, se han extra´ıdo u´nicamente
latidos correspondientes al canal adquirido con la derivacio´n MLII. Las clases se en-
cuentran etiquetadas de la siguiente manera: latido auricular prematuro desviado (a),
latido de escape ventricular (E), fusio´n de latido ventricular y normal (F), fusio´n de
latido acelerado y normal (f), bloqueo de rama izquierda (L), latido normal (N), latido
acelerado (P), onda P no conducida (p), bloqueo rama derecha (R), contraccio´n ven-
tricular prematura (V) y fibrilacio´n ventricular (VF) (Ver Figura 4.1). La tabla 4.1
muestra el nu´mero de latidos por registro; se observa que la clase de latidos etiquetada
con la letra E contiene la menor cantidad de latidos en la base de datos: 106. Es por ello
que, para crear un conjunto de entrenamiento/validacio´n balanceado, se han extra´ıdo
100 latidos para cada una de las arritmias.
a E F f
L N P p
R V VF
Figura 4.1. Ejemplo de cada clase de arritmias.
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Tabla 4.1. Latidos/registro. Base de datos MIT-BIH
Registro a E F f L N P p R V VF
100 0 0 0 0 0 2239 0 0 0 1 1
101 0 0 0 0 0 1860 0 0 0 0 1
103 0 0 0 0 0 2082 0 0 0 0 1
105 0 0 0 0 0 2526 0 0 0 41 1
106 0 0 0 0 0 1507 0 0 0 520 41
107 0 0 0 0 0 0 2078 0 0 59 1
108 0 0 2 0 0 1740 0 11 0 16 1
109 0 0 2 0 2492 0 0 0 0 38 1
111 0 0 0 0 2123 0 0 0 0 1 1
112 0 0 0 0 0 2537 0 0 0 0 1
113 6 0 0 0 0 1789 0 0 0 0 1
115 0 0 0 0 0 1953 0 0 0 0 1
116 0 0 0 0 0 2302 0 0 0 109 1
117 0 0 0 0 0 1534 0 0 0 0 1
118 0 0 0 0 0 0 0 10 2166 16 1
119 0 0 0 0 0 1543 0 0 0 444 103
121 0 0 0 0 0 1861 0 0 0 1 1
122 0 0 0 0 0 2476 0 0 0 0 1
123 0 0 0 0 0 1515 0 0 0 3 1
124 0 0 5 0 0 0 0 0 1531 47 13
200 0 0 2 0 0 1743 0 0 0 826 148
201 97 0 2 0 0 1625 0 37 0 198 35
202 19 0 1 0 0 2061 0 0 0 19 8
203 2 0 1 0 0 2529 0 0 0 444 45
205 0 0 11 0 0 2571 0 0 0 71 13
207 0 105 0 0 1457 0 0 0 86 105 24
208 0 0 373 0 0 1586 0 0 0 992 53
209 0 0 0 0 0 2621 0 0 0 1 21
210 22 1 10 0 0 2423 0 0 0 194 17
212 0 0 0 0 0 923 0 0 1825 0 1
213 3 0 362 0 0 2641 0 0 0 220 43
214 0 0 1 0 2002 0 0 0 0 256 25
215 0 0 1 0 0 3196 0 0 0 164 5
217 0 0 0 260 0 244 1542 0 0 162 67
219 0 0 1 0 0 2082 0 133 0 64 21
220 0 0 0 0 0 1954 0 0 0 0 16
221 0 0 0 0 0 2031 0 0 0 396 23
222 0 0 0 0 0 2062 0 0 0 0 108
223 1 0 14 0 0 2029 0 0 0 473 28
228 0 0 0 0 0 1688 0 0 0 362 41
230 0 0 0 0 0 2255 0 0 0 1 207
231 0 0 0 0 0 314 0 2 1254 2 11
232 0 0 0 0 0 0 0 0 397 0 1
233 0 0 11 0 0 2230 0 0 0 831 71
234 0 0 0 0 0 2700 0 0 0 3 3
Total 150 106 799 260 8074 72972 3620 193 7259 7080 1209
4.1.2. Base de datos de rostros
La base de datos de rostros ORL contiene un conjunto de ima´genes de rostros tomadas
entre 1992 y 1994 en los laboratorios AT&T Cambridge; se encuentra disponible en [72].
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La base de datos contiene rostros de 40 individuos con 10 diferentes ima´genes para
cada uno. Las ima´genes tienen variaciones de iluminacio´n, expresiones faciales (ojos
abiertos/cerrados, sonriente/serio) y detalles faciales (con gafas/sin gafas). El taman˜o
de cada imagen es 92x112 pixeles, con 256 niveles de gris para cada pixel. En la figura
4.2 se puede ver un ejemplo de las ima´genes de 4 individuos.
Figura 4.2. Ejemplo de rostros de la base de datos ORL.
4.2. Filtros ortogonales usados en la extraccio´n de caracter´ısticas wavelet
Los filtros Daubechies y los filtros Coifman o Coiflets constituyen los sistemas wavelet
ma´s importantes [73], por cuanto son considerados los filtros esta´ndar para la descom-
posicio´n wavelet. El criterio de Daubechies [74] para construir sistemas wavelet ortogo-
nales consiste en maximizar el nu´mero de momentos de desvanecimiento iguales a cero
de la funcio´n de escala φ(t), para una longitud de filtro dada. El k-e´simo momento de
desvanecimiento cumple con la condicio´n:∫
(t− t0)kφ(t)dt = 0. (29)
El criterio de Daubechies tiene el propo´sito de obtener wavelets suaves con un
nu´mero de momentos iguales a cero suficientemente grande. en el caso de Coifman [75]
se escogio´ un criterio diferente: disen˜ar los filtros tal que se maximice el nu´mero de
momentos iguales a cero, tanto de la wavelet madre ψ1 como de la funcio´n de escala
φ(t).
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En las pruebas realizadas presentadas §5.3.1 y §5.3.2 se emplean los filtros Coifman
de longitudes 6, 12, 18, 24 y 30, y los filtros Daubechies de longitudes 2 (Haar-Walsh),
4, 6, 8, 10, 12, 14, 16, 18 y 20. Los coeficientes de estos filtros en cuadratura se pueden
encontrar en el Ape´ndice C de [5].
El disen˜o de sistemas wavelet esta´ fuera del alcance propuesto para este trabajo. Las
aplicaciones futuras de extraccio´n de caracter´ısticas con el algoritmo de la mejor base
podr´ıan hacer uso de wavelets adaptativas [76] que optimicen un criterio discriminante
espec´ıfico, en lugar de usar las bases wavelet esta´ndar.
4.3. Metodolog´ıa de evaluacio´n y comparacio´n de la clasificacio´n
Los resultados de clasificacio´n y reconocimiento pueden verse afectados por la falta de
cuidado en el disen˜o de los experimentos. Con el fin de garantizar la validez estad´ıstica
de los resultados, se estimaron los errores de clasificacio´n usando cross-validacio´n y
se adopto´ la metodolog´ıa de comparacio´n propuesta en [77], que se fundamenta en el
rechazo de pruebas de hipo´tesis binomiales.
4.3.1. Cross-validacio´n
El me´todo ma´s simple y ampliamente usado para estimar el error de clasificacio´n, garan-
tizado su robustez estad´ıstica, es la cross-validacio´n [78]. La cross-validacio´n del tipo
K-fold usa una parte de los datos disponibles para ajustar el modelo (entrenamiento), y
una parte diferente para validarlo. Los datos se dividen en K partes aproximadamente
del mismo taman˜o; por ejemplo, cuando K = 5, el conjunto de datos se dividir´ıa como
se muestra en la Figura 4.3:
1 2 3 4 5
Entrenamiento Entrenamiento Validacio´n Entrenamiento Entrenamiento
Figura 4.3. Particiones del conjunto de datos.
Para la k-e´sima parte (tercera en el ejemplo de la figura 4.3), se entrena el clasificador
con las restantes K − 1 partes de los datos, y se calcula el error de clasificacio´n usando
los datos de la k-e´sima parte como datos de validacio´n. Lo anterior se realiza para
k = 1, 2, . . . , K. Finalmente se promedian las K estimaciones del error de clasificacio´n.
El caso K = N se conoce como cross-validacio´n leave-one-out, siendo N el nu´mero
total de muestras. En este caso, la estimacio´n del error se puede considerar no sesgada
pero puede tener una varianza alta debido a que los N conjuntos de entrenamiento son
bastantes similares entre si.
Las elecciones t´ıpicas de K son 5 o´ 10 [78]. Cuando K = 5 la estimacio´n del
error tiene una varianza baja pero la estimacio´n del error puede ser considerablemente
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sesgada. En [78] se recomiendan el valor K = 10 debido a que supone un compromiso
aceptable entre el sesgo y la varianza de la estimacio´n del error.
4.3.2. Me´todo de comparacio´n de clasificadores
Con el fin de producir conclusiones con validez estad´ıstica, en este trabajo se ha con-
siderado la metodolog´ıa de comparacio´n propuesta en [77], la cual utiliza la prueba
binomial. Cuando se usa una base de datos comu´n para comparar dos o ma´s clasifi-
cadores, la prueba binomial para esta comparacio´n debe considerar dos nu´meros: el
nu´mero de puntos de prueba para los cuales los clasificadores producen predicciones
diferentes, denotado por n (nu´mero de ensayos) y el nu´mero de puntos de prueba que
el clasificador A etiqueto´ bien y el clasificador B etiqueto´ mal, denotado por s (e´xitos).
La probabilidad de A sea mejor que B corresponde a la probabilidad de s e´xitos en n
ensayos, que puede calcularse usando la distribucio´n binomial(
n
s
)
psqn−s =
n!
s! (n− s)!p
sqn−s (30)
Si no se esperan diferencias entre los clasificadores, se pueden definir las siguientes
hipo´tesis:
H0 : p = q = 0.5; A y B son igualmente precisos,
H1 : p > 0.5; A es mejor que B. (31)
El valor p de este resultado se calcula como
p =
n∑
i=s
(
n
i
)
(0.5)n. (32)
Se puede rechazar la hipo´tesis nula si el valor p es menor que el nivel de significacio´n,
por ejemplo 0.05 para un nivel de significacio´n del 5%.
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5. Resultados y discusio´n
El ana´lisis de componentes principales es la te´cnica de referencia para los experimentos
de reconocimiento y clasificacio´n llevados a cabo en este trabajo. En primer lugar se
presentan los resultados obtenidos con PCA y rostros propios. El valor o´ptimo del
nu´mero de vecinos (k) —puntos vecinos, l´ıneas vecinas y planos vecinos— depende del
taman˜o y la naturaleza de los datos. Los valores t´ıpicos para k son 3, 5 o´ 7 [79]. Para
todos los experimentos se ha elegido k = 5.
Utilizando los datos transformados mediante ana´lisis de componentes principales,
se realizo´ el estudio del desempen˜o por dimensio´n de cada uno de los clasificadores; es
decir, se probaron los clasificadores exhaustivamente, sometie´ndolos a la clasificacio´n
de datos transformados y reducidos en todas las dimensiones posibles, desde una ca-
racter´ıstica transformada hasta el conjunto transformado que conserva la dimensio´n
original.
En la siguiente seccio´n se propone un meta-algoritmo gene´tico modificado con una
etapa de regresio´n de vectores soporte (SVR) para predecir el desempen˜o de un al-
goritmo gene´tico simple (SGA). La SVR modela el desempen˜o como una funcio´n de
los para´metros de control, con el fin de obtener no so´lo el ajuste automa´tico de los
para´metros o´ptimos sino tambie´n una explicacio´n funcional de la compleja interaccio´n
entre ellos. Finalmente, se presentan los resultados obtenidos con la seleccio´n de car-
acter´ısticas wavelet utilizando el algoritmo gene´tico simple.
5.1. PCA y rostros propios para clasificacio´n y reconocimiento
En esta seccio´n se comparan los tres clasificadores de caracter´ısticas ma´s cercanas,
considerando las precisiones de clasificacio´n por dimensio´n, el compromiso entre la pre-
cisio´n y el nu´mero de caracter´ısticas, y las significaciones estad´ısticas de las diferencias
en la precisio´n de clasificacio´n.
5.1.1. Clasificacio´n de arritmias
Las figuras 5.1, 5.2 y 5.3 muestran la precisiones de clasificacio´n en subespacios de
varias dimensiones, para los clasificadores NN, NFL y NFP respectivamente. Se puede
ver que el clasificador NN, frente al clasificador NFL, produce una mejor clasificacio´n en
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los subespacios de menor dimensio´n (1 a 7). En contraste, en las dimensiones restantes,
el clasificador NFL tiene una precisio´n superior que la del clasificador NN. En las
dimensiones 1 a 39, el clasificador NFL supera la precisio´n del clasificador NFP; luego,
a partir de la dimensio´n 40, el clasificador NFP sobrepasa ligeramente al clasificador
NFL.
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Figura 5.1. Precisio´n por dimensio´n del clasificador NN. Base de datos
de arritmias
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Figura 5.2. Precisio´n por dimensio´n del clasificador NFL. Base de datos
de arritmias
De las comparaciones anteriores se puede deducir, a trave´s de la propiedad transitiva
de la desigualdad1, que para las dimensiones 1 a 7 el clasificador NN supera tambie´n al
clasificador NFP. E´sto tambie´n es cierto para las dimensiones 8 a 12. En las dimensiones
superiores o iguales a 9, el clasificador NFP supera al clasificador NN.
Una medida del compromiso entre la precisio´n de clasificacio´n y el nu´mero de ca-
racter´ısticas consideradas permitir´ıa evaluar el funcionamiento de los clasificadores de
acuerdo con la cantidad de informacio´n (varianza acumulada) que les es suministrada.
1Si a > b y b > c, entonces a > c.
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Figura 5.3. Precisio´n por dimensio´n del clasificador NFP. Base de datos
de arritmias
Para ello, en este trabajo se define una funcio´n f : Z → R que pondera estas dos
cantidades:
f = wacc(1− ε)− wd(d/D) (33)
donde, ε es el error y d es la dimensio´n o nu´mero de caracter´ısticas consideradas y
wacc, wd son los pesos para penalizar cada te´rmino de f . Los valores de wacc y wd
son asignados de acuerdo con la importancia relativa de cada te´rmino. Dado que
(1− ε) ∈ [0, 1] y d/D ∈ [1/D, 1], entonces f ∈ [−1, 1− 1/D].
El punto ma´ximo de f representa la mejor clasificacio´n con el mı´nimo nu´mero de
caracter´ısticas. Las Figuras 5.4, 5.5 y 5.6 muestran la funcio´n f , con wacc = 1 y wd = 1,
para los clasificadores NN, NFL y NFP respectivamente.
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Figura 5.4. Funcio´n f por dimensio´n del clasificador NN. Base de datos
de arritmias
En la figura 5.7 se examinan los primeros 13 valores propios para el subconjunto
de entrenamiento nu´mero 1 del conjunto de datos de arritmias. Las proporciones de
varianza y las gra´ficas scree para los dema´s subconjuntos de cross-validacio´n se mues-
tran en las primeras nueve figuras del ape´ndice A. Obse´rvese que para esta aplicacio´n
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Figura 5.5. funcio´n f por dimensio´n del clasificador NFL. Base de datos
de arritmias
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Figura 5.6. Funcio´n f por dimensio´n del clasificador NFP. Base de
datos de arritmias
de clasificacio´n de arritmias, el clasificador NFL requiere un mayor valor de varianza
acumulada, i.e. el ma´ximo de f se presenta en una dimensio´n mayor, que en el caso
de empleo del clasificador NN. Asimismo, el clasificador NFP requiere mayor infor-
macio´n que el clasificador NFL porque el ma´ximo en la figura 5.6 se presenta en una
dimensio´n superior a la dimensio´n del ma´ximo en la figura 5.5. Obse´rvese tambie´n que
el clasificador NFL presenta el mayor valor de f = 0.9428.
Las diferencias en la precisio´n de clasificacio´n dan una idea general para la com-
paracio´n del desempen˜o de los algoritmos; sin embargo, como se explico´ detalladamente
en §4.3.2, la validez estad´ıstica de las conclusiones que de all´ı se derivan no esta´ garanti-
zada. En consecuencia, para suministrar evidencia que alcance significacio´n estad´ıstica
sobre las diferencias importantes entre los algoritmos, se realizaron las siguientes prue-
bas binomiales2:
2El ca´lculo convencional de
(
n
s
)
a trave´s de la expansio´n factorial n!
s!(n−s)! produce errores de sobreflujo
ra´pidamente. Para evitar dichos errores, se calcularon los coeficientes de combinacio´n usando las
rutinas disponibles en [80].
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(a) Gra´fica scree.
Proporcio´n de Proporcio´n
Valor propio varianza acumulada
1.2797E6 0.4556 0.4556
0.5645E6 0.2009 0.6565
0.3229E6 0.1149 0.7714
0.1589E6 0.0566 0.8280
0.1256E6 0.0447 0.8727
0.0973E6 0.0346 0.9073
0.0474E6 0.0169 0.9242
0.0383E6 0.0136 0.9378
0.0322E6 0.0115 0.9493
0.0235E6 0.0084 0.9577
0.0202E6 0.0072 0.9649
0.0191E6 0.0068 0.9717
0.0128E6 0.0046 0.9762
(b) Proporciones de varianza.
Figura 5.7. Valores propios de la primera particio´n de entrenamiento.
Base de datos de arritmias.
Comparacio´n entre los clasificadores NFL y NN: Sea A el algoritmo de
clasificacio´n NFL y sea B el algoritmo de clasificacio´n NN. Supo´ngase que no
se esperan diferencias significativas entre los algoritmos, entonces p = q = 0.5
y se plantean las siguientes hipo´tesis:
H0 : p = q = 0.5; los algoritmos son igualmente precisos,
H1 : p > 0.5; el algoritmo A es mejor que el algoritmo B.
Los valores p para las dimensiones 1 a 13 se muestran en la Tabla 5.1. A
partir de la dimensio´n 10 se tiene p < 0.05 = 5%, con lo cual la hipo´tesis
nula de p = q = 0.5 puede ser rechazada en un nivel de significacio´n del
5%. La presentacio´n de los resultados para d = {14, 15 . . . , 256} se omitio´ por
razones de espacio. No obstante, se verifico´ que la posibilidad de rechazo de la
hipo´tesis nula al 5% de significacio´n no cambia en las dimensiones superiores.
Los resultados demuestran que las diferencias entre los algoritmos NFL y NN
son estad´ısticamente significativas a partir de la dimensio´n 10. Por lo tanto,
para d ≥ 10 puede decirse que el clasificador NFL es mejor que el clasificador
NN.
Comparacio´n entre los clasificadores NFP y NFL: Sea A el algoritmo de
clasificacio´n NFP y sea B el algoritmo de clasificacio´n NFL. Supo´ngase que no
se esperan diferencias significativas entre los algoritmos, entonces p = q = 0.5
40
Tabla 5.1. Prueba binomial. Clasificadores NFL y NN para clasifi-
cacio´n de arritmias.
Dimensio´n n s Valor p Rechaza H0
(unilateral)
1 375 78 1.0000 No
2 420 71 1.0000 No
3 276 33 1.0000 No
4 208 34 1.0000 No
5 131 31 1.0000 No
6 75 24 0.9995 No
7 58 21 0.9876 No
8 37 20 0.3714 No
9 42 25 0.1400 No
10 27 21 0.0030 Si
11 23 19 0.0013 Si
12 23 19 0.0013 Si
13 24 18 0.0113 Si
y se plantean las siguientes hipo´tesis:
H0 : p = q = 0.5; los algoritmos son igualmente precisos,
H1 : p > 0.5; el algoritmo A es mejor que el algoritmo B.
Los valores p para las dimensiones 1 a 13 y 39 a 41 se muestran en la Tabla
5.2. La hipo´tesis nula de p = q = 0.5 no puede ser rechazada —en ninguna
dimensio´n— para un nivel de significacio´n del 5% y el valor p no cambia a
partir de la dimensio´n 40.
Los resultados anteriormente obtenidos demuestran que las diferencias entre
los algoritmos NFP y NFL son estad´ısticamente no significativas. Por lo tanto,
se puede concluir que los clasificadores NFP y NFL podr´ıan ser igualmente
precisos para la clasificacio´n de arritmias.
Comparacio´n entre los clasificadores NFP y NN: Sea A el algoritmo de
clasificacio´n NFP y sea B el algoritmo de clasificacio´n NN. Supo´ngase que no
se esperan diferencias significativas entre los algoritmos, entonces p = q = 0.5
y se plantean las siguientes hipo´tesis:
H0 : p = q = 0.5; los algoritmos son igualmente precisos,
H1 : p > 0.5; el algoritmo A es mejor que el algoritmo B.
Los valores p para las dimensiones 1 a 25 se muestran en la Tabla 5.3. A partir
de la dimensio´n 24 se tiene p < 0.05 = 5%, la hipo´tesis nula de p = q = 0.5
puede ser rechazada en un nivel de significacio´n del 5%. La presentacio´n de
los resultados para d = {26, 27 . . . , 256} se omitio´ por razones de espacio. No
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Tabla 5.2. Prueba binomial. Clasificadores NFP y NFL para clasifi-
cacio´n de arritmias.
Dimensio´n n s Valor p Rechaza H0
(unilateral)
1 158 73 0.8495 No
2 404 13 1.0000 No
3 705 38 1.0000 No
4 514 39 1.0000 No
5 304 32 1.0000 No
6 236 23 1.0000 No
7 159 14 1.0000 No
8 103 14 1.0000 No
9 91 14 1.0000 No
10 58 7 1.0000 No
11 49 7 1.0000 No
12 37 8 0.9999 No
13 27 8 0.9904 No
...
...
...
...
...
39 11 5 0.7256 No
40 9 5 0.5000 No
41 9 5 0.5000 No
...
...
...
...
...
obstante, se verifico´ que la posibilidad de rechazo de la hipo´tesis nula al 5% de
significacio´n no cambia en las dimensiones superiores. Los resultados demues-
tran que las diferencias entre los algoritmos NFP y NN son estad´ısticamente
significativas a partir de la dimensio´n 22. Para d ≥ 22 puede decirse que el
clasificador NFP es mejor que el clasificador NN.
Por u´ltimo, en la Tabla 5.4, se presenta el nu´mero aproximado de ca´lculos de distan-
cia realizados por los tres clasificadores en la tarea de clasificacio´n de arritmias. Este
ca´lculo es aproximado porque se ha asumido que cada particio´n de entrenamiento y
cada particio´n de validacio´n posee el mismo nu´mero de ejemplos por clase. Lo anterior
no siempre es cierto ya que las particiones de cross-validacio´n se crean aleatoriamente.
Para evaluar las Ecuaciones (16), (19) y (25) se tienen en cuenta los siguientes
valores: C = 11 y nc = 90, ∀c. Los resultados anteriores muestran el nu´mero de ca´lculos
de distancia necesarios para clasificar un latido de una particio´n de validacio´n. Dado
que cada particio´n de validacio´n posee 110 latidos (10 por cada arritmia) y se tienen 10
particiones, el nu´mero total de ca´lculos de distancia para estimar el error de clasificacio´n
es 1100Nnn, 1100Nnfl o´ 1100Nnfp. El tiempo de ejecucio´n de un u´nico ca´lculo de
distancia se incrementa a medida que la dimensio´n —el nu´mero de caracter´ısticas—
crece.
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Tabla 5.3. Prueba binomial. Clasificadores NFP y NN para clasifi-
cacio´n de arritmias.
Dimensio´n n s Valor p Rechaza H0
(unilateral)
1 359 64 1.0000 No
2 674 9 1.0000 No
3 891 26 1.0000 No
4 608 16 1.0000 No
5 341 16 1.0000 No
6 253 18 1.0000 No
7 183 18 1.0000 No
8 116 22 1.0000 No
9 95 20 1.0000 No
10 65 18 0.9999 No
11 52 16 0.9984 No
12 50 22 0.8389 No
13 39 20 0.5000 No
14 35 19 0.3679 No
15 29 18 0.1325 No
16 26 16 0.1635 No
17 28 17 0.1725 No
18 26 16 0.1635 No
19 25 16 0.1148 No
20 24 16 0.0758 No
21 25 17 0.0539 No
22 24 17 0.0320 Si
23 24 17 0.0320 Si
24 24 18 0.0113 Si
25 24 18 0.0113 Si
Tabla 5.4. Nu´mero de ca´lculos de distancia. Clasificacio´n de arritmias.
Nnn Nnfl Nnfp
990 44055 1292280
5.1.2. Reconocimiento de rostros
Las figuras 5.8, 5.9 y 5.10 muestran las precisiones de clasificacio´n en subespacios de
varias dimensiones, para los clasificadores NN, NFL y NFP respectivamente. Se puede
ver que el clasificador NN, frente al clasificador NFL, produce una mejor clasificacio´n
en los subespacios de menor dimensio´n (1, 2 y 3). No obstante, en las dimensiones
restantes, el clasificador NFL funciona significativamente mejor que el clasificador NN.
En las dimensiones 1 a 19, el clasificador NFL supera la precisio´n del clasificador NFP;
luego, a partir de la dimensio´n 20, el clasificador NFP se impone ligeramente sobre el
NFL.
De las comparaciones anteriores se puede deducir, a trave´s de la propiedad transitiva
de la desigualdad, que para las dimensiones 1, 2 y 3, el clasificador NN supera tambie´n al
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Figura 5.8. Precisio´n por dimensio´n del clasificador NN. Base de datos
de rostros
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Figura 5.9. Precisio´n por dimensio´n del clasificador NFL. Base de datos
de rostros
	
	
	
	
	
		
0
0.2
0.4
0.6
0.8
1
0 5 10 15 20 25 30 31 360
0.
02
25
0.
00
50
0.
02
00
0.
14
50
0.
34
25
0.
60
75
0.
77
75
0.
86
00
0.
89
00
0.
92
25
0.
94
50
0.
96
00
0.
96
25
0.
96
00
0.
96
25
0.
97
00
0.
97
50
0.
97
50
0.
97
25
0.
98
00
0.
97
75
0.
98
00
0.
98
00
0.
98
25
0.
98
25
0.
98
50
0.
98
50
0.
98
50
0.
98
50
0.
98
50
0.
98
50
0.
98
75
Dimensio´n
1-
E
rr
or
Figura 5.10. Precisio´n por dimensio´n del clasificador NFP. Base de
datos de rostros
clasificador NFP. E´sto tambie´n es cierto para las dimensiones 4 a 8. En las dimensiones
superiores o iguales a 9, el clasificador NFP supera al clasificador NN.
En la aplicacio´n de reconocimiento de rostros, se ha evaluado tambie´n la ecuacio´n
(33). Las Figuras 5.11, 5.12 y 5.13 muestran la funcio´n f , con wacc = 1 y wd = 1, para
44
los clasificadores NN, NFL y NFP respectivamente. El mayor nu´mero de caracter´ısticas
para un ma´ximo de f corresponde al clasificador NFP: d = 17, el mejor caso corresponde
al clasificador NFL que maximiza f en d = 9.
La figura 5.14 muestra la gra´fica scree de los primeros 17 valores propios, sus pro-
porciones de varianza y los 17 rostros propios correspondientes al subconjunto de en-
trenamiento #1 de la base de datos ORL. Debido a que los rostros propios son vectores
ortonormales, sus elementos deben ser acondicionados al intervalo [0, 255] y ser reorgani-
zados, mediante el proceso inverso al descrito en la figura 3.2, para poder ser visualizados
como ima´genes en escala de grises. Las proporciones de varianza, las gra´ficas scree y
los rostros propios para los restantes subconjuntos de cross-validacio´n se muestran en
las Figuras A.10 a A.18.
Se puede apreciar que para esta aplicacio´n de reconocimiento de rostros, el clasifi-
cador NN requiere ma´s varianza acumulada, i.e. el ma´ximo de f se presenta en una
dimensio´n mayor, que el clasificador NFL. Asimismo, el clasificador NFP requiere mayor
informacio´n que el clasificador NN. Obse´rvese tambie´n que el clasificador NFL tiene el
mayor valor de f = 0.9450.
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Figura 5.11. Funcio´n f por dimensio´n del clasificador NN. Base de
datos de rostros
Se realizaron las siguientes pruebas binomiales con el fin de encontrar conclusiones
con validez estad´ıstica acerca del desempen˜o de los clasificadores:
Comparacio´n entre los clasificadores NFL y NN: Sea A el algoritmo de
clasificacio´n NFL y sea B el algoritmo de clasificacio´n NN. Supo´ngase que no
se esperan diferencias significativas entre los algoritmos, entonces p = q = 0.5
y se plantean las siguientes hipo´tesis:
H0 : p = q = 0.5; los algoritmos son igualmente precisos,
H1 : p > 0.5; el algoritmo A es mejor que el algoritmo B.
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Figura 5.12. Funcio´n f por dimensio´n del clasificador NFL. Base de
datos de rostros
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Figura 5.13. Fitness por dimensio´n del clasificador NFP. Base de datos
de rostros
Los valores p para las dimensiones 1 a 7 se muestran en la Tabla 5.5. A partir de
la dimensio´n 4 se tiene p < 0.05 = 5%, la hipo´tesis nula de p = q = 0.5 puede
ser rechazada en un nivel de significacio´n del 5%. La presentacio´n de los resul-
tados para d = {8, 9 . . . , 360} se omitio´ por razones de espacio. No obstante,
se verifico´ tambie´n que la posibilidad de rechazo de la hipo´tesis nula al 5% de
significacio´n no cambia en las dimensiones superiores. Los resultados demues-
tran que las diferencias entre los algoritmos NFL y NN son estad´ısticamente
significativas a partir de la dimensio´n 4. Para d ≥ 4 puede decirse que el
clasificador NFL es mejor que el clasificador NN.
Comparacio´n entre los clasificadores NFP y NFL: Sea A el algoritmo de
clasificacio´n NFP y sea B el algoritmo de clasificacio´n NFL. Supo´ngase que no
se esperan diferencias significativas entre los algoritmos, entonces p = q = 0.5
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(a) Gra´fica scree.
Proporcio´n de Proporcio´n
Valor Propio varianza acumulada
1.0305E9 0.1786 0.1786
0.7335E9 0.1272 0.3058
0.3960E9 0.0687 0.3745
0.3248E9 0.0563 0.4308
0.2898E9 0.0502 0.4810
0.1976E9 0.0343 0.5153
0.1422E9 0.0247 0.5399
0.1376E9 0.0239 0.5638
0.1124E9 0.0195 0.5833
0.1058E9 0.0183 0.6016
0.0842E9 0.0146 0.6162
0.0812E9 0.0141 0.6303
0.0642E9 0.0111 0.6414
0.0614E9 0.0106 0.6521
0.0563E9 0.0098 0.6618
0.0518E9 0.0090 0.6708
0.0498E9 0.0086 0.6794
(b) Proporciones de Varianza.
(c) Primeros 17 rostros propios.
Figura 5.14. Valores y rostros propios de la primera particio´n de en-
trenamiento. Base de datos de rostros.
y se plantean las siguientes hipo´tesis:
H0 : p = q = 0.5; los algoritmos son igualmente precisos,
H1 : p > 0.5; el algoritmo A es mejor que el algoritmo B.
Los valores p para las dimensiones 1 a 17 se muestran en la Tabla 5.6. La
hipo´tesis nula de p = q = 0.5 no puede ser rechazada en un nivel de significacio´n
del 5%. Se omitio´ la presentacio´n de resultados para d = {18, 19 . . . , 360}; en
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Tabla 5.5. Prueba binomial. Clasificadores NFL y NN para la base de
datos de rostros
Dimensio´n n s Valor p Rechaza H0
(unilateral)
1 56 8 1.0000 No
2 135 18 1.0000 No
3 130 50 0.9968 No
4 97 60 0.0125 Si
5 84 56 0.0015 Si
6 62 48 0.0871E-4 Si
7 58 50 0.0001E-4 Si
estas dimensiones el menor valor p unilateral es 0.3125. Los resultados demues-
tran que las diferencias entre los algoritmos NFP y NFL son estad´ısticamente
no significativas.
Tabla 5.6. Prueba binomial. Clasificadores NFP y NFL para la base
de datos de rostros
Dimensio´n n s Valor p Rechaza H0
(unilateral)
1 19 8 0.8204 No
2 56 1 1.0000 No
3 222 4 1.0000 No
4 255 6 1.0000 No
5 206 5 1.0000 No
6 129 5 1.0000 No
7 81 8 1.0000 No
8 50 6 1.0000 No
9 34 1 1.0000 No
10 24 2 1.0000 No
11 16 3 0.9979 No
12 10 2 0.9893 No
13 8 1 0.9961 No
14 8 1 0.9961 No
15 8 1 0.9961 No
16 7 2 0.9375 No
17 7 4 0.5000 No
Comparacio´n entre los clasificadores NFP y NN: Sea A el algoritmo de
clasificacio´n NFP y sea B el algoritmo de clasificacio´n NN. Supo´ngase que no
se esperan diferencias significativas entre los algoritmos, entonces p = q = 0.5
y se plantean las siguientes hipo´tesis:
H0 : p = q = 0.5; los algoritmos son igualmente precisos,
H1 : p > 0.5; el algoritmo A es mejor que el algoritmo B.
Los valores p para las dimensiones 1 a 13 se muestran en la Tabla 5.7. A partir
de la dimensio´n 11 se tiene p < 0.05 = 5%, la hipo´tesis nula de p = q = 0.5
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puede ser rechazada en un nivel de significacio´n del 5%. La presentacio´n de
los resultados para d = {14, 15 . . . , 360} se omitio´ por razones de espacio. No
obstante, se verifico´ que la posibilidad de rechazo de la hipo´tesis nula al 5% de
significacio´n no cambia en las dimensiones superiores. Los resultados demues-
tran que las diferencias entre los algoritmos NFP y NN son estad´ısticamente
significativas a partir de la dimensio´n 10. Para d ≥ 10 puede decirse que el
clasificador NFP es mejor que el clasificador NN.
Tabla 5.7. Prueba binomial. Clasificadores NFP y NN para la base de
datos de rostros
Dimensio´n n s Valor p Rechaza H0
(unilateral)
1 59 8 1.0000 No
2 153 0 1.0000 No
3 256 6 1.0000 No
4 238 9 1.0000 No
5 202 17 1.0000 No
6 135 25 1.0000 No
7 89 33 0.9947 No
8 67 32 0.6873 No
9 67 36 0.3127 No
10 54 34 0.0380 Si
11 46 35 0.2678E-3 Si
12 41 33 0.0561E-3 Si
13 39 33 0.0071E-3 Si
Por u´ltimo, en la Tabla 5.8, se presentan el nu´mero aproximado de ca´lculos de
distancia realizados por los tres clasificadores en la tarea de reconocimiento de rostros.
Para evaluar las Ecuaciones (16), (19) y (25) se tienen en cuenta los siguientes valores:
C = 40 (40 individuos) y nc = 9 ∀c. Los resultados anteriores muestran el nu´mero de
ca´lculos de distancia necesarios para reconocer un rostro de un particio´n de validacio´n.
Dado que cada particio´n de validacio´n posee 40 rostros (1 por individuo) y se tienen 10
particiones, el nu´mero total de ca´lculos de distancia para estimar el error de clasificacio´n
es 400Nnn, 400Nnfl o´ 400Nnfp.
Tabla 5.8. Nu´mero de ca´lculos de distancia. Reconocimiento de rostros.
Nnn Nnfl Nnfp
360 1440 3360
5.2. Optimizacio´n de para´metros de control del SGA usando SVR
En esta seccio´n se presenta una modificacio´n del me´todo de optimizacio´n de para´metros
de control usando meta-algoritmo. Se ha incluido una etapa de regresio´n de vectores
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soporte (SVR) para modelar las interacciones de los para´metros de control y predecir
el desempen˜o del GA ante diferentes combinaciones {r, µ, χ}. En contraste con el
trabajo [65], adema´s de lograr una simplificacio´n del meta-algoritmo, se podra´ obtener
un modelo de la interaccio´n de los para´metros.
5.2.1. SVR para predecir y modelar la influencia de los para´metros de con-
trol
Emplear un meta-algoritmo consiste en ejecutar un GA de alto nivel que busca un
conjunto de para´metros o´ptimos para un GA de bajo nivel. El GA de alto nivel, o meta-
algoritmo gene´tico, se ejecuta sobre una poblacio´n cuyos individuos son codificaciones
de los para´metros de control, mientras que el algoritmo de bajo nivel es un GA regular
que usa los para´metros encontrados por el algoritmo de alto nivel. Sin embargo, un
inconveniente con este me´todo es su costo computacional [65]. En este trabajo se
propone incluir una SVR en el SGA de alto nivel. La superficie de regresio´n sera´ un
modelo de las interacciones de los para´metros.
La funcio´n de adaptabilidad del meta-algoritmo usa la SVR para predecir el de-
sempen˜o del SGA, dado un conjunto de para´metros Π = {r, µ, χ}. Es computacional-
mente menos costoso correr el SGA unas cuantas veces con diferentes combinaciones
de {r, µ, χ} y crear un modelo de la interaccio´n e influencia de los para´metros. Con el
fin de crear el modelo de regresio´n, se necesita crear un conjunto de entrenamiento de
la forma:
T = [A|y] (34)
donde,
A =


r0 µ0 χ0
r1 µ1 χ1
...
...
...
rn µn χn

 , y =


y0
y1
...
yn

 (35)
Se propone aproximar y ∈ Rm mediante una funcio´n de A de la forma:
y ≈ Aw + be (36)
El resultado de la SVR es una superficie de regresio´n [81] que determina los valores
aproximados para y:
yˆ = x′w + b, (37)
donde w es un nuevo vector de para´metros de control y b es una constante de la regresio´n.
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Creacio´n del conjunto de entrenamiento
Por cada funcio´n de prueba, se debe ejecutar el SGA n veces, cada una de ellas para
una combinacio´n espec´ıfica de Π. En cada una de las ejecuciones se medira´ el tiempo
de convergencia del GA. Los valores yi que debe aproximar la SVR sera´n:
y = 1− tconv
tmax
(38)
donde tconv es el tiempo de convergencia y tmax es el ma´ximo tiempo de convergencia
observado, despue´s de n ejecuciones del algoritmo. Los valores de entrenamiento son
generados aleatoriamente, distribuidos en los siguientes rangos: taman˜o de la poblacio´n
de 10 a 160; valores de tasa de mutacio´n entre 1 y 2−15 y tasa de cruzamiento entre
0.25 y 1.
Meta-algoritmo
El taman˜o de la poblacio´n se codificara´ usando 4 bits, las 16 cadenas representara´n
taman˜os de poblacio´n de 10 a 160 en incrementos de 10. La tasa de mutacio´n con los
siguientes 4 bits representando los valores de la forma 2−i para i = 0, ..., 15 y tasa de
cruzamiento entre 0.25 y 1 en incrementos de 0.05. El individuo completo se crea al
adjuntar las cadenas binarias correspondientes a los tres para´metros. El meta-algoritmo
evalu´a los para´metros sobre la superficie de regresio´n de la SVR.
5.2.2. Bases de datos y tiempo de autosintonizacio´n
Infortunadamente, el me´todo concebido para autosintonizar y modelar los para´metros
de control del SGA resulta impracticable en razo´n de los tiempos de ca´lculo. De hecho,
tanto para la base de datos de rostros como para la base de datos de arritmias, el
tiempo de ejecucio´n del SGA, para una combinacio´n espec´ıfica de {r, µ, χ}, tarda 9
h y 21.5 s en promedio3 durante el ca´lculo de 50 generaciones (este fue el criterio de
parada utilizado en los experimentos mostrados en §5.3) y de 5 a 7 d´ıas en alcanzar la
convergencia. Es importante anotar que se utilizo´ el clasificador NN —el clasificador
de caracter´ısticas ma´s cercanas de menor complejidad computacional. Debido a ello, la
creacio´n del conjunto de entrenamiento para la SVR, au´n utilizando varias ma´quinas
simulta´neamente, no es viable.
En la bu´squeda de una solucio´n al problema han surgido dos alternativas: la primera
de ellas consiste en evaluar el me´todo utilizando una base de datos mucho ma´s pequen˜a,
3Las pruebas se programaron en C, usando el compilador GNU g++ en Red Hat Linux 9. Las
ma´quinas utilizadas poseen 1GB de RAM y un procesador Pentium IV de 2GHz. Se aseguro´ que
todos los experimentos fueron aislados, i.e. no hab´ıan otras aplicaciones utilizando los recursos de las
ma´quinas al mismo tiempo.
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Tabla 5.9. Funciones de Prueba
Nombre Funcio´n L´ımites
F1 f1 =
∑2
i=1 x
2
i −5.12 ≤ xi ≤ 5.12
F2 f2 = 100(x
2
1 − x2)2 + (1− x1)2 −2.048 ≤ xi ≤ 2.048
F3 f3 =
∑5
i=1 int.(xi) −5.12 ≤ xi ≤ 5.12
F4 f4 =
∑30
i=1(ix
4
i +Gauss(0, 1)) −1.28 ≤ xi ≤ 1.28
F5 f5(xi) = 0.002 +
∑25
j=1
(
1
j +
∑
i=1 2(xi − aij)6
)
−65536 ≤ xi ≤ 65536
F6 f6 = 10V +
∑10
i=1(−xi sin
√|xi|), V = 4189.829101 −500 ≤ xi ≤ 500
F7 f7 = 20A+
∑20
i=1(x
2
i − 10 cos(2pixi)), A = 10 −5.12 ≤ xi ≤ 5.12
F8 f8 = 1 +
∑10
i=1
(
x2i
4000 −
∏10
i=1
(
cos
(
xi√
i
)))
−600 ≤ xi ≤ 600
tanto en la dimensio´n como en el nu´mero de muestras; esta metodolog´ıa reducir´ıa signi-
ficativamente los tiempos de ejecucio´n, pero podr´ıa arrojar resultados que no permitan
su generalizacio´n a otras bases de datos. La segunda consiste en utilizar funciones de
evaluacio´n comparativa o benchmarking [82] y, posteriormente, probar los para´metros
ajustados en los problemas de clasificacio´n de arritmias y rostros.
5.2.3. Validacio´n del me´todo de sintonizacio´n con funciones de evaluacio´n
comparativa
Existe un conjunto de funciones de prueba esta´ndar para evaluar el desempen˜o y com-
portamiento de un algoritmo gene´tico, denominadas funciones de evaluacio´n compara-
tiva. En [82] se presenta una revisio´n de las principales funciones de evaluacio´n que
deber´ıan ser consideradas en un estudio de sintonizacio´n de para´metros de algoritmos
gene´ticos. En la tabla 5.9 se muestran 8 funciones de optimizacio´n esta´ndar para rea-
lizar las pruebas. Se propone entonces encontrar los para´metros o´ptimos para el SGA
en la solucio´n de las funciones mostradas en la tabla 5.9. Los resultados obtenidos
con este me´todo se comparara´n con el tiempo de convergencia resultante al utilizar
los para´metros de control propuestos en [44], [45] y [46]. Posteriormente, se utilizara´
el mejor conjunto de para´metros Π para las funciones de evaluacio´n comparativa y se
utilizara´n, en una nueva ejecucio´n del SGA, para la seleccio´n de caracter´ısticas en clasi-
ficacio´n de arritmias y reconocimiento de rostros. Esta prueba servira´ para observar el
desempen˜o de los para´metros o´ptimos en tareas de clasificacio´n.
El disen˜o y la ejecucio´n de las pruebas, con las funciones de evaluacio´n comparativa
y la posterior ejecucio´n sobre las bases de datos de arritmias y rostros, sobrepasan los
l´ımites de cronograma a los cuales esta´ sujeto este trabajo. Por lo tanto, se llevara´n a
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cabo con la colaboracio´n de otros estudiantes del Grupo de Control y Procesamiento
Digital de Sen˜ales.
5.3. Algoritmo de la mejor base y algoritmo gene´tico simple para clasifi-
cacio´n y reconocimiento
5.3.1. Clasificacio´n de arritmias
Un latido normal promedio tiene una duracio´n de 700 ms [83]. La base de datos MIT-
BIH esta´ muestreada a 360 Hz, de modo que con 256 muestras centradas en el QRS es
posible tener una ventana de 700 ms como se muestra en la figura 5.15. La extraccio´n
de caracter´ısticas wavelet se realizo´ mediante un DWPA perio´dico hasta el tercer nivel
de descomposicio´n. El tercer nivel de descomposicio´n ofrece un compromiso aceptable
entre el ma´ximo nivel de descomposicio´n (8 niveles para este caso) y la longitud de
la sen˜al. En la figura 5.16 se aprecia la estructura general del a´rbol binario de la
descomposicio´n. La funcio´n de costo de informacio´n seleccionada para realizar la
0 255
700 ms
1
Figura 5.15. Latido de duracio´n normal.
extraccio´n de caracter´ısticas fue la funcio´n ml2logl2 o funcio´n de costo de entrop´ıa, que
se menciona en [5] como la medida ma´s adecuada para la extraccio´n de caracter´ısticas.
Sin embargo, a diferencia del me´todo descrito en §3.2.1, se ha buscado con el SGA dentro
del diccionario completo de descomposicio´n; es decir, se ha utilizado una modificacio´n
de la metodolog´ıa de rastreo de base, cambiando la funcio´n de costo de informacio´n.
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S=0: 0 F=0 255
S=1: 0 F=0 127 128 F=1 255
S=2: 0 F=0 63 64 F=1 127 128 F=2 191 192 F=3 255
...
...
S=3: F=0 F=1 F=2 F=3 F=4 F=5 F=6 F=7
Figura 5.16. Estructura del DWPA perio´dico.
Debido a los inconvenientes de tiempo de procesamiento mencionados en §5.2.2, los
para´metros de control del SGA se debieron ajustar en los siguientes valores: χ = 0.9,
µ = 0.01, r = 16 y 50 generaciones, aunque se ha dejado habilitada la convergencia como
criterio de parada. Los dema´s aspectos de configuracio´n del SGA fueron los siguientes:
inicializacio´n de poblacio´n aleatoria, seleccio´n de ruleta, cruzamiento simple, mutacio´n
por inversio´n de bit y elitismo debido a que se desea obtener el mejor individuo —el
mejor subconjunto de caracter´ısticas— de todas las poblaciones.
El procedimiento de seleccio´n de caracter´ısticas wavelet consiste en encontrar el
mejor cromosoma o individuo o´ptimo, donde cada bit esta´ asociado a una caracter´ıstica.
Si el i-e´simo bit del cromosoma es igual a 1, entonces la i-e´sima caracter´ıstica parti-
cipa en la clasificacio´n; si el bit es 0, entonces la correspondiente caracter´ıstica no
participa. Cada subconjunto resultante fue evaluado de acuerdo con la ecuacio´n (33)
usando u´nicamente el clasificador NN debido a las restricciones en el tiempo de ca´lculo.
En la tabla 5.10 se muestran los resultados obtenidos con el SGA. El filtro ortogonal
Tabla 5.10. Seleccio´n de caracter´ısticas wavelet. Base de datos de arritmias.
Filtro Dimensio´n Precisio´n f Tiempo
C06 4 0.884304 0.868679 8 h 47 min 44 s
C12 5 0.863153 0.843622 8 h 53 min 54 s
C18 7 0.905313 0.877969 8 h 50 min 40 s
C24 6 0.882613 0.859175 9 h 3 min 36 s
C30 6 0.865512 0.842074 8 h 27 min 48 s
D02 5 0.896591 0.877060 8 h 53 min 6 s
D04 4 0.893395 0.877770 8 h 53 min 41 s
D06 4 0.903395 0.887770 8 h 45 min 18 s
D08 4 0.902486 0.886861 9 h 4 min 32 s
D10 4 0.904304 0.888679 8 h 52 min 31 s
D12 4 0.902486 0.886861 8 h 46 min 43 s
D14 4 0.896122 0.880497 8 h 37 min 43 s
D16 4 0.890668 0.875043 9 h 4 min 51 s
D18 4 0.894304 0.878679 8 h 48 min 55 s
D20 4 0.902486 0.886861 11 h 14 min 20 s
Nota: C: Coifman, D: Daubechies.
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D10 presento´ el mayor valor de la funcio´n f . Sin embargo, este valor es inferior al
obtenido con PCA y el clasificador NN (ver figura 5.4).
5.3.2. Reconocimiento de rostros
En la clasificacio´n de arritmias fue posible realizar la extraccio´n de caracter´ısticas me-
diante el algoritmo de la mejor base y usar el SGA para la seleccio´n efectiva debido a la
dimensio´n relativamente baja del problema (D = 256). En contraste, el reconocimiento
de rostros siguiendo esta misma metodolog´ıa se torna impracticable. Aunque el algo-
ritmo de la mejor base bidimensional tiene una complejidad O(N logN) para el ca´lculo
de los coeficientes wavelet packet y una complejidad4 O(N) con constante pequen˜a en
la bu´squeda y extraccio´n de la mejor base, el espacio de bu´squeda del SGA es dema-
siado grande para ser implementado sin te´cnicas de computacio´n de alto desempen˜o.
De hecho, la ejecucio´n del SGA sobre la totalidad de los coeficientes wavelet implica un
espacio de bu´squeda de 2128×128 = 216384 posibles combinaciones. La evaluacio´n de la
funcio´n de adaptabilidad para cada combinacio´n evaluada consistir´ıa en la realizacio´n
de una clasificacio´n con validacio´n cruzada de conjuntos de datos cuya dimensio´n puede
variar entre 1 y 16384.
Para reducir el espacio de bu´squeda del SGA es necesario hacer una reduccio´n pre-
via del nu´mero de caracter´ısticas wavelet. Calculando un a´rbol binario de varianzas
para los coeficientes wavelet packet y ordenando los vectores de la mejor base en or-
den decreciente de varianza, se puede reducir el nu´mero de caracter´ısticas al retener
u´nicamente los vectores de la mejor base que capturan la mayor parte de la varianza
del conjunto original. Esta te´cnica se conoce como la transformada Karhunen - Loe`ve
aproximada, la cual, como se mostrara´ detalladamente a continuacio´n, es una forma
equivalente y computacionalmente menos compleja para calcular la transformacio´n de
rostros propios.
La transformada KL aproximada: un ca´lculo ra´pido de rostros propios
Los algoritmos 1 y 3 tienen un enfoque algebraico: buscan los valores y vectores propios
de una matriz de covarianza D × D o´ N × N respectivamente. Este enfoque tiene
una complejidad aritme´tica alta porque la solucio´n cla´sica de los sistemas propios,
mediante el algoritmo de descomposicio´n en valores singulares5 o SVD es del orden
4Se asume una sen˜al perio´dica bidimensional de taman˜o N = 22L, donde L es el ma´ximo nivel de
descomposicio´n, en el cual cada subespacio tiene un solo elemento. Dado que las ima´genes de la base
de datos ORL tienen un taman˜o de 112× 112 pixeles, su extensio´n perio´dica ma´s cercana es 128× 128
pixeles. As´ı, L = 7 y N = 214.
5En este estudio se utilizo´ la solucio´n cla´sica para los sistemas propios disponible en la librer´ıa cient´ıfica
GNU [84]. Existen sofisticadas rutinas en LAPACK [85] para la solucio´n de sistemas propios de
grandes matrices.
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O(d3); particularmente, O(D3) para PCA y O(N3) para rostros propios. No obstante,
el algoritmo SVD puede ser reemplazado con un me´todo de mejor base aproximado [5]
que tiene una complejidad de O(d2 log d).
El me´todo aproximado permite calcular de manera ra´pida la transformada KL. Los
pasos que se deben seguir son los siguientes [5]:
(1) Obtener la imagen promedio y restarla de cada rostro, la imagen resultante se
denomina caricatura.
(2) Expandir cada caricatura en wavelet packets bidimensionales hasta el ma´ximo
nivel posible y organizar las secuencias resultantes en un a´rbol binario, como
los mostrados en la figuras 2.1 y 5.16.
(3) Sea {λ(n)sf (p)} la secuencia de coeficientes en el bloque F del nivel S del a´rbol,
para la sen˜al Xn. Sumar entonces los coeficientes de los N a´rboles de sen˜al en
dos a´rboles acumuladores:
• El a´rbol de medias, el cual contiene el valor∑N−1n=0 λ(n)sf (p) en la posicio´n p
del bloque f en el nivel s, y as´ı sucesivamente;
• El a´rbol de cuadrados, el cual contiene ∑N−1n=0 [λ(n)sf (p)]2 en la posicio´n p
del bloque f en el nivel s, y as´ı sucesivamente.
(4) Para todas las sen˜ales Xn, generar el a´rbol binario de varianzas, mediante la
siguiente estimacio´n:
σ2sf (X, p)
def
=
1
N
N−1∑
n=0
[
λ
(n)
sf (p)
]2
−
[
1
N
N−1∑
n=0
λ
(n)
sf (p)
]2
, (39)
en el ı´ndice p del bloque f en el nivel s.
(5) Buscar la mejor base en el a´rbol de varianza, minimizando el logaritmo de la
energ´ıa. Para ello se debe usar la funcio´n de costo de informacio´n log `2:
H(Vjn)
def
=
d/2j−1∑
k=0
log σ2jn(X, k). (40)
Sea U la mejor base en el a´rbol de varianza; e´sta se denomina la mejor base
conjunta. Se denota tambie´n por U la matriz ortogonal d× d que corresponde
a la base ortonormal respectiva.
(6) Ordenar los vectores de la mejor base, los cuales se encuentran ubicados en las
filas de U, en orden descendiente de varianza.
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(7) Proyectar X sobre la submatriz X′ =

 U1...
Ud′

. La matriz de datos proyectados
se denomina X′.
(8) Se calcula la matriz de covarianza para los datos proyectados:
M ′ij =
1
N
N∑
n=1
U ′iX˜
′
nU
′
jX˜
′
n. (41)
donde X˜ ′n = X
′
n − E[X ′], i = 1, . . . , d, j = 0, 1, . . . , d− 1.
(9) Diagonalizar M ′. Entonces la matriz de vectores propios de M ′ es la matriz de
mapeo de la transformada Karhunen-Loe`ve aproximada.
Ca´lculo ra´pido de rostros propios y seleccio´n con SGA
El me´todo de la transformada KL aproximada se utilizo´ para calcular los rostros pro-
pios con un costo computacional inferior. La dimensio´n se redujo hasta 360 carac-
ter´ısticas; es decir, hasta la dimensio´n de salida del procedimiento convencional de
rostros propios. Posteriormente se utilizo´ el SGA para realizar la seleccio´n de carac-
ter´ısticas, con los mismos para´metros de configuracio´n utilizados en §5.3.1. Al final
de las 50 generaciones, el mejor individuo obtenido corresponde a la cadena binaria
1111011110111000011010000111010 . . . 0, con un valor de 0.872361 para la funcio´n f y
una precisio´n de clasificacio´n de 0.9225 para el clasificador NN. En la figura 5.17 se
muestran los rostros propios asociados a las caracter´ısticas seleccionadas con el SGA.
Figura 5.17. Rostros seleccionados por el SGA.
Tanto la precisio´n como el valor de la funcio´n f fueron superiores a los obtenidos con
la seleccio´n secuencial utilizada en el ca´lculo convencional de rostros propios: 0.8642
para la funcio´n f y una precisio´n de 0.8976 (figura 5.11). Asimismo, los resultados para
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esta misma cadena binaria utilizando los otros dos clasificadores (ver tabla 5.11) fue
superior a la reportada en las figuras 5.12 y 5.13.
Tabla 5.11. Seleccio´n de rostros propios con SGA
Clasificador f Precisio´n
NN 0.8724 0.9225
NFL 0.9451 0.9952
NFP 0.9320 0.9821
Estos resultados demuestran que el SGA es una herramienta adecuada para realizar
la seleccio´n de caracter´ısticas y que las componentes principales en su orden natural no
corresponden necesariamente a las componentes ma´s discriminantes.
Finalmente, se puede utilizar el mismo me´todo de ca´lculo de la transformada KL,
usando el algoritmo de la mejor base, para calcular PCA de forma ra´pida. Se aplico´
este procedimiento a la base de datos de arritmias y se obtuvo la cadena binaria
0101110100100000010 . . . 0, con f = 0.959592 y una precisio´n de clasificacio´n de 0.9869
para el clasificador NN. En la tabla 5.12 se muestran los resultados de clasificacio´n
utilizando las caracter´ısticas asociadas a dicha cadena binaria. Todos los resultados
superan los reportados con la seleccio´n convencional de componentes principales, re-
portados en las figuras 5.4–5.6.
Tabla 5.12. Seleccio´n de componentes principales con SGA
Clasificador f Precisio´n
NN 0.9596 0.9869
NFL 0.9612 0.9885
NFP 0.9469 0.9742
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6. Conclusio´n
En este trabajo se ha presentado un me´todo de extraccio´n de caracter´ısticas wavelet
mediante el algoritmo de la mejor base, incluyendo seleccio´n de caracter´ısticas con un
algoritmo gene´tico simple. La extraccio´n de caracter´ısticas wavelet resulta muy u´til
como me´todo ra´pido para el ca´lculo de PCA y rostros propios. La seleccio´n con SGA
permite encontrar las caracter´ısticas ma´s discriminantes; sin embargo, es un me´todo
muy costoso computacionalmente.
Uno de las observaciones ma´s notables de la metodolog´ıa de extraccio´n de carac-
ter´ısticas con el algoritmo de la mejor base fue la confirmacio´n de la importancia del
desarrollo de un filtro ortogonal adecuado a cada tipo de sen˜al. Los resultados obtenidos
con los filtros Coifman y Daubechies presentaron resultados inferiores a los obtenidos
con ana´lisis de componentes principales. Sin embargo, el ca´lculo ra´pido de la transfor-
mada KL mediante el algoritmo de la mejor base fue de gran utilidad en la reduccio´n
de la complejidad computacional.
Se propuso un me´todo para optimizar y crear un modelo de la interaccio´n de los
para´metros de control del algoritmo gene´tico simple, usando regresio´n de vectores so-
porte. La dimensio´n de las bases de datos utilizadas en este trabajo impidio´ implemen-
tar el me´todo sobre ellas, debido a las grandes exigencias de procesamiento. Se planteo´
entonces una alternativa para realizar un estudio de sintonizacio´n y modelado de los
para´metros de control, utilizando funciones de evaluacio´n comparativa.
Los experimentos han mostrado que el clasificador NFL es el ma´s adecuado, con-
siderando la precisio´n, la cantidad de informacio´n (varianza) necesaria y el nu´mero de
ca´lculos de distancia. Aunque las relaciones establecidas en §2.4.4 anticipan un mejor
funcionamiento del clasificador NFP, las pruebas binomiales demostraron que la supe-
rioridad del clasificador NFP no es estad´ısticamente significativa. En consecuencia, el
aumento de la cantidad de ca´lculos de distancia no se ve compensado con un aumento
significativo de la precisio´n.
La seleccio´n de caracter´ısticas con el algoritmo gene´tico simple constituye un me´todo
de bu´squeda adecuado para caracterizar e interpretar las componentes principales. Es
posible, por ejemplo, darle una interpretacio´n subjetiva al contenido codificado en cada
uno de los rostros propios asociados a la cadena binaria seleccionada por el SGA.
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A. Valores propios
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(a) Gra´fica scree.
Proporcio´n de Proporcio´n
Valor Propio varianza acumulada
1.3265E6 0.4581 0.4581
0.5939E6 0.2051 0.6632
0.3356E6 0.1159 0.7791
0.1590E6 0.0549 0.8340
0.1244E6 0.0430 0.8770
0.0947E6 0.0327 0.9097
0.0502E6 0.0173 0.9270
0.0382E6 0.0132 0.9402
0.0328E6 0.0113 0.9515
0.0213E6 0.0074 0.9589
0.0204E6 0.0070 0.9659
0.0188E6 0.0065 0.9724
0.0131E6 0.0045 0.9769
(b) Proporciones de Varianza.
Figura A.1. Valores propios de la segunda particio´n de entrenamiento.
Base de datos de arritmias.
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(a) Gra´fica scree.
Proporcio´n de Proporcio´n
Valor Propio varianza acumulada
1.2848E6 0.4591 0.4591
0.5558E6 0.1986 0.6577
0.3171E6 0.1133 0.7710
0.1566E6 0.0559 0.8269
0.1258E6 0.0449 0.8719
0.0936E6 0.0334 0.9053
0.0516E6 0.0184 0.9237
0.0387E6 0.0138 0.9376
0.0334E6 0.0119 0.9495
0.0237E6 0.0085 0.9580
0.0203E6 0.0073 0.9653
0.0188E6 0.0067 0.9720
0.0128E6 0.0046 0.9765
(b) Proporciones de Varianza.
Figura A.2. Valores propios de la tercera particio´n de entrenamiento.
Base de datos de arritmias.
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(b) Proporciones de Varianza.
Figura A.3. Valores propios de la cuarta particio´n de entrenamiento.
Base de datos de arritmias.
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(a) Gra´fica scree.
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0.0236E6 0.0083 0.9594
0.0191E6 0.0068 0.9662
0.0179E6 0.0063 0.9725
0.0127E6 0.0045 0.9770
(b) Proporciones de Varianza.
Figura A.4. Valores propios de la quinta particio´n de entrenamiento.
Base de datos de arritmias.
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0.0177E6 0.0062 0.9727
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(b) Proporciones de Varianza.
Figura A.5. Valores propios de la sexta particio´n de entrenamiento.
Base de datos de arritmias.
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(a) Gra´fica scree.
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(b) Proporciones de Varianza.
Figura A.6. Valores propios de la se´ptima particio´n de entrenamiento.
Base de datos de arritmias.
62




0 1 2 3 4 5 6 7 8 9 10 11 12 13
0
1.
31
14
E
6
0.
61
29
E
6
0.
34
21
E
6
0.
16
26
E
6
0.
12
50
E
6
0.
10
02
E
6
0.
05
18
E
6
0.
03
89
E
6
0.
03
37
E
6
0.
02
41
E
6
0.
02
08
E
6
0.
01
91
E
6
0.
01
36
E
6
Nu´mero del Valor Propio
T
am
an˜
o
d
el
V
al
or
P
ro
p
io
(a) Gra´fica scree.
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(b) Proporciones de Varianza.
Figura A.7. Valores propios de la octava particio´n de entrenamiento.
Base de datos de arritmias.
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(b) Proporciones de Varianza.
Figura A.8. Valores propios de la novena particio´n de entrenamiento.
Base de datos de arritmias.
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(b) Proporciones de Varianza.
Figura A.9. Valores propios de la de´cima particio´n de entrenamiento.
Base de datos de arritmias.
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(b) Proporciones de Varianza.
(c) Primeros 17 rostros propios.
Figura A.10. Valores y rostros propios de la segunda particio´n de en-
trenamiento. Base de datos de rostros.
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(b) Proporciones de Varianza. (c) Primeros 17 rostros propios.
Figura A.11. Valores y rostros propios de la tercera particio´n de entre-
namiento. Base de datos de rostros.
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(b) Proporciones de Varianza. (c) Primeros 17 rostros propios.
Figura A.12. Valores y rostros propios de la cuarta particio´n de entre-
namiento. Base de datos de rostros.
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(b) Proporciones de Varianza. (c) Primeros 17 rostros propios.
Figura A.13. Valores y rostros propios de la quinta particio´n de entre-
namiento. Base de datos de rostros.
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(b) Proporciones de Varianza. (c) Primeros 17 rostros propios.
Figura A.14. Valores y rostros propios de la sexta particio´n de entre-
namiento. Base de datos de rostros.
69
fifi
fi
fi
fi
fi
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17
0
1.
00
59
E
9
0.
73
97
E
9
0.
39
47
E
9
0.
31
18
E
9
0.
28
77
E
9
0.
19
53
E
9
0.
14
18
E
9
0.
13
36
E
9
0.
11
12
E
9
0.
10
59
E
9
0.
08
33
E
9
0.
08
10
E
9
0.
06
41
E
9
0.
06
12
E
9
0.
05
73
E
9
0.
05
19
E
9
0.
05
01
E
9
Nu´mero del Valor Propio
T
am
an˜
o
d
el
V
al
or
P
ro
p
io
(a) Gra´fica scree.
Proporcio´n de Proporcio´n
Valor Propio varianza acumulada
1.0059E9 0.1758 0.1758
0.7397E9 0.1293 0.3051
0.3947E9 0.0690 0.3741
0.3118E9 0.0545 0.4286
0.2877E9 0.0503 0.4788
0.1953E9 0.0341 0.5130
0.1418E9 0.0248 0.5378
0.1336E9 0.0233 0.5611
0.1112E9 0.0194 0.5805
0.1059E9 0.0185 0.5990
0.0833E9 0.0146 0.6136
0.0810E9 0.0142 0.6278
0.0641E9 0.0112 0.6389
0.0612E9 0.0107 0.6496
0.0573E9 0.0100 0.6596
0.0519E9 0.0091 0.6687
0.0501E9 0.0088 0.6775
(b) Proporciones de Varianza. (c) Primeros 17 rostros propios.
Figura A.15. Valores y rostros propios de la se´ptima particio´n de en-
trenamiento. Base de datos de rostros.
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(b) Proporciones de Varianza. (c) Primeros 17 rostros propios.
Figura A.16. Valores y rostros propios de la octava particio´n de entre-
namiento. Base de datos de rostros.
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(b) Proporciones de Varianza. (c) Primeros 17 rostros propios.
Figura A.17. Valores y rostros propios de la novena particio´n de en-
trenamiento. Base de datos de rostros.
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(b) Proporciones de Varianza. (c) Primeros 17 rostros propios.
Figura A.18. Valores y rostros propios de la de´cima particio´n de en-
trenamiento. Base de datos de rostros.
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