In this paper, we introduce the Theory of Bottleneck Ordering, a mathematical framework that reveals the bottleneck structure of data networks. This theoretical framework provides insights into the inherent topological properties of a network in at least three areas: (1) It identifies the regions of influence of each bottleneck;
INTRODUCTION
Congestion control algorithms such as those implemented in TCP/IP stacks focus on two general objectives: (1) Maximizing network utilization and (2) ensuring fairness among flows competing for network bandwidth [3] . For the past three decades since the first congestion control algorithm was implemented as part of the TCP protocol [13] , many different variations have been designed, implemented and extensively put into practice to help address these two objectives. In this context, it is well-known that regardless of the complexity of a communication path, the performance of a flow is uniquely determined by the capacity of its bottleneck link and its end-to-end round trip time (RTT) [2, 13] . This funnel view has steered much of the research towards the singlebottleneck characterization problem (e.g., [3] , [13] , [2] , [25] ), leading to the implicit assumption that bottlenecks in a network have a flat structure, and inadvertently hiding the need for a better understanding of bottlenecks in distributed networks.
While the problem of characterizing the influences and relationships existing between bottlenecks has not been addressed from a formal and practical standpoint, it has naturally not been fully omitted from the literature. For instance, in [16] the authors refer to the bottleneck relationships as dependency chains and observe that performance perturbations of bottleneck links may affect other bottleneck links, "potentially weaving through all links in the network", but do not address the problem of formally identifying the hidden structure that controls such perturbations.
To address this subject, in this paper we introduce the Theory of Bottleneck Ordering, a framework that, by revealing the bottleneck structure of a network, describes (qualitatively and quantitatively) the influence that bottlenecks exert on each other. We then use three well-known congestion control algorithms to validate whether bottlenecks and flows in real networks behave as predicted by the theory. To get a broader sense of how the theory performs, we choose representatives from two widely used classes of congestion control algorithms: BBR from the class of congestion-based algorithms [2] , and Cubic and Reno [7, 10] from the class of loss-based additive-increase/multiplicative-decrease (AIMD) algorithms. The key contributions of this paper can be summarized as follows:
• Real networks qualitatively behave as predicted by the Theory of Bottleneck Ordering. Thus, the proposed framework can be used as a tool to understand bottleneck and flow performance. (Section 3.1.) • Bottlenecks do not interact and influence each other following a flat structure, but rather through a structure described by the bottleneck precedence graph (BPG) as introduced in this paper. (Sections 2.4 and 3.1.) • Similarly, flows interact and influence each other through a structure described by the flow gradient graph, also introduced in this paper. (Sections 2.6 and 3.3.) • Congestion control algorithms that can identify the bottleneck structure of the network perform significantly better in key metrics such as (1) flow completion time, (2) fairness, and (3) total throughput. The proposed theory can thus be used as a framework to evaluate the performance of various congestion control algorithms, helping to understand their capabilities and limitations in a rigorous approach, and providing a benchmark against an optimal baseline. (Sections 2.5, 3.1, 3.2, and 3.4.) • Differences in the round trip time can distort the bottleneck structure of a network. Depending on such differences, congestion-window based algorithms such as Cubic and Reno that are sensitive to RTT may not be able to identify the bottleneck structure; as a result, they perform poorly in the above-mentioned key performance metrics. (Section 3.2.) • Congestion-based algorithms such as BBR that are more resilient to variations of RTT can identify the bottleneck structure and thus achieve significantly better performance. This This paper is organized as follows. The Theory of Bottleneck Ordering is formally developed in Section 2. In 2.1 and 2.2, we introduce its core concepts by using some initial simple examples and develop the idea of bottleneck information as a distributed transmission problem. Section 2.3 formally introduces the concepts of direct and indirect precedent link relations, the key building blocks to construct the bottleneck structure of a network. This allows us to introduce and analyze the bottleneck precedence graph (BPG) algorithm in Section 2.4, the procedure that computes the bottleneck structure of a network. In 2.5, we establish the mathematical connection between the bottleneck structure of a network and the minimum convergence time of a distributed congestion control algorithm, while in 2.6 we extend the bottleneck structure model to include flow information. Section 3 provides experiments to validate the existence of bottleneck structures in modern data networks and to illustrate how the Theory of Bottleneck Ordering can be used to optimize network performance. Assumptions, generalizations, and the practical implications of our work are presented in Section 4, while Section 5 summarizes related work. We conclude the paper by summarizing the main results and presenting future lines of research in Section 6.
THE THEORY OF BOTTLENECK ORDERING

Transmission of Bottleneck Information
It is well-known that regardless of how many links a connection traverses, "from TCP's viewpoint an arbitrarily complex path behaves as a single link with the same round-trip time and bottleneck rate" [2, 13] . What is less well-understood is the fact that not all bottleneck links are of equal importance. To provide some intuition to this argument, let us consider some initial simple network examples.
Consider the network configurations illustrated in Figures 1-a, 2 -a and 3-a. In these three drawings, links are represented by circles and flows by lines traversing the links. Each link l i has a capacity c i bps while each flow f i transmits data at a rate r i bps. For instance, Figure 1 -a corresponds to the case of a single bottleneck link, l 1 , with two flows, f 1 and f 2 . Since the capacity of the link is c 1 = 1 bps, each flow can transmit data at 0.5 bps. This value is typically referred as the link's fair share [3] , which we denote as s 1 = 0.5 bps. Thus, we trivially have r 1 = r 2 = s 1 = 0.5 bps. Note that while other allocation schemes could result in flow transmission rates different than the fair share, since the existence of bottleneck links is a fundamental invariant in all of these schemes, the theoretical framework described in this paper is applicable without loss of generality. The bottleneck structure of a single link network is thus a trivial graph with just one vertex corresponding to the only link, as shown in Figure 1 
Consider now the network configuration in Figure 2 -a, corresponding to two links and three flows. Link l 1 is the most constrained since it has a lower fair share than link l 2 (s 1 = 0.5 while s 2 = 1). Thus, the transmission rates of flows f 1 and f 2 are determined by this link, taking a value equal to its fair share: r 1 = r 2 = s 1 = 0.5. Once these two flow rates settle, then flow f 3 's rate can be 59:4 Jordi Ros-Giralt et al. determined as follows: since flow f 2 has a rate r 2 = 0.5, flow f 3 will take the excess capacity left in link l 2 , corresponding to s 2 = 2 − 0.5 = 1.5. In other words, since flow f 3 is bottlenecked at link l 2 , f 3 's rate corresponds to link l 2 's fair share after the rates of all other flows, which go through l 2 and are bottlenecked at another link, have been subtracted from its capacity. (Note that this rate assignment is also known in the literature as the max-min solution and can be computed using a water-filling algorithm [1] .)
While this network configuration is still very simple, an interesting question arises from its topological structure: Are both bottleneck links l 1 and l 2 equally important with regards to the overall performance of the network? For instance, it is easy to see that the derivative of s 2 with respect to c 1 is 0.5, ∂s 2 /∂c 1 = 0.5, while the derivative of s 1 with respect to c 2 is 0, ∂s 1 /∂c 2 = 0. This implies the performance of link l 2 (measured in terms of its fair share) depends on the performance of link l 1 , but not vice-versa, thus revealing a notion of hierarchy or ordering between these two bottleneck links. The bottleneck structure we formally introduce in this paper is a graph that captures these relationships.
An intuitive way of understanding the bottleneck structure of a network involves modeling the bottleneck links as nodes communicating with each other, where these nodes implement a distributed congestion control algorithm to determine their fair share while using the smallest possible number of iterations. In Figure 2 -a, we can say that link l 2 cannot converge to its fair share value, s 2 = 1.5, until link l 1 has converged to its own, s 1 = 0.5. Thus, in order to settle its own fair share, s 2 , link l 2 has to wait until link l 1 broadcasts its fair share, s 1 . This leads to a bottleneck structure consisting of two nodes, l 1 and l 2 , and a directed edge from l 1 to l 2 denoting the communication that must occur so that the bottlenecks can settle their fair shares. This two-level bottleneck structure is shown in Figure 2 
Consider yet another network configuration consisting of three links and four flows, as shown in Figure 3 -a. Using our communication model, the first bottleneck link to settle its fair share is l 1 with On the Bottleneck Structure of Congestion-Controlled Networks 59:5 a value of s 1 = 0.5. This implies that flows f 1 and f 2 get a transmission rate of r 1 = r 2 = s 1 = 0.5. Once link l 1 's fair share is communicated to links l 2 and l 3 , link l 3 becomes the next bottleneck with a fair share of s 3 = 1.25 (since this value is lower than link l 2 's fair share of s 2 = 1.5). Consequently, flows f 3 and f 4 get a transmission rate of r 3 = r 4 = s 3 = 1.25. Note that link l 2 is not a bottleneck link in this network, since its total flow is lower than its capacity, r 2 + r 3 = 1.75 < 2. Thus, the resulting bottleneck structure consists of two nodes for links l 1 and l 3 and a directed edge between them as shown in Figure 3 
While the bottleneck structures of the second and third examples are apparently similar (both have two bottleneck links connected by an edge), there is a subtle yet important difference: In the second example ( Figure 2 ), there exists a flow that traverses both bottlenecks (flow f 2 goes through both links l 1 and l 2 ) while in the third example (Figure 3 ), the two bottlenecks (l 1 and l 3 ) don't share any flow. The latter case is important as it demonstrates that bottleneck information can travel between two links even if there is no direct communication path between them. (In the next section we mathematically prove this result.) In this case, links l 1 and l 2 are connected via flow f 2 while links l 2 and l 3 are connected via flow f 3 , enabling a bottleneck communication path between links l 1 and l 3 via link l 2 . To differentiate the two types of communication paths between links illustrated in Figures 2-b and 3-b, we use the terms direct precedence and indirect precedence, respectively, and denote this in the bottleneck structure graph by using a solid and a dashed edge connecting the two links. In the theoretical framework introduced by this paper, we refer to the bottleneck structure of a network as its bottleneck precedence graph (BPG), which we formally introduce in Section 2.4).
Note that the BPG also reveals the number of iterations required by links to converge to their fair share. For instance, while two links related by direct precedence can communicate in one iteration ( Figure 2 ), links that are connected via indirect precedence require two iterations, since the bottleneck information needs to be conveyed via a relay link ( Figure 3 ). In the next sections, we mathematically prove that the BPG graph is also an effective tool to measure the minimum convergence time required by any distributed congestion control algorithm.
The above examples helped us to informally introduce the bottleneck structure of some simple network configurations providing initial intuition behind the existence of (1) bottleneck hierarchies, (2) the notion of convergence time for a distributed congestion control algorithm, and (3) the concept of direct and indirect precedence between two bottlenecks. In the next sections, we formalize all these intuitive concepts into a mathematical theory of bottleneck ordering and introduce an algorithm to compute the bottleneck precedence graph for arbitrary network topologies.
Parallel Convergence in the Water-Filling Algorithm
We start our work with an implicit assumption: In steady state, all congestion-controlled flows are bottlenecked at least at one link. The general intuition for this statement is that all congestion control algorithms-by their fundamental objective-are designed not to leave unused bandwidth. This fact is certainly true for algorithms implemented as part of a TCP/IP stack. The second observation we make is that, as shown in the previous section, the max-min optimal allocation provides a natural way to identify the bottleneck link of every flow in steady state. Intuitively, a flow cannot get a rate above its bottleneck's fair share as that would be a capacity violation if all other flows acted in the same way. Thus, in what follows, we use the max-min assignment to analyze the influence that the bottlenecks exert on each other and reveal the topological structure interrelating them. Two notes are relevant regarding the assumption of steady-state optimal network regime implicit in our theoretical framework. First, while we leave it outside the scope of this paper, the same general bottleneck principles apply to other allocation schemes different than max-min (for instance, weighted max-min or proportional fairness [17] ). The bottleneck structure in these other schemes might be different, but the concept of bottleneck structure is universal and applicable to them too. Secondly, as we show in our experiments (Section 3), TCP's congestion control (a widely used algorithm in modern networks) does qualitatively follow the bottleneck structure revealed by the max-min assumption, making this choice highly practical.
Next, we describe an algorithm to compute the max-min rate allocation of a network. The original algorithm, called the water-filling Algorithm, was introduced by Bertsekas and Gallager in [1] . To develop the theoretical framework, however, we use a variant of the water-filling algorithm introduced by Ros-Giralt and Tsai in [27] . This variant, presented in Algorithm 1, exploits a parallelization property in the original algorithm to allow certain bottleneck links to converge concurrently, leading to a lower execution time when run on a parallel computing architecture. 
for l ∈ L k , s k l = u k l do 15:
end for 19 : The algorithm tracks the set of unresolved links L k (links whose final fair shares have not yet been determined) and the set of converged flows C k (flows whose final transmission rates have been determined). Its functioning also relies on two parameters:
• The fair share of link l at iteration k: s k l . As introduced in the previous section, this corresponds to the fair share of a link after removing all flows that have converged up to iteration k and is computed in line 12.
• The upstream fair share of link l at iteration k: u k l . This parameter corresponds to the minimum fair share among all links sharing a flow with l and is computed in line 13.
At each iteration k, for each unresolved link l that has a fair share equal to its upstream fair share, s k l = u k l (line 14), three actions are taken: (1) The transmission rate of the remaining flows going through link l is assigned to the fair share value (line 15), (2) link l is removed from the set of unresolved links (line 16), and (3) all remaining flows going through it are added to the set of converged flows (line 17). As shown in [27] , this process ends when all flows and bottleneck links have converged to their final transmission rate and fair share values, respectively. Upon completion, the algorithm returns the set of bottleneck links B, the transmission rate of all flows {r l , ∀f ∈ F }, the fair share of all bottleneck links {s l , ∀l ∈ B}, and the value of k, corresponding to the depth of the bottleneck structure as we demonstrate in the next section.
The FastWaterFilling algorithm exploits the following property formally proven in [26] : A link that has the minimum fair share among all links with which it shares flows, can immediately converge to its final fair share. In general, because more than one link satisfies this property at each iteration k, this allows multiple links to converge concurrently at the same iteration. In [26] the author shows that on average this approach reduces the number of iterations from O(|L|) in Bertseka's original water-filling algorithm down to O(loд(|L|)). In this paper, we observe that this parallelization property captures the exact natural convergence time of bottleneck links in real networks. Our observation relies on the fact that modern networks use distributed congestion control algorithms, such as TCP BBR, Cubic, and Reno, that effectively behave as a large parallel computer. As we show next, this property plays a crucial role in understanding the bottleneck structure of a network.
Precedent Link Relations
A more detailed analysis of the FastWaterFilling algorithm shows that the order of execution of its while loop reveals a bottleneck structure that is unique to every network. In this hidden structure, bottleneck links relate to each other by following well defined mathematical relationships that describe how (and in what magnitude) one link can affect the performance of another link. In particular, we show there exists only two essential relationships between bottlenecks, direct precedence and indirect precedence, which we formally introduce as follows:
Definition 2.1. Direct precedence. Let l and l ′ be two links such that (1) l converges at iteration k,
Then, we say that link l is a direct precedent link (or simply a direct precedent) of link l ′ . Definition 2.2. Indirect precedence. Let l and l ′ be two links such that (1) l converges at iteration k, (2) l ′ converges at iteration k ′ , for some k ′ > k, and (3) F l ∩ F l ′ = {∅} but there exists another link l r such that (4.1) F l ∩ F l r {∅} and F l ′ ∩ F l r {∅}, (4.2) s k l ′ > s k l r and (4.3) l r converges at an iteration k ′′ , for some k ′′ > k ′ . Then, we say that link l is an indirect precedent link (or simply an indirect precedent) of link l ′ , and we refer to link l r as the relay link between links l and l ′ .
The relevancy of these two definitions is justified in the next two lemmas, which state the order of bottleneck convergence and the degree to which one bottleneck can affect the performance of another one in arbitrary networks. This lemma introduces the notion of bottleneck link convergence. We use this term to indicate that a link's fair share has been resolved and will no longer change as the FastWaterFilling algorithm continues iterating. From Algorithm 1, it is easy to see that a link converges when it is removed from the set of unresolved links in line 16.
Intuitively, Lemma 2.3 says that for a link l to converge, all of its direct and indirect precedent links must have converged first (this is the necessary condition). Moreover, it also says that if k is the highest iteration at which any of its direct and indirect precedent links converges, then link l will converge immediately after it at iteration k + 1 (this is the sufficient condition). The importance of this lemma lies in the fact that it reveals the hidden bottleneck structure of the network. Bottleneck links in a network are not all equal with respect to the performance impact they exert on each other. On the contrary, they follow a well-defined structure uniquely characterized by the topological properties of the network. The following lemma characterizes the influence of bottlenecks onto each other: Lemma 2.4. Bottleneck influence. A bottleneck l can influence the performance of another bottleneck l ′ , i.e., ∂s l ′ /∂c l 0, if and only if there exists a set of bottlenecks
Note that in the above lemma we capture the influence of a link l against another link l ′ using the derivative ∂s l ′ /∂c l . That is, if a change on the effective capacity c l of link l changes the fair share s l ′ of another link l ′ , then we say that link l influences link l ′ . The lemma states that a bottleneck link l influences another bottleneck link l ′ if there exists a set of direct precedent links that form a path between l and l ′ .
In Figure 2 we saw an example of bottleneck influence: as stated by the lemma, link l 1 can influence link l 2 (∂s 2 /∂c 1 0) but not vice versa (∂s 1 /∂c 2 = 0), since there is a path of direct precedents from link l 1 to l 2 (but not a reverse path). Note also that in Figure 3 we have ∂s 3 /∂c 1 = 0, since bottlenecks l 1 and l 3 are related via an indirect precedence, since the lemma only works for direct precedences.
In the next section, we provide an algorithm to compute all the precedent links to help construct the bottleneck structure of arbitrary networks and a detailed example to illustrate the practical implications of Lemmas 2.3 and 2.4.
The Bottleneck Structure of Networks
To compute the bottleneck structure of a network, we need to obtain the direct and indirect precedent links of every bottleneck link. These precedent links correspond to edges in a digraph that has all the bottleneck links as its vertices, revealing the inherent mesh structure that characterizes the relationships between the bottlenecks and how they influence each other. This structure can be formally defined as follows:
Definition 2.5. Bottleneck precedence graph. We define the bottleneck precedence graph (BPG) as a tuple ⟨V , E⟩ of vertices V and edges E such that V = B and E = {D l , ∀l ∈ B} ∪ {I l , ∀l ∈ B}, where D l and I l are the sets of direct and indirect precedents of link l, respectively. To differentiate them, we typically represent edges corresponding to direct and indirect precedents links with solid and dashed lines, respectively. We also equivalently refer to the BPG graph as the bottleneck structure of a network.
As noted in Section 2.2, the FastWaterFilling algorithm already computes the set of bottleneck links B. Thus, to obtain the bottleneck structure, we can extend this algorithm with additional logic to compute the direct and indirect precedent links. We refer to this procedure as the Bottleneck Precedence Graph (BPG) Algorithm, which we introduce in Algorithm 2.
are as in Algorithm 1; 2: D k l := Set of direct precedents of link l at iteration k ; 3: I k l := Set of indirect precedents of link l at iteration k; 4: R k l := Set of relays of link l at iteration k;
end for 18:
end for 21:
end for 24: end for 25 :
For every link l and at every iteration k, the BPG Algorithm keeps track of the sets of direct precedents D k l , indirect precedents I k l , and relays R k l (lines 2-4). Every time a link converges, these sets are updated as follows (lines 15-23):
• Direct links (lines [15] [16] [17] . When a link l converges, it becomes a direct precedent of all the links that it shares flows with and that have not converged yet. • Relay links (lines [18] [19] [20] . For any two links l ′ and l r that have still not converged, if they share a flow and s k l r < s k l ′ , then flow l r is added to the set of relays R k l ′ of link l ′ . Note that this set only tracks potential relays. It is not until the actual calculation of the indirect precedents (lines 21-23) is carried out that the algorithm confirms whether an element in this set is an actual relay leading to an indirect precedence.
• Indirect links (lines [21] [22] [23] . When a link l converges, its indirect precedents correspond to the set of direct precedents of its relay links. Note also that its own set of direct precedents has to be subtracted, since a link that is a direct precedent of another link, cannot be an indirect precedent of the same link. The BPG algorithm returns a tuple of vertices (corresponding to the bottleneck links B) and edges (corresponding to the set of direct D k l and indirect I k l precedents for every bottleneck link l, where k is the algorithm's last iteration), which provide all the necessary information to construct the bottleneck structure of the network. The last value of the iterator k is also of relevance because it corresponds to the length of the longest path in the BPG graph, as shown in the next lemma: Lemma 2.6. Depth of the bottleneck structure. The diameter of the BPG graph is equal to the last value of the iterator k in the BPG algorithm. We refer to this value as the depth or simply the number of levels of the bottleneck structure.
Proof. See Appendix A.5 □
Next, we use two examples to illustrate how the BPG graph is constructed. In both of these examples, we use the network shown in Figure 4 to illustrate the process of constructing the bottleneck structure. This topology corresponds to the SDN WAN network called B4 that connects twelve of Google's large scale data centers globally using nineteen links as described in [15] . While we could have chosen any arbitrary topology, we focus on Google's B4 network to base the analysis on a real network. Example 2.7. Computation of the BPG graph. In this simple example we assume the presence of five flows { f 1 , ..., f 5 } as shown in Figure 5 -a. This configuration leads to the following initial state of the BPG algorithm:
We also assume that the links' effective capacities are such that c 1 = 80, c 4 = 110, c 6 = 130, c 15 = 20 Gbps, while all the other links are assumed to have a capacity large enough such that they are not bottlenecks. Note that in general these effective capacities need not be equal to the physical capacity of the links. This is because it is possible to reserve a fraction of the physical capacity to high priority traffic (traffic whose bandwidth must be guaranteed) so that the analysis of the bottleneck structure is performed without taking into account such traffic, effectively reducing the available capacity of the links. The number of levels of this bottleneck structure is four since that's the length of its longest path l 15 − l 1 − l 4 − l 6 (see Lemma 2.6). Link l 15 is a root vertex, which means it can influence the performance of all other links. It also means that in any distributed congestion control algorithm, flows bottlenecked at any other link cannot converge until flows bottlenecked at l 15 converge. (As noted in Lemma 2.3, this is true for any pair of links for which there exists a path in the BPG graph.) Link l 6 is a leaf vertex, which implies it does not influence the performance of any other link. Note also that there exists an indirect precedence between links l 15 and l 1 . As in a direct precedent case, this also means flows bottlenecked at link l 1 cannot converge until flows bottlenecked at link l 15 have converged. The difference here is that there exists no common flow going through both links, unlike in the case of direct precedents. Instead, execution of the BPG algorithm shows that links l 15 and l 1 have link l 4 as a relay link (R k l 1 = {l 4 } when the algorithm terminates) that helps transmit the bottleneck information from one to the other. Example 2.8. B4's bottleneck structure for full-mesh/shortest-path. In this example, we compute the bottleneck structure of the B4 network for a more realistic case considering a larger number of flows. In particular, we assume the existence of a flow between each pair of data centers-i.e., a full mesh connectivity-with each flow taking the shortest path. As a first-order approximation, we reason that the full mesh assumption is intuitively meaningful if we consider that in general, every data center may need to communicate with each other. Also, the choice of shortest paths can serve as a raw approximation of the actual routing. Note that in a production system, both of these assumptions can be relaxed by using actual historical or real-time flow and routing information of the network to compute its precise bottleneck structure. This could, for instance, be inferred using NetFlow [4] , sFlow [23] or BGP-LS [9] protocols among others-see also Appendix E for details. The full-mesh/shortest-path model provides a simple but powerful base benchmark that can help measure the approximate bottleneck structure of a network by using only its fixed topological structure.
The BPG graph of the B4 network under the full-mesh/shortest-path assumption and with all link capacities set to 100 Gbps is presented in Figure 6 . As shown, the root vertex corresponds to link l 8 . This vertex has a region of influence equal to the full network. (Since there exists a directed path from this vertex to any other vertex in the BPG graph.) That is, variations on the effective capacity of this link are critical as they propagate to (and affect the performance of) the rest of the links. Looking at Figure 4 , link l 8 is indeed a highly strategic link as it connects the US and the EU data centers, which are the two regions with the most data centers (Asia being the less dense region). In contrast, links l 16 , l 11 , l 9 , l 18 , l 19 , l 14 , l 15 , l 3 , l 6 , l 7 , l 12 , l 1 , are leaves in the bottleneck structure, which means they have no impact on the performance of any other link. This analysis reveals that when looking for high-impact bottlenecks, network operators should consider links that are located at higher levels in the BPG graph. Of interest is comparing the influence of links l 8 and l 10 , both being the transatlantic connections between the US and EU regions. The bottleneck structure-which takes into account the structural properties of the topology, the routing and the flow information of the network-indicates that link l 8 has a higher influence than l 10 (from Figure  6 , link l 8 influences all the other links, while link l 10 influences only a fraction of links in the BPG graph). Furthermore, the graph shows that link l 8 can affect the performance of link l 10 (since there is a directed path from l 8 to l 10 ), but not vice versa. Similarly, on the transpacific connections side, the BPG graph shows that link l 2 has a more significant influence than link l 4 in terms of nodes they can affect, but in this case, neither of these two links can influence the performance of each other since there is no directed path connecting them. Accordingly, the kind of structural information that the BPG graph reveals helps network operators identify and organize the relevancy of each bottleneck. Figure 6 also shows the value of the fair share for each link (positioned to the right of each vertex). It is easy to check that the values of the fair share are always monotonically increasing along a directed path in this BPG graph. This is actually a mathematical property of the bottleneck structure and is true for all BPG graphs: Property 1. Monotonic fair shares along a precedence path. Let s l 1 , s l 2 , ..., s l n be the fair share values of links l 1 , l 2 , ..., l n , respectively. If l i is a direct precedent of l i+1 , then s l i < s l i +1 , for all 1 ≤ i ≤ n − 1 Proof. See Appendix A.1. □
We complete this section stating the time complexity of the BPG algorithm to compute the network's bottleneck structure. Two bounds are provided: One to compute the bottleneck links, On the Bottleneck Structure of Congestion-Controlled Networks 59:13 the direct and indirect precedents (i.e., the full bottleneck structure) and another one to compute the bottleneck links and direct precedents. While both bounds are polynomial, the latter is tighter and is useful in cases where only direct precedent relations are needed. For instance, this lower bound can be achieved when computing the regions of influence of all bottleneck links, since as shown in Lemma 2.4 there is no need to know the indirect precedents to perform such calculation. Proof. See Appendix A.2. □
Minimum Convergence Time of Distributed Congestion Control Algorithms
In Section 2.1 we saw that an intuitive way to understand the bottleneck structure of a network consists of modeling its bottleneck links as nodes that are trying to compute a globally optimal fair-share value by exchanging locally available information. This dualism between the two modelsbottleneck structure and distributed communication-provides a robust framework to measure the minimum convergence time attainable by any distributed congestion control algorithm. We capture this concept in the following lemma:
Lemma 2.10. Minimum convergence time of a distributed congestion control algorithm. Let τ (l i , l j ) be a weight assigned to each edge (l i , l j ) of the BPG graph as follows: (1) If l i is a direct precedent of l j , then τ (l i , l j ) is the time that it takes for a message to be sent from l i to l j ; (2) If l i is an indirect precedent of l j , then τ (l i , l j ) = max {τ (l i , l r ) + τ (l r , l j ) | for any relay link l r between l i and l j }. Let l 1 − l 2 − ... − l n be a longest path terminating at link l n according to these weights. Then the minimum convergence time for link l n is 1≤i ≤n−1 τ (l i , l i+1 ).
Proof. See Appendix A.6. □
It is important to note that the above lower bound is not attainable in the case of TCP congestion control algorithms because, in such distributed protocols, there is no direct communication mechanism between links-since they are end-to-end protocols [29] . Instead, TCP algorithms rely on implicit feedback based on signals such as packet loss or round trip time, effectively requiring a significantly longer time to propagate from one link to another. Nevertheless, the importance of the above lemma is in the claim that convergence time increases as the depth of the bottleneck structure increases, and this general principle holds even for end-to-end protocols. In Section 3.4, we test this lemma against a TCP congestion control algorithm and empirically demonstrate that convergence time does increase as the depth of the bottleneck structure increases.
The Influence of Flows onto Bottleneck Links and Onto Each Other
While the Theory of Bottleneck Ordering helps understand the relations that exist between links and the influences they exert on each other, the BPG graph resulting from this mathematical framework does not reveal any information regarding the performance of flows. There exists, however, a simple way to transform the BPG graph into a structure that does take into account flows and helps characterize their performance. We refer to this new structure as the flow gradient graph, formally defined as follows:
Definition 2.11. Flow gradient graph. The flow gradient graph is a digraph such that:
• For every bottleneck link and for every flow, there exists a vertex.
• For every flow f : (1) If f is bottlenecked at link l, then there exists a directed edge from l to f ; (2) If f is not bottlenecked at link l but it passes through it, then there exists a directed edge from f to l.
The flow gradient graph can be constructed using either the FastWaterFilling or the BPG algorithms, since both of these procedures compute the set of bottleneck links B and, for every flow in the network f , they both discover its bottleneck link l when f is entered into the converged set: C k = C k ∪ { f , ∀f ∈ F l } (line 17 in Algorithm 1 and line 14 in Algorithm 2). Next, we use an example to illustrate how this graph is constructed. The flow gradient graph is a useful extension of the BPG since it allows to generalize the bottleneck analysis onto flows. We can see bottlenecks and flows as two sides of the same coin so that, if the network were an economy, links and flows would correspond to the supply and the demand, respectively. This duality principle implies that all the general lemmas and properties described in this paper regarding the bottleneck structure of a network have a dual correspondence in the domain of flows. For instance, Lemma 2.4 (bottleneck influence) can be translated to the domain of flows as follows: Lemma 2.13. Flow influence. A flow f can influence the performance of another flow f ′ , i.e., ∂r f ′ /∂r f 0, if and only if there exists a set of bottlenecks {l 1 , l 2 , ..., l n } such that (1) l i is a direct precedent of l i+1 , for 1 ≤ i ≤ n − 1, (2) flow f ′ is bottlenecked at link l n and (3) flow f goes through l 1 .
Proof. See Appendix A.7. □
Using this Lemma, we can infer the following properties from the flow gradient graph in Figure  7 
EXPERIMENTAL RESULTS
To experimentally evaluate the ability of the proposed theory to predict bottleneck and flow performance in real networks, we developed a sandbox [18] using Mininet [22] and the POX SDN controller [24] . The sandbox takes as input information related to a network's topology, routing, and traffic flows. With that, the sandbox can create the desired network configurations, including the configurations presented in Figures 4 and 7 and others introduced in this section. As part of the sandbox, we also implemented a new forwarding module for POX to allow static routing on emulated network architectures. This routing module allows us to compose networks with the desired number of bottleneck levels. We used iPerf [11] to generate network traffic. The sandbox also provides the ability to select a specific TCP congestion control algorithm (e.g., BBR, Cubic, or Reno) and scale to larger network configurations on multi-core machines. Since our sandbox utilizes Mininet, the implementation of these algorithms is based on real production TCP/IP code from the Linux kernel. The Linux kernel version used was 4.15.0-54. To test the various principles of the proposed theory, we developed Python scripts that process the results from the experiments run on the sandbox. In particular, for each experiment, we measured instantaneous network throughput, flow completion times, flow convergence times, and Jain's fairness indexes [14] . Essentially, the sandbox provides a flexible way to create and analyze general network architectures. We have open sourced the sandbox [18] , including all the network configurations used in this paper so the Mininet research community can verify the following results.
On the Bottleneck Structure of TCP Networks
In this initial experiment, we test the hypothesis that TCP congestion-controlled networks behave as predicted by the Theory of Bottleneck Ordering. We carry out three experiments based on Google's B4 network (Figure 8) , each with a different number of BPG levels (from 2 to 4 levels), and evaluate whether three well-known congestion control algorithms-BBR [2] , Cubic [10] and Reno [7] -are able to recognize the bottleneck structure. We choose these three algorithms as representatives of two broad classes of algorithms. Cubic and Reno are amongst the most widely used algorithms within the class of additive-increase/multiplicative-decrease (AIMD) methods. BBR is a new algorithm developed by Google [2] and widely used in its infrastructure that belongs to a class known as congestion-based methods.
We show the corresponding BPG graphs in Figure 8 to the right of each network. The graphs include also the fair share s i and the link capacity c i in Mbps next to each vertex corresponding to bottleneck link l i ∈ B. The rest of the links are assumed to have a capacity large enough so that they are not bottlenecks. All flows are configured to transmit a data set of 250MB using TCP, and all links have a 2-millisecond latency. Throughout all tests, switch buffer sizes are set to 1000 packets.
In this experiment, we also measure the degree of fairness achieved by each congestion control algorithm using Jain's fairness index [14] normalized to the max-min rate allocation. (See Appendix D for a description of this index.) Since the bottleneck structure of the network is also the solution to the theoretical max-min problem, this index effectively serves as an indicator of the degree to which the congestion control algorithm under test can assign rates according to the bottleneck structure itself.
The results for BBR and Cubic are presented in Figure 9 , while the results for Reno are presented in Appendix B. In this figure, flows are labeled according to their source and destination data centers. (For instance, the label h1 −h7 corresponds to flow f 1 in Figure 8 that goes from data center 1 to data center 7). We make the following observations:
• BBR can cleanly capture the bottleneck structure, but AIMD algorithms (Cubic and Reno) fail to do so. For instance, for the 3-level network (Figure 9 -b/e), each BBR flow converges to
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Jordi Ros-Giralt et al. a rate corresponding to its bottleneck level (see the BPG graph in Figure 8-b ), while the two lower throughput flows in the Cubic case collapse onto a single level. We believe this is a direct effect of the congestion-based approach taken by BBR [2] , which aims at determining the actual bottleneck capacity and effectively tries to stabilize the flow's transmission rate to its bottleneck fair share. In contrast, AIMD algorithms implement loss-based heuristics and have no notion of bottleneck's fair share. Instead they act by constantly increasing and decreasing the flow rate, and as a result, flows have a higher propensity to jump between consecutive levels in the bottleneck structure, as shown in Figure 9 . • Because BBR flows can identify their correct bottleneck levels, they don't compete against each other. AIMD flows, however, are not able to identify their bottleneck levels and end up competing against each other, leading to worse performance. • As a result, the flow completion times for BBR are significantly lower than those of AIMD algorithms (see Table 1 ). • BBR performance is relatively independent of the number of levels, as its slowest flow completion time stays between 230 and 235 seconds. For AIMD algorithms, however, performance degrades significantly when increasing the number of levels from 3 to 4, with an increase of the slowest flow completion time from 385 seconds to 810 (more than double), for Cubic. Fig. 9 . BBR can identify the bottleneck structure of the network (thus achieving significantly better performance), while AIMD algorithms can't. • BBR achieves better fairness as measured by Jain's fairness index (see Table 2 ). Fairness index deteriorates significantly for AIMD flows when going from 3 levels to 4 levels, while BBR flows continue to maintain a good level of fairness. This result is also because BBR can better identify the bottleneck structure of the network.
On The Effect of Latency on the Bottleneck Structure of a Network
In Section 3.1, we saw that AIMD algorithms fail to identify the bottleneck structure of the test networks, and as a consequence, they perform significantly poorer than BBR. In this section, we study this phenomenon in more detail.
The first observation we make is that differences in flow RTTs can play a role in the capabilities of a congestion control algorithm to identify the bottleneck structure. For instance, in Figure 9 -d corresponding to the 2-level network with Cubic, the RTT of the flow at the highest level (flow f 2 corresponding to h5 − h12 in the plot's legend) is 22 milliseconds while the RTT of the flow at the lowest level (flow f 1 corresponding to h1 − h7 in the plot's legend) is 16 milliseconds. (These RTT values are the sum of the latencies of the links each flow goes through multiplied by two.) Due to its lower RTT, the lower level flow f 1 can capture bandwidth from the higher-level flow f 2 , and this leads to the collapse of the 2 levels in the Cubic case. This is in contrast with BBR ( Figure  9-a) , where flows show to be resilient against these RTT variations and can stay confined at their correct bottleneck levels. Similarly, in Figure 9 -e the same two flows f 1 and f 2 collapse on each other for the same reason, this time though as part of the two lower bottleneck levels in a 3-level network. As mentioned in Section 3.1, this is in contrast with BBR that, for these tested networks, can identify the bottleneck levels despite these differences in RTT.
To demonstrate the effect of RTT, we test the 3-level network (Figure 8 ) using Cubic and setting all link latencies to zero. While queuing delay at the switches is still non-zero, this has the effect of setting all flows to a much more similar latency, thus reducing the distortions introduced by highly different RTTs. The results are presented in Figure 10 , which show that Cubic flows are now able to identify the bottleneck structure of the network. This result is in contrast with Figure 9 -e, where Cubic flows were not able to identify their bottleneck rates. A relevant outcome is that due to the bottleneck distortion introduced by RTT, the performance of flows deteriorates from a flow completion time of 245 seconds in Figure 10 to 385 seconds in Figure 9 -e. Note also that BBR flows were able to perform well even under the presence of link latencies. (As shown in Figures 9-a, 9 -b and 9-c, BBR achieves a flow completion time of 235 seconds with non-zero link latencies, even lower than Cubic with zero link latencies.) Thus this seems to indicate that BBR is a significantly more robust congestion control algorithm against the distorting effects of RTT. Fig. 10 . By eliminating round trip times, AIMD algorithms are able to identify the bottleneck structure.
The above results show that BBR does significantly better at identifying each flow's true bottleneck, but can we still fool this congestion control algorithm to collapse its bottleneck structure? In the next experiment, we take this objective by using the 3-level network, initially setting all link latencies to zero, and progressively increasing the RTT of the flows on the upper bottleneck levels to verify whether the structure collapses. To control the RTT of each flow individually, we add a On the Bottleneck Structure of Congestion-Controlled Networks 59:19 Fig. 11 . The bottleneck structure of a network can be collapsed by progressively increasing the round trip time of those flows in the upper levels (BBR case).
fictitious link attached to the source of each flow with a large capacity (so it does not become a bottleneck) and a latency that we adjust to achieve a specific end-to-end RTT value for each flow. Figure 11 presents the sequence of steps that lead to the collapse of the bottleneck structure. First, flow f 3 (from data centers 9 to 12) is folded onto flow f 2 by increasing its RTT to 4 milliseconds. Then, flows f 3 and f 2 are folded onto flow f 1 by increasing their RTTs to 10 and 6 milliseconds, respectively. Thus, this experiment shows that while BBR is a more robust algorithm to the effects of RTT, its bottleneck structure can still collapse if RTTs are carefully chosen.
In Figure 12 we show the effect of collapsing the bottleneck structure on the overall performance of the network for both BBR and Reno. (Although omitted from this figure, a similar qualitative result was obtained with Cubic.) On the x axis we show the series of steps taken to collapse the bottleneck structure. Each step progressively increases the flow RTT values of the upper level flows to collapse them onto the lower neighboring flows, until the structure is fully collapsed in the last step. (So for the BBR case, the six steps shown in Figure 12 -a correspond to the six graphs shown in Figure 11 .) As shown, the performance of the network decreases significantly in terms of both total throughput (measured by summing up all flow rates) and fairness (measured using the Jain's fairness index). The connection between the collapse of the bottleneck structure and network performance provides a formal model to understand the reason why the performance of TCP congestion control algorithms severely deteriorates due to the distorting effects of flow RTT variations. This result also indicates the importance of designing congestion control algorithms that can robustly identify the bottleneck structure of the network against of such distortions.
On How Low-Hitter Flows Can Be High-Impact Flows
Next, we illustrate an example of how the Theory of Bottleneck Ordering can be used to support traffic engineering operations. We start with an initial network configuration, and our objective is to identify the flows that have the largest impact on the performance of the rest of the flows. Based on the information from this analysis, a network operator can choose to re-route high-impact traffic or assign it to a lower priority queue to help improve the overall performance of the network. Step 1 (no levels collapsed)
Step 2
Step 3 (top 2 levels collapsed)
Step 4
Step 5 Step 6 (all levels collapsed)
Total throughput (Mbps)
Jain's fairness index Step 1 (no levels collapsed)
Step 5 (all levels collapsed)
Jain's fairness index (b) Reno case Fig. 12 . As the bottleneck structure collapses, network performance (measured in terms of total throughput and fairness) collapses too.
To drive this experiment, we consider the network introduced in Figure 7 -a and previously used in Example 2.12. Running the BPG algorithm we obtain the following theoretical flow rate allocations: r 1 = 8.3, r 2 = 16.6, r 3 = 8.3, r 4 = 16.6, r 5 = 75, and r 6 = 8.3 Mbps. Following a traditional traffic optimization approach (e.g., [20] , [8] , [19] , [34] , [30] ), we could reach the conclusion that flow f 5 at a rate of 75 Mbps is a high-impact flow since it takes the highest bandwidth. (This flow uses more than four times the bandwidth of the second highest throughput flow.) This approach however does not take into account the bottleneck structure of the network and, as we will see, leads to a non-optimal choice.
In Figure 13 -a we show the results of running BBR on the network in Figure 7 . The resulting average flow throughputs are (see Table 3 ): r 1 = 7.7, r 2 = 15.1, r 3 = 7.5, r 4 = 15.4, r 5 = 65.8, and r 6 = 8.1 Mbps, which are relatively similar to the flow rates computed by the BPG Algorithm as provided in the previous paragraph. In Figure 13 -b, we see the result of removing the heavy hitter flow f 5 from the network, showing that the impact on the rest of the flows is effectively none. (See also Table 3 for the exact values of the flows' average throughputs and completion times.) If instead we remove flow f 6 (a flow about 8 times smaller than f 5 in terms of its average throughput), we see that the rest of the flows improve their performance significantly (Figure 13-c ). For instance, as shown in Table 3 , the flow completion time of the slowest flow is reduced from 679 to 457 seconds. This result might seem counter-intuitive if we consider the fact that flow f 6 is among the smallest throughput flows, but it is easy to explain if we take into account the bottleneck structure of the network. In particular, from the flow gradient graph in Figure 7 -b, we observe that flow f 5 is bottlenecked at links l 3 and l 4 , which are leaf vertices in the bottleneck structure and thus have no impact on the performance of any other links and flows. However, flow f 6 is bottlenecked at link l 1 which sits right in the middle of the bottleneck structure, thus having a significantly higher impact. This result indicates that traditional approaches, which focus on finding the heavy hitter flows, might tend to sub-optimal choices because they do not take into account the full bottleneck structure of the network. In this paper, we reason that network operators interested in finding the high impact flows should also consider the BPG and the flow gradient graph structures to aid their optimization process.
Finally, we also note that we performed the same experiments using TCP Cubic and Reno and obtained the same behavior in both algorithms. (We include these results in Appendix C.) Overall, these experiments show that the same traffic engineering analysis based on the bottleneck structure of the network applies not only to BBR but to TCP congestion-controlled networks in general. 
Convergence Time with Increased Number of Bottleneck levels and Flow Competition
In Section 2.5, we saw that the depth of the bottleneck structure of a network is closely related to the convergence time of a distributed congestion control algorithm. We set to experimentally verify this property by using the network configuration in Figure 14 -a. Its BPG graph is shown in 14-b, which corresponds to a linear (single path) graph, with a fair share for each link l i of s i = 10i, 1 ≤ i ≤ n. This configuration has one BPG level per-link, and thus it corresponds to a network with maximal depth for a given number of links. To complement the convergence time analysis, we also test the impact of increasing the number of flows at each level. With this objective, we implement a flow multiplier factor as part of our sandbox [18] . Multiplying the number of flows by a factor m means that each flow in a given network is replicated (preserving its source, destination, and route) m times. This approach effectively increases by m the number of flows competing at the same level, without modifying the bottleneck structure of the network. Table 4 presents the results of running the described experiment varying the number of levels n and the flow multiplier factor m from 1 to 4, for a total of 16 experiments, using the BBR algorithm. The results show the behavior predicted by the theoretical framework: Convergence time increases (1) as the number of bottleneck levels increases, and (2) as the number of flows at the same level increases.
While network operators cannot influence the number of flows, they have some ability to alter the number of levels in the BPG graph. For instance, one strategy would consist of configuring routes (or even design network topologies) that tend to generate bottleneck structures of smaller depth. This strategy would help flows converge faster and lead to networks operating at higher utilization. The study and design of routes and topologies that yield shallow bottleneck structures, while very interesting, is left for future work.
ASSUMPTIONS, GENERALIZATIONS, AND PRACTICAL IMPLICATIONS
As mentioned in Section 2.2, the Theory of Bottleneck Ordering presented in this paper assumes a steady-state optimal network regime. Real-world networks, however, are highly dynamic systems continually transitioning from one operational regime to another due to the arrival and departure of flows. Our first observation is that, at any given time, even highly dynamic production networks have a bottleneck structure. Such a structure is not random, on the contrary, it exposes general patterns that are both qualitatively and quantitatively meaningful to understand the performance of a network. For instance, if a network shows that certain links (or certain flows) consistently tend to have a large region of influence, that reveals a specific structural pattern that network operators can use to optimize system-wide performance. Secondly, the concept of bottleneck structure provides a base mathematical framework that can open a new line of research in the field of network performance modeling and optimization. While not developed in this paper, the proposed model can be extended with both generalizations and specific features to make the model progressively more accurate. For instance, bottleneck structures can also be developed for other optimization objectives different than max-min, such as generalized weighted max-min [1] or proportional fairness [17] . Extending the theory to support proportional fairness can be of particular interest as it is believed that the Internet behaves closely to this model due to the AIMD heuristic implemented in most of TCP congestion control algorithms [17] .
While in this paper we provide empirical evidence that congestion-controlled networks based on TCP qualitatively behave as predicted by their bottleneck structures, there exists a class of distributed algorithms for which the present model would theoretically achieve perfect accuracy. This class corresponds to the group of max-min explicit rate congestion control algorithms available in the literature (e.g., [16, 27] ). By leveraging explicit feedback from the network nodes (routers and switches), these protocols are known to converge to steady state about one or two orders of magnitude faster than TCP [16, 27, 28] . Further, as these algorithms are capable of converging to max-min, the result is that bottleneck links and flows behave precisely as forecasted by the bottleneck structure model introduced in this paper.
We reason there are at least five different areas where the Theory of Bottleneck Ordering can have a practical impact:
• Traffic engineering. The bottleneck structure reveals patterns in the network that can help identify critical bottlenecks and flows. For instance, in Section 3.3, we used the proposed framework to identify a low-hitter flow that-against conventional wisdom-had a high impact on the performance of the network. • Design of congestion control algorithms. Between today's implicit rate-based congestion control algorithms implemented as part of TCP and the more theoretical explicit rate approaches, there is a continuum of algorithm solutions that can function according to the bottleneck structure to a greater or lesser degree. As shown in Section 3.1, those algorithms that behave closer to the bottleneck structure will have better performance according to the optimization objective captured by it. Thus, the proposed framework can also be used to help design and evaluate congestion control algorithms. • Network baselining. Because the bottleneck structure provides an ideal model of network behavior, network operators can use it to create a baseline. Using such a framework, links and flows whose performance deviates from the model can be flagged for further analysis. • Network capacity planning. The bottleneck structure reveals that not all bottleneck links have an equal impact on the overall performance of the network. For instance, increasing the capacity of a link that has a high region of influence can result in higher system-wide performance. Thus, network planners can use the framework described in this paper to identify optimal link upgrade strategies. • Artificial intelligence. As an explicit representation of the network, the bottleneck structure could also be used to create more accurate machine learning models of modern data networks.
RELATED WORK
To the best of our knowledge, the proposed theoretical framework is the first to address the problem of characterizing the bottleneck structure of a network and the influences and relationships existing between bottlenecks from both formal and practical standpoints. Previous research that comes close to the proposed framework includes work presented in [16] . In that paper, the authors refer to the bottleneck relationships as dependency chains and observe that performance perturbation of bottleneck links may affect other bottleneck links. The authors, however, do not address the problem of formally identifying the hidden structure that controls such perturbations. The majority of the previous research on bottleneck characterization has implicitly assumed that bottlenecks in a network are structured according to a flat structure, e.g., [2, 3, 13, 21, 25] . A classic result from this line of research is the well-known Mathis equation [21] , which models the transmission rate of a TCP flow based on the performance characteristics of its single bottleneck link. This approach, however, does not take into account the distributed nature of communication networks. In contrast, the proposed approach reveals the bottleneck structure of a network, which allows to model flow performance by taking into account the network's topological, routing, and flow properties.
In this work, we base the bottleneck analysis on the max-min rate assignment. An algorithm to compute the max-min rate allocation of a network was initially introduced in [1] and later improved by [27] . Our algorithm to construct the bottleneck structure is based on an extension of the algorithm proposed in [27] , although in that paper the authors use the algorithm to design a distributed algorithm, without addressing the general bottleneck structure of networks.
CONCLUSIONS
Congestion control algorithms have been one of the most widely researched subjects in the field of computer communications since the Internet collapsed in 1986 due to the lack of them. Starting from the first TCP congestion control algorithm implemented in 1987, key research has focused on characterizing the bottleneck to help maximize the performance of flows individually while achieving fairness collectively. Such single-bottleneck oriented approach, however, has left a gap in attempting to understand the global structure of the problem. In this paper, we address this gap by introducing the Theory of Bottleneck Ordering. The theoretical framework leads to the BPG algorithm, a procedure that reveals the bottleneck structure of a network in the form of a graph-the BPG graph. This graph provides vital insights to the understanding of the collective bottleneck behavior in a distributed network, among others: (1) The implicit relationships that exist between bottlenecks; (2) the bounded regions in the network that links and flows can influence; and (3) the convergence properties of the congestion control algorithm run by the network. Our experimental results show that: (1) Real networks do have a bottleneck structure that may follow the BPG graph closely; (2) RTT variations can lead to imperfections (levels that fold) in the bottleneck structure, which can severely affect performance; (3) congestion-based algorithms such as BBR are able to infer the bottleneck structure significantly better than loss-based/AIMD algorithms such as Cubic and Reno, which leads them to achieve superior performance in both throughput and fairness. The theory also reveals intriguing results, including the fact that low-hitter flows can have a higher impact on a network than heavy-hitter flows, or the notion that routing and topology can play a role in the design of shallower bottleneck structures that would improve the convergence time of congestion control algorithms.
Current and future work centers around three lines of effort. First, in this paper, we have primarily focused on the problem of constructing the bottleneck structure, and the resulting analysis has been qualitative. In forthcoming work, we will show that the flow gradient graph structure (only briefly introduced in this paper) reveals an algorithm to efficiently compute the flow and bottleneck gradients. The theoretical development of the flow gradient graph leads to a formal quantitative framework, providing a quantifiable methodology to measure the impact that bottlenecks and flows exert on each other. Secondly, the concept of bottleneck structure can be generalized to include other optimal objectives beyond max-min, such as weighted max-min or proportional fairness, among others. Lastly, while in this paper we provide empirical evidence of the existence of a bottleneck structure in TCP networks using Mininet, more experiments should be performed on real-world production networks. We are currently undertaking such tests in three different networks: the US nationwide ESnet 100Gbps Testbed Network [6] , the Cosmos Wireless network in New York City [5] and the SCinet terabit network implemented as part of the Supercomputing industry event [31] . changing these rates. From lines 15 and 16, these rates correspond to flows that are bottlenecked at links that are direct precedents of link l. Thus, the fair share of a link can only change if the rate of one or more of its flows bottlenecked at one of its direct precedent links changes. Since the rates of these flows are equal to the fair share of the direct precedent links, this implies that in order to induce a change in the fair share of s l , it is necessary to change the capacity of one or more of its direct precedent links. □ A.5 Lemma 2.6: Bottleneck structure depth
The diameter of the BPG graph-which we will also refer as the depth or the number of levels of the bottleneck structure-is equal to the last value of the iterator k in the BPG algorithm.
Proof. Since the diameter of the BPG graph corresponds to the maximum length of any of its paths and since at every iteration the algorithm adds one more vertex to any longest path in the graph, the value of k at the end of the algorithm must be equal to the size of any longest path. □ A.6 Lemma 2.10: Minimum convergence time of a distributed congestion control algorithm
Let τ (l i , l j ) be a weight assigned to each edge (l i , l j ) of the BPG graph as follows: (1) If l i is a direct precedent of l j , then τ (l i , l j ) is the time that it takes for a message to be sent from l i to l j ; (2) If l i is an indirect precedent of l j , then τ (l i , l j ) = max {τ (l i , l r )+τ (l r , l j ) | for any relay link l r between l i and l j }. Let l 1 − l 2 − ... − l n be a longest path terminating at link l n according to these weights. Then the minimum convergence time for link l n is 1≤i ≤n−1 τ (l i , l i+1 ).
Proof. From Lemma 2.3, we know that a link l cannot resolve its fair share until all of its direct and indirect precedents have resolved their own fair share. Furthermore, we know that if all the direct and indirect precedents of a link l have been resolved at iteration k, then link l can converge immediately after at iteration k + 1. To derive the current lemma, we only need to take into account the time that it takes to communicate a message from the direct and indirect links of link l to link l itself. Because direct precedent links share a flow, communication can propagate directly. For the case of indirect precedence, communication has to go through the relay link. In particular, we need to select the relay link that imposes the longest distance, as that's the longest time it can take to propagate the state between a link and its indirect precedent. The τ () function introduced in the lemma captures the value of these communication times for the two possible relations between bottleneck links. □
A.7 Lemma 2.13: Flow influence
A flow f can influence the performance of another flow f ′ , i.e., ∂r f ′ /∂r f 0, if and only if there exists a set of bottlenecks {l 1 , l 2 , ..., l n } such that (1) l i is a direct precedent of l i+1 , for 1 ≤ i ≤ n − 1, (2) flow f ′ is bottlenecked at link l n and (3) flow f goes through l 1 .
Proof. Let f and f ′ be two arbitrary flows and assume that flow f ′ is bottlenecked at link l ′ . From lines 9 and 12 of the BPG algorithm, the rate of a flow corresponds to the fair share of its bottleneck. Thus, flow f can only influence flow f ′ if it can affect its bottleneck's fair share, s l ′ . Assume that we apply an infinitesimal change to flow f 's rate r f . This could be achieved by applying a traffic shaper that slightly decreases its rate (negative infinitesimal) or by imposing a minimum rate constraint that assigns a rate slightly higher than the fair share of its bottleneck link s l (positive infinitesimal). For any link l traversed by flow f , such small perturbation will lead to an infinitesimal change in its fair share s l . Now from Lemma 2.4 we know that a link l can only influence another link l ′ if there exists a directed path from l to l ′ in the BPG graph. Furthermore, Lemma 2.4 is a necessary and sufficient condition. Thus, both the necessary and sufficient conditions of this lemma must hold too if we set l = l 1 and l ′ = l n . □
B RESULTS OF THE BOTTLENECK STRUCTURE WITH TCP RENO
Section 3.1 demonstrated that BBR generally performs better in capturing a given network's bottleneck structure than AIMD-based protocols such as Cubic and Reno. While the results of BBR and Cubic are presented in Figure 9 , Figure A1 presents the same results for BBR and Reno.
C RESULTS OF THE LOW-HITTER FLOW EXPERIMENT FOR TCP CUBIC AND RENO
The plots in Figure A2 correspond to the experiment described in Section 3.3 using TCP Cubic and Reno instead of TCP BBR. Note that the same qualitative results are obtained in Cubic and Reno as with BBR-the biggest reduction in flow completion time is achieved when the low-hitter flow f 6 is removed.
D JAIN'S FAIRNESS INDEX
Jain's index [14] is a metric that rates the fairness of a set of values x 1 , x 2 , ..., x n according to the following equation:
The index value ranges from 1 n (worst case) to 1 (best case). As suggested in [14] , for multi-link networks the value x i must be normalized to an optimal fairness allocation. Throughout this paper, we normalize x i as the ratio f i /O i , where f i is the rate of flow f i achieved through the experiments and O i is its expected max-min fair throughput.
