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ABSTRACT
The importance of studying the Gaia DR2 parallax zero-point by external means was underlined by the articles that accompanied
the release, and initiated by several works making use of Cepheids, eclipsing binaries, and asteroseismology. Despite a very efficient
elimination of basic-angle variations, a small fluctuation remains and shows up as a small offset in the Gaia DR2 parallaxes. By
combining astrometric, asteroseismic, spectroscopic, and photometric constraints, we undertake a new analysis of the Gaia parallax
offset for nearly 3000 red-giant branch (RGB) and 2200 red clump (RC) stars observed by Kepler, as well as about 500 and 700
red giants (all either in the RGB or RC phase) selected by the K2 Galactic Archaeology Program in campaigns 3 and 6. Engaging
in a thorough comparison of the astrometric and asteroseismic parallaxes, we are able to highlight the influence of the asteroseismic
method, and measure parallax offsets in the Kepler field that are compatible with independent estimates from literature and open
clusters. Moreover, adding the K2 fields to our investigation allows us to retrieve a clear illustration of the positional dependence of
the zero-point, in general agreement with the information provided by quasars. Lastly, we initiate a two-step methodology to make
progress in the simultaneous calibration of the asteroseismic scaling relations and of the Gaia DR2 parallax offset, which will greatly
benefit from the gain in precision with the third data release of Gaia.
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1. Introduction
Masses and radii of solar-like oscillating stars can be estimated
from the global asteroseismic observables that characterise their
oscillation spectra, namely the average large frequency separa-
tion (〈∆ν〉) and the frequency corresponding to the maximum
observed oscillation power (νmax). The large frequency spac-
ing is predicted by theory to approximately scale as the square
root of the mean density of the star (see e.g. Vandakurov 1967;
Tassoul 1980),
〈∆ν〉 ∝ √〈ρ〉 ∝ √M
R3
, (1)
where M and R are the stellar mass and radius, respectively. The
maximum power frequency follows a proportional relation with
the acoustic cut-off frequency to good approximation, and can
provide a direct measure of the surface gravity (g) when the
effective temperature (Teff) is known (see e.g. Brown et al. 1991;
Kjeldsen & Bedding 1995; Belkacem et al. 2011):
νmax ∝ g√
Teff
∝ M
R2
√
Teff
· (2)
Equations (1) and (2) imply that if 〈∆ν〉 and νmax are avail-
able, together with an independent estimate of Teff , a “direct”
estimation of the stellar mass and radius is possible. This
direct method is particularly attractive because in principle
it provides estimates that are independent of stellar mod-
els. Alternatively, one may also use 〈∆ν〉 and νmax as inputs
to a grid-based estimation of the stellar properties, matching
the observations to stellar evolutionary tracks – either using
the scalings at face value or stellar pulsation calculations to
obtain 〈∆ν〉 (e.g. Stello et al. 2009; Basu et al. 2010; Gai et al.
2011; Rodrigues et al. 2017). Whether it be with the direct
or the grid-based approach, a plethora of studies have com-
pared asteroseismic measurements of radii (or distances) with
independent ones, such as clusters (Miglio 2012; Miglio et al.
2016; Stello et al. 2016; Handberg et al. 2017), interferome-
try (Huber et al. 2012), eclipsing binaries (Gaulme et al. 2016;
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Brogaard et al. 2016, 2018), and astrometry (Silva Aguirre et al.
2012; De Ridder et al. 2016; Davies et al. 2017; Huber et al.
2017; Sahlholdt et al. 2018; Zinn et al. 2019). All these works
indicated that stellar radius estimates from asteroseismology are
accurate to within a few per cent.
On the astrometric side and before the Gaia data, the aster-
oseismic distances of stars (which arise from the combination
of seismic constraints with effective temperature and apparent
photometric magnitudes) in the solar neighbourhood had only
been compared a posteriori with Hipparcos values. These com-
parisons were limited due to the Hipparcos uncertainties being
large for most of the Kepler and CoRoT targets (Miglio 2012;
Silva Aguirre et al. 2012; Lagarde et al. 2015). The announce-
ment of the first Gaia data release opened the gates to the
Gaia era (Gaia Collaboration 2016a,b). Parallaxes and proper
motions were available for the two million brightest sources
in Gaia DR1, as part of the Tycho-Gaia Astrometric Solution
(TGAS; Lindegren et al. 2016). As the TGAS parallaxes con-
siderably improved the Hipparcos values, a new comparison
between astrometric and asteroseismic parallaxes was appropri-
ate. Some works took the path of the model-independent method,
that is using asteroseismic distances based on the use of the raw
scaling relations. Using assumptions about the luminosity of the
red clump, Davies et al. (2017) found the TGAS sample to over-
estimate the distance, with a median parallax offset of −0.1 mas.
For 2200 Kepler stars, from the main sequence to the red-giant
branch, Huber et al. (2017) obtained a qualitative agreement,
especially if they adopted a hotter effective temperature scale
for dwarfs and subgiants. The latter suggestion was corroborated
by Sahlholdt et al. (2018). In contrast, De Ridder et al. (2016)
used seismic modelling methods to analyse two samples of stars
observed by Kepler: 22 nearby dwarfs and subgiants showing an
excellent overall correspondence; and 938 red giants for which
the TGAS parallaxes were significantly smaller than the seismic
ones. Given the different seismic approaches and the various out-
comes, the situation as regards to the Gaia DR1 parallax offset
and as probed by asteroseismology was left unclear.
The second data release of Gaia was published on April
25 2018 (Gaia Collaboration 2018), based on the data col-
lected during the first 22 months of the nominal mission life-
time (Gaia Collaboration 2016b). Gaia DR2 represents a major
advance with respect to the first intermediate Gaia data release,
containing parallaxes and proper motions for over 1.3 billion
sources. Unlike the TGAS, the Gaia DR2 astrometric solu-
tion does not incorporate any information from Hipparcos and
Tycho-2. However, with less than two years of observations and
preliminary calibrations, a few weaknesses in the quality of the
astrometric data remain, and were identified by Arenou et al.
(2018) and Lindegren et al. (2018). Among these caveats, the
latter study underlined the importance of investigating the par-
allax zero-point by external means, and did so through the use of
quasars. In this matter, quasars are a quasi-ideal means given the
negligibly small parallaxes, large number, and availability over
most of the celestial sphere. A global zero-point of about −30 µas
was found by Lindegren et al. (2018), in the sense that Gaia par-
allaxes are too small, with variations of the order of several tens
of µas, depending on a given combination of magnitude, colour,
and position. Quasars have their own specific properties, such
as their faintness and blue colour, which should be kept in mind
when interpreting these results. For this reason, a direct correc-
tion of individual parallaxes from the global parallax zero-point
is discouraged (Arenou et al. 2018).
In this context, several works have confirmed the existence
of a parallax offset by independent means. In a study of 50
Cepheids, Riess et al. (2018) suggest a zero-point offset of −46±
13 µas. Stassun & Torres (2018) present evidence of a system-
atic offset of about −82±33 µas with 89 eclipsing binaries. And,
finally, Zinn et al. (2019) infer a systematic error of −52.8 ± 2.4
(statistical) ±1 (systematic) µas for 3500 first-ascent giants in the
Kepler field, using asteroseismic and spectroscopic constraints
from Pinsonneault et al. (2018) who used model-predicted cor-
rections to the 〈∆ν〉 scaling relation. Very little difference was
found with 2500 red-clump stars: −50.2 ± 2.5 (statistical) ±1
(systematic) µas, which is expected from the astrometric point
of view since Gaia, unlike seismology, does not make any dis-
tinction between shell-hydrogen and core-helium burning stars.
These various outcomes demonstrate the need to indepen-
dently solve the parallax zero-point within the framework of an
analysis having its own specificities, meaning magnitude, colour,
and spatial distributions. In the case of asteroseismology, the
findings of a comparison with Gaia DR2 cannot be dissoci-
ated from the seismic method employed. With this in mind, we
engage in a thorough investigation of the Gaia DR2 parallax off-
set in the Kepler field by taking an incremental approach, starting
with the scaling relations taken at face value and gradually work-
ing towards a Bayesian estimation of stellar properties using a
grid of models (Sect. 4). Also, looking at the broader picture and
considering two fields of the re-purposed Kepler mission, K2,
allows us to investigate the positional dependence of the zero-
point (Sect. 5). Lastly, Gaia DR2 offers scope for development
in the calibration of the scaling relations, and we initiate a two-
step methodology allowing us to constrain the Gaia DR2 offset
at the same time (Sect. 6).
2. Observational framework
2.1. Description of the datasets
One part of our sample consists of red-giant stars observed by
Kepler and with available APOGEE spectra (APOKASC col-
laboration; Abolfathi et al. 2018). From the initial list of stars,
we selected those that are classified as RGBs and RCs (includ-
ing secondary clump stars) using the method by Elsworth et al.
(2017). We considered the global asteroseismic parameters 〈∆ν〉
and νmax. We used the frequency of maximum oscillation power,
νmax, from Mosser et al. (2011). Two methods for providing rel-
evant estimates of 〈∆ν〉 are discussed in Sect. 2.2. We also made
use of the spectroscopically measured effective temperature Teff ,
surface gravity log g (calibrated against asteroseismic surface
gravities), and of constraints on the photospheric chemical com-
position [Fe/H] and [α/Fe] from SDSS DR14, as determined by
the APOGEE Pipeline (Abolfathi et al. 2018). This leads us to
3159 RGB stars and 2361 RC stars in the Kepler field.
Our Kepler subsample is then complemented with red
giants selected by the K2 Galactic Archaeology Program
(GAP; Howell et al. 2014; Stello et al. 2015, 2017) in cam-
paigns 3 (south Galactic cap) and 6 (north Galactic cap), which
have SkyMapper photometric constraints (Casagrande et al.
2019). We made use of the asteroseismic analysis method
from Mosser et al. (2011) for the vast majority, and from
Elsworth et al. (2017) for a very small fraction of stars (∼5%).
Details about additional tests of the reliability of seismic results
can be found in Rendle et al. (2019). For Teff and [Fe/H], we
used the photometric estimates originating from the SkyMap-
per survey (Casagrande et al. 2019), while log g is obtained
from asteroseismically-derived estimates. This K2 subsample
falls into two parts: 505 and 723 red giants in C3 and C6,
respectively.
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For the full sample, stellar masses and extinctions are
inferred using the Bayesian tool param (Rodrigues et al. 2014,
2017). Asteroseismic constraints 〈∆ν〉 and νmax are included in
the modelling procedure in a self-consistent manner, whereby
〈∆ν〉 is calculated from a linear fitting of the individual
radial-mode frequencies of the models in the grid. param also
requires photometry and uses its own set of bolometric cor-
rections (described at length in Girardi et al. 2002) to esti-
mate distances and extinctions. For comparison purposes, we
also calculated extinctions via the Green et al. (2015) dust
map and the Rayleigh-Jeans Colour Excess (RJCE) method
(Majewski et al. 2011). The bolometric corrections were derived
using the code written by Casagrande & VandenBerg (2014,
2018a,b), taking Teff , log g and [Fe/H] as input parameters.
The second data release of Gaia (Gaia Collaboration 2016b,
2018) then provided us with astrometric and photometric con-
straints: parallaxes (using the external parallax uncertainty
as described by Lindegren et al. in their overview of Gaia
DR2 astrometry1, and made available by the Gaia team at
the GEPI, Observatoire de Paris2), G-band magnitudes (cor-
rected following Casagrande & VandenBerg 2018a, i.e. Gcorr =
0.0505 + 0.9966G), and GBP −GRP colour indices. The 2MASS
(Skrutskie et al. 2006) K-band photometry is used as well.
2.2. Consistency in the definition of 〈∆ν〉
For the Kepler field (Sect. 4), we explored different seismic
methods, which have to be matched with a consistent defini-
tion of 〈∆ν〉. To use 〈∆ν〉 in the scaling relations, one would
want to adopt a measure which is as close as possible to the
asymptotic limit (on which the scaling is based). This implies,
for example, correcting for acoustic glitches, which are regions
of sharp sound-speed variation in the stellar interior related to
a rapid change in the chemical composition, the ionisation of
major chemical elements, or the transition from radiative to con-
vective energy transport (see e.g. Miglio et al. 2010; Vrard et al.
2015). In this case, the 〈∆ν〉 measured by Mosser et al. (2011)
is appropriate since their method mitigates the perturbation on
〈∆ν〉 due to glitches. On the other hand, one could abandon scal-
ings and use 〈∆ν〉 from models that can, for example, be based on
individual frequencies as in param, which also takes into account
departures from homology (regarding the assumption of scaling
with density, i.e. Eq. (1)). Then, it is more adequate to combine
param with 〈∆ν〉 estimates from individual radial-mode frequen-
cies. While the latter are currently available only for a small
subset (697 RGB and 783 RC stars), following the approach
presented in Davies et al. (2016), we noticed a qualitative agree-
ment with 〈∆ν〉 from Yu et al. (2018), which are also derived
from the frequencies. On the contrary, the 〈∆ν〉 as determined
by Mosser et al. (2011) has a different definition that is closer to
the analytical asymptotic relation. Its value for RGB stars is sys-
tematically larger by ∼1% compared to the one from individual
mode frequencies, as shown in Fig. 1. Meanwhile, there is no
specific trend in the difference between the two 〈∆ν〉 estimates
for RC stars.
Therefore, in Sect. 4.1, we use raw scaling relations in com-
bination with 〈∆ν〉 from Mosser et al. (2011). Then, in Sects. 4.2
and 4.3 where theoretically-motivated corrections to the 〈∆ν〉
scaling are used, we adopt 〈∆ν〉 from Yu et al. (2018) instead.
1 https://www.cosmos.esa.int/web/gaia/dr2-known-issues
2 https://gaia.obspm.fr/tap-server/tap
Fig. 1. Relative difference in 〈∆ν〉, δ(∆ν)/∆ν = (∆νother −∆νD16)/∆νD16,
between individual frequencies following Davies et al. (2016, D16) and
another method, as a function of νmax as estimated by Mosser et al.
(2011). The comparison is done with Mosser et al. (2011, M11; top)
and Yu et al. (2018, Y18; bottom). RGB and RC stars are in blue and
red, respectively. Here, ∆ν is used, instead of 〈∆ν〉, to simplify the
notation.
3. Detailed objectives
In order to simplify the statistical analysis of our results, we for-
mulated the problem in the astrometric data space, meaning par-
allax space. Significant biases can arise from the inversion of
parallaxes into distances and from sample truncation, such as the
removal of negative parallaxes and/or parallaxes with a relative
error above a given threshold (Luri et al. 2018). Thus, in the cur-
rent investigation, we avoided doing any of these. On the other
hand, it is quite reasonable to invert asteroseismic distances to
obtain parallaxes because their uncertainties are typically lower
than a few per cent (see, e.g. Rodrigues et al. 2014).
If one wishes to express the parallax as a function of the
apparent and intrinsic luminosity of a star, this can be done using
the Stefan–Boltzmann law, as follows:
$ = cλ
(
Rbb
R
)−1 ( Teff
Teff,
)−2
, (3)
where Rbb is the radius of the black body of effec-
tive temperature Teff , that is the photospheric radius, and
cλ = 10−0.2 (mλ+BCλ+5−Aλ−Mbol,). mλ, BCλ, and Aλ are the magni-
tude, bolometric correction, and extinction in a given band λ,
respectively. We adopt Mbol, = 4.75 for the Sun’s bolomet-
ric magnitude. Thereafter, we will resort to the 2MASS K-band
magnitude properties (mK , BCK , and AK), whenever we need to
estimate the coefficient cλ.
3.1. Asteroseismic parallax
Engaging in such a parallax comparison requires a way to
express the seismic information in terms of parallax, to be com-
pared to the Gaia astrometric measurements. Seismic parallaxes
are also based on the Stefan-Boltzmann law. Going back to the
foundations of ensemble asteroseismology, seismic scaling rela-
tions provide relevant estimates of the stellar masses and radii.
From Eqs. (1) and (2), their expressions are as follows:
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M
M
)
≈
(
νmax
νmax,
)3 ( 〈∆ν〉
〈∆ν〉
)−4 ( Teff
Teff,
)3/2
, (4)(
R
R
)
≈
(
νmax
νmax,
) ( 〈∆ν〉
〈∆ν〉
)−2 ( Teff
Teff,
)1/2
, (5)
involving both global asteroseismic observables 〈∆ν〉 and νmax,
and Teff . The solar references are taken as 〈∆ν〉 = 135 µHz,
νmax, = 3090 µHz, and Teff, = 5777 K. It is assumed here that
the seismic radius, R, and the black-body radius, Rbb, are the
same. Finally, using Eqs. (3) and (5), the seismic parallax ensu-
ing from the scaling relations can be written as
$scaling = cλ
(
νmax
νmax,
)−1 ( 〈∆ν〉
〈∆ν〉
)2 ( Teff
Teff,
)−5/2
· (6)
The seismic scaling relations have been widely used, even
though it is known that they are not yet precisely calibrated.
Testing their validity has become a very active topic in astero-
seismology, and has been addressed in several ways. It may take
the form of a comparison between asteroseismic radii and inde-
pendent measurements of stellar radii (e.g. Huber et al. 2012,
2017; Gaulme et al. 2016; Miglio et al. 2016). An alternative
approach consists in validating the relation between the aver-
age large frequency separation and the stellar mean density from
model calculations (Ulrich 1986). The asymptotic approxima-
tion for acoustic oscillation modes tells us that 〈∆ν〉 is directly
related to the sound travel-time in the stellar interior, and there-
fore depends on the stellar structure (Tassoul 1980). As men-
tioned in Sect. 1, Eq. (1) is approximate and assumes that stars,
in general, are homologous to the Sun and that the measured
〈∆ν〉 corresponds to 〈∆ν〉 in the asymptotic limit; in practice,
that is not the case (for further details see e.g. Belkacem et al.
2013). The sound speed in their interior (hence the total acoustic
travel-time) does not simply and only scale with mass and radius.
In particular, whether a red-giant star is burning hydrogen in a
shell or helium in a core, its internal temperature (hence sound
speed) distribution will be different. This led several authors to
quantify any deviation from the 〈∆ν〉 scaling relation these dif-
ferences could cause (e.g. White et al. 2011; Miglio et al. 2012;
Belkacem 2012; Guggenberger et al. 2016; Sharma et al. 2016;
Rodrigues et al. 2017). Stellar evolution calculations show that
the deviation varies by a few per cent with mass, chemical com-
position, and evolutionary state. That is why the seismic par-
allax can also be estimated from the large separation deter-
mined with grid-based modelling, meaning statistical methods
taking into account stellar theory predictions (e.g. allowed com-
binations of mass, radius, effective temperature, and metallic-
ity) as well as other kinds of prior information (e.g. duration of
evolutionary phases, star formation rate, and initial mass func-
tion). In particular, the Bayesian tool param uses 〈∆ν〉, νmax, Teff ,
log g, [Fe/H], [α/Fe] (when available), and photometric mea-
surements to derive probability density functions for fundamen-
tal stellar parameters, including distances (Rodrigues et al. 2014,
2017).
The asteroseismic results thus depend on the method
employed. This aspect is explored in more detail in Sect. 4,
where three distinct seismic methods are tested (with the appro-
priate 〈∆ν〉, as discussed in Sect. 2.2): the raw scaling relations,
a relative correction to the 〈∆ν〉 scaling between RGB and RC
stars, and a model-grid-based Bayesian approach defining 〈∆ν〉
from individual frequencies. Furthermore, in Sect. 6, we com-
bine asteroseismic and astrometric data to simultaneously cali-
brate the scaling relations and the Gaia zero-point.
3.2. Method
Our study is based on the analysis of the absolute rather than
the relative difference between Gaia and seismic parallaxes:
∆$ = $Gaia − $seismo. This is for two reasons: first, the global
zero-point offset in Gaia parallaxes is absolute (Lindegren et al.
2018); second, working in terms of relative difference can
amplify trends, for example due to offsets having a greater
impact on small parallaxes.
We explored the trends of the measured offset (∆$) for
a set of stellar parameters: the Gaia parallax $Gaia, the
G-band magnitude, the frequency of maximum oscillation νmax,
the GBP − GRP colour index, the mass inferred from param
(MPARAM), and the metallicity [Fe/H]. Each of these relations is
described with a linear fit obtained through a ransac algorithm
(Fischler & Bolles 1981). The fitting parameters’ uncertainties
are estimated by making N = 1000 realisations of the set of
parameters analysed with ransac, where a normally distributed
noise is added using the observed uncertainties on ∆$ and the
different stellar parameters. Because the fitting parameters are
strongly dependent on the range of values covered by the inde-
pendent variable X (the stellar parameter in question), the fits are
expressed in the following form: ∆$(X) = αX(X − X) + βX . αX
is the slope, βX is the intercept from which αXX was subtracted,
and X is the mean value of the stellar parameter X (Table 1).
As part of the analysis, some summary statistics can be
given. We first consider the median parallax difference
(
∆$
)
m
and the associated uncertainty σ(
∆$
)
m
. Then, we also give the
weighted average parallax difference
(
∆$
)
w
and its uncertainty
σ(
∆$
)
w
, which are defined as follows:
(
∆$
)
w
=
∑N
i=1 ∆$i/σ
2
∆$i∑N
i=1 1/σ
2
∆$i
, (7)
σ(
∆$
)
w
=
√√∑N
i=1
(
∆$i −
(
∆$
)
w
)2
/σ2
∆$i
(N − 1) ∑Ni=1 1/σ2∆$i · (8)
The latter corresponds to the weighted standard deviation, which
gives a measure of the spread and also takes the individual
(formal) uncertainties in ∆$ into account. Finally, the ratio
z = σ(
∆$
)
w
/σ(∆$)w is given, where σ(∆$)w = 1/
√∑N
i=1 1/σ
2
∆$i
is the uncertainty of the weighted mean estimated from the for-
mal uncertainties on ∆$. This ratio allows one to assess how
well the formal fitting uncertainties reflect the scatter in the data.
If the ∆$ scatter is dominated by random errors and the formal
uncertainties reflect the true observational uncertainties, then z
is close to unity. In the following, unless stated otherwise, the
weighted average parallax difference estimator will be used for
the offsets quoted in the text.
4. Analysis of the Kepler field
In this section, we focus on the comparison between Gaia DR2
and asteroseismology for red giants in the Kepler field. We
take advantage of the classification method from Elsworth et al.
(2017) that is based on the structure of the dipole-mode oscil-
lations of mixed character. This method distinguishes between
shell-hydrogen burning stars on the red-giant branch and core-
helium burning stars in the red clump (including secondary
clump stars, as well). From the asteroseismic perspective, three
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Table 1. Values of X (mean value of the stellar parameter X) for RGB (top) and RC stars (bottom).
Ev. state $Gaia (µas) G νmax (µHz) GBP −GRP MPARAM (M) [Fe/H]
RGB 708 12.2 72.7 1.35 1.14 −0.036
RC 625 11.8 40.0 1.29 1.34 −0.0045
Fig. 2. Parallax difference $Gaia −$seismo for RGB stars, with the asteroseismic parallax derived from raw scaling relations, as a function of $Gaia,
G, νmax, GBP −GRP, MPARAM, and [Fe/H]. The distribution of the N realisations of the ransac algorithm is indicated by the grey-shaded region and
the yellow line displays the average linear fit, for which the relation is given at the top of each subplot. The values of X for RGB stars are given
in Table 1. The summary statistics are:
(
∆$
)
m
= −6.2 ± 1.3 µas,
(
∆$
)
w
= −7.9 ± 0.8 µas, and z = 0.89. The black dashed lines correspond to the
average linear fits when a ±100 K shift in Teff is applied.
Fig. 3. Same as Fig. 2 but for RC stars. The values of X for RC stars are given in Table 1. The summary statistics are:
(
∆$
)
m
= −34.6 ± 1.4 µas,(
∆$
)
w
= −35.6 ± 0.9 µas, and z = 0.84.
different approaches are employed in order to emphasise the
influence of the seismic method on the measured parallax
zero-point.
4.1. Raw scaling relations
We start with the raw scaling relations, to which no correc-
tion has been applied. The seismic parallax is directly estimated
from Eq. (6), using 〈∆ν〉 from Mosser et al. (2011). The com-
parison with Gaia parallaxes is shown in Figs. 2 and 3 for
RGB and RC stars, respectively. At first sight, we observe a
strong dependence of the RGB parallax difference with $Gaia,
that is, as the latter increases, ∆$ significantly increases as well
(Fig. 2, top-left panel). Such a trend also appears for RC stars,
but to a much lesser extent. In fact, the parallax zero-point is
expected to show variations depending on position, magnitude,
and colour (Lindegren et al. 2018) but not on parallax, unless
we consider stars with the same intrinsic luminosity (e.g. RC
stars; see Fig. 3). In such a case, the dependence on apparent
magnitude would manifest itself as a dependence on parallax. In
addition, for core-helium burning stars, one can see that there is
a cut-off at low astrometric parallaxes ($Gaia < 350 µas; Fig. 3,
top-left panel). This is most likely related to the selection in mag-
nitude in Kepler (see e.g. Farmer et al. 2013), which translates
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Fig. 4. $Gaia as a function of $scaling (left) and $PARAM (right), for RGB (top) and RC (bottom) stars. The yellow line indicates the linear fit,
averaged over N realisations, for which the relation is given at the top of each subplot. The black dashed line indicates the 1:1 relation.
Fig. 5. Re-normalised Unit Weight Error (RUWE) distribution for
Kepler RGB and RC stars. The vertical dashed line indicates the thresh-
old adopted: RUWE ≤ 1.2.
into a limit on distance. Gaia parallaxes, having larger uncer-
tainties compared to their asteroseismic counterparts, can lead
to distances greater than this limit and, when represented on the
x-axis, create a horizontal structure (adding to the vertical struc-
ture caused by the scatter of the parallax difference) as observed.
Conversely, if we had the seismic parallax on the x-axis instead,
such a structure would disappear and the slope would become
flatter. Still, we note that these trends might either come from
the seismic parallax or from the correlation between the paral-
lax difference and the Gaia parallax. Having a deeper look at the
summary statistics, there seems to be a considerable difference
in the measured offset: that of RGB stars reaches up to −8 µas,
compared to RC stars displaying an average value of −36 µas.
On their own, these results could be interpreted as a minimal
difference between astrometric and asteroseismic measurements
for stars along the RGB, but there remains the issue of the appar-
ent trends of ∆$ with parallax.
To clarify this situation, in Fig. 4 we show the relation
between the seismic and Gaia parallaxes, separately for RGB
and RC stars. While the latter display a relation nearly parallel
to the 1:1 line, RGB stars show a slope of 1.028 ± 0.007, which
is significantly different from 1 and is not solely due to a correla-
tion effect. Because all sources are treated as single stars in Gaia
DR2, the results for resolved binaries may sometimes be spuri-
ous due to confusion of the components (Lindegren et al. 2018).
The Re-normalised Unit Weight Error (RUWE) is recommended
as a goodness-of-fit indicator for Gaia DR2 astrometry (see the
technical note GAIA-C3-TN-LU-LL-124-01 available from the
DPAC Public Documents page3). It is computed from the fol-
lowing quantities:
– χ2 = astrometric_chi2_al;
– N = astrometric_n_good_obs_al;
– G;
– and GBP −GRP.
Figure 5 shows the distribution of the RUWE for stars in the
Kepler field, including both RGB and RC evolutionary phases
(their distinction does not affect the shape of the distribution).
Because there seems to be a breakpoint around RUWE = 1.2
between the expected distribution for well-behaved solutions and
the long tail towards higher values, we adopt RUWE ≤ 1.2 as
a criterion for “acceptable” solutions. By imposing this condi-
tion, the scatter is reduced, but the slope appearing in Fig. 4 is
still present and the offset remains unchanged. Therefore, this
steep slope could potentially be a symptom of biases in the seis-
mic scaling relations. To a good approximation, the changes in
the slope due to changes in Teff , or modifications in the scal-
ing relations, can be obtained as linear perturbations of Eq. (6).
The question of their calibration using Gaia data is addressed in
Sect. 6. In addition, the similar distributions of the RUWE for
RGB and RC stars also point in favour of the fact that the quality
of Gaia parallaxes is not responsible for the different behaviour
of these stars in Figs. 2 and 3.
A fairly strong trend also appears for the parallax difference
as a function of the G-band magnitude, especially in the case of
RGB stars (Fig. 2, top-middle panel). Within Gaia itself, obser-
vations are acquired in different instrumental configurations and
3 https://www.cosmos.esa.int/web/gaia/
public-dpac-documents
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Fig. 6. Absolute difference in AK between param and another method,
as a function of param’s extinctions. The comparison is made with the
Green et al. (2015) map (left) and the RJCE method (right).
need to be calibrated separately depending on, for example, the
window class and the gate activation (for further details see e.g.
Riello et al. 2018). In the range of magnitudes covered by red-
giant stars, several changes occur:
– at G = 11.5, the BP/RP (blue photometer/red photometer)
window class switches from 2D to 1D;
– at G = 12, there is the transition between gated (to avoid sat-
uration affecting bright sources) and un-gated observations;
– at G = 13, the AF (Astrometric Field) window class changes
from 2D to 1D.
In order to separate the different effects, we divide the RGB and
RC samples in bins of G as follows: G ≤ 11.5, G ∈ [11.5, 12],
G ∈ [12, 13], and G > 13. Doing so results in an offset decreas-
ing from 16 to −21 µas between the lowest and the highest bins
for RGB stars, and from −28 to −44 µas for RC stars. We remark
that the trend of the offset with increasing magnitude is negative
in both cases, but stronger for RGB stars than for RC stars (see
top-middle panels in Figs. 2 and 3), which might again indicate
a problem regarding the raw scaling relations. ∆$ does not seem
to exhibit any noteworthy relation with the other stellar param-
eters. Hence, they will not be shown throughout the rest of the
paper, apart from νmax, which is an important asteroseismic indi-
cator of the evolutionary stages.
Despite the above, using the raw scaling relations has the
considerable advantage of giving us the agility and flexibility to
have a direct test of potential systematic effects. In any case, we
later show that a lot of the departures of the slopes from unity can
be removed by using grid-based modelling (Sect. 4.3). Here, we
explore the influence that other non-seismic inputs, meaning the
effective temperature scale and the extinctions, may have on the
comparison. Teff appears explicitly in Eq. (6), but also implicitly
through the bolometric correction contained in the coefficient cλ,
the definition of which is given in Sect. 3. The combination of
these two factors leads to an increase (or decrease) of both the
$scaling–$Gaia slope coefficient and the offset with increasing (or
decreasing) Teff : a ±100 K shift results in a ±10−15 µas varia-
tion in the parallax difference. Reducing the effective temper-
ature by 100 K is almost enough to obtain a slope of ∼1, but
not to have an offset in agreement with the red clump. On the
other hand, setting the extinctions to zero or doubling their val-
ues barely affects the parallax difference, at the order of ±6 µas
at the most. As a check, in Fig. 6, we compare our extinction val-
ues with those derived by Green et al. (2015) (Bayestar15) and
from the RJCE method (Majewski et al. 2011), to see if they are
consistent with each other. For the most part, the differences are
within the ±0.02 level, with a larger scatter on the RJCE side.
The typical (median) uncertainties on the extinctions are 0.007,
0.002, and 0.025 for param, Bayestar15, and RJCE, respectively.
At low extinction values (AK < 0.025), Bayestar15’s extinctions
are systematically larger, introducing a diagonal shape in the dis-
tribution. This is most likely a truncation effect caused by the
fact that Bayestar15 only provides strictly non-negative extinc-
tion estimates, while param derives both positive and negative AK
(Rodrigues et al. 2014). Such differences are not expected to sig-
nificantly affect our comparison, as already implied by the above
tests given that the parallax offsets measured with these extinc-
tions only differ by approximately ±2 µas. This is also partly due
to the fact that we are using an infrared passband, which reduces
the impact of reddening.
4.2. Corrected 〈∆ν〉 scaling relation
From theoretical models, one expects that deviations from the
〈∆ν〉 scaling relation depend on mass, chemical composition,
and evolutionary state, as discussed in Sect. 3.1. Neverthe-
less, at fixed mass and metallicity (e.g. for a cluster), one can
derive a relative correction to the scaling between RGB and
RC stars, modifying Eq. (1) as follows: 〈∆ν〉′ = C〈∆ν〉〈∆ν〉,
where C〈∆ν〉 is a correction factor. This has been done for the
open cluster NGC 6791: Miglio et al. (2012) compared astero-
seismic and photometric radii, while Sharma et al. (2016) esti-
mated C〈∆ν〉 along each stellar track of a grid of models (see
also Rodrigues et al. 2017). Both found a relative correction of
∼2.7% between the two evolutionary stages, C〈∆ν〉 being larger
and closer to unity for RC stars. The value of 2.7% corresponds
to the low-mass end (M ∼ 1.1 M). The relative correction
would be of the order of 2.5% for 1.2–1.3 M stars.
Hence, as a first-order approximation, we applied this cor-
rection to our RGB sample: namely, for each star, we reduced
〈∆ν〉 from the scaling relation by 2.7%. As this correction is
based on a definition of 〈∆ν〉 from individual frequencies, it
makes sense to use 〈∆ν〉 from Yu et al. (2018) to ensure consis-
tency. Figure 7 shows how the inclusion of this correction from
modelling affects the comparison for stars along the RGB. After
applying the relative correction, the estimated offset became
−35 µas, which is much closer to what was obtained with RC
stars (Fig. 3), possibly indicating the relevance of the correc-
tion. However, even if the relations of ∆$with the Gaia parallax
and the G-band magnitude seem flatter, the $rel–$Gaia relation
now displays a slope of 0.984 ± 0.007. This is most likely due
to the application of an average correction initially derived for
NGC 6791, and not quite suitable for the wide range of masses
and metallicities covered by the sample. Finally, to help quan-
tify the effect of this correction, we also estimated the slope
and the parallax offset using 〈∆ν〉 from Mosser et al. (2011), as
in the previous section, and obtained 0.974 and −43 µas. Thus,
the dominant effect here is that of the correction, rather than the
change of 〈∆ν〉.
4.3. 〈∆ν〉 from individual frequencies: grid-modelling
With their Bayesian tool param, Rodrigues et al. (2017) replaced
the 〈∆ν〉 scaling relation with an average large frequency def-
inition stemming from a linear fitting of the individual radial-
mode frequencies computed along the evolutionary tracks of
the grid. Similarly, and as stated above, we use 〈∆ν〉 as esti-
mated by Yu et al. (2018) for consistency with the 〈∆ν〉 defini-
tion adopted in the models in param. At this time, this approach
has yielded masses and radii that show no systematic devia-
tions to within a few per cent of independent estimates (see
e.g. Miglio et al. 2016; Handberg et al. 2017; Rodrigues et al.
2017; Brogaard et al. 2018, who partially revisited the work by
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Fig. 7. Same as Fig. 2 but with the asteroseismic parallax derived from scaling relations with a 2.7% correction factor applied to the 〈∆ν〉 scaling.
The summary statistics are:
(
∆$
)
m
= −35.8 ± 1.3 µas,
(
∆$
)
w
= −35.5 ± 0.8 µas, and z = 0.88.
Fig. 8. Same as Fig. 2 but with the asteroseismic parallax derived from param (Rodrigues et al. 2017). The summary statistics are:
(
∆$
)
m
=
−51.4 ± 1.0 µas,
(
∆$
)
w
= −51.7 ± 0.8 µas, and z = 1.24.
Fig. 9. Same as Fig. 8 but for RC stars. The summary statistics are:
(
∆$
)
m
= −48.3 ± 1.1 µas,
(
∆$
)
w
= −47.9 ± 0.9 µas, and z = 1.23.
Gaulme et al. 2016). This method requires the use of a grid of
models covering the complete relevant range of masses, ages,
and metallicities. It is worth emphasising that the physical inputs
of the models play a crucial role in the determination of stellar
parameters via a Bayesian grid-based method. There is no abso-
lute set of stellar models, and a few changes in their ingredients
may also affect the outcome of an investigation such as ours. For
details about the models considered here, we refer the reader to
Rodrigues et al. (2017), with the exception that here we include
element diffusion.
The comparison of the Gaia parallaxes with the seismic ones
estimated with param appears in Fig. 8 for RGB stars, and Fig. 9
for RC stars. Both evolutionary phases have a flattened relation
with$Gaia such that they now display similar slopes. In the RGB
sample, the $PARAM–$Gaia relation has a slope nearly equal to
unity: 0.998±0.003 and that of the RC stars is largely unchanged
(see Fig. 4). These effects bring the parallax zero-points very
close: −52 and −48 µas for RGB and RC stars, respectively. The
trends with G are also relatively flat, resulting in small fluctu-
ations as we move from low to high G magnitudes: from −58
to −51 µas for stars on the RGB, and from −46 to −52 µas in
the clump. These findings are reassuring in the sense that, if we
were to find a trend with parallax or an evolutionary-state depen-
dent offset, the issue would be down to seismology. Since we
do not observe such effects, it seems relevant to use param with
appropriate constraints to derive asteroseismic parallaxes. If we
were to combine param with 〈∆ν〉 estimates from Mosser et al.
(2011) instead, the RGB and RC offsets would become −62 and
−46 µas, respectively. This would introduce a significant relative
difference in the parallax zero-point between RGB and RC stars,
which is neither due to the presence of secondary clump stars,
nor to the different νmax ranges covered by RGB and RC stars.
Furthermore, the effect on the slopes is a decrease for RGB stars
(0.986) and a very mild increase for RC stars (1.002). Again,
these findings highlight the importance of ensuring consistency
in the 〈∆ν〉 definition between observations and models.
What follows below aims at quantifying how sensitive the
findings with param are on additional systematic biases such
as changes in the Teff and [Fe/H] scales, and the use of differ-
ent model grids. We tested that a ±100 K shift in Teff affects
∆$ by ±3 µas for RGB stars, but this left the results largely
unchanged for RC stars. It is not surprising that the order of
magnitude of these variations is lower compared to when we
used the scaling relations at face value (±10–15 µas). The grid of
models restricts the possible range of Teff values for a star with
a given mass and metallicity, even more so when dealing with
the very localised core-helium burning stars. Then, a ±0.1 dex
shift in [Fe/H] affects ∆$ by ∓4 and ∓2 µas for RGB and RC
stars, respectively. Finally, when considering models computed
without diffusion (described in Rodrigues et al. 2017), the paral-
lax zero-point slightly increases for RGB stars (∆$ ∼ −57 µas)
and decreases for RC stars (∆$ ∼ −41 µas), enhancing the dis-
crepancy between the two evolutionary phases. Grids of models
computed with and without diffusion differ, for example in terms
of the mixing-length parameter, and of the initial helium and
heavy-elements mass fractions obtained during the calibration of
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Fig. 10. Slope of the various $seismo–$Gaia relations as a function of
the weighted average parallax difference for RGB (blue) and RC (red)
stars. The results using raw scaling relations (crosses; Sect. 4.1), a cor-
rected 〈∆ν〉 scaling relation (circles; Sect. 4.2), and param (diamonds;
Sect. 4.3) are shown. For RC stars, the line is extended to lower offset
values for a better visualisation of how the slope compares with RGB
stars when using scaling relations at face value.
a solar model. Because of these combined effects, it is complex
to interpret the respective impacts on RGB and RC stars. Since
models with diffusion are in better agreement with, for instance,
the helium abundance estimated in the open cluster NGC 6791
(Brogaard et al. 2012) and constraints on the Sun from helioseis-
mology (Christensen-Dalsgaard 2002), they are our preferred
choice for the current study. However, we stress that, at this
level of precision, uncertainties related to stellar models are non-
negligible (see Miglio et al., in prep.).
As a summary, Fig. 10 shows how the $seismo–$Gaia slopes
and parallax offsets (weighted average parallax difference)
evolve as we move from the scaling relations taken at face value
to grid-based modelling. This illustrates the convergence of RGB
and RC stars both in terms of slope and offset when using param.
4.4. External validation with open clusters
We performed an external validation of our findings by using
independent measurements for the open clusters NGC 6791
and NGC 6819, both in the Kepler field. We adopted the dis-
tances given by eclipsing binaries: dNGC 6791 = 4.01 ± 0.14 kpc
(Brogaard et al. 2011) and dNGC 6819 = 2.52 ± 0.15 kpc
(Handberg et al. 2017). The comparison with Gaia DR2 paral-
lax measurements (Cantat-Gaudin et al. 2018) gives offsets of
−60.6 ± 8.9 µas and −40.4 ± 23.6 µas for the former and the lat-
ter, respectively. This is reassuring as it is in line with the results
obtained with param.
4.5. Influence of spatial covariances
As discussed by Lindegren et al. (2018; see also Arenou et al.
2018), spatial correlations are present in the astrometry, leading
to small-scale, systematic errors. The latter have a size compa-
rable to that of the focal plane of Gaia, that is ∼0.7◦. In com-
parison, the Kepler field, with an approximate radius of 7◦, is
very large. The uncertainty on the inferred parallax offset may
be largely underestimated, unless one takes these spatial corre-
lations into account. For this reason, we performed a few tests
in order to quantify how the various quantities derived in this
work (average parallax difference and slope of the linear fits) and
their uncertainties would be affected by the presence of spatial
covariances. To be as representative as possible, in terms of spa-
tial and distance distributions, we chose to work with our Kepler
sample.
We first considered the seismic parallaxes estimated with
param as the “true” parallaxes ($true). This is an arbitrary choice
and, thereafter, $true has to be viewed as a synthetic set of
true parallaxes, completely independent from seismology. From
there, we computed synthetic seismic and astrometric parallaxes.
The former were calculated using the observed uncertainties on
param parallaxes (σ$seismo ):
$seismo = $true +N(0, σ2$seismo ), (9)
where N(0, σ2$seismo ) is a normal distribution with mean zero and
variance σ2$seismo . Then, two sets of astrometric parallaxes are
simulated, using the observed uncertainties on Gaia parallaxes
(σ$Gaia ):
$uncGaia = $true +N(0, σ2$Gaia ) + OGaia, (10)
$corGaia = $true +N(0, σ2$Gaia ) +N(OGaia,S), (11)
where OGaia = −50 µas represents the Gaia parallax zero-point
and is set arbitrarily following our findings (Sect. 4.3), and
N(OGaia,S) is a multivariate normal distribution with mean
OGaia and covariance matrix S. These two parallaxes contain
the same random error component (N(0, σ2$Gaia )), but different
systematic error components. $uncGaia (Eq. (10)) has a system-
atic error that is simply equal to the Gaia zero-point; while
$corGaia (Eq. (11)) has a systematic error centred on OGaia but also
accounts for spatial correlations between the sources.
The spatially-correlated errors are assumed to be indepen-
dent from the random errors, and the corresponding covariance
matrix can be written as:
S = E[($i − OGaia)($ j − OGaia)] =
{
V$(0) if i = j
V$(θi j) if i , j
, (12)
where V$(θ) is the spatial covariance function, which solely
depends on the angular distance between sources i and j (θi j).
Lindegren et al. (2018) suggested
V$(θ) ' (285 µas2) × exp(−θ/14◦) (13)
as the spatial correlation function for the systematic parallax
errors. To capture the variance at the smallest scales (see Fig. 14
of Lindegren et al. 2018), an additional exponential term can be
added:
V$(θ) ' (285 µas2)× exp(−θ/14◦) + (1565 µas2)× exp(−θ/0.3◦),
(14)
where the number 1565 µas2 is chosen to get a total V$(0) of
1850 µas2, appearing in the overview of Gaia DR2 astrometry by
Lindegren et al4. This value was obtained for quasars, with faint
magnitudes (G ≥ 13); for brighter magnitudes (Cepheids), there
are indications that a total V$(0) of 440 µas2 would be required
instead. However, owing to the uncertainty regarding the exact
value that would be suitable for our sample, we preferred to be
conservative by using Eq. (14). Lastly, we also tried the descrip-
tion of spatial covariances following Zinn et al. (2019), namely:
V$(θ) ' (135 µas2) × exp(−θ/14◦). (15)
As the term N(OGaia,S) in Eq. (11) is subject to important
variations between different simulations, we drew Nsims = 1000
realisations of $corGaia in order to obtain statistically significant
4 https://www.cosmos.esa.int/web/gaia/
dr2-known-issues (slide 35).
A35, page 9 of 15
A&A 628, A35 (2019)
Fig. 11.$Gaia as a function of $scaling (left) and $PARAM (right) for red giants in the K2 Campaign fields C3 (top) and C6 (bottom). The yellow line
displays the linear fit, averaged over N realisations, for which the relation is given at the top of each subplot. The black dashed line indicates the
1:1 relation. The summary statistics are:
(
∆$
)
m
= 28.9 ± 5.2 µas,
(
∆$
)
w
= 24.6 ± 4.0 µas, and z = 1.16 for C3 (scaling);
(
∆$
)
m
= 11.9 ± 3.6 µas,(
∆$
)
w
= 9.5 ± 2.6 µas, and z = 1.01 for C6 (scaling);
(
∆$
)
m
= −8.1 ± 4.4 µas,
(
∆$
)
w
= −6.4 ± 3.8 µas, and z = 1.30 for C3 (param);(
∆$
)
m
= −18.6 ± 3.3 µas,
(
∆$
)
w
= −16.9 ± 2.4 µas, and z = 1.11 for C6 (param).
Fig. 12. Distribution of parallax uncertainties in Gaia DR2 (top) and in
param (bottom) for the Kepler (red), C3 (orange), and C6 (purple) fields.
results. Furthermore, because it is computationally expensive to
calculate the covariance matrix for a large number of sources,
we randomly selected 60% of the RGB and RC samples before-
hand. This allowed us to calculate the median parallax difference
between the astrometric and seismic synthetic values, as well as
its uncertainty. Whether spatial covariances are included or not,
we obtain a similar offset (very close to the parallax zero-point
applied (OGaia = −50 µas)) for both RGB and RC stars. The
difference becomes apparent when one looks at the uncertainty
of the median offset. Without spatial correlations, we find an
uncertainty of approximately 1 µas, which is compatible with
our results. However, when spatial correlations are included, the
uncertainty increases up to ∼14 µas using Eqs. (13) and (14), and
it is slightly lower with Eq. (15) (∼10 µas). A similar threshold
on the uncertainty of the parallax offset, due to spatial covari-
ances, was recently found by Hall et al. (2019), who used hierar-
chical Bayesian modelling and assumptions about the red clump
to compare Gaia and asteroseismic parallaxes in the Kepler
field. Then, studying the relation between the simulated seis-
mic and Gaia parallaxes (in a similar way as in Fig. 4), we find
that, regardless of the spatial covariance function applied, the
value and uncertainty of the slope parameter are barely affected.
This is reassuring since it means that the slopes we obtained in
Sects. 4.1–4.3 are significant, and that the argument whereby
param displays a slope closer to unity compared to the raw scal-
ing relations is still valid.
5. Positional dependence of the parallax zero-point
This section aims at highlighting how the position constitutes
one of the sources of the variations in the Gaia DR2 paral-
lax zero-point. After measuring the offset in the Kepler field,
we undertake a similar analysis for two of the K2 Campaign
fields: C3 and C6, corresponding to the south and north Galac-
tic caps respectively (Howell et al. 2014). A difference lies in
the fact that there is no distinction between the RGB and the
RC evolutionary stages here. In the following, we are concerned
with the results given by raw scaling relations and param, using
the method developed by Mosser et al. (2011) for 〈∆ν〉 for both
approaches as there is no 〈∆ν〉 available following the approach
by Yu et al. (2018). After that, we also analyse the information
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Fig. 13. Sky map in ecliptic coordinates
of median parallaxes for the full quasar
sample, showing large-scale variations
of the parallax zero-point. The Kepler
(red), C3 (orange), and C6 (purple) fields
are displayed. Median values are calcu-
lated in cells of 3.7 × 3.7 deg2.
Fig. 14. Weighted average parallax of quasars selected within a given
radius around the central coordinates of the Kepler (red), C3 (orange),
and C6 (purple) fields. The black dashed line indicates the average
radius of the fields.
given by quasars regarding the three fields considered in our
investigation.
5.1. K2 fields: C3 and C6
The comparison of parallaxes using the raw scalings with par-
allaxes from Gaia DR2 is displayed in Fig. 11, and the mea-
sured offsets are of the order of 25 ± 4 and 9 ± 3 µas for C3
and C6, respectively. Both have a $scaling–$Gaia relation with a
slope substantially different from unity, that is 1.049 ± 0.020 for
C3 and 1.071±0.017 for C6. Further, Teff shifts of ±100 K affect
the parallax difference by ±10−15 µas, as is the case for Kepler.
For param, the outcome of the comparison is also illustrated
in Fig. 11. C3 displays a parallax difference close to zero (∆$ '
−6 ± 4 µas), while C6 shows a value of about −17 ± 2 µas. In the
case of C3, the trend with parallax is entirely suppressed: the slope
is equal to 0.999 ± 0.016. It is also reduced for C6, but a fairly
steep slope of 1.034±0.009 remains. In absolute terms, these off-
sets are much lower compared to the Kepler field even though we
are dealing with red-giant stars, in both cases either in the RGB
or the RC phase. Thus, in the position-magnitude-colour depen-
dence of the parallax zero-point, the position prevails in the cur-
rent analysis. To test whether these differences are caused by the
inhomogeneity in the effective temperatures and metallicities in
use between theKepler and K2 samples, Casagrande et al. (2019)
checked the reliability of their photometric metallicities against
APOGEE DR14 and found an offset of −0.01 dex with an rms
of 0.25 dex, that is [Fe/H] from SkyMapper are lower. Teff from
SkyMapper agree with APOGEE DR14 within few tens of K and
a typical rms of 100 K. These small deviations should not affect
our findings. Also, we compared the extinctions from param that
were adopted in this work to those from SkyMapper, which are
used to determine Teff and [Fe/H], and find that they are consis-
tent with each other, with differences in AK only at the level of
±0.01. Finally, we investigated the potential origin of the differing
slopes between C3 and C6 by considering the different parallax
distributions (with respect to each other, and also to the Kepler
field); the decreased quality of the K2 seismic data compared to
Kepler (Howell et al. 2014); and the use of 〈∆ν〉 from Mosser et al.
(2011) (instead of Yu et al. 2018, as forKepler). Nevertheless, the
interplay between these different elements as well as the limited
number of stars in the K2 samples prevent us from drawing any
firm conclusion with regards to the slopes. As for the offsets, the
effect of such differences seems to be at the level of ∼ ± 7 µas at
most. In addition, the fairly good agreement between SkyMap-
per and APOGEE does not exclude the possibility that the photo-
metric Teff and [Fe/H] may be influenced differently in different
fields (e.g. C3 and C6) by external factors such as, for instance,
the extinction.
A further point we would like to raise concerns the appar-
ently larger scatter in the K2 fields. In that respect, we iden-
tify the order of magnitude of the Gaia and seismic (param)
parallax uncertainties (Fig. 12). The asteroseismic uncertain-
ties are slightly larger in the case of K2. This can mainly be
explained by the fact that the original mission, Kepler, con-
tinuously monitored stars for four years, whereas each cam-
paign of K2 is limited to a duration of approximately 80 days
(Howell et al. 2014). Despite this, photometric systematics in
the K2 data leading to, for instance, spurious frequencies are
now well understood, and the pipelines used to produce light
curves have been developed over time to remove or mitigate
these effects. As a result, we do not expect the global seismic
parameters to show any significant bias due to the K2 artefacts
(see also Hekker et al. 2012, and the Kepler and K2 Science
Center website5). Nonetheless, the astrometric uncertainties are
also substantially larger for K2, almost doubled compared to
Kepler. A possible reason for this would be that the regions
around the ecliptic plane (such as C3 and C6) are observed less
frequently, as a result of the Gaia scanning law, and also under
less favourable scanning geometry, with the scan angles not dis-
tributed evenly (Gaia Collaboration 2016b). To test this hypoth-
esis, we use the quantity visibility_periods_used: the
5 https://keplerscience.arc.nasa.gov/pipeline.html
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Fig. 15. Colour-magnitude diagrams
(CMDs; left and middle) and absolute
magnitude MK normalised histograms
(right), where MK is estimated by means
of the Gaia parallax at face value for
the Kepler (grey) and C3 (orange) fields.
Another CMD, including a shift in par-
allax, is shown for Kepler (red). We
removed stars having a parallax with a
relative error above 10% for Kepler, and
15% for C3. The black dashed lines indi-
cate the expected range of values for the
magnitude of the clump in the K band.
number of visibility periods, that is a group of observations sep-
arated from other groups by a gap of at least four days, used
in the astrometric solution. This way, we can assess if a source
is astrometrically well-observed. This variable exhibits signif-
icantly higher values for Kepler, ranging from 12 to 17. The
number of visibility periods for K2 are lower or equal to ten,
indicating that the parallaxes could be more vulnerable to errors.
The predicted uncertainty contrast between the Kepler and K2
fields is about a factor6 of 1.6, which is indeed consistent with
the location of the histogram peaks in the top panel of Fig. 12.
5.2. Quasars and colour-magnitude diagram
Lindegren et al. (2018) investigated the parallax offset using
quasars, and obtained a global zero-point of about −30 µas. It
is no surprise that this value differs from the ones we obtain in
the current work. Indeed, this parallax offset depends on mag-
nitude and colour, in addition to position: quasars are generally
blue-coloured with faint magnitudes. Red giants are substantially
different objects, hence the importance of solving the parallax
zero-point independently. We investigated the information pro-
vided by quasars to estimate the parallax zero-point in the differ-
ent fields considered here (see Fig. 13). To this end, we selected
quasars within a given radius around the central coordinates of
each field and computed the weighted average parallax (follow-
ing Eq. (8)). The variation of this quantity with radius is shown in
Fig. 14. This allows us to assess its sensitivity on the size of the
region considered. The mean offsets associated to the size of the
fields (r ∼ 7◦) are −24± 8, 3± 9, and −12± 7 µas for Kepler, C3,
and C6, respectively. It should be kept in mind, however, that spa-
tial covariances in the parallax errors (Sect. 4.5) prevent one from
drawing strong conclusions regarding the offsets, especially at the
smallest scales. The main purpose of Fig. 14 is to illustrate these
trends. Despite exhibiting different values, the pattern whereby
the Gaia parallax offset is lowest for C3 and highest for Kepler,
in keeping with our results, is potentially reproduced.
For illustrative purposes, we show in Fig. 15 two colour-
magnitude diagrams (CMDs) for the entire Kepler field: one
where the absolute magnitude is calculated without applying a
6 https://www.cosmos.esa.int/web/gaia/
science-performance
shift in the Gaia parallax, another where we use the zero-point
measured with param (∼−50 µas for both RGB and RC stars)
to “correct” the parallaxes. In addition, owing to the near-zero
offset in C3, the latter is also displayed for comparison. We
only kept stars with a relative parallax error below 10% for
Kepler, and 15% for C3. Beyond the magnitude values being
affected, the shape of the RGB structures, for example the red-
giant branch bump and the red clump, become clearer when a
shift is applied. This is a sensible change because a constant
shift in parallax is not equivalent to a constant shift in lumi-
nosity. The parallax shift has a different relative effect on the
distance of each star, hence luminosity. This may explain how
features in the CMD can become sharper. In particular, the red
clump becomes more sharply-peaked in the absolute magni-
tude distribution and its mean value is about MRCK ∼ −1.57, as
opposed to MRCK ∼ −1.78 when Gaia parallaxes are taken at
face value. Independent determinations of MRCK range between−1.63 and −1.53 (see Table 1 in Girardi 2016; Chen et al. 2017;
Hawkins et al. 2017). Furthermore, population effects at a level
of several hundredths of a magnitude are expected but are not
enough to explain the difference in MRCK , especially considering
that the use of the K band partly mitigates them (see e.g. Girardi
2016, and references therein).
6. Joint calibration of the seismic scaling relations
and of the zero-point in the Gaia parallaxes
In Sect. 4.1, we used the scaling relations (Eqs. (4) and (5)) at
face value in the context of a comparison with Gaia DR2. These
relations are not precisely calibrated yet, and testing their valid-
ity has been a very active topic in the field of asteroseismol-
ogy (e.g. Huber et al. 2012; Miglio 2012; Gaulme et al. 2016;
Sahlholdt et al. 2018). In this vein, Gaia DR2 ensures the con-
tinuity of the research effort carried out to test the scaling rela-
tions’ accuracy. After the work conducted in Sects. 4 and 5, it is
clear that the calibration of scaling relations by means of Gaia
requires the parallax zero-point to be characterised at the same
time. Hence, the current investigation reflects two main devel-
opments: constraining the calibration of the seismic scaling rela-
tions and quantifying the parallax offset in Gaia DR2.
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We take the seismic calibration issue into account by intro-
ducing the scaling factors C〈∆ν〉 and Cνmax in the expressions of〈∆ν〉 and νmax (Eqs. (1) and (2)):( 〈∆ν〉
〈∆ν〉
)
= C〈∆ν〉
(
M
M
)1/2 ( R
R
)−3/2
, (16)(
νmax
νmax,
)
= Cνmax
(
M
M
) (
R
R
)−2 ( Teff
Teff,
)−1/2
· (17)
In terms of mass and radius (Eqs. (4) and (5)), this translates
into(
M
M
)
= C−3νmaxC4〈∆ν〉
(
νmax
νmax,
)3 ( 〈∆ν〉
〈∆ν〉
)−4 ( Teff
Teff,
)3/2
, (18)(
R
R
)
= C−1νmaxC2〈∆ν〉
(
νmax
νmax,
) ( 〈∆ν〉
〈∆ν〉
)−2 ( Teff
Teff,
)1/2
· (19)
Finally, the seismic parallax (Eq. (6)) is modified as follows:
$′scaling = cλ CνmaxC−2〈∆ν〉
(
νmax
νmax,
)−1 ( 〈∆ν〉
〈∆ν〉
)2 ( Teff
Teff,
)−5/2
· (20)
In this context, the comparison between the Gaia (Eq. (3))
and asteroseismic (Eq. (20)) expressions for the parallax gives
the following equality:
$Gaia − OGaia = CνmaxC−2〈∆ν〉$scaling, (21)
where OGaia represents the parallax zero-point in Gaia DR2 to
be determined. Fitting Eq. (21) with a ransac algorithm allows
us to determine the coefficient CνmaxC−2〈∆ν〉, accounting for the cal-
ibration of scaling relations, and also provides an offset OGaia,
which we can interpret as a bias in the Gaia parallaxes. The main
assumption that we make here is that the asteroseismic calibra-
tion, in the form of a multiplication factor, and the astrometric
calibration, in the form of an addition factor, can be considered
independently and do not affect each other. For this reason, it
is crucial to make efficient use of both asteroseismic and astro-
metric data. On the one hand, because corrections to the scal-
ing relations are expected to depend on νmax (see e.g. Fig. 3 of
Rodrigues et al. 2017), we divided our Kepler RGB and RC sam-
ples in frequency ranges of νmax values: [8, 32], [16, 64], [32,
128], [64, 256], [128, 512] µHz. On the other hand, nearby stars
have more reliable parallaxes (less affected, in relative terms,
by the Gaia offset) and may, as such, be used to calibrate the
scalings. In practice, we implemented a two-step methodology
to, firstly, calibrate the seismic scaling relations and, secondly,
use the calibration coefficients obtained from the first step to
determine the Gaia zero-point. To do so, we started by selecting
stars with large parallaxes in each bin of νmax. As illustrated by
Fig. 16, the high-parallax threshold has to be chosen differently
depending on the νmax bin considered, in order to keep enough
stars. Here, the limit is chosen in such a way that at least 500
stars remain in the different νmax ranges. We then interpolate in
νmax to estimate the scaling factors and individually correct each
seismic parallax. The latter is then compared again to the Gaia
parallax, this time on the full range of parallaxes, to measure the
parallax offset.
During the calibration process, we apply linear fits expressed
in the following form:$Gaia = γ$scaling+δ, where γ = CνmaxC−2〈∆ν〉
is the calibration parameter and δ = OGaia is the offset parameter.
The parameter uncertainties are estimated by repeating ransac
N = 1000 times, where we add a normally distributed noise
Fig. 16. $Gaia as a function of νmax for RGB (blue) and RC (red) stars
in the Kepler sample.
knowing the observed uncertainties on $Gaia and $scaling. The
coefficients, obtained in step one, and offsets, obtained in step
two, are shown as a function of νmax for RGB and RC stars in
Fig. 17. The offsets OGaia point in the right direction – Gaia par-
allaxes are smaller – and are in the same order of magnitude
for the two evolutionary stages, validating the calibration of the
scaling relations. These offsets do not depend on νmax, and their
mean values are −24±9 µas for RGB stars and −31±7 µas for RC
stars. In regard to the scaling factors, we can make a qualitative
comparison with the C〈∆ν〉 estimated from models if we assume
Cνmax to be equal to unity (uncertainties related to modelling the
driving and damping of oscillations prevented theoretical tests of
the νmax scaling relation; see e.g. Belkacem et al. 2011). Accord-
ing to Rodrigues et al. (2017; see their Fig. 3), C〈∆ν〉 takes val-
ues slightly lower and higher than one for RGB and RC stars,
respectively, in the ranges of mass and metallicity concerning
our sample. Additionally, from RGB models, C〈∆ν〉 is expected
to decrease before increasing again as we go towards increas-
ing νmax values, with a minimum at νmax ∼ 15 µHz depending on
mass and metallicity. A similar trend is expected for RC stars but
the other way around: C〈∆ν〉 increases before decreasing, and has
a maximum at νmax ∼ 30 µHz, which again depends on M and
[Fe/H]. Also, larger variations of C〈∆ν〉 are expected for RGB
stars, which seems in conflict with our findings. Nevertheless, it
should be recalled that we derived scaling factors that are aver-
aged in bins of νmax, and it appears that the current results are
still in general agreement with expectations from models. At this
point, the third data release of Gaia, coming along with smaller
uncertainties, will provide the means to pursue this work, and to
derive precise and accurate corrections to the scaling relations.
7. Conclusions
We combined Gaia and Kepler data to investigate the Gaia DR2
parallax zero-point, showing how the measured offsets depend
on the asteroseismic method employed. We also provided a
direct illustration of the positional dependence of the zero-point
thanks to the K2 fields, and, finally, introduced a way to address
the seismic and astrometric calibrations at the same time.
First of all, in the course of the comparison with the astro-
metric parallaxes delivered by the second data release of Gaia,
the application of three distinct asteroseismic methods reveals
that there is no absolute standard within asteroseismology. The
determination of a zero-point in the Gaia parallaxes depends on
the seismic approach used, and cannot be dissociated from it.
As a matter of fact, the conclusions we draw are not the same
whether we use the seismic scaling relations at face value or a
grid-based method such as param. The former would suggest a
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Fig. 17. Coefficients (left) and offsets (right) determined via our two-step calibration methodology for RGB (blue) and RC (red) stars, as a function
of νmax.
near-zero offset for RGB stars, significantly different from that
of RC stars; in contrast, the latter implies a similar deviation with
respect to Gaia DR2 parallaxes for RGB and RC stars. That said,
the offsets measured with param ranging from ∼−45 to −55 µas
(and also considering the substantial uncertainties induced by
spatially-correlated errors) can be related to previous investiga-
tions, especially the one conducted by Zinn et al. (2019), who
calibrate seismic radii against eclipsing binary data in clusters
and used model-predicted corrections on the 〈∆ν〉 scaling rela-
tion. They obtain very similar offsets of about −50 µas for RGB
and RC stars observed by Kepler. Our external validation via
the measurements from eclipsing binaries in the open clusters
NGC 6791 and NGC 6819 also confirms the existence of a par-
allax offset in that range. The proximity of the param results
with these independent tests reaffirms previous findings about
the necessity to go beyond the 〈∆ν〉 scaling for the estimation of
stellar properties. Furthermore, the use of different sets of 〈∆ν〉
values has a non-negligible impact on the inferred offsets of the
order of ∼10 µas. In particular, attention should be paid to the
consistency in the definition of 〈∆ν〉 between the observations
and the models. Other systematic effects can arise, for example,
from shifts in the effective temperature and metallicity scales,
and changes in the physical inputs of the models, with variations
up to ±7 µas according to our tests, but very likely larger than
that due to uncertainties related to stellar models.
We also bring to light the positional dependence of the Gaia
DR2 parallax zero-point, as demonstrated by Lindegren et al.
(2018), by analysing two of the K2 Campaign fields, C3 and C6,
in addition to the Kepler field. These fields, corresponding to the
south and north Galactic caps, display parallax offsets which are
substantially different from that of Kepler. A small fraction of
these differences may be due, for example, to the parallax dis-
tribution, the quality of the seismic data, and the use of different
seismic constraints. But, as of now, it remains difficult to reach
a firm conclusion, and the future possibility of extending this
analysis to other K2 Campaign fields may help shed light on this
matter. Also, despite the measured values being slightly differ-
ent, the offset suggested by quasars reproduces the trend towards
the increasing discrepancy with Gaia for C3, C6, and Kepler
(in ascending order). The difference in the calculated zero-point
is to be expected because quasars have their own peculiarities
(e.g. faint magnitude, blue colour) that are not representative
of red-giant stars. Furthermore, such a colour dependence also
emerges from the study of δ Scuti stars in the Kepler field by
Murphy et al. (2019), who found that applying an offset (as high
as 30 µas) resulted in unrealistically low luminosities. Looking
forward, having a uniform set of spectroscopic constraints would
be very valuable.
Lastly, we initiate a two-step model-independent method to
simultaneously calibrate the asteroseismic scaling relations and
measure the Gaia DR2 parallax zero-point based on the assump-
tion that these two corrections are fully decoupled. This leads us
to promising findings whereby the computed calibration coeffi-
cients are qualitatively comparable to those that are derived from
models, and the estimated offsets are in the same order of mag-
nitude for RGB and RC stars suggesting that Gaia parallaxes
are too small, as is expected. However, given the non-negligible
uncertainties and the close correlation between the calibration
and offset parameters, it is still too soon to draw strong con-
clusions. In this regard, the third data release of Gaia, with
improved parallax uncertainties and reduced systematics, will
offer exciting prospects to continue along the path of calibrat-
ing the scaling relations.
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