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We improve the results obtained by the ﬁrst author in a recent paper where a
problem raised by A. Ambrosetti, H. Brezis, and G. Cerami concerning the exact
structure of the set of solutions for a class of two-point boundary value prob-
lems was solved. Here we study a more general problem and get more detailed
results. © 2001 Academic Press
1. INTRODUCTION
We consider the two-point boundary value problem

−v′′ = µvq + vp + kv a ≤ x ≤ b
v > 0 a < x < b
va = vb = 0
1µ
where 0 < q < 1 < p and k ≥ 0 are ﬁxed given numbers and µ > 0 is a
parameter. If k = 0, then 1µ reduces to

−v′′ = µvq + vp a ≤ x ≤ b
v > 0 a < x < b
va = vb = 0
2µ
which was studied in a recent paper [8] by Liu. Problem 2µ comes from
a problem raised by Ambrosetti et al. in [1]. The problem in [1] concerns
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the exact structure of the solution set of

−u′′ = λuq + up a ≤ x ≤ b
u > 0 a < x < b
ua = ub = 0
3λ
and { −u′′ = λ	u	q−1u+ 	u	p−1u a ≤ x ≤ b
ua = ub = 0
4λ
Note that under the transformation
v = λ− 1p−q u µ = λp−1p−q  (5)
2µ is equivalent to 3λ. Denote by 
v
 = maxa≤x≤b 	vx	 for v ∈ Ca b.
The main result in [8] is
Theorem A. There exists a number µ∗ with 0 < µ∗ < +∞ such that
(i) for µ > µ∗, 2µ has no solution;
(ii) for µ = µ∗, 2µ has exactly one solution vµ∗ ;
(iii) for 0 < µ < µ∗, 2µ has exactly two solutions vµ 1, vµ 2 with
vµ 1 < vµ 2 in a b.
Moreover, if we denote vµ∗ 1 = vµ∗ 2 = vµ∗ , then the solutions of 2µ satisfy
the following properties:
(iv) for 0 < µ1 < µ2 ≤ µ∗ and a < x < b, vµ1 1x < vµ2 1x;
(v) for 0 < µ1 < µ2 ≤ µ∗ and a < x < b, vµ1 2x >
√
µ1/µ2 ×
vµ2 2x and 
vµ1 2
 > 
vµ2 2
;
(vi) vµ 1 and vµ 2 are continuous from 0 µ∗ to C2a b;
(vii) 
vµ 1
 ∼ b− a2/2q+ 1Aq1/1−qµ1/1−q, as µ→ 0+,

vµ 2
 ∼ b− a2/2p+ 1Ap1/1−pµ1/1−p, as µ→ 0+,
where Ar = ∫ 10 1 − tr+1−1/2dt2 and yµ ∼ zµ as µ → 0+ means
thats limµ→0+
yµ
zµ = 1;
(viii) for a < x < b, limµ→0+ vµ 1x = 0 limµ→0+ vµ 2x = +∞;
(ix) Jµvµ 1 < 0 and Jµvµ 1 is strictly decreasing with respect to
0 < µ ≤ µ∗;
(x) there exists a constant µ¯ with 0 < µ¯ < µ∗ such that for 0 <
µ ≤ µ¯,
−C2qµ
2
1−q ≤ Jµvµ 1 ≤ −C1qµ
2
1−q 
C1pµ
2
1−p ≤ Jµvµ 2 ≤ C2pµ
2
1−p 
two-point boundary value problems 601
where
C1r =
	r − 1	b− a
4r + 1r + 2
[ b− a2
2r + 1Ar
] 1+r
1−r
 C2r = 4r + 2C1r
and
Jµv =
1
2
∫ b
a
v′x2dx− µ
q+ 1
∫ b
a
vxq+1dx− µ
p+ 1
∫ b
a
vxp+1dx
From Theorem A, one easily gets similar results for 3λ in accordance
with the transformation (5). Then, from the results for 3λ, one easily gets
the exact structure of the set of solutions for 4λ; see [8] for details.
The exact number of solutions was studied earlier by many authors for
both elliptic and ordinary equations involving only concave or convex non-
linearities or cubic polynomials (see [2–6, 9–12]), but detailed properties of
the solutions were not considered at all. Theorem A not only gives the exact
number of solutions but also many interesting properties of the solutions.
It seems that some properties in Theorem A are not sufﬁciently perfect.
For example, one should expect that the result (v) in Theorem A should
be strengthened by
vµ1 2x > vµ2 2x a < x < b (6)
for 0 < µ1 < µ2 ≤ µ∗. In [8], we proved (6) for 0 < µ1 < µ2 ≤ µ∗ only in
some special cases where p and q are conﬁned by some inequalities. We
will indicate in this paper that (6) cannot be true generally. In fact, we will
see that, for p large, there exist µ∗1 and µ
∗
2 with 0 < µ
∗
1 < µ
∗
2 < µ
∗ such
that (6) is valid for 0 < µ1 < µ2 < µ
∗
1 and µ
∗
2 < µ1 < µ2 ≤ µ∗, while
vµ1 2x < vµ2 2x
for some a < x < b and some µ∗1 < µ1 < µ2 < µ
∗
2. Therefore, in view of
the result (v) in Theorem A, in the ﬁnal case of µ1 and µ2, the graphs
of vµ1 2x and vµ2 2x must intersect at some a < x < b.
In this paper, we will ﬁrst improve Theorem A and extend the results to
the more general problem 1µ. Then we will give conditions on p and q,
which are slightly less constrained than the corresponding ones in [8], to
guarantee the validity of (6) for all 0 < µ1 < µ2 ≤ µ∗. Finally, we will prove
for large p the existence of µ∗1 and µ
∗
2 with the properties just mentioned
above.
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Theorem 1. There exists a number µ∗ with 0 < µ∗ < +∞ such that
(i) for µ > µ∗, 1µ has no solution;
(ii) for µ = µ∗, 1µ has exactly one solution vµ∗ ;
(iii) for 0 < µ < µ∗, 1µ has exactly two solutions vµ 1, vµ 2 with
vµ 1 < vµ 2 in a b.
Moreover, if we denote vµ∗ 1 = vµ∗ 2 = vµ∗ , then the solutions of 1µ satisfy
the following properties:
(iv) for 0 < µ1 < µ2 ≤ µ∗ and a < x < b, vµ1 1x <
(
µ1/µ2
)1/1−q
vµ2 1x;
(v) for 0 < µ1 < µ2 ≤ µ∗ and a < x < b, vµ1 2x >
√
µ1/µ2vµ2 2x; for 0 < µ1 < µ2 ≤ µ∗, 
vµ1 2
 > 
vµ2 2
 and there exists a < x˜ < b
such that vµ1 2x˜ > µ2/µ11/p−1vµ2 2x˜;
(vi) vµ 1 and vµ 2 are continuous from 0 µ∗ to C2a b;
(vii) 
vµ1
∼b−a2/2q+1Aq1/1−qµ1/1−q as µ→0+,

vµ 2
 ∼ b− a2/2p+ 1Ap1/1−pµ1/1−p, as µ→ 0+,
where Ar = ∫ 10 1 − tr+1−1/2dt2 and yµ ∼ zµ as µ → 0+ means
that limµ→0+
yµ
zµ = 1;
(viii) for a < x < b, limµ→0+ vµ 1x = 0 limµ→0+ vµ 2x = +∞;
(ix) Jµvµ 1 < 0 and Jµvµ 1 is strictly decreasing with respect to
0 < µ ≤ µ∗;
(x) there exists a constant µ¯ with 0 < µ¯ < µ∗ such that for
0 < µ ≤ µ¯,
−C2qµ
2
1−q ≤ Jµvµ 1 ≤ −C1qµ
2
1−q 
C1pµ
2
1−p ≤ Jµvµ 2 ≤ C2pµ
2
1−p 
where
C1r =
	r − 1	b− a
4r + 1r + 2
[ b− a2
2r + 1Ar
] 1+r
1−r
 C2r = 4r + 2C1r
and
Jµv =
1
2
∫ b
a
v′x2dx− µ
q+ 1
∫ b
a
vxq+1dx
− µ
p+ 1
∫ b
a
vxp+1dx− kµ
2
∫ b
a
vx2dx
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Remark 1. From (vii) in Theorem 1, one sees that the exponents 11−q
and 1
p−1 in (iv) and (v) in Theorem 1 are sharp.
The following two theorems are given only for 2µ.
Theorem 2. Let vµ 2 be the larger solution of 2µ. If
p− q2 ≤ 2p+ 2q+ 4
√
p+ 1q+ 1 + 4
then for 0 < µ1 < µ2 ≤ µ∗ and a < x < b,
vµ1 2x > vµ2 2x
In [8], we have already proved that if
p− q2 ≤ 2p+ 2q+ 2q+ 11− q
p− 1 + 4
then for 0 < µ1 < µ2 ≤ µ∗ and a < x < b,
vµ1 2x > vµ2 2x
Note that the condition in Theorem 2 is somewhat less constrained than
the one in [8].
Theorem 3. Let vµ 2 be the larger solution of 2µ.
(i) For all 0 < q < 1 < p, there exist µ∗1 and µ
∗
2 with 0 < µ
∗
1 < µ
∗
2 <
µ∗ such that if 0 < µ1 < µ2 < µ
∗
1 or µ
∗
2 < µ1 < µ2 ≤ µ∗ and a < x < b
then
vµ1 2x > vµ2 2x
(ii) There exists p∗ > 1 such that if p > p∗ then there exist µ∗1 < µ1 <
µ2 < µ
∗
2 satisfying
v′µ1 2a < v′µ2 2a
From (ii) in Theorem 3, we see that (6) is not true for all 0 < µ1 < µ2 <
µ∗ if p > p∗.
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2. PROOF OF THEOREM 1
We will follow the argument in [8]. Denote f t = tq + tp + kt Ft =
1
q+1 t
q+1 + 1
p+1 t
p+1 + 12kt Deﬁne a function g  0+∞ → 0+∞ as
gs =
∫ s
0
Fs − Ft− 12 dt s > 0
that is,
gs = s
∫ 1
0
[
1
q+ 1 s
q+11− tq+1 + 1
p+ 1 s
p+11− tp+1
+ k
2
s21− t2
]− 12
dt s > 0 (7)
Just as in [8], we can get the next two lemmas.
Lemma 1. gs has continuous derivatives up to the second order on
0+∞, and
g′s = 1
2
∫ 1
0
1− q/q+ 1sq+ 11− tq+ 1+ 1−p/p+ 1sp+ 11− tp+ 1
Fs−Fst3/2 dt
(8)
g′′s = 1
2
∫ 1
0
1− qsq1− tq+1 + 1− psp1− tp+1
Fs − Fst3/2 dt
− 3
4
∫ 1
0
s t
Fs − Fst5/2 dt (9)
where
s t =
[
1− q
q+ 1 s
q+11− tq+1 + 1− p
p+ 1 s
p+11− tp+1
]
×
[
sq1− tq+1 + sp1− tp+1 + ks1− t2
]

Lemma 2. (i) lims→0+ gs = 0 and lims→+∞ gs = 0 (ii) There are two
numbers 0 < s1 < s2 < +∞ such that g′s > 0 for 0 < s ≤ s1 and g′s < 0
for s ≥ s2.
Now we give a technical lemma which will be useful in our argument.
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Lemma 3. For s > 0 and 0 < t < 1,
sq+1+sp+1+ks2
sq+1/q+1+sp+1/p+1+ks2/2
<
sq+11−tq+1+sp+11−tp+1+ks21−t2
sq+1/q+11−tq+1+sp+1/p+11−tp+1+ks2/21−t2
<
q+1sq+1+p+1sp+1+2ks2
sq+1+sp+1+ks2  (10)
Proof. Deﬁne, for s > 0 0 ≤ t < 1,
Gs t = s
q+11− tq+1 + sp+11− tp+1 + ks21− t2
sq+1/q+ 11− tq+1 + sp+1/p+ 11− tp+1 + ks2/21− t2 
(11)
We write
∂
∂t
Gs t = 2p+ 1q+ 1H1
H2

where
H1 =
[− q+ 1sq+1tq − p+ 1sp+1tp − 2ks2t]
× [2p+ 1sq+11− tq+1 + 2q+ 1sp+11− tp+1
+ p+ 1q+ 1ks21− t2]
− [sq+11− tq+1 + sp+11− tp+1 + ks21− t2]
× 2p+ 1q+ 1[− sq+1tq − sp+1tp − ks2t]
H2 =
[
2p+ 1sq+11− tq+1 + 2q+ 1sp+11− tp+1
+ p+ 1q+ 1ks21− t2]2
We compute H1 as
H1 = −2p+ 1q+ 1s2q+2tq1− tq+1 − 2q+ 12sp+q+2tq1− tp+1
− p+ 1q+ 12ksq+3tq1− t2 − 2p+ 12sp+q+2tp1− tq+1
− 2p+ 1q+ 1s2p+2tp1− tp+1 − p+ 12q+ 1ksp+3tp1− t2
− 4kp+ 1sq+3t1− tq+1 − 4kq+ 1sp+3t1− tp+1
− 2p+ 1q+ 1k2s4t1− t2 + 2p+ 1q+ 1
× s2q+2tq1− tq+1 + sp+q+2tp1− tq+1 + ksq+3t1− tq+1
+ sp+q+2tq1− tp+1 + s2p+2tp1− tp+1
+ ksp+3t1− tp+1 + ksq+3tq1− t2
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+ ksp+3tp1− t2 + k2s4t1− t2]
= sp+q+22p+ 1q+ 1tp1− tq+1 + 2p+ 1q+ 1tq1− tp+1
− 2q+ 12tq1− tp+1 − 2p+ 12tp1− tq+1
+ ksq+3p+ 1−q+ 12tq1− t2 − 4t1− tq+1
+ 2q+ 1t1− tq+1 + 2q+ 1tq1− t2
+ ksp+3q+ 1−p+ 12tp1− t2 − 4t1− tp+1
+ 2p+ 1t1− tp+1 + 2p+ 1tp1− t2
= 2p− qsp+q+2tqq+ 1 − p+ 1tp−q + p− qtp+1
+ kp+ 11− qsq+3tqq+ 1 − 2t1−q + 1− qt2
+ kp− 11+ qsp+3t2 − p+ 1tp−1 + p− 1tp+1
Denote
J1t = q+ 1 − p+ 1tp−q + p− qtp+1
J2t = q+ 1 − 2t1−q + 1− qt2
J3t = 2 − p+ 1tp−1 + p− 1tp+1
It is easy to see that J11 = J21 = J31 = 0 and for 0 < t < 1 and
i = 1 2 3,
J ′it < 0
It follows that for 0 < t < 1 and i = 1 2 3,
Jit > 0
Hence for s > 0 and 0 ≤ t < 1,
∂
∂t
Gs t > 0
Then we have for s > 0 and 0 < t < 1,
Gs 0 < Gs t < lim
t→1−
Gs t
which leads to (10).
Lemma 4. If g′s∗ = 0 for some s∗ > 0 then g′′s∗ < 0.
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Proof. Assume that g′s∗ = 0 for some s∗ > 0. From (8) we see that
1− q
q+ 1 s
∗q+1
∫ 1
0
1− tq+1
Fs∗ − Fs∗t3/2 dt
= p− 1
p+ 1 s
∗p+1
∫ 1
0
1− tp+1
Fs∗ − Fs∗t3/2 dt (12)
Since 1− tq+1 < 1− tp+1 for 0 < t < 1, it follows that
s∗p−q <
1− qp+ 1
q+ 1p− 1  (13)
For the sake of brevity, we will denote s∗ by s in the rest of the proof of
this lemma. From (9) and (11), we can write g′′s as
g′′s = 1
2
∫ 1
0
1− qsq1− tq+1 + 1− psp1− tp+1
Fs − Fst3/2 dt
−3
4
∫ 1
0
1− q/q+ 1sq1− tq+1 + 1− p/p+ 1sp1− tp+1
Fs − Fst3/2
×Gs tdt
It follows from (10) and (11) that
g′′s < 1
2
∫ 1
0
1− qsq1− tq+1 + 1− psp1− tp+1
Fs − Fst3/2 dt
− 3
4
1− q
q+ 1 s
q s
q+1 + sp+1 + ks2
sq+1/q+ 1 + sp+1/p+ 1 + ks2/2
×
∫ 1
0
1− tq+1
Fs − Fst3/2 dt −
3
4
1− p
p+ 1 s
p
× q+ 1s
q+1 + p+ 1sp+1 + 2ks2
sq+1 + sp+1 + ks2
∫ 1
0
1− tp+1
Fs − Fst3/2 dt
Using (12), then we arrive at
g′′s < !ssp
∫ 1
0
1− tp+1
Fs − Fst3/2 dt (14)
where
!s = 1+ qp− 1
2p+ 1 −
p− 1
2
− 3
4
p− 1
p+ 1
sq+1 + sp+1 + ks2
sq+1/q+ 1 + sp+1/p+ 1 + ks2/2
+ 3
4
p− 1
p+ 1
q+ 1sq+1 + p+ 1sp+1 + 2ks2
sq+1 + sp+1 + ks2 
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We write !s as
!s = − p− 1
4p+ 1
[
2p− q + 6p+ 1q+ 1s
q+1 + sp+1 + ks2
2p+ 1sq+1 + 2q+ 1sp+1 + kp+ 1q+ 1s2
− 3 q+ 1s
q+1 + p+ 1sp+1 + 2ks2
sq+1 + sp+1 + ks2
]
= −p− 1"s
4p+ 12p+ 1sq+1 + 2q+ 1sp+1 + kp+ 1q+ 1s2sq+1 + sp+1 + ks2 
where
"s = 2p− q2p+ 1sq+1 + 2q+ 1sp+1 + kp+ 1q+ 1s2
× sq+1 + sp+1 + ks2
+ 6p+ 1q+ 1(sq+1 + sp+1 + ks2)2
− 32p+ 1sq+1 + 2q+ 1sp+1 + kp+ 1q+ 1s2
× q+ 1sq+1 + p+ 1sp+1 + 2ks2
Now we compute "s as
"s = 2p− q2p+ 1s2q+2 + 2p+ 1sp+q+2 + 2kp+ 1sq+3
+ 2q+ 1sp+q+2 + 2q+ 1s2p+2 + 2kq+ 1sp+3
+ kp+ 1q+ 1sq+3 + kp+ 1q+ 1sp+3
+ k2p+ 1q+ 1s4 + 6p+ 1q+ 1s2q+2 + s2p+2
+ k2s4 + 2sp+q+2 + 2ksq+3 + 2ksp+3
− 32p+ 1q+ 1s2q+2 + 2p+ 12sp+q+2 + 4kp+ 1sq+3
+ 2q+ 12sp+q+2 + 2p+ 1q+ 1s2p+2 + 4kq+ 1sp+3
+ kp+ 1q+ 12sq+3 + kp+ 12q+ 1sp+3
+ 2k2p+ 1q+ 1s4
= 4p− qp+ q+ 2 + 12p+ 1q+ 1
− 6p+ 12 − 6q+ 12sp+q+2
+ 2p− q2p+ 1s2q+2 + 2q+ 1s2p+2 + k2p+ 1q+ 1s4
+ 4kp− qp+ 1 + 2kp− qp+ 1q+ 1
+ 12kp+ 1q+ 1 − 12kp+ 1 − 3kp+ 1q+ 12]sq+3
+ [4kp− qq+ 1 + 2kp− qp+ 1q+ 1
+ 12kp+ 1q+ 1 − 12kq+ 1 − 3kp+ 12q+ 1]sp+3
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= 2p− q−p+ 5q+ 4sp+q+2 + 2p+ 1s2q+2 + 2q+ 1s2p+2
+ 2k2p− qp+ 1q+ 1s4 + kp+ 1
× −5q2 + 2pq+ 6p− 3sq+3
+ kq+ 1−p2 − 2pq+ 12p− 6q− 3sp+3
= 2p− qsp+q+2−p+ 5q+ 4 + 2p+ 1sq−p + 2q+ 1sp−q
+ ksp+32kp− qp+ 1q+ 1s1−p
+ p+ 1−5q2 + 2pq+ 6p− 3sq−p
+ q+ 1−p2 − 2pq+ 12p− 6q− 3
Deﬁne
K1 = −p+ 5q+ 4+ 2p+ 1sq−p + 2q+ 1sp−q
K2 = 2kp− qp+ 1q+ 1s1−p
+ p+ 1−5q2 + 2pq+ 6p− 3sq−p
+ q+ 1−p2 − 2pq+ 12p− 6q− 3
We claim that K1 > 0 K2 > 0. If 1 < p ≤ 4, it is obvious that K1 > 0. If
p > 4, it follows from (13) and the fact 0 < q < 1 that
K1 > −p+ 5q+ 4+ 2p+ 1sq−p
> −p+ 5q+ 4+ 2p− 1q+ 1
1− q
= −5q
2 + 3pq− q+ p+ 2
1− q
>
p− 4
1− q > 0
Using (13) again, we have
K2 > p+ 1−5q2 + 2pq+ 6p− 3sq−p
+ q+ 1−p2 − 2pq+ 12p− 6q− 3
> −5q2 + 2pq+ 6p− 3q+ 1p− 1
1− q
+ q+ 1−p2 − 2pq+ 12p− 6q− 3
= q+ 1p− q3pq+ 5p− 11q+ 3
1− q
> 8q+ 1p− q > 0
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It follows that
"s = 2p− qsp+q+2K1 + ksp+3K2 > 0
Therefore, !s < 0. From (14), we see that g′′s < 0.
From Lemma 4 and (ii) in Lemma 2, we readily get the next result, which
is crucial in proving our theorems.
Lemma 5. There exists s∗ > 0 such that g′s∗ = 0 g′s > 0 for 0 < s <
s∗, and g′s < 0 for s > s∗.
Proof of Theorem 1. Using Lemma 5, we can prove the results of
Theorem 1, except (iv) and (v), in the same way as in [8]. Let us sketch
the proof similar to that in [8] ﬁrst.
Let vx be a solution of 1µ. It is well known that vx takes its
maximum at c != a+b2 , vx is symmetric with respect to c, v′x > 0 for
a ≤ x < c and v′x < 0 for c < x ≤ b. Hence 1µ is equivalent to the
following problem deﬁned on a c:

−v′′ = µvq + vp + kv a ≤ x ≤ c
v > 0 a < x ≤ c
va = v′c = 0
15µ
Multiplying the ﬁrst equality with v′x and integrating it from x to c, we
have
v′x2 = 2µFvc − Fvx 16µ
Denote vc by s, take the square root of 16µ, and then integrate it from
a to x. It follows that∫ vx
0
Fs − Ft− 12 dt = 2µ 12 x− a 17µ
Choosing x to be c in 17µ, we get that
gs =
∫ s
0
Fs − Ft− 12 dt =
(
µ
2
) 1
2
b− a 18µ
Conversely, for a given µ, if s satisﬁes 18µ, then 17µ deﬁnes a function
vx on a c satisfying 16µ with vc = s, and it is easy to see that vx
is a solution of 15µ. Therefore the number of solutions of 15µ is equal
to the number of s satisfying 18µ. According to Lemma 5, there exists a
number s∗ > 0 such that g′s∗ = 0 g′s > 0 for 0 < s < s∗, and g′s < 0
for s > s∗. Denote µ∗ = 2gs∗/b − a2. From (i) in Lemma 2 we see
that there is no s satisfying 18µ for µ > µ∗; there is exactly one s satisfying
18µ for µ = µ∗ and there are exactly two s satisfying 18µ for 0 < µ <
µ∗. Therefore, there is no solution of 1µ for µ > µ∗; there is exactly one
solution vµ∗ of 1µ∗ and there are exactly two solutions, denoted by vµ 1
and vµ 2, of 1µ for 0 < µ < µ∗. Without loss of generality, we can assume
that 
vµ 1
 < 
vµ 2
 for 0 < µ < µ∗ and denote vµ∗ 1 = vµ∗ 2 = vµ∗ . Then
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these solutions have the properties that 
vµ∗
 = s∗, g′
vµ∗
 = 0, 
vµ 1
 <
s∗ < 
vµ 2
, g′
vµ 1
 < 0, and g′
vµ 2
 > 0 for all 0 < µ < µ∗. From
these observations, one can get all the results in Theorem 1, except (iv) and
(v), as in [8]. Now we prove (iv) and (v).
By [7, Theorem 1], for 0 < µ1 < µ2 ≤ µ∗ and a < x < b,
vµ1 1x < vµ2 1x
From 1µ, we have, for 0 < µ1 < µ2 ≤ µ∗ and a < x < b,
− 1
µ1
v′′µ1 1x < −
1
µ2
v′′µ2 1x
and hence by maximum principle, for 0 < µ1 < µ2 ≤ µ∗ and a < x < b,
vµ1 1x <
µ1
µ2
vµ2 1x
From 1µ again, we have, for 0 < µ1 < µ2 ≤ µ∗ and a < x < b,
− 1
µ1
v′′µ1 1x <
(
µ1
µ2
)q(
− 1
µ2
v′′µ2 1x
)

and maximum principle implies that, for 0 < µ1 < µ2 ≤ µ∗ and a < x < b,
vµ1 1x <
(
µ1
µ2
)1+q
vµ2 1x
Then an inductive argument leads to, for n ∈ , 0 < µ1 < µ2 ≤ µ∗, and
a < x < b,
vµ1 1x <
(
µ1
µ2
)1+q+···+qn
vµ2 1x
Letting n→+∞, we get, for 0 < µ1 < µ2 ≤ µ∗ and a < x < b,
vµ1 1x ≤
(
µ1
µ2
) ∞∑
n=0
qn
vµ2 1x =
(
µ1
µ2
) 1
1−q
vµ2 1x
By the maximum principle once more, for 0 < µ1 < µ2 ≤ µ∗ and a <
x < b,
vµ1 1x <
(
µ1
µ2
) 1
1−q
vµ2 1x
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Just as in [8], we have 
vµ1 2
 > 
vµ2 2
 for 0 < µ1 < µ2 ≤ µ∗. We claim
that, for 0 < µ1 < µ2 ≤ µ∗ and a < x < b,
vµ1 2x >
√
µ1
µ2
vµ2 2x (19)
Indeed, for 0 < µ1 < µ2 ≤ µ∗, since 
vµ1 2
 > 
vµ2 2
, taking x = a in16µ, we have
1
2µ1
v′µ1 2a2 = F
vµ1 2
 > F
vµ2 2
 =
1
2µ2
v′µ2 2a2
This implies that there exists ε > 0 such that (19) is valid for a < x < a+ ε.
If (19) is not true for all x ∈ a b, then there exists x∗ ∈ a c such that
vµ1 2x∗ =
√
µ1/µ2vµ2 2x∗. From 17µ, it follows that√
2µ1x∗ − a =
∫ vµ1 2x∗
0
F
vµ1 2
 − Ft−1/2dt
=
√
µ1
µ2
∫ vµ2  2x∗
0
[
F
vµ1 2
 − F
(√
µ1
µ2
t
)]−1/2
dt
<
√
µ1
µ2
∫ vµ2  2x∗
0
F
vµ2 2
 − Ft−1/2dt
=
√
µ1
µ2
√
2µ2x∗ − a =
√
2µ1x∗ − a
which is a contradiction. This proves (19). From (19) we can prove that, for
0 < µ1 < µ2 ≤ µ∗, there exists a < x˜ < b such that
vµ1 2x˜ >
(
µ2
µ1
) 1
p−1
vµ2 2x˜ (20)
If (20) were false, then there would be 0 < µ1 < µ2 ≤ µ∗ such that, for all
a < x < b,
vµ1 2x ≤
(
µ2
µ1
) 1
p−1
vµ2 2x
From 1µ, we have, for a < x < b,
− 1
µ1
v′′µ1 2x <
(
µ2
µ1
) p
p−1
(
− 1
µ2
v′′µ2 2x
)

By the strong maximum principle,
v′µ1 2a <
(
µ2
µ1
) 1
p−1
v′µ2 2a v′µ1 2b >
(
µ2
µ1
) 1
p−1
v′µ2 2b
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and for a < x < b,
vµ1 2x <
(
µ2
µ1
) 1
p−1
vµ2 2x
Note that 1
p−1 =
∑∞
n=1
1
pn
. It follows that there exists n ∈  such that, for
a < x < b,
vµ1 2x ≤
(
µ2
µ1
) 1
p+ 1p2 +···+
1
pn
vµ2 2x
From 1µ again, we have, for a < x < b,
− 1
µ1
v′′µ1 2x ≤
(
µ2
µ1
)1+ 1p+ 1p2 +···+ 1pn−1 (− 1
µ2
v′′µ2 2x
)

By the maximum principle, this leads to, for a < x < b,
vµ1 2x ≤
(
µ2
µ1
) 1
p+ 1p2 +···+
1
pn−1
vµ2 2x
Repeating this argument n+ 1 times, we get, for a < x < b,
vµ1 2x ≤
µ1
µ2
vµ2 2x
which contradicts (19). Therefore, we have (20). The proof is ﬁnished.
3. PROOF OF THEOREM 2 AND THEOREM 3
Proof of Theorem 2. From 16µ, we see that
v′µ 2a2 = 2µFvµ 2c = 2µF
vµ 2
 (21)
From 18µ we have
g
vµ 2
2 =
µ
2
b− a2 (22)
Denoting 
vµ 2
 by sµ 2 and differentiating (22) with respect to µ, we get
that
d
dµ
sµ 2 =
b− a2
4gsµ 2g′sµ 2
 (23)
Then, by (22) and (23),
d
dµ
µFsµ 2 = Fsµ 2 + µf sµ 2
d
dµ
sµ 2
= Fsµ 2 + µf sµ 2
gsµ 2
2µg′sµ 2

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That is,
d
dµ
µFsµ 2 =
1
g′sµ 2
[
Fsµ 2g′sµ 2 +
1
2
f sµ 2gsµ 2
]
 (24)
which can be rewritten as, by (7) and (8) in which k is taken to be zero,
d
dµ
µFsµ 2 =
s2µ 2
2g′sµ 2
∫ 1
0
Hsµ 2 t
Fsµ 2 − Fsµ 2t3/2
dt (25)
where
Hs t = 2q+ 12 s
2q1− tq+1 + p− q+ 2p+ 1q+ 1 s
p+q1− tq+1
+ q− p+ 2p+ 1q+ 1 s
p+q1− tp+1 + 2p+ 12 s
2p1− tp+1
For 0 < t < 1, since 1− tq+1 > q+1
p+11− tp+1,
Hst> 2q+1p+1 s
2q1−tp+1+p−q+2p+12 s
p+q1−tp+1
+ q−p+2p+1q+1 s
p+q1−tp+1+ 2p+12 s
2p1−tp+1
= 1p+12q+1 2p+1s
q−p+p−q+2q+1
+q−p+2p+1+2q+1sp−qsp+q1−tp+1
≥ 1p+12q+1 −p
2−q2+2p+2q
+4√p+1q+1+4sp+q1−tp+1
(26)
By the condition, we have Hs t > 0 for all s > 0 and 0 < t < 1. Note
that g′sµ 2 < 0 for all 0 < µ < µ∗. From (25) and (21), we see that, for
0 < µ < µ∗,
d
dµ
µFsµ 2 < 0
d
dµ
v′µ 2a < 0
therefore v′µ1 2a > v′µ2 2a for 0 < µ1 < µ2 ≤ µ∗. If the result of
Theorem 2 were not true, then there would be 0 < µ1 < µ2 ≤ µ∗
and x∗ ∈ a b which is the minimum of all x ∈ a b satisfying
vµ1 2x = vµ2 2x At the point x∗, we have on one hand
0 < v′µ1 2x∗ ≤ v′µ2 2x∗
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But on the other hand, by 16µ,
v′µ1 2x∗2 = 2µ1Fsµ1 2 − Fvµ1 2x∗
v′µ2 2x∗2 = 2µ2Fsµ2 2 − Fvµ2 2x∗
Since µ1Fsµ1 2 > µ2Fsµ2 2 and vµ1 2x∗ = vµ2 2x∗, we have
v′µ1 2x∗2 > v′µ2 2x∗2
This is a contradiction.
Proof of Theorem 3. (i) From (26), we see that if s is large enough then
Hs t > 0 for all a < t < b. Since limµ→0+ sµ 2 = limµ→0+ 
vµ 2
 = +∞, by
(25) there existsµ∗1 ∈ 0 µ∗ such that if 0 < µ < µ∗1 then ddµµFsµ 2 < 0.
Since g′s∗ = 0 and sµ∗ 2 = s∗, there exists µ∗2 ∈ µ∗1 µ∗ such that if µ∗2 <
µ < µ∗ then Fsµ 2g′sµ 2 + 12f sµ 2gsµ 2 > 0. From (24), we also have
d
dµ
µFsµ 2 < 0 for µ∗2 < µ < µ∗. Then the same argument as in the proof
of Theorem 2 gives the result of (i).
(ii) Denote
Ap q s = 2q+ 12 s
2q + p− q+ 2p+ 1q+ 1 s
p+q
Bp q s = q− p+ 2p+ 1q+ 1 s
p+q + 2p+ 12 s
2p
From (25), we see that
d
dµ
µFsµ2=
s2µ2
2g′sµ2
{
Apqsµ2
×
∫ 1
0
1−tq+1
Fsµ2−Fsµ2t3/2
dt+Bpqsµ2
×
∫ 1
0
1−tp+1
Fsµ2−Fsµ2t3/2
dt
}

(27)
Note that
F1 − Ft = 1− t
p+1
p+ 1 +
1− tq+1
q+ 1 
By the Lebesgue convergent theorem, we have
lim
p→+∞
∫ 1
0
1− tq+1
F1 − Ft3/2 dt =
∫ 1
0
q+ 13/2√
1− tq+1 dt < +∞
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By the Fatou Lemma,
lim
p→+∞
∫ 1
0
1− tp+1
F1 − Ft3/2 dt ≥
∫ 1
0
q+ 13/2
1− tq+13/2 dt = +∞
Note also that
lim
p→+∞Ap q 1 =
q+ 3
q+ 12 
lim
p→+∞Bp q 1 = −
1
q+ 1 
It follows that there exists p∗ > 1 such that if p > p∗ then
Ap q 1
∫ 1
0
1− tq+1
F1 − Ft3/2 dt
+ Bp q 1
∫ 1
0
1− tp+1
F1 − Ft3/2 dt < 0 (28)
In this case, we claim that 1 > s∗ and 1 = sµ0 2 for some µ0 ∈ 0 µ∗. In
fact, denoting 
vµ 1
 by sµ 1, just as in (21) and (27), we have
v′µ 1a2 = 2µFvµ 1c = 2µF
vµ 1
 = 2µFsµ 1 (29)
d
dµ
µFsµ1=
s2µ1
2g′sµ1
{
Apqsµ1
×
∫ 1
0
1−tq+1
Fsµ1−Fsµ1t3/2
dt+Bpqsµ1
×
∫ 1
0
1−tp+1
Fsµ1−Fsµ1t3/2
dt
}

(30)
From result (iv) in Theorem 1, we see that, for 0 < µ < µ∗,
d
dµ
v′µ 1a ≥ 0
and therefore, by (29),
d
dµ
µFsµ 1 ≥ 0
Since g′sµ 1 > 0 for all 0 < µ < µ∗, it follows from (30) that
Ap q sµ 1
∫ 1
0
1− tq+1
Fsµ 1 − Fsµ 1t3/2
dt
+ Bp q sµ 1
∫ 1
0
1− tp+1
Fsµ 1 − Fsµ 1t3/2
dt ≥ 0
(31)
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for all 0 < µ < µ∗. In view of (28) and (31), we see that if p > p∗ then
sµ 1 < 1 for all 0 < µ < µ∗. Then it must be that 1 > s∗ and 1 = sµ0 2 for
some µ0 ∈ 0 µ∗. Since g′sµ 2 < 0 for all 0 < µ < µ∗, from (27) and
(28) we arrive at
d
dµ
µFsµ 2
∣∣
µ=µ0 > 0
Hence, by (21),
d
dµ
v′µ 2a
∣∣
µ=µ0 > 0
This proves the result (ii).
From the proof of Theorem 3, we see that if p is large enough then
s∗ < 1 and therefore 
vµ 1
 < 1 for all 0 < µ < µ∗.
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