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ABSTRACT
Experiments on the stability of a 3D boundary layer
were performed in a very low turbulence wind tunnel (Tu≈
0.006%U∞). The effect of different shapes of surface steps
(of h = 200 µm) located at 20% chord were investigated
by looking into the crossflow modes evolution and growth.
Stable crossflow vortices were generated by the means of
discrete roughness elements (DREs) positioned upstream of
the steps. Preliminary results seem to suggest that the differ-
ent step geometries have a severe influence on both the max-
imum disturbance growth and the excitation of the primary
mode and its harmonics. These different surface imperfec-
tions also seem to play a critical role on the appearance of
the non-linear phase of the instability. Finally, the different
step geometries are shown to influence the transition front
location by up to 9%, which results in performance degrada-
tion. The softer and more gradual geometrical disturbance
(i.e. Pyramid-type step) was found to minimise the perfor-
mance loss, providing that each step comprising the com-
plex geometry is designed to be conservatively subcritical.
1 INTRODUCTION AND BACKGROUND
The study of the detailed effect of excrescences on air-
craft wings has received attention at least since the mid
twentieth century (Fage, 1943). The aim has generally been
that of attempting to develop empirical correlations to re-
late the height of the surface imperfection (i.e. steps or
gaps due to skin panel joints or similar) with the transition
front location and therefore facilitate the estimation of the
wing aerodynamic performance in the design phase. In the
last two decades, there has been renewed interest in laminar
flow flight due to both economical (i.e. fuel price) and en-
vironmental (i.e. CO2 emissions) reasons. Because of this,
a number of studies have been performed on these topics
to shed some light on wing surface finish tolerance require-
ments.
Crouch et al. (2004) presented a comparison between
experimental and numerical data on the effect of different
steps on transition location. The latter is quantified within
the framework of a variable N-factor method (Smith &
Gamberoni, 1956). They found that aft-facing steps result
in N-factor reductions that are almost three times as large
as forward-facing steps of the same height (i.e. aft-facing
steps have greater effect on the transition location). Con-
temporarily, Wang & Gaster (2005) carried out an experi-
ment (in the same facility used herein) to thoroughly exam-
ine the effect of forward and aft-facing steps on the stability
of a 2D boundary layer. In the same fashion, they observed
that the reduction of the N-factor occurring when a step
is present, correlates linearly with the height of the latter.
They also confirmed that aft-facing steps were more likely
to lead to turbulence when compared to the forward-facing
steps. Comprehensive review on these studies in 2D envi-
ronments can be found in Tani (1969), Schlichting (1979),
Wang (2004) and Crouch et al. (2004).
Most of these studies however, have focused on the ef-
fect of steps in 2D environments, where the instability of
Tollmien-Schlichting waves dominates the flow, while the
effect of steps or gaps on 3D instabilities occurring an a 3D
wing has received less attention. These problems are how-
ever arguably more relevant in aeronautics. Although less
frequent, the literature offers some examples of investiga-
tions on the effect of steps and gaps in 3D boundary layers.
Perraud & Seraudie (2000) performed simulations on both
forward and aft-facing steps and confirmed that the stability
and transition location are always more affected in presence
of a backward facing step. Moreover, they concluded that
the effects of steps are greater when crossflow instabilities
play the major role in the transition process as opposed to
T-S waves (dominant in 2D environments). Eppink (2014)
also focused on the effect of backward-facing step and re-
ported that the latter had a local destabilising effect on the
growth of the dominant stationary crossflow mode and its
first harmonic. Interestingly, the step was also found to
be responsible for introducing unsteady disturbances in the
flow field. Recently, Crawford et al. (2015) reported on a
interesting comparison between flight tests on an Cessna
O-2A Skymaster and wind tunnel data. The tests included
a range of excrescence from subcritical to critical heights
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both for forward and aft-facing steps. By varying one pa-
rameter at a time, they found that, the pressure gradient has
a stabilising effect onto the 3D boundary layer, while the
role of the acoustic disturbances was negligible. They also
investigated the role of multiple steps (at different chord-
wise locations) and concluded that, provided that the up-
stream step is subcritical, downstream excrescences do not
affect the transition onset. Furthermore they confirmed that
the most destructive effect of steps is obtained when these
are located in correspondence of the neutral stability point
(NSP).
The majority of the studies presented in the literature
have focused on very simple step geometries (i.e. forward
and aft-facing), however, it is not clear whether more com-
plicated geometries might have a different influence on the
stability of 3D boundary layers. Recent years have seen an
increased use of composite materials for the construction of
aircraft wings coupled with a renewed interest in laminar
flow. New concepts are approaching the market and these
often rely on more sophisticated joint geometries to bridge
different material panels, for instance the leading edge as-
sembly with the composite leading edge box. These joints,
which are designed based on their structural performance,
might not always been thoroughly characterised aerody-
namically at risk of jeopardising the laminar characteristics
of the wing. Therefore, the aim of this work is to com-
pare the effect of well-known step geometries with more
complicated configurations via monitoring the disturbance
amplification downstream of these joints in the hope to pro-
vide some reference data to be used for the development of
advanced numerical tools.
2 EXPERIMENTAL FACILITY
The current experiments were carried out in the closed-
loop Gaster low-turbulence wind tunnel at City University
London, which is part of UK’s National Wind Tunnel Facil-
ity (www.nwtf.ac.uk). The turbulence intensity measured in
the empty tunnel was less than 0.006% of the free-stream
velocity, U∞, within the frequency range 4Hz− 4kHz at
U∞ = 16 m/s (i.e. the one used throughout the course of
this study). This level of freestream turbulence is believed
to be a good representation of real flight conditions (Saric,
2008b; Carpenter et al., 2009). The tunnel is equipped with
a test section measuring 3 f t × 3 f t × 6 f t. A 3-axis tra-
verse system, which has a minimum step size of 10, 6.25
and 7.5 µm for the x, y and z directions respectively is used
to move the sensor along the test section. Here, x, y and z are
the streamwise, wall-normal and spanwise directions in the
traverse coordinate system, as shown in figure 2. We also
refer to xc, and zc to refer to a rotated coordinate system
aligned with the leading edge of the plate. The mean and
fluctuating streamwise velocities are identified by U and u′.
The term fluctuating is herein assumed to refer to the root-
square-mean (rms) of the conditioned velocity signal.
3 EXPERIMENTAL SETUP
In this study we use a 45◦ swept flat plate in combi-
nation with an equally swept displacement body (i.e. an
LWK80100 airfoil) which creates the optimal favourable
pressure gradient (d p/dx < 0) necessary for the develop-
ment of crossflow vortices (CFVs). Further details of the
setup are contained in van Bokhorst et al. (2015) and Placidi
et al. (2016). The plate is made of tooling aluminium and it
measures 1535 mm in length (i.e. the chord) and 9.54 mm
in thickness. To achieve a symmetric flow and to prevent
changes in the circulation around the model in dependence
of the flow conditions, two displacement bodies are placed
both above and below the flat plate. This setup was chosen
for its flexibility in changing the pressure gradient on the
plate while guaranteeing the generation of quasi-2D flow.
For all configurations, the transition to turbulent regime on
the lower side of the plate was tripped (at x/c = 2%) with a
brass wire with a diameter of 1.5mm along the entire length
of the plate to fix the stagnation point location.
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Figure 1. Schematic representation of the different step
geometries. Measurements are in mm. ht represents the to-
tal height of the steps when multilayer are employed, whilst
wt is total width of the step in the chordwise direction.
The model undertook a lengthy surface-finish proce-
dure. Any scratch on its surface (either due to clamping
when machined or due to long-term storage) was filled with
spray putty to appear seamless before polishing. The model
was first wet-sanded starting at a grit of 400 and incremen-
tally increased to 2000 and then polished by hand (with
Carr & Day & Martin metal polish). A Mitutoyo SJ-500
surface tester revealed a finished surface with rms below
0.5 µm.
As discussed in § 1, the aim of this study is to investi-
gate the the effect of different steps on disturbance growth
in 3D boundary layers. Therefore, stable crossflow features
needed to be fully developed before the flow encounters the
step. To enhance the natural tendency of the flow to roll up
in CFVs, DREs of the height of 24 µm are applied in corre-
spondence of the NSP (4%c), as it was demonstrated that at
this location the boundary layer is most receptive (Radezt-
sky, 1994). The use of DREs to promote crossflow has been
extensively demonstrated in recent years (White & Saric,
2005; Hunt, 2011; Hunt & Saric, 2011). The spanwise spac-
ing of the element is fixed at λ = 11.5 mm, which is calcu-
lated via linear stability analysis (LSA) to be the character-
istic wavelength of the dominant mode. Applique´ rough-
nesses are printed on a dry-ink transfer sheet (6µm each
layer) and are supplied by Redd Europe LtdTM. Four layers
were applied to reach the desired 24 µm height. Down-
stream of the DREs, the step is generated by applying vinyl
2
strips (3M Scotchcal 8518) at x/c = 20%. The location of
the surface discontinuity well represents industrial relevant
cases and is in line with previous literature (Perraud & Ser-
audie, 2000; Crouch et al., 2004; Wang & Gaster, 2005;
Eppink, 2014).
A series of tests are proposed to compare the aerody-
namic performance of complex configurations of steps as
opposed to a single step at fixed total height. In particular,
the examined steps geometries are shown in figure 1. In this
study, a Single step is compared with an Lshape and a Pyra-
mid step geometries at fixed height. As a benchmark case,
measurements are also acquired downstream of the DREs
without any step (Reference case) for a total of four config-
urations. Further details on the test cases are contained in
table 1.
Type x/c ht (mm) Orientation U∞ (m/s)
Reference — — — 16
Step-Single 0.2 0.2 45◦ 16
Step-Lshape 0.2 0.2 45◦ 16
Step-Pyramid 0.2 0.2 45◦ 16
Table 1. Test matrix details for current experiments. The
Reference case refers to a smooth case (with DREs but in
absence of step). ht represents the total height of the steps
when multilayer are employed.
4 INSTRUMENTATION AND DETAILS
Velocity measurements are obtained by the means of
a Constant Temperature Anemometry (CTA). The flow ve-
locity and fluctuations are measured by traversing a Dantec
hot-wire sensor (with effective sensing length l ≈ 1 mm and
diameter d ≈ 5µm) in the flow. The analog signals (i.e.
pressure transducer, hot-wire sensor, temperature sensor,
etc.) are digitised using an NI PXI6143 card in combina-
tion with a DAQ-BNC2021 data acquisition module. These
are coordinated via a NI PXI Chassis (NI PXI 1033), which
is operated by an in-house LabVIEW software. The sample
frequency was kept fixed at 20 kHz throughout the course
of the tests and low-pass and high-pass filters were con-
trolled via a filter (PDS Instruments ltd. Model 3362) set to
10 kHz and 2 Hz, respectively. The volt to velocity conver-
sion is obtained via King’s law fit, as highlighted in Bruun
(1995). The freestream velocity was set to 16 m/s. The
measurements discussed herein are acquired in the coor-
dinate system showed in figure 2. Two types of hot-wire
traverses (x)-, and (y,z)- scans were acquired. The (x)-
scans are used to detect the transition location, while the
rest of the analysis is carried out on the detailed boundary
layer profiles (i.e. (y,z)-scans). The latter are obtained over
a ≈ 60 mm long fetch, with a spanwise spacing of 1 mm
and 40 points within the wall-normal direction. These spac-
ing should provide enough spatial resolution to resolve the
CFVs (Saric, 2008a). Six different (x)- traverses are in-
stead acquired to detect the transition location. These span
the entire (y,z) domain and are acquired with a streamwise
spacing of 5 mm, which reflects into a ±5 mm uncertainty
on the onset of laminar-turbulent transition. Further details
on the instrumentation and methods are contained in Placidi
et al. (2016).
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Figure 2. Schematic representation of the test matrix
for the (y,z)-scans (in black) and the (x)-scans (in blue).
Dashed and dotted lines represent the neutral stability point
(NSP) and the location of the static pressure ports. DREs
are represented by • while the vinyl (i.e. the step) is indi-
cated in grey. Dimensions are not in scale to enhance read-
ability.
5 LAMINAR - TURBULENT DETECTION
It is well-documented that the onset of turbulence in the
presence of roughness is characterised by the development
of a series of spikes in the time series of the hot-wire sig-
nal in according to a ‘K-type’ breakdown (White & Saric,
2005; Hunt, 2011; Eppink, 2014; Saeed et al., 2014). In
this work we attempt to gain a rough indication of the tran-
sition location by monitoring the hot-wire signal whilst the
probe is traversed downstream at a fixed wall-normal loca-
tion (y= 1 mm < δ ), as proposed by Wang & Gaster (2005).
The reader is referred to Placidi et al. (2016) for further
details of this procedure. It must be highlighted that this
method is sensitive to the choice of the threshold value ap-
plied in the algorithm, however, given that the same value
is adopted for all cases, it is believed that general trends of
the effect of different disturbances on the transition location
can be efficiently captured with this procedure.
6 RESULTS AND DISCUSSION
This section presents some preliminary results. In par-
ticular § 6.1 discusses the characteristics of the mean and
fluctuating velocity fields in the absence of the step feature.
§ 6.2 deals with the effect of the different steps on the mode
amplitudes and their growth before § 6.3 introduces and dis-
cusses some spectral features of the problem. Finally, § 6.4
sheds light into the dependence of the transition onset on
the geometry characteristics of the steps and § 7 draws some
conclusions and recommendations for future work.
6.1 VELOCITY PROFILES
The mean streamwise velocity field, U/Ue, for the Ref-
erence case (i.e. in the absence of any step) is presented in
figure 3(a). It is shown that the boundary layer thickness
is fairly homogenous across the span (quasi 2D flow) and
below 4 mm. The flow is still in the laminar regime, how-
ever, the mean field is highly distorted due to the presence
of the CFVs. These are spaced at approximately 11 mm in
the spanwise direction, in accordance with our linear sta-
bility analysis (omitted here) and consistent with our DREs
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Figure 3. (a) Contour plot of mean streamwise velocity, U/Ue, and (b) fluctuating streamwise velocity, u′/Ue, at x/c = 50%
for the Reference case (i.e. no step). Correspondent spanwise variation of (c) mean and (d) fluctuating profiles at the same
location.
forcing. The mean flow is highly modulated by the vortical
structures and is characterised by the appearance of a singu-
larity in the mean profile. This is shown in black in figure
3(c) together its spanwise variation in grey. This behaviour
was typically found in the literature. It is perhaps easier
to visualise the features of the flow field by looking at the
correspondent fluctuating field (u′/Ue). This is presented
in figure 3(b). Perturbations of streamwise velocity popu-
late the boundary layer, where vortex cores are clearly vis-
ible (in red) and are flanked by lower-momentum regions.
The strength of these structures is of the order of 20% of
the freestream velocity, which is line with previous studies
(Reibert, 1996; Hunt, 2011; White & Saric, 2005; Eppink,
2014). As for the mean profiles, the spanwise variations
of the fluctuations in the measurement domain are shown
in 3(d). This behaviour is also found to be qualitative in
agreement with previous work. It is important to point out
that, although omitted herein for brevity, very similar flow
features are obtained in the presence of all step geometries
analysed herewith; this clearly indicates that the step height
is subcritical (at 200µm), as desired, and it does not induce
transition to turbulence in its immediate proximity.
It must be pointed out that the authors performed sev-
eral tests and found that, with the setup in use, the distur-
bance strength was strongly dependent on both the pressure
gradient induced on the flat plate and on the flap angle of
the latter. This, in turns, modifies the circulation around
the model and the location of the stagnation point. These
factors contribute to generate different mode amplitudes in
between the current work and some of the previously re-
ported results (Placidi et al., 2016). The parameters space
used in the current work, was found to be the optimum and
most efficient in exciting the primary modes. The strength
of the CFVs reported herewith is the strongest achievable
in our facility for this configuration at fixed DREs height
(24 µm) and U∞ = 16 m/s.
6.2 DISTURBANCE GROWTH
Once the general characteristic of the flow field in the
presence of CFVs have been introduced and discussed, it
is useful to evaluate the quantity rms[(U−U)/Ue] in order
to quantify the spanwise variation of the mean flow around
its spanwise average (Hunt, 2011). This represents the sta-
tionary mode amplitude. The result of this procedure is
presented in figure 4(a) to (d) for different chordwise lo-
cations; from x/c = 35% to x/c = 50%. It is shown that,
closer to the location of the step (at x/c = 35% in figure
4(a)) the typical CF lobe shape is found in agreement with
previous studies. It is clear that the subcritical step height
does not significantly influence the amplitude of the CFVs
in this early stages, as all cases are very similar in strength
(i.e. rms[(U −U)/Ue] ≈ 0.06) and compare well with the
benchmark case (here omitted). This means that, at this lo-
cation, the step has not yet significantly modified the flow
field. However, by going to the next location (5% down-
stream presented in figure 4(b)) the mode amplitudes have
significantly increased (i.e. rms[(U −U)/Ue] ≈ 0.1) and
their shape differs strongly form the previous station. The
mode shapes for all cases present a severe kink, which in-
dicates a non-linear phase of the disturbance growth (Reib-
ert, 1996; Eppink, 2014). We hypothesise that these non-
linearities are likely to be an effect of the presence of the
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Figure 4. Amplitude of stationary CF modes at (a) x/c = 35%, (b) x/c = 40%, (c) x/c = 45% and (d) x/c = 50% for the
different step configurations.
step as they would not appear (at this location) in its ab-
sence, as shown in Placidi et al. (2016). It is also interest-
ing to note that the inflection point is more severe for the
Single step (in red) however, the mode strength seems to
be higher for the Lshape disturbance. Similar conclusions
to those for figure 4(b) can be drawn for 4(c) correspon-
dent to a x/c = 0.45. More interesting is perhaps the be-
haviour at 50% chord shown in figure 4(d), where the pri-
mary mode seems to have saturated, as it shows a decreased
rms[(U −U)/Ue] value. The mode shapes are now highly
distorted and a strong second lobe appeared. This feature is
generally found to be typical of regimes closer to the onset
of turbulence, where non-linear effects are significant (Hunt
& Saric, 2011).
A similar analysis to that reported in figure 4, can be
carried out on the fluctuating flow fields, by plotting the
quantity rms[(u′ − u′)/Ue] to calculate the traveling CF
mode amplitudes. These amplitudes are shown in figure
5(a) to (d) for locations at 35%, 40%, 45% and 50% chord
respectively. Very similar mode shapes are found to char-
acterise the traveling modes, with non-linear behaviour ap-
pearing as early as 40% chord. The strength of these struc-
tures is much lower than for the their stationary counter-
parts. It is interesting to report that at 50% chord (in figure
5(d)) the second lobe has reached a comparable strength to
the primary peak. As for the previous case, the Pyramid step
seems to have the weaker disturbances effect as compared
to the worst case represented by the Lshape geometry. This
is perhaps not surprising as the latter embraces the aft-step
configuration which is believed to be the most detrimental
for transition (Wang & Gaster, 2005; Eppink, 2014) while
the pyramidal configuration is characterised by a softer and
more gradual geometric features.
To further explore the stationary and traveling CF
mode amplitudes and investigate their evolution along the
chordwise direction, it is worth evaluating their growth at all
available x/c locations. These results are presented in fig-
ure 6. The top plots (figure 6(a)&(b)) are relative to the sta-
tionary CF and are calculated based on two different proce-
dures. In (a) the results are obtained by using the maximum
of the rms profile in figure 4 (A = max(rms[(U −U)/Ue])
while in (b) the area under the stationary mode curve
(still from figure 4) is used, so that A = 1/δ
∫ δ
0 rms[(U −
U)/Ue]dy. It is important to note that A0·35 in this figure
represent the amplitude at the first measurement location
(i.e. x/c = 35%); it is therefore highlighted that these plots
should not be directly translated into an N-factor curves.
The three step geometries are shown to have different ef-
fects on the growth of the primary disturbance. For both
methods, it is shown that, after an initial phase where the
disturbances are amplified (up to x/c = 45%), a maximum
in the CF amplitudes is reached for all cases. After this
point, the secondary instabilities (discussed in figure 4(c))
become dominant and the coherence of the CFVs is lost,
resulting in a decrease in the average amplitudes of the dis-
turbances. It is important to note that, given the aims of
this study, the worst case seem to be the Lshape step where
the primary disturbances are amplified by ≈ 220% (based
on figure 6(b)). The pyramidal configuration follows (for
which A/A0·35 ≈ 180%) and lastly the Single step geome-
try for which, surprisingly, A/A0·35 ≈ 170%. It is also im-
portant to consider the recovery (or damping) of the distur-
bances, which seems to be optimal for the pyramidal case
(see x/c = 0.50 in figure 6(a)&(b)). Similar disturbance
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Figure 5. Amplitude of traveling CF modes at (a) x/c = 35%, (b) x/c = 40%, (c) x/c = 45% and (d) x/c = 50% for the
different step configurations.
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Figure 6. Growth of stationary CF mode amplitudes based upon (a) the maximum of the rms profile (A = max(rms[(U −
U)/Ue])) and (b) the integral area below the rms profile (A = 1/δ
∫ δ
0 rms[(U−U)/Ue]dy). Same as above for traveling modes
in (c) and (d) where u′ substitutes U and u′ substitutes U .
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growth behaviour is found for the traveling waves in figure
6(c)&(d), however the maximum growth is herewith much
more pronounced, i.e. up to ≈ 400% for the Lshape step
in figure 6(d). We can also conclude that the pyramidal
step geometry is the one that shows the best performance
in terms of the amplification factors for the traveling mode
amplitudes. These findings in terms of the growth of the
disturbances give important information about surface im-
perfection tolerances to the wing manufacturers, however
ultimately, they are interested in the transition front loca-
tion, which directly relates to drag and therefore operating
costs. This aspect is later discussed.
6.3 SPECTRAL ANALYSIS
This section deals with both the spatial and temporal
spectral characteristics of the flow. To explore the spatial
content of the disturbances, a spatial power spectral density
(PSD) analysis was carried out. The PSD of the normalised
velocity signals for all cases is presented in figure 7(a)&(b)
for the 35% and 50% chord locations. The case with no step
is also reported (in grey) as benchmark. For the latter case in
figure 7(a), together with the primary mode, some of its har-
monics and subharmonics are found to be strongly forced.
In particular, the 4 mm, 8 mm modes are found to be signifi-
cantly excited. This is consistent with previous findings, as
forcing at λ was found to also excite modes at λ/n, where
n is an integer number (Reibert, 1996). When looking at the
same data at 50% chord (figure 7(b)), the contribution of
the primary mode (12 mm) appears to be dominant, in ac-
cordance with both LSA and the DREs spanwise spacing.
Also strongly represented is the 16 mm mode.
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Figure 7. Spatial PSD at (a) x/c = 35% and (b) 50%
chord.
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Figure 8. Spatial PSD for specific wavenembers for (a)
Single (b) Lshape and (c) Pyramid steps.
This increased critical wavelength of the problem has
been linked to the merging of CFVs (Placidi et al., 2016).
It is important to point out that, following Reibert (1996),
the minimum wavelength that can be resolved in this study
is estimated to be: λ = 2∆S = 2S/(N−1)≈ 2 mm and that
we can only meaningfully consider contribution in the range
λ = 2−22 mm. Therefore, some of the harmonic contribu-
tion at 12 mm, 13 mm and 14 mm in figure 7(a), affected
by uncertainties of ±1.8 mm, ±2.6 mm and ±3 mm respec-
tively, can be regarded as the primary mode forcing. Mov-
ing on to the effect of the different step geometries on the
spatial spectra, it is clearly visible in figure 7(a), that all
cases, show a much stronger forcing of the primary mode
(i.e. 12 mm mode) when compared to the benchmark case.
The Pyramid case also shows a non negligible contribution
in correspondence of the 16 mm mode.
Downstream, in figure 7(b), it is found that the Sin-
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Figure 9. Temporal PSD per unit frequency at x/c = 50% chord for (a) Reference case, (b) Single, (c) Lshape and (d)
Pyramid steps.
gle step seems to generate a predominant forcing at 12 mm
in accordance with the benchmark case, while the other
two cases seem to redirect the forcing toward the 16 mm
mode. These findings need to be further investigated. To
help focusing our attention to the spectral differences be-
tween the step geometries considered here, the PSD analy-
sis can be restricted to specific wavenumber contributions.
Result of this procedure are shown in figure 8(a),(b) and
(c) for the Single, Lshaped and Pyramid-type steps respec-
tively. In particular, from figure 8(a), it can be seen that
the energy for the Single step case is mostly contained in
the 12 mm mode initially and tend to migrate toward the
16 mm mode as the CFVs evolve downstream. On the other
hand, the Lshape step in figure 8(b) is seen to redistribute
the energy across harmonics of the primary mode, where
the 4 mm and 6 mm modes acquire considerable strength
at x/c = 0.4. Finally, the Pyramid-type step (figure 8(c))
seem to mostly contribute in exciting the 16 mm mode and
the primary mode (12 mm) at the first stations, whilst damp-
ing any contribution of all its harmonics. To summarise this
spatial spectral analysis, the Singles step case seem to not
have an effect in redistributing the PSD energy across dif-
ferent harmonics compared to the benchmark case in the
absence of a step. The mode amplitudes were found to be
increased due to the surface imperfection but the dynamics
of the problem do not change. On the other hand, the other
two geometries have a very different impact on the distur-
bance development. The Lshape step seems to spread the
energy contribution from the primary mode toward multi-
ple wavenumbers whilst, the Pyramid case seem to suppress
any harmonic contribution of the primary mode.
After a spatial spectral analysis has been introduced
and discussed, its temporal counterpart is approached. Fig-
ure 9 shows the PSD per unit frequency for all cases at the
station furthest downstream (50% chord), where the CFVs
have become highly non-linear. Five different wall-normal
locations within the boundary layer (at fixed values of y/δ )
are included in the plots and the signals are extracted from
the spanwise location z = 30 mm in figure 3(a), which cor-
responds to a cut through a CFV. We start discussing these
spectra by focusing on the y/δ ≈ 1 location (green line).
Generally speaking, the surface imperfections tend to in-
crease the energy at the lower frequencies (below 50 Hz);
these are related to influences on the mean flow. The en-
ergy contribution increases when moving toward the wall,
which is well-documented in the literature and ties in well
with the character of the fluctuating fields shown in fig-
ure 3(b), where high-energy containing structures are found
near the wall. It is also noticeable that, for all the wall-
normal locations examined here, the high frequency energy
(1− 3 kHz) seems to increasingly grow from the Pyramid
via the Lshape to the Single step cases; this is related to
the high frequencies fluctuations and their role in promot-
ing non-linear secondary instabilities, which become more
severe the strongest the surface imperfection. These find-
ings tie in well with intuitive reasoning based on the softer
features and hence more gradual forcing of the Pyramid step
type. These findings, however, need to be further confirmed.
6.4 TRANSITION ONSET
Once the analysis of the disturbance growth and the
spectral characterisation of the problem has bee carried out,
it is important to relate these findings to the onset of tur-
bulence. Figure 10 shows the transition location as a func-
8
tion of the Reynolds number calculated, as discussed in §
5. It is found that, for the benchmark case in the absence
of the step, the transition onset occurred at approximately
56% chord, this is due to the low environmental distur-
bance characterising our wind tunnel. The introduction of
the surface imperfection (in the form of different steps) it is
shown, as expected, to have a detrimental effect on the onset
of turbulence. The transition front moves forward to 53%,
51% and 51% chord in the presence of the Pyramid, Single
and Lshaped step respectively. It it worth mentioning that
our criterion is intrinsically affected by an uncertainty of
±0.3% chord, however, some degree of scatter across the
spanwise direction due to the classical ‘saw tooth’ transi-
tion patter (Anscombe & Illingworth, 1956) is also inherent
in these measurements.
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Figure 10. Transition location as a function of Reynolds
number, Re, based on the xt location.
Nevertheless, a general trend is highlighted, which is
consistent with evidences discussed throughout the paper.
The Pyramid step, which shown the lowest growth both for
stationary and traveling disturbances (in figure 6) and also
registered a delayed insurgence of non-linear process (in
figure 9) also seems to be the most efficient geometry in
maintaining the laminar character of the flow. The Lshape
and Single step cases, instead are shown to have an greater
degrading effect on the performance (transition front mov-
ing forward ≈ 9%). This means that, by employing a more
gradual step shape across the wing surface (i.e. pyrami-
dal geometry), aerodynamic degradation can be minimised
(provided that each step is of subcritical height). This
confirms the findings contained in Crawford et al. (2015).
These findings seem to confirm that, not only the height
of the surface imperfection but also its shape plays a im-
portant role in triggering the non-linearity in the flow field
and therefore defining the onset of turbulence. This is per-
haps not surprising giving the numerous well-documented
differences found in the literature in between forward and
aft- facing steps; it is however an interesting finding worth
investigating in more detail.
7 CONCLUSIONS AND FUTURE WORK
Wind tunnel experiments were conducted in a low-
turbulence environment (Tu < 0.006%U∞) on the effect of
surface imperfections on the stability of 3D boundary lay-
ers. Three different step geometries (at a fixed height of
200µm) were positioned at 20% chord and their effect on
crossflow disturbance and growth was evaluated. DREs of
24µm height were employed upstream of the steps to de-
velop stable primary disturbances.
Preliminary results suggest that the different step ge-
ometries have a significant influence on maximum distur-
bance amplitude and growth. In particular the Lshape step
has the fastest growth, while the opposite is found for the
Pyramid step. The Lshape step was also shown to amplify
the disturbances the most (up to 2.5 and 4 times the initial
measured amplitude for the stationary and traveling modes
respectively).
The three tested steps have also shown to have a differ-
ent effect in forcing the excitation of the primary mode and
its harmonics. Temporal spectral analysis also confirmed
different behaviours for the three step geometries, where
the insurgence of the non-linear phase of the instability is
driven by the nature of the surface imperfection.
Finally, the case examined here also shown to influ-
ence the transition front location by up to 9% compared to
the reference case with no step. The pyramidal imperfec-
tion seem to be the one with the best performance as the
transition front is only anticipated by approximately 5%.
Future work should include a more in depth analysis of
the data presented herein and an investigation on more se-
vere step heights. More types of surface imperfection could
also be addressed, for instance the effect of gaps rather then
step-type of discontinuities could be object of further stud-
ies.
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