A multidisciplinary design optimization framework suitable for application to mixed continuous/discrete systems has been developed. This framework, called Concurrent Subspace Design, employs arti cial neural networks to provide response surface approximations. A concise metric indicating how accurately a neural network is able to approximate the design space was de ned and used to assess di erent networks, which were obtained by varying the amount of data considered in their construction and the means by which discrete design variables are represented in them. Results demonstrate that this framework is able to locate optimal designs and that its computational requirements are related to some degree to the database used in formulating the neural network approximations.
I. Introduction
Recent work in the eld of multidisciplinary design optimization (MDO) has been inspired by the need to e ciently design highly complex, nonhierarchic systems. These typically involve many mutually dependent disciplines that must be coordinated, each of which has some impact on the system design goals. Many engineering systems to which MDO techniques are potentially applicable are \mixed," in other words, contain both continuous and discrete design variables. The designer of an aircraft wing, for example, has the freedom to choose the number of spars in the wing, their locations, and the material(s) from which the wing is to be constructed. The number of spars obviously must be an integer and thus is a discrete design variable, while the location of a spar is a Graduate Research Assistant, Member AIAA y Professor, Associate Fellow AIAA continuous design variable. Material selection is another example of a discrete design variable, as a structural designer would likely choose one of several available materials. It is also an example of a situation in which the \value" of a single design variable (i.e., which material) dictates multiple parameters, such as elastic modulus, weight density, and other properties. Aircraft wing structural design is a mixed problem, as all of this information would be required to perform the analyses involved in the design process. Mixed design problems present a particular challenge because discrete optimization methods are, by and large, very expensive in terms of computational resources required. When large, complex systems are involved, as is often the case in the context of MDO, the usefulness of such methods is limited without the bene t of some type of system approximation.
An MDO framework which is able to accomodate mixed systems has been developed and applied to a small demonstration problem. This framework, referred to as Concurrent Subspace Design (CSD), is closely related to the Concurrent Subspace Optimization (CSSO) framework introduced by Sobieski 1] and modi ed by Renaud and Gabriele 2] and by Sellar 3] . Both CSSO and CSD incorporate means by which discipline-level designers are provided with information regarding the in uence of their decisions on the systemlevel objective function and constraints. Unlike the original CSSO method, in which disciplinelevel design (or \subspace optimization") exploits global sensitivity equations 4], both subspace optimization and system coordination in CSD utilize response surface approximations. These are provided by arti cial neural networks in the current implementation, which is referred to herein as \CSD/RS" to indicate the use of response surface approximations for the above purposes. This strategy was used by Sellar, et.al . It has also been applied to a very limited extent to mixed systems, however, the discrete design variables in one prior application 6] consisted of a number of speci c values of inherently continuous parameters. The approximation of mixed continuous/discrete systems via arti cial neural networks in the context of CSD/RS is the focus of this paper. A demonstration problem, whose discrete variables dictate the values of multiple parameters in the system analysis, serves as an example. As with the selection of material for a physical system, relating the alteration of a single design variable to adjustments in several parameters renders the concept of a derivative or gradient with respect to that design variable ambiguous or non-existant. Issues pertinent to the approximation of such a system through neural networks are discussed and results of studies regarding both neural networks exclusively and their inclusion in the CSD/RS framework are presented.
II. CSD/RS Framework
The CSD/RS framework is illustrated schematically in Figure 1 . The algorithm begins with the selection of a set of baseline designs, which are analyzed to provide the data from which the initial system approximation is constructed. Feed-forward, sigmoid activation neural networks 7] are used to approximate the design space. The process by which network output is made to conform to that of the system being approximated is referred to as \training" a network. Neural networks are utilized as the means of response surface approximation for a variety of reasons, including the fact that they do not correspond to any preconceived functional form. In addition, they have been used in applications involving optimization of mixed systems 8, 6] .
Given an initial approximation to the system, designers in each discipline (subspace) attempt to improve the system design based on their own specialized expertise and analysis capabilities. This requires them to solve the system design problem using this expertise in their own discipline and approximate analyses in all other disciplines. This \improvement" currently takes the form of traditional optimization algorithms; the terms \discipline-level design" and \subspace optimization" can thus be used interchangeably in that sense. The optimization strategy used is a hybrid technique, described in detail in 6], in which the simulated annealing 9, 10] and generalized reduced gradient 11] methods are performed sequentially.
During subspace optimization, response surface approximations are used in lieu of complete system analyses to provide information about nonlocal states, which is required to solve the system design problem at the discipline level. In obtaining such information via a neural network, a numerical representation of some or all of the design variables is provided as input to the network. Those design variables always include every element of the appropriate \subspace design vector" (those design variables which designers in a particular discipline or subspace have the freedom to adjust), and may include design variables which are xed within that subspace as well. The input is then \propagated" through the network to obtain the approximation to whichever system output(s) that network provides. The designs obtained from each subspace optimization are subsequently added to the database and the neural networks updated to re ect this new information. The nal step of each CSD/RS iteration is a system optimization based entirely on response surface approximations. As with the subspace optimizations, the design provided by this step is added to the database and taken into account during subsequent updates of the neural networks.
III. Demonstration Problem
The mixed optimization problem considered here is an illustrative example which operates on three design variables (x 1 ; x 2 ; and x 3 ) and produces two states (y 1 and y 2 ). The formulation of the problem is such that there is one continu- The system analysis for this problem is the process by which, for a xed design vector x, the values of states y 1 and y 2 are determined. This process consists of rst \looking up" the values of parameters p 1 ; : : : ; p 4 corresponding to the discrete DV's, and then solving iteratively the set of coupled, nonlinear algebraic equations ( 1) . As is the case with the selection of material for a physical system, the equations comprising the mathematical model of the system do not depend on the discrete design variables themselves, but rather on numerous parameters associated with those variables.
The \merit" of each design is given by an analytic expression in design variables, related parameters, and states. The goal of the system optimization problem is to minimize the merit function while meeting speci ed requirements on the This problem does not correspond to a particular physical application, but its size facilitates both the validation of a mixed optimization framework and the presentation of results obtained from it.
A cross-section of the design space for this problem is illustrated in Figure 2 . The graph depicts state y 1 as a function of x 1 for each of the seven possible \colors" (values) of x 2 while x 3 is xed at black. The maximum value of y 1 allowed by the constraint on the optimization problem (Equations 2) is indicated by the dashed horizontal line on the graph. As can be seen from the gure, the character of y 1 vs. x 1 , and consequently the values of x 1 (if any) for which designs are feasible, depends upon which colors have been selected for the two discrete DV's.
The optimal design for this problem, which served as a benchmark in evaluating designs obtained by CSD/RS, was located by performing 35 one-dimensional optimizations, during which x 1 was the only active design variable and x 2 and x 3 were xed. For each possible combination of x 2 and x 3 , the value of x 1 that minimized f was determined. Considering only the feasible solutions found (there are no feasible designs for some combinations of x 2 and x 3 ), that with the low- Table 2 . The former was also located consis- IV. Neural Network Approximations For the purposes of optimization, the design space of the demonstration problem described herein was approximated via feed-forward, sigmoid activation, arti cial neural networks. The rst issue addressed in doing so was how to represent the discrete DV's in this problem as network input. This is related to some eariler efforts of Batill and Swift 13] , who have explored the use of ANN's in the design of discrete systems. Another concern relevant to any application of arti cial neural networks (ANN's) is how those networks are trained. Finally, because the neural network-based CSD/RS framework had not previously been applied to a design problem with discrete variables of the nature of those involved here, a concise means of evaluating how well the network approximations conformed to the actual design space was de ned. Design Variable Representation Each design variable in the demonstration problem is represented by a number of input neurons (or \nodes") in the neural network approximation to the system. Each of those nodes is assigned some numerical value, which depends on the value of the appropriate design variable. A single neuron representing a continuous design variable (such as x 1 ) can simply take on the same value as, or a scaled value of, the DV to which it corresponds. Representation of discrete design variables, however, is not such a straightforward matter, as a number of di erent options exist. Figure 5 illustrates three ways in which a discrete design variable, such as x 3 in the example described previously, can be \coded" into network input. The rst of these, shown in Figure 5 
where ceil ] is the smallest integer greater than or equal to . Finally, a third possibility, illustrated in Figure 5 (c), is to represent the same DV using N vals binary neurons. Each of those corresponds to a \color" of x 3 ; the appropriate neuron is then \turned on" (has a value of 1) when that color is selected, while all the other nodes remain \o " (have values of 0). The above discussion highlights three possible methods by which discrete variables can be coded into network input. By no means is it meant to imply that other methods don't exist. One can easily expand the realm of possibilities by replacing the binary neurons in Figure 5 (b) and (c) with \tertiary" neurons, that is, neurons able to take on one of three values (for example, 0, 0.5, and 1). This would allow the same number of nodes to represent a discrete design variable for which more possible values exist.
There were two methods of discrete DV coding considered in approximating the design space for the above demonstration problem via ANN's, namely, a binary code and on/o neurons. Representing each of the discrete design variables with a single neuron was not considered because doing so relates adjusting one of those DV's to increasing or decreasing a single parameter; such connotations of the existance of gradients are exactly what these variables were intended to avoid. More than one method was considered because it was not known a priori whether one or the other would be more suitable in the context of optimization. Specifically, using a binary code as opposed to on/o neurons will generally result in networks of di erent architecture. This is noteworthy because the size of a network, particularly as it relates to the number of parameters to be determined in training the network, can be a factor in the network's ability to meet training criteria 14] and the behavior of its output 15]. These are important considerations because optimization in the context of CSD/RS uses neural networks for response surface approximation, so it is essential that the accuracy of the approximations is su cient for the results of that optimization to be useful.
Network Training
The networks used in the current implementation of the CSD/RS algorithm consisted of three-layers and were trained by the Error BackPropagation (EBP) method 7] . The number of nodes in the rst layer was dictated by the number of system inputs and the means by which the discrete DV's were represented, while the number of nodes in the third layer was similarly dictated by the number of system outputs. The number of neurons in the second layer (\hidden" neurons), while not subject to any such restrictions, can have an impact on the performance of EBP training. For example, a greater number of hidden nodes can reduce the time required for network training; this is because the additional neurons will introduce more \weights"-the parameters which de ne a network-to be adjusted during training. There is some concern, however, that an excessive number of hidden nodes may result in unwarranted uctuations in a network's output. This leads to an unnecessarily multi-modal response surface approximation that incorrectly exhibits a number of local optima. Another concern regarding EBP training is that in general, the ability to train a network of a given size to within a prescribed tolerance is not guaranteed.
The Error Back-Propagation algorithm was included as the central component in the network training method employed within CSD/RS. This method includes logic that guarantees the nal set of weights obtained enable the network to match all training data (provided as known input/output pairs or \IOP's"), selects the initial size of the hidden layer based on the amount of training data, and is able to add hidden nodes to expedite training when such action appears to be necessary. The method is not meant to guarantee the most ecient training possible, rather, it simply incorporates a number of heuristic measures into EBP training. The intent in doing so was to allow ecient training while preserving a benign character of the response surface approximations unless the available information (training data) suggests they should behave otherwise.
The network training procedure is illustrated by the owchart in Figure 6 . At its outset, it is rst determined whether or not the training can be initialized from an existing set of weights. Recall that design points are added to the database during each iteration of CSD/RS, therefore, the database at a particular iteration includes the designs obtained through all previous iterations. It follows that the networks used during the previ- Thus, in all likelihood, it will be quicker to modify the previous network to include these points than to initialize an entirely new set of weights and train without the bene t of any existing information. New weights are initialized randomly during the rst CSD/RS iteration, and with some small probability (10-15% in training performed to date) during subsequent iterations. The latter possibility exists to enable CSD/RS to escape from a local optimum; if the algorithm is converging to such a point, then all the designs added to the database as it converges will likely be in close proximity to it. In this case, the only chance of adding designs in other regions of the space (including that where the global optimum lies) is to reset the neural networks.
In the event that a new set of weights is to be initialized, the number of hidden nodes is computed based on the number of IOP's in the training database. Considering that the number of equations speci ed by training a network with k outputs using m points is N eqn = mk (4) and that the number of weights to be determined in training a network with i inputs, j hidden nodes, and k outputs is N unk = (i + 1)j + (j + 1)k
The size of the hidden layer, N hidden , is then given by N hidden = ceil a k(m ? 1) i + k + 1
The fraction in parentheses in Equation 6 is obtained by equating the right hand sides of Equations 4 and 5 and solving for j. It gives the number of hidden nodes required for an exactly determined system. This result is multiplied by a constant a and rounded up to an integer, yielding networks which are (for a > 1) under-determined to some degree. Theoretically, a set of weights which enables the network to match all the training points can always be found even if the system is exactly determined. It has been the experience of the authors, however, that this is not always achieved, and that adding hidden neurons may reduce the time required for training. Values of a from 1.5 to 2.0 have been adequate in these e orts thus far. Having established the initial network weights, the actual network training ensues and is carried out for a prescribed number, 500 in the current implementation, of \epochs" (one epoch entails making a small adjustment in the weights for each IOP in the training data set). After the speci ed duration of training, the network sum-squared error is computed. The error for a speci c IOP is de ned as the di erence between the output of the actual system (which is known) and that of the neural network when the input corresponding to that design point is propagated through it. The sum-squared error (SSE) is simply obtained by
where o k;m is the value of the k'th output node obtained by propagating the m'th input through the network, t k;m is the corresponding target output, and K and M are the numbers of output nodes and IOP's, respectively. Sum-squared error is, in fact, the quantity which error-backpropagation training aims to minimize. In addition, the maximum error for any one output node is also determined by E max = max j(o k;m ? t k;m )j] k = 1 : : : K (8) m = 1 : : : M At this point, if the maximum error is less than its allowable limit, which is prescribed by the user, E max E allowable the training is successful and terminates. In the work thus far, the allowable error has been dened as 3% of the range of the appropriate output. If the allowable limit on E max has not been achieved, but the training was able to reduce the sum-squared error by a given percentage (currently 5%), then further training is conducted and will continue until the above condition on E max is met or the SSE ceases to decay. The latter event is an indication that further training will progress very slowly if at all. In this situation, the weights are reinitialized with random values. The rst time that training is restarted using a new set of weights, the network architecture (number of hidden neurons) is not changed. On many occasions, the ability of EBP training to meet an error goal is dependent on the initial weights, so simply attempting a di erent starting point may be su cient if training is unsuccessful at rst. The network training algorithm currently being used allows the weights to be initialized three times while maintaining network architecture. If the SSE stops decreasing before the error goal is met for each of these 3 sets of weights, then the size of the hidden layer is increased and the larger network is trained by the above procedure.
Adding hidden nodes is used only as a \last resort" because, as mentioned previously, it is desirable to prevent the network output from being multi-modal in regions where the system being approximated is not. This strategy is e ective in that regard because in general, the weights are initialized such that the response of the network is nearly constant. The weights are then adjusted in a manner which \bends" that initial, benign response such that it conforms to the given training points. Using as few hidden nodes as possible essentially amounts to obtaining the lowest order approximation that is able to match all the provided training data.
Network Quality Metrics
Comparative study of di erent design variable representations requires that a concise measure be available of how well a given network maps the design space. For the demonstration problem described earlier, a quantitative measure of how well a network approximates the response of y 1 versus x 1 (the continuous DV) for one speci c combination of x 2 and x 3 can be de ned by
The subscripts j and k in the above equation correspond to speci c values of x 2 and x 3 , respectively; for example, q 11 is computed with x 2 = red and x 3 = pink. y 1 (x 1i ) and y 1NN ( (10) It should be noted that y 1 (x 1i ) for all j; k; and n in Equation 9 were obtained through full system analyses at each one of the appropriate design points. Obviously, this type of study is possible only when a system analysis is readily obtainable, as is the case with the small demonstration problem described herein; Q generally cannot be computed for physical systems.
Aside from comparing two or more approximations to the same function, q jk as de ned by (12) with y 1max and y 1min being the maximum and minimum amongst the njk values of y 1 computed during the course of obtaining q jk for all possible j and k. A number of other means of normalization were considered; the manner speci ed by Equation 12 was chosen because this is analogous to the way the output is scaled during neural network training.
V. Results A number of di erent training databases were used in obtaining neural network approximations to the states, y 1 and y 2 , in the previously described problem. In each case, networks were trained using both a binary code and on/o neurons to represent the discrete design variables. The quality of the resultant approximations was assessed by means of the metric Q de ned in the preceeding section. Finally, the Concurrent Subspace Design algorithm was applied to the same problem, again using initial databases which varied in size and content.
Neural Network Results
The largest databases used for neural network training each contained 105 points. There were two di erent databases of this size, the rst of which consisted of every possible combination of x 1 = f?10; 0; 10g, x 2 =fR,O,Y,G,B,I,Vg, and x 3 =fPnk,Wht,Grn,Blk,Brng. Thus, it included every possible color combination three times. The given values of x 1 were selected because they span the entire domain of that variable. The other 105-point database was identical except the previous values of x 1 were replaced with -7, 0, and 7. These x 1 values were used to reduce the maximum distance between any point in the space and the training point nearest to it. For example, the point (5; x 2 ; x 3 ) is ve units along x 1 from the nearest training point in the former case; the points in the design space furthest from training data in the latter case, however, are ( 3:5; x 2 ; x 3 ), which lie 3.5 units from the nearest training point.
Training databases consisting of 35 points were also constructed. In these, each possible color combination was included exactly once and the value of x 1 corresponding to each was selected randomly and uniformly disributed between the bounds of -10 and 10. Three 35-point databases, which di ered only in the values of x 1 they contained, were considered. Additional network training was conducted using databases con- For each of the databases described above (11 total), 3 network training trials were performed. Multiple trials were performed using each database because the initial network weights were random. One \trial" refers to the training of four di erent neural networks: two which approximated y 1 as a function of x and two which approximated y 2 . For both y 1 and y 2 within each trial, the discrete DV's were represented via a binary code in one network and with on/o neurons in the other. The method of determing the quality index, Q, for the y 1 networks was described in the preceeding section, while Q for the y 2 networks was obtained by replacing y 1 with y 2 in equations 11 and 12 and following the same procedure. Figure 7 illustrates the dependence of network quality (as measured by Q) on the amount of data used to train the network. Each of the four lines shown on the graph corresponds to a speci c system output and means of discrete DV representation. As described earlier, multiple networks were trained for each speci c database size, discrete DV representation scheme, and system output. The points shown on the graph in Figure 7 re ect the average value of Q amongst all suitable networks.
The labels \Q 1 " and \Q 2 " on the gure indicate whether the networks approximated y 1 or y 2 , respectively. One notable result visible from Figure 7 is that the networks approximated y 2 more accurately than they did y 1 . This was attributed to the fact that for nearly all possible color combinations, the functional form of y 2 versus x 1 is considerably more benign than that of y 1 . Although it is not shown graphically, y 2 versus x 1 for given value of x 2 and x 3 is typically a monotonically increasing function, and is linear or very nearly so for certain color combinations. Furthermore, the range of those functions is hardly a ected by the choice of x 2 and x 3 , which is not the case for y 1 (recall Figure 2) . Thus, the discrepancy between Q 1 and Q 2 for a given size and type of network was regarded as a characteristic of this particular design space. Another trend evident in Figure 7 is that Q for all types of networks decreases as more training data is used; this is an intuitive result. Of greater importance is the fact that the networks which used on/o neurons, as opposed to the binary code, to represent the discrete DV's were typically associated with lower values of Q 1 or Q 2 . In instances when this was not the case, the di erence in the average Q values was quite small. While Figure 7 shows only averages of Q 1 and Q 2 corresponding to multiple networks, this trend also became evident when individual networks were considered. Table 3 lists, for each speci c database size and system output, the number of trials in which the value of Q obtained by representing the discrete DV's with on/o neurons (Q on=off ) was less than that obtained by using the binary code (Q bc ). The table is interpreted as fol- in the middle column of the corresponding row.
As listed in the last row of Table 3 , on/o neurons provided a lower value of Q in slightly more than two thirds of all trials. This is important in the CSD/RS context because it is logical to expect more accurate neural networks to result in approximate optimization yielding designs that are closer to the true optimum.
The value of Q for a particular network depends on that network's ability to map the functional form of y 1 versus x 1 for every possible combination of x 2 and x 3 (recall Equation 10). Essentially, Q is a compression of information about the accuracy of several approximations, each of which corresponds to one speci c color combination. These components of Q were de ned as q jk in Equation 11 . Figure 8 shows a histogram of the values of q jk for all the networks that approximated y 1 , represented the discrete DV's via the binary code, and were trained using 35 design points. As can be seen from the gure, these values of q jk are distributed about their average of 0.213. Thus, for a given neural network, the accuracy with which the functional form of y 1 versus x 1 is approximated depends on the combination of x 2 and x 3 . This is evidenced by Figure 9 , which illustrates two approximations of y 1 as a function of x 1 obtained using the same network. The values of q corresponding to the combinations of red/black and indigo/black, which are indicated on the graph, re ect the relative accuracy of those approximations.
Further investigation suggested that the distribution of q for all networks that were trained from a given number of design points, used the same discrete DV representation scheme, and approximated a given system output was similar in shape to that shown in Figure 8 . Obviously, the mean of a particular distribution is dependent on the factors mentioned above. The combinations of x 2 and x 3 that resulted in the minimum and maximum values of q, however, were not consistent amongst the various networks of a given type. The results obtained did not conclusively demonstrate any correlation between training data or means of discrete DV representation and which color combination provided the minimum or maximum value of q. Figure 9 shows approximations of y 1 versus x 1 for two di erent combinations of x 2 and x 3 obtained from a single network. Figure 10 , conversely, shows several di erent approximations of y 1 as a function of x 1 for one color combination, x 2 =green and x 3 =pink, obtained from four di erent networks, each of which was trained using different amounts of data. The number and symbol that appear next to each of the approximations indicate how many points were used in training the corresponding network and the locations of those training points, respectively. For example, when 35 points were used to train the network, the only one of them for which (x 2 ; x 3 )=(G,Pnk) was located at x 1 =-5.546, which is shown by the square on the graph. There was no training data with that color combination in the 9-point database. Figure 10 shows that, as one would expect, training networks with a greater amount of data generally results in a more accurate approximation of the space. While the networks obtained in this study did indeed exhibit this trend, it is worth noting that adding more training points does not improve the quality of a particular network abso- lutely all of the time. For this particular problem, the value of q for a speci c x 2 ,x 3 combination also seemed dependent to some degree on whether or not that combination was included in the training database. This was evident primarily in cases when the number of training points used was less than the number of possible color combinations.
Concurrent Subspace Design
The Concurrent Subspace Design algorithm was applied to the optimization problem stated by Equations 2. As in the previous study, a variety of databases were used in formultating the initial neural network approximations to y 1 and y 2 . The largest of these again contained 105 points and consisted of every possible combination of x 1 = f?10; 0; 10g, x 2 =fR,O,Y,G,B,I,Vg, and x 3 =fPnk,Wht,Gry,Blk,Brng. Initial databases which included 35, 18, 9, and 5 points were also considered; these were constructed in the same manner as those described in the preceeding section. Discrete design variables were represented by on/o neurons in all the networks employed by CSD/RS; this decision was based on the results described in the preceeding section.
The results of this CSD/RS implementation are summarized in Table 4 . The table lists, for each initial database size used, the initial value(s) of the objective function (f init ), the average nal objective function value (f final ) obtained in those trials, and the number of them in which the nal design ( x final ) was located at or near the global optimum. An entry of \2/3" in the rightmost column means that for the given size database and starting point, 3 CSD/RS trials were performed and 2 of them resulted in the nal design being (near) the global optimum. Each row of the ta- Table 4 are encouraging in that a total of 18 out of 22 trials succeeded in locating this design. It is worth noting that, because optimization in CSD/RS is based on the neural network response surface approximations, the exact location of the global optimum was generally not pinpointed. The designs considered to be \near" the global optimum in the context of Table 4 all had the correct color combination (x 2 ; x 3 )=(Y,Blk) and values of x 1 which were less than 1 2 of one unit away from that variable's optimal value of -4.08. The four CSD/RS runs that did not result in a design near that point all converged in the vicinity of the local optimum at (-5.40,G,Blk). Also, the inital and nal values of f listed in the table demonstrate that CSD/RS was able to improve the design considerably each time. Figure 11 shows the average number of CSD/RS iterations required for convergence as a function of the number of design points in the initial database. The tendency of fewer initial designs to result in a greater number of iterations is not a surprising result, as intuition would suggest that enhancing the accuracy of the response surface approximations enables the optimum to be located more readily. Interestingly, the plot shows that as more and more designs are included in the initial database, the savings in CSD/RS iterations becomes less. This can be attributed to the fact that no matter how good the approximations are, it takes at least two iterations to verify convergence.
The dependence of the number of iterations Figure 12 correspond to runs which were initiated with databases containing 105, 35, and 18 points. The graph shows that in these cases, the objective function decreased monotonically to its nal value, with the quickest convergence occuring in the case in which the greatest amount of data was used to train the neural networks. A continuation of this trend is evident in Figure 13 , but in those cases, the objective function uctuated considerably before converging to its nal value. The reason this occured is that during early iterations, the neural networks did not approximate y 1 accurately enough to indicate that the designs for which f was substantially lower than its stated optimal value are infeasible. Thus, it was not until they were added to the database and accounted for in subsequent networks that these designs were avoided due to their infeasibility.
Considerable attention has been paid thus far to the number of input/output pairs contained in the training database, with regards to both stand-alone network training and the performance of Concurrent Subspace Design. It seems reasonable to expect, because designs are added to the database over the course of CSD/RS, the quality of the network approximations to improve steadily as the algorithm progresses. Figure 14, which shows a plot of Q for the y 1 -approximating networks (Q 1 ) versus iteration in two separate CSD/RS trials, however, indicates that this is not ) and the intent of CSD/RS are considered relative to one another. The quality index was formulated to be a concise measure of the accuracy of a neural network approximation throughout the entire design space. Concurrent Subspace Design, conversely, is an algorithm which (hopefully) locates and converges upon optimal designs. Thus, many of the designs added to the database during CSD/RS are often located in close proximity to one another. This is especially true during late iterations, just before the algorithm converges. A consequence of this is that while the approximation near the optimum does become more and more accurate, little or no knowledge about other regions of the space is gained between the outset and termination of CSD/RS. Hence, there is no reason to expect a marked reduction in the quality index Q over the course of CSD/RS.
The tendency of the network quality index to remain nearly constant for durations of a few iterations and make large jumps somewhat irregularly is attributable to the method of network training ( Figure 6 ). Generally, the weights of a particular network being trained during CSD/RS are initialized at the values that were used by the same network at the previous iteration. Thus, if the design(s) added to the database since the last network training step lie close to other designs that were already in the database, the network weights will be modi ed only slightly. The network training algorithm re-initialized the weights when training was not making adequate progress, and also did so with some small probability even when this was not the case. Some investigation revealed that many of the jumps in Q visible in Figure 14 -at iterations 1 and 4 in the case iniated with 9 IOP's and at iterations 3 and 3 1 2 in the other-corresponded to the weights being reinitialized. This indicates that allowing network training to be restarted periodically did have the intended e ect of providing new overall response surface approximations.
Computational Resources
The number of system and contributing analyses required by the design process is often a primary concern in the context of multidisciplinary design optimization. Table 5 lists the average number of system analyses (SA's) and contributing analyses (CA1, CA2) required to perform optimization of the demonstration problem using both NAND and Concurrent Subspace Design. For the latter method, the number of CA's is itemized to indicate how many were needed to perform the required system analyses and how many were performed during subspace design (SD). The CSD/RS results have also been divided according to the number of input/output pairs included in the initial database. The values listed in the table are averages computed from all the testcases described earlier. The number of system analyses required by CSD/RS was considerably less than that for NAND. This is consistent with results that have been obtained through implementations of both continuous-only 3, 5] and mixed 6] MDO frameworks which are similar to CSD/RS. An obvious consequence of this is that the number of con-tributing analyses required to perform the necessary SA's is also reduced. It also stands to reason that including fewer designs in the initial database results in fewer SA's and SA-associated CA's, since all of those designs are analyzed at the outset of CSD/RS.
The number of contributing analyses required by subspace design is worthy of some discussion. The general trend shown by the results listed in Table 5 is that including fewer IOP's leads to an increase in this number. This can be related to the fact, shown earlier in Figure 11 , that starting with fewer designs in the database generally corresponded to slower congergence of the algorithm. This is noteworthy because the mixed optimization that takes place at the subspace level is quite expensive in terms of CA's. Closer investigation of the results showed that the number of CA's required by each subspace design was on the order of the number of SA's required by NAND. Due to the fact that subspace design is performed at every iteration of CSD/RS, trials that were slower to converge typically required a large number of contributing analyses to perform it repeatedly. Table 5 suggests that a trade-o exists in that performing more system and contributing analyses to generate the database (from which the system approximations are constructed) may result in a savings in contributing analyses required by subspace design. These savings are a product of the relationship, discussed earlier, between the initial database and the speed of convergence. In fact, the last two rows of the table show that for the smallest databases considered in this study, the number of CA's required by CSD/RS was actually more than that required by NAND.
Finally, it is worth mentioning that the role of the subspace designers is to provide designs for the database. The means by which those designs obviously has a great in uence on the number of CA's required to obtain them. Thus, reducing the cost of those designs (as measured by required CA's) would obviously bene cial to CSD/RS. VI. Summary A multidisciplinary design optimization framework, referred to as Concurrent Subspace Design using response surface approximations (CSD/RS), which is applicable to mixed continuous/discrete systems was implemented on a small demonstration problem. The framework itself is similar to the Concurrent Subspace Optimization framework, which has been applied to a variety of MDO problems in the past. The problem considered in this study contained two discrete design variables, each one of which dictated the values of multiple parameters involved in the system analysis and optimization. The nature of these variables is such that the concept of a \derivative" with respect to them does not exist.
An important component of the CSD/RS framework is the use of arti cial neural networks for the purpose of response surface approximation. Particular attention was paid to the issue of how to represent the discrete design variables involved in this study through a neural network. A metric which measures the accuracy of a neural network approximation to the design space was de ned and used to assess networks trained with varying amounts of data and which used di erent means of discrete design variable representation. The results of this investigation were considered in implementing the neural network training phase of CSD/RS.
Application of the Concurrent Subspace Design algorithm to the demonstration problem considered resulted in the global optimum being located in a majority of testcases. Although the computational requirements of the alogrithm remain a concern, the results were promising in that CSD/RS was able to locate the optimal design when a relatively small amount of data was used to obtain the initial approximations to the system. These ndings suggest that if the cost of subspace design can be e ectively addressed, CSD/RS may be bene cial in the design of larger, more complicated systems.
