We provide methods for estimating and testing multiple structural changes occurring at unknown dates in linear models using band spectral regressions. We consider changes over time within some frequency bands, permitting the coe cients to be different across frequency bands. Using standard assumptions, we show that the limit distributions obtained are similar to those in the time domain counterpart. We show that when the coe cients change only within some frequency band, we have increased e ciency of the estimates and power of the tests. We also discuss a very useful application related to contexts in which the data is contaminated by some low frequency process (e.g., level shifts or trends) and that the researcher is interested in whether the original non-contaminated model is stable. All that is needed to obtain estimates of the break dates and tests for structural changes that are not a ected by such low frequency contaminations is to truncate a low frequency band that shrinks to zero at rate log(T )=T . Simulations show that the tests have good sizes for a wide range of truncations so that the method is quite robust. We analyze the stability of the relation between hours worked and productivity. When applying structural change tests in the time domain we document strong evidence of instabilities. When excluding a few low frequencies, none of the structural change tests are signi cant. Hence, the results provide evidence to the e ect that the relation between hours worked and productivity is stable over any spectral band that excludes the lowest frequencies, in particular it is stable over the business-cycle band.
Introduction
This paper considers methods for estimating and testing multiple structural changes in linear models using band spectral regressions. Since the classic work by Hannan (1963) , band spectral regressions have found wide applicability and have been useful for various problems when the coe cients of linear regression models are suspected to be frequency dependent. Engle (1974, 1978 ) adopted Hannan's insight to an econometric context and, for linear regression models, showed that the spectral least squares coe cients estimates and the associated test statistics have the same properties as in the standard time domain regressions. He also considered the classical Chow test for a change in the coe cients across frequency bands.
Our paper tackles the problem of structural changes from a di erent angle. First, as has become common now, we consider the possibility of multiple structural changes occurring at unknown dates. More importantly, instead of considering changes across frequencies, we consider changes over time within some frequency bands, permitting the coe cients to be di erent across frequency bands. We derive the appropriate methods to estimate the break dates and to construct the tests for structural changes. Using standard assumptions, we show that the limit distributions obtained are similar to those in the time domain counterpart as derived by Bai and Perron (1998) or Perron and Qu (2006) ; see Perron (2006) for a review. We show that when the coe cients change only within some frequency band (e.g., the business cycle) we can have increased e ciency of the estimates of the break dates and increased power for the tests provided, of course, that the user chosen band contains the band at which the changes occur. Our framework can therefore be very useful in various empirical applications. For instance, using an international data set consisting of series covering a long span, Basu and Taylor (1999) document that the cyclical behavior of the real wage (the relationship between aggregate output and real wages within some spectral band) may have been changing over time. Their analysis is based on changes in the correlation coe cients across di erent spectral bands and di erent time segments. We provide a general framework to analyze such issues in a rigorous and systematic manner.
We also discuss a very useful application of testing for structural changes via a band spectral approach. The framework we consider is one in which the data is contaminated by some low frequency process and that the researcher is interested in whether the original non-contaminated model is stable. For example, the dependent variable may be a ected by some random level shift process (a low frequency contamination) but at the business cycle frequency the model of interest is otherwise stable. We show that all that is needed to obtain 1 estimates of the break dates and tests for structural changes that are not a ected by such low frequency contaminations is to truncate a low frequency band that shrinks to zero at rate log(T )=T . Simulations show that the tests have good sizes for a wide range of truncations.
The exact truncation does not really matter, as long as some of the very low frequencies are excluded. Hence, the method is quite robust. We also show that our method delivers more precise estimates of the break dates and tests with better power compare to using ltered series obtained via a band-pass lter or from a Hodrick-Prescott (1997) lter.
Along this line, our method has enhanced potential applicability in wide range of problems in macroeconomics, nance and other elds. Indeed, it has been shown for numerous problems that estimates and tests are sensitive to the low frequency components which are often driven by mean shifts or various types of trends. This feature also applies to issues related to structural changes. In a nance context, it has been documented that investigations of instabilities in stock returns predictive regressions is largely driven by low frequency components. For instance, mean shifts in dividends can lead one to conclude that the dividend/price ratio no longer has predictive power, e.g., Lettau and Neiuwerburgh (2008) .
Our framework allows one to draw conclusions about the stability of a relationship at some \business-cycle" frequency, say, without having to specify the nature of the low frequency movements. In a macroeconomic context, Fernald (2007) highlights the sensitivity of results about the e ect of a productivity shock on hours worked based on vector autoregressions identi ed from long-run restrictions to the speci cations of the low frequency components of hours worked and productivity. Our empirical application, reported in Section 5 sheds further light on this important issue. We analyze the stability of the relation between hours worked and productivity. When applying the structural change tests in the time domain, or equivalently the full set of frequencies, we document strong evidence of instabilities. When excluding a few low frequencies, none of the structural change tests are signi cant. Hence, the results provide evidence to the e ect that the relation between hours worked and productivity is stable over any spectral band that excludes the lowest frequencies, in particular it is stable over the business-cycle band. This result has important implications for the analysis of the e ect of a technological shock on hours worked. It indicates that the various structural-based methods used to assess the sign and magnitude of this e ect should be carried using a frequency band that excludes the lowest frequencies or with a business-cycle band.
In view of this type of applications of our methods, our work is related to a recent strand in the literature that attempts to deliver tests and estimates that are robust to low frequency contaminations. One example pertains to estimation of the long-memory parameter. It is by now well known that spurious long-memory can be induced by level shifts or various kinds of low frequency contaminations. Perron and Qu (2007, 2010) , McCloskey and Perron (2012) and Iacone (2010) exploit the fact that the level shifts or time trends will produce high peaks of the periodograms at a very few low frequencies, and suggests procedures that are robust by eliminating such low frequencies. Tests for spurious versus genuine long-memory have been proposed by Qu (2011) (see also Shimotsu, 2006) . McCloskey (2010) provides a general method applicable to the estimation of various time series models, such as ARMA, GARCH and stochastic volatility models.
The structure of the paper is the following. Section 2 introduces the framework adopted, the basic model, the assumptions imposed, the asymptotic distributions of the estimates of the break dates and of the tests for structural changes. Section 3 considers models with low frequency contaminations and show how the trimming of some low frequencies delivers estimates and tests having the same limit distribution as in the non-contaminated models. Section 4 presents simulation evidence showing that the procedures suggested have good properties in small samples and performs better than using ltered data. Section 5 illustrates the usefulness of our methods by considering the stability of the relation between hours worked and productivity. Section 6 provides brief concluding comments and an appendix contains the technical derivations.
2 The framework and assumptions
The model
Consider a general multiple linear regression model with m breaks or m + 1 regimes. There are T observations and m is assumed known for now. The break dates occur at fT 1 ; :::; T m g.
Let y = (y 1 ; :::; y T ) 0 be the dependent variable and X a T by p matrix of regressors. De ne X = diag(X 1 ; :::; X m+1 ), a T by (m + 1)p matrix with X i = (x T i 1 +1 ; :::; x T i ) 0 for i = 1; :::; m + 1, with the convention that T 0 = 1 and T m+1 = T (each matrix X i is a subset of the regressor matrix X corresponding to regime i). The matrix X is a diagonal partition of X, the partition being taken with respect to the set of break points fT 1 ; :::; T m g. It will also be convenient to de ne Y i = (y T i 1 +1 ; :::; y T i ) 0 . The vector U = (u 1 ; :::; u T ) 0 is the set of disturbances and = ( 0 1 ; :::; 0 m+1 ) 0 is the (m + 1)p vector of coe cients. We consider the general pure structural change model with restrictions on the coe cients, i.e.
where R = r with R a k by (m + 1)p matrix with rank k and r a k dimensional vector of constant. Note that this framework includes the case of a partial structural change model by an appropriate choice of the restrictions on the parameters (see Perron and Qu, 2006) .
The band spectral regression
Band spectral regressions were early proposed by Hannan (1963) and have been adopted subsequently in the econometric literature, see in particular Engle (1974 Engle ( , 1978 . The framework is useful in estimating linear regression models for which the coe cients are frequency dependent. Many economic applications t in this framework. For example, consider a consumption function for which consumers are assumed to react to the transitory and permanent income in di erent ways as the classical permanent income hypothesis suggests. Here, the relationship between income and consumption can be di erent for higher (transitory) and lower (permanent) frequency variations. More recently the technique was found to be useful in estimating cointegrating relations by Phillips (1991) . Also, Corbae et. al. (2002) suggest that the removal of time trends should be conducted in the frequency domain by estimating frequency dependent coe cients using band spectral regressions.
We rst provide a brief description of the basic principles underlying band spectral regressions. Consider a generic model where Y is the dependent variable and Z is the matrix of regressors. The starting point is to apply a discrete Fourier transformation to the data. Let W be an orthogonal T T matrix with w j;k = T 1=2 exp (ij(k 1)(2 =T )) for its (j; k) component where, as usual, i = p 1. Then the transformed data are, say, e Z = W Z and e Y = W Y . To have the analysis pertain to a particular band of interest, we follow the technique suggested by Corbae et. al. (2002) . Let the band of interest be
It is often easier to describe a certain frequency in terms of the position of the observation in the vector. Hence, we de ne
returning the integer of the argument. The band selection can then be applied with another linear operator consisting of a T T selection matrix A with ones for the jth diagonal elements for j l j j h and zeros for all other elements. The transformed dependent variable is now A e Y , the transformed regressors A e Z and the OLS estimate is
where = W 0 AW , I z;T (!) is the matrix of sample cross periodgrams of z t and I zy ;T (!) is a vector of cross periodgrams of z t and y t , both evaluated at frequency !. If serial correlation in the errors is suspected, we can account for it using a matrix A de ned with an estimate of f 1=2 u (!) in the diagonal of A instead of one, where f u (!) is the power spectrum of the error term at frequency !. As a matter of notation, de ne N A = j h j l + 1, the number of non-zero data points in the variables transformed by the operators A and W . Finally, we consider for now the case of xed bands in the asymptotic analysis so that ! l and ! h are xed. This implies that j l and j h increase at the same rate as T so that N A remains a xed portion of the sample size T . This framework is standard and does provide a useful approximation in nite samples, as will be shown later.
With this background description, the estimates of the break dates in our model are de ned as the solutions of the global least square minimization problem applied to band spectral regressions such that:
(T 1 ; :::;T m ) = arg min 
where
with e A i (i = 1; :::; m+1) the band spectral least squares coe cient estimates for the selected band B A de ned by (2) with Y = Y i and Z = X i , which contain the observations t = T i 1 + 1; :::; T i .
Assumptions
In order to derive the limit distribution of our estimates, we impose the following standard assumptions on the data, the errors and the break dates.
Assumption A1: For each segment i = 1; :::; m+1,
is a jointly stationary time series, that is, Assumption A3: The sample periodgram matrix associated with the spectral band
Assumption A4: Let the L r -norm of a random matrix Z be de ned by kZk r = (
1=r for r 1: (Note that kZk is the usual matrix norm or the Euclidean norm of a vector.) With fF i : i = 1; 2; ::g a sequence of increasing -elds, we assume that fx i u i ; F i g forms a L r -mixingale sequence with r = 2 + " for some " > 0. That is, there exist nonnegative constants f i : i 1g and f j : j 0g such that j # 0 as j ! 1 and for all i 1 and j 0; we have: (a) kE( Assumption A6: Let T;i = T;i+1 T;i . Assume T;i = v T i for some i independent of T , where v T > 0 is a scalar satisfying v T ! 0 and T (1=2) # v T ! 1 for some # 2 (0; 1=2). In addition, we assume E kx t k 2 < K and E ju t j 2=# < K for some K < 1 and all t.
These assumptions are standard in the literature. They follow Bai and Perron (1998) and Perron and Qu (2006) for the structural change problem and Corbae et. al. (2002) for the band spectral regression framework. Assumption A1 corresponds to Assumption 1 in Corbae et. al. (2002) and it imposes stationarity within each regime. It also implies Assumption A1 in Perron and Qu (2006) . Assuming the cross-spectrum of u t and x t essentially rules out endogeneity. It can be relaxed by interpreting the coe cients as the pseudo-true values, i.e., as the limit in probability of the inconsistent estimates. As shown in Perron and Yamamoto (2012) , this still permits consistent estimation of the break fractions and the con dence intervals for the estimates that can be constructed in the usual manner. Assumptions A2
and A3 impose conditions that are the frequency domain analogs of A2 and A3 in Bai and Perron (1998) . Assumption A4 imposes mild conditions on the regressors and errors which permit a wide class of potential correlation structures in the errors and regressors. It also allows lagged dependent variables as regressors when the errors are a martingale di erence sequence. A5 imposes the break points to be asymptotically distinct, a standard condition needed to have non-degenerate limit distributions. A6 is also standard in the literature. It dictates an asymptotic framework whereby the magnitudes of the breaks decrease as the sample size increases, a feature needed to derive a limit distribution of the estimates of the break dates that does not depend on the exact distribution of the errors.
Asymptotic properties
We now establish the consistency, rate of convergence and asymptotic distribution of the estimates of the break dates de ned by (3) and (4). We start with the following important lemma.
Lemma 1 For the full spectrum case, that is A = I, the following equivalence holds:
where SSR T (T 1 ; :::;T m ) is the overall sum of squared residuals when the structural change model is applied using a standard time domain procedure for model (1), viz.,
This lemma shows that the global minimization problem (3) applied to the full spectrum reduces to the standard time domain structural change problem for model (1). This is an intuitive and useful property and a short proof is given in the appendix. This equivalence will be useful in deriving the asymptotic results when the analysis is restricted in a certain band spectrum. To see this, consider the following time-domain data generating process instead of (1), y t = x t i + u t ; t = 1; :::; T
for i = 1; :::; m + 1, where t = fx t ; u t g is a process with the same spectral density as that of t at the Fourier frequencies ! 2 B A and has no variation for ! = 2 B A . In matrix notation,
where X = W 1 AW X; U = W 1 AW U , and Y = W 1 AW Y: Note rst that premultiplying by W 1 applies an inverse Fourier transform to the variables so that we are back to the time domain and, second, that the coe cient vector is also not a ected by this transformation. As discussed in the appendix, the asymptotic properties of the series x t are investigated using the following structure sometimes called ideal (but infeasible) band-pass lter
. By applying Lemma 1
to (5), we obtain an equivalence of the global sum sum of squared residuals pertaining to model (5) in the time domain and that pertaining to (3) with an arbitrary selector matrix A. This implies that the the asymptotic properties of the estimates of the structural change model involving a band spectral regression can be analyzed by investigating its time domain counterpart (5). To this e ect, we now state a lemma applicable to the variables in the time domain model (5).
i 1 and suppose A1-A5 hold. With t de ned for any nonempty band B A , the followings hold: 
and W (i) j (j = 1; 2) are independent Wiener processes de ned on [0; 1).
Remark 1 Note that Q i and i can also be expressed as
Testing for structural change
We now consider the problem of testing the null hypothesis of no break versus a xed number (m) of breaks and show that the conventional SupF test applied to band spectral regression, has the same limit distribution as in the standard time domain setup (see Andrews, 1993, and Bai and Perron, 1998) . Note that, as pointed out by Engle (1974) , the number of degrees of freedom is N A , the number of observations for AW X and not T . The SupF T test is then de ned by 
The proof is straightforward and presented in the appendix. Note the sequential tests for l versus l +1 breaks (which permits estimating the number of breaks m) and the double maximum tests investigated in Bai and Perron (1998) can also be constructed with appropriate changes for the regressors, residuals, coe cient estimates and the number of observations as described above. They have the same limit distributions as those stated in Bai and Perron (1998) . Serial correlation in the errors is accounted for using heteroskedastic robust standard errors in the frequency domain as pointed out by Engle (1974) .
Estimating and testing structural changes with contaminated models
In this section, we discuss a very useful application of testing for structural changes via a band spectral approach. The framework we consider is one in which the data is contaminated by some low frequency process and that the researcher is interested in whether the original non-contaminated model is stable. For example, the dependent variable may be a ected by some random level shift process (a low frequency contamination) but at the business cycle frequencies the model of interest is otherwise stable.
Let fd t g be an unobservable contaminating component whose exact form is not known to the researcher. The speci cation of the data-generating process is then
for j = 1; :::; m + 1, or equivalently Assumption A7: The cross spectral density
2 ) for all j = 1; :::
The assumption A7 ensures the strict exogeneity of the process d t in the model. Assumption A8 states that the contaminating component has a periodogram that is divergent for j < T 1=2 but is negligible for j > T 1=2 . Hence, by restricting the analysis to a set of frequencies that exclude a neighborhood around zero, one can obtain results that are not a ected by the contamination. Many processes of interest satisfy A8. The following is a non-exhaustive list: a) a random level shift process of the form
where j i:i:d:(0; 2 ) with nite moments of all orders, T;j i:i:d: Bernoulli(p=T; 1) for some p 0, and with the components T;j and j being mutually independent; b) deterministic level shifts of the form
where N is a xed positive integer and I( ) is the indicator function; c) deterministic trends of the form
where ( ) is a deterministic nonconstant function on [0,1] that is either Lipschitz continuous or monotone and bounded.
The fact that A8 is satis ed for the random level shift process (8) was shown in Perron and Qu (2010) , for the deterministic level shifts process it was shown in McCloskey and Perron (2012), while Qu (2011) , building on results by K• unsh (1986) showed it for the general deterministic trend function. To have more generality and methods with increased e ciency, we allow ! l to approach 0 at some rate so that what is excluded is only a shrinking frequency band near zero. Recall that the lower bound of the truncation is j l = [! l T = ]. We start with a result that states the relationship between the global sums of squared residuals from the band spectral regressions obtained from the original and contaminated models.
Lemma 3 Consider model (7) with fd t g satisfying A7 and A8. With ! h > 0, let j l ! 1 and j l = log(T ) ! 1 as T ! 1. Then,
with e
Since SSR
, the lemma shows that, under the stated assumptions, one obtains the asymptotic equivalence of the sum of squared residuals given a set of break dates between the models with and without the contaminating term. What is required is that a certain low frequency band that shrinks to zero at rate ! l / log(T )=T is truncated, the band spectrum estimates of the break dates are then not a ected, at least in large samples, by an unknown contaminating component fd t g speci ed by A7 and A8. If one restricts the analysis to a xed band B A = [! l ; ! h ] with ! l any xed positive number, then j l = O(T ) and the requirement is automatically satis ed. This provides a method to obtain estimates and tests that are robust to such misspeci cations. The results are formally stated in the following proposition.
Proposition 1 Consider the contaminated model (7) with A1-A8 holding. With ! h > 0, let j l ! 1 and j l = log(T ) ! 1 as T ! 1, then the band spectrum estimates of the multiple structural changes (T 1 ; :::;T m ) = arg min 
) and j l is a selection matrix with zeros in the rst j l diagonal elements and ones in the other diagonals. Then, the SupF test has the limiting distribution as stated in Theorem 2.
Remark 2 To be more precise, one could state the requirement on the rate of growth of j l as a function of the e ective sample size within each regime, namely j l = log( T i ) ! 1 as T ! 1, where T i = T i T i 1 , i = 1; :::; m + 1. However, this make no di erence theoretically since T i = O(T ).
Monte Carlo simulations
In this section, we present simulation results about the properties of the estimates of the break dates obtained from the band spectral regression (bias, standard errors, coverage rate of the asymptotic distribution) and the size and power of the test for structural change. We start in Section 4.1 with the case of no low frequency contamination and in Section 4.2 we consider models with such contaminations. In Section 4-3, we compare the proposed band spectral approach with the standard Bai and Perron (1998) method using ltered data, via a band-pass lter as suggested by Baxter and King (1999) or after applying a Hodrick-Prescott (1997) lter 2 .
Models without contamination
The data generating process used is y t = x t t + u t ; t = 1; :::; T;
where the regressor x t is a stationary ARMA(1,1) process with a constant mean :
with e t and u t sequences of i:i:d: N (0; 1) random variables independent of each other. We consider a single break model
We consider three cases for the type of regressors: for case 1, x t is uncorrelated so that ( ; ) = (0; 0); for case 2, x t is MA(1) with = 0 and = 0:5; for case 3, x t is an AR ( Table 2 shows the nite sample size properties of the SupF test with c = 0 for a 5%
nominal size. The results show that the exact size is very close to 5% in all cases. We next consider its power. Figure 1 shows the rejection frequency as a function of the magnitude of the break c. The three panels correspond to the cases with low, middle, and high frequency bands. In all cases, the results show good power, which approaches one quickly. As expected, using the full spectrum gives tests with the highest power. This is due to the fact that the data is generated with coe cients that are the same across frequencies. Of more interest are cases for which the coe cients change only in some particular frequency band, a problem we address next.
We now consider the power of the SupF test when the true data generating process has a structural break only in a particular spectral band B 0 A . In such cases, we expect that power would be highest when the band used in constructing the test B A is the same as B A and the full spectrum since the latter is equivalent to the standard time domain structural break test. The results show that important power gains can be achieved using tests based on a band spectral regression if one uses the correct band in which the change occurs. Note that the power gains are more important when the band in which the change occurs consists of higher frequencies. As expected, if the band considered is one in which no break occurs, then power is equal to the size of the test, see panels (a) and (b).
Models with contaminating components
We now consider models with a contaminating component and evaluate how the truncation of the low frequencies helps in obtaining tests with good size and power properties. The data are generated by
We consider the following four cases for the contaminating component d t ; which all satisfy assumptions A7 and A8: Case D1, Deterministic Level Shifts:
Case D2, Random Level Shifts: d t = P n j=1 T;j j , where j i:i:d: N (0; 1) and T;j i:i:d: B(p=T; 1), j and T;j are independent; Case D3, Linear Trend with a Break:
The parameter values were selected in order to have the long run variance of all four processes be of similar magnitude. To that e ect, we set (c 1 ; c 2 ) = ( 1; 1), p = 5, ( 1 ; 2 ) = (0:02; 0:01), and = 0:01. Although these values are arbitrary, simulations using other values yielded qualitatively similar results. The break date of the contaminating processes
(1) and (3) was set to T D = 50. We only report the results for T = 100 (those for T = 200 were qualitatively similar). The speci cations for the other components x t t and u t are as in the previous sub-section. We consider the following truncations j l : the integer values of 1; 5; log(T ), log(T ) 2 , T 0:5 , and T 0:6 . Table 3 provides the exact sizes of the SupF test for a nominal 5% size test according to the pattern of fd t g, the truncations and the DGP for x t . Of importance is the fact that for all cases serious size distortions are present when no truncation is applied. However, the exact size is much closer to the nominal level when a truncation is applied. For power, Table   4 -1 presents the non size adjusted powers and Table 4 -2 displays the size adjusted ones. We only report the case with a white noise regressor (case 1) given that the results were qualitatively similar for the other cases. First, the size-adjusted power of the test without truncation is comparatively very small. Second, when a truncation is applied the power is improved considerably. Third, in general power is not much sensitive to the particular choice for the truncation rule.
The size and power results are comforting since any reasonable choice of the truncation rule, say greater than or equal to log(T ) and less than T :6 , will lead to test with similar properties. What is important is that some truncation be done, even truncating a single frequency yields dramatic improvements over the full sample-based tests.
Comparisons with ltered series
An issue of interest is how our method compares to simply using ltered data prior to estimating and testing for structural changes. To provide some answers to this question, we compare the properties of the break date estimates and the structural change tests based on our band spectral approach with standard methods applied to ltered series. For the latter, band-pass lters as well as the Hodrick-Prescott (1997) lter (HP) are considered. For an original series y t , the ltered series obtained using Baxter and King's (1999) approximate band-pass lter (BP) with frequency band ! 2 [! l ; ! h ], denoted y BP t , is de ned by:
For the truncation parameter, we consider K = 4 and 12. The HP ltered series, y HP t , is de ned by:
For the parameter , we consider two popular choices, namely 1; 600 and 6:25.
In Table 5 -1, we present the bias and standard deviation of the break fraction estimates, and the exact coverage rate of the asymptotic 90% con dence intervals when the DGPs are the non-contaminated models of Section 4.1. Throughout, 1,000 replications are used. results show that when using the BP ltered-based estimates the bias remains small but the standard deviations are larger than when using the band spectral approach. Also, the exact coverage rate of the asymptotic con dence intervals are near 90% in all cases using the band spectral approach but there is severe under-coverage when using the BP ltered approach.
The next experiment pertains to a comparison our log(T ) truncation method with standard methods applied to HP ltered series in the case of the contaminated processes considered in Section 4.2. The results presented in Table 6 show that using HP ltered series leads to estimates with larger variance and exact coverage rates below the 90% nominal level.
The last experiment pertains to the power of the SupF test for a single structural change. We use the non-contaminated models with a break in all frequencies when comparing with the BP lter (results reported in Figure 3 , panels a-c) and with a break in the frequency band [ =16; =2] when comparing with the HP lter (results reported in Figure 3 , panel d).
The power functions are for tests with a 5% nominal size. In all cases, our band spectral method leads to tests with higher power.
These simulations illustrate the relative e ciency and exibility of our proposed method over standard methods based on ltered series 3 .
At the core of real business cycle theories is the prediction that labour supply rises following a technological shock. A large body of literature has tackled this problem empirically. One of the rst and most in uential is the study by Gali (2001) who found that, if hours worked and productivity are speci ed as integrated processes, hours worked instead falls after a technological shock. On the other hand, Christiano et al. (2004) argued that hours worked should be considered stationary, in which case hours worked do increase after a technological shock. However, as argued by Fernald (2007), the results appear largely driven by low frequency components such as types of time trend and structural breaks in the data. The aim here is to assess whether the relation between hours worked and productivity is stable over time when allowing for possible low frequency contaminations and also whether it is stable over the business cycle frequencies.
Note that we are not concerned about addressing the issue about whether technological shock have a positive or negative impact on hours worked. This would require a full structural model that is well identi ed. Our concern is on the stability of the relationship between the two variables, which is a valuable starting point to analyze the structural issues of interest.
To that e ect, one does not have to specify a structural model. One can indeed simply use a reduced form estimated by OLS even if it involves correlation between the errors and the regressors, as shown in Perron and Yamamoto (2012) .
The data used is the same as in Gali (2001) 
where n t standards for hours worked per capita and p t is productivity, both series being in logarithmic forms. When we use the level speci cation, n t is linear detrended. When we use the di erence speci cation, the rst di erences n t are used for the regression 4 . Note that this is a part of the system estimated in Shapiro and Watson (1988) . We consider possible breaks in the autoregressive coe cients a j and report the SupF , double maximum (UD max), and SupF (l + 1jl) tests. If tests for breaks are signi cant, the estimated break dates resulting from the sequential procedure are reported. The trimming used for the permissible break dates is = 0:15 and the maximum number of breaks allowed is 5. Table   7 -1 reports the results of the speci cation (11) and Table 7 -2 is for the model without lagged n t (or n t ) but allowing for possible serial correlations in u t using a heteroskedasticity and autocorrelation robust covariance matrix estimate. Each table presents results for the \full spectrum" (0 ! ), the \truncated spectrum" (L T = dlog T e), and the \business cycle band" ( =16 ! =2), the latter including frequencies corresponding to periods ranging from 1 to 8 years.
Consider rst the results in Table 7 -1 using the full spectrum (the usual time domain tests). With the level speci cation, the SupF test is signi cant at the 1% level suggesting strong evidence of at least one break in the coe cients. Since the SupF (2j1) test is insignicant, we conclude that there is a one-time structural change at 1986:Q1. With the di erence speci cation, the results are similar although now the SupF test is signi cant at the 10% level and the SupF (2j1) test is signi cant at the 5% level. The two estimated break dates are 1967:Q1 and 1981:Q2, quite di erent from those obtained with the level speci cation. The results make it di cult to give a relevant economic interpretation. A possibility is that the tests are signi cant because of some low frequency components in the series, suggesting the need to apply the tests with a truncation and within the business-cycle band. When doing so, the results are very di erent. None of the structural change tests are signi cant using either the level or di erence speci cation for hours. Hence, the results provide evidence to the e ect that the relation between hours worked and productivity is stable over any spectral band that excludes the lowest frequencies, in particular it is stable over the business-cycle band. Table 7 -2 provides the results using a model without the lagged dependent variables. Here we nd no break with the level speci cation and one break with the di erence speci cation.
The break date is estimated at 1976:Q1, which is not consistent with the previous specication with lagged dependent variables. What is noteworthy is how di erent the results are between the two speci cations when using a full frequency regression. The di erences can be ascribed to possible low frequency components in the hours and productivity series, which has been extensively discussed in the literature (e.g., Fernald, 2007 , Francis and Ramey, 2009 , and Gospodinov et al., 2011 . However, once we exclude the low frequency contamination using a small trimming, there is no evidence of structural changes in the relation between hours and productivity in either models. Furthermore, there is no signi cant change when considering a business-cycle band. These results have important implications for the analysis of the e ect of a technological shock on hours worked. It indicates that the various structural-based methods used to assess the sign and magnitude of this e ect should be carried using a frequency band that excludes the lowest frequencies or within a business-cycle band.
Conclusion
We investigated methods for estimating and testing multiple structural changes using band spectral regressions. We showed that all standard results in Bai and Perron (1998) and Qu and Perron (2006) continue to hold with appropriate modi cations. We documented the fact that the tests have good size in nite samples and that the estimates of the break dates obtained have good properties, including the adequacy of the limit distributions as approximations to the nite sample distributions of the estimates of the break dates. Structural change tests using band spectral regressions were shown to be more powerful than their time domain counterparts when breaks occur only within some frequency band, provided of course that the user-chosen band contains the appropriate subset. An important advantage of using a band spectral framework is that tests and estimates that are robust to low frequency contaminations can easily be obtained. We have shown that inference can be made robust to various contaminations (trends, random level shifts, etc.) by simply excluding a few frequencies near zero. We illustrated our methods by showing that the relationship between hours worked and productivity is stable if one uses estimates that are robust to such low frequency contaminations but not otherwise. This example sheds light on the importance of a careful consideration of the frequency band in estimating and testing multiple structural changes and highlights the usefulness of the methods developed in this paper.
by using W 0 W = I, all we need to show is^ i = e i . The result follows from the fact that
For parts (a) and (b), it is easy to show from A1 that the process t constructed with any band has a constant spectral density at any !. This implies the covariance stationarity of t from which the results follow applying standard law of large number. For parts (c) and (d), given the fact that the series t can be represented as a band-pass process of t , the former can be expressed as an in nite order moving average of the latter such that t = P 1 j= 1 b j t j = P 1 j= 1 c j t j and
Following Phillips and Solo (1992) , we need to show that P 1 j=0 j 1=2 c j < 1 for the invariance principle to hold. This follows given that
Proof of Theorems 1 and 2: We show that the assumptions for the original model with t are also satis ed with the model involving the series t . In particular, we need to show that A1-A4 hold. It is obvious that A1 holds for t since f (
For A2 and A3, we know that
t is symmetric, for any non zero p 1 vector ,
with 0 and 1 the minimum eigenvalue of I(! 0 ) and I(! 1 ). By A2, these are bounded away from zero. For A3, the minimum eigenvalue of P l t=k x t x using the same argument. Since it is symmetric and the minimum eigenvalue is strictly positive, the invertibility is guaranteed. For A4, the fact that jjc j jj kc j k for all j implies that properties from (a) to (e) in A4 are satis ed with fx t ; u t g. The time domain estimates of the break dates based on model (5) 
The equivalence SST
SST T is then shown using Lemma 1 so that the Theorem 1 follows. Also, given that assumptions A1-A6 applies to the model (5), Lemma 2 implies that the limiting distributions of the Sup F test is as stated in Theorem 2 following the arguments in Perron and Qu (2006) . 
Proof of Lemma 3: Let
Hence we obtain
. Given Assumption A8, this is bounded in probability by CT P j h j l (1=j 2 ) for some large enough C > 0. Now, 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.8 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.9 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.0 1.00 1.00 1.00 1.00 1.00 1.00 1.00 Note: 1. *, **, *** denote signi cance at the 10%, 5% and 1% levels respectively. 2. For Table 7 -2, we use a heteroskedasticity and autocorrelation robust covariance estimate with a Bartlett kernel and the bandwidth chosen using Andrews' (1991) AR(1) approximation method for the full frequency results. For the truncated and the cycle results, White's (1980) heteroskedasticity robust covariance matrix estimate is used. 
