I. INTRODUCTION
N RECENT years, the numerical solution of I electromagnetic interaction problems involving complex inhomogeneous structures has become a topic of expanded activity within the computational fields community. This increased activity has resulted, at least in part, from advances in the incorporation of materials in the engineering design of modem electronics such as antennas, scatterers, lenses, waveguiding and coupling structures, active devices, and multilayer high-speed integrated circuits. Even with the processing power of large mainframes, limits exist on the levels of material complexity and physical wavelength dimensions that can be practically accomodated due to CPU time and memory constraints.
The analytical and numerical formulations employed in the solution of a given field problem play key roles in the requisite computational requirements. This influence is reflected in both the number of discrete unknowns which result and in the density of explicit interactions between these unknowns. The coupled azimuthal potential (CAP) formulation, to be presented, offers advantages in both of these realms for the numerical computation of time-harmonic field solutions in inhomogeneous isotropic three-dimensional (3D) material regions.
A special case of the CAP formulation, applicable to inhomogeneous axisymmetric media, was introduced in 1974 The generalized CAP formulation shares two attributes with the original version: 1) the six field unknowns in Maxwell's equations are represented by two scalar potential functions; and 2) partial differential equations are used, resulting in sparse global system matrices. These two properties reduce both the number of discrete unknowns and the density of coupling between the unknowns. Furthermore, by use of exterior region coupling schemes such as the unimoment method [ I l l , the field feedback formulation [12] or the onsurface radiation condition [ 131, the CAP methodology can be utilized to solve open region radiation and scattering problems.
The analytics of the generalized CAP formulation will be presented in the following section. This will first include the generating equations for the vector fields followed by variational and weighted residual solution approaches for the potentials. Efficient numerical methods for solving the CAP equations will be developed in Section 111. Accuracy and convergence of the resultant algorithms is the subject of Section IV. This includes tests of the vector field generation, using natural basis functions, as well as a solution demonstration of the Galerkin equations for a simple 3D boundary value problem, using a sparse matrix block decomposition technique.
In the final section, some future enhancements of the CAP formulation and its pending application to scattering by complex material structures will be discussed.
ANALYTICAL FORMULATION
In developing the CAP formulation, an impedance normalized phasor magnetic field will be used: H = -jvOH, where H is the usual magnetic field, having SI units of A/m, and 70 is the free-space wave impedance of 120 T U . The normalized H thus has the same V/m units as the unnormalized electric field inhomogeneous media. Further notational simplification results by employing a system of wavenumber normalized circular cylindrical coordinates, defined by ( R , 4, Z ) = (kop, 4, koz), as is depicted in Fig. 1 . We will also employ subscript notation for partial derivative operators, e.g., D , = Using four of the six scalar equations contained in (l), we can use the azimuthal field components E, and H, to drive a system of coupled first-order partial differential equations for the remaining four vector field components. This is written in matrix form as a/a+.
where L , = D $ + R 2 p r~, .
(1 1)
Before proceeding, let us briefly consider the special case of axisymmetric material. If the field vectors are expanded in Fourier series, and substituted into (lo), it is found that the operation of L , on where the material array is given by the mth modal transverse field reduces to a multiplication by
f m ( R , Z ) = R 2 p r e r -m2.
(13)
The transverse (to 4) field array V is defined by while the driving array is formed from derivatives of the coupled azimuthal potentials, = R E, and $2 = R H,,
An alternate set of generating equations results from a cross substitution within the 2 x 2 matrix form in (2):
In these equations,
are the transverse field vectors, while
is the transverse gradient operator. The linear operators
The modal transverse field vectors are then obtained as as in the original axisymmetric CAP formulation [ 11-[3] . For the case of lossless material, where p, and E , are both real spatial functions, f m will be zero when
On these surfaces, the generating equations in (14) become indeterminate and the operator in (1 1) will have complementary (undriven) solutions which satisfy the requisite periodicity. These resonant solutions are similar in nature to modes in microstrip ring-resonators or quantum states of atoms. A practical concern, to be considered in Section IV, is that numerical difficulties may arise close to these radii.
If the Fourier series in (12) are used in the general inhomogeneous case, as is embodied in (6), the individual mth-order modes will not decouple from one another. Furthermore, if either E , or p, have azimuthal discontinuities, then the resultant &coordinate step functions in E, andlor H, will produce pointwise convergence difficulties in the Fourier series, as in the Gibbs phenomenon [14] . If, however, the material has only a smoothly varying inhomogeneity in $J then a possible approach is to employ (12), as well as azimuthal Fourier series for both E , and p,, as has been suggested by Fleming [lo] . The resultant convolutions of the field modes and the material modes can be truncated to provide approxi-
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mate generating equations for the transverse fields in the form of algebraic linear systems. For the quasi-axisymmetric case, where only a few terms in the Fourier series for the media are is considered here.
Before addressing the solution of the transverse field generating equations, let us complete the analytical development of the CAP formulation by considering the necessary most direct approach is to utilize the two remaining equations transverse field generation. These two equations can be expressed as needed, this approach may be a viable alternative to that which 
h For the axisymmetric case, the modal transverse fields can be eliminated by the use of (14), thus converting (1 5) into a pair of second-order coupled partial differential equations for the modal potentials. This was the procedure that was used in deriving the original CAP formulation. For the nonaxisymmetric case, the elimination of E, and H, from (15), through the use of (6), can be done only in the sense of formal inverses to Le and L h . These operators, as defined in (9), can be "inverted" by the approximate numerical methods to be considered in the following section. The enforcement of (15), by weighted residuals, will lead to a set of Galerkin equations for the potentials.
An alternate procedure for the solution of the potentials is to employ a generalized variational principle for isotropic media which is based upon self-reaction [15] . The interior region solution of Maxwell's equations, for specified Dirichlet boundary conditions of the coupled azimuthal potentials on an enclosing surface S will yield the stationary point of the
To make this a functional solely of the potentials, one can substitute $, = R E+ and $2 = R H+ and replace E, and H, by their formal inverse relationships to these potentials. As for the case of the Galerkin approach, the transverse fields are obtained numerically in terms of discrete spatial point values of the potentials. Let us now consider how this is done.
NUMERICAL METHODS
Numerical solutions of the CAP equations will be based upon a finite element mesh composed of multi-element rings and disks, as is depicted in Fig. 2 . Disks are rings of elements having zero inner radius; they are connected to the z axis. The rings are each composed of N pentahedral elements while the disks are constructed from N quadrahedral elements. Within each element, the generally complex-valued material parameters, er and p r are assumed to be spatially constant. These elements will, by necessity, have dimensions which are much smaller than the wavelength while also being small enough to resolve accurately the spatial material variation of the structure being modeled.
Let us now consider the numerical solution, within each ring or disk, for the transverse fields in terms of $, and $ 2 . As per Fig. 3 , we will seek a discrete form of (2) that relates the transverse field arrays at the triangular end-segments (in 4) cf the nth element. Such a transport equation will take the form
where V, is a shorthand notation for V(R, 4,,, Z ) . The respective transition and driving matrices A,, and B, will depend upon the +-coordinate variations of the basis functions which are selected for the individual field components within the element.
A straightforward approach to discretizing (2) is to use central differences. This is based upon an assumed piecewise linear interpolate to the +variation of the various field components. To provide acceptable accuracy, this method was found to require very fine segmentation in 4, thus increasing the number of discrete unknowns in the solution.
A dramatic reduction in the required +resolution results from the use of "natural basis functions" for V within each element. These bases are exact analytical solutions within the element for some assumed functional form of $, and $*. The initial approach used to obtain the natural basis functions was to solve the first-order system in ( 2 ) , using the variation of parameters method [16] . This first required finding the complimentary solutions of ( 2 ) , when U = 0, and is somewhat lengthy to describe. A more concise technique, which yields the same result, solves the second-order system in (10). As an example, by defining the driving vector on the right side of (loa) as
and noting that pr and cr are assumed constant in the element, we obtain the general solution [16] E t W , 4, z ) = c~( R ,
2 ) sin P + + G ( R , 2 ) cos P+ + P -I P ( R , +', Z ) sin P(6-4') d+' (19) with = R G . The vector functions C 1 and C2 will depend upon the functional form of P , as well as the boundary conditions on Et at 9, and +, + 1 . A solution of (lob), for H I , will have a form that is similar to (19), but with different C's and a modified integrand, replacing P . We will employ pulse basis functions in the +-coordinate for $I and $*, thus giving a piecewise constant "staircase" interpolation around each multi-element ring or disk. This eliminates the D,-term in (18), resulting in a +constant Pvector within the element,
This results in a simplified form for (19), with the lower limit of the evaluated integration being added to the C2 term, 
The Ck in (21) are not independent since the transverse fields in (10) must also satisfy (2). Upon substituting the vector components from (21) into (2), followed by some judicious algebraic manipulation, the matrix elements of the transport equation in (17) can be obtained 
Substitution into (1 7) gives the recurrence formulas
with initial conditions RI = A I and Si = B1 . These formulas are used to generate and store the R, and S, for n = 1 to N. Enforcing the periodicity of the solution, using VN+ I = V I , gives the initial condition to be used in (25),
where I is the 2 x 2 identity matrix.
Let us now consider additional details of the particular numerical approach that has been developed. Referring to Fig.  3 , the potentials are represented within a multi-element ring or disk by basis function expansions having the form in (29) . This is done by defining a numerical Green's dyadic for the transverse field solution of (2), whose domain is the circular +-contour composed of the j t h arc-segments within the multi-element ring or disk. The Green's dyadic, which solves is found by using the method embodied in (23)- (28), where the U, used in (24) is the driving array in (30). Comparing (30) to (2) and using superposition in conjunction with (29), the transverse field array as defined in (4) 
is evaluated at ( R , Z ) = ( R j , 2,). The transverse field array can now be expanded in the element cross section by use of quadratic basis functions in ( R , Z ) , giving
The Galerkin equations are formed by a weighted residual (moment method) enforcement of (15), using as weighting (testing) functions the quadratic-pulse functions, q i ( R , Z ) p n ( 4 ) , which were employed in (29). For each pair of unknown e,(n, i ) and h,(n, i), we obtain the two linear are products of elements of the DQ array in (32) and moment integrals. These integrations can be evaluated analytically using available formulas for polynomial integrands [ 171. The relative complex material constants within the nth element in the N-element ring or disk being considered are defined by e r ( n ) and p r ( n ) . To complete the evaluation of the Galerkin equations in (34), one must add together the contributions of (35) from each ring or disk which is associated with the unknown e,(n, i ) and h,(n, i ) . The result will be a sparse linear system, which can be made to have a banded block structure by a proper ordering of the azimuthal field unknowns. Driving the sparse linear system will be the contributions from (35) which entail "known" boundary values of e,(m, k ) and h,(m, k ) at the exterior surface surrounding the finite-element mesh.
IV . COMPUTATIONAL EXAMPLES
The numerical algorithm for generating the transverse fields from the potentials was extensively tested before being used to implement the Galerkin equations. One set of tests imposed azimuthal field boundary conditions, using a canted incidence TM-polarized plane wave (E' = 10 V/m), at the 6 N arc segments of an isolated N-element ring or disk, as is illustrated in Fig. 4 . Transverse fields were then computed at the 6N point-nodes and compared to the known field components for cases of lossy and lossless media. These are not scattering solutions since the boundary values are known. All computations described in this paper were performed with single precision (32-bit) arithmetic using compiled Fortran 77 source code on an 80386 based computer.
Example calculations appear in Figs. 5 and 6, where the magnitudes and phases of ER are compared to the exact field of a 0' = 45" canted incidence plane wave at the point nodes on the circular contour ( R I , & , ZI ) for n = 1 to N . In the freespace case of Fig. 5 , the contour radius is one wavelength, while the radius is ho/2 in the E , = 4 -j 1 case of Fig. 6 . The right-angle sides in the triangular element cross section are ho/ 15 in length for the free-space case and are ho/30 in length for the lossy material case. Convergence data is summarized for the free-space case in Table I , which lists the rms percentage errors of the computed transverse field components versus the number of $-segments in the ring Nand the size of the rightangle sides of the triangular elements. An obvious implication of this data is that convergence to a lower error level requires both increases in N and reductions in the meridian element dimensions.
The convergence tests were repeated for a wide variety of The triangular cross section has right angle sides of length L. solutions without being driven by E+ or H+ over contours having this radius. These resonant solutions will thus tend to induce ill-conditioning of the numerical solution near these radii, in a similar manner to that observed for surface integral equations at frequencies near that of the cavity resonances of the enclosed volume. An important question that was initially addressed is what is the spatial sensitivity about the resonant radius in the presence of low material losses? The transverse field generating program was used to test plane wave solutions for the N-element ring, as the radius of the k = 1 node contour was stepped through a neighborhood of the resonance.
The pointwise percentage errors in computing ER at an element node in the proximity of the smallest resonant radius is shown in Fig. 7 for the case of a 8' = 45" incident TM plane wave. The Ez and HR had similar error profiles. Extensive radii, materials, and element sizes. In addition, known field configurations involving spherical and cylindrical harmonics were used. These various tests established the need for quadratic elements in the q k of (29), vice linear elements which were first used. Also, the development of the natural basis functions was motivated by the slow convergence of early tests which used central differences in 4 to discretize (2).
The effect of resonant solutions on the transverse field equations, at R = m(Erpr)-"*, was also studied. As was noted in Section 11, E, and H, (or V) can have nonzero periodic tests revealed that for the lossless case, significant errors were induced at the nodes that came closer than about 1/20 ho to the resonant radius for the case of triangular element right angle sides having a length of 1/10 ho. For smaller element sizes, yielding enhanced accuracy of the gradient approximations used to drive the system in ( 2 ) , this proximity effect became less severe, with closer approaches being tolerated. On the other hand, as N was increased beyond that needed to reduce the arc-segment size to about one-eighth wavelength, no further error reduction was noted. This is to be expected since the natural basis functions are exact solutions to ( 2 ) for the pulse basis expansions in 6 of the potentials. However, the gradients that drive (2) are being applied to the quadratic expansions for the potentials in ( R , Z ) at the nodes of the triangles. This is akin to a "backward difference" formula and is well known to require small segmentation to converge well. The effect of a close-by resonant radius is to enhance the effects of any errors in the driver of ( 2 ) . The resonance error problem was greatly alleviated by the introduction of even a slight loss in the material, as can be seen for the lossy case in Fig. 7 , where the loss tangent is only five percent. Some possible numerical "fixes" for the resonant errors are to 1) perturb the finite element mesh to put the singular radius at the midpoint between nodes; 2 ) introduce small losses in otherwise lossless material; and 3) seek out improved approximations for the potential gradients by employing better ( R , Z ) basis expansions. Finally, it should be pointed out that the weighting integrals contained in the Galerkin equations in (34) tend to average these pointwise errors, thus reducing the effects of the resonance instability.
The discretized Galerkin equations in (35) were tested on a limited basis by computing the interior arc-segment values of E+ and H+ in the cylindrical finite element mesh which is displayed in Fig. 8 . For the two examples to be considered, there were eight azimuthal segments in the mesh, with five radial and two vertical increments, as is shown. This required the solution for a total of 480 complex unknowns which were generated by specified boundary values on the exterior surface of the cylinder. By forming vertical arrays X, composed of the 48 unknown E+ and H+ in each of the ten vertical mesh segments (three nodes high and eight segments around), the Galerkin equations produce a global linear system having the form, where the 48 x 48 complex subarrays A;, B;, etc., are themselves sparse matrices. The Y; are formed from the boundary node contributions to (35).
Several methods exist for solving sparse blocked linear systems such as this [ 181. A particularly simple approach was developed here, which implements the standard Gaussian elimination algorithm [19] , but on a block-by-block basis. In such a scheme, the block submatrices and driving vectors are written to disk in sequence, as they are generated. The system inversion is then performed by reading only the needed groups of these arrays into random access memory (RAM) at any one time. Such a procedure allows very large systems to be solved by using a minimum of RAM.
Magnitude and phase comparisons are shown for respective lossless and lossy cases in Figs. 9 and 10 for a 8' = 45" TMpolarized incident plane wave. Again note that this is not a scattering solution test: the incident field is applied only as a boundary condition for the potentials on the exterior surface. The Galerkin generated interior fields are then compared to the original plane wave along constant ( R , Z ) circular contours inside of the mesh. The triangular element rightangle sides were 1/15 Xo in the free-space case and 1/30 ho in the cr = 4 -j l case. In both instances, the outside circumference of the cylinder is over two wavelengths in the medium. The use of natural basis functions for the transverse fields yielded acceptable accuracy when using only N = 8 azimuthal segments over this outside circumference. Also, there are two resonant radii within the mesh for the lossless case. No increased errors in the Galerkin solution were observed for nodes that were close to these radii.
V. DISCUSSION
The generalized CAP formulation has been described here along with the results of initial numerical validations. These preliminary tests accompanied the development of basis functions for the potentials and the transverse field vectors. The sensitivity of the solutions to the instability of the generating equations near the singular radii in the lossless case was considered. This was followed by an example solution for the potentials within a cylindrical mesh subject to applied boundary values on the surface. A special block elimination method was used to solve the Galerkin equation sparse matrix system using a microcomputer. Excellent accuracy was obtained in all such tests, having anywhere from a few hundred to well over loo0 complex unknowns. By employing faster Cray-class computers, this technique can readily handle hundreds of thousands of unknowns with CPU times measured in minutes, not hours.
Future enhancements of the formulation are pending, in conjunction with numerous possible applications. For example, the use of circular rings will not be optimal for modeling some structures, such as aircraft, in that many extra elements may be required in the empty space surrounding the object. Circular rings were used in this initial implementation of the formulation, thus permitting convenient testing of its numerical performance for the special case of local circular cylindrical coordinates. It is possible to rederive the analytics using more general orthogonal coordinate systems, thus allowing better efficiency in describing realistic material structures. Another option is to use noncircular rings and disks generated from elements having variable radii of curvature along each coordinate contour. In such a case, the variably curved elements become geometric building blocks for complex structures. The continuing development of this formulation will employ these and other enhancements to minimize the number of unknowns while increasing their solution accuracy.
The long-term goal is to employ this formulation for the computation of scattering by highly irregular and inhomoge-neous material structures. This will be accomplished through the use of the field feedback formulation ( F 3 ) [12] , where the boundary value problem in the spatial region Containing the 
