We consider the stochastic shortest path problem, a classical finite-state Markovian decision problem with a termination state, and we propose new convergent Q-learning algorithms that combine elements of policy iteration and classical Q-learning/value iteration. These algorithms are related to the ones introduced by the authors for discounted problems in [BY10b] . The main difference from the standard policy iteration approach is in the policy evaluation phase: instead of solving a linear system of equations, our algorithm solves an optimal stopping problem inexactly with a finite number of value iterations. The main advantage over the standard Qlearning approach is lower overhead: most iterations do not require a minimization over all controls, in the spirit of modified policy iteration. We prove the convergence of asynchronous deterministic and stochastic lookup table implementations of our method for undiscounted, total cost stochastic shortest path problems. These implementations overcome some of the traditional convergence difficulties of asynchronous modified policy iteration, and provide policy iterationlike alternative Q-learning schemes with as reliable convergence as classical Q-learning. We also discuss methods that use basis function approximations of Q-factors and we give an associated error bound.
1 Introduction algorithms are valid : VI converges to the optimal cost vector, when started from an arbitrary initial condition, and PI terminates with an optimal policy, when started from a proper policy. Intermediate between VI and PI is another important algorithm for MDP, the modified PI method. It is similar to PI, but it performs policy evaluation approximately, with a finite number of value iteration for the associated policy. For discounted MDP and other DP problems for which Bellman's equation involves a sup-norm contraction, convergence of modified PI (with some form of synchronous or regular order of state updates, including Gauss-Seidel variants) has been shown by Rothblum [Rot79] (see also the more recent work by Canbolat and Rothblum [CR12] ). For SSP problems under Assumption 1.1, no such result is presently available, to our knowledge, and convergence of modified PI is usually shown under certain restrictive assumptions, for example, by requiring that the initial policy is proper and that the initial cost estimates are such that the convergence to the optimal costs is monotonic from above (see e.g., [WB93, Put94, BT96, Ber07] for related accounts).
Simulation-based algorithms, commonly used for solving large MDP problems, often implement VI, PI, or modified PI on the space of the so-called Q-factors, which are more convenient to work with than costs in the context of sampling. These algorithms aim to find the optimal Q-factoralgorithms, as well as the mapping underlying the classical Q-learning algorithm, are nonexpansive instead of contracting. A different line of analysis is thus needed, and it is not clear a priori to what extent convergence properties that hold in discounted problems also hold for SSP problems, partly because the conclusions one can obtain for monotone nonexpansive mappings are usually weaker than those for contraction mappings. Indeed, the convergence of the classical Q-learning algorithm under Assumption 1.1 has only recently been fully established in [YB11] by the authors; the analysis there uses properties special to SSP to remove the boundedness condition on the Q-learning iterates that is required in the convergence theorem of [Tsi94] for the case of SSP. Moreover in our context, each algorithm is associated with multiple nonexpansive mappings instead of the single mapping of the framework of [Tsi94] . Thus besides the need to study properties that are unique to the SSP context, the convergence issues of our algorithms of [BY10b] are largely unsettled for SSP problems prior to this work. Neither can their convergence for general SSP models be deduced from the analysis of classical Q-learning in [Tsi94] , nor can it be deduced from the authors' earlier results for discounted problems [BY10b] .
In this work we first prove the convergence of the asynchronous deterministic version of our Q-learning algorithm. We then address the convergence of our asynchronous stochastic Q-learning algorithm using the framework of [Tsi94] , to which we add proper extensions to address the use of multiple mappings in an asynchronous stochastic approximation algorithm. Building on the convergence results of [Tsi94] and the boundedness results of [YB11] , we prove that the iterates of our stochastic Q-learning algorithm are bounded and convergent under Assumption 1.1. Discounted MDP and undiscounted SSP problems are the only two types of MDP for which classical Q-learning with a totally asynchronous implementation is proved to converge. Thus with this paper and [BY10b] , we establish that our new PI-like Q-learning algorithms have convergence guarantees that fully match those of the classical Q-learning algorithm.
The paper is organized as follows. In Section 2, we introduce the deterministic synchronous and asynchronous forms of our Q-learning algorithm for the case of exact/lookup table representation of Q-factors, and we discuss their connection with PI and VI. We also analyze basic properties of the associated mappings and prove convergence of the algorithms. This section serves as the basis for the subsequent sections. In Section 3, we introduce the asynchronous stochastic Q-learning algorithm, and we establish its convergence. In Section 4, we discuss function approximation of costs and Q-factors, including a simulation-based approximation algorithm, and we give an associated error bound.
Deterministic Forms of New Q-Learning Algorithms
In this section, we introduce deterministic versions of our PI-like Q-learning algorithms, presenting first a synchronous prototype algorithm and then its asynchronous implementations. We analyze the mappings underlying the algorithms and provide a convergence proof for the general class of SSP models satisfying Assumption 1.1. These deterministic algorithms and basic properties of their associated mappings will be the basis for the development of stochastic algorithms in later sections.
We begin this section by introducing notation and the Bellman equation mappings associated with VI and PI for Q-factors in SSP problems.
Background and Notation
We consider SSP problems whose models satisfy Assumption 1.1. In such an SSP, the optimal cost function J * is finite-valued and it is the unique solution of the Bellman equation [BT91] :
where g(i, u) = j∈So p ij (u)ĝ(i, u, j) denotes the expected one-stage cost of applying control u at state i. Any policy in Π SD that minimizes the right-hand side for every state is an optimal policy for the SSP. For a state i and feasible control u ∈ U (i), the optimal Q-factor Q * (i, u) is the cost of starting from state i, using u at the first step and using an optimal policy thereafter. The optimal costs and optimal Q-factors are thus related by J * (i) = min Once the optimal Q-factors Q * (i, u) have been computed, the optimal cost function J * and an optimal policy in Π SD can be identified by the minimization in Eq. (2.2).
Denote the set of all state and feasible control pairs by R = (i, u) | i ∈ S, u ∈ U (i) . Let Q ∈ |R| denote a vector with components Q(i, u): Q = Q(i, u) | (i, u) ∈ R , and let Q * denote the vector of optimal Q-factors.
The relations (2.1)-(2.3) show that under Assumption 1.1, Q * is real-valued and solves uniquely the equation,
where F is the mapping given by For other policies, Q-factors can be similarly defined. In particular, for any policy µ ∈ Π SD and state-control pair (i, u) ∈ R, the Q-factor for µ and (i, u), denoted Q µ (i, u), is the cost of starting from state i, applying control u, and afterwards following policy µ. When µ is a proper policy, these Q-factors are finite-valued and solve uniquely the Bellman equation corresponding to µ,
where F µ is the mapping given by (F µ Q)(i, u) = g(i, u) + j∈S p ij (u)Q j, µ(j) , (i, u) ∈ R, (2.6) and µ(j) denotes the control applied by the deterministic policy µ at state i. When µ is a proper policy, F µ is a weighted sup-norm contraction, with the norm and the modulus of contraction depending on µ. If all policies in Π SD are proper, then the Bellman equation mapping F is also a weighted sup-norm contraction. Both facts follow from [BT96, Prop. 2.2, p. 23-24]. In general, under the SSP model Assumption 1.1, F is not necessarily a contraction with respect to any norm. Instead, it is only guaranteed to be nonexpansive with respect to the unweighted sup-norm, and this is a source of analytical and algorithmic complications in SSP problems.
We specify some notational conventions. Throughout the paper, we adopt the following convention for treating the termination state 0 in various equations and algorithms. We write the optimality and other equations for all states except the cost-free and absorbing state 0, since for that state the cost of any policy is 0. In our notation, for example, Q * = F Q * is Bellman's equation after eliminating the terms involving state 0. (Note in particular that j∈S p ij (u) ≤ 1 in these equations.) For some of our algorithms, however, it will be simpler to use notation such as J * (0), J(0), or Q * (0, 0), Q(0, 0), to refer to the cost and Q-factor at state 0 with control 0. Therefore, for simplicity as well as convenience, we regard the space n of cost vectors J * and J as the n-dimensional subspace J(0), J(1), . . . , J(n) | J(0) = 0 , embedded within n+1 , and we will use the two notions interchangeably depending on the context. Similarly for Q-factors, we denote R o = R ∪ (0, 0) , and we regard the space |R| of Q * and Q as the |R|-dimensional subspace
|Ro| . We will use these two views interchangeably depending on the context. Furthermore, in the definition of any particular policy, we will implicitly assume that the policy applies at state 0 the only available control, 0.
Generally, all vectors in our development are viewed as column vectors in some Euclidean space d of appropriate finite dimension d. All vector inequalities are meant to be componentwise.
A Prototype Algorithm
In its basic form, our algorithm operates on the joint cost/Q-factor space of (J, Q) and computes iteratively a sequence (J k , Q k ), k ≥ 0, in a way reminiscent of PI, in order to find the optimal costs and Q-factors (J * , Q * ). The distinctive feature of the algorithm is that at the policy evaluation phase of each iteration, Q-factors Q k are updated not by solving a linear equation Q = F µ Q for some policy µ [cf. Eq. (2.6)], but by solving exactly or inexactly a certain optimal stopping problem, which is defined based on the progress of the algorithm. This phase involves mappings that are characteristic to our algorithms and are defined as follows.
Let Π SR denote the set of stationary randomized policies. For each ν ∈ Π SR , let ν(u | i), where (i, u) ∈ R, denote the probability of using control u at state i under ν. For a given J ∈ |S| and ν ∈ Π SR , define a mapping
The form of F J,ν reveals its connection with an optimal stopping problem, 2 which is defined on the state space R o , with the Markov chain being the same as the one induced by the randomized policy ν in the SSP problem, and with the stopping costs specified by the vector J. In particular, at a state (i, u) ∈ R o , the probability of transition to state (j, v) ∈ R o is p ij (u)ν(v | j), the cost of stopping is J(i), and the expected one-stage cost of continuation is g(i, u). The mapping F J,ν and the equation Q = F J,ν Q are in fact the Bellman operator and the Bellman equation of this optimal stopping problem, respectively (they both are for the Q-factors associated with the continuation action; cf. Footnote 2). When the SSP model satisfies Assumption 1.1, the equation Q = F J,ν Q has a unique solution Q J,ν , which is the vector of optimal Q-factors (with the continuation action) of the optimal stopping problem, and F m J,ν Q converges to Q J,ν for any initial Q. (Here by F m J,ν we mean the m-fold 2 The type of optimal stopping problem we encounter here is the standard optimal stopping problem in MDP (see e.g., [Put94] ). It involves an uncontrolled finite-state Markov chain and the option to stop the process at any state. Described in the MDP framework, it has two controls at each state: to continue the process and to stop the process. Suppose the state space is S and the transition probabilities of the Markov chain are p ij , i, j ∈ S. Then the Bellman equation is
where c(i) is the stopping cost and g(i) the expected one-stage cost for continuation at state i. Correspondingly, the Bellman equation for Q-factors, with us standing for "to stop" and uc "to continue," is given by
and it is a system of equations in the Q-factors Q(i, uc) associated with the control "to continue." composition of F J,ν with itself.) This fact will be helpful in understanding our algorithm. We state it, together with another important property, in the following proposition.
Proposition 2.1. Under Assumption 1.1, the mapping F J,ν given by Eq. (2.7) has the following properties:
(i) For any J and ν ∈ Π SR , F J,ν has a unique fixed point Q J,ν , and lim m→∞ F m J,ν Q = Q J,ν for any Q ∈ |R| .
(ii) For any ν ∈ Π SR , Q * is the unique fixed point of F J * ,ν , i.e., Q * = F J * ,ν Q * .
Proof. Due to its length, we give the proof of (i) in Appendix A. The uniqueness part in (ii) follows from (i). We show here
Our basic algorithm is as follows. At iteration k, given (J k , Q k ), the algorithm selects a randomized policy ν k and computes Q k+1 by
for some chosen integer m k ≥ 1. This is the policy evaluation phase. Subsequently the algorithm computes J k+1 by J k+1 (i) = min
This cost minimization step is analogous to the policy improvement phase.
To convey some intuition about the algorithm and its variants to be introduced shortly, we note a correspondence between the Q-factors of the original SSP problem and the optimal Q-factors Q J,ν of the optimal stopping problem associated with F J,ν for a vector J and a randomized policy ν. If J is the cost vector J π of some policy π (possibly randomized and history-dependent) in the SSP, then Q J,ν is the Q-factor vector of a policy that switches optimally from following the policy ν to following the policy π. This means that if ν is some trial policy and J(i) are costs known to be achievable from each state i, by solving the corresponding optimal stopping problem Q = F J,ν Q for policy evaluation, the "improving part" of ν can be taken into account, while the "non-improving part" of ν can be avoided, when estimating the least costs that are attainable at each state. [In particular, if J = J * , then Q J,ν = Q * regardless of ν by Prop. 2.1(ii); similarly, if J ≈ J * , we still have Q J,ν ≈ Q * regardless of the choice of ν.] The property of F J,ν just described is desirable in model-free learning. There, due to the stochastic nature of the environment, one generally does not obtain policies with successively improving performance over the entire state space. Moreover, in addition to assessing the most promising policies, one also needs to try out other policies in order to explore the environment. The ability of an algorithm to improve cost estimates incrementally, on only parts of the state space at a time if necessary, with flexibility in the choice of policies, helps to address the multiple objectives present in learning. Adding to this discussion the fact that fixed point iterations with F J,ν converge to Q J,ν under our SSP model assumption (Prop. 2.1(i)), our motivation for using the mapping F J,ν in the policy evaluation phase of the algorithm (2.8)-(2.9) can be seen.
We note, however, that the character of the algorithm (2.8)-(2.9) is strongly affected by the choice the randomized policies ν k and the number m k of fixed point iterations in the policy evaluation phases. As the preceding discussion already suggested, for the algorithm to have a strong PI character, m k should not be too small, and ν k should be chosen based on policy improvement: either ν k+1 is equal to the policy µ k+1 attaining the minimum in Eq. (2.9), or it is an "exploration-enhanced" version of µ k+1 , which combines µ k+1 with some policy, for example, the one that randomly samples the control space.
Generally, depending on the choices of ν k and m k , the behavior of the algorithm (2.8)-(2.9) is intermediate between PI and VI. In particular, the algorithm (2.8)-(2.9) reduces to VI, if m k = 1, or if ν k has rather poor performance so that it is always better to take the stopping action in the optimal stopping problem corresponding to F J k ,ν k . This is similar to the qualitative behavior of the algorithm for discounted MDP; more detailed discussion can be found in [BY10b, Section 2], where the algorithm was first proposed.
Under Assumption 1.1, the basic algorithm (2.8)-(2.9) converges to (J * , Q * ) regardless of the choices of ν k and m k , and in particular, regardless of whether ν k is proper. This is in contrast to PI and modified PI, which need additional care to handle improper policies in SSP. The convergence of our basic algorithm will be proved as a special case of the convergence of asynchronous algorithms which we present next.
Deterministic Asynchronous Algorithms
The basic algorithm (2.8)-(2.9) may be viewed as synchronous in the sense that the Q-factors of all state-control pairs are simultaneously updated at each iteration. In corresponding asynchronous versions, J is updated selectively, for only some of the states, and Q is also updated at some iterations and for some of the state-control pairs. Asynchronous algorithmic models are necessary for analysis of PI algorithms where the states and state-control pairs at which J and Q are updated, respectively, are generated by simulating the policy that is currently evaluated. Asynchronous models are also needed for analysis of distributed algorithms involving a network of processors, each assigned a subset of components of J and Q, and updating asynchronously these components.
An asynchronous implementation of the basic algorithm (2.8)-(2.9) is as follows. We generate a sequence of pairs (J k , Q k ), starting from an arbitrary pair (J 0 , Q 0 ). Given (J k , Q k ), to obtain the next pair (J k+1 , Q k+1 ), we first select a randomized policy ν k , a subset R k of state-control pairs, and a subset of states S k such that R k ∪ S k = ∅. We then generate Q k+1 according to
and J k+1 according to
The basic synchronous algorithm (2.8)-(2.9) is obtained from the above algorithm if we either update all the costs but none of the Q-factors, or update none of the costs but all the Q-factors (possibly multiple times with the same policy ν k ).
In an efficient implementation of the above method, the sets S k are empty for many iterations and only the update (2.10) is performed on Q-factors. Moreover, ν k may be selected in special ways to give the algorithm a PI character. For example, assume that a deterministic policy µ k is also maintained and ν k = µ k . The algorithm updates Q according to
and it updates J and µ according to
We may view Eq. (2.12) as a policy evaluation iteration only for the state-control pairs in R k , and Eqs. (2.13)-(2.14) as a policy improvement iteration only for the states in S k . The algorithmic variant (2.12)-(2.14) resembles an asynchronous version of modified PI, but differs from the latter in a major way by employing the mappings
Asynchronous modified PI in general does not have convergence guarantees without additional restrictions on policy types and the initial conditions, as demonstrated by the counterexamples of Williams and Baird [WB93] for discounted MDP, (which can be viewed as special cases of SSP problems). By contrast our algorithm (2.12)-(2.14) will be shown to be convergent for any policies and initial conditions. This advantage over modified PI is not confined to Q-factor computation: an algorithm similar to (2.12)-(2.14) that operates on costs instead of costs/Q-factors, was proposed and proved convergent by the authors in [BY10a] .
Our convergence result is stated in the proposition below for the general asynchronous algorithm (2.10)-(2.11). The proof will be given in the next subsection.
Theorem 2.1. Under Assumption 1.1, any sequence (J k , Q k ) generated by iteration (2.10)-(2.11) converges to (J * , Q * ), if every state or state-control pair is included in the subset S k or R k , respectively, for infinitely many k.
We note that there are more general versions of the algorithm (2.10)-(2.11), which can use cost/Qfactor values generated at earlier times when updating (J k , Q k ) to (J k+1 , Q k+1 ). These variants are natural for a parallel distributed implementation with a network of processors, where communication delays between processors need to be taken into account. As algorithmic models, these variants also entail an extension of the algorithm (2.10)-(2.11), which employs a different policy ν k for each selected state-control pair in the set R k . We do not introduce these algorithms here, for the extra notation needed can obscure the main ideas and the basic properties of our algorithms, which are the focus of this section. However, we note that with slight modification, our proof of Theorem 2.1 can be extended to show the convergence of these asynchronous algorithms when communication delays are present. (The framework of asynchronous distributed computation with delays will be considered in Section 3, where the stochastic version of our algorithm is analyzed.)
Basic Properties of Mappings and Convergence Analysis
We analyze some basic properties of the mappings underlying the algorithms (2.8)-(2.9) and (2.10)-(2.11), which ensure their convergence. Whereas before we were focusing primarily on the PI-type properties of the algorithms, in this section we shift the emphasis to VI-type properties. In particular, we will analyze properties relating to monotonicity, nonexpansiveness, fixed points, and in special cases, contraction. This analysis shows that the convergence guarantee does not depend critically on the choices of policies ν k and subsets S k , R k , so in this sense our analysis has a worst-case character.
For the convergence analysis, it is more convenient to consider the joint space of (J, Q) and introduce a set of mappings {L ν | ν ∈ Π SR } on this space, which combine the policy evaluation and policy improvement/cost minimization phases of the basic algorithm. More specifically, let M :
|R| → |S| denote the operator of minimization of Q-factors over the controls feasible at each state: for all Q ∈ |R| , (M Q)(i) = min
The algorithms introduced earlier (as well as their more general variants) can be viewed as asynchronous fixed point iterations with mappings L ν , whereby for each selected state or state-control pair ∈ S ∪ R, we update the th component of (J, Q) to be the th component of L ν (J, Q) for some mapping L ν , ν ∈ Π SR , which may be chosen arbitrarily. Thus properties common to this set L ν | ν ∈ Π SR of mappings are important for the algorithmic analysis, and will be our focus below.
Let us introduce in addition two mappings associated with the set {L ν | ν ∈ Π SR }, which will play a key role in analyzing convergence in the presence of asynchrony. Define the mappings L and L by taking componentwise supremum and infimum, respectively, of
Stated more explicitly,
where F J , F J are mappings given by for all (i, u) ∈ R,
Note that the componentwise supremum or infimum of L ν (J, Q) in the definition of L or L is attained simultaneously for all components by some ν ∈ Π SR . In other words, for any given (J, Q), there exist some ν, ν ∈ Π SR such that
Some basic properties of the mappings L ν , ν ∈ Π SR , and L and L are given in the following proposition. Proof. Consider any ν ∈ Π SR and any two cost/Q-factor pairs (
2 ) and L ν is monotone. Observe that for any two sets of numbers {a i } i∈I , {b i } i∈I , where I is an index set, |min i∈I a i − min i∈I b i | ≤ max i∈I |a i − b i |.
3 Using this fact, a direct calculation gives
and therefore,
This shows that L ν is nonexpansive with respect to the sup-norm · ∞ .
We 
implying thatQ is a fixed point of F . Since under Assumption 1.1 F has Q * as its unique fixed
Regarding the mappings L and L, as componentwise supremum and infimum of L ν (J, Q) over ν, they inherit the following properties that are common to all mappings L ν : monotonicity and nonexpansiveness with respect to · ∞ , as well as having (J * , Q * ) as their fixed point. It then follows from Eq. (2.19) that L and L cannot have a fixed point other than (J * , Q * ) [otherwise, some mapping L ν would have a fixed point other than (J * , Q * )].
We now recall a simple convergence result about fixed point iterations involving a nonexpansive mapping. The proof argument is standard and will also be used in the proof of Theorem 2.1 shortly.
Lemma 2.1. Let H be a monotone, nonexpansive (with respect to · ∞ ) operator on d with a unique fixed point
Proof. Let c > 0 and let e ∈ d denote the vector of all ones. Consider y k = H k (x * + ce). Equivalently, y 0 = x * + ce and y k = Hy k−1 for k ≥ 1. We show that {y k } converges monotonically to x * . Since H is monotone and nonexpansive,
i.e., x * ≤ y 1 ≤ y 0 . From this and the monotonicity of H k (implied by the monotonicity of H), we have x * = H k x * ≤ y k+1 ≤ y k . It follows that {y k } is monotonically nonincreasing and converges to someȳ ≥ x * . Since H is continuous (as implied by the nonexpansiveness of H), the relation y k = Hy k−1 for k ≥ 1 implies thatȳ = Hȳ, soȳ = x * by the uniqueness of the fixed point of H. Thus {y k } converges monotonically to x * from above.
Similarly, define z k = H k (x * − ce), and by an argument symmetric to the above, {z k } converges monotonically to x * from below. Now let c = x − x * ∞ in the definition of y k and z k , and let
We can now prove Theorem 2.1 on the convergence of the deterministic versions of our algorithms. Denote x k = (J k , Q k ). The algorithm (2.10)-(2.11) can be written equivalently as
Its convergence is the consequence of the general fact that any asynchronous iteration of this form converges, if every component is updated infinitely often and if the mappings involved together with their associated L, L mappings possess the properties listed in Prop. 2.2. The proof we give below bears similarity to those in the literature for asynchronous distributed dynamic programming and related algorithms (see e.g., Bertsekas [Ber82, Ber83] ; see also [BT89, Tsi94, BT96] ). We also note that the convergence analysis of deterministic asynchronous versions of our algorithms with delays, which we did not introduce, follows an essentially identical line.
Proof of Theorem 2.1. Let x k = (J k , Q k ) and x * = (J * , Q * ), and consider the equivalent expression (2.20) of the algorithm (2.10)-(2.11). We want to show {x k } converges to x * . To this end, let c = x 0 − x * ∞ and define two sequences {y t }, {z t } by
where e ∈ |S∪R| denotes the vector of all ones. By Prop. 2.2, L and L are monotone nonexpansive mappings and have x * as their unique fixed point. Therefore, by Lemma 2.1 and its proof, {y t } and {z t } converge to x * monotonically with
We show by induction that for all t ≥ 0, there exists a time k t such that
This will imply the desired convergence of {x k } to x * .
Using the definition of L, L and their monotonicity property (Prop. 2.2), and using also the monotonicity property of {y t } and of {z t }, we have
This shows z 0 ≤ x k+1 ≤ y 0 , completes the induction on k, and proves the inequality (2.21) for t = 0. We now use induction on t. Suppose the inequality (2.21) holds for some t. Consider each ∈ S ∪ R. By assumption, belongs to S k ∪ R k for infinitely many k, so there exists a time k( ) ≥ k t such that ∈ S k( ) ∪ R k( ) . Then, similar to the derivation of Eq. (2.22), we have for k = k( ),
where in the second inequality we also used the induction hypothesis that
By a similar, symmetric argument, we have that for k = k( ),
and for all k ≥ k( ),
it follows that inequality (2.21) holds for t + 1 and the chosen k t+1 . This completes the induction on t and proves that the inequality (2.21) holds for all t. The proof is complete.
Special SSP Models and Contraction Properties
We now consider the special class of SSP models where all policies are proper. For these models, the various mappings associated with our algorithms also possess uniform sup-norm contraction properties, which we now derive. These properties are stronger than those given in Prop. 2.2. They will be useful in the convergence analysis and approximation-related error bounds. Qualitatively, they also suggest that the algorithms can converge faster for this special class of SSP than for general SSP which have improper policies. To derive the uniform contraction properties, we note that when all policies in Π SD are proper, by [BT96, Prop. 2.2, p. 23-24], there exist a positive vector ξ ∈ n and a positive scalar β < 1 such that
Let ξ x denote the extension of ξ to the space of Q given by ξ x (i, u) = ξ(i) for all (i, u) ∈ R, and let · ξ and · ξ x denote the weighted sup-norm on n and |R| with weights ξ and ξ x , respectively:
Lemma 2.2. Assume that all policies in Π SD are proper and let ν ∈ Π SR . Then for any (J, Q), (Ĵ,Q),
where ξ, · ξ , · ξ x , and β ∈ (0, 1), are given by Eqs. (2.25)-(2.26) and independent of ν.
(where we used the fact in Footnote 3 to obtain the second inequality). For all (j, v) ∈ R,
Hence, for all (i, u) ∈ R,
where the last inequality follows from Eq. (2.25). This implies Eq. (2.27).
.
Taking maximum over i on both sides gives Eq. (2.28).
Using the preceding lemma, we can construct a weighted sup-norm with respect to which a contraction property holds uniformly for all L ν . This will be useful in establishing the convergence of our stochastic Q-learning algorithm for the special class of SSP models (Prop. 3.2).
Proposition 2.3. Assume that all policies in Π SD are proper. Then there exist a weighted sup-norm · ζ on the space of (J, Q) and a positive scalarβ < 1 such that for all ν ∈ Π SR , the mappings L ν given by Eq. (2.16) are contractions of modulusβ with respect to · ζ ,
with the same fixed point (J * , Q * ).
Proof. The proof is similar to that of Prop. 4.1 in [BY10b] . Let the weighted sup-norms J ξ , Q ξ x , and the scalar β ∈ (0, 1) be as in Lemma 2.2. We define a weighted sup-norm · ζ on the space of (J, Q) by
where c is any positive scalar with 1 < c < 1/β. Defineβ = max{cβ, 1/c}. Then,
(Take, for instance, c = 1/ √ β to haveβ = √ β.) Consider any ν ∈ Π SR and any two pairs
Using Eq. (2.27) of Lemma 2.2 and the fact cβ ≤β, β <β, we have
and using Eq. (2.28) of Lemma 2.2 and the factβc ≥ 1, we have
From the preceding two relations, we obtain
Let us mention two other uses of Lemma 2.2. First, it implies that the basic synchronous algorithm (2.8)-(2.9) has in the worst case a geometric rate of convergence when all policies of the SSP are proper. This is similar to the algorithm behavior in discounted MDP [BY10b] . Another use of Lemma 2.2 will be in deriving error bounds for approximation algorithms for the special class of SSP models in Section 4 (Prop. 4.1).
A New Asynchronous Stochastic Q-Learning Algorithm
The classical Q-learning algorithm of Watkins [Wat89] is a stochastic approximation-type of algorithm. It replaces expected values in the formula of VI by sample values obtained with simulation and thus does not require an explicit model of the MDP. In a simple version of the algorithm for SSP problems (using simplified notation), at each iteration we select some state-control pairs (i, u), and for each of them, we simulate a transition from state i with control u to obtain a random successor state s ∈ S o , and then update Q k (i, u) by
where γ iu,k ≥ 0 is a stepsize parameter andĝ(i, u, s) is the transition cost. The relation with VI is revealed when the above iteration is equivalently expressed as
where ω iu,k is a stochastic noise term with zero conditional mean, and F is the Bellman equation mapping [cf. Eq. (2.5)]. The classical Q-learning algorithm, in a more complex form than the above, is analyzed by Tsitsiklis [Tsi94] in the context of asynchronous stochastic approximation algorithms. Its convergence for SSP under Assumption 1.1 and some mild algorithmic conditions is established by the results of [Tsi94, YB11] . Our stochastic asynchronous Q-learning algorithm can also be viewed as a stochastic approximation algorithm. It is obtained, briefly speaking, by using simulated samples in place of expected values in the deterministic asynchronous algorithm (2.10)-(2.11) or in its more general variants that involve delays. In a simple version which parallels iteration (3.1), we update the cost vectors J k for some selected states as in iteration (2.11), whereas we update the Q-factors Q k for each selected state-control pair (i, u) with the iteration
where v ∈ U (s) is a control generated according to a randomized policy ν k , and γ iu,k and s are the stepsize parameter and random successor state, respectively, as in the classical Q-learning iteration (3.1). Iteration (3.2) is much simpler than (3.1): it does not involve minimization of Q-factors over the full control set of the successor state, and instead, it compares just two quantities J k (s) and Q k (s, v). So if cost updates (2.11) are performed infrequently, the per-iteration overhead of our algorithm is lower than that of the classical Q-learning algorithm, and the computational saving can be considerable when the control sets are large.
In what follows, we introduce formally our stochastic asynchronous Q-learning algorithm for SSP, and prove its convergence under Assumption 1.1 (Theorem 3.1). To make our results comparable with those for the classical Q-learning algorithm, we will use the same asynchronous computational model with communication delays as the one in [Tsi94] (see also [Bau78, BT89] ), and we will introduce this model shortly.
In this section, the termination state 0 appears explicitly in the stochastic algorithms due to their simulation character, [as it did already in the iterations (3.1) and (3.2) above]. Following our notational convention described in Section 2.1, we regard J k and Q k both as vectors on |S| and |R| , respectively, and as vectors on the embedded subspaces of |So| and |Ro| , respectively, with
Algorithm
Like its deterministic asynchronous version, our stochastic asynchronous Q-learning algorithm generates a sequence (J k , Q k ) by updating a subset of Q-factors and/or costs at each iteration. It involves many variables due to the presence of both simulation and asynchronous computation. To facilitate the presentation, let us first introduce the notion of "communication delays" and the related notation in an asynchronous computing framework, using intuitive terms such as "processors" and "distributed computation" (our interest, however, is in the mathematical model rather than the physical computing system). Imagine that a computation task of an iterative nature is distributed in a network of processors that operate asynchronously. Each processor updates the value of a particular component and processors exchange the results with each other. There are communication delays, so a component update is based on possibly outdated information and involves values that were calculated at earlier times. For our Q-learning algorithm, set in such a computation framework, each ∈ S ∪R is associated with a (imaginary) processor, which updates the th component of (J, Q). In its computation at iteration/time k, the processor uses the value of the th component that was computed by the processor at time τ ,k ≤ k, where ∈ S ∪ R. In other words, we may regard the difference k − τ ,k as the communication delay between processors and , and regard {J τ i,k (i) | i ∈ S} and {Q τ iu,k (i, u) | (i, u) ∈ R} as the information available to the processor at time k for performing its task.
We refer to the variables 0 ≤ τ ,k ≤ k, where , ∈ S ∪ R, as "delayed times." They are integervalued and need to satisfy certain mild, minimal conditions to be specified later. For notational convenience, we also define the delayed times τ ,k for = 0 and = (0, 0), albeit arbitrarily.
We now describe a general form of our asynchronous Q-learning algorithm. For k ≥ 0, given (J τ , Q τ ), τ ≤ k, the kth iteration of the algorithm is as follows:
• For each i ∈ S, let γ i,k ≥ 0 be a stepsize parameter, and let
(3.3)
• For each (i, u) ∈ R, let γ iu,k ≥ 0 be a stepsize parameter, let j iu k ∈ S o be the successor state of a random transition from state i using control u, generated according to the transition probabilities {p ij (u) | j ∈ S o }, and let v iu k be a random control generated according to ν 
where we use the shorthand notation s = j The variables in iteration (3.3)-(3.4) need to satisfy several conditions, without which the algorithm as just described is, in fact, imprecise. We will specify these conditions shortly, after a few remarks.
In the above algorithm, the subset of cost/Q-factor components which are selected for an update at time k, is implicitly specified by the positive stepsize parameters: the value of J k+1 (i) or Q k+1 (i, u) remains unchanged when γ i,k = 0 or γ iu,k = 0. The random transition cost,ĝ(i, u, j iu k ), is treated as a function of the transition and control. This is for notational simplicity; the case where the transition cost depends on some additional random disturbance is covered by our subsequent analysis.
The algorithm (3.3)-(3.4) is stated in general terms, leaving open the choices of components to be updated and the randomized policies to be employed in each Q-factor update. In applications, the selection may be random, but it may also be deliberate to supplement other selection schemes that suit the task at hand. For example, in a real-time learning setting without the help of simulators, the components to be updated are naturally determined by the state that the learning agent is currently in and the control that is being applied; that control can in turn be chosen based on the randomized policies ν The choice of the randomized policies can be based on factors concerning optimality and exploration needs. To make the algorithm resemble stochastic modified/optimistic PI, the cost updates (3.3) for selected states are done infrequently, relative to the Q-factor updates (3.4), and the policies ν iu k are chosen based on the deterministic policies µ k , which are maintained and updated at selected states together with the cost updates (3.3) by
The randomized policies ν iu k can be a mixture of µ k with some randomized policy for exploration, for instance. This is similar to the deterministic asynchronous algorithm (2.12)-(2.14) mentioned in Section 2.3.
With the notation for stepsizes and delayed times just described, a general form of the classical Q-learning algorithm is given by
where as in iteration (3.4), s is a shorthand for the random successor state j iu k of state i with control u. Every iteration here involves minimization over the full control set. By contrast, the Q-factor update (3.4) in our algorithm is computationally simpler, as we discussed earlier.
We now state the conditions on the algorithm (3.3)-(3.4) and the convergence theorem.
Algorithmic Conditions and Convergence Theorem
We regard all the variables in our Q-learning algorithm as random variables on a common probability space (Ω, F, P). In addition to those variables appearing in the iteration (3.3)-(3.4), there can be auxiliary variables that the algorithm uses to determine, for instance, the values of delayed times or stepsizes, including which components to update at each time k. Thus, to summarize rigorously the dependence relation between the variables, it is convenient to introduce a family {F k } of increasing sub-σ-fields of F and to require the following information structure condition: We note that although this condition seems abstract, it can be satisfied naturally by the algorithm.
In probabilistic terms, the way the successor states/controls are generated and used in the algorithm is described more precisely by the following relations of the random variables: for all (i, u) ∈ R and k ≥ 0,
where C is some deterministic constant and the conditional expectation is over j iu k ; and
i.e., v iu k is feasible control at the successor statej iu k . There are other mild conditions on the algorithm. The totally asynchronous computation framework has the following minimal requirement on the delayed times: with probability 1 (w.p.1),
This is referred to in the literature as "continuous information renewal," and it guarantees that outdated information about the updates will eventually be purged from the computation. Another condition is on the stepsize variables. Besides the requirement that w.p.1,
as usual in stochastic approximation algorithms, the standard stepsize condition is required for the Q-factor updates (3.4): w.p.1,
However, for the cost components involving "noiseless" updates (3.3), a weaker stepsize condition is sufficient: w.p.1,
(3.12)
These conditions imply that every cost/Q-factor component is updated infinitely often. Our subsequent analysis of the Q-learning algorithm (3.3)-(3.4) assumes all the algorithmic conditions given above. Let us collect them in one assumption:
Assumption 3.1 (Algorithmic conditions). The information structure condition holds, and w.p.1, Eqs. (3.6)-(3.12) are satisfied.
We will establish the following convergence theorem in the rest of this section. (A separate shorter proof for the special SSP models with all policies assumed proper will also be given.)
Theorem 3.1. Under Assumptions 1.1, 3.1, for any given initial (J 0 , Q 0 )}, the sequence (J k , Q k ) generated by the iteration (3.3)-(3.4) converges to (J * , Q * ) w.p.1.
Note that the conditions of the theorem allow for a wide range of algorithmic parameters. So like the convergence analysis of deterministic algorithms given in Section 2.4, our subsequent analysis also has a worst-case character.
Preliminaries for Convergence Analysis
Before going into the main convergence proof, we discuss some preliminary facts. First, we show that to prove Theorem 3.1, it is sufficient to prove a weaker version of it, Prop. 3.1 below, which assumes in addition that the stepsizes are bounded by some constant, a condition that is technically more convenient. Once this weaker version of the theorem is proved, we can apply the result to the case of general stepsizes.
Proposition 3.1. Suppose Assumptions 1.1, 3.1 hold and in addition, for some (deterministic) constant D,
Then, for any given initial J 0 , Q 0 }, the sequence (J k , Q k ) generated by the iteration (3.3)-(3.4) converges to (J * , Q * ) w.p.1.
Indeed, suppose that Prop. 3.1 has been proved. Then, the additional condition (3.13) can be removed and the main convergence theorem, Theorem 3.1, will immediately follow as a consequence: Since Ω has probability one, this shows that (J k , Q k ) converges to (J * , Q * ) w.p.1.
Henceforth, we will assume the conditions of Prop. 3.1 and prove that proposition. (Viewed in another way, what we will be doing is actually to prove for each m ≥ 1, the convergence of the process {(J m k ,Q m k )} defined in the above proof of Theorem 3.1, but we will simply use the notation {(J k , Q k )} for this process.)
To prepare for the convergence proof, we express the iteration (3.3)-(3.4) explicitly in terms of the mappings L ν of Eq. (2.16), thereby casting it in a form amenable for stochastic approximationbased analysis. To this end, we identify the particular mapping L ν or equivalently the randomized policy ν that is associated with each Q-factor update in the algorithm. For each (i, u) ∈ R, we define an F k -measurable Π SR -valued random variableν
cf. Eqs. (3.6) and (3.8).
[If (i, u) and j are such that p ij (u) = 0, we have P(j
, and we may defineν Using the above definitions as well as the definition of L ν , the iteration (3.3)-(3.4) can be equivalently and compactly written as
where, if = (i, u) ∈ R and γ ,k > 0,ν k is the randomized policyν iu k defined above and ω ,k is a noise term given by
and if = i ∈ S, then ω ,k = 0 andν k is immaterial (we can let it be a fixed ν ∈ Π SR , for instance). It can be seen that becauseν
k is F k -measurable and ω ,k is F k+1 -measurable, for every k and . This fact is important in the analysis.
Using the equivalent expression (3.15), we can analyze the convergence of our algorithm (3.3)-(3.4) in the general framework given in [Tsi94] for asynchronous stochastic approximation algorithms involving sup-norm contractions or monotone nonexpansive mappings. The analysis of [Tsi94] concerns a single fixed point mapping, but with proper modifications, it can be applied in our context where a set of mappings, {L ν | ν ∈ Π SR }, is involved. We give a detailed account of the necessary modifications in Appendix C (a reproduction of the proofs of [Tsi94] with modifications is also available [Yu11]). Here we explain why the analysis of [Tsi94] is applicable in our case, in order to set the groundwork for our convergence proofs.
The technical conditions in [Tsi94] may be separated into two groups. One group (Assumptions 1-3 in [Tsi94] ) consists of algorithmic conditions: conditions on the information structure, on the delayed times, on the stepsizes, and on the variance of the noise terms ω ,k conditional on F k . Our algorithm (3.3)-(3.4) satisfies these conditions in [Tsi94] or some slightly different versions of them which do not affect the validity of the analysis of [Tsi94] . In particular, for our algorithm, the condition on the delayed times [cf. Eq. 
and that there exist (deterministic) constants A and B such that for every ∈ S ∪ R and k ≥ 0,
We mention that it is here that the additional condition (3.13) on stepsizes is used. The other group of conditions in [Tsi94] (Assumptions 4-6) consists of conditions on the underlying fixed point mapping, such as contraction or nonexpansiveness, monotonicity and the existence of a unique fixed point. Since our algorithm involves a set of mappings instead of a single one, these conditions will be replaced by conditions on the associated set of mappings, which are the properties of L ν stated by Prop. 2.2 or Prop. 2.3 for general or special SSP models, respectively. Correspondingly, some modifications of its arguments are needed, in order to apply the analysis of [Tsi94] to our case; but the changes required are nonessential and will be described in Appendix C.
We are now ready to proceed to convergence proofs, focusing on the main arguments.
Convergence Proofs
In this subsection we prove Prop. 3.1 on the convergence of our Q-learning algorithm (3.3)-(3.4). We will give separate proofs for two SSP model classes: first for the special class of SSP where all policies in Π SD are proper, and then for the general class of SSP that satisfy Assumption 1.1. The analyses for the two are based on different arguments. While the special SSP model is covered by the general one, it allows for a simpler contraction-based convergence proof, similar to the one for discounted problems given in [BY10b, Section 4.3]. For the general class of SSP, the analysis is based on the monotonicity and nonexpansiveness of the mappings L ν , ν ∈ Π SR with respect to the sup-norm (cf. Prop. 2.2). We will use a convergence result of [Tsi94] on asynchronous stochastic approximation methods involving such mappings, together with the results of [YB11] on the boundedness of the classical Q-learning iterates for SSP under Assumption 1.1.
SSP Models with all Policies being Proper
When all policies in Π SD are proper, by Prop. 2.3, the mappings {L ν | ν ∈ Π SR } are contraction mappings with modulusβ < 1, with respect to a common weighted sup-norm, and with the same fixed point (J * , Q * ). Then, by combining Prop. 2.3 with [Tsi94, Theorems 1 and 3] (and its appropriate modifications described in Appendix C), the convergence of (J k , Q k ) to (J * , Q * ) follows.
Proposition 3.2. Suppose all policies in Π SD are proper. Then, under Assumption 3.1 and condition (3.13), for any given initial (J 0 , Q 0 ) , the sequence (J k , Q k ) generated by the iteration (3.3)-(3.4) converges to (J * , Q * ) w.p.1.
Note that condition (3.13) can be removed in the same way as we did in the proof of Theorem 3.1, without affecting the conclusion of the preceding proposition.
General SSP Models -Proof of Prop. 3.1
In this subsection, we prove Prop. 3.1. For SSP models satisfying Assumption 1.1, there may exist an improper policy in Π SD , and the uniform sup-norm contraction mapping argument used in the preceding convergence proof for special SSP models does not apply. However, by Prop. 2.2, the set of mappings {L ν | ν ∈ Π SR }, as well as the mappings L and L associated with this set, are monotone and nonexpansive with respect to the sup-norm, and have (J * , Q * ) as the unique fixed point. Combining Prop. 2.2 with the proof arguments of Theorem 2 in [Tsi94] for nonexpansive mappings, and taking into account also the modifications to the latter proof described in Appendix C, we have the following lemma.
Lemma 3.1. Suppose the conditions of Prop. 3.1 hold. Then, for any given initial (J 0 , Q 0 ) , the sequence (J k , Q k ) generated by the iteration (3.3)-(3.4) converges to (J * , Q * ) w.p.1 if (J k , Q k ) is bounded w.p.1.
In the rest of this section, we prove the boundedness of (J k , Q k ) required as a condition of convergence in Lemma 3.1, thereby establishing Prop. 3.1. We will show first that (J k , Q k ) is bounded above w.p.1, and then that it is bounded below w.p.1. The proof for the former will use a contraction property associated with a proper policy, and the proof for the latter will use a lower-boundedness result from [YB11] on the iterates of the classical Q-learning algorithm.
In both boundedness proofs, we will start with a certain process (J k ,Q k ) , which is easier to work with. It is defined on the same probability space as (J k , Q k ) and defined by the recursions (3.3)-(3.4), which define (J k , Q k ) , except that it uses different stepsizes and different initial valuē J 0 . More specifically, (J k ,Q k ) is defined as follows. (By our conventionJ
For k ≥ 0, let (J k+1 ,Q k+1 ) be given by: for each i ∈ S,
and for each (i, u) ∈ R,
where the stepsize α ,k , for = i or (i, u), in Eq. (3.18) or (3.19), is given by Proof. Consider any sample path from a set of probability 1 on which the stepsize condition (3.10) holds. In view of the latter condition, there exists some timek < ∞ such that the stepsizes γ ,k ∈ [0, 1] for all k ≥k and ∈ S ∪ R. This implies that after timek, the stepsizes of
By the definition of ∆, we have for all k ≤k,
where e ∈ |S∪R| denotes the vector with all components equal to one. We prove by induction that the relation (3.20) holds also for all k ≥k. Suppose that for some k ≥k, it holds for all τ with 0 ≤ τ ≤ k. Then, since α ,k = γ ,k ∈ [0, 1] for all ∈ S ∪ R, using the definition of (J k+1 , Q k+1 ), (J k+1 ,Q k+1 ), and the induction hypothesis, we obtain that for all i ∈ S,
and for all (i, u) ∈ R, Two properties of the process {(J k ,Q k )} that we will exploit in the boundedness proofs below are the form of its initialJ 0 given by Eq. (3.17), and the fact that its stepsizes satisfy
Note also that in view of their relation with γ ,k , the sequences {α ,k , k ≥ 0}, ∈ S ∪ R, satisfy the stepsize conditions, Eqs. (3.10)-(3.13).
In what follows, we refer to a sequence of iterates generated by the classical Q-learning algorithm (3.5) as a sequence of ordinary Q-learning iterates. The convergence of classical Q-learning under the SSP model assumption, Assumption 1.1, is analyzed by [Tsi94, YB11] ; the required algorithmic conditions are the same as stated in Assumption 3.1 for the respective variables. In our proofs, we will exploit the use of the delayed times and purposely choose them to define certain ordinary Q-learning iterates, which we will relate to the processes we want to bound. Proposition 3.3. Under Assumptions 1.1(i), 3.1 and condition (3.13), for any given initial (J 0 , Q 0 ) , the sequence (J k , Q k ) generated by the iteration (3.3)-(3.4) is bounded above w.p.1.
Proof. By Lemma 3.2, it is sufficient to show that the sequence (J k ,Q k ) is bounded above w.p.1. In turn, it is sufficient to show that {Q k } is bounded above w.p.1 [since this clearly implies that the same holds for {J k }, in view of Eq. (3.21)]. To this end, we introduce another process {Q k } with the property thatQ k ≥Q k for all k ≥ 0, and we show that {Q k } is bounded above w.p.1.
First, for each (ī,ū) and (i, u) ∈ R, define a new sequence of delayed times {τ
We now define {Q k }. (By our conventionQ k (0, 0) = 0 for all k ≥ 0.) LetQ 0 =Q 0 . Let µ be any proper policy in Π SD , which exists by Assumption 1.1(i), and let µ(i) denote the control applied by the deterministic policy µ at state i. For each (i, u) ∈ R and k ≥ 0, definê
where s is a shorthand for j iu k , and j iu k , α iu,k are the same random variables that appear in Eq. (3.19), which definesQ k+1 .
We show by induction thatQ k ≥Q k for all k ≥ 0. This holds for k = 0 by the definition ofQ 0 . Assuming it holds for all k ≤ k, we prove that it holds for k + 1. Consider anyī ∈ S andk ≤ k. 
and is therefore no greater than the maximal of these terms. Hence, for anyū ∈ U (ī) and (i, u) ∈ R,
where the last equality follows from the definition ofτ
given by Eq. (3.22). The preceding inequality implies by the induction hypothesisQ k ≤Q k for all k ≤ k that
This in turn implies the following relation for the term appearing in the definition ofQ 23) ], using inequality (3.24) and the induction hypothesisQ k ≤Q k , and using also the fact α iu,k ∈ [0, 1], we then obtainQ k+1 ≤Q k+1 . By induction, this establisheŝ Q k ≥Q k for all k ≥ 0. Now {Q k } is a sequence of ordinary Q-learning iterates for the case of a SSP with a single proper policy µ and involving the mapping F µ , which is a weighted sup-norm contraction [cf. Eq. (2.6) and the discussion immediately following it]. Such sequences are analyzed in [Tsi94] , the results of which can be applied here. In particular, under Assumption 3.1, in view of the fact that the stepsizes α ,k satisfy conditions (3.10)-(3.13), {Q k } satisfies all but one algorithmic conditions required in the analysis of [Tsi94] (with its extension regarding the stepsize condition; see Appendix C). The condition {Q k } may violate is the one on the delayed times: for each (i, u) and (ī,ū) ∈ R, the sequence {τ iū iū,k , k ≥ 0} should converge to infinity w.p.1. Indeed, it is possible that {τ iū iū,k , k ≥ 0} as defined by Eq. (3.22) is bounded. However, the unboundedness condition on the delayed times is not needed for establishing the boundedness of the iterates, as the proof of Theorem 1 of [Tsi94] shows (although this condition is needed in proving convergence). Therefore, we can apply the latter theorem to obtain that {Q k } is bounded w.p.1. SinceQ k ≥Q k , this implies that {Q k } is bounded above w.p.1. The proof is complete.
We now show that (J k , Q k ) is bounded below w.p.1. In the proof, we construct a sequence of ordinary Q-learning iterates that lies below {Q k } (cf. Lemma 3.2), and we then use the result [YB11, Prop. 3.3] on the boundedness of the ordinary Q-learning iterates for SSP problems to complete the proof. Proof. Similar to the proof of Prop. 3.3, by Lemma 3.2, it is sufficient to show that the sequence (J k ,Q k ) is bounded below w.p.1. In turn, it is sufficient to show that {Q k } is bounded below w.p.1 [since this clearly implies that the same holds for {J k }, in view of Eq. (3.21)]. To this end, we introduce another process {Q k } with the propertyQ k ≤Q k for all k ≥ 0, and we will show that {Q k } is bounded below w.p.1.
is F k -measurable. We then define {Q k } as follows. [By our conventionQ k (0, 0) = 0 for all k ≥ 0.] LetQ 0 =Q 0 . For each (i, u) ∈ R and k ≥ 0, definê
where s is a shorthand for j iu k ; and α iu,k and j iu k are the same random variables that appear in Eq. (3.19), which definesQ k+1 .
We show by induction thatQ k ≤Q k for all k ≥ 0. This holds for k = 0 by the definition ofQ 0 . Assuming it holds for all k ≤ k, we prove that it holds for k + 1. Consider anyī ∈ S andk ≤ k.
As argued in the proof of Prop. 3.3,Jk(ī) is a convex combination of the terms min
so it is no less than the minimal of these terms. Therefore, for anyī ∈ S andk ≤ k, . Combining the preceding inequality with the definition ofQ k+1 , using the induction hypothesisQ k ≥Q k and the fact α iu,k ∈ [0, 1], it follows thatQ k+1 ≥ Q k+1 . Hence, by induction,Q k ≤Q k for all k ≥ 0. Now {Q k } is a sequence of the ordinary Q-learning iterates for the SSP problem, whose model satisfies Assumption 1.1. Similar to the proof of Prop. 3.3, under Assumption 3.1, the sequence {Q k } meets all the conditions required in the convergence analysis of Q-learning iterates [Tsi94, YB11] , except that for each (ī,ū), (i, u) ∈ R, the sequence of delayed times {τ iū iū,k , k ≥ 0} defined by Eq. (3.25) need not converge to infinity w.p.1. However, the unboundedness of the delayed times, while being necessary for the convergence of the iterates, is not needed for the boundedness of the iterates, an analysis of which under Assumption 1.1 is given by [YB11] . Applying [YB11, Prop. 3.3], we obtain that {Q k } is bounded below w.p.1. SinceQ k ≤Q k , this implies that {Q k } is bounded below w.p.1. The proof is complete.
Proposition 3.1 is now implied by Lemma 3.1 and Props. 3.3 and 3.4.
Function Approximation and Error Bound
To apply VI and PI in large-scale MDP problems, one approach is to combine these methods with cost function approximation (see e.g., [BT96, SB98] ). For our method, a direct way to incorporate function approximation is based on the prototype algorithm (2.8)-(2.9) of Section 2.2. Recall that the main idea of this algorithm is to solve a certain optimal stopping problem at the policy evaluation phase and then update the stopping costs, to be used in defining the next optimal stopping problem, at the policy improvement/cost minimization phase. By carrying out the computation of these two steps approximately using function approximation, we obtain approximate versions of our method.
We may describe abstractly such an approximation algorithm as follows: at iteration k, given (J k , Q k ), for a chosen policy ν k ∈ Π SR and integer m k ≥ 1, find (J k+1 , Q k+1 ) such that
From a slightly different viewpoint, we may also describe it as follows: for given (
i.e., Q k+1 is an approximation of the unique solution Q J k ,ν k (cf. Prop. 2.1(i)) to the Bellman equation Q = F J k ,ν k Q for the optimal stopping problem defined by (J k , ν k ). Similar to the prototype algorithm (2.8)-(2.9), if we choose the randomized policies ν k based on the policies that attain, within some tolerance, the minima in M Q k , and if m k is relatively large in (4.1), then the above algorithms resemble approximate PI.
In what follows, we first describe an implementation of the abstract algorithm (4.2) with simulation, in which the optimal stopping problem at each iteration is approximately solved by using a special Q-learning algorithm for optimal stopping problems, proposed by Tsitsiklis and Van Roy [TV99] . We then derive an error bound for approximation algorithms of the above forms, under the assumption that all policies in the SSP are proper policies. The discussion in this section is similar to the one of our earlier work [BY10b, Sections 6 and 7] for discounted MDP; however, there are some subtle technical differences in SSP problems, which we will address.
An Implementation with Simulation and Function Approximation
We consider implementing the abstract algorithm (4.2) with function approximation and with the Q-learning algorithm of [TV99] as a subroutine to find approximate solutions of the optimal stopping problems
We approximate Q-factors using a linear approximation architecture and restrict {Q k } in a chosen low-dimensional subspace H ⊂ |R| , given by
where φ(i, u) is a column vector of d "features" of the state-control pair (i, u), r is a column vector of d weights, and denotes transpose. To approximate the costs, we can use a nonlinear approximation architecture, restricting {J k } in some parametric family of functions. The approximation problem of finding J k+1 ≈ M Q k+1 , where Q k+1 is given, can be solved by optimization, which we will not go into. We focus on the approximation problems (4.3) of the policy evaluation phases. To simplify notation, consider for given J and ν ∈ Π SR , the problem of approximately solving the Bellman equation Q = F J,ν Q of the optimal stopping problem associated with (J, ν). The approximation approach of [TV99] is to find the solution of a projected version of the Bellman equation,
where Π is the projection on H with respect to some weighted Euclidean norm · w . Although the Bellman equation has a unique solution due to the property of F J,ν [see Prop. 2.1(i)] under our SSP model Assumption 1.1, the projected equation (4.4) need not have a solution. To ensure that it has a unique solution and that the Q-learning algorithm of [TV99] will converge in our context, besides choosing the projection norm in a specific way as will be described below, we require that the policy ν is a proper policy. This means that the policies {ν k } in our approximation algorithm are required to be proper policies, which can be satisfied easily by letting ν k (u | i) > 0 for all (i, u) ∈ R. Nevertheless, this condition is somewhat restrictive and one may be able to weaken it with further research. We now describe the details of implementing the algorithm of [TV99] to solve Eq. (4.4) in our context. This algorithm is a stochastic iterative algorithm, and it uses a trajectory of states of the unstopped process of the optimal stopping problem. In our case, the trajectory is a sequence of statecontrol pairs, {(i t , u t ) | t = 0, . . . , T }, generated under the policy ν and with regeneration at state 0, where the length T is chosen sufficiently large for the accuracy requirements of the implementation. More specifically, the transition from (i t , u t ) to (i t+1 , u t+1 ) occurs with probability
where σ can be any given probability distribution over the state-control space R such that σ(i, u) > 0 for all (i, u) ∈ R. The Markov chain {(i t , u t )} regenerates according to σ whenever it reaches the state (0, 0). Using a trajectory of state-control pairs generated as above and using positive diminishing stepsizes {γ t }, a sequence of weight vectors {r t } is calculated iteratively bȳ
In the above, at state 0, φ(0, 0) = 0 and J(0) = 0 by definition, so in particular, when i t = 0 and the Markov chain regenerates, we haver t+1 =r t . When applying the Q-learning algorithm of [TV99] as above at iteration k of our approximation algorithm (4.2), the initialr 0 can be naturally chosen as the weight vector that defines Q k , and when the algorithm terminates withr T , we let
The convergence of the sequence {r t , t ≥ 0} is established by [TV99] for discounted problems. It can be similarly proved in the SSP context, assuming that ν is a proper policy. In particular, under standard stepsize conditions, one can show that as t goes to infinity, the vectorQ t with components Q t (i, u) = φ(i, u) r t converges to the unique solution of the projected Bellman equation (4.4), where the weights defining the projection norm · w in Π correspond to the steady-state probabilities of the Markov chain {(i t , u t )} given above. The argument for convergence is based on the fact that ΠF J,ν is a contraction mapping (with respect to some norm) -hence Eq. (4.4) has a unique solution, and that the damped fixed point mapping (1−α)I +αΠF J,ν with α ∈ (0, 1) is a contraction mapping with respect to the weighted Euclidean norm · w (this can be shown using the arguments in [BY09, Example 5, Section 7]). Using this fact with some fixed α, the convergence of {Q t } can be analyzed similar to [TV99] .
We mention that the Q-learning algorithm of [TV99] has several variants, e.g., [CV06, YB07a, YB07b] . They can also be used to solve the optimal stopping problems in our context, under the same conditions as discussed above.
Error Bound
In this subsection, we consider the abstract approximation algorithm (4.1) and give a worst-case performance bound for certain deterministic policies obtained with such an algorithm, in terms of the approximation error the algorithm incurs at each iteration. Our result requires the strong condition that all policies in Π SD are proper, and uses the uniform sup-norm contraction property of the mappings underlying the algorithm (Lemma 2.2). Our result applies to the case where m k = +∞ in each iteration of the algorithm (4.1), hence it applies also to approximation algorithms in the form of (4.2), including the one of the preceding subsection. Our bound is qualitative, as it depends on constants that are generally unknown.
To begin with, we define how approximation error will be measured. Recall that for SSP models in which all policies are proper, we have defined the weighted sup-norms J ξ and Q ξ x , which are given by Eqs. (2.25)-(2.26), and with respect to which the uniform sup-norm contraction property given by Lemma 2.2 is stated. We will use these norms to measure the error in cost/Q-factor approximation. In particular, we characterize the worst-case per iteration error in the approximation algorithm (4.1) as follows: for all k ≥ 0,
and
which is equivalently written as
The error terms δ and are in general unknown. We consider the performance of the deterministic policies {µ k }, where µ k+1 satisfies
These policies are associated with the approximate minimization in Eq. (4.6) for obtaining J k+1 and would be the policies of interest when the algorithm is terminated at iteration k + 1. We have the following asymptotic result.
Proposition 4.1. Suppose that all policies in Π SD are proper. Assume that for some δ, ≥ 0 and each k ≥ 0, Eq. (4.5) holds for some positive integer m k ≥ 1, and Eqs. (4.6)-(4.7) also hold. Then for any stationary policy µ that is a limit point of {µ k }, we have
where J µ is the vector of total costs of µ, and β ∈ [0, 1) is given by Eq. (2.25).
We omit the proof for the reason that it is a nearly verbatim repetition of the corresponding proof of [BY10b, Prop. 6 .1] for the discounted case. In particular, the proof can be obtained from the latter analysis by replacing the discount factor by β and by replacing the sup-norms on the spaces of costs and Q-factors, which are used in the discounted case, by the weighted sup-norms · ξ , · ξ x , respectively. We mention that the bound of Prop. Appropriate extensions of our analysis to more general SSP models is a worthy subject for further research.
Concluding Remarks
We have developed and analyzed new Q-learning algorithms for SSP problems, extending related algorithms for discounted MDP, given in our earlier paper [BY10b] . We have established the convergence of deterministic and stochastic implementations without cost function approximation under the same conditions as those for the classical Q-learning algorithm. The challenge of the convergence analysis is to deal with issues arising from the lack of a contraction property of the associated mappings, as well as the natural asynchronism of simulation-based implementations.
The algorithms may be applied, with guaranteed convergence, without cost function approximation to small-scale problems or to large-scale problems through the use of aggregation (see e.g., [JJS94, JSJ95, Gor95, TV96, Ber11] ). The algorithms may also be applied with cost function approximation to large-scale problems, and for this case, their performance has been quantified through an error bound that we have obtained.
While we have not presented computational results with our Q-learning algorithms of Sections 2 and 3, we expect that they have similar qualitative behavior to their discounted counterparts, which we have tested on several problems in [BY10b] , including the counterexample of [WB93] . In particular, compared to modified PI algorithms that use linear equation-based policy evaluation, we expect that our deterministic algorithms of Section 2 have a more reliable performance with theoretically guaranteed convergence in an asynchronous computational environment. Compared to the classical Q-learning algorithm, we expect that our stochastic algorithms of Section 3 require a comparable number of iterations, but a faster computation time, since they perform a minimization over all controls far less frequently.
Finally, we note that the general idea of [BY10b] and this paper about forming PI-like asynchronous algorithms, is applicable to a host of dynamic programming problems, including minimax control problems. This has been studied, in a deterministic setting, by the authors [BY10a] .
[Yu11] H. Yu, Some proof details for asynchronous stochastic approximation algorithms, 2011, on-line at: http://www.mit.edu/~janey yu/note asaproofs.pdf.
Appendices
A A Fixed Point Property of F J,ν
The mapping F J,ν defined by Eq. (2.7) is a monotone and nonexpansive mapping with respect to the sup-norm, i.e.,
In this appendix we prove that F J,ν has a unique fixed point, thereby establishing Prop. 2.1(i) in view of Lemma 2.1. For convenience we repeat Prop. 2.1(i) below.
Proposition A.1. Under Assumption 1.1, for any J and ν ∈ Π SR , the mapping F J,ν given by Eq. (2.7) has a unique fixed point Q J,ν , and lim m→∞ F m J,ν Q = Q J,ν for any Q ∈ |R| .
We start with two lemmas that will be used in the proof. The first lemma is about a relation between the (long-run) average cost and the total cost of a stationary policy. (The total cost is as defined in Section 1; for the definition of the average cost, see e.g., [Put94] .) The second lemma is about an implication of our SSP model assumption on the average cost of an improper policy.
Lemma A.1. Let σ be a stationary policy of a finite-space MDP. If the average cost of σ is nonpositive (strictly positive, respectively) for an initial state, then its total cost is less than (equal to, respectively) +∞ for that initial state.
Proof. This follows from the inequalities of [Put94, Theorem 9.4.1(a), p. 472] applied to a single policy σ.
Lemma A.2. Under Assumption 1.1, any improper policy in Π SD has strictly positive average cost on every recurrent class that it induces, other than the recurrent class {0}.
Proof. The proof is by contradiction. By definition, for a stationary policy to be called improper, it must induce at least one recurrent class in S. Assume that the statement of the lemma were not true. Let µ be an improper policy in Π SD and C ⊂ S be a recurrent class that µ induces, such that the average cost of µ on C is no greater than 0. Letμ be a proper policy in Π SD , which exists under Assumption 1.1(i). Consider the policyμ ∈ Π SD which coincides with the improper policy µ on C and with the proper policyμ on the rest of the states. Thenμ is an improper policy and induces two recurrent classes, C and {0}; the rest of the states are transient underμ. (If there were another recurrent class C underμ, then C would also be a recurrent class underμ, which would contradict the factμ is proper.) On C, the average cost ofμ equals that of µ, which is no greater than 0. Hence, the average cost ofμ is no greater than 0 for all initial states in S o . This, by Lemma A.1, implies that the total cost ofμ is less than +∞ for all initial states. On the other hand, sinceμ is an improper policy in Π SD , by Assumption 1.1(ii) it must incur infinite cost for some initial state, a contradiction.
We now consider the equation
and show that it has a unique solution. As described in Section 2.2 (see also Footnote 2), F J,ν is associated with an optimal stopping problem defined by (J, ν), and Eq. (A.1) corresponds to the Bellman equation for the Q-factors associated with the continuation action, for the optimal stopping problem. In what follows, we view this problem equivalently as an SSP problem, to which we apply the results of [BT91] on SSP to conclude that the Bellman equation (A.1) has a unique solution. More specifically, as described in Section 2.2, in the optimal stopping problem associated with F J,ν , the unstopped process is the Markov chain on the state space R o that has the same distribution as the one induced by ν in the original SSP problem. We can assume without loss of generality that whenever the stopping action is applied, the stopping cost is incurred and the system then transitions to the absorbing, cost-free destination state (with its dummy control), (0, 0). The optimal stopping problem can thus be viewed equivalently as an SSP problem with state space R o and with two controls, to continue and to stop, for each state in R [where at (i, u) ∈ R, the expected one-stage cost of continuation is g(i, u) and the stopping cost is J(i)]. We refer to this SSP problem as the optimal stopping/SSP problem. The total cost Bellman equation for the Q-factors of this SSP problem is a system of equations in the Q-factors associated with the continuation action (cf. Footnote 2), and it is the same as Eq. (A.1).
If we establish that the optimal stopping/SSP problem satisfies the SSP model Assumption 1.1, then based on the results of [BT91] , its Bellman equation (A.1) would have a unique solution, and Prop. 2.1(i) would be proved. Now the optimal stopping/SSP problem satisfies Assumption 1.1(i), that is, it has a proper policy in Π SD , because to stop at every state is a proper policy. Hence, to prove Prop. 2.1(i), it suffices to show that the optimal stopping/SSP problem satisfies Assumption 1.1(ii).
Lemma A.3. The optimal stopping/SSP problem satisfies Assumption 1.1(ii): every improper policy in Π SD incurs infinite cost for some initial state.
Proof. We use proof by contradiction. Assume that the optimal stopping/SSP problem has an improper policy σ ∈ Π SD whose total cost for all initial states is less than +∞. Then by Lemma A.1, the average cost of σ is nonpositive for every initial state.
Recall that for a stationary policy to be called improper, it must induce a recurrent class on the state space from which the desired, absorbing destination state is unreachable. Recall also that in the optimal stopping/SSP problem, the unstopped process is the same Markov chain (on R o ) induced by the policy ν in our original SSP problem. Therefore, the fact that σ is an improper policy of the optimal stopping/SSP problem implies that (i) ν is an improper policy of the original SSP problem; and (ii) σ induces a recurrent class E ⊂ R, and (hence) σ does not take the stopping action on E.
From (ii) it follows that E must also be a recurrent class induced by ν in the original SSP, and the Markov chain on E induced by ν is the same as the one induced by σ in the optimal stopping/SSP. Therefore, on E, the average costs of σ and ν are equal. Denote this average cost by η. Since the average cost of σ is nonpositive for all initial states as proved earlier, η ≤ 0.
From now on, we focus on the original SSP problem, its improper policy ν, and the recurrent Markov chain on E induced by ν. Let ξ(x), x ∈ E denote the steady-state probabilities of the latter Markov chain. Then, since η is the average cost of ν on E, we have
where g is the expected one-stage cost function. On the other hand, ν is a stationary randomized policy defined by ν(
and let D ⊂ S be the projection of E on S (i.e., D = {i ∈ S | ∃ u with (i, u) ∈ E}). Consider all deterministic policies µ ∈ Π SD (of the original SSP problem) such that
There are a finite number of such policies; denote them by µ 1 , . . . , µ m . The definition of these policies, together with the fact that E ⊂ R is recurrent under the stationary randomized policy ν, have the following implications: 
Hence, there exists some j such that
Since the left-hand side equals the average cost of the policy µ j for initial stateī, Eq. (A.3) implies that under µ j , there exists a recurrent class C ⊂ D that is reachable fromī, such that the average cost of µ j on C is no greater than 0. But µ j is an improper policy in Π SD [see (c) above] and the original SSP problem satisfies Assumption 1.1, so by Lemma A.2, the average cost of µ j must be strictly positive on C, a contradiction. Hence, every improper policy in Π SD of the optima stopping/SSP problem must incur infinite cost for some initial state. The proof is complete.
We have now proved Prop. 2.1(i) (Prop. A.1).
B Verifying Convergence Conditions on Noise
In Section 3.2, as the first step to analyze the convergence of the iterates x k = (J k , Q k ) generated by our Q-learning algorithm (3.3)-(3.4), we expressed the iterates equivalently and compactly as
where x k ( ) denotes the th component of x k , and if = (i, u) ∈ R and γ ,k > 0, thenν k is the randomized policy defined by Eq. (3.14) and ω ,k is a noise term given by
[See Eqs. (3.15) and (3.16).] The stochastic approximation-based convergence analysis we used requires the following conditions on the conditional mean and variance of the noise terms ω ,k : (i) for every ∈ S ∪ R and k ≥ 0,
and (ii) there exist (deterministic) constants A and B such that for every ∈ S ∪ R and k ≥ 0,
They are certainly satisfied for ∈ S (since ω ,k = 0). We verify below that they are satisfied for ∈ R, under Assumption 3.1 and condition (3.13), which are the algorithmic conditions in Prop. 3.1. First, we verify by induction on k that E |J k (i)| < ∞ and E |Q k (i, u)| < ∞ for all i ∈ S, (i, u) ∈ R, and k ≥ 0. Since the initial (J 0 , Q 0 ) is given, this is certainly true for k = 0. Suppose that for some k ≥ 0, this is true for all τ ≤ k. Then, by Eqs. (3.3)-(3.4) and condition (3.13) on stepsizes, we have
where D is the constant in condition (3.13) and x τ ( ) is the th component of (J τ , Q τ ). In the right-hand sides of these two equations are sums of a finite (constant) number of random variables, each of which has finite expectation by the induction hypothesis and by condition (3.7). Therefore, E |J k+1 (i)| < ∞ and E |Q k+1 (i, u)| < ∞ for every i and (i, u), and by induction, the claim is true for all k. Consider any k ≥ 0 and = (i, u) ∈ R. We now verify the required conditions on the conditional mean and variance of ω ,k . By the definitions ofν k and mapping F J,ν [cf. Eqs. (3.14) and (2.7)], we have g(i, u) + E min J ( ) Combining this with condition (3.7), it follows that
for some (deterministic) constant A and B independent of k; since the set R is finite, A, B can be chosen to be independent of . This shows that the desired conditions hold.
C Modifications and Extensions of the Analysis of [Tsi94]
In Section 3.3, when proving Prop. 3.1 on the convergence of our stochastic Q-learning algorithm, we applied the results of [Tsi94] with certain modifications and extensions to suit our problem (cf. Section 3.2). We explain what the necessary changes are in this appendix; we suggest that it be read side-by-side with the reference [Tsi94] . A reproduction of the latter with modifications is available [Yu11], for readers who wish to verify all the proof details. Before we start, let us also remark that the changes required do not alter the analysis of [Tsi94] in any essential way, nor are they technically complicated. Recall from Section 3.2 that under the conditions of Prop. 3.1, our algorithm can be written equivalently as in Eq. (3.15),
(where for every and k, x k , γ ,k , Lν k x ( ) k are F k -measurable, and ω ,k is F k+1 -measurable and has zero mean conditional on F k ). There are three differences between the form and conditions of our algorithm and those of the stochastic approximation algorithm analyzed in [Tsi94] . Two of them are related to the stepsize conditions, and the third is related to the use of multiple mappings (instead of a single one) in our algorithm. We describe them one by one below, together with the modifications in the analysis of [Tsi94] to accommodate them.
The stepsize condition in [Tsi94] for each component is slightly different than condition (3.11); in addition to γ ,k ∈ [0, 1], it requires k≥0 γ ,k = ∞, k≥0 γ 2 ,k < C w.p.1, for some deterministic constant C, instead of C being ∞ [Tsi94, Assumption 3]. However, this difference only affects one technical lemma, Lemma 1 in [Tsi94] . By strengthening that lemma so that its conclusions hold under the weaker stepsize condition (3.11), (3.13), the rest of the analysis in [Tsi94] remains essentially intact and all the conclusions in [Tsi94] hold under the weaker condition. The additional analysis just mentioned for strengthening Lemma 1 of [Tsi94] can be found in [BT96, Prop. 4.1 and Example 4.3, p. 141-143] (see also Cor. 4.1 and Section 4.3.6 therein).
Instead of the stepsize condition (3.11), our algorithm uses the different stepsize condition (3.10), (3.12) for updating cost components J(i), under which the stepsize sequence {γ i,k , k ≥ 0} can violate the square-summable condition k≥0 γ 2 i,k < ∞. The reason the square-summable condition is not needed for the cost updates is that these updates are "noiseless": ω i,k is identically zero for all k [cf. Eqs. (3.3) and (3.15)]. For proof details, we note that the conclusions of Lemmas 1 and 2 of [Tsi94] are trivially true for a zero noise sequence. Since in [Tsi94] these two lemmas, which concern the cumulative effects of noises, are the only places where the square-summable condition is used, the analysis given in [Tsi94] goes through and the conclusions therein hold under our stepsize conditions for those components with noiseless updates.
The results of [Tsi94] are stated for an algorithm of a form similar to (3.15) but with a single mapping L, instead of multiple mappings L ν as in our algorithms. To apply the analysis of [Tsi94] to the case of multiple mappings, we replace the condition on the single mapping L by appropriate conditions on the set of mappings L ν , and we also need to make some modifications in the proofs of [Tsi94] . We describe the details separately for the two cases: (i) all L ν are contraction mappings, and (ii) all L ν are monotone nonexpansive mappings.
The first case where all L ν are contraction mappings is simpler to handle. In [Tsi94] , the boundedness and convergence of the iterates x k when the associated mapping L is a contraction, are established by Theorems 1 and 3, respectively. The proofs of these theorems rely on the contraction property through two inequalities [cf. Eqs. (8)- (9) in Assumptions 5 and 6 in [Tsi94] ]:
for some constant D, and
where L is a contraction with respect to some weighted sup-norm · ζ , with modulus β ∈ [0, 1) and fixed point x * . In our case, we place a uniform sup-norm contraction condition on the set of mappings involved; this is the same property stated in Prop. The second case where all L ν are nonexpansive mappings involves more modifications. In [Tsi94] , the mapping L is required to be monotone and nonexpansive with respect to the sup-norm and to have a unique fixed point x * (cf. Assumption 4 therein). In our case, we place this condition on all the mappings L ν involved and require them to have the same fixed point x * , and furthermore, we require that the same is true for the two mappings L and L, which are defined by taking componentwise supremum and infimum, respectively, of L ν x over ν. This is the same property stated in Prop. 2.2 for the set L ν | ν ∈ Π SR under our general SSP model assumption, Assumption 1.1. We then make several modifications in the proofs of [Tsi94] as follows (where the equations and lemmas mentioned refer to those appearing in [Tsi94] (21) to L; change the equality sign in the last line of the proof of Lemma 6 to "≤"; and change the mapping L that appears after the proof of Lemma 6, to L. (iii) For proving the symmetric counterparts of Lemmas 6-7, (which are about lower-bounding x k ), repeat the changes described in (ii) with L in place of L and with "≥" in place of "=" in the last line of the proof of Lemma 6. With the above modifications, the proof for Theorem 2 in [Tsi94] applies to our case and shows that Lemma 3.1 in our Section 3.3.2 holds.
