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Frequency Matching Behavior in On-line MaxEnt Learners - Charlie O’Hara, USC
Overview Studies have repeatedly shown that language users seem to apply processes to nonce forms at a similar rate as
what is observed in the lexicon as a whole (Zuraw, 2000; Ernestus & Baayen, 2003; Hayes et al. , 2009; Linzen et al. ,
2013; Moore-Cantwell, 2016; Zymet, 2018b; Hughto et al. , 2019) Capturing both the statistical generalizations across the
whole lexicon and for individual lexical items is a challenge for MaxEnt models of phonological learning, which should
be able to mimic the behavior of language users. The major challenge for learners is called THE GRAMMAR - LEXICON
BALANCING PROBLEM by Zymet (2018b,a)—if the lexical constraints are too active in the grammar compared to the more
general grammatical constraints, the statistical generalization across the lexicon is not captured. Most work attempting to
capture such biases use batch learning algorithms, directly minimizing an objective function that balances the likelihood of
capturing the training data, and a prior that limits the movement of each constraint. However, on-line error-driven learners
innately exhibit a bias towards limited movement of each constraint, without any explicit prior placed on the constraint
weights. I use an on-line learner to examine how the innate bias of online learners can affect the grammar-lexicon balancing
problem. I find that the larger the lexicon, the closer the learner matches nonce-word frequencies to the general lexical
patterns.
Background Frequency matching behaviors have been observed in experiments in a variety of languages and contexts:
ranging from Tagalog nasal substitution (Zuraw, 2000), voicing alternations in Dutch (Ernestus & Baayen, 2003), to Hungarian vowel harmony (Hayes et al. , 2009). Several proposals have attempted to model frequency matching behaviors with
MaxEnt models. Moore-Cantwell & Pater (2016) use an L2 prior on the constraint weights, and approach human behavior. Zymet (2018b) and Hughto et al. (2019) show that the L2 prior can make the lexical constraints too active to capture
the nonce-word generalizations. Zymet (2018b) and Hughto et al. (2019) propose different mechanisms for solving the
grammar-lexicon balancing problem, but both involve an overt prior preventing the lexical constraints from receiving too
much weight. The majority of this work makes use of batch learners, however Smith & Moore-Cantwell (2017) show that
an on-line learner with induced (and decaying) UR constraints performs better than batch learners at capturing allomorphy
in English comparatives.
The Model The simulations here use a MaxEnt grammar with two general constraints, as well as indexed variants of both
general constraints for each lexical item. These lexically indexed constraints are equivalent to the lexical scales used by
Hughto et al. (2019), and a special case of additive scaled constraints generally (Hsu & Jesney, to appear). All constraints
are limited to non-negative weights.
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I use the Perceptron learning algorithm (Rosenblatt, 1958; Boersma & Pater, 2016). On each iteration of the learning
algorithm, a random lexical item is sampled from the lexicon. Output forms for that item is sampled from both the target
grammar, and the learner’s current grammar. These two forms are compared, if they differ, the constraints violated by the
learner’s incorrect output are decreased, and the constraints violated by the target grammar’s output are increased. In the
simulations every time a mismatch occurs between the learner and the target grammar, the two general constraints M AX and
N O C ODA are updated (in opposite directions); but any lexically specific constraint, say M AXi would only be updated when
an error occurred on the relevant lexical item.
Simulations To evaluate whether the learner frequency matches, I compare the rate of deletion of nonce forms to the rate of
deletion averaged across all lexical forms after the learner has been exposed to a fixed amount of data.
Following Hughto et al. (2019), I tested several distinct types of target patterns. In all of the simulations in this paper,
learners were trained on data that had at most two classes of lexical items that had the same rate of variation, presented in the
table in (2). In these simulations, 60% of the items maintained their final consonants at the rates in the First Portion column,
and the remaining 40% maintained their final consonants at the rates in the Second Portion column.

(2)

Pattern
a. Categorical
b. Variable
c. Propensity
d. Variable-Lexical
e. Lexical

First Portion

Second Portion
1.0
0.7
0.3
1.0
0.0

Target Nonce-Rate (50 items) Learner Average
1.00
1.00
1.00
0.7
0.715
0.723
0.7
0.54
0.509
0.559
0.3
0.58
0.676
0.565
1.0
0.60
0.651
0.600
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I ran simulations for each condition twenty times, starting with general markedness constraints (N O C ODA) weighted at 50,
and all other constraints weighted at zero, following (Tesar & Smolensky, 2000; Jesney & Tessier, 2011). Each simulation
here had 50 items in the lexicon, and ran for 50,000 iterations with a learning rate of 0.1. With 50 items in the lexicon, the
learner closely matches the average probability of coda consonant maintenance in the lexicon in the first three patterns, and
overshoots the lexical generalization in patterns d and e, as shown in (2).
Impact of Lexicon Size To see the influence of lexicon size on the grammar-lexicon balance problem, I reran these simulations using a variety of different lexicon sizes, running each simulation for 1000 iterations per lexical item in the lexicon.
Figure 1 shows that for the first three patterns, the discrepancy between the nonce-form deletion rate (solid line) and average
deletion rate (dashed line) decreases monotonically as the number of lexical items increases. To see why this is, note that
frequency matching occurs when the contribution of the specific constraints is minimal compared to the general constraints.
The contribution of these specific constraints is dependent on how often the constraints update, and thus how often the learner
observes an error on a specific lexical item. The more often the learner deletes a coda on a specific lexical item when the
teacher produces it, the higher weighted M AXi will be. Because learners start with markedness constraints weighted high,
they will very often see deletion errors in early learning, as the general M AX constraint approaches N O C ODA. If the lexicon
is small, the same lexical items will be chosen often and the specific constraints for those items will get too highly weighted;
but if the lexicon is large, any single lexical item is unlikely to be selected too often, so most of the general phonotactic
pattern is learned via updating the general constraints.
Fig 2: Overshoot with Larger Lexicons
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Fig 2 shows that when trained on patterns d and e, the learner overshoots the target pattern. This result resembles a bias
observed by Hughto et al. (2019) §4.2. Further simulations showed that this overshoot is caused when one lexical class is
close to, or fully categorical. In these cases, the learner learns a nonce-rate of deletion that is slightly closer to the larger
categorical class’s frequency than the average as a whole.
This overshoot is caused by the fact that MaxEnt grammars can never return a completely categorical mapping. The general constraints in these simulations are subject to a tug-of-war between the two lexical classes—once the general constraints
have gotten close to the average mapping, the lexical idiosyncrasies must be learned. Then, if a lexical item from the class
with a lower rate of deletion is sampled, M AX and the relevant specific M AXi are increased (and the N O C ODA constraints
are decreased). Then, when a lexical item from the class with a greater rate of deletion is sampled, the general constraints
shift back, and the relevant specific N O C ODAj is increased. If one class is smaller, it’s rate of deletion will be further from
the average, so each time one of its forms are sampled, it will be more likely to cause an error. Most updates on a specific
lexical item will be in one direction, but if that item is variable it is possible that the learner observes updates the opposite
direction, either by chance, or because the learner overshot the correct rate of deletion for that item. These updates in the
opposite direction help ensure that as more of the lexical forms are learned, the amount they pull on the general constraints
decreases. However, if one lexical class is categorical, the learner can never overshoot the target rate of deletion for that
class. There will always be a minute tug from every lexical item in the categorical class on the general constraints. With a
larger lexicon, these minute tugs compound, leading to the type of overshoot seen in Figure 2.
Without any overt priors to keep the lexical constraints from capturing much weight, on-line MaxEnt learners
exhibit frequency matching behavior in most conditions.
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