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Abstract
In this paper, the authors show a relation between the generalized convexity and super- (sub-)multi-
plicative property, and discuss some generalized convexity and inequalities involving the Gaussian hyperge-
ometric function, the generalized η-distortion function ηa
K
(x) and the generalized Grötzsch function μa(r).
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1. Introduction
The property of convexity of a given function is one of the most powerful tools in estab-
lishing analytic inequalities. Especially, there are many important applications in the theory of
higher transcendental functions. See, for instance, [1–5,7,17,18,20]. In 1933 Aumann [8] intro-
duced a generalized notion of convexity, so-called MN -convexity, when M and N are mean
values. A function f : [0,∞) → [0,∞) is MN -convex if f (M(x, y))  N(f (x), f (y)) for
x, y ∈ [0,∞). The usual convexity is the special case when M and N both are arithmetic means.
✩ The research in partly supported by 973 Project (2006CB708304) and Foundation of the Educational Committee of
Zhejiang Province (20060306).
* Corresponding author.
E-mail address: xhzhang@hutc.zj.cn (X.-H. Zhang).0022-247X/$ – see front matter © 2007 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2007.03.008
Y.-M. Chu et al. / J. Math. Anal. Appl. 336 (2007) 768–776 769As shown in [6], for certain choices of M , N this new convexity is equivalent to usual convexity
followed by a change of variable, for instance, if M , N are arithmetic, geometric, or harmonic
means. The applications of MN -convexity reveal a new world of beautiful inequalities which in-
volve a broad range of functions from the elementary ones, such as sine and cosine functions, to
the special ones, such as the  function, Gaussian hypergeometric function and Bessel function.
For the details about MN -convexity and its applications the reader is referred to [6,10–12,15,16].
In this paper we shall show a relation between the generalized convexity and multiplicative
property, and continue the studies in [1,2] and [6] about the Gaussian hypergeometric function
and special functions in the theories of quasiconformal mappings and Ramanujan’s modular
equations.
Our main results are as follows. The notations and definitions are stated in Section 3.
Theorem 1. For a, b, c > 0 and |x| < 1, let F(x) = F(a, b; c;x) be Gaussian hypergeometric
function. Then the following results hold.
(1) If ab/(a + b + 1) < c, then F(x)F (y) F(x + y), for all x, y, x + y ∈ [0,1), with equality
if x = 0 or y = 0.
(2) If (a − c)(b − c) > 0, then F(x)F (y)  F(1 − (1 − x)(1 − y)), for all x, y ∈ [0,1), with
equality if x = 0, or y = 0.
(3) If a + b  c, then F(x) + F(y)  F(1 − (1 − x)(1 − y)) + 1, for all x, y ∈ [0,1), with
equality if x = 0, or y = 0.
(4) If a + b c 2ab and c > a + b − 1/2, then F(x)F (y)
F (x)+F(y)  F(xy), for all x, y ∈ [0,1), with
equality if x = 1 and y = 1 or y = 1 and x = 1.
Theorem 2. Let K ∈ (1,∞), a ∈ (0,1/2] and x ∈ (0,∞). Then the function ηaK(x) is AG-
concave, GG-convex and GH -concave. In particular, for all a ∈ (0,1/2], K ∈ (1,∞) and x, y ∈
(0,∞), we have
max
{ 2ηaK(x)ηaK(y)
ηaK(x) + ηaK(y)
, ηaK
(
2xy
x + y
)}
 ηaK
(√
xy
)

√
ηaK(x)η
a
K(y)min
{
1
2
[
ηaK(x) + ηaK(y)
]
, ηaK
(
x + y
2
)}
(1)
with equality if and only if x = y.
Theorem 3. Let a ∈ (0,1/2], c = 2a(1 − a). Then the function μa(x) is AG-concave on
(1/
√
2,1), and AG-convex on (0,
√
(1 − c)/(3 − c) ). In particular, for all a ∈ (0,1/2], x ∈
(0,1/
√
5 ), μa(x) is AG-convex.
2. Generalized convexity and multiplicative property
Definition 1. A function M : (0,∞) × (0,∞) → (0,∞) is called a mean value if
(1) M(x,y) = M(y,x),
(2) M(x,x) = x,
(3) x < M(x,y) < y, whenever x < y,
(4) M(ax,ay) = aM(x, y) for all a > 0.
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mean are defined by (see [19])
A(x,y) = x + y
2
, G(x, y) = √xy, H(x, y) = 1/A(1/x,1/y) = 2xy
x + y .
Definition 2. (See [6,8].) Let f : I → (0,∞) be continuous, where I is a subinterval of (0,∞),
let M and N be two mean values. We say f is MN -convex (concave) if f (M(x, y))  ()
N(f (x), f (y)) for all x, y ∈ I .
Note that this definition reduces to usual convexity (concavity) when M = N = A. By The-
orem 2.4 of [6], we know that the MN -convexity (concavity) reduce to ordinary convexity
(concavity) by a simple change of variable if M,N are arithmetic, geometric or harmonic means.
In this section we show that generalized convexity fulfills some multiplicative property.
Lemma. (See [13, p. 91].) If f (x) is continuous and convex (concave) on an interval I , and
|h′| |h|, then
f (x − h′) + f (x + h′) () f (x − h) + f (x + h)
whenever x ± h′, x ± h ∈ I .
Corollary 1. If f (x) is continuous and convex (concave) on [a,∞), then for every s, t  0 and
r  a, we have
f (s + r) + f (t + r) () f (r) + f (s + t + r).
Proof. Let x = s+t2 + r , h′ = t−s2 , h = s+t2 . By Lemma, we have
f
(
s + t
2
+ r − t − s
2
)
+ f
(
s + t
2
+ r + t − s
2
)
 ()f
(
s + t
2
+ r − t + s
2
)
+ f
(
s + t
2
+ r + t + s
2
)
,
that is
f (s + r) + f (t + r) f (r) + f (s + t + r). 
Theorem 4. Let I be a subinterval of [0,∞) and let f : I → (0,∞) be continuous. In parts (2)
and (3), let I = (0, b),0 < b < ∞.
(1) If f is AG-convex (concave), then for given a ∈ [0,∞), and every x  1, the function
F(x) = f (a+logx)
f (a)
is super- (sub-)multiplicative, that is
F(x)F (y) () F (xy), for all x, y  1.
(2) If f is GG-convex (concave), then for given a ∈ (0, b), and every x ∈ (0,1), the function
F(x) = f (ax)
f (a)
is super- (sub-)multiplicative.
(3) If f is GA-convex (concave), then for given a ∈ [0, b), and every x ∈ [0,1), the function
F(x) = ef (ax)−f (a) is super- (sub-)multiplicative.
In all cases the equality holds if x = 1 or y = 1.
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implies
logf (s + a) + logf (t + a) () logf (a) + logf (s + t + a)
⇔ f (s + a)f (t + a) () f (a)f (s + t + a)
⇔ f (s + a)
f (a)
f (t + a)
f (a)
 () f (s + t + a)
f (a)
⇔ f (a + logx)
f (a)
f (a + logy)
f (a)
 () f (a + log(xy))
f (a)
⇔ F(x)F (y) () F (xy),
where x = es, y = et and x, y ∈ (1,∞).
(2) By [6, Theorem 2.4(4)], logf (be−t ) is convex (concave) on (0,∞). Hence by Corollary 1,
we have
logf
(
be−re−s
)+ logf (be−re−t) () logf (be−r)+ logf (be−re−se−t)
⇔ f (ax)f (ay) () f (a)f (axy)
⇔ f (ax)
f (a)
f (ay)
f (a)
 () f (axy)
f (a)
,
where a = be−r ∈ (0, b), x = e−s , y = e−t and x, y ∈ (0,1).
(3) By [6, Theorem 2.4(5)], f (be−t ) is convex (concave) on (0,∞). Hence by Corollary 1,
we have
f
(
be−re−s
)+ f (be−re−t) () f (be−r)+ f (be−re−se−t)
⇔ f (ax) − f (a) + f (ay) − f (a) () f (axy) − f (a)
⇔ ef (ax)−f (a)ef (ay)−f (a)  () ef (axy)−f (a),
where a = be−r ∈ (0, b), x = e−s , y = e−t and x, y ∈ (0,1). 
3. Applications to special functions
In this section we shall give some notations and definitions, and prove the main results.
Throughout this paper, we let r ′ = √1 − r2 for r ∈ (0,1). For real numbers a, b, and c with
c = 0,−1,−2, . . . , the Gaussian hypergeometric function is defined by
F(a, b; c;x) =
∞∑
n=0
(a,n)(b,n)
(c, n)
xn
n! , x ∈ (−1,1). (2)
Here (a,0) = 1 for a = 0, and (a,n) is the shifted factorial function (a,n) = a(a + 1)×
(a + 2) · · · (a + n − 1) for n 1. In particular,⎧⎪⎪⎪⎨
⎪⎪⎪⎩
Ka =Ka(r) = π2 F
(
a,1 − a;1; r2),
K′a =K′a(r) =Ka(r ′),
Ka(0) = π2 , Ka(1) = ∞
(3)
and
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⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
Ea = Ea(r) = π2 F
(
a − 1,1 − a;1; r2),
E ′a = E ′a(r) = Ea(r ′),
Ea(0) = π2 , Ea(1) =
sin(πa)
2(1 − a)
(4)
are known as the generalized elliptic integrals (see [9, Section 5.5]), where r ∈ (0,1) and a ∈
(0,1/2].
For a ∈ (0,1/2] and r ∈ (0,1), define
μa(r) = π2 sin(πa) ·
K′a(r)
Ka(r) , μ(r) = μ1/2(r), (5)
which is a natural generalization of μ(r), the modulus of the plane Grötzsch ring (cf. [14]).
The function μa(r) plays a very important role in some fields of mathematics. For instance,
it is indispensable in quasiconformal theory and the theory of Ramanujan’s modular equations
(see [2] and [5]).
Ramanujan’s generalized modular equation is defined as the following equation (cf. [2]):
μa(s) = pμa(r), p ∈ (0,∞). (6)
The solution of (6) is then given by
s = ϕaK(r) = μ−1a
(
μa(r)/K
)
, p = 1/K. (7)
We call ϕaK(r) the modular function with signature 1/a and degree p = 1/K , which is a natural
generalization of Hersch–Pfluger’s distortion function ϕK(r) (cf. [14]).
For a ∈ (0,1/2], x ∈ (0,∞), and K ∈ (1,∞), let generalized η-distortion function be defined
as
ηaK(x) =
(
s
s′
)2
, s = ϕaK(r), r =
√
x
1 + x . (8)
For a = 1/2, the function reduces to well-known special case denoted by ηK(x), which often
occurs in geometric function theory (cf. [5] and [14]), and analytic function theory (cf. [2]).
The following derivative formulas are useful in our proofs of the main results [2, Theo-
rem 4.1(5), (10)].
dμa(r)
dr
= − π
2
4rr ′2Ka(r)2 , (9)
∂ηaK(x)
∂x
= 1
K
(
r ′sKa(s)
rs′Ka(r)
)2
= K
(
r ′sK′a(s)
rs′K′a(r)
)2
=
(
r ′s
rs′
)2Ka(s)K′a(s)
Ka(r)K′a(r)
. (10)
Theorem 5. Let f (x) = ∑∞n=0 anxn, where an > 0 for n = 0,1,2, . . . , be convergent on
(−R,R), 0 < R < ∞. Then the following inequalities hold.
(1) If the sequence {(n + 1)an+1/an} is increasing (decreasing), then for x, y, x + y ∈ [0,R),
f (x)f (y) () a0f (x + y), (11)
with equality if x = 0 or y = 0.
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f (x)f (y) () a0f
(
x + y − xy
R
)
, (12)
with equality if x = 0 or y = 0.
(3) If the sequence {nanRn} is increasing (decreasing), then for all x, y ∈ [0,R),
f (x) + f (y) () f
(
x + y − xy
R
)
+ a0, (13)
with equality if x = 0 or y = 0.
Proof. (1) By [6, Theorem 3.1(2)], f (x) is AG-convex (concave). Hence by Theorem 4(1) we
have
f (x + a)
f (a)
f (y + a)
f (a)
 () f (x + y + a)
f (a)
.
Letting a = 0, we get (11).
(2) By [6, Theorem 3.1(5)], f (R − x) is GG-convex (concave). Hence by Theorem 4(2) we
have
f (R − ax)
f (R − a)
f (R − ay)
f (R − a)  ()
f (R − axy)
f (R − a) .
Letting a → R, we get
f
(
R(1 − x))f (R(1 − y)) () a0f (R(1 − xy)), for x, y ∈ (0,1],
which is equivalent to
f (x)f (y) () a0f
(
x + y − xy
R
)
, for x, y ∈ [0,R).
(3) By [6, Theorem 3.1(6)], f (R − x) is GA-convex (concave). Hence by Theorem 4(3), for
x, y ∈ (0,1] we have
f (R − ax) − f (R − a) + f (R − ay) − f (R − a) () f (R − axy) − f (R − a).
Letting a → R, we obtain
f
(
R(1 − x))+ f (R(1 − y)) () f (R(1 − xy))+ a0,
which is equivalent to
f (x) + f (y) () f
(
x + y − xy
R
)
+ a0, for x, y ∈ [0,R). 
Proof of Theorem 1. (1) By [6, Theorems 1.3(1) and 2.4(2)], F(x) is AG-convex. Then by
Theorem 4(1) we have
F(x + a)
F (a)
F (y + a)
F (a)
 F(x + y + a)
F (a)
.
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F(x)F (y) F(x + y).
(2) By [6, Theorems 1.3(2) and 2.4(4)], F(1 − x) is GG-concave. Then by Theorem 4(2) we
have
F(1 − ax)
F (1 − a)
F (1 − ay)
F (1 − a) 
F(1 − axy)
F (1 − a) .
Setting a = 1, we get F(1 − x)F (1 − y) F(1 − xy), that is equivalent to
F(x)F (y) F(x + y − xy).
(3) It follows from [6, Theorems 1.3(3) and 2.4(5)] that F(1 − x) is GA-convex. Hence by
Theorem 4(3) we obtain
F(1 − ax) − F(1 − a) + F(1 − ay) − F(1 − a) F(1 − axy) − F(1 − a).
Setting a = 1, we get
F(1 − x) + F(1 − y) F(1 − xy) + 1,
that is
F(x) + F(y) F(x + y − xy) + 1.
(4) By [6, Theorem 1.4], 1/F (e−t ) is concave. Applying Corollary 1 with r = 0, s, t  0, and
setting x = e−s , y = e−t , we have
1
F(x)
+ 1
F(y)
 1
F(xy)
,
that is
F(x)F (y)
F (x) + F(y)  F(xy). 
Remark 1. Computer experiments suggest that the hypotheses about the parameters a, b, c in
parts (1)–(4) of Theorem 1 cannot be omitted. For instance, the functions F(3,3;1;x) with
x = y = 0.1, F(3,1;2;x) with x = y = 0.5, F(1,1;3;x) with x = y = 0.5 and F(2,2;2;x)
with x = y = 0.5 are counterexamples for parts (1)–(4), respectively.
Proof of Theorem 2. Let r =
√
x
1+x , s = ϕak (r). Then
(1) By [6, Theorem 2.4(2)] ηaK(x) is AG-concave iff logηaK(x) is concave. By (10), we have
d logηaK(x)
dx
= K · r
′2
rs
· sK
′
a(s)
2
rK′a(r)2
, (14)
by [2, Lemma 6.2(3)] it is easy to see that (14) is decreasing in r , so logηaK(x) is concave and
ηaK(x) is AG-concave.
(2) By [6, Theorem 2.4(4)] ηaK(x) is GG-convex on (0, b) iff logηaK(be−t ) is convex
on (0,∞), where 0 < b < ∞. Putting x = be−t , by (10), we have
d logηaK(be
−t ) = − 1 · Ka(s)
2
2 , (15)dt K Ka(r)
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(0,∞) and ηaK(x) is GG-convex on (0, b). Letting b → ∞, we can obtain ηaK(x) is GG-convex
on (0,∞).
(3) By [6, Theorem 2.4(6)] ηaK(x) is GH -concave on (0, b) iff 1ηaK(be−t ) is convex on (0,∞),
where 0 < b < ∞. Putting x = be−t , by (10), we have
d[ 1
ηaK(be
−t ) ]
dt
= 1
K
· r
′s′
s2
s′Ka(s)2
r ′Ka(r)2 , (16)
by [2, Lemma 6.2(2)] it is easy to see that (16) is decreasing in r , so 1
ηaK(be
−t ) is convex (0,∞)
and ηaK(x) is GH -concave on (0, b). Letting b → ∞, we see that ηaK(x) is GH -concave on
(0,∞).
The inequalities (1) are followed by the generalized convexity and concavity properties and
the monotonicity of ηaK(x). 
Corollary 2. Let K ∈ (1,∞), a ∈ (0,1/2] and x ∈ (0,∞). Then the function ηaK(x) is AH -
concave, GA-convex, HG-convex and HA-convex.
Proof. It is easy to see that H(x,y)  G(x,y)  A(x,y), thus the results followed immedi-
ately. 
Proof of Theorem 3. It follows from [6, Theorem 2.4(2)] that the function μa(x) is AG-concave
iff logμa(x) is concave. By (9) we have
logμa(x)
dx
= −π sin(πa)
2
· 1
xx′2Ka(x)K′a(x)
= −π sin(πa)
2
· x
f (x2)
, (17)
where f (x2) = x2x′2Ka(x)K′a(x). By [6, Theorem 3.5] it is easy to see that (17) is decreasing
on (1/
√
2,1). So μa(x) is AG-concave on (1/
√
2,1).
By [6, Theorem 2.4(2)] the function μa(x) is AG-convex iff logμa(x) is convex. By differ-
entiation and (9) we have
logμa(x)
dx
= −π sin(πa)
2
· 1
x1−cx′2Ka(x)xcK′a(x)
. (18)
Since x1−cx′2 is increasing on (0,
√
(1 − c)/(3 − c) ), it follows from [2, Lemma 5.4(1)] that
(18) is increasing on (0,√(1 − c)/(3 − c) ) when c = 2a(1−a). Thus the rest result follows. 
Remark 2.
(1) By Theorem 3, we can easily obtain the following inequalities: for all a ∈ (0,1/2], when
x, y ∈ (1/√2,1),
μa
(
x + y
2
)

√
μa(x)μa(y)
2μa(x)μa(y)
μa(x) + μa(y) , (19)
and when x, y ∈ (0,√(1 − c)/(3 − c) ),
μa
(
x + y
2
)

√
μa(x)μa(y)
1
2
[
μa(x) + μa(y)
]
, (20)
where c = 2a(1 − a).
776 Y.-M. Chu et al. / J. Math. Anal. Appl. 336 (2007) 768–776(2) We know that μa(x) is neither convex nor concave on (0,1). By Theorem 3 we obtain
μa(x) is AA-convex and so convex on (0,
√
(1 − c)/(3 − c) ), while the convexity of μa(x)
on (
√
(1 − c)/(3 − c),1) is still open, where a ∈ (0,1/2] and c = 2a(1 − a).
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