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Abstract
Cultural heritage imaging is becoming more common with the increased availability of more
complex imaging systems, including multi- and hyperspectral imaging (MSI and HSI) systems. A
particular concern with HSI systems is the broadband source required, regularly including infrared
and ultraviolet spectra, which may cause fading or damage to a target. Guidelines for illumination
of such objects, even while on display at a museum, vary widely from one another. Standards must
be followed to assure the curator to allow imaging and ensure protection of the document. Building
trust in the cultural heritage community is key to gaining access to objects of significant import,
thus allowing scientists, historians, and the public to view digitally preserved representations of
the object, and to allow further discovery of the object through spectral processing and analysis.
Imaging was conducted with a light level of 270 lux at variable ground sample distances
(GSD’s). The light level was chosen to maintain a total dose similar to an hour’s display time
at a museum, based on the United Kingdom standard for cultural heritage display, PAS 198:2012.
The varying GSD was used as a variable to increase signal-to-noise ratios (SNR) or decrease total
illumination time on a target. This adjustment was performed both digitally and physically, and
typically results in a decrease in image quality, as the spatial resolution of the image decreases.
v
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However, a technique called “panchromatic sharpening” was used to recover some of the spatial resolution. This method fuses a panchromatic image with good spatial resolution with a spectral image (either MSI or HSI) with poorer spatial resolution to construct a derivative spectral
image with improved spatial resolution. Detector systems and additional methods of data capture to assist in processing of cultural heritage documents are investigated, with specific focus on
preserving the physical condition of the potentially sensitive documents.
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Chapter 1

Introduction
The scientific method is very important to those who value integrity and the search for truth and
understanding. This process begins with observation and investigation of the world around us,
which results in the forming of hypotheses. These hypotheses are tested agnostic to their expected
outcome and, whether accurate or inacurate, the results are recorded and communicated. Regardless of the result, this process can fuel future questions and investigations, restarting the scientific
method. Cultural heritage is mankind’s recording of this cycle at a societal level, transcribing past
lessons learned from a given culture. World history contains a millennia of experiments, solutions,
and failures by our predecessors for future generations to learn from. And with true genius being
so rare, whether artistic or purely intellectual, how devastating would it be to mankind as a whole
to lose those intermittent sparks of inspiration and wonder?
Scientists and academics are in a unique position to fully appreciate this. Our history as a
world is essentially this continual process of finding what succeeds or what fails, occasionally
changing the world forever along the way (see Homer, Beethoven, Socrates, Pythagoras). Combating our preservation of this history of knowledge, Mother Nature, time, and mankind itself may
1
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degrade historic texts or artifacts. Mother Nature provides a seemingly limitless number of ways
to cause destruction to documents and artifacts, whether by fire, earth, wind or water. Over time,
these historic documents decay as their inks fade or materials react. And, some humans, typically
religious or extremist groups, unfortunately work against the greater good by looting, damaging
on purpose or by accident, or destroying works that don’t fit specific paradigms of acceptance.
We can see this repeated in history, throughout numerous wars and occupations, as temples, art,
libraries, and more have been destroyed by man. For the defenders of history, having the proper
tools to combat these processes provides us the best chance to protect, and even regain, historic
knowledge. One of those tools is spectral imaging; including imaging and scanning across multiple wavelengths of light, potentially highlighting information invisible to the human eye. The
Rochester Institute of Technology (RIT) Chester F. Carlson Center for Imaging Science (CIS) is a
group that conducts this spectral imaging of cultural manuscripts. Though multispectral imaging
systems were available to the CIS for this task, capable hyperspectral scanning systems were not.
The goal of this research is to understand techniques to achieve useful, high quality hyperspectral
images of sensitive cultural heritage manuscripts under low-illumination conditions.

1.1

Relevant Parameters

Experimentation and development of an image quality (IQ) metric will be used to compare advantages and disadvantages of various imaging systems, to find which systems best fit the given
set of requirements. The parameters generally consist of detector and optic specifications, including some of high import such as spatial resolution, spectral resolution, spectral response, sensor
well depth, signal-to-noise ratio (SNR) and dark noise parameters, modulation transfer functions
(MTFs), and more. Portability and cost of a system also need to be considered depending upon
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requirements, as the perfect cultural heritage imaging system will mean very little if it is prohibitively expensive or locked in a laboratory that no cultural heritage documents will be sent
to.
Techniques will be considered to improve upon limitations of a purely hyperspectral imaging system, most notably signal and spatial resolution limitations. One technique to improve on
these limitations is panchromatic sharpening, fusing information between high spatial resolution
monochromatic or RGB detectors and high spectral resolution hyperspectral detectors. An additional technique associated with such a high spatial resolution camera attached to a scanning
system is “structure from motion” (SFM), the generation of a 3D model of the target using multiple images from various viewing locations. Leveraging computer vision and image processing
techniques combined with SFM can digitally remove projective deformities from a purely nadir
image. Structured light could also be considered to accomplish this, but would require the addition
of a projector system. Fourier methods can be used to analyze the outputs of these techniques, as
well as help model expected outputs of imaging systems given detector specifications.
Given that much of the work in analyzing results of the imaging hardware and processing systems are done through visual inspection, human vision constraints are also considered as limiting
factors for the system. In particular, the resolution of the human eye and the contrast sensitivity
function (CSF) of the human visual system (HVS) are considered for sampling and noise limits
respectively. The spacing of photo-receptors within the eye limits the maximum resolution that
can be seen. If it can be assumed that a cultural heritage document was created for human vision
to interpret, then the capabilities of the imaging system can be matched to the document’s design.
This allows the user to avoid imaging a target well beyond the limits of human vision, which may
come with a cost of decreased signal-to-noise ratios. The contrast sensitivity function can be used
to estimate noise levels at given spatial frequencies that are beyond the detection limits of the
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HVS, either due to physical limitations or neuronal processing.

1.2

Application

It is a combination of radiometry, system modeling, Fourier methods, digital image processing,
and the human visual system that is required to find a novel yet affordable design for use in cultural
heritage imaging within RIT’s Center for Imaging Science. Leveraging knowledge from these
fields will help find an ideal balance between capability and cost, meeting threshold requirements
while working within a trade space to try and achieve objective requirements and get the most
benefit out of a given system. This will allow for a system to be defined for cultural heritage
imaging users without a national lab funding, yet more technically sound than buying the first
hyperspectral sensor that meets a given budget.

1.3

Safe Light Levels

Similar to the fading of a baseball cap left on the dashboard of a car, or the sun-side of curtains
in the window of a house, illuminating cultural heritage manuscripts can cause damage in various ways; exposure to ultraviolet (UV) and infrared (IR) illumination are two primary concerns,
causing damage through chemical or thermal interactions. Standards for imaging or even displaying documents range widely from curator to curator, and even among different written standard
(which certainly makes them seem less “standard”). Significant care was taken within this research
to explore these varying thresholds of illumination and work within those safe illumination levels
to provide the most assurance possible to curators that undue harm will not come to their prized
artifacts. Standards investigated included PAS 198:2012 from the UK, “Addressing the technicalscientific criteria and operating standards for museums” from Italy, and international standards
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ASTM D 4303-10 and ISO 11341:2004.
Combining these requirements with a selected imaging system and modern image processing
techniques will enable operation and analysis at the highest capabilities possible while maintaining safety of the target. Specifically, panchromatic sharpening is used to combine a high spatial
resolution monochromatic image with a hyperspectral image collected at lower spatial resolution.
Both images were taken at low light levels and combined to create a high spatial and spectral resolution image, with varying signal-to noise ratios that depend upon the experimental setup. The
image quality of these images are finally compared to one another, while weighting the lighting
dose required to illuminate the target, to find the best methods for achieving the highest image
qualities while maintaining low total light doses on the sensitive cultural heritage documents.
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Chapter 2

Background
2.1

Imaging Techniques

Photography is an art-form that took shape in the early 19th century with the camera obscura, or
pinhole camera. More advanced photography evolved with the exposure of silver to photons in
various media, from early daguerreotypes to silver halide emulsion film. In more modern systems,
photons impart their energy into a system, using an Analog-to-Digital Converter (ADC) to turn a
continuous signal into quantized digital counts. Electrons are counted on individual pixels, with
intensity at a given location pixel measured based on how many electrons were generated there
during a specific integration time. The maximum number of electrons a pixel is capable of storing
is known as the “well depth” or “full-well capacity” of the pixel. Thanks to photographs and
movies, the general populace has a decent understanding of black-and-white and/or color imagery.
However, the process behind capturing color images is sometimes misunderstood. The analog to
television screens or monitors tends to do a decent explanation of metamerism in the human visual
system, where a specific combination of discrete colors can trick the brain into seeing a different
7
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color than any of the constituent parts. When arranged in a regular pattern of colored pixels, called
a Bayer pattern, filters of an RGB camera, or the RGB LEDs of a computer or television screen,
can recreate nearly any color for the HVS.
No matter which imaging method is chosen, radiometry plays a vital role in determining which
photons reach the detector. Radiometry is the science of following photons from source to target to
detector, while accounting for losses via atmospheric scatter and absorption, target absorption, filter transmissions over optics or pixels, efficiency of the detector to convert photons into electrons,
and anything else that may occur between the source and detector. A schematic representing this
process is shown in Figure 2.1, where the source is an LED light bank, the target is a manuscript,
and the detector is a monochromatic camera. The analog for environmental remote sensing would
have the sun as a source, the Earth as the target, and a detector perhaps on an airborne or space
platform.

2.1.1

Multispectral Imaging (MSI)

Typical photography from digital cameras involves a set of pixels covered with red, green, or
blue filters. These filters are organized in a specific order, usually a Bayer pattern. This pattern
spreads the measurement of different colors of light evenly across a detector, while doubling the
green band, as that is where the human visual system is most sensitive, and would therefore notice
the most difference in reproduction accuracy. A blue-green-green-red Bayer pattern is shown in
Figure 2.2. This is the foundation of “multispectral” imagery, utilizing three bands in this case.
Monochromatic, or black-and-white, imagery is created by capturing all photons across a relatively large bandpass. The term “multispectral image” can be thought of as an image created with
multiple bands of wavelengths collected through the use of filters or colored illumination. Filters
can be placed either over the detector, as is done with the Bayer pattern, or over the lens of the sys-
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Figure 2.1: Schematic of a simplified radiometric model following photons from an LED source
to a diffusing panel, onto a target of given reflectance, and to a detector with specific transmittance
values for optics and dispersion patterns, converting the energy from the photons to electrons
within the detector based on a wavelength-based quantum efficiency.

Figure 2.2: A Bayer pattern showing a typical ordering of filtered pixels of a digital camera. This
pattern is known as BGGR due to the ordering of the colors in a 2×2 square.
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tem. Another method would be to use a monochromatic detector, but limit the wavelengths of light
output to the target, either by LEDs or filters over broadband sources. The wavelength captured
by the monochromatic detector therefore follows the spectral output pattern of the source.
A benefit of MSI is that high resolution images with relatively large SNR are captured quickly,
as the passbands tend to be large, allowing more photons through, and the system is already setup
with a framing camera which may have very fine spatial sampling (50 megapixel, MP, detectors
are not uncommon). The downside is that, depending on the system setup, changing filters or
lighting conditions for each image could add a significant amount of time. Additionally, the same
metamerism process that results in different inputs producing the same perceived color leads to
the inability to distinguish some signatures, as the low spectral sampling could fit multiple varying
signatures.

2.1.2

Hyperspectral Imaging (HSI)

Hyperspectral imagery takes “multiple bands” one step further, typically consisting of hundreds
of discrete, contiguous spectral bands. This is achieved using a prism or diffraction grating that
spreads the light into its constituent parts. Liquid Crystal Tunable Filters (LCTF) are electrically
addressable spectral bandpass filters. In each state, only a specific passband of light is allowed
through. Shifting this over multiple contiguous bands would result in a hyperspectral image.
Because a prism or diffraction grating spreads incoming light over an area of space (imagine
a crystal diffracting light into a rainbow), one direction of the detector system is typically devoted
to capturing the different wavelengths of light. This means that, for a 2D detector, only one
dimension of spatial information is captured at a time. This is different from the LCTF, where two
dimensions of spatial data are captured with a framing camera, but only over one narrow passband
of light at a time. For dispersion detectors to construct the spatial dimension of data, the detector
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Figure 2.3: An example of a pushbroom HSI system taking data in the along-track direction of
a target text. The imaged text is dispersed down the along-track direction of the detector’s pixel
array, with the 1D spatial dimension captured in the across-track direction.

or the target must be translated with respect to the other, scanning images line-by-line to construct
a 3-D hyperspectral data cube f [x, y, λ]. The imaging process of scanning one line at a time is
known as a “pushbroom” scanner (Figure 2.3), with one line of imaging being dispersed across
the detector array.
The primary benefit of HSI is the potential for high spectral resolution. This reduces the
chances for metamerism to affect material analysis. Most spectral targets can be defined to a high
fidelity using HSI. A drawback of this method is that the SNR can decrease given similar integration times to MSI, due to the highly selective nature of the spectral dispersion. Narrow passbands
result in fewer photons of each given wavelength reaching the detector. To make up for this, either more time needs to be integrated over or the pixel area needs to be increased, which would
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reduce the overall spatial resolution of the detector if its total area remains the same. The pushbroom scanning method results in a relatively straightforward capture process, with registration of
overlapping scans being the primary concern.
By collecting hundreds of wavelength bands and calibrating out the illumination source, a
fine resolution reflectance spectra can be generated for each pixel in the image. This reflectance
spectra, at an appropriately high spatial resolution, can act as a unique fingerprint for different
materials. A recent review described it as “one of the best nondestructive technology allowing to
perform the most accurate and detailed information extraction” of a target. Methods like partial
least-squares can be used to compare physical-chemical parameters and discriminant analysis can
be used with a priori knowledge to generate material classification predictions [13]. This would
be impossible to replicate in such detail and accuracy with an MSI system.

2.2

Cultural Heritage Recovery and Discovery

Cultural heritage imaging is a multipurpose process. Posterity is the simplest goal, maintaining
a representation of the target in its current state via digitization. This preserves the document
digitally for future generations to be capable of viewing and interpreting, protecting at least the
target’s image from physical degradation or loss. Recovery efforts tend to focus on damaged
targets, whether by fire, mold, mildew, or human interaction. A regular practice in early years
of literature was to palimpsest, or overwrite, a document deemed no longer vital. This substrate
would be reused, as paper and papyrus could be rare or difficult to come by. Despite the many
ways to decay or erode original text, techniques exist to recover the text from man-made or natural
damage, and imaging across multiple spectral bands is one of the least invasive ways of doing so.
The last goal, discovery, is the practice of finding information not originally expected dur-
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ing image capture. This can arise from a number of sources, but in cultural heritage imaging it
often stems from fluorescence techniques, where text not visible to the naked eye will become
highlighted via fluorescent imaging. Additional details of targets, such as authors, pigment/text
classification, or changes to the text over time can also be discovered by subtle differences in the
spectral response of the targets. Discovery also relates to codicology, or the study of codices or
manuscripts themselves. Instead of revealing lost text, the goal of codicology is to find out information regarding the document, such as its history, material analysis, or composition method.
Because this can be reliant upon fine spectral details between similar targets, HSI can play an
important role in the material characterization process beyond the capabilities of MSI.
The goal of imaging historic documents and artifacts typically falls into one of these categories: posterity, recovery, or discovery. A prime example of all of these is the imaging of the
Archimedes Palimpsest, a codex copied over a thousand years ago, erased in 1229 CE (after the
sixth Crusade), used as a prayerbook, discovered in the 1800’s, lost again in World War I, and
finally recovered in the late 1990’s. Using multispectral imaging, pseudocolor rendering, principal component analysis, and least squares spectral unmixing allowed the original Archimedes
undertext to be highlighted from both the overtext and mold damage [14]. First and foremost, the
primary goal was posterity, as the state of the manuscript was degrading significantly over the past
decades due to the significant mold damage and a number of pages being lost. The Archimedes’
palimpsest was recovered as discussed above. This one codex contained works of import to mathematics, philosophy, and history [15]; in addition to the Archimedes text, palimpsests were discovered within the codex including Athenian orator Hypereides’ commentary on Aristotle and a
treatise on the history of St. Pantaleon. These types of achievements should be considered as
benefits achievable with a MSI system.
An example of discovery through analysis made possible by HSI involves the Gough Map,
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famous for being the oldest surviving map of the British Isles in recognizable geographic form.
The map illustrates distances, rivers, and villages of significant size. Analysis revealed five dominant red pigments with their own spatial pattern across the map, leading to insight regarding how
the map was edited over its history [16]. Similar work was performed on the green pigments of
the Selden map of China. These pigments were found to be used to edit the ocean and islands in
the Pacific as well as riverways throughout China [17]. These types of achievements should be
considered as benefits attainable with an HSI system, and generally unattainable with the limited
spectral resolution of an MSI system.

2.3

Light Damage to Manuscripts

Anecdotally, imaging professionals in the field have run into varying degrees of uncertainty regarding lighting limits and requirements for imaging historic manuscripts. Gregory Heyworth
from the University of Rochester has encountered reactions ranging from reticence to nonchalance regarding various documents, with UV illumination being a cited concern. John Delaney
from the National Gallery of Art, highlights light damage as a major concern for art pieces and a
major consideration in system design. However, we have not yet had historians or imaging experts
to direct us toward one limit.
David Howell from the Bodleian Library and Andrew Beeby of Durham University are familiar with the UK standard (PAS 198:2012) of 50 lux as a limit for displays of cultural heritage,
which is set based on HVS capabilities, age, as well as the contrast of the document. The 50lux level was selected for a 25-year-old, with a 50% contrast object, and a “difficulty level” of
30 (which varies based on exposure and size in accordance with the HVS), to have 75% “visual
performance” in identifying the target as compared to a young viewer at maximum lighting inten-

2.3. LIGHT DAMAGE TO MANUSCRIPTS

15

sity [18]. This has much variability based on age, contrast, and difficulty, but serves as an actual
benchmark to compare lighting levels to.

This threshold of 50 lux is selected under the premise that the total amount of damage to a
target is dependent upon the total amount of energy incident on the target. Therefore it is both
wavelength (or energy) and exposure dependent. It also operates under similar conditions to medical levels of radiation damage for humans, where there is technically no “safe” limit to avoid
damage, but all incident light is potentially damaging. This measurement of lux is the intensity
at the target, and is therefore dependent upon power of the source as well as distance to the target. The total dose, due to its temporal dependence, follows the units of lux-hours (lx·h) [19, 20].
Therefore an object on display 8 hours a day for a month at the 50-lux limit would achieve 12,000
lx·h of dose, but a document imaged with a hyperspectral detector for a day, under possibly 1000
total lux-equivalence across its broadband source, could reach 8000 lx·h. This helps to link imaging light levels to a display-time equivalent, with which museums should be familiar.

One of the major drawbacks of lux as a measurement of total dose is its reliance upon the
spectral response of the human visual system (HVS). Because of this, IR and UV aspects of
the source fail to be accounted for with photometric units like lux. The HVS photopic response
function, V (λ), is taken from Commission Internationale de L’Eclairage (CIE) in 1988 [21], and
is shown in Figure 2.4. The illuminance, Ev (λ), at the target from a point source is measured as
Z
Ev (λ) =
0

∞

Φ(λ)
· κ dλ [lux],
4πr2

(2.1)

where Φ(λ) is the spectral flux of the source, r is the distance from source to target, and κ is a
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Figure 2.4: The photopic spectral response of the human visual system, as reported by CIE in
1988 [1].

scaling factor relating the signal modulated by V (λ) to its total output spectrum
R∞
L(λ)V (λ) dλ
κ = 0R∞
· k,
0 L(λ) dλ

(2.2)

where k is the scale factor 683 W/lm, such that a 1 W monochromatic source at 555 nm (the peak
of V (λ)) would equate to 683 lm.
The other concern for illumination, beyond total integrated dose, is the impact of high-energy
photons in the UV spectrum on documents. Investigating UV impacts separately does not treat
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all wavelengths equally, as total dose measurements do, but expects higher energy photons to
cause different excitations and degradations for different types of object (parchment, paper, etc.).
Piccablotto, et al., [2015] cites an Italian standard, “Addressing the technical-scientific criteria and
operating standards for museums”, for UV lighting limits of 10 µW/lm for “very high-responsivity
objects” [22].
The unit of µW/lm relates to luminous efficacy of bulbs, for its lumen-to-watt conversion.
However, this conversion is not relevant for UV light. We were unable to find the 10 µW/lm limit
referenced by Piccoblotto, et al., and were further unable to find the definition for varying “levels
of responsivity objects,” nor how the authors accounted for varying energy levels of UV light. It
is odd, from a physics standpoint, to say UV light is different than visible, but then to treat all UV
light equally. All of this highlights the unclear limits set on imaging standards of sensitive objects.
Recent research on impacts of wavelengths of different LEDs found that shorter wavelengths
produced more damage, with 447-nm LEDs causing nearly ten times the relative damage as 627nm LEDs. Relative damage, in this case, was calculated using the color difference of the damaged
target compared to the effective radiant exposure in W·h/m2 . This work also referenced 100 lux
as an average illuminant of paintings in a museum, twice that of the European PAS standard [23].
Though aging and damage assessments followed ISO and ASTM standards, they disagreed with
one another on acceptable levels, with ASTM D 4303-10 citing 500 W/m2 and ISO 11341:2004
citing 1440 W/m2 .
Based on the widely varying existing standards and best practices, the lowest stable light level
achievable with typical museum light sources (SoLux 4700K bulbs [24]) was used for imaging.
Because of the short working distance of the hyperspectral scanner, this correlated to approximately 270 lux. The SoLux bulbs, which are used in museum displays as well as HSI imaging
at the National Gallery of Art, met the tungsten halogen assumptions inherent in PAS 198:2012.
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For this type of bulb, the 270 lux translates to approximately 151 W/m2 . This fell safely below
the ASTM and ISO limits and equated to 57 lx·h, approximately an hour’s total dose according to
PAS198:2012 (50 lx·h). The goal of the research is to test if images taken at these low-illumination
levels can still be useful to analysts and historians, given an image quality metric encompassing
spectral accuracy, spatial sharpness, and SNR. Achieving such meaningful results, while maintaining illumination near museum levels, would both encourage curators to allow access to their
artifacts or manuscripts due to the low-risk imaging process and help ensure imaging professionals
do not cause accidental lighting damage to the targets.

Chapter 3

Additional Imaging Techniques

After understanding the background and sensitive nature of cultural heritage artifacts, it is important to understand the tools that may be used to work within the parameters that will keep the
documents safe. Cultural heritage artifact imaging has been performed by the Center for Imaging
Science (CIS) at Rochester Institute of Technology (RIT) since the early 1990’s. Primarily, this
analysis has been conducted with a multispectral imaging (MSI) system. MSI is used in conjunction with x-ray fluorescence (when available) to uncover spectral information about an object that
is hidden from the human eye [15]. While these techniques are critical in the analysis of historical
documents, additional devices and methodology could be utilized to improve the end product for
analysts and historians. Specifically, “structure from motion” (SFM) and panchromatic sharpening
are helpful, non-intrusive methods to improve analyst interpretability, and can be used with either
MSI or HSI systems.
19
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3.1

Structure from Motion and Panchromatic Sharpening

If a document is warped from water, fire, or other physical damage, some text may be difficult to
read or completely illegible due to projective distortions of imaging the warped document simply
from nadir. Because of the sensitivity of some artifacts or documents, physical manipulation
may be impractical or destructive. However, techniques exist to “unravel” or “flatten” a warped
object digitally instead of physically, into two dimensions (2D). Throughout the remainder of this
dissertation, unless otherwise stated, any reference to an action performed on a document such as
unraveling or flattening will be purely digital, not physical.
There has been much work in the field of restoring historical documents thought to be beyond
meaningful recovery [25]. Imaging systems in the medical field have been leveraged to conduct
3D depth imaging of documents and artifacts; scrolls once burnt and charred to carbon are now
able to be scanned and unraveled. This allows the user to identify how many layers of the scroll
are present and whether or not a signature of ink exists for a particular layer. Combining the depth
information with physical locations of scans and signals from carbonized ink, a team is able to
“unroll” a scroll layer-by-layer, line-by-line, and place text in its appropriate 2D locations [26].
The work in this dissertation is focused on less severe damage, such as documents warped from
age, environmental damage, or binding. With warped pages, some text can be lost or obscured by
the page itself. This projective distortion can be captured in a mathematical sense, in which case
it can be undone with a mathematical transformation [27]. Unraveling or flattening a document
requires specific understanding of the 3D layout of the document, which can be represented by a
vectorized mesh.
One method of obtaining 3D information of an object is through SFM. With regular technological advances and increased prevalence of digital cameras and media, this has become an
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increasingly accessible medium for 3D reconstruction of objects and scenes. SFM is the process
of developing a three-dimensional surface map of a scene by moving a camera’s location, similar
to how the human visual system utilizes parallax to estimate depth. However, the process is made
simpler in terms of equipment required, where instead of using stereo-vision, an individual can
use one camera taking images of a single scene from multiple viewpoints [28]. This capability
is only enhanced with similar advances in the software used to perform such 3D reconstructions
[29–31].
Though flattening processes have been investigated in the past, the proposed SFM method
with a framing panchromatic camera also matches well with the process of taking low spatial,
high spectral resolution imagery with a pushbroom-style sensor. This would result in two sets of
imagery, ideal for panchromatic sharpening. It is important to note some historic texts or artifacts
only have a limited amount of time to be imaged, either due to museum or detector limitations
[32]. Combining these methods can result in an image with both high spatial and spectral information, digitally flattened for increased readability and total coverage area. However, combining
these methods warrants investigation into the order of operations between sharpening and flattening while maintaining spatial and spectral fidelity of the object. Structured light could also be
considered as a method for determining 3D structure, where a known pattern of light is displayed
on an object, and the distortion of that pattern mathematically describes the topographical features
of its surface.
The two methods of sharpening used throughout this dissertation were Gram-Schmidt (GS)
and Nearest Neighbor Diffuse (NND) sharpening. Mathematically, the GS transform orthonormalizes a set of vectors. GS sharpening first simulates a panchromatic image using the combined
bands of the MSI or HSI image, conducts a GS transformation on the set of MSI or HSI bands
using the simulated pan image as the first band, swaps the actual pan into the dataset vice the
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modeled one, and then reverses the process, resulting in pan-sharpened bands. The combination
of the GS transform with the simulated and spectral data was represented by [66] as
P an0sim = P anSim
M S10 = M S1 −
M S20 = M S2 −

< P an0Sim |M S1 >
P an0Sim
< P an0Sim |P an0Sim >

< P an0Sim |M S2 >
< M S10 |M S2 >
0
P
an
−
M S10 ...
Sim
< P an0Sim |P an0Sim >
< M S10 |M S10 >
n−1

M Sn0

X < M S 0 |M Sn >
< P an0Sim |M Sn >
0
k
P
an
−
M Sk0 ,
= M Sn −
Sim
< P an0Sim |P an0Sim >
< M Sk0 |M Sk0 >

(3.1)

k=1

where ’ represents the transformed band after GS orthonormalization and < a|b > represents the
covariance between bands a and b [66].
The NND method was developed to improve upon the radiometric accuracy of GS sharpening,
particularly outside the visible spectrum. This method instead uses an anisotropic diffusion assumption, comparing similarity and proximity of surrounding nearest-neighbor pixels and weighting their summation into subpixels of the registered panchromatic image. The diffusion method is
defined for a pan-sharpened image PS as




9
Nj (x, y)
||(x, y) − (xu,v , yu,v )|x,y,j |
1 X
PS(x, y) =
exp −
×exp −
M(u, v; x, y, j),
k(x, y)
σ2
σs2
j=1

(3.2)
where (x, y) are pixel locations in the panchromatic image, k(x, y) is a normalization factor,
Nj is a similarity metric, and σ is the intensity range with σs smoothness factor affecting the
diffusion sensitivity. (u, v) are superpixel locations (registered HSI pixels of larger GSD), with j
representing the 9 superpixels that are nearest neighbors to the pixel (x, y), and M is the spectral
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vector of the neighboring j pixels. Additional details regarding this equation and the normalization
constant can be found in [46]. With NND’s linear mixture model “reducing color distortion and
preserving spectral integrity”, it regularly achieved higher spectral accuracy compared to the GS
method [46].
The pan-sharpening method used in this section was Gram-Schmidt, due to its ease of use
within ENVI, and it is assumed the relative accuracy between order of operations with the GS
method will correspond to the relative accuracy of NND.

3.2

Methodology Tested

The image collection for this research included a scanning system for SFM that translated a DSLR
camera in the x-, y-, and z-directions. Because depth of field (DOF) increases with working
distance, the z-distance of the scanning system setup shown in Figure 3.1 was maximized to allow
large variations in target height, which can vary significantly in a distorted document. The x- and
y-directions cover approximately 18” x 36” respectively [33]. An image of the scanner is shown
in Figure 3.1.
Capturing appropriate images for the SFM operation required a number of manual adjustments
to be made to the Canon t2i Rebel DSLR camera used for imaging. Proper SFM requires a fixed
focal length without autofocus [28] to maintain continuity of objects and changes caused by the
motion of the camera. The focus was selected to match the average height of the target. The proximity of the detector to target required the aperture set to its smallest radius, which increased the
depth of field on the focus, at the cost of signal. This caused the DSLR to try and “correct” for the
lack of photons by increasing the ISO, which increased the detector’s sensitivity, thus increasing
the noise. Though the output image was crisp to the human eye, the SFM software had trouble
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Figure 3.1: The RGB scanner used in this research to capture multiple images of a target for SFM
3D reconstruction. The camera scans in the x- and y-direction while taking multiple nadir-looking
snapshots toward the scanner bed.
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with the noise buried within the image and actually produced the least complete reconstruction
of the target from all semi-automated settings previously attempted. An increased exposure time
increased the SNR and allowed for a lower ISO. With the settings shown in Table 3.1, a proper
reconstruction of the target was able to be created with the Photoscan software.
Table 3.1: Settings used on Canon Rebel t2i DSLR for optimal SFM reconstruction.

Setting

Value

Focus

Manual

Aperture stop

f/32

Focal length, f

60 mm (macro)

Depth of Field

30 cm

ISO

100

Integration time, t

1.3 s

Min Focus Dist

0.32 m

The target was a standard USAF 3-bar resolution test target (Figure 3.2). The bar targets
were expected to provide ideal measurements for flattening analysis, either by comparing bar area
or corner angles. The target was modified to include color targets for MSI or HSI sharpening
analysis. These color targets were red, green, blue, cyan, magenta, yellow, and black, with color
intensities varying from 0 to 100% in steps of 25%. All color blocks other than black were the
same size at 0.5” × 0.5”, with the black bar twice the width of the others. After printing the
test target, it was traditionally scanned at high resolution as a ground-truth target for spatial and
spectral comparison. The 3D distortion applied to the target mimicked that of a bound book or
codex.
The MSI system used was a panchromatic detector with interference filters. Though the
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Figure 3.2: Traditionally scanned ground truth document. The target is a resolving power test
target adapted for MSI/HSI use with color bars added to the bottom with varying intensities.

method here may be applied to any MSI or HSI system, the filters used in this case were centered on 550, 690, and 850 nm, each with a full width at half maximum of 10 nm. The focal length
of the lens was 8.5 mm and the pixel count of the CMOS sensor was 3840 × 2748 pixels with a
pixel pitch of 1.7 microns [34]. Because the camera was a high resolution framing camera, pushbroom and mosaicing methods were not required to create the MSI image. Registration merely had
to be performed on a band by band basis to account for minor camera or platform motion between
filter adjustments.
Multiple pieces of software were used in the processing chain, and figure 3.3 shows an overview
of this process. Multiple images were combined into a 3D point cloud using SFM algorithms built
into the commercial software Photoscan. Medium settings were used for initial investigations with
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2M vertices. More dense point clouds could be generated with upward of 42M vertices for higher
resolution requirements. ENVI was used primarily for Gram-Schmidt panchromatic sharpening
and registration between the 3D modeling program Blender, Photoscan, and direct images from
the MSI camera. Blender was used to manipulate the 3D mesh from Photoscan and conduct the
digital flattening process using its “Proportional Editing” settings [29]. An in-depth analysis of the
best flattening methods to be used can be found from Parker, et al. [27], which recommends a process called “Angle-Based Flattening.” However, ENVI, Photoscan, and Blender were the available
tools.
The two methods compared in this study were: (1) to flatten a document first and then panchromatically sharpen it (flat2sharp), or (2) to pan-sharpen the image and then flatten it (sharp2flat).
The simpler process was flat2sharp, in which the pan image was flattened in Blender, a Blender
image was created, the curved MSI was registered to the flat pan in ENVI, and the flat MSI was
then sharpened in ENVI. The sharp2flat process required additional steps: the curved pan image
was captured in Blender, the curved MSI was registered to the curved pan in ENVI, the registered MSI was sharpened with ENVI, the sharpened curved MSI was draped over the 3D model
in Blender, Blender was used to flatten the sharpened MSI, and a Blender image was captured for
use and comparison, as outlined in Figure 3.3.

3.3

Metrics for Analysis

Key metrics in this research revolve around both quantitative and qualitative results. Quantitatively, the recreations of the digitally flattened target should be spectrally similar to the MSI,
spatially sharper than the original MSI, and devoid of projective distortions. Qualitatively the
document should be at least as legible as the 2D nadir view.
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For the spectral analysis, three methods were used to measure spectral accuracy in the pansharpened image: Spectral Angle Mapper (SAM), Euclidean Distance (EUD), and Erreur Relative
Globale Adimensionnelle de Synthese (ERGAS). SAM measured the angle between the vectors
describing the spectra of a registered pixel, and was measured as

SAM = cos−1

 v ·v 
1
2
,
|v1 ||v2 |

(3.3)

where v1 was the spectral vector of a pixel in the unsharpened MSI and v2 was the same pixel after
sharpening. The SAM was calculated for each pixel and averaged for a measure of how well the
sharpening performed globally. Euclidean distance was a similar pixel-to-pixel comparison, but
instead of the angle between the two vectors, the distance was found via

EUD = |v1 − v2 | .

(3.4)

Finally, ERGAS was measured across the entire image as
v
u
N
hu
1 X  rmsek 2
t
,
ERGAS = 100
l N
µk

(3.5)

k=1

where h and l were the ratio of resolution between the high and low resolution images, N was
the number of spectral bands, rmsek was the root mean square error of the kth band, and µ was
its mean. This measurement was independent of units, spectral bands, or image resolution which
allowed it to be compared well between multiple images [35].
To measure the sharpness of the image, the line spread function (LSF) was found (assuming a
symmetrical imaging system). The LSF is the linear equivalent to the point spread function (PSF),
and the PSF can be reached by rotating the LSF about its center, assuming circular symmetry. The
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LSF is also described as the derivative of a blurred step function [36]. The resolution target used
in this experiment had a number of block targets that can act as step functions.
To accomplish this, an n × n block of pixels was chosen such that the full width of the step
was captured, while maintaining only one step. For this specific target, the kernel size used was
a 60 × 60 block. Along each row of pixels, their histogram was stretched and normalized such
that the total values across each row ranged from 0 to 1. The image was then blurred and the
first derivative was taken by using a “Derivative of Gaussian” (DoG) filter applied to the Fourier
Transform of the image, effectively acting as an edge detector [37]. The filter and its output on the
truth image are shown in Figure 3.4. The LSF method applied to an area of interest in the Blender
model is shown in Figure 3.5.
The final analysis to be conducted was to measure the digital flattening performance. A method
was sought which would be applicable across the entire image. The method settled upon used the
same x- and y-gradients found with the DoG filter. Taking the arctangent of the x- and y-gradient
values resulted in an angle measure of the direction of most change for a given pixel. For example,
if the change was found to be entirely in the x-direction, the angle of the change would be 0◦ or
180◦ , dependent upon the change being 0 to 1 or 1 to 0, while equal changes in the x- and ydirection would translate to a 45◦ equivalent.
Noise dominated the angle measurements when the magnitude of the derivative was low, therefore a mask was applied to the angle image requiring a threshold to be surpassed in the magnitude
image. This resulted in angle measurements for each strong edge detected, which could then be
summed in a histogram to find the distribution of angles throughout the image. There are three
expectations that would come from such a histogram if an image was dominated by perpendicular
lines: peaks would appear 180◦ apart from one another with equal magnitude for the opposite and
parallel lines of a target, peaks would appear 90◦ apart from one another with a magnitude ratio
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equal to the ratio of the target’s heights and widths, and the peaks would appear centered at the
dominant angles within the image.
An example of this method in use is shown in Figure 3.6 where the results from the ground
truth traditionally scanned image are compared to that image rotated 30◦ counterclockwise. In
the truth measurement of Figure 3.6, one can see sharp peaks located at 0◦ , 90◦ , 180◦ , and 360◦ ,
suggesting a majority of the lines are parallel or perpendicular to one another. The peaks are sharp,
with low variance. In the rotated image, the peaks are seen to be shifted approximately 30◦ . With
the 90◦ separation between the peaks maintained, we can deduce the lines are still perpendicular
and parallel, with low variance suggesting well defined lines were also maintained.

3.4

Results

The spectral accuracy of the pan-sharpened and flattened images compared to the original MSI
images are shown in Table 3.2. The accuracy was calculated pixel-to-pixel, matching the size of
the Blender images. A second registration was conducted in ENVI for the Sharp-to-Flat method
to also compare the flattened result with the original MSI image.
Table 3.2: Spectral reconstruction accuracy of Gram-Schmidt pan-sharpened and digitally
flattened document, measured using SAM, EUD, and ERGAS. The most accurate sharpening/flattening method is highlighted in bold. The column labeled ’F2S’ used the Flat-to-Sharp
method, with the final two columns Sharp-to-Flat.
Method
SAMg
EUDg
ERGASg

ENVI reg - Final
(F2S)
.1194
.2415
4.2940

Blender reg After flattening
.0759
.1636
2.3318

ENVI reg x2 After flattening
.1001
.1737
2.5658
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The LSF method was applied to all bands of the registered images. For a more direct comparison, the resulting LSFs from were registered with one another to align their maxima. The results
for the Flat-to-Sharp method are shown in Figure 3.7, with a comparison of the final flattening and
sharpening results is shown in Figure 3.8.
The flattening analysis technique outlined in Section 3.2 was applied to both flattening methods. The results are shown in Figure 3.9 for the Flat-to-Sharp method vs. the Sharp-to-Flat method.
To make a standard comparison without assuming a FWHM measure that may be reserved for a
more Gaussian-like distribution, the location of each peak on the angle histogram was analyzed
by finding the median surrounding each peak and the spread was measured as the variance and
mean absolute deviation within ±10◦ of each peak. The mean absolute deviation was measured
to account for potentially large tails in the distributions dependent upon the limits used for the
measurements. The results are recorded in Tables 3.3-3.5. Statistics for a flattened version of the
panchromatic image is included to show how the Blender method works without including the
sharpening process.
Table 3.3: Variance within ±10◦ of angle histogram peaks in curved and flattened images.

0 deg
90 deg
180 deg
270 deg

Curved pan
10.166
20.383
9.430
21.142

Curved MSI
12.448
17.713
12.609
20.559

Flat F2S
12.853
16.267
13.900
16.736

Flat S2F
8.457
8.311
8.190
11.626

Flat pan
9.518
11.186
9.485
12.383

Truth
11.266
10.599
10.541
10.328

A final way to visualize how adjusted images compare to a ground truth image is to create
a false-colored image where each image is assigned to one band of an RGB representation. The
sharpest bands of each image were used for this comparison to avoid issues of blur and compare
relatively similar bands to one another. These were the 690 nm bands of the two MSI images and
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Table 3.4: Median absolute deviation within ±10◦ of angle histogram peaks in curved and flattened
images.

0 deg
90 deg
180 deg
270 deg

Curved pan
2.092
3.686
2.016
3.794

Curved MSI
2.613
3.404
2.632
3.715

Flat F2S
2.722
3.182
2.812
3.266

Flat S2F
1.915
1.980
1.859
2.688

Flat pan
2.018
2.422
2.002
2.679

Truth
2.387
2.318
2.277
2.271

Table 3.5: Medians of ±10◦ of angle histogram peaks in curved and flattened images.

0 deg
90 deg
180 deg
270 deg

Curved pan
0.6
90.5
180.5
270.2

Curved MSI
-0.1
89.2
179.1
270.4

Flat F2S
0.8
90.1
180.0
271.2

Flat S2F
0.3
90.6
180.9
270.5

Flat pan
0.7
90.3
180.5
270.9

Truth
-0.2
89.5
179.8
269.7

the red band of the RGB ground truth image. The resulting false-color image is shown in Figure
3.11. The impacts of chromatic aberration of the interference filters on the MSI detector can be
found in Yang et al. (2018), who used the same detector setup [34]. It is this chromatic aberration
that causes the 850 nm band to be significantly more blurred than the others.

3.5

Discussion

We successfully imaged and digitally flattened a distorted document, demonstrating the capability
of reducing projective distortions from nadir-imaging without physical manipulation of the target. Spectrally, sharpening first and then flattening always resulted in a more accurate spectral
recreation of the original MSI image, as shown in Table 3.2. Sharpening first resulted in spectral
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recreation with 54 − 67% the error of flattening first. The Sharp-to-Flat method also performed
better spatially, having approximately 80% the Flat-to-Sharp LSF FWHM for each respective
band, as illustrated in Figure 3.8. For the flattening, the histogram method outlined in Section 3.2
showed that Sharp-to-Flat continues to outperform Flat-to-Sharp, here by a factor of 37.7% in the
x-direction and 39.7% in the y-direction based on the variance of the peak angles.
The peak angles between the methods were rather similar to one another, and in comparing
the false-color image with the ground truth in Figure 3.11 we see the flattening methods match
rather well with one another, but have significant disagreement with the ground truth in a nonuniform manner, suggesting projective distortion may remain from the flattening process in the
x-direction. A simple algorithm that can be used to make adjustments on a large scale is the fourpoint-algorithm, which defines a rectangular fit for a given section of a target. This allows the user
to select four points in the image and force those points to be the corners of a rectangle [38]. This
reduces projective distortion, and is most effective when only one perspective transform is being
applied to the entire image. It could be used to assist in final adjustments to the Blender models.
The two examples of “flattening” included in this report performed well in some portions of
the document, but not others. This may be attributed to a poor definition of the flattening plane for
the mesh, as care had to be taken to orient the object, as described in Section 3.2. This could also
be attributed to an issue that arises with global flattening, or flattening an entire structure with one
transformation instead of in multiple, smaller patches.
Spectrally, a nearest neighbor diffuse panchromatic sharpening method is more radiometrically accurate than the Gram Schmidt method used here, but it requires contiguous MSI or HSI
bands across the panchromatic band [39]. Though this was not the case for the MSI bands used
in this experiment, it would likely be the case in a fully designed system, and is therefore the
recommended sharpening method if radiometrically accurate spectra is important to the user.
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The distorted target in this experiment was a curved paper target such as may be found in a
book or codex. Though this target may be common, it is also relatively simple to correct, essentially having to only account for projective transforms down each side of the page and possibly
along the view of the detector. This made registration more simple for the Flat-to-Sharp method,
as a non-linear registration could be performed over the entirety of the document. Distortion to a
target caused by natural damage and wear would be expected to be much less uniform. To examine this, a target that was crumpled was also modeled and tested. The cursory test showed similar
problems with global flattening and was thus abandoned for more focused work, leaving more
complex flattening methods to be used for more complex geometries [26]. The largest impacts of
the flattening procedure would be expected with partially occluded, low contrast characters, such
that any assistance to the reader in identifying or eliminating even a single character as an option
in translation could be crucial to the final interpretation of the text.
SFM requires two key components: a framing camera and motion. A modular scanning HSI
system, especially one that also includes a framing camera for pan-sharpening, is designed with
both of these components. Though this is a capability that may not be required for all targets, it can
be seen to both improve legibility for historians or analysts, as well as correcting distortions that
may prove troublesome for computer vision algorithms such as convolutional neural networks. It
is significantly more compact and simple than current surface measurements being conducted by
the R-CHIVE imaging system which utilizes reflectance transformation imaging (RTI) and raking
illumination. This setup requires arches approximately 6 ft in radius, balanced with sledgehammer
counterweights, and regular lighting upkeep and calibration over dozens of LED locations on the
arc. Therefore, SFM can be offered as an alternative to possibly meet RTI’s additional capabilities
of the current system, while also adding projection correction as a new capability.
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Figure 3.3: A blockchain outline of the SFM flattening, panchromatic sharpening processes.
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Figure 3.4: The “Derivative of Gaussian” (DoG) filters are shown on the left, which was applied
to the frequency domain of the target. The filter blurs the image and evaluates the derivative of the
digital counts in the x and y directions. The result in the spatial domain is shown on the right.
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Figure 3.5: A curved target with projective distortion and illumination warping due to its geometry. An area of interest highlighted from the target, a row selected for the LSF, and the digital count
values across that row in the area of interest across registered pan, MSI, and sharpened bands.
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Figure 3.6: An example of the flattening measure used in this report on a panchromatic image
(Left) and that image rotated 30◦ counterclockwise (Right). The method takes a histogram of the
angle of gradient change of each pixel on the image, found using the DoG filter in the y and x
directions, and then calculates the angle using the arctan of the ratio of their magnitudes.
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Figure 3.7: The line spread function for the Flat-to-Sharp method. The low resolution MSI is
shown as a dashed line, with the high resolution pan and pan-sharpened MSI as solid lines. The
bands correspond to R - 850nm, G - 690 nm, and B - 550 nm. The respective images are shown
on the right for the area of interest being investigated.
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Figure 3.8: The LSF for the Flat-to-Sharp (solid lines) and Sharp-to-Flat (dotted lines) methods.
Both images have been pan chromatically sharpened as well as digitally flattened. The bands
correspond to R - 850 nm, G - 690 nm, and B - 550 nm.

Figure 3.9: A comparison of the flattening performance of the Flat-to-Sharp and Sharp-to-Flat
methods using a histogram of angles.
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Figure 3.10: The flattening metric for both flattening methods overlaid and normalized to the
ground truth. Sharper peaks illustrate a lower variance in the angles of the Sharp-to-Flat method,
suggesting a more accurate “flattening” process.
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Figure 3.11: A false-color image created by combining the sharpest bands from the ground truth
and two flattening methods. The red band of the ground truth image was applied to the green
channel, the Flat-to-Sharp 690 nm band was applied to the red channel, and the Sharp-to-Flat
690 nm band was applied to the blue channel. Black represents a full alignment of three image
texts, green represents alignment of the two sharpening methods but not the ground truth, and pink
represents the ground truth text with no alignment from the sharpening methods.

Chapter 4

System Modeling
With so many detectors available, whether panchromatic, RGB, multispectral, hyperspectral, or
something else, how does one choose what system would best work for their application? An
in-depth analysis of requirements combined with mathematical modeling of an optical detector
system can begin to answer which system may be the best for a given objective. An RGB image of a document will preserve its features with respect to the human visual system for as long
as the digital record can be maintained. This provides benefits both for dissemination as well as
preservation from physical damage and aging as the artifact remains in whatever medium it was
stored in. In addition to preservation though, discovery and recovery is possible by extending the
imaging spectrum beyond the limits of human vision, using multispectral or hyperspectral imaging to identify features of texts or pigments indiscernible to the human eye or RGB cameras. This
is accomplished by leveraging spectral details within hidden or degraded text, such as infrared reflectance, invisible to the human visual system. Digital analysis with principal component analysis
(PCA) can also be used to spectrally reorder image features into the most differentiable individual
parts, thus increasing the contrast of dissimilar features based on differences in material proper43
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ties. This is of particular use for artifacts known as palimpsests, which have had their original text
destroyed by chemical or physical means for the purpose of reusing the parchment for a different
text. The remains of the faded or degraded undertext (original text), is spectrally different from
both the parchment and the relatively “new” overtext, which PCA can highlight [14].
This section focuses on analyzing and comparing the current detector system of the R-CHIVE
group’s panchromatic MegaVision E7 detector with LED lighting and filter wheel to a modern
hyperspectral system. The benefit of a HSI system is that increased spectral resolution an order of
magnitude or more larger than that of MSI allows for finer PCA analysis and sampling of small
differences in similar spectral features, such as differentiating between various similarly colored
pigments [16]. Most points of comparison between these two types of systems stemmed from
the spectral/spatial compromise that is inherent in moving to an HSI system that must spread the
light over its component parts across one dimension of its detector. These costs were weighed
with impacts on well depth and dynamic range as well as SNR. In addition to these typical pros
and cons, this project also investigated lighting conditions from various sources. The current MSI
system uses LEDs which are efficient but relatively monochromatic. A scanning HSI system, by
comparison, requires a broad spectral illumination source based on its use of a dispersion element
to produce spectral channels. This raised concerns of saturation in any given passband of an HSI
system. Broadband illumination would be more suited to HSI systems, which was analyzed to
determine what kind of powers and integration times would be required to replicate similar image
quality/SNR values between the MSI and HSI systems.
Human vision constraints were applied to considerations for future imaging systems. Typical
use scenarios for the data were used to set resolutions of interest, which could be applied as a
maximum detector resolution threshold. The assumption being that increased resolution comes
at a cost of decreased signal or increased exposure time, along with decreased dynamic range
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following well depth if pixel size is reduced. With these possible costs, increasing resolution
limits beyond that of human vision limits would be of little benefit if the application of the imaging
system is for text legibility/recovery. Additionally, SNR thresholds were considered in conjunction
with the human visual system contrast sensitivity function, which describes whether a signal can
be detected by human vision and neuronal processing based on contrast and signal frequency.
A useful product generated from this research was an analytical tool paired with a spreadsheet
of detector specifications, such that in-depth and meaningful analysis could quickly be accomplished on any sensor given the appropriate specifications. Outputs focused on the noise of detectors in regard to image quality. The process started with a high spatial resolution input image and
modeled a new image for a different system based on its noise and spatial/spectral specifications.
Integration times were investigated to maintain satisfactory SNR values while avoiding saturation
of the detector, and SNR curves were made for the HSI system passbands compared to that of the
current system.

4.1

Detector Systems

Many systems exist that perform the basic function of imaging historic documents and artifacts for
discovery, recovery, or posterity. Some are made with specific targets in mind, while others attempt
to perform multiple functions. It is important to review the systems that currently exist to find their
benefits and drawbacks. These will be weighed with respective costs, mission parameters, and
target characteristics to reach a conclusion regarding what system type or combination of systems
would best be suited for RIT CIS’s needs.
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University of Rochester MSI System
The R-CHIVE system is built around a 50 Megapixel E7 detector by MegaVision. It is a 14 bit
ADC with 12 bits per channel, which is the limiting factor for the ADC noise. The capture rate
can range from 1-4 seconds with a spatial resolution of 8000 x 6000 pixels, at 6 microns per pixel.
The spectral range covers 320-1100 nm and is combined with both color specific LED lighting as
well as Wratten filters to produce multispectral images while the detector itself is panchromatic.
This allows each pixel to fully use the source photons, unlike a Bayer pattern, avoiding wasted
pixels that may have otherwise filtered out the small bandwidth of light coming from the LED
sources [40]. The MSI LED system is shown in Figure 4.1. Transmission lighting, not considered
in this analysis, is used with an illumination table beneath the target. Transmission imaging takes
advantage of variations within the substrate associated with the text or undertext, such as the
acidity of iron gall ink degrading the surface upon which it was written over time. The thinning
substrate allows more illumination to pass through the target than other undamaged parts of the
document [3]. A system like this can be expected to cost upwards of $100,000.

Bodleian Library HSI System
The Bodleian Library, at the University of Oxford in the United Kingdom, has an HSI system
that consists of a Micro-Hyperspec E detector with telecentric Headwall optics. It is a visible-near
infrared (V-NIR) pushbroom system, with 970 bands ranging from 400-1000 nm, with 1600 pixels
available spatially. Because it is a HSI system, it relies on broadband light, which is provided
both by sunlight and broad spectrum lighting. Color calibration and spectralon targets are used
with all captures to characterize the light conditions and estimate reflectance during capture. The
Bodleian’s pushbroom system operates using a translation stage under the target itself. Instead
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Figure 4.1: A MegaVision MSI system for cultural heritage recovery and discovery, one of which
is used by University of Rochester. The system uses a panchromatic MegaVision detector, utilizing
colored LED lights to achieve a MSI effect, while maintaining a very high spatial resolution via
the 50 MP E7 detector.

of moving the camera over the target, the target moves under the stationary detector, collecting
swaths of the target as it moves by [16]. The Bodleian HSI system is shown in Figure 4.2.

EMEL System
The Early Manuscripts Electronic Library’s (EMEL) system is a prime example of a system without portability. This system is of similar design to the UofR system, built around a MegaVision
E7 detector with a filter wheel and LED’s providing the multispectral images. A benefit of this
system is the Stokes Preservation Book Cradle, designed to specifically handle fragile documents
and codices without further damaging the target. The setup is permanently stationed at St. Catherine’s Monastery on Mt. Sinai, with any imaging required in the states by EMEL being performed
with the UofR portable imaging system [3]. Both this system and the UofR system utilize raking
illumination, which lights the artifacts from low angles to highlight surface features of the target,
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Figure 4.2: The pushbroom HSI system at the Bodleian Library uses a Micro-Hyperspec E detector with Headwall optics. It can operate by translating either with the target or the detector
[2].

also not considered in this analysis. The system and cradle are shown in Figure 4.3.

NGA System
The National Gallery of Art in Washington, D.C. has its own HSI system designed for analysis of
works of art. The goal of this system differs from that of the MSI MegaVision systems, providing
aid on conservation of works of art instead of discovery and recovery of documents and codices.
This inherently includes more spectral signatures, with fine differences, as artists are working with
many different colors of dyes as well as subsets and mixtures of those colors. Because of this,
spectral resolution is very important to this system. The system, shown in Figure 4.4, uses a scan
mirror to build the spatial image and is responsive across 400-1700 nm. It was also designed with
low noise and dark current to maintain a minimum amount of light required on the target, which
is very beneficial to sensitive targets. An addition of an extended near infrared (NIR) detector
allows the system to capture light out to 2450 nm, using a cooled InSb detector. The pixel pitch of
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Figure 4.3: (Left) The MSI system used by EMEL, similar to that of Figure 4.1 but permanently
stationed at Mt. Sinai. An example of a non-portable system with a plethora of targets brought
to it. (Right) The Stokes Preservation Book Cradle specifically handles fragile documents and
codices gently to avoid accidental damage due to more physical handling [3].

these systems is also larger than the MSI, at approximately 12 microns. This helps to collect more
photons and also increases the well depth of the detector. Because it was designed for and by the
National Gallery, the cost of this system may exceed most university project funding levels, and
very likely exceeds the funding of more average historical analysts and curators [4].

RIT Color Science Art Scanner
RIT’s Color Science department has worked on MSI systems for decades and also works on cultural heritage artifacts, similar to the University of Rochester. However, their focus is primarily
with art instead of documents and codices. Many years of study have led to their current MSI system, which was designed with cost in mind to keep a price relatively low to reach a wider number
of curators. The system is composed of a Finger Lakes Microline camera with 50 MP TruSense
detector. It uses a seven-position filter wheel with studio lighting to achieve its multispectral im-
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Figure 4.4: The NGA HSI system designed for imaging cultural heritage art objects. With significant funding, this system can image between 400-2500 nm using a cooled system with multiple
detectors. A scan mirror is used to build the spatial image as opposed to a pushbroom system. The
high spectral resolution of this system (2.5-2.8 nm resolution) allows for characterization of artist
pigments [4].

ages. The system setup is shown in Figure 4.5. Including software for the image capture and
registration process, the total cost comes in at $29,000. It performed spatially as well as benchmark RGB systems and outperformed the Dual-RGB (5-filter adjusted RGB camera) benchmark
in colorimetric accuracy and spectral estimation. Though its output images are not as sharp as the
MegaVision system, it is significantly more affordable [5].

University of Kentucky Digital Flattening
A number of systems have been used for 3D reconstruction within the University of Kentucky’s
Visualization Center. Techniques range from medical imaging to discover text within burnt and
folded scrolls, to structured light for more common warped document imaging. As medical imaging is well beyond the scope of this project, the structured light setup will be discussed here. The
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Figure 4.5: A cost-efficient MSI system used by RIT Color Science Department, composed of
Finger Lakes Instrumentation Microline camera, with 50 MP TruSense sensor, and 7 filter-wheel
[5].

system consists of a high resolution detector centered above a target platform. A projector is used
to project well-characterized structured light onto the target via mirrors. The high resolution image of the now distorted structured light is then able to be used to characterize the distortion of the
target surface in 3D [26]. This allows for a much more expedited characterization of the surface,
as opposed to the scanning process that is required for structure from motion, with the added cost
of a projector and mirror system. The setup is shown in Figure 4.6.

Kirtas Document Scanners
Kirtas document scanners are used to expedite and simplify the process of digitizing historic documents. The system uses mounted cameras directed at a cradle system and robotic arm to lift and
turn pages using a vacuum head. The Kabis I system, one of the more recent models, uses two
Canon 22 MP cameras to capture both sides of the codex at once. It claims the position of the
cradle system is ideal for “low stress” handling of manuscripts, and that it can scan up to 1,600
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Figure 4.6: From left to right, the high resolution detector centered above the target area, a
target bound similar to a warped codex, and the projector/mirror system which projects the wellcharacterized, structured light onto the target [6].

pages/hr [7]. The Kirtas Kabis I system is shown in Figure 4.7.

RIT UAS (Unmanned Aerial System) Systems
With the increased prevalence of drones in personal and professional use, a number of smaller
imaging systems have also been created, such as the Headwall Nano-Hyperspec. Because of
weight and space limits of these systems, they typically underperform their larger counterparts,
similar to a camera phone compared to a typical DSLR. However, this can also result in lower cost
and more portable systems which may be more attainable to the average user.
At 523 grams, the Nano-Hyperspec weighs about half as much as its larger, ground-based
counterpart, the Micro-Hyperspec E. This includes a reduction in detector size, down from 1600
spatial pixels to 640 and 369 bands to 270. However, the pixel pitch was increased from 6.5
microns to 7.4. Less dynamic range is available at 12 bits vs the Micro’s 16, along with less well
depth at 20000 electrons down from 30000. The noise is also increased significantly due to the
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Figure 4.7: The Kirtas systems uses a fixed cradle system to hold manuscripts at a 110◦ angle,
with fixed cameras to image both upturned pages at once. It is designed for rapid, automated
digitization of bound targets, using a vacuum seal to turn pages during collection [7].
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Figure 4.8: An unmanned aerial system (UAS) with a Nano-Hyperspec attached. Though imaged
here on a remote sensing platform, the system was adjusted to perform captures on a translation
stage, or could also remain stationary with a translating target, similar to the Bodleian system [8].

lack of active cooling, with a dark noise of 125 electrons/photon/s to the Micro’s 2, and a read
noise of 20 vs 1.4. The question to answer is whether a system with such limitations is worth
the price, or is a more expensive, higher end product required to accomplish meaningful cultural
heritage imaging. The Nano-Hyperspec is shown attached to RIT’s UAS in Figure 4.8. The NanoHyperspec can be expected to cost over $25K, with a lighting and scanning system as an additional
$25K. The “bigger brother” Micro-Hyperspec, costs approximately $34K.

4.1.1

Current Detector Characteristics

As explained above, the R-CHIVE MSI system is built around a 50 Megapixel E7 detector by
MegaVision. In review, it has 12 bits worth of ADC, typical capture rates of 1-4 seconds, a pixel
pitch of 6 microns, and spectral range of 320-1100 nm. It generates MSI images using LED lights
with a panchromatic detector. This is the base detector off which the modeling was performed, as
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Figure 4.9: The spectrum and relative intensities of each LED source. The y-axis shows the
relative intensity of the given source normalized to the largest intensity and the x-axis shows the
wavelength of light, ranging from the UV from the left, through the visible, and to the near IR at
the right. Intensities of the sources were obtained from MegaVision [9].

this data was captured before the existence of the RIT High-res Spatial/Spectral Scanning System
(HS4) prototype.

4.1.2

Sources

The LED sources used for the multispectral imaging have the benefit of being very efficient in the
wavebands being investigated. Typical tungsten halogen broadband intensities peak in the infrared
and are inefficient in the visible spectrum, following Wien’s displacement law. This leaves the peak
wavelength in the infrared, with orders of magnitude less efficiency in the visible spectrum. The
LED panels for the system are 19 cm x 19 cm in area, and can be combined to create larger surface
areas. The max power of one panel is 70 W, with up to 9 panels being used, resulting in nine times
the total power. This power is spread over the intensity spectrum of each LED, which is shown in
Figure 4.9.
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Figure 4.10: The spectrum and output of SoLux daylight lighting. These broadband sources
cover the full spectrum of typical CCD sensitivity, ranging from 400-1100 nm. The relatively flat
response of the 4700 K source is particularly promising for an HSI system, being both broad and
relatively uniform. The 3500 K and 4100 K have a CRI of > 98, while the 4700 K source has a
CRI of > 99 [10].

For HSI systems, the LED setup is counterproductive. LEDs illuminate specific narrow bands
of light, while HSI systems are designed to capture a full spectrum across the detector’s responsivity simultaneously, typically ranging from 400-1000 nm for silicon detectors. Some LEDs can
very closely replicate broad spectrum light, by using a combination of LED sources. However,
these typically have peak and valley features around 450-470 nm. Additionally, due to their high
efficiency and low heat, they also tend to lack spectra in the NIR, falling off above 620 nm [41].
More blackbody-accurate sources do exist, such as broadband sources from SoLux. Sources vary
by “color temperature”, but all claim a Color Rendering Index (CRI) of > 98, where 100 is perfect
mimicry of daylight. The spectra of SoLux sources considered are shown in Figure 4.10.

4.1. DETECTOR SYSTEMS

4.1.3

57

HSI System Database

A large effort was made to expand upon a HSI system spreadsheet to catalog basic parameters of
over a dozen systems. This documented basic parameters including but not limited to: model, manufacturer, detector array, price, weight, and detector bandwidth [42]. The database was expanded
to include information pertinent to noise and modeling such as: pixel pitch, spectral resolution, bit
depth, well depth, quantum efficiency, etc.
The largest difference in dispersion HSI vs. typical RGB or monochromatic cameras is the
spatial/spectral compromise, where all the spectral information must be dispersed spatially across
one dimension of the detector for HSI systems. This process costs individual pixels many photons as they are spread over the detector space. Higher spectral resolutions result in less photons
per pixel compared to typical detectors of lower spectral resolution. Well depth, bandwidth, and
number of bands are three of the primary characteristics affecting the image quality. In a shotnoise-limited environment, the primary impact of noise is the variability of the arrival of photons
following a Poissonian distribution. Under these circumstances, the SNR increases with the number of photons detected as the square root of the signal [43], following

SN R =

Nsig
,
σsys

where σsys ∝

p

Nsig ,

∴

SN R ∝

p
Nsig .

(4.1)

The spectral response of each pixel was modeled as an instrumental profile, or spectral response function (SRF), convolving the slit function with the diffraction pattern and pixel response.
The slit and pixel can be represented by RECT functions, where
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where xo is the mean value and b is a scaling factor. Whereas most optical diffraction PSF’s would
follow the Besinc or Sombrero function, the imaging slit is instead represented by the Fourier
transform of the RECT function, SINC2 , where
SIN C 2 (

sin( π(x−xo ) )
x − xo
) = ( π(x−xb ) )2 ,
o
b

(4.3)

b

or by a Gaussian function via the system’s line spread function (LSF). The convolution of these
functions can range from a SINC2 to TRI function at the extremes of their relative size to one
another, but typical outputs can be assumed Gaussian for most dispersive imaging spectrometers
as
(x − µ)2
1
),
fX (x) = √ exp(−
2σ 2
σ 2π

(4.4)

where σ is the standard deviation, σ 2 the variance, and µ the mean [44, 45]. Two current examples
of the setup are shown below in Figure 4.11 for a detector with spectral gaps between bands and
a detector with overlapping bands. The responses are centered on a wavelength assuming even
dispersion across the wavelengths and detector array. This assumption should be acceptable as the
HSI systems being investigated only extend to approximately 1 micron in wavelength, vanishingly
small compared to the width of a typical detector array. The spectral overlap is determined by
the pixel pitch, focal length, and diffraction of the light into its constituent parts over the detector
array. These differences could be important depending on intended use of algorithms with the data.
For example, panchromatic sharpening methods sometimes make assumptions about MSI bands
not significantly overlapping with one another, while spanning the entire panchromatic spectrum
[46].
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Figure 4.11: Two NovaSol examples of the SRF modeling for the HSI systems, with FWHM defining the Gaussian response. (Top) The VisNIR MicroHSI A detector with no overlap of passbands
and (below) the SWIR microHSI 640 with overlap of passbands.
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4.1.4

The Human Visual System (HVS) and Contrast Sensitivity Function (CSF)

A detector system sometimes overlooked in system design is the human visual system. The photoreceptors on the retina of the human eye conduct sampling for the human visual system in the same
manner pixels conduct sampling for an electronic imaging system. This is obviously important for
display systems, matching display capabilities to the HVS, but could also be used to set image
capture requirements when the end goal is visual interpretation of the image product. The acuity
of vision is dependent upon the photo-receptor spacing, which is most dense in the center of the eye
called the fovea. This spacing, combined with optical limits and neuronal processing, determine
what images are actually perceived by the brain.
An aspect of human vision that can be applied to system requirements is the concept of minimum detectable signal, or the eye’s contrast sensitivity function (CSF). The human visual system
can discern between a 0.5 to 5% difference in contrast, dependent upon a number of factors involving target size, contrast, and color. This minimum threshold of detection is typically used to
differentiate whether a target can be perceived amongst a noisy background, generally implying
simple detection above a signal-to-noise ratio (SNR) of 1, while proving more challenging at lower
SNRs. Here, the SNR is defined as the ratio between the contrast and the standard deviation of the
noise distribution [47].
If human vision is the driving requirement of a system, a similar approach could be imagined
for setting an upper limit to the SNR. That is to say, if the signal-to-noise ratio is desired to be at
such a level that the noise is imperceptible to human vision, then the noise could be treated as the
signal to detect, with the actual signal acting as a background. If the noise to signal ratio is low
enough such that the noise is difficult to pick out from the signal, then the SNR is high enough
such that the noise is imperceptible. However, this is clearly not linear as an SNR of 2 would be
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Figure 4.12: The contrast sensitivity function of the human visual system. The CSF decreases
beyond 3-5 cycles/degree due to optical limits of the eye, and decreases below 3-5 cycles/degree
due to neuronal processing. (Left) A relative photopic curve is highlighted along a visual representation of the CSF. (Right) The CSF also varies by age, degrading over time (after Schieber,
1992) [11].

correlated to an NSR of 0.5, despite the noise possibly being easily discernible if only differences
in contrast are considered.
Instead, the contrast sensitivity function of the human eye should be considered. This function
illustrates the ability of the human visual system (HVS) to detect lower contrast differences with
more ease at specific frequencies based on the neural processing of the signal. The CSF is shown
in Figure 4.12, along with how it changes with age. The CSF decreases beyond 3-5 cycles/degree
due to optical limits of the eye, such as chromatic and spherical aberrations and diffraction. The
upper limit near 60 cycles/degree matches the Nyquist limit of the HVS based on photo-receptor
spacing. The CSF decreases below 3-5 cycles per degree due to neuronal processing via lateral
inhibition. A high pass filter optimization results in less sensitivity to low frequencies, as can be
seen in the cornsweet edge phenomenon [48].
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Therefore, the two factors that will determine an optimal SNR are contrast and resolution. The
resolution aspect changes based upon the zoom of the image. This shifts the frequencies being
inhibited by the HVS, allowing frequencies that were initially beyond 60 cycles/degree to fall
within the detectable limits post-zoom. Though the spatial frequency on the target is not changing,
the GSD on the eye is. As shown in Figure 4.12, a contrast of 10% could not be detected at 50-60
cycles/degree, but a contrast of < 1% could between 3-10 cycles/degree. To avoid the complexity
and infinite combinations of varying scales, a regular sized image of a line of text with 4-5 words
will be considered the maximum zoom for this experiment. If human detectable noise is avoided
at this level, it will continue to do so at lower resolutions (higher frequencies).
It is important to note here that human vision typically outperforms computer algorithms in
differentiating between patterns within noise [49, 50]. Therefore, if a computer algorithm is important to the system, its own SNR requirements should again be weighed against those of human
perception.

4.2

The Scene

4.2.1

Radiometry

When imaging with the R-CHIVE MegaVision system, the sources outlined in Section 4.1.2 were
set up at approximately 45◦ from the target, on either side of the detector. Intensities from Figure
4.9 begin with a total power 70 W per panel, characterized by
Z

∞

Esource Asource dλ = 70W ∗ n,

φsource =
−∞

(4.5)
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where φ is the flux, E is the irradiance, A is the area of the lights, λ is the wavelength, and n is
the number of light panels used. Large diffusers between the sources and target provided more
uniform lighting during image capture. Assuming all the light entered these Lambertian diffusers,
the exitance M and spectral radiance L are given as

Msource = φsource /Asource ,

(4.6)

Lsource = Msource /π.

(4.7)

The flux reaching the target was solved for by treating the sources and target as large planes,
integrating each point from one to the other over the total area of each according to
ZZ ZZ
φtarget =
As

Lsource r2 /[(xt − xs )2 + (yt − ys )2 + r2 ]2 dxs dys dxt dyt ,

(4.8)

At

where s is the source, t is the target, x and y are their spatial dimensions, and r is the distance
from respective points. The final step following the photons to the detector was to spread the flux
over the target surface area to get an irradiance, E [21]. This was combined with the reflectance,
ρ, given by a reflectance image from the MegaVision system, shown in Figure 4.14. This results
in spectral exitance by

Etarget

φtarget
, Mtarget =
=
Atarget

Z

∞

Etarget ρ dλ.

(4.9)

−∞

Here, the spectral exitance is scaled such that it integrates to the total target irradiance. An illustration of this particular setup, with assumed parameters, is shown in Figure 4.13.
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Figure 4.13: The setup of the modeled scene, captured from the RIT Image, Visualization, and
Education Resource GUI. The parameters pertinent to the scene are also shown, and mirror the
radiometry setup outlined in Figure 2.1. rd is the distance from the detector to the target, rs is the
distance from target to source, and φ is the angle between the plane of the target and the source.

4.2.2

Noise and Statistics

With the signal photons accounted for, the noise can be modeled by detector characteristics and
statistics regarding photon arrivals. Total electrons arriving on the detector, ne , are described by
λupper

ne =

X ρEtarget + Escatter τoptics QEtint p2p π
P (λc − λ)∆λ,
Eph (λ)
4(f /#)2 + 1

(4.10)

λlower

where λupper and λlower describe the upper and lower bounds of the passband with ∆λ as the step
size of the computational bins, Escatter is the irradiance from scatter in the atmosphere (negligible
for these distances), Eph (λ) is the photon energy at the given wavelength, τoptics is the transmission through the optical system, QE is the quantum efficiency, pp is the pixel pitch, and f /# is
the f-number of the system. P (λc − λ) is the SRF of a spectral channel with a maximum at λc
[45, 51]. The electrons were then converted to digital counts, DC, by accounting for the Poisson
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process of the photon distribution, as

DC ≈

P oisson(ne ) + P oisson(σF2 P A ) − σF P A
,
QSE

(4.11)

where σF P A is the focal plane array noise (dark and read noise), and QSE is the quantum state
efficiency defined as
QSE = well/(2bit − 1),
where well is the well depth of the detector and bit is its bit depth [44]. The Poisson process is
defined as a probability of arrivals, k based on a given rate, Λ, by the probability mass function
e−Λ Λk
.
k!

(4.12)

q
2 + σ2
2
2
2
σsig
haze + σread + σdark + σADC ,

(4.13)

PX (k) =

The total system noise, σsys , is defined as

σsys =
σsig =

√

ne ,

√
σADC = well/[ 12(2bit − 1)],

which includes signal, haze, read, dark, and ADC (analog to digital conversion) terms. Finally,
SNR was calculated as
SN R = ne /σsys .

(4.14)
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4.3

Results

With digital counts calculated to include Poisson statistics, sample images were modeled based on
the original reflectance image from the current R-CHIVE sensor. This was combined with noise
and detector parameters of the HSI systems. An 80% reflector was input in the image to adjust
dynamic range and investigate noise impacts on a noiseless target. This is shown in the top left of
the images in Figure 4.14. Integration times were chosen for the models to have this panel’s mean
reach saturation (full well capacity). This better utilizes the dynamic range, as a majority of the
scene falls below this reflectance value. The UV365 source was used in this model to highlight the
impact of LEDs on off-center bands. The original image and three simulated images are shown in
Figure 4.14, with the MicroHSI A detector’s 7th passband on the LED’s peak wavelength and 3rd
passband off-center by approximately 12 nm. The effect on the dynamic range can be seen in the
histograms of these images, shown in Figure 4.15.
The modeled images were inspected further to characterize the impact of noise on the different
systems. This was best highlighted by histogram stretching, shown in Figure 4.16. This enhanced
the contrast, highlighting in low-signal images how significant the noise was. A closer look at
the text is shown in Figure 4.17, including histogram stretching for Band 3, which could still be
utilized by an analyst or historian to identify the text.

4.4

Analysis

The level of noise in Figure 4.16 and 4.17 can be calculated as SNR from Equation 4.14. The
SNR of the original system and each significant passband of the HSI system is shown in Figure
4.18. This highlights that the detector is working in a shot-limited region of its response curve,
where noise is dominated by the magnitude of the signal instead of the detector characteristics.
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Figure 4.14: (Top-left) Calibrated reflectance image from the R-CHIVE MSI system, with an
80% reflector for integration time adjustment. (Top-right) The R-CHIVE system with an adapted
integration time to reach saturation of said panel. (Bottom-left) The MicroHSI A detector with
band 7 centered on the LED’s peak wavelength. (Bottom-right) The HSI detector’s band 3, offcenter of the LED peak by approximately 12 nm. All images are set with the bit depth as the
maximum value for the image.
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Figure 4.15: Histograms of the images from Figure 4.14, for the original, current system, band 7,
and band 3 left to right. As can be seen, the histogram is stretched in the modeled images to use
more of the dynamic range. Even more adjustment could be done, as there is still a majority of the
data that falls into the lower portion of the dynamic range.

Figure 4.16: The impact of the noise on the images can be seen more clearly by histogram
stretching the images over the cal panels, which should have smooth responses over their area.
(Bottom-left) The modeled system on the centered passband 7 has an SNR that appears visually
similar to that of the R-CHIVE sensor at this resolution. (Bottom-right) As expected, the poor
SNR of the off-center passband 3 highlights the noise inherent in the low signal image.
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Figure 4.17: The original and modeled text portions of the image, showing visual impacts to
analysts and historians using the data. Again, the reintegrated images appear brighter than the
original, but the SNR remains very similar for band 7, but is more degraded in band 3. Band
3 could still be used by analysts or historians, as the text is still legible, but the noise could be
troublesome for fine details.
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Figure 4.18: The SNR of the current R-CHIVE system compared to the SNR of each passband
of the HSI system over the UV365 LED spectrum. In addition to the SNR values, a curve of the
source spectrum with arbitrary units is also overlaid (dashed line) for a comparison of the HSI
SNR curve to the shape of the source intensity. It is clear the SNR follows the intensity profile
for it’s constituent bands, which suggests the system is operating in a photon-limited region of the
detector.

Noise values agree with this assessment: σADC ≈ 3.5e− , σdark ≈ 5e− , σread ≈ 5e− , σhaze ≈
0e− , and σsig ≈ 137e− . This matches the results of HSI system’s SNR following maximum well
capacity and pixel pitch [52].
The SNR values shown in Figure 4.18 unsurprisingly follow the lighting curve from Figure 4.9.
To further the point, and confirm the importance of well depth on HSI SNR, a quick calculation
was done of the well depth ratios compared to the SNR ratios for MSI vs. HSI systems [52]. The
current system’s well depth is 60,000 electrons, compared the HSI system’s 18,000 electrons. The
square of their ratio is the impact on the noise, according to Equation 4.13, suggesting 1.83 times
more SNR from the MSI system. A ratio of the SNR’s, 106 and 57, resulted in 1.86 more SNR
from the MSI system, confirming this estimate.
The signal, and therefore the integration time, plays a vital role in the total SNR of the system.
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Picking an integration time for scanning historic documents is a balance of maximizing signal
and spatial resolution while minimizing total time with an artifact, which rarely can be spared for
extended periods of time [32]. The total scan time is analyzed as follows:
h
GSD = pp ,
f
2
Apan = nswath npath GSDpan
,
2
AHSI = nswath GSDHSI
,

nscans =

Apan
,
AHSI l2

ttot = nscans tint ,

where GSD is the ground sample distance, h is the detector height, f is the focal length, A is the
target area scanned, and nswath and npath are the number of pixels in the cross and along track
directions respectively. nscans is the number of HSI scans required to match the MSI coverage,
with an acceptable loss ratio of l, requiring a time, ttot , given an integration time, tint . The loss
ratio of l is accepting ultra high spatial resolution is not required or realistic for an HSI system
given the spatial/spectral compromise.
For band 7, the microHSI A would only need about 5 seconds to scan the same document as
the 50 Mega-pixel R-CHIVE scanner but produces 10 times as much spectral data. This is given
l = 10, hpan = 1 m , hHSI = 1/3 m, and similar pixel pitches of 6 microns, assuming read time
is not limiting the scan time.
Lack of signal from the off-band histograms highlight the issue of more integration time for
some passbands, potentially resulting in saturation for others. This suggested a relatively uniform
broadband source is needed to satisfactorily leverage an HSI system’s spectral resolution. To
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compare, a similar radiometric setup was modeled with an incandescent blackbody as a source,
with the same total power as the LEDs. The resulting spectra matched that of a blackbody at 2300
K. Order of magnitude calculations were done to estimate the impact on the HSI models. The
spectrum had a peak intensity approximately 180 times weaker than the LEDs, due to the fact that
its power was spread across multiple microns instead of tens of nanometers of wavelengths. Even
more significant was that its peak was in the infrared, following Wien’s displacement law, where
the peak wavelength occurs at
λmax = b/T,

(4.15)

where b is Wien’s Displacement constant of ≈ 2900 µm K, and T is the temperature.
This resulted in a majority of the bulb’s energy being in the infrared, with maximum values
in the visible nearly 2000 times less that of the LED. This changed the scanning time required
from 5 seconds to 15 minutes for peak values of the bulb, and 2.5 hours for the visible spectrum.
This problem can be greatly alleviated either by reducing the HSI spatial resolution further, thus
decreasing the scan time by its square, or by using pan-sharpening. As mentioned in Section
3.1, pan-sharpening combines a high resolution panchromatic image, with a low-resolution spectral image, to get a similar resolution to the pan image with the additional spectral information
included. A benefit of the broadband source was that all passbands of the HSI system had similar level signals, as opposed to the LED system which resulted in little to no signal away from
peak wavelength. Images of these reduced spatial dimensions were simply “blockier” in appearance. Pan-sharpening comparisons and evaluations can be found in a number of other sources
[46, 53, 54].
The GSD was also empirically measured using a ruler on the calibration target compared to
the number of pixels it spanned. This measured the GSD of the system for this image capture to
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be approximately 26.3 microns/pixel, or .026 mm. At the scale of Figure 4.17, it is shown that a
pen stroke covers 13.4 ± 0.4 pixels for both the overtext and the undertext. At a computer monitor
distance of 22.5 in, a degree of vision spans 0.196 in. At the aforementioned scale, this covers
23.3 ± 0.5 pixels. This means the text occurs at approximately 1.73 ± .06 cycles/degree, and
pixels occur at 23.3 ± 0.5 cycles/degree. The upper detection limits for the HVS based on the
contrast sensitivity function from Figure 4.12 are 0.44% for the text and 3.10% for single pixel
noise. Because the system is shot-noise limited, the important noise factor will be based on the
signal measured. The distribution of the shot noise is based on Poissonian statistics with a mean
parameter of λ, where λ = N , the total number of electrons of a given pixel. The variance in a
Poisson distribution is equal to the mean, therefore the standard deviation of the noise distribution
√
is N .

With a well depth of 60,000 electrons, this results in a maximum standard deviation of 245
electrons. Though the standard deviation can be used to define contrast, it must to be converted
to appropriate units based on the bit depth of the detector or the display properties of the imaging
software. With a bit-depth of 11, 211 distinct values can be captured. Spreading 60,000 quanta
over this range allows for a change to be measured only every 29 electrons. Therefore the contrast
of 245 electrons corresponds to 8 digital counts, or a contrast based on

C=

Imax − Imin
,
Imax + Imin

(4.16)

where I is the intensity, resulting in a contrast of 0.20%. Therefore, the current imaging setup,
with the zoom of Figure 4.17, has negligible noise and detectable over/undertext for the HVS, as
is shown in Figure 4.19.
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Figure 4.19: The contrast/frequency pairs of targets and Poisson noise within the reflectance
image of Figure 4.17. Points falling under the CSF curves are discernible, while points above the
curve are not. This highlights the ability to see the overtext and undertext within the image, while
viewed at a scale of approximately a sentence, while not being able to discern the Poissonian noise
of the signal.

Modeling Conclusions
In conclusion, SNR decreased from 106 for the MSI system to 57 for the HSI system in accordance with well-depth, especially for off-peak channels with significantly less signal. Scan time is
expected to increase, though not significantly if spatial resolution loss can be accepted, or panchromatic sharpening techniques can be used. Scan times as low as 5 seconds, disregarding readout
time limitations, would be able to mimic SNR values taken with the MSI system with a factor of
10 spatial resolution loss. Despite the decrease in SNR of the HSI system, the modeled images
shown were at the best visibly similar, and at the worst still legible.
This highlights the possibility of “lower quality” systems still meeting system requirements
if defined within the limits of human vision or based on specific goals of the imaging capture.
Human vision could set resolution limits, as this document was found to be imaged at four times
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the Nyquist limit of human photo-receptors at reading distance of 14-16 inches, or 0.111 mm.
The similar visual image quality seen in the HSI system, despite having nearly half the SNR,
highlights the limits of the HVS in viewing this data. The noise within the text and background,
approximately 0.2% contrast, was found to be well beyond the limits of perception at the wordresolution level of 22.3 ± 0.5 cycles/deg, investigated in this research.
To get the SNR on par with the MSI system, either a strong broadband source would be needed
or spectra of interest would need to be identified a priori, similar to the current setup. Were that
approach to be used, the HSI system would have little to offer beyond the current MSI system, as
a major benefit of the HSI system was it being target spectra agnostic.
A database of HSI systems was created, along with a MATLAB code, to be run with a reflectance image from the current MSI system. Its output includes passband responses for each
system, noise modeled images based on the given parameters, SNR calculations for each passband
in the sensor, and scan time calculations given acceptable spatial resolution losses. A primary advantage of the HSI systems modeled were their high spectral resolution, capturing hundreds of
spectral measurements to estimate a material’s reflectance spectra. This is in stark contrast to
the tens of bands that an MSI system may capture. This greater spectral fidelity allows for a
wider range of material characterization without requiring a priori knowledge of the materials’
reflectance spectra. A MSI approach would require a spectral database to be created of targets of
interest to allow for specific band selection, focusing identification on a limited number of targets
[55].
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Chapter 5

Spatial Resolution as a Trade-Space

After discussing various image collection systems and methods, as well as parameters to analyze
usability with low-contrast features, it is important to decide which systems and techniques best fit
a given imaging objective. Lighting, lenses, detectors, etc. are improving constantly, but the costs
and benefits of each should be considered before implementing with a selected system. One should
analyze the “chain” of stages in the imaging system to determine weak points where improvements
would be most beneficial. This chapter addresses some aspects of this analysis: specifically the
tradeoff between optical diffraction and spatial resolution specified by the pixel size. System
metrics that have been developed and used in environmental remote sensing are adapted for use
in cultural heritage imaging and may help provide insight into the value of these imaging systems
specifications.
77

78

CHAPTER 5. SPATIAL RESOLUTION AS A TRADE-SPACE

5.1

Introduction

In an age of high-resolution digital cameras and video displays, the acceptance and understanding
by users of the idea that pixels represent images and that “high-resolution” usually means more
pixels is certainly beneficial for a better understanding of detector and display systems. However,
several assumptions inherent in the concept of the “resolution” of an image are of significant
import in more technical applications. Specifically, it is shortsighted to assume that a system that
has the most pixels is the best suited to ones’ imaging needs, and this misconception represents a
lack of understanding of the human visual system limits, or potential benefits of larger pixel sizes:
“more is not always better.”
The decision to use a sensor with smaller pixels separated by smaller distances (a smaller
“pitch”) to sample an image or object more finely assumes there is value to increasing spatial resolution. Such a decision may seem to be intuitively obvious, but including analysis in the imaging
chain reveals that the “signal-to-noise ratio” (SNR) is also impacted by this change, and may be
detrimentally affected by higher spatial resolution. Fundamentally, improved spatial “resolution”
results from measuring light over smaller areas, which affects the number of photons counted by a
pixel, and thus the resulting digital counts. Integration time must also be considered, particularly
with regards to the light exposure applied to the object. The concept of “well depth” and its impact
on image dynamic range is also directly affected by pixel size. The impact of the spatial resolution
dependent upon object size and resulting aliasing concerns should be investigated if fine sampling
is deemed vital. And finally, hard drive storage should also be considered, as single image files
can exceed gigabytes of data for high resolution systems.
A point of diminishing returns can be reached with increased resolution, particularly when
paired with the human visual system. If an object was created to be viewed by humans, and is being
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imaged to convey that same information, then imaging beyond the limits of human vision would
not likely be beneficial. The benefits of higher resolution systems can include finer detail and
sharper images, which may contend with aliasing and human visual system limits. Though lower
signal levels per pixel can be combated with increased exposure time or illumination, this still puts
more light on a potentially sensitive cultural heritage target. These benefits and drawbacks, along
with their caveats, will be the focus of this chapter.

5.2

Spatial Resolution and Sampling

Spatial “resolution” is a term that has become familiar to users of smartphone cameras, though
the scientific consideration is somewhat more complicated than the naı̈ve concept. Simply, images
with more pixels over the same image area tend to appear subjectively “better” to the viewer. For
example, this will allow the user to “zoom in” on a feature without seeing a limit of low spatial
resolution, such as images consisting of “pixilation” or “blockiness.” The cost of the image having
too few pixels is the most intuitive aspect of spatial resolution, and is displayed in Figure 5.1. The
image begins to appear “blocky” if the user “zooms in.” However, increasing the resolution can
only sharpen an image so much, as limitations of system optics must also be considered, which
may introduce aliased spatial frequencies while also decreasing signal level with decreases in pixel
pitch.

5.2.1

Target Size

In environmental remote sensing, a metric used to determine the required level of image quality
based upon target size is the “National Imagery Interpretability Rating Scale” (NIIRS). This scale
adjusts linearly with resolution of the intended target of the system, illustrating that increases
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Figure 5.1: Effect of decreasing pixel pitch to increase spatial resolution, which produces a
“smoother-looking” image. The gray scale of the images has been scaled by histogram stretching
to better illustrate these spatial differences.

in resolution and sharpness will be required for successful analysis of finer resolution targets.
Sampling at fine resolutions alone does not necessarily mean that the image will be interpretable
at the sampled resolution. For example, if the image is too blurry to distinguish fine detail within
texts, then fine sampling will be of little use to the human attempting to interpret it. A further
constraint on the system, once the resolution is selected, will be to pair an appropriate diameter
of aperture with the pixel separation. The balance of these two parameters impact sharpness and
aliasing of the system, based on a ratio of the cutoff frequency determined by each. Limitations of
the human visual system highlight upper limits of sampling (resolution) and impacts of contrast,
such as determining whether a human can interpret a faded text.
The NIIRS was originally designed for image analysts in the intelligence-gathering community
to specify which tasks could be performed using an image with specified collection parameters.
As shown in Table 5.1 [56, 57], the NIIRS produces numerical values from 0-9 and specify typical
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Table 5.1: Example targets at given NIIRS levels and their associated approximate sizes.
N

Example

Linear Dimension

Average

0

No targets able to be identified, uninterpretable
Terrain type (urban, forest,
water, runways)
Large Buildings (hospitals,
factories) major high patterns
Houses in residential neighborhood, orchards
Sports courts, barns, silos
Large tents, large animals
(elephants, rhinoceros)
Sedan or station wagon, utility poles
Steps on stairway, railroad
ties
Baby pigs, windshield wipers

N/A

N/A

Ratio
(N/(N+1))
N/A

7.9m - 79m

43 m

1.26

18-35m (Medium) 37-45m
(Large)
10-13 m

34 m

2.83

12 m

1.20

8-11 m
5 m -7.5 m (elephant) 3.5 m
-4.6 m (rhino)
4.5 m - 5.2 m , requires 1m
to differentiate vehicle type
20cm – 25cm (8 in - 10 in)

10 m
5m

2.00
4.13

1.21 m

5.50

0.22 m

1.80

0.15m - 0.3m (6in – 12in)
12-20 mm (0.5 in – 0.75 in)
< 12 mm (< 0.5 in)

0.122 m

9.38

0.013 m

Ratio
3.51

1
2
3
4
5
6
7
8
9

Barbs on fence, spikes on
railroad tie

Avg

tasks that may be performed on that data, from detecting large buildings to identifying barbs on a
barbed-wire fence. For example, a “low-resolution” image, where the pixel spacing on the ground
(the “ground sample distance” or “GSD”) is large could be useful for identifying large buildings,
but not pedestrians. An image with a smaller GSD may be useful for identifying cars, but not
license plates. Assessment of whether an image could be used for a given task led to the “General
Image Quality Equation (GIQE).” The GIQE uses specifications of a given imaging system to
predict the quality of resulting images in the NIIRS.
The latest GIQE relies specifically upon GSD, SNR, and the relative edge response (RER).
The RER is a representation of how sharp an image’s features are, similar to a line spread function
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(LSF), a 1-D representation of the point spread function (PSF). Given these parameters, a NIIRS
value can be output for a given image without requiring specialized analysts to evaluate and assign
a value subjectively. The latest GIQE calculates NIIRS ratings as
NIIRS = A0 + A1 log(GSD) + A2 [1 − exp(A3 /SNR)] log(RER) + A4 log(RER)4 + A5 /SNR ,
(5.1)
where the A coefficiencts can be found in Table 5.2 [58].
Table 5.2: A coefficients for GIQE 5.
A0
9.57

A1
-3.32

A2
3.32

A3
-1.9

A4
-2

A5
-1.8

One image sensor should not be expected to be used for all targets and imaging conditions,
just as a microscope camera would be impractical for imaging an entire document. Therefore, the
appropriate range of target sizes and required resolutions should be selected for the objectives of
an imaging system. A system should be designed or selected for a typical imaging task, instead
of being expected to accomplish any task imaginable. Furthermore, there is no value to increasing
spatial resolution beyond a limit, as the human visual system may not be capable of detecting the
difference in the image, dependent upon display parameters. Computer systems can zoom in on
finer details than the human visual system is capable of, which highlights the importance of proper
NIIRS value selection.

5.2.2

Human Perception Limits

The human visual system has several limiting factors that preclude seeing beyond specific thresholds. Of these, those relevant to “sampling” and “detection” are most pertinent to imaging system
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design. For sampling, the Nyquist frequency of the human eye is determined by the spacing of
photoreceptors upon the retina. The Nyquist limit specifies an upper limit of the spatial sampling;
any higher spatial frequencies will be “undersampled” and represented inaccurately, known as
“aliasing.” The second limiting factor affects “detectability” and is known as the contrast sensitivity function (CSF). The CSF determines the minimum contrast difference required to be sensed
by the human visual system and is dependent upon the angular size of the target on the retina.
“Spreading” of incoming light by ocular aberrations and subsequent neural processing inhibits the
human visual system, which was designed by evolution to concentrate on the most pertinent information required for survival. For example, humans readily notice rapid motion of approaching
hazards, while missing slower motion and/or camouflage. The design of the eye-brain system may
not be able to detect subtle differences in image quality of low and high frequency background
noise, which have different impacts on computer vision algorithms able to identify and detect
those differences.
The Nyquist frequency, ρN yq , of the human visual system can be estimated from the spacing
of the photoreceptors or by empirical testing. Both methods arrive at similar answers [48], approximately 50-60 cycles per angular degree. For the Nyquist limit of the human visual system (HVS),
the distance between the photoreceptor cones in the region of highest acuity is approximately
3µm, with 5µm per minute of arc or 0.3 mm/degree on the retina, resulting in 100 cones/degree.
Though this suggests unaliased sampling of signals ≤ 50 cycles/deg, typical eye tests show that
the measured acuity of an average adult is approximately 60 cycles per degree for 20/20 vision,
possibly due to the cones’ shape or additional neural processes [48].
HVS factors may constrain imaging system design, making it important to specify the purpose
of the system. For example, if an MSI or HSI system’s purpose is to image handwritten text,
then resolution beyond that of the human visual system would likely not be necessary. Therefore,
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given the known distance and focal length of a detector, as well as the average reading distance
of a human, a detector’s ρN yq may be matched to that of the HVS. Using an average reading
distance of 0.38 m and human acuity limits of 60 cycles per degree, average humans are unable
to discern features smaller than 0.111 mm apart [50]. For example, let us consider a palimpsested
manuscript: In this example, the overtext (more recent and legible text) and undertext (original,
erased text) may be viewed as targets created with the intent of detection by the human visual
system. The MSI system used to image the Enoch palimpsest, shown in Figure 5.1, at the Berlin
State Library had a spatial sampling distance determined to be 26 microns/pixel on the target’s
surface, well beyond the limits of human vision and therefore much finer than would be expected
for handwritten text. If the purpose of the image was to identify and read texts, such high resolution
would not be unnecessary and detrimental based on the signal costs. A lower resolution system
with larger pixels and potentially increased dynamic range (as discussed in Section 4.4) would
exhibit improved SNR or require less integration time to maintain similar SNRs, reducing the
total amount of energy incident upon the historic texts.

5.2.3

Optical Resolution, Diffraction

Light energy from a source physically spreads as it propagates through an aperture in a process
known as “diffraction.” The purpose of the optical system is to collect and “refocus” this light to
create “images” of the original source points. The ultimate limit of an imaging system’s resolution
is dependent upon diffraction, which causes two closely spaced point sources to “bleed” into each
other to the point of indistinction within an image. A common approximate rule of thumb for the
limiting separation, ∆, of two point sources that may just be resolved is

∆x u λ0 ·

f0
= λ0 · f /# ,
D0

(5.2)
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λ0 is the dominant wavelength being imaged, f0 is the focal length of the imaging system, D0 is
the diameter of the lens system, and f/# is the focal ratio (f/number) of the system:

f /# =

f0
.
D0

(5.3)

Q is a metric used to compare the spatial frequencies passed by the optics and sampled by
the detector in an imaging system. It characterizes aliasing and the modulation transfer function
(MTF) which defines achievable visual sharpness. Q relates f/# and pixel spacing, ps as:

Q=

λ0 · f /#
.
ps

(5.4)

The two values effectively being compared in Q are the cutoff spatial frequencies of the optics and
sensor. Beyond the cutoff frequencies, higher frequencies cannot pass without being aliased, or
recorded as an improperly sampled, lower frequency. The optical cutoff frequency, (ρmax )optics ,
is:
(ρmax )optics =

1
.
λ0 · f /#

(5.5)

The sensor samples the spatial signal from the optics at the pixel spacing ps , and must sample
at least twice per period of every spatially oscillating signal in the scene to avoid aliasing, so the
maximum spatial frequency passed by the sensor is:

(ρmax )sensor =

1
.
2ps

(5.6)

Systems which match these two maximum frequencies are defined by Q = 2, representing the
balance of (ρmax )optics matching the pixel pitch’s Nyquist limit of (ρmax )sensor .
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Figure 5.2: MTF’s of various Q value systems compared to their Nyquist frequency, normalized
to the number of cycles per pixel. Lower Q values result in higher frequencies being allowed into
the system, resulting in aliasing (right of the dashed line) as well as sharper looking edges.

To better illustrate the relationship of cutoff frequencies with the value Q, Figure 5.2 shows
the MTFs of various Q valued systems. The Nyquist limit is highlighted by a dashed vertical line.
For reference, the Q value of the MegaVision MSI system used to capture the 50 MP image in
Figure 5.1 was Q = 0.5.
From Figure 5.2, it is apparent that the optics in a system with Q ≥ 2 will not pass spatial
frequencies above the Nyquist limit, and thus the image will not be aliased. Systems with smaller
values of Q allow larger spatial frequencies to enter the system with less modulation (see Figure
5.2 where the MTF at the Nyquist frequency is 0 for a Q = 2 system and 0.25 for Q = 1),
resulting in sharper images. The MTF defines how much a signal is modulated, or reduced, at a
given frequency. Because the frequencies above the Nyquist limit are also being modulated, often
severely, the aliasing that does occur is also modulated, diminishing the visibility of those aliased
frequencies.
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In conclusion, one should select a range of target sizes for a system to target. Understanding of
the limitations of the human visual system can inform this decision, especially for targets chosen
requiring a human to interpret the target. MTF concerns should be considered if extra-fine sampling is required, as these are the frequencies at which there will be the most aliasing, depending
upon the Q design of the system.

5.3

Resolution and Signal Level

It is important to consider all implications of higher-resolution imaging systems. Having a sensor with the largest number of pixels is not necessarily most appropriate for any given imaging
scenario. Smaller pixels in a sensor will measure fewer photons in the same exposure time as
larger pixels, due to their projected area on the target being smaller, decreasing the signal-to-noise
ratio (SNR). Because doubling the resolution of a detector halves both the x- and y-direction of
the pixel pitch, the area of a given pixel capturing photons is reduced to one quarter its original
capability. This also reduces the shot noise measured by the square root of the signal, such that
the SNR is reduced in proportion to the increase in linear spatial resolution, and is written as

SN R =

p
Nsig
Nsig
=p
= Nsig ,
σsys
Nsig

(5.7)

where Nsig is the signal level (number of electrons, photons, digital counts, etc.), and σsys is the
shot noise of the system, assuming the noise of the system is dominated by shot noise. Other noise
parameters include dark and readout noise, inherent in the detector itself, and may be significant
when imaging in low-light conditions or at high spatial/spectral resolutions.
In remote sensing of natural scenes, Gaussian distributions of spectra within the scene can
sometimes be assumed. Within cultural heritage imaging, however, the relatively small GSD and
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man-made targets limit the likelihood of Gaussian mixing within pixels. Spectral distributions of
typical targets, e.g. inks and pigments on top of parchment, will be both man-made and applied
with man-made tools. Though some natural distributions may exist within the parchment itself,
this is not typically a target of interest for cultural heritage imaging but the background of the
image itself.

5.3.1

Integration Time and Total Power

The decrease in signal level due to smaller pixels may be countered in two ways: increasing either
integration time or source intensity. Increasing integration time is more straightforward when
using static detectors, as dynamic systems must contend with pixel smear and jitter, which impact
the MTF. An important concern for cultural heritage documents is that both methods not only
increase the total amount of energy received by the imaging system, but also the total energy on
the target.
Cultural heritage objects usually are sensitive to incident radiation and under various control
standards. Documents, inks, and pigments can be damaged by incident light either by chemical
reaction or by heating of the target. The British Standards Institution recommends lighting of cultural collections based on PAS198:2012 Specification for Managing Environmental Conditions for
Cultural Collections. This standard recommends a document under regular display be limited to
50 lux (lumen/m2 ). A hypothetical imaging scenario, posed by Beeby (2018), uses approximately
1000 lux over a much shorter period, resulting in 8000 lux-hr being achievable over either a month
of exhibition time or a day of conservation imaging [59].
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Well Depth

The amount of electrons a typical (CMOS) detector can store is dependent upon the size of its
detectable surface area and detector type [60]. This maximum number of photoelectrons is known
as the “well depth.” Because increased resolution decreases pixel area with a fixed size detector
(CMOS chips do have physical limitations in size per cost), the maximum signal level a detector can measure decreases. This constraint directly impacts the maximum achievable SNR of the
system by the square root of the number of detected photons, as shown in Equation 5.7. Therefore, a larger well depth allows for more discrimination in measured signal and more signal to be
collected with respect to the detector’s dark and readout noise levels.

5.3.3

Contrast Sensitivity Function

Recent research has highlighted considerations of the contrast sensitivity function (CSF) with
respect to minimum detectable thresholds for both targets (overtext and undertext) and noise in
an image [50]. The CSF is shown in Figure 5.3, with a CSF curve overlaid on a frequency and
contrast varying signal to highlight the region of detection for the HVS. At high frequencies,
change detection is reduced by diffraction, and chromatic and spherical aberrations within the
eye. Low frequency detection is reduced due to neural processing optimized for a high pass filter
to detect fine details.
The impact of signal level on human detection should be considered in conjunction with a
target’s size. This is especially important for high spatial frequencies; though a detector may
measure very fine differences in a signal, the recording and display may still be indiscernible to
the HVS. A target will only be discernible if, dependent upon the resolution, the contrast between
the target and background is of a significant relative magnitude (it falls under the CSF curve).
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Figure 5.3: The contrast sensitivity functions of the human visual system by age (after Schieber,
1992) overlaid upon a sine wave of increasing frequency along the x-axis and decreasing contrast
along the y-axis [12].

Methods like principal component analysis and spectral angle mapper can be used to increase the
contrast between the target and background (e.g. text and parchment). SNR should be maximized
to limit the impact of shot noise on the system, particularly when image processing steps may
attempt to histogram stretch an image, increasing its contrast for better visualization. Because
methods like histogram stretching are agnostic to an electron’s source, the contrast of the noise in
the image is also increased, increasing its detectibility by the HVS as well.
Optimal resolutions must be fine enough to be appealing and usable by human analysts, yet
coarse enough to allow quick signal gathering to prevent lighting damage to targets. SNR implications affect image processing algorithms even more than the HVS [49]. Human usability could
also be increased using panchromatic sharpening, which mathematically blends the spatial and
spectral resolutions of two images into one higher resolution image [46].
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Modulation Transfer Function (MTF)

The modulation transfer function (MTF) of the system was modeled by combining the MTFs of
the optics, wavefront error, system jitter, pixel smear, and pixel pitch as

M T Fsys = M T Foptics · M T Fsensor · M T Fjitter · M T Fsmear · M T Fpitch .

(5.8)

These quantities are specified in accordance to Fiete’s system model used for remote sensing Q
values and MTFs [57, 61]. The MTF of an obstructed annulus, typical in imaging systems with
mirror designs, is defined as
M T Fann =

2(A + B + C)
,
π(1 − 2 )

(5.9)

where  is defined by the fill-factor, F , of a collection annulus, where 1 corresponds to unoccluded
and 0 to fully occluded. This relates to epsilon as

F =1−

2
Docc
= 1 − 2 ,
2
Dap

(5.10)

where Docc is the diameter of the occlusion and Dap is that of the aperture. The A, B, and C
variables of Equation 5.9 are defined as
A = cos−1 (ρann ) − ρann

B=




2 [cos−1 ( ρann ) −




0

ρann


p
1 − ρ2ann

q
2
1 − ( ρann
 )

for 0 ≤ ρann ≤ 1 ,

for 0 ≤ ρann ≤ 
for ρann > 

, and

(5.11)

(5.12)
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C=





−π2







−π2 +  sin φ + φ (1 + 2 )...
2

for 0 ≤ ρann ≤

,



φ
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1− ) tan 2






0
φ = cos−1 (

1−
2

for

1−
2

< ρann ≤

for ρann >

(5.13)

1+
2

1+
2

1 + 2 − 4ρ2ann
) and
2

(5.14)

1 + 2 − 4ρ2ann
< 1.
2
The MTF of the detector is defined with ideal sampling as

M T Fdet =

M T Fwf e

sin(πρ pp )
= sinc(ρ pp ) ,
πρ pp

λrms 2
=1−
0.18

(5.15)

r

1
1 − 4(ρann − )2 ,
2

(5.16)

M T Fjitter = exp(−2(ρann πσj )2 ) ,

(5.17)

M T Fsmear = sinc(ρann σp ) ,

(5.18)

where pp is the pixel pitch, σj is the jitter in pixels and σp defines the pixel smear.
If additional information regarding the optical system MTF is desired, the reader is encouraged
to review Fiete’s comprehensive work on the subject [61]. Though the smear and jitter values may
be negligible for a stationary framing camera, added motion from a scanning system would likely
increase these.
Using the above equations, the system MTF can be plotted with respect to the pixel size of a
system, and thus its Nyquist limit. By varying aperture size, and thus adjusting M T Fsys , different
values of Q can be compared with respect to aliasing, as shown in Figure 5.2.
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Sampling

To model images highlighting the different impacts of Q, the basic Fourier process of image
capture was simulated. This included convolving the original input image, f (x, y), with the point
spread function of the system (the inverse 2-D Fourier transform of the MTF H(ξ, η)), and then
multiplying by the sampling function s[x, y], as

g[x, y] = (f [x, y] ∗ h[x, y]) · s[x, y] ,

(5.19)

where “*” denotes the mathematical operation of convolution. This can also be performed in the
frequency domain by evaluating the Fourier transform of the image and multiplying by the MTF,
if ones wishes to avoid computationally expensive convolutions [62].

By multiplying the output image by various sampling functions, an image could effectively be
downsampled in spatial resolution. This downsampling process allowed aliasing to be investigated
from an existing image, which could not have been produced by adjusting the MTF alone. Because
the image had already been sampled by a detector, whether it was a historic document imager,
conventional scanner, or any computer generated image (with pixels as the sampling function), all
frequencies above the relevant Nyquist frequency had been removed; no MTF adjustment could
enhance frequencies beyond ρnyq , as they no longer existed. In downsampling, ρnyq was reduced
by increasing the effective pixel spacing according to Equation 5.6. Various MTFs could then be
applied, enhancing or limiting frequencies that reach the sampling function. If the MTF were to
fully modulate frequencies above the new ρnyq then no aliasing would exist.
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Table 5.3: Proposed cultural heritage relevant targets at theoretical NIIRS levels and their associated approximate sizes.
N

Example

Linear Dimension

Average

7
8

Large picture (page width)
Small
picture
(half
width+margin)
Word of text

8.5 in (0.215 m)
4 in (0.102 m)

215 mm
102 mm

Ratio
(N/(N+1))
2.11
4.86

5 letters = 5x below, 5/6 in
= 0.02 m
72 pts/in, 12 pt = 1/6 in =
0.004 m
0.1-1.4 mm fountain pens
1/4 of pen stroke, 0.0250.35 m
17-181 µm (0.181-0.017
mm)
500-590 ppi (0.05-0.04
mm)

21 mm

5.00

4.2 mm

4.67

0.9
0.225 mm

4.00
2.25

0.1 mm

2.00

0.05 mm

Ratio Avg =
3.55

9

10 Character of text
11 Pen stroke
12 Overlapping strokes
13 Hair’s breadth
14 Fingerprint

5.5

Analysis

A list of proposed NIIRS values, example targets, typical size, and linear dimension ratio to following levels is shown in Table 5.3. Similar GSD NIIRS values are repeated between Table 5.1
and 5.3, but example targets identified in Table 5.3 are all relatable to cultural heritage targets,
whereas Table 5.1 focuses on remote sensing examples. The scaling ratio of approximately 2×
GSD per NIIRS level was followed, per Harrington, et al. (2015). The ratio of GSDs in the final column of Table 5.1 and 5.3 can be compared to see relative similarity in scaling, with large
uncertainty on some levels due to ambiguity of target definitions.
The impacts of the modulation transfer function (MTF) on image quality is yet another engineering balancing act. The MTF of a system defines how different wavelengths of light are
modulated through the imaging system, defined primarily by the aperture of the lens and the pitch
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Figure 5.4: Effects of Q on image sharpness. Images with smaller values of Q appear sharper
as the amplitudes at large spatial frequencies are increased, but this can also present aliasing.
Depending on the Q value and the frequencies of the image, this may be indiscernible. The
differences are more noticeable in the lower images than the top, despite having the same Q
values.

of the pixels, as seen in Equation 5.9. Because the MTF describes which and what magnitude of
frequencies pass through an imaging system, it can be used to determine two key image characteristics: how sharp an image appears (based on how many high frequencies are passed), as shown
in Figure 5.4, and how much aliasing occurs (based on how many frequencies beyond the Nyquist
frequency enter the system).
The impacts of aliasing, based on the Q of a system, are shown in Figures 5.5 and 5.6, with
the largest impact shown in the horizontal bars of the resolution targets.
Sharpness in an image will not only affect human perception, but also computer algorithms to
very different degrees [49, 54], therefore pertinent algorithms should be investigated when designing a system. Most optical systems tend to design to Q = 0.5 − 1.5, catering to sharper images
for the human visual system [63]. The impacts of aliasing on expected uses for the system should
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Figure 5.5: Aliasing at various Q values, increasing as Q decreases to the right. The true target
was blurred by the MTFs of Figure 5.2. The sampling size was selected for the angular resolution
of the horizontal bars at line 3 to be at ρnyq . Aliasing is most visible on the horizontal bars of
target 2, as well as making out the numerals 2-4 in higher Q’s and being unable to do so at lower
Q.

also be investigated to decide whether a lower Q would be acceptable or not. For reference, the Q
of the MSI system modeled in this paper (see Figures 5.1 and 5.4) is approximately 0.5.
The impacts on signal level and SNR due to resolution are shown in Figures 5.7 and 5.8. The
top row of Figure 5.7 illustrates increasing resolution decreasing total signal, while the bottom row
shows the same images after histogram stretching. Figure 5.8 illustrates the effect of histogram
stretching on noise in the higher resolution, lower SNR, images.
Figure 5.4 was analyzed for CSF calculations based upon overtext, undertext, and shot noise
(pixel size angular resolution). These resolutions were determined based upon the imaging GSD
and display assumptions with a viewing distance of 22.5 in [50]. The results of the target and noise
analysis can be reviewed in Figure 4.19, which shows the overtext and target undertext should be
discernible, with the shot noise within the background of the parchment potentially visible for
those with high visual acuity, and noise within the text is not visible.
An analysis of the HVS CSF with regard to the target texts and noise from Figure 5.7 is shown

5.5. ANALYSIS

97

Figure 5.6: Aliasing is highlighted in difference images (bottom) as new patterns. The original
image (top) is composed of bars at approximately a 15◦ angle at discrete frequencies, and a lower
row of vertical bars regularly increasing in frequency. Aliasing is shown in Q = 0.25 (bottomright) as horizontal bars in window 9, 45◦ bars in 10, and crossing bars in window 8. Aliasing in
the lower row is highlighted as irregular intervals. Q = 3 (bottom-left) only shows differences
based on blurring and modulation of existing frequencies.

in Chapter 4, Figure 4.19. The resolutions were based upon the size of a pixel on a computer
display and how many pixels made up a target (pen stroke on a character of text) or noise (a single
pixel for Poisson photon arrival statistics). The contrast was measured based on the mean value of
the target or signal, compared with the mean of the background. For the overtext and undertext,
this is a relatively straightforward measurement. For the noise levels, the background was either
the mean of the parchment or the mean of the text, and the signal noise was based on the variance
of the signal based upon shot noise parameters for that mean signal level.
If all other aspects of the system are considered equal, one should also consider the increase
in memory required for larger resolution files. Increasing the resolution (decreasing sample size)
by a factor of two will increase both the write time and the required amount of storage by the
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Figure 5.7: Effect of decreasing pixel size: spatial resolution increases linearly, while sensor area
decreases exponentially. Constant scaling is maintained across the top row of images based upon
the well depth of the system. The lower images are replicas that have been histogram stretched
to use the full dynamic range of the system, and also highlight the reduced SNR of systems with
higher Q.
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Figure 5.8: The same type of modeling as performed in Figure 5.7, but over a flat response
reflectance target to highlight the “salt and pepper” noise added to the system due to lower SNR
values at higher resolution. Lower resolution images, though blockier, will maintain higher SNR
over similar lighting conditions.

square of the increase, due to increasing both spatial dimensions. File size is already a concern of
high-resolution imaging and combining that with hyperspectral images would only compound the
issue further. If storage space for images is a concern, this should be considered by the user.

5.6

Conclusions

In conclusion, if higher resolution is not required for one’s targets of interest, it will cost additional
time to maintain the same signal-to-noise ratio and will require additional storage space exponentially proportional to the resolution increase. To determine if a target of interest requires higher
resolution, NIIRS examples such as the ones listed in Table 5.3 should be referenced. If the targets
were made for human interpretation, human vision system limits should be considered as well. If
a higher resolution is required, aliasing could negatively impact higher frequency sampling and
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should be considered by the Q factor of a system. Signal costs can be offset with increases to
integration time, but this needs to be weighed against time constraints of the data collect as well
as total power limitations on potentially sensitive targets. A recap of the costs, benefits, and their
respective caveats can be reviewed below:
1. Benefits of Higher Resolution:
(a) Finer detail may be seen in the data (assuming it is present and detectable)
i. Consider Q aliasing at finer resolutions
ii. Consider HVS limitations for pertinent target levels
(b) Potentially sharper images
2. Costs of Higher Resolution:
(a) Reduction in signal-to-noise ratio (SNR)
i. May require longer integration time or increased signal to counter
ii. Consider time/energy constraints on sensitive targets
(b) Additional memory requirements for writing/storage
One could imagine a historic approach to writing texts similar to that of Apple’s approach to
“retina” displays. These displays have a resolution that is only as fine as necessary to match the
limitations of the human visual system at a standard operating distance [64]. There is little reason
to design a display with pixel spacing so small that its increases to resolution go undetected by
the user. If it can be assumed that a majority of texts were written under the premise they were to
be read by humans at a standard reading distance, 14-16 inches [65], then finer digital sampling
than the human eye is capable of at that distance would be unnecessary. Assuming the goal of the
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system is to image documents intended for human reading, this provides an upper bound on how
fine of spatial resolution a detector should be.
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Chapter 6

Panchromatic sharpening enabling
low-intensity imaging of cultural
heritage documents
In the previous chapter, pros and cons of imaging at higher resolutions were discussed, with digital
downsampling used to simulate changes in spatial resolution. Reduced signal-to-noise ratio (SNR)
as a cost of imaging at higher resolutions implies the opposite is also true: imaging at lower
resolutions could result in increased SNR. Therefore, spatial resolution may be used as a tradespace, under which signal can be increased without increasing the amount of light incident upon
a target. This provides imaging professionals flexibility to work within low-light conditions, to
better ensure the safety of cultural heritage targets, which may be sensitive to intense or prolonged
illumination.
Hyperspectral imaging requires one dimension of a detector be devoted to spectral information
103
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of an imaged spatial dimension, thus creating a spatial-spectral compromise; increasing resolution
in the spectral domain tends to decrease information in the spatial domain. This is furthered by
dividing light into contiguous bands of energy, such that HSI systems decrease recorded photon
count per pixel from a scene often by a factor of 100 compared to typical RGB or panchromatic
imaging systems, and by one to two orders of magnitude for their multispectral imaging counterparts. Within this balancing of variables, spatial resolution can be used as a trade-space for image
quality, increasing a pixel’s pitch and projected footprint on a target increases the number of photons striking a pixel per time interval. Although the increase in ground sample distance (GSD) can
be accomplished physically, by increasing the imaging distance, this does not increase the signal
itself, as the projected area of the detector does not change. Increasing GSD does, however, allow
for quicker scan times over a given area. This allows the user to increase integration time, resulting
in a higher integrated signal recorded over similar total scan times than at higher resolutions (lower
imaging heights). Panchromatic sharpening can be applied to visually recover decreased spatial
resolution, and fuse the spatial information of a panchromatic image with the spectral information
from HSI.
In this research, a 14th-century manuscript was imaged at high image quality with an HSI
detector, using a low-illumination dose of 57 lux·hrs, significantly less than one day’s worth of
museum display (approx 400 lux·hrs). As the spatial resolution was digitally downsampled by
factors of approximately two and four, from 333 pixels per inch (ppi) to 161 and 80 ppi, the
signal-to-noise ratio (SNR) was increased by a factor of 2.00 and 2.79. Even after this spatial
downsampling, the resulting pan-sharpened images were up to 1.5 times spatially sharper than
the reference HSI image. Relatively high spectral accuracy was also maintained, with spectral
angle mapper (SAM) measurements of 0.0527-0.0963. The study was then repeated by physical
adjustments to GSD, decreasing resolution from 403 ppi to 111 ppi, increasing SNR from 27.1 to
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95.4 in base images, while maintaining SAM values of 0.110 and increasing sharpness by 60% in
the pan-sharpened images.

6.1

Introduction

The most common method to increase signal in HSI systems for remote sensing is to sacrifice
spatial resolution to gain larger sampling sizes over a larger target area: referenced by the term
“spatial-spectral compromise.” This can be seen on satellite systems such as WorldView2 and
GeoEye1, where the panchromatic band has 4 times the resolution of the spectral bands [46]. This
is an unrealistic change after a system is deployed, though similar methods may be implemented
by other means, such as digital downsampling or reducing GSD while increasing integration time.
When displaying and imaging historic artifacts, such as manuscripts on parchment, it is important to avoid causing damage with high levels of, or prolonged exposure to, incident light.
Two common forms of illumination damage are heat, typically accompanied by infrared (IR)
radiation, or chemical reactions, potentially induced by ultraviolet (UV) radiation. Standards
such as PAS198:2012 Specification for Managing Environmental Conditions for Cultural Collections define limits for illumination levels of cultural heritage documents on display at museums.
PAS198:2012 sets 50 lux as a display limit, reducing the risk of damage via illumination [59].
However, there are no such limitations set for imaging these items.
Confusion of illumination levels during imaging may stem from a lack of knowledge regarding sensitive documents and artifacts, imaging practices, or safe limits. A limit defined by a lux
level are somewhat lacking for broadband lighting, especially in the UV or NIR regions, as lux
measurements are limited to the visible spectrum of light. However, these limits can serve as a
starting point for protected imaging. Enabling imaging at similar low-light levels as museums
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could assuage concerns among curators and imaging experts alike; this could increase willingness
in the community to allow a collection’s cultural heritage items to be imaged across various spectra, possibly resulting in the recovery of lost information, which may be used for further analysis
and study by scholars in a corresponding field.

6.2

Background

Hyperspectral imaging is used extensively in remote sensing to discern target information via
spectral signatures. Objects that appear similar to the human visual system (HVS), may contain
differences indiscernible to the human eye, but separable with MSI or HSI systems. By definition, remote sensing tends to include large working distances, which typically would correlate
to large ground sample distances. Combining a large working distance with the spatial-spectral
compromise, HSI images tend to have lower resolution than their monochromatic counterparts.
Panchromatic sharpening combines a high spatial resolution panchromatic image with a low spatial resolution MSI or HSI image to create a pan-sharpened image that shares characteristics of
both high spatial and spectral resolutions [46, 66].
While image processing techniques have developed into commercial products, such as Adobe
Photoshop, that may be used for photo manipulation and editing, these generalized software techniques and filters are not always applicable to hyperspectral or multispectral imaging. Pansharpening an image requires both spatial and spectral information to attribute one HSI superpixel of
low resolution to multiple subpixels from a panchromatic image [46]. This method fuses information from two images of different spatial and spectral resolutions into one, resulting in sharpened
images that are multiple times the spatial resolution of the original MSI or HSI. With programs
like Photoshop, the sharpening is performed on a more global scale to account for lens, motion,
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or gaussian blur, or to sharpen images to make them more visually appealing; one must be careful
to maintain color accuracy even within the RGB bands [67]. While Photoshop appears to do well
removing lens blur from a defocused image, it cannot increase the actual resolution of an already
pixelated low-resolution image, as pan-sharpening does; it lacks the information required to infer
what is going on within a mixed pixel (more than one material or feature) with only one image.
Palimpsests are a type of historic document that pose a particular challenge to curators and
historians. The palimpsesting process typically involved either a chemical reagent to dissolve inks,
the fading of text over time, or physical scraping of ink from parchment, typically via pumice [68].
Depending on the process and ink used, various types of imaging or image processing techniques
may be used to digitally recover the text, ranging from principal component analysis, to spectral
angle mapper, and other mathematical band manipulation techniques [68]. Multi- or Hyperspectral
imaging is used to enable these tasks, where multispectral bands may be chosen specifically for
capturing known ink features of interest [14]. Hyperspectral imaging does not require a user to
have prior knowledge of the target spectra, due to its contiguous method of spectral imaging.
In this research, an HSI detector originally designed for an unmanned aerial system (UAS) was
adapted for a 405×605 mm scanning table.

6.2.1

Detectors

The HSI detector used was a Headwall Nano-Hyperspec, with 640 spatial pixels, 270 spectral
bands, and a CCD spectral response ranging from 400 to 1000 nm. The pixel pitch is larger
than average for a detector this size, at 7.4 microns, boosting the SNR compared to smaller pixel
pitches. This detector has a larger than average dark noise (125 e− 1, with a well depth of 20,000
e− 1), most likely due to the system being designed to fly on an UAS, thus requiring additional
onboard hardware, including a hard drive, which may add to the noise of the system. A 24mm
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Figure 6.1: (Left) The High-Resolution Spatial/Spectral Scanning System (HS4) prototype setup.
It uses a Headwall Nano-Hyperspec HSI detector and a broadband 4700K SoLux illumination
source. These are attached to a scanning system that uses CNC-machined parts to translate both
the detector and source in three dimensions above a scanning table. (Right) Source radiance of the
broadband light across the detector’s spectral response range.

f/2.0 apochromatic lens was used from Schneider Optics, enabling imaging at much lower working distances than the system was originally designed for, while maintaining satisfactory spectral
response due to its apochromatic design.
With only one dimension of the detector being allocated for spatial information, a two dimensional image was created by scanning the target line-by-line, translating the detector over the
target on a stationary bed. The illumination source used was a SoLux 4700K bulb that covered the
spectral response range of the detector. The illuminance of the bulb was calculated using Equation
2.1, after integrating the power of the bulb over its spectral flux. By translating the source with the
detector and maintaining a relatively low working distance, the illumination is more efficient as
it avoids portions of the target not being immediately imaged. An image of the High-Resolution
Spatial/Spectral Scanning System (HS4), detector and broadband source, is shown in Figure 6.1.
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The panchromatic camera used was a Canon EOS 5D Mark III. This 22.3 mepapixel (MP)
camera typically has a Bayer pattern filter over the detector to allow for color imaging, combined
with an infrared filter to prevent illumination by light invisible to the human visual system. The
EOS 5D Mark III used in this research was modified by removing both of those filters, such that it
responded to light across the entirety of the CCD’s spectral response, ranging from approximately
400 to 1000 nm.

6.2.2

Target

The target imaged was an Italian palimpsest from the Cary Collection at the Rochester Institute
of Technology (RIT). The palimpsested writing is expected to be an Italian religious text from
the 14th-century, with an Italian antiphonal overtext circa the 15th-century. The manuscript was
written on parchment, the hair-side of which was used primarily in this research, which is shown
in Figure 6.2.

6.3
6.3.1

Methodology
Hyperspectral Imaging

The ground sampling distance (GSD) of a detector represents the projected area of a pixel onto a
target surface. A larger GSD results in “blockier” looking images, but captures more photons than
smaller GSD’s at the same working distance and allows for faster scan times with HSI pushbroom
systems. It is important to note that larger GSD’s will not result in higher signal if the change is
achieved only by increasing the working distance; the surface area of the sphere or hemisphere
over which the reflected signal is spread increases proportionately with the increase of the projected pixel’s area, as the working distance squared. This balance results in what is known as
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Figure 6.2: The Cary Collection’s Italian antiphonal palimpsest, circa 1300 undertext with 1460
overtext. An RGB image taken with the RIT HS4 system, clearly shows the overtext, with the
undertext most visible in the margin at the top and bottom of the image, written perpendicular to
the overtext.
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constancy of radiance, which holds true as long as the solid angle of the imaging system remains
the same [21].
However, increasing GSD while maintaining working distance will allow for an increase in
signal, as the area of collection is increased while maintaining the same surface area over which
the light is spread. Unfortunately, increasing GSD based on pixel pitch is not an option once a
detector has been chosen. But, averaging neighboring pixels together can create a similar effect,
digitally increasing the GSD. The difference between this digital manipulation is a larger impact
from dark noise, as the dark and read noise are added for each pixel comprising the downsampled
pixel.
One benefit of increasing working distance, despite constancy of radiance, is the flexibility it
provides for scanning speed and integration time. A larger GSD allows more surface area of the
target to be scanned with similar signal. This can provide two benefits: decreasing total scan time
while maintaining similar SNRs to lower GSD’s of equal integration time, or allowing integration
time to be increased, thus increasing SNR for an equal total scan time. These benefits can be vital
when a codex of many pages is being scanned, particularly while under time constraints.

6.3.2

Metrics

Spectral Comparison
The goal of panchromatic sharpening is not only to increase spatial resolution, but to also maintain
spectral accuracy. The methods used in this research for spectral comparison of the pan-sharpened
image to the reference image are the same metrics used in defining the accuracy of the Nearest
Neighbor Diffuse panchromatic sharpening method [46]: spectral angle mapper (SAM), Euclidean
Distance (EUD) and erruer relative globale adimensionelle de synthese (ERGAS). These methods
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of spectral measurement were previously defined in-depth in Section 3.3, and are used again here.

Spatial Comparison
The spatial sharpness of the pan-sharpening process was measured before and after sharpening.
In the future, it would be beneficial to also measure the sharpness of the images after other image
processing techniques are explored, to investigate whether the revealed undertext maintains or
increases its spatial sharpness similar to the overtext. This would be performed in different data
representations, such as principal component analysis (PCA) or minimum noise fraction (MNF)
bands, as these methods generally increase the contrast of the undertext. For now, it is assumed that
maintaining sharpness in the HSI images will correlate to a similar sharpness in the post-processed
images.
The comparison metric used for spatial sharpness was the line spread function (LSF); describing how an imaged thin line, or edge, is dispersed by the optics of the system. This is measured by
taking the derivative of pixel values across an edge, ideally a step function, within the image. Parts
of the image were selected with a line of ink to conduct this measurement, and the resulting Gaussian from the derivative describes the LSF, with a full-width half-max (FWHM) value recorded as
a single value representing the sharpness of the image [36].

Signal-to-Noise Ratio
The signal-to-noise ratio (SNR) is an important metric for determining potential utility of an image
for human interpretability or computer vision algorithms [49]. The signal measured by the detector
is a function of the integration time, source intensity, and target reflectance. In this research, the
source intensity was limited due to illumination restrictions for sensitive objects.
Because there is a Poissonian distribution and noise associated with photon arrival, an increase
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to the GSD while maintaining a constant working distance will result in an increase of the SNR by
the square root of the GSD’s scaling factor. This holds true for digital averaging of the signal across
multiple pixels and represents a physical limitation to SNR. The dark noise of the detector is also
a significant factor for the Nano-Hyperspec; at 270 lux the target is being imaged in a relatively
low-light setting, and with the dark noise higher than average for this detector, this results in a
significant impact on the SNR.
SNR can typically be measured over a “spectrally flat” surface (one with very low spectral
variance over its area). This allows for a SNR calculation to be made according to

SNR =

µ
,
σ

(6.1)

where µ is the mean and σ the variance of the flat target. This variation describes how much noise
is found within what should be a constant signal. The above calculation was used for the HSI
images, in which a spectralon target was present, but was unable to utilize the same method for the
sharpened images, which did not contain a spectralon target. Without such a target, other methods
of SNR calculation were investigated.
A different method of measuring SNR investigated a technique from minimum noise fraction
(MNF), a dimensionality reduction method similar to PCA. Where PCA attempts to maximize
variance in each dimension, the MNF first performs PCA on a noise image, which it uses to noisewhiten the original image, and then performs another PCA on the resulting image; this results in
higher SNR transformed bands than PCA alone [69]. MNF relies upon a description of the noise
for ones’ detector, which can be estimated by measuring the variance between adjacent pixels.
In the commercial software ENVI, used for remote sensing image exploitation, an MNF noise
image is computed from the variance of pixels in the four cardinal directions about each pixel.
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For the relative SNR method here, the image was shifted by two pixels and differenced from the
original. Assuming that small differences are more attributable to noise than to rapid changes
within the scene, this provides a noise estimate of the image. This proves to also be a measure
of relative SNR to a base scene, when two images share a base signal, as is the case for digitally
downsampled images. Because this method will also respond strongly to edges orthogonal to the
shift direction, it is important to mask edges to avoid their dominating the noise calculations. The
method was verified against SNR measurements and shown to be highly accurate, the results of
which are shown in Section 6.5, Table 6.6.

Image Quality Metric
An image quality metric is applied to each image to determine how satisfactorily it meets spectral
accuracy, spatial sharpness, and SNR performance. This metric is similar to the National Imagery
Interpretability Rating Scale (NIIRS), in that it attempts to describe an overall image quality for
an image [70]. NIIRS values for cultural heritage targets were suggested in a previous paper
[71], but no work has gone into defining parameters of the spatial and spectral image quality.
Though such an endeavor warrants thorough future work, a shortened image quality metric, IQ, is
created and applied here as a temporary solution. Though it is a first attempt at a cultural heritage
image quality metric, it is a reasonable approach that captures relevant phenomenology. This
measurement includes an evaluation of the spatial sharpness of the image, where lower FWHM
values of the LSF increase the IQ value. Spectrally, the three comparison methods used in this
paper are combined such that less spectral differences correlate to a higher IQ value. SNR is
included following a natural log distribution, to capture diminishing returns on higher SNRs and
significant improvements subjectively observed from increases in the lower regime.
The proposed IQ value ranges from 0-1, with a higher value representing better image quality.
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The spectral comparison values are relative to the other images being compared, such that it gives
a measure of the image quality within a set of image capture and processing options. It does
not involve an actual psychophysical study of human subjects determining perceived visual image
quality. Instead, it relates the above metrics as

IQ =

SNRIQ =






SNRIQ
, with
FWHMIQ · ΣIQ

ln(SNR−thrSNR )
√
ln(well/ well−thrSNR )



0.1

for SNR ≥ thrSNR

(6.2)

,

(6.3)

for SNR < thrSNR

where well is the well depth of the detector, such that SNRI Q is normalized to the maximum
SNR of the detector as described by Poissonian statistics in Equation 4.1. thrS N R = 10 was
chosen for this dataset and can be adjusted to define what SNR is deemed satisfactory for a user’s
requirements. No images existed below 10 SNR for this dataset.

FWHMIQ =




FWHM −


1

min(FWHM)−thrFWHM
thrFWHM

for FWHM ≥ thrFWHM

,

(6.4)

for FWHM < thrFWHM

where thrFWHM = 7 pixels for this dataset and represents the number of pixels at the Nyquist
frequency of human vision on the target at average reading distance. This sets a limit beyond
which no improvement is discerned, and is also used to set the linear slope of the equation, such
that increments of the Nyquist limit represent increment improvements or decreases in image
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quality.
] + EUD
^
] + ERGAS)/3,
ΣIQ = (SAM

(6.5)

where Σ is an average of the three spectral measurement values, where the tilde operator represents
a normalized values, such that
^j =
SAM

SAMj
.
max(SAM)

(6.6)

for image j in a dataset, and similarly calculated for EUDj and ERGASj . An overview of these
variables’ impacts on the IQ variable is shown in Figure 6.3, where each variable follows the
parameters outlined above. Note that the denominator of the IQ equation is a product, not a sum.
In the limit of FWHMI Q or ΣI Q approaching zero, the IQ metric sharply rises. Though the
individual metrics were defined to not approach zero, preventing Equation 6.2 from approaching
infinity, choosing a summation for the denominator would also prevent this problem. Because
the spatial, spectral, and SNR metrics are measured separately, the IQ equation can be adjusted
to conform with a user’s interpretations of spatial/spectral image quality. The metrics outlined
above represent the author’s subjective interpretation of SNR’s impact on image quality, a Nyquistlimit assumption on the LSF impact, and relative comparisons within a given dataset for spectral
accuracy.

6.3.3

Data Collection

Digital Downsampling
The close working distance of the HSI setup resulted in uncharacteristically high spatial resolution
HSI images, with a GSD of 333 pixels per inch (ppi) at the 235 mm imaging height. Although 22.3
MP is a fairly decent resolution for framing cameras, without using a macro lens the panchromatic
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Figure 6.3: An overview of the image quality metrics’ (SNR, LSF FWHM, and spectral differences) impacts on an image’s overall IQ value for a range of sample values.
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camera achieved a GSD of approximately 600 ppi. Due to the focus of spatial sharpening in this
research, the GSD of the pan was desired to be at least four times finer than that of the HSI;
allowing neighboring pixels to be combined in the panchromatic sharpening process into one
superpixel. Therefore, the baseline of 333 ppi of the HSI system required a pan resolution of at
least 1332 ppi. After re-imaging a subsection of the target with a macro lens, a final GSD of 1612
ppi was achieved for the high spatial resolution pan. Diffusers were attached to the SoLux lights,
set approximately 1.5 m apart at a low incident angle to the target to reduce specular reflection
from the red ink, which was apparent when using camera lighting attachments at nadir.
All captured images were converted to reflectance measurements, using white and dark calibration images as
refl =

raw − dark
+b
white − dark

(6.7)

where refl is a corrected reflectance cube, white and dark are the respective calibration images,
and b is a potential bias of the detector. Due to the low imaging distance, differences in spectralon height to target height could add bias to the reflectance measurements. The height of the
target’s geometry varied, but no adjustments were made to normalize this value to the height of the
spectralon target. Any biases added were constant throughout all of the images as these geometries remained constant, and are not expected to affect their relative image quality measurements.
Though the scanning system was built with the capability of translating in the z-direction, it did
not have enough range to achieve any integer scaling factor to the pan. An initial setup was used
that resulted in 333 ppi at a height of 235 mm. Lower resolutions were achieved using digital
methods of averaging neighboring pixels together. For later experiments, the scanner system was
adjusted for larger working distances.
The sharpening methods implemented were Gram-Schmidt (GS) and Nearest Neighbor Dif-
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Figure 6.4: A flowchart of the panchromatic sharpening process from input HSI and panchromatic
images to output spatial, spectral and SNR comparisons.

fuse (NND). The three scales used for sharpening were the native HSI at 4.8× the pan’s GSD, and
the digitally downsampled 10× and 20× GSDs. GS sharpening was conducted using ENVI and
NND with MATLAB. All images were upscaled to the pan resolution using the nearest neighbor
method to conduct pixel by pixel comparisons for spatial sharpening and spectral accuracy. Nearest neighbor was used to prevent MATLAB or ENVI from doing pseudo-sharpening techniques,
such as bilinear interpolation, such that the only sharpening being compared would be that done
by the pan-sharpening process. The full process can be visualized as a flow chart, shown in Figure
6.4.

Height-Adjusted
For the height-adjusted experiments, no digital downsampling was performed. Instead, the working distance of the detector to the target was adjusted, changing the GSD. The dataset consisted of
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physically adjusted GSDs, the settings of which can be found in Table 6.1. Scans are identified by
their experimental setup, following the notation of DDDT T T LLL, where the first numbers, D,
are the distance setting (in mm), T is the integration time (in ms), and L is the illumination level
(either 270 or 2210 lux).
Table 6.1: Experimental setup for adjusted height image captures. Includes height (h) setting of
detector, resolution, scan speed, integration time (tint ), x-shift of the scanning system, and total
lux on target.
Scan ID
19425270
23525270
23552210
235252210
34025270
47025270
47098270
71625270
716215270
Pan

h (mm)
194
235
235
235
340
470
470
716
716
450

Resolution (ppi)
403
333
333
333
235
169
169
111
111
1612

tint (ms)
25
25
5
25
25
25
98
25
215
40

Scan Speed
59
72
355
72
102
142
36
207
24
-

x-shift
15
18
18
18
26
36
36
53
53
-

lux
270
270
2210
2210
270
270
270
270
270
536

A reference image for the height-adjusted experiments was required for spectral comparisons.
Results from the downsampling experiment, to be discussed in Section 6.4, showed pan-sharpened
downsampled images maintained higher spectral accuracy than their downsampled counterparts
compared to the reference image. It is therefore important to note that spectral distance between
a sharpened image and a reference does not necessarily inform on which image is more accurate, only that there is a difference between the two. The two methods for comparison in the
height-adjusted experiment included a region of interest (ROI) and pixel-to-pixel method. The
ROI method required pixels be selected within spatial regions that appear mostly pure (not mixed
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with other targets) such that any comparison being done could be assumed to be comparing similar spectra. The downside of this method is that it limits the number of pixels compared, and
assumes all targets of interest are within the ROIs chosen. The pixel-to-pixel method is performed
on a global scale, better capturing the overall performance within an image, but adding uncertainty
whether spectral differences are due to mixed pixels or poor recreation of the target spectra per the
sharpening algorithm.
The spectral comparison method chosen utilized a mixture of these two methods. An initial
reference image was chosen that used the highest light intensity (2210 lux) with a decent spatial
resolution (235 mm working height with 333 ppi) and longest integration time (25 ms): Scan
235252210base in Table 6.1. Next, the sharpened images were compared to the base image using ROI, to ensure pure pixels were being compared to one another. The ROIs and their mean
spectra are shown in Figure 6.5, with their spectral comparison to the sharpened images shown
in Table 6.2. The NND-sharpened image, 235252210NND was chosen as the reference image for
the remainder of the dataset, as it maintained the best spectral accuracy. With the assumption that
mixed pixels are more accurately distributed after pan-sharpening, as seen in the downsampling
experiment, this enabled global pixel-to-pixel comparisons between all other images.
Table 6.2: The SAM and EUD values between the mean reflectance spectra of pure pixels chosen
for the ROI method. NND outperforms GS in eight of ten cases, defining it as the most spectrally
accurate reconstruction of the base image.
Method
SAM GS
SAM NND
EUD GS
EUD NND

Red Ink
0.204
0.003
3.17
0.029

Blue Ink
0.201
0.009
0.864
0.095

Black Ink
0.198
0.01
1.1
0.679

Substrate
0.003
0.001
0.245
0.524

Undertext
0.008
0.004
0.0349
0.41
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Figure 6.5: (Top) The spatial distribution of pixels chosen for the ROI method of spectral comparison. Targets were chosen on red ink (highlighted in the software as red), blue ink (blue), black ink
(white), undertext (green), and hairless substrate (yellow). (Bottom) The mean reflectance spectra
of these targets, to be compared between the base and pan-sharpened images.
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Results

The panchromatic image taken with the macro lens, shown in Figure 6.6, was 4.8× the resolution
of the base HSI image, allowing for a satisfactory amount of image sharpening to be performed.
The high spatial resolution, combined with 270 spectral bands, resulted in images on the order
of 22 GB in size, too large for a program like MATLAB to handle with available computational
power. Any image processed at the scale of the pan image had to be sharpened in ENVI, which
could only perform GS sharpening. NND sharpening, though available in ENVI, required position
information unavailable with this dataset.
Because the HSI image was taken at low-light levels of 270 lux, and due to the detector’s large
dark noise, the SNR of the HSI image was comparatively low at 28. PCA was unable to separate
the undertext, possibly because the already low signal of the undertext may have been buried in
the large variance of the low SNR image. For reference, the first noise band of the PCA image was
Band 4. To overcome this, minimum noise fraction (MNF) was used, which whitened the noise
of the original HSI image and then performed PCA on the resulting image to enhance the contrast
of the undertext of the rotated bands. Using MNF, the noise band did not appear until band 7 and
the undertext was separated in band 4. A pseudocolor MNF image is shown in Figure 6.6, using
bands 3 and 4 to highlight the contrast enhanced undertext along with the overtext.
The image swath used for MATLAB comparisons as well as NND pan-sharpening are shown
in Figure 6.7. This swath of the image was selected as it contained the dominant types of ink in
the overtext: black, two types of red, and blue. Undertext was also present, but comprised little
of the image, resulting in additional difficulty in being separated by PCA or MNF in the swath
images, unlike the full zoomed image in Figure 6.6. A closer look at the spatial sharpening results
is shown in Figure 6.8, where the 20× downsampled image is sharpened with GS and NND. GS is
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Figure 6.6: (Left) The hi-res panchromatic image taken with the Canon EOS 5D Mark III, and
(Right) a pseudo-color image of the text using bands 3 (displayed as red and blue bands) and 4 (as
the green band) of the MNF spectra after imaging with the HS4 system, effectively highlighting
the palimpsested undertext in green.

shown to have higher contrast and sharper edges, but also maintains a more “pixelated” look than
the NND method.

6.5
6.5.1

Analysis
Image Quality Metrics

The comparison of GS and NND sharpening on spectral accuracy is shown in Table 6.3, with the
SAM comparison shown in Figure 6.9. Figure 6.10 highlights issues with bi-linear interpolation
being used for resizing the data. This produces sampling artifacts, which are then also reproduced
with NND sharpening. The effects of which are shown more clearly in Figure 6.11.
The SNR of the images was measured using Equation 6.1 for the HSI base image with a white
spectralon reference target. This was then recalculated for each of the down-sampled images,
using the MNF method, and was confirmed to follow Poissonian statistics of SNR increasing with
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Figure 6.7: Due to the significant size of the dataset, with both high spatial and spectral resolution,
only a swath of the total image could be analyzed due to memory limitations. The swath is shown
here taken from the (Top) pan, (Middle) HSI, and (Bottom) GS sharpened datasets. These are
registered pixel-to-pixel for simplified spatial and spectral comparisons.

(a) HSI Reference

(b) Downsampled 20x

(c) NND Sharpened

(d) GS Sharpened

Figure 6.8: An example of the spatial sharpening accomplished with the (a) original HSI data
captured, (b) the 1/20 resolution downsampling of the image, (c) the Nearest-Neighbor Diffuse
and (d) Gram-Schmidt panchromatic sharpening methods. Though GS appears sharper, and does
outperform NND according to FWHM metrics, it is clear there is a step function remaining from
the pixelated low-resolution input. The x-profile, shown below each image, makes this clear as
smooth curves across edges become plateaued.
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Figure 6.9: The mean SAM values of the sharpened images using (Top) NND and (Middle) GS
methods. The NND method is shown to have less accuracy on the blue ’H’ than the rest of the
image, while the GS method tends to perform almost equally across the inks. (Bottom) Not only
does NND before better on average at this scale, but it also has less variance in its distribution,
making it the better performing method overall.
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Figure 6.10: The mean SAM values of the 10× downsampled (Top) and then sharpened images
using (Middle) NND and (Bottom) GS sharpening methods. Below these are the histograms of the
SAM distributions. Downsampling artifacts appear is the 10× downsampled image and remain
after NND sharpening. The GS sharpening, however, seems to weight the pan image more heavily
in its spectral distribution method.
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Figure 6.11: The mean SAM values of the 20× downsampled (Top) and then sharpened images
using (Middle) NND and (Bottom) GS sharpening methods. Below these are the histograms of
the SAM distributions, showing NND again matching the downsampled image more closely, to
include the downsampling artifacts.
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the square root of the signal, increasing by the square of the resolution decrease. For example,
increasing the pixel size or downsampling ratio by a factor of two, increased the area of the square
pixel by a factor of four, increasing signal by a factor of four and noise by a factor of two, thus
increasing SNR by a factor of

4
2

= 2. The base resolution of 333 ppi had an SNR of 25.89. At 161

ppi, an SNR of 53.55 would be expected, where 50.05 was measured. At the lowest resolution, 81
ppi, the SNR of 73.23 was expected, where it was measured to be 66.7. These values can be found
in Tables 6.4 and 6.5.
Table 6.3: Gram-Schmidt (GS) and Nearest-Neighbor Diffuse (NND) panchromatic sharpened and
spatially downsampled (10× and 20×) HSI images to a 4.8× resolution HSI ground truth, using
SAM, EUD, and ERGAS. The best sharpening method for each measurement and resolution is
listed in bold.

SAM
EUD
ERGAS

GS
(4.8×)
0.0768
0.871
6.62

NND
(4.8×)
0.0527
0.858
7.31

HSI
(10×)
0.158
0.869
44.3

GS
(10×)
0.0963
1.00
16.7

NND
(10×)
0.159
1.83
57.5

HSI
(20×)
0.187
1.08
114

GS
(20×)
0.0893
1.03
37.6

NND
(20×)
0.187
3.76
303

Table 6.4: Spatial comparisons of the different palimpsest images and sharpening results. This
includes FWHM measurements of the LSF, where smaller numbers correlate to sharper images,
and SNR values.

LSF FWHM (pixels)
SNR

Pan
10.99
-

HSI (4.8×)
16.98
26.7

GS(4.8×)
12.52
20.1

NND (4.8×)
14.75
22.3

To ensure the MNF shift and subtract method was applicable to this dataset and target type,
the SNR relationships between bands within the images containing spectralon were first verified.
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Table 6.5: Spatial comparisons of the downsampled palimpsest images and sharpening results.
This includes FWHM measurements of the LSF, where smaller numbers correlate to sharper images, and SNR values.

LSF FWHM
(pixels)
SNR

HSI(10×)

GS(10×)

NND(10×)

HSI(20×)

GS(20×)

NND(20×)

21.68

11.32

14.19

25.68

13.81

15.27

53.3

28.1

36.2

74.5

34.0

51.2

It was assumed as long as their relation to one another held true, then relative SNR’s could be
calculated for any sharpened image, despite no spectralon target being present. The verification
method was performed on five full spatial images of the HSI data, sampled across its spectra
at RGB bands (448, 551, 651 nm), one NIR band (710 nm), and a high SNR band (611 nm),
the ratios of which are recorded in Table 6.6. This method had less error than the spectralon
measurements, resulting in 53.3 for the 10× downsampled value and 74.5 for 20×, each less than
2% deviation from the calculated values. These SNR’s are shown to increase with the decrease
in resolution according to the Poissonian statistics. When sharpening, the SNR of the resulting
image falls between the SNR of the input pan and HSI, as the signal and noise levels cannot
extend beyond that of either base image, thus setting effective SNR bounds to the sharpened image.
Furthermore, the variance of the resulting image tends to have increased variance when compared
to the panchromatic image, as it is a combination of two disparate images.
Finally, the image quality was measured with the IQ metric from Equation 6.2, and is shown
in Table 6.7. A ratio was taken to the largest IQ value for more direct comparison of results, as the
individual spatial and spectral values used are themselves relative, as discussed in Section 6.3.2.
The NND sharpened image of the reference achieved the highest quality, followed closely by GS
10×, and then by GS 20×. The process was repeated for the height-adjusted experiments, with
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their IQ metrics shown in Table 6.8.
Table 6.6: Verification of shift-subtraction method for same-scene SNR estimation found to be on
average 5.15% accurate.

710 nm
651 nm
611 nm
551 nm
448 nm

710 nm
1
0.954
1.01
1.14
2.00

651 nm
1.05
1
1.06
1.20
2.09

611 nm
0.992
0.947
1
1.13
1.98

551 nm
0.875
0.835
0.881
1
1.75

448 nm
0.501
0.478
0.504
0.572
1

(a) Band-to-band SNR ratios

710 nm
651 nm
611 nm
551 nm
448 nm

710 nm
1
1.05
1.11
1.19
2.20

651 nm
0.953
1
1.06
1.14
2.10

611 nm
0.900
0.945
1
1.08
1.98

551 nm
0.837
0.879
0.930
1
1.85

448 nm
0.454
0.476
0.504
0.542
1

(b) Shift-subtracted noise ratios

710 nm
651 nm
611 nm
551 nm
448 nm

710 nm
0
9.98
10.2
4.46
10.3

651 nm
-9.08
0
0.246
-5.02
0.306

611 nm
-9.29
-0.243
0
-5.24
0.061

551 nm
-4.26
5.28
5.54
0
5.60

448 nm
-9.35
-0.293
-0.059
-5.31
0

(c) Percent error shift-subtracted to measured SNR ratios

6.5.2

Dose Measurements

The final analysis compared the IQ values with the total energy over time (dose) required for
each image capture, accounting for illumination requirements or limits which may be placed on
sensitive documents or artifacts. Three dose measurements were integrated for different wavelength limits, the breakdown of which is shown in Figure 6.12 atop the SoLux light spectra at
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Table 6.7: Image quality values of the different downsampling and sharpening methods. An
IQ ratio is included for ease of comparison between methods, normalizing the data to the bestperforming method, NND at reference GSD (4.8×).

IQ
IQ ratio

GS (4.8×)
0.272
0.584

NND(4.8×)
0.251
0.789

(a) Sharpened reference data.

IQ
IQ ratio

HSI (10×)
0.217
0.681

GS (10×)
0.318
1.00

NND (10×)
0.264
0.829

HSI (20×)
0.197
0.620

GS (20×)
0.287
0.902

NND (20×)
0.2335
0.738

(b) Downsampled and sharpened data.

different dimmer settings: the two settings used in this research were 2210 and 270 lux. The
bands of interest for the integrated spectra included: total lux (400-700 nm), effective illuminance
over the detector range (400-1000 nm), and total illuminance over the full spectra. The effective
illuminance over the detector’s range represents an ideal scenario where the illumination is cutoff
by filters to allow only incident light usable by the detector onto the target. Differences between
photometric dose and total dose in this dataset are shown in Figure C.2 of Appendix C.
The IQ of each image from Table 6.8 and their respective lux·hr doses are shown in Figure
6.13. The individual IQ metrics are plotted at the bottom of Figure 6.13 to illustrate how different
imaging scenarios can affect one specific metric. While the largest IQ value came from the largest
dose, in Scan 235252210, only slightly decreased IQ values are shown in the best performers
from Table 6.8, in Scan 716215270. The improvement in IQ comes at a cost of dose. The IQ per
dose is shown in Figure 6.14, with the relatively constant imaging settings of 270 lux and 25 ms
highlighted for more direct comparison.
Additional methods for comparing the image quality with total dose are shown in Figures
6.15-6.21. These charts compare the amount of change in IQ vs the change in dose compared to

6.5. ANALYSIS

133

Figure 6.12: The SoLux light spectra over various dimmer settings, with the total integrated
lux labeled in the legend. Three different measurements of total illumination were measured by
varying wavelength bands: total lux (lum/m2 ) (red dashed lines), effective illuminance (W/m2 )
over the range of the detector (blue dash-dot lines), and equivalent illuminance (W/m2 ) over the
full spectra (black lines).
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Figure 6.13: (Top) Semi-log plot of IQ vs dose on a log axis, for the Table 6.1 dataset. While the
largest IQ came from the highest dose, relatively comparable IQs were achieved at significantly
lower doses with pan-sharpening. (Bottom) SAM, LSF, and SNR breakdown metrics of the same
dataset.
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Figure 6.14: The IQ value per lux dose received for each imaging setup in the height-adjusted
experiments. The regular imaging setup of 270 lux and 25 ms are highlighted with a red rectangle
for a more direct comparison to one another, and regularly outperform their longer integration time
counterparts in this metric.
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a reference image, the basic layout of which is shown in Figure 6.15. A “quad-chart” is shown
highlighting different potential scenarios (varying GSD, integration time, or source intensity) for
imaging decisions to be made regarding improving image quality or reducing the total dose placed
on a target. The upper-left quadrant, highlighted in green, represents an image quality improvement achieved while also reducing total dose; if image quality is a user’s overall goal, a method
within this quadrant should always be chosen vice the reference method. The bottom-right quadrant, highlighted in red, represents both a loss in image quality as well as an increase in total dose
on target; imaging scenarios within this region should never be chosen above the reference for
best image quality. The other quadrants represent decision-points, where a user must decide if the
improvement in image quality is worth the increased dose on the target (upper-right), or if the dose
savings are worth the loss in image quality (bottom-left).
First, simple comparisons can be shown varying only one imaging parameter, such as source
intensity in Figure 6.16 and GSD in Figure 6.17. Varying source intensity provided the largest
increases in image quality (∆IQ = 4.7) by using significantly more light, which obviously comes
at a significant increase to total dose (1400 lux·hr). Adjusting the GSD, however, resulted in a
number of image quality improvements on the order of ∆IQ = 1.5 even with dose savings. Two
examples of changing only integration time are shown, with a low intensity example of 270 lux
shown in Figure 6.18 and a higher intensity of 2210 lux shown in Figure 6.19. Both integration
time comparisons illustrate increased IQ at an increased total dose, with more drastic changes at
higher intensities. A final subset of the data is shown in Figure 6.20 varying GSD and integration
time to maintain similar total scan times and therefore total dose, with increased GSD/integration
time scenarios resulting in higher IQ values.
The final comparison is shown in Figure 6.21 with all imaging scenarios, using 716215270base
as the reference image. This image was chosen as an extreme example of how one could take
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Figure 6.15: A diagram to be used with reference comparisons between various imaging scenarios
(GSD, integration time, source intensity), creating a “quad-chart” highlighting decision-points
based on change in image quality vs. change in total dose. If image quality/dose is a user’s
objective, then imaging scenarios falling within the green areas should always be chosen before
the reference scenario, and red should never be chosen.
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Figure 6.16: Quad-chart referencing 235270base , varying only source intensity from 270 lux to
2210 lux. A large IQ improvement is achieved at a significant increase to total dose.

Figure 6.17: Quad-chart referencing 34025270base , varying only GSD, ranging from 403 ppi to
116 ppi (higher imaging heights correlate to larger GSD and lower ppi resolutions). A range of
IQ improvements are achieved at various impacts to total dose.
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Figure 6.18: Quad-chart referencing 47025270base , varying only integration time from 25 ms to
98 ms at 270 lux. An IQ improvement comes at a slight cost to dose.

Figure 6.19: Quad-chart referencing 23552210base , varying only integration time from 5 ms to 25
ms at 2210 lux. Similar to Figure 6.18, but with more drastic changes to IQ and dose.
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Figure 6.20: Quad-chart referencing 47098270base , adjusting GSD and integration time to maintain similar total scan times and dose. Increasing GSD and integration time results in increased
IQ with no impact on total dose.
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Figure 6.21: Change in IQ vs change in dose compared to base image 716215270. The quadrants
of the plot represent decision parameters for a user, with green representing methods with IQ
improvement at no dose costs, and red representing methods that decrease IQ while also costing
higher doses.

advantage of panchromatic sharpening, with the largest GSD, longest integration time, and lowest
light levels. A few illustrative examples from Figure 6.21 are shown in Figure 6.22 to provide a
qualitative comparison of key regions within the quad-chart. Still more ways of visualizing the
IQ metric and its constituent parts (SNR vs dose, SAM vs dose, FWHM vs dose) are included in
Appendix C.

6.6

Conclusions

Hyperspectral images of a cultural heritage object were successfully captured near museum lighting levels, with image quality improved via spatial downsampling combined with panchromatic
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Figure 6.22: The reference image from Figure 6.21 compared with illustrative samples from key
regions of the figure, showing a qualitative comparison between IQ gained or lost, with reference to total dose cost or savings. The region from which each image is pulled is outlined by a
corresponding color to a marker placed in the original figure as a reference.
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sharpening. Conducting imaging at museum lighting levels may build confidence from curators
and allow imaging practitioners to establish trust with potential collection managers, which is vital
to the continued recovery of lost historic texts and artifacts.
Spectrally, NND sharpening outperformed GS for the base image, but once the image was
resized, GS outperformed NND. This seems due to NND replicating downsampling artifacts that
arose in the SAM of the downsampled data compared to the reference image when bilinear interpolation was being used for resizing the images. After switching to the nearest neighbor method,
NND regularly outperformed GS in the height-adjusted experiments, as seen in Table 6.8. A key
takeaway is that the sharpened images at decreased resolutions outperformed the downsampled
data itself when compared to the ground truth HSI image. This could also be an aspect of resampling issues, and should be further investigated with data taken natively at lower resolutions to
confirm the performance boost. This will also inform us if the sharpened base image is spectrally
closer to the actual ground truth than the reference image itself. Just because there are spectral
differences does not necessarily mean they are incorrect, i.e. if they are caused by mixed pixels
sharing multiple target spectra.
The LSF was measured on the spatially sharpened data, with a high resolution LSF FWHM
of 10.99 pixels in the pan and 16.98 in the original HSI. GS sharpening outperformed NND for
sharp edges, but also attributed a pixelated look to the scene when as resolution decreased. This
resulted in more variance within the derivative of the x- and y-profile, creating step-like profiles
vice smooth changes. Downsampled images had the highest SNR, but the best sharpening process
for SNR was NND in all cases.
The general image quality equation (GIQE) fits detector and image parameters to image quality
values that have been chosen through subjective perceptions of multiple image analysts. This
required significant psychophysics studies to allow the parameters to fit integer NIIRS values.
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Subjective methods were similarly used when balancing the IQ equation in this study, though
they were restricted to only the author’s perceptions. The resulting metrics were chosen with
human visual system constraints in mind, and allow a comparison to be made on relative quality
from one image to another in a meaningful manner.
Figure 6.13 illustrated the IQ metric breakdowns, highlighting a few key takeaways:
1. Confirmed previous findings that NND sharpening spectrally outperforms GS and unsharpened base images [72]
2. Spatially, the LSF metric correlates much more to the pan’s LSF than that of the HSI, as the
sharpened LSFs are relatively constant, regardless of HSI spatial resolution.
3. Decreasing spatial resolution provided one of two benefits:
(a) Decreased total scan time (and thus dose) while maintaining similar SNRs.
(b) Increased SNR by maintaining total scan time (and thus dose) by increasing integration
time.
4. Base SNRs were always higher than sharpened SNRs.
From Figure 6.14, the 25 ms 270 lux images always had higher IQ per dose values than their
longer integration time counterparts. This suggests either the amount of IQ gained by extending integration time may not be worth the inherent increased total dose, or that the IQ achieved
even under lower signal conditions is fair compared to the minimal dose being used. The larger
GSDs outperformed lower GSDs, suggesting the pan-sharpening method successfully mitigated
the resolution loss, and increases SNR. It should be noted the FWHM measure of the image quality accounts for edge contrast only, and does not account for “pixelated” looking images, which
could be measured with a variance of the derivative across the digital counts of the image. Though
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the IQ per dose chart cannot directly inform which method should be used for any given scenario,
it does highlight more efficient imaging methods.
Imaging method decisions will ultimately fall on the requirements of the data collect and the
end application. If lux is the only concern, then this research has shown that useful HSI imaging
can be conducted near museum-level lighting, and can likely be extended as low as 50 lux, given
the appropriate imaging setup. However, if total dose is a concern, a dose limit can be chosen on
a chart like Figure 6.13, and then the largest IQ method can be chosen below said threshold. If
SNR, spectral accuracy, or spatial sharpness are more important to the imaging scenario, metric
breakdown plots shown in Appendix C could prove more helpful. Figure 6.21 illustrates the
important question of “is the increase in image quality worth the increase in total dose?” A number
of examples are shown to increase IQ without increasing dose, such as pan-sharpening of base
images or varying GSD’s in conjunction with integration time to maintain the same total scan
time (the plots in a vertical line of Figure 6.21: scans 23525270, 47098270, and 716215270). A
breakdown of this decision-making process is shown in Figure 6.23.
It is important to note that this data was only taken on one manuscript. While the process
is believed to be mostly agnostic of the target type, especially within the similarity of written
manuscripts, it is still important to recognize the limited dataset the analysis was conducted on.
The fact that the pan-sharpened images show spatial improvements beyond the HSI reference,
while also maintaining satisfactory spectral reconstruction values, suggest this method is viable
for imaging sensitive cultural heritage targets. Depending on the imaging method and integration
times, imaging at lower resolutions enables complete imaging to be accomplished more quickly
while maintaining SNR, or allows for an increase to SNR over the same total imaging period using
longer integration times.
In conclusion, the spatial-spectral compromise should not sound the death knell of HSI sys-
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tems in cultural heritage imaging. Pan-sharpening can be used to overcome both the decreased
signal from the spectral dispersion as well as low-light imaging conditions established with cultural heritage display standards. Maximizing spatial resolution may be tempting in a “more is
better” world, but this should be tailored toward desired target resolutions. Increases beyond human visual limitations can come at cost to already limited signal levels with little to no benefit
depending on targets and imaging objectives. With time, signal, and/or total dose as potential
imaging constraints, benefits of increasing spatial resolution over spectral resolution should be
weighed carefully. With innumerable artifacts to be imaged, performing the process in an efficient
manner while maintaining satisfactory levels of image quality in the spatial and spectral domain
will become ever more paramount. Safety of documents is key, and learning from past mistakes
that have permanently damaged targets is vital. An HSI detector should be chosen for RIT that
meets all of these needs. Both the Nano- and Micro-Hyperspec are capable of satisfactory imaging
under these conditions, with the Micro being more capable at an increased cost. It is recommended
that the Micro-Hyperspec’s output be tested with MNF and PCA to verify if the noise issues seen
in this research were inherent to the Nano-Hyperspec or to the low-light imaging scenario.
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Table 6.8: Image quality values for the height-adjusted experiments based on Equation 6.2. Spectral values are compared to Scan 235252210NND which was deemed the most spectrally accurate
sharpened image of the 235 mm initial reference images, taken at 2210 lux. The best performers
in each category, at both 2210 and 270 lux, are highlighted in bold.
Scan ID
19425270base
19425270GS
19425270NND
235252210base
235252210GS
235252210NND
23525270base
23525270GS
23525270NND
23552210base
23552210GS
23552210NND
34025270base
34025270GS
34025270NND
47025270base
47025270GS
47025270NND
47098270base
47098270GS
47098270NND
716215270base
716215270GS
716215270NND
71625270base
71625270GS
71625270NND

SAM
0.199
0.199
0.171
0.012
0.061
0
0.275
0.273
0.22
0.137
0.148
0.124
0.193
0.185
0.177
0.167
0.17
0.156
0.085
0.102
0.083
0.11
0.11
0.109
0.181
0.178
0.171

EUD
1.627
1.614
1.376
0.593
0.623
0
1.766
1.744
1.368
1.081
1.064
0.837
1.574
1.443
1.314
1.392
1.373
1.179
1.042
1.067
0.856
1.26
1.022
1.064
1.411
1.357
1.214

ERGAS
61.294
60.177
50.48
5.688
6.734
0
159.069
158.331
87.25
15.015
14.859
10.041
34.554
29.959
24.866
33.589
32.362
25.621
13.149
12.061
8.453
22.754
11.796
13.782
32.088
30.421
25.548

LSF
17.6
15
15.7
15.9
10.1
12.7
17.7
11.1
15.8
16
10.1
11.1
20.5
10.6
11.5
17.9
10.6
11.4
19.3
10.4
11.6
17.7
10.6
10.7
15.5
10.9
11.8

SNR
27.11
18.71
21.58
72.17
46.17
52.75
28.4
22.19
25.95
35.44
27.05
29.98
24.74
17.9
19.72
28.83
20.45
22.08
51.07
27.66
27.98
95.41
41.46
36.79
26.17
18.4
19.73

IQ
0.168
0.156
0.177
0.407
0.61
0.561
0.143
0.225
0.183
0.257
0.412
0.404
0.138
0.254
0.256
0.185
0.293
0.294
0.248
0.418
0.381
0.308
0.488
0.456
0.207
0.255
0.252
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Figure 6.23: A decision-making flowchart for imaging cultural heritage objects in HSI or MSI, potentially under constraints involving
total dose, illumination intensity, or time. The primary variables include integration time t, light intensity, φ, and GSD.

Chapter 7

Future Work
Introduction
Because this project will grant significant new capabilities and insights, a plethora of future work
will be made available. The work will range from verifying the current system to achieving material characterization unable to be accomplished with UofR’s MSI system. Building spectral
libraries for parchments and inks could warrant senior theses or M.S. work, while developing an
entirely new NIIRS and GIQE equivalent for cultural heritage could approach Ph.D. level work.

7.1

Flattening/Sharpening

Because the sharp to flat method outperformed the flat to sharp method in every category investigated in this study, it is expected that there will not be any significant change to recommendations.
The flat to sharp method did involve fewer steps, but it is concluded that registering a distorted
MSI image to a flattened pan image (as in flat to sharp) introduces more error than registering a
149
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distorted MSI image to a distorted pan image.
With a finer subsampling or lower resolution this could be explored with more ease. Furthermore, multiple papers have identified whole-document “flattening” to result in inherently poor
overall flattening. Instead, it is recommended to do the flattening in portions and then combine
these after all sections are flattened [26, 27].

7.2

Modeling

Because the systems most available and of interest to the Center for Imaging Science at RIT are
focused on unmanned aerial systems (UAS), larger pixel, and therefore well depth, systems had
not had their specifications fully defined. This is an area of particular interest, as a larger well
depth would greatly combat the SNR restrictions of the UAS systems investigated. This would
change the detector with largest possible SNR from the current MSI system to the larger pixel HSI
systems. This would warrant a deeper investigation of the collection time required to reach such
SNR values, as more electrons would need to be collected, though over a larger area.
Wavefront error analysis could be applied to the model as well, but would require specific
information from manufacturers that has been, as of yet, insufficient. Wavefront error plays an important role in hyperspectral systems, where the dominant dispersion design uses gratings relying
upon coherent incident light. The wavefront as it approaches the dispersing device is expected to
be planar [45]. The MTF can affect image quality, as well as measured signal. It will affect the
resolution and aliasing of systems due to the tendency to design to a quality metric (Q value) of
0.5-1.5. [63], which does allow for aliasing.
Finally, with all of the considerations above and many individual components of this scene
already being modeled, the Digital Imaging and Remote Sensing Image Generation (DIRSIG)
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tool could be used. This is a verified radiometric modeling program based on first principles
physical modeling. Poisson statistics may have to be modeled separately, and ink/substrate spectral
responses would need to be acquired, but it is a finished product respected in the remote sensing
community. Work on a MATLAB GUI to streamline the modeling process has begun, but could
be completed to a level similar to a DIRSIG-lite for cultural heritage.

7.3

Direct System Comparisons

An Italian palimpsest owned by the Cary Collection at RIT, with religious undertext from the
14th century and hymnal overtext from the 15th century, has been imaged with multiple spectral
imaging systems of varying complexity. This included both the Bodleian and the UofR imaging
systems (Headwall and MegaVision respectively), but also includes an MSI system designed as
a senior project at RIT, called MISHA. This was a low-cost system ($1300) that uses 16 LEDs
for spectral information and runs on a raspberry pi attached to a detector and lens system. And,
most recently, it was imaged by the HS4 HSI system. A direct comparison of the output of all
four of these systems could provide useful information for expected outputs from various types of
detectors, and could serve as additional validation to the modeling code in MATLAB. If the code
does match the physical outputs, this is the exact type of analysis that would be available to anyone
with a single reflectance image and detector characteristics, instead of having to image documents
using systems of interest around the world.

7.4

NIIRS and GIQE for Cultural Heritage

Generating a NIIRS value for Cultural Heritage could be quite the endeavor, and could have significant benefit in bringing a simpler scientific quality metric to a group that does not have one. The
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previous NIIRS values included significant collaboration from numerous analysts, which included
psychophysical experiments of classifying varying quality levels of images. An initial proposal of
such a table has been presented in Table 5.3.
The General Image Quality Equation (GIQE) has undergone several revisions, leading to the
latest GIQE 5 [58]. These changes switched the image being evaluated to the non-enhanced image,
as opposed to one that has undergone image processing techniques to enhance usability. This
allows for a master image to be defined on its image quality, and any individual’s image processing
techniques could be applied to that base. The latest equation, GIQE 5, relies upon the GSD, SNR,
and the relative edge response (RER), which defines the sharpness of the image. Given these
parameters, a NIIRS value can be output for a given image without requiring specialized analysts
to evaluate each image to assign a value they deem appropriate.
One could also generate a GIQE for the cultural heritage NIIRS, inputting system parameters
and outputting the image quality that could be expected from the system. The NIIRS values were
loosely required to have a linear relationship with GSD according to GIQE version 5 (a factor
of 2 in GSD results in an increase in the NIIRS by one). It would be of interest to see if the
current GIQE extrapolates to the finer scales outlined in Table 5.3 in a linear fashion, or if it fails
outside the currently established NIIRS values. Developing such an equation for cultural heritage
would allow curators to know what type of system specifications would be required to achieve
their imaging goals, based upon target resolution.

7.5

Low-Light Imaging

From previous recommended work, additional z-direction adjustments were added to the HS4. For
low-light imaging, NND sharpening relies upon integer valued spatial ratios between images, to
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better combine subpixels that compose the larger HSI pixels. Investigation into the performance of
the NND method while using computational methods to bilinearly resize the HSI images revealed
recreation of sampling artifacts. If the nearest neighbor method of upscaling and then sharpening
with NND performs equally well with resized imagery, this will provide significant benefit for
ad-hoc use of available imagery, as opposed to requiring perfect integer alignment of resolutions.
Error analysis was conducted for the SNR calculations, but were dominated by very large
variance due to the spectral response of the detector varying widely across the spectral range of 400
to 1000 nm. Additional error analysis could be performed on the spatial and spectral comparisons.
PCA was a method that had been successful in separating undertext with the Cary palimpsest
target in the past from other imaging systems. It would be useful to try PCA again with a higher
SNR image from the same detector to determine if it is an SNR issue or some kind of issue inherent
in the detector, such as keystone, smile, or some other spectral/spatial characteristic.
A more in-depth image quality metric would be ideal, possibly to an extent similar to NIIRS, where values represent a level of acceptable interpretability This proves somewhat difficult
with a spectral component being added, perhaps warranting a NIIRS value for the spatial domain
combined with a new spectral quality metric. Regarding the image quality equation: spatially, the
image should lack the large pixelated look found in low resolution images, and therefore a smoothness factor across rows and columns of the image is also included. This is represented with the
variance, σ 2 , of the derivative across the rows and columns of the image, where stair-step derivatives represent a pixelated remnant from the low resolution image, and have larger variance than
the smooth, Gaussian derivative plots of a typical image. The balancing of the IQ Equation 6.2 can
also be modified based on the measured metrics, with additional investigation into the impacts of
summation within the denominator instead of multiplication. This could provide more stability for
the equation to avoid one variable dominating the equation. Though the metric parameters were
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chosen to avoid some of the limits, more research could be warranted for expanded datasets.
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MODEL
OCI-U-1000
OCI-U-2000
Nano-Hyperspec
Micro-Hyperspec E
Micro-Hyperspec A
Micro-Hyperspec X
Micro-Hyperspec Ext VNIR
Micro-Hyperspec M-Series
SOC710-GX

VENDOR
BaySpec
BaySpec
Headwall
Headwall
Headwall
Headwall
Headwall
Headwall
Surface Optics

MANUF
BaySpec
BaySpec
Headwall
Headwall
Headwall
Headwall
Headwall
Headwall
Surface Optics

VisNIR MicroHSI A
VisNIR MicroHSI B
VisNIR MicroHSI C

NovaSol
NovaSol
NovaSol

NovaSol
NovaSol
NovaSol

US
US
US

400-800
400-1000
380-880

120
180
150

680
680
680

450
450
450

PB
PB
PB

wgt incl lens
wgt incl lens
wgt incl lens

6.45
6.45
6.45

Alpha-vis MicroHSI A
Alpha-vis MicroHSI B
SWIR microHSI 640
SWIR microHSI 640C
Alpha-SWIR microHSI
Extra-SWIR microHSI
Pika II
Pika XC
Pika XC2
Pika NIR
Pika NIR-320
Pika NIR-640
Micro-CASI 1920
Micro-SASI 384
Micro-TABI 640
IKONOS Pan Ref
IKONOS MSI Ref

NovaSol
NovaSol
NovaSol
NovaSol
NovaSol
NovaSol
Resonon
Resonon
Resonon
Resonon
Resonon
Resonon
ITRES
ITRES
ITRES
NASA
NASA
MegaVision

NovaSol
NovaSol
NovaSol
NovaSol
NovaSol
NovaSol
Resonon
Resonon
Resonon
Resonon
Resonon
Resonon
ITRES
ITRES
ITRES
NASA
NASA

US
US
US
US
US
US
US
US
US
US
US
US
CND
CND
CND
US
US

400-800
350-1000
850-1700
850-1700
900-1700
864-2400
400-900
400-1000
400-1000
900-1700
900-1700
900-1700
400-1000
1000-2500
3700-4800
450-900
445-853

40
60
170
170
160
256
240
240
447
145
164
328
288
200
1
1
3

1280
1280
640
640
640
320
640
1600
1600
320
320
640
1920
384
640 x 512
13500
3375

2100
2100
3500
1100
1200
2600
1300
1900
2200
4700
2700
2700
1500
2000
2000
171000
171000

PB
PB
PB
PB
PB
PB
PB
PB
PB
PB
PB
PB
PB
PB
Frame
PB
PB

wgt incl lens
wgt incl lens
wgt incl lens
wgt incl lens
wgt incl lens
wgt incl lens

6.5
6.5
25
25
25
30
7.4

8176x6132

15oz det

EV Monochrome E7

MegaVision

LOCATION BANDWIDTH
US
600-1000
US
600-1000
US
400-1000
US
400-1000
US
400-1000
US
900-1700
US
550-1650
US
900-2500
US
400-1000

350-1000

n_BANDS
100
25
270
369
325
67
92
166
120

18/42

PIXELS WGT_g
2048
180
200 x 400
220
640
523
1600
1069
1004
708
320
739
320
739
384
1996
640
1250

TYPE
PRICE
NOTES
PITCH_um SPECTRAL_nm EXPOSURE
PB
55000 wgt incl lens
1.5
5 0-300 ms
"snapshot"
wgt incl lens
1.5
13.5 0-300 ms
PB
wgt w/o lens
7.4
2.2
PB
wgt w/o lens
6.5
1.6
PB
wgt w/o lens
7.4
1.9
PB
wgt w/o lens
30
12
PB
wgt w/o lens
PB
wgt w/o lens
24
9.6
PB
9.9
4.2

Frame

5.86

a lot
a lot

NOT HSI
NOT HSI
wgt incl lens
MSI*

30
15
5.86
24
30
12
48
6

MAX_RATE
120
120
350
250
90
346

ADC

450
90

16
12

3.3
3.3
3.3

86
67
76

12
12
12

10
10
5
5
5
6
2.1
2.4
1.3

1280
800
320
95
100
100
145

cam
cam
14
12
12
14
12
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12

4.9
2.5
5
6

520
249
280
150
120
6500
1625
1 to 60

14
14
12
14
14
11
11
14

12
16
12
14

KEYSTONE

SMILE

F_mm F_NUM WELL

17
abberation corrected abberation corrected
abberation corrected abberation corrected

<1 um over 1360x360
<1 um over 1360x360
<1 um over 1360x360

<3 um over 1360x360 <1 um over 1360x360
<3 um over 1360x360 <1 um over 1360x360
<5 um over 640x170 <2 um over 640x170
<5 um over 640x170 <2 um over 640x170
<1 um over 640x170 <2 um over 640x170
<4 um over 640x170 <3 um over 640x170
7 um peak to peak
5um peak to peak
<1 pixel peak to peak <1 pixel peak to peak
5 um peak to peak
2 um peak to peak
10 um peak to peak
10 um peak to peak
<0.5 pixel
<0.5 pixel

33
33
33

f/2.0
f/2.0
f/2.0

195
195
61
61
100
61

f/2.6
f/2.6
f/2.8
f/2.8
f/2.8
f/2.8
f/3.0
f/2.4
f/2.4

10 um peak to peak
10 um peak to peak
<0.5 pixel
<0.5 pixel

120

READ

Sources
http://www.amstechnologies.com/fileadmin/amsmedia/downloads/5174_ociuhyperspectralcamera.pdf
http://www.amstechnologies.com/fileadmin/amsmedia/downloads/5174_ociuhyperspectralcamera.pdf
http://www.headwallphotonics.com/spectral-imaging/hyperspectral/nano-hyperspec, https://cdn2.hubspot.net/hubfs/145999/docs/Nano-Hyperspec
https://cdn2.hubspot.net/hubfs/145999/docs/Micro-Hyperspec_2017.pdf?t=1509728244773
https://cdn2.hubspot.net/hubfs/145999/docs/Micro-Hyperspec_2017.pdf?t=1509728244773
https://cdn2.hubspot.net/hubfs/145999/docs/Micro-Hyperspec_2017.pdf?t=1509728244773

f/2.5
f/2.5
f/2.5
f/2.5
f/2.5
f/2.8

<2 um over 1360x360
<2 um over 1360x360
<2 um over 1360x360

QE

f/1.8
f/1.8
f/2.0
f/2.5
f/2.0
f/14.286
f/14.286
f/4.5

https://cdn2.hubspot.net/hubfs/145999/docs/Micro-Hyperspec_2017.pdf?t=1509728244773
https://surfaceoptics.com/products/hyperspectral-imaging/710-gx/

>0.38
18000
18000
18000

0.4-0.65
0.4-0.65
0.4-0.65

7
7
7

https://www.corning.com/media/worldwide/csm/documents/Vis-NIRand%20Alpha-Vis_020415.pdf, https://www.spiedigitallibrary.org/journals/Optical-Engineering
https://www.corning.com/media/worldwide/csm/documents/Vis-NIRand%20Alpha-Vis_020415.pdf, https://www.spiedigitallibrary.org/journals/Optical-Engineering
https://www.corning.com/media/worldwide/csm/documents/Vis-NIRand%20Alpha-Vis_020415.pdf, https://www.spiedigitallibrary.org/journals/Optical-Engineering

https://www.corning.com/media/worldwide/csm/documents/Vis-NIRand%20Alpha-Vis_020415.pdf
https://www.corning.com/media/worldwide/csm/documents/Vis-NIRand%20Alpha-Vis_020415.pdf
https://www.corning.com/media/worldwide/csm/documents/SWIRmicroHSISensors_020415.pdf
https://www.corning.com/media/worldwide/csm/documents/SWIRmicroHSISensors_020415.pdf
https://www.corning.com/media/worldwide/csm/documents/SWIRmicroHSISensors_020415.pdf
https://www.corning.com/media/worldwide/csm/documents/SWIRmicroHSISensors_020415.pdf
https://www.resonon.com/data-sheets/ResononHyperspectralCameras.Datasheet.pdf
https://www.resonon.com/data-sheets/ResononHyperspectralCameras.Datasheet.pdf
https://www.resonon.com/data-sheets/ResononHyperspectralCameras.Datasheet.pdf
https://www.resonon.com/data-sheets/ResononHyperspectralCameras.Datasheet.pdf
https://www.resonon.com/data-sheets/ResononHyperspectralCameras.Datasheet.pdf
32500
1000000
4250000
100000
100000

0.5
0.5

100
100

https://directory.eoportal.org/web/eoportal/satellite-missions/i/ikonos-2
https://directory.eoportal.org/web/eoportal/satellite-missions/i/ikonos-2
http://www.mega-vision.com/cultural_heritage.html
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Appendix B

System Requirements
In order to properly define system requirements, significant discussion took place with members
involved in cultural heritage and imaging. Attempting to avoid the stereotypical requirements
response of “as much as possible” and realizing an infinite budget does not exist, constraints had
to be placed based upon targets of interest. These fundamental requirements were founded upon
limitations of the human visual system, image processing, and computer vision algorithms. SNR
values were desired to be as high as possible, while also maintaining a spectral resolution expected
in HSI systems, and balancing time and light requirements levied on cultural heritage targets.
It is also important to discuss differences between threshold and objective requirements. Threshold requirements are set as the bare minimum performance levels for the system to be deemed
acceptable. The objective requirements are the levels at which the user would prefer the system
to operate. An example would be a threshold requirement of “text at a resolution of x GSD must
be legible to analysts” would translate to a given GSD for human vision Nyquist sampling at the
specified GSD. The objective to this same requirement could be that “text at x GSD should appear
noiseless”. Consulting the HVS CSF would allow an SNR to be found at the resolution of interest
165
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that would keep the noise at an undetectable level for the given signal.

B.1

Chosen Requirements

B.1.1

Resolution and Pixel Pitch

The resolution of the system should not exceed that of the human visual system at reading distance
to a target. This requirement is set with the vast majority of intended targets being those of human
design with the intent of human use. This is not to say that fine details will not exist for some
objects, for which case increased sampling should be able to be done either by optical zoom or
by decreasing the physical distance to the target, thus decreasing the GSD. Imaging could be
done in patches if need be, registering multiple images to recreate the larger target, similar to the
patch imaging of the Gough and Selden maps [16, 17]. At such fine sampling, registration error is
expected to be minimal.
Pixel pitch will determine how much signal is gained and what the Nyquist frequency of the
system will be. Most of the systems investigated have a pixel pitch of at least 6 microns, which
pushes the Nyquist limit to a region of human vision that aliasing does not have a large impact on
the utility of the system. Optics will be selected for a Q between 0.5-1.5 such that this aliasing is
limited while maintaining relative sharpness in the image.

B.1.2

Optics

The optics need to have a field of view (FOV) that allows the target to be imaged in a typical sized
room. The detector system is desired to be portable, which would be rendered useless if the room
requirements were very unique. A FOV for satisfactory resolution across a typical target such as to
limit the number of scans across the document in the along track direction would also be desirable.
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The optics also need to be as apochromatic as possible, to maintain a decent SNR across all
wavelengths of the system. Because the detector will most likely be silicon, this will have to be
accomplished across the V-NIR spectrum.
An adjustable focal length could be beneficial for various target types, and is important in a
MSI system with a less expensive optical system that is not apochromatic. Variable focal length
allows for finer focusing across chromatic abberations of the lens, adjusting focus between different band image captures [5]. SFM from a greater distance could also leverage a variable focal
length.

B.1.3

Spectral Bands

The most intriguing spectral band options would be those of HSI systems, which could account
for the widest variety of spectral targets (i.e. materials of interest across a broad range of history
and geography). The idea of using MSI presumes an a posteriori knowledge of all target spectra of
interest. Because no database of target spectra exist, the ability to choose pertinent bandpasses is
greatly hindered. An HSI system can simulate the spectral resolution of an MSI system by binning
bands to increase SNR when high spectral resolution is not required. The major drawback of the
HSI system over MSI is the spatial resolution, which has already been demonstrated capable of
meeting visualization requirements in Section 4.4.

B.1.4

Integration Time

Also from Section 4.4, the importance of integration time was highlighted. This helps to define
the amount of energy being put on a target, the SNR of the detector, and the time with the target,
all vital factors in this system design study. Because of this, the detector needs to have integration
times that are quick enough for relatively fast acquisition times, yet long enough for decent SNR
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across all pertinent bands.

B.1.5

Scanning System

The scanning system requirements chosen will either be to move the target or to move the detector.
Allowing the target to move grants more flexibility with a modular detector system. The target can
then be scanned in 2 dimensions, whether the system is to be used in pushbroom or SFM mode.
A current possibility is a translation table with motors underneath, to avoid occlusion of the target
from various detector viewpoints. The scanning system could be further complicated by additional
features discussed in Section B.1.8 such as a structured light projector.

B.1.6

Lighting System

The lighting needs to be broadband and relatively smooth across the V-NIR. It would be ideal
to limit the output in spectral regions not detected, such as the IR and UV, though additional
methods could be used to limit these outputs to protect the target from unwanted irradiation. Target
illuminance requirements are to meet British standards for cultural heritage conservation, as these
were the most well defined in the area of study. Maintaining a smooth output across the V-NIR
allows for relatively equal SNR across all spectral bands of the detector.
Because of these requirements, the contenders for lighting would be typical incandescent
lights, with thermal shields (either water or glass). Mock “daylight” LED’s were unsatisfactory as
the spectrum is typically only a recreation of broadband light via metamerism within the human
visual system. Instead, an actual broadband source would be required, such as SoLux 4700 lights
shown in Figure 4.10. To limit damage while maintaining a decent SNR, a specific number of
these lights will be used.
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Modularity

A key benefit of the scanning system used for Section 3.1, was that the system was modular. Various detectors could be used under different lighting conditions, to produce decent RGB, MSI, HSI,
or SFM results. Modularity would be highly beneficial for this system, such that new detectors
and applications could be tested or used as they were developed. This also follows the current
operating procedures for the UAS (unmanned aerial system) lab at RIT.
To keep this system modular, it was important to have a calibration target, a mount for mounts
(where various mounts could be fabricated and attached with a typical tripod screw), and the ability
for target to detector distance to be changed easily for a given detector in the system.

B.1.8

Features

A couple options exist for generating a 3D surface map of the target for the purpose of digital
flattening. A SFM mode could be included. Push a button and move to default scanning position,
near and top corner. The default position for a framing camera will center over the target at a given
distance. And the default position for a pushbroom detector will be at the top of the scan table
at a similar distance, to capture the width of the target. The SFM process could possibly require
different lighting conditions, or simply just different integration times for the framing camera used.
Another option to obtain 3D structure of an object is to use structured light. This has the benefit
of being much faster than SFM, especially if using a framing camera. This would be of extra use
if single swath imaging done by the pushbroom does not provide enough varying views of the
target for SFM to build a proper 3D model, thus requiring translation in a second dimension. A
drawback to the system is that it requires additional hardware, in this case a projector and mirrors.
This would add a significant level of complexity to a scanning system. If the target is translating,
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the light would have to move along with it, while not occluding the view of the detector system.
If the detector is translating, it would have to avoid occluding the structured light being cast upon
the target. This method also would not work for occluded geometries, as it is accomplished from a
nadir view-angle, but would help if either time or illumination energy on target are limiting factors.
Pan-sharpening will most likely be utilized, which also enables the SFM modes. This will
allow minimum time and energy on the sensitive targets being analyzed. It will include a high
spatial resolution image for close inspection by conservators, while also allowing for high spectral
resolution for material analysis and image processing algorithms.
Flurourescence, though a topic of interest, may be avoided with this system. It would require
multiple scans to be done of the same target, when time is already a limiting factor. The system
should be designed such that UV lights could be included in the system, or high-pass filters could
be placed over the broadband lights to only allow the UV photons onto the target, while the system
would detect visible flourescence. This could be difficult with some broadband light sources
coming with UV filters built in, such as the SoLux lights. This area of work warrants further
investigation, and the modular design discussed above should allow for this system to incorporate
such tasking if and when it is deemed beneficial.

B.1.9

Requirement Overview

A table of threshold and objective requirement examples can be seen below in Table B.1

B.2

Verification Process

The verification process should include analysis of images captured by the final designed system.
In the case that the system is not built upon completion of this dissertation, verification will be done

B.2. VERIFICATION PROCESS
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Table B.1: An overview of the objective and threshold requirements considered for the cultural
heritage imaging system.
Parameter
Resolution
Pixel Pitch
Optics
Spectral Bands
Integration Time
Scanning System
Lighting System
Modularity
Features

Threshold
human limits at reading distance

Objective

19
1-4 s

apochromatic
200+
.01-10s

broadband
detector mounting
pan-sharpening

+UV
lighting, variable target size
+digital flattening

by using a model, either in DIRSIG or MATLAB, that has been verified with existing platforms,
such as the UofR MSI system and the Bodleian HSI system.
Test images will be taken with color calibration targets to test spectral characteristics and
resolving power targets to test spatial performance such as edge response. Features such as SFM
and pan-chromatic sharpening can be tested as well, verifying that edge responses, registration,
and spectral reconstruction all fall within expected norms of the original data (high resolution
spectral or spatial).
Verification could also be done to confirm the system works as intended for image analysis and
parameterization of targets spectrally and spatially. This in-depth system verification of the full
process of cultural heritage imaging will not be accomplished for this dissertation, due to the vast
scope that comes with said verification. This will be left as future work, as discussed in Chapter 7.
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Appendix C

IQ Charts
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Figure C.1: Another way of visualizing IQ improvement vs dose cost. This orders the best
performers of each dataset based on their IQ value, and then measures how much change in dose
there is to achieve that value. The green section should always be utilized, as it increases dose at
no dose cost or a dose savings, while the red section comes at significant dose cost.
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Figure C.2: IQ vs lux, equivalent illuminance, and effective illuminance as defined by Figure
??. The datasets are primarily translated from one another, with the same IQ values and relatively
similar doses values compared to one another. The IQ improvement though relatively small in
lux·hr photometric units can be seen to be much more significant when integrated over the entire
spectrum.
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Figure C.3: (Top) IQ breakdown by SNR, SAM, and FWHM metrics. (Bottom) A closer (reduced
dose-range) inspection of the low-light illuminated targets at 270 lux. Note the y-axis has also been
scaled to include 0.

