The study used existing indicator bacterial data and a number of physicochemical parameters that can be measured instantaneously to determine if a decision tree approach, especially classification and regression tree, could be used to predict bacterial concentrations in timely manner for beach closure management. Each indicator bacteria showed different tree structures and each had its own significant variables; Dissolved oxygen played an important role for both total coliform and fecal coliform and turbidity was the most important factor to predict concentrations of enterococci for decision tree approaches. Root mean squared error stayed between 5 and 6.5% of the average values of observations; RMSEs from each simulation, 0.25 for total coliform, 0.31 for fecal coliform, and 0.29 for enterococci. Estimations from tree structures would be regarded as a good representation of the actual data. In addition to results of the objective function, RMSE, 77.5% of actual value fell into the 95% of confidence interval of estimations for total coliform concentrations, 60% for fecal coliform concentrations, and 62.5%
INTRODUCTION
Coastal areas are essential habitats for many species including those that are threatened and endangered.
Population growth, however, along with growing urbanization in the much desirable coastal areas has resulted in increasing the amount of contaminants deposited in the ocean through the drainage system. From 1985 From -1994 ,713 individuals became ill from 55 outbreaks involving recreational waters in the United States. Epidemiological studies showed a strong association between gastrointestinal illness and concentrations of groups of indicator bacteria, and an association also existed for eye, ear, nose and throat infections, but was less robust (Hunter 1997) .
To increase protection of public health, the state of California, passed the Oceans Protection Act and has entered into a cooperative effort with the other two western coastal states. This Act reinforces California's commitment to investing substantial resources and manpower to ensure both monitoring and maintenance of beach water quality.
Coastal water quality agencies and managers rely upon indicator bacterial concentrations in the surf zone to protect beach-goers from exposure to waterborne disease.
Current monitoring systems cannot provide real-time monitoring results because of its testing time requirements, at least 18 hr to 24 hr Given that 70% of the bacteria in the water body are naturally cleaned after 24 hours, beach closure statements are issued after the fact (Christen 2002) .
The difference between the testing time and the natural purification process makes it difficult to identify the level of 
MATERIALS AND METHODS

Site description
The study area, Aliso Creek Watershed, is located in the southern part of Orange County, California. Aliso Creek, its average discharge 6. 
Decision tree analysis
A decision tree analysis is widely used for classification and prediction. A decision tree classifies data in the form of a tree structure which is generated from the use of training data in a top-down fashion or general-to-specific direction.
The root node, initial state of a decision tree, is assigned all data. If data at the node of tree structure belong to the same class, so that no more decisions are needed, the node will be a leaf node which indicates the value of the target attribute (or class). If data at the node belong to two or more classes, such that the node has to be split, the node will be a decision node.
CART, one of decision tree methods, was adopted for this study. CART was developed by Breiman et al. (1984) and uses historical data to construct decision trees. The CART algorithm is a binary recursive tree structure which asks only the yes/no questions, so the parent nodes are always divided into two child nodes with searches for all possible variables and all possible values in order to find the best split. Then the process is repeated by treating each child node as a parent node until each node has maximum homogeneity such that further splitting is impossible or is limited by some criterion. CART develops a tree structure to split high-valued examples from low-valued examples by using least-squares difference from the sample mean (LS) or least absolute deviation from the sample median (LAD) to minimize an overall cost measure. Also, CART computes the importance of input variables using an ad-hoc ranking, scale of 0 -100 based on the reduction of variance achieved. On the other hand, turbidity was the most important factor to predict concentrations of ENT (Figure 4(c) ). CART didn't select pH for the tree of TC prediction (Figure 4(a) ), temperature for FC (Figure 4(b) ) and streamflow for ENT (Figure 4(c) ), respectively. Therefore, those parameters were relatively less important to predict each indicator bacteria.
The tree for TC prediction was smaller than trees for FC and ENT predictions; tree for TCprediction had four decision nodes, FC seven decision nodes and ENT six decision nodes. Overall, each indicator bacteria showed different tree structures and each had its own significant variables.
To validate each tree, the leave-one-out cross validation was adopted since each dataset was limited to separate into two different groups for training and validating tree structures (Shao 1993; DelSole & Shukla 2002) . Figure 5 shows the process of leave-one-out cross validation.
As shown in the figure, n numbers of the dataset were divided by two parts, n 2 1 data points for training process and one data point for validation process, and the process was repeated until all data points were used for verification process. For example, the first data point was left for validation process and rest of other data, from the second data point to end of the data, were used for training process.
And then, during next round, the second data point was separated for the validation process while rest of other data, the first data point þ the third data point to end of the data, were used for training process. The process kept doing until The probable reason for missing these points is that the number of training dataset was not good enough to cover those extreme events. Although each indicator bacterium had several extreme events, related input variables to those events were different, so validation of CART could not capture all cases since decision from CART structure depends on one variable at each step. In other words, CART approach of the study couldn't test cases related to all input variables since the dataset for the study had only 40 points. However, the approach still showed potential to predict bacterial concentrations as its performance was previously mentioned. Moreover, over-or underestimated 
