Forecast comparison of financial models. by Rahimi, Khashayar
Forecast Comparison of Financial
Models
by
Khashayar Rahimi
Submitted for the Degree of Doctor of Philosophy
University of Surrey
Faculty of Arts and Social Sciences
School of Economics
Supervisors:
Professor Valentina Corradi
Dr Federico Martellosio
©Khashayar Rahimi 2019
Statement of Originiality Declaration
Declaration
This thesis and the work to which it refers are the results of my own efforts. Any
ideas, data, images or text resulting from the work of others (whether published or
unpublished) are fully identified as such within the work and attributed to their originator
in the text, bibliography or in footnotes. This thesis has not been submitted in whole
or in part for any other academic degree or professional qualification. I agree that the
University has the right to submit my work to the plagiarism detection service TurnitinUK
for originality checks. Whether or not drafts have been so-assessed, the University
reserves the right to require an electronic version of the final document (as submitted)
for assessment as above.
Signature:
Date:
ii
SUMMARY
This thesis examines the relative forecast ability of models used in financial econometrics,
with a focus on two well-studied strands of the literature - ”yield curve prediction” and
”volatility forecast”.
The first chapter, investigates the forecast ability of Random Forest, Functional
Non-parametric and Dynamic Nelson-siegel models. Results of this study indicate the
superiority of the Random Forest model in forecasting short end of the yield curve, and
Dynamic Nelson-Siegel model in predicting yields of bonds with long term to maturity.
In line with the literature, results recommend the employment of external source of
information such as macroeconomic variables.
The second chapter examines the relative ability of Generalized Autoregressive
Conditional Heteroskedastic (GARCH) models in volatility prediction. The existing
literature produce conflicting results regarding this topic, which is mainly attributed
to the choice of loss functions in forecast evaluation in this field. This chapter exploits
the recent Robust Forecast Comparison (RFC) test of Jin et al. (2017) to evaluate the
out-of-sample forecast performance of 11 GARCH type models. The advantage of using
the test of Jin et al. (2017) is that no predetermined form of loss function is required.
This study concludes that, on average, all competing models over-predict the volatility,
and that the simple GARCH model is outperformed in predicting the volatility.
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INTRODUCTION
The finance industry is primarily concerned with the intertemporal decision making
under uncertainty and as a result forecasts of unknown future outcomes become vital.
For example, predictions of future cash flows, payoffs or discount rates are essential to
asset pricing, while, forecasts of variance and covariances of the returns of portfolios
comprised of a large number of assets are an integral component of risk management.
Moreover, a substantial part of the literature on corporate finance has focused on the
analysis of firms’ capital budgeting decisions which depend extensively on projected cash
flows and forecasted costs and benefits of debt and equity issuing (Timmermann, 2018).
At the same time, the financial sector has been a pioneer in technical innovation and
finding new ways in improving its predictive performance. The increase in the availability
of large datasets, which is an important tool in understanding behaviours and decision
making, along with advances in the field of statistics, machine learning and econometric
techniques, has been the reason for the surge in the use of predictive models with a large
number of regressors. (Giannone et al., 2017). In addition, since the true data generating
process of a variable of interest is often unknown many competing forecasting models
are often examined. Hence, a lot of effort has been invested in developing forecasting
models, ranging from simple specifications to complicated non-linear models. (Aiolfi
and Timmermann, 2006). Nevertheless, uncertainty regarding the choice of predictor
variables and prediction model specification have become an essential part of forecast
construction and evaluation.
This thesis examines the relative forecast ability of models used in financial econo-
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metric literature, with a focus on two well-studied strands of the literature - ”yield curve
prediction” and ”volatility forecast”. It will do so by comparing more advanced methods
of empirical prediction models with conventional econometric forecasting rules.
The first chapter explores the relative forecast performance of methods such as
machine learning and functional data analysis in prediction of monthly yield curves
of the US Treasury bonds with 17 different maturity dates. The forecast exercise is
implemented on the period between September 2001 and December 2009. This chapter
consists of preliminary evaluations of predictive ability of the Random Forest, Functional
Non-parametric and classical Dynamic Nelson-siegel models, based on comparison of the
Root Mean Squared Error measure. The results highlight the superiority of the Random
Forest model in forecasting short end of the yield curve, and the Dynamic Nelson-Siegel
model in predicting yields of bonds with longer term to maturity. In line with the
literature this study also points out the lack of information provided in entire yield curve
to forecast the medium term to maturity region of the yield curve.
The second chapter of this thesis focuses on the relative ability of Generalized
Autoregressive Conditional Heteroskedastic (GARCH) models in volatility prediction.
The existing literature has produced conflicting results regarding this topic, which is
mainly attributed to the choice of loss functions in forecast evaluation methods. without
choosing a specific loss function, this chapter evaluates the out-of-sample forecast
performance of 11 GARCH type models and investigates the superiority of simple GARCH
model in predicting the volatility of S&P 500 index. Results show that the benchmark is
outperformed in forecasting the volatility, and that this inferiority of the benchmark is
mainly observed in over-prediction.
Due to the nature of the research questions, this thesis involved an extensive and
long estimation process. In the first chapter, the analysis required to optimize and
estimate the parameters of models independently in order to forecast each of the yields
of 17 bonds with different maturity dates. Moreover, each model needed to predict the
forecast period for each individual yields on the curve. In chapter 2, the 11 models
needed to predict a period of 1000 days in order to provide a sufficient sample of forecast
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error for implementation of the tests.
As in every empirical research, this thesis also confronted some limitations. The ma-
jor hurdle faced in chapter 1 was the data availability. Machine learning and Functional
Data Analysis methods are designed to deal with rich and high dimensional datasets.
However, yield curve data that is publicly available are small, with limited observations
on different maturity dates. The ideal datasets for use in such models are prohibitively
costly. This has limited the analysis to employ the data up to 2009 and, therefore, results
suffer from the effect of a significant structural break.
As will be presented further, the outcome of chapter 1 suggest the poor contribution
of information extracted from yield curve in predicting medium term yields. The potential
future research topic is to incorporate the macro variables in forecasting analysis and
examine whether external information provided by these variables are effective in
improving the performance of these models in predicting the medium term region of the
yield curve.
Additionally, some of the results of chapter 2 require a more in-depth analysis of the
outcome of volatility over-prediction. The question of how volatility over-prediction in
option markets influences the decision-making behaviour of market’s participants is left
for future research.
CHAPTER 1
THE PREDICTION OF YIELD CURVES
1.1 INTRODUCTION
Yield curve represents the yields of bonds as a function of their maturity dates. In
addition to the level of current interest rates, it also provides information about future
movements of interest rates expected by market participants. Moreover, yield curves are
important determinants for interest rate derivative trades, such as the interest rate swaps
(Benko, 2007). Therefore, a clear explanation of the dynamics of yields and prediction
of the yield curve has been a subject of vast practical and theoretical interest. There are
various studies explaining the behavior of yield curves both within the theoretical and
the empirical frameworks.
In this context, this study makes two contributions. First, I examine and compare
performances of a group of proposed prediction methods, typically used to predict yield
curves under different forecast horizons. Second, motivated by Kargin and Onatski
(2008) and Cochrane and Piazzesi (2005), within a non-parametric framework, I in-
vestigate whether best predictive components for yield curve are the ones that explain
most variations in yield curves. I construct a Functional Non-Parametric model which
employs the predictive factors of Kargin and Onatski (2008). Since these factors are
directly derived subject to minimizing forecast error they are expected to improve the
performance of the model in comparison to principal components.
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The four models whose performance I compare are: (I) the classical Dynamic
Nelson-Siegel model of Diebold and Li (2006), (II) Functional Non-parametric model
of Ferraty and Vieu (2006b) with principal components as factors, (III) a Functional
Non-parametric model with predictive factors of Kargin and Onatski (2008), and (IV) the
method of Random Forest. Random Forest is vastly exploited in various practical subjects
and is popular because of its simplicity and fast performance. The model exploits an
ensemble method which deals with potential overfitting. Moreover, regression trees,
employed in Random Forest model, rank the variables efficiency in explaining the
variation in dependent variable. This provides information about how yield curve is
useful in predicting itself.
Dynamic yield curve models have traditionally assumed either the no-arbitrage
framework or the equilibrium affine models. Arbitrage free models typically consist of a
cross-sectional component and a time series component. In this framework, subject to
no-arbitrage constraints, the information in yield curve is mapped into low dimensional
space of factors using the cross-sectional component. The dynamics of these factors
are then modelled by the time series component (Hull and White, 1990; Heath et al.,
1992; Duffee, 2011). Equilibrium affine models, on the other hand, attempt to apply
time series to model the dynamics of yields on a short-term or instantaneous rate, and
derive the yields for longer maturities under assumptions about the risk premium (Cox
et al., 1985; Duffie and Kan, 1996). Although these models are strong in explaining
the theory behind the term structure of interest rates, their main focus is to model the
characteristics of yield curves and not the out-of-sample prediction.
A more empirical class of literature has emerged with a focus on forecasting. Since
the seminal work of Ang and Piazzesi (2003) a strand of literature studied the role of
macro variables in explaining the dynamics of the yields (Mönch, 2008; Diebold et al.,
2006; Dewachter and Lyrio, 2006; Hördahl et al., 2006; Coroneo et al., 2016). These
works have successfully showed the effective role of macroeconomic factors in explaining
the evolution of the yield curve.
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Moreover, introduction of models based on Functional Data Analysis (FDA), and
development of the statistical properties of these models, has created a group of empirical
works that study the evolution of the entire yield curve over time. The FDA tools are
popular in modelling the term structure of interest rates because they enable researchers
to model the entire yield curve as a variable. For instance Hays et al. (2012) develop
a general framework for prediction when the variable of interest is a functional with
an application to yield curve prediction. Their Functional Dynamic Factor model builds
up on multivariate dynamic factor model and replaces the factor loadings by functional
factor loadings. Caldeira and Torrent (2017) investigate the performance of Functional
Non-Parametric model of Ferraty and Vieu (2006a) to forecast the yield curve. Their
analysis exhibits considerable performance of Functional Non-Parametric against the
random walk and Dynamic Nelson-Siegel of Diebold and Li (2006) for some short
forecast horizons (see also Kowal et al., 2019, for a recent application of FDA in yield
curve prediction).
The idea behind almost all FDA frameworks is that information in (infinite dimen-
sional) functional variable is projected to a lower dimensional space so that the common
methods of univariate (or multivariate) analysis can be applied to address the topic
of interest. To do so, the common approach of reducing the dimension is the use of
Principal Component Analysis (PCA), in which the components are found with respect to
maximizing the variation in data. However, Cochrane and Piazzesi (2005) argue that
the components of variance-covariance matrix of the expected excess returns are distinct
from principal components of the term structure. In a closely related work, Kargin
and Onatski (2008) develop an improved version of functional autoregressive model
to predict functional time series. They introduced a new dimension-reduction method
which, unlike PCA, are designed to maximize the correlation between curves subject to
minimization of forecast error. In a Functional Non-parametric framework, I examine
whether the predictive factors of Kargin and Onatski (2008) can outperform principal
components in yield curve forecasting.
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Furthermore, machine Learning methods are nowadays implemented on every field
of science, especially wherever loads of data are available, and unsurprisingly they have
been exploited to forecast the yield curve (see Nunes et al., 2019, for an extensive review
of machine learning literature in this field). For example, Sambasivan and Das (2017)
employed a Dynamic Gaussian Process model and demonstrated promising results in
predicting medium and long term structure of interest rates. Nunes et al. (2019) use an
artificial neural networks model and show the superior performance of their model in
predicting European yield curve in comparison to multivariate linear regression models.
In general, Machine learning models, and more specifically supervised learning methods,
perform well in extracting correlations when there are large number of explanatory
variables (features). The Random Forest method, introduced by Breiman, L. (2001)
is very well known due to its simplicity and fast performance. The combination of
random variable selection and bootstrap aggregation makes this model a suitable choice
to overcome possible overfitting. To the best of my knowledge this is the first study to
employ this model in prediction of yield curves.
Analysis of this study show the superiority of the Random Forest model in predicting
the short end of the yield curve, while the classical Dynamic Nelson-Siegel model
outperforms the competing models in forecasting long end of the curve. In addition, the
variable importance analysis in the Random Forest model exhibit the poor contribution
of yield curve information in forecasting yields with medium term maturities. Moreover,
the proposed employment of the predictive factors, instead of principal components, in
the Functional Non-parametric model does not improve the predictive ability of this
model. This is possibly due to the fact that using predictive factors worsen the sub-optimal
approximation of the distance between two curves in Functional Non-parametric model.
Rest of this chapter is organized as the following; the next section describes the
models that are employed in this research. In section 1.3 I explain the fitting and
estimation algorithms for each of these models. Section 1.4 represents the results of
forecasts and discuss the performance of prediction rule, and section 1.5 concludes.
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1.2 MODELS
In this section I introduce the four models that are used in this study, which are: (I)
the Dynamic Nelson-Siegel model of Diebold and Li (2006) (DNS), (II) the Functional
Non-parametric model of Ferraty and Vieu (2006b) with principal components as factors
(FNPC), (III) a Functional Non-parametric model with predictive factors of Kargin and
Onatski (2008) (FNKO), and (IV) the Random Forest (RF) model. The difference between
FNPC and FNKO is only in construction of the semi-metric, which is explained in section
1.2.2. Moreover, I provide a brief background about the methods of regression trees and
Bagging, that are the basis of RF model, in section 1.2.3. I start this section with the
well-known model of DNS.
Throughout this chapter, I interchangeably use the term "yield function" instead
of yield curve. To fix some notations, consider the yield function at each point of time
as Y t (τi ), in which τi is the maturity with i ∈ {1,2, ...,n} ( i.e. yields of n bonds with
different maturity date). This is an example of observed yield curve on a discrete grid
of maturity dates. Therefore, the observed yield function at time t is represented by
Y t (τ)= (Yτ1,t ,Yτ2,t , ...,Yτn ,t ).
1.2.1 The Dynamic Nelson-Siegel model
Dynamic Nelson-Siegel (DNS) model is widely used in investment and central banks
to fit and forecast yield curves (Coroneo et al., 2011). The popularity of this model
is due to its simplicity and its ability to provide intuition about the characteristics of
yield curves, e.g. level, slope and curvature of the curve. The model was introduced by
Diebold and Li (2006) where they added dynamics to the classical NS model and studied
the out-of-sample forecast ability of this model. The DNS model projects the full yield
curve into a three dimensional parameter space at each point of time. The dynamics of
the model then is explained by these three time varying parameters.
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Consider the classical Nelson-Siegel yield curve;
Y t (τ)=β1t +β2t (1−e
−λtτ
λtτ
)+β3t (1−e
−λtτ
λtτ
−e−λtτ)
where τ is the maturity date, and λ is decay parameter which controls the decay rate of
the curve. Lower values of λ allows for a better fit of the long end of the curve, while
higher values of λ fit the curve better at short maturities. The model above can also be
represented by the following notation,
Y t (τ)=β1,t l1,t +β2,t l2,t +β3,t l3,t
where l1 = 1, l2 = 1−e−λt τλtτ and l3 =
1−e−λt τ
λtτ
− e−λtτ. Diebold and Li (2006) consider the
set of parameters βt = (β1,t ,β2,t ,β3,t ) as dynamic latent factors, and l t = (l1,t , l2,t , l3,t ) the
corresponding factor loadings at time t . The loadings can be interpreted as functions
that define “level”, “slope”, and “curvature” of the yield curve, such that each curve can
be characterized by these three loadings. Therefore, at each period, the yield curve is
projected to the space which spans the three loadings and latent factors are estimated.
Forecasting exercise, then, is done by prediction of the latent factors. I explain the details
of fitting and parameter estimation for this model in section 1.3.
1.2.2 Functional Non-Parametric models
In various fields of applied science the variable of interest depends on some continuous
parameter, e.g. time. Indeed, a very related example is the yield curve in which yields
of bonds are considered as a function of maturity dates, e.g. the yields are continuous
function of maturity dates observed on a discontinuous grid. With advances in technology
allowing for larger data sets, this discontinuous grid is progressively becoming finer -
larger volumes of observations are available at a given period of time (see Ramsay and
Silverman, 2007).
Methods of Functional Data Analysis (FDA for short) are specifically developed to
handle information in a very large dimension. In fact, the usual methods of FDA are
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applied to functional data in order to project the information into a lower dimension so
that standard multivariate methods can be performed. However, there are some features
of the data that are meaningful only in functional context, such as smoothness and strong
correlation between variables (Benko, 2007; Ferraty and Vieu, 2006b).
Nature of yield curves has made them a popular choice for FDA applications (Ferraty
and Vieu, 2006b; Benko, 2007; Hays et al., 2012; Caldeira and Torrent, 2017; Kowal
et al., 2019). In this study, I apply the functional non-parametric model to a set of yield
curve data and examine their predictive ability in forecasting yields. This method has
the advantage of directly forecasting the yield so that no predetermined functional form
of relationship is assumed between the variables.
Since the functional non-parametric framework is mostly developed by Ferraty and
Vieu (2006b), I follow their notation to describe the model. In a functional framework,
the yield curve is considered as a functional variable that can take random shape at each
point of time. In other words, the variable of interest is the yield at time t which is
considered as a function of maturity date of its underlying bond. The space in which the
functional variable takes value is an infinite-dimensional metric space. A suitable space
is Hilbert space which I denote by H . A Hilbert space is an abstract real (or complex)
inner-product space which is also complete with respect to a distance operator induced
by the inner product. Formally, the real space H equipped with inner product 〈., .〉 is a
Hilbert space if it is complete with respect to the norm induced by ||x|| =p〈x,x〉. To say
that H is equipped with inner product means that any length and angle is measurable
(see Bosq, 2012; Benko, 2007, for a detailed definition of Hilbert spaces).
Recall that the yield function at each point of time is defined as Y t (τi ). The objective
here is to forecast the yield of bond with maturity date τi given the information available
from the entire curve. Following Ferraty and Vieu (2006b) and Masry (2005) the
functional h-step-ahead predictor is specified by:
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rτi ,h(y)= E
[
Yτi ,t+h |Y t (τ)= y
]
; y ∈H (1.1)
The regression above is called scalar-on-functional since the dependent variable, Yτi ,t+h,
is the yield for a bond with specific maturity date and is therefore a scalar. The non-
parametric estimator of rτi ,h(y) takes the following Nadaraya-Watson form:
rˆτi ,h(y)=
∑T−h
t=1 Yτi ,t+hK
(d(y,Y t )
b
)
∑T−h
t=1 K
(d(y,Y t )
b
) (1.2)
in which K (·) is a real valued kernel function, b is the bandwidth parameter, and d(·)
is a semi-metric 1. Asymptotic normality and rate of convergences are determined for
non-parametric functional estimator in Ferraty and Vieu (2006b), and Masry (2005).
Generally speaking, the semi-metric d(., .) measures the distance between two curves in
the space of yield functions. This requires an approximation of the distance between all
pairs of points for any two curves, i.e. d(Y i (τ),Y j (τ))=
∫ τn
0 [Y i (τ)−Y j (τ)]dτ. Therefore,
in practice, approximation of d(Y i (τ),Y j (τ)) requires an optimal dimension reduction
method (see Delsol et al., 2011; Shang, 2016, for examples of works on optimal choice
of the semi-metric).
Thus, one can build a family of estimators like (2.3) in which each member is
distinguished from another by the type of the semi-metric operator used. In this study, I
exploit two members of this family: a Functional Non-Parametric model that uses the
Principal Component Analysis as a dimension reduction method (which I call FNPC),
and a Functional Non-Parametric model which uses the method of Kargin and Onatski
1 A metric d(., .) is a distance function mapping from S×S→R satisfying following properties for any
x, y ∈ S;
1.Non-negativity : d(x, y)≥ 0
2.Symmetry : d(x, y)= d(y,x)
3.d(x, y)= 0, if and only if y = x
A semi-metric, on the other hand, is a metric except that d(x, y)= 0 does not imply y = x.
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(2008) to summarize the dynamic information of curves in a lower-dimensional space
(which I will refer to as the FNKO). These two functional non-parametric models differ
only in the way that their semi-metric operator is defined. In the following section, I
discuss these two semi-metrics in more details.
Semi-metric with PCA
The main objective of the semi-metric is to approximate the distance between two curves
while preserving useful information from them. Simply put, the semi-metric computes
the weighted distances between all points in a given pair of functions on a grid of their
domain. Here, these weights are chosen by considering the information provided for
similar bonds (with the same date of maturity), and how far these points are on the grid
of maturity dates (i.e. τi+1−τi). In fact, this is the role of PCA - to find basis functions
that project the information in the data to a lower dimensional space.
The theoretical basis of PCA application is motivated by Karhunen-Loeve expansion.
If E [
∫
Y t (τ)dτ] is finite, one can obtain the expansion of the functional random variable
,Y t (τ), by the following Karhunen-Loeve expansion:
Y t =
∞∑
k=1
〈Y t (τ),vk(τ)〉vk
where v1,v2, . . . , are orthonormal eigenfunctions of the covariance operator Γ(s, l ) =
E(Y t (s)Y t (l )). In fact, these components are orthonormal weight functions, associated
with eigenvalues of Γ(s, l ) such that the variance of linear transformation, 〈Y t (τ),νk〉,
is maximal (Benko, 2007). Given that 〈Y (τ),vk(τ)〉 =
∫
Y (τ)vk(τ)dτ, we can rewrite the
expansion above as,
Y t =
∞∑
k=1
(∫
Y t (τ)vk(τ)dτ
)
vk (1.3)
and its truncated version is represented by;
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Y˜ t =
q∑
k=1
(∫
Y t (τ)vk(τ)dτ
)
vk
which minimizes E
[∫
(Y t (τ)− pqY t (τ))2dτ
]
over all projections pq of Y t (τ) into a q-
dimensional space. Therefore, (1.3) is approximated by Y˜ t with first q principal compo-
nents. A class of semi-norms can be defined based on the usual L2-norm in the following
way:
||Y˜ t ||q =
√∫
(Y˜ t (τ))2dτ=
√√√√ q∑
k=1
(∫
Y t (τ)vk(τ)dτ
)2
where ||.||q measures the size of Y t (τ) in q-dimensional space. Notice that the second
equality holds given the orthonormality of eigenfunctions. Thus, Ferraty and Vieu
(2006b) propose the following family of semi-metrics,
d(Y t , y)=
√√√√ q∑
k=1
(∫ [
Y t (τ)− y(τ)
]
vk(τ)dτ
)2
(1.4)
The empirical version of this semi-metric (explained further in section 1.3.3) con-
verges to (1.4) for some fine grid of data, i.e. for a sufficient number of maturities
(n→∞). Indeed, the finite-sample performance of the expansion above depends on the
estimator of the covariance matrix, which in turn depends on the number of observations
available for each curve (n) (Benko, 2007).
Hence, d(Y t , y) is a norm operated over Karhunen-Loeve expansion of the distance
between two functions. Many different types of semi-metrics can be derived from this
general set up. Here, (1.4) is based on the principal components of the covariance matrix.
One can construct a new semi-metric by employing different basis functions. In fact, I
examine whether the predictive factors proposed by Kargin and Onatski (2008) provide a
more efficient semi-metric operator for the purpose of prediction.
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Semi-metric based on predictive factors
In this section I explain how a different type of semi-metric can be constructed based on
the predictive factors of Kargin and Onatski (2008). Compared to the semi-metric based
on principal components, this new semi-metric is expected to capture the persistence
in data and therefore improve the predictive ability of the functional non-parametric
model. Kargin and Onatski (2008) show that the first few largest eigenfunctions of
the covariance operator may not be most informative in prediction. In fact, while the
first principal component of the empirical covariance matrix accounts for most of the
variation in yield curve, it might lack persistence (see also the work of Cochrane and
Piazzesi, 2005). They studied the predictive ability of functional autoregressive operator,
and proposed their predictive factor decomposition technique to estimate factor loadings.
Their work show that in finite sample, relative to forecast based on the PCA, their
proposed predictive factors are less likely to miss linear functionals of the data which
have most predictive power. To do so, instead of searching for linear transformations
that maximize the variation in the data (which is the objective of principal component
analysis), their proposed predictive factors are designed to find linear functionals subject
to minimization of the forecast error.
Let ρ be the functional autoregressive operator, i.e. Y t+h =ρY t . Kargin and Onatski
(2008) investigate how to estimate ρ subject to;
minE ||Y t+h − ρˆY t ||2 (1.5)
Consider the covariance and cross covariance operators as Γ11 : g → 1T
∑〈Y i ,g 〉Y i
and Γ12 : g → 1T−h
∑〈Y i+h ,g 〉Y i , respectively. The proposed approximation for the autore-
gressive operator is ρˆ = AkF ′k , in which F k is a vector of q functional predictive factors
(e.g. F k = ( f1(x), ..., fk(x))) and Ak = Γ12F k is a vector of predictive factor loadings. The
first components of Ak and F k are defined as solutions to (1.5). The other components
are defined similarly subject to orthogonality of the elements of F k in the space of Γ11,
i.e. f ′i Γ11 f j = δi j , where δi j is the Kronecker delta. Since the estimated predictive factors,
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fiYt , are solutions to the minimization in (1.5), they are expected to be most informative
factors in prediction.
In order to estimate the factors and loadings, Kargin and Onatski (2008) links the
elements of F k to eigenfunctions of a generalized eigenvalue problem. Consider the
cross-correlation operator Γ−1/2xx ΓxyΓ−1/2y y for functional processes X and Y . He et al.
(2003) state that the solution for maximum correlation between two functional processes
is equivalent to an eigenanalysis of this operator. lets define a similar version of this
operator as Φ= Γ−1/211 Γ21Γ12Γ−1/211 . Based on Theorem 2 of Kargin and Onatski (2008), the
first q factors that minimize the quantity in (1.5) are the first q eigenfunctions of the
generalized eigenvalue problem of Γ21Γ12−λΓ11. In addition, if all eigenvalues of Φ are
positive and distinct, then eigenfunctions of Γ21Γ12−λΓ11 are equivalent to those of Φ,
and therefore they are the solutions to cross-correlation maximization. (see Theorem 2
and appendix B of Kargin and Onatski, 2008). Hence, the components of F k are linear
functionals that maximize correlation instead of variation, and are orthogonal in the
space of Γ11.
Given the discussion above, it seems reasonable to expect that instead of principal
components, using predictive factors of Kargin and Onatski (2008) in a functional non-
parametric model will improve the forecast ability of the model. In fact, one can start
from Y t+h =ρY t instead of the Karhunen-Loeve expansion and derive this semi-metric
similar to (1.4). Thus, the expansion of Y t is approximated by the following:
Y t =
∞∑
k=1
〈Y t−h(τ),νk(τ)〉ak(τ)
where now νk(τ) is the kth eigenvector of the Γ21Γ12−λΓ11, and ak(τ)= Γ21νk(τ) . Notice
that now Y t is approximated by its lagged value. As before, lets consider its truncated
version:
Y˜ t =
q∑
k=1
〈Y t−h(τ),νk(τ)〉Γ21νk(τ)
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and so the semi-norm takes the following form:
||Y˜ t ||q =
√∫
(Y˜ t (τ))2dτ=
√√√√∫ ( q∑
k=1
〈Y t−h(τ),νk(τ)〉Γ21νk(τ)
)2dτ (1.6)
Also notice that the norm operator above can not be simplified further as eigenfunctions
are not orthogonal in this case. Therefore, for an optimal number of factors, q, I define
the semi-metric in the following format:
dKO(Y t , y)=
√√√√∫ [ q∑
k=1
(∫ [
Y t (τ)−y(τ)
]
νk(τ)dτ
)
Γ21νk(τ)
]2
dτ (1.7)
The improvement here is that dKO(., .) impose a higher weight on the linear functionals of
data that maximizes the cross-covariance (instead of covariance), subject to minimizing
the forecast error, and so is better suited for prediction. The empirical version of this
semi-metric is discussed in section (1.3.4).
1.2.3 Random Forest
Random Forest is one of the many methods of supervised machine learning. This model is
a type of ensemble method, and is very popular for its flexibility, simplicity and improved
predictive performance (see Denil et al., 2014). Broadly speaking, ensemble methods are
similar to the idea of forecast combination where the prediction by multiple forecasting
rules are combined in order to improve the prediction. However, the difference between
forecast combination methods and “ensemble learning” is that in the latter, there is
only one forecasting rule, but multiple sets of data. To be more specific, “ensemble
learning” combines predictions from one model based on re-samples of data to improve
the forecast and avoid possible overfitting.
Random forests are from the family of “Bagged” (Bootstrapped aggregated) regres-
sion tree models. Therefore, in order to have a clear image of the model, I explain the
regression tree and “Bagged” methods first.
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Regression Tree
Regression trees are an alternative approach to non-linear regression methods. The basic
in these methods is to classify and “partition” the space of regressors into non-overlapping
sub-spaces recursively. New measurements (observations) fall into these sub groups and
the dependent variable is predicted by summing the average effect of each sub group.
To predict the yield of bond with maturity τi the task is to estimate E
[
Yτi ,t+h |Y t (τ)
]
where Y t (τ)= (Yτ1,t ,Yτ2,t , ...,Yτn ,t ) is the vector of regressors (measurements) at time t .
Take L as set of all observed yield curves for t = 1, ..,T . Suppose that the dependent
variable Yτi ,t+h is divided to J partitions and let C ∈ {1, ..., J }. Similar to the clustering
method, the aim here is to maximize I (C ,Y ) - the information about dependent variable
at sub-group C . This can be done by splitting the information set L (also known as
“learning sample”) into sub-groups in order to get “purer” information in each new
sub-group C . Denote the measure of “Impurity” at partition C as sum of mean squared
errors, e.g.
Qc = 1
nc
∑
i∈C
(yi − δˆc)2
in which δˆc is the average effect of sub-group C , i.e. δˆc = 1nc
∑
i∈C yi . Thus, an optimal
partitioning is the one that minimize “impurity” (maximize “purity”) of each sub-group
which is the same as minimization of the following measure,
S(J )=
J∑
c=1
ncQc (1.8)
where J is the total number of partitions in tree (also known as “total number of leaves”).
Therefor, in general regression tree algorithm consists of the following three steps,
Step1: Start with a single partition that contains all information and compute δˆc and
S(J ).
Step2: Search for a split which reduce S(J ) as much as possible. If largest reduction in
S(J ) is less than a pre-defined threshold, or one of the resulting partitions contains very
few observations, stop. Otherwise, take the split and create the resulting sub-groups.
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Step3: In each new sub-group repeat Step1 and Step2.
In this study, the h-step-ahead forecasting rule based of regression tree method is
defined as,
Yτi ,t+h = δˆ1
{
Y t (τ) ∈ 1
}+ ...+ δˆc{Y t (τ) ∈ c}+ ...+ δˆT {Y t (τ) ∈ J}
Figure 1.1 is an example of a one-step-ahead regression tree estimation where the
dependent variable is the yield of a bond with 3 months maturity (Y3,t+1). Each box
shows the average effect, percentage of data points and number of observations in that
sub-group. Notice that in this estimation not all the explanatory variables are contributing
to the prediction. In fact, the variation of the dependent variable is explained by some
specific regressors. This is because the optimal partitioning is such that some regressors
do not provide useful information for predicting Y3,t+1. For more details on regression
tree method please see Breiman (2017).
Figure 1.1: Regression tree
An example of fitted regression tree for the specification of the form E [Y3,t+1|Y t (τ)] where i = 1,2, ...,17.
The top number in the box indicates the mean value of the group, on the right there is the percentage of
observations in that group and the left number shows the number observations in the group.
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Bootstrap Aggregation
Bootstrap Aggregation, or Bagging, is an ensemble learning method employed to improve
forecast accuracy and avoid possible overfitting. The idea behind these algorithms are
very similar to that of “forecast combination” with the difference that in Bagging, usually
there is one prediction rule and instead there are multiple information set generated by
bootstrap re-sampling methods.
Consider again the forecasting rule as rτi ,h(δ)= E
[
Yτi ,t+h |Y t (τ)
]
. Recall the learning
set as {L } which contains available information on yield curves. Denote the vector
of parameters, estimated on {L } as δL . Now, suppose that there is a sequence of
information (learning) sets {Lg }, each consisting of independent observations drawn
from the same underlying distribution of L , i.e. the sequence of information sets are
resampled from L . A natural practice is then to replace rτi ,h(δ
L ) with an average of
rτi ,h(δ
L
g ) over g in order to overcome the issue of overfitting. For more details about
Bagging method see Breiman (1996).
As it mentioned earlier Random Forests (RF) are Bagged regression tree models.
The algorithm is to re-sample data g times and fit a regression tree for each re-sample
in order to predict the dependent variable, and eventually combine the predictions by
averaging over the sample of forecasts resulted from the forest. To de-correlate the trees
in the forest, Breiman (2001) suggests random selection of regressors at each partitioning
stage in fitting the trees. This makes the trees uncorrelated form each other so that the
error variance is averaged out, or simply speaking, relatively uncorrelated trees protect
each other from their individual errors (see Breiman, 2001, for more details). Table 1.1
shows MSE for predicting Y3,t+1 by regression tree, Bagging and RF methods. As it can
be seen, RF model results in lower MSE than the other two methods.
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Table 1.1: Comparison of the forecast ability of RF,
Bagging and regression tree
regression tree Bagging Random Forest
MSE 0.2505 0.1042 0.1031
Results of MSE for a sample of 100 forecasts
1.3 EMPIRICAL ANALYSIS
The objective of this chapter is to compare the prediction ability of the following models;
the Dynamic Nelson-Siegel of Diebold and Li (2006), Functional Non-Parametric model
based on PCA (FNPC), Functional Non-Parametric based on predictive factors of Kargin
and Onatski (2008) (FNKO). All estimations are done in R software and for the RF model
the RandomForest package is exploited (see Liaw and Wiener, 2002). In the following
sections, I explain the parameter optimization procedure and practical challenges in
fitting each of the above models.
1.3.1 Data and Prediction
The dataset used in this study includes end-of-month continuously compounded yields
on US Treasury bonds with 17 different maturity dates (from 3-months to 10-years).
Data is constructed from the CRSP unsmoothed Fama and Bliss (1987) forward rates
by Jungbacker et al. (2014) and is publicly available in JAE data archive. This set of
data consists of 480 yield curves from September 1970 to December 2009. Table 1.2
represents some statistics for this dataset. For each yield with specific maturity date
mean, standard deviation, minimum and maximum value of the yield is reported. These
results confirm some common stylized facts in yield curves. As it also can be seen from
figure 1.2, the sample mean curve has positive slope and is concave. Moreover, volatility
of yields decreases with maturity.
Chapter 1 21
Table 1.2: Summary of yield curve data
τ Mean Sd Max Min
3 5.766 3.071 16.019 0.041
6 5.969 3.098 16.481 0.150
9 6.083 3.089 16.394 0.193
12 6.166 3.053 16.101 0.245
15 6.253 3.029 16.055 0.377
18 6.324 3.009 16.219 0.438
21 6.387 2.990 16.173 0.532
24 6.418 2.943 15.814 0.532
30 6.512 2.878 15.429 0.819
36 6.600 2.832 15.538 0.978
48 6.756 2.755 15.599 1.019
60 6.852 2.671 15.129 1.556
72 6.964 2.638 15.108 1.525
84 7.026 2.573 15.024 2.179
96 7.069 2.536 15.052 2.105
108 7.095 2.519 15.114 2.152
120 7.067 2.465 15.194 2.679
τ indicates the number of months to matu-
rity.
Figure 1.2: Volatility and mean of yields over maturity
Yields are known to be non-stationary. Figure 1.3 illustrates a plot of the mean
of yield curves over the time span of the dataset which suggests the non-stationarity
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in mean for yield curves. In addition, the result of Augmented Dicky-Fuller test show
p-value equal to 0.6088 for the null hypothesis of non-stationarity, which again approves
the non-stationarity of the mean.
Figure 1.3: Evolution of the mean of yield curves over time
The common practice in the forecasting literature is to split the data into training
and prediction sets. To evaluate the forecasting performance of the models, I construct a
sample of 100 prediction errors for each of the models by using rolling window scheme
with the window length of 330 curves, for prediction horizons of 1, 3, 6 and 12 months.
The prediction period is from September 2001 to December 2009, and the training set
includes 380 curves from September 1970 to September 2001.
Let T be total number of curves available in the dataset. Consider s+P +R+h = T
in which R is the length of the window, fixed to 330, P = 100 and h is the forecasting
horizon. I discard the first s observations to let the effect of possible shocks (older than
the time span of the dataset) fade away. So the forecasting practice is implemented by
fitting models on observations from s+p to s+p+R in order to forecast the curve at time
s+p+R+h for each p ∈ {1,2, ...,P }. Since the curves are nonstationary, I follow Caldeira
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and Torrent (2017) and demean each curve prior to fitting and forecasting. A random
walk forecast of the curve’s mean is added to the prediction of (demeaned) yields and
the result is compared with the true yield for error computation.
1.3.2 The DNS model
As it is discussed in section 1.2.1, the DNS explains the yield curve using three factor
loadings, namely level, slope and curvature. The model projects all information from
curve into these three factor loadings by estimating the corresponding latent factors.
Consider again the following representation of the model;
Y t (τ)=β1,t l1,t +β2,t l2,t +β3,t l3,t
Prediction is done in two steps: First, the yield curve is regressed on the three
deterministic factor loadings, l1 = 1, l2 = 1−e−λt τλτ and l3 = 1−e
−λτ
λτ
−e−λτ, and consequently,
the vector of latent factors βt = (β1,t ,β2,t ,β3,t ) is estimated using OLS method. These
latent factors are estimated for each t ∈ R and, therefore, as a result a time series of
latent factors is available, i.e. βt for t = 1,2, ...,R. Next, the estimated latent factors are
modelled by an AR(1) process for the purpose of h-step-ahead forecast exercise. The
forecast of yield curve, can be achieved by substituting the loadings and predicted factors
into the model. The decay parameter, λ is fixed at 0.0609, where the medium term
factor at τ= 30 months is maximized, following Diebold and Li (2006). After estimating
the series of βt , the rolling window scheme is implemented in order to compute 100
forecasts of these latent factors, the yields and forecast errors.
1.3.3 The FNPC model
The aim here is to estimate the h-step-ahead regressor rτi ,h as specified in (1.2). In other
words, I predict the yield of bonds with for each individual maturity date, given the
information provided by entire lagged yield curve (e.g. E
[
Yτi ,T+h |Y T (τ)= y
]
). The FNPC
estimator has the following Nadaraya-watson form:
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rˆτi ,h(Y T )=
∑T−h
t=1 Yτi ,t+hK
(dpc (y,Y t )
b
)
∑T−h
t=1 K
(dpc (y,Y t )
b
) (1.9)
in which K (·) is chosen to be Gaussian kernel (i.e K (u) = 1p
2pi
e
u2
2 ). The first step is to
measure the distance of curves with respect to the Y T (τ) using the semi-metric defined
in (1.4). The empirical version of dpc(y ,Y t ) is defined by the following:
dpc(Y t , y)=
√√√√ q∑
k=1
( n∑
i=1
w(τi )
[
Y t (τi )− y(τi )
]
vk(τi )
)2
where w(τi )= τi −τi−1, and v1,v2, . . . ,vq are now W -orthonormal eigenfunctions of the
covariance matrix associated with eigenvalues, λ1 > λ2... > λq . The covariance matrix
itself is estimated by Γn(s, l )W = 1T
∑T
t=1Y t (s)Y t (l )W where W = diag (wτ1 , ...,wτn ).
Parameter q defines the optimal number of eigenvectors to be used in the semi-
metric. In fact q defines the number of principal components that explain almost all
of the variation in data. In line with the literature, I find that the first three principal
components are sufficient in explaining the yield curve variations. Figure 1.4 plots the
variation explained by each eigenfunction of the empirical covariance operator. As it is
evident from this graph, the first 3 components explain more than 99% of the variation
in the data.
Figure 1.4: Variation explained by principal components.
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The optimal value of the bandwidth parameter, b, is selected by the usual leave-
one-out cross-validation and for each τi optimal bandwidth is set to be bτi ,opt such
that:
bτi ,opt = arg min CV(b)
b∈B
where
CV(b)=
T−h∑
t=1
(
Yτi ,t+h −Ri ,−t (Y t )
)2
and
Ri ,−t (Y s)=
∑T−h
j=1, j 6=t Yτi , j+hK
(d(Y s ,Y j )
b
)
∑T−h
j=1, j 6=t K
(d(Y s ,Y j )
b
)
where B is a fine grid of candidate values for bandwidth. Table 1.3 shows the optimal
value of bτi ,opt for all i ∈ 1, ...,17 and all forecasting horizons.
1.3.4 The FNKO model
The only difference between FNPC and FNKO is in their semi-metric operators. To
forecast the curve by FNKO, I approximate the semi-metric (1.7) as described in section
1.2.2, by its empirical version which is defined by,
dKO(y ,Y t )=
√√√√ n∑
i=1
[ q∗∑
k=1
( n∑
i=1
w(τi )
[
Y t (τi )− y(τi )
]
νk(τi )
)
Γˆ21νk(τi )
]2
In order to derive ν1(τi ),ν2(τi ), ...,νq∗(τi ), an empirical version of the Γ21Γ12−λΓ11
is required. However, this would yield inconsistent estimates of factors(see Leurgans
et al., 1993). Kargin and Onatski (2008) propose a regularized version of Γ21Γ12−λΓ11.
Given that, the first q∗ predictive factors are the first q∗ eigenvector of the following
regularized version of empirical generalized eigenvalue problem;
Γˆ21Γˆ12−λ[Γˆ11+αI ] (1.10)
where α is the regularization parameter and need to be tuned by appropriate cross-
validation method. Theorem 3 of Kargin and Onatski (2008) discusses the consistency of
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predictive factors estimated from this regularized eigenvalue problem.
The practical challenge here is to optimize the smoothing parameter, α, number of
factors, q∗, and the bandwidth parameter, b. Notice that since there are n different bonds
(different in date to maturity) there would be n different forecasting rules in which all
these parameters need to be optimized. Since there is no general agreement regarding
how to select these parameters simultaneously, I make use of the following algorithm:
in Step.1, I guess a reasonable number for q∗, which regarding to the literature it is
plausible to assume q∗ = 3 in order to start the optimization. We will see later that after
selecting optimal value for α the Theorem 2 of Kargin and Onatski (2008) supports
this assumption. After fixing the number of predictive factors, the challenge is to select
parameter α and the optimal bandwidth. Step.2 is to select the bandwidth parameter
via leave-one-out cross-validation by considering α > 0. In Step.3, given the optimal
bandwidth chosen in the previous step, α is selected by cross-validation. The next step
(Step.4) is to redo Step.2 with this new value of regularization parameter and update
the optimal bandwidth. Optimal bandwidths and α are listed in Table 1.3 and 1.4
respectively.
By results of Theorem 2 in Kargin and Onatski (2008) the kth-eigenvalue of the
Γ21Γ12−λΓ11 is equal to the reduction in the mean squared error of the forecast using
k number of predictive factors. Hence, using optimal values of α, optimal q∗ would
be equal to k where the k +1-th eigenvalue of Γˆ21Γˆ12−λ[Γˆ11+αI ] is not significantly
greater than zero. Table 1.7 and 1.8 in Appendix I show values of first 5 eigenvalues of
Γˆ21Γˆ12−λ[Γˆ11+αI ] and suggest that similar to PCA the reasonable choice is q∗ = 3. This
supports the initial guess for q∗ in the first step of optimization algorithm.
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Table 1.3: Optimal bandwidth estimates
FNKO FNPC
forecast horizon forecast horizon
τ 1 3 6 12 1 3 6 12
3 1.0 2.5 3.0 2.0 1.4 2.4 4.6 4.8
6 2.0 3.0 2.5 2.0 2.2 3.0 4.2 4.2
9 2.5 3.0 2.5 2.5 2.8 3.2 4.0 4.2
12 2.0 3.0 2.5 2.5 2.8 3.6 3.8 4.0
15 1.5 2.5 2.5 2.5 2.4 3.8 3.6 4.2
18 1.0 4.0 2.5 2.5 1.8 3.2 3.4 4.2
21 1.0 2.0 2.0 3.0 1.4 2.8 3.2 4.8
24 1.0 1.5 1.5 2.0 1.2 2.0 2.6 4.6
30 1.0 1.5 1.5 1.5 1.2 1.6 2.4 3.8
36 1.5 1.5 1.5 1.5 1.6 2.4 2.8 4.2
48 2.0 2.0 2.0 1.5 2.2 2.8 3.2 4.0
60 2.0 2.0 2.0 1.5 2.4 2.8 3.4 3.8
72 2.5 2.0 2.5 1.5 2.6 3.0 3.6 3.6
84 2.0 3.0 2.5 2.0 2.6 3.4 4.0 4.0
96 2.0 3.0 2.5 2.5 3.0 3.6 4.0 4.2
108 2.0 2.5 2.5 2.5 2.4 3.0 3.8 4.2
120 1.5 2.0 2.5 2.5 2.2 2.6 3.4 4.0
Optimal bandwidths for FNKO and FNPC models. Column τ shows
the maturity date of the dependent variable.
Table 1.4: Optimal regularization parameter, α
τ 3 6 9 12 15 18 21 24 30 36 48 60 72 84 96 108 120
h=1 0.1 0.1 1.3 5.9 0.3 0.3 0.3 0.3 0.3 0.1 0.3 1.5 0.3 1.3 5.9 0.3 2.1
h=3 2.5 1.7 1.3 1.1 0.7 0.1 0.7 0.5 0.1 0.5 0.7 0.7 0.7 0.7 0.9 0.7 0.7
h=6 0.7 0.7 0.3 0.3 0.1 0.1 0.9 0.1 1.9 0.3 0.1 0.5 0.3 0.5 0.3 0.5 0.9
h=12 0.3 0.3 0.3 0.1 5.9 5.9 5.9 0.1 0.1 0.1 0.1 0.5 0.1 5.5 0.3 0.3 0.3
1.3.5 Random Forest model
The details of Random Forest model is explained in section 1.2.3. Prediction by RF model
is done in R using the RandomForest package. When implementing the rolling window,
for each forecast 500 resamples of the information set is bootstrapped, each to grow a
tree. Optimal splits are found by the algorithm described in section 1.2.3 at each node
of the tree given g , where g is a scalar defining number of explanatory variables to be
randomly chosen. To choose optimal g , I perform a recursive prediction algorithm on
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the training set. This let me to optimize the parameter without using any observation
from prediction period for all four forecast horizons. A sample of 100 prediction errors is
computed on a grid of g = 1, ...,17 (since explanatory variables are the yields of 17 bonds)
so that optimal g is selected as:
g opti = arg min MSE(g )
g=1,...,n
Given the vector of g opt = (g opt1 ,g
opt
2 , ...,g
opt
n ), the model is fitted on the information
set (observations within the window) and the h-step-ahead yield is predicted. Table 1.5
represents the vector of g opt for all prediction horizons considered in this study.
Table 1.5: Optimal number of variables in Random Forest model
τ 3 6 9 12 15 18 21 24 30 36 48 60 72 84 96 108 120
h = 1 14 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
h = 3 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
h = 6 3 11 14 11 5 14 14 10 1 1 1 1 1 1 13 10 10
h = 12 14 17 17 14 14 5 11 7 9 7 8 16 14 14 17 13 17
Optimal number of variables to be randomly chosen for splitting at each node of the regression tree in
Random Forest model, for all forecasting horizons h. τ shows the maturity date (in months) of the bond
that its yield is considered as dependent variable.
1.4 RESULTS
The set of data used in this study consists of 480 monthly yield curves. Each curve
contains observations on yields of bonds with maturity dates τi=1,...,17=3, 6, 9, 12, 15,
18, 21, 24, 30, 36, 48, 60, 72, 84, 96, 108, 120. The specification for prediction rules
is scalar-on-functional, meaning that for each maturity date, the corresponding yield is
predicted for the h-step-ahead horizon, conditional on observing the entire curve at time
t , i.e. E
[
Yτi ,t+h |Y t (τ)= y
]
. As explained in section 1.3.1, a sample of 100 forecast error is
constructed employing rolling window scheme, on the period between September 2001
and December 2009, for each model. To compare the relative performance of the models
I use the common measure of RMSE which is computed by the following:
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RMSE =
√√√√ 1
100
100∑
t=1
[
yt+h(τ)− yˆt+h|t (τ)
]2 (1.11)
where yt+h(τ) is the yield of bond with maturity τ observed at t+h and yˆt+h|t (τ) is the
corresponding forecast from time t . Figures 1.5 to 1.8, and Table 1.6, show the plot of
RMSEs and their values for all models.
In general, the results show relative poor performance of all four models in predicting
the medium term of the yield curve. The figures also highlight the inferiority of the DNS
model except for the long end of the yield curve. In fact, for horizons longer than one
month, the DNS model generates the highest RMSE for bonds with maturity from 3 to 48
months. However, it starts to improve against the competitors in forecasting the long end
of the curve for horizons higher than one month. This is also in line with the findings of
Caldeira and Torrent (2017) where they conclude the considerable performance of DNS
for long forecast horizons and long maturity dates.
Figure 1.5: Comparison of RMSE for different models in one-month-ahead prediction
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Figure 1.6: Comparison of RMSE for different models in 3-months-ahead prediction
Figure 1.7: Comparison of RMSE for different models in 12-months-ahead prediction
As it is evident from the results, the proposed FNKO model does not exhibit signifi-
cant improvement in prediction compared to the FNPC model. Except for some short
maturities the FNKO model almost always produces higher prediction error compared
to FNPC. Moreover, the forecast horizon increases, the two functional non-parametric
models start to show similar RMSEs. This, however, is in contrast to what is expected.
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Table 1.6: Comparison of RMSE of models
DNS FNKO FNPC RF DNS FNKO FNPC RF
τ forecast horizon = 1 month forecast horizon = 3 months
3 0.320 0.266 0.275 0.262 0.614 0.529 0.510 0.516
6 0.258 0.256 0.244 0.235 0.595 0.546 0.535 0.537
9 0.263 0.271 0.256 0.252 0.603 0.565 0.563 0.550
12 0.280 0.273 0.264 0.265 0.620 0.583 0.582 0.560
15 0.304 0.291 0.288 0.285 0.646 0.620 0.617 0.592
18 0.310 0.305 0.302 0.303 0.648 0.634 0.628 0.600
21 0.318 0.324 0.314 0.316 0.649 0.644 0.637 0.605
24 0.328 0.336 0.326 0.324 0.659 0.651 0.649 0.618
30 0.343 0.361 0.345 0.338 0.663 0.657 0.658 0.620
36 0.344 0.358 0.347 0.342 0.646 0.641 0.638 0.614
48 0.359 0.380 0.364 0.355 0.626 0.624 0.621 0.605
60 0.332 0.335 0.331 0.326 0.572 0.563 0.560 0.558
72 0.346 0.349 0.346 0.335 0.560 0.556 0.552 0.551
84 0.308 0.313 0.307 0.308 0.493 0.502 0.488 0.495
96 0.313 0.332 0.314 0.312 0.482 0.504 0.485 0.492
108 0.306 0.317 0.303 0.305 0.467 0.498 0.468 0.483
120 0.313 0.375 0.300 0.321 0.445 0.502 0.440 0.459
DNS FNKO FNPC RF DNS FNKO FNPC RF
τ forecast horizon = 6 months forecast horizon = 12 months
3 0.995 0.869 0.874 0.861 1.780 1.584 1.602 1.504
6 0.989 0.907 0.910 0.882 1.754 1.611 1.622 1.531
9 0.986 0.921 0.922 0.888 1.715 1.595 1.600 1.518
12 0.996 0.935 0.936 0.894 1.696 1.586 1.588 1.508
15 1.014 0.964 0.962 0.917 1.682 1.600 1.591 1.486
18 1.003 0.960 0.958 0.910 1.639 1.570 1.559 1.455
21 0.987 0.953 0.946 0.903 1.590 1.530 1.521 1.433
24 0.981 0.939 0.936 0.890 1.549 1.477 1.473 1.396
30 0.962 0.927 0.920 0.889 1.475 1.415 1.407 1.343
36 0.920 0.884 0.881 0.861 1.379 1.336 1.327 1.292
48 0.858 0.837 0.836 0.823 1.224 1.216 1.203 1.208
60 0.780 0.763 0.761 0.767 1.076 1.088 1.075 1.108
72 0.744 0.745 0.740 0.737 0.996 1.043 1.029 1.060
84 0.651 0.670 0.657 0.677 0.862 0.916 0.909 0.969
96 0.625 0.657 0.643 0.675 0.796 0.869 0.862 0.931
108 0.598 0.644 0.620 0.649 0.748 0.825 0.816 0.899
120 0.559 0.631 0.581 0.614 0.701 0.776 0.764 0.852
This table summarizes the Root Mean Square Error of four different forecast horizons,
computed by four competing models. Column τ indicates the maturity date (in months)
of the bond that its yield is considered as dependent variable.
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Figure 1.8: Comparison of RMSE for different models in 12-months-ahead prediction
Recall that by construction, the predictive factors are linear combinations that maximize
the correlation (instead of variation) subject to minimizing the forecast error. There-
fore, it is expected that employing these factors result in a lower RMSE compared to
FNPC. Moreover, since predictive factors focus on the persistence in the data, FNKO is
expected to outperform the FNPC model in longer horizons. A possible explanation for
this divergence from the expected hypothesis is that the predictive factors may not be
appropriate basis for distance approximations. More specifically, the predictive factors
are designed to approximate the h-step-ahead yield curve. Employment of these basis in
the semi-metric results in an estimation of the curve at which one wishes to measure the
distance from by using its lag. While, instead, the principal components estimate this
curve by incorporating the information from itself. In other words, the semi-metric of
FNKO model approximates the distance between curve Yi and Yt by using information
up to time t −1, while the semi-metric in FNPC estimates this distance by exploiting
information up to t . Thus, the distances calculated by dko(·, ·) may be less accurate
compared to ones that are computed by dpc(·, ·). Moreover, one of the limitations in this
chapter is the optimization of parameters in FNKO model. The algorithm used in this
analysis may not identifies the optimal value of these parameters.
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On the other hand, for horizons longer than one month the RF model provides the
best predictions for yields with maturity dates between 3 to 48, although there are a few
exceptions in the 3-months-ahead forecasts. In one-month-ahead forecasts the RF model
remains the best forecasting rule for all maturities between 3 months to 96 months,
with few exceptions, after which it starts to be outperformed by the FNPC. However, the
RMSE measures indicate poor performance of this model for long maturities (above 84
months) for forecast horizons longer than one month.
The second best performance is achieved by the FNPC model for all maturities and
forecast horizons higher than one month. In one-month-ahead and 3-months-ahead
prediction the FNPC model closely competes with RF model in forecasting yields at short
maturities. In one and 3-months-ahead forecast this model outperforms the competitors
in predicting yields with 10 years maturity date.
To investigate further the performance of the models, I present the distributions of
forecast errors in figures 1.9 to 1.12. The plots show the average prediction error in
addition to the first and 10th decile of the distribution of the prediction error. In line
with the explanation on the RMSE measures, the FNKO and the FNPC models on average
produce very similar prediction of the yield curve for longer horizons. As it is evident
from these plots, on average all models have negative forecast error. Given that our error
metric is defined by
[
yt+h(τ)− yˆt+h|t (τ)
]
, this means that all models over-predict the curve
for the forecasting period. Going back to Figure 1.3, the mean of yield curves shows a
decreasing trend for most of the prediction period. Therefore, one possible justification
for all models predicting higher yield on average is the over-prediction of the curve’s
mean by the random walk model.
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Figure 1.9: Comparison of forecast error distributions, forecast horizon=1 month
The error bar represents the interval of forecast error from first (lowest) to the 10th (highest) decile in
addition to the mean forecast.
Figure 1.10: Comparison of forecast error distributions, forecast horizon=3 months
The error bar represents the interval of forecast error from first (lowest) to the 10th (highest) decile in
addition to the mean forecast.
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Figure 1.11: Comparison of forecast error distributions, forecast horizon=6 months
The error bar represents the interval of forecast error from first (lowest) to the 10th (highest) decile in
addition to the mean forecast.
Figure 1.12: Comparison of forecast error distributions, forecast horizon=12 months
The error bar represents the interval of forecast error from first (lowest) to the 10th (highest) decile in
addition to the mean forecast.
Finally, I examined the effectiveness of the information set on predicting the yields.
In other words, I investigate how the information provided by yield curve is effective in
Chapter 1 36
out-of-sample prediction of yields. Figures 1.13 to 1.15 show the variable importance
results provided by the RF model for one month forecast horizons2. The plots simply
describe what explanatory variables are important in explaining the variation of the
dependent variable. As it is mentioned before, in general all models perform poorly in
medium term of the yield curve. It can be seen that in predicting the medium term region
of the yield curve, relatively higher number of explanatory variables are contributing to
the explained variation of the dependent variable. However, each individual explanatory
variable explains little about the dependent variable. As an example, consider two
cases of the one-month-ahead prediction of yields with 3 and 36 months maturity dates.
Figure 1.13 shows that only four observations from the yield curve (yt ,6, yt ,3, yt ,9, yt ,12)
explain more than 90% of the variation in yt+1,3, from which the first one (yt ,6) alone
explains more than 40% of this variation. However, figure 1.14 illustrates that in order
to explain more that 90% of the variation in yt+1,36, 14 explanatory variables are used,
each of which contribute less than 10% to this variation. This suggests the possible
lack of information in out-of-sample prediction of the medium term region of the yield
curve. Thus, in line with the literature (see for example Ang and Piazzesi, 2003; Mönch,
2008; Coroneo et al., 2016) a potential topic of research is to investigate how additional
information from macroeconomic variables can improve the performance of the RF
model.
1.5 CONCLUSIONS
This chapter contributes to the literature on yield curve prediction by comparing the
classical model of the Dynamic Nelson-Siegel model with methods of functional data
analysis and machine learning. I study the predictive performance of the following four
models: the classic Dynamic Nelson-Siegel model of Diebold and Li (2006) (DNS), a
Functional Non-parametric model of Ferraty and Vieu (2006b) with principal components
2 Results for longer forecast horizons are provided in Appendix I
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(FNPC), a Functional Non-parametric model with predictive factors of Kargin and Onatski
(2008) (FNKO), and the Random Forest (RF) model. The forecast accuracy of these
models are evaluated on a sample of 100 forecast errors. The forecasting period consists
of 17 observations from monthly yield curves between September 2001 and December
2009.
In general, the best predictive performance is achieved by the RF model in forecasting
the short end of the curve, and by the DNS for long maturities and forecast horizons
longer than one month. The significant performance of the RF model is due to its ability
to correct for overfitting. Employment of predictive factor decomposition method of Kargin
and Onatski (2008) in Functional Non-parametric model instead of PCA was expected
to improve the predictive performance of this model. However, the results indicate the
superior performance of FNPC over FNKO with few exceptions. A possible reason is
that in this analysis the two parameters of FNKO, the bandwidth and regularization
parameters, can not be estimated simultaneously.
All models are shown to perform poorly in forecasting the medium term of the
yield curve. This finding is investigated further by analysing the variable importance
measure produced by RF model. It is evident from the results that information in yield
curves are not sufficient in out-of-sample forecast of medium term yields. Moreover, in a
relatively recent study Coroneo et al. (2016) show the contribution of macroeconomics
information that are “unspanned” by the yield curve in prediction of the term structure
of interest rates. This suggests that including information from macroeconomic variables
in the exercise of out-of-sample yield curve prediction, especially with RF models, will
aid in better prediction. I plan to pursue these changes in future.
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1.6 APPENDIX I: ADDITIONAL RESULTS
Figure 1.13: Variable importance, one-month-ahead forecast
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Variable importance in explaining the variation for corresponding dependent variable in one-month-ahead
forecast. Vertical axis lists the explanatory variables where their lagged values are considered for explaining
the dependent variable. The node purity measure shows percentage of explained variation.
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Figure 1.14: Variable importance, one-month-ahead forecast
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Variable importance in explaining the variation for corresponding dependent variable in one-month-ahead
forecast. Vertical axis lists the explanatory variables where their lagged values are considered for explaining
the dependent variable. The node purity measure shows percentage of explained variation.
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Figure 1.15: Variable importance, one-month-ahead forecast
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Variable importance in explaining the variation for corresponding dependent variable in one-month-ahead
forecast. Vertical axis lists the explanatory variables where their lagged values are considered for explaining
the dependent variable. The node purity measure shows percentage of explained variation.
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Table 1.7: Optimal number of predictive factors
τ λ1 λ2 λ3 λ4 λ5 Horizon (in months)
3
71.16 1.41 0.13 0.03 0.01 1
64.79 0.38 0.01 0 0 3
54.71 0.45 0.02 0 0 6
35.05 0.43 0.02 0 0 12
6
71.16 1.41 0.13 0.03 0.01 1
65.04 0.48 0.01 0 0 3
54.71 0.45 0.02 0 0 6
35.05 0.43 0.02 0 0 12
9
72.61 0.82 0.02 0 0 1
65.01 0.55 0.01 0 0 3
52.34 0.57 0.03 0.01 0 6
35.05 0.43 0.02 0 0 12
12
68.8 0.3 0.01 0 0 1
64.93 0.6 0.02 0 0 3
52.34 0.57 0.03 0.01 0 6
28.14 0.58 0.03 0.01 0.01 12
15
72.03 1.27 0.07 0.02 0 1
64.55 0.71 0.02 0.01 0 3
47.22 0.72 0.06 0.01 0 6
37 0.08 0 0 0 12
18
72.03 1.27 0.07 0.02 0 1
62.05 1.04 0.08 0.02 0 3
47.22 0.72 0.06 0.01 0 6
37 0.08 0 0 0 12
21
72.03 1.27 0.07 0.02 0 1
64.55 0.71 0.02 0.01 0 3
55.16 0.4 0.02 0 0 6
37 0.08 0 0 0 12
24
72.03 1.27 0.07 0.02 0 1
64.16 0.79 0.03 0.01 0 3
47.22 0.72 0.06 0.01 0 6
28.14 0.58 0.03 0.01 0.01 12
30
71.16 1.41 0.13 0.03 0.01 1
64.16 0.79 0.03 0.01 0 3
52.34 0.57 0.03 0.01 0 6
28.14 0.58 0.03 0.01 0.01 12
This table represents the eigenvalues of the generalized eigenvalue
problem Γˆ21Γˆ12−λ[Γˆ11+αI ]. τ shows the maturity date (in months) of
the bond that its yield is considered as dependent variable.
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Table 1.8: Optimal number of predictive factors
τ λ1 λ2 λ3 λ4 λ5 Horizon (in months)
36
72.03 1.27 0.07 0.02 0 1
64.55 0.71 0.02 0.01 0 3
47.22 0.72 0.06 0.01 0 6
28.14 0.58 0.03 0.01 0.01 12
48
72.54 0.76 0.02 0 0 1
64.55 0.71 0.02 0.01 0 3
53.93 0.5 0.02 0 0 6
37.07 0.37 0.01 0 0 12
60
72.03 1.27 0.07 0.02 0 1
64.55 0.71 0.02 0.01 0 3
52.34 0.57 0.03 0.01 0 6
28.14 0.58 0.03 0.01 0.01 12
72
72.61 0.82 0.02 0 0 1
64.55 0.71 0.02 0.01 0 3
53.93 0.5 0.02 0 0 6
37.23 0.09 0 0 0 12
84
68.8 0.3 0.01 0 0 1
64.78 0.65 0.02 0 0 3
52.34 0.57 0.03 0.01 0 6
35.05 0.43 0.02 0 0 12
96
72.03 1.27 0.07 0.02 0 1
64.55 0.71 0.02 0.01 0 3
53.93 0.5 0.02 0 0 6
35.05 0.43 0.02 0 0 12
108
70.8 0.43 0.01 0 0 1
62.97 0.95 0.06 0.01 0 3
54.77 0.17 0 0 0 6
32.88 0.49 0.02 0 0 12
120
72.21 0.63 0.02 0 0 1
64.55 0.71 0.02 0.01 0 3
55.16 0.4 0.02 0 0 6
35.05 0.43 0.02 0 0 12
This table represents the eigenvalues of the generalized eigenvalue prob-
lem Γˆ21Γˆ12−λ[Γˆ11+αI ]. τ shows the maturity date (in months) of the
bond that its yield is considered as dependent variable.
CHAPTER 2
ROBUST FORECAST COMPARISON OF GARCH MODELS
2.1 INTRODUCTION
A key part of risk management, asset allocation, and trading in financial markets is
to quantify the potential loss of assets. In order to measure these potential losses and
make sound investment decisions, investors must estimate risks which involves volatility
estimation. In risk management, measures of a portfolio’s potential losses, such as VaR
measures, rely on volatility prediction. Similarly, option pricing models, such as the
Black-Scholes, also require an estimate of volatility of the underlying security. Thus, the
importance of modelling the volatility has motivated financial economists to suggest
different types of such models.
Since the seminal paper of Engle (1982), researchers have introduced various
versions of the Auto Regressive Conditional Heteroskedastic (ARCH) frameworks and
its Generalized versions (GARCH) to model the unobserved volatility. Nevertheless,
while more complex specifications may explain the characteristics of the process in a
more satisfactory fashion, over-fitting will usually result in an unsatisfactory out-of-
sample forecast performance. Therefore, evaluating the predictive ability of the family of
volatility models has been a mainstay in the literature. One common difficulty in this
literature is the choice of loss functions. We empirically assess the predictive performance
of a family of GARCH models against the simple GARCH, using the Robust Forecast
Comparison test of Jin et al. (2017). The advantage of this test is that it is free of the
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choice of loss function, and that the ranking of the models are based on the comparison
of forecast’s error distributions.
For the sake of illustration, suppose that there is a vector of forecast errors available,
i.e. (et+1,et+2, ...,et+n). In order to compare forecasting rules, a decision should be made
on a specific form of evaluation criteria, usually expressed in terms of utility function
or loss (cost) function. Given the functional form of this criteria, the loss resulted by
sub-optimal forecast could depend on the size, or size and the sign of prediction errors.
Let L(·) be a chosen loss function, so that Lh(et+h), h = 1,2, ...,n, forms a vector of losses.
In general, the functional form of L(·) defines how different values of prediction errors
(e.g. positive and negative, small and large) are penalized. Hence, the decision on
the form of the loss function should be conditional on the underlying mechanism of
forecasting rules. Nevertheless, forecast comparison of volatility models is sensitive to
the choice of the loss function (see Bollerslev et al., 1994; Brailsford and Faff, 1996, for
a detailed discussion).
An ideal evaluation method of volatility forecast would be the one that provides a
model ranking to investors. However, this requires information regarding the decision
process that includes predictions, and resulted loss and benefits from using forecasts
(Poon and Granger, 2003). Two very related examples of such evaluation methods are
Engle et al. (1990) and relatively more recent work of Bandi et al. (2008), in which the
researchers ranks models based on the investors interactions in a simulated market. In a
simpler framework, it is common to employ some loss measures suggested by statisticians
such as Mean Error, Mean Square Error, Root Mean Square Error and etc. However, except
in some special cases where the prediction error distributions are very distinct, it would
be difficult to evaluate the models base on loss measures. Given this, more advanced
evaluation “tests” and frameworks have been exploited for this purpose. Examples of
such methods that are widely used in the volatility forecast comparison literature are
the “equal accuracy” test of Diebold and Mariano (1995), Reality Check test of White
(2000), Superior Predictive Ability test of Hansen (2001) and Regression based evaluation.
Chapter 2 45
Nonetheless, starting point of these evaluation methods is to choose a measure of loss.
Existing literature contains various methods of model evaluation of in volatility
prediction, but yet there is conflicting evidence. Some studies concluded in favor of
E-GARCH model of Nelson (1991) (Cao and Tsay, 1992; Pagan and Schwert, 1989), and
some provided evidences that generally supports the forecast superiority of asymmetric
GARCH models (Awartani and Corradi, 2005; Hansen and Lunde, 2005). In contrast,
some authors concluded the superiority of simpler models for volatility forecast (See
Brooks, 1998, and discussion therein). In addition, some works has pointed out that the
exercise of evaluating volatility models in out-of-sample forecast is sensitive to the choice
of loss function. Bluhm and Yu (2001) came to the conclusion that ranking of models
in terms of predictability depends on the error metrics. By employing four different
evaluation criteria, Brailsford and Faff (1996) also find that model ranking is rather
sensitive to the error statistic. Their study employs separate asymmetric loss function
(Mean Mixed Error) for the case of over- and under-prediction. With criteria which
penalize under-prediction more than over-prediction, GARCH found to outperforms other
models, while by penalizing over-prediction higher, GJR-GARCH shows the superior
predictive ability in their study.
Given the inconsistent evidence from the studies in this field, in this chapter we add
to this literature by employing the Robust Forecast Comparison (RFC) test of Jin et al.
(2017) which does not exploit a specific form of loss function. We will compare the ability
to forecast the volatility of S&P 500 index by 11 different models, and investigate whether
simple GARCH model is superior to this set of competing models. Using RFC test enables
us to examine the superiority of simple GARCH without needing a loss function. This is
because the test compares the distribution of forecast errors and not their moments. Jin
et al. (2017) introduce the concepts of General Loss (GL) superiority, and Convex Loss
(CL) superiority, which only consider some general assumption regarding the functional
form of the loss measure. GL (CL) superiority is then mapped to first (second) Stochastic
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Dominance test of Linton et al. (2005) to rank the error distributions resulted from the
set of forecasting rules. Since the evaluation method in this study is based on analysis of
error distributions, we can also investigate the relative performance of the benchmark in
over-prediction and under-prediction.
We conclude that: I) the simple GARCH model is inferior in out-of-sample prediction
of volatility, and that the best performance against GARCH is achieved by realGARCH
model of Hansen et al. (2012). II) The null hypothesis of the benchmark being superior
to its competitors is clearly rejected by both GL and CL superiority tests of RFC. In
addition to forecast evaluation, we compare the results from the RFC test with that of
the SPA test of Hansen (2001). Results show relatively lower power of SPA test in some
sertain cases. III) GARCH fails to outperform other models only due to its weakness in
over-prediction. This finding is in line with the results of Brailsford and Faff (1996) where
they use a loss function that penalize the over-prediction more than under-prediction.
The remainder of the paper is organized as follows: Section 2.2 discusses a brief
background about the GARCH framework, the measure of latent volatility exploited in
this study, and RFC and SPA tests. Methodology is presented in section 2.3 where we
explain model estimation and how to compute test statistics. Finally section 2.4 discusses
the results of our analysis and section 2.5 concludes.
2.2 BACKGROUND
This section provides a brief discussion of tools and methods that are employed in this
study. The first part gives a short introduction to the basics of GARCH modelling. In
section 2.2.2 we discuss our choice of the measure of latent volatility. In addition to
forecast evaluation, we compare the results from the RFC test with that of the SPA test
of Hansen (2001). Hence, the last two sections briefly describe the formulation of these
two evaluation methods.
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2.2.1 GARCH framework
Let rt denotes the asset return at time t , computed as rt = ln(Pt )− ln(Pt−1), where Pt is
the price of the underlying stock. Figure 2.1 shows the sample of 3495 daily returns
form Jan 2004 to Dec 2017, covering the Great Recession, the August 2011 stock markets
fall, and the Great Fall of China (2015-16 stock market selloff).
Figure 2.1: S & P returns
Returns of sample of Standard and Poors (S&P 500) index, from Jan 2004 to Dec 2017. The highlighted
area is covering the periods of high volatility, the Great Recession, the August 2011 stock markets fall, and
the Great Fall of China (2015-16 stock market selloff)
In finance, volatility is often referred to the standard deviation of rt . Although
efficient market hypothesis implies that returns are not predictable (martingale difference
property), empirical studies have shown a positive autocorrelation for squared returns
(Figure 2.2). This suggests that returns are not serially correlated, but timely dependent.
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Figure 2.2: Autocorrelation function for returns and squared returns
Plot of autocorrelation function for returns and squared returns of sample of Standard and Poors (S&P
500) index, from Jan 2004 to Dec 2011.
The ARCH model of Engle (1982) is the first that provides systematic framework for
volatility modelling. The main idea behind this framework is that (i) shocks to returns
are serially uncorrelated, but dependent, and (ii) this dependency can be specified by a
simple quadratic function of lagged square shocks (Tsay, 2005). Therefore, shocks to
returns can be modelled as an auto-regressive process, and the ARCH model is described
by the following set-up:
mean-equation : rt =µ+ρrt−1+²t
variance-equation : ²t =σt zt , σ2t =ω+
p∑
i=1
αi²
2
t−i
where σ2t is the conditional variance at time t , and zt is an i.i.d random variable
with mean zero and variance one, and is usually assumed to follow a standard normal or
student-t 1 distribution. To guarantee positive variance, the above model requires that
ω> 0 and αi ≥ 0. This set up allows large (small) shocks to be followed by large (small)
shocks.
1 Due to observed leptokurtotic (fat tail) property of returns; which means that shocks (extreme values)
to asset returns are more likely, in comparison to a normal Gaussian process.
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Although the model of Engle (1982) is simple and well captures the dynamic of
the volatility, it requires many parameters to adequately explain the process, i.e high
lag orders are required to sufficiently explain the dependency. To circumvent this issue,
Bollerslev (1986) suggested the generalized version of ARCH (GARCH) model in which
the conditional variance is a function of its own lagged values in addition to the lag of
shocks:
²t =σt zt , σ2t =ω+
p∑
t=i
αi²
2
t−i +
q∑
t− j
β jσ
2
t− j
where αi and β j are non-negative, and
∑max(p,q)
i=1 (αi +βi ) < 1. The latter constraint is
needed to satisfy the stationary assumption of the volatility. The advantage of GARCH,
over ARCH, is that the time dependency in the process can be well captured with lower
number of parameters. In practice it is often observed that the estimated α+β is close
to one, which suggest the very high persistent nature of shocks to volatility. Engle and
Bollerslev (1986a) studied this phenomenon by introducing the I-GARCH framework
in which the parameters of GARCH model are restricted to satisfy α+β= 1. As Nelson
(1991) argues, IGARCH specification could be considered as an analogous to random
walk and therefore a natural choice to model the persistent shocks. However, unlike a
random walk, the IGARCH is strictly stationary under certain conditions (see Nelson,
1990). In theory the IGARCH phenomenon may be observed due to occasional level
shifts in volatility (Tsay, 2005).
Another well-known stylized fact about the volatility is the so called Leverage effect.
This effect is explained by the fact that a decrease in the value of a stock (a negative
shock to return), increases the financial leverage and makes the stock riskier (and thus
more volatile). In other words, negative shocks induce higher volatility than positive
shocks. Therefore, volatility responds asymmetrically to positive and negative shocks,
while in a simple GARCH specification, due to its quadratic form, the impact of positive
and negative shocks is symmetric. Motivated by this fact Nelson (1991) proposed
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the Exponential GARCH (E-GARCH) which describes the conditional variance by the
following functional form,
log(σ2t )=ω+
p∑
i=1
g (zt−i )+
q∑
j=1
β j log(σ
2
t− j )
g (zt−i )=αi zt−i +γi [|²t−i |−E(zt−i )]
The E-GARCH differs from the GARCH in a way that it uses logarithmic transfor-
mation of the conditional variance which relaxes the positivity constraint of coefficients.
Moreover, the introduction of g (²t−i ) into the model allows for the asymmetric response
to positive and negative shocks.
g (²t−i )=

(αi +γi )²t−i −E(²t−i ) if ²t−i ≥ 0
(αi −γi )²t−i −E(²t−i ) if ²t−i < 0
Similarly, many other conditional heteroscedastic models have been proposed. The
manner under which conditional variance evolve over time distinguishes one volatility
model from another. Table 2.2 and 2.3 represent 11 member of GARCH family models
with their conditional variance specification used in our study. The more general model
in this set is the H-GARCH model of Hentschel (1995) which nests various other specifi-
cations. This model employs a Box-Cox transformation of the return’s standard deviation
and allows for general decomposition of the residuals in the variance model by different
powers for zt and σt . This will allow for shift and rotation in the News-Impact curve
2. As it is also presented in table 2.3 the H-GARCH variance model is specified by the
2 News-Impact curve represents the conditional variance generated by the model in response to the
different values of returns (News). The shift in this curve is associated with modelling the asymmetry
for small shocks, while the rotation is the source of asymmetry in large shocks (see figure 2.5 for
example.
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following representation:
σλt =ω+
p∑
i=1
αiσ
λ
t−i (|zt−i −η2i |−η1i (zt−i −η2i ))λ+
q∑
j=1
β jσ
λ
t− j (2.1)
in which the shape of the transformation is defined (estimated) by λ, and shifts and
rotations are determined by η1i and η2i respectively. By considering different constraint
on the parameters, various models can be derived from the specification in (2.1). Among
all, the models that are employed in this study are,
• The T-GARCH model of Zakoian (1994), where λ= 1, η2i = 0 and η1i ≤ 1.
• The GJR-GARCH model of Glosten et al. (1801), where λ= 2 and η2i .
• The APARCH model of Ding et al. (1993), where η2i = 0 and η1i ≤ 1.
• The Taylor-Schwarts model of Taylor (1986) and Schwert (1989), where λ= 1 and
η1i ≤ 1.
• The Na-GARCH model of Engle and Ng (1993), where λ= 2 and η1i = 0.
• The N-GARCH model of Higgins and Bera (1992), where η1i = η2i = 0.
In a relatively recent study Hansen et al. (2012) introduced an excellent framework
to jointly model the returns and realized measure of the volatility. The realGARCH model
links the observerd realized volatility to the latent volatility through a measurement
equation, which also exploit asymmetric response to shocks, and therefore offers a very
flexible set up. The model is specified as the following:
logσ2t =ω+
p∑
i=1
αi logvt−i +
q∑
i=1
βi logσ
2
t
logvt = ξ+δ logσ2t +τ(zt )+ut
in which vt is the realized measure. Asymmetric response to shocks is allowed via a
quadratic function of zt , i.e. through τ(zt )= η1zt +η2(z2t −1). Introducing the realized
measure in the specification makes the realGARCH a very strong model. In fact, as it
will also be evident from our analysis, employment of the realized measure allows for a
quicker adjustment of the conditional variance following news. This, however, is missing
in classical GARCH models in which typically high estimates of β results in a relatively
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slow adjustment of conditional variance following news.
2.2.2 Measure of latent volatility
Since the true underlying volatility is unobserved, evaluation of the predictive ability of
models requires a measure of latent volatility. In the absence of high frequency data,
the traditional approach was to use daily squared returns as the proxy to daily volatility
(Poon and Granger, 2003). However, this measure is argued to be a noisy measure of the
true conditional variance, and so the out-of-sample evaluation of volatility models may
yield unsatisfactory results (see Hansen and Lunde, 2005; Awartani and Corradi, 2005,
for a brief discussion on the choice of latent volatility).
Since the stimulating work of Andersen and Bollerslev (1986), employment of high-
frequency (intra-daily) data for estimation of the quadratic variation of asset prices has
generally been approved to result in a consistent estimate of the latent volatility. Various
type of Realized Variance estimators has been introduced by the literature. The general
idea behind all realized measures is that sum of variation of intra-daily observations
provides a consistent estimator for the volatility of the day. In our empirical analysis,
we use the Realized Kernel measure due to their relative robustness to microstructure
noises.
Following Barndorff-Nielsen et al. (2009), consider that the market equilibrium
price of the asset, Pt , follows a Brownian semimartingale process, such as the following:
Pt =
∫ t
0
µudu+
∫ t
0
σudWu
where µu is a predictable locally bounded drift, σu is a cadlag volatility process, and Wu
is a Brownian motion. The interest is in the so-called Quadratic-variation of the above
process for a given time interval (i.e. a trading day normalized to [0,1]) which is defined
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as:
QVt =
∫ t
0
σ2udu (2.2)
This quantity, however, should be estimated from the observed contaminated prices,
e.g. we observe Zτ j = Pτ j +uτ j where 0< τ0, ...,τJ < 1. The unobservable microstructure
noise component, ui , is assumed to be independent of the market equilibrium prices,
and can for example be a result of misrecording or liquidity effects. A classical estimator
of quantity (2.2) is proposed by Andersen et al. (2003) and is simply sum of squared
returns over a trading day:
Vˆ =
J∑
j=0
r 2τ j
which is a consistent estimator of QVt in absence of the noise, ui . The task in computing
Vˆ is to choose J such that the impact of noises is minimum. To mitigate the effect
of microstructure noises different versions of robust estimators for (2.2) have been
introduced by the literature (See Hansen and Lunde, 2005; Barndorff-Nielsen et al.,
2008, for a brief list of the estimators).
In our study, Realized Kernel estimator of Barndorff-Nielsen et al. (2009) is employed
since it is a consistent estimator for the returns variation in presence of some micro-
structure noises. The estimator has the following form,
Vˆ RK =
C∑
c=−C
k
( c
C +1
)
γc , γc =
J∑
j=|c|+1
r j r j−|c| (2.3)
in which the k(·) is a kernel weight function, C is the bandwidth parameter which should
be optimally chosen, and c =−C , ...,−1,0,1, ...,C . Simply speaking, the estimator in (2.3)
sums the elements of the intra-daily variance-covariance matrix of the returns with
optimal weights. Barndorff-Nielsen et al. (2009) show that as J →∞, under optimal
conditions for C , the dependence between uτi and Pτi becomes asymptotically irrelevant,
thus, var (u)
p→ 0 and var (P ) p→QV , which in turn implies that var (Z ) p→QV . Therefore,
the Realized Kernel (RK) estimator simultaneously chooses optimal weights and time
span of the covariances of returns in order to minimize the effect of noises. The daily RK
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measures are readily available in the Oxford-Man Institute’s realized library data base
(Heber et al., 2009).
2.2.3 Superior Predictive Ability Test
Two significant contributions in the forecast comparison literature are perhaps the Supe-
rior Predictive Ability test of Hansen (2001) and the Reality Check (RC) of White (2000).
The main focus of these tests is to compare the out-of-sample forecast performance of a
benchmark model against a set of competitors.
Suppose that there are l different forecast rules, each of which generates a vector
of n×1 prediction errors, i.e. (ek,1, ...,ek,n) for k ∈ {1, ..., l }. Define the expected loss for
the kth model at time t by Lk,t = L(ek,t ) so that the relative performance variable can be
generated as:
mk,t = L1,t −Lk,t k ∈ {2, ..., l } and t = 1, ...,n
One common choice of L(·) is the quadratic loss function. Notice that the relative
performance variable above measures how different the performance of model k is
compared to the benchmark, but does not give any information about the direction of
that difference. Thus, mk,t ≤ 0 means that the loss generated by model k is higher than
that of the benchmark.
The hypothesis of interest is that the benchmark is at least as good as any other
competitors. Therefore the null of SPA test can be formulated as H0 : E(mk,t )≤ 0, and the
test statistic is
T SPAn = max
k=1,...,l
m¯k
νˆkk
where m¯k = n−1
∑n
t=1mk,t , and νˆ
2
kk is a consistent estimator of ν
2 = var (pnm¯k) as n→∞.
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Hence, the aim of the SPA test is to check whether T SPAn is too large for the null to
be plausible. The RC test of White (2000) ,on the other hand, is based on the non-
standardized version of this statistic, i.e. T RCn =maxk=1,...,l m¯k (See Hansen, 2005, for
more details).
The advantage of SPA and RC tests is that they examine the forecast ability of
number of models against a benchmark, while other tests, such as Diebold-Mariano test,
compare the predictability of a pair of models. However, as Hansen and Lunde (2005)
show the results of SPA test depends on the functional form of L(·).
2.2.4 The Robust Forecast Comparison Test
The classical method of forecast evaluation relies on a specific form of loss function.
Nevertheless, the forecast superiority ranking of models depends on this pre-specified
function. The RFC test of Jin et al. (2017), however, provides a distribution-based
framework which is robust to the choice of loss function. To illustrate this, consider
the following general class of loss (GL) functions, L(e), which satisfies some general
characteristics as introduced in Granger (1999), i.e. L(e)= 0 if e = 0, L(e)≥ 0, L(e1)≥ L(ek)
if e1 > ek ≥ 0 or e1 < ek ≤ 0, and minL(·) = L(0) = 0. Jin et al. (2017) introduce the GL
forecast superiority, which states that one forecasting rule is superior to its competitors,
over this general class of loss functions. The convex class of loss functions (CL) is simply
a convex subset of the GL metrics. GL(CL) superiority then is mapped to First (Second)
order Stochastic Dominance in order to rank the distributions of forecast errors resulted
by different prediction rules.
Define Fk(x) as the CDF of forecast errors corresponding to the k-th model so that
the following quantities can be defined,
Gk(x)= (Fk(x)−F1(x))sgn(x)
Ck(x)=
∫ x
−∞
(F1(t )−Fk(t ))dt [1x<0]+
∫ ∞
x
(Fk(t )−F1(t ))dt [1x≥0]
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where F1 is the CDF of prediction errors resulted by the benchmark model, and sgn(x)
is a sign function. The two quantities above reminisce the first and second order
stochastic dominance principles, where the former is based on the realization of the
CDFs (F (x)= P [x ≤ X ]), and the latter is based on the area under the CDFs. While both
are measures for partial ordering of CDFs, Gk(x) is stronger since it considers point
realization of F (x). In other words, for a positive x , it is possible that Gk(x) ≤ 0 (i.e.
Fk(x)≤ F1(x)), and so the benchmark does not dominates model k in prediction. However,
it is still possible to have Ck(x)> 0 since it is computed by the area under the CDFs. By
Proposition 2.2 (2.3) of Jin et al. (2017), for all general (convex) class of loss functions,
expected loss from model 1 is at most equal to the expected loss from model k if and
only if Gk(x)≤ 0 (Ck(x)≤ 0) for all x ∈ X .
Similar to the SPA and RC tests, the two quantities Gk(x) and Ck(x) are measures
of relative performance, but based on the distribution of prediction errors instead
of prediction losses. Consider the following test statistics as functional of the joint
distribution F (x1, ...,xk) of forecast errors,
TG+(−) = max
k=2,...l
sup
x∈X +(−)
Gk(x)
TC+(−) = max
k=2,...l
sup
x∈X +(−)
Ck(x)
and so the hypothesis of interest can be formulated as the following:
HTG0 : TG
+ ≤ 0∩TG− ≤ 0 vs. HTG1 : TG+ > 0∪TG− > 0 (2.4)
HTC0 : TC
+ ≤ 0∩TC− ≤ 0 vs. HTC1 : TC+ > 0∪TC− > 0 (2.5)
The hypothesis here is to test whether TG+(−) (TC+(−)) is too large for the null to be true.
Notice that the hypothesis are in a combined set up due to the discontinuity in relative
performance variables. Rejecting the null hypothesis is an indication that the benchmark
is beaten by a competitor. To be more specific, the rejection of null means that there is at
least one function in the space of GL or CL loss functions based on which the benchmark
is inferior to its competing models. Also notice that the rejection might be resulted either
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from the violation of TG+ ≤ 0(TC+ ≤ 0) or TG− ≤ 0(TC− ≤ 0). We will discuss this further
in section 4 where we present the results of our analysis.
2.3 METHODOLOGY
The aim of this study is to evaluate the relative forecast performance of GARCH family
models with respect to the simple GARCH. To do so, the following 10 competitors are
chosen: I-GARCH model of Engle and Bollerslev (1986b), E-GARCH model of Nelson
(1991), T-GARCH model of Zakoian (1994), GJR-GARCH model of Glosten et al. (1801),
AP-ARCH model of Ding et al. (1993), Taylor-Schwarts model of Taylor (1986) and
Schwert (1989), Na-GARCH model of Engle and Ng (1993), N-GARCH model of Higgins
and Bera (1992), H-GARCH model of Hentschel (1995), and realGARCH (realized
GARCH) model of Hansen et al. (2012). By employing the Robust Forecast Comparison
(RFC) test of Jin et al. (2017) we show that GARCH is outperformed in forecasting the
volatility of S&P-500 index. The results are robust through all forecast horizons and the
null hypothesis of GARCH predictive superiority is rejected at all conventional levels of
significance. Thus, there exists a loss function based on which GARCH is outperformed
by its competitors.
All estimations in this study are done in R using the rugarch package. All the model
specifications and estimation algorithms can be found in Ghalanos (2019).
Referring to the empirical literature, the estimation and forecast procedure could
be summarized as the following steps: the first step is to fit each of the models. To do
that, decisions have to be made regarding the specifications first. After that, we generate
a sample of forecast errors and compute the test statistics. Finally, by using bootstrap
methods the corresponding p-values are computed. Each of these steps are explained in
details in following sections.
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2.3.1 Fitting the models
Recall from section 2.2.1 that the GARCH modelling consists of a mean equation and a
variance equation. The parameters of both models are estimated simultaneously using
the method of maximum likelihood. The role of mean equation is to filter out any (linear)
dependency in returns (rt). This can be done by regressing returns, on a constant, its lags
or its lagged conditional volatility (risk premium). For example, Awartani and Corradi
(2005) use six different mean specifications. In order to check the adequacy of the
model specifications, one common way is to test for serial correlation in the standardized
residuals. Denote the standardized residuals by ²˜t = ²tσt which forms a sequence of i.i.d
random variables. Thus, in particular, Ljung-Box test can be implemented to check the
serial correlation in the ²˜t series in order to test the adequacy of mean equation. The
specification is good enough if it well captures the time dependency in the returns, and
exhibits no serial correlation in residuals. In this study we use an AR(1) specification
for the mean model as it results in significant autoregressive parameter, and passes the
adequacy criteria. Table 2.1 provides the results of Ljung-Box test on ²˜t when the mean
equation of all models are specified by AR(1). As it can be seen, this specification well
captures the serial correlation in returns for all models3.
3 we also tested the following specifications;
rt =µ+²t
rt =µ+ρσ2t +²t
rt =µ+ρ(σ2t )0.5+²t
Estimating models with first specification results in serially correlated residuals, and the last two
specifications provide insignificant estimate of ρ
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Table 2.1: Ljung-Box test for the group of models
Ljung-Box test
²˜ series ²˜2 series
Model Statistic p-value Statistic p-value
GARCH(1,1) 2.2561 0.6368 4.4700 0.2009
I-GARCH(1,1) 2.3314 0.6149 3.0788 0.3928
E-GARCH(1,1) 2.8655 0.4659 5.1740 0.1398
T-GARCH(1,1) 2.4132 0.5912 5.1340 0.1427
Gjr-GACRH(1,1) 2.6249 0.5311 6.1290 0.0839
APARCH(1,1) 2.4433 0.5826 5.0260 0.1511
Taylor-Schwarts(1,1) 2.3875 0.5987 5.2420 0.1349
Na-GARCH(1,1) 2.4216 0.5888 5.4780 0.1191
N-GARCH(1,1) 2.3178 0.6189 4.1800 0.2325
H-GARCH(1,1) 3.3923 0.3393 4.5010 0.1978
realGARCH(1,1) 7.5760 0.0114 2.8800 0.4295
Ljung-Box test for our sample of models, H0: no serial correlation.
²˜t = ²tσt where ²t = rt −µ−ρrt−1, assuming normal distribution for stan-
dardized ²˜t
The next step is to model the residuals of the mean equation by the variance equation.
Table 2.2 and 2.3 represent the variance equations for all 11 models used in this study.
The common method to choose the optimal order for each of the models is to exploit
the Bayes (Schwartz) Information Criteria.4 However, the standard model selection
criteria, such as AIC and BIC can be problematic when there are uncertainties about the
distributional assumptions underlying the likelihood. Moreover, a good out-of-sample
forecast is not necessarily guaranteed by a good in-sample performance (Hansen and
Lunde, 2005). Also, the results of BIC are not necessarily robust for different windows
of forecasts. Given this, Hansen and Lunde (2005) includes models with significant
lag order (q = 1,2 and p = 1,2) in their set of competitors, and show that models with
higher lag orders rarely result in a better out-of-sample fit compare to the same model
with fewer lags. It is also unlikely that a forecasting rule with higher order beats the
benchmark, unless the same model with lower order of lags outperforms the benchmark.
Therefore, for the sake of forecast comparison we rely on the adequacy criteria, i.e. we
4 Table 2.12 (Appendix I) shows the BIC test results for our 11 GARCH models, with different lag
orders in their variance equation.
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choose the orders such that resulted square standardized residuals (²˜2) are not correlated.
This will lead us to the optimal order of p = 1 and q = 1 for all models (see results of
Ljung-Box test in Table 2.1). Table 2.2 and 2.3 show the parameter estimates for all the
models exploited in this study assuming that the returns innovations (zt) are normally
distributed5.
In general these estimates are sensitive to the type of optimization methods used
in the likelihood maximization. Parameters in these tables are estimated using the
full sample of our data, i.e. from 2004 to 2017. Almost all parameters are significant
except the following cases: Intercept of the mean model is not significant for T-GARCH,
Taylor-Schwarts, Na-GARCH and H-GARCH. The reason could be due to a very small
value for µ, and that the sensitivity of maximum likelihood to this parameter is negligible
at these models (which results in a very high standard deviation). On the other hand,
technically speaking this could be resulted from numerical approach in computing the
hessian matrix. The steps-length in numerical computation of the derivatives need to be
very small in order to well capture the sensitivity of the parameter.
Moreover, the intercept of the variance model, ω, is insignificant for the I-GARCH, N-
GARCH, H-GARCH and realGARCH models. I-GARCH model with insignificant intercept,
i.e. ω= 0, is similar to a random walk with no drift (see Nelson, 1991). This, however, is
not very strange in I-GARCH process in the sense that since α+β= 1 the evolution of
the conditional variance without intercept does not eventually goes to zero. For other
more advanced models, the intercept in variance model could be insignificant since other
parameters, such as shift parameters, can capture similar effect as in intercept. However,
in general inference based on t-statistics could be missleading since the test is being
evaluated at the boundary (ω cannot be negative)(see Francq and Zakoïan, 2009).
5 Parameter estimates with the assumption of student-t distribution for zt is presented in Appendix I
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Table 2.2: Parameter estimates
Model Parameter Estimate Std. Error t value Pr(>|t|) Variance equation
GARCH
µ 0.000 0.000 4.043 0.000
ρ -0.057 0.018 -3.105 0.002
ω 0.000 0.000 6.303 0.000 σ2t =ω+
∑p
i=1αi ²
2
t−i +
∑q
j=1β jσ
2
t− j
α1 0.106 0.009 11.366 0.000
β1 0.879 0.009 95.085 0.000
I-GARCH
µ 0.000 0.000 4.000 0.000
ρ -0.057 0.018 -3.096 0.002 σ2t =ω+
∑p
i=1αi ²
2
t−i +
∑q
j=1β jσ
2
t− j
ω 0.000 0.000 1.002 0.316 where 1−α1−β1 = 0
α1 0.117 0.017 6.853 0.000
β1 0.883 NA NA NA
E-GARCH
µ 0.000 0.000 22.434 0.000
ρ -0.054 0.002 -29.007 0.000
ω -0.205 0.029 -6.993 0.000 log(σ2t )=ω+
α1 -0.133 0.011 -11.711 0.000
∑p
i=1αi zt−i +γ1(|zt−i |−E |zt−i |)+
β1 0.978 0.003 319.241 0.000
∑q
j=1β j log(σ
2
t− j )
γ1 0.144 0.014 10.143 0.000
T-GARCH
µ 0.000 0.000 1.563 0.118
ρ -0.054 0.017 -3.112 0.002
ω 0.000 0.000 7.546 0.000 σt =ω+∑pi=1αi [(1−η1i )²+t−i−
α1 0.085 0.008 10.377 0.000 (1+η1i )²−t−i
]+∑qj= j β jσt− j
β1 0.911 0.008 111.501 0.000 where |η11| ≤ 1
η11 0.940 0.094 10.042 0.000
Gjr-GACRH
µ 0.000 0.000 1.881 0.060
ρ -0.051 0.018 -2.820 0.005
ω 0.000 0.000 9.135 0.000 σ2t =ω+ [
∑p
i=1αi +γi I²t−i≤0]²2t−i+
α1 0.045 0.013 3.475 0.001
∑q
j=1β jσ
2
t− j
β1 0.886 0.009 100.961 0.000
γ1 1.000 0.273 3.660 0.000
δ 2.000 NA NA NA
APARCH
µ 0.000 0.000 1.826 0.068
ρ -0.054 0.017 -3.114 0.002
ω 0.000 0.000 2.798 0.005 σδt =ω+
∑p
i=1αi (|²t−i |−γi ²t−i )δ+
α1 0.081 0.009 8.974 0.000
∑q
j=1β jσ
δ
t− j
β1 0.909 0.009 102.027 0.000
γ1 0.903 0.117 7.702 0.000
δ 1.144 0.077 14.783 0.000
Parameter estimation, assuming normally distributed innovations, zt .
The mean equation is assumed to be an AR(1) process, rt =µ+ρrt−1+²t
where ²t =σt zt .
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Table 2.3: Parameter estimates
Model Parameter Estimate Std. Error t value Pr(>|t|) Variance equation
Taylor-Schwarts
µ 0.000 0.000 1.046 0.295
ρ -0.052 0.017 -3.044 0.002
ω 0.000 0.000 7.614 0.000 σt =ω+∑pi=1αi |²t−i |
α1 0.086 0.008 10.441 0.000 +∑qj=1β jσt− j
β1 0.904 0.009 101.393 0.000
η11 0.858 0.098 8.746 0.000
η12 0.098 0.039 2.479 0.013
Na-GARCH
µ 0.000 0.000 0.791 0.429
ρ -0.047 0.018 -2.541 0.011
ω 0.000 0.000 7.297 0.000 σ2t =ω+
∑p
i=1αiσ
2
t−i (|zt−i −η2i |)2
α1 0.086 0.009 9.555 0.000
β1 0.807 0.016 49.844 0.000
η21 1.057 0.105 10.022 0.000
N-GARCH
µ 0.000 0.000 3.876 0.000
ρ -0.056 0.018 -3.067 0.002
ω 0.000 0.000 0.600 0.549 σλt =ω+
∑p
i=1αiσ
λ
t−i |zλt−i |
α1 0.100 0.014 7.281 0.000 +∑qj=1β jσλt− j
β1 0.877 0.013 67.139 0.000
λ 2.222 0.336 6.622 0.000
H-GARCH
µ 0.000 0.000 0.883 0.377
ρ -0.046 0.018 -2.539 0.011
ω 0.000 0.000 0.773 0.439 σλt =ω+
∑p
i=1αiσ
λ
t−i (|zt−i −η2i |−
α1 0.037 0.005 7.868 0.000
β1 0.777 0.025 31.498 0.000 η1i (zt−i −η2i ))λ+∑qj=1β jσλt− j
η11 0.042 0.035 1.194 0.232
η12 1.369 0.216 6.340 0.000
λ 2.763 0.030 91.456 0.000
realGARCH
ρ -0.099 0.017 -5.777 0.000
ω -0.107 0.095 -1.122 0.262 logσ2t =ω+
∑p
i=1αi logvt−i+
α1 0.450 0.018 25.153 0.000
∑q
i=1βi logσ
2
t
β1 0.522 0.017 30.682 0.000
η11 -0.131 0.009 -14.316 0.000
η21 0.110 0.006 19.543 0.000 where logvt = ξ+δ logσ2t +τ(zt )+
δ 0.984 0.020 49.135 0.000 ut , ut ∼N (0,λ)
λ 0.498 0.006 83.481 0.000
ξ -0.517 0.195 -2.645 0.008 and τ(zt )= η1zt +η2(z2t −1)
Parameter estimation for order p = 1 and q = 1, assuming normally
distributed innovations, zt . The mean equation is assumed to be an
AR(1) process, rt =µ+ρrt−1+²t where ²t =σt zt .
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2.3.2 Forecasting and construction of the test statistic
Let the sample size be T = s+R +n. To generate the sample of prediction errors, we
use rolling window scheme with window length of size R. Sample of n=1000 forecast
errors is constructed, where for each i ∈ {1, ...,n} vector of parameters θ is estimated
using observations from s+ i to s+R+ i , and the estimated model is used to forecast the
h-step-ahead volatility. Hence, forecast errors are given by eˆt+h =RKt+h−σˆ2t+h(θˆs+i :s+R+i ),
t ∈ {s+R+1, ..., s+R+ i , ..., s+R+n}; so the metric of the errors is the pure deviation from
the Realized Kernel estimates.
To construct the test statistic, we first need to estimate the CDF of error samples for
each competing model by the following estimator,
F¯k,n = n−1
T∑
t=s+R
1(eˆk,t+h ≤ x)
were k indicates the k-th model and x belong to a fine grid of points spanning the values
of prediction error. The relative performance variables, Gk,n and Ck,n, can be computed
by their empirical versions as described in Jin et al. (2017)6:
Gk,n = [F¯k,n − F¯1,n]sgn(x)
Ck,n = n−1
T∑
t=R
{
[(eˆ1,t+h −x)sgn(x)]+− [(eˆk,t+h −x)sgn(x)]+
}
where [x]+ =max{0,x}. Finaly, the scaled statistics can now be computed as:
TG+ = max
k=2,...,11
sup
x∈X+
p
nGk,n(x), TG
− = max
k=2,...,11
sup
x∈X−
p
nGk,n(x) (2.6)
TC+ = max
k=2,...,11
sup
x∈X+
p
nCk,n(x), TC
− = max
k=2,...,11
sup
x∈X−
p
nCk,n(x) (2.7)
Therefore, we investigate whether the statistics above are too large for the null in
(2.4) and (2.5) to be true.
6 The empirical version of relative performance variable, Ck,n , uses the integration by part (see Jin
et al., 2017).
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2.3.3 Computing p-values
In order to construct the critical values for the test, Jin et al. (2017) recommend the
use of stationary bootstrap method of Politis and Romano (1994), which is essentially
block bootstrap with random block length. This suggestion is mainly due to the mutual
dependency in forecast errors and time series dependence in data. In addition the
stationary bootstrap guarantee the stationarity of the resampled series.
Consider ζ(t ), to be the random index generated by stationary bootstrap algorithm,
i.e. ζ(t ) is an index transformation. Thus, the bootstrap statistic TG∗+ is given by,
TG∗+ = max
k=2,...,10
sup
x∈X+
p
n(G∗k (x)−Gk(x))
where
G∗k,n = [F¯∗k,n − F¯∗1,n]sgn(x)
F¯∗k,n = n−1
n∑
t=1
1(eˆk,ζ(t )+h ≤ x)
In other words, first the index ζ(t ) is generated and forecast errors are ordered
based on this index (see the bootstrapping algorithm in Jin et al., 2017). We generate
B resamples and compute the above statistics for each b ∈ {1, ...,B} so that the bootstrap
P -value is estimated as the following,
PG+B ,n,q =
1
B
B∑
b=1
1(TG∗+b ≥ TG+)
where q ∈ [0,1] is the smoothing parameter that defines the length of each random block.
High values of q increases the length of each block and therefore decreases the number of
blocks. P -values of TG∗−, TC∗+ and TC∗− can be defined analogously. Since the hypothe-
sis here is in combined version we refer to Holm (1979) and use following rejection rules:
Rule TG; Reject the null at level α if min
{
PG+B ,n,q ,P
G−
B ,n,q
}≤α/2
Rule TC; Reject the null at level α if min
{
PC+B ,n,q ,P
C−
B ,n,q
}≤α/2
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2.4 RESULTS AND DISCUSSION
Our analysis exploits 3495 daily observations on S&P 500 composite returns from 5th
of January 2004 to 4th of December 2017. The corresponding proxy measure of the
true volatility is the Realized Kernel measure of Barndorff-Nielsen et al. (2008). Both
the Realized Kernel and S&P 500 returns are extracted from the Oxford-Man Institute’s
realized library data base (Heber et al., 2009).
The test is implemented on 1000 forecasts from 13th of December 2013 to 4th of
December 2017, using rolling window scheme, with the window length of R = 2375
days. Table 2.4 contains the p-values of the tests for the null that GARCH(1,1) GL/CL-
outperforms its competitors in out-of-sample forecasting. These results are based on
normal distribution assumption for innovations, zt . Table 2.5 presents the same test
results, but based on the student-t distribution assumption for zt . P -values are computed
from 700 bootstrap re-samples (B=700). Performance of the benchmark model is
tested for different forecast horizons (h = 1,5,10,20 days), and four different values of
the smoothing parameter (q = 0.2,0.4,0.6,0.8) that is used in the stationary bootstrap
procedure. In addition, tables 2.4 and 2.5 show p-values for the SPA test of Hansen
(2001), using the following three different loss functions employed in the work of Hansen
and Lunde (2005):
MSE = n−1
n∑
t=1
(
RKt − σˆ2t
)2
PSE = n−1
n∑
t=1
(
RKt − σˆ2t
)2RK−4t
MAD = n−1
n∑
t=1
∣∣RKt − σˆ2t ∣∣
Although Hansen and Lunde (2005) use six different loss functions for their study,
here we only keep the criteria that is transformation of the forecast errors, and not of
the transformed errors, i.e. L(eˆt+h) and not L(g (eˆt+h)). Thus, both tests are implemented
on the same process, making the results comparable.
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Table 2.4: p-values of the RFC and SPA tests
h = 1
q PG+ PG− PC+ PC− SPAMSE SPAPSE SPAMAD
0.2 0.161 0.000 0.117 0.000 0.293 0.017 0.000
0.4 0.111 0.000 0.091 0.000 0.217 0.007 0.000
0.6 0.119 0.000 0.073 0.000 0.211 0.009 0.000
0.8 0.103 0.000 0.061 0.000 0.207 0.003 0.000
h = 5
0.2 0.143 0.000 0.104 0.000 0.266 0.020 0.000
0.4 0.106 0.000 0.060 0.000 0.173 0.040 0.000
0.6 0.096 0.000 0.037 0.000 0.117 0.033 0.000
0.8 0.060 0.000 0.014 0.000 0.061 0.020 0.000
h = 10
0.2 0.111 0.000 0.079 0.000 0.050 0.116 0.000
0.4 0.127 0.000 0.051 0.000 0.003 0.099 0.000
0.6 0.084 0.000 0.019 0.000 0.001 0.086 0.000
0.8 0.084 0.000 0.013 0.000 0.000 0.073 0.000
h = 20
0.2 0.106 0.000 0.071 0.000 0.000 0.019 0.000
0.4 0.067 0.000 0.017 0.000 0.000 0.007 0.000
0.6 0.040 0.000 0.007 0.000 0.000 0.001 0.000
0.8 0.033 0.000 0.007 0.000 0.000 0.003 0.000
Results of the RFC and SPA test, for H0: superiority of GARCH(1,1), assuming
normally distributed innovations, zt . Notice that the rejection rule for RFC test is
min
{
PG+B ,n,q ,P
G−
B ,n,q
}≤α/2 and min{PC+B ,n,q ,PC−B ,n,q}≤α/2
Table 2.4 shows that the null of GARCH(1,1) GL/CL-superiority is rejected with
RFC test, for all horizons and values of q. With the SPA test, we do not find enough
evidence against the null when the Mean Squared Error and Percentage Square Error loss
functions are used. Therefore, both tests imply that there exists at least one function
in the space of convex (and so general) loss functions, based on which GARCH(1,1) is
outperformed. However, the result of SPA test are sensitive to the choice of loss function.
Same argument holds for the analysis based on student-t distribution assumption of
the innovations. Table 2.5 shows that the null is rejected by RFC test and SPA with
Mean Absolute Deviation loss function, while SPAMSE and SPAPSE do not provide enough
evidence against the null at 1 and 5-days-ahead prediction.
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Table 2.5: p-values of the RFC and SPA tests
h = 1
q PG+ PG− PC+ PC− SPAMSE SPAPSE SPAMAD
0.2 0.070 0.000 0.090 0.007 0.497 0.016 0.000
0.4 0.064 0.000 0.081 0.004 0.484 0.014 0.000
0.6 0.060 0.000 0.056 0.001 0.434 0.019 0.000
0.8 0.043 0.000 0.043 0.000 0.406 0.013 0.000
h = 5
0.2 0.124 0.000 0.067 0.001 0.124 0.130 0.000
0.4 0.130 0.000 0.061 0.000 0.044 0.127 0.000
0.6 0.076 0.000 0.033 0.000 0.017 0.113 0.000
0.8 0.064 0.000 0.011 0.000 0.004 0.094 0.000
h = 10
0.2 0.150 0.000 0.054 0.000 0.009 0.061 0.000
0.4 0.083 0.000 0.023 0.000 0.003 0.056 0.000
0.6 0.051 0.000 0.010 0.000 0.000 0.033 0.000
0.8 0.040 0.000 0.011 0.000 0.000 0.037 0.000
h = 20
0.2 0.240 0.000 0.091 0.000 0.000 0.006 0.000
0.4 0.157 0.000 0.036 0.000 0.000 0.001 0.000
0.6 0.100 0.000 0.014 0.000 0.000 0.001 0.000
0.8 0.093 0.000 0.017 0.000 0.000 0.001 0.000
Results of the RFC and SPA test, for H0: superiority of GARCH(1,1), assuming
student-t distribution for innovations, zt . Notice that the rejection rule for RFC test is
min
{
PG+B ,n,q ,P
G−
B ,n,q
}≤α/2 and min{PC+B ,n,q ,PC−B ,n,q}≤α/2
Notice that the results of RFC test show that the null is rejected only in the negative
domain, i.e. the null is rejected due to zero PG−(PC−). As mentioned before, the RFC
test employs the CDF of forecast errors, and constructs separate statistics for the negative
and positive domain of those CDFs. This property of the test enables us to compare
the relative over-predictability and under-predictability of the benchmark. For example,
TG+ is computed using the positive side of error’s CDF, meaning when latent volatility is
higher than it’s predicted value (i.e. the case of under-prediction). Thus, a very low PG+
implies that competitors GL-outperform the benchmark in under-prediction. In other
words, competing models under-predict the volatility less often (or by less magnitude )
compare to GARCH(1,1). Same reasoning holds for the case of TG−, TC+ and TC−.
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Table 2.6: Best competitors against GARCH(1,1)
normal
Forecast Horizon PG+ PG− PC+ PC−
h = 1 HGARCH realGARCH TGARCH realGARCH
h = 5 HGARCH realGARCH HGARCH realGARCH
h = 10 HGARCH realGARCH HGARCH realGARCH
h = 20 HGARCH realGARCH HGARCH realGARCH
Student-t
Forecast Horizon
h = 1 NaGARCH realGARCH NaGARCH realGARCH
h = 5 NaGARCH realGARCH NaGARCH realGARCH
h = 10 NaGARCH realGARCH NaGARCH realGARCH
h = 20 NaGARCH realGARCH NaGARCH realGARCH
Given the argument above, our results show that with both gaussian and t -
distribution assumptions for innovations, GARCH(1,1) is outperformed in over-prediction
for all horizons, i.e. GARCH(1,1) forecasts a higher value of the volatility more often
(or by larger size) compared to its competitors. This finding is further reinforced when
looking at the distribution of forecast errors constructed by the best competitor against
the one constructed by GARCH. Our results suggest that the best overall performance in
RFC test is achieved by realGARCH model of Hansen et al. (2012)(see Table 2.6). Figure
2.3 shows the CDF of one-day-ahead forecast errors, constructed by realGARCH(1,1)
against that of GARCH(1,1). The ideal shape of such CDF would be the one which is as
close as possible to a step function at zero (which means that all forecast errors are zero).
It can be seen from Figure 2.3 that for the values before the zero line, the cumulative
distribution of forecast errors generated by realGARCH(1,1) is always under the one of
GARCH(1,1). This implies that, compared to GARCH(1,1), realGARCH(1,1) produces
fewer (or smaller) over-prediction. This is also in line with findings of Brailsford and Faff
(1996), where they show that by employing an asymmetric loss function, that penalizes
the over-prediction more than under-prediction, the simple GARCH model is inferior to
other forecasting rules (specifically Gjr-GARCH(2,1)) in out-of-sample prediction.
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Figure 2.3: Forecast error’s CDF comparison
Error CDF of realGARCH(1,1) versus GARCH(1,1), with h = 1, assuming normally distributed innovations,
zt .
The Convex Loss superiority maps our hypothesis to the concept of Second Stochastic
Dominant, so that in this case, the area under the CDFs should be compared. As it can
be seen from Figure 2.3, the area under the forecast error’s CDF of the realGARCH(1,1)
is clearly less than in the benchmark case before the zero line. This implies that the null
of CL superiority is rejected due to the violation of TC− ≤ 0.
In addition, Figure 2.4 illustrates a plot of the volatility forecast by both the
GARCH(1,1) and realGARCH(1,1), against the Realized Kernel measure. Broadly speak-
ing this figure supports our claim that for our sample of prediction, GARCH(1,1) more
frequently predicts higher volatility than realGARCH(1,1) model. By looking at the
Figure 2.4, the relative poor performance of GARCH(1,1) is apparent for the periods
between 2016-07-15 to 2017-10-12, where this model is clearly over-predicting the
volatility. For this period, the lower panel of the figure shows periods of low volatility
after a larger negative shock. Since realGARCH(1,1) adjusts the magnitude of forecast
faster than GARCH(1,1) following a large shock (the usual large persistence in GARCH
model, caused by large estimates of β), we see a better performance by the former model
in over-prediction.
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Figure 2.4: Comparison of the predicted volatility
Volatility predicted by realGARCH(1,1) and GARCH(1,1) for horizon h = 1, compared with Realized Kernel
In theory, the poor out-of-sample prediction performance of GARCH model is ex-
plained by the use of News-Impact curve, introduced in the work of Engle and Ng (1993).
The curve shows conditional variance (generated by different models) for different values
of the returns (News). Figure 2.4 represents the News-Impact curve for GARCH(1,1)
and realGARCH(1,1). The standard GARCH specification has a symmetric News-Impact
curve which is centered at zero-return line, i.e. where ²t = 0. However, it is well known
that a negative return shock causes higher volatility than a positive return shock of
the same magnitude. Therefore, by construction the GARCH should under-predict the
volatility following a bad news (²t < 0) and over-predict the volatility following a positive
return (²t > 0). From Figure 2.5 it is evident that realGARCH generally performs better
in over-prediction due to its asymmetric response to positive and negative shocks.
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Figure 2.5: News-Impact curve for GARCH(1,1) and realGARCH(1,1)
For further investigation, we redo the analysis, this time by excluding the real-
GARCH(1,1) from the set of competitors. Table 2.7 represents the results of our forecast
comparison with normally distributed innovations. In this case, we fail to reject the null
of GARCH(1,1) superiority for 1 and 5-days-ahead forecast. On the other hand, in 10-
days-ahead prediction the null is rejected only by GL-superiority test in over-prediction.
This points out the functionality of RFC test compared to SPA, meaning that in this case
there is a loss function in the space of general loss functions based on which the null is
rejected at all conventional levels of significance, but we do not find enough evidence
against the null by employing a convex loss function. By assuming t-distribution for
the innovations we get more significant results. Table 2.8 shows that the benchmark is
outperformed in 5-days-ahead prediction, only by GL-superiority test.
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Table 2.7: p-values of the RFC and SPA tests
h=1
q PG+ PG− PC+ PC− SPAMSE2 SPAPSE SPAMAD1
0.2 0.159 0.980 0.131 0.960 0.184 0.037 0.274
0.4 0.134 0.996 0.086 0.963 0.180 0.043 0.207
0.6 0.107 0.999 0.073 0.963 0.151 0.037 0.181
0.8 0.111 0.999 0.047 0.966 0.151 0.027 0.110
h=5
0.2 0.134 0.137 0.084 0.890 0.736 0.207 0.390
0.4 0.097 0.107 0.050 0.856 0.644 0.244 0.177
0.6 0.077 0.056 0.031 0.851 0.636 0.130 0.090
0.8 0.063 0.054 0.023 0.840 0.531 0.117 0.059
h=10
0.2 0.146 0.000 0.097 0.310 0.554 0.094 0.043
0.4 0.130 0.000 0.037 0.229 0.504 0.069 0.003
0.6 0.076 0.000 0.017 0.133 0.469 0.074 0.000
0.8 0.080 0.000 0.007 0.093 0.437 0.076 0.000
h=20
0.2 0.116 0.000 0.067 0.000 0.017 0.039 0.000
0.4 0.064 0.000 0.020 0.000 0.004 0.027 0.000
0.6 0.056 0.000 0.010 0.000 0.000 0.031 0.000
0.8 0.027 0.000 0.001 0.000 0.000 0.031 0.000
Results of the RFC and SPA test, for H0: superiority of GARCH(1,1), assuming normally
distributed innovations, zt . In this test realGARCH model is excluded. Notice that the
rejection rule for RFC test is min
{
PG+B ,n,q ,P
G−
B ,n,q
}≤α/2 and min{PC+B ,n,q ,PC−B ,n,q}≤α/2
Nevertheless, we do not find enough evidence against the null that GARCH(1,1)
is superior in under-prediction, but these results do not necessarily imply the efficient
performance of GARCH (1,1) model in under-prediction. This can be investigated by
looking at the PDF of the forecast errors. Figure 2.6 represents the distribution of
prediction errors generated by GARCH(1,1), EGARCH(1,1) and realGARCH(1,1). First,
and as before, it can be seen that realGARCH(1,1) outperforms GARCH(1,1) in over-
prediction since the mean of errors is significantly lower for realGARCH(1,1). While
for instance the mean of errors generated by EGARCH(1,1) model is not significantly
different from the one generated by GARCH(1,1). Figure 2.6 also shows that in general,
all models over predict the volatility, and considerably less under-prediction is resulted
by all models. Therefore, the power of test is much less in testing the null of TG+ ≤
0∩TC+ ≤ 0.
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Table 2.8: p-values of the RFC and SPA tests
h=1
q PG+ PG− PC+ PC− SPAMSE2 SPAPSE SPAMAD1
0.2 0.089 0.837 0.093 0.903 0.304 0.081 0.494
0.4 0.047 0.870 0.059 0.901 0.313 0.073 0.409
0.6 0.047 0.891 0.047 0.906 0.291 0.070 0.294
0.8 0.057 0.894 0.040 0.877 0.296 0.071 0.204
h=5
0.2 0.161 0.007 0.100 0.677 0.861 0.097 0.296
0.4 0.106 0.001 0.041 0.676 0.823 0.101 0.239
0.6 0.067 0.003 0.024 0.630 0.861 0.106 0.167
0.8 0.060 0.000 0.023 0.566 0.896 0.080 0.124
h=10
0.2 0.127 0.000 0.047 0.003 0.103 0.054 0.000
0.4 0.087 0.000 0.016 0.000 0.061 0.059 0.000
0.6 0.060 0.000 0.010 0.000 0.039 0.051 0.000
0.8 0.054 0.000 0.006 0.000 0.031 0.030 0.000
h=20
0.2 0.209 0.000 0.070 0.000 0.001 0.004 0.000
0.4 0.134 0.000 0.036 0.000 0.000 0.001 0.000
0.6 0.097 0.000 0.016 0.000 0.000 0.003 0.000
0.8 0.097 0.000 0.010 0.000 0.000 0.001 0.000
Results of the RFC and SPA test, for H0: superiority of GARCH(1,1), assuming student-t
distribution for innovations, zt . In this test realGARCH model is excluded. Notice that the
rejection rule for RFC test is min
{
PG+B ,n,q ,P
G−
B ,n,q
}≤α/2 and min{PC+B ,n,q ,PC−B ,n,q}≤α/2
Figure 2.6: Comparison of distribution of the on-day-ahead forecast errors
Figure 2.7: Distribution of errors for realGARCH(1,1), GARCH(1,1) and EGARCH(1,1) in one-
day-ahead prediction.
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2.5 CONCLUSIONS
This chapter contributes to the volatility forecast comparison literature by using Robust
Forecast Comparison test of Jin et al. (2017). The test enables us to rank the models
based on the distribution of errors without choosing a loss function. We examine the
ability of 10 volatility models from the GARCH family against the benchmark, simple
GARCH, in predicting the volatility of S&P 500 for the period between 13th of December
2013 to 4th of December 2017.
We find that the simple GARCH(1,1) is inferior in predicting the volatility and
that the best performance against GARCH(1,1) is achieved by realGARCH(1,1) model
of Hansen et al. (2012). Our analysis confirms the superiority of realGARCH(1,1)
in over-prediction, meaning that realGARCH(1,1) over-predict the volatility less than
GARCH(1,1) model. In fact, the prediction error distributions of the models suggest
that all models mostly over-predict the volatility, but realGARCH(1,1) model produces
significantly less negative forecast errors. On the other hand, when we exclude the
realGARCH(1,1) model from the competitors, we fail to reject the null of GARCH(1,1)
superiority in 1-day and 5-days-ahead forecast of the volatility.In our analysis we compare
the results of RFC test with Superior Predictive Ability test of Hansen (2001) with three
different loss functions. It is evident that the results of SPA test depend on the choice of
loss function and that inference based on these results can be misleading.
However, it is not clear whether over-prediction will cause more costs to practitioners
and market participants. A more in-depth analysis is required to study the impact of the
over-prediction of volatility on investors behavior. Fore example, the analysis of hedging
behavior of investor when they miss calculate an expected higher volatility in option
markets. This, however, is left for future research.
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APPENDIX.I: MODEL ESTIMATIONS
Table 2.9: Parameter estimates
Model Parameter Estimate Std. Error t value Pr(>|t|) Variance equation
GARCH
µ 0.001 0.000 6.273 0.000
ρ -0.055 0.017 -3.255 0.001
ω 0.000 0.000 2.121 0.034 σ2t =ω+
∑p
i=1αi ²
2
t−i +
∑q
j=1β jσ
2
t− j
α1 0.114 0.014 8.267 0.000
β1 0.889 0.013 70.951 0.000
I-GARCH
µ 0.001 0.000 6.316 0.000
ρ -0.055 0.017 -3.253 0.001 σ2t =ω+
∑p
i=1αi ²
2
t−i +
∑q
j=1β jσ
2
t− j
ω 0.000 0.000 0.581 0.561 where 1−α1−β1 = 0
α1 0.111 0.020 5.482 0.000
β1 0.889 N/A N/A N/A
E-GARCH
µ 0.000 0.001 0.778 0.437
ρ -0.049 0.083 -0.593 0.553 log(σ2t )=ω+
ω -0.134 0.051 -2.652 0.008
∑p
i=1αi zt−i +γ1(|zt−i |−E |zt−i |)+
α1 -0.140 0.022 -6.382 0.000
∑q
j=1β j log(σ
2
t− j )
β1 0.987 0.006 162.560 0.000
γ1 0.146 0.018 8.282 0.000
T-GARCH
µ 0.000 0.000 4.126 0.000
ρ -0.048 0.016 -3.066 0.002
ω 0.000 0.000 4.838 0.000 σt =ω+∑pi=1αi [(1−η1i )²+t−i−
α1 0.089 0.010 8.771 0.000 (1+η1i )²−t−i
]+∑qj= j β jσt− j
β1 0.916 0.009 97.716 0.000 where |η11| ≤ 1
η11 0.935 0.108 8.624 0.000
Gjr-GACRH
µ 0.000 0.000 2.604 0.009
ρ -0.049 0.017 -2.940 0.003
ω 0.000 0.000 2.010 0.044 σ2t =ω+ [
∑p
i=1αi +γi I²t−i≤0]²2t−i+
α1 0.047 0.017 2.739 0.006
∑q
j=1β jσ
2
t− j
β1 0.893 0.016 55.726 0.000
γ1 1.000 0.351 2.853 0.004
δ 2.000 #N/A #N/A #N/A
APARCH
µ 0.000 0.000 4.187 0.000
ρ -0.048 0.016 -3.041 0.002
ω 0.000 0.000 2.080 0.038 σδt =ω+
∑p
i=1αi (|²t−i |−γi ²t−i )δ+
α1 0.078 0.011 6.933 0.000
∑q
j=1β jσ
δ
t− j
β1 0.914 0.010 95.194 0.000
γ1 0.999 0.164 6.078 0.000
δ 1.217 0.096 12.622 0.000
Parameter estimation, assuming student-t distribution for, zt . The mean equation is
assumed to be an AR(1) process, rt =µ+ρrt−1+²t where ²t =σt zt .
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Table 2.10: Parameter estimates
Model Parameter Estimate Std. Error t value Pr(>|t|) Variance equation
Taylor-Schwarts
µ 0.000 0.000 3.811 0.000
ρ -0.046 0.014 -3.153 0.002
ω 0.000 0.000 4.794 0.000
α1 0.091 0.010 8.879 0.000 σt =ω+∑pi=1αi |²t−i |
β1 0.919 0.010 96.487 0.000 +∑qj=1β jσt− j
η11 0.959 0.107 8.938 0.000
η12 -0.049 0.028 -1.762 0.078
Na-GARCH
µ 0.000 0.000 3.642 0.000
ρ -0.045 0.017 -2.598 0.009
ω 0.000 0.000 4.215 0.000 σ2t =ω+
∑p
i=1αiσ
2
t−i (|zt−i −η2i |)2
α1 0.095 0.012 7.981 0.000
β1 0.807 0.020 40.344 0.000
η21 1.017 0.114 8.900 0.000
N-GARCH
µ 0.001 0.000 6.257 0.000
ρ -0.055 0.017 -3.261 0.001
ω 0.000 0.000 0.694 0.488 σλt =ω+
∑p
i=1αiσ
λ
t−i |zλt−i |
α1 0.113 0.015 7.519 0.000 +∑qj=1β jσλt− j
β1 0.893 0.013 71.279 0.000
λ 1.955 0.275 7.122 0.000
H-GARCH
µ 0.000 0.000 3.887 0.000
ρ -0.040 0.017 -2.370 0.018
ω 0.000 0.000 1.123 0.261 σλt =ω+
∑p
i=1αiσ
λ
t−i (|zt−i −η2i |−
α1 0.045 0.013 3.528 0.000 η1i (zt−i −η2i ))λ+∑qj=1β jσλt− j
β1 0.782 0.023 33.399 0.000
η11 0.079 0.123 0.639 0.523
η12 1.246 0.126 9.896 0.000
λ 2.622 0.024 108.503 0.000
realGARCH(1,1)
µ 0.000 0.000 4.024 0.000
ρ -0.096 0.016 -5.915 0.000
ω 0.037 0.111 0.331 0.741 logσ2t =ω+
∑p
i=1αi logvt−i+
α1 0.467 0.019 24.267 0.000
β1 0.519 0.017 30.014 0.000
∑q
i=1βi logσ
2
t
η11 -0.119 0.010 -12.143 0.000
η21 0.109 0.006 17.607 0.000 where logvt = ξ+δ logσ2t +τ(zt )+
δ 0.961 0.022 44.447 0.000 ut , ut ∼N (0,λ)
λ 0.499 0.006 83.464 0.000
ξ -0.517 0.195 -2.645 0.008 and τ(zt )= η1zt +η2(z2t −1)
Parameter estimation for order p = 1 and q = 1, assuming student-t distribution for zt .
The mean equation is assumed to be an AR(1) process, rt =µ+ρrt−1+²t where ²t =σt zt .
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Table 2.11: Ljung-Box test for our sample of models
Ljung-Box test
²ˆ series ²ˆ2 series
Model Statistic p-value Statistic p-value
GARCH(1,1) 2.41 0.59 2.50 0.51
I-GARCH(1,1) 2.39 0.60 2.69 0.47
E-GARCH(1,1) 3.69 0.28 4.06 0.25
T-GARCH(1,1) 3.44 0.33 4.10 0.24
Gjr-GACRH(1,1) 3.40 0.34 5.33 0.13
APARCH(1,1) 3.47 0.32 4.01 0.25
Taylor-Schwarts(1,1) 3.53 0.31 4.03 0.12
Na-GARCH(1,1) 3.58 0.30 4.61 0.19
N-GARCH(1,1) 2.39 0.60 2.48 0.51
H-GARCH(1,1) 3.74 0.27 4.47 0.20
realGARCH(1,1) 7.01 0.02 2.60 0.48
H0: no serial correlation. ²˜t = ²tσt where ²t = rt −µ−ρrt−1, assuming
student-t distribution zt
Table 2.12: Bayes (Schwartz) Information Criteria
Model order (p,q)
(1,1) (2,1) (1,2) (2,2)
GARCH -6.778 -6.779 -6.776* -6.777
IGARCH -6.778 -6.778 -6.776 -6.775*
EGARCH -6.765* -6.809 -6.808 -6.766
TGARCH -6.822 -6.784 -6.783 -6.779*
Gjr-GARCH -6.809 -6.807* -6.809 -6.807
APARCH -6.820 -6.807 -6.809 -6.801*
Taylor-Schwarts -6.821 -6.782 -6.782 -6.778*
Na-GARCH -6.823 -6.818* -6.821 -6.820
N-GARCH -6.775 -6.776 -6.773* -6.773
H-GARCH -6.812 -6.808* -6.816 -6.810
realGARCH -5.401 -5.398* -5.405 -5.403
BIC (p,q) = −2 LLT +2 ln(T )T kp,q where LL is the Log Likelihood esti-
mated at order (p,q) and kp,q denotes the number of parameters at
order (p,q).
APPENDIX II: ADDITIONAL RESULTS
Figure 2.8: Comparison of CDF of the forecast errors
CDF of prediction errors, generated by realGARCH(1,1) versus GARCH(1,1), assuming normal distribution
for standardized zt
Figure 2.9: Comparison of CDF of the forecast errors
CDF of prediction errors, generated by realGARCH(1,1) versus GARCH(1,1), assuming student-t distribu-
tion for standardized zt
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Figure 2.10: Comparison of CDF of the forecast errors
CDF of prediction errors, generated byrealGARCH(1,1) versus GARCH(1,1), assuming normal distribution
for standardized zt
Figure 2.11: Comparison of CDF of the forecast errors
CDF of prediction errors, generated by realGARCH(1,1) versus GARCH(1,1), assuming student-t distribu-
tion for standardized zt
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Figure 2.12: Comparison of distribution of the forecast errors
pdf of prediction errors, generated by realGARCH(1,1), EGARCH(1,1) and GARCH(1,1), assuming normal
distribution for standardized zt
Figure 2.13: Comparison of distribution of the forecast errors
pdf of prediction errors, generated by realGARCH(1,1) , EGARCH(1,1) and GARCH(1,1), assuming
student-t distribution for standardized zt
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