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INVARIANTS OF HYPERGEOMETRIC GROUPS FOR CALABI-YAU
COMPLETE INTERSECTIONS IN WEIGHTED PROJECTIVE SPACES
SUSUMU TANABE´ AND KAZUSHI UEDA
Abstract. Let Y be a Calabi-Yau complete intersection in a weighted projective space.
We show that the space of quadratic invariants of the hypergeometric group associated
with the twisted I-function is one-dimensional, and spanned by the Gram matrix of a
split-generator of the derived category of coherent sheaves on Y with respect to the Euler
form.
1. Introduction
Let q = (q0, . . . , qN) and d = (d1, . . . , dr) be sequences of positive integers such that
Q := q0 + · · ·+ qN = d1 + · · ·+ dr,
and consider a complete intersection Y of degree (d1, . . . , dr) in the weighted projective
space P = P(q0, . . . , qN ). If Y is smooth, then it is a Calabi-Yau manifold of dimension
n = N − r. The derived category Db cohP of coherent sheaves on P has a full strong
exceptional collection
(Ei)Qi=1 = (OP,OP(1), . . . ,OP(Q− 1))
of line bundles [Be˘ı78, AKO08]. Let (Fi)Qi=1 be the full exceptional collection dual to
(Ei)Qi=1, so that
χ(EQ−i+1,Fj) = δij
where
(1.1) χ(E ,F) =
∑
k
(−1)k dimExtk(E ,F)
is the Euler form. The derived restrictions {F i}Qi=1 of {Fi}Qi=1 to Y split-generate the
derived category Db cohY of coherent sheaves on Y [Sei11, Lemma 5.4].
Following [CLCT09, Equation (4)], let us introduce the twisted I-function
(1.2) IP,Y (t) =
∑
α
ePα log ttρα
∞∑
n=0
tn
∏r
k=1
∏
b : 〈b〉=〈ραdk〉
0<b≤(n+ρα)dk
(dkPα + b)∏N
ν=0
∏
b : 〈b〉=〈ραqν〉
0<b≤(n+ρα)qν
(qνPα + b)
,
where 〈x〉 = x−⌊x⌋ is the fractional part of x. This is an element of the ring⊕αC[Pα]α/(P µαα )α,
which is isomorphic to the orbifold cohomology of P as a vector space. See Section 2 for
the definition of ρα ∈ Q and µα ∈ N. The twisted I-function IP,Y contains the information
of twisted Gromov-Witten invariant of the bundle OP(d1) ⊕ · · · ⊕ OP(dr) → P through
the twisted J-function [CCIT09].
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The components of the twisted I-function span the space of solutions of the hypergeo-
metric differential equation[
N∏
ν=0
qν−1∏
a=0
(qνθt − a)− t
r∏
k=1
dk∏
b=1
(dkθt + b)
]
I = 0(1.3)
where θt = t
∂
∂t
. Let H be the differential operator on the left hand side and Hred be the
operator obtained from H by removing common factors from the two summands of H.
Both H and Hred have regular singularities at 0, ∞ and λ = ∏Nν=0 qqνν /∏rk=1 ddkk . The
local system Lred defined by Hred is irreducible, and its rank Qred is smaller than the rank
Q of the local system L defined by H. The irreducible system Lred supports a pure and
polarized variation of Hodge structures, whose Hodge numbers are computed by Corti
and Golyshev [CG11, Theorem 1.3].
The mirror of Y is identified by Batyrev and Borisov [BB96] as the family of toric
complete intersections whose affine part is given by
(1.4) Xt = {(x0, · · · , xN) ∈ (C×)N+1 | fi(x) = 0, i = 0, . . . , r}
where
f0(x) = x
q0
0 x
q1
1 . . . x
qN
N − t,
fi(x) =
∑
k∈Si
xk − 1, i = 1, . . . , r,
the variable t is the parameter of the family, and S1⊔· · ·⊔Sr = {0, 1, . . . , N} is a partition
of {0, 1, . . . , N} into r disjoint subsets such that dk =
∑
i∈Sk qi. The period integral
(1.5) I(t) =
∫
γ
xq00 . . . x
qN
N
df0 ∧ · · · ∧ dfr
dx0
x0
∧ · · · ∧ dxn
xn
for a middle-dimensional cycle γ ∈ Hn(Xt) satisfies the irreducible hypergeometric differ-
ential equation HredI = 0.
Define the hypergeometric group Hq,d as the subgroup of GL(Q,Z) generated by
(1.6) h∞ =

0 0 . . . 0 −AQ
1 0 . . . 0 −AQ−1
0 1 . . . 0 −AQ−2
...
...
. . .
...
...
0 0 . . . 1 −A1

and
(1.7) h−10 =

0 0 . . . 0 −BQ
1 0 . . . 0 −BQ−1
0 1 . . . 0 −BQ−2
...
...
. . .
...
...
0 0 . . . 1 −B1
 ,
where
(1.8)
r∏
k=1
(T dk − 1) = TQ + A1TQ−1 + A2TQ−2 + · · ·+ AQ
2
and
(1.9)
N∏
ν=0
(T qν − 1) = TQ +B1TQ−1 +B2TQ−2 + · · ·+BQ
are the characteristic polynomials of the monodromy of (1.3) at infinity and zero re-
spectively. If the system is irreducible, then a result of Levelt [Lev61] states that the
monodromy group is conjugate to the hypergeometric group Hq,d. Although the sys-
tem L is reducible and one can not apply the result of Levelt directly, we can show the
following:
Theorem 1.1. For any sequences q = (q0, . . . , qN) and d = (d1, . . . , dr) of positive inte-
gers satisfying
Q := q0 + · · ·+ qN = d1 + · · ·+ dr,
the monodromy group of (1.3) is conjugate to the hypergeometric group Hq,d
An element h ∈ Hq,d acts naturally on the space of Q×Q-matrices by
Hq,d ∋ h : X 7→ h ·X · hT ,
where hT is the transpose of h. The following is a corollary of Theorem 1.1:
Theorem 1.2. The space of Q×Q-matrices invariant under the action of the monodromy
group Hq,d of (1.3) is one-dimensional and spanned by the Gram matrix(
χ(F i,F j)
)Q
i,j=1
of the split-generator {F i}Qi=1 with respect to the Euler form.
Theorem 1.2 is closely related to the works of Horja [Hor, Theorem 4.9] and Golyshev
[Gol01, §3.5], which goes back to Kontsevich [Kon98]. The main difference from their
works is that we work with the reducible system L which contains sections not coming
from period integrals on the mirror manifold. In the case of the irreducible local system
Lred, Golyshev gave a beautiful interpretation in terms of autoequivalences of the derived
category of the mirror manifold Y (cf. Section 5). Although the geometric meaning of
extra sections of L is unclear, our proof of Theorem 1.2 also use autoequivalences of the
derived category of the mirror manifold Y , just as in the case of the irreducible system.
The organization of this paper is as follows: The proof of Theorem 1.1 is given in Section
2. The essential step is to show the existence of a cyclic vector for the monodromy around
the origin, which satisfies additional condition with respect to the monodromy at infinity.
The uniqueness of the invariant of the hypergeometric group is shown in Section 3, and
the invariance of the Gram matrix of the split-generator with respect to the Euler form
is shown in Section 4. In Section 5, we discuss the relationship between the Gram matrix
in Theorem 1.2 and the Stokes matrix for the quantum cohomology of the weighted
projective space.
Acknowledgment: We thank Hiroshi Iritani for valuable discussions, and the anony-
mous referee for suggesting improvements. This work is supported by Grant-in-Aid for
Scientific Research (No. 20540086 and No. 20740037).
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2. Monodromy of hypergeometric equation
We prove Theorem 1.1 in this section. Let h0, h1 and h∞ be the global monodromy
matrix of the hypergeometric differential equation (1.3) around the origin, one and infinity
with respect to some basis of solutions satisfying h0·h1·h∞ = 1. Recall that a vector v ∈ CQ
is said to be cyclic with respect to h ∈ GL(Q,C) if the set {hi · v}Q−1i=0 spans CQ. The
following lemma is used by Levelt [Lev61] to compute the monodromy of hypergeometric
functions (see also Beukers and Heckman [BH89, Theorem 3.5]).
Lemma 2.1. Assume that there exists a vector satisfying
hi0v = h
−i
∞v, i = 1, . . . , Q− 1,(2.1)
which is cyclic with respect to h0. Then the monodromy group of (1.3) is isomorphic to
Hq,d.
Proof. The condition (2.1) shows that the action of h0 and h
−1
∞ with respect to the basis
{h−i∞v}Q−1i=0 of CQ is given by 
0 0 . . . 0 ∗
1 0 . . . 0 ∗
0 1 . . . 0 ∗
...
...
. . .
...
...
0 0 . . . 1 ∗
 .
The last line is determined by the characteristic equations
det(T − h0) = TQ + A1TQ−1 + A2TQ−2 + · · ·+ AQ
and
det(T − h−1∞ ) = TQ +B1TQ−1 +B2TQ−2 + · · ·+BQ.

Remark 2.2. Even if there is no vector satisfying (2.1) which is cyclic with respect to
h0, one can consider the subspace generated from any vector satisfying (2.1) by the action
of h0, and the resulting matrix presentation of the monodromy action with respect to
{h−i∞v}Q−1i=0 will be given by (1.7) and (1.6). Since {h−i∞v}Q−1i=0 is not a basis but only a
generator in such a case, this matrix presentation is not unique.
Hence the proof of Theorem 1.1 is reduced to the following:
Proposition 2.3. There exists a vector v in the space of solutions of (1.3) which is cyclic
with respect to h0 and satisfies (2.1).
The rest of this section is devoted to the proof of Proposition 2.3. Note that the
existence of such v is automatic if the hypergeometric differential equation is irreducible
(cf. [BH89, Theorem 3.5]).
The hypergeometric differential equation (1.3) has regular singularities at t = 0,∞ and
λ where λ =
∏N
ν=0 q
qν
ν
/∏r
k=1 d
dk
k . To simplify notations, we introduce another variable z
4
by t = λz. Then the local exponents are given by
b
dk
, k = 1, . . . , r, b = 1, . . . , dk at z =∞,
a
qν
, ν = 1, . . . , N, a = 0, . . . , qν − 1 at z = 0, and
0, 1, 2, . . . , Q− 2, n− 1
2
at z = 1.
Let
1 > ρ1 > ρ2 > · · · > ρp = 0
be the characteristic exponents of (1.3) at z = 0 so that
{ρ1, · · · , ρp} =
⋃
0≤ν≤N
{
0,
1
qν
, . . . ,
qν − 1
qν
}
.
Let further
µα = #
{
(qν , a)
∣∣∣∣ρα = aqν , 0 ≤ a ≤ qν − 1, 0 ≤ ν ≤ N
}
be the multiplicity of the exponent ρα and put
eα = exp(2π
√−1ρα), 1 ≤ α ≤ p.
We remark that µp = N + 1. For the quantity defined by
να = #
{
(dk, b)
∣∣∣∣ρα = 1− bdk , 1 ≤ b ≤ dk − 1, 1 ≤ k ≤ r
}
, 1 ≤ α ≤ p
the following relation holds
Qred =
p∑
α=1
(µα − να).
Let us introduce the matrices
M0 =

ρ1 idµ1 +Jµ1,− 0 · · · 0
0 ρ2 idµ2 +Jµ2,− · · · 0
...
...
. . .
...
0 0 · · · ρp idµp +Jµp,−

E0 =

e1 idµ1 +Jµ1,− 0 · · · 0
0 e2 idµ2 +Jµ2,− · · · 0
...
...
. . .
...
0 0 · · · ep idµp +Jµp,−

where Ji,± are i× i matrices defined by
Ji,+ =

0 1 0 · · · 0
0 0 1 · · · 0
...
...
...
. . .
...
0 0 0 · · · 1
0 0 0 · · · 0

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and
Ji,− =

0 0 · · · 0 0
1 0 · · · 0 0
0 1 · · · 0 0
...
...
. . .
...
...
0 0 · · · 1 0
 .
A series solution to (1.3) at the origin can be obtained by the Frobenius method:
Lemma 2.4. A basis of solutions to (1.3) can be obtained as the coefficient of P iα for
α = 1, . . . , p and i = 0, . . . , µα − 1 in the Γ-series in (1.2). Solutions to the irreducible
equation Hredu = 0 correspond to the coefficient of P iα for i = 0, . . . , µα− να− 1 in (1.2).
Proof. Let
H = ePα log ttρα
∞∑
n=0
tn
∏r
k=1
∏
b : 〈b〉=〈ραdk〉
0<b≤(n+ρα)dk
(dkPα + b)∏N
ν=0
∏
b : 〈b〉=〈ραqν〉
0<b≤(n+ρα)qν
(qνPα + b)
(2.2)
be the Γ-series in (1.2) considered as a formal power series in Pα, t and log t. Here e
Pα log t
is considered as
∑∞
n=0(Pα log t)
n/(n!), which satisfies θ
(
ePα log t
)
= Pαe
Pα log t. A direct
calculation shows[
N∏
ν=0
qν−1∏
a=0
(qνθ − a)− t
r∏
k=1
dk∏
b=1
(dkθ + b)
]
I =
(
N∏
ν=0
qν−1∏
a=0
(qνPα + qνρν − a)
)
ePα log ttρα ,
where the right hand side is proportional to P µαα , so that the coefficients of P
i
α for i =
0, 1, . . . , µα − 1 give solutions to the hypergeometric equation (1.3). If one think of the
series in (2.2) as a formal power series in t and log t with values in the µα-dimensional
vector space C[Pα]/(P
µα
α ), then it is a polynomial in t
ρα and log t (this is clear from (2.2))
and a convergent power series in t (this follows either from the fact that the origin is a
regular singularity of (1.3), or a direct estimate of the radius of convergence, which gives
λ), which gives a multi-valued solution to (1.3).
Alternatively, one can also argue as follows: For the set of poles Πα = {w ∈ C :
|w + ρα + n| = ǫ, n ∈ N, 0 < ǫ≪ 1} the Mellin-Barnes integral
1
2πi
∫
Πα
N∏
ν=0
Γ(qνw)
r∏
k=1
Γ(1− dkw)s−wdw,
with s = (−1)Qt gives us a solution that is the P µα−1α part of (1.2). This can be seen from
the following calculation∑
n≥0
Resw=−ρα−n
N∏
ν=0
Γ(qνw)
r∏
k=1
Γ(1− dkw)s−w
=
∑
n≥0
1
(µα − 1)!(
d
dw
)µα−1((w + ρα + n)µα
N∏
ν=0
Γ(qνw)
r∏
k=1
Γ(1− dkw)s−w)|w=−ρα−n
=
∑
n≥0
1
(µα − 1)!(−
d
dP
)µα−1((−P )µα
N∏
ν=0
Γ(−qν(ρα+n+P ))
r∏
k=1
Γ(1+dk(ρα+n+P ))s
ρα+n+P |P=0
6
= −
∑
n≥0
(−1)nQ
(µα − 1)!
µα−1∑
κ=0
(
µα − 1
κ
)(
(
d
dP
)µα−1−κ
∏r
k=1
∏ndk
j=1(dk(ρα + P ) + j)∏N
ν=0
∏nqν
i=1(qν(ρα + P ) + i)
((−1)Qt)ρα+n+P
)
|P=0
×
(
(
d
dP
)κP µα
N∏
ν=0
Γ(−qν(ρα + P ))
r∏
k=1
Γ(1 + dk(ρα + n+ P ))
)
|P=0
To get a solution with P µα−2α part of (1.2) we choose ν1 ∈ [0, N ] such that ρα = aqν1 for
some a ∈ [0, qν1 − 1] and calculate
1
2πi
∫
Πα
(−1)qν1w
∏N
ν=0,ν 6=ν1 Γ(qνw)
∏r
k=1 Γ(1− dkw)s−w
Γ(1− qν1w)
dw
In this way we increase the number of Γ-factors in the denominator. The factor Γ(qνw)
multiplied by a function sin (πqνw)
π
(−1)qνw with period 2π√−1 gives (−1)qνw
Γ(1−qνw) . Thus we
obtain a µα tuple of Mellin-Barnes integral solutions to (1.3) that are linear combinations
of (1.2). To get (1.2) solutions from the Mellin-Barnes integral solutions we need only to
solve a system of linear equations determined by a µα × µα upper triangle matrix with
non-zero diagonal entries.
As for the statement on the solutions to the irreducible operator Hred we shall consider
the Mellin-Barnes integrals
1
2π
√−1
∫
Πα
∏N
ν=0 Γ(qνw)∏r
k=1 Γ(dkw)
s−wdw,
whose poles w ∈ Πα are at most of order µα − να. On calculating its residues, we obtain
a subspace of solutions to (1.3) of dimension Qred =
∑p
α=1(µα − να). 
Corollary 2.5. There is a basis
X(z) = (X1(z), . . . XQ(z))
of solutions to (1.3) such that the monodromy around z = 0 is given by
X(z)→X(z) · E0.
Proof. Recall that λ =
∏N
ν=0 q
qν
ν
/∏r
k=1 d
dk
k and t = λz. The monodromy of the Γ-series
in (2.2) around t = 0 comes only from
ePα log ttρα 7→ ePα log(exp(2π
√−1) t)(exp(2π
√−1) t)ρα(2.3)
= e2π
√−1Pα · exp(2π√−1ρα) · ePα log ttρα ,(2.4)
and other terms are single-valued. Now Corollary 2.5 follows from the fact that the linear
operator
e2π
√−1Pα · exp(2π√−1ρα)
=
(
1 + 2π
√−1Pα + · · ·+ 1
(µα − 1)!
(
2π
√−1Pα
)µα−1) · eα
on the µα-dimensional vector space C[Pα]/(P
µα
α ) has Jordan normal form eα idµα +Jµα,−.
7
Alternatively, one can also argue as follows: This can be seen by a generalization of
Frobenius method for a differential equation with multiple local exponents at s = 0. The
residue
Res
w=−ρα
N∏
ν=0
Γ(qνw)
r∏
k=1
Γ(1− dkw)s−w
admits an asymptotic expansion of the following type
µα∑
j=1
(log s)µα−jsραhj(s)
for holomorphic functions hj(s), j = 1, · · · , σα at s = 0. If we apply the monodromy
action s 7→ se2π
√−1 to this series µα times repeatedly, we get a local basis of a rank µα
subspace of solutions. The monodromy action induced by a turn around s = 0 on this
subspace of solutions has the Jordan normal form eα idµα +Jµα,−. For each α, this subspace
is invariant with respect to the monodromy action within the total solution space, we get
the statement. 
Set σ0 = 0 and σi =
∑i
α=1 µα for i = 1, . . . , p.
Lemma 2.6. Xσi(z) is singular at z = 1 for any 1 ≤ i ≤ p.
Proof. Assume that Xσi(z) is holomorphic at z = 1. Since Xσi(z) is a solution to (1.3), its
only possible singular points on C are z = 0 and 1, so that z−ρiXσi(z) is in fact an entire
function. Since (1.3) has a regular singularity at infinity, Xσi(z) has at most polynomial
growth at infinity. This implies that z−ρiXσi(z) is a polynomial, which cannot be the case
since the series (1.2) defining Xσi(z) around the origin is infinite. 
Lemma 2.7. There is a fundamental solution Y (z) = (Y1(z), . . . , YQ(z)) of (1.3) around
z = 1 such that Yi(z) is holomorphic for i = 1, . . . , Q− 1.
Proof. We prove the following stronger result; Yi has a series expansion
Yi = (z − 1)i−1
∑
m≥0
Gm(z − 1)m
for i = 1, . . . , Q− 1, and YQ(z) has the series expansion
YQ(z) = (z − 1)n−12
∑
m≥0
G′m(z − 1)m +
∑
m≥0
G′′m(z − 1)m
when n is even, and
YQ(z) = (z − 1)n−12 log(z − 1)
(∑
m≥0
G′m(z − 1)m
)
+
∑
m≥0
G′′m(z − 1)m
when n is odd. Since Q− 2 is the largest exponent, one can find a series solution
YQ−1 = (z − 1)Q−2
∑
m≥0
Gm(z − 1)m
to (1.3).
Next we remove the common factor θ in two terms of (1.3) from the left to obtain a
differential equation; the factor q0θt with ν = a = 0 in the first term is replaced with q0,
and the factor (d1θt + d1) with k = 1 and b = d1 in the second term is replaced with d1
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(note that t(d1θt + d1) = d1θtt). One can see (cf. e.g. [BH89, (2.8)]) that the set of local
exponents of the resulting equation at z = 1 is given by{
0, 1, . . . , Q− 3, n− 1
2
}
.
Now Q− 3 is the largest exponent, and one can find a series solution
YQ−2 = (z − 1)Q−3
∑
m≥0
Gm(z − 1)m
to this equation.
One can continue this process until the differential equation becomes irreducible of rank
Qred whose set of exponents is given by
{
0, 1, . . . , Qred − 2, n−1
2
}
. This irreducible differen-
tial equation describes the period of the Calabi-Yau manifold obtained by compactifying
Yt (cf. [CG11, Theorem 1.1]). This Calabi-Yau manifold has an ordinary double point
at z = 1, and the period integral along the vanishing cycle gives the singular solution
YQ(z), while integrals against classes orthogonal to the vanishing cycle give holomorphic
solutions Y1(z), . . . , YQred−1(z). 
Lemma 2.6 and Lemma 2.7 imply the following:
Lemma 2.8. One can choose a fundamental solution Y (z) = (Y1(z), . . . , YQ(z)) around
z = 1 so that the connection matrix
(2.5) X(z) = Y (z) · L1
is given by
(2.6) L1 =

1 0 · · · 0 0
0 1 · · · 0 0
...
...
. . .
...
...
0 0 · · · 1 0
c1 c2 · · · cQ−1 1

where cσi 6= 0 for any i = 1, . . . , p.
When n is odd, the monodromy of YQ around s = 1 is given by
YQ(z)→ YQ(z) + 2π
√−1(z − 1)(n−1)/2
∞∑
m=0
G′m(z − 1)m.
The second term is holomorphic at z = 1 and can be expressed as a linear combination
of Y1(z), . . . , YQ−1(z). Hence the monodromy around z = 1 is given by
Y (z)→ Y (z) · E1
where
E1 =

1 0 · · · 0 c′1
0 1 · · · 0 c′2
...
...
. . .
...
...
0 0 · · · 1 c′Q−1
0 0 · · · 0 1

When n is even,
YQ(z)→ −YQ(z) + 2
∞∑
m=0
G′m(z − 1)m,
9
so that the monodromy around z = 1 is given by
Y (z)→ Y (z) · E1.
where
E1 =

1 0 · · · 0 c′1
0 1 · · · 0 c′2
...
...
. . .
...
...
0 0 · · · 1 c′Q−1
0 0 · · · 0 −1
 .
Note that the monodromy of Y (z) around z = 0 is given by
Y (z) = X(z) · L−11
→X(z) · E0 · L−11 = Y (z) · L1 ·E0 · L−11 .
By a straightforward calculation, we have the following:
Proposition 2.9. The monodromy matrices h0, h1 and h∞ around z = 0, 1 and ∞ with
respect to the basis Y (z) of solutions of (1.3) are given by
h0 = E0 +

0 0 · · · 0
...
...
. . .
...
0 0 · · · 0
γ1 γ2 · · · γQ
 ,
h1 =

1 0 · · · 0 g1
0 1 · · · 0 g2
...
...
. . .
...
...
0 0 · · · 1 gQ−1
0 0 · · · 0 (−1)n−1
 ,
h−1∞ = h0 +

0 0 · · · 0 δ1
0 0 · · · 0 δ2
...
...
. . .
...
...
0 0 · · · 0 δQ
 .
Lemma 2.10. Let v = (v1, . . . , vQ)
T be a column vector and define a Q×Q matrix by
T = (v, h0 · v, . . . , hQ−10 · v).
Then one has
det T = ±
∏
1≤α<β≤p
(eα − eβ)µα·µβ ·
p∏
α=1
(vσα−1+1)
µα .
Proof. Let T (α, j) ∈ SLQ(C) be the block diagonal matrix defined by
T (α, j) =
(
idQ−j−1 0
0 idj+1−eα · Jj+1,+
)
.
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Then
T · T (1, Q− 1) · T (1, Q− 2) · · · · · T (1, Q− µ1)
· T (2, Q− µ1 − 1) · · · · · T (2, Q− µ1 − µ2)
· T (p,Q− σp−1 − 1) · · · · · T (p, 1)
is a lower-triangular matrix whose i-th diagonal component for σα−1 < i ≤ σα is given by∏
β<α
(eα − eβ)µβ · vσα−1+1.

Corollary 2.11. v = (v1, . . . , vQ)
T is a cyclic vector with respect to h0 if and only if the
condition
(2.7)
p∏
α=1
vσα−1+1 6= 0
is satisfied.
Lemma 2.12. If v ∈ CQ satisfies
(2.8) h−i∞ · v = hi0v, i = 1, 2, . . . , Q− 1,
then (2.7) holds.
Proof. Since the kernel of h−1∞ − h0 is the orthogonal complement of the last coordinate
vector eQ = (0, . . . , 0, 1) ∈ CQ, the equations (2.8) for v = (v, 0) where v = (v1, · · · , vQ−1)
can be rewritten as
Σ · v = 0
where Σ is a (Q−1)× (Q−1) matrix whose j-th row vector is the first Q−1 components
of the last row vector of hj0. Define a block diagonal (Q− 1)× (Q− 1) matrix by
S(α, j) =
(
idQ−j−2 0
0 S ′
)
where S ′ ∈ SLj+1(C) is given by
S ′ =

1 0 · · · 0 0
−eα 1 · · · 0 0
...
...
. . .
...
...
0 0 · · · 1 0
0 0 · · · −eα 1
 .
Then the components of the matrix
Σ˜ = S(1, 1) · · ·S(1, µ1 − 1) · S(2, µ1) · · ·S(2, σ2 − 1) · S(3, σ2) · · ·S(3, σ3 − 1)
· · ·S(p, σp−1) · · ·S(p, σp − 2) · Σ
are zero below the anti-diagonal (i.e., Σ˜ij = 0 if i + j > Q) and the i-th anti-diagonal
component Σ˜i,Q−i−1 for σα−1 < i ≤ σα is given by∏
β>α
(eα − eβ)µβcσα .
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The (Q− 1)-st equation
(const) · v1 +
∏
β>1
(e1 − eβ)µβcµ1v2 = 0
together with Lemma 2.8 implies that v2 = 0 if v1 = 0. By repeating this type of
argument, one shows that v1 = 0 implies v = 0. Moreover, one can run the same argument
by interchanging the role of (v1, e1, cµ1) with (vσα−1+1, eα, cσα) to show that vσα−1+1 = 0
implies v = 0. Hence a non-trivial solution to (2.8) must satisfy (2.7). 
This concludes the proof of Theorem 1.1.
3. Invariants of the hypergeometric group
We prove the following in this section:
Proposition 3.1. Let q = (q0, . . . , qN ) and d = (d1, . . . , dr) be sequences of positive
integers such that Q :=
∑N
i=0 qi =
∑r
k=1 dr. Then the space of Q×Q matrices invariant
under the action
Hq,d ∋ h : X 7→ h ·X · hT
is at most one-dimensional.
Proof. Let X be a Q×Q matrix invariant under the hypergeometric group Hq,d, so that
(3.1) h ·X · hT = X
for any h ∈ Hq,d. Let e1 = (1, 0, . . . , 0)T be the first coordinate vector. Since {(hT∞)ie1}Qi=0
spans CQ, Xij is determined by the Hq,d-invariance once we know Xi1 for i = 1, . . . , Q.
Put
(3.2) h1 = h
−1
0 · h−1∞ =

(−1)rBQ 0 · · · 0 0
(−1)r(BQ−1 −AQ−1) 1 · · · 0 0
...
...
. . .
...
...
(−1)r(B2 −A2) 0 · · · 1 0
(−1)r(B1 −A1) 0 · · · 0 1
 ∈ Hq,d
and consider (3.1) for h = h1. Since
(h1 ·X · hT1 )i1 =
Q∑
k,l=1
(h1)ikXkl(h1)1l
=
Q∑
k,l=1
(h1)ikXkl(−1)r+N+1δ1l
=
Q∑
k=1
(−1)N+r+1(h1)ikXk1,
the first column of (3.1) reduces to
(3.3) (−1)N+r+1((h1)i1X11 +Xi1) = Xi1
for 2 ≤ i ≤ Q. If n = N − r is even, then (3.3) implies
Xi1 = −1
2
(h1)i1X11,
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so that the space of Hq,d-invariants is at most one-dimensional. If N+r is odd, then (3.3)
gives X11 = 0. Fix j 6= 1 such that (h1)j1 = (−1)r(BQ−j+1 −AQ−j+1) 6= 0. Since
(h1 ·X · hT1 )ij =
Q∑
k,l=1
(h1)ikXkl(h1)jl
=
Q∑
k=1
(h1)ik(Xk1(h1)j1 +Xkj(h1)jj)
=
Q∑
k=1
(h1)ik(Xk1(h1)j1 +Xkj)
= (h1)i1(X11(h1)j1 +X1j) + (Xi1(h1)j1 +Xij)
= (h1)i1X1j +Xi1(h1)j1 +Xij,
the j-th column of (3.1) gives
(h1)i1X1j + (h1)j1Xi1 = 0
for 2 ≤ i ≤ Q. Since (h1)j1 6= 0, one obtains
Xi1 = − (h1)1i
(h1)j1
X1j
for 2 ≤ i ≤ Q, so that the space of H-invariants is at most one-dimensional also in this
case. 
4. Coherent sheaves on Calabi-Yau complete intersections in weighted
projective spaces
We prove the Hq,d-invariance of the Gram matrix in Theorem 1.2 in this section. The
proof is closely related to the discussion of Golyshev [Gol01, §1], although the use of the
right dual collection (Fi)Qi=1 seems to be new.
Let Y be a smooth complete intersection of degree (d1, . . . , dr) in the weighted projective
space P = P(q0, . . . , qN). We use the Koszul resolution
0 −→ OP(−d1 − · · · − dr) −→
r⊕
i=1
OP(−d1 − · · · − d̂i − · · · − dr)
−→ · · · −→
⊕
1≤i<j≤r
OP(−di − dj) −→
r⊕
i=1
OP(−di) −→ OP −→ ι∗OY −→ 0
(4.1)
of the structure sheaf OY of Y to compute the derived restriction
Lι∗(−) := (−) L⊗ι−1OP OY : Db cohP→ Db cohY,
where ι : Y →֒ P is the inclusion.
Let (Ei)Qi=1 be the full strong exceptional collection on Db cohP given as
(E1, . . . , EQ) = (O, . . . ,O(Q− 1)),
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and (F1, . . . ,FQ) be its right dual exceptional collection characterized by the condition
Extk(EQ−i+1,Fj) =
{
C i = j, and k = 0,
0 otherwise.
Note that F1 = OP(−1)[N ] and FQ = E1 = OP. The Euler form on the Grothendieck
group K(P) defined by (1.1) is neither symmetric nor anti-symmetric, whereas that on
K(Y ) is either symmetric or anti-symmetric depending on the dimension of Y . The bases
{[Ei]}Qi=1 and {[Fi]}Qi=1 of K(P) are dual to each other in the sense that
χ(EQ−i+1,Fj) = δij .(4.2)
We will write the derived restrictions of Ei and Fi to Y as E i and F i respectively. Unlike
{[Ei]}Qi=1 and {[Fi]}Qi=1, {[E i]}Qi=1 and {[F i]}Qi=1 are not bases of K(Y ), and their images
in the numerical Grothendieck group are linearly dependent. Put
X ij = χ([F i], [F j])
and let (aij)
Q
i,j=1 be the transformation matrix between two bases {[Ei]}Qi=1 and {[Fi]}Qi=1
so that
[Fi] =
Q∑
j=1
[Ej]aji.
We prove the following in this section:
Proposition 4.1. X is an invariant of the hypergeometric group Hq,d.
We divide the proof into three steps.
Lemma 4.2. Let Φ be an autoequivalence of Db cohY such that its action on {[F i]}Qi=1
is given by
[F i] 7→
Q∑
j=1
hij [F j].
Then X is invariant under the action of h = (hij)
Q
i,j=1;
X = h ·X · hT .
Proof. Since an autoequivalence Φ induces an isometry of K(Y ), one has
X ij = χ([F i], [F j])
= χ([Φ(F i)], [Φ(F j)])
=
Q∑
k,l=1
hikχ([Fk], [F l])hjl
=
Q∑
k,l=1
hikXklhjl
for any 1 ≤ i, j ≤ Q. 
Remark 4.3. Since {[F i]}Qi=1 are not linearly independent, the choice of h in Lemma 4.2
is not unique.
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Lemma 4.4. The action of the autoequivalence of Db cohY defined by the tensor product
with OY (−1) on {F i}Qi=1 is given by h0;
[F i ⊗OY (−1)] =
Q∑
j=1
(h0)ij [F j ].
Proof. Since tensor product with O(−1) commutes with restriction, it suffices to show
[Fi ⊗OP(−1)] =
Q∑
j=1
(h0)ij [Fj].
Since {[EQ−i+1]}Qi=1 and {[Fi]}Qi=1 are dual bases, this is equivalent to
(4.3) [EQ−i+1 ⊗O(−1)] =
Q∑
j=1
[EQ−j+1](h−10 )ji.
Recall from (1.7) that
(h−10 )ji = δj,i+1 − δi,QBQ−j+1.
Since Ei = O(i− 1), Equation (4.3) for i 6= Q gives
OP(Q− i)⊗OP(−1) = OP(Q− i− 1),
which is obvious. Equation (4.3) for i = Q gives
[OP(−1)] +
Q∑
j=1
BQ−j+1[OP(Q− j)] = 0,
which is OP(−1) times the relation
[OP] +B1[OP(1)] + · · ·+BQ−1[OP(Q− 1)] +BQ[OP(Q)] = 0
coming from the exact sequence
0→ OP →
N⊕
i=0
OP(qi)→
⊕
0≤i<j≤N
OP(qi + qj)→ · · · → OP
(
N∑
i=0
qi
)
→ 0(4.4)
obtained by sheafifying the Koszul resolution
0→ ΛNV ⊗ Sym∗ V ∗ →· · · → Λ2V ⊗ Sym∗ V ∗
→ V ⊗ Sym∗ V ∗ → Sym∗ V ∗ → C→ 0,
where V is a graded vector space such that P = Proj(Sym∗ V ∗). 
Lemma 4.5. The action of the autoequivalence of Db cohY given by the dual spherical
twist T∨F1 along F1 is given on {F i}
Q
i=1 by h1;
[T∨F1(F i)] =
Q∑
i=1
(h1)ij[F j].
Proof. Recall that for a spherical object E and an object F , the dual spherical twist T∨E F
of F along E is defined as the mapping cone
T∨E F = {F → hom(F , E)∨ ⊗F}
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of the dual evaluation map. Since the induced action on the Grothendieck group is given
by the reflection
[T∨E (F)] = [F ]− χ(F , E)[E ],
it suffices to show that
(4.5) (h1)ij = δij −X i1δj1.
Recall from (3.2) that
(h1)ij =

(−1)rBQ i = j = 1,
δij j 6= 1,
(−1)r(BQ−i+1 − AQ−i+1) i 6= 1 and j = 1.
Equation (4.5) for j 6= 1 is obvious, and that for i = j = 1 follows from
(−1)rBQ = (−1)r+N+1 = (−1)N−r+1 = (−1)n+1
and
X11 =
{
0 n is odd,
2 n is even.
To prove (4.5) for i 6= 1 and j = 1, one can use
χ(Fi(1)) =
Q∑
j=1
χ((h−10 )ijFj) =
Q∑
j=1
(h−10 )ijχ(E1,Fj) = (h−1∞ )iQ = −BQ−i+1.
and
χ(Fi(j)) = χ(O(−j),Fi) = χ(E−j+1,Fi) = δQ+j,i
for −Q + 1 ≤ j ≤ 0 to show
(−1)rXi1 = (−1)rχ(F i,F1)
= (−1)Nχ(F1,F i)
= (−1)Nχ(OY (−1)[N ],F i)
= χ(OY (−1),F i)
= χ(F i(1))
= χ(Fi(1))−
r∑
k=1
χ(Fi(1− dk)) +
∑
1≤k<l≤r
χ(Fi(1− dk − dl))
− · · ·+ (−1)rχ(Fi(1− d1 − · · · − dr))
= −BQ−i+1 −
r∑
k=1
δQ−dk+1,i +
∑
1≤k<l≤r
δQ−dk−dl+1,i − · · ·+ (−1)rδQ−d1−···−dr+1,i
= −BQ−i+1 −
r∑
k=1
δQ−i+1,dk +
∑
1≤k<l≤r
δQ−i+1,dk+dl − · · ·+ (−1)rδQ−i+1,d1+···+dr
= −BQ−i+1 + AQ−i+1,
where we have used (1.8) in the last equality. 
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5. Mirror manifolds and Stokes matrices
In this section, we discuss the relation between the Gram matrix in Theorem 1.2 in
the case when Y is a hypersurface and the Stokes matrix for the quantum cohomology
of the weighted projective space. By [CLCT09, Corollary 1.8], the quantum differential
equation for the small J-function of P is given by
(5.1)
n∏
i=0
qi−1∏
k=0
(
qiz
∂
∂t1
− kz
)
JP = e
t1JP,
where t1 is the flat coordinate associated with the positive generator of H
2(P;Z) ⊂
H∗orb(P;C) and z is the quantization parameter. It follows that the stationary-phase
integrals
Ji(t1; z) =
∫
Γi
ef/zΩ(5.2)
span the identity component of the space of flat sections of the first structure connection,
where f is the function f(x) =
∑N
i=0 qixi on
T = {(x0, . . . , xN) ∈ (C×)N+1 | xq00 · · ·xqNN = et1},
Ω is the holomorphic volume form Ω = dx0 ∧ · · · ∧ dxN/d(xq00 · · ·xqNN ) on T, and {Γi}Qi=1
is a basis of flat sections of the local system whose fiber is the relative homology group
HN(T, Re(f/z)≪ 0;Z).
The function f has Q critical points
pi = e
(t1−2iπ
√−1)/Q · (1, . . . , 1), i = 1, . . . , Q
with critical values
f(pi) = Qe
(t1−2iπ
√−1)/Q,
where the minus sign comes from the clockwise order on the distinguished set (ci)
Q
i=1
of vanishing paths, which we choose as straight line segments from the origin to the
critical values as in Figure 5.1. See e.g. [AGZV88] for vanishing cycles and the Picard-
Lefschetz formula. Let (γi)
Q
i=1 be the corresponding distinguished basis of vanishing cycles
in HN−1(f−1(0);Z). We choose Lefschetz thimbles (Γi)
Q
i=1 as in Figure 5.2, which gives
a basis of the relative homology group HN(T, Re(f/z) ≪ 0;Z) for arg(z) > 0. They
conjecturally correspond to the full exceptional collection (Fi)Qi=1 in the derived category
of coherent sheaves on P under homological mirror symmetry [Kon98], and Theorem 5.1
below gives an evidence for this conjecture. The thimbles (Γ′i)
Q
i=1 shown in dotted lines
are the dual Lefschetz thimbles, which is a basis of HN(T, Re(f/z)≪ 0;Z) for arg(z) < 0
and should correspond to the dual exceptional collection (Ei)Qi=1 under homological mirror
symmetry. The stationary-phase integral (5.2) is the Laplace transform
(5.3) Ji(t1; z) =
∫
ℓi
es/zI˜i(t1; s)ds
of the period integral
I˜i(t1; s) =
∫
γi⊂f−1(s)
Ω/df,
where ℓi is a path on the s-plane starting from a critical value underlying the Lefschetz
thimble Γi and Ω/df is the Gelfand-Leray form on f
−1(s).
17
c1
c2
cQ−2
cQ−1
cQ
Figure 5.1. Vanishing paths
Γ1
Γ2
ΓQ−2
ΓQ−1
ΓQ
Γ′1
Γ′2Γ′3
Γ′Q−1
Γ′Q
Figure 5.2. Lefschetz thimbles
The Stokes matrix (Sij)
Q
i,j=1 is a part of the monodromy data for the stationary-phase
integrals in (5.2), which is related to intersection numbers of vanishing cycles as fol-
lows (cf. e.g. [Dub98, Section 4.1] or [Ued05, Section 5]): Let (Γ+j )
Q
j=1 be a basis of
HN(T, Re(f/z) ≪ 0;Z) for arg(z) > 0, which is obtained from the basis (Γ′Q+1−i)Qi=1 of
HN(T, Re(f/z) ≪ 0;Z) for arg(z) < 0 by parallel transport along a path in the upper
half plane {z ∈ C× | Im z ≥ 0} with respect to the Gauss-Manin connection on the
relative homology bundle. Then the Stokes matrix is given by
Γ+j =
Q∑
i=1
SijΓi.
On the other hand, Picard-Lefschetz formula (see e.g. [Pha85, Ebe87, AGZV88]) gives
Γ+j − Γj =
∑
i<j
(γi, γj)Γi,
where (γi, γj) = (−1)N(N+1)/2(γi ◦ γj) is (−1)N(N+1)/2 times the intersection number of
vanishing cycles γi and γj. This shows that
Sij =
{
(γi, γj) i < j,
δij otherwise.
Simultaneous multiplication xi 7→ αxi by a constant α ∈ C× induces an isomorphism
from f−1(s) at et1 = a to f−1(αs) at et1 = αQa, so that the period integral I˜i(s; t1)
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depends only on the ratio of sQ and et1 ;
I˜i(s; t1) = Ii(t), t = λQ
Q et1/sQ, λ =
N∏
ν=0
qqνν
/
QQ.
Here, the factor QQ is chosen so that the critical values s = f(pi) go to t = λ. For any
fixed value of t1, the function I˜i(s; t1) is holomorphic at s = 0 and has singularities at
s = ∞ and the critical values s = f(pi). On the other hand, the function Ii(t) satisfies
the irreducible hypergeometric differential equation HredIi(t) = 0 and has singularities at
t = 0, λ and ∞. The singularities of Ii(t) at t = 0 and λ come from those of I˜i(s; t1),
whereas the singularity at t =∞ comes from the Q-fold Kummer covering t ∼ 1/sQ.
The irreducible local system Lred on P1\{0, 1,∞} associated withHredI = 0 is described
by Golyshev [Gol01] as follows: Let Y be the anticanonical hypersurface in P and ι :
Y →֒ P be the inclusion. Let further K(P) be the Grothendieck group of P and K be the
subgroup of K(P) generated by {[ι∗OY (i)]}i∈Z. Set
ϕ0(x) =
N∏
ν=0
(xqν − 1), ϕ∞(x) = xQ − 1, η(x) = gcd (ϕ0(x), ϕ∞(x)) ,
and
ϕ∞(x) =
ϕ∞(x)
η(x)
, ϕ0(x) =
ϕ0(x)
η(x)
,
so that Q = deg(ϕ0(x)) = deg(ϕ∞(x)) and Qred = Q−deg(η(x)). Since K(P) is generated
by {OP(i)}i∈Z with relations
N+1∑
k=0
(−1)k
∑
0≤j1<···<jk≤N
[
OP
(
i−
k∑
ℓ=1
qjℓ
)]
= 0
coming from the exact sequence (4.4), one has a ring isomorphism
K(P) ∼= Z[x, x−1] /ϕ0(x)(5.4)
sending xi to [OP(i)]. It follows from (4.1) that
[ι∗OY (i)] = [OP(i)]− [OP(i−Q)],(5.5)
which goes to xi(1 − x−Q) under the isomorphism (5.4). This shows that the group K
is isomorphic to the subgroup of Z[x, x−1] /ϕ0(x) generated by xi(1− xQ) for i ∈ Z, and
one has a short exact sequence
0 −−−→ K −−−→ K(P) −−−→ K(P)/K −−−→ 0,
where
K ∼= ϕ∞(x)Z[x, x−1]/(ϕ0(x)) ∼= Z[x, x−1]/(ϕ0(x))
and
K(P)/K ∼= Z[x, x−1]/(ϕ0(x), ϕ∞(x)) = Z[x, x−1]/(η(x)).
Let Φ0 be an autoequivalence of D
b cohP defined by Φ0(−) = OP(−1)⊗(−). The induced
map φ0 : K(P) → K(P) is given by multiplication by x−1, which clearly has ϕ0(x) as
the characteristic polynomial. The autoequivalence Φ0 induces an autoequivalence Φ0 of
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Db cohY given by Φ0(−) = OY (−1) ⊗ (−). The induced map φ0 : K → K fits into the
commutative diagram
K K(P)
K K(P)
φ0 φ0
since
ι∗(OY (−1)⊗ (−)) ∼= ι∗(ι∗OP(−1)⊗ (−))
∼= OP(−1)⊗ ι∗(−),
and the characteristic polynomial of φ0 is given by ϕ0(x).
Let Φ1 = T
∨
F1 be the autoequivalence of D
b cohY appearing in Lemma 4.5. The induced
map will be denoted by φ1 : K → K. Define an autoequivalence Φ∞ of Db cohY by
Φ∞ =
(
Φ0 ◦ Φ1
)−1
.
The induced map φ∞ : K → K is given by
φ∞ = (φ0 ◦ φ1)−1,
which is presented by the matrix h∞ = (h1 ◦h0)−1 by Lemmas 4.4 and 4.5. It follows that
φ∞ acts on {[F i]}Qi=1 by cyclic permutation
[F i] 7→
Q∑
j=1
(h∞)ij[F j ] = [F i−1].
Since {[Fi]}Qi=1 is a free Z-basis of K(P), one can define a linear automorphism φ∞ :
K(P)→ K(P) by
(5.6) φ∞([Fi]) = [Fi−1].
We have a commutative diagram
(5.7)
K K(P) K(P)/K
K K(P) K(P)/K,
φ∞ φ∞
which induces the dotted vertical arrow on the right. By taking the transpose of the
diagram (5.7), one obtains the commutative diagram
K∨ K(P)∨ (K(P)/K)∨
K∨ K(P)∨ (K(P)/K)∨.
φ
T
∞ φ
T
∞ φ
T
∞
∣∣
(K(P)/K)∨
Since the Euler form is non-degenerate by (4.2), it gives an identification K ∼= K(P)∨ :=
Hom(K(P),Z) with the dual group. The transpose φT∞ of (5.6) is given by the cyclic
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permutation φT∞([Ei]) = [Ei+1] of {[Ei]}Qi=1, which goes to the cyclic permutation of {xi}Q−1i=0
under the isomorphism K(P) ∼= Z[x, x−1]/(ϕ0(x)). Note that the Euler form satisfies
χ(xj , xi·xk) = χ(OP(j),OP(i+k)) = χ(OP(i−j+k)) = χ(OP(−i+j),OP(k)) = χ(x−i·xj , xk),
so that the transpose of multiplication by xi is given by multiplication by x−i. One has
(K(P)/K)∨ ∼= K⊥ ⊂ K(P)
with respect the the Euler form, so that
(K(P)/K)∨ ∼= {α ∈ K(P) | χ(α, β) = 0 for any β ∈ K}
= {α ∈ K(P) | χ(α, ϕ∞(x)γ) = 0 for any γ ∈ K(P)}
=
{
α ∈ K(P) | χ(ϕ∞(x−1)α, γ) = 0 for any γ ∈ K(P)
}
= Ker
(
ϕ∞(x
−1) : K(P)→ K(P))
= Ker (ϕ∞(x) : K(P)→ K(P)) .
By (5.4) one has
Ker (ϕ∞(x) : K(P)→ K(P)) ∼= Z[x, x−1]/(η(x)).
Since φT∞ acts on a basis as a cyclic permutation φ
T
∞([Ei]) = [Ei+1] that is the transpose of
(5.6), the characteristic polynomial of φT∞ is given by ϕ∞(x) = x
Q− 1. The characteristic
polynomial of the induced action on (K(P)/K)∨ ∼= Z[x, x−1]/(η(x)) is given by η(x), so
that the characteristic polynomial of φ
T
∞ : K
∨ → K∨ is given by ϕ∞(x) = ϕ∞(x)/η(x).
Since transposition does not change the eigenvalues of a linear map, the characteristic
polynomial of φ∞ is also given by ϕ∞(x).
Let K be the local system associated with K ⊗Z C such that the monodromy at the
origin acts by ϕ0 : [ι∗OY (i)] 7→ [ι∗OY (i − 1)] and the monodromy at λ acts by ϕ1 :
[ι∗OY (i)] 7→ [ι∗(T∨F1OY (i))]. From the explicit description of φ0 and φ∞ in terms of the
isomorphism K ∼= Z[x, x−1]/(ϕ0(x)), one can easily see that φ0 and φ∞ have no non-trivial
simultaneous invariant subspace, so that the local system K is irreducible.
The discussion so far shows that the irreducible local system K satisfies the conditions
that
• the characteristic polynomial of the monodromy at 0 is given by ϕ0(x),
• the characteristic polynomial of the monodromy at ∞ is given by ϕ∞(x), and
• the monodromy at λ is a pseudo-reflection
According to [BH89, Theorem 3.5], an irreducible local system on P1\{0, λ,∞} satisfying
the above conditions is unique up to isomorphism. One can see from [BH89, Section 2]
that the irreducible local system Lred defined in Section 1 satisfies these conditions, so
that one has an isomorphism of the local systems Lred and K. The local section of Lred
coming from the integration along the vanishing cycle γ1 is characterized as the unique
section which is holomorphic at λ, and as such corresponds to the section [F1] in the local
system K ⊗Z C. Since the monodromy at infinity φ∞ acts by cyclic permutation
[F i] 7→
Q∑
j=1
(h∞)ij[F j ] = [F i−1],
vanishing cycles (γi)
Q
i=1 correspond to ([F i])Qi=1 under this isomorphism. Since the inter-
section form on vanishing cycles is monodromy-invariant, the Gram matrix (γi, γj)ij is
an invariant of Hq,d so that it must be proportional to (χ(F i,F j))i,j by Theorem 1.2.
21
The multiplicative constant can be fixed from the fact that the monodromy of Lred at
λ is the pseudo-reflection by γ1 and the monodromy of K at λ is the pseudo-reflection
by [F1]. If n is even, then the multiplicative constant can also be fixed by noting that
(γ1, γ1) = 2 = χ(F1,F1). It follows that the Stokes matrix is given by
Sij = (γi, γj) = χ(F i,F j) = χ(Fi,Fj) + (−1)nχ(Fj,Fi) = χ(Fi,Fj)
for i < j, so that we have the following:
Theorem 5.1. The Stokes matrix (Sij)
Q
i,j=1 for the quantum cohomology of the weighted
projective space is given by the Gram matrix of the full exceptional collection (Fi)Qi=1 with
respect to the Euler form;
(5.8) Sij = χ(Fi,Fj).
This generalizes the case of the projective space proved in [Guz99, Tan04] and surely
known to experts (see e.g. [Iri09, Remark 4.13]). The relation between Stokes matrices and
exceptional collections originates from [CV93] and was developed by Kontsevich [Kon98],
Zaslow [Zas96] and Dubrovin [Dub98].
The rank Q of the quantum differential equation (5.1) is the rank of the relative ho-
mology group HN(T, Re(f/z) ≪ 0;Z), whereas the rank Qred of the irreducible local
system Lred is the rank of the homology group HN−1(f−1(s);Z) of a smooth compacti-
fication f−1(s) of the fiber f−1(s). As a result, sections of the reducible local system L
not coming from sections of Lred are not period integrals on the mirror manifold f−1(s).
Since the stationary-phase integrals Ji are Laplace transform of the period integrals I˜i as
described in (5.3), one only needs the monodromy of the irreducible local system Lred for
the proof of Theorem 5.1.
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