Abstract-Simulation-based testing is seen as a major requirement for the safety validation of highly automated driving. One crucial part of such test architectures are models of environment perception sensors such as camera, lidar and radar sensors. Currently, an objective evaluation and the comparison of different modeling approaches for automotive lidar sensors are still a challenge. In this work, a real lidar sensor system used for object recognition is first functionally decomposed. The resulting sequence of processing blocks and interfaces is then mapped onto simulation methods. Subsequently, metrics applied to the aforementioned interfaces are derived, enabling a quantitative comparison between simulated and real sensor data at different steps of the processing pipeline. Benchmarks for several existing sensor models at a concrete selected interface are performed using those metrics by comparing them to measurements gained from the real sensor. Finally, we outline how metrics on low-level interfaces can correlate with results on more abstract ones. A major achievement of this work lies within the commonly accepted interfaces and a common understanding of real and virtual lidar sensor systems and, even more important, an initial guideline for the quantitative comparison of sensor models with the ambition to support future validation of virtual sensor models.
I. INTRODUCTION
Simulation-based testing is seen as a requirement for the validation of the safety of automated driving [1] . In consequence, the research project ENABLE-S3 [2] has been established to find cross-domain test methods, including software-, hardware-, and vehicle-in-the-loop testing, for safety validation of Automated Cyber-Physical systems (ACPS). A central part of most ACPS is formed by its perception sensor systems. For conducting X-in-the-loop (software, hardware, vehicle) tests, corresponding simulation models for all components are in demand: In SiL tests, sensor models are required to feed the implemented functions of the ACPS. In HiL and ViL tests, real-time sensor models can be used for sensor stimulation, where real sensor hardware is exposed to synthetic data.
Alternatively, sensor hardware can be replaced by directly injecting synthetic data into the functional units of the ACPS. Even combinations of simulated and real sensor signals can be used for stimulation [3] . Before virtual sensor data can be used in such tests, they must be validated in order to provide a high level of quality and fidelity. Sensor model validation, however, is a complex task and globally accepted quality criteria for sensor models have not been established yet. In this work, the focus is put on automotive lidar sensors, which are frequently used in addition to camera and radar sensors for environment perception in automated driving applications, such as valet parking. By deriving metrics for the comparison of synthetic against real data on different interfaces, this work takes a first step towards enabling sensor model validation.
The remainder of this work is organized as follows: At first, a description of lidar sensors is given where we carefully derive a differentiation between sensors and sensor systems for which we deploy the method of functional decomposition. As a result, the different output interfaces of existing lidar sensor systems are listed and specified. Quantitative metrics are then proposed to benchmark and evaluate synthetic sensor data at the previously derived interfaces. Finally, an exemplary application of the derived metrics is given by evaluating different virtual lidar sensor models against data from performed real-world measurements.
II. RELATED WORK
The method of functional decomposition was introduced in [4] in the context of safety validation for automated driving. There, six functional layers of the driving function were derived to reduce the number of concrete scenarios that have to be covered for safety validation. The functional layers of information reception and information processing are now further functionally decomposed here for an example of a lidar sensor systems. It enables to derive generic interfaces of such systems later used for sensor model validation. Related to functional decomposition, a generic architecture for sensor models has been proposed [5] .
For sensor model validation, AIAA definitions [6] are often applied [7] - [9] . Validation in this context means the process of determining the degree to which a model is an accurate representation of the real world from the perspective of the intended use of the model. It is mostly based on the comparison of real and synthetic data, as presented e.g. in [10] . The data is compared using metrics and, therefore, it Lidar sensor system for object detection must be ensured that the collected data and the performed scenarios contain the aspects and effects that shall be tackled by the model. The results of the metrics still have to be interpreted by one or more "experts", though it is not clear what qualifies to be one. Additionally, [8] shows a comparison of real and synthetic lidar data in a static scenario is shown. The sensor data is compared on occupancy grid level using quantitative metrics. However, this study does not cover other lidar data types, such as point clouds or object lists. Prerequisite for validation is a list of valid requirements, which is predefined by the stakeholders of the model and not by its developer. In fact, requirements indirectly define the metrics and scenarios to be selected for validation. But, no method for deriving decent requirements for sensor models has been reported, yet. Thereby, a paradox appears in this context, as typically no stakeholder has the complete overview and knowledge about the required and the possible fidelity of sensor models, yet, which are generally not identical. While [8] is directly related to the work in the following, progress here is provided by benchmarking different models in different simulation tools. In fact, this enables writing requirements and interpreting metrics from the insight into lidar sensor systems and from first benchmarks of different modeling approaches and interfaces.
III. FUNCTIONAL LIDAR SENSOR SYSTEM DECOMPOSITION
In the scope of this work, the focus is put on the decomposition of lidar sensor systems for object detection, landmark detection, target tracking and classification tasks, but can be easily extended to additional applications.
As a first definition, there is a distinction between the lidar sensor front-end and the data processing unit. While the former focuses on emitting laser pulses in the environment and measuring their echoes, the latter includes all steps of data reduction towards an object list. Fig. 1 shows the decomposition of a lidar sensor system. The output of the sensor front-end is defined as the raw scan (IF1), whereas the output of the processing unit is an object list that contains geometric and physical properties of inferred objects, such as position, velocity or classification (IF3). In between, the point cloud (IF2) is an intermediate interface that consists of a Cartesian representation of the radially measured distances of a lidar scan. It may contain data from multiple lidar sensors. In this case, temporal and spatial calibration into a common reference frame has been performed previously. As simulating signals at the possible interface right after digitization and sampling is not very common and mostly not available in current simulation tools, it is not considered as a generic interface for functional decomposition and evaluation. Consequently, the raw scan is chosen as a first generic interface IF1 for the functional decomposition of lidar systems for simplicity. Therefore, thresholding for echo detection while excluding false negative detections and producing and handling of false positive echoes is already included in the first generic interface IF1. A raw scan consists of a list of tuples of measured values, as for example the measured distance and additional values like intensity or echo-pulse-width, depending on the sensor implementation. Also depending on that implementation, one or more echoes are saved in the raw scan for each transmitted beam. This involves a decision, which and how many of them are going into the raw scan. Therefore, the number of saved tuples equals the number of transmitted beams multiplied by the number of saved echoes per transmitted beam. The header of one raw scan list has to provide that number, and e.g. temporal information and the angular and radial resolution, as well as the maximal and minimal angular and radial range. Thus, IF1 is a spherical list representation of measured data.
Once the raw scan is provided, the next generic step for multi-sensor lidar sensor systems is to fuse several sensors into a single coordinate system, mostly Cartesian and originated at the center of the ego vehicle's rear axle. The vehicle coordinate system is orientated with x to the front, y to the left and z up in accordance with ISO 8855:2011 [11] . Again, in single-sensor systems, fusion and transformation are not mandatory.
The result of the possible alignment and fusion steps, which includes extrinsic calibration, is named point cloud IF2 and can be used as a starting point for several use cases, as already mentioned. If only one sensor is used, alignment to the vehicle coordinate system can still be necessary for further usage.
In the use case of lidar-based object perception, the point cloud is typically processed continuously by a perception pipeline that consists of a clustering and segmentation algorithm, as in [12] , and of temporal fusion models such as Bayesian filters (e.g. Extended Kalman Filter, UKF or Multiple-Model-Filters [13] , [14] ) to keep track of objects over time. Hence, the combination of time data with motion models of target objects allows to reduce noise on the measurements and to estimate characteristics of the target that were not initially measured (e.g. velocity). Meanwhile, the object candidates get classified using information from tracking. This is achieved through mostly rule-or machine learning-based algorithms [15] . The point clusters and their corresponding object candidates are illustrated in Fig. 2 .
IV. GENERATION OF REAL LIDAR DATA

A. Scenarios for model benchmarking
A measurement campaign was executed to obtain sensor data for benchmarking the performance of several simulation models. At first, a static traffic jam scenario was studied, where the ego car (car ego ) was placed behind two preceding vehicles (car left and car right ), as shown in Fig. 3 . During the campaign, the ego car was placed at five different longitudinal distances ∆x to the cars for each independent measurement, which resulted in slightly different lateral distances ∆y and orientation angles ∆ψ of the ego car with respect to the others. Both cars stayed in place for all measurements. The left car had at a lateral distance of 4.22 m to the right car with respect to their reference points and the rear axles of the cars in front were aligned. The different evaluated values for ∆x, ∆y and ∆ψ are summarized in Tab. I. The distance of the two cars was limited to 50 m to limit the influence of beam divergence on measurements. Ground truth positions for the ego vehicle and the right car were acquired using an RTK GPS system with an accuracy of 0.1 m for the position and 1°f or the heading. Besides, all positions were double-checked with measurement tape. For the evaluation of the object list interface (IF3) a dynamic scenario was carried out. In this scenario, the ego car was placed on a street and remained stationary. A second car in front of the ego car drove at walking pace from a distance greater than the sensors' maximal radial range straight towards the ego car. This scenario was stopped when the second car reached the ego car up to a vehicle length. As in the static scenario, both cars were equipped with RTK GPS systems to measure ground truth positions.
B. Details of the real lidar sensor system
The ego vehicle was equipped with two Ibeo LUX 2010 lidars, as described in [16] . Their position and orientation in the car is summarized in Tab. II, where all the coordinates refer to the vehicle frame located on the ground under the center of the rear axle and oriented as described in ISO 8855:2011 [11] . The maximal radial range of the sensor is 200 m and the minimal radial range is 0.3 m. The sensors perceive the environment using four layers spread along the elevation angle θ of the sensor. Those layers are each scanned independently by a laser moving along the azimuth angle φ, which is different for the two bottom and two top layers (Fig. 4 ) and leads to a total horizontal angular range of 110°.
The horizontal angular resolution of both sensors was set to 0.25°. In fact, this horizontal resolution here is obtained by a regular resolution of 0.5°and a zipper-like shift of the two upper layers with respect to the lower ones, as visualized in Fig. 4 . There, the middle of the beams is marked, which are located at −1.2°, −0.4°, 0.4°, and 1.2°. Including the beam divergence, this leads to an overall vertical angular range of 3.2°. Other effects on the real data like noise behavior, influences on the received signal's intensity and temporal effects are explained in detail in [17] and specifically for the presently used sensor in [18] . In the scenarios evaluated in this work, beam divergence at ∆x = 50 m is equal to 70 cm in the elevation angle θ and 7 cm in the azimuth angle φ.
Finally, the output interface of the sensor system for the static scenarios was set to obtain a raw scan, which corresponds to the previously defined IF1. For dynamic scenarios, the tracking part of the object list is evaluated, so this data is provided by the real system, as well.
V. GENERATION OF SYNTHETIC LIDAR DATA
There are different approaches for sensor simulation. Cao distinguishes them by white-box, black-box and gray-box models [19] . While white-box models focus on detailed simulation of sensor properties including physical phenomena or physical structures while neglecting run time, black box models focus on the general properties of a perception sensor and favor the run time. Gray-box models are a tradeoff between white-and black-box models that try to offer necessary reality and efficiency for the validation of ACPS.
The interface that should be addressed by the sensor model plays a crucial role when reasoning about modeling approaches. For object lists on IF3, the task is to reproduce existence, state and class uncertainties of the actual sensor system. This is possible without knowledge about the actual physical coherences with data-driven black-box models as e.g. in [20] In case of low-level data simulation on IF1 or IF2 with high degree of fidelity, more physical aspects have to be modeled. This includes signal propagation models as used in ray tracing-like approaches, as well as noise models, beam divergence or temporal effects that occur. Additionally, the physical properties of the environment have to be mapped to the virtual world accordingly.
Nevertheless, physics can be considered in models on object list level, as well, which results in gray-box or phenomenological models as in [21] . Still, there is no clear separation when to call a model gray-box or black-box, stochastic, phenomenological, or data-based. In this work, we evaluate data on different interfaces, where in case of the object list data, it is derived from formerly generated point cloud data that is then processed by object perception algorithms developed to serve as state-of-the-art reference. At first, the point cloud data needs to be created, which will be described in the following.
A. Ray tracing methods
Ray casting and ray tracing both have their origins in computer graphics and describe techniques for the rendering of a three-dimensional scene. Ray casting [22, pp. 305-312 ] is a fast method for rendering, but is now mainly used in the context of volume visualization. Ray tracing [22, pp. 219-266] , on the other hand, is used to generate synthetic photo-realistic images. The basic principle is to shoot rays into the scene from the perspective of a sensor. If a ray hits an object in the scene, the intersection point of the object relative to the sensor can be determined.
Further steps are considered in ray tracing. These include direct and indirect beam calculations between light sources in the scene and the intersection point. In combination with the material description of the hit object, the reflective energy perceived by the sensor is calculated. In order to determine further effects such as reflections, refraction, etc., further beams can be calculated from the intersection point depending on the material properties. This process can be repeated as often as desired until, for example, a maximal reflection depth is reached or the contribution of energy becomes too low.
Since lidar works according to the same principle, the ray casting method can be used for the purpose of lidar simulation. The rays are calculated directly by the sensor and the intersection points with the objects of the scene are collected as a result. A more advanced approach would be to use ray tracing where the "light source" of the active sensor is also modeled, as are material properties, atmospheric effects, etc. which influence the reflected energy, as they are mentioned in Sec. IV-B. In this work, however, only the simple ray casting is applied and the maximal range is considered.
The simple approach can easily be extended by including material, atmospheric, and distance in signal attenuation properties. In addition, multiple beams or oversampling can be used to simulate beam divergence.
In order to run a lidar simulation with ray casting effectively with today's hardware, the calculations are strongly parallelized by calculating several beams simultaneously. The scene remains fixed until all rays are calculated. With mechanical lidar sensors, however, each scan (horizontal or vertical) measures only one series of points per time step. This leads to a distortion of the resulting point cloud and is also known as rolling shutter for camera images, which is lost by using strong parallelization. However, this effect is negligible as long as there are no objects with higher velocities in the scene. In addition, a new generation of lidar sensors is currently being developed, as already mentioned, where the temporal order of collecting the echoes will be different and in case of flash lidars more similar to the parallel ray casting models.
B. Depth buffering
Based on the simplified approach, a lidar sensor can be simulated very effectively via the pipeline of today's graphics cards. The Z-buffer (also referred to as depth buffer), which is needed for the concealment calculation during image rendering, can also be stored as depth map. It contains the depth information of the image relative to the camera sensor. With this information it is possible to reconstruct the beams and their intersections in the scene of a lidar sensor that has the same location as the camera sensor. The drawback, compared to the real ray casting, is the required resampling step to transfer the beams of the pinhole camera model to those of a lidar model. However, if oversampling is used, the error is small and the effect of beam divergence can also be taken into account.
C. Environment modeling
At last, it should be mentioned that the generation of synthetic data relies strongly on the environment models and simulation. Roads, buildings and all other objects need to represent the real world that the sensor is facing with respect to their materials, shapes and surfaces. The immense effort e.g. for modeling static objects in adequate precision like 5 cm deviation in geometric dimensions of the models themselves and their geo-referenced position is described in [8] . In the scope of this work, static scenarios are used in which no environment is modeled and only cars are considered to avoid complications caused by differences of the environment simulation compared to reality, as stated in Sec. V. This way, the influence of non-observable effects is minimized and the feasibility of the scenarios in the real world is ensured.
VI. METRICS FOR OBJECTIVE DATA COMPARISON
In this section, rather than visually comparing real and synthetic data in a subjective fashion, a list of possible metrics dealing with point cloud (IF2) and tracked object list (IF3) allowing for an objective comparison is given. Nevertheless, most metrics on IF2 do work on IF1, as well.
A. Metrics on point cloud interface (IF2)
There are multiple metrics for comparing point clouds as described in [23] . They can be categorized as follows. The metrics of the first category can be applied directly onto the two point clouds without prior preparations of the clouds. An example for these metrics is the point cloud distance metric mentioned in [24] . This metric is based on the calculation of the minimal Euclidean distance from every point in the real point cloud P = {p 1 , ..., p M } to the simulated point cloud P = {p 1 , ...,p N }, with the 3D-points p m ,p n ∈ R 3 .
And because this is a non-symmetrical metric, the worst case
is assumed.
For comparison purposes, we divide the point cloud distance metric by the maximum number of points of either the real or simulated point cloud, to get
.
To take the impact of noise into account, we calculate this metric for K consecutive scans and compute the averagē D K PP (P,P).
For the second category of metrics, two-dimensional occupancy grids are generated from the point clouds in a first step. When comparing different occupancy grids, various metrics can be found in the literature, like the overall error or the Barons cross correlation coefficient described in [8] . The occupied cells ratio (OCR) metric is chosen here, which is based on a cell-wise comparison of the real and simulated occupancy grid. The OCR describes the relation of true classified, occupied cells in the simulated occupancy grid G = {c 1 , ...,c J } to the total number of occupied cells in the real occupancy grid G = {c 1 , ..., c I } [25] ,
, where
For the calculation of OCR K , K consecutive scans are considered for the generation of the real and simulated occupancy grids. With grids that were accumulated over time, the impact of noise is taken into account. Thus, P (p m in c i ) indicates how often a cell was occupied during K scans. In case ofD K PP , 0 m would be the optimum and in case of OCR K , it would be 1.
B. Metrics on object list interface (IF3)
The evaluation of the object list interface recorded in a dynamic scenario can be done on different levels. On the first level, the quality of the tracking algorithm is assessed by the well-known Optimal Subpattern Assignment (OSPA) metrics, which are based on the Wasserstein distance. Several versions of the OSPA metric are compared in [23] , but because of its applicability in dynamic scenarios with multiple objects, the Optimal Subpattern Assignment for Multiple Tracks (OSPA-MT) metric, which is described in [26] , is selected. This metric measures the distance between two finite sets of tracks while also considering false and missed tracks. Additionally, the Jaccard index [27] is calculated, which is typically used for the assessment of detection and tracking algorithms, in which geometric information of objects is available. It is based on the comparison of the ground truth and estimated object bounding box. To verify the results of the segmentation and classification algorithms, a confusion matrix can be built as shown in [28] . This matrix is the basis for calculating the three metrics precision, recall and F1 Score, which in turn are a quality measure for the algorithms. The results of the Jaccard index and OSPA-MT metric are not shown in a single scenario, but used to show a correlation, as described in the following. (Fig. 4) Yes Yes Zipper shift (Fig. 5 
C. Correlation between metrics on different interfaces
As a last step of the evaluation, the correlation between metrics on point cloud interface (IF2) and on object list interface (IF3) is evaluated by computing the Pearsons correlation coefficient. This shows the influence of IF2 on IF3 and allows us to precisely detect errors in the tool chain. Therefore, metrics on IF2 and IF3 during the dynamic scenario need to be aligned over time. Afterwards, a scanby-scan comparison for every time stamp, in which the metrics of IF2 and IF3 are computed, is made by calculating the Pearsons correlation coefficient over all time stamps, as described in [23] .
VII. EVALUATED MODELS AND BENCHMARKS
A. Metric evaluation by car misplacement
As metric evaluation with respect to their intended usage is a required step during validation, both metrics have been evaluated regarding their sensitivity to misplacement of objects in simulation. Fig. 6 shows the results of a variation of the distance between car left and car right at a distance ∆x to car ego of 10 m. OCR 250 was calculated for 250 scans at 12.5 Hz of real point clouds, due to the noise, and shows very high sensitivity due to its binary character, whereasD 250 PP , with the same 250 scans, is ascending with higher error in distance, as expected. For the simulated data, as no model is considering noise in this study, it does not matter if 1 or 250 * In this case a logarithmic 24 bit depth buffer was used. In contrast to a linear depth buffer, the 24 bits are not distributed evenly over the visible area, but logarithmically. This has an advantage if the visible range is very large and the depth resolution becomes very coarse in the linear case. scans are included in the evaluation. As the misplacement of an object can be caused by errors in reference data or small sensor calibration errors, this has to be taken into account, when results are presented in the following section.
The error of the reference data in the described scenario is approximately 10 cm, as RTK GPS on both cars is approximately 1 cm off and the measuring error while obtaining the position of the devices in the cars is about 4 cm. For the measurements, [16] lists a distance resolution of 4 cm with a repeat accuracy (1 σ) of 10 cm for the Ibeo LUX 2010.
B. Static scenario for benchmarking of point cloud models
For the model benchmarking on point cloud interface (IF2), only the two objects described in Sec. IV-A with identical 3D models for the cars are used in each simulation. The environment is not considered, as stated in Sec. V. The cell size for OCR 250 in all benchmarks here is set to 0.1 m. Different simulation tools are used to generate the data and the rendering techniques, as well as the considered effects and specifications of the real sensor in the lidar sensor model implementations can be seen in Tab. III. The socalled additional effects could be e.g. noise, beam divergence, multi-path reflections of the signal, multiple echoes per beam, rolling shutter, and motion blur. All of them offer potential for improvements of the models' fidelity. Additionally, no signal intensities or echo pulse widths are simulated, as they would need different metrics for their evaluation. Besides, only the first echo of the real lidar sensors have been considered for comparison with simulated data in this work.
The obtained results can be observed in Fig. 7 forD 250 PP
and Fig. 8 for OCR 250 for their exact values. At first, they show the tendency thatD 250 PP increases with increasing ∆x as real data is influenced by beam divergence and radial measurement accuracy of the real sensor. Then, OCR 250 is falling with increasing ∆x, which is most likely based on less occupied cells in the real data compared to the simulated one because of the not considered signal attenuation in all models. If the simulated and real point clouds are identical, but shifted just one cell in the occupancy grid for the chosen cell size, OCR 250 gets very low or even 0, as potentially happening for model M1. 
C. Dynamic scenario to show correlation of metrics
The analysis of the correlation between the metrics on IF2 and IF3 is done by calculating the two point cloud interface metrics for every time stamp of the dynamic scenario and comparing them with the two object-list interface metrics, which are calculated for every time stamp as well. Only the results of M1 were considered in this calculation. Furthermore, we limit the evaluation of IF3 to the two tracking metrics described before. Tab. IV shows the Pearsons correlation coefficient for all combinations of IF2 and IF3 metrics. As the distance between the second car and the ego car decreases, both the IF2 and IF3 metrics improve. In case of the OCR 250 and Jaccard index, the values rise with lower distance, while the values of OSPA-MT andD 250 PP metrics fall as their optimum is zero. For this reason, two correlation coefficients show a negative sign, nevertheless this means a high correlation. Overall, the correlation coefficient demonstrates the existence of a correlation between the interfaces. This knowledge can be used to specifically show the origin of an error in the processing chain. 
VIII. CONCLUSION
In the present work, automotive lidar sensor systems for object detection are functionally decomposed and internal interfaces are defined in order to provide a methodology that supports the validation of virtual sensor models. Quantitative metrics were proposed for different interfaces that enable the comparison of synthetic and real sensor data. The proposed metrics were evaluated by using real sensor measurements that were compared to sensor data from four different virtual sensor models in a static scenario from the automotive domain. First investigations of influences and correlations between metrics from different interfaces were made for a target tracking scenario.
Since all investigated models use simple but common abstractions from the physical principles of real lidar sensors, each of the models performed poorly regarding the introduced metrics. In particular, it was shown that none of the models can generate sensor data for far objects precisely and ray launching methods have not shown to outperform depth buffer rendering for the task of point cloud generation, despite their theoretical advantages. However, the objective nature of the metrics derived in this work will support further developments of sensor models towards a level that can be considered to be sufficient for virtual validation of ACPS. This leads to the conclusion that functional decomposition of the sensor system and investigation of sensor data on different processing levels is key for the analysis of modeling errors.
In order to finally approach the validation of virtual sensor models, additional investigations have to be made in the future. At first, this includes a sensitivity analysis on interface metrics in large field tests which will make the case for the sensor system validation. Secondly, additional physical properties as well as their related metrics and influences on different use cases have to be encountered. Finally, an extension towards interfaces related to different use cases (e.g. lidar maps for SLAM) has to be made in order to combine them into a general validation argument for sensor models in examination.
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