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ABSTRACT
Theoretical and Experimental Investigation of Switch-Like Responses Arising from
Multisite Protein Phosphorylation
by
Seyedeh Marjan Varedi Kolaei
Chair: Xiaoxia Nina Lin
Switch-like responses are important regulatory features of biological processes involv-
ing binary decisions such as cell division. Multisite protein phosphorylation is a pro-
posed mechanism for achieving switch-like behaviors. For example, it is conjectured
that the G1/S transition of the yeast cell cycle occurs in a switch-like fashion due
to multisite phosphorylation-triggered degradation of the Sic1 protein. The objective
of this dissertation is first to acquire a quantitative and predictive understanding of
switch-like behaviors arising from multisite phosphorylation in natural systems, and
second to employ this knowledge for the design of synthetic protein devices.
We first developed a mathematical model to investigate systematically the role of
multisite phosphorylation in the phosphorylation-triggered degradation process of a
protein like Sic1. We found that as the number of sites increases, a more switch-like
temporal profile can be generated. The steepness is determined synergistically by
various factors, including the total number of sites and kinetic parameters. To test
our theoretical predictions, we examined the steady-state response of wild-type and
mutant Sic1 with various numbers of phosphorylation sites. It was observed that
xii
the response of Sic1, measured by its binding to a downstream protein Cdc4 in the
degradation pathway, to the Cln2-Cdc28 kinase in vitro is switch-like. Furthermore,
the ultrasensitivity decreases as the number of sites decreases.
We next showed, through computational analysis, that a multisite protein can
exhibit sustainable and tunable oscillations when embedded in a negative feedback
loop, formed via inhibition of the first phosphorylation step. We also designed a
protein degradation device based on multiple protein binding domains and carried
out preliminary study of its implementation. Our work demonstrates the potential of
utilizing multisite proteins or the broader design principle of intramolecular multiple
interaction modules, which provides an effective and flexible means for generating
high nonlinearity, in creating a wide range of synthetic biological devices.
This dissertation suggests quantitative design principles for switch-like stimulus-
response relationships arising from multisite protein phosphorylation, which might
be a widespread mechanism in cellular regulation. In addition, our results provide
intriguing hypotheses to be investigated experimentally in future work, such as the
critical effect of multi-step phosphorylation kinetics.
xiii
CHAPTER I
Motivation and Background
“Men love to wonder, and that is the seed of science.”
Ralph Waldo Emerson (1803–1882)
1.1 Summary
Cells have biochemical switches within their intracellular signaling networks to
make binary decisions. Multisite phosphorylation, one of the most frequent protein
modifications in living organisms, has been proposed as a mechanism for generat-
ing switch-like responses. To investigate switch-like behaviors arising from multiple
phosphorylation sites, I employed a combined theoretical/experimental approach.
In this chapter, I summarize previous theoretical and experimental studies at
the interface of switch-like stimulus-response relationships and multisite phosphory-
lation. I briefly review examples of multisite proteins involved in cell cycle regulation,
previously proposed mechanisms for switch-like responses, and current methods for
quantification of protein phosphorylation. I also discuss current state-of-the-art of
modular protein design in synthetic biology with special attention to tandem repeats
of protein interaction modules. I conclude by stating the scope of this dissertation
and providing a brief summary of each chapter.
1
1.2 Switch-Like Responses in Biological Systems
The term “switch-like”, also termed “ultrasensitive” in the steady-state domain,
is applied to a system that is more sensitive to changes of stimuli in the intermediate
regime than a hyperbolic (Michaelis-Menten) one [1]. Such a system filters out small
stimuli and reaches to saturated level sharply (Figure 1.1). Signaling cascades with
ultrasensitive stimulus-response curves convert continuous inputs to discrete outputs
and thereby are crucial for the regulation of processes involving binary decisions such
as cell fate decision and cell division.
Figure 1.1: Ultrasensitive versus hyperbolic stimulus-response curve. Ultrasensitivity
is quantified by Hill coefficient, nH . The more ultrasensitive the response is, the larger
nH is in a sigmoidal stimulus-response curve.
1.2.1 Mechanisms of Ultrasensitivity
In 1903, the Danish physiologist Christian Bohr reported the sigmoidal binding
curve of hemoglobin to oxygen and called it the Bohr effect [2]. The Bohr effect
is caused by cooperative interactions between the four subunits of the hemoglobin
tetramer: the binding of an oxygen ligand molecule to one subunit increases the
affinity of other subunits for oxygen due to changes in their tertiary structure. This
explanation is supported by the fact that myoglobin, a monomer with no cooperativ-
ity, does not exhibit the Bohr effect. Ligand cooperativity, also called “allostery”, is
one of the first and well known mechanisms for ultrasensitivity.
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In 1910, Hill formulated the Hill equation to describe the sigmoidal binding of
oxygen to hemoglobin, and generally cooperative ligand binding [3]. In this system, n
molecules of ligand (L) bind to a receptor (R) with infinite cooperativity, R+ nL
RLn,
Bound
Total
= [RLn]
[R]+[RLn]
= [L]
n
Kd+[L]n
, where Kd is the dissociation constant. The response
curve defined by the Hill equation is sigmoidal when n > 1, and the steepness of the
curve increases as n increases. The Hill coefficient, n, is 1 for a standard hyperbolic
stimulus-response curve. The Hill coefficient is 2.8 for the hemoglobin system, not 4,
because the cooperativity is not infinite.
The Hill equation has been used routinely to fit sigmoidal response curves resulting
from other mechanisms and the Hill coefficient, denoted by nH , has been accepted
as a standard measurement of ultrasensitivity for sigmoidal stimulus-response curves
in the literature. The term “allostery” has also been extended and is defined as “the
regulation of protein function, structure, and/or flexibility induced by binding of a
ligand or another protein, covalent modification or mutation at a distant site” [4].
It is worthy to note that by this definition, if phosphorylation causes conformational
changes in the protein, multisite phosphorylation falls in the category of allosteric
effects.
Another well characterized mechanism of ultrasensitivity is enzyme saturation
by substrate, which is called the “zero-order ultrasensitivity effect” [1, 5]. When a
converter enzyme is saturated by its protein substrate, it operates in or near the
“zero-order” region, the amount of modified substrate changes in an ultrasensitive
fashion.
Other mechanisms of ultrasensitivity include positive feedback loops [6], substrate
competition [7], and multi-level cascade [8–10]. Multi-level cascade can cause high
sensitivity by passing of ultrasensitivity from one level to the next and the accumu-
lation of sensitivity along the cascade. The response can be further amplified if an
effector acts at more than one step in a cascade of covalent modification [11]. An
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example of such systems is the mitogen-activated protein kinase (MAPK) cascade.
The ultrasensitivity arises in part from the fact that MAPK requires the phosphory-
lation of two sites for activation [9, 12], and it increases nearly multiplicatively as the
cascade is descended [10].
1.2.2 Ultrasensitivity Arising from Multisite Protein Phosphorylation
Analysis of dual phosphorylation of MAPK cascade proteins indicated for the first
time that distributive phosphorylation causes the steady state proportion of doubly
phosphorylated substrate to depend ultrasensitively on kinase concentration [12]. In
vitro assays revealed that human MAPKK-1 R4F phosphorylates two sites of Xenopus
p42 MAPK by a distributive mechanism rather than a processive mechanism, and thus
causes p42 MAPK to exhibit a sharp, sigmoidal stimulus-response curve [13]. In vivo
assays also demonstrated that the dual distributive phosphorylation of p42 MAPK,
combined with a positive feedback loop, underlies the very ultrasensitive response of
Xenopus oocytes to progesterone (Hill coefficient of at least 35) [14].
These results led to the emergence of the idea that more phosphorylation sites
could create a more switch-like response, as proposed for substrates like cyclin-
dependent kinase inhibitor Sic1 and cyclin E. Sic1 is phosphorylated on nine Ser/Thr-
Pro residues by Cln-Cdc28 kinase complex in Saccharomyces cerevisiae [15]. This
protein provides correct timing for the G1 to S transition by specifically inhibiting
Clb-Cdc28 [16]. Phosphorylation of six sites is sufficient for Sic1 degradation and
release of Clb-Cdc28 for DNA synthesis [17] (Figure 1.2). Nash and colleagues [17]
proposed that multisite phosphorylation would lead to a switch-like degradation: Sic1
destruction will be slow at first, but as soon as phosphorylation happens on five sites,
degradation increases more rapidly. Therefore, there will be a temporal threshold for
Sic1 destruction. If the degradation of Sic1 is governed by a single phosphorylation
site, there would have been a gradual decrease of Sic1 with increasing activity of
4
kinase. A similar discussion was presented by Welcker and colleagues [21] about the
multisite phosphorylation of cyclin E by Cdk2 and GSK3. At least four phosphoryla-
tion sites contribute to phosphorylation-triggered degradation of Cyclin E. However,
no experiments have been conducted on Sic1 or cyclin E to verify the ultrasensitivity
of the response to the corresponding kinases.
Figure 1.2: The role of Sic1 in the cell cycle. At G1 phase, Sic1 binds to Clb-
Cdc28 that is necessary for entering S phase. With increasing Cln1/2-Cdc28 activity,
Sic1 becomes phosphorylated and releases Clb-Cdc28, hence the cell enters into the
S phase. Phosphorylated Sic1 is specifically recognized by SCFCdc4 ubiquitin ligase
and undergoes ubiquitination and eventually degradation [18–20]. Picture from Tyers
Lab (http://www.mshri.on.ca/tyers).
Salazar and Hofer [22] examined the NFAT transcription factor (with at least 13
serine residues) which is activated through dephosphorylation by the phosphatase
calcineurin. The main NFAT members, NFAT1-4, reside in the cytoplasm in a phos-
phorylated (inactive) form and are imported into the nucleus after dephosphorylation
by calcineurin (activation). Mathematical analysis showed that multiple phosphoryla-
tion sites result in a threshold for protein activation. The sharpness of the threshold
increases with the number of phosphorylation sites, and thus NFAT proteins can
exhibit a switch-like response to calcineurin activity.
Gunawardena [23] accentuated the distinction of thresholding from switching. He
considered a hypothetical protein with an arbitrary number of sites which become
phosphorylated in an ordered distributive manner. The input is the ratio of kinase
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concentration over the phosphatase concentration, and the output is the fraction of
fully phosphorylated protein. He argued that this system exhibits good thresholding
feature but not necessarily good switching. Specifically, the fraction of fully phospho-
rylated substrate does not change appreciably when the ratio of kinase to phosphatase
activity is below a certain threshold (strong buffering at relatively low levels of input),
and this threshold becomes more strict as the number of sites increases. However,
above this threshold, the fraction of fully phosphorylated substrate changes only grad-
ually in response to the ratio of kinase to phosphatase activity (weak buffering effect
at relatively high levels of input).
More recently, Lin and colleagues [24] extended Gunawardena’s study and demon-
strated under what conditions multisite phosphorylation can be a good switch. Their
model is based on distributive phosphorylation and dephosphorylation. However,
the substrate with n phosphorylation sites becomes functional when m sites become
phosphorylated and m can be any number from 1 to n. The input is again the ratio
of the kinase concentration over the phosphatase concentration, but the output is
the fraction of functional proteins. The resulted stimulus-response curve is the most
sigmoidal (i.e. switch-like) when m ∼ n
2
and this characteristic is more significant for
large values of n (Figure 1.3). The effects of various factors, the kinetics parameters
of the phosphorylation/dephosphorylation reactions, the changes of “activity”of the
substrate along the phosphorylation reactions, and the order of phosphorylation on
ultrasensitivity were also examined.
In many regulatory systems, multisite phosphorylation regulates dynamic pro-
cesses. For example, Sic1 degrades when multiple sites become phosphorylated.
However, none of the previous theoretical work has examined the role of multisite
phosphorylation in temporal responses. Hence, we proposed to employ systematic
modeling to investigate switch-like temporal responses, where elimination of the sub-
strate protein is triggered by multisite phosphorylation (Chapter 2). The number of
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Figure 1.3: Steady-state stimulus-response curve. Substrate protein S has n phospho-
rylation sites and becomes “functional” when more than m sites are phosphorylated.
γ represents the fraction of functional protein. The input is the ratio of the kinase
concentration over the phosphatase concentration ([K]/[P]) [24].
phosphorylation sites, phosphorylation ordering, temporal profiles of the kinase have
been investigated as well.
On the experiment side, we aimed to closely examine the steady-state response
of the wild-type Sic1 protein and mutants with a varying number of phosphosites
(Chapter 3). Protein Sic1 has been chosen because Sic1 is a relatively well-studied
protein and yeast is a simple organism compared to other eukaryotes. Furthermore,
Sic1 as a cyclin-dependent kinase inhibitor plays an important role in the cell cycle
regulation which is well conserved in all eukaryotes. A particularly fascinating exam-
ple of proteins evolutionarily related to Sic1 is its functional homolog in mammalian
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cells, p27 [25–27]. The misfunction of p27 has been observed in a number of human
tumor types [28]. Reduced nuclear p27 is observed in up to 60% of primary human
breast cancers, which has been correlated with increased activity of the Src kinase
family which phosphorylates p27 [29]. Despite this protein’s biological significance,
little is known regarding its phosphorylation sites and potential ultrasensitivity prop-
erty. Fundamental insights obtained from the Sic1 phosphorylation system might be
possible to apply to other multisite proteins and have important implications for the
treatment of related diseases and for designing anti-cancer drugs.
1.2.3 Analytical Methods for Quantification of Multisite Phosphorylation
In order to test the theoretical predictions discussed above, it is essential to iden-
tify and quantify phosphorylation states of the substrate protein. Current methods
for the detection of phosphorylation can be categorized into radioactive-based and
radioactive-free strategies.
Protein phosphorylation is usually studied by labeling with 32P-labeled inorganic
phosphate [30, 31]. Although this technique is very simple and sensitive, particularly
for high-throughput proteomic analysis, it suffers from two drawbacks. The main
problem is the danger of radioactive exposure and safety issues involved. Secondly,
this technique might not always be suitable for in vivo studies due to several reasons:
(i) Incorporation of radioactive phosphorus isotopes into proteins in vivo might be
very inefficient due to the presence of the endogenous unlabeled ATP, (ii) The rate of
32P- incorporation into proteins depends heavily on the rate of turnover of phosphate
in the protein, (iii) High levels of radioactive phosphate incorporation may cause
cellular damage and alteration of phosphorylation states.
Alternative non-radioactive strategies are based on antibodies, electrophoresis,
and some mass spectrometry methods. Once the amino acid sequence around a
phosphorylation site has been determined, it is possible to make antibodies against
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synthetic phosphopeptides modeled on these phosphorylation sites [32]. Such anti-
phosphopeptide antibodies are very useful tools for monitoring the phosphorylation
of the protein at specific sites. However, it is very difficult to generate antibodies
specific to all sites, particularly when the substrate protein like Sic1 has multiple
phosphorylation sites. Moreover, it can not be used as a high-throughput method.
Each phosphate group is 80 Da and carries negative charge. Thereby, phosphory-
lation alters the mobility of a protein during polyacrylamide gel electrophoresis and
decreases its isoelectric point. The presence of phosphorylated residues in an unla-
beled protein can be deduced from altered gel mobility. However, no information on
which sites are phosphorylated can be deduced and the resolution is not high. We
have checked the activity of our kinase and phosphatase sources on Sic1 by monitoring
the band shift on the SDS polyacrylamide gel.
Mass spectrometry is another method that has become widely used in the identi-
fication and quantification of protein phosphorylation. This method is based on the
measurement of mass-to-charge (m/z) ratios and can be used for fast, sensitive and
high-throughput measurements. Several specific approaches have been developed.
The most common one is based on labeling proteins or peptides with different iso-
topes by chemical or metabolic means [33, 34]. In this approach, the sample is split,
both halves are differentially isotopically labeled, and one of the samples might be
dephosphorylated chemically or enzymatically before pooling of the two fractions and
MS analysis. The degree of phosphorylation can then be determined by comparison
of the signal intensity of the two differentially labeled unphosphorylated species, as-
suming that the increase in signal intensity of one species is due to dephosphorylation
[35–37].
Recently, a stable isotope-free MS approach for relative and absolute quantification
of protein phosphorylation stoichiometry was reported [38]. The proposed approach
is based on the assumption that the ion currents of a particular phosphopeptide
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and its unmodified cognate are correlated. Thereby, by monitoring the normalized
ion currents absolute concentration of phosphopeptides will be measured. We are
collaborating with Dr. Kristina H˚akansson’s lab in the Chemistry Department of the
University of Michigan to develop MS methods for analyzing Sic1 phosphorylation.
Initial exploration of the above approach was not successful. Nevertheless, we have
developed and are applying new MS assays that suit our specific needs for the study
of Sic1 (Chapter 6).
1.3 Protein-Based Synthetic Devices
The field of synthetic biology is currently dominated by manipulation of gene reg-
ulatory networks [39–41]. Nevertheless, regulation at the protein level is often faster,
more precise, and more efficient for the cell compared to regulation at the transcrip-
tion level. Analysis of natural proteins often employ the approach of decomposition
into multiple domains. Fusing proteins with various tags have been extensively used
for various purposes such as purification or fluorescence imaging [42]. In recent years,
it has become more and more common to recombine regulatory and catalytic domains
of multiple proteins to build synthetic proteins with novel functions for reprogram-
ming signaling networks or constructing synthetic devices [43–45].
1.3.1 Recombination of Protein Domains
A domain is defined as an evolutionarily and structurally separable unit within a
protein [45]. A domain in isolation may not be folded into its natural structure, and
furthermore folding of one domain may prevent correct folding of other domain(s) in
a synthetic protein [43]. In contrast, a module is defined as a functionally minimal
unit that is transferable from one protein context to another and hence are frequently
used in biological devices [46].
A “device” is a collection of one or more building blocks that operate together
10
and exhibit a defined function [47]. A biological device consists of an input module,
an output module, and a mechanism through which the changes in the input module
are translated to changes in the output function. The input and output functions
can be part of a single protein domain or separate domains, fused end-to-end in a
single protein or multiple proteins. The construction of a hybrid protein or device
starts with de novo design, exploring existing parts (motifs, domains, modules), or a
combination of the above, and is implemented through efficient DNA exchange and
assembly [42].
Due to the difficulty in predicting protein folding, stability, and dynamics, syn-
thetic biologists tend to work with well-behaved and characterized parts. Examples
of commonly used parts are Src homology 2 (SH2) and 3 (SH3) domains [48–50]. The
domains are usually connected through glycine-based peptides long enough to allow
the required configurations and interactions [51].
Small molecules have often been used as the input to a synthetic device. For
instance, rapamycin, a natural dimerizing molecule, has been shown to bind with high
affinity to the protein Fpr1, and this complex in turn binds to Tor1 [52]. Rapamycin
has been used commonly in synthetic devices to heterodimerize two proteins of interest
for inactivation, translocation, or changing the stability of a cellular protein [53–55].
An example of such synthetic devices was constructed for protein degradation by
George Church’s lab at Harvard Medical School. Janse and colleagues [56] fused the
Rpn10 subunit of S. cerevisiae’s 26S proteasome with Fpr1 tag, and a target protein
His3 with the ligand-binding domain of Tor (Figure 1.4). Addition of rapamycin to
the cell culture medium leads to association of Fpr1 and Tor, and thus localization
of Tor-His3 to the proteasome and thereby its destruction. Tor-His3 degrades with a
half-life of about 20 min.
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Figure 1.4: Design and fusion constructs for artificial localization of a target protein
to proteasome. One part of the heterodimerizing pair (Fpr1) is fused to a proteasome
subunit. The other part (Tor) is fused to a target protein. Dimerization of the two
parts occurs upon addition of the small molecule rapamycin. This strategy localize
the target protein to the proteasome upon introduction of rapamycin [56].
1.3.2 Repeats of Interaction Modules
In principle, multiple regulatory domains can potentially lead to ultrasensitive
interactions if binding of one input ligand enhances the binding of subsequent ligands
[57]. This is analogous to the mechanism underlying classical cooperative switches
such as hemoglobin as described earlier in this chapter. As the number of interacting
modules increases, the response to increasing concentration of ligands becomes more
ultrasensitive.
An interesting example of ultrasensitive protein devices based on this concept was
reported by Wandell Lim’s lab at the University of California San Francisco. Dueber
and colleagues [57] designed and built a modular protein switch by recombining the
catalytic domain of the actin regulatory protein N-WASP and the autoinhibitory
SH3 interaction module. In absence of SH3-binding peptide, the activity of the N-
WASP catalytic output domain is inhibited due to interaction with the heterologous
autoinhibitory SH3 domain. An exogenous SH3-binding peptide (stimulus) binds to
SH3 domains, removes the inhibitory effect and activates the catalytic activity of
N-WASP (response).
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Through a combination of modeling and systematically varying the number and
strength of the autoinhibitory interactions, Dueber and colleagues [57] demonstrated
that ultrasensitivity is dramatically altered by the number of autoinhibitory interac-
tions, even with no inter-domain cooperativity. A single SH3 module yielded a protein
that was activated in a linear fashion by SH3-binding peptide. Increasing the number
of SH3 domains increased ultrasensitivity, and the most ultrasensitive response (nH
of 3.9) was achieved by using five identical SH3 domains. Furthermore, they showed
that changes in individual affinities largely affect the EC50 but not the overall shape
of the input/output transfer function.
Inspired by this work, we decided to improve the performance of the protein degra-
dation device previously developed in the Church lab [56] by adding extra binding
domains (Chapter 5). We expected to see faster degradation by increasing the number
of Tor domains fused to the target protein.
1.4 Dissertation Overview
The objective of this thesis is first to obtain fundamental knowledge of switch-like
responses arising from multisite phosphorylation in natural systems; and second to
employ this knowledge for design of synthetic biological switches. The organization
of the dissertation is as follows:
In Chapter 2, phosphorylation-triggered protein degradation, a common regula-
tory mechanism in signaling processes, was modeled and systematically analyzed.
The model closely examined the role of multisite phosphorylation in affecting the
shape and particularly the sharpness of the temporal profile of the substrate protein.
In Chapter 3, we examined the response of a model protein Sic1 to the increasing
activity of the kinase. We observed ultrasensitive steady-state responses and dissected
the role of multiple phosphorylation sites through analysis of various Sic1 mutants.
Experimental results were combined with modeling, which led to new predictions of
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characteristics of the Sic1 phosphorylation system.
In Chapter 4, we discussed the application of multisite phosphorylation in the
design of protein-based oscillators. We showed theoretically how oscillatory behav-
ior can be generated in a broader space of parameters by increasing the number of
phosphorylation sites.
In Chapter 5, we studied ligand-induced protein degradation in a synthetic degra-
dation device. The effect of multiple protein binding domains was explored with a
target protein in S. cerevisiae.
Finally, in Chapter 6, the major conclusions derived from this thesis and our con-
tributions to the field are stated. Possible areas for future investigation are discussed
as well.
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CHAPTER II
Theoretical Investigation of Multisite
Phosphorylation-Triggered Degradation
2.1 Summary
Phosphorylation-triggered degradation is a common strategy for elimination of
regulatory proteins in many important cell signaling processes. Interesting examples
include cyclin-dependent kinase inhibitors such as p27 in human and Sic1 in yeast,
which play crucial roles during the G1/S transition in the cell cycle. In this work,
we have modeled and analyzed the dynamics of multisite-phosphorylation-triggered
protein degradation. Inspired by experimental observations on the Sic1 protein and
a previous intriguing theoretical conjecture, we develop a model to examine in detail
the degradation dynamics of a protein featuring multiple phosphorylation sites and
a threshold site number for elimination in response to a kinase signal. Our model
explains the role of multiple phosphorylation sites, compared to a single site, in the
regulation of protein degradation. A single-site protein cannot convert a graded input
of kinase increase to much sharper output; whereas multisite phosphorylation is ca-
pable of generating a highly switch-like temporal profile of the substrate protein with
two characteristics: a temporal threshold; and rapid decrease beyond the threshold.
We introduce a measure termed temporal response coefficient to quantify the extent
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to which a response in the time domain is switch-like and further investigate how this
property is determined by various factors including the kinase input, the total num-
ber of sites, the threshold site number for elimination, the order of phosphorylation,
the kinetic parameters, and site preference. Some interesting and experimentally ver-
ifiable predictions include that the non-degradable fraction of the substrate protein
exhibits a more switch-like temporal profile; a sequential system is more switch-like,
while a random system has the advantage of increased robustness; all the parameters,
including the total number of sites, the threshold site number for elimination, and
the kinetic parameters synergistically determine the extent to which the degradation
profile is switch-like. Our results suggest design principles for protein degradation
switches which might be a widespread mechanism for precise regulation of cellular
processes such as cell cycle progression.
2.2 Introduction
One third of all proteins in eukaryotic cells are phosphorylated at any time [58].
Phosphorylation profile has been interpreted as a “molecular barcode” [59] to di-
rect protein for other processes such as activation, inactivation, translocation, and
degradation. In particular, three major transitions in the cell cycle, namely, en-
try into the S phase, separation of sister chromatids, and exit from mitosis, involve
degradation of certain proteins after phosphorylation-dependent ubiquitination [60–
62]. Phosphorylation-driven ubiquitination through the SCF pathway and subse-
quent proteasomal degradation have been considered as a biochemical switch cru-
cial for coordinating phase changes during the cell cycle [63, 64]. For instance, the
ubiquitination and degradation of Sic1, a cyclin-dependent kinase inhibitor in yeast,
and its functional homolog in mammalian cells, p27, are triggered by phosphoryla-
tion [15, 17, 25, 26]. Degradation of Sic1 and p27 leads to the release of cyclins
required for DNA synthesis in the S phase. Reduced nuclear p27 is observed in up
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to 60% of primary human breast cancers, which has been correlated with increased
activity of the Src kinase family [29].
The number of phosphorylation sites observed in one protein can vary from 1 to
over 100 [65]. It has become increasingly apparent that multisite phosphorylation is
a widespread phenomenon among regulatory proteins in eukaryotic cells. Multisite
protein phosphorylation potentially provides a precise tool for dynamic regulation of
the downstream process. Different phosphorylation profiles of a single protein might
be linked to different functions.
For example, the retinoblastoma protein (Rb) has 16 Ser/Thr-Pro phosphorylation
sites and interacts with different proteins during various cell cycle phases depending
upon its phosphorylation profile [66, 67]. Most notably, in early G1, Rb is hypophos-
phorylated and sequesters the E2F family of transcription factors, thereby preventing
the transcription of genes required for S-phase entry; while in late G1, Rb becomes
hyperphosphorylated and thus inactive in repressing G1/S transition [68].
As another example, two sites in Xenopus protein Wee1A are responsible for the
mitotic inactivation of this protein, while at least two others regulate its proteolysis
during interphase [69]. Intriguingly, as far as protein stability is concerned, an al-
ternative property of multisite phosphorylation, the degree of phosphorylation (i.e.
the number of phosphate groups on a protein), instead of the exact pattern, might
determine the protein’s fate.
A well-studied example is protein Sic1, which plays a key role in regulating the
G1/S transition in the cell cycle of Saccharomyces cerevisiae. Sic1 inhibits Clb5,6-
Cdc28 kinase required for DNA replication and is believed to provide precise timing
for the G1 to S transition by undergoing switch-like proteasome-mediated degrada-
tion upon phosphorylation by the Cln2-Cdc28 kinase complex. Yeast strains lacking
Sic1 initiate DNA replication earlier and show extended S phase [70, 71]. On the
other hand, in mutant strains that are resistant to Sic1 degradation, cells experience
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lengthened G1 phase in an otherwise wild-type genetic background [72] or G1 phase
arrest in more complex situations [18]. Sic1 is phosphorylated by the Cln2-Cdc28
kinase complex on nine Ser/Thr-Pro residues [15]. Nash et al. [17] investigated how
multisite phosphorylation of Sic 1 regulates its ubiquitination and degradation. They
began with the Sic1 mutant which lacks all the nine phosphorylation sites and re-
stored the sites one by one in the order of their importance measured by the degree
to which elimination of a single site affects the Sic1 turnover. Serial reintroduction of
five sites failed to reestablish Sic1 binding to Cdc4, a subunit in the ubiquitin ligase
SCFCdc4 that determines the target specificity, or cell viability. Astonishingly, re-
addition of a sixth seemingly insignificant site abruptly restored Sic1’s binding with
Cdc4 in vitro and revived the cells in vivo. These experiments clearly revealed that
there is a threshold number of phosphorylated sites required to render binding of Sic1
with Cdc4. The “counting” mechanism underlying this multisite-dependent digital in-
teraction between phosphorylated Sic1 and Cdc4 has been studied both theoretically
and experimentally. Mathematical modeling suggested that cooperative interactions
between a disordered multi-phosphorylated Sic1 and a single-site receptor Cdc4 can
explain the observed phosphorylation threshold [73]. Furthermore, cumulative elec-
trostatic forces resulted from negatively charged phosphate groups were proposed as
the physical basis for the digital interaction between Sic1 and Cdc4 [74]. Recently,
NMR analysis showed that Sic1 indeed exists in an intrinsically disordered state and
its multiple phosphorylated sites interact with the single receptor site of Cdc4 in
dynamic equilibrium [75, 76].
Upon their remarkable discovery that Sic1 requires at least six sites phospho-
rylated to bind to Cdc4 for subsequent ubiquitination and degradation, Nash et al.
hypothesized that this phosphorylation threshold eventually causes Sic1 to degrade in
a switch-like manner during the G1/S transition [17]. Reviewing the above seminal
work, Deshaies and Ferrell conjectured more specifically that multisite phosphory-
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lation can create temporal thresholds [20]. They calculated time courses for Sic1
destruction in three scenarios: Sic1 destruction triggered by one fast, one slow, or
six fast phosphorylations. It was suggested that when six distributive and equivalent
phosphorylations are required, Sic1 destruction is initially very slow when the first
five sites are getting phosphorylated, then after a lag period, degradation dramati-
cally speeds up. In another word, a temporal threshold is created for Sic1 destruction
from the onset of Cln-CDK activation. Alternatively, if the degradation of Sic1 is
governed by a single phosphorylation, there would have been a gradual decrease of
Sic1 amount without time delay. The modeling framework presented by Deshaies
and Ferrell in this review, albeit primitive, represents a very intriguing idea aiming to
make the key connection between Sic1’s observed phosphorylation threshold number
to its ultimate function of regulating the G1/S transition. However, there remained
several caveats. First, six phosphorylations were considered, while Sic1 has a total
of nine sites. Do the remaining sites play any role? Second, it can be anticipated
that exactly how the kinase is activated, i.e. the temporal profile of the kinase signal,
affects the degradation of the substrate protein, and this aspect was not discussed.
Finally, it was not clear what determined quantitatively the temporal threshold and
speed of degradation. In this work, we will attempt to address the above issues, by
carrying out systematic and detailed mathematical modeling to examine how multi-
site phosphorylation might lead to switch-like protein degradation.
Switch-like behaviors have been studied extensively in the steady state domain,
where the response of a biological system (e.g. the amount of oxygen bound by the
hemoglobin protein in response to the change of oxygen concentration) exhibits the
very intriguing property of buffering fluctuations in the stimulus below a threshold
and amplifying drastically the change of stimulus above the threshold. This type
of switch-like response in the steady state domain has been termed “ultrasensitiv-
ity” in the literature and a number of mechanisms have been proposed to account
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for its sources, including ligand cooperativity [3], multi-step effect [8, 11, 77], en-
zyme saturation (i.e. zero-order ultrasensitivity) [1, 78], positive feedback [79–82],
multi-level cascade [10, 13, 83], multisite phosphorylation [17, 22, 23, 78, 84–86], and
substrate competition [7]. These studies have generated important insights concern-
ing steady-state responses, which often correspond to in vitro experimental assays,
on how switch-like behaviors arise. Nevertheless, what is crucial for many systems,
particularly in vivo processes, is the transient stimulus-response curve such as the
temporal profile of Sic1 during the G1/S transition, whereas switch-like responses in
the temporal domain have been investigated very limitedly. It should be noted that
the cell cycle signaling network in yeast has been examined very extensively through
mathematical modeling [87–90]; however, degradation of macromolecules such as Sic1
has been modeled with a single phosphorylation reaction without taking into account
the multiple phosphorylation steps.
Lin and colleagues [24] showed that multisite phosphorylation is a potential source
of switch-like steady-state responses; most importantly, a large number of total sites
combined with an intermediate threshold number of sites for changing substrate func-
tionality account for the switch-like behavior. Here, extending our previous stud-
ies, we investigate switch-like responses in the time domain when protein stabil-
ity depends on the degree of phosphorylation. We will present a model to analyze
phosphorylation-triggered elimination of the substrate protein in response to the rise
of kinase activity. We will show quantitatively how different parameters affect the
protein elimination dynamics when degradation occurs above a threshold number of
phosphorylations. In particular, we will explore how the extent to which the degra-
dation dynamics is switch-like is affected by the type of kinase stimuli, the number of
phosphorylation sites, the order of phosphorylation reactions, and kinetic parameters.
We have developed the model mainly based on the Sic1 system to reveal the role of
its existing multiple sites in regulating the protein’s switch-like destruction during
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the G1/S transition. However, multisite phosphorylation is potentially a widespread
source of switch-like protein degradation and the design principles revealed by our
model might be applicable to many other multisite regulatory proteins.
2.3 Methods
Systems of ordinary differential equations (described in the following section) were
formulated and solved with MATLAB 7.1. The codes are available at our website
http://www.engin.umich.edu/dept/che/research/lin/downloads.html.
The events integrated in ki include: binding of ATP and phosphospecies i to the
kinase, dissociation of phosphospecies i from the kinase, the chemical reaction of
phosphorylation and dissociation of the product from the kinase. The events inte-
grated in k−1i include: binding of ADP and phosphospecies i to the phosphatase,
dissociation of phosphospecies i from the phosphatase, the chemical reaction of de-
phosphorylation and dissociation of the product from the phosphatase. kdi includes all
events after phosphorylation to proteolysis. The ODE system is non-dimensionalized
as described in Appendix A and an unitless time unit is used through this chapter.
2.4 Results
2.4.1 Model Description
Figure 2.1A illustrates the phosphorylation-dephosphorylation-degradation reac-
tion network of a hypothetical protein with n phosphorylation sites. We consider
a single kinase and a single phosphatase acting on the substrate. We assume that
each phosphorylation or dephosphorylation reaction involves an independent collision
between the enzyme and the substrate; i.e., reactions proceed distributively. The
number of distinguishable phosphorylated species depends on the order of the phos-
phorylation and dephosphorylation reactions. Due to the lack of data in multi-step
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phosphorylation/dephosphorylation kinetics, currently, it is not clear whether there
are specific major patterns across different systems. Therefore, in this chapter, we
consider the most general case in which the reactions happen in a random manner. In
another word, any unphosphorylated (or phosphorylated) site can be phosphorylated
(or dephosphorylated) at any time regardless of the states of other sites. Existing
data on half-lives of Sic1 mutants suggested that phosphorylation on most of this
protein’s sites (eight out of nine) might be largely random. We term such a system a
random one, in which there are 2n differently phosphorylated species and there exist
n! distinct pathways to move from the completely unphosphorylated state to the fully
phosphorylated one. An important special case arises when the kinase/phosphatase
chooses a specific site with 100% bias over the other sites at any time. In this case, the
phosphorylation/dephosphorylation reactions proceed in an entirely ordered manner,
as shown in Figure 2.1B. There are evidences that certain proteins undergo phospho-
rylation in such a sequential manner. For instance, β-catenin, a cadherin associated
protein in Mammalia, is phosphorylated by kinase Gsk3 on three sites sequentially
during the G2/M-G1 transition [91]. Such systems are termed sequential here, which
simplifies into n+1 differently phosphorylated species and a single straight-line path-
way from the unphosphorylated state to the fully phosphorylated one.
During proteolysis, once a substrate protein is phosphorylated properly, it is then
ubiquitinated by a constitutively active SCF ubiquitin ligase [63] and thereafter de-
graded by the proteasome. In this work, for simplicity we modeled the degradation
as a single elimination reaction. As mentioned previously, the protein Sic1 undergoes
ubiquitination and proteolysis if it is phosphorylated on at least six sites [17]. In our
model, we introduced a second parameter, m, and generalized that once m or more
sites are phosphorylated, the substrate protein is recognized by the SCF complex and
goes through degradation.
Our interest is to investigate the temporal change of the substrate protein as
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Figure 2.1: Phosphorylation-triggered degradation of a multisite protein. The kinase
and phosphatase act on an n-site protein randomly (A) or sequentially (B). The
protein becomes degradable (highlighted in red) if m or more sites are phosphorylated.
(C) Kinetic parameters for sequential system: ki, k
−1
i and k
d
i stand for kinetic rate
constants of phosphorylation, dephosphorylation and degradation, respectively. kdi =
0 for i = 0, ...,m − 1 and kdi > 0 for i = m, ..., n. (D) The output of the model is
shown for a random system: n = 9, m = 6, k = 10, k−1 = 10, kdi = 1 for i = 6 − 9,
[pho] = 1, [kin] = 5 t
2
1+t2
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the kinase level increases converting the substrate to degradable forms and caus-
ing it to be eliminated from the system. An ordinary differential equation (ODE)
based approach was employed to examine this dynamic process. According to the
Michaelis-Menten formalism for enzymatic reactions, the substrate reacts with the
kinase to form a substrate-kinase complex that can in turn dissociate to form either
the enzyme and substrate, or the enzyme and a product which has one more site
phosphorylated. Similarly, the phosphorylated protein and the phosphatase react to
form the substrate-phosphatase complex, which dissociates to form either the phos-
phatase and phosphorylated protein or the phosphatase and a product that has one
less site phosphorylated. A complete mechanistic model with these elementary steps
would consist of 3× 2n − 2 ODEs for all the substrate related species in the random
system described above. It is possible, fortunately, to make substantial simplifica-
tions when i) the concentrations of both enzymes are much lower than the initial
concentration of the substrate protein, or ii) the enzyme-substrate association and
dissociation rate constants are much larger than the catalysis rate constants. The
first condition holds readily for in vitro experiments. For in vivo systems, we do
not know to what extent these two conditions would cover all circumstances, be-
cause of scarce kinetic information of multi-step phosphorylation/dephosphorylation
reactions. Nevertheless, considering what is generally believed with regard to the rate-
limiting step in enzymatic reactions, we believe that either of these conditions can
be satisfied for a wide range of systems. Hence the model presented here potentially
represents a phosphorylation-triggered degradation process that captures common
features of many multisite proteins. Under the aforementioned two conditions, the
enzyme-substrate complexes evolve in a much faster time scale compared with the
free substrates and can be assumed to operate at quasi steady states. Consequently,
they can be neglected in the model and the governing ODEs reduce to simplified
forms as described below.
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With the assumption that ATP is abundant, the concentration of each specific sub-
strate state with a unique combination of phosphorylated and nonphosphorylated sites
(termed phospho-state in this work) depends on the concentration of other phospho-
states that are upstream or downstream in the phosphorylation-dephosphorylation
network, the concentration of the kinase and phosphatase, as well as the kinetic
parameters. For easiness of understanding, we illustrate first the equations for a se-
quential system which involves n + 1 phospho-states in a straight-line pathway (see
Figure 2.1B for reaction scheme and Figure 2.1C for kinetic parameter notations).
First phospho-state:
d[S0]
dt
= k−10 [pho][S1]− k0[kin][S0]− kd0 [S0] (2.1a)
Intermediate phospho-states: i = 1, ..., n− 1
d[Si]
dt
= ki−1[kin][Si−1] + k−1i [pho][Si+1]− ki[kin][Si]− k−1i−1[pho][Si]− kdi [Si]
(2.1b)
Last phospho-state:
d[Sn]
dt
= kn−1[kin][Sn−1]− k−1n−1[pho][Sn]− kdn[Sn] (2.1c)
where ki, k
−1
i and k
d
i stand for kinetic rate constants of phosphorylation, dephosphory-
lation and degradation, respectively. [kin], [pho] and [Si] represent the concentration
of the kinase, phosphatase and substrate state with i phosphorylated sites, respec-
tively. It should be noted that first-order kinetics is used to describe the aggregated
degradation reaction; kdi = 0 for i = 0, ...,m − 1 and kdi > 0 for i = m, ..., n. In this
work, we further assume that kdi is the same for all phospho-states with m or more
sites phosphorylated.
For a random system, there are 2n dependent variables representing concen-
trations of all the possible phospho-states. Each of them is determined by up-
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stream/downstream reactions that produce/consume it, which can be mathematically
described in a similar manner as in Eq. (2.1b) for the sequential system:
d[Sx]
dt
=
∑
Sy∈Ux
kyx[kin][Sy] +
∑
Sy∈Dx
k−1yx [pho][Sy]−
∑
Sy∈Dx
kxy[kin][Sx]−
∑
Sy∈Ux
k−1xy [pho][Sx]− kdx[Sx] (2.2)
where Sx is any phospho-state in the phosphorylation-dephosphorylation-degradation
network shown in Figure 2.1A; Ux and Dx represent all the phospho-states up-
stream and downstream of Sx, respectively. For example, for S10100, the set of up-
stream phospho-states with one less site phosphorylated U10100 = {S00100, S10000} and
the set of downstream phospho-states with one more site phosphorylated D10100 =
{S11100, S10110, S10101}. kxy denotes the rate constant of the phosphorylation reaction
converting Sx to Sy; while k
−1
xy is that for the dephosphorylation reaction convert-
ing Sx to Sy. k
d
x represent the degradation rate constant for Sx. Despite exhibit-
ing a seemingly more complicated form, Eq. (2.2) is structurally identical to Eq.
(2.1b) and describes five types of reaction determining the change of each phospho-
state: the first two positive terms represent increases due to phosphorylation of up-
stream phospho-state(s) and dephosphorylation of downstream phospho-state(s); the
next two negative terms represent decreases due to phosphorylation to downstream
phospho-state(s) and dephosphorylation to upstream phospho-state(s); the last neg-
ative term depicts degradation.
To simulate phosphorylation-triggered proteolysis, we assume that a basal activity
of the phosphatase is always present in the system and the substrate exists in the
unphosphorylated state initially. The kinase is then introduced into the system and
increases gradually (detailed discussions will follow in the next section), converting
the substrate to more and more phosphorylated states. As the substrate becomes suf-
ficiently phosphorylated (i.e. on at least m of the n sites), it is eliminated through the
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degradation reaction, which causes the overall amount of the substrate to decreases
continuously as proteolysis occurs. Figure 2.1D illustrates a typical simulation re-
sult, where the total, degradable and non-degradable amounts of the substrate are
depicted.
Inspired by a previous conjecture that multisite phosphorylation enables temporal
thresholds [20], we hypothesize that precise timing of concentration decreases is cru-
cial for certain proteins such as those regulating cell cycle transitions. Accordingly,
our main interest in this work centers on the shape of the response curve representing
concentration changes of the substrate. By applying standard non-dimensionalization
techniques (Appendix A), we can reduce all the parameters to two sets, specifically
ki
kd
[kin] and
k−1i
kd
[pho], where kd is the rate constant for the degradable states. Subse-
quently, we focus on examining the normalized concentrations of the substrate versus
dimensionless time (i.e. in some properly selected time scale). Available experimental
data on various proteins such as p42 MAPK [13], Pho4 [92], and Sic1 (see Section
6.2.3.1), indicate that the phosphorylation reactions proceed in minutes to a few
hours. Whereas, it remains unclear what the time scale of dephosphorylation is.
By “precise timing of concentration decrease”, we mean two features: i) start-
ing from the time the kinase concentration increases, there is no appreciable change
in the substrate concentration until a critical moment (i.e. temporal thresholding),
and ii) the substrate concentration decreases immediately after passing the temporal
threshold. Such a switch-like degradation process essentially enables the substrate
protein to exist at two distinct levels separated in time, which might be a fundamen-
tal component in the mechanism of discrete and often irreversible cellular decisions.
Graphically, these response curves exhibit the characteristic reverse-sigmoid shape,
as illustrated by the red curve for the non-degradable substrate in Figure 2.1D.
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2.4.2 Response Coefficient
To what extent the degradation is switch-like can be quantified by the steep-
ness of the response curve. Borrowing the basic idea of response coefficients used
in measuring ultrasensitivity in steady state responses [1], here we define a response
coefficient in the time domain to characterize the steepness of the response curve for
phosphorylation-triggered protein degradation:
R0.1/0.9 =
t0.1
t0.9
(2.3)
where t0.9 and t0.1 represent the times at which the substrate concentration decreases
to 90% and 10% of the initial amount, since the kinase level starts increasing. The
closer this value is to one, the steeper the reverse-sigmoid response curve appears and
the more switch-like the degradation is. We can further extend this index to examine
related local properties of the response curve. More specifically, the following two
partial response coefficients can be used to indicate how steep the decrease of the
substrate is during the first and second halves of the degradation process, respectively.
R0.5/0.9 =
t0.5
t0.9
; R0.1/0.5 =
t0.1
t0.5
(2.4)
where a middle time point t0.5, the time at which the substrate reaches exactly half
of the original concentration, is incorporated. It is worth noting that the overall
response coefficient, R0.1/0.9, is the product of these two partial response coefficients.
It means that the overall process is switch-like if and only if the response curve is
highly nonlinear both in the early and in the late phases.
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2.4.3 Stimulus Profile
The stimulus in our model is the increase of kinase level, but very little is known
concerning exactly how a kinase rises in phosphorylation-triggered protein degrada-
tion. We started out by considering three types of stimuli that differ in how the
level of active kinase changes from zero to the same maximum value within the same
period of time: step-function increase; linear increase; and nonlinear increase. Fig-
ure 2.2 illustrates these three types of kinase stimuli and how a nine-site substrate
gets eliminated in response to each of them.
Figure 2.2: Responses of a nine-site protein to three types of kinase stimuli. (A)
The concentration of active kinase increases from zero to a maximum value in three
different manners: a step function (Stimulus 1, [kin] = 5, t ≥ 0); a linear function
(Stimulus 2, [kin] = 0.5t); and a nonlinear function (Stimulus 3, e.g. [kin] = 5t
2
1+t2
).
(B-D) Responses of a random system to the three stimuli with the following param-
eters: n = 9, m = 6, k = 10, k−1 = 10, and kdi = 1, i = 6− 9, [pho] = 1.
It is very clear that the kinase profile greatly affects when and how rapidly the
substrate disappears. As shown in Figure 2.2B, when the kinase is sharply increased
like a step function, the substrate level decreases immediately in an exponential man-
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ner, which could be very rapid. This type of stimuli is an ideal case and is likely
to be valid only for in vitro experiments when the kinase is added instantaneously
to a phosphorylation-dependent degradation system. Under in vivo conditions, the
rise of the kinase can only occur gradually, either in a linear or nonlinear fash-
ion. For nonlinear stimuli, we use a sigmoid function with the general formula of
kinmax t
n
1+tn
, the sharpness of which can be tuned by parameter n. As exemplified in
Figure 2.2C&D, now the substrate disappears at slower rates, compared with that in
response to a step-function kinase increase, and we can observe temporal delays in
the substrate decrease. Both the total and non-degradable amounts of the substrate
follow a reverse-sigmoid curve, hence we can quantify to what extent the response is
switch-like (i.e. combining temporal thresholding and rapid decrease after the thresh-
old) using the response coefficients introduced above. Not surprisingly, the sharper
the kinase profile is, the faster and more switch-like the degradation is. For example,
a sharper (nonlinear) increase of the kinase in Figure 2.2D leads to steeper response
curves of the total and non-degradable substrate, compared to the linear kinase in-
crease in Figure 2.2C. Therefore, the exact response of a multisite protein in such a
phosphorylation-triggered degradation process is determined by both the molecular
properties of the substrate and the kinase stimulus.
Our main focus, in this work, is to examine whether and how various properties
of a multisite protein can enable it to behave like a molecular switch, converting
graded inputs to discrete outputs. Consequently, for further investigation, we chose to
continue with the sigmoid function for specifying the kinase stimulus, which exhibits
flexible shapes and may capture well many temporal profiles in real systems. For
sigmoid kinase stimuli, we examined the effect of the sharpness of the stimulus profile
on the steepness of the response curve, particularly of the non-degradable substrate.
As illustrated in Table 2.1, for n = 9 and m = 5, increasing the nonlinearity of the
sigmoid stimulus does not lead to significant improvement of the steepness of the
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response curve when the exponent of t is greater than two.
Table 2.1: Effect of the sharpness of the stimulus profile. Response coefficients for
the non-degradable amount of the substrate (n = 9)† is tabulated.
m = 1 m = 5 m = 9
Kin(t) R0.5/0.9 R0.1/0.5 R0.1/0.9 R0.5/0.9 R0.1/0.5 R0.1/0.9 R0.5/0.9 R0.1/0.5 R0.1/0.9
5 7.00 3.71 26.00 2.00 1.82 3.64 1.70 2.08 3.54
5t 2.90 2.00 5.80 1.48 1.35 2.00 1.31 1.60 2.10
5 t1+t 3.00 2.13 6.40 1.54 1.44 2.21 1.40 2.13 2.98
5 t
2
1+t2 2.00 1.68 3.35 1.31 1.27 1.67 1.27 1.62 2.05
5 t
4
1+t4 1.53 1.32 2.02 1.18 1.16 1.37 1.15 1.34 1.54
5 t
10
1+t10 1.20 1.14 1.38 1.07 1.08 1.16 1.07 1.15 1.24
5 t
20
1+t20 1.10 1.07 1.19 1.05 1.06 1.11 1.05 1.11 1.16
†All phosphorylation and dephosphorylation rate constants are 10 and 20,
respectively. The degradation rate constant is 1 for all degradable phospho-states.
Thus, as sharper and sharper stimulus curves are specified (by increasing param-
eter n), improvement of the response coefficient becomes less and less significant.
Accordingly, we use the sigmoid stimulus with n = 2 as a standard in most of our
work. Within this context, we call a response curve representing the temporal profile
of the substrate “switch-like” if its steepness is higher than that of the stimulus curve
of the kinase, which can be determined quantitatively by comparison of the response
coefficient and its counterpart for the stimulus curve.
Another relevant property of the stimulus is its duration. It is very likely that the
kinase concentration will not be maintained permanently after it reaches the maxi-
mum. Instead, it will decrease gradually in a period of time because of degradation
or other reasons. This is the case for many cyclin-dependent kinases, which rise and
fall periodically during the cell cycle. For example, in the Sic1 system, the concen-
tration of Cln2, which activates the Cdc28 kinase for Sic1 phosphorylation, increases
gradually in the G1 phase, reaches its maximum before budding (beginning of the S
phase), and then decreases [72, 93]. We investigated the effect of stimulus duration
and our simulation revealed a tradeoff between stimulus duration and strength.
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Figure 2.3 compares the response curves resulted from a weak stimulus and a
strong one with three durations. As shown in Figure 2.3A-C, when the stimulus
strength, determined by the maximum kinase level, is low, the substrate decreases
slowly and a substantial amount still remains when the kinase level reaches the maxi-
mum. In this case, the duration of the kinase is important and affects to what extent
the substrate can be eliminated. For example, the duration of the kinase in Fig-
ure 2.3A is not sufficient to remove 90% of the substrate. In turn, if it is required
(e.g. for achieving an associated cellular regulation) to reduce the substrate to at most
10% of its initial level, the kinase would need to be maintained for a longer period of
time such as the one in Figure 2.3B. However, when the stimulus strength is above
certain critical level, the substrate has been largely eliminated by the time the kinase
reaches the maximum and hence whether the kinase is maintained afterwards does
not matter, as demonstrated in Figure 2.3D-F. This apparent tradeoff between kinase
strength and duration is part of the challenge in resource allocation a cell constantly
faces. We hypothesize that for certain protein degradation processes associated with
critical regulations such as those in cell cycle progression, it is more desirable for the
cell to generate a strong while short stimulus to achieve fast and robust degradation.
Accordingly, for the rest of this chapter, we will consider stimulus strength above the
critical level, sufficient to eliminate the majority of the substrate during the rise of
the kinase.
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2.4.4 Number of Phosphorylation Sites and Threshold
With well-defined kinase stimulus, we now turn to the main puzzle of whether a
multisite protein is switch-like in its degradation, and most importantly, why multiple
sites may help to achieve this property. In addition, we want to address the question
of how the extent to which the degradation dynamics is switch-like is determined.
As described above, it is assumed that a protein with n phosphorylation sites is
degradable when it is phosphorylated on at least m sites. As a case study, different
values of m have been examined for n = 9 to model the Sic1 degradation. A question
that one may raise here is which kind of Sic1 matters for the cell, the non-degradable
fraction or the total protein (including the degradable and non-degradable fractions).
The answer depends on the biochemistry of how Sic1 inhibits cyclins required for
DNA replication and how it gets ubiquitinated. If Sic1 releases Clb5/6 as soon as
it is ubiquitinated by the SCF complex, then only the non-degradable fraction is
important as the CDK inhibitor. Otherwise, if Clb5/6 is released from Sic1 only when
Sic1 is destructed by the proteasome, the total amount of Sic1 should be considered.
Unfortunately, it is not known which case of the above is true. Therefore, we examined
the dynamic profiles of the non-degradable fraction and also the total amount of the
protein during the degradation process for three different scenarios: m= 1, 5 and 9.
As shown in Figure 2.4, the temporal profile of the total protein does not change
much when m is varied. However, as far as the non-degradable fraction is concerned,
its temporal profiles differ significantly for different m values. Specifically, the re-
sponse coefficient R0.1/0.9 for m = 1, m = 5, and m = 9 is 3.8, 2.3, and 10, respectively.
Clearly, m = 5 leads to the smallest response coefficient and thus the most switch-
like degradation dynamics. In this scenario, the profile of the non-degradable fraction
features both an observable temporal threshold and rapid decrease after passing the
threshold. In contrast, the profile for m = 1 shows no temporal threshold; while for
m = 9, even though the profile also exhibits a temporal threshold, it suffers a long
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tail during the later period of the response. The highly nonlinear response of the sys-
tem when m = 5 can be attributed to the two distinct sub-chains of phospho-states
created in this case. The non-degradable sub-chain can buffer the kinase signal in the
early phase, thus creating the temporal threshold. While during the later phase of the
response after passing the temporal threshold, the degradable sub-chain draws the
substrate protein effectively, even before the substrate undergoes final destruction,
and subsequently reduces the non-degradable pool very rapidly.
We can quantify the nonlinearity of the kinase stimulus with a stimulus coefficient
similar to the response coefficient: S0.9/0.1, the ratio between the time at which the
kinase reaches 90% of the maximum and the time at which it reaches 10%. The
stimulus we have used corresponds to a S0.9/0.1 of 9 and in the case of m = 5,
this gradually increasing stimulus causes a switch-like decrease of the non-degradable
forms of the protein with an R0.1/0.9 of 2.3. In another word, a single macromolecule
can increase the nonlinearity of the system by four times. These results demonstrate
the potential capability of multisite proteins in creating biological switches.
The above results may explain why in S. cerevisiae phosphorylation on at least six
out of nine sites is required for Sic1 degradation. According to our model, this design
would enable the Sic1 protein to respond to the kinase signal in a highly switch-like
manner: the non-degradable fraction of this CDK inhibitor does not change apprecia-
bly before a temporal threshold even though kinase has risen, then once the temporal
threshold is passed, the non-degradable fraction decreases very rapidly. We hypoth-
esize that this switch-like degradation is crucial for Sic1’s regulatory function during
the G1/S transition of the cell cycle. Otherwise, if Sic1 could bind to Cdc4 for ubiq-
uitination and subsequent degradation, either as soon as it was phosphorylated on
a single site (i.e. m = 1), or only when it was fully phosphorylated (i.e. m = 9),
elimination of Sic1 would not have been highly switch-like and the G1/S transition
could not have occurred in an yes/no manner. This hypothesis will require future ex-
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Figure 2.4: Temporal responses of a nine-site random system to different values of m.
The most switch-like response takes places when m = 5. (A) m = 1, R0.1/0.9 = 3.8.
(B) m = 5, R0.1/0.9 = 2.3. (C) m = 9, R0.1/0.9 = 10. System parameters: k = 10,
k−1 = 10, kdi = 0 for i = 0, ..., 5 and k
d
i = 1 for i = 6, ..., 9, [pho] = 1, [kin] =
5t2
1+t2
.
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perimental validations and specific assays can be designed to test various components
of this theory. For instance, it will be interesting to examine experimentally whether
or not Sic1 in a complex with Cdc4 (i.e. the degradable form of Sic1) can still inhibit
Clb5/6.
In the rest of this study, we will build on the above hypothesis, i.e. we will focus
on exactly how the non-degradable fraction of the substrate protein decreases in
response to a rise of the kinase. Here, we first examine the effects of the total number
of sites, n, and the threshold number for degradation, m. Our simulation results are
summarized in Figure 2.5A for random phosphorylation/dephosphorylation and in
Figure 2.5B for the sequential process. Several conclusions can be drawn based on
these results. First, for both random and sequential processes, in general, the mores
sites a protein has, the more switch-like it can be in its degradation dynamics. The
response coefficient R0.1/0.9 for n = 1 is about 7.5, which is not much smaller than
the stimulus coefficient of 9. Therefore a single-site protein does not generate an
output that is significantly sharper than the input. As the total number of sites, n,
increases, the achievable response coefficient R0.1/0.9 decreases, i.e. the protein can
degrade in a more and more switch-like manner. Second, the threshold site number
for degradation, m, plays an important role in determining the exact extent to which
the response is switch-like. For random processes, the smallest response coefficient
R0.1/0.9 (i.e. the most switch-like response) is achieved when m is close to and often
slightly smaller than half of n (e.g. m = 2 for n = 3, m = 3 for n = 6, and m = 4 for
n = 9). In contrast, for sequential processes, an m value only slightly smaller than
n delivers the most switch-like response (e.g. m = 2 for n = 3, m = 4 for n = 6,
and m = 7 for n = 9). Finally, the response of a sequential system is generally more
switch-like than that of a random one for given values of n and m.
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Figure 2.5: Effects of the number of phosphorylation sites (n) and the threshold for
degradation (m). The response coefficient of the non-degradable fraction for different
values of n and m (m varies from 1 to n) are shown for random (A) and sequential
(B) processes. System parameters: k = 10, k−1 = 10, kdi = 0 for i = 0, ...,m− 1 and
kdi = 1 for i = m, ..., n, [pho] = 1, [kin] =
5t2
1+t2
.
2.4.5 Kinetic Parameters
Next, we will examine another important factor that affect the degradation dy-
namics - the kinetic parameters. In the model presented above, there are three groups
of kinetic parameters, associated with phosphorylation, dephosphorylation and degra-
dation reactions respectively. We have focused on two specific effects and conducted
sensitivity analysis.
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2.4.5.1 Change of Phosphorylation and Dephosphorylation Kinetics along
the Chain
Phosphorylation reactions have been studied extensively, nevertheless, kinetic data
of multi-step phosphorylation remain scarce. One exception is the transcription fac-
tor Pho4 in the phosphate-responsive signaling pathway in the budding yeast. Pho4
contains five phosphorylable sites for kinase Pho80-Pho85. Kinetic parameters of
Pho4 phosphorylation by Pho80-Pho85 have been measured through integrating ex-
perimental data and computational modeling by Jeffery and colleagues [92]. It was
found that the phosphorylation rate constants for all of the five phosphorylation steps
are of the same order of magnitude (k = kon.kcat
koff+kcat
∼ 10 µM−1s−1). Based on this data,
we assumed in the above analysis that the rate constants of all the phosphorylation
reactions are the same. In terms of dephosphorylation, even less data is presently
available on its multi-step kinetics.
Given that only very limited data is available for the multi-step kinetics of phos-
phorylation/dephosphorylation, we would explore the possible scenario that earlier
phosphorylation/dephosphorylation steps may suppress or enhance subsequent phos-
phorylation/dephosphorylation of remaining sites, especially if the exact phospho-
state affects the substrate’s configuration (e.g. enabling or disabling the binding of
a downstream protein in the degradation pathway), and thus the kinetic parameters
may change along the phosphorylation/dephosphorylation chain. Here, we consider
the case where the phosphorylation/dephosphorylation rate constants might increase
or decrease after passing the threshold for degradation. As the comparison of five
cases shows in Figure 2.6, the degradation dynamics of the substrate, i.e. the tempo-
ral profile of the non-degradable fraction of the protein, does not change much if the
net phosphorylation rate (i.e. phosphorylation against dephosphorylation) is faster
than that of the degradation reaction (see Figure 2.6A,B,E). On the other hand, if the
phosphorylation steps for the degradable part is too slow compared to the degradation
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reaction, due to either slower phosphorylation (Figure 2.6C) or faster dephosphory-
lation (Figure 2.6D), the elimination of the non-degradable fraction of the protein
becomes less switch-like, as indicated by the less rapid drop after the initial delay.
2.4.5.2 Rates of Phosphorylation/Dephosphorylation versus Degradation
As described above, our model consolidates ubiquitination and destruction by pro-
teasome into one single degradation reaction. Relatively little is known about the ki-
netics of ubiquitination in general. Fortunately, a recent study has revealed the kinet-
ics of polyubiquitylation of Sic1 [94], which is slower than the multi-step phosphoryla-
tion kinetics of Pho4. In light of this evidence, we have assumed that the degradation
is slower than phosphorylation/dephosphorylation for most of the analysis presented
above. Nevertheless, given the limited data currently available and the diversity that
might exist in related molecular events, here we explore how the relative rates of phos-
phorylation/dephosphorylation versus degradation affect the degradation dynamics.
Specifically, we compare the response coefficient R0.1/0.9 of two cases: in one, the
degradation is slower than phosphorylation/dephosphorylation (Figure 2.7A&C); in
the other, the degradation is comparable to phosphorylation/dephosphorylation (Fig-
ure 2.7B&D). It is found that for sequential processes, if the degradation is as fast as
phosphorylation/dephosphorylation, the elimination of the non-degradable substrate
becomes more switch-like, as indicated by the smaller R0.1/0.9 in Figure 2.7B com-
pared to that in Figure 2.7A. However, the smallest R0.1/0.9 is now achieved when
m = n, i.e. the advantage of having a large number of sites (n) and an intermedi-
ate threshold (m) in creating a switch-like response vanishes. For random processes,
faster degradation also leads to smaller R0.1/0.9, while the most switch-like response
still occurs when m is close to half of n (see Figure 2.7C&D). It remains to be seen
whether nature utilizes all these different regimes in the design of protein degradation
switches.
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Figure 2.6: Effects of changes of phosphorylation and dephosphorylation rate con-
stants along the chain. (A) No difference between degradable and non-degradable
fraction in terms of kinetic rates of phosphorylation and dephosphorylation reactions:
ki = 10 and k
−1
i = 10 for i = 0 − 8. (B) The kinase phosphorylates the degradable
fraction faster than the non-degradable fraction: ki = 10 for i = 0− 5 and ki = 1000
for i = 6− 8. (C) The kinase phosphorylates the degradable fraction slower than the
non-degradable fraction: ki = 10 for i = 0 − 5 and ki = 0.1 for i = 6 − 8. (D) The
phosphatase dephosphorylates the degradable fraction faster than the non-degradable
fraction: k−1i = 10 for i = 0− 4 and k−1i = 1000 for i = 5− 8. (E) The phosphatase
dephosphorylates the degradable fraction slower than the non-degradable fraction:
k−1i = 10 for i = 0 − 4 and k−1i = 0.1 for i = 5 − 8. The outputs are shown for a
sequential system with the following parameters : n = 9, m = 5, kdi = 0 for i = 0− 4
and kdi = 1 for i = 5− 9, [pho] = 1, [kin] = 5t
2
1+t2
.
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Figure 2.7: Rates of phosphorylation/dephosphorylation versus degradation. Systems
with slow and fast degradation rate constants are compared in terms of sharpness of
the temporal profile of the non-degradable fraction for sequential (A-B) and random
(C-D) processes. The response coefficients are shown for the following parameters:
k = 10, k−1 = 10, [pho] = 1, [kin] = 5t
2
1+t2
.
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2.4.5.3 Sensitivity Analysis
Our model of multisite phosphorylation triggered protein degradation is subject
to many sources of uncertainty, including lack/inaccuracy of data and biological fluc-
tuations. To investigate how variations in kinetic parameters affect the model output
(i.e. the response coefficient of non-degradable substrate) we conducted sensitivity
analysis. As a demonstration, here we focus on a sequential system with n = 9
and m = 5. There are a total of nine rate constants for phosphorylation, nine rate
constants for dephosphorylation, and five non-zero rate constants for degradation.
First, we examine how perturbation of each parameter affects the model output.
We choose to change the parameter within 20% of its nominal value which correspond
to the base scenario discussed above (ki = 10 and k
−1
i = 10 for i = 0 − 8, kdi = 1
for i = 5 − 9). It was found that such perturbations result in very insignificant
changes of the response coefficient for the non-degradable substrates (less than 2%).
This analysis also shows that each parameter affects the response coefficient in a
monotonic manner. Specifically, increasing a phosphorylation rate constant decreases
the response coefficient; increasing a dephosphorylation constant increases it; while
the change of a degradation rate constant has no appreciable effect.
Then, we perturb all the parameters simultaneously while independently and ex-
amine their effect on the model output. We randomly choose the parameter values
based on a normal distribution where the mean correspond to the base scenario dis-
cussed above and the standard deviation is set to be 20% of the mean. This sampling
was conducted 1000 times. The mean of the model output (i.e. the response coeffi-
cient of non-degradable substrate) is 1.81 and the standard deviation is 0.04, about
2.2% of the mean. We were also interested in how each parameter correlates with the
model output in this context and calculated the partial rank correlation coefficient
(PRCC). PRCC is a robust measure of sensitivity for nonlinear but monotonic rela-
tionships between a certain input (a parameter in our context) and the output as long
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as little or no correlation exists between the inputs [95]. As shown in Figure 2.8A, the
degradation rate constants show negligible correlation with the sharpness of the tem-
poral profile of the non-degradable substrate; while the phosphorylation and dephos-
phorylation parameters show significant correlations. Increasing the phosphorylation
rate constants shifts the system toward the degradable fraction, which leads to faster
depletion of the non-degradable substrate and thereby smaller response coefficient.
Decreasing the dephosphorylation kinetic parameters has the same effect, which ex-
plains the positive correlation coefficient. Figure 2.8B-D illustrate the scatter plots
for three parameters of k5, k
−1
3 , and k
d
8 , which show the largest correlation coefficient
in each set of parameters.
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The above analysis assumes simultaneous and independent perturbation of all the
parameters which accounts for certain types of uncertainty such as stochastic fluctua-
tions of kinetics. There might also exist uncertainty associated with the enzymes that
affects a whole set of parameters. Thus, in another analysis, we considered a total of
three parameters in our model (one for all the phosphorylation reactions, one for all
the dephosphorylation reactions, and one for all the degradation reactions) and then
perturbed them in a similar manner. Results from 1000 samplings and simulations
led to a mean response coefficient of 1.81 and a standard deviation of 0.09 (i.e. 5%
of the mean).
These results clearly show that the switch-like behavior of a multisite protein’s
degradation is very robust against random fluctuations of kinetic parameters.
2.4.6 Site Preference
Finally, we will consider the effect of site preference on the degradation dynamics.
In the completely random system described above, no site is preferred over other
sites in term of the affinity for the kinase. However, for real proteins, due to effect
of neighborhood amino acids, usually some sites are more likely to associate with the
kinase and become phosphorylated. Consequently some pathways in the phospho-
rylation/dephosphorylation network are more dominant than others. A well-studied
example is the extracellular-signal-regulated protein kinase ERK of the MAPK cas-
cade. ERK contains two phosphorylable sites, Thr188 and Tyr190, for MEK kinase.
The estimated kinetic parameters indicate that phosphorylation of Tyr is much faster
than phosphorylation of Thr [96], with the corresponding rate constants differing by
one order of magnitude. In the Sic1 system, Thr45 is preferred for phosphorylation
by Cln2-Cdc28 over other sites [17]. In the Pho4 system, SP6 is preferred over other
sites [92]. This property of site preference can be readily incorporated in our model
by assigning a larger value of the phosphorylation rate constant for phosphorylation
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of the preferred site.
When site preference exists, as expected, our model predicts that deletion of a
preferred site has a stronger effect in both increasing the half-life of the protein
and reducing the sharpness of the response curve, compared to deletion of ordinary
sites (see Figure 2.9). However, this effect becomes less significant as the number
of phosphorylation sites increases. In another word, the role of a given site, even a
preferred one, in the response of the system to the kinase becomes less significant
when the number of total sites increases. This result suggests that another advantage
of having a larger number of sites might be enhanced robustness. If the substrate
protein contains many sites, removal of one site (e.g. due to adverse mutations) is
less likely to cause its function to break down, i.e. the system can tolerate better
perturbations.
2.5 Discussion and Conclusion
In this chapter, we have analyzed systematically a general model for multisite-
phosphorylation-triggered protein degradation processes. The model has been devel-
oped largely based on what were revealed experimentally for Sic1, a nine-site pro-
tein in S. cerevisiae, during its degradation at the G1/S transition of the cell cycle.
Most importantly, the protein becomes degradable upon phosphorylation on a crit-
ical number of sites [17]. Inspired by subsequent theoretical conjectures concerning
the role of multisite phosphorylation in regulating cellular dynamics [20], we set out
to address the questions of whether and how multisite phosphorylations can cause
a protein to respond to a gradually changing kinase signal and degrade in a highly
switch-like manner. Here, we focus on switch-like transient responses, the charac-
teristics of which include both temporal thresholding and rapid elimination beyond
the threshold point. The temporal profile of the protein in such a process exhibits a
reverse sigmoidal shape and our main interest is the steepness of the curve, which we
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Figure 2.9: Effect of site preference. One site is preferred over other sites for the
kinase. The deletion of this site is compared with deletion of an ordinary site for
three-site (A) and nine-site (B) proteins in terms of sharpness of the temporal profile
of the non-degradable fraction. Results are shown for a random system with the
following parameters : n = 3, m = 2 for A and n = 9, m = 5 for B, kdi = 1, [pho] = 1,
[kin] = 5t
2
1+t2
. The phosphorylation rate constant for the preferred site is 100 times
larger than that for the other sites.
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quantify with the response coefficient R0.1/0.9, defined as the ratio between the time
taken to decrease to 10% of the original protein concentration versus that taken to
reach 90%. Our extensive simulation study showed that multisite phosphorylation
is indeed capable of generating a degradation switch. In addition, we examined sys-
tematically how the extent to which the degradation is switch-like is determined by
various features of the system, including the total number of sites, the threshold site
number for degradation, the order of phosphorylation/dephosphorylation, the kinetic
parameters, and site preference in phosphorylation.
Given the mostly unknown parameters involved in our model, it remains to be
tested whether the exact predictions agree with actual degradation of multisite pro-
teins such as Sic1. On the other hand, multisite phosphorylation has emerged as a
recurring theme as researchers dissect the proteasome-dependent degradation path-
way of various proteins in diverse species. Table 2.2 illustrates some of these examples
we were able to compile readily by conducting a literature search on multisite phos-
phorylation and protein degradation. It is worth noting that many of these proteins
with multiple phosphorylation sites involved in degradation play important roles in
the regulation of the cell cycle, which is not surprising when one considers the ex-
treme importance of exact timings of a cascade of events required for correct cell cycle
progression. For instance, the regulation of Rum1, the functional homolog of Sic1 in
Schizosaccharomyces pombe, might also involve up to eight phosphorylation sites [97].
As an example in higher organisms, Runx1, a transcription factor associated with
acute myeloblastic leukemia with maturation (M2 AML), degrades at the G2/M-G1
transition and the extent of phosphorylation on its eleven sites was suggested to play
a role [98]. In addition to cell cycle control, precise protein degradation could also
be critical for many other regulatory processes, such as eliminating cross-talk of mat-
ing and filamentous growth in Saccharomyces cerevisiae [99] and light signaling in
Arabidopsis thaliana [100]. In light of this widespreadness of the involvement of mul-
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tisite phosphorylation in regulating protein degradation, it appears plausible that the
molecular mechanism described by our model might represent a common design prin-
ciple utilized by nature for constructing protein degradation switches. Certain details
of our model may require modifications or extensions, for example, the ability of the
substrate protein to bind to ubiquitin ligase and thus undergo proteasome-dependent
degradation could increase gradually instead of in a step-wise fashion. However, the
overall conclusion that multisite phosphorylation provides a highly effective and flex-
ible platform for switch-like protein degradation is likely to apply to a wide range of
proteins across different eukaryotic species.
The work presented here for phosphorylation-triggered degradation also has cer-
tain limitations. First of all, we used a simplified kinetic model and the underlying
assumptions regarding enzyme and substrate concentrations or kinetic parameters
may not be applicable to all biological systems. Second, we considered free enzymes
in our model, while in experiments, it is usually the total enzyme concentration that
can be measured. It remains to be explored, perhaps with an alternative model where
enzyme-substrate complexes are included explicitly, how these two quantities relate to
each other. Third, we examined two extreme cases of fully random and fully sequen-
tial phosphorylation. Real biological systems might be in between. Random processes
may be favored in the evolution of biology as it might provide more intermediate forms
of the phosphorylated protein and allow more flexibility for protein regulation. How-
ever, phosphorylation cannot proceed fully randomly and due to neighborhood effects
some sites have higher affinity for the kinase or phosphatase. Finally, we assumed
only one kinase is responsible for phosphorylation while it is known that for some
substrates, multiple kinases might be involved. For the Sic1 protein, different kinases
are involved in different processes or at different times. Cdc28 and Pho85 apparently
phosphorylate Sic1 at several sites in late G1 in the budding yeast [101, 102]. How-
ever, Ck2 phosphorylates Sic1 at Ser201 shortly after Sic1 de novo synthesis [103].
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Ime2 is another kinase which is necessary for timely destruction of Sic1 during sporu-
lation [104]. In addition, Hog1, a stress-activated protein kinase phosphorylates a
single residue which contributes to arresting at G1 phase in response to stresses such
as high osmolarity [105]. Incorporation of multiple kinases in an extended model
would potentially lead to further understanding of real protein degradation switches
as well as signal integration.
The biggest obstacle in theoretical studies of protein phosphorylation and dephos-
phorylation is that biochemical parameters are not known for most biosystems; even
for well-studied systems, parameters are obtained through in vitro experiments and
under specific conditions which may not reflect biological realities. Another difficulty
is the lack of qualitative knowledge on the phosphorylation process and degradation
dynamics. Even the exact number of phosphorylation sites for a given protein is
usually not provided in the literature. Of the proteins listed in Table 2.2, very few
have been studied carefully regarding the quantitative connection between multisite
phosphorylation and degradation dynamics.
51
T
ab
le
2.
2:
P
ro
te
in
s
re
gu
la
te
d
th
ro
u
gh
p
h
os
p
h
or
y
la
ti
on
d
ep
en
d
en
t
d
eg
ra
d
at
io
n
.
P
ro
te
in
S
p
e
c
ie
s
R
o
le
D
e
g
ra
d
a
ti
o
n
K
in
a
se
(s
)
N
o
.
o
f
R
e
f.
T
im
e
S
it
e
s*
S
ic
1
S
.
ce
re
vi
si
a
e
C
y
cl
in
-d
ep
en
d
en
t
k
in
as
e
in
h
ib
it
or
G
1/
S
C
ln
/
C
d
c2
8
9
[1
7
]
C
d
c6
S
.
ce
re
vi
si
a
e
R
ep
li
ca
ti
o
n
in
it
ia
to
r
G
1/
S
C
lb
/
C
d
c2
8
4
[1
0
6
]
C
ln
2
S
.
ce
re
vi
si
a
e
G
1
cy
cl
in
G
1/
S
C
d
c2
8
7
[1
0
7
]
R
u
m
1
S
.
po
m
be
C
y
cl
in
-d
ep
en
d
en
t
k
in
as
e
in
h
ib
it
or
G
1/
S
C
d
c2
2
(
o
r
8
?)
[9
7
]
C
d
c1
8
S
.
po
m
be
R
ep
li
ca
ti
o
n
in
it
ia
to
r
G
1/
S
C
d
c2
6
[1
0
8
]
p
2
7
M
a
m
m
a
li
a
C
y
cl
in
-d
ep
en
d
en
t
k
in
as
e
in
h
ib
it
or
G
1/
S
C
d
k
2
,
S
rc
4
[2
5
,
2
6
,
2
9
]
C
y
cl
in
E
M
a
m
m
a
li
a
G
1
cy
cl
in
G
1/
S
C
d
k
2
,
G
sk
3
4
[2
1
,
1
0
9
]
C
d
c2
5A
M
a
m
m
a
li
a
P
h
o
sp
h
a
ta
se
(d
ep
h
os
p
h
or
y
la
ti
on
of
C
D
K
s)
S
C
h
k
1
/
2
,
?
8
[1
1
0
]
β
-c
at
en
in
M
a
m
m
a
li
a
C
a
d
h
er
in
-a
ss
o
ci
at
ed
p
ro
te
in
G
2/
M
-G
1
G
sk
3
,
C
k
iα
4
[9
1
]
R
u
n
x
1
M
a
m
m
a
li
a
T
ra
n
sc
ri
p
ti
on
fa
ct
or
(a
ss
o
ci
at
ed
w
it
h
M
2
A
M
L
)
G
2/
M
-G
1
C
d
k
1
1
1
[9
8
]
E
m
i1
M
a
m
m
a
li
a
E
ar
ly
m
it
ot
ic
in
h
ib
it
or
(i
n
h
ib
it
A
P
C
)
M
C
d
k
1
,
P
lk
1
7
[1
1
1
]
G
cn
4
S
.
ce
re
vi
si
a
e
T
ra
n
sc
ri
p
ti
o
n
ac
ti
va
to
r
-
S
rb
1
0
5
[1
1
2
]
(b
io
sy
n
th
es
is
o
f
am
in
o
ac
id
s
&
p
u
ri
n
es
)
T
ec
1
S
.
ce
re
vi
si
a
e
F
il
am
en
to
u
s
g
ro
w
th
re
gu
la
to
r
In
re
sp
on
se
to
F
u
s3
2
[9
9
]
m
at
in
g
p
h
er
om
o
n
e
H
F
R
1
A
.
th
a
li
a
n
a
T
ra
n
sc
ri
p
ti
o
n
fa
ct
or
in
li
gh
t
re
gu
la
ti
on
In
d
ar
k
n
es
s
C
K
II
5
[1
0
0
]
B
im
M
a
m
m
a
li
a
A
p
o
p
to
si
s
si
gn
al
in
g
In
re
sp
on
se
to
M
A
P
K
,
J
N
K
4
[1
1
3
]
su
rv
iv
al
si
gn
al
s
*:
P
h
os
p
h
or
y
la
ti
on
si
te
s
sh
ow
n
to
b
e
in
vo
lv
ed
in
th
e
re
gu
la
ti
on
of
th
e
st
ab
il
it
y
of
th
e
co
rr
es
p
on
d
in
g
p
ro
te
in
.
52
A main challenge in quantitative understanding of phosphorylation and dephos-
phorylation processes is the identification and quantification of phosphorylated pro-
tein species. Mass spectrometry (MS) is becoming widely used as a fast, sensitive
and high-throughput measurement method in the identification and quantification of
protein phosphorylation. For instance, Olsen and colleagues detected and quantified
phosphorylation of 6,600 sites on 2,244 proteins in response to a stimulus in mam-
malian cells through stable isotope labeling by amino acids in cell culture [37]. In
most MS approaches, the substrate protein is digested into peptides and the degree
of phosphorylation at one site is calculated based on the summed abundance of the
peptides containing this site. For a protein such as Sic1 which has nine phospho-
rylation sites, a partially phosphorylated protein solution might contain 29 = 512
different phosphorylated states of the protein, whereas even in the ideal case where
each peptide contains only one phosphorylation site, merely 2×9 = 18 concentrations
can be measured from MS. Although results of phosphopeptide concentrations can be
utilized for certain characterizations such as determining site preference, they are not
sufficient for estimating kinetic parameters. New approaches are needed to address
this issue. For example, one might consider making use of a set of mutants, each with
a subset of the phosphorylation sites, in kinetic assays and then integrating the data
systematically.
In this chapter, we investigated the capability of a single protein with multiple
phosphorylation sites in converting a graded input to a switch-like output signal
in the time domain. We would like to point out that besides phosphorylation, a
dominant post-translational modification for regulating protein stability and activity,
other types of modification such as ubiquitination, methylation and glycosylation have
also been shown to be involved in tuning the stability, activity and translocation of
macromolecules. The model presented here or its variations can potentially explain
and predict the behavior of these multisite modification systems as well. Finally, as
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have been demonstrated by a synthetic single-molecule signaling switch using multiple
autoinhibitory domains [57], the multisite design principle revealed by our model can
help guide the engineering of synthetic protein degradation switches, which may have
diverse biomedical applications.
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CHAPTER III
Ultrasensitive Binding of Sic1 to Cdc4 in Response
to Cln2-Cdc28
3.1 Summary
Sic1 is a cyclin-dependent kinase inhibitor that regulates DNA replication in the
budding yeast Saccharomyces cerevisiae by inhibiting Clb-Cdc28 complexes required
for DNA replication in the S phase. Sic1 degrades and releases S cyclins upon phos-
phorylation on multiple sites by Cln-Cdc28 kinase complex at late G1 phase. Compu-
tational studies suggest that multisite phosphorylation can lead to an ultrasensitive
response to the kinase and ultimately a switch-like G1/S transition. Here, we demon-
strate experimentally that the binding of phosphorylated Sic1 to Cdc4, the subunit
of SCFCdc4 that recruits Sic1 for ubiquitination and degradation, in response to the
increasing activity of the Cln2-Cdc28 kinase is indeed ultrasensitive (Hill coefficient
nH ' 3.2); and the ultrasensitivity decreases as the number of phosphorylation sites
decreases to five (nH ' 1.0). Mutant Sic1 proteins with less than five phosphory-
lation sites are not recognized by Cdc4 and as the number of phosphorylation sites
increases, more Sic1 binds to Cdc4 at the saturated level of Cln2-Cdc28. In parallel,
mass spectrometry analysis shows that the wild-type Sic1 is phosphorylated mostly
on less than five sites in the initial lag phase of the binding curve. Interestingly,
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the distribution shifts dramatically toward six and higher orders of phosphorylated
states as the concentration of Cln2-Cdc28 increases. We hypothesize that the multi-
step phosphorylation reaction of Sic1 proceeds in a cooperative manner in order to
explain the Sic1-Cdc4 binding data. This study highlights the potential of multisite
protein phosphorylation in converting a graded input (Cln2-Cdc28 activity) to an
ultrasensitive output (binding to Cdc4) and thereby generating a switch-like cellular
behavior such as the G1/S transition.
3.2 Introduction
Sic1 is a cyclin-dependent kinase inhibitor that plays a key role in regulating the
G1/S transition in the cell cycle of Saccharomyces cerevisiae. Sic1 inhibits Clb5,6-
Cdc28 kinase complexes which are the primary regulators of the initiation of DNA
replication [15, 18, 72, 114]. Entry into the S phase requires elimination of Sic1
which is triggered by phosphorylation by Cdc28 kinase in complex with G1 cyclins.
The concentration of Cdc28 is constant over the S. cerevisiae cell cycle, but the
concentration of G1 cyclins (Cln1, Cln2, and Cln3) changes periodically [72, 115]. In
late G1 phase, the concentration of G1 cyclins increases, leading to higher activity of
the Cln-Cdc28 activity. The activated complex phosphorylates Sic1 at multiple sites
which causes its ubiquitination by the constitutively active SCFCdc4 ubiquitin ligase
complex and subsequently its proteolysis by the 26S proteasome [17]. This leads
to emancipation of the active Clb-Cdc28 complex which stimulates DNA replication
in the S phase (Figure 3.1). Yeast strains lacking Sic1 initiate DNA replication
earlier and show extended S phase [70, 71]. On the other hand, in mutant strains
that are resistant to Sic1 degradation, cells experience lengthened G1 phase in an
otherwise wild-type genetic background [72] or G1 phase arrest in more complex
situations [15, 18].
The Sic1 protein contains nine Ser/Thr-Pro phosphorylatable sites for proline-
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Figure 3.1: The role of Sic1 in the cell cycle and its multiple phosphorylation sites. At
the G1 phase, Sic1 is bound to Clb5/6-Cdc28, which is required for the onset of DNA
replication in the S phase. With increasing the activity of Cln2-Cdc28 kinase, Sic1
becomes phosphorylated on multiple sites and releases Clb5/6-Cdc28, hence the cell
enters into the S phase. Phosphorylated Sic1 is recruited by Cdc4 for ubiquitination
and eventually degradation through the SCFCdc4 pathway.
directed kinases including the Cln-Cdc28 kinase. The C-terminal 70 amino acids of
Sic1 is required for in vivo and in vitro Clb5-Cdc28 inhibition [72, 116]. The N-
terminal fragment is required and sufficient for targeting of Sic1 to Cdc4 as demon-
strated by in vitro binding and ubiquitination assays and in vivo mutational studies
[16, 17]. Nash et al. investigated how multisite phosphorylation of Sic 1 regulates its
ubiquitination and degradation [17]. They began with the Sic1 mutant which lacks
all the nine phosphorylation sites and restored the sites one by one in the order of
their importance measured by the degree to which elimination of a single site affects
the Sic1 turnover. Serial reintroduction of five sites failed to reestablish Sic1 binding
57
to Cdc4 or cell viability. Re-addition of a sixth seemingly insignificant site abruptly
restored Sic1’s binding with Cdc4 in vitro and revived the cells in vivo. These ex-
periments clearly revealed that there is a threshold number of phosphorylated sites
required to render binding of Sic1 with Cdc4.
Substrate recognition of Cdc4 is based on its interaction with consensus binding
motifs, the so-called Cdc4 phospho-degrons (CPD), on the surface of the phosphory-
lated Sic1. Phosphorylation affects certain hydrophilic and charged contacts, which
probably releases transient structures involving the CPDs and facilitates their inter-
actions with Cdc4 [76]. The optimal consensus sequence for Cdc4 binding is a phos-
phorylated serine or threonine followed by a proline and a basic amino acid. However,
none of the CPDs on the surface of the Sic1 show such a composition. Therefore,
multiple phosphorylation of Sic1 is needed to generate high-affinity binding to Cdc4.
Recent structural analysis shows that Sic1 exists in an intrinsically disordered state
and its multiple phosphorylated sites interact with the single receptor site of Cdc4
in dynamic equilibrium [76, 117]. Phosphorylation of multiple CPD motifs increases
the local concentration of these sites around Cdc4 once the first CPD site is bound,
to the extent that diffusion-limited escape from the receptor is overwhelmed by the
higher probability of rebinding of any CPD site [118].
It has been proposed that multisite phosphorylation can lead to “ultrasensitive”
responses [17, 20, 23, 119]. The term “ultrasensitive” is applied to a system that
is more sensitive to changes of stimuli in the intermediate regime than a standard
hyperbolic (Michaelis-Menten) one, and is measured by the Hill coefficient, nH , for
sigmoidal curves. The Hill coefficient of a stimulus-response curve can be estimated
by fitting the data to the Hill equation [3]: Response = Stimulus
nH
EC
nH
50 +Stimulus
nH
, where
EC50, the half maximal effective concentration, refers to the concentration of stimulus
which induces a response halfway between the baseline and maximum. For a standard
hyperbolic response curve, nH = 1, and as the steepness of the curve increases, nH
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becomes larger.
Previous theoretical studies suggested that ultrasensitivity can arise from a com-
bination of multistep phosphorylation and changes of functionality along the phos-
phorylation chain [24]. In particular, high degree of ultrasensitivity is believed if
there exists a threshold site number of phosphorylation sites that abruptly changes
the substrate activity from zero to maximum and this threshold number is about half
of the total number of sites. In the case of Sic1, there are a total of nine sites and
the threshold site number, according to Nash’s study [17], is six.
In this work we examine experimentally how the number of phosphorylation sites
of Sic1 affects the shape and specifically the steepness of the steady-state Sic1-Cdc4
binding curve. We measure the fraction of Sic1 that binds to Cdc4 in response to the
increasing activity of Cln2-Cdc28 kinase in vitro. We utilized a panel of Sic1 variants
that contain different numbers of phosphorylation sites and noted the profound role
of multiple phosphorylation in Sic1’s ultrasensitivity property. Combined with math-
ematical modeling, these experimental results provide new insights as well as testable
hypothesis about the underlying mechanism of ultrasensitivity arising from multisite
phosphorylation in the Sic1 system.
3.3 Methods
3.3.1 Recombinant Protein Expression and Purification
N-6xHis-tagged S. cerevisiae Sic1, including the wild type and various mutants,
were cloned into the pMCSG7 vector. Proteins were expressed in E. coli with IPTG
induction, and purified using nickel-NTA columns according to manufacturer’s pro-
tocol (Qiagen). The Cln2-Cdc28 kinase was expressed in Hi5 cells at the Protein
Expression Center of CalTech using baculoviruses encoding GST-Cdc28-HA, Cln2,
Cak1, and Cks1-6xHi [120]. The Cln2-Cdc28 kinase was purified using glutathione-
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sepharose beads (GE Healthcare). Since the subunits of the kinase complex are co-
expressed in the same cell, no assembly step was required. The N-Flag-tagged Cdc4
was purified using anti-FLAG M2 Affinity gel (Sigma-Alderich), from baculovirus in-
fected Hi5 cells as previously described [17]. For binding assays, Flag-tagged Cdc4
was immobilized on anti-FLAG M2 Affinity Gel after re-suspending cell pellets in
lysis buffer (50 mM HEPES, 100 mM NaCl, 0.1% NP-40, 5 mM NaF, 10% Glycerol,
5 mM EDTA) and brief sonication. The size and identity of all recombinant proteins
were confirmed by SDS-polyacrylamide electrophoresis and immunoblotting.
3.3.2 Yeast Extract Preparation
α-factor was used to arrest the yeast cells at the G1 phase. The α-factor pheromone
(a short peptide of 13 residues) is produced by MAT-α cells and arrest MAT-a cells at
START, the G1/S boundary, by inhibiting Cln-Cdc28 activity. ATCC 201388 (MATa
his3∆1 leu2∆0 met15∆0 ura3∆0) cells were grown in YPD at 30◦C to early log phase
and then α-factor (Sigma-Aldrich) was added at two times with one hour interval to
a final concentration of 10 µg/ml. At the time of adding α-factor, pH was lowered to
3.9. The cells were harvested after two hours. Because α-factor is a Cdc28 inhibitor,
to avoid its effect on our phosphorylation assay, the cells were washed twice with
YPD medium prior to the lysis step. The cells were lyzed in CelLytic Y Cell Lysis
reagent (Sigma-Aldrich) according to manufacturer’s protocol. DTT was added to
the lysis buffer before use at a final concentration of 10 mM to increase the total
protein yield. In addition, a protease inhibitor cocktail (Sigma P8215) was added to
inhibit endogenous proteases. The phosphatase activity of the G1 yeast extract on
phosphorylated Sic1 was confirmed by observing a shift in the position of Sic1 band
on the SDS-polyacrylamide gel.
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3.3.3 Kinase and Binding Assays
All phosphorylation reactions were carried out in kinase buffer (Cell Signaling)
and ATP (Cell Signaling) at 30◦C for three hours to reach steady state. Various
amounts of purified Cln2-Cdc28, from zero to approximately 25 nM, was added.
Concentrations of Sic1 in the reactions were approximately 2.5 µM, in the range of
the estimated 1 µM concentration of Sic1 in the yeast nucleus [20]. Flag-Cdc4 was
immobilized on anti-FLAG M2 affinity gel (Sigma-Alderich) for one hour at room
temperature. After two times washing of Flag gel with TBS, the Sic1 mix (containing
a mixed population of Sic1 phosphospecies) was incubated with Flag-captured Cdc4
at 4◦C with gentle shaking for one hour. At low temperature, the phosphorylation
and dephosphorylation reactions are probably slowed, thus the equilibrium does not
change after binding a fraction of phosphorylated Sic1 to Cdc4. Then the Flag gel
was washed twice with TBS. The Cdc4-Sic1 complex was eluted using 0.1 mM glycine
hydrochloride. The eluted fraction was mixed with SDS Laemmli sample buffer (Bio-
Rad) for SDS-PAGE and immunoblotting with the C-terminus Sic1 antibody (Santa-
Cruz). Before choosing the current set up for binding assay for the His-tagged Sic1
and Flag-immobilized Cdc4, we had explored other protein fusions of Sic1 and Cdc4
using various binding set ups. These explored but ineffective approaches are described
in Appendix B.
3.3.4 Mass Spectrometry
Phosphorylated proteins were purified by an Agilent 1100 HPLC system (Agilent
Technologies) with an Agilent Zorbax XBD C8 reverse phase column. The fractions
containing proteins were concentrated by an Eppendorf Vacufuge (Eppendorf North
America) and reconstituted in 1:1 (v/v) water/acetonitrile with 0.1% formic acid.
Samples were electrosprayed via an Apollo II (Bruker Daltonics) electrospray source.
Mass spectra were acquired on a Bruker 7-T SolariX ESI-Q-FT-ICR mass spectrom-
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eter at broad band mode. Spectra were processed by DataAnalysis software (Bruker
Daltonics) and an in-house software which deconvoluted based on charge state distri-
bution.
3.3.5 Data Analysis and Curve Fitting
The data points for each binding curve were collected from several independent
experiments. Each independent experiment included about eight various levels of
Cln2-Cdc28 kinase concentration in duplicate and one control sample to check vari-
ability from experiment to experiment. Calibration curves correlating Sic1 amount
and band size were generated and the linear range was utilized in quantification (Ap-
pendix C). The amount of Cdc4-bound Sic1 was estimated by measuring the band
size of Sic1 blot using the ImageJ package. To combine data from different experi-
ments, we normalized the amount of Sic1 with respect to the saturated value in each
experiment and then we pooled the normalized data. We used the same stocks of Sic1,
Cln2-Cdc28, yeast extract, and Cdc4 to minimize variation across different experi-
ments. The pooled data were fitted to a three-parameter Hill equation: y = ax
nH
K+xnH
,
where y was the amount of Cdc4 bound fraction (normalized to 1 at saturation level)
and x was the percentage of Cln2-Cdc28 in the phosphorylation reaction buffer.
3.3.6 Modeling and Simulation
Systems of ordinary differential equations were formulated and solved with MAT-
LAB 7.1. ATP was assumed to be held constant and its effect was included into the
corresponding rate constants. Mass action kinetics were applied for phosphorylation,
dephosphorylation, and binding reactions.
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3.4 Results
3.4.1 Ultrasensitive Binding of Sic1 to Cdc4 in Response to Cln2-Cdc28
To experimentally determine whether the steady-state response of Sic1 to kinase
Cln2-Cdc28 is ultrasensitive, as previously hypothesized, we began by developing an
in vitro phosphorylation/dephosphorylation/binding assay and measured the response
curve of wild-type Sic1. Our assay requires four proteins or protein complexes: (i)
the Sic1 substrate; (ii) the kinase Cln2-Cdc28; (iii) the phosphatase; and (iv) the
downstream protein Cdc4, the subunit of ubiquitin-ligase SCFCdc4 that binds to
phosphorylated Sic1 and thereby recruits it for proteasomal degradation.
We used bacterially expressed His-tagged Sic1, and purified the Cln2-Cdc28 ki-
nase and Flag-tagged Cdc4 expressed in insect cells. For phosphatase activity, the
exact identity of the phosphatase for Sic1 during G1/S transition is not clear. We
initially attempted to use Cdc14, a phosphatase that has been reported to dephospho-
rylate Sic1 during mitotic exit [121, 122]. However, we did not observe appreciable
dephosphorylation activity of this phosphatase on Sic1 in our in vitro assay (data not
shown). Comprehensive screening has suggested that multiple phosphatases are in-
volved in the dephosphorylation of Sic1 (Mike Tyers, personal communications). We
thus prepared protein extract of yeast cells arrested at G1 phase and used it to provide
phosphatase activity. Similar approaches using Xenopus egg extracts were employed
previously to effectively provide phosphatase background in studies of steady-state
ultrasensitive response of Wee1 and Cdc25c in Xenopus [7, 123]. As shown in Fig-
ure 3.2, the yeast extract we collected from G1 phase clearly has phosphatase activity
on phosphorylated Sic1.
Our phosphorylation/dephosphorylation/binding assay aims to quantify how the
amount of Sic1 that can bind to Cdc4 changes in response to increase of kinase activity.
As illustrated in Figure 3.3, the assay starts with incubating unphosphorylated Sic1
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Figure 3.2: The protein extract of yeast cells arrested at the G1 phase shows phos-
phatase activity on phosphorylated Sic1.
with the mixture of Cln2-Cdc28 and G1 cell extract for three hours to allow the
phosphorylation to reach a steady state. Then the mixed population of Sic1 with
different phosphorylation states is incubated with immobilized Cdc4 for one hour to
allow binding of sufficiently phosphorylated Sic1 and Cdc4. After washing to remove
Sic1 molecules that do not bind to Cdc4, we elute pSic1-Cdc4 complexes from the Flag
resin and the amount of Sic1 is quantified through immunoblotting with a C-terminus
Sic1 antibody.
We carried out this assay on wild-type Sic1 with various amounts of Cln2-Cdc28
kinase and the same level of G1 extract. Up to eight kinase concentrations were
examined in duplicates in each experiment, as illustrated in Figure 3.4A. The amount
of Sic1 bound to Cdc4 is normalized with the saturation level (i.e. maximum level)
in each experiment and plotted against the amount of Cln2-Cdc28. Data from seven
experiments were pooled and fitted to a three-parameter Hill function (Figure 3.4B).
The Hill coefficient was determined to be 3.2 with an standard error of 0.5. Thus,
the steady-state response of Sic1 to kinase Cln2-Cdc28, as measured by its fraction
that can bind to Cdc4, is ultrasensitive.
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Figure 3.3: Experimental procedure for the phosphorylation and binding assays in this
study. Sic1 is phosphorylated and then part of it is incubated with Flag-immobilized
Cdc4 for the binding assay. Another part of it is used for mass spectrometry analysis.
3.4.2 Ultrasensitivity Decreased in Sic1 Mutants with Reduced Numbers
of Phosphosites
Nash et al. [17] reported the importance of each Ser/Thr site of Sic1 according to
the degree to which elimination of a single site affects the Sic1 turnover. Thr45, Ser76,
Thr5 and Thr33 seemed to have a larger contribution to Sic1 instability compared to
other sites and thus were considered the most important sites [17]. They constructed
a panel of Sic1 mutants containing various combinations of the phosphorylation sites.
They began with the Sic1 mutant which lacks all the nine phosphorylation sites and
restored the sites one by one in the order of their relative importance. In their
investigation, serial reintroduction of five sites failed to reestablish Sic1 binding to
Cdc4, however, re-addition of a sixth seemingly insignificant site abruptly restored
Sic1’s binding with Cdc4 in vitro. We used the same panel of mutants, except that
65
Figure 3.4: Response of wild-type Sic1 to Cln2-Cdc28 in binding to Cdc4. (A) West-
ern blot from a representative experiment to measure Cdc4-bound Sic1 at various
activities of Cln2-Cdc28 kinase complex.The Cdc4-bound fraction of Sic1 is visu-
alized by immunoblotting using the C-terminus Sic1 antibody (Santa Cruz). (B)
Ultrasensitive binding of Sic1 to Cdc4 in response to Cln2-Cdc28 based on 100 data
points we observed from seven experiments. The Cdc4-bound fraction of Sic1 is quan-
tified using ImageJ, normalized, pooled from seven experiments, and plotted against
the amount of Cdc28 kinase complex and fitted to a three-parameter Hill function.
The range of kinase activities was generated by 0-5 µl of purified Cln2-Cdc28 which
roughly led to 0-25 nM of the enzyme.
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Figure 3.5: Sic1 wild-type and mutants used in this study. The wild-type Sic1 has
nine Ser/Thr phosphorylatable sites for Cln2-Cdc28. In mutants, the indicated sites
are mutated to Alanine.
we changed the fused Gst tag to a much shorter His tag suitable for top-down mass
spectrometry analysis (Figure 3.5).
We observed that the Sic1 proteins with no available phosphosites, with two phos-
phosites (Thr45, Ser76), three phosphosites (Thr45, Ser76, Thr33), and four sites
(Thr45, Ser69, Ser76, Ser80) did not show appreciable binding affinity for Cdc4 (Fig-
ure 3.6). Note that the sample results shown in Figure 3.6 may not be very convincing
for Sic1-2p. We have conducted more binding experiments and Western blot analysis
that confirm Sic1-2p does not bind appreciably to Cdc4. These were consistent with
Nash’s previous studies. However, the Sic1 protein with five available phosphosites
(Thr45, Ser76, Thr33, Thr2, Thr5) binds Cdc4 in vitro. We believe this discrepancy is
mainly due to differences in assay sensitivities. The six-(Thr45, Ser76, Thr33, Thr2,
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Thr5, Ser69) and seven-(Thr45, Ser76, Thr33, Thr2, Thr5, Ser69, Ser80) phosphosite
Sic1 proteins bind well.
We then measured the steady-state response of the five-, six-, and seven-site Sic1 to
Cln2-Cdc28. Very intriguingly, the response curves of Sic1-5p and Sic1-6p are largely
hyperbolic, with an equivalent Hill coefficient of 1.0± 0.2 and 1.2± 0.3, respectively
(Figure 3.7 A and B). Whereas when another site is restored into Sic1-7p, the response
curve becomes ultrasensitive and the Hill coefficient dramatically increases to 3.5±0.5,
a level comparable to that of the wild-type Sic1 (Figure 3.7C). Note that the exact
values of the fitted Hill coefficients are not reliable and and the difference between
3.2 for the Sic1-WT and 3.5 for the Sic1-7p may not be meaningful.
Figure 3.6: Binding of Sic1 variants to Cdc4 at the presence and absence of the
Cln2-Cdc28 kinase. Mutants with four or less phosphorylatable sites do not show
appreciable binding affinity.
3.4.3 The Saturated Level of Cdc4-Bound Sic1 Increases with the Num-
ber of Phosphosites
We also noted that the number of phosphosites affects not only the shape of Sic1’s
response curve, but also the saturated level of Cdc4-bound Sic1. The measured Cdc4-
bound fraction at the plateau of the binding curve was larger for Sic1 proteins with
more phosphosites available: about 2%, 6%, 8% and 10% for Sic-5p, Sic1-6p, Sic1-7p,
and Sic1-WT, respectively. This phenomenon occurs if the binding to Cdc4 becomes
stronger as the number of phosphorylated sites increases (i.e., phosphostates with
more phosphorylates have higher affinity for Cdc4), as will be discussed later.
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3.4.4 Mass Spectrometry Characterization of the Distribution of Phos-
phorylation States
To examine closely the phosphorylation state of Sic1 at different levels of kinase
activity, we analyzed various Sic1 samples using a top-down mass spectrometry ap-
proach. Here we call Sic1 that is phosphorylated once phosphoform 1, Sic1 that is
phosphorylated twice phosphoform 2, etc., without distinguishing exactly which sites
are phosphorylated. As shown in Figure 3.4B, the binding curve of wild-type Sic1
is steepest between 1 and 2 µl, corresponding to a concentration of 5–10 nM. When
the Sic1 samples treated with different levels of Cln2-Cdc28 were analyzed by mass
spectrometry, we observed that the wild-type Sic1 was phosphorylated mostly on four
or less sites in the initial lag phase of the binding curve, where the amount of Cln2-
Cdc28 is less than 1 µl. However, the distribution shifts dramatically toward seven
and higher orders of phosphorylated states as the amount of Cln2-Cdc28 increases to
5 µl (Figure 3.8A). Note that even at the saturated level, the protein was not fully
phosphorylated and existed as a mixture of seven- to ten-site phosphoforms. The ex-
istence of a phosphoform with ten sites indicated another site in addition to the nine
Ser/The-Pro residues described earlier. This could be one of the non-Ser/Thr-Pro
sites previously described [16].
We also examined the distribution of phosphoforms at the saturated level for three
Sic1 mutants, of which we measured the steady-state binding curves. As shown in
Figure 3.8B-D, maximally phosphorylated Sic1 exists as a mixture of all possible
phosphoforms with up to six or seven phosphorylated sites in mutants Sic1-5p and
Sic1-6p, whereas Sic1-7p exhibits a narrow distribution of 7p–9p phosphoforms. Here
we again observed the presence of other non-Ser/Thr-Pro sites, which will require
further investigation in our future work. These different distributions of phosphoforms
in the Sic1 variants underlie their different ultrasensitivity properties.
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Figure 3.7: Response of Sic1 mutants to Cln2-Cdc28 in binding to Cdc4. The nor-
malized bound fraction of five-site Sic1 (A), six-site Sic1 (B), and seven-site Sic1 (C)
is plotted against the increasing activity of Cln2-Cdc28.
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3.5 Discussion and Conclusion
To unravel the mechanism underlying the observed ultrasensitivity behavior of
Sic1, we set out to investigate theoretically how ultrasensitivity can arise in such
a system from multisite phosphorylation. We consider protein Sic1 containing n
phosphorylation sites and assume the protein is “functional” when more than m sites
are phosphorylated. Here by “functional” we mean affinity for binding to Cdc4;
i.e., Sic1 phosphoforms phosphorylated on four or less sites are inactive and the
higher-order of phosphoforms are considered active. The phosphorylation reaction is
distributive and proceeds in a random order; the dephosphorylation reaction is also
distributive and proceeds randomly too. The total amount of Cdc4 protein is constant
and we assume it is about twice the amount of Sic1 based on our experimental study.
Such a system can be modeled by a series of ordinary differential equations (ODEs)
and be solved to steady states numerically with MATLAB. There are three important
sets of parameters: the phosphorylation rate constants, the dephosphorylation rate
constants, and the Sic1-Cdc4 association/dissociation rate constants. We explored
this large parameter space to investigate exactly how the steady-state response curves
of Sic1 can exhibit the following observed features:(i) “shape”, and (ii) “saturation”.
Upon extensive search in the parameter space, we noted that the experimentally
observed Sic1-Cdc4 binding curves could be reproduced theoretically (Figures 3.9
and 3.10 ) under the following conditions: (i) the ratio of phosphorylation to de-
phosphorylation becomes larger as phosphorylation proceeds, and (ii) the Sic1-Cdc4
binding rate constant becomes as stronger as phosphorylation proceeds. The first
condition enhances ultrasensitivity by promoting the multistep phosphorylation re-
action as it proceeds. This type of cooperativity between phosphorylation sites was
also suggested previously for Cdc25C [123] and Ste5 [124]. The second condition is
necessary to achieve different levels of saturation for different mutants and wild-type.
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Figure 3.9: Modeling results for substrate protein with various number of sites. The
threshold site number for binding is set at five. The total normalized amount of
multisite substrate protein, the binding partner, and the phosphatase is set at 1, 2,
and 1, respectively. The phosphorylation rate constant of phosphoforms with more
than five phosphate groups is set four times greater than that of phosphoforms with
zero to five phosphate groups (4 and 1, respectively). The association rate constant for
the binding reaction from phosphoform-0 to phosphoform-9 is 0, 0, 0, 0, 0, 0.02, 0.04,
0.07, 0.08, 0.08 in order. All the dissociation and dephosphorylation rate constants
are set at 1.
We hypothesize that ultrasensitive binding of Sic1 to Cdc4 in response to Cln2-
Cdc28 we have observed in vitro is inherently related to its switch-like degradation
in vivo and ultimately leads to the precise G1/S transition. Nevertheless, additional
factors may also contribute to the switch-like Sic1 elimination process in vivo. The
most important one is believed to be the positive feedback exerted by liberated Clb5,6-
Cdc28. Clb5,6-Cdc28 is released from Sic1 while the 26S proteasome actively extracts,
unfolds, and degrades ubiquitinated Sic1 [125]. Clb5,6-Cdc28 can phosphorylate Sic1
subsequently [60]. This positive feedback further enhances Sic1’s ultrasensitivity.
Another factor might be the involvement of kinases other than Cln2-Cdc28. Sic1
is phosphorylated by multiple kinases, which can differentially affect the stability
of Sic1 and consequently the progression through G1. In our experiment, we used
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Figure 3.10: Simulated populations of phosphoforms at the saturated level of the
kinase. The substrate has nine phosphorylation sites in total and binds to the partner
protein upon phosphorylation on five sites. The graph shows the total amounts of
substrate protein in free (Free) and bound (Bound) forms. It also shows the fraction
of each free phosphoform. For example, “Free F−0” represents free phosphoform-0p.
“Free Fs−0to4” represents the total amount of free phosphoforms with less than five
phosphorylated sites. The total normalized amount of multisite substrate protein,
the binding partner, and the phosphatase is set at 1, 2, and 1, respectively. The
phosphorylation rate constant of phosphoforms with more than five phosphate groups
is set four times greater than that of phosphoforms with zero to five phosphate groups
(4 and 1, respectively). The association rate constant for the binding reaction from
phosphoform-0 to phosphoform-9 is 0, 0, 0, 0, 0, 0.02, 0.04, 0.07, 0.08, 0.08 in order.
All the dissociation and dephosphorylation rate constants are set at 1.
purified Cln2-Cdc28. However, other G1 cyclins, such as Cln1, in complex with Cdc28
may also contribute to phosphorylation of Sic1. As another example, Pho85, when
complexed with Pcl1, a G1 cyclin homologue, can phosphorylate Sic1 in vitro, and
Sic1 appears to be more stable in Pho85∆ cells [101]. CK2 phosphorylates Sic1 in vivo
on Ser201 shortly after its de novo synthesis during late anaphase in glucose-grown
cells [103, 126, 127].
In this work, we have shown that the steady-state Sic1-Cdc4 binding in response
to the increasing activity of Cln2-Cdc28 in yeast G1 extract is ultrasensitive. The
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apparent Hill coefficient of the wild-type response is about 3.2. The ultrasensitivity
decreases as the number of phosphorylatable site decreases from nine to five (nH '
1.0). In our in vitro assays, mutant Sic1 proteins with four or less phosphorylatable
sites do not bind to Cdc4. We also observed that the Cdc4-bound fraction of Sic1 at
the saturated kinase level increases as the number of phosphorylatable sites increases.
Our mass spectrometry analysis showed that the wild-type Sic1 is phosphorylated
mostly on four or less sites in the initial lag phase of the binding curve, and the
distribution shifts dramatically toward five and higher orders of phosphoforms as
the concentration of Cln2-Cdc28 further increases. This work represents the first in-
depth characterization of Sic1 in terms of its ultrasensitivity property and the role
of multisite phosphorylation. The obtained experimental results, combined with our
modeling analysis, suggest the mechanism through which Sic1’s ultrasensitivity arises
from multisite phosphorylation and provide hypotheses that can be tested in future
work.
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CHAPTER IV
Minimum Protein Oscillator Based on Multisite
Phosphorylation and Dephosphorylation
4.1 Summary
We propose a novel minimum oscillator whereby a protein with multiple phospho-
rylation sites directly embedded in a negative feedback loop can exhibit oscillation.
We demonstrate that if the fully phosphorylated substrate inhibits the first phos-
phorylation step in a cooperative manner, multisite substrates can exhibit oscillatory
behavior at the presence of a kinase and phosphatase. With a fixed number of sites,
the nonlinearity of the negative feedback and the substrate/enzyme ratio must be
above certain threshold values to generate undamped oscillation. There is an inverse
relationship between the number of phosphorylation sites and the minimum nonlin-
earity of the negative feedback required for oscillation; i.e., the ultrasensitivity and
time delay rooted in multisite phosphorylation compensate for the explicit nonlin-
earity in the negative feedback. The period and amplitude of oscillation are mainly
determined by the number of phosphorylation sites and the substrate/enzyme ratio.
Our results suggest that a multisite protein can be exploited for the construction of
a synthetic protein oscillator featuring simplicity, robustness and tunability.
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4.2 Introduction
Biochemical oscillations arise in diverse biological processes related to metabolism,
signaling and development [128, 129]. Well-studied examples include glycolysis [130–
132], eukaryotic cell cycle control [133–135], and circadian rhythms [136]. Under-
standing the design principles of these rhythmic cellular behaviors has attracted
tremendous interest in the past several decades due to their important biological
roles and intriguing mathematical properties [137–139]. Combined theoretical and
experimental study of natural systems has yielded increasing insights on the un-
derlying mechanisms. Novak & Tyson [129] described four essential requirements
of biochemical oscillators as (i) negative feedback to return the system to its ini-
tial state; (ii) time delay to prevent the reaction network settle on a stable steady
state; (iii) nonlinear interactions to destabilize the steady state; and (iv) proper
timescales of producing and consuming reactions to generate oscillations. An impor-
tant class of biochemical oscillators arises in signaling pathways involving cascades of
phosphorylation/dephosphorylation (P/D) reactions. A number of models have been
proposed to investigate such oscillations such as coupled P/D cycles of Cdc25 and
the marturation-promoting factor (MPF) [140], cyclin-dependent-kinase-related P/D
cascades in eukaryotic cell cycle [133], and MAPK cascades [141, 142].
More recently, engineering of synthetic oscillators have emerged as an alternative
way for exploring and testing the design principles of biomolecular oscillations. In ad-
dition, these synthetic oscillators can potentially be utilized in various biotechnology
applications such as gene therapy. A number of designs with increasing robustness
and tunability have been successfully demonstrated in bacteria [40, 41, 143, 144] or
mammalian cells [145]. It is interesting to note that whereas natural oscillators occur
with a wide spectrum of metabolic, signaling and gene regulation networks, all ex-
cept one current synthetic oscillators have been constructed based on transcriptional
regulations.
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As previously noted [129], sufficient nonlinearity, often described as an ultrasensi-
tive stimulus-response relationship, is critical for generating oscillation in a negative-
feedback-containing network. The required ultrasensitivity can arise from a variety
of mechanisms such as ligand cooperativity [3], operating in the zero-order region of
enzymes [1], or positive feedback loops [146, 147]. Recently, it has been proposed
that multisite phosphorylation, a common feature of many protein kinase substrates,
could be another source for ultrasensitivity [17, 23]. On the other hand, we noticed an
intriguing oscillatory system centered around KaiC, a protein with multiple phospho-
rylation sites that plays a critical role in enabling the circadian clock of cyanobacteria.
KaiC interacts with two other proteins (KaiA and KaiB) and its phosphorylation level
oscillates with a circadian period [148, 149]. Most remarkably, this three-protein clock
can be reconstituted in vitro [150, 151]. Inspired by this natural oscillator and the
aforementioned theory on multisite based ultrasensitivity, we hypothesize that em-
bedding a single protein with multiple phosphorylation sites within a simple negative
feedback loop could lead to well-sustained oscillations. Not only will the multistep
P/D process create time delay, it will also enhance substantially the nonlinear interac-
tions in the network. The objective of this chapter is to investigate systematically the
condition under which P/D of a single multisite protein can generate undamped os-
cillation. It should be noted that Chickarmane et al. [152] analyzed a related specific
case where a two-site protein exhibits oscillatory behavior when its fully phosphory-
lated form represses the production of the kinase. In this paper, we examine a general
model featuring an alterable number of phosphorylation sites and a structurally sim-
ple negative feedback. We will show quantitatively how multisite phosphorylation
compensate for nonlinearity in the negative feedback. Important parameters that af-
fect the stability of the response and determine the oscillation amplitude and period
will also be identified.
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4.3 Methods
To explore the feasibility of creating a minimum protein oscillator based on mul-
tisite P/D of a single protein, we developed a detailed ordinary differential equa-
tion (ODE) model of the system and investigated systematically the effects of vari-
ous parameters. The key components of the model include: multisite phosphoryla-
tion/dephosphorylation reactions; a negative feedback through the inhibition of the
first phosphorylation step by the fully phosphorylated substrate protein; and initial
condition specifications.
4.3.1 Model Description
We consider a protein substrate, S, with n phosphorylation sites in the presence
of a kinase and a phosphatase in a closed system. We assume that P/D reactions
proceed distributively, which means after substrate-enzyme association, at most one
phosphate group can be added to or removed from the substrate before dissociation
of the complex. Therefore, all partially phosphorylated forms of the protein are
generated. The number of distinguishable phosphorylated species depends on how
P/D reactions proceed. In two extreme cases, reactions might proceed fully randomly
or fully sequentially. In this chapter, we focus on sequential P/D.
According to the Michaelis-Menten mechanism of enzymatic reactions, the sub-
strate and enzyme react to form a substrate-enzyme complex which can in turn dis-
sociate to form either the enzyme and substrate, or the enzyme and the product
Figure 4.1. We consider these elementary reactions involving enzyme-substrate com-
plexes in our model. This closed system contains 3n+1 species and it can be described
readily with a set of governing ODEs.
Assuming that ATP is abundant, the concentration of each form of the substrate
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Figure 4.1: Sequential phosphorylation and dephosphorylation of an n-site protein
with a negative feedback.
changes as follows:
d[S0]
dt
= −kon1 [Kin][S0] + koff1 [S0.Kin] + kcatd1 [S1.Pho] (4.1a)
d[Si]
dt
=− koni+1[Kin][Si] + koffi+1 [Si.Kin] + kcatdi+1 [Si+1.Pho]
− kondi [Pho][Si] + koffdi [Si.Pho] + kcati [Si−1.Kin], i = 1, ..., n− 1 (4.1b)
d[Sn]
dt
= −kondn [Pho][Sn] + koffdn [Sn.Pho] + kcatn [Sn−1.Kin] (4.1c)
d[Si−1.Kin]
dt
= koni [Kin][Si−1]− (koffi + kcati )[Si−1.Kin], i = 1, ..., n (4.1d)
d[Si.Pho]
dt
= kondi [Pho][Si]− (koffdi + kcatdi )[Si.Pho], i = 1, ..., n (4.1e)
where [Kin], [Pho] and [Si] represent concentrations of the kinase, the phosphatase
and the substrate phosphorylated on i sites, respectively. kon, koff and kcat stand
for the rate constants of kinase-substrate association, dissociation and phosphory-
lation reactions, respectively. Similarly, kond, koffd and kcatd are the corresponding
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parameters for dephosphorylation. We assume that the total amounts of kinase and
phosphatase remain constant in the system and thus their free forms can be deter-
mined as follows:
[Kin] = KinT −
n−1∑
i=0
[Si.Kin] (4.2a)
[Pho] = PhoT −
n∑
i=1
[Si.Pho] (4.2b)
where KinT and PhoT are the total amount of kinase and phosphatase, respectively.
4.3.2 Negative Feedback
To generate oscillation of the various species in the above phosphorylation and
dephosphorylation chain, a negative feedback is required [129]. We propose a very
simple network topology in which the negative feedback loop is formed by the fully
phosphorylated species inhibiting the first phosphorylation step (see Figure 4.1). Fur-
thermore, we assume that this inhibition of the association between S0 and the kinase
by Sn can be approximated by a Hill type function, which is widely used as a high-
level description of nonlinear inhibitions in various processes such as transcription [40]
and kinase signaling [141].
kon1 = k
on0
1
1
1 + [Sn]p
(4.3)
where kon0 is the maximum rate constant for S0-kinase association and p represents
the nonlinearity of the negative feedback.
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4.3.3 Initial Condition
We assume that initially the substrate protein is in the non-phosphorylated form
and responds to sudden introduction of the kinases and phosphatase, which corre-
sponds to the following initial conditions:
t = 0 :[S0] = ST , [Kin] = KinT , [Pho] = PhoT
Concentrations of all other species are zero. (4.4)
where ST is the total concentration of the substrate protein in this closed system.
We have investigated systematically the above ODE model with numerical solvers
in MATLAB 7.1. Each condition we have explored is described by a specific combi-
nation of values for four categories of parameters:
(i) the number of phosphorylation sites (n);
(ii) nonlinearity of the negative feedback (p);
(iii) kinetic parameters (kon, koff , kcat; kond, koffd, kcatd); and
(iv) total amounts of substrate and enzymes (ST , KinT , PhoT ).
We focused on examining the dynamic profile of the various states of the substrate
to identify conditions for generating sustainable oscillation. In addition, we were
interested in what determine the period and amplitude of the oscillation when it
occurs.
4.4 Results
4.4.1 Conditions for Sustainable Oscillation
We started with a single-site protein. We systematically explored a wide range
of p values, kinetic parameters, as well as total amounts of substrate and enzymes.
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The system always reached a steady state. We conjectured that adding more phos-
phorylation sites might cause oscillation as it would introduce time delay as well as
nonlinearity in the response of the substrate to the enzymes. Therefore, we pro-
ceeded to the examination of multi-site proteins. For simplicity, we fixed the kinetic
parameters using values reasonable for real biological systems [92] (kon = 10µM−1s−1,
koff = 10s−1, and kcat = 1s−1 for both phosphorylation and dephosphorylation).
Interestingly, our simulation results showed that adding phosphorylation sites
could indeed make the system unstable. As an example, the oscillatory behavior
of a nine-site protein is shown in Figure 4.2. We systematically explored a large
parameter space by examining combinations of parameter values in wide ranges and
found that concentrations of different phosphostates of the substrate are oscillatory
under proper conditions. By “proper conditions”, we mean i) the number of phos-
phorylation sites, n, is sufficiently large; ii) the nonlinearity of the negative feedback,
p, is sufficiently high; and iii) the ratio between total substrate and total enzyme
concentrations, ST/ET , is sufficiently large. The boundaries between the sustainable
oscillation region and the stable steady state one in the parameter space, i.e. where
bifurcation occurs, were determined numerically.
4.4.1.1 Nonlinearity in Feedback versus Number of Phosphorylation Sites
When there are enough phosphorylation sites, the degree of nonlinearity of the
negative feedback, depicted by p, is the most important parameter in determining
whether or not the system oscillates. As the number of phosphorylation sites in-
creases, a smaller p value is required to generate oscillation, as summarized in Fig-
ure 4.3. For instance, p is required to be greater than seven for n = 2; whereas,
for n = 5, a p value as low as three is enough. However, this effect of the number
of phosphorylation sites on reducing the minimum nonlinearity requirement lessens
when n is larger than six. At this point, the chain of the phosphorylation reaction is
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Figure 4.2: Oscillatory behavior of a nine-site protein.The concentrations of enzyme-
substrate complexes are so small that they are almost unobservable in the graph.
Parameters: p = 3; ST = 100µM,ET = KinT = PhoT = 1µM .
long enough that increasing the number of intermediates will not affect the dynamics
of the system.
It should be noted that although the fraction of the substrate bound to the en-
zymes is negligible compared to the fraction of free substrate when the concentration
of the substrate is much larger than the concentration of the enzymes (Figure 4.2),
omitting the steps of substrate-enzyme binding from the model affects the behav-
ior of the system qualitatively. For instance, n = 2 does not show any oscillatory
behavior under any condition and the minimum number of phosphorylation sites re-
quired for oscillation increases to three. This observation highlights the importance
of appropriate modeling in investigating the dynamic behavior of a system.
4.4.1.2 Substrate/Enzyme Ratio versus Number of Phosphorylation Sites
The ratio of total substrate over total enzyme concentrations, which is specified
by the initial condition in our model, is another important factor that determines
whether or not the system is stable. This parameter, ST/ET , needs to be sufficiently
large to generate oscillation. It has been observed that this minimum ratio is much
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Figure 4.3: Nonlinearity of the negative feedback required for generating oscillatory
behavior.
larger than one, which can be easily satisfied for almost all in vitro and many in
vivo enzymatic reactions. Setting the concentration of kinase and phosphatase at
1 µM , we determined the minimum substrate concentration (within 5 µM error)
required for generating oscillation with different numbers of phosphorylation sites for
a negative feedback of p = 4 (Figure 4.4). The minimum substrate/enzyme ratio was
not calculated for two-site and three-site proteins because they always reach steady
state when p = 4 (Figure 4.3).
From four sites to six sites, the minimum substrate/enzyme ratio decreases sharply
and then stays unchanged from n = 6 to n = 9 and then increases slowly. Having more
sites means more intermediates and therefore more time-delay and more ultrasensitive
responses of the substrate to the enzyme, which are in favor of oscillation. Thus, by
increasing the number of phosphorylation sites, the system can oscillate in a larger
space of the substrate concentration, i.e., the minimum decreases. On the other
hand, increasing the number of sites and intermediate forms causes the amount of
the fully phosphorylated substrate to decreases, which may never reach the threshold
concentration for activating the negative feedback required for oscillation. Therefore,
a larger amount of the substrate is required as n increases.
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Figure 4.4: Minimum ratio of substrate/enzyme required for generating oscillatory
behavior (p = 4).
Our simulation results also showed that the initial state of the substrate is not
important. Starting with a non-phosphorylated substrate, or its fully phosphorylated
form, or a combination of different phosphorylated forms all lead to the same results.
4.4.2 Period and Amplitude
In addition to conditions for sustainable oscillation, we also examined systemati-
cally two of the most important properties of oscillation when it occurs: period (or
frequency) and amplitude. We define amplitude as the peak-to-valley concentration
difference of the non-phosphorylated form of the substrate normalized by the total
substrate concentration (i.e. [S0]/ST ). We report here the effect of three parameters:
(i) the number of phosphorylation sites (n); (ii) nonlinearity of the negative feedback
(p), and (iii) substrate/enzyme ratio (ST/ET ).
First, it was found that both the oscillation period and amplitude increases as the
number of phosphorylation sites rises. As illustrated in Figure 4.5A, when p = 3 and
ST/ET = 1000, a protein with five or more sites oscillates. The period lengthens from
12 hours for n = 5 to 444 hours for n = 15; while the amplitude enhances from 19% for
n = 5 to 56% for n = 15. This qualitative overall trend is understandable with simple
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intuition. As more phosphorylation sites are added, the reaction pathway becomes
longer, which ultimately lengthens the period and boost the amplitude by allowing
more time for the species to change their concentrations. However, it is worth noting
that the ranges of period and amplitude obtained from quantitative simulation are
remarkable. Second, interestingly, parameter p, representing the degree of nonlinear-
ity of the negative feedback, has only a very minor effect on the period and amplitude
(Figure 4.5B) even though it is a critical parameter determining whether oscillation
occurs or not. Finally, the period of oscillation depends strongly on the ratio between
the total substrate concentration and the total enzyme concentrations, ST/ET , while
the amplitude is not affected significantly by this parameter (Figure 4.5C). For ex-
ample, for n = 5 and p = 3, when the ratio is doubled from 750 to 1500, the period
increases from 8 hours to 22 hours.
4.5 Discussion and Conclusion
Oscillations arising from phosphorylation and dephosphorylation in metabolic and
signaling cascades have been studied previously [128]. However, P/D of a single pro-
tein has not been proposed as a potential source of oscillation to best of our knowledge.
In this work we investigate theoretically the dynamic behavior of a multisite protein
embedded in a negative feedback loop and show that different phosphorylated forms
of a multisite substrate can oscillate under proper conditions.
In the proposed network for sustainable and tunable protein oscillations, one key
component is the highly nonlinear negative feedback implemented through the inhi-
bition of the first phosphorylation step by the fully phosphorylated substrate. Impor-
tant features of this inhibition include: threshold in phosphorylated sites for function-
ing, nonlinearity or cooperativity in the negative feedback, and the effect on the first
phosphorylation step. Each of these features can be found in known protein interac-
tion processes. First, multisite phosphorylation is responsible for triggering various
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Figure 4.5: Dependency of oscillation period and amplitude on the number of phos-
phorylation sites, n (A), the nonlinearity of the negative feedback, p (B), and the
substrate/enzyme ratio, ST/ET (C).
processes such as ubiquitination. For example, yeast protein Sic1 has nine phospho-
rylation sites and phosphorylation on six sites is required to be targeted by protein
SCFCdc4 for binding and subsequent ubiquitination [17, 109, 118, 153]. Second, with
regard to nonlinearity or cooperativity, many proteins assemble as oligomers in func-
tional forms. For example, protein KaiC in cyanobacteria forms a hexamer, which
in turn binds to a dimer of another protein KaiA, to carry out autokinase activ-
ity [151, 154, 155]. The degree of cooperativity arising from a hexamer can be as high
as six. Finally, it is possible to restrict the inhibitory effect to the first phosphoryla-
tion step if two kinases are involved and one introduces the first phosphate group as
a requirement for further phosphorylation by the other kinase. This “priming” mech-
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anism has been observed for protein substrates such as glycogen synthase [156, 157],
β-Catenin [91], and insulin receptor substrate-2 [158]. Existing biomolecular pro-
cesses such as those described above suggest that it might be feasible to construct
experimentally the minimum protein oscillator studied in this work. However, it re-
mains a challenge to identify suitable parts from nature or engineer proteins with
desirable characteristics, and to assemble them into the proposed oscillator that does
not rely on transcriptional regulation.
Proper modeling of biochemical reactions is very important for predicting system
dynamics. For example, our results would be different if we disregard the intermedi-
ate enzyme-substrate complexes, although the fraction of the substrate bound to the
enzymes is negligible compared to the fraction of free substrate when the concentra-
tion of the substrate is much larger than the concentration of enzymes (Figure 4.2).
If we neglect this fraction, which is the case in many theoretical models, the num-
ber of intermediates will be smaller and a more nonlinear negative feedback will be
required. Another characteristics of our model is the negative feedback exerted by
the fully phosphorylated substrate on the first step of phosphorylation. We used a
simple Hill function, Eq. (4.3), to represent the nonlinearity of this feedback without
assuming specific underlying molecular mechanisms. The exact quantitative results
we have obtained depend on this particular mathematical form. Nevertheless, the
general qualitative conclusions, such as the relationship between the number of phos-
phorylation sites and the minimum feedback nonlinearity required for oscillation, are
likely to hold for other mathematical forms and for inhibitions resulted from various
molecular interactions.
We have focused on sequential phosphorylation and dephosphorylation. Random
phosphorylation and dephosphorylation may also be utilized in biology as it provides
more intermediate forms of the phosphorylated protein and allows more flexibility
and evolvability for protein regulation. It can be shown that many of the qualitative
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relationships describe above for sequential processes also apply to random systems.
For example, as the total number of sites increases, the minimum nonlinearity of
the negative feedback required for oscillation decreases. However, these relationships
may be quantitatively different. For instance, with the same number of sites and
feedback nonlinearity, the minimum substrate/enzyme ratio required for oscillation
in a random process is larger than that for its sequential counterpart.
The sequential P/D system we have explored is topologically similar to a linear
metabolic pathway, which could oscillate under certain conditions if the first enzyme
is inhibited cooperatively by p molecules of the end product of the pathway [159].
However, there are also notable differences. Most importantly, the enzymes for con-
secutive reactions in a linear metabolic pathway are generally different, whereas the
multi-step phosphorylation/dephosphorylation reactions are all catalyzed by the same
kinase/phosphatase. Having the kinase and phosphatase exert effect on successive
reactions leads to ultrasensitive response of the substrate, which could reduce the
requirement of nonlinear interactions in other parts of the network. For instance,
with a linear metabolic pathway, it was conjectured that the system cannot show
sustainable oscillation when n = 2 unless p > 8 [160]; while in our sequential P/D
system, the nonlinearity requirement on p is slightly lower for n = 2 (Figure 4.3).
In conclusion, our results suggest that a multisite protein in a negative feedback
loop could potentially serve as a building block for generating oscillation. It remains
to be seen whether such a simple network involving only a multisite protein and
its kinase/phosphatase is employed by nature as a biochemical oscillator. On the
other hand, it might be worth exploiting multisite proteins in constructing synthetic
oscillators, which could not only shed lights on the functioning of natural oscilla-
tions, but also be utilized in bioengineering applications. The proposed oscillator
features several desirable properties: (i) simplicity (no transcription involved); (ii)
large parameter space for generating sustainable oscillations; and (iii) high tunability
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in period and amplitude. Substantial knowledge on various protein interactions as
well as creativity will be needed to design and construct the proposed circuitry.
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CHAPTER V
Design of and Preliminary Experimentation with a
Protein Degradation Switch Using Multiple
Interaction Domains
5.1 Summary
Targeted protein degradation in eukaryotic cells requires recruitment of the tar-
get protein to proteasome which is usually triggered by ubiquitination of the target
protein. One intriguing way to bypass the ubiquitination step is via artificial induc-
tion of target protein and proteasome dimerization. A natural dimerizing molecule,
rapamycin, has been used to localize the target protein to the proteasome. In this de-
sign, the Rpn10 subunit of Saccharomyces cerevisiae’s proteasome is fused with Fpr1,
and the target protein is fused with the Fpr1-rapamycin binding domain of Tor1.
Upon adding rapamycin to the cell culture medium, Fpr1 and Tor1 domains come
together and hence the target protein is localized to the proteasome and degrades.
After conducting a brief theoretical study, we suggested that increasing the number
of binding modules would lead to faster degradation. We constructed a series of dif-
ferently tagged proteins to test our hypothesis. Various single, double, and triple tags
with different combinations of wild-type and mutated Tor1 domains (14 combinations
in total) were constructed and fused to a target protein Ura3. The temporal profile
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of Ura3 in response to rapamycin has been measured in various constructs, and the
half-life of the Ura3 protein has been estimated accordingly.
5.2 Introduction
Recent advances in synthetic biology have greatly increased our capability to ma-
nipulate intracellular processes. In particular, inducible targeted protein degradation,
that has the potential for numerous biotechnological and medical applications, has
attracted increasing attention for research [55, 161]. This approach aims to directly
manipulate a target protein by specifically manipulating its stability, whereas alter-
native strategies such as promoter shutdown and RNA interface interference with the
gene transcription and translation, respectively.
Protein degradation in eukaryotic cells requires recruitment of the target protein to
the proteasome and is usually triggered by ubiquitination of the target protein [162].
A number of synthetic systems have been constructed to artificially recruit the target
protein to the proteasome in an inducible and tunable manner [53, 56, 163, 164].
One intriguing way is through induced dimerization of the target protein and the
proteasome using naturally occurring dimerizing molecules such as rapamycin [56].
In this method, both the target protein and the proteasome are fused to particular
protein domains. Upon addition of a small molecule that can simultaneously bind to
both domains, dimerization and consequently localization of the target protein to the
proteasome occur.
Janse and colleagues [56] fused the Rpn10 subunit of S. cerevisiae’s 26S proteasome
with an Fpr1 tag, and the target protein His3 with the ligand-binding domain of
Tor1, Tor11883−2078 (hereafter called Tor). Addition of rapamycin to the cell culture
medium leads to association of Fpr1 and Tor, and thus localization of Tor-His3 to
the proteasome. This method was tested on other proteins and turned out to be
ineffective for proteins that are inherently very stable. Inspired by recent works
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employing tandem repeats of binding domains [49, 57], and the insights we have
gained on the power of multiple sites, we propose to utilize multiple binding modules
to improve the performance of the synthetic degradation system previously developed
by Janse and colleagues [56].
We conjectured that faster degradation can be achieved by increasing the num-
ber of Tor domains fused to the target protein if we assume that per each Fpr1-
rapamycin-Tor complex, the binding of the target protein and proteasome becomes
stronger, i.e., there will be smaller probability in escaping form the proteasome. Con-
sequently, a greater proportion of the target protein will be in bound (degradable)
form. To explore this idea, we simulated the degradation of a Tor-fused protein in
a Fpr1-Fpr1-Fpr1-fused proteasome background (Figure 5.1). We employed a simple
reaction-limited model and used kinetic parameters of the dimerization process from
well-studied mammalian systems. Rapamycin binds to FKBP, homolog of yeast Fpr1
in human, with a dissociation equilibrium constant of about 30 µM [165]. FKBP12-
rapamycin in turn binds to the binding domain of mTor, homolog of yeast Tor1/2,
more tightly with a dissociation constant of about 10 nM [165]. With these parame-
ters, our modeled showed that induced degradation of a hypothetical target protein
quickens as the number of Tor domains increases from one to three (Figure 5.2).
As an initial step of implementing the above design, we here examined the degra-
dation of a reporter protein Ura3 fused to a varying number of Tor domains in yeast
cells with triple-Fpr1 tagged proteasome. The temporal profile of Ura3 in response to
rapamycin has been measured in various constructs and the half-lives have been es-
timated accordingly. Contrary to our expectations, we observed that addition of Tor
domains did not shorten the half-life. Here, we summarize our experiments, discuss
possible explanations for the observed behaviors, and propose potential solutions.
This work exemplifies the complex nature of synthetic proteins and highlights the
challenges involved in choosing the protein domains and linkers in modular design.
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Figure 5.1: Do multiple interaction modules lead to faster degradation? The left
picture is from Reference [56] and shows the design of the protein degradation device
based on one interaction module for rapamycin. The cartoon on the right shows
the new design where the proteasome is fused to three Fpr1 domains and the target
protein is fused to three Tor domains.
5.3 Methods
5.3.1 Genomic Tagging of Proteasome
Rapamycin is toxic to S. cerevisiae cells and arrests them at G1 phase through
interaction with Fpr1 and the Tor1/Tor2 enzymes. Mutations in Fpr1 and Tor1/2
alleviate the toxicity effect of rapamycin [166]. Thus, all the experiments were per-
formed in a derivative of rapamycin-resistant mutant DY001 to ensure that the com-
ponents of the heterodimerization system would minimally interact with endogenous
proteins to prevent cell cycle arrest and mislocalization of the reporter upon addition
of rapamycin [166]. The proteasome subunit Rpn10 of parent strain DY001 was triple
tagged with Fpr1 by homologous recombination as described previously [56]. FPR1
was amplified by PCR from the strain FY4 [167]. The final structure at the cloning
site was 5’- RPN10 C-term-FPR1-FPR1-FPR1-RPN10 UTR-3’.
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Figure 5.2: Modeling results of rapamycin-induced degradation of a hypothetical
target protein. (A) Temporal profile of target protein fused with one, two, and three
Tor domains at [rapamycin]/[target protein] = 10. (B) Half-life of target protein fused
with one, two, and three Tor domains at various concentrations of rapamycin.
5.3.2 Construction of Reporter Plasmids
All versions of the Ura3 reporter were derivatives of the vector pRS415. Tor1S1972R
is an allele of Tor1 that has a severely impaired binding affinity to Fpr1-rapamycin [168,
169]. The sequence corresponding to amino acids 1883-2078 of both Tor1 and Tor1S1972R
were amplified and inserted into the vector pRS415 along with URA3 amplified from
strain FY4. The reporter plasmids had the hemagglutinin epitope (HA) fused to
the to URA3 C-terminal. A short linker, CubR, was used between the TOR mod-
ule and the URA3 module. The linker(s) between TOR units was very similar. It
had 20 amino acids, of which two were different from one linker to another as an
artifact of a unique restriction enzyme site engineered at these positions to allow
assembly via multiple ligations. The final structure at the cloning site was 5’- [1-3
TOR1/TOR1S1972R]-CubR-URA3 C-term-HA-URA3 UTR-3’. 14 various combina-
tions (two single modules, four double modules, and eight triple modules) have been
constructed. The constructs are expressed under the constitutively active yeast ADH
promoter. The parent strain DY001 used in this study does not have a chromoso-
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mal copy of URA3 and therefore requires exogenous expression of functional Ura3
for growth. Expression of URA3 is used as a selection marker for transformation in
synthetic medium lacking uracil.
5.3.3 Cell Cultures and Protein Assays
Transformed yeast cells were grown in liquid synthetic media supplemented with
uracil at 30◦C. At early log phase, cycloheximide was added to a final concentration of
30 µg/ml to halt protein synthesis. Then culture was split into two parts after 30 min.
In one part, rapamycin dissolved in DMSO was added. The other part was used as a
negative control, and the same volume of DMSO, but with no rapamycin, was added
to it. Cells were harvested at fixed time points and whole-cell extracts were prepared
using glass beads and CelLytic Y Cell Lysis reagent (Sigma-Aldrich). The total
amount of protein was measured by Bradford assay and Nanodrop. About 25 µg of
total protein from each sample was used for electrophoresis and immunoblotted with
anti-HA (3F10) primary antibody (Roche Applied Science) and then HP-conjugated
anti-rat secondary antibody.
5.3.4 Data Analysis and Curve Fitting
The amount of HA-fused Ura3 was estimated by measuring the band size of the
blot using the ImageJ package. To measure the protein half-life, we assumed protein
concentration decays exponentially. Data were plotted in logarithmic scale against
time and fitted to a linear equation. The half-life was measured through dividing
Log(2) by the absolute value of the slope of the fitted line.
5.3.5 Modeling and Simulation
We considered a hypothetical target protein with one to three Tor domains, and
proteasome with three Fpr1 domains. The rapamycin binds to any Fpr1 domain
97
with a dissociation constant (KD) of 30 µM. Fpr1-rapamycin binds to the Tor do-
main in a free target protein with KD of 10 nM. We assumed the second and third
Fpr1-rapamycin-Tor associations occur more tightly, by assigning smaller dissocia-
tion constants (half) per each pre-existed Fpr1-rapamycin-Tor module. Furthermore,
we assumed the protein degrades with a first order kinetics when at least one Fpr1-
rapamycin-Tor exists. The model was formulated by mass action kinetics and the set
of ordinary differential equations was solved with MATLAB 7.1.
5.4 Results
To test our hypothesis about improved efficiency of protein degradation via ad-
ditional binding domains of Tor, we fused the Rpn10 subunit of S. cerevisiae’s 26S
proteasome with three Fpr1 tags. On the other hand, we fused the target protein,
Ura3, with a varying number of Fpr1-rapamycin binding domain of Tor1 and/or a
mutant version of it. Tor1S1972R is an allele of Tor1 that has a severely impaired bind-
ing affinity to Fpr1-rapamycin [168, 169] and used as a non-heterodimerizing control.
Upon addition of rapamycin to the cell culture medium, we expected that Fpr1 and
Tor1 form a dimer and hence Ura3 be translocated to the proteasome and degrades.
Ura3, encoded by URA3, is an orotidine 5-phosphate decarboxylase and is involved
in the de novo synthesis of pyrimidine ribonucleotides including uracil [170]. Loss
of Ura3 activity leads to a lack of cell growth unless uracil or uridine is added to
the media [171]. Hence, the synthetic cell culture medium used for our degradation
assays was supplemented with uracil.
5.4.1 Rapamycin-Induced Degradation of Ura3
The strain Rpn10-Fpr1-Fpr1-Fpr1 was transformed with plasmids that expressed
Tor- or TorS1972R-Ura3-HA. The transformants were grown in liquid culture supple-
mented with uracil to early log phase, whereupon cycloheximide was added to halt
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protein translation. Each culture was then split into two parts, and rapamycin was
added to one part. Samples were collected at various times, and whole-cell protein
extracts were made, quantified, and used for Western blot analysis (Figure 5.3). As
we expected, upon addition of rapamycin, the amount of HA-fused Ura3 dropped
rapidly. The half-life is estimated to be about 10 min. The control sample, Ura3-HA
fused to the malfunctional Tor domain was very stable with a half-life of about 90
min (Figure 5.4).
Figure 5.3: Experimental procedure for testing the performance of the degradation
device.
5.4.2 Degradation of Ura3 Fused to Multiple Binding Domains of Tor
Our modeling predicted that increasing the number of binding modules would
lead to faster degradation. To test this prediction, we constructed double and triple
tags with wild-type and mutated Tor domains fused each of them to Ura3-HA.
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Figure 5.4: Degradation of single-Tor-tagged Ura3-HA. (A) Cells expressing
TorS1972R-Ura3-HA and Tor-Ura3-HA were harvested over a 120-min period after ra-
pamycin induction. The total protein of each sample was extracted and immunoblot-
ted against the HA antibody. (B) The amount of HA-fused Ura3 was quantified in
samples taken at different time points and the natural Log of the data was fitted to
a linear equation in order to estimate the half-life. (C) The half-life of Tor-Ura3 at
various concentrations of rapamycin.
We examined the degradation profile of Tor-Tor-Ura3 at various concentrations of
rapamycin. Surprisingly, the protein’s half-life did not decrease, instead it increased
to about 30 min (Figure 5.5). The control strain, expressing TorS1972R-TorS1972R-
Ura3-HA still showed a half-life of 90 min. Thus we speculated that the second Tor
added to the construct decreased the binding of the initial Tor to the Fpr1-rapamycin
complex.
Similarly, the construct with three Tor domains, Tor-Tor-Tor-Ura3-HA, degrades
with a half-life of 30 min (Figure 5.6). Because no appreciable difference was observed
between the double- and triple-Tor-fused Ura3, we conjectured that the additional
Tor domain is not accessible to the Fpr1-rapamycin complex. To test this hypothesis,
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Figure 5.5: Degradation of double-Tor-tagged Ura3-HA. (A) Western blot of double-
Tor- and -TorS1972R-tagged Ura3-HA samples with the HA antibody. (B) The half-life
of Tor-Tor-Ura3 at various concentrations of rapamycin.
we set out to closely examine the half-life of Ura3 fused to Tor at different positions
by exploiting TorS1972R domain as a null binding component.
Figure 5.6: Degradation of triple-Tor-tagged Ura3-HA. Western blot of triple-Tor-
and TorS1972R-tagged Ura3-HA samples with the HA antibody.
5.4.3 Position Effects
First, we looked at the double-tag constructs with one functional Tor domain.
The half-life of Ura3 with an intact Tor at the N-terminus is comparable to that of
the Ura3 construct with two functional Tor (Figure 5.7A). Switching the positions of
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the functional Tor and the mutant one dramatically decreased Ura3’s degradability
and increased its half-life to about 100 min. This observation indicates that the Tor
domain at the N-terminus is effective and the Tor domain in the middle does not
enhance degradation.
We also examined the position effect in the triple modules. The constructs Tor-
TorS1972R-TorS1972R-Ura3-HA and Tor-Tor-TorS1972R-Ura3-HA had degradation pro-
files similar to that of Tor-Tor-Tor-Ura3-HA as we expected (Figure 5.7B). TorS1972R-
Tor-Tor-Ura3-HA was stable, similar to TorS1972R-Tor-Ura3-HA and TorS1972R-Ura3-
HA. At this point it became clear to us that only the Tor domain at the N-terminus
is accessible to the Fpr1-rapamycin complex. Tor domains in the middle of the
constructs are not accessible and even have negative effects on the binding of the
N-terminus Tor and thus the half-life of the reporter protein Ura3.
Figure 5.7: Position effects in double and triple modules. (A) Double modules with
two different orientations of Tor and TorS1972R fused to Ura3-HA. (B) Triple modules
with three various combinations of Tor and TorS1972R fused to Ura3-HA.
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5.5 Discussion and Conclusion
In this study, we employed a dimerizing molecule, rapamycin, to induce artificial
association of the reporter protein, Ura3, with the proteasome in S. cerevisiae. The
rapamycin-induced half-life of the reporter protein, fused to one Tor domain, in the
strain Rpn10-Fpr1-Fpr1-Fpr1 was ∼ 10 min. Previously, this approach was demon-
strated with another reporter protein, His3. Upon addition of rapamycin, half of
the HA-tagged His3 protein degraded in ∼ 20 min [56]. Two successful examples of
implementation enhance the generalizability potential of this modular design. Fusing
the Tor module to endogenous proteins of choice in an Fpr1 fused proteasome strain
background allows rapamycin-dependent control of degradation in an effective way.
We then attempted to improve the performance of this synthetic protein degrada-
tion device by increasing the number of modular binding domains of Tor. However,
the rapamycin-induced degradation of double- and triple-Tor-tagged Ura3 observed
to be slower than that of single-Tor tagged Ura3. Examination of other constructs,
with a mixed combination of Tor and a mutant that can not bind to Fpr1-rapamycin,
suggested that the additional Tor domain is not effective and imposes negative effects
on the binding affinity of the N-terminus domain.
We further hypothesize that the additional Tor domain imposes steric inhibition
on the Fpr1-rapamycin and Tor association due to its comparatively large size. The
Tor tag used in our design is about 200 amino acid residues. The minimal binding
module in mTor, mammalian Tor, is about 100 amino acids which is smaller than
the one we used in our design [165, 172]. We may be able to overcome the physical
blocking effects imposed by additional Tor domains by using the small mammalian
Tor domains. We do not think that the Fpr1 domains impose any steric inhibition
on binding due to its small size (about 12 kDa). This can be confirmed by comparing
the rapamycin-induced degradation of Tor-Ura3 in two strains with Rpn10-Fpr1 and
Rpn10-Fpr1-Fpr1-Fpr1 background.
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Another plausible reason may be the sequence and length of the linker used to
connect the Tor domains or the Fpr1 domains. Rigid linkers do not allow the required
topological rearrangements of the rapamycin-bound Fpr1 and Tor happen for binding.
We do not suspect the linker between Tor and Ura3 to be an issue; because the Tor-
Ura3 construct degrades well and almost the same linker has been used in all other
constructs. Using other flexible linkers like a 20-amino-acid-long-poly-serine/glycine
peptide, which is commonly used for connecting SH3 domains [50] might resolve this
problem.
Finally, there might exist a threshold distance at which the proteasome can access
the target protein for unfolding and destruction. Particularly that it is known that an
optimal topological arrangement exists for presenting substrates to the proteasome
[56]. Additional Tor domains might lead to the increase of distance between the
Ura3 moiety and the Rpn10 subunit, and hence, in spite of formation of the Fpr1-
rapamycin-Tor complex, the proteasome can not reach Ura3 for destruction.
Any of the three issues discussed above, or a combination of them, might have
caused the ineffectiveness of our proposed design. Further investigations will be
needed to identify the exact problem and eventually to achieve the proposed degra-
dation switch.
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CHAPTER VI
Concluding Remarks and Future Directions
“[Science] never solves a problem without creating ten more.”
George Bernard Shaw (1856–1950)
6.1 Summary
In this thesis we employed a hybrid experimental/theoretical approach to better
understand switch-like responses arising from multisite protein phosphorylation. We
made unintuitive verifiable predictions in correlating the number of phosphorylation
sites to the ultrasensitivity of response through mathematical modeling and simula-
tion. We partially confirmed our simulation results by close examination of the model
protein Sic1 and its mutants with varying numbers of phosphorylation sites. Further-
more, by comparing the experimental and simulation results we made new hypotheses
about Sic1 phosphorylation mechanism, which can be tested by further measurements.
We also sought to capitalize on the insights we gained from our mechanistic study
by utilizing multisite phosphorylation and the broader design principle of multisite
protein domains in synthetic biology application. More specifically, we designed a
minimum oscillator using protein components with multiple phosphorylation sites
that features high nonlinearity. We also attempted to improve the performance of a
protein degradation switch based on the similar concept of multiple protein binding
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domains and we learned valuable lessons about modular design of synthetic proteins.
In this chapter, I summarize the main findings and discuss the possible areas for
further investigation.
6.2 Switch-Like Responses Arising from Multisite Protein
Phosphorylation
6.2.1 Theoretical Investigation of The Role of Multisite Phosphorylation
in Switch-Like Protein Degradation
Inspired by the fact that natural destruction of numerous proteins including Sic1
is controlled by the degree of phosphorylation, we aimed to model and investigate
phosphorylation-triggered protein degradation in a systematic manner. Our simula-
tion results show that while a single-site protein does not degrade in an switch-like
manner, multisite phosphorylation can lead to thresholding for degradation and a
switch-like elimination. Generally, as the number of phosphosites increases, a more
switch-like temporal response can be achieved. The steepness of the temporal re-
sponse is also affected by the number of phosphosites required for degradation and
the kinetics of phosphorylation reactions. The steepness is at maximum when protein
degrades after becoming phosphorylated on about half of its total sites if phosphoryla-
tion and dephosphorylation reactions proceed fully randomly. When phosphorylation
and dephosphorylation proceed sequentially, the maximum ultrasensitivity reaches
the highest level if nearly but not exactly fully phosphorylated protein is targeted for
destruction. The elimination curve of a multisite protein phosphorylated sequentially
is more switch-like than that of a protein phosphorylated randomly.
It is worthy to note the difference between switch-like responses in a temporal
response process and those observed for a steady-state stimulus-response curve. In
dynamic processes, we look at the temporal profile of the output over time upon
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introduction of a stimulus. The extent to which a temporal profile is switch-like is
determined by the two time points at which the output reaches 10% and 90% of its
final or initial value. The shape of the temporal response is drastically influenced
by the temporal profile of the stimulus. A more switch-like stimulus leads to a more
switch-like response, while the degree to which the temporal profile is switch-like
is increased upon conversion of stimulus to response. In steady-state analysis, the
steady-state level of output is examined at various levels of stimulus strength (e.g.
kinase activities). The ultrasensitivity is determined by the two stimulus values at
which the output reaches 10% and 90% of its saturated or unstimulated value. Al-
ternatively, the Hill coefficient (nH) can be used as a measurement of ultrasensitivity
in sigmoidal stimulus-response curves.
Generally, multisite modification provides a precise mechanism for regulating the
speed and sharpness of the output in response to an input of stimulus. Other kinds of
modification such as ubiquitination, hydroxylation, acetylation, methylation, and gly-
cosylation which are involved in tuning macromolecules’ stability, activity and translo-
cation can also be accounted for by the model presented in this work. Through multi-
site modification, a gradually changing input signal can be converted into a switch-like
output signal. These macromolecular information processors serve as building blocks
for higher-level functional modules such as oscillators and toggle switches.
6.2.2 Experimental Exploration of Ultrasensitive Steady-State Response
of Sic1 to Cln2-Cdc28 Kinase
To elucidate the exact mechanism of ultrasensitivity arising from multisite phos-
phorylation, we closely examined the model protein Sic1. Sic1 has nine Ser/Thr
phosphorylation sites and its degradation is triggered by multisite phosphorylation
during G1/S transition. Phosphorylated Sic1 is recruited to the proteasome for
degradation through binding to Cdc4. Although Sic1 is a relatively well studied
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protein and Sic1-Cdc4 binding has been the focus of many studies, very little is
known about the Sic1 phosphorylation process. We reconstituted the Sic1 phospho-
rylation/dephosphorylation/binding processes in vitro and measured the Cdc4-bound
fraction of Sic1 (output) in presence of various amounts of Cln2-Cdc28 kinase complex
(input).
We found that binding of phosphorylated Sic1 to Cdc4 in response to increasing
activity of Cln2-Cdc28 kinase increases in a switch-like fashion with a Hill coefficient
(nH) of ∼ 3.2. Employing Sic1 mutants with various numbers of phosphorylable sites
allowed us to directly investigate the role of multiple sites. Two main features were
observed: First, the response of Sic1 to the kinase Cln2-Cdc28 becomes less ultra-
sensitive as the number of phosphorylable sites decreases. In fact, the Hill coefficient
decreases to ∼ 1.0 as the number of phosphorylable sites decreases to five, represent-
ing a typical hyperbolic response. Second, the Sic1 proteins with more phosphorylable
sites binds in larger amounts to Cdc4 at saturated levels of kinase and Sic1 proteins
with less than five phosphorylable sites do not bind appreciably.
These results agree well with our theoretical study, which suggested that ultra-
sensitivity arises from a combination of multistep phosphorylation and increasing
“affinity” along the phosphorylation chain. In particular, the empirical Sic1-Cdc4
binding curves can be reproduced theoretically if the following two conditions are
met: (i) the equilibrium constants of phosphorylation/dephosphorylation are larger
for the phosphoforms that are phosphorylated on more than four sites, (ii) the Sic1-
Cdc4 association rate constant increases as the number of phosphorylated sites on
Sic1 increases. The first condition enhances the ultrasensitivity of the response by
promoting the multistep phosphorylation reaction as it proceeds. Our mass spec-
trometry analysis show that the wild-type Sic1 is phosphorylated mostly on less than
five sites in the initial lag phase of the binding curve. Interestingly, the distribu-
tion shifts dramatically toward six and higher orders of phosphorylated states as the
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concentration of Cln2-Cdc28 increases. This observation partially supports our hy-
pothesis. The second condition is essential for generating different levels of saturation
for various mutants and the wild-type Sic1. Actual measurements of dissociation rate
constants for various Sic1 peptides partially support this hypothesis [109].
This work represents one of the few experimental studies on ultrasensitivity aris-
ing from multisite protein phosphorylation. In particular, the ultrasensitivity of Sic1
protein in binding to Cdc4 in response to increasing activity of kinase is measured
for the first time. Our results highlight the important role of multisite protein phos-
phorylation in converting a graded input (Cln2-Cdc28 activity) to an ultrasensitive
output (binding to Cdc4) and thereby generating a switch-like cellular behavior such
as the G1/S transition in S. cerevisiae.
6.2.3 Future Research Directions
Two areas worthy of further investigation and closely related to this project would
be (i) measurement of Sic1 phosphorylation parameters, and (ii) in vivo temporal and
spatial profiling of Sic1 degradation.
6.2.3.1 Sic1 Phosphorylation Kinetics
For a thorough comparison of experimental and modeling results, the kinetic pa-
rameters of Sic1 phosphorylation, dephosphorylation and binding to Cdc4 need to
be incorporated into the mathematical model. Sic1-Cdc4 binding has been studied
with various methods and the apparent association constants of various synthetic Sic1
peptides and Cdc4 have been measured previously [75, 109]; however, no information
is available on Sic1 phosphorylation and dephosphorylation kinetics.
We are collaborating with Professor Kristina H˚akansson’s lab in the Department
of Chemistry at the University of Michigan to develop an isotope-free mass spec-
trometry protocol for quantitative analysis of Sic1 phosphorylation. In our bottom-
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up approach, the Sic1 protein is digested by protease trypsin prior to HPLC and
mass spectrometry. Synthetic peptides are being designed as internal standards to
calibrate the amount of each phosphorylated/unphosphorylated peptide, containing
Ser/Thr-Pro residues. Each standard peptide has one Val to Ile/Leu or Ile/Leu to
Val mutation, so it is distinct from its counterpart peptide resulting from the sample
protein’s digestion due to its different mass-to-charge (m/z) ratio.
As an initial step, we examined the mutant Sic1 with two phosphorylable sites:
Thr45 and Ser76. Each of these sites is on a distinct peptide. Preliminary results for
Sic1-2p samples, exposed to kinase for varying time period, are shown in Figure 6.1. It
is clear that the phosphorylation kinetics of these two sites are different; however, the
total amount of each peptide is not conserved and decreases over time. One possible
explanation is the phosphorylation of other sites besides Thr45 and Ser76, which leads
to the existence of doubly phosphorylated peptides currently not accounted for. This
project is in progress and we hope to investigate the phosphorylation kinetics of the
wild-type Sic1 eventually.
Figure 6.1: Mass spectrometry bottom-up analysis on Sic1-2p samples collected at
various time points. (A) Phosphorylated (Pho) and unphosphorylated (Unpho) Thr45
in peptide Sic133−50. (B) Phosphorylated (Pho) and unphosphorylated (Unpho) Ser76
in peptide Sic154−79.
There are two challenges in regards with extension of this approach to the wild-
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type Sic1. The first one is that two of the peptides resulting from trypsin digestion of
wild-type Sic1 will have two phosphorylation sites. Thereby additional steps should
be taken to identify which site is phosphorylated in singly phosphorylated peptides for
these two particular peptides. Treatment of the samples with an additional protease
with different cleavage sites such as chymotrypsin might be a solution. Tandem mass
spectrometry may address this problem as well.
The second and main challenge is the difficulty in utilizing the concentration
of phosphosites(peptides) to determine the concentration of phosphoproteins. In
bottom-up analysis, a protein is digested into peptides and the degree of phospho-
rylation at one site represents the overall abundance of the peptides containing this
site. For the wild-type Sic1 which has nine phosphorylation site, partially phos-
phorylated Sic1 corresponds to a maximum of 29 = 512 different phosphorylated
states of the protein, whereas even in the ideal case (assuming each peptide contains
only one phosphorylation site) merely 2 × 9 = 18 concentrations of the phosphory-
lated/unphosphorylated sites can be obtained from mass spectrometry analysis. This
problem can potentially be addressed by combining information from complemen-
tary methods such as top-down mass spectrometry analysis, isoelectric focusing, and
examining Sic1 mutants with smaller number of sites.
One dimensional isoelectric focusing (IEF) can be used to separate and semi-
quantify phosphoforms. However, IEF technique does not provide any information
on the identity of phosphorylated sites and can not be used as a sensitive and high-
throughput method. Theoretically, isoelectronic point of 0p-Sic1 to 9p-Sic1 spans a
wide range from 7.89 to 5.24 [174] and thereby separation of different phosphoforms
to some extent on the IEF gel is possible; however, in our preliminary attempt,
the resolution of the gel was not high enough to differentiate various phosphoforms.
Further exploration of this technique is needed. For example, we stained the gel
by Silver stain. Other staining procedures such as SYPRO Ruby which is based on
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fluorescence might produce the sensitivity we need.
After experimental data are generated with above approaches, kinetic parameters
of phosphorylation reactions can be estimated. By comparing the measured kinetic
parameters, it would be possible to determine how phosphorylation of one site affects
the affinity of substrate for the kinase. It would be interesting to check if phospho-
rylation of a single site positively affects subsequent phosphorylation of other sites
as we predicted. Information obtained at this stage increases our basic knowledge on
the Sic1 protein and can be used for further refinement of the theoretical model.
6.2.3.2 Temporal Profile of Sic1 Degradation
In this study we did not reconstitute the ubiquitination and proteolysis systems. In
yeast, association of Sic1 with Cdc4 promotes Sic1 ubiquitination by the E2 (Cdc34)
ligase and multiubiquitinated Sic1 is degraded by the 26S proteasome. Additional
factors other than multisite phosphorylation may contribute to switch-like elimination
of Sic1 in vivo. The most important one is the positive feedback exerted by liberated
Clb5,6-Cdc28. Another factor might be the involvement of kinases other than Cln2-
Cdc28. Sic1 is phosphorylated by multiple kinases, which can differentially affect the
stability of Sic1 and consequently progression through G1. All these factors may lead
to a different behavior in vivo, compared to our in vitro experiments.
Examination of the in vivo temporal profile of Sic1 during the cell cycle at single-
cell resolution can provide us with a vivid picture of related intracellular events. We
have done some preliminary studies on profiling Sic1 concentration in vivo. Sic1
is labeled with green fluorescent protein (GFP) and using inverted fluorescence mi-
croscopy, live-cell imaging is performed. We set up a system to keep cells viable
and fixed through mounting them in a synthetic medium on a thin agarose layer
(Figure 6.2A). Images are taken every five minutes during a five-hour time course
(Figure 6.2B). We used a MATLAB code to process the stacks of images and quan-
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tify the green fluorescence signal. Figure 6.2C demonstrates the change in fluorescence
intensity during the different phases of the cell cycle over five hours.
Figure 6.2: Temporal profile of GFP labeled Sic1 in S. cerevisiae. (A) Sample setup
for live cell imaging. (B) 100x Images taken by inverted fluorescence microscope. The
arrows indicate the same cell at three various time points. (C) Green fluorescence
signal of two cells is quantified and tracked over a five-hour course.
We have observed a sharp decrease of the GFP signal due to Sic1 elimination at the
budding time. The major obstacle for further in-depth analysis is image processing.
Auto-detection of newly budded cells and recording of the pedigree demands advanced
image processing. Currently, segmentation and labeling are carried out manually. In
order to examine more cells to obtain statistically meaningful results, image processing
programs (e.g. using MATLAB) need to be developed for automatic edge detection
and tracing of mother and daughter cells.
Besides the Sic1 protein, it is very important to examine other proteins involved in
the Sic1 degradation process, particularly the Cln2 subunit of the Cln2-Cdc28 kinase.
Labeling Cln2 with a second fluorescent protein such as mCherry makes it possible
to track two proteins simultaneously. Microscopic visualization will not only enable
us to monitor temporal changes of the proteins, but also provide information of the
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changes in their localization.
6.3 Protein-Based Synthetic Devices
6.3.1 Multisite Phosphorylation and Oscillation
Non-linearity is an essential ingredient for constructing oscillatory biological sys-
tems such as circadian clocks. Since multisite phosphorylation can potentially gen-
erate ultrasensitive (highly non-linear) responses, we proposed to construct a protein
oscillator based on multisite phosphorylation and dephosphorylation. We investigated
for the first time the conditions under which a single-level protein phosphorylation
and dephosphorylation could generate oscillation.
Our design features a multisite protein embedded in a negative feedback loop
formed through the inhibition of the first step of phosphorylation by the fully phos-
phorylated substrate. Our computational results demonstrated that if the phosphory-
lated substrate inhibits substrate-kinase association in a cooperative (i.e. nonlinear)
manner, substrates with more than one site can show oscillatory behavior. Inter-
estingly, an inverse relationship exists between the number of phosphorylation sites
and the minimum cooperativity in the negative feedback required for driving the sys-
tem into the oscillatory regime. When the ratio of substrate/enzyme is increased,
the period of oscillation increases, but the amplitude does not change significantly.
Increasing the number of phosphorylation sites increases both the oscillation period
and amplitude.
Theoretical modeling in this work proposes that multisite protein phosphorylation
and dephosphorylation could be potentially considered in designing synthetic oscil-
lators. The main advantage of this synthetic oscillator is its simplicity. In addition,
the period and amplitude can be readily tuned. The frequency of oscillation can be
adjusted by tuning the ratio of enzyme and substrate. The amplitude of oscillation
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can be modified by changing the number of phosphorylation sites.
To our knowledge, no natural multisite protein exists that show the negative
feedback with a high cooperativity. Thereby, the specific design and construction
of this protein-based oscillator will rely on further exploration to combine existing
protein modules and new engineered protein domains.
6.3.2 Design and Preliminary Construction of a Protein Degradation
Switch
Generalizing from the concept of the multiple phosphorylation sites, multiple bind-
ing domains can enhance the response of a protein to a given stimulus. In both cases,
if the degree of modification determines the property of the protein, the protein’s
response to the stimulus will be affected by the number of phosphate groups/binding
interactions. We employed this concept to design and construct a protein degradation
switch.
We designed a degradation switch by utilizing a naturally occurring dimerizing
molecule, rapamycin, to artificially localize a target protein to the S26 proteasome in
S. cerevisiae. We fused the Rpn10 subunit of S. cerevisiaes proteasome with multiple
Fpr1 tags. On the other hand, we fused a target protein Ura3 with multiple Fpr1-
rapamycin binding Tor domains. We expected that upon addition of rapamycin to
the cell culture medium, rapamycin binds to Fpr1 and Fpr1-rapamycin in turn binds
to Tor domains, hence Ura3 will be localized to the proteasome and degrades swiftly.
Simulation results predicted that the more binding domains exist on the target
protein, the faster its degradation happens. To test this idea, we made a series of
constructs with varying numbers of Tor domains. Contrary to our prediction, not
only was the rapamycin-induced degradation of double- and triple-Tor tagged Ura3
not faster than single-Tor tagged Ura3, but the degradation actually slowed down.
Examination of other constructs, containing Tor and its mutant with impaired affinity
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for Fpr1-rapamycin, suggested that the additional Tor domain interfered with binding
of other domains. We conjecture that steric inhibition caused by the large size of Tor
and/or the rigidity of linkers between Tor or Fpr1 binding modules might be two
causes that should be considered in further investigation.
Although this project turned out to be more challenging than previously thought
and the results we obtained are not as good as we expected, we learned valuable lessons
about designing synthetic proteins. This work highlights the complexity involved in
choosing the protein domains and linkers in modular design.
6.3.3 Future Research Directions
The second half of this thesis was mostly about the design and construction of
synthetic protein devices. Here I discuss how the hypothetical oscillator presented
in Chapter 4 can be constructed. I also propose possible solutions to overcome the
challenges associated with the design of the protein degradation switch presented in
Chapter 5.
6.3.3.1 Synthetic Protein-Based Oscillator
In the proposed network for sustainable and tunable protein oscillations, one key
component was the highly nonlinear negative feedback formed through the inhibition
of the first phosphorylation step by the fully phosphorylated substrate. Important
features of this inhibition include: threshold in phosphorylated sites for inhibition,
nonlinearity or cooperativity in the negative feedback, and the effect on the first
phosphorylation step. To our knowledge, no existing natural system has all these
features. Nevertheless, with recent advances in synthetic biology, it is possible to
engineer a system with all the required features.
Each of these features can be found in known protein interaction processes. For
example, Sic1 or any other well-studied small multisite protein such as Pho4 can be
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used as the base of the synthetic substrate. With regard to nonlinearity or coopera-
tivity, many proteins assemble as oligomers in functional forms. For example, protein
KaiC in cyanobacteria forms a hexamer, which in turn binds to a dimer of another
protein KaiA, to carry out autokinase activity [154, 155]. The degree of cooperativity
arising from a hexamer can be as high as six. Alternatively, tandem repeats of an
inhibitory binding domain can lead to the required ultrasensitive inhibition. Finally,
it is possible to restrict the inhibitory effect to the first phosphorylation step if two
kinases are involved and one introduces the first phosphate group as a requirement
for further phosphorylation by the other kinase. This “priming” mechanism has been
observed for protein substrates such as glycogen synthase [156, 157], β-Catenin [91],
and insulin receptor substrate-2 [158].
Existing biomolecular processes such as those described above suggest that it is
feasible to construct experimentally the minimum protein oscillator studied in this
thesis.
6.3.3.2 Synthetic Protein Degradation Switch
In order to achieve the protein degradation switch proposed in Chapter 5, first the
source of problem need to be diagnosed. To find out whether the problem is rooted in
Fpr1 modules and/or Tor modules, background strains with single- and triple-Fpr1
fused Rpn10 can be used. If the degradation of single-Tor fused Ura3 be slower in the
triple Fpr1 fused Rpn10, then the Fpr1 modules and particularly the linkers (little
flexibility is provided in the Fpr1 domain design) should be redesigned. Similarly, if
the problem is rooted in the Tor modules, the Tor domains and/or the linkers need
to be re-examined.
Our main hypothesis is that the additional Tor domain imposes steric inhibition
on Fpr1-rapamycin and Tor association due to its comparatively large size. Smaller
Tor domains, for example mammalian Tor, which is about 11 kDa, might resolve the
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problem. The other plausible cause of problem is the sequence and length of the linker
used to connect Tor domains. Using other well known flexible linkers like a 20-amino
acid long poly serine/glycine peptide, which is commonly used for connecting SH3
domains, might resolve this problem [49, 57].
None of the efforts suggested above will be trivial. Hence, it might be very helpful
to perform structure-based computational analysis to model binding of the single,
double, and triple modules, and also to design new parts. In vitro reconstitution of
the system and analyzing the binding of various modules may also provide insights
about the underlying problem and suggest more effective designs of the switch.
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APPENDIX A
Non-Dimensionalization
In this note, we describe how the ODE system presented in Chapter 2 is non-
dimensionalized to simplify the analysis. As described in the main text, the substrate
protein contains n sites and degrades after being phosphorylated on m sites. The con-
centration of each phospho-state is a function of the concentrations of the upstream
and downstream phospho-states, the kinase and phosphatase, and the kinetic param-
eters. For illustration purpose, consider the governing equations for the sequential
system.
d[S0]
dt
= k−10 [pho][S1]− k0[kin][S0]− kd0 [S0] (A.1a)
i = 1, ..., n− 1 (A.1b)
d[Si]
dt
= ki−1[kin][Si−1] + k−1i [pho][Si+1]− ki[kin][Si]− k−1i−1[pho][Si]− kdi [Si]
d[Sn]
dt
= kn−1[kin][Sn−1]− k−1n−1[pho][Sn]− kdn[Sn] (A.1c)
where ki, k
−1
i and k
d
i stand for kinetic rate constants of phosphorylation, dephospho-
rylation and degradation, respectively. [kin], [pho] and [Si] represent concentrations
of the kinase, phosphatase and the substrate with i sites phosphorylated, respectively.
kdi = 0 for i = 0, ...,m− 1 and kdi 6= 0 for i = m, ..., n.
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Let us look at the general case represented by Eq. (A.1b). To non-dimensionalize
this equation, we use the initial concentration of the substrate, SIni, to normalize the
dependent variable [Si]:
¯[Si] ≡ [Si]
SIni
(A.2)
For non-dimensionalization of the independent variable t, let us choose the time scale
associated with the degradation reaction.
t¯ ≡ t
1/kdave
(A.3)
where kdave is average of the degradation rate constants:
kdave =
1
n+ 1−m
n∑
i=m
kdi (A.4)
Substituting [Si] and t with the new set of dimensionless variables ¯[Si] and t¯ gives the
following non-dimensionalized equation:
d ¯[Si]
dt¯
=
ki−1
kdave
[kin][S¯i−1] +
k−1i
kdave
[pho][S¯i+1]− ki
kdave
[kin] ¯[Si]− k
−1
i−1
kdave
[pho] ¯[Si]− k
d
i
kdave
¯[Si]
(A.5)
Now we define three sets of new dimensionless parameters:
αi ≡ ki
kdave
[kin] (A.6a)
βi ≡ k
−1
i
kdave
[pho] (A.6b)
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γi ≡ k
d
i
kdave
(A.6c)
and eventually end up with
d ¯[Si]
dt¯
= αi−1[S¯i−1] + βi[S¯i+1]− αi ¯[Si]− βi−1 ¯[Si]− γi ¯[Si] (A.7)
In this work, we assume that the degradation rate constants are the same for all
the phospho-states with m or more sites phosphorylated. In this case, the system
reduces from five types of parameters in the original system (ki, k
−1
i , k
d
i , [kin], [pho])
to two sets in the dimensionless space (αi, βi). Equivalently, we can simply set the
degradation rate constants kdi to 1 and change ki[kin] and k
−1
i [pho] as whole groups
in the original system when exploring the effect of parameters.
It should also be noted that the concentration of kinase may change over time and
also needs to be expressed as a function of the dimensionless time while we work in
the non-dimensionalized space:
[kin] = f(t) = f¯(t¯) (A.8)
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APPENDIX B
Explored but Ineffective Approaches in
Quantifying Sic1-Cdc4 Binding
Before choosing the current set-up for experimenting Sic1-Cdc4 binding (described
in Chapter 3), we had explored other protein fusions of Sic1 and Cdc4 and various
binding set-ups.
NiNTA Column to Immobilize His-Cdc4 for Pulling Down Gst-Sic1.
We initially examined the binding of phosphorylated Gst-Sic1 to His-tagged Cdc4.
Gst-Sic1 was incubated with the Cln2-Cdc28 kinase. Phosphorylation was confirmed
by mass spectrometry and gel electrophoresis. The reaction mixture (containing Gst-
Sic1 and Cln2-Cdc28) was incubated with 6x-His-tagged truncated Cdc4 in complex
with Gst-Skp1, and was incubated at 4◦C for 1 hour. At this temperature the phos-
phorylation reaction can not proceed, so the equilibrium does not change after binding
a fraction of phosphorylated Sic1 to the Cdc4. The final solution (containing Gst-
Sic1 and Cln2-Cdc28, and His-Cdc4/Skp1-GST complex) was run through Ni-NTA
columns (Qiagen 30600). Thus, the His6-tagged Cdc4 and proteins in complex with
it (Skp1 and Sic1) should supposedly remain in the column, the remaining proteins
(unbound Sic1 and Cln2-Cdc28) should be removed from the column in the first and
second washing steps. The Cdc4-bound fraction was pulled down in the elution buffer
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and visualized using the anti-Sic1 antibody. The immunoblotting of this sample and
a control sample without Cdc4 indicated that Sic1 bound to NiNTA resins nonspecif-
ically. In an attempt to solve this issue, a smaller size of column (Qiagen31014) and
a greater number of washing steps were tried. The unspecific binding was still sig-
nificant. Thus, we decided to take attempt a different approach and instead of using
NiNTA column used glutathione columns.
Glutathione Column to Immobilize Gst-Cdc4 for Pulling Down His-
Sic1. To switch to glutathione for the immobilization step, we had to use a Gst-
tagged Cdc4 protein and a His-tagged Sic1. We phosphorylated His-tagged Sic1 and
immobilized Gst-Cdc4 on glutathione-sepharose column (Pierce 21516). A similar
procedure as the one described above was repeated. This time the setup worked and a
significant difference was observed between the phosphorylated and unphosphorylated
samples, but the sensitivity of method was low. Thus, we decided to attempt a more
sensitive detection method based on ELISA instead of Western Blot.
Glutathione Coated Plate to Immobilize Gst-Cdc4 for Collecting His-
Sic1. We used 96-well pre-coated glutathione plates (Pierce 15140). Glutathione is
immobilized on the plate through its central sulfhydryl, and we used an ELISA based
detection strategy. In principle, Cdc4 binds to glutathione, and phosphorylated Sic1
binds to the Cdc4 protein. An HRP-conjugated Sic1 antibody was used to detect
the bound Sic1. A QuantaBlu Fluorogenic Peroxide Substrate kit (Pierce 15169) was
used for the detection of peroxidase activity. This method had the main advantage
of being high-throughput. However, it was very sensitive to the type of the buffer
used for the protein storage and washing steps. Moreover, the Sic1 antibody showed
a very high level of unspecific binding to the wells. Cdc4 showed no effect on the
Sic1-His signal; either because it did not bind to Sic1 or its effect was overshadowed
by the nonspecific binding of the antibody. Thereby, we returned to the conventional
method based on batch assays and Western Blotting.
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Glutathione Sepharose Beads to Immobilize Gst-Cdc4 for Collecting
His-Sic1. Glutathione sepharose 4B (GE Healthcare) was used for immobilizing
Gst-fused Cdc4. Most of the Cdc4 appeared in unbound form and were washed
before reaching the elution step. The measurement of Cdc4 in the elution buffer
indicated that very little Gst-fused Cdc4 was bound to the glutathione beads and
therefore the result was not quantitative enough. We did not pursue this method
further and instead we decided to use a Flag tagged version of Cdc4. This approach
worked and is described in Chapter 3.
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APPENDIX C
Sic1 Calibration
Figure C.1: Different amounts of 6x-His-Sic1, in two forms of incubation
(with/without the Cln2-Cdc28 kinase), were loaded into 12.5% SDS-polyacrylamide
gel (Bio-rad) and immunoblotted against the C-terminus Sic1 antibody (A). The band
sizes were quantified using ImageJ and plotted against the loaded amount (B). The
analysis of the graph indicates that the samples loaded with less than about 1 µg are
proportionally correlated to their blot size.
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