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Abstract
The pathwise uniqueness of stochastic evolution equations driven by Q-Wiener processes is mainly investigated in this article.
We focus on the case that the modulus of the continuity of the coefficients is not controlled by a linear function. Additionally, we
show that the corresponding diffusion process is Feller.
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1. Introduction
In this article, we shall consider the following stochastic evolution equation in a real separable Hilbert space H ,{
dX(t) = (AX(t)+ F (X(t)))dt +G(X(t))dW(t),
X(0) = x ∈ H, (1.1)
where the operator A is assumed to be an infinitesimal generator of a strongly continuous semigroup S(t) on H and
W(t) is a Wiener process on another real separable Hilbert space U with the covariance operator Q and the coefficients
F :H → H and G :H → L(U ;H) are given functions which will be stated precisely later. Here L(U ;H) denotes
the family of all bounded linear operators from U to H . Such stochastic evolution equations have been studied in
natural sciences like physics, chemistry, biology, population genetics, neurophysiology, oceanography, finance, etc.,
see [1–3,7,15,18–20] and references therein.
It is well known that if H is a finite dimensional space, then the continuity of the coefficients F and G guarantees
the existence of a martingale solution up to an explosion time [11,16]. However, in the infinite dimensional case, the
continuity can not ensure the existence of a solution even for F = 0 and G continuous and bounded, some counterex-
amples can be found in [3] or [10]. Hence some additional assumptions are needed for the existence of solutions.
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B. Xie / J. Math. Anal. Appl. 344 (2008) 204–216 205In 1992, Ga¸tarek and Gołdys [8] established the existence of martingale solutions in Hilbert spaces under the assump-
tion that A generates a compact strongly continuous semigroup S(t), but the pathwise uniqueness is still open now,
although the uniqueness in law had been investigated by some authors under different frames [9,21]. In fact, owing to
the celebrated Yamada and Watanabe theorem [11], the study of the pathwise uniqueness is very important and is of
great interest in applications. The classical methods to study the pathwise uniqueness of the solution are under some
strictly regular conditions on the coefficients, like the Lipschitz continuity or dissipativity. Recently, many authors
also devoted themselves to studying such problems with weak regular coefficients, see [6] for the finite dimensional
case and [13,19,20] for the infinite dimensional case.
In this article, motivated by the recent work introduced by Fang and Zhang [6], we are principally interested in
relaxing the regular conditions of the coefficients. We shall mainly study the pathwise uniqueness of the martingale
problem with some non-Lipschitz coefficients of (1.1) under the assumption of the existence of the martingale solu-
tion. Roughly speaking, we only impose some conditions on the modulus of the continuity of coefficients in a small
neighborhood of zero and the concavity is not necessary as we shall see below. Such conditions are weaker than
the existing works [5,17,19,20], where the concavity is essential for their results. Since the stochastic convolution∫ t
0 S(t − s)G(X(s)) dW(s) is used to define the martingale solution, which is not a martingale, the Ito formula is of
no use for martingale solutions. Consequently, our frame is different from the finite dimensional case [6].
On the other hand, we are also enlightened by the review paper [5]. In their paper, El Boukfaoui and Erraoui
studied the Euler–Maruyama approximation and other relative properties of infinite dimensional stochastic evolution
equations under the assumption of the pathwise uniqueness of mild solutions in 2002. However, they did not relax the
usual conditions for pathwise uniqueness. In this sense, we establish a criterion for the pathwise uniqueness of (1.1)
and therefore their results hold under our assumptions, see Section 2. Additionally, we also prove that the diffusion
process X(t) is Feller and then there exists an invariant measure for this stochastic dynamics under some additional
assumptions.
The organization of this paper goes as follows. In Section 2, some notations and main results are formulated. In
Section 3, some auxiliary lemmas are established and then the proofs of the main theorems are expressed. Finally, an
application to stochastic heat equations is described to illustrate our theorem in the last section.
2. Preliminaries and main results
Without loss of generality, we shall assume U = H throughout this article. Let H be a real separable Hilbert space
endowed with norm | · | and scalar product 〈·,·〉 and let L2(H) be the family of the operators B on H such that BQ1/2
are Hilbert–Schmidt operators on H . Then, it is clear that L2(H) with the usual norm ‖ · ‖2 is a separable Hilbert
space.
Let (Ω,F ,P) be a complete probability space with a filtration {Ft }t0 which satisfies the usual conditions, i.e.,
{Ft }t0 is a right continuous increasing family of sub σ -algebra of F and F0 contains all P-null sets of F and let
{W(t)}t0 be a Q-Wiener process on H with respect to (Ω,F , {Ft }t0,P), see the monograph [4] for the definition.
As we know, if dimH < ∞, then the weak solution is equivalent to the martingale solution. However, in infinite
dimensional spaces the weak solution and the martingale solution of (1.1) are different, let us give precise formulations
of solutions and pathwise uniqueness of (1.1) for our purpose. In the sequel, we shall use the definitions of solutions
introduced by Da Prato and Zabczyk [3].
Definition 2.1. Mild solution: An H -valued continuous adapted process X(t) is called a mild solution of Eq. (1.1) if
for each x ∈ H the following integral equation holds:
X(t) = S(t)x +
t∫
0
S(t − s)F (X(s))ds +
t∫
0
S(t − s)G(X(s))dW(s), a.s. (2.1)
and
P
( t∫ ∣∣X(s)∣∣2 ds < ∞
)
= 1, for each t > 0.
0
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process W(t) on H and a mild solution X(t) of (1.1), then we say the stochastic evolution equation (1.1) has a
martingale solution.
Pathwise uniqueness: We say that the pathwise uniqueness of martingale solutions of (1.1) holds if for any two
martingale solutions X1(t) and X2(t) defined on the same filtered probability space (Ω,F , {Ft }t0,P) with respect
to the same Q-Wiener process on H such that the initial values X1(0) = X2(0), a.s., then the two processes X1(t)
and X2(t) are indistinguishable, namely
P
(
X1(t) = X2(t), for all t  0)= 1.
We remark that one can easily show that (2.1) is equivalent to
X(t) = x +A
t∫
0
X(s)ds +
t∫
0
F
(
X(s)
)
ds +
t∫
0
G
(
X(s)
)
dW(s).
To describe the main theorems, we shall utilize the following assumptions.
(A0) There exists a continuous martingale solution of the stochastic evolution equation (1.1).
(A1) A is a generator of a strongly continuous semigroup S(t) on H and there exists ω ∈ R such that ‖S(t)‖ eωt ,
where ‖ · ‖ denotes the usual norm of a bounded operator.
(A2) The linear growth of the coefficients holds. Plainly, there exists a positive constant K such that∣∣F(x)∣∣+ ∥∥G(x)Q1/2∥∥2 K(1 + |x|), x ∈ H.
(A3) Let ψ1 and ϕ be continuous differentiable functions defined on [0, κ] such that for all x, y ∈ H satisfying
|x − y| κ ,∣∣F(x)− F(y)∣∣Kψ1(|x − y|) (2.2)
and ∥∥(G(x)−G(y))Q1/2∥∥22 Kϕ(|x − y|2), (2.3)
where κ is an arbitrary small constant. Moreover, we assume ψ1(0) = ϕ(0) = 0 and ψ1, ϕ are strictly positive
on (0, κ].
(A4) There exists a positive, C1-function ψ satisfying ψ(0) = 0 and ψ(θ) > 0, θ ∈ (0, κ] such that
θψ1
(|θ |)ψ(|θ |2), θ ∈ [0, κ],
and the integral
∫
0+(ψ(θ)+ ϕ(θ))−1 dθ diverges.(A5) There exists a large enough positive constant K , such that
θ
∣∣1 −ψ ′(θ)− φ′(θ)∣∣K(ψ(θ)+ φ(θ)), for all θ ∈ [0, κ].
Now we are in the position to state the main theorem of this work.
Theorem 2.1. If (A0)–(A5) are satisfied, then there exists a pathwise unique martingale solution X(t) of the stochastic
evolution equation (1.1). Especially, the pathwise uniqueness of martingale solutions of (1.1) holds under (A1)–(A5).
Remark 2.1.
(1) Under the same assumptions of Theorem 2.1, the uniqueness in law also holds by the well-known Yamada and
Watanabe Theorem.
(2) If ψ1(θ) = ψ(θ) = ϕ(θ) = θ , θ ∈ [0, κ], then this theorem reduces to the Lipschitz continuous case.
(3) Assume that κ = e−1 and α,β ∈ [0,1]. Set
ψ1(θ) = θ
(
log
1
2
)α
, ψ(θ) = θ
(
log
1
)α
and ϕ(θ) = θ
(
log
1
)β
.
θ θ θ
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(log 1
θ
)α − α(log 1
θ
)α−1 and (log 1
θ
)α−1 is bounded on (0, e−1] for each α < 1.
(4) For θ ∈ (0, e−e], let us define
ψ1(θ) = θ
(
log
1
θ2
)α1(
log log
1
θ2
)α2
,
ψ(θ) = θ
(
log
1
θ
)α1(
log log
1
θ
)α2
,
ϕ(θ) = θ
(
log
1
θ
)β1(
log log
1
θ
)β2
.
Then either for α1, β1 ∈ (0,1) and α2, β2 > 0 or α1 = β1 = 1 and α2, β2 ∈ (0,1), ψ1,ψ,ϕ satisfy the conditions
in the above theorem.
If Q = Id, namely W(t) is a cylindrical Wiener process, then with some clear modifications, the similar assertion
is also true, such as S(t) is a Hilbert–Schmidt operator for each t > 0 and so on, which will not be expounded here.
Now we turn to study some properties of the martingale solution X(t) of (1.1). To emphasize the initial value x of
the martingale solution X(t) of (1.1), we shall denote it by X(t;x) in the sequel. We denote by Cb(H) the Banach
space of all bounded, continuous Borel functions on H endowed with the sup norm. For each f ∈ Cb(H), let us define
Ptf (x) = E
[
f
(
X(t;x))], t  0. (2.4)
Then by virtue of Theorem 2.1 and using the similar method introduced in [3,11], we can easily prove that X(t;x) is
a strong Markov process with the Markov transition semigroup {Pt }t0. Here we tend to show that X(t;x) is a Feller
process. We say that {Pt }t0 is a Feller semigroup if Pt maps Cb(H) into itself and {X(t)}t0 is a Feller process if
the relative semigroup {Pt }t0 is Feller, see [3,14]. Then we have the following assertion.
Theorem 2.2. Assume the assumptions in Theorem 2.1 are fulfilled. Then the Markov semigroup {Pt }t0 defined
by (2.4) is a Feller one and therefore the Markov process {X(t;x)}t0 is a Feller process.
Under a stronger condition of S(t), we have the following result.
Corollary 2.3. Assume (A1)–(A5) are fulfilled. In addition, we suppose the strongly continuous semigroup S(t) gen-
erated by A is compact. Then we have:
• There exists a pathwise unique continuous martingale solution X(t) of (1.1).
• The Markov process X(t;x) is a Feller process.
• Additionally, if the solution X(t;x) is bounded in probability, i.e., for any  > 0, there exists a positive constant R,
such that
sup
t0
P
(∣∣X(t;x)∣∣R) ,
then there exists an invariant measure for (1.1).
Remark 2.2.
(1) If S(t) is compact and the mappings F and G are weak continuous, namely, x → 〈F(x), y〉 and x →
〈y,G(x)QG∗(x)y〉 are continuous for each y ∈ H , then Ga¸tarek and Gołdys [8] established the existence of
the martingale solution, see also [3]. Our result describes a criterion for the pathwise uniqueness.
(2) To prove the third claim, i.e., the existence of an invariant measure, the well-known Krylov–Bogoliubov the-
orem (see [4]) is effective. Due to the second claim in the above corollary, we can trace the arguments of
[4, Theorem 6.1.2] to prove it under the above conditions. Here the proof will be omitted.
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dXn(t) =
(
AXn(t)+ Fn(t,Xn)
)
dt +Gn(t,Xn)dW(t),
Xn(0) = x,
(2.5)
where Fn : [0, T ] ×C([0, T ];H) → H and Gn : [0, T ] ×C([0, T ];H) → L(H) are defined as the following:
Fn(t,X) = F
(
X
(
k
2n
))
and Gn(t,X) = G
(
X
(
k
2n
))
, t ∈
[
k
2n
,
k + 1
2n
)
.
In our framework, for each T > 0, the approximation equation (2.5) has a unique mild solution Xn(t) ∈
C([0, T ];H) given by
Xn(t) = S(t)x +
t∫
0
S(t − s)Fn(s,Xn)ds +
t∫
0
S(t − s)Gn(s,Xn)dW(s).
Then we have the following results by virtue of Theorem 2.1.
Corollary 2.4. Assume the assumptions in Corollary 2.3 hold. Then we have Xn(t;x) converges uniformly on any
compact subset of [0,∞) to X(t;x) in Lp means. Plainly, we have for each T > 0 and each p > 0,
lim
n→∞E
[
sup
t∈[0,T ]
∣∣Xn(t;x)−X(t;x)∣∣p]= 0,
where Xn(t;x) denotes the unique mild solution of (2.5) with initial value x.
Remark 2.3. The proof is straightforward, see [5, Theorem 3.2] for details, since under our assumptions, the pathwise
uniqueness of martingale solutions holds.
3. Proof of main results
As we have stated in Introduction, since the stochastic convolution is not a martingale, we cannot apply the Ito
formula smoothly. Therefore to show the main results, we have to prepare some auxiliary lemmas as below.
Let us write R(λ;A) = (λI −A)−1, λ > ω, for the resolvent of A. Let f : [0,∞)×Ω 
→ H and g : [0,∞)×Ω 
→
L(H) be two continuous, adapted mappings such that g(t)Q1/2 ∈ L2(H). In addition, we assume there exists p > 2,
t∫
0
E
[∣∣f (s)∣∣p]ds < ∞ and
t∫
0
E
[∥∥g(s)Q1/2∥∥p2 ]ds < ∞, for all t.
Consider the following two integral equations:
X(t) = S(t)x +
t∫
0
S(t − s)f (s) ds +
t∫
0
S(t − s)g(s) dW(s) (3.1)
and
Xλ(t) = S(t)x +
t∫
0
S(t − s)fλ(s) ds +
t∫
0
S(t − s)gλ(s) dW(s), (3.2)
where fλ(t) = λR(λ;A)f (t) and gλ(t) = λR(λ;A)g(t), for λ > ω.
Then we have the following lemmas.
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respectively, and xλ converges to x in H as λ → ∞. Then we have Xλ(t) converges to X(t) uniformly on any compact
subset of [0,∞) in Lq means, 0 < q  p. More precisely speaking,
lim
λ→∞E
[
sup
t∈[0,T ]
∣∣Xλ(t)−X(t)∣∣q]= 0, for each T > 0, q  p. (3.3)
Proof. Owing to the Jensen inequality, it is enough to prove (3.3) for q = p. Using the Burkholder inequality (see,
e.g. [3, Lemma 7.2]) and (A1), we obtain
Iλ(T ) := E
[
sup
t∈[0,T ]
∣∣∣∣∣
t∫
0
S(t − s)gλ(s) dW(s)−
t∫
0
S(t − s)g(s) dW(s)
∣∣∣∣∣
p]
 Cp,T
T∫
0
∥∥(gλ(s)− g(s))Q1/2∥∥p2 ds. (3.4)
Hereafter Cp,T means a positive constant depending only on p and T , which may be changed from line to line. From
the Hölder inequality, it follows
IIλ(T ) := E
[
sup
t∈[0,T ]
∣∣∣∣∣
t∫
0
S(t − s)fλ(s) ds −
t∫
0
S(t − s)f (s) ds
∣∣∣∣∣
p]
= E
[( T∫
0
∥∥S(t − s)∥∥∣∣fλ(s)− f (s)∣∣ds
)p]
 Cp,T
T∫
0
∣∣fλ(s)− f (s)∣∣p ds. (3.5)
Therefore, by (3.4), (3.5) and the dominated convergence theorem, we have that
lim
λ→∞E
[
sup
t∈[0,T ]
∣∣Xλ(t)−X(t)∣∣p] lim
λ→∞ 3
p−1{|xλ − x|p + Iλ(T )+ IIλ(T )}= 0.
Consequently, we can complete the proof. 
Remark 3.1. If p = 2, then, by the same arguments as the above, we can also prove that for any q  2,
lim
λ→∞ supt∈[0,T ]
E
[∣∣Xλ(t)−X(t)∣∣q]= 0, for each T > 0.
If we further assume S(t) is contractive, then, by [3, Theorem 6.10], the same assertion in the above lemma holds for
p = 2.
In order to apply the Ito formula, let us introduce the following lemma.
Lemma 3.2. Assume xλ ∈D(A) and Xλ(t) is defined by (3.2) with initial value xλ. Then we have Xλ(t) ∈D(A), for
each t > 0. Moreover, the following integral equation holds:
Xλ(t) = xλ +
t∫
0
AXλ(s) ds +
t∫
0
fλ(s) ds +
t∫
0
gλ(s) dW(s), a.s. (3.6)
Proof. From the definitions of fλ and gλ and by (3.2), it is clear that Xλ(t) ∈D(A). Therefore AXλ(t) is meaningful.
Plugging the right-hand side of (3.2) into ∫ t0 AXλ(s) ds, we see
t∫
AXλ(s) ds =
t∫
AS(s)xλ ds +
t∫
A
s∫
S(s − u)fλ(u)duds +
t∫
A
s∫
S(s − u)gλ(u)dW(u)ds. (3.7)0 0 0 0 0 0
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S(t − s)x = x +
t∫
s
AS(u− s)x du, x ∈D(A),
we come to
t∫
0
A
s∫
0
S(s − u)gλ(u)dW(u)ds =
t∫
0
(
S(t − u)gλ(u)− gλ(u)
)
dW(u)
and
t∫
0
A
s∫
0
S(s − u)fλ(u)duds =
t∫
0
(
S(t − u)fλ(u)− fλ(u)
)
du.
Recalling that Xλ(t) satisfies (3.2), we obtain our claim. 
Suppose that Φ is two times continuous differentiable, positive function on [0, κ] and φ is strictly positive contin-
uous function on [0, κ] such that
inf
θ∈[0,κ]φ(θ) > 0,
where κ is the constant appeared in (A3). Furthermore, we assume that there exists a strictly positive function φ˜(θ)
satisfying θφ˜(θ)Kφ(θ) such that
0Φ ′(θ) Φ(θ)
φ(θ)
and
∣∣Φ ′′(θ)∣∣ Φ(θ)φ˜(θ)
φ2(θ)
. (3.8)
Define the stopping time
τ = inf{t > 0: ∣∣X(t)∣∣ κ}.
Let us prove the following key lemma.
Lemma 3.3. Assume that X(t) is determined by (3.1) and the following relations are fulfilled for all t  τ ,∣∣〈X(t), f (t)〉∣∣ φ(∣∣X(t)∣∣2), a.s., (3.9)∥∥g(t)Q1/2∥∥22  φ(∣∣X(t)∣∣2), a.s. (3.10)
Then there exists a positive constant K such that
E
[
Φ
(∣∣X(t ∧ τ)∣∣2)]Φ(|x|2)eKt , for each t > 0. (3.11)
Proof. Without loss of generality, we assume that ω = 0. In order to prove the assertion, we shall first consider the
process Xλ determined by (3.2) with Xλ(0) = xλ ∈D(A) instead of X. Additionally, we may assume that xλ converges
to x in H , since D(A) is dense in H .
For simplicity of notations, we set
Yλ(t) =
∣∣Xλ(t)∣∣2 and Y(t) = ∣∣X(t)∣∣2.
Define the stopping time for each λ > 0,
τλ = inf
{
t > 0:
∣∣Xλ(t)∣∣ κ}.
By Lemma 3.2, we can apply the Ito formula to |x|2 with respect to Xλ. Consequently, we have
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t∫
0
〈
Xλ(s),AXλ(s)
〉
ds + 2
t∫
0
〈
Xλ(s), fλ(s)
〉
ds
+
t∫
0
∥∥gλ(s)Q1/2∥∥22 ds + 2
t∫
0
〈
Xλ(s), gλ(s) dW(s)
〉
. (3.12)
Then we know that Yλ(t) is a real valued continuous semimartingale with the quadratic process
〈Yλ〉(t) = 4
t∫
0
∣∣(gλ(s)Q1/2)∗Xλ(s)∣∣2 ds, (3.13)
where B∗ denotes the dual operator of the operator B . Applying the classical Ito formula to Φ relative to Yλ(t) and
by (3.12), (3.13), we obtain
Φ
(
Yλ(t ∧ τλ)
)= Φ(|xλ|2)+ 2
t∧τλ∫
0
Φ ′
(
Yλ(s)
)〈
Xλ(s),AXλ(s)
〉
ds + 2
t∧τλ∫
0
Φ ′
(
Yλ(s)
)〈
Xλ(s), fλ(s)
〉
ds
+
t∧τλ∫
0
Φ ′
(
Yλ(s)
)∥∥gλ(s)Q1/2∥∥22 ds + 2
t∧τλ∫
0
Φ ′
(
Yλ(s)
)〈
Xλ(s), gλ(s) dW(s)
〉
+ 2
t∧τλ∫
0
Φ ′′
(
Yλ(s)
)∣∣(gλ(s)Q1/2)∗Xλ(s)∣∣2 ds. (3.14)
According to the Lumer–Phillips theorem and Xλ ∈D(A), we have〈
Xλ(t),AXλ(t)
〉
 0. (3.15)
Note that by Lemma 3.1,
P
(
lim
λ→∞ τλ = τ
)
= 1.
Therefore, by (3.8), (3.15) and letting λ → ∞ in both sides of (3.14), we get
Φ
(
Y(t ∧ τ))Φ(|x|2)+ 2
t∧τ∫
0
Φ ′
(
Y(s)
)〈
X(s), f (s)
〉
ds +
t∧τ∫
0
Φ ′
(
Y(s)
)∥∥g(s)Q1/2∥∥22 ds
+ 2
t∧τ∫
0
Φ ′
(
Y(s)
)〈
X(s), g(s) dW(s)
〉+ 2
t∧τ∫
0
Φ ′′
(
Y(s)
)∣∣(g(s)Q1/2)∗X(s)∣∣2 ds, a.s.
From the assumptions (3.8) and (3.9), it follows
∣∣Φ ′(Y(s))〈X(s), f (s)〉∣∣ Φ(Y(s))
φ(Y (s))
φ
(
Y(s)
)= Φ(Y(s)), s  τ. (3.16)
Analogously, by (3.10), we see that for s  τ ,
Φ ′
(
Y(s)
)∥∥g(s)Q1/2∥∥22 Φ(Y(s)). (3.17)
Since |(g(s)Q1/2)∗X(s)|2  ‖g(s)Q1/2‖22Y(s) and θφ˜(θ) φ(θ), we know that for all s  τ ,
∣∣Φ ′′(Y(s))∣∣∣∣(g(s)Q1/2)∗X(s)∣∣2  Φ(Y(s))φ˜(Y (s))2 Y(s)φ(Y(s))KΦ(Y(s)). (3.18)φ (Y (s))
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t∧τ∫
0
Φ ′
(
Y(s)
)〈
X(s), g(s) dW(s)
〉
is a real valued martingale, we can take the mathematical expectation both sides of (3.14) and combine the estimates
from (3.16) to (3.18), we come to
E
[
Φ
(
Y(t ∧ τ))]Φ(|x|2)+K
t∫
0
E
[
Φ
(
Y(s ∧ τ))]ds,
which implies (3.11), owing to the Gronwall–Bellman Lemma. 
Lemma 3.4. Suppose (A0)–(A2) are fulfilled. Then for any martingale solution X(t) of (1.1), we have for any p > 0,
E
[
sup
0tT
∣∣X(t)∣∣p] CT,p(1 + |x|p). (3.19)
Proof. The estimate (3.19) of the solution X(t) is the consequence of the Burkholder inequality and Gronwall–
Bellman Lemma for p > 2 and the Jensen inequality for 0 <p  2. 
Let us begin to prove the main theorems by using the above lemma.
Proof of Theorem 2.1. Let X1(t) and X2(t) be any two martingale solutions of (1.1) on the same filtered probability
space (Ω,F ,Ft ,P) with the same Q-Wiener process on H and the initial value x.
Denote explicitly
τ = inf{t > 0: ∣∣X˜(t)∣∣ κ},
where X˜(t) := X1(t)−X2(t).
To show this theorem, it is enough to prove that for each t > 0 the following holds:
Y(t ∧ τ) = 0, a.s., (3.20)
where Y(t) = |X˜(t)|2. Indeed, if it is true, we must have τ = ∞, a.s. Otherwise, there must exist T > 0 such that
P(τ < T ) > 0, which implies Y(τ) = 0. However, this is impossible by the definition of τ . Therefore, by the continuity
of the trajectory, we have
P
(
Y(t) = 0, for all t  0)= 1,
which gives the pathwise uniqueness of the solution of (1.1).
In the following we are going to show (3.20). Let us define
f (t) = F (X1(t))− F (X2(t)) and g(t) = G(X1(t))−G(X2(t)).
Then we have
X˜(t) =
t∫
0
S(t − s)f (s) ds +
t∫
0
S(t − s)g(s) dW(s).
By the assumptions, we deduce that〈
X˜(t), f (t)
〉

∣∣X˜(t)∣∣ψ1(X˜(t))ψ(Y(t)), t  τ,
and ∥∥g(t)Q1/2∥∥2 = ∥∥(G(X1(t))−G(X2(t)))Q1/2∥∥2  ϕ(Y(t)), t  τ.2 2
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Φ(θ) = exp
∫ θ
0
dσ
+ψ(σ)+ϕ(σ) . (3.21)
It is obvious that
Φ ′(θ) =
Φ(θ)
 +ψ(θ)+ ϕ(θ)  0 and Φ
′′
 (θ)Φ(θ)
|1 −ψ ′(θ)− ϕ′(θ)|
( +ψ(θ)+ ϕ(θ))2 .
Then by (A5), we can easily see that Φ satisfies all of the conditions in Lemma 3.3 with respect to
φ(θ) =  +ψ(θ)+ ϕ(θ).
Therefore, we get
E
[
Φ
(
Y(t ∧ τ))] eKt , for each t > 0,  > 0.
Recalling that∫
0+
(
ψ(θ)+ ϕ(θ))−1 dθ = ∞
and letting  go to zero, we have (3.20). 
In the following, we shall turn to the proof of Theorem 2.2.
Proof of Theorem 2.2. Since for any ˜ > 0 and x, y ∈ H ,∣∣Ptf (x)− Ptf (y)∣∣ E[∣∣f (X(t;x))− f (X(t;y))∣∣]
 E
[∣∣f (X(t;x))− f (X(t;y))∣∣: sup
s∈[0,t]
∣∣X(s;x)−X(s;y)∣∣> ˜]
+ E
[∣∣f (X(t;x))− f (X(t;y))∣∣: sup
s∈[0,t]
∣∣X(s;x)−X(s;y)∣∣ ˜],
it is enough to show for each t > 0 and ˜ > 0,
lim
x→y P
[
sup
s∈[0,t]
∣∣X(s;x)−X(s;y)∣∣> ˜]= 0. (3.22)
Without loss of generality, we may assume |x − y| < ˜ < κ . Define
τ = inf{t > 0: ∣∣X(t;x)−X(t;y)∣∣> ˜}.
To show (3.22), the function Φ(θ) defined by (3.21) will be used in the sequel. Consequently, by Lemma 3.3, we
have
E
[
Φ
(∣∣X(t ∧ τ ;x)−X(t ∧ τ ;y)∣∣2)] E[Φ(|x − y|2)]eKt . (3.23)
Now we assume   ˜ and |x − y| . Then from (3.23), it follows
P
[
sup
s∈[0,t]
∣∣X(s;x)−X(s;y)∣∣> ˜] P[τ  t]Φ−1 (˜2)e+Kt . (3.24)
Therefore, noting that lim→0 Φ(˜2) = ∞ and by (3.24), we obtain the required result (3.22). As a consequence, the
proof is completed. 
Remark 3.2. From (3.22), it follows that the solution of (1.1) is continuously depending on the initial data in proba-
bility. If in addition S(t) is compact, we can show the dependence holds in Lp means, see [5].
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Let H = L2(O), where O is a bounded domain in Rd with a smooth boundary and let {en} be a complete ortho-
normal system of H with supn∈N supθ∈O|en(θ)| = C < ∞. For the existence of {en}, see [12]. Assume that {an}n∈N
is a sequence of non-negative real numbers with
∑
n∈N an < ∞. Then it is obvious that
W(t) :=
∞∑
n=1
√
anwn(t)en
is an H -valued Q-Wiener process, where Q ∈ L2(H) given by Qen = anen, n ∈ N and wn, n = 1,2, . . . , are real
valued mutually independent Brownian motions.
Now let us consider the stochastic heat equation with u(0) = u0 ∈ H ,
du(t, ξ) = (Au(t, ξ)+ f (u(t, ξ)))dt + g(u(t, ξ))dW(t, ξ), ξ ∈O, (4.1)
where A(u) = 12Δ with D(A) = H 10 (O)∩H 2(O) and the coefficients f,g are continuous defined on R as below.
Setting F(u)(ξ) = f (u(ξ)) and G(u)v(ξ) = g(u(ξ))v(ξ) for u,v ∈ H , we can rewrite (4.1) as its abstract
form (1.1). For convenience, we assume that |O| = 1 throughout this section.
In the sequel, we assume α,β ∈ (0,1/2] and discuss the special functions f and g as below
f (θ) :=
⎧⎪⎨
⎪⎩
0, θ = 0,
|θ |(log(1 + |θ |−1))α, 0 < |θ | < 1/4,
1
4 (log 5)
α, |θ | 1/4,
and
g(θ) :=
⎧⎪⎨
⎪⎩
0, θ = 0,
|θ |(log(1 + |θ |−1))β, 0 < |θ | < 1/4,
1
4 (log 5)
β, |θ | 1/4.
It is clear that f and g are not Lipschitz continuous. Then, by our main results obtained in Section 2, we have the
following result.
Theorem 4.1. Under the above assumptions, the stochastic heat equation (4.1) has a pathwise unique solution and
the corresponding Markov transition semigroup is Feller for all α,β ∈ [0,1/2].
Proof. Let us show that the assumptions in Theorem 2.1 are fulfilled. It is well known that A generates a compact
semigroup. Therefore, by [8], the existence of a martingale solution is true; recall that f and g are continuous. Now
it is enough to find the control functions on [0,1/2], which satisfy the conditions in Theorem 2.1. It is easy to see
G(u)Q1/2 is a Hilbert–Schmidt operator on H , since
∥∥G(u)Q1/2∥∥22 =
∞∑
n=1
∣∣G(u)Q1/2en∣∣2 < ∞.
We claim that for θ ∈ [0,1/2], the control functions ψ1,ψ and ϕ in Theorem 2.1 can be specified as below
ψ1(θ) = θ
(
log
(
1 + θ−1))α, ψ(θ) = θ(log(1 + θ−1/2))α
and
ϕ(θ) = θ(log(1 + θ−1/2))2β.
In the following, we shall only prove the assumptions are satisfied by G(u), since the similar procedure can be used
for F .
Set
ϕ˜(θ) = θ(log(1 + θ−1))β, θ ∈ [0,1/2],
and we extend ϕ˜(θ) to [0,∞) by ϕ˜(θ) = ϕ˜(1/2), θ > 1/2.
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ϕ(θ) = ϕ˜2(θ1/2). (4.2)
And we can show that ϕ˜ is strictly increasing concave on [0,1/2]. Therefore, we observe that∣∣g(θ)− g(θ˜)∣∣ ϕ˜(|θ − θ˜ |), θ, θ˜ ∈ R. (4.3)
Then by (4.3), we obtain
∥∥(G(u)−G(v))Q1/2∥∥22 =
∞∑
n=1
∣∣(G(u)−G(v))Q1/2en∣∣2 = ∞∑
n=1
an
∫
O
∣∣g(u(ξ))− g(v(ξ))∣∣2e2n(ξ) dξ
 C2
∞∑
n=1
an
∫
O
ϕ˜2
(∣∣u(ξ)− v(ξ)∣∣)dξ, (4.4)
where the uniform boundedness of {en} has been used. Then from (4.2), (4.4) and the Jensen inequality, it follows
∥∥(G(u)−G(v))Q1/2∥∥22 C2
∞∑
n=1
an
∫
O
ϕ
(∣∣u(ξ)− v(ξ)∣∣2)dξ = C2ϕ(|u− v|2) ∞∑
n=1
an < ∞.
Finally, (A5) can be validated as (3) in Remark 2.1. Therefore, we can complete the proof. 
Remark 4.1. If d = 1, the similar result has been achieved for the stochastic heat equation (4.1) driven by a cylindrical
Wiener process recently, see [19]. On the other hand, A can be any second-order elliptic operator such that S(t) is
compact, see [8] for examples.
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