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Abstract 
 
Digital Gradient Sensing and Analysis of Dynamic Crack Stability, 
Propagation, and Branching 
 
Alexander James Chichester-Constable, MSE 
The University of Texas at Austin, 2018 
 
Supervisor:  Krishnaswamy Ravi-Chandar 
 
Understanding the underlying mechanisms of fracture mechanics plays a critical role in 
engineering design and analysis. This work investigates aspects of dynamic fracture and 
the transition from stable to unstable crack propagation by employing the digital gradient 
sensing method in conjunction with high-speed photography. Both quasi-static and 
dynamic loading scenarios are evaluated. Furthermore, the micromechanical fracture 
mechanisms are evaluated using optical microscopy and optical profilometry. Significant 
insights are gained regarding the relationship between loading, crack branching, and the 
micromechanical mechanisms that govern dynamic fracture. Differences between two 
models for formation of crack surface patterns, based on crack front waves and Wallner 
lines, are examined. Most interestingly, insights developed with respect to crack branching 
phenomenon, and its speed past branching have significant impact on the modeling of crack 
branching and dynamic fracture. Discovery of constant crack branch speed will require 
additional study of energy release rates associated with branching cracks. 
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1. Introduction 
Dynamic fracture can occur under slowly growing or suddenly applied loads, 
producing intriguing fracture behavior at macro and microscales. Understanding such 
behavior is essential to modeling numerous fracture problems. For example, impact 
damage is of significant concern for the automotive, gas, aerospace, nuclear, and naval 
industries. Understanding the relationship between impact loading and dynamic fracture 
mechanics has been of significant interest, and considerable effort has been devoted to the 
experimental and computational characterization of fracture behavior; yet there are many 
aspects of dynamic fracture that are still not fully understood. The relationship between 
crack velocity, stress intensity, and fracture surface features such as Wallner lines and 
parabolic microcracks requires more intensive experimental study and is the main focus of 
the present work. 
The study of fracture mechanics began with the work of Griffith (Griffith, 1921). 
Quasi-static fracture has been well described as an energetic process in which two new 
surfaces are created by the energy released from the structure during the crack propagation 
process. Under quasi-static loading, crack propagation may occur at a relatively long 
timescale such that the crack propagation may considered a series of quasi-static steps. 
Dynamic, time-dependent fracture has also received much attention in recent years. The 
fundamentals of energy balance used in quasi-static crack propagation are still applicable, 
but consideration of kinetic energy introduces limits on the speed with which a crack may 
propagate (Freund, 1990). It has been shown by Eshelby (Eshelby 1968) and others that 
the dynamic fracture criterion can be written as the balance between the energy release rate 𝐺, and the fracture energy Γ as  
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 &'( 𝑔(𝑣) = Γ(𝑣) (1.1) 
where 𝐸 is the modulus, 𝐾 is the dynamic stress intensity factor calculated from geometry 
and loading, and 𝑔(𝑣) is a universal velocity-dependent function that may be approximated 
as 𝑔(𝑣) ≈ 1 − 𝑣/𝐶5, where 𝐶5 is the Rayleigh wave speed (Freund, 1990). However, 
crack surface roughening and branching phenomena limit the validity of this formulation 
to crack speeds that are well below the Rayleigh wave speed.  
It is well known that dynamic fracture produces surfaces with three distinct regions: 
mirror, mist, and hackle regions (Ravi-Chandar, 2004). Each of these is clear in Figure 1.1. 
The mirror region is the leftmost portion that reflects light strongly. Microcracks are the 
primary method of crack propagation in this region. Just to the right, the surface roughness 
clearly increases slightly and reflected light acquires a matte texture; this is the mist region. 
Finally, the hackle region becomes clear as the crack progresses and forms an extremely 
rough fracture surface. Previous work by Knauss and Ravi-Chandar (Ravi-Chandar and 
Knauss, 1984a-d) showed that the stress intensity gradually increases through each region 
and suggest that therefore roughness increases with stress intensity factor. Additionally, it 
is understood that the energy dissipated in creating a rough fracture surface is significantly 
greater than the energy needed to create a smooth fracture surface.  
In this thesis, the dynamic fracture behavior of a brittle transparent thermoplastic 
polymer, polymethylmathacrylate (PMMA), is examined through two types of 
experiments. In the first type of experiments, loads are applied quasi-statically, using a 
universal testing machine. By tailoring the geometrical configuration as well as the crack 
tip bluntness, dynamic crack growth is initiated from slow loading conditions; nevertheless, 
the resulting crack growth is truly a dynamic phenomenon, with the crack reaching speeds 
that are about half of the Rayleigh wave speed. In the second type of experiment, a transient 
 3 
loading, generated through an electromagnetic loading device originally used by Ravi-
Chandar and Knauss (Ravi-Chandar and Knauss, 1984a-d) is used to explore the response 
under dynamic loading; some of these experiments were also performed on a thermosetting 
polyester, Homalite-100 (H-100). In both types of experiments, the newly developed 
method of digital gradient sensing (DGS) method (Periasamy and Tippur, 2012) is used in 
conjunction with high speed photography in an attempt to evaluate the time variation of 
the dynamic stress intensity factor, as well as the crack position. In addition, post-mortem 
examination of the fracture surface revealed the presence of patterns that identify the 
microscopic characteristics of dynamic crack growth. In particular, the development and 
propagation of characteristic markings called Wallner lines is traced carefully in this work.    
This thesis is organized as follows: the methods of loading employed to study 
dynamic fractture, the methods used to determine the crack tip position variation with time, 
as well as the crack tip stress state are discussed in Chapter 2. The results obtained from 
quasi-static loading that generates dynamic crack growth are described in Chapter 3. The 
results corresponding to dyamic loading are presented in Chapter 4. Finally, the 
conclusions are summarized in Chapter 5.  
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Mirror Mist Hackle 
Figure 1.1 Mirror, mist and hackle regions of a PMMA sample used in this work. 
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2. Experimental Methods 
2.1 Background Information 
The details of the experimental methods and materials used in this work are 
presented in this chapter. We begin with a discussion of the specimens used for quasi-static 
loading that triggers dynamic fracture. This is followed by a discussion of the dynamic 
loading method. Finally, the digital gradient sensing (DGS) method used for the possible 
determination of the stress fields surrounding crack tips in transparent materials that was 
pioneered by Periasamy and Tippur (Periasamy and Tippur, 2012) is described. DGS 
potentially allows for the determination of the stress fields in terms of the stress intensity 
factor (SIF).  
Polymethylmethacrylate (PMMA; supplied by Rohm and Haas, a subsidiary of 
Dow Chemical) and Homalite-100 (H-100) were used as the specimen materials. PMMA 
is a thermoplastic polymer that exhibits crazing failure under quasi-static loading 
conditions (Döll, 1983). The PMMA had a weight average molecular mass of 128,930 
g/mol and a number average molecular mass of 87,720 g/mol based on gel permeation 
chromatography. On the other hand, H-100 is a thermosetting polyester that is nominally 
brittle and fails without forming a craze.  
 
2.2 Quasi-Static Loading System 
Single-Edge-Notched Tension (SENT) specimens (2ℎ = 304.8 mm high, 𝑊 =101.6	mm wide and 𝐵 = 5.56	mm thickness) were used for exploring dynamic crack 
growth under quasi-static loading (see Figure 2.1). The specimens were cut from clear 
polymethylmethacrylate (PMMA) sheet. A 12.7 mm deep, 1.12 mm wide initial notch was 
machined into the specimen resulting in a blunt crack tip; in some specimens, sharp cracks 
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were initiated from the notch by inserting a razor blade into the slot and either impacting 
or pushing quasi-statically. The razor blade was pinned in the initial notch such that the 
initiated sharp crack did not have any twist and would only be loaded in Mode I. It should 
be noted, however, that there is some variability in the initiated sharp cracks between 
samples in terms of the lengths of initiated cracks as well as slight out-of-plane twists. In 
spite of these variations, all specimens would still be subjected to mode I loading. The 
specimens were loaded using an Instron 4482 Universal Testing System at a cross-head 
rate of Δ̇ = 0.01	in/min.  
The depth 𝑎 of the initial crack was chosen such that the crack was unstable upon 
initiation. For the SENT specimen, the relationship between the applied load and the stress 
intensity factor as well as the load-point displacement are given from standard calculations 
(Tada, 1973). 
The stress intensity factor (SIF) and the load-point displacement are given by 
 
 𝐾E = F√HIJK 𝑓(𝑎/𝑊) (2.1) 
 
 Δ = F(J MNIK 𝑉(𝑎/𝑊) + QRKS (2.2) 
 
with 
 𝑓(𝛼) = U 'VW XYZ[VW' \]^_[VW' \ `0.752 + 2.02𝛼 + 0.37 b1 − sin [HfQ \ghi (2.3) 
 
 𝑉(𝛼) = f(jkf)' {0.99 − 𝛼(1 − 𝛼)(1.3 − 1.2𝛼 + 0.7𝛼Q)} (2.4) 
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where 𝐸 is the modulus of elasticity. The relationship between the critical displacement ∆p 
and the crack length 𝑎 can be obtained by eliminating 𝑃 between the above relations, and 
setting 𝐾E = 𝐾Ep: 
 
 rst&uv√K = [N(I/K)x'(I/K)yQR/K]{HI/K|(I/K)  (2.5) 
 
A plot of the above is shown in Figure 2.2. It is clear from this figure that in a 
displacement-rate controlled test configuration, an initial crack length I}K < I∗K = 0.48, will 
initiate an unstable crack as long as the fracture toughness is constant. Stable or slow crack 
growth is possible in this range of initial crack length, only if the fracture toughness 
increases due to some process-zone related effects, such as a dependence of the toughness 
on the crack speed. In the experiments performed in this thesis, initial crack length was 
varied over the interval IK = [0.1378, 0.3248]. Furthermore, by generating a blunt crack, 
it is possible to overload the specimen to levels significantly greater than that indicated by 𝐾E = 𝐾Ep, and generating an unstable, dynamic crack at initial crack lengths 𝑎 > 𝑎∗. 
The local state of deformation near the crack tip was followed using the digital 
coherent gradient sensing (DGS) technique developed by Periasamy and Tippur 
(Periasamy and Tippur, 2012). Details of this technique are summarized in Section 2.4. 
This method requires the acquisition of images during the crack propagation event. These 
images were captured with Photron FASTCAM SA1.1 model number 675K-M1 with a 
Nikkor 35-200mm zoom lens with an aperture of f/13. Ancillary lamps were used to adjust 
target lighting. A conductive nickel paint (MG Chemicals Nickel Print) line was placed 
across the crack path on the specimen (see Figure 2.1). Interruption of this line by the 
propagating crack was detected by a simple circuit and used to trigger recording of the 
fracture event by the camera at 75,000 frames per second with a resolution of 384 by 160 
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pixels for Sample 1 and 50,000 frames per second with a resolution of 706 by 160 pixels 
for Sample 2 through Sample 6. Since the camera could record at the selected rates for up 
to one second in total, the selection of appropriate trigger position allowed recording of the 
crack growth during its slow as well as fast phases, capturing details of the transition to 
unstable crack growth.   
 
2.3 Dynamic Loading System 
Dynamic loading was achieved via an electromagnetic loading device (Ravi-
Chandar and Knauss, 1982). Loading is accomplished via the interaction of two current 
carrying conductors separated by an insulating Mylar layer. The force generated is 
controlled via the voltage discharged from a series of large capacitors. The PMMA used 
for the SENT testing, as well as the brittle polyester Homalite (H-100) of nominal thickness 
4.82 mm were used in these tests. The specimens used for dynamic loading are made of 
large plates (500 mm x 300 mm) of each respective nominal material thickness; a crack is 
introduced parallel to the long side by machining a 3 mm wide slit down the middle. A 
natural crack tip is introduced by wedging a razor blade inside the slit and applying a small 
impact force similar to that discussed for specimens under quasi-static loading. A flat 
copper strip, 4.76 mm by 1.2 mm thick is folded back on itself and the space between the 
two layers is filled with a Mylar insulating strip. This assembly is then introduced into the 
machined slit as indicated in the schematic diagram in Figure 2.3a. When current flows 
through the copper loop, each leg generates a magnetic field surrounding it, with the 
magnetic field oriented normal to the current vector. The current vector in each leg interacts 
with the magnetic field of the other leg to produce an electromagnetic repulsion that forces 
the conductors apart. Since the two legs of the copper strip are confined in the slot of the 
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machined crack, they do not move apart, but simply press upon the top and bottom surfaces 
of the crack with a uniform pressure. For the large specimen, this loading configuration is 
equivalent to an infinite plate, with a pressurized semi-infinite crack for the duration of the 
current pulse (as illustrated in Figure 2.3b). Of course, waves from the edges of the plate 
arrive at the crack tip, but this may be delayed for as long as the duration of the loading 
pulse. The magnitude of the pressure loading may be estimated easily from electromagnetic 
theory. For typical values of current used in the experiments, the crack surface pressures 
were in the range of 1 to 20 MPa. The current in the copper-strip is generated by a discharge 
from a capacitor bank (Figure 2.3c). The time history of the current which dictates the 
magnitude and duration of the pressure applied on the crack surface may be controlled by 
suitable choice of capacitors and inductors that form the pulse shaping circuit; Ravi-
Chandar and Knauss (Ravi-Chandar and Knauss, 1982) generated a nearly trapezoidal 
pulse, with a rise to the peak amplitude in about 25 µs, and a total duration of about 150 
µs.  
The electromagnetic loading provides three major advantages. First, it provides a 
very repeatable, electrically synchronized loading that makes experiments easy. Second, 
and perhaps more important, this scheme provides crack surface loads in a configuration 
that can be modeled as a pressurized semi-infinite crack in an unbounded medium, a 
configuration that is easily analyzed; Figure 2.3b indicates the loading configuration. 
Third, the samples are large enough for some crack propagation and branching to occur 
prior to wave reflections from the edge of the sample to arrive at the crack tip region. 
Material properties relevant to testing are documented in Table 2.1. 
 A razor blade was centered in the notch with shims and carefully loaded with the 
Instron Universal Testing System to induce a sharp crack tip. Typically, this sharpened tip 
extended 6 mm to 12 mm past the machined notch after applying load of 50 to 80 pounds 
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force to PMMA or roughly 20 pounds force to H100. Sharpened crack tips had little to no 
twist to ensure global Mode I loading. Specimen plates were hung with string to prevent 
any interactions due to mechanical contact with edges. Copper strips separated by an 
insulating layer were inserted into a large plate of material as shown Figure 2.3a. In 
addition, the method of digital gradient sensing (DGS) developed by Periasamy and Tippur 
(Periasamy and Tippur, 2012) was used in this work. A Photron FASTCAM SA1.1 was 
used to capture the time evolution of the crack tip and the deformation. A framing rate of 
90,000 frames per second was used; this however, resulted in an image that contained only 
384 x 128 pixels with a resolution of 0.228 mm per pixel. As a result, while the method of 
DGS was able to resolve the crack tip deformation field under lower load levels, correlation 
failed at higher levels of loading approaching crack branching. These experiments would 
have to be performed with a higher spatio-temporal resolution that is now becoming 
available with newer generations of high-speed cameras. 
 
2.4 Digital Gradient Sensing System 
Determination of the crack tip stress state, and particularly the dynamic stress 
intensity factor is an important aspect of fracture characterization. Methods such as 
photoelasticity, caustics, coherent gradient sensing and other techniques have been 
developed and used over the past few decades (Ravi-Chandar, 2004). In the present work, 
we use the digital gradient sensing (DGS) technique that was developed by Tippur and co-
workers (Periasamy and Tippur, 2012; Sundaram and Tippur, 2017a,b). The principle of 
the technique is quite similar to that of the method of caustics and coherent gradient 
sensing. Figure 2.4 shows a schematic describing the principle of the method. Consider a 
transparent specimen of thickness 𝐵, containing a crack placed at a distance Δ in front of a 
 11 
plate painted with a random speckle pattern. This pattern is then imaged on a camera both 
under two conditions, one without any loading on the specimen providing the 
“undeformed” state, and one with applied load on the specimen providing the “deformed” 
state image. The image of the speckle pattern in the deformed state will be distorted due to 
two effects: first, the lens-like thinning deformation resulting from Poisson contraction in 
the thickness direction of the plate provides a distortion; second, the stress-optic coupling 
will provide an additional distortion. These effects are quite small, but in the vicinity of the 
crack tip, both of these effects can be magnified since they are related to the gradients of 
the crack-tip stress field. Hence, a light ray propagating perpendicular to the plate will be 
deviated with respect to the plate normal by angles 𝜙 and 𝜙  (see Figure 2.4) with,  
 
 𝜙 = 𝐶𝐵 WW 	  𝜙 = 𝐶𝐵 WW 		 (2.6) 
 
where 𝐵 is the specimen thickness, 𝜎ff is the sum of the in-plane normal stresses, 𝐶 =𝐶 − 𝜈(𝑛 − 1)/𝐸, 𝐶 is the stress-optic coefficient, 𝐸 is the modulus of elasticity and 𝜈 is 
the Poisson’s ratio. As a result, the speckle pattern will sustain displacements 𝛿 and 𝛿 in 
the 𝑥 and 𝑦 directions, respectively, with their magnitude depending on the distance Δ 
between the specimen mid-plane and the speckle pattern; considering that the deflection 
angles are small, we get 
 
 𝛿 = Δ𝜙        𝛿 = Δ𝜙	 (2.7) 
 
Digital Image Correlation (DIC) can be used (Sutton et al. 2009) to identify these 
displacements quantitatively; the commercial DIC software ARAMIS was used in this 
work. All samples were recorded with 𝐿 = 1.23 m and Δ = 158 mm, where 𝐿 is the 
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distance between the camera and the sample while Δ is the distance between the sample 
and the target. It remains to consider the term 𝜎ff; for a stationary crack, the square-root 
singular crack tip stress field can be used to determine this as: 
 
 𝜎ff = Q√QH M𝐾Ecos Q − 𝐾EEsin QS (2.8) 
 
where (𝑟, 𝜃) represents the crack tip polar coordinates and (𝐾E, 𝐾EE) represent the mode I 
and mode II stress intensity factors. Substituting (2.8) in (2.6) and (2.7), yields 
 
 𝛿 = 𝐶𝐵Δ '√QH [−𝐾E cos hQ + 𝐾EE sin hQ \ (2.9) 
 𝛿 = 𝐶𝐵Δ '√QH [−𝐾E sin hQ − 𝐾EE cos hQ \ (2.10) 
Hence the displacements measured with the speckle pattern could be used to determine the 
stress intensity factors. This is typically accomplished by measuring 𝛿 and 𝛿 over a small 
region in the vicinity of the crack tip and fitting Eq. (2.9) or (2.10) with the stress intensity 
factors obtained as the best fit parameters. An example of the expected deviations is shown 
in Figure 2.5 for the case of (𝐾E = 1, 𝐾EE = 0).  
For the case of a dynamically growing crack, Eq.(8) should be replaced by the 
corresponding dynamic stress field:  
 
 𝜎ff = Q{QH M𝐾Ecos Q − 𝐾EE sin Q S (2.11) 
 
where (𝑟, 𝜃) represents the distorted crack tip polar coordinates that can be written in 
terms of the crack tip polar coordinates as  
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 𝑟 = 𝑟U1 − [ x sin 𝜃\Q (2.12) 
 𝜃 = atan U1 − [ x\Q tan 𝜃                                   (2.13) 
 
where 𝑉 is the crack speed and 𝐶 is the dilatational wave speed. Tippur and co-workers 
discuss issues related to sensitivity and other limitations (Periasamy and Tippur, 2012; 
Sundaram and Tippur, 2017a,b). The most important of these limitations arises from three-
dimensional effects that are neglected in the above analysis; as a result, measurements of 
the speckle displacements outside a region of radius 0.5	𝐵 is typically considered (Rosakis 
and Ravi-Chandar, 1986), but this limit proves to be too restrictive in dynamic problems 
(Ravi-Chandar and Knauss, 1987; Ma and Freund, 1986). As a result, the technique quite 
well for stationary and slow crack problems but breaks down when the crack speed 
increases beyond about 0.1	𝐶.  
 
2.5  Optical Microscopy and Profilometry 
While the high-speed imaging and DGS provide measurements of crack position 
and stress field variation over timescales of tens of microseconds and length scales of 
millimeters, the underlying fracture phenomena occur at significantly smaller length and 
time scales that are not accessible to spatio-temporally resolved real-time measurements. 
On the other hand, they leave behind a trail of information embedded on the fracture surface 
that upon careful scrutiny and interpretation can reveal important insight into the fracture 
process. We have used quantitative microscopy to extract further information into the 
dynamic fracture process. The fracture surface of each specimen image was examined with 
a KEYENCE VHX-5000 Digital Microscope at magnifications ranging from about 100 to 
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2000, revealing surface features down to 1 micron in spatial extent. A Bruker profilometer 
was also used to make quantitative three-dimensional measurements of the roughness of 
the fracture. These measurements allow the tracking of Wallner lines and/or crack front 
waves, microscopic fracture nuclei, mode III perturbations and other features as reported 
in Chapter 3.  
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Table 2.1 Material properties for PMMA and H100. Nominal values taken from material 
data sheets. 
 PMMA H100 
Dilatational Wave Speed (m/s) 2,692 1,257 
Shear Wave Speed (m/s) 1,397 767 
Propagation Time prior to Stress 
Wave Interaction (µs) 
111 239 
Density (kg/m3) 1,160 1,100 
Nominal Poisson’s Ratio 0.35 0.31 
Nominal Young’s Modulus (GPa) 3.1 2.1 
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Figure 2.1 Dimensioned SENT specimen with a nickel paint trigger and an applied load. 
P, Δ 
P, Δ 
h 
B 
W 
a 
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Figure 2.2 Variation of the critical cross-head displacement for crack initiation as a 
function of the initial crack length. For the dimensions used in this work, 
crack initiation is unstable for initial crack length a/W<0.48. 
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Figure 2.3 (a) Schematic of electromagnetic loading device; (b) Loading achieved; (c) 
Diagram showing details of the capacitor discharge system. 
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Figure 2.4 Schematic diagram illustrating the optical path of rays that form the basis of 
the Digital Gradient Sensing system. 
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Figure 2.5 Example of speckle pattern displacement 𝛿 for the case of (K_I=1, K_II=0). 
This will facilitate qualitative comparison to the experimental measurements 
reported in Chapter 3. 
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3. Dynamic Fracture Triggered by Quasi-Static Loading 
3.1. Sample Geometry, Loading, and Experimental Parameters 
Six specimens were tested under the conditions described in Section 2.2. The details 
of the conditions of each specimen are provided in Table 3.1. The use of different initial 
crack lengths and bluntness resulted in a range of slow and fast crack growth responses for 
evaluation of dynamic fracture. Specimen #6 had a natural crack that extended until 𝑎/𝑊 = 0.3248;	 the SIF at initiation of this crack represents the quasi-static fracture 
toughness of the PMMA used in this work. All other specimens had a blunt crack which 
was razor sharpened to different extents resulting in crack initiation at much higher values 
of the SIF. Clearly, with increasing bluntness, the crack speed increases to values of 500 
to 700 m/s (with 𝑣/𝐶5  in the range of 0.4 – 0.6). 
An overview of the fracture surface for all six of these tests is shown in Figure 3.1. 
A number of interesting features including a region of slow cracking, transition to fast 
fracture, and Wallner lines were observed in this series of tests. We discuss the details of 
the observations, in order of increasing crack speed. 
 
3.2. Dynamic fracture in PMMA 
The details of the response from selected samples are discussed below. This 
includes the variation of the crack position with time, images produced from the DGS 
scheme, parabolic microcrack density variations, and micrographs of the fracture surface 
showing Wallner lines.  
Specimen #6 was pre-cracked using the razor-blade insertion procedure described 
earlier. In addition, the crack was extended further by slow, stable cracking to an initial 
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length of 33 mm, resulting in 𝑎/𝑊 = 0.3248. As a result of this procedure, the crack tip 
in this specimen corresponds to a natural, sharp crack. The cross-head was displaced at a 
rate of 0.01 in/min and only the peak load was recorded, to be 1086 N; using Eq.(2.1), this 
corresponds to a stress intensity factor of 1.08 MPa m½ which is the nominal fracture 
toughness of PMMA.  
High speed photographic images of the speckle pattern were obtained from this test 
spanning a duration of about one second. These images were processed to identify the 
sequence of events preceding and following fast crack growth initiation. The speckle 
patterns were processed through the ARAMIS digital image correlation algorithm to 
identify the image displacements for using the DGS scheme; a selection of these images is 
shown in Figure 3.2; images are identified by the frame numbers which can be converted 
to time by multiplying with the inter-frame time of 20 µs. The color contours correspond 
to the displacement 𝛿 in the DGS scheme and are indicative of the stress gradient WW . 
Similar contours may be obtained for the displacement 𝛿 in the DGS scheme and 
representative of the stress gradient WW ; these are not shown since they do not provide 
additional information regarding the crack tip deformation field. Comparison of the 
contours in Figure 3.2 with the theoretically expected patterns shown in Figure 2.5 suggests 
that while there is qualitative similarity between the expected and observed patterns, 
significant differences exist in detail, particularly in the region near the crack tip. After a 
number of attempts at extracting the stress intensity factor, we concluded that measures 
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extracted from such patterns are not likely to yield correct estimates of the dynamic stress 
intensity factor; this aspect requires further work in the future.  
The variation of the crack tip position with time extracted from the images in Figure 
3.2 is shown in Figure 3.3; this figure is shown with two timescales in order to explore the 
details of some remarkable features that are observed. These features are also correlated 
with specific details of crack surface features that will be explored in the following 
sections. During the first 500 ms, corresponding to frames 0 to 255, the crack grows rather 
slowly (in relation to the wave speeds in the material) as shown in Figure 3.3a; the variation 
of the crack position with time during the 500 ms can be seen to be nearly exponential. It 
is possible to fit the variation of the crack tip position with time, 𝑎(𝑡), with a sum of 
exponentials 
 𝑎(𝑡) = ∑ 𝑎¢ exp¥𝑏¢𝑡§¢  (3.1) 
  
Parameters of the fit are given in Table 3.2. Such exponential behavior in the 
response is indicative of viscoelastic processes, and it is quite likely that the crack growth 
occurs through such effects within the fracture process zone. It is well-known that slow 
crack growth in PMMA occurs through craze formation and that this is significantly 
influenced by viscoelasticity (Döll, 1983). The fastest speed measured in this regime was 
~20 m/s, just prior to transition to fast crack growth. During this part of crack growth, the 
shape of the 𝛿 contours remains nearly unchanged, perhaps suggestive of a nearly constant 
deformation field in the vicinity of the crack tip; but as indicated above, the stress intensity 
factor could not be extracted with sufficient confidence. However, the stress intensity 
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factor may be estimated from a very simple static calculation: in the 500 ms during which 
the slow crack growth occurs, the displacement of the cross-head in the test frame increases 
by about 2 microns in contrast to the total displacement of ~215 microns at crack initiation; 
hence we could consider that the cross-head was fixed during the time that the slow crack 
growth. Then, the stress intensity factor variation with crack position can be calculated 
from Eq.(2.1); the result of this calculation, shown in Figure 3.4 by the solid red line, 
indicates that the stress intensity factor increases from 1.08 MPa m½ at initiation to about 
1.24 MPa m½ at frame 256, the last frame exhibiting slow crack growth. At this time 
corresponding to frame 256, the crack speed is ~20 m/s. Clearly, the critical stress intensity 
factor (or equivalently the fracture energy) increases with crack speed, as a result of 
viscoelastic effects within the fracture process zone.  
At this point, two significant transitions appear: first, the crack stops at frame 256 
rather abruptly decreasing in speed from 20 m/s; it remains stationary for a duration of 
about 120 µs, until frame 262. Second, following this brief pause, the crack begins to grow 
at a significantly greater speed: the crack position variation with time corresponding to this 
region is shown in Figure 3.3b, with frame 262 identified as time zero. It can be seen that 
during this period, the crack grows at about 205 m/s. Concomitant with this transition, the 
DGS patterns in Figure 3.2 are markedly different from what would be expected from the 
square-root singular stress field; this is due to the transient nature of the initiation event 
and has been well-explored in the past (Freund, 1990, Ravi-Chandar and Knauss, 1984, 
Ma and Freund, 1986). Beyond frame 265, we see the reestablishment of the DGS patterns 
similar to that observed during slow crack growth. On either side of the transitions, the 
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fracture surface appearance is quite different, indicative of a change in the fracture 
mechanism. While the slow crack growth is dominated by craze growth, the fast crack 
growth region appears to be dominated by microcracking, which we will identify through 
fractography. This transition has been studied by a number of investigators (see for 
example, Marshall et al. 1974; Leevers, 1986; Balzano and Ravi-Chandar, 1988; Maugis 
and Barquins, 1988), but the present work is the first fully time-resolved examination. It 
can be understood qualitatively as a transition between two fracture mechanisms and 
equivalently as a non-monotonic variation of the critical stress intensity factor (or 
equivalently the fracture energy) with crack speed as illustrated in Figure 3.4. The red solid 
line in this figure corresponds to the calculation assuming fixed crosshead and increasing 
crack length (from Eq.(2.1)). The red dashed line is the expected dynamic fracture 
toughness variation corresponding to a microcrack dominated fracture process.  
A global view of the fracture surface is shown in Figure 3.5a; the crack propagation 
direction is from the left to right in all the fractographs displayed in this figure. The parts 
of the surface corresponding to the slow crack over the first 500 ms and the fast crack 
growth are marked on this surface. A distinctly different surface appearance is identifiable 
in each region; further details of the surface appearance are shown with greater 
magnification in Figure 3.5b,c,d, from the slow crack growth region, transition region, and 
fast crack growth region, respectively. The slow crack regime exhibits a rather rough 
fracture surface with no clearly identifiable features; this is the region corresponding to the 
craze dominated crack growth. The fast crack growth regime, on the other hand, indicates 
that the fracture surface is completely tiled with conic markings, shown at greater 
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magnification in Figure 3.5e. These markings are known to be the result of nucleation, 
growth and coalescence of microcracks (Smekal, 1950; Yang and Ravi-Chandar, 1997). 
The transition zone between these two regions is extremely small; the spatial extent of the 
transition to fast crack – in which the fracture surface transitions to one tiled with conic 
marks – covers only about 20 to 30 µm, suggesting that the process zone of the slow crack 
as it arrested was perhaps of this size. 
The geometry of formation of the fracture surface conic marks is illustrated in 
Figure 3.6. Consider a circular crack front approaching a microcrack nucleus with a 
velocity 𝑉p ; when the distance between the crack front and the nucleus is 𝑑©, the microcrack 
nucleates and grows radially outward at a speed 𝑉pj. A second nucleus, located at a distance 𝑠 from the first nucleus, will begin to grow when the first crack reaches within the distance 𝑑© of the second nucleus, perhaps at a different speed 𝑉pQ. Since these microcrack nuclei 
are generally not in the same plane, but offset by a few microns, their interaction leaves a 
trace on the fracture surface; if the speeds of the main crack and the microcracks are all 
equal, then the interaction line can be shown to be a general conic section. Both the spacing 
between the nuclei, 𝑠, and the nucleation distance, 𝑑©, depend on the stress state. From the 
fractographs, it is clear that the nuclei are at the foci of the conics. Statistical distributions 
of the spacing and nucleation distance were measured from the fractographs: first, the 
positions of the nuclei (foci) were identified over regions with an area of about 100 × 100	𝜇𝑚Q. A Delaunay triangulation was applied to find the distances between the 
nucleation sites as indicated in Figure 3.7a; this yields the distribution of the spacing 𝑠 
between the nuclei; a Weibull fit to this distribution is shown in Figure 3.7b. Similar 
measurements were made at four other locations along the propagation direction of the 
crack, the resulting Weibull parameters varied very little, with the mean value varying 
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between about 16 to 18 𝜇𝑚. The distance to nucleation, 𝑑©, was also determined by 
identifying the shortest distance between the focus and the conic and multiplying this by 
two. The distribution of 𝑑© is shown in Figure 3.7c. The mean distance to nucleation was 
around 7.5 𝜇𝑚.  
The corresponding results from Specimen #5, in which a blunt crack initiated slow 
crack growth and transition at different SIF levels, are shown in Figure 3.8 – Figure 3.11, 
cont. . The DGS contours shown resemble the features shown for Specimen #6, with 
significant departures from the DGS contours corresponding to the crack tip singular field 
shown in Figure 2.5. Slow cracking with exponential increase in the crack speed, crack 
arrest for about 120 𝜇s followed by a sudden transition to rapid crack growth at about 480 
m/s were observed as documented in Figure 3.9. The details of the fracture surface 
markings, distribution of the spacing and nucleation distance are clearly seen in Figure 3.10 
and Figure 3.11, cont. . In particular, the conic markings are seen to be initiated with 𝑠~17	𝜇𝑚 and 𝑑©~	5.6	𝜇𝑚. The most salient new feature that is seen in Specimen #5 is the 
appearance of the so-called Wallner lines on the fracture surface. High magnification views 
of these features are shown in Figure 3.10. The basis of their formation will be discussed 
in the next section. Similar fracture response was observed in all other specimens tested: 
with increasing degree of crack tip bluntness, the duration/extent of slow crack growth 
decreased in Specimens 3, 4, and 1 (see Table 3.1), eventually being completely eliminated 
in Specimen 2, which initiated the fast crack growth mechanism directly. 
3.3. Wallner lines or Crack Front Waves?  
The fracture surfaces of specimens 3, 4, and 5 exhibit a distinct pattern of curved 
lines that repeat periodically along the crack growth direction; these have been called 
Wallner lines (see Wallner, 1939; Smekel, 1953; Hull, 1996), formed through the 
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interaction between shear waves generated from defects and the propagating crack front. 
An alternative model is based on the idea of a new type of characteristic wave called the 
crack front wave, associated with perturbations generated along crack fronts that persist 
for long time and propagate along the crack front (see Ramanathan and Fisher, 1997; 
Morissey and Rice, 1998 Fineberg et al, 2003). We explore the geometry of the observed 
crack surface features in an effort to discriminate between these two models. 
Consider an initially curved crack front as shown by the red line in Figure 3.12, and 
described by the curve 
 𝑥(𝑡) = 𝑓p(𝑧, 𝑡) (3.2) 
 
Note that this shape can be identified from the fracture surface by identifying the line along 
which transition to fast crack growth occurs, as indicated by the black dashed lines in  
Figure 3.13. The crack is assumed to grow in the x-direction at a speed 𝑉 maintaining the 
shape; thus 
 𝑥(𝑡) = 𝑓p(𝑧, 𝑡) + 𝑉(𝑡 − 𝑡) = 𝑓p(𝑧, 𝑡) (3.3) 
 
defines the position of the crack front as a function of time as indicated by the red dashed 
line in Figure 3.12. Next, consider a defect that is located on the crack front at 𝑡 = 𝑡 at the 
point A:  
 𝑥 = 𝑓p(𝑧, 𝑡) (3.4) 
 
The disturbance emitted from the defect is assumed to move through the material at a 
characteristic speed 𝑉 and interact with the crack front at the point B. We will attempt to 
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identify the nature of this defect from observations of the fracture surface. At this stage, 
we leave the speed to be arbitrary to consider this either as a Wallner line or a crack front 
wave; we will extract the speed from the experimental data. From the triangle ABD in 
Figure 3.12, it is evident that  
 (𝑉𝜏)Q = (𝑧 − 𝑧)Q + [𝑉𝜏 − 𝑓p(𝑧, 𝑡) + 𝑓p(𝑧, 𝑡)]Q (3.5) 
 
with 𝜏 = 𝑡 − 𝑡. Thus, given the location of the defect, (𝑧, 𝑥), the initial crack front, 𝑥(𝑡) = 𝑓p(𝑧, 𝑡), and the speeds 𝑉 and 𝑉, Eq.(3.5) can be solved for (𝑧, 𝜏); substituting 
in Eq.(3.3) to find 𝑥(𝑡), the locus (𝑧, 𝑥) of the interaction between the crack front and the 
disturbance from the defect can be determined. This line, illustrated in Figure 3.12 by the 
green line labeled 𝑓±(𝑧), is the Wallner line.  
Alternatively, we can start by assuming that the markings observed on the fracture 
surface are the traces of such interaction and reconstruct the crack front shape. Let 𝑥 =𝑓±(𝑧) represent this marking on the surface; from the geometry illustrated in Figure 3.12, 
we can identify the following relationships between any two points – the defect at 
A:	(𝑧, 𝑥) and any other point B:	(𝑧, 𝑥) – on the line as follows:  
 (𝑉𝜏)Q = (𝑧 − 𝑧)Q + [𝑓±(𝑧) + 𝑓±(𝑧)]Q (3.6) 
 𝑓p(𝑧) = 𝑓±(𝑧) − 𝑉𝜏 
 
The first equation above determines the time at which the interaction between the crack 
front and the disturbance from the defect generated wave occurred and then, the location 
of the crack front to be obtained from the second equation. The reconstructed crack front 
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shape ¥𝑧, 𝑓p(𝑧)§ can be matched to the experimentally observed crack front and used to 
identify 𝑉, the speed of propagation of the disturbance emitted from the defect. Wallner 
lines from three tests – Specimens 3, 4, and 5 – are shown in 
Figure 3.13. The Wallner line traces were digitized, and then fitted with a quadratic to 
extrapolate over the entire thickness of the specimen. The crack front profile at the instant 
of transition from slow to fast crack growth is indicated by the black dashed line in  
Figure 3.13. The Wallner lines closest to the transition had a slightly different shape than 
the rest; this could be due to a combination of differences in how the crack front or the 
crack speed (or possibly both) evolved in the initial stages of crack growth. While similar 
features are identifiable in Specimens 1 and 2, at higher crack speeds, it was difficult to 
make a precise trace across the width due to much more dense set of lines in these tests. 
The Wallner lines obtained from specimens 3, 4, and 5 are overlaid on each other 
in Figure 3.14. This is accomplished simply by translation (and reflection) of the digitized 
traces, and aligning them at the specimen middle (𝑧 = 0). The shape of the Wallner line 
predicted from Eqs.(3.3) and (3.5), with the crack front shape shown for Specimen 4, and 
an average crack speed of 480 m/s is shown by the black solid line. The shape estimated 
by considering this to be formed by a crack front wave travelling at 0.94𝐶5 is shown by 
the blue dashed line. Note that the crack front is assumed to be unchanged as the crack 
grows over nearly 10 to 15 mm. While the Wallner line estimate provides a better fit, the 
data scatter does not permit clear distinction between the two. Thus, we cannot discriminate 
clearly between the two models for the formation of these line features on the fracture 
surface; we will continue to refer to these as Wallner lines for ease of identification.  
Next, we consider microstructural features that make the Wallner lines visible on 
the fracture surface. This is accomplished through both an optical and profilometric 
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examination of the fracture surface in the region where Wallner lines are observed. Figure 
3.15 to Figure 3.17 show that the fracture surface is still tiled with conic markings as in 
Specimen #2 which did not show traceable Wallner lines. However, the surface roughness 
appears to be significantly greater. Figure 3.15 shows a contour map of the fracture surface 
height variation. The Wallner lines become clearly identifiable with local height 
fluctuations on the fracture surface. A magnified view of the region outlined with the black 
box in Figure 3.15 is shown in Figure 3.16a; the corresponding optical image is shown in 
Figure 3.16b. A magnified 3D topographic map and perspective are shown in Figure 3.17. 
Finally, traces of the height variation along the Wallner line at selected positions from 
Figure 3.17 are shown in Figure 3.18. The topographic maps suggest that crack surface is 
tilted with respect to the mean fracture plane.  
As indicated earlier, these marks are caused by a wave propagating in the specimen 
thickness direction (𝑧 −direction) with a speed close to the shear wave speed. If they are 
crack front waves, they would carry fluctuations in the dynamic energy release rate 𝐺, and 
therefore would cause fluctuations in the crack velocity. Real-time measurements are not 
of adequate resolution to monitor such velocity fluctuations at this scale; however, what 
we see on the fracture surface are fluctuations in the surface in the form of tilting of the 
fracture surface. On the other hand, if we postulate that the perturbations are shear waves 
generated from interaction of the crack front with the free surface, then their interaction 
with the crack front would create fluctuations in the mode III loading along the crack front; 
such mode III loading leads to fragmentation of the crack front (Sommer, 1970; Knauss, 
1970; Hull, 1996; Pons and Karma, 1970; Lazarus et al., 2001;  Ronsin et al., 2014; Pham 
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and Ravi-Chandar, 2016).  The formation of fragmented tilted cracks along the Wallner 
line clearly supports this mechanism of formation of the line patterns. From Figure 3.18, it 
is estimated that the crack tilt angle is in the interval 0 < 𝜙 < 6°, with a corresponding 
ratio of &uuu&u < 0.02. This implies very small magnitudes of mode III perturbation, but with 
crack fronts showing fragmentation and tilting; this is in line with the results presented in 
Pham and Ravi-Chandar, (2017).  
Still many questions remain: why do these fluctuations persist along the crack 
front? Why are there multiple nucleations of Wallner lines? There is a very repeatable 
spacing of about 150 – 170 𝜇𝑚 between these lines. What sets the scale for this repetition; 
the fracture process zone? 
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Table 3.1 Summary of experiments under quasi-static loading. 
 𝑎 
m 
𝑎/𝑊 𝑃³Y´  
N 
𝐾p 
MPa m½  
Crack tip 
type 
𝑣	 
m/s 
𝑣/𝐶5 
1 0.014 0.1378 3843 1.77 Blunt 578 0.47 
2 0.014 0.1378 4742 2.19 Blunt 715 0.59 
3 0.014 0.1378 2598 1.20 Sharp 490 0.40 
4 0.014 0.1378 2482 1.14 Sharp 473 0.40 
5 0.014 0.1378 2464 1.14 Sharp 479 0.39 
6 0.033 0.3248 1085 1.08 Sharp 205 0.17 
 
Table 3.2 Fitting constants for the exponential growth of the crack (t is in ms, a is in 
mm). 𝑗 𝑎¢ 𝑏¢ 
1 0.2705 0.6318 
2 1.05E-10 4.7241 
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Specimen 6 
205 m/s 
 
Specimen 4  
472 m/s 
 
Specimen 5 
478 m/s 
 
Specimen 3 
490 m/s 
 
Specimen 1 
578 m/s 
 
Specimen 2 
715 m/s 
 
Figure 3.1 Fracture surface pictures of all six tests conducted on PMMA, arranged in 
order of increasing crack speed. 
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Figure 3.2 Digitally correlated images showing strains around a moving crack tip. 
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Figure 3.3 Crack position variation as a function of time. 
 
Figure 3.4 SIF as a function of crack speed. 
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(a) Overview of the fracture surface appearance 
 
(b) Slow crack growth  
 
(c) Transition 
 
(d) Fast crack growth 
 
(e) Magnified view of the conic marks visible on the fast crack surface 
Figure 3.5 Fracture surface appearance of Specimen #6. Crack Speed ~205 m/s, 
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Figure 3.6 Geometry of the formation of conic marks on the fracture surface. 
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(a) Delaunay triangulation 
 
(b) Weibull distribution of nuclei spacing 
Figure 3.7 Conic microcrack analysis 
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(c) Nucleation distance distribution for conic microcracks 
Figure 3.7, cont. Conic microcrack analysis. 
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Figure 3.8 Strain field of an initially blunt crack moving. 
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Figure 3.9 Position variation against time of an initially blunt crack. 
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(a) Overview of the fracture surface appearance 
 
(b) Fast crack growth – Wallner lines  
 
(c) Wallner line area, magnified 
Figure 3.10 Microstructural features of an initially blunt crack. 
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(a) Delaunay triangulation 
 
 
(b) Weibull distribution of nuclei spacing 
Figure 3.11 Conic microcrack analysis of an initially blunt crack. 
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(c) Nucleation distance distribution for conic microcracks 
Figure 3.11, cont. Conic microcrack analysis of an initially blunt crack. 
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Figure 3.12 Crack front and wave interaction diagram. 
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Specimen 4  
472 m/s 
 
Specimen 5 
478 m/s 
 
Specimen 3 
490 m/s 
 
 
Figure 3.13 Wallner lines from Specimens 3, 4, and 5; crack speed is nearly the same in 
these samples ~480 m/s. 
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Figure 3.14 Overlay of Wallner lines from Specimens 3, 4 and 5 (aligned at the middle of 
the specimen). 
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Figure 3.15 Topographic map of the surface in the region with Wallner lines.  
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Figure 3.16 Expanded topographical map (a) and optical view (b) of the 
rectangular region marked in Figure 3.15. 
(a) (b) 
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Figure 3.17 Magnified 3D view and contour map of height variation along 
Wallner lines. 
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Figure 3.18 Height variation along the Wallner lines indicating slanted surfaces relative to the 
mean plane of crack growth. 
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4. Dynamic Fracture Triggered by Dynamic Loading 
Spectacular branching patterns of cracks occur in nominally brittle materials under 
dynamic loading conditions, and multiple instances of this phenomenon results in 
fragmentation of the material. As a result, the problem has been investigated by a number 
of investigators over a very long period (see Ravi-Chandar, 2004 and Bobaru and Zhang 
2015 for reviews). The physical mechanisms that lead to crack branching are rather well 
understood: branching arises from two cooperative developments that are governed by the 
velocity-dependent (i) rearrangement of the stress field, known since the early work of 
Yoffe (1951) and (ii) the growth of the fracture process zone and consequently the increase 
in the fracture energy (Ravi-Chandar and Knauss, 1984a). While the underlying energetic 
rationale for branching was formulated quite a long time ago by Eshelby (Eshelby 1970), 
analysis of the underlying elastodynamic problem to calculate the dynamic energy release 
rate has been quite difficult, with only limited success (see Adda-Bedia et al 2005 for the 
most recent attempts).  
Numerical simulations of the process have been attempted through many different 
techniques such as numerical implementations of damage models through element erosion 
(Johnson 1992), cohesive zone modeling (Xu and Needleman, 1994), in XFEM and other 
finite element methods (see Song et al. 2008), and lattice- or particle-based methods such 
as molecular dynamics, peridynamics, etc. (see for example, Marder and Gross, 1995; 
Buehler and Gao, 2006; Bobaru and Zhang, 2015). Numerical implementation of the phase-
field model of fracture through the finite element method has also been used in dynamic 
fracture simulations in our recent work (see Borden et al. 2012). While numerical 
simulations based on all of these methods show the emergence of crack branching, there 
are two limitations: first, quantitative comparisons to experimental results have not been 
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demonstrated, with all results only implying qualitative similarity and ability for cracks to 
branch. Second, no systematic analyses have been performed to explore the energetic basis 
for branching or to incorporate the known evolution of the fracture process zone (and the 
commensurate increase in fracture energy). 
Further study of dynamic fracture mechanisms and crack propagation using DGS 
could provide additional information with regards to energy release rate, stress intensity, 
and crack branch velocity. Ultimately, this has significant implications on dynamic fracture 
modeling techniques. Therefore, we have performed additional experiments both in 
Homalite-100 (H-100), a brittle polyester, and polymethylmethacrylate (PMMA), a 
thermoplastic polymer that fails through the formation of a craze. These results are 
described in this Chapter. 
4.1  Summary of Crack Growth and Crack Branching Results from Previous 
Studies  A	summary	of	results	that	were	obtained	by	Ravi-Chandar	and	Knauss	(1984a,	b)	on	Homalite-100	is	provided	in	Table 4.1.	An	example	of	an	observed	branching	pattern	is	shown	in	Figure 4.1.	It	should	be	noted	that	branching	occurred	in	Test	#3	upon	arrival	of	reflected	waves,	while	in	Tests	#4-#6,	branching	occurred	well	before	the	 arrival	 of	 reflections.	 This	 should	 be	 taken	 as	 conclusive	 proof	 that	 wave	reflections	 are	 not	 necessary	 for	 crack	 branching,	 and	 that	 dynamic	 cracks	 can	spontaneously	branch;	this	is	worth	reiterating,	because	while	this	result	has	been	known	for	more	than	three	decades,	more	recent	works	repeatedly	cite	the	role	of	wave	 reflections	 on	 crack	 branching.	 Also,	 the	 number	 of	 branches	 that	 occurs	increases	with	increased	magnitude	of	the	applied	loading.	We	have	explored	this	in	
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greater	detail	through	a	new	set	of	experiments	both	in	H-100	and	PMMA,	as	reported	in	the	next	section.	There	are	two	other	observations	from	the	experiments	that	are	important	 to	note.	The	 crack	 speed	prior	 to	branching	 in	H-100	 is	 in	 the	 range	of	0.40Cs	to	0.45Cs.,	somewhat	below	the	Yoffe	threshold	of	about	0.60Cs.	Furthermore,	the	crack	speed	of	 the	branched	cracks	is	almost	unchanged	from	that	of	 the	main	crack.	These	observations	have	 implications	on	the	energetic	criterion	 for	 fracture	(Freund,	1990;	Ravi-Chandar,	2004)	and	for	branching	(Eshelby,	1970)	and	are	being	explored	further	through	the	phase-field	simulation	results.		
4.2  Summary of Crack Growth and Crack Branching Experiments  
Seven PMMA samples and four H100 samples were prepared and fractured under 
dynamic loading. Voltage, folds in the copper strips, theoretical load, camera frame rate, 
time to crack propagation after loading based on frame rate, average velocity from linear 
regression, branching distance, branching time based on frame rate, and number of 
branches are documented in Table 4.2. 
Of the seven PMMA samples, two exhibited branching; Sample 6 and Sample 7. 
Of the four H100 samples, three exhibited branching. H100 Sample 2 and H100 Sample 4 
were able to be reconstructed, but H100 Sample 3 fractured too violently to be 
reconstructed. The key results obtained from selected specimens are summarized in Figure 
4.2 – 4.5. The maximum crack speed relative to shear wave speed achieved by H100 
dynamic fracture of ÒpÓ = 0.5844 is comparable to that of PMMA, which is  ÒpÓ = 0.5599. 
Crack speeds remained constant within experimental error for all specimens throughout the 
fracture process of each test. Figure 4.2 shows both the raw images from the high-speed 
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imaging, and the DGS processed data indicating the crack direction deviations of the light 
beam for Test #2 from H-100 specimen. The crack surface pressure level in this experiment 
was 15 MPa. The contour plots indicate WW  and, in principle, could be used to extract the 
dynamic stress intensity factor. But due to the limited spatial resolution, the errors in such 
extraction turned out to be large. The corresponding crack position data is shown in Figure 
4.3. For the H-100 specimens, the crack speeds were nearly constant at about 450 m/s, 
reproducing the earlier results from Ravi-Chandar and Knauss (1984a,b). The first crack 
branching (into three crack branches) occurred at 100 𝜇s, prior to the arrival of wave 
reflections. The second branching of the main crack occurs at about 210 𝜇s, again into three 
branches. The post-branching crack speed is nearly indistinguishable from the speed prior 
to branching; this has significant implications with respect to energy-based criterion for 
crack branching and needs to be examined further through the results of numerical 
simulations. 
Figure 4.4 and Figure 4.5 present results for Sample #6 from a PMMA specimen. 
The crack surface pressure level in this experiment was 39 MPa. First branching, this time 
into five cracks, occurs at about 20 𝜇s. One of these was found to be a partial branch that 
arrested quickly. The second branching event of the main crack occurs at ~40 𝜇s, into three 
branches. The other branches from the first event leave the field of view and are not seem 
in the high-speed image; however, after recovering and reassembling the fragments from 
the specimens, it was found that all the branches from the first branching event exhibit 
further branching at about the same distance from the initial branch. An image of the 
reassembled specimen is shown in Figure 4.6. Further analysis of these results is needed to 
connect these measurements to simulations and to the elastodynamic theory.  
Optical microscopy examinations were performed on representative PMMA and H-
100 specimens; the PMMA specimens exhibited a surface tiled with conic markings, with 
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superposed Wallner lines as in the surface of dynamic fractures generated under quasi-
static loading. The scale of the surface roughness appeared visually to be greater than that 
of the quasi-statically fractured specimens, but no quantitative measures were obtained. 
The surface of the H-100 exhibited the characteristic mirror-mist-hackle features observed 
by Ravi-Chandar and Knauss (Ravi-Chandar and Knauss, 1984b), Hull (Hull, 1996) and 
others.  
From the collection of previous experimental results summarized in Table 4.1 and 
the new experiments listed in Table 4.2, we reach the following strong conclusions: 
 
1. Crack speed reaches a limit of about 0.45 Cs in H-100 and significantly larger value 
of 0.76 Cs in PMMA. This limit is lower than the Yoffe limit for H-100, but larger 
for PMMA. 
2. While wave reflections may trigger crack branching, and influence its further 
propagation, branching can and does occur simply from a dynamic crack growing 
at speeds in the range of about 0.45 Cs in H-100, and 0.76 Cs in PMMA. Models of 
crack growth have to be able to predict such onset of branching. 
3. Two to five branches were observed from a single crack in PMMA, while two to 
about thirteen branches were generated from a single crack in H-100.  
4. The crack branches grow at speeds that are unchanged, in terms of experimental 
resolution, from the speed of the parent crack. This brings to question crack 
branching criteria that are based either on energy flux or on critical crack speeds. 
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Table 4.1 Summary of results from Ravi-Chandar and Knauss (1984 a,b), indicating time 
to initiation, crack speed, and details of branching. 
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4 9.86 18 432 21 64.0 2 25 32 No ~440   
5 10.4 18 457 14 45.0 2 30 30 No 440   
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Table 4.2 List of experiments on PMMA and H-100 with DGS instrumentation. 
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PMMA 
Sample 1 
3 kV  
(1 fold) 
4.83 90 
155.5 399.4 N/A N/A 0 
PMMA 
Sample 2 
5 kV  
(1 fold) 
13.7 90 
11 459.0 N/A N/A 0 
PMMA 
Sample 3 
8 kV  
(1 fold) 
34.3 90 
11 565.0 N/A N/A 0 
PMMA 
Sample 4 
3 kV  
(2 folds) 
19.3 90 
11 472.6 N/A N/A 0 
PMMA 
Sample 5 
6 kV  
(2 folds) 
77.2 90 
22 293.6 N/A N/A 0 
PMMA 
Sample 6 
8 kV  
(2 folds) 
137.2 90 
<11 651.5 2.27 11 5 
PMMA 
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22 782.2 4.37 11 2 
H100 
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2 kV  
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(2 folds) 
61.8 90 
11 402.6 14.37 22 5 
H100 
Sample 3 
8 kV  
(2 folds) 
158.2 100 <11 448.2 0, 8.94 30 12 
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Figure 4.1 Pattern of crack branching for test #6 from the previous work of Knauss and 
Ravi. Note that four cracks emerge from a single crack. 
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Figure 4.2 Dynamic crack branching of H-100 test #2. 
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Figure 4.2, cont. 
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Figure 4.2, cont.  Selected sequence of images (left column) every 11 𝜇s apart from 
H-100 Test #2. First branching into three cracks occurs at about 
100 𝜇s, prior to the arrival of wave reflections. The second 
branching of the main crack occurs at about 210 𝜇s, again into 
three branches. The right column images show the DGS analysis of 
the deformation field. Due to limited spatial resolution in the 
images, the fields in the vicinity of the crack tip and branches 
could not be resolved to obtain quantitative estimates of the 
dynamic SIF. 
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Figure 4.3 Crack position versus time for Test #2 on H-100; raw images are shown in Error! 
Reference source not found.. Note that the slope of these lines do not change 
significantly immediately after crack branching, indicating no velocity changes 
upon branching. Note that the trend line shown through the main crack position data 
indicates a nearly constant crack speed of about 450 m/s. 
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Figure 4.4 Selected sequence of images (left column) every 11 𝜇s  apart from PMMA 
Test #6. First branching (four cracks) occurs at about 20 µs. The second 
branching of the main crack occurs after ~40 𝜇s, into three branches. The 
right column images show the DGS analysis of the deformation field. The 
variation of the crack position with time is shown in Figure 10. 
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Figure 4.5 Crack position versus time for Test #6 on PMMA; raw images are shown in Figure 
4.4. Note that the trend line shown through the main crack (Branch 3) position data 
indicates a nearly constant crack speed of about 795 m/s. 
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Figure 4.6 Crack path for Test #6 on PMMA indicating the pre-crack, and the branching 
patterns. 
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5. Summary and Conclusion 
Dynamic fracture triggered by quasi-static and dynamic loading conditions has 
been investigated in two brittle polymers: polymethylmethacrylate (PMMA), a brittle 
thermoplastic capable of crazing, and Homalite-100 (H-100), a brittle thermoset polyester 
that exhibits failure through microcracking. Quasi-static loading was achieved through a 
universal testing machine, while dynamic loading was generated by an electromagnetic 
Lorentz force-based loading scheme. The progression of fracture was captured using a 
high-speed camera capable of about 50000 frames per second. An attempt was made to 
determine the crack tip stress field by implementing the method of digital Coherent 
Gradient Sensing (DGS). Fractographs of the broken specimens were analyzed both 
optically and using a profilometer to extract micromechanical aspects of the crack 
propagation process. The main conclusions are summarized below.  
The spatio-temporal resolution from the high-speed images was insufficient to fully 
resolve the DGS patterns very close to the crack tip (less than about 5 mm). The patterns 
farther away did not resemble the expected pattern arising from a SIF dominant elastic 
field. Hence quantitative estimates of the dynamic SIF could not be obtained. Nevertheless, 
the dynamic tests were able to provide significant information concerning the speed of 
propagation, crack branching, and fracture mechanisms at multiple scales.  
Under quasi-static loading, stable crack propagation, with exponential acceleration 
to speeds in the range of a few mm/s to about 20 m/s was observed in quasi-statically 
loaded single edge notched tension specimens of PMMA. This stable growth under 
increasing stress field was attributed to a craze-dominated growth mechanism, with 
increasing fracture energy with crack speed. This was followed by a transition to a fast 
crack growth mode, with ÒÔ speeds in the range of 0.17 to 0.59; this transition occurred 
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rather abruptly, within a spatial extent of 20 to 30 𝜇𝑚 and a brief arrest period of about 100 𝜇𝑠. The transition is attributed to a change in fracture mechanism from a craze-dominated 
viscous crack growth mechanism to a microcrack dominated brittle mechanism. 
Fractography revealed that the dynamic fracture surface was tiled with conic markings that 
were generated by interacting microcracks. Statistical aspects of the distribution of nuclei 
for microcracking, and their nucleation distances were evaluated. In addition, characteristic 
markings, typically called Wallner lines were observed in cracks that exceeded about 450 
m/s; the origins of their formation have been attributed to two different mechanisms – 
interaction of shear waves with crack fronts, and persistence of perturbations along the 
crack front through a characteristic wave called the crack front wave. Quantitative 
measurements of the Wallner lines on the fracture surfaces were obtained, but could not 
resolve between the two mechanisms due to the statistical variations observed in the 
measurements. Nevertheless, profilometric measurements clearly indicated that the crack 
front along the Wallner line was fragmented into tilted cracks, analogous to fragmented 
cracks formed under mixed modes I + III loading conditions, with a tile angle of in the 
interval 0 < 𝜙 < 6°, with a corresponding ratio of &uuu&u < 0.02. Still many questions 
remain: why do these fragments persist along the crack front? Why are there multiple 
nucleations of Wallner lines with a very repeatable spacing of about 150 – 170 𝜇𝑚 between 
these lines. What sets the scale for this repetition; the fracture process zone? 
Dynamic crack growth generated through the electromagnetic loading device, 
exhibited similar features as under quasi-static loading at small load levels; as the dynamic 
loading intensity increased, significant branching was demonstrated. A number of 
conclusions were obtained from the experimental measurements. Crack speeds reached 
limit of about 0.45 Cs in H-100 and significantly larger value of 0.76 Cs in PMMA. This 
limit is lower than the Yoffe limit for H-100, but larger for PMMA. While waves reflected 
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from the far boundaries of the specimen clearly triggered crack branching as a result of the 
addition loading from such waves, crack branching was clearly shown to occur just from 
the dynamics of crack motion prior to the arrival of elastic waves reflected by the 
boundaries. Two to five branches were observed from a single crack in PMMA, while two 
to about thirteen branches were generated from a single crack in H-100. Throughout the 
dynamic crack growth process, the crack speed remained constant to within experimental 
accuracy; even when multiple branches were generated, each branch traveled at nearly the 
same speed as the primary crack, suggesting that additional energy is not dissipated in a 
branching event. This will have profound implications on dynamic fracture modeling. 
Significant work remains to further characterize and predict these dynamic processes. 
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