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Abstract: Renormalization Group domain walls are natural conformal interfaces be-
tween two CFTs related by an RG flow. The RG domain wall gives an exact relation
between the operators in the UV and IR CFTs. We propose an explicit algebraic con-
struction of the RG domain wall between consecutive Virasoro minimal models in two
dimensions. Our proposal passes a stringent test: it reproduces in detail the leading
order mixing of UV operators computed in the conformal perturbation theory litera-
ture. The algebraic construction can be applied to a variety of known RG flows in two
dimensions.
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1 Introduction
Distinct conformal field theories can be often coupled by conformal invariant interfaces
(see e.g. [1] and references therein). A conformal interface gives a map between ob-
servables in the two theories. For example, in radial quantization, a spherical interface
gives a map between the Hilbert spaces of the two theories on the sphere, i.e. between
local operators. Such maps may be trivial: the interface may just be a totally reflect-
ing interface, i.e. the product of independent boundary conditions for the two theories.
But there are situations where a conformal interface may encode in a compact fashion
an important relation between two theories [2].
In supersymmetric, four-dimensional examples of SCFTs with exactly marginal
deformations, such as N = 4 SYM or N = 2 gauge theories, there are notable examples
of such interfaces. Janus interfaces encode the parallel transport of operators of the
theory along the parameter space of exactly marginal deformations [3]. S-duality walls
encode the combination of the parallel transport with an S-duality operation, and give
a map between weakly-coupled descriptions of the same theory valid in different corners
of moduli space [4].
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There is another situation where a map between the operators of two CFTs arises:
renormalization group flows. Consider a situation where a CFT TUV can be perturbed
by a relevant operator φ to give an RG flow to a second CFT TIR. Then the operators
of TUV are mixed and renormalized to give operators in TIR. The corresponding map
can be made very explicit in examples where conformal perturbation theory is valid [5].
It is natural to wonder if a RG conformal interface may exist, which encodes such
correspondence between observables in TUV and TIR. There is an obvious candidate
[6, 7]. Start with TUV , and perturb it by the integral of φ over a half space x1 < 0 only.
Flowing to the far infrared, the result will be a conformal interface between TUV andTIR, which we will refer to as RG domain wall, or RG interface. See Figure 1
TIRTUV
TUV TUV T IR TUV
Figure 1. An RG flow between theories TUV and TIR is initiated by perturbing TUV by a
relevant operator integrated over the whole space. If the relevant operator is integrated over
a half-space only, the RG flow will produce a RG interface between TUV and TIR
In a general setup, this definition is a bit ambiguous, even if we specify the precise
choice of RG flow for the bulk theory. As the perturbation by the integral of φ on
a half-space breaks more symmetries than the perturbation by the integral of φ over
the whole space, renormalization may turn on other relevant operators which preserve
the reduced symmetries of the setup. For example, it can turn on operators integrated
over the interface only. Thus a precise definition of the RG domain wall would require
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one to specify a RG flow in such extended space of couplings. The definition can be
sharpened if the RG flow preserves some additional symmetry, such as supersymmetry.
A beautiful example of supersymmetric RG domain walls in two-dimensional N = 2
supersymmetric minimal models is given in [7]. The RG domain walls are described in
the language of matrix factorizations in a Landau-Ginzburg orbifold description of the
minimal models. The description is sufficiently powerful to allow the computation of
fusion between the RG domain walls and supersymmetric boundary conditions. The
results reproduce the expected behavior of supersymmetric boundary conditions under
the RG flow. Notice that in the mirror Landau-Ginzburg description, there is little
difference between RG domain walls and Janus domain walls as defined e.g. in [8, 9].
In this note we will focus on less-supersymmetric two-dimensional examples of RG
domain walls, for which TUV and TIR are both rational conformal field theories, related
by a well understood RG flow which can be described in conformal perturbation theory.
The RG domain wall should be a conformal interface which is perturbatively close to
the trivial identity interface, and should only pair up primary fields of TUV and TIR
which are related by the perturbative RG flow. These conditions taken together are
rather constraining, and one may hope they can identify uniquely a candidate RG
domain wall.
This program meets a simple obstruction: general conformal interfaces between
RCFTs are not rational, and do not admit a simple Cardy algebraic description. Con-
formal interfaces can be described as conformal boundary conditions for the productTUV × TIR by the standard folding trick (see Figure 2). Boundary conditions which
preserve the stress-tensors of the two factors independently, TUV = T¯UV and TIR = T¯IR
corresponds to totally reflective interfaces. A general conformal interface only satisfies
TUV − T¯UV = TIR − T¯IR, and corresponds to a boundary condition which only preserves
the total stress tensor of the product theory.
Rational boundary conditions in the product theory TUV ×TIR must glue the chiral
algebra of the product theory AUV ×AIR to the anti-chiral algebra by some automor-
phism. Generically, there is no automorphism which acts non-trivially on the individual
stress tensors, and all rational boundary conditions of the product theory correspond
to totally reflective interfaces.
The expectation for a RG interface is to be as far as possible from a totally reflective
interface. In the perturbative setup, the RG interface should be perturbatively close to
the identity interface, which is totally transmissive. Thus the RG boundary condition,
i.e. the boundary condition in TUV × TIR which corresponds to the RG domain wall,
cannot be rational unless TUV ×TIR has a hidden symmetry. This is not the case in the
examples of RG flows we consider.
Sometimes, it is possible to give an algebraic definition of non-trivial interfaces by
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relating the interface to a rational boundary condition in a different 2d CFT. Beautiful
examples of such construction can be found in [10, 11] and [12], which also quantifies
the idea that an interface can be more or less reflective or transmissive. Although the
specific construction of these references does not apply to RG domain walls, in this
paper we identify a class of RG flows for which an alternative construction exists. This
allows us to give an algebraic construction of many RG interfaces in terms of rational
boundary condition for a different 2d CFT TB.
T IR TUVTIR XTUV
RG 
boundary
RG Domain 
Wall
Figure 2. The folding trick: a conformal interface between theories TUV and TIR can be rein-
terpreted as a conformal boundary condition in the product theory TUV × TIR. Holomorphic
and anti-holomorphic quantities in TIR are exchanged. For example, the gluing condition for
the stress tensor for a conformal interface TUV −T¯UV = TIR−T¯IR becomes the gluing condition
for a conformal boundary TUV + TIR = T¯UV + T¯IR
Our main example will be a pair of consecutive unitary minimal models, but our
strategy applies to a much larger class of examples, such as the cosets
TUV = gˆl × gˆm
gˆl+m m > l (1.1)
which can be deformed by the φAdj1,1 coset field [13] to flow to
TIR = gˆl × gˆm−l
gˆm
m > l (1.2)
The crucial observation is that in these models, the relevant perturbation φ com-
mutes with a set of topological interfaces in TUV [14]. Topological interfaces in TUV
which commute with φ are not renormalized by the RG flow, and survive as topological
interfaces in TIR. We will argue that the RG domain wall must simply intertwine such
topological interfaces in TUV and their image in TIR.
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Starting from this observation, we will argue that the RG domain wall is closely
related to a rational brane in the theory
TB = gˆl × gˆl × gˆm−l
gˆl+m (1.3)
The theory TB has a a large chiral algebra B which contains AUV ×AIR as a subalgebra.
Indeed, TB can be thought of as a non-diagonal modular invariant for AUV ×AIR, and
there is a convenient canonical topological interface I1 between TB and TUV × TIR.
The chiral algebra B has an obvious Z2 symmetry under exchange of the first two
factors in the numerator. We propose that the RG boundary condition is the image
under the action of I1 of a specific Z2-twisted brane in TB. See Figure 3. This gives
a completely algebraic description of our candidate RG domain wall. For minimal
models, we formulate a simple algorithm to compute the Z2-twisted Ishibashi states ofB.
TB TUVTIR XTUVTIR X
RG 
boundary
Rational 
boundary
Topological 
interface
Figure 3. We produce a non-rational candidate for the RG boundary condition by colliding
a rational topological interface between the product theory TIR×TUV and the auxiliary theoryTB and a rational, twisted boundary condition in TB.
Our calculation only involves representation theory of the chiral algebra B, and
outputs the pairing between a specific UV operator OUV and a specific IR operator
OIR, in the form of a disk one-point function for the candidate RG brane
⟨O¯IROUV ∣RG⟩ ≡ ⟨OIR∣RG∣OUV ⟩ (1.4)
We interpret this pairing of local operators in TIR and TUV as describing the exact
mixing of UV operators under the RG flow to give IR operators. In order to test
this interpretation we compare it with explicit calculations done in the literature on
conformal perturbation theory [5]. The results match perfectly. It is worth observing
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that the two calculations are not related in any obvious way. The intricate mixing
coefficients are computed from apparently different subsets of information about the
two-dimensional CFTs.
The conformal perturbation theory calculation involves the diagonalization of the
leading order matrix of anomalous dimensions, which is computed by the three-point
functions
Cijφ = ⟨OUVi OUVj φ⟩ (1.5)
for several UV operators OUVa of similar conformal dimension. The various IR operators
correspond to the eigenvectors of the anomalous dimension matrix.
Our algebraic proposal reproduces one-by-one, independently, the individual matrix
elements of the eigenvectors. We take this match as strong evidence that our strategy
to identify the RG domain wall is correct.
It would be nice to test the correspondence further, for example compare our results
to more detailed calculations in the canonical example of minimal models, and in the
more general class of models to which our proposal apply. It should be also possible
to study the collision between the candidate RG domain wall and branes in T UV , and
compare the result with the expected behavior of boundary conditions under RG flow.
The RG flows we consider are known to lead to integrable theories at intermediate
scales between the UV and the far IR [15]. This fact played no role in our calculation.
It would be interesting to see if some interplay is possible between the RG domain wall
and integrability. In principle, we expect to have RG domain walls across which the RG
scale jumps by a finite amount, thus relating the integrable theory at two points along
the RG flow. But it is unclear if such interfaces might be in some sense integrable.
Finally, the class of cosets we discuss includes the WN minimal models, g = su(N)
and l = 1, which have a conjectural holographic dual in the ’tHooft limit of large k and
N with fixed N/k [16].1 The RG flow we consider has a neat holographic interpretation
as a change in boundary conditions for a bulk scalar field. It would be interesting to
look for a holographic dual description of the RG domain wall, possibly as a boundary-
changing interface for the same bulk scalar field. It would also be interesting to match
the behavior of two-point functions and topological defects in the bulk and boundary
theories.
1We thank Shlomo Razamat for this observation
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2 RG domain wall between Virasoro minimal models
2.1 Conformal perturbation theory
The best known RG flow in two dimensions relates a consecutive pair of unitary minimal
models [5] TUV =Mp+1,p and TIR =Mp,p−1. Remember that the minimal modelMk+3,k+2
is a RCFT for the Virasoro algebra, with central charge
c = 1 − 6(k + 2)(k + 3) (2.1)
and chiral primaries φr,s of conformal dimension
hr,s = (r − s)2
4
+ r2 − 1
4(k + 2) − s2 − 14(k + 3) (2.2)
in the ranges 1 ≤ r ≤ k + 2 and 1 ≤ s ≤ k + 3 with an identification
φk+2−r,k+3−s = φr,s (2.3)
In the following, we will refer to the RCFT defined by the diagonal modular invariant
for the minimal model.
In the large k regime, the fields φr,r have conformal dimension close to 0, φr,r±1
close to 1/4, φr,r±2 close to 1. In particular, φ1,3 is the least relevant field for all k.
The minimal model Mp+1,p perturbed by φUV1,3 will flow to Mp,p−1. The flow will arrive
to Mp,p−1 along the least irrelevant direction, corresponding to φIR3,1. Here and in the
following we distinguish the fields in the UV and IR by the corresponding superscripts.
The field φ1,3 has particularly simple fusion rules with other fields φr,s: it only
changes the label s by an even amount. This implies that in conformal perturbation
theory no other relevant perturbations need to be turned on, as the other φ1,s for odd
s are all irrelevant. Furthermore, the mixing among fields in the UV theory is very
constrained. The perturbative analysis shows that the Verma modules of φUVr,s with the
same r and all possible s with the same parity will mix together to give the Verma
modules of φIRt,r for all t with the same parity as s. Schematically,
even∑
s
[φUVr,s ]→ even∑
t
[φIRt,r ] odd∑
s
[φUVr,s ]→ odd∑
t
[φIRt,r ] (2.4)
In the perturbative regime, k ≫ 1, only operators whose dimensions differ by order
k−1 mix at the leading order. One can compute the matrix of anomalous dimensions
γij at order k−1 from three-point functions involving φ1,3:
γij = hiδij + √3
k
Ci,j,(1,3) (2.5)
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Here 2pig∗ = √3k is the critical value of the coupling.
The eigenvectors of γij describe the leading order mixing of UV operators to give
IR operators. The eigenvectors are matched to the known IR operators by looking at
the conformal dimensions at order k−1 which are computed from the eigenvalues of γij.
The mixing pattern is easy to describe for r not too large compared to k. The
operator φUVr,r has the smallest possible dimension, of order k
−2, and does not mix: it
flows directly to φIRr,r .
The operators φUVr,r±1 have dimensions which is close to 1/4. They mix at the leading
order, and the eigenvectors of the matrix of anomalous dimensions given in [5] are
φIRr−1,r = √r2 − 1r φUVr,r+1 − 1rφUVr,r−1
φIRr+1,r = 1rφUVr,r+1 +
√
r2 − 1
r
φUVr,r−1
(2.6)
We fixed the normalization so that the operators have norm one, and the sign so that
the mixing becomes trivial as r becomes large, as the dimensions of the UV operators
differ more and more.
The operators φUVr,r±2 and ∂∂¯φUVr,r have dimensions close to 1, and mix at the leading
order as (again, we simply diagonalized the matrix of anomalous dimensions from [5]
and fixed the normalization properly)
φIRr+2,r = 2r(r + 1)φUVr,r+2 + 2r + 1
√
r + 2
r
(2hUVr,r )−1∂∂¯φUVr,r + √r2 − 4r φUVr,r−2
φIRr−2,r = √r2 − 4r φUVr,r+2 − 2r − 1
√
r − 2
r
(2hUVr,r )−1∂∂¯φUVr,r + 2r(r − 1)φUVr,r−2
(2hIRr,r)−1∂∂¯φIRr,r = 2r + 1
√
r + 2
r
φUVr,r+2 + r2 − 5r2 − 1(2hUVr,r )−1∂∂¯φUVr,r − 2r − 1
√
r − 2
r
φUVr,r−2(2.7)
At higher order, one has to describe the mixing of Virasoro descendants of φUVr,r±n
for a finite range of values of n. They will flow to the same range of φIRr±n,r descendants,
though the anomalous dimension information is not sufficient alone to disentangle dif-
ferent descendants at the same level of the same φIRt,r .
2.2 Expected properties of the RG domain wall
If we define the RG domain wall by a perturbative flow from the identity interface, it
is clear that there are no relevant interface interactions which need to be turned on as
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we turn on φ1,3 in the bulk. Thus we are in a rather convenient setting where the RG
domain wall should exist and be unique.
Because of the expected form of the RG flow of operators from the UV minimal
model to the IR minimal model, we expect the RG domain wall to be a conformal
boundary condition for Mp+1,p ×Mp,p−1 associated to a boundary state which lives
inside the subspace
s−t∈2Z∑
t,r,s
[φIRt,r ] × [φUVr,s ] (2.8)
The conformal perturbation theory analysis at large k gives further constraints. If
we take the leading order expression for some canonically normalized operator OIRi in
the IR theory as a linear combination of canonically normalized operators in the UV
theory
OIRi =∑
j
bijO
UV
j (2.9)
we get a prediction for the disk one point functions of the RG boundary condition
⟨O¯IRj OUVi ∣RG⟩ = bij (2.10)
at the leading order in the k−1 expansion, i.e.some coefficients in the boundary state
∣RG⟩ =∑
ij
bij ∣O¯IRj OUVi ⟩ (2.11)
Notice that the reflection trick involved in relating boundary conditions and interfaces
requires OIRj → O¯IRj . Notice also that if we derived the bij from the diagonalization of
the perturbative anomalous dimension matrix, we can only compute bij up to multipli-
cation on the left by a matrix which mixes the various descendants at the same level
of a IR primary.
A priori, it is far from obvious that a valid boundary state exists, i.e. that we can
complete the bij to functions bij(k) which agree with bij at the leading order and satisfy
the usual modular constraints for a conformal boundary condition, giving a consistent
spectrum of states for the theory on a segment.
Indeed, it is not even completely obvious that the boundary state can satisfy the
condition for conformal invariance
(LUVn +LIRn ) ∣RG⟩ = (L¯UV−n + L¯IR−n) ∣RG⟩ (2.12)
But it should be possible to use the Ward identities of three-point functions Ci,j,(1,3) to
show that at the leading order in k−1 the RG boundary state will be conformal, and
will even be a permutation brane:
LUVn ∣RG⟩ = L¯IR−n ∣RG⟩ LIRn ∣RG⟩ = L¯UV−n ∣RG⟩ (2.13)
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At the end of this section, we will propose an algebraic construction of ∣RG⟩ and
match it at the leading order in k−1 to the explicit mixing coefficients computed above.
2.3 Topological interfaces and RG flow
Topological interfaces offer a convenient way to recast the selection rules for the RG
flow initiated by φ1,3. A topological interface is an interface which commutes with the
energy-momentum tensor, and is thus totally transmissive. A general discussion of
topological interfaces in rational conformal field theories can be found in [17].
Topological interfaces can be freely deformed in correlation functions. They have
non-singular fusion among themselves and with other interfaces or boundary condi-
tions. It is useful to remember that if an interface/boundary Ia appears in the fusion
of a topological interface D and an interface/boundary Ib, the theory will admit a
topological junction between Ia, Ib and D.
Topological interfaces which preserve a chiral algebra A can end on twist fields,
which transform in a pair of representations of A, A¯ which may not be available for
the usual bulk fields. In particular, in a RCFT TA defined by the diagonal modular
invariant for the chiral algebra A, topological defects are given by Cardy’s construction,
and labeled by a representation a of A. They can end on twist fields in representations(a1, a¯2) if a appears in the fusion of a1 and a2. In particular they can end on purely
chiral or purely anti-chiral twist fields in representation a or a¯. This fact will be crucial
in our analysis.
Cardy’s construction applied to topological interfaces (seen as “permutation branes”
for TA×TA) shows that the topological defect Da “acts” on a bulk field in representation(a1, a¯1) by multiplication by the familiar factor
da,a1 = Sa,a1S1,a1 (2.14)
Here one acts on the bulk field by surrounding it with a small loop of Da. Form
Verlinde’s formula, it follows that the topological interfaces fuse accordingly to the
usual fusion coefficients for A.
There is a special class of topological interfaces which are called “group-like”: a
group-like interface has the property that fused with itself (more precisely its opposite)
gives the identity interface. A nice property of group-like interfaces is that they can be
swept across a bulk field (a1, a¯1), at the price of a da,a1 multiplicative factor. Indeed, a
group-like interface implements a symmetry of the CFT.
A general topological interface D swept across a bulk field (a1, a¯1) instead leaves
behind a “tail”: it transforms the bulk field to a sum over twist fields in the same
– 10 –
representations, attached to a strand of any defect appearing in the fusion of D with
its opposite.
c
a
(b,b)
a
a
(b,b)
c
Figure 4. A generic topological interface with label a can be swept across a bulk field (b, b¯),
but will transform it to a sum (with appropriate fusion coefficients) of twist fields attached
to a segment of topological defect of label c. Notice that c must be present in the fusion of a
with itself and in the fusion of b and b¯.
We can use the Ising model to give some simple examples of topological interfaces.
We refer to [18] for more details and further references on the subject. Remember that
the Ising model has three chiral primaries: the identity, σ and , of dimension 0, 1/16,
1/2. The modular matrix is
SIsing = ⎛⎜⎜⎝
1
2
1√
2
1
2
1√
2
0 − 1√
2
1
2 − 1√2 12
⎞⎟⎟⎠ (2.15)
The topological defect D labeled by the h = 1/2 primary in the Ising model is group-
like: DD = 1. It only acts non-trivially on the σ(z, z¯) primary field, multiplying it by−1: D implements the spin-flip Z2 symmetry of the Ising model.
At the endpoint of a D interface, one can place a chiral operator of dimension 1/2,
which is just the free fermion ψ hidden in the Ising model. The D tail insures that the
fermion is anti periodic around the spin field σ(z, z¯), which is indeed one of the twist
fields in the free-fermion description of the Ising model. There is a second operator
which can sit at the end of D: the disorder field µ(z, z¯) of left and right conformal
dimensions 1/16, i.e. the second twist field in the free fermion model.
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The second topological defect in the Ising model is Dσ. It is not group-like: indeed
DσDσ = 1 +D (2.16)
This topological defect is related to the high-low temperature duality in the Ising model:
it changes the sign of , and relates σ and the disorder field µ.
After this simple example, we can look back at the Mp+1,p minimal model. We
want to understand what happens if we try to pull a Dr,1 defect across a φ1,s operator
as in figure 4. The only representation which occurs both in the fusion of (r,1) and
itself and (1, s) and itself is the identity representation. Thus the effect of sweeping
the Dr,1 defect across a φ1,s operator can at most be multiplication by a scalar factor.
Because of rotation invariance, it is pretty clear that the factor should be 1 or −1:
sweeping the line defect from the left to the right of the operator should be the same
as sweeping from the right to the left.
We can also compute the factor directly by comparing a small closed Dr,1 loop
surrounding the operator and one which does not surround the operator, i.e. taking
the ratio dr,1;1,s/dr,1;1,1. From the modular matrix
Srs;r′s′ = √ 8
p(p + 1)(−1)(r+s)(r′+s′) sin pirr′p sin piss′p + 1 (2.17)
we compute
dr,1;r′s′ = (−1)(r−1)(r′+s′) sin pirr′p
sin pir
′
p
(2.18)
and see that the ratio is (−1)(r−1)(s−1). Thus φ1,3 is completely transparent to the
defectsDr,1: they require no renormalization in the perturbed theory, and should remain
topological all the way to the IR minimal model. It is clear from the fusion rules thatDUVr,1 coincides with DIR1,r [14].
2.4 RG domain wall and topological defects
As the relevant deformation φ is transparent to the topological defects DUVr,1 , the defi-
nition of the RG domain wall implies that the RG domain wall will be transparent to
these topological defects.
More precisely, acting on the RG interface by DUVr,1 on one side should be the same
as acting on the RG interface DIR1,r on the other side. Notice that dUVr,1;r′s′ coincides
with dIR1,r;t′r′′ iff r′ = r′′ and t′ − s′ is even. Requiring the RG domain wall to intertwineDUVr,1 and DIR1,r , we recover the expected constraint that the boundary state ∣RG⟩ only
contains total Virasoro Ishibashi states inside [φIRt,r ] × [φUVr,s ] with even t − s [14].
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There is a subtle refinement of the intertwining property: it should be possible for
a line defect DUVr,1 to cross topologically the RG interface, and become DIR1,r on the other
side. This means that the combined defect DIR1,rDUVr,1 in the product theory TUV × TIR
can end topologically on the boundary defined by the RG interface. See Figure 5
D DUVIR1,r r,1RG Domain 
Wall
RG Domain 
Wall
RG Domain 
Wall
DIR1,r D
UV
r,1
RG Boundary
DIR1,r D
UV
r,1
x
a)
b) c)
Figure 5. a) The RG interface is expected to intertwine the topological defects DUVr,1 andDIR1,r . b) A DUVr,1 can continue topologically across a RG interface and become DIR1,r on the
other side. c) Equivalently, the product defect DIR1,rDUVr,1 in the product theory TUV ×TIR can
end topologically on the RG boundary in a unique fashion.
This will be a crucial observation. The OPE of a (anti)holomorphic operator with
a boundary is always regular: the OPE coefficient can only be a function of the distance
from the boundary, but it must also be (anti)holomorphic. Thus it must be constant.
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If we have a (anti)holomorphic twist field connected to the boundary by a topological
defect, we can take the regular OPE of the twist field with the boundary: the topological
defect disappears, and one is left with a standard boundary operator.
We will do so momentarily with the RG boundary condition and the φIR1,rφ
UV
r,1
(anti)holomorphic twist fields. Before that, we can look at a simple example of topo-
logical defects ending on boundaries in the Ising model.
Because of the fusion rule [] × [σ] = σ, a D defect can end topologically on
the Cardy boundary condition labeled by σ. Thus we can consider the holomorphic
fermion operator ψ attached to a D defect ending on the boundary, and collide it with
the boundary: the D defect disappears, and one is left with a multiple of the unique
dimension 1/2 boundary operator which lives on the boundary labeled by σ. We can do
the same with the anti-holomorphic fermion operator ψ¯, and get a multiple of the same
dimension 1/2 boundary operator. This implies that the boundary condition labeled by
σ in the Ising model may be inherited from a simple boundary condition in the theory
of free fermions, which glue ψ to a multiple of ψ¯. See Figure 6
ψ(z) ψ(z)ϵ ϵ
σ σσ
ϵ(x)
Figure 6. As the topological defect labeled by  can end topologically on a σ boundary, we
have a regular OPE of the holomorphic twist field ψ to a boundary field of dimension 1/2,
and a regular OPE of the anti-holomorphic twist field ψ¯ to the same boundary field. This
gives a gluing condition for ψ and ψ¯ at the boundary.
2.5 A hidden current algebra
We will now argue that the holomorphic fields φIR1,rφ
UV
r,1 with odd r which live at the
endpoints of DUVr,1 DIR1,r topological defects define a hidden extended current algebra B
in TUV × TIR. Because the DUVr,1 DIR1,r defects can end topologically on the RG boundary
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condition, we will be able to argue that the RG boundary condition is associated to a
specific gluing map between the holomorphic and anti-holomorphic copies of B.
Take a closer look to the chiral fields φIRt,rφ
UV
r,s in the product theory. They have
dimensions
hIRt,r + hUVr,s = (r − s)24 + (t − r)24 + t2 − 14(k + 1) − s2 − 14(k + 3) (2.19)
Notice that if we change r by an even amount, the conformal dimension jumps by an
integer. If we change it by an odd amount, the dimension jumps by an integer and a
half. This suggests that the corresponding fields can be arranged into representations
of some extended current algebra.
The current algebra is readily identified: the fields φIR1,rφ
UV
r,1 have integral dimension
for odd r, half-integral for even r! This set of fields is closed under fusion, and thus
the product theory TUV × TIR has a hidden, extended chiral algebra realized by twist
fields which live at the endpoints of DUVr,1 DIR1,r topological defects. We will refer to the
algebra generated by integral currents, i.e. odd r, as B. It is also useful to consider the
larger algebra B˜ which includes also the fermionic currents of even r.
We can easily understand the origin of this hidden symmetry if we remember that
the unitary minimal models have a coset description
Mk+3,k+2 = sˆu(2)k × sˆu(2)1
sˆu(2)k+1 (2.20)
If we denote as φ
(k)
r the dimension r primary of sˆu(2)k, etc., the coset construction
gives the decomposition of the tensor product of a sˆu(2)k and a sˆu(2)1 representations
as [φ(k)r ] × [φ(1)d ] =∑
s
[φr,s] × [φ(k+1)s ] (2.21)
where s + r + d must be odd. Thus the Virasoro primary φr,s coincides with the coset
field labeled by [r, d; s], where d = 1 if r − s is even, d = 2 otherwise.
It is also useful to remember that we can write the minimal model modular matrix
for the minimal model in terms of the modular matrix for the WZW model
S
(k)
n,m = √ 2
k + 2 sin pinmk + 2 (2.22)
as
S[r,d;s],[r′,d′;s′] = 2S(k)r,r′S(1)d,d′S(k+1)s,s′ (2.23)
where the factor of 2 accounts for the selection rules and identifications for the coset
fields.
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Now we can look at the coset description of the product theory T IR × T UV :
Mk+2,k+1 ×Mk+3,k+2 = sˆu(2)k−1 × sˆu(2)1
sˆu(2)k × sˆu(2)k × sˆu(2)1sˆu(2)k+1 (2.24)
and compare it with the theory TB defined by the diagonal modular invariant for the
coset B = sˆu(2)k−1 × sˆu(2)1 × sˆu(2)1
sˆu(2)k+1 (2.25)
In the first coset, we decompose
[φ(k−1)t ] × [φ(1)d ] × [φ(1)d˜ ] =∑
r,s
[φIRt,r ] × [φUVr,s ] × [φ(k+1)s ] (2.26)
In the latter coset we decompose
[φ(k−1)t ] × [φ(1)d ] × [φ(1)d˜ ] =∑
s
[φB[t,d,d˜;s]] × [φ(k+1)s ] (2.27)
Thus the B representations labeled by [t, d, d˜, s] is simply the direct sum of represen-
tations of Mk+2,k+1 ×Mk+3,k+2 with labels [t, d, r] and [r, d˜, s].
For a given pair t,s, we have two choices of values for the pair d, d˜, corresponding
to the sum over even and odd values of r respectively. These pairs of B representations
form a single B˜ representation labeled by [t, s]. The primaries with even t − s are in
NS sectors for the fermionic currents of B˜, while the primaries with odd t − s are in
Ramond sectors.
The theory TB which enjoys the full current algebra symmetry is not the same as
the product theory TUV × TIR. Rather, it should be thought of as a different modular
invariant for the chiral algebra of the product theory. For notational convenience, we
will often denote the product theory as
TA =Mk+2,k+1 ×Mk+3,k+2 (2.28)
and the corresponding chiral algebra as A.
The identity representation of B
φ[1,1,1,1] = ∑
r∈2Z+1 [φIR1,r] × [φUVr,1 ] (2.29)
contains three fields of conformal dimension 2: the energy-momentum tensors TUV and
T IR, but also the interesting current φIR1,3φ
UV
3,1 .
The chiral algebra B has an obvious Z2 symmetry which exchanges the two fac-
tors sˆu(2)1 × sˆu(2)1 in the numerator of the coset. The Z2 symmetry exchanges two
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inequivalent embeddings of A into B. In particular, it will mix among themselves TUV ,
T IR and φIR1,3φ
UV
3,1 ! This means that the Z2 symmetry acts in a very non-trivial way on
each B representation, mixing in an intricate way different A representations.
It is also useful to look at the current ψ = φIR1,2φUV2,1 , of dimension 1/2, which sits in
the identity representation for B˜. This is actually a free-fermion: the OPE ψψ only
contains the identity and fields of dimension 2 or higher. Indeed we can give another,
powerful, description of the B˜ current algebra: it is just the direct product of the free
fermion algebra generated by ψ and a super Virasoro algebra!
This observation, and many of the explicit formulae we derive from it, are discussed
in detail in the reference [19]. It follows from the coset construction
SMk+1,k+3 ×M4,3 = sˆu(2)k−1 × sˆu(2)2
sˆu(2)k+1 × sˆu(2)1 × sˆu(2)1sˆu(2)2 (2.30)
The second factor is just the Ising model associated to the fermionic current ψ =
φIR1,2φ
UV
2,1 . The first factor is a supersymmetric minimal model. This coset makes it
obvious that the current algebra B consists of the currents of integral dimension built
from the super-Virasoro algebra and ψ, and that the Z2 automorphism acts simply as
ψ → −ψ.
The B representations labeled by [t, d, d˜, s] decompose into Ising model representa-
tions with label [d, d˜, d′] and supersymmetric minimal model representations [t, d′, s].
Here d′ = 1,2,3. Parsing through definitions, we see that the B representations either
combine NS representations of the supersymmetric minimal model and the 1,  fields
of the Ising model, or Ramond representations and the spin field σ. Indeed, TB can be
seen as the orbifold of SMk+1,k+3 ×M4,3 by the Z ′2 symmetry which reflects Ramond
operators and the spin field σ.
The three dimension 2 currents in B are simply a linear combination of the energy-
momentum tensors T and Tψ of SMk+1,k+3 ×M4,3 and of the combination ψG of free
fermion current and superconformal generator. As we know fully the OPE of these
fields, we can solve for the expressions of TUV and TIR:
T IR = k + 3
2k + 4T +
√(k + 1)(k + 3)
2k + 4 Gψ + k − 12k + 4Tψ
TUV = k + 1
2k + 4T −
√(k + 1)(k + 3)
2k + 4 Gψ + k + 52k + 4Tψ (2.31)
The third current is
φIR1,3φ
UV
3,1 = (k + 1)(k + 3)T − 3√(k + 1)(k + 3)Gψ − 3(k − 1)(k + 5)Tψ (2.32)
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We can confirm that indeed this field has conformal dimension kk+2 under T IR, and hence
k+4
k+2 under TUV . As written, it is not canonically normalized. It should be divided by
the square root of 3(k − 1)k(k + 4)(k + 5) to be normalized to 1.
In these and later computations, we let the super-Virasoro currents and ψ commute
with each other. It may be more natural to let G and ψ anti-commute, as they are
both fermionic. Then one would need to put a factor of i in front of bilinears such as
Gψ to make the formulae work.
The Z2 symmetry of B acts as ψ → −ψ. It maps T IR and TUV respectively to
T˜ IR = 3(k + 2)(k + 4)T IR + (k − 1)(k + 3)k(k + 2) TUV + 1k(k + 2)(k + 4)φIR1,3φUV3,1
T˜UV = (k + 1)(k + 5)(k + 2)(k + 4)T IR + 3k(k + 2)TUV − 1k(k + 2)(k + 4)φIR1,3φUV3,1 (2.33)
Given sufficient patience, or some Mathematica code to deal with the free fermion
and super-Virasoro algebra, one can expand any descendant of operators of the form
φIRt,rφ
UV
r,s in the product theory in terms of descendants of super-Virasoro primaries and
Ising model fields. The algorithm is conceptually straightforward: take general linear
combinations of the operators at the same level in the same B representation, and act
with the explicit T IR and TUV to identify the primary fields φIRt,rφ
UV
r,s . This allows one
to compute explicitly the Z2 action on descendants of φIRt,rφ
UV
r,s .
2.6 The extended current algebra of the RG domain wall
The total holomorphic and anti-holomorphic energy-momentum tensors brought to the
boundary give the same operator, the boundary energy-momentum tensor. But the
individual energy-momentum tensors of T UV and T IR will not match with their anti-
holomorphic versions when brought to the RG boundary condition. Rather, we have two
copies of A at the RG boundary, which intersect along the common energy-momentum
tensor. In particular, there must be at least three dimension 2 currents.
There is a striking consequence of the fact that DIR1,rDUVr,1 can end on the boundary
condition defined by the RG domain wall. The holomorphic currents φIR1,rφ
UV
r,1 can sit
at the end of a DIR1,rDUVr,1 defect attached to the boundary, and brought to the boundary
to complete A to a full copy of the B algebra. A second copy of B arises from the
anti-holomorphic currents. In principle, it is possible that these two copies of B are
distinct and intersect only on the overall Virasoro algebra. But it is more economical
to conjecture that they actually coincide. The two copies of A at the RG boundary
condition may simply coincide with the two copies of A inside B, related by the Z2
symmetry.
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More generally, we can place a holomorphic current φIRt,rφ
UV
r,s at the tip of a DIRt,1DUV1,s
line defect coming from infinity, and connect it by DUVr,1 DIR1,r to the boundary. By
OPE with the boundary, we get a copy of each B representation from the holomorphic
currents attached to DIRt,1DUV1,s , and another copy from the anti-holomorphic currents.
Again, the most economic choice is to identify these two copies under the Z2 automor-
phism of B.
Notice that at the perturbative level, this is a reasonable assumption. The interface
operators for the RG domain wall arise from the perturbative renormalization of the
local operators at the trivial interface for T UV , which are just the bulk fields. It is
already rather surprising that enough of these operators would be renormalized to
interface fields with exactly integral dimension to fill in one copy of B. It would take
even more surprising cancellations to give two copies of B.
At this point, we have the first non-trivial check: the Z2 automorphism which
relates the four energy-momentum tensors and the two φIR1,3φ
UV
3,1 currents must be per-
turbatively close to the trivial gluing condition of the trivial interface in TUV . Indeed,
inspection shows that at the leading order in k−1, T˜ IR ∼ TUV and T˜UV ∼ T IR! Remem-
ber that a relation between T¯ IR and TUV at the RG boundary condition corresponds to
a relation between T IR and TUV at the RG interface because of the complex conjugation
involved in relating interfaces and boundary conditions.
If the RG boundary condition was a brane in the theory TB, the gluing condition
for the holomorphic and antiholomorphic copies of B would imply that it is a rational
brane. On the other hand, the RG boundary condition is a brane in the product theoryTA. In order to make full use of the B symmetry, we should relate the RG boundary
condition to a brane in the theory TB.
In the next section, we will simply pick the simplest Z2-twisted boundary condition
in the theory TB, and map it to the product theory TA by acting with the simplest A-
topological interface between TB and TA. We will show that the resulting boundary
condition has all the properties which we associated to the RG boundary condition:
• it is a general, non-rational conformal boundary condition
• the boundary state involves only total Virasoro Ishibashi states inside [φIRt,r ] ×[φUVr,s ] with even t − s
• the DIR1,rDUVr,1 topological defects can end on it in a natural way
• It glues the holomorphic and antiholomorphic copies of B by the Z2 automorphism
Thus we will take this boundary condition as our candidate RG domain wall.
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2.7 Topological interfaces between theories
There are some general facts which are true whenever one has a 2d RCFT TB which is
defined by the diagonal modular invariant for a chiral algebra B, and is also a RCFT
under a subalgebra A ⊂ B.
Concretely, this means that the characters χµ for representations µ of B can be
decomposed as a finite sum of characters χa for representations a of A
χµ =∑
a
naµχa (2.34)
There is a useful relation between the S modular matrices of the two chiral algebras:
naµS
b
a = Sνµnbν (2.35)
For simplicity we will assume that all representations are self-conjugate, and that naµ
takes values 0 or 1. This is surely true in our current example.
This setup admits several interesting topological defects. There is of course the
Cardy basis of A-topological defects for TA:
Da =∑
b
Sba
Sb1
∥A, b∥ (2.36)
where we denote as ∥A, b∥ the A-Ishibashi state which projects to the representation
b (and b¯) and commutes with A (and A¯). Similarly, there is also a Cardy basis ofB-topological defects for TB: D˜µ =∑
µ
Sνµ
Sν1
∥B, ν∥ (2.37)
We are interested in A-topological interfaces between TA and TB. It is known that
the number of such interfaces is the same as the trace
∑
µ,a
naµn
a
µ (2.38)
i.e. there are as many interfaces as pairs µ,a allowed by the branching rules. One can
write a general interface as Ix =∑
µ,a
Sµ,ax
Sa1
∥A, µ, a∥ (2.39)
where ∥A, µ, a∥ is the A-Ishibashi state which pairs up the representation a in TA and
the copy of a inside µ in TB. We will denote as I˜x the same interface running in the
opposite direction.
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The coefficients Sµ,ax are constrained by the requirement that I˜yIx should be a
direct sum of topological defects in TA:
I˜yIx =∑
µ,a
Sµ,ax
Sa1
Sµ,ay
Sa1
∥A, a∥ =∑
b
N bx,yDb (2.40)
i.e.
N bx,y =∑
µ,a
Sµ,ax S
µ,a
y Sba
Sa1
(2.41)
and that the defects should be elementary, i.e. N1x,y = δx,y.
It is possible, but intricate, to solve these constraints. But there is a special A-
topological interface which can be written down immediately:
I1 =∑
µ,a
¿ÁÁÀSµ1
Sa1
∥A, µ, a∥ (2.42)
Indeed, I˜1I1 =∑
µ,a
naµ
Sµ1
Sa1
∥A, a∥ =∑
b
nb1Db (2.43)
The latter equality implies that the Da topological defects can end topologically
on I1. In particular, the holomorphic currents in B can be pulled through I1 from theTB side to the TA side, attached to a Da tether.
Armed with an explicit topological interface, we can map boundary conditions inTB to (superpositions of) boundary conditions in TA and viceversa. This is especially
interesting if the algebra B has an automorphism g which does not fix A. Then a
rational brane B˜g for TB which identifies the holomorphic and anti-holomorphic copies
of B with the gluing map g for B will be mapped under the action of I˜1 to a brane
Bg = I˜1B˜g for TA which only preserves the intersection A ∩ g(A), which can consist,
say, of the stress tensor only.
Thus we get a rather explicit definition of a class of conformal, but not rational,
boundary conditions for TA. Notice that Da topological defects for a in the identity
representation of B can end naturally on Bg: they just end on I˜1. Furthermore, the
holomorphic and anti-holomorphic B currents in the theory TA, attached to a defect
ending on I˜1 can be brought through I1 to become standard currents in the TB theory,
and then related by the g automorphism when brought to the boundary Bg. See Figure
7
Specializing to our setup, µ runs over possible [t, d, d˜, s] and the a in such µ run
over [t, d, r] × [r, d˜, s], with d and d˜ fixed by the parity of t + r and r + s. Explicitly,
I1 = ∑
t,r,s
1
S
(k)
1,r
∥A, t, r, s∥ (2.44)
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Figure 7. The topological defects DIR1,rDUVr,1 can end on the topological interface I1. Thus
they will be able to end topologically on the candidate RG boundary.
The I1 image of any TB brane would only involve descendants of combinations
φIRt,rφ
UV
r,s . A Z2 twisted brane in TB only involves Ishibashi states built on primaries
with d = d˜ labels. If t − s is odd, the labels d and d˜ must differ. Thus the I1 images of
Z2-twisted TB branes satisfy the same selection rules as expected from the RG boundary
condition: t − s should be even.
The simplest Z2-twisted brane in TB takes the form
∣B˜⟩ = s−t∈2Z∑
t,s
√
S
(k−1)
1,t S
(k+1)
1,s ∣t, s; B˜, Z2⟫ (2.45)
where the Z2-twisted B˜ Ishibashi state can be rewritten as the sum of two Z2-twisted B
Ishibashi states, or the product of a super-Virasoro Ishibashi state and an Ising model
Ishibashi state:
∣t, s; B˜, Z2⟫ = ∣t,1,1, s;B, Z2⟫ + ∣t,2,2, s;B, Z2⟫= (∣t,1, s⟫ + ∣t,3, s⟫) × (∣1⟫ − ∣⟫) (2.46)
Indeed, the brane ∣B˜⟩ is the Z ′2 orbifold image of the brane labeled by the identity in
the super-Virasoro minimal model tensored with the brane labeled by σ in the Ising
model.
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Acting with I1, we get our candidate
∣RG⟩ = s−t∈2Z∑
t,s,r
√
S
(k−1)
1,t S
(k+1)
1,s
S
(k)
1,r
∥A, t, r, s∣∣t, s; B˜, Z2⟫ (2.47)
We can give an explicit recipe to compute the one point function
⟨OUV O¯UVOIRO¯IR∣RG⟩ (2.48)
of any product of descendants OUV O¯UV and OIRO¯IR of some φIRt,rφ
UV
r,s :
• Translate OUVOIR as a certain B˜ descendant of the B˜ primary φt,s.
• Translate O¯UV O¯IR as a certain B˜ descendant of the B˜ primary φt,s.
• Using the B current algebra, compute the overlap between O¯UV O¯IR and the Z2
image of OUVOIR
• Multiply the overlap by
√
S
(k−1)
1,t S
(k+1)
1,s
S
(k)
1,r
2.8 Explicit calculations
This description of ∣RG⟩ is particularly useful because the B˜ current algebra is given
explicitly by the product of a free fermion and super-Virasoro. For a concrete calcula-
tion of a non-zero disk one-point function of an operator O = OUV ×OIR in the [t, r, s]
sector of TUV ×TIR, we need to represent O explicitly in terms of NS fields in the super-
symmetric minimal model and  in the Ising model, by using the explicit expressions
of TUV and T IR given above.
Let’s apply this procedure for some explicit comparisons with perturbative expec-
tations. It is easiest to start with fields in T UV which are not mixed at the leading order
in perturbation theory: the φUVr,r fields with finite r, which are expected to flow to φ
IR
r,r .
Both fields have dimension close to zero. The combined field φIRr,rφ
UV
r,r is the bottom
component of the [r,1,1, r] representation of B. That bottom component coincides
with the NS field labeled by [r,1, r] in the supersymmetric minimal model.2 The Z2
symmetry acts trivially on this field.
2As a check, notice that
hUVr,r = r2 − 14(k + 2)(k + 3) hIRr,r = r2 − 14(k + 2)(k + 1) (2.49)
agree with the expressions of TUV and T IR: they coincide with the conformal dimension in the
supersymmetric minimal model multiplied by the coefficient of T in TUV and T IR.
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Thus the one point function is simply
⟨φIRr,rφUVr,r ∣RG⟩ =
√
S
(k−1)
1,r S
(k+1)
1,r
S
(k)
1,r
(2.50)
This is 1 up to terms of order k−2, as desired.
For a less boring example, we can look at the pair of fields φUVr,r±1, which are known to
mix in degenerate perturbation theory to give φIRr±1,r. Now, φIRr−1,rφUVr,r+1 and φIRr+1,rφUVr,r−1
are the bottom components respectively of the [r + 1,2,2, r − 1] and [r − 1,2,2, r + 1]
representations of B. In turns, these bottom components coincides with the NS field
labeled by [r + 1,3, r − 1] and [r − 1,3, r + 1] in the supersymmetric minimal model.
Thus the Z2 action is trivial.
On the other hand, φIRr−1,rφUVr,r−1 and φIRr+1,rφUVr,r+1 are linear combinations of the two
level 1/2 B˜ descendants of the NS fields labeled [r − 1,1, r − 1] and [r + 1,1, r + 1]
respectively. Thus we have an interesting diagonalization problem at hand: find the
linear combination of primaries φs,1,s and φs,3,s ≡ G−1/2φs,1,s which is a primary field
for TUV .
The total conformal dimension is
hs,s + 1
2
= 1
2
+ s2 − 1
2(k + 3)(k + 1) (2.51)
We can compute
LUV0 φs,1,s = ( s2 − 14(k + 3)(k + 2) + k + 54(k + 2)) φs,1,s −
√(k + 1)(k + 3)
2k + 4 G−1/2φs,1,s (2.52)
and
LUV0 G−1/2φs,1,s = ( s2 − 14(k + 3)(k + 2) + k + 14(k + 2))G−1/2φs,1,s− s2 − 12(k + 2)√(k + 1)(k + 3)φs,1,s
(2.53)
We find, properly normalized,
φIRs,s−1φUVs−1,s = (s − 1)√
2s(s − 1)φs,1,s +
√(k + 1)(k + 3)√
2s(s − 1) G−1/2φs,1,s (2.54)
and
φIRs,s+1φUVs+1,s = (s + 1)√
2s(s + 1)φs,1,s −
√(k + 1)(k + 3)√
2s(s + 1) G−1/2φs,1,s (2.55)
The overlap between φIRs,s−1φUVs−1,s and its Z2 image is simply s−1, and the overlap between
φIRs,s+1φUVs+1,s and its Z2 image is simply −s−1.
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Thus we have the following one-point functions:
⟨φIRr−1,rφUVr,r+1∣RG⟩ =
√
S
(k−1)
1,r−1 S(k+1)1,r+1
S
(k)
1,r
⟨φIRr+1,rφUVr,r−1∣RG⟩ =
√
S
(k−1)
1,r+1 S(k+1)1,r−1
S
(k)
1,r
⟨φIRr−1,rφUVr,r−1∣RG⟩ = − 1r − 1
√
S
(k−1)
1,r−1 S(k+1)1,r−1
S
(k)
1,r
⟨φIRr+1,rφUVr,r+1∣RG⟩ = 1r + 1
√
S
(k−1)
1,r+1 S(k+1)1,r+1
S
(k)
1,r
(2.56)
In the perturbative regime, for r ≪ k, this becomes
⟨φIRr−1,rφUVr,r+1∣RG⟩ = √r2 − 1r⟨φIRr+1,rφUVr,r−1∣RG⟩ = √r2 − 1r⟨φIRr−1,rφUVr,r−1∣RG⟩ = −1r⟨φIRr+1,rφUVr,r+1∣RG⟩ = 1r (2.57)
Comparing with the literature, we find perfect agreement with the linear combina-
tions of UV fields which are supposed to give the IR fields:
φIRr−1,r = √r2 − 1φUVr,r+1 − φUVr,r−1
φIRr+1,r = φUVr,r+1 +√r2 − 1φUVr,r−1 (2.58)
At the next level of complexity, one can discuss the mixing of the fields φUVr,r±2
and ∂∂¯φUVr,r to give φ
IR
r±2,r and ∂∂¯φIRr,r . This is a considerably more laborious task. We
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computed the desired one-point functions:
⟨φIRr+2,rφUVr,r+2∣RG⟩ = 2k(k + 4) − 3 (r2 + r − 2)(r + 1)(r + 2)(k − r + 1)(k + r + 3)
√
S
(k−1)
1,r+2 S(k+1)1,r+2
S
(k)
1,r
⟨φIRr+2,r(2hUVr,r )−1∂∂¯φUVr,r ∣RG⟩ = 2k(k + r + 5) + 5r + 11(k + 2)(r + 1)(k + r + 3)
√
S
(k−1)
1,r+2 S(k+1)1,r
S
(k)
1,r
⟨φIRr+2,rφUVr,r−2∣RG⟩ =
√
S
(k−1)
1,r+2 S(k+1)1,r−2
S
(k)
1,r
⟨φIRr−2,rφUVr,r−2∣RG⟩ = 2k(k + 4) − 3(r − 2)(r + 1)(r − 1)(r − 2)(k − r + 3)(k + r + 1)
√
S
(k−1)
1,r−2 S(k+1)1,r−2
S
(k)
1,r
⟨φIRr−2,r(2hUVr,r )−1∂∂¯φUVr,r ∣RG⟩ = − 2k(k − r + 5) − 5r + 11(k + 2)(r − 1)(k − r + 3)
√
S
(k−1)
1,r−2 S(k+1)1,r
S
(k)
1,r
⟨φIRr−2,rφUVr,r+2∣RG⟩ =
√
S
(k−1)
1,r−2 S(k+1)1,r+2
S
(k)
1,r
⟨(2hIRr,r)−1∂∂¯φIRr,rφUVr,r+2∣RG⟩ = 2k(k − r + 3) − 3r + 3(k + 2)(r + 1)(k − r + 1)
√
S
(k−1)
1,r S
(k+1)
1,r+2
S
(k)
1,r
⟨(2hIRr,r)−1∂∂¯φIRr,r(2hUVr,r )−1∂∂¯φUVr,r ∣RG⟩ = k(k + 4) (r2 − 5) + 2 (r2 − 7)(k + 2)2 (r2 − 1)
√
S
(k−1)
1,r S
(k+1)
1,r
S
(k)
1,r
⟨(2hIRr,r)−1∂∂¯φIRr,rφUVr,r−2∣RG⟩ = −2k(k + r + 3) − 3(r + 1)(k + 2)(r − 1)(k + r + 1)
√
S
(k−1)
1,r S
(k+1)
1,r−2
S
(k)
1,r
(2.59)
From the conformal perturbation theory we expected at leading order
φIRr+2,r = 2r(r + 1)φUVr,r+2 + 2r + 1
√
r + 2
r
(2hUVr,r )−1∂∂¯φUVr,r + √r2 − 4r φUVr,r−2
φIRr−2,r = √r2 − 4r φUVr,r+2 − 2r − 1
√
r − 2
r
(2hUVr,r )−1∂∂¯φUVr,r + 2r(r − 1)φUVr,r−2
(2hIRr,r)−1∂∂¯φIRr,r = 2r + 1
√
r + 2
r
φUVr,r+2 + r2 − 5r2 − 1(2hUVr,r )−1∂∂¯φUVr,r − 2r − 1
√
r − 2
r
φUVr,r−2(2.60)
The agreement is perfect.
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2.9 Alternative candidates
The other Z2-twisted boundary conditions for TB can be obtained by acting with theB-topological defects DBt,d,1,s on the basic boundary condition we used for our candidate.
If we act with I1 on such (t, s) boundary conditions, we get the same result as if we
had acted with the DUV1,s and DIRt,1 defects on our RG domain wall candidate.
Hence the only criterion we can use to distinguish the correct RG domain wall can-
didate among the various (t, s) images is the comparison to the conformal perturbation
theory results. For (t, s) small compared to k, the modified RG candidates would give
one-point functions which differ only by an overall ts factor. Although this is already
probably sufficient to show that s = t = 1 is the correct RG domain wall candidate, in
order to really discriminate sharply among the various (t, s) images it would be nice to
extend the perturbative calculations to φIRr,rφ
UV
r,r , φ
IR
r±1,rφUVr,r±1, etc. for r of order k.
2.10 A sign puzzle
We would conclude our calculations with a small puzzle. Let’s compute the one-point
function of φIR1,1φ
UV
1,3 . The field φ
IR
1,1φ
UV
1,3 is a level 1/2 B˜ descendant of the NS field (1,3,3).
Thus we need to find the linear combination of primaries φ1,3,3 and φ1,1,3 ≡ G−1/2φ1,3,3
which has zero conformal dimension for T IR. We can compute
LIR0 φ1,3,3 = k − 12k + 4φ1,3,3 +
√(k + 1)(k + 3)
2k + 4 G−1/2φ1,3,3
LIR0 G−1/2φ1,3,3 = k + 12k + 4G−1/2φ1,3,3 + k − 1(k + 3)
√(k + 1)(k + 3)
2k + 4 φ1,3,3 (2.61)
The correct linear combination is thus
φIR1,1φ
UV
1,3 = √k + 12k φ1,3,3 −
√
k + 3
2k
G−1/2φ1,3,3 (2.62)
and the overlap with the Z2 image is −k−1. Thus we have the one point function
⟨φIR1,1φUV1,3 ∣RG⟩ = −√3k (2.63)
This sign is somewhat disturbing, even as the factor of
√
3 is rather nice: the
leading value of the coupling constant in the IR is expected to be
2pig∗ ∼ √3
k
(2.64)
and the one-point function of φIR1,1φ
UV
1,3 should be closely related to that. But the sign
seems wrong: the critical coupling constant should be positive! The sign would not
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vary if we were to use some other RG domain wall candidate, as long as s, t are small
compared to k. It is possible we may have missed subtle overall signs in front of the
Ishibashi state. The various topological defects and brane we used involve square roots
of the modular matrix elements.
3 More general cosets
There is a conjectural RG flow between the cosets
TUV = gˆl × gˆm
gˆl+m m > l (3.1)
and TIR = gˆl × gˆm−l
gˆm
m > l (3.2)
initiated by the φ = φAdj1,1 coset field [13].
It should be clear that φ is still transparent to topological defects associated to
representations [r1, r2; 1] of the UV coset, and that these will match the IR defects
labeled by [r1,1; r2]. The same reasoning as for the minimal models suggests one to
look at the coset theory
TB = gˆl × gˆl × gˆm−l
gˆl+m m > l (3.3)
We have again a natural Z2 automorphism, and we can try to build the RG boundary
condition as an image of a Z2-twisted TB brane.
We can even propose a natural candidate TB brane∣B˜⟩ =∑
s,t
√
S
(m−l)
1,t S
(m+l)
1,s ∑
d
∣t, d, d, s;B, Z2⟫ (3.4)
There is also a conjectural (never perturbative!) RG flow between the parafermionic
theory [20] TUV = sˆu(2)k
uˆ(1)k (3.5)
and the minimal model Mk+2,k+1 = sˆu(2)k−1 × sˆu(2)1
sˆu(2)k (3.6)
initiated by perturbation by the basic parafermionic fields.
The coset structure suggests this may be another example amenable of analysis by
our methods, with TB = sˆu(2)k−1 × sˆu(2)1
uˆ(1)k (3.7)
It would be interesting to identify an appropriate class of twisted boundary conditions.
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