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A brief survey of developments in the plasma physics of magnetic-fusion research is presented. The
major experimental facilities of the next decade are listed. Eight fusion-physics issues are identified
which must be addressed as a complete plasma system in order to reach the goal of a fusion reactor.
In order to resolve the physics issues the results from these new experimental facilities must be
augmented by an extensive program of computer modeling. The use of computer models of a
magnetically confined plasma and the implementation of these models on the new supercomputers of
the next decade are the main topics of this paper.
I. INTRODUCTION
During the early 1970s the U.S. magnetic-fusion program supported at least
fifteen varieties of experimental concepts. These were rather small experiments as
compared to today's large facilities. During the years 1974 to 1980, the program
went through a period of dramatic growth, but at the same time evaluations and
reviews reduced the number of experimental concepts supported to the following
six: tokamak, tandem mirror, reverse field pinch (RFP) , stellarator, compact
toroids, and Elmo bumpy torus.
The most advanced of the above concepts is the tokamak, and all four of the
major international groups have commissioned large facilities (Table I) to
establish the scientific feasibility of fusion. The facilities shown in Table I are
likely to be still in operation ten years from now. All of the international groups
are designing forms of "the next step," which is an ignition tokamak. A common
feature of these designs is their large projected cost, so at the present time none
have been authorized.
A large tandem-mirror experiment (MFfF-B) is being built in the U.S.
Advanced stellarators are planned for Kyoto, Japan, and Garching, FRG, and a
large RFP is planned for Padua, Italy. New stellarator, RFP, and compact toroid
facilities are being proposed in the U.S.; however, the transition from energy
crisis to budget crisis makes the future course of U.S. fusion unclear.
Despite these uncertainties, there are eight fusion-physics issues which must be
addressed as a complete plasma system, i.e., they are interdependent. They are
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Device TFfR JET JT-60 T-15
Location Princeton, Culham, Tokai-mura, Moscow
US UK Japan USSR
Start of December July March
experiments 1982 1983 1985 1986
Major radius R 2.50 2.96 3.00 2.40
(meters)
Minor radius a 0.85 1.25 0.95 0.70
(meters)
Toroidal magnetic 5.2 3.5 4.5 5.0
field Bt (tesla)
Current I 3.0 5.0 2.7 2.3
(megamps)
Auxiliary heating 30 40 30 15
(megawatts)
Working gas H,D,D-T H,D,D-T H,D H
Special features Adiabatic D-shape, Divertor, Super-





MHD equilibrium and stability, perpendicular ion and electron confinement,
parallel confinement electric potential, heating, fueling, impurity influx, and
alpha-particle heating.
These eight issues are present in all concepts, but some are more important in
toroidal systems, and others in open systems.
In order to resolve these issues, i.e., to reach a state where a fusion reactor is
feasible, the experimental programs must be augmented by a program of
computer simulation to aid in the design and interpretation of the experiments
and implementation of theory. The following plasma-physics models are of
importance to the fusion program.
1. Time-dependent magnetohydrodynamics
2. Plasma transport in a magnetic field
3. MHD and guiding-center equilibria
4. MHD stability of confinement systems
5. Vlasov and particle models
6. Multispecies Fokker-Planck codes
7. Hybrid codes.
The need for such a variety of models is caused by the great variation in time and
space scales l present in the plasma phenomena relevant to the eight fusion-
physics issues. The implementation of these models requires the most advanced
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supercomputers available. The impact of new supercomputers on some of the
types of models will be discussed later in this paper.
II. NEW SUPERCOMPUTERS
Supercomputers are the most powerful general-purpose computers available for
information processing. Currently, supercomputers have the capability of per-
forming hundreds of millions of arithmetic or floating-point operations per second
(MFLOPS) and are used in two general areas: real-time applications such as
signal processing, and scientific computing. In the race to build the next
generation of supercomputers, scientists are experimenting with a variety of
architectural designs. The new architectures will have as few as two processors
with shared memories to extensive parallel architectures with hundreds of local
memories and processors, all executing instructions simultaneously.
There are three types of parallel architecture capable of increasing performance
by a hundredfold over today's state-of-the-art supercomputers. They are lockstep
vector processors, tightly coupled parallel processors, and massively parallel
devices.
Concurrency is the avenue to increase speed with a given component
technology. Today's supercomputers eliminate the over-head of instruction
processing associated with each datum in conventional machines. They permit a
single instruction to specify that an operation be performed on multiple operands
and differ from conventional systems primarily in the high bandwidth transfer of
multiple data elements to and from the execution unit under the control of a
single instruction.
When the execution unit operates simultaneously (in lockstep) on many data
entities, the machine is said to have an array architecture. When the execution
unit operates on sets of data, on an assembly line basis, the machine is termed a
vector processor or pipeline processor. The CDC 205 and Cray 1 are examples of
vector processors. The real beneficiaries of such vector processors have turned
out to be multidimensional fluid codes, which are dominated by long vector
loops.
A second architectural type capable of a hundredfold increase over state-of-
the-art supercomputers is tightly coupled systems of a few high-performance
processors. In principle, collaboration of these processors on a common task can
produce the two-orders-of-magnitude speedup that is needed.
The current trend in supercomputer architecture is toward tightly coupled
systems with two to four vector processors typically sharing a large memory.
Recent experiments suggest that these systems can be successfully used in parallel
processing of scientific computations. The next logical step in this trend is toward
systems with 8, 16, or more processors. Whereas the scientist may successfully
find sufficient concurrent tasks to achieve efficient use of a system of four
processors, success on systems with 64 processors, for example, is by no means
assured.

















Fujitsu Hitachi CDC CRAY CRAY
VP-200 S-810/20 205 X-MP/2 X-MP/4
Jul1982 Aug 1982 Jun 1981 Aug 1982 Aug 1984
Vector Vector Vector Vector Vector
(IBM (IBM multi- multi-
compatible) compatible) processor processsor
2 CPU 4 CPU
500 630 400 479 953
32M 32M 16M 4M 8M
MOS MOS MOS Bipolar Bipolar
systems with 1000 or more processors communicating with thousands of mem-
ories. In general, the scientist cannot manually find and manage parallelism for
thousands of processors. Rather, the software must find it, map it onto the
architecture, and manage it. Therein lies a formidable research issue for
massively parallel computation.
The following Tables II and III list (1) existing supercomputers and (2)
announced supercomputers. This tabulation employs only the few parameters
usually contained in press-release-type information.
The MFE Computer Network (Fig. 1) provides fusion researchers in the U.S.
the full range of available computational power in the most efficient and
TABLE III
Supercomputers Now in Design
Organization CRAY CRAY CRAY ETA
Model 2 3 Y-MP/16 ETA10
Announcement 1985 None None Sept
(or project officially officially 1983
start)
Availability 1985 1987 1987 1986
Vector Vector Vector Vector
Architecture multi- multi- multi- multi-
processor processor processor processor
4 CPU 16 CPU 16 CPU 16 CPU
Maximum
performance 1,000 10,000 10,000 10,000
(M FLOPS)
Maximum main
memory size 256M 256M 32M 256M
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FIGURE 1 National MFE network 1985.
cost-effective manner. This is achieved by using a network of computers of
different capability tied together and to the users via dedicated data lines and
dial-up telephone lines. The concept of the National Magnetic Fusion Energy
Computer Center (NMFECC) is that different levels of computer capability are
provided at the various locations according to research priorities. At the national
center, providing high-level capability to the entire community, are two high-
speed Cray 1 computers and a Cray X-MP/2. Additional equipment at the
national center includes processors and other ADP equipment for communica-
tions, file management, and data storage.
The first Cray 2 computer system was installed in June 1985 to support
advanced magnetic-fusion models (Fig. 2).
The NMFECC computing environment reflects the needs of computer users in
the magnetic-fusion-energy research community. Both interactive timesharing
and batch processing are available. The fusion community has always found that
interactive computing, even with the largest codes, is by far the most efficient use
of physicists' efforts. The 5% overhead in swapping codes in and out of the
machines provides fast debugging, immediate turnaround on key results, and the
capability to interact with codes which need user control. The Livermore
Time-Sharing System (LTSS) was adapted by the NMFECC for the Cray-1
computer in about six months and called CTSS. It is supported by libraries of












200 Mflops 140 Mflops 35 Mflops 35 Mflops
Memory:
512 Mbyte 16 Mbyte 16 Mbyte 8 Mbyte
Disk:
9.6 Gbyte 9.6 Gbyte 7.8 Gbyte 6.6 Gbyte
NMFECCcentral storage
500 Gbyte
FIGURE 2 NMFECC hardware configuration.
call, giving access to every part of the hardware. A typical physics code can be
run from a terminal, display graphics as it runs, and be interrupted or
interrogated at any time. The ability to start or stop a code at any point and
inspect the results provides debugging at least 100 times faster than older
methods. The CTSS operating system is also used on the Cray X-MP/2 and the
Cray 2 in a multitasking implementation.
III. PLASMA MODELING IN MAGNETIC FUSION
It is within our grasp at present to model plasmas in full 3 D with one or two
orders of magnitude variation in space and time scales in each problem. Some of
the recent successes in the field are worth listing as they are the basis for further
developments. Representative work in MHD, kinetic models, and Fokker-
Planck calculations are considered.
Time-Dependent MHD Codes
A technique for determining MHD instabilities along with their growth rates is
through the solution of the time-dependent MHD equations of motion. The full
set of MHD equations comprises a coupled system of eight nonlinear partial
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differential equations, the solution of which is a formidable task on any computer
system. In order to make these computations tractable, approximations have
often been made, including reduction in dimensionality, linearization, restriction
to a particular geometry, ordering, or regime, and the assumption of no transport
or resistivity.
The early advances in three-dimensional resistive MHD calculations for
tokamaks have depended crucially on obtaining a reduced set of MHD equations
by expanding in the inverse aspect ratio.2 This is possible because of the strong
and almost uniform toroidal magnetic field in tokamaks. Additionally, the
computational speed of the codes based on the tokamak-reduced equations is
greatly enhanced by the assumption of incompressibility, which eliminates the
compressional Alfven wave. Because of the strong field in a tokamak, the fastest
remaining mode evolves on a time scale on the order of the major circumference
divided by the Alfven velocity. This time scale may be more than an order of
magnitude longer than that of the compressional Alfven wave. Since the field
components in the Reversed-Field Pinch (RFP) are all of the same order, and
since these devices possess finite beta, there exists no universally small parameter
in which to expand the basic equations. Instead, the full equations are integrated,
using care to separate compressible and incompressible motions as much as
possible.3 ,4 These simulations reproduce some features of present experiments,
but the new generation of computers is clearly needed here.
To make these three-dimensional codes applicable to more general geometries
(e.g., stellarators) and to simultaneously include enough effects to ensure a
complete description of the important physics effects (e.g., parallel heat tran-
sport, compressibility, finite larmor radius effects, and smaller values of resis-
tivity) require a machine with about 10 times the CPU speed of the Cray 1 as well
as a large memory, e.g., the Cray 2.
Particle and Hybrid Codes
In many cases fluid models are not adequate to describe plasma behavior, for it is
necessary to consider microscopic effects, i.e., the effects of the way particles are
distributed in velocity. Numerically this is most often accomplished through
particle codes.5-7 Fully nonlinear kinetic-ion and electron simulations in 2-D
Cartesian geometry have been carried out over the last decade. In the past,
Cartesian geometry was not a major physics limitation even with the obvious
cylindrical and toroidal nature of experiments, because these models necessarily
dealt with length and time scales on the order of the electron gyroradius and
plasma-oscillation period for stability. Resolving such length and time scales
meant that any realistic macroscopic dimension could be considered infinite. With
the increase of grid resolution allowed by improved computers and methodology,
the scope of particle simulations has grown to encompass nonlocal effects and
more realistic geometries.
On the present computers, large-scale particle simulations in 2-1/2 D and 3 D
are mainly limited by the size of the maximum fast memory of the Cray 1 (of the
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order of 1M words, or 2M for the Cray IS). Experimentally relevant physics
problems in magnetic confinement have important three-dimensional aspects,
such as in the multiple-helicity interaction of collisionless tearing modes and in
the drift-wave turbulence in sheared magnetic fields; the 64M word memory of
the Cray 2 and its vector addressing will greatly enhance these simulations.
Particle-fluid hybrid models have become important in the last five years. A
typical hybrid model represents the ion components as kinetic species and the
electrons as a fluid in order to eliminate some or all fast electron frequencies and
short length scales. Recent progress with hybrid models is impressive but is still
quite computationally expensive (typically taking roughly two to four times more
Cray CPU time than does an MHD code of equal dimensionality).
Fokker-Planck Codes
In the simulation of magnetically confined plasmas where the ions are not
Maxwellian and where a knowledge of the distribution functions is important,
kinetic equations must be solved. At number densities and energies typical of
mirror machines, end losses are due primarily to the scattering of charged
particles into the loss cones in velocity space by classical Coulomb collisions. The
kinetic equation describing this process is the Boltzmann equation with Fokker-
Planck collision terms. The heating of and current generation in plasmas by
energetic neutral beams and microwaves, the thermalization of alpha particles in
DT plasmas, the study of runaway electrons and ions in tokamaks, and the
performance of two-energy-component fusion reactors are other examples where
the solution of the Fokker-Planck equation is required.
The problem is to solve a nonlinear, time-dependent partial differential
equation for the distribution function of each charged species in the plasma, as
functions of six phase-space variables (three spatial coordinates and three velocity
coordinates). Such an equation, even for a single species, exceeds the capability
of any present computer, so several simplifying assumptions are required to treat
the problem.
With the advent of much more powerful neutral beams, it is now possible to
consider neutral-beam-driven tokamak fusion reactors. 8 For such devices, three
operating regimes can be considered: (1) the beam-driven thermonuclear reactor,
(2) the two-energy-component torus (TCT) , and (3) the energetic-ion reactor,
e.g., the counter-streaming ion torus (CIT). In order to study reactors in regimes
(2) or (3), a nonlinear Fokker-Planck model must be used because most of the
fusion energy is produced by beam-beam or beam-plasma reactions. Further-
more, when co- and counterinjection are used, or major radius compression
is employed, a two-velocity-space-dimensional Fokker-Planck operator is
required.9 ,10
An example of an important 3 D (r, v, 8) calculation which is beyond the
capabilities of the Cray 1 is the modeling of the transport of electron energy out
of a tokamak due to the combined effects of a stochastic magnetic field and a
radial ambipolar field coupled to Coulomb collisions. This problem is both
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nonlinear and essentially 3 D. Using an implicit scheme employing a 3 D ICCG
matrix-inversion package, assuming a mesh of about 120000 points (a minimum
for a physically reasonable 3 D calculation), and a cost of 1.5 x 10-3 seconds per
time step per mesh point on the Cray 1, and assuming that a calculation requires
200 time steps, the amount of Cray 1 computer time required is about 10 hours,
generally an unacceptable amount of time for a single run. Incidentally, the total
of storage required would be about 50% greater than the matrix size or about
3.4 x 106 words. This could be accommodated on the Cray 2.
IV. SUMMARY
In summary, as the fusion program has advanced rapidly in the last few years with
the development of more sophisticated theory and experiment, computational
requirements for accuracy and realism have increased to the point that Cray 2
capabilities and beyond are required. New features of the machines will allow
vectorization of Monte Carlo, finite-element codes and others which have been
scalar until now, a gain of 10 in speed. When programmed to also take advantage
of multiprocessing, they will be another factor of 10 faster. This will make
revolutionary changes in the importance of such techniques.
It is not possible to define a performance level that represents the ultimate
capability for fusion studies. Each successive generation of supercomputers has
been exploited to produce more realistic results. Codes to exploit the new
hardware capabilities are typically under development before the hardware is
actually installed. It is safe to assert that the fusion computing community can
effectively use the best performance that the super-computer manufacturers are
capable of providing for the foreseeable future.
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