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Abstract
Recent findings in neuroscience suggest that the human brain
represents information in a geometric structure (for instance,
through conceptual spaces). In order to communicate, we
flatten the complex representation of entities and their at-
tributes into a single word or a sentence. In this paper we use
graph convolutional networks to support the evolution of lan-
guage and cooperation in multi-agent systems. Motivated by
an image-based referential game, we propose a graph refer-
ential game with varying degrees of complexity, and we pro-
vide strong baseline models that exhibit desirable properties
in terms of language emergence and cooperation. We show
that the emerged communication protocol is robust, that the
agents uncover the true factors of variation in the game, and
that they learn to generalize beyond the samples encountered
during training.
Introduction
The ability to represent complex concepts and the relation-
ships between them in the manner of a mental graph was
found to be one of the key factors behind knowledge gen-
eralization and prolonged learning (Bellmund et al. 2018).
Through communication, humans flatten the non-Euclidean
representation of ideas into a sequence of words. Advances
in graph representation learning (Kipf and Welling 2017)
and sequence decoding (Sutskever, Vinyals, and Le 2014;
Cho et al. 2014) provide the means for simulating this graph
linearization process in the multi-agent setting.
One of the approaches to learning to communicate
in a multi-agent system is through emergent communi-
cation (Sukhbaatar, Szlam, and Fergus 2016; Lazaridou,
Peysakhovich, and Baroni 2017; Foerster et al. 2016). In
contrast to training a dialogue system in a supervised
way, emergent communication supports development of a
grounded, goal-oriented and compositional language (Mor-
datch and Abbeel 2018; Lazaridou et al. 2018; Resnick* et
al. 2019). The agents develop a language from scratch in or-
der to solve a task in an end-to-end virtual environment, and
this allows an extensive study of the communication pro-
tocols. Such studies contribute to the long-standing quest
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Figure 1: Intuition behind the graph referential game. The
colored graph nodes correspond to independent properties
(line, color, shape). The receiver identifies the target graph
among distractors based on the message transmitted by the
sender.
to develop multi-agent systems that support a biologically-
inspired evolution of cooperation through language (Bren-
nan and Clark 1996; Smith, Brighton, and Kirby 2003).
Existing environments for emergent communication use
sequences of one-hot vectors or images as the input data
(Lazaridou et al. 2018; Evtimova et al. 2018; Bouchacourt
and Baroni 2018). The degree of structure in the train-
ing samples was found to affect the evolution of compo-
sitional understanding (Smith, Kirby, and Brighton 2003;
Kirby 2014; Raviv and Arnon 2018), with more structured
prelinguistic representations leading to a more composi-
tional language (Lazaridou et al. 2018). Compositionality is
one of the most desired properties in a communication pro-
tocol because it allows the agents to understand an (in prin-
ciple) infinite number of complex structures through a finite
vocabulary.
Motivated by the properties of graph representations—
namely, their explicit structural bias (Hamilton, Ying, and
Leskovec 2017), wider array of applications than when us-
ing sequences and images, and ability to encode rich com-
positional properties—we introduce graph representation
learning to emergent communication.
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Our contributions are as follows:
• We propose a graph referential game with varying degrees
of complexity, based on the number of distractors, vocab-
ulary size, properties, and the corresponding types present
in the graph.
• We provide baselines using Graph Convolutional Net-
works (Kipf and Welling 2017) and empirically show that
these models generalize to graphs outside of the training
set.
• We analyze the resulting communication protocol and
find that the agents are able to make use of the available
symbols in an efficient way.
• We show that the communication channel is robust in
terms of permutation invariance and that it promotes co-
operation between the agents.
Environment
Multi Agent Reinforcement Learning
We define the game with agents deployed in a Multi Agent
Reinforcement Learning (MARL) framework. We consider
multi-agent Markov games (Littman 1994). A Markov game
for N agents is a partially observable Markov Decision Pro-
cess (MDP) defined by: a set of states S describing the state
of the world and the possible joint configuration of all the
agents, a set of observations O1, . . . , ON for each agent, a
set of actions for each agent A1, . . . , AN , a transition func-
tion T : S×A1 . . . AN −→ S determining a distribution over
the next states, and a reward for each agent i, which is a
function of the state and the agent’s action ri : S×Ai −→ R.
Agents choose their actions according to a stochastic policy
piθi : O
i × Ai −→ [0, 1], where θi are the parameters of the
policy. Each agent i aims to maximize its own total expected
return Ri =
∑T
t=0 γ
trit, where γ is a discount factor and T
is the time horizon.
In this paper we refer to the Lewis Signalling Game
(Lewis 1969), which is extensively used in multi-agent com-
munication. This referential game (Lazaridou et al. 2018)
involves two agents: the sender and the receiver. The agents
communicate with each other in order to learn to distinguish
a given target among a set of distractors (other samples from
the target distribution). The sender only ‘sees’ the target and
produces a message. The message is received by the receiver
along with a set of distractors and the target. The agents are
rewarded with a reward r ∈ R if they correctly identify the
target. This framework can be considered as a cooperative
partially-observable Markov game. The target and the dis-
tractors represent permutations of combinatorial properties
represented as symbolic vectors, images, graphs or any effi-
cient data structure able to encode composed entities.
Graph Referential Game
In our game, we represent the set of properties as unique
nodes in a graph. Unlike sequential encoding, this represen-
tation allows us to build a hierarchy of concepts, where par-
ent nodes are composed of basic properties encoded in their
children. Although this can be achieved using sequences as
well, we hypothesize that using graph representations im-
proves the compositional understanding of the agents.
We use p properties of t types, which amounts to tp
unique combinations. As shown in Figure 1, each object
is represented using a graph G(V, E) where V corresponds
to the set of all nodes representing unique properties, and a
‘central’ node such that |V| = p + 1. The set E comprises
undirected edges, which connect two nodes with a relation.
In our simple game, E consists of the edges between the cen-
tral node and its children, that represent individual proper-
ties, such that |E| = p. All of the nodes except the central
node are represented using node features. The node features
consist of a concatenation of the property encoding and the
type encoding (represented as one-hot vectors). The central
node is encoded as an empty node and no edge features are
used.
For the purpose of providing a graph baseline, we use one
level of concepts. This can be easily extended to a deeper
hierarchy of concepts using the aforementioned graph rep-
resentations. The target and distractors are randomly sam-
pled from the set of all possible graphs without replacement.
Each sample in the game datasetD consists of a target graph
d∗ and the set of K distractors. We obtain a collection of
these samples and create the train, validation and test splits
(60%/20%/20%).
The sender fθ and the receiver gφ are parameterized us-
ing graph convolutional networks (GCNs) (Kipf and Welling
2017). The sender takes the target graph d∗ as input and pro-
duces a softmax distribution over the vocabulary V , where
V refers to the finite set of all distinct messages generated by
the sender. In this work the message always comprises one
word, i.e. a single symbol from V . Similar to (Sukhbaatar,
Szlam, and Fergus 2016; Mordatch and Abbeel 2018), we
use the ‘straight through’ version of Gumbel-Softmax (Jang,
Gu, and Poole 2017; Maddison, Mnih, and Teh 2017) during
training to make the message discrete. At test time, we take
the argmax over this distribution.
The receiver takes two inputs: the discretized message m
sent by the sender along with the set of distractors K and
the target d∗. It then outputs a softmax distribution over the
|K| + 1 embeddings representing each graph. We formally
define this as follows:
m(d∗) = Gumbel-Softmax(fθ(d∗))
o(m, {K, d∗}) = gφ(m, {K, d∗})
For reference, the graph convolution network is defined as:
H(l+1) = σ(D˜−
1
2 A˜D˜−
1
2H(l)W (l))
where H(l) refers to the lth layer in the network, σ is the
non-linearity, W corresponds to the weight matrix of the lth
layer, and D˜ and A˜ represent the normalized degree matrix
and adjacency matrix of a graph, respectively. In order to
compute the graph embedding, we experimented with the
standard graph pooling methods: mean, sum and max func-
tions. We found no significant difference in performance,
and thus use mean pooling throughout the experiments pre-
sented in this paper. We used the Deep Graph Library (Wang
et al. 2019) when using graphs and EGG (Kharitonov et al.
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Figure 2: Learning curves showing the performance of the agents on the test set. Left: We vary the number of distractors and
fix the vocabulary size (25). Right: We vary the vocabulary size for a fixed number of distractors (4).
Vocab Size 2 distractors 4 distractors 9 distractors
5 5.0± 0.0 (100± 0) 5.0± 0.0 (100± 0) 5.0± 0.0 (100± 0)
10 9.33± 0.47 (93.33± 4.71) 9.33± 0.47 (93.33± 4.71) 9.0± 0.81 (90± 8.16)
25 12.66± 0.47 (50.66± 1.88) 14.66± 0.47 (58.66± 1.88) 13.33± 0.47 (53.33± 1.88)
50 14.0± 1.41 (28.0± 2.83) 16.33± 0.94 (32.66± 1.89) 16.66± 0.47 (33.33± 0.94)
Table 1: The expected number of symbols the system used per number of distractors. In the parentheses we include the percent-
age of symbols used for the given vocabulary size. All the values are averaged across three different random seeds and standard
errors are shown.
2019) for building the framework while the whole codebase
was written using PyTorch (Paszke et al. 2019).
Results & Analysis
We present the results for the graphs of p = 3 properties
and t = 4 types. In Figure 2, we confirm that an increase in
the number of distractors leads to a higher complexity of the
game (measured by the decrease in the performance as the
complexity grows). The baseline accuracy for a game with
2, 4 and 9 distractors is 33%, 20% and 10%, respectively,
which corresponds to choosing the target at random. A naive
way to solve this game would be to learn unique symbols
for each unique graph. For our game, this means that the
agents would require at least 43 = 64 different symbols in
the vocabulary. However, we observe that the agents are able
to solve the game with a fraction of this vocabulary. We posit
that this is due to the agents learning some compositional
properties that are encoded in the graph data structure and
are essential to solving the game.
In the right image of Figure 2, we observe that there exists
a lower bound on the size of the vocabulary with which the
agents are able to achieve high accuracy on the task. This hy-
pothesis is also supported in Table 1, which shows the sym-
bol usage across different sizes of the vocabulary. Figure 2
(Left) shows that the models achieve the accuracy of 90% for
2 distractors with less than 25 symbols. This implies that the
sender and the receiver learnt to refer to more than one graph
using the same symbol. We hypothesize that graphs mapped
to one symbol share a similar structure. Another observation
is that the variance of the test accuracies was found to be
lower for the higher vocabulary size. We attribute this to the
stability in training when there is no pressure in the message
channel and higher variance of gradients due to approximate
backpropagation (Gumbel-Softmax).
In Figure 3, we analyze the robustness of the communica-
tion protocols learnt by the sender/receiver. For each symbol
i in the vocabulary, we collected the set of correct test sam-
ples Di where the sender used the corresponding symbol to
represent the target graph. Each subplot in Figure 3 repre-
sents the distribution of Di over the whole vocabulary size
|V | = 10. We observe that in all cases the symbol sent by
the sender (referred to by the title in each subplot and the
position of the bar) is the one that makes the receiver cor-
rectly identify the target graph. We think that it shows that
the receiver actually cooperates with the sender and uses the
message to identify the target among distractors.
We also analyzed the behavior of the receiver when pre-
sented with a shuffled set of graphs. In each experiment, the
position of the target is permuted across all of the possi-
ble |K| + 1 positions. We observe that the receiver is still
able to correctly identify the target based on the message
sent from the sender. We thus posit that the agents learnt
an order-invariant representation of the graphs and not some
positional information about the ordering of the graphs.
Future Work
We present results of our work in progress. We are cur-
rently designing the set of distractors in a way that allows
us to study systematic generalization in our game. One can
design the game samples such that the target and the dis-
tractors differ in k types, where k = 1, . . . , p and p is the
number of properties. In order to study compositionality in
the emerged language, we will extend the sender with a se-
quence decoder and produce messages of multiple symbols.
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Figure 3: Robustness of the communication protocol learnt by the sender/receiver. We show that for a symbol different than the
one sent by the sender (black), the receiver does not correctly identify the target. For more details, refer to Section . The above
chart is for vocab size 10 and number of distractors 4. Note that there were no test samples found where the sender used the
symbol 3.
It would be interesting to see if the sender parameterized
with a Graph2Seq (Xu et al. 2019) network is able to gener-
ate sentences close to natural language in terms of composi-
tionality. Another possible direction can be to use a deeper
hierarchy of concepts in the graph representations. We ex-
pect that hierarchical concepts will show the advantage of
using graph representations over sequences and images in
multi-agent communication.
Conclusion
We proposed a new referential game defined on graphs. We
showed that agents using simple graph neural networks gen-
eralized to new combinations of familiar concepts and types.
We found that the agents made an efficient use of the vocab-
ulary, learnt an order-invariant representation of the target
graph, and solved the graph games with a varying number
of distractors through communication and cooperation.
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