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Abstract
The algebraic Hodge theorem was proved in a beautiful 1987 paper
by Deligne and Illusie, using positive characteristic methods. We argue
that the central algebraic object of their proof can be understood geo-
metrically as a line bundle on a derived scheme. In this interpretation,
the Deligne-Illusie result can be seen as a proof that this line bundle
is trivial under certain assumptions.
We give a criterion for the triviality of this line bundle in a more
general context. The proof uses techniques from derived algebraic ge-
ometry, specifically arguments which show the formality of certain de-
rived intersections. Applying our criterion we recover Deligne and
Illusie’s original result. We also apply these techniques to the result
of Barannikov-Kontsevich, Sabbah, and Ogus-Vologodsky concerning
the formality of the twisted de Rham complex.
Introduction
In their 1987 paper [8], Deligne and Illusie proved the following algebraic
version of the Hodge theorem.
0.1. Theorem. Let X be a smooth proper scheme over a perfect field k of
positive characteristic p > dimX. Assume that X lifts to the ring W2(k) of
second Witt vectors of k. Then the Hodge-to-de Rham spectral sequence
for X degenerates at 1E.
The corresponding result in characteristic zero (the Hodge theorem) follows
easily from this result using a standard argument of Frobenius.
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0.2. Deligne and Illusie deduce Theorem 0.1 from the following statement,
whose proof forms the central part of their paper. Consider the Frobenius
twist X ′ of X, and the corresponding relative Frobenius morphism F : X→ X ′.
If we denote by Ω•X the algebraic de Rham complex of X, then the complex
F∗Ω
•
X is an object of D(X
′), the derived category of coherent sheaves on X ′.
Deligne and Illusie proved that the two statements below are equivalent.
(1) X lifts to W2(k).
(2) F∗Ω
•
X is formal in D(X
′).
(A complex is said to be formal if it is isomorphic to the direct sum of its
cohomology sheaves.)
Independently of the work of Deligne and Illusie the first two authors proved
the following result in [1].
0.3. Theorem. Let i : X →֒ S be a closed embedding of smooth schemes
over a field k of characteristic p > codimS X, and assume that the normal
bundle N = NX/S is the restriction of a vector bundle N on the first in-
finitesimal neighborhood of X in S. Then the two statements below are
equivalent.
(1) The trivial vector bundle OX lifts to the first infinitesimal neighbor-
hood of X in S.
(2) The structure complex i∗i∗OX of the derived self-intersection of X in-
side S is formal.
(All functors are implicitly assumed to be derived.)
0.4. Remark. As stated, condition (1) is vacuous. We’ll see that in order
to understand the result of Deligne and Illusie we need to work with a
generalization of Theorem 0.3 to Azumaya spaces (see below), where (1)
becomes a real condition.
0.5. Mircea Mustat¸a˘ noted that there is a strong similarity between The-
orem 0.3 and the Deligne-Illusie equivalence. He asked if it is possible to
recast the problem of Deligne-Illusie as a derived intersection problem such
that their result would follow from Theorem 0.3. The goal of this paper is to
give a positive answer to this question, by constructing a closed embedding
h : X ′ →֒ S for which F∗Ω•X is dual to the structure sheaf h∗h∗OX ′ of the
derived self-intersection of X ′ inside S. In particular F∗Ω
•
X will be formal if
and only if h∗h∗OX ′ is.
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One feature of this construction is that S is not an ordinary scheme, but
an extended object called an Azumaya space, see Section 2 or [6]. Such a
space is a pair (S,A ) where S is an ordinary scheme and A is a sheaf of
Azumaya algebras on S. Coherent sheaves on the Azumaya space (S,A ) are
coherent sheaves on S together with a left A -module structure. Morphisms
in the category of Azumaya spaces (or, more precisely, 1-morphisms in this
2-category) are given by Morita equivalences.
Because of how morphisms are defined in the category of Azumaya
spaces, it is not a priori true that the the trivial bundle OX ′ extends to
the first infinitesimal neighborhood for the embedding h. In fact we will
prove that in the Deligne-Illusie problem this happens if and only if X lifts
to W2(k). Applying a version of Theorem 0.3 suited to Azumaya spaces
(Corollary 3.15) in the setting we have engineered above recovers Theo-
rem 0.1.
0.6. We now describe the construction of the embedding h. For this we
need some classic facts about rings of crystalline differential operators (for
more details see Section 1). Denote the total space of the cotangent bundle
of X ′ by T∗X ′, and consider the embedding i : X ′ →֒ T∗X ′ of X ′ into T∗X ′ as
the zero section. The sheaf of crystalline differential operators DX of X has
center OT∗X ′ , and thus can be regarded as a sheaf of algebras D over T
∗X ′.
Moreover D is an Azumaya algebra over T∗X ′, and along the zero section of
T∗X ′ the Azumaya algebra D splits,
D|X ′ ∼= EndX ′(F∗OX).
Thus OX ′ and D|X ′ are Morita equivalent, and we obtain an equivalence of
abelian categories
Coh(X ′) ∼= Coh(X ′,D|X ′),
where the latter is the abelian category of coherent sheaves on X ′ endowed
with the structure of D|X ′ left module.
0.7. From the point of view of Azumaya spaces the above equivalence of
categories of coherent sheaves is simply an isomorphism
m : (X ′,OX ′)
∼−→ (X ′,D|X ′).
Moreover, the embedding i : X ′ → T∗X ′ gives rise to an embedding of
Azumaya spaces
iD : (X
′,D|X ′)→ (T∗X ′,D).
The first result of this paper is the following.
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0.8. Theorem. Let X be a smooth scheme over a perfect field k of charac-
teristic p > 0. Consider the composite morphism
h : (X ′,OX ′)
m−→ (X ′,D|X ′) iD−→ (T∗X ′,D).
Then there are natural isomorphisms in D(X ′)
F∗Ω
•
X
∼= h!h∗OX ′ ∼= (h
∗h∗OX ′)
∨ .
Thus F∗Ω
•
X is formal if and only if h
∗h∗OX ′ is.
0.9. Twisted derived intersections. This theorem shows that it is im-
portant to understand formality properties for derived intersections inside
Azumaya spaces. This is a more general problem which we discuss now.
Let S = (S,A ) be an Azumaya space, and let X and Y be subvarieties
of S such that A splits along X and Y. By choosing splitting modules, one
can regard the ordinary (untwisted) spaces X, Y as subvarieties of (S,A ).
We want to compare the dg spaces W, W which are obtained as the derived
intersections of X and Y inside S and S, respectively.
0.10. The central geometric observation of this paper is that there is a
natural line bundle L on W which measures the difference between the
spaces W andW. (In a sense, this line bundle measures the extent to which
the chosen splittings fail to agree alongW, see Section 3.) If the dg spaceW
is formal, formality of W often reduces to the problem of checking whether
L is trivial.
0.11. This discussion allows us to recast the original Deligne-Illusie problem
in geometric language. For this problem we need to study the derived self-
intersection of the zero section X ′ inside the Azumaya space (T∗X ′,D). The
untwisted intersectionW is formal (as the self-intersection of the zero section
in a vector bundle). Theorem 0.8 shows that the line bundle L on W
associated to this twisted intersection problem is (F∗Ω
•
X)
∨. This gives a
geometric meaning to the obstruction α to the formality of F∗Ω
•
X: it is
precisely the class of L in Pic(W). Indeed, in Deligne-Illusie’s paper it is
shown that α lies in H2(X ′, TX ′), and we’ll argue that this group is a direct
summand in Pic(W), thus confirming the geometric description above.
0.12. One can ask for a criterion, for an arbitrary twisted derived inter-
section problem, that will imply the triviality of the associated line bundle
L . We give such a criterion in Theorem 3.7. For a self-intersection this
result is similar in nature to Theorem 0.3; for an arbitrary intersection it is
a generalization to Azumaya spaces of the main result of [2].
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For the Deligne-Illusie application, the main condition of Theorem 3.7
that needs to be satisfied in order to conclude the formality of F∗Ω
•
X is for
the trivial bundle of X ′ to extend to the first infinitesimal neighborhood of
the embedding h. This extension problem needs to be understood correctly
in the context of maps of Azumaya spaces. We’ll argue (see proof of Theo-
rem 3.13) that the trivial bundle extends if and only if the Azumaya algebra
D splits on the first infinitesimal neighborhood of the zero section in T∗X ′.
In this context we can state the second result of this paper.
0.13. Theorem. Let X be a smooth scheme over a perfect field k of char-
acteristic p > dimX. Then the following five statements are equivalent.
(1) X lifts to W2(k).
(2) D splits on the first infinitesimal neighborhood of X ′ in T∗X ′.
(3) the trivial bundle OX ′ lifts to the first infinitesimal neighborhood of
the embedding h.
(4) the associated line bundle L ∈ Pic(W) is trivial.
(5) F∗Ω
•
X is formal in D(X
′).
0.14. Remark. Some of the implications above are not new. The equiv-
alence of (1) and (5) is the original result of Deligne and Illusie [8]. The
implication (1) ⇒ (2) was proven by Ogus and Vologodsky [10], where a
splitting module is explicitly constructed. The implications (2) ⇒ (3) ⇒
(4)⇒ (5)⇒ (2) are parts of Theorem 3.7, and give a geometric interpreta-
tion of Deligne and Illusie’s result.
0.15. The twisted de Rham complex. There is a generalization of
the de Rham theorem that is of interest in the study of singularity theory
and in the theory of matrix factorizations, and which involves twisted de
Rham complexes. This generalization was investigated by Barannikov and
Kontsevich [4] and Sabbah [11], and in the remainder of this introduction
we discuss how some of their results can also be understood as formality
results for derived intersections.
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0.16. Let X be a smooth quasi-projective scheme over C, with a map f :
X → A1 such that its critical locus is proper over A1. These data give rise
to two complexes defined as
Ω•X,d−∧df : 0→ OX d−∧df−−−−→ Ω1X d−∧df−−−−→ . . . d−∧df−−−−→ ΩnX → 0,
and
Ω•X,∧df : 0→ OX ∧df−−→ Ω1X ∧df−−→ . . . ∧df−−→ ΩnX → 0.
The following theorem, due to Barannikov-Kontsevich [4] and Sabbah [11],
relates the hypercohomology of these two complexes.
0.17. Theorem. The hypercohomology spaces of the two complexes de-
fined above are of the same (finite) dimensions.
0.18. Note that the de Rham theorem is the particular case of the above
result when f = 0. In [11] Sabbah asked for a purely algebraic proof of
the result of Barannikov-Kontsevich. Such a proof was given by Ogus and
Vologodsky [10], again using positive characteristic methods.
We can ask again if these results can be rephrased as formality statements
for derived intersections, and in what follows we shall give a generalization
of Theorem 0.8 and a partial version of the equivalence in Theorem 0.13.
0.19. Consider a smooth scheme X over a perfect field k of positive char-
acteristic p, with a regular function f : X → A1. The map f provides a
morphism f ′ : X ′ → A1. We denote the graph of d(f ′) in T∗X ′ by X ′f, and it
is easy to see (4.9) that D splits on the section X ′f just as it did on the zero
section X ′, giving rise to an isomorphism
n : (X ′f,OX ′f)→ (X ′f,D|X ′f).
The following result generalizes Theorem 0.8.
0.20. Theorem. Consider the embeddings i : X ′ →֒ T∗X ′ and j : X ′f →֒
T∗X ′, and the composite morphisms
i ′ : (X ′,OX ′)
m−→ (X ′,D|X ′) iD−→ (T∗X ′,D)
and
j ′ : (X ′f,OX ′f)
n−→ (X ′f,D|X ′f)
jD−→ (T∗X ′,D).
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Then we have isomorphisms in D(X ′)
Ω•X ′,∧df ′
∼= i!j∗OX ′
f
,
F∗Ω
•
X,d−∧df
∼= i ′!j ′∗OX ′f .
0.21. Note that we are precisely in the general context of twisted derived
intersections set up in (0.9): we are studying the derived intersections W,
W of X ′ and X ′f inside S = T
∗X ′ and S = (T∗X ′,D), respectively. Indeed, the
above theorem shows that OW and OW are precisely the duals of Ω
•
X ′,∧df ′
and F∗Ω
•
X,d−∧df.
Now we can apply the full power of Theorem 3.7 to prove the following
partial version of the Barannikov-Kontsevich claim.
0.22. Theorem. Let X be a smooth scheme over a field of characteristic
zero. Let f be a regular function on X so that the map f : X→ A1 is proper,
and assume that the following two conditions hold.
(1) The critical locus Z = Crit f is scheme-theoretically smooth.
(2) The embedding p : Z →֒ X is split to first order, that is, the short
exact sequence
0→ TZ → TX|Z → NZ/X → 0
splits.
Then the complexes F∗Ω
•
X,d−∧df andΩ
•
X ′,∧df ′ are both formal and there exist
isomorphisms
R
iΓ(X,Ω•X,d−∧df)
∼= RiΓ(X,Ω•X,∧df)
∼=
⊕
i−c=p+q
Hp(Z,Ω
q
Z ⊗ω),
where c denotes the codimension of Z in X and ω denotes the relative
dualizing complex of the embedding Z →֒ X.
0.23. The paper is organized as follows. In Section 1 we collect basic facts
about schemes over fields of positive characteristic and about the sheaf of
crystalline differential operators. We follow with Section 2 where we set up
the 2-category of Azumaya spaces. In Section 3 we discuss the general prob-
lem of twisted derived intersections and we prove Theorem 3.7. We conclude
the paper with a final section where we apply the general results we have
developed to the study of the formality problem for de Rham complexes. In
particular we prove Theorems 0.8, 0.20 and 0.22.
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1. Background on schemes over fields of positive
characteristics
1.1. Let X be a smooth scheme over a perfect field k of characteristic p >
0. The classical Frobenius morphism on X acts trivially on the underlying
topological space, but acts by the p-th power map on the structure sheaf.
The Frobenius twist X ′ of X is obtained by taking the base change of X by
the classical Frobenius map Speck → Speck. Since the classical Frobenius
morphisms on X and on Speck commute with the structure map X→ Speck
we obtain a commutative diagram
X
""❊
❊❊
❊❊
❊❊
❊❊
F // X ′

pi // X

Speck // Speck.
The map F : X → X ′ in the above diagram is called the relative Frobenius
morphism. By construction it is a map of schemes over k.
Since k is a perfect field, the map Speck → Speck is an isomorphism.
Therefore, the map pi : X ′ → X is an isomorphism of abstract schemes.
However, this isomorphism is not a morphism of schemes over k.
1.2. The algebraic de Rham complex of X is defined as the complex
Ω•X = 0→ Ω0X d−→ Ω1X d−→ · · ·→ 0,
where d is the usual de Rham differential on algebraic forms. The algebraic
de Rham cohomology of X is defined as
H∗dR(X) = R
∗Γ(X,Ω•X).
The Hodge-de Rham spectral sequence
1Epq = Hp(X,Ω
q
X)⇒ Hp+qdR (X)
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arises from the “stupid” filtration of Ω•X, whose associated graded terms are
Ω
q
X.
It is important to note that while the sheaves in the complex Ω•X are
coherent OX-modules, the differentials are not OX-linear, so we shall only
consider the above complex as a complex of sheaves of abelian groups. On
the other hand the equality
d(fpg) = d(fp) · g+ fp · d(g) = pfp−1df · g+ fp · d(g)
implies that F∗Ω
•
X is a complex of coherent OX ′-modules (the differentials
are now OX ′-linear).
1.3. The main result of Deligne-Illusie, Theorem 0.1, asserts that if X is
proper over k and lifts to W2(k) then the Hodge-to-de Rham spectral se-
quence degenerates at 1E. This follows easily from the central statement
that under the liftability assumption to W2(k) we have F∗Ω
•
X is formal. We
describe this implication.
A well-known result of Cartier describes the cohomology sheaves of F∗Ω
•
X
for any X smooth over k:
H
i(X ′, F∗Ω
•
X)
∼= ΩiX ′ .
If X lifts to W2(k) then F∗Ω
•
X is formal, therefore
F∗Ω
•
X
∼=
dimX⊕
i=0
ΩiX ′ [−i].
Taking hypercohomology of both sides we obtain an isomorphism
HidR(X)
∼=
⊕
i=p+q
Hp(X ′,Ω
q
X ′)
∼=
⊕
i=p+q
Hp(X,Ω
q
X),
where the latter isomorphism is a consequence of the fact that X and X ′
are isomorphic as abstract schemes. The assumption that X is proper over
k implies that the vector spaces Hp(X,ΩqX) are finite dimensional, and the
degeneration at 1E of the Hodge-to-de Rham spectral sequence follows by
comparing dimensions.
1.4. Another key ingredient in what follows is the sheaf of crystalline differ-
ential operators (see [5] for a detailed description). We emphasize that we
do not work with Grothendieck’s ring of differential operators D. Instead
we use the ring of crystalline differential operators DX, which is the quasi-
coherent sheaf of algebras over X defined as the universal enveloping algebra
of the Lie algebroid of the tangent bundle TX. Explicitly, it is defined locally
as the k algebra generated by TX and OX subject to the relations
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• f · ∂ = f∂ for all f ∈ OX and ∂ ∈ TX,
• ∂1 · ∂2 − ∂2 · ∂1 = [∂1, ∂2] for all ∂i ∈ TX, and
• ∂ · f − f · ∂ = ∂(f) for all f ∈ OX and ∂ ∈ TX.
In the case of X = An = Speck[xi], this construction produces the Weyl
algebra DX = k〈xi, ∂i〉.
The main difference between DX and D is best understood in the case
where X = A1 = Speck[x]. If we let ∂ = ∂/∂x, then in the ring D the
operator ∂p is zero because its action on functions is trivial. In the ring DX,
∂p is non-trivial. On the other hand, in D there is an element of the form
∂p/p! which does not exist in DX.
1.5. Explicitly, a DX-module F is an OX-module together with an action of
the Lie algebroid TX. Such an action can be represented as an integrable
connection
∇ = ∇F : F→ Ω1X ⊗ F.
In local coordinates {x1, ..., xn}, the connection is given by
∇(f) =
n∑
i=1
dxi ⊗ ∂
∂xi
(f).
1.6. The sheaf OX is naturally a (left) DX-module. This DX-module admits
a Koszul resolution of the form
0→ DX ⊗ (∧dimXTX)→ · · ·→ DX ⊗ TX → DX → OX → 0.
Here the tensor products are over OX, with OX acting on DX on the right.
This is a resolution of OX by locally free DX-modules; therefore, it can be
used to compute local Ext’s. Accordingly, if F is any DX-module, the derived
sheaf of homomorphisms RHom(X,DX)(OX, F) is represented by the de Rham
complex of F:
dR(F) := 0→ Ω0X ⊗ F dF−→ Ω1X ⊗ F dF−→ · · ·
where the differentials dF : Ω
j
X ⊗ F→ Ωj+1X ⊗ F are given by
dF(ω⊗ f) = d(ω)⊗ f+ (−1)jω∧∇(f).
In particular, if F = OX, the de Rham complex dR(OX) is the (algebraic) de
Rham complex of X.
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1.7. The following general properties of the ring of crystalline differential
operators are well known, see [5]. A priori DX is constructed as a sheaf
of (left) OX-modules on X. However, the center of DX can be canonically
identified with the structure sheaf of the cotangent bundle T∗X ′ of X ′, the
Frobenius twist of X. We review this identification.
Since the map pi : X ′ → X is an isomorphism, it induces an isomorphism
of sheaves pi∗ : TX ′ → TX, which in local coordinates can be described as
pi∗
(
∂
∂(xp)
)
=
∂
∂x
.
(Obviously, the map is not k-linear.) For any vector field ∂ ∈ TX its p-th
power ∂p ∈ DX acts again as a derivation on the functions on X. Therefore
it can be regarded as another vector field, denoted by ∂[p]. In Lie-theoretic
terms, vector fields on X form a p-restricted Lie algebra.
Consider the map ι : TX ′ → DX obtained as the composite
TX ′
pi∗−→ TX ∂7→∂p−∂[p]−−−−−−−→ DX.
It is well known [5, 1.3.1] that ι is OX ′-linear, and the image is in the center
of DX. Since f
p lies in the center of DX for f ∈ OX, ι extends to a homomor-
phism ι¯ : OT∗X ′ → Z(DX). One can check that this map is an isomorphism [5,
1.3.2].
1.8. As a consequence, we can regard DX as a sheaf of algebras on T
∗X ′
instead of on X. To avoid confusion we will denote DX, when regarded as
a sheaf on T∗X ′, by D. The projection to the zero section ϕ : T∗X ′ → X ′
identifies D and DX; we have ϕ∗D = F∗DX.
1.9. The algebra DX is an Azumaya algebra over its center, and so D is
a sheaf of Azumaya algebras over T∗X ′. The restriction of D to the zero
section, D|X ′ = i
∗D, is a split Azumaya algebra, with splitting module F∗OX.
In other words D|X ′ = EndX ′(F∗OX). Therefore, OX ′ and D|X ′ are Morita
equivalent: the functors
m∗ : Mod-OX ′ →Mod-D|X ′ , M 7→M⊗ F∗OX
and
m∗ : Mod-D|X ′ →Mod-OX ′ , N 7→ HomD|X ′ (F∗OX,N)
are inverse to one another. These functors give rise to an equivalence be-
tween the corresponding derived categories D(X ′,DX ′) and D(X
′). We shall
denote the induced functors on derived categories by m∗ and m
∗ as well.
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2. Azumaya schemes
Our results are naturally formulated in the framework of schemes equipped
with Azumaya algebras. Such objects are called ‘twisted spaces’ in [6], but
we prefer the more descriptive name Azumaya schemes. It is worth noting
that one can pass from Azumaya schemes to the corresponding Gm-gerbes
(see Remark 2.13); the results below can be easily restated in the language
of gerbes. One advantage of Azumaya algebras is that they are somewhat
more explicit than gerbes.
2.1. Definition. An Azumaya scheme is a pair (S,A ) where S is a scheme
and A is a (coherent) sheaf of Azumaya algebra over S. Given a property
of schemes that is local in the e´tale topology we say that (S,A ) has this
property if and only if S does.
2.2. Suppose (S,A ) is an Azumaya scheme and f : S ′ → S is a morphism
from another scheme S ′ to S. Then the pullback f∗A is an Azumaya algebra
over S ′. We could consider the category whose objects are Azumaya schemes
(S,A ), and where morphisms (S ′,A ′)→ (S,A ) are pairs
(f : S ′ → S,ϕ : f∗A ≃ A ′).
However, such ‘strict’ category of Azumaya schemes is too restrictive from
the view-point of Azumaya algebras: one should work with Morita equiva-
lences instead of isomorphisms. This leads to the following definition.
2.3. Definition. A morphism (or, more precisely, a 1-morphism)
(S ′,A ′)→ (S,A )
of Azumaya schemes is a pair (f, E), where f : S ′ → S is a morphism of
schemes and E is an f∗(A )op⊗A ′-module that provides a Morita equivalence
between the Azumaya algebras A ′ and f∗A .
Given two 1-morphisms (f1, E1) and (f2, E2) between Azumaya schemes
(S ′,A ′) and (S,A ), 2-morphisms between them exist only if f1 = f2. In the
case f1 = f2, such 2-morphisms are isomorphisms between f
∗
1(A )
op ⊗ A ′-
modules E1 and E2.
2.4. Remark. The condition that E provides a Morita equivalence between
the Azumaya algebras A ′ and f∗A implies that E is a vector bundle on S ′
whose rank at y ′ ∈ S is the product of the ranks of A ′ at y ′ and A at f(y ′).
(The rank of an Azumaya algebra A is n if its rank as an OS-module is n
2.)
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2.5. It is easy to see that Azumaya schemes form a 2-category with respect
to the natural composition of 1-morphisms. The category is equipped with
a forgetful functor to the category of schemes, which sends the Azumaya
scheme (S,A ) to S. We think of the Azumaya scheme (S,A ) as a ‘twisting’
of the scheme S; accordingly, we call the forgetful functor the untwisting.
Conversely, for any scheme S we have the ‘untwisted’ Azumaya scheme
(S,OS); if no confusion is likely we still denote this Azumaya scheme by S.
Note however that the corresponding functor from the category of schemes
to the 2-category of Azumaya schemes is not fully faithful (see Example 2.8).
2.6. From now on we suppose that all our Azumaya schemes are of finite
type over a fixed ground field; this ensures that direct/inverse image functors
are defined and well-behaved. A quasicoherent sheaf on an Azumaya scheme
(S,A ) is a sheaf of A -modules that is quasi-coherent as a OS-module. Quasi-
coherent sheaves on (S,A ) form an abelian category with enough injectives;
denote the corresponding derived category by D(S,A ). Of course, if (S,OS)
is the untwisted Azumaya scheme, the category D(S,OS) is the usual derived
category D(S).
Let ϕ = (f, E) be a morphism of Azumaya schemes (S ′,A ′) → (S,A ).
The direct image functor f∗ : D(S
′) → D(S) and the inverse image functor
f∗ : D(S) → D(S ′) are naturally upgraded to functors f∗ : D(S ′, f∗A ) →
D(S,A ) and f∗ : D(S,A ) → D(S ′,A ′); composing them with the Morita
equivalence
D(S ′,A ′) ≃ D(S ′, f∗A )
given by E, we obtain the direct image functor
ϕ∗ : D(S
′,A ′)→ D(S,A )
M ′ 7→ f∗(E∨ ⊗A ′ M ′)
and the inverse image functor
ϕ∗ : D(S,A )→ D(S ′,A ′)
M 7→ E⊗f∗A f∗(M).
It is easy to see that ϕ∗ is the left adjoint of ϕ∗.
2.7. Let us now consider the ‘extraordinary’ inverse image functor. Let ϕ
be as above. Generally speaking, the inverse image functor f! is defined only
on bounded below categories
f! : D+(S)→ D+(S ′);
13
accordingly, we obtain the inverse image functor
ϕ! : D+(S,A )→ D+(S ′,A ′)
M 7→ E⊗f∗A f!(M)
between the bounded below categories of the Azumaya schemes. If f is
Gorenstein (or, more generally, if the relative dualizing complex of S ′ over
S is perfect), the functor f! can be extended to the unbounded categories,
and then ϕ! also extends to the inverse image functor
ϕ! : D(S,A )→ D(S ′,A ′).
For instance, this is always the case for morphisms between smooth Azumaya
schemes.
If the map ϕ is proper (that is, if f is proper), then ϕ! is the right adjoint
of ϕ∗.
2.8. Example. Let (S,A ) be an Azumaya scheme. The identity 1-morph-
ism of (S,A ) is the pair (idS,A ), where we view A as a A
op ⊗A -module
in the natural way. If L is a line bundle on the (untwisted) scheme S, the
pair
ϕL = (idS,L ⊗A )
is a 1-automorphism of (S,A ) as well; in this way, we obtain all 1-automor-
phisms of (S,A ) that act trivially on its ‘untwisting’ S. In particular, even
if A = OS, and (S,A ) is the usual ‘untwisted’ scheme, it acquires some
‘twisted’ automorphisms (ϕL ) when considered as an Azumaya scheme.
The pull-back and push-forward functors for the morphism ϕL are then
given by
ϕ∗ = ϕ! : D(S,A )→ D(S,A ) ϕ∗ : D(S,A )→ D(S,A )
M 7→M⊗L M 7→M⊗L −1.
2.9. Suppose we are given three Azumaya schemes X = (X,AX), Y = (Y,AY),
and S = (S,B), and morphisms
ϕX = (fX, EX) : X→ S, ϕY = (fY , EY) : Y → S.
The fibered product W := X ×S Y is equipped with a natural Azumaya
algebra A , making it into an Azumaya space W = (W,A ). Explicitly,
p∗1(EX)⊗ p∗2(EY)
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is a module over
p∗1(AX)⊗ p∗2(AY)⊗ (p∗(B)⊗2)op,
and we let A be the algebra of its endomorphisms as a (p∗(B)⊗2)op-module.
Here p1, p2, and p are the projections of W onto X, Y, and S, respectively.
The four Azumaya algebras A , p∗1(AX), p
∗
2(AY), and p
∗(B) are naturally
Morita equivalent; this gives a commutative square of Azumaya schemes
W

// X

Y // S.
It is not hard to see that this square is 1-Cartesian, so that W is the fiber
product of X and Y over S.
A particular case of this construction is when AX = f
∗
XB, AY = f
∗
YB. In
this case the algebra A can naturally be identified with p∗B.
2.10. Remark. Note that the 2-category of Azumaya schemes does not
have a final object. For this reason, while fiber products exist, Cartesian
products do not.
2.11. Suppose now in addition that the two Azumaya schemes X, Y are
untwisted, so that AX = OX, AY = OY . In this case, the Azumaya scheme
(W,A ) is also split. However, it carries two natural splittings: one of them
compatible with the splitting of the Azumaya scheme X and the other com-
patible with the splitting of Y. The difference between the two splittings is
a line bundle L on S. Explicitly,
L = Homp∗(B)op(p
∗
1(E1), p
∗
2(E2))
measures the discrepancy between the splitting of the pullbacks f∗X(B) and
f∗Y(B).
In this way, we obtain a commutative diagram
(W,OW)
∼
 %%▲
▲▲
▲▲
▲▲
▲▲
▲
(W,OW)
∼
ϕL
88rrrrrrrrrr
&&▲▲
▲▲
▲▲
▲▲
▲▲
∼
// (W,A ) //

(X,OX)

(Y,OY) // (S,B)
of Azumaya schemes. Here the morphism ϕL is constructed in Example 2.8.
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2.12. All of the above constructions admit differential-graded analogues. In
particular in the situation of Section 2.9 we may consider the derived fiber
product of the Azumaya schemes. Specifically, the derived fiber product of
X and Y over S is naturally equipped with a sheaf of Azumaya algebras, and
we thus obtain an Azumaya dg-scheme WR.
This is the only way in which Azumaya dg-schemes appear in this pa-
per. In fact, for our purposes the most important situation is as in (2.11):
the Azumaya schemes X and Y are non-twisted, and thus their derived fiber
productWR is split (that is, 1-isomorphic to an untwisted dg-scheme); how-
ever, there are two splittings that differ by a line bundle on the dg-scheme
WR. For details, see (3.2)-(3.5).
2.13. Remark. It is well known that an Azumaya algebra on a scheme
S yields a class in the Brauer group H2(S,O×S ), which can be interpreted
geometrically as a Gm-gerbe on S. (Here Gm is the multiplicative group.)
Explicitly, to an Azumaya scheme (S,A ), we assign the stack Spl(A )
such that morphisms T → Spl(A ) from a test scheme T are pairs (f, E), where
f : T → S, and E is the splitting of the Azumaya algebra f∗A . Equivalently,
(f, E∨) is a morphism of Azumaya schemes (T,OT )→ (S,A ).
It is clear that Spl(A ) is equipped with a natural morphism to S, and
that this morphism turns Spl(A ) into a Gm-gerbe over S. In this way, we
obtain a fully faithful embedding of the 2-category of Azumaya schemes into
the 2-category of Gm-gerbes.
Since Spl(A ) is a Gm-gerbe, the category D(Spl(A )) decomposes into
direct summands indexed by the characters of Gm. The summand cor-
responding to the tautological character is identified with D(S,A ). This
identification agrees with the pullback and pushforward functors for a mor-
phism between Azumaya schemes.
3. Twisted derived intersections
In this section we discuss derived intersections in twisted spaces, general-
izing the results of [1] and [2]. We argue that there is a natural twisted
HKR class with similar properties to those of the usual one. The most im-
portant observation is that, with certain assumptions, the twisted derived
intersection differs only by a line bundle from the untwisted one.
We begin our discussion with the general framework for the derived inter-
section problems we study.
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3.1. Let S be a smooth variety, and let X and Y be smooth subvarieties of
S, with corresponding closed embeddings i and j. We shall denote by W0
and W their underived and derived intersections,
W0 = X×S Y, W = X×RS Y.
We assume given an Azumaya algebra A on S which allows us to construct
the Azumaya space S = (S,A ). Let X, Y be the Azumaya schemes (X,A |X),
(Y,A |Y). They are naturally smooth subvarieties of S with corresponding
closed embeddings by i¯, j¯. The derived intersection W of X and Y inside S
is given by
W = X×R
S
Y = (W,A |W),
see (2.9).
3.2. Now assume that the restrictions of A to X and to Y are split by vector
bundles EX and EY on X and Y, respectively:
A |X ∼= EndX(EX), A |Y ∼= EndY(EY).
This data gives rise to isomorphisms of Azumaya schemes m : X
∼−→ X,
n : Y
∼−→ Y which allow us to regard X and Y as smooth subvarieties of either
the untwisted space S = (S,OS) or of the twisted space S = (S,A ). In
the latter case the closed embedding i ′ : X →֒ S is given by the composite
X
m−→ X i¯−→ S. A similar composition gives the embedding j ′ of Y into S.
3.3. The given splittings of A |X and A |Y give rise to splittings of A |W .
These can be regarded as isomorphisms f and g between W and W. The
spaces and morphisms we have discussed so far fit in the following diagram:
W
g
''
f

q

p
// X
m

i ′

W
p¯
//
q¯

X
i¯

Y
j ′
??
n // Y
j¯
// S.
Note that we are not assuming that EX|W ∼= EY |W , hence the morphisms f
and g are not necessarily isomorphic. In particular, the entire diagram is
not commutative, even though the right-upper and left-lower trapezoids are.
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3.4. We are interested in comparing the derived intersection W of X and Y
inside S with its twisted counterpart, when we consider the intersection as
taking place inside S. Denote by W ′ this latter dg scheme,
W ′ = X×R
S
Y.
The structure sheaves ofW andW ′ (regarded as dg schemes with morphisms
to X and to Y) are the kernels of j∗i∗ and j
′∗i ′∗, respectively, both regarded
as functors D(X) → D(Y). (For a general discussion of the point of view
that structure complexes of derived intersections should be understood as
kernels of functors see [2, Section 2].)
Note that we would normally think of W, W ′ as dg schemes over X× Y
because they are both endowed with morphisms to X and Y. However, since
the category of Azumaya spaces does not have absolute products (as opposed
to fibered products), it is more natural to think of them as dg schemes over
the pair (X, Y): such a spaces is endowed with two morphisms, one to X and
one to Y, and morphisms in this category must make the obvious diagrams
commutative.
3.5. Regarding derived intersections as kernels makes it clear that the dg
scheme W ′ can be taken to be W as an abstract dg scheme, however one
of the two morphisms p or q has to be modified in order to fix the com-
mutativity of the resulting diagram. Let τ be the automorphism (in the
category of Azumaya dg schemes) of W given by τ = g−1 ◦ f. As an abstract
Azumaya dg scheme,W ′ is isomorphic toW. However as a space over (X, Y)
it is different from W – its projection maps to X and to Y are given by p
and q ◦ τ, respectively, instead of p and q. Note that the resulting diagram
commutes:
W =W ′
f
$$■
■■
■■
■■
■■
■
q◦τ

p
// X
m

i ′

W
p¯
//
q¯

X
i¯

Y
j ′
==
n // Y
j¯
// S.
It is easy to understand the automorphism τ ofW. At the level of underlying
dg schemes τ is the identity, hence τ must be given by a line bundle L on
W, see (2.8). Rephrasing the commutativity of the above diagram we get
j ′∗i ′∗(− )
∼= q∗(p
∗(− )⊗L ).
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We will call L the associated line bundle of the twisted derived intersection
problem.
3.6. Remark. Line bundles on a dg scheme W are classified, as in the
classical case, by
Pic(W) = H1(W,O×W) = H
1(W0,O×W).
If OW is formal and concentrated in non-positive degrees then the complex
O
×
W of invertible elements in OW consists of those whose degree zero part is
invertible. (Indeed, OW is a nilpotent algebra over OW0 .) We then have
Pic(W) = Pic(W0)⊕
⊕
i≥1
Hi+1(W0,H −i(OW)),
where H −i(OW) is the −i-th cohomology sheaf of OW .
In particular Pic(W0) and H2(W0,H −1(OW)) are direct summands in
Pic(W). It is easy to understand these groups geometrically. If L is a line
bundle on W, its zeroth cohomology sheaf H 0(L ) is a line bundle on W0,
and this gives the map Pic(W) → Pic(W0). (One can also understand this
map as the pull-back via the embedding W0 →֒W.)
Since OW is formal there is a projection map pi :W →W0. Even though
pi∗OW is a formal complex on W0, for a line bundle L on W the complex
pi∗L need not be formal. The first obstruction to the formality of pi∗L is its
HKR class (see (3.8) below), the obstruction to the splitting of τ≥−1(pi∗L ),
which is a class in
Ext2W0(H
0(pi∗L ),H
−1(pi∗L )) = H
2(W0,H −1(OW)).
In this way we realize the HKR class for a line bundle L as a component of
the class of L in Pic(W).
The main result of this section is the following.
3.7. Theorem. The associated line bundle L is trivial (or, equivalently,
W ∼=W ′ as Azumaya dg schemes over X×Y) if conditions (a)–(c) below are
satisfied
(a) EX|W0
∼= EY |W0 ;
(b) the map i ′ is split to first order; and
(c) the natural map NW0/Y → NX/S|W0 of vector bundles on W0 is split.
19
If this is the case then both W and W ′ are formal dg schemes over (X, Y),
W ∼=W ′ ∼= TotW0(E[−1]), where
E =
TS
TX + TY
is the excess intersection bundle for the original intersection problem X ∩ Y
inside S.
Moreover, if X = Y, i ′ = j ′ (i.e., i = j and EX = EY) and we assume that
i is split to first order, then the converse also holds: W ∼=W ′ if and only if
i ′ is split to first order.
Proof. The proof is essentially the same as the one of the corresponding
result in [1], [2]. Therefore we only review the main points of the proof
highlighting the aspects that are special to the twisted case.
Let us first review the proof in the untwisted case. There the proof
shows that W ∼= TotW0(E[−1]) if i is split to first order and condition (c) is
satisfied. We shall describe the proof in geometric language. We consider
the sequence of maps of dg spaces over (X, Y)
TotW0(E[−1])→ TotW0(NX/S |W0 [−1]) ∼= TotX(NX/S[−1]) ×XW0 ∼=
∼= (X×S X)×XW0 ∼= (X×S Y)×Y W0 → X×S Y.
Here the first map comes from the splitting of the sequence on W0
0→ NW0/Y → NX/S|W0 → E→ 0,
while the second isomorphism is the main result of [1], and its existence
follows from the fact that i is split to first order. (Throughout this proof
we will implicitly assume that all fiber products are derived, dropping the
superscript “R” for simplicity.)
Having constructed a map TotW0(E[−1]) → X ×S Y of dg spaces over
(X, Y), checking that it is a quasi-isomorphism is a local question which can
be settled using Koszul resolutions to complete the proof.
Moving over to the twisted case, let A be an Azumaya algebra over
S. The same exact proof shows that conditions (b) and (c) imply that
W ∼= Tot
W
0(E[−1]) as (X, Y) spaces, where placing a bar over an S-space X
means endowing it with the Azumaya algebra A |X. Note that the condition
that i¯ splits to first order means that the splitting pi : X(1) → X must satisfy
the condition that pi∗(A |X) ∼= A |X(1) .
The entire discussion above makes no assumptions on the splitting of A
on X or Y. Now assume furthermore that we have fixed splittings EX, EY of
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A |X, A |Y as in (3.2). Condition (a) of the theorem means that there is an
isomorphism W0 ∼=W
0
making a commutative diagram of Azumaya spaces
W0
!!❈
❈
❈
❈
❈
❈
❈
❈

// X

W
0 //

X

Y // Y // S.
(All the spaces in this diagram are non-derived.) Thus W0, as an (X, Y)-
space, is isomorphic toW
0
as an (X, Y)-space. The previous discussion shows
that conditions (b) and (c) imply that W is the total space of E[−1] over
W
0
, as a space over (X, Y). ThusW ′, as the pull-back of W over the map of
pairs of spaces (X, Y)→ (X, Y), is isomorphic to TotW0(E[−1]) as an (X, Y)-
space. Since the untwisted map i is split and condition (c) holds we know
that the untwisted intersection W is also isomorphic to TotW0(E[−1]). This
completes the proof of the fact that
W ∼=W ′ ∼= TotW0(E[−1]).
The reverse implication (the second part of the theorem) follows from
the discussion below of twisted HKR classes, see Theorem 3.13.
3.8. In the course of the above proof we used a generalization of Theorem 0.3
which applies for Azumaya spaces. We discuss this generalization below.
Consider the following set up. Let i : X →֒ S be a closed embedding of
smooth schemes over a field k of characteristic either zero or greater than
the codimension of X in S. Denote the first infinitesimal neighborhood of X
in S by X(1).
Let A be an Azumaya algebra over S, providing a map i¯ : (X,A |X) →֒
(S,A ) of Azumaya schemes. Let E be a coherent sheaf on (X,A |X) that is
locally free as an OX-module (a ‘twisted vector bundle’ for the twisting A |X).
We are interested in the object i¯∗i¯∗E of D(X,A |X). A local computation
with the Koszul complex (similar to the one in [7]) shows that its cohomology
sheaves are given by
H
−j(¯i∗i¯∗E) = E⊗∧jN∨,
where N∨ = N∨X/S denotes the conormal bundle of X in S. Therefore we have
a triangle in D(X,A |X)
E⊗N∨[1]→ τ≥−1i¯∗i¯∗E→ E→ E⊗N∨[2].
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We denote the rightmost map in this triangle by
αE ∈ Ext2A |X(E, E⊗N∨)
and call it the (twisted) HKR class of E, in keeping with the notation of [1].
The HKR class satisfies a number of simple properties.
3.9. Proposition.
(1) Suppose S2 is another smooth scheme, with a smooth morphism f :
S2 → S. Let X2 = f−1X. Consider the Azumaya algebra A2 := f∗A on
S2. Set E2 := f
∗(E); it is a coherent sheaf on (X2,A2|X2) that is locally
free over OX2 . Then
αE2 = f
∗(αE) ∈ Ext2A2|X2 (E2, E2 ⊗N
∨
2 ),
where N2 = f
∗(N) is the normal bundle to X2 ⊂ S2.
(2) Suppose that E1, E2 are two coherent sheaves on (X,A |X) that are
locally free as OX-modules. Then the HKR class of E1 ⊕ E2 is the
image of
(αE1 , αE2) ∈ Ext2A |X(E1, E1 ⊗N∨)⊕ Ext2A |X(E2, E2 ⊗N∨)
under the natural map to Ext2(E1 ⊕ E2, (E1 ⊕ E2)⊗N∨).
(3) Suppose A1 and A2 are two Azumaya algebras on S, and let Ei be a
coherent sheaf on (X,Ai|X) that is locally free as an OX module (i =
1, 2). The HKR class of the coherent sheaf E1⊗E2 on (X, (A1⊗A2)|X)
is given by
αE1⊗E2 = αE1 ⊗ idE2 + idE2 ⊗ αE1 .
(4) In the situation of the previous statement, the HKR class of the co-
herent sheaf Hom(E1, E2) on (X, (A
op
1 ⊗A2)|X) is given by
αHom(E1,E2) = −αE1 ⊗ idE2 + idE2 ⊗ αE1 .
Here A op1 is the opposite of the Azumaya algebra A1.
3.10. While we defined the HKR class using the object i¯∗i¯∗E, we can use
i¯!i¯∗E instead. Indeed, local computation with the Koszul complex shows
that
H
j(¯i∗i¯∗E) = E⊗∧jN,
Therefore we have a triangle in D(X,A |X)
E→ τ≤1i¯∗i¯∗E→ E⊗N[−1]→ E[1].
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3.11. Lemma. The rightmost map in this triangle is equal to αE.
Proof. Consider E∨ = Hom(E,OX) as a module over the Azumaya algebra
A op|X. If we let i¯
op be the map of Azumaya spaces i¯op : (X,A op|X) →
(S,A op) we have
i¯!i¯∗E = RHom(¯i
op,∗iop∗ (E
∨),A op);
now the claim follows from Proposition 3.9(4).
3.12. Finally, we can view the HKR class as the obstruction to extending
E to the first infinitesimal neighborhood of the Azumaya scheme (X,A |X).
More precisely, local extensions of E form a gerbe of extensions, which we
denote by E G ; and the class of this gerbe [E G ] is equal to αE. In the
‘untwisted’ case of ordinary schemes, this gerbe was considered in [1]; the
case of Azumaya schemes is completely analogous.
Explicitly, we construct the gerbe E G on X as follows. Given an open
subset U ⊂ X, we denote by U(1) ⊂ X(1) its first infinitesimal neighborhood.
By definition, E G (U) is the groupoid whose objects are pairs consisting of
a A |U(1)-module E
(1) that is locally free over OU(1) and an isomorphism be-
tween the restriction E(1)|U and the A |U-module E|U. (To simplify notation,
we usually omit this isomorphism.) As U ⊂ X varies, the groupoids E G (U)
form a sheaf of groupoids E G on X. It is locally non-empty (locally, sec-
tions exist) and locally connected (any two sections are locally isomorphic).
Moreover, the sheaf of automorphisms of any section is naturally identified
with
HomA |X(E, E⊗N∨) = N∨.
Thus, E G is a gerbe over the sheaf N∨. The class of this gerbe
[E G ] ∈ H2(X,N∨)
is equal to αE by the argument that is completely parallel to the proof of [1,
Proposition 2.6].
3.13. Theorem. In the above setting, assume that the normal bundle N =
NX/S extends to the first infinitesimal neighborhood X
(1). Then the following
statements are equivalent.
(1) The twisted HKR class αE of E vanishes.
(2) There exists a formality isomorphism
i¯∗i¯∗E ∼= E⊗ S(N∨[1])
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in D(X,A |X) (where the action of A |X on the right-hand side comes
from its action on E).
(3) There exists a formality isomorphism
i¯!i¯∗E ∼= E⊗ S(N[−1])
in D(X,A |X) (where the action of A |X on the right-hand side comes
from its action on E).
(4) The sheaf E extends to the first infinitesimal neighborhood X(1). Recall
that by this we mean that there exists a coherent sheaf E(1) on the
Azumaya scheme (X(1),A |X(1)) that is locally free over OX(1) and whose
restriction to (X,A |X) is isomorphic to E.
Proof. This theorem is entirely similar to the original result [1, Theorem
0.7], and we shall leave to the reader the task of filling in the details of the
proof.
3.14. In the situation of Theorem 3.13 suppose that E splits the Azumaya
algebra A |X. Recall that this means that rk(E) is equal to the rank of the
Azumaya algebra A |X. Note that in this case,
αE ∈ Ext2A |X(E, E⊗N∨) = H2(X,N∨).
An extension E(1), if it exists, splits the Azumaya algebra A |X(1) . Geomet-
rically, E gives a morphism of Azumaya schemes
(X,OX)→ (S,A ),
while E(1) is an extension of this morphism to (X(1),OX(1)). We arrive at the
following conclusion.
3.15. Corollary. Under the hypotheses of Theorem 3.13, suppose E splits
the Azumaya algebra A |X. Then the equivalent conditions of Theorem 3.13
are also equivalent to the following condition:
(5) The morphism
(X,OX)→ (S,A )
given by E fits into the diagram
(X,OX)→ (X(1),OX(1))→ (S,A )
(where the left arrow is the closed embedding X →֒ X(1)) such that the
underlying morphisms of schemes are the closed embeddings
X →֒ X(1) →֒ S.
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3.16. Remark. In particular condition (5) implies that the algebra A |X(1)
splits. However, the converse is generally not true: it is possible that A |X(1)
splits, but there is no splitting that restricts to E on X.
On the other hand, if every line bundle on X extends to a line bundle
on X(1) (for example, if the map X → X(1) is split), then condition (5) is
equivalent to the weaker condition that A |X(1) splits. Indeed, let E
(1) be any
splitting module for A |X(1) . Its restriction E
(1)|X is a splitting module for
A |X, thus there exists a line bundle L on X such that
E ∼= E(1)|X ⊗ L.
If L(1) is a line bundle on X(1) that extends L, then E(1) ⊗ L(1) is a splitting
module on X(1) extending E.
HKR class in the presence of a section
Let us return to the situation of Corollary 3.15. Thus i : X →֒ S is a closed
embedding of smooth schemes over a field k of characteristic either zero or
greater than the codimension of X in S, A is an Azumaya algebra on S, and
E is a splitting module for A |X. Above, we have constructed the twisted
HKR class of E
αE ∈ Ext2A |X(E, E⊗N∨) = H2(X,N∨).
Suppose now that E admits a nowhere vanishing section s ∈ H0(X, E). In
this case we can write αE as a product of two classes. Let us sketch this
construction.
3.17. A section s gives an embedding of vector bundles on X
OX → E : f 7→ fs.
Denote its cokernel by E ′ = E/(OXs). We thus have a short exact sequence
0→ OX → E→ E ′ → 0.
Let β(E, s) ∈ Ext1(E ′,OX) be the corresponding cohomology class. Note
that β(E, s) does not depend on the Azumaya algebra A or its action on E.
This is the first of the two classes which decomposes αE.
25
3.18. The second cohomology class lies in Ext1((E ′)∨,N∨). It is the obstruc-
tion to the extension of the pair (E, s) to the first infinitesimal neighborhood
X(1) of X. We can describe it as follows. Since the section s has no zeros, it
generates E as an A |X-module. The action of A |X on s gives a homomor-
phism of A |X-modules A |X → E. The kernel of this homomorphism is a left
ideal in A |X (the annihilator of s), which we denote by I ⊂ A |X.
Consider the problem of deforming I to an ideal I (1) ⊂ A |X(1) . Lo-
cally in the e´tale topology, A splits and such a deformation always exists.
Moreover, any two such deformations differ by a section of
HomA |X(I , (A |X/I )⊗N∨).
Thus these deformations form a torsor over the sheaf
HomA |X(I , (A |X/I )⊗N∨).
Note that the Morita equivalence corresponding to the splitting E identifies
this sheaf with the sheaf
HomOX((E
′)∨,N∨),
so the class of the torsor is an element
γ(E, s) ∈ Ext1((E ′)∨,N∨),
as claimed.
3.19. Proposition. The class αE ∈ H2(X,N∨) = Ext2(N,OX) decomposes
as the product of β(E, s) ∈ Ext1(E ′,OX) and γ(E, s) ∈ Ext1((E ′)∨,N∨) =
Ext1(N,E ′).
Proof. The proof is naturally formulated in the language of gerbes. Let us
sketch the argument.
Recall that the HKR class αE is equal to the class of the gerbe E G
of extensions of E to the first infinitesimal neighborhood of the Azumaya
scheme (X,A |X). Similarly, we can represent γ(E, s) as the class of a gerbe
over the complex
C• = (C0 → C1) := (N∨ → E⊗N∨).
Recall that a gerbe over a complex of sheaves of abelian groups
C• = (C0 → C1)
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is a C0-gerbe G and a trivialization of the induced C1-gerbe. Such a trivial-
ization can be given by a morphism of sheaves of groupoids G → Tors(C1)
that is compatible with the 2-action of C0. Here Tors(C1) is the trivial
C1-gerbe: its sections are C1-torsors.
In our situation, consider the N∨-gerbe E G . We construct a morphism
E G → Tors(E ⊗N∨) by sending a local section E(1) ∈ E G (U) to the torsor
of liftings of s ∈ H0(X, E|U) to a section s(1) of E(1). In this way, we obtain a
gerbe E G s over the complex C
•. The corresponding class [E G s] belongs to
the hypercohomology group H2(X,C•). Using the quasi-isomorphism C• →
E ′ ⊗N∨[−1], we obtain an identification
H2(X,C•) = H1(X, E ′ ⊗N∨),
and it is easy to see that [E G s] corresponds to γ(E, s) under this isomor-
phism.
On the other hand, E G can be viewed as the gerbe induced by E G s
under the morphism
C• → N∨.
Accordingly, [E G ] is the image of [E G s] under this morphism. Now it re-
mains to notice that the composition
E ′ ⊗N∨[−1] ≃ C• → N∨
is given by product with β(E, s).
4. Applications to Hodge theory
In this section we prove our main theorems, Theorem 0.8 and Theorem 0.13.
We also discuss generalizations of these results to twisted de Rham com-
plexes.
The de Rham complex as a twisted derived intersection
The following is a restatement of Theorem 0.8.
4.1. Theorem. Let X be a smooth scheme over a perfect field k of charac-
teristic p > 0. Let X ′ be its Frobenius twist, and let S = (T∗X ′,D) denote
the Azumaya space whose underlying space is the cotangent bundle T∗X ′ of
X ′. Consider the composite morphism
i ′ : X ′ = (X ′,OX ′)
m−→ (X ′,D|X ′) iD−→ S = (T∗X ′,D).
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Then there are natural isomorphisms in D(X ′)
F∗Ω
•
X
∼= i ′!i ′∗OX ′
∼=
(
i ′∗i ′∗OX ′
)
∨
.
Thus F∗Ω
•
X is formal if and only if i
′∗i ′∗OX ′ is.
4.2. Remark. In geometric language we can reformulate the above theo-
rem by saying that the line bundle associated to the twisted derived self-
intersection problem of X ′ inside S is L = (F∗Ω
•
X)
∨. The complex F∗Ω
•
X is
formal if and only if L is trivial.
We begin with an easy lemma.
4.3. Lemma. Let f : X→ Y be an affine morphism of schemes and let A be
a quasi-coherent sheaf of algebras on X. For any quasi-coherent sheaf of A -
modulesM, its direct image f∗M is a quasi-coherent sheaf of f∗A -modules.
The functor f∗ gives an equivalence between the category of quasi-coherent
A -modules on X and the category of quasi-coherent f∗A -modules on Y. It
also gives an equivalence between the corresponding derived categories.
Proof of Theorem 0.8. Recall from (1.8) that the sheaf of Azumaya algebras
D on T∗X ′ satisfies ϕ∗D = F∗DX, where ϕ : T
∗X ′ → X ′ is the bundle map.
We now have
F∗Ω
•
X = F∗RHom(X,DX)(OX,OX)
= RHom(X ′,F∗DX)(F∗OX, F∗OX)
= RHom(X ′,ϕ∗D)(F∗OX, F∗OX),
= RHom(X ′,ϕ∗D)(ϕ∗iD,∗F∗OX, ϕ∗iD,∗F∗OX),
= ϕ∗RHom(T∗X ′,D)(iD,∗F∗OX, iD,∗F∗OX).
Here the first equality is from (1.6), the second is Lemma 4.3, the third is
the relationship ϕ∗D = F∗DX, the fourth is the identity ϕ ◦ iD = id, and the
last is Lemma 4.3 again.
Recall that the functor
iD,∗ : D(X
′,D|X ′)→ D(T∗X ′,D)
admits a right adjoint i!D, thus we have
RHom(T∗X ′,D)(iD,∗F∗OX, iD,∗F∗OX) = iD,∗RHom(X ′,D|X ′ )(F∗OX, i
!
DiD,∗F∗OX).
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Because ϕ ◦ iD = id we conclude that
F∗Ω
•
X = RHom(X ′,D|X ′ )(F∗OX, i
!
DiD,∗F∗OX).
At this point recall that the sheaf of Azumaya algebras D|X ′ splits with
splitting module F∗OX. In fact F∗OX = m∗OX ′ under the Morita equivalence
OX ′-Mod
m∗−→ D|X ′-Mod of (1.9), and the inverse equivalence is given by the
functor
m∗(− ) = RHom(X ′,D|X ′ )(F∗OX, −).
Moreover, m∗ is both a left and a right adjoint to m∗ because the latter
functor is an equivalence. This justifies us to write either m∗ or m! for the
functor above.
With these considerations in mind the result of the above calculation
can be rewritten as
F∗Ω
•
X = RHom(X ′,D|X ′ )(F∗OX, i
!
DiD,∗F∗OX) = m
!i!DiD,∗m∗OX ′
= i ′!i ′∗OX ′ .
The statement that i ′!i ′∗OX ′
∼= (i ′∗i ′∗OX ′)
∨ is a standard form of duality.
Finally, the discussion in (3.5) implies that the associated line bundle of this
twisted derived intersection is (F∗Ω
•
X)
∨.
4.4. Remark. The algebra i!i∗OX ′ is always formal, i.e,
i!i∗OX ′ ∼= SX ′(Ω
1
X ′ [−1]).
Since i ′!i ′∗OX ′ and i
!i∗OX ′ have the same cohomology sheaves anyway, for-
mality of F∗Ω
•
X is equivalent to the existence of an isomorphism
i ′!i ′∗OX ′
∼= i!i∗OX ′ ,
or, dually, the existence of an isomorphism
i ′∗i ′∗OX ′
∼= i∗i∗OX ′ .
This justifies our statement that the above formality statements are equiv-
alent to the triviality of L .
Splitting on the first infinitesimal neighborhood
In this section we investigate under what circumstances the complex F∗Ω
•
X =
i ′!i ′∗OX ′ is formal. We prove the following theorem, which is essentially
Theorem 0.13.
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4.5. Theorem. Let X be a smooth variety over a perfect field k of charac-
teristic p > dimX. Then the following statements are equivalent.
(1) X lifts to W2(k).
(2) We have α = 0, where α ∈ H2(X ′, TX ′) is the class of the extension
0→ OX ′ → F∗OX F∗d−−→ F∗Z1 → Ω1X ′ → 0.
Here Z1 denotes the image of d in Ω1X.
(3) The map i ′ splits to first order.
(4) D splits on the first infinitesimal neighborhood of X ′ in T∗X ′.
(5) The line bundle L associated to the twisted derived self-intersection
problem of X ′ inside S is trivial.
(6) F∗Ω
•
X = i
′!i ′∗OX ′ is formal in D(X
′), that is, there exists an isomor-
phism
F∗Ω
•
X = i
′!i ′∗OX ′
∼= S(Ω1X ′ [−1]) = i
!i∗OX ′ .
Proof. We apply Theorem 3.7 to the problem of studying the formality of
the twisted derived self-intersection of X ′ inside S = (T∗X ′,D). Conditions
(a) and (c) of Theorem 3.7 are automatically satisfied. Condition (b) is (3)
above, and the theorem thus shows that (3) is equivalent to (6).
Remark 3.16 shows that (3) is also equivalent to (4).
The equivalence of (5) and (6) follows from Remark 4.2.
Note that F∗Ω
•
X
∼= i ′!i ′∗OX ′ , so we have
τ≤1(F∗Ω
•
X)
∼= τ≤1(i ′!i ′∗OX ′).
The class of the extension in (2) is the obstruction to splitting the former;
the twisted HKR class αOX ′ is by definition the obstruction to splitting
the latter. We conclude that (2) is equivalent to αOX ′ = 0. Moreover,
Theorem 3.13 shows that αOX ′ = 0 is equivalent to (4). Thus we have
proved that (2) is equivalent to (4).
Finally, the equivalence of conditions (1) and (2) is proved in the original
paper of Deligne-Illusie [8].
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The twisted de Rham complex
We have seen in the previous section that the (dual of the) Frobenius push-
forward of the de Rham complex can be directly regarded as a line bundle
over the derived self-intersection of the zero section in the twisted cotangent
bundle (T∗X ′,D). In this section we argue that the twisted de Rham complex
of Barannikov-Kontsevich can also be regarded in a similar way as a line
bundle over a derived intersection in (T∗X ′,D), as in Theorem 0.20. This
allows us to give a geometric realization of the Hodge-de Rham spectral
sequence for categories of singularities.
4.6. We start with a scheme X which is smooth over a perfect field k of
characteristic p > 0. We do not assume anymore that X is proper over
k. We choose a regular function f : X → A1 on X, sometimes called the
superpotential in physics literature.
From these data we construct the context for a twisted derived inter-
section as in Section 3. As the ambient space S we take the total space of
the cotangent bundle T∗X ′ of the Frobenius twist X ′. The Azumaya algebra
on S is A = D, the ring of differential operators on X. As one of the two
subvarieties of S we take the zero section X ′ →֒ T∗X ′.
Let f ′ = pi∗f where pi : X ′ → X is as in (1.1). We take as the second
subvariety of T∗X ′ the graph X ′f of the exact 1-form df
′. As an abstract
variety, X ′f is isomorphic to X
′, with a different embedding into T∗X ′. As
above, we denote the embeddings X ′ →֒ T∗X ′ and X ′f →֒ T∗X ′ by i and j,
respectively. Notice that the underived intersection (which was previously
denoted by W0) is the critical locus Crit f ′ of f ′.
Locally on X ′, any vector field ∂ gives rise to a function on T∗X ′, linear
in the fibers of the map T∗X ′ → X ′. The zero section of T∗X ′ is locally cut
out by the equations ∂ ′ = 0 for ∂ ∈ TX ′ . Similarly, the graph of df ′ is cut
out by the equations ∂ ′ − ∂ ′(f ′) = 0.
4.7. Denote by ψ the automorphism of the ring of differential operators DX
on X that acts on functions OX ⊂ DX as identity and on vector fields as
∂ 7→ ∂ − ∂f. Its action on the center OT∗X ′ of D is made explicit by the
following lemma.
4.8. Lemma. The automorphism s of OT∗X ′ induced by ψ acts on functions
as identity and on vector fields ∂ ′ ∈ TX ′ as ∂ ′ 7→ ∂ ′ − ∂ ′(f ′).
Proof. As discussed in (1.7), pi induces an isomorphism between the sheaves
of vector fields on X and on X ′. For a local vector field ∂ ′ on X ′, we write ∂
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for the corresponding local vector field on X. A straightforward calculation
shows that
ψ(gp) = gp
ψ(∂p) = ∂p − ∂[p]f− (∂f)p
for any g ∈ OX and ∂ ∈ TX. Therefore,
ψ(∂p − ∂[p]) = ∂p − ∂[p]f− (∂f)p − (∂[p] − ∂[p]f) = ∂p − ∂[p] − (∂f)p,
where ∂p−∂[p] and ∂p−∂[p]−(∂f)p are exactly the images of ∂ ′ and ∂ ′−∂ ′(f ′)
under the identification ι¯ : OT∗X ′ → Z(DX).
4.9. We shall write L for the DX-module ψ∗OX. As an OX-module it is
isomorphic to OX, however the action of ∂ ∈ TX is modified so that ∂ acts
on a local section g of OX by
∂.g = ∂(g) − ∂f.
We shall think of ψ as an automorphism of the twisted space (T∗X ′,D),
acting by s on the underlying space T∗X ′ and by ψ on D. By Lemma 4.8, we
have s(X ′) = X ′f. Since F∗OX splits the restriction i
∗D of D, F∗L = F∗ψ∗OX
splits j∗D.
4.10. We conclude that we are in the context of Section 3: we have an
ambient space S = (T∗X ′,D), with two subvarieties X ′, X ′f such that D splits
on both of them. We will use the notations of Section 3 from now on. In
particular we shall denote by i ′, j ′ the twisted embeddings of X ′, X ′f into S,
and by W andW ′ the untwisted and twisted derived intersections of X ′ and
X ′f (inside S and S).
In the remainder of this section, we show that the structure complex of
W is the dual of Ω•X ′,∧df ′ , and that the associated line bundle L for the
above intersection problem is the dual of F∗Ω
•
X,d−∧df.
4.11. To explain the above relationship we need to remind the reader about
the two complexes that appear in Theorem 0.20. The first is the de Rham
complex of the DX-module L given by the complex of sheaves on X
dR(L) = Ω•X,d−∧df = 0 −→ Ω0X d−∧df−−−−→ Ω1X d−∧df−−−−→ Ω2X −→ · · · ;
we view it as a twisted analogue of the de Rham complex of X. The second is
the analogue of the formal complex S(Ω1X ′ [−1]); it is the complex of coherent
sheaves on X ′ given by
Ω•X ′,∧df ′ = 0 −→ Ω0X ′ ∧df
′−−−→ Ω1X ′ ∧df
′−−−→ Ω2X ′ −→ · · · .
The following theorem rephrases Theorem 0.20.
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4.12. Theorem. Let W and W ′ be the derived intersections of the zero
section and the graph of df ′ inside (T∗X ′,O) and (T∗X ′,D), respectively.
Then we have
(a) the structure complex OW of W is the dual (over X
′ ) of Ω•X ′,∧df ′ ; and
(b) the associated line bundle L of the twisted derived intersection prob-
lem is the dual (again, over X ′) of F∗Ω
•
X,d−∧df.
If furthermore L is trivial, then the two complexes Ω•X ′,∧df ′ and F∗Ω
•
X,d−∧df
are quasi-isomorphic.
Proof. Part (a) is an easy calculation with an explicit Koszul resolution of
j∗OX ′ , so we will concentrate on part (b). We have the following sequence
of equalities
F∗Ω
•
X,d−∧df = F∗RHom
•
(X,DX)
(OX, L) =
= RHom•(X ′,F∗DX)(F∗OX, F∗L) =
= RHom•(X ′,ϕ∗D)(F∗OX, F∗L),
where the first equality follows from (1.6), the second is Lemma 4.3 and the
third is F∗DX = ϕ∗D.
Following the notation of Section 2 we denote by iD, jD the embeddings of
the twisted spaces (X ′, i∗D), (X ′, j∗D) into (T∗X ′,D). Note that ϕ◦jD = id =
ϕ ◦ iD because both i and j are sections of the bundle map ϕ : T∗X ′ → X ′.
We have
F∗Ω
•
X,d−∧df = RHom
•
(X ′,ϕ∗D)
(F∗OX, F∗L) =
= RHom•(X ′,ϕ∗D)(ϕ∗iD,∗F∗OX, ϕ∗jD,∗F∗L) =
= ϕ∗RHom
•
(T∗X ′,D)(iD,∗F∗OX, jD,∗F∗L) =
= ϕ∗i∗RHom
•
(X ′,i∗D)(F∗OX, i
!
DjD,∗F∗L) =
= RHom•(X ′,i∗D)(F∗OX, i
!
DjD,∗F∗L),
where the second equality comes from ϕ ◦ j = id = ϕ ◦ i, the third is Lemma
4.3, the fourth is adjunction, and the fifth is again ϕ◦i = id. Since F∗OX and
F∗L are splitting modules of i
∗D and j∗D respectively, a similar calculation
to the calculation done in the proof of Theorem 4.1 shows that
F∗Ω
•
X,d−∧df = m
!i!DjD,∗n∗OX ′ = i
′!j ′∗OX ′ .
This implies that the dual of F∗Ω
•
X,d−∧df is the associated line bundle of
the twisted derived intersection. (We have denoted by n the isomorphism
(X ′,OX ′) ∼= (X
′, j∗D) induced by the splitting module F∗L of j
∗D.)
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4.13. Recall that in the case of the untwisted de Rham complex the main
result was a complete characterization of when the associated line bundle of
the intersection is trivial. Specifically, we argued that F∗Ω
•
X and S(Ω
1
X ′ [−1])
are isomorphic if and only if X lifts to W2(k).
In the case of the twisted de Rham complex, the natural question is
whether there exists a quasi-isomorphism
F∗Ω
•
X,d−∧df
∼= Ω•X ′,∧df ′ .
Unfortunately, it seems hard to give a precise criterion for the existence of
such an isomorphism.
Note however that Ogus and Vologodsky prove (see Proof of Theo-
rem 4.23 in [10]) that if we start with a variety X and a proper map
f : X→ A1 defined over a field of characteristic zero, and consider reductions
of this pair (X, f) to characteristic p, then the above quasi-isomorphism ex-
ists for all p that are large enough. They then use this result to derive the
Barannikov-Kontsevich Theorem.
4.14. In this paper, we consider a slightly different question: we ask for
conditions when both complexes F∗Ω
•
X,d−∧df and Ω
•
X ′,∧df ′ are formal. This
turns out to be a special case of the above problem: these two complexes
have isomorphic cohomology sheaves anyway; therefore, once they are known
to be formal, they are automatically quasi-isomorphic.
4.15. As a particular case, the untwisted de Rham theorem corresponds to
f = 0. Indeed, if f = 0 the complex
Ω•X ′,∧df ′ ≃ S(Ω1X ′ [−1])
is clearly formal, and its cohomology sheaves are isomorphic to the coho-
mology sheaves as F∗Ω
•
X. Therefore, if f = 0, the two complexes are quasi-
isomorphic if and only if they are both formal.
The theorem below is our main result concerning the formality of twisted
de Rham complexes.
4.16. Theorem. Let X be a smooth variety over a perfect field of charac-
teristic p, and let f : X → A1 be a morphism. Assume that the following
conditions hold:
1. p > dim(X).
2. Both X and f lift to W2(k).
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3. The critical locus Z = Crit f is scheme-theoretically smooth.
4. f is constant on each connected component of Z.
5. The embedding Z →֒ X is split to first order; in other words the short
exact sequence below splits
0→ TZ → TX|Z → NZ/X → 0.
Then the complexes F∗Ω
•
X,d−∧df and Ω
•
X ′,∧df ′ are both formal and quasi-
isomorphic.
4.17. Remark. If conditions 1 and 3 in the statement of the theorem are
satisfied, formality of Ω•X ′,∧df ′ implies condition 5 by [2, Theorem 1.8], thus
providing a partial converse of Theorem 4.16.
4.18. Corollary. Suppose that X and f satisfy the conditions 1–5 of The-
orem 4.16. Then there are isomorphisms
R
iΓ(X,Ω•X,d−∧df)
∼= RiΓ(X,Ω•X ′,∧df ′)
∼=
⊕
i−c=p+q
Hp(Z ′,Ω
q
Z ′ ⊗ω)
where c denotes the codimension of Z in X and ω denotes the relative
dualizing complex of the embedding Z ′ →֒ X ′.
Proof. Indeed, it is easy to see that since Z ′ is smooth, the cohomology
sheaves of the complex Ω•X ′,∧df ′ are given by
Hi(Ω•X ′,∧df ′) = Ω
i−c
Z ′ ⊗ω.
Corollary 4.18 can now be transferred to characteristic zero, giving Theo-
rem 0.22. For the reader’s convenience we repeat the statement of Theo-
rem 0.22 below.
4.19. Theorem. Let X be a smooth variety over a field k of characteristic
zero, and let f : X→ A1 be a proper morphism. Suppose that the following
conditions are satisfied:
1. The critical locus Z = Crit f is scheme-theoretically smooth.
2. The embedding Z →֒ X is split to first order, that is, the short exact
sequence below splits
0→ TZ → TX|Z → NZ/X → 0.
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Then there exist isomorphisms
R
iΓ(X,Ω•X,d−∧df)
∼= RiΓ(X,Ω•X,∧df)
∼=
⊕
i−c=p+q
Hp(Z,Ω
q
Z ⊗ω)
where c denotes the codimension of Z in X and ω denotes the relative
dualizing complex of the embedding Z →֒ X.
Proof. The theorem is deduced from the characteristic p statement (Corol-
lary 4.18) in a manner parallel to the argument of [10]. Note that this
argument relies on a very subtle statement concerning specialization of the
de Rham cohomology to characteristic p, see the first claim of [10, Theo-
rem 4.23].
4.20. Remark. The isomorphism
R
iΓ(X,Ω•X,∧df)
∼=
⊕
i−c=p+q
Hp(Z,Ω
q
Z ⊗ω)
follows directly from [2, Theorem 1.8] (which is the untwisted version of
Theorem 3.7). Thus, Theorem 0.22 is also implied by the combination of [2,
Theorem 1.8] and the Barannikov-Kontsevich Theorem (Theorem 0.17).
4.21. Let us now prove Theorem 4.16. Its proof is a straightforward ap-
plication of Theorem 3.7 (which in turn generalizes the main result of [2],
similar in nature also to the main result of [9]). The only non-trivial aspect
of the proof is checking condition (a) of Theorem 3.7; that is, we need to
verify that the splitting modules of the Azumaya algebra D along X ′ and
X ′f agree along the (non-derived) intersection Z
′ = X ′ ∩ X ′f. This requires a
study of exponential functions in positive characteristic.
4.22. Let J ⊂ OX be the Jacobian ideal of f, that is, the ideal of the closed
subscheme Z ⊂ X. Put
J[p] = 〈gp|g ∈ J〉,
so that J[p] is the ideal of the closed subscheme Z[p] = F−1(Z ′) ⊂ X. Note
that J[p] ⊂ OX is a sub-DX-module.
Recall that D is trivialized along the zero section X ′ of T∗X ′ by the
module E = F∗OX. By Lemma 4.8, acting by ψ on D moves the zero section
X ′ to the section X ′f, and hence the module Ef = F∗ψ∗OX = F∗L is a splitting
module of D along X ′f. To complete the proof of Theorem 4.16, we need
to show that E|Z ′ ∼= Ef|Z ′ as F∗D|Z ′-modules. Since the map F : X → X ′ is
affine, this is equivalent to finding an isomorphism of DX-modules
OX/J
[p] ≃ L/L · J[p].
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Recall that L is a trivial rank one OX-module, but derivations ∂ ∈ TX ⊂
DX act on it by ∂− ∂f. Thus, an isomorphism
OX/J
[p] ≃ L/L · J[p]
is given by multiplication by an invertible function
g ∈ (OX/J[p])×
that must satisfy the differential equation
d log(g) = df mod J[p];
as usual, d log(g) = dg/g.
We will call a solution g to the above differential equation an approximate
exponential of f. Observe that in characteristic p the usual power series for
exp(f) is not defined past the p-th term.
4.23. At this point, the existence of an approximate exponential follows
from the work of Ogus and Vologodsky [10, Proposition 4.28]. This com-
pletes the proof of Theorem 4.16. Since the relevant part of [10] is spread
over several claims, we restate their result and sketch its proof below for the
reader’s convenience.
4.24. Proposition. As before, let X be a smooth variety over a perfect
field k of characteristic p, and let f : X → A1 be a morphism. Denote by
Z = Crit f the critical locus of f, and let J ⊂ OX be the Jacobian ideal of f.
Suppose that the following conditions hold:
1. Both X and f lift to W2(k).
2. f is constant on each reduced connected component of Z.
3. p > cn, where c is the maximal codimension of Z in X, and n is the
smallest number such that (
√
J)n ⊂ J.
Under these assumptions, an approximate exponential exists: there is g ∈
(OX/J
[p])× such that
d log(g) = df mod J[p].
Proof. Without loss of generality, we may assume that Z is connected.
Subtracting a constant from f we may assume that f ∈ √J.
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Define α ∈ OX/J[p] as follows. Locally on X there exists a lift F˜ of the
Frobenius map F to W2(k); put
α =
1
p
(
F˜(f˜) − f˜p
)
mod p,
where f˜ is the lift of f. One can check that α does not depend on the choice
of F˜, and therefore the local expressions glue to define α globally.
Now define g by the formula
g = hexp(f) ·
(
1 + α+
α2
2!
+ · · · + α
p−1
(p− 1)!
)
.
Here
hexp(x) = exp
(
x+
xp
p
+
xp
2
p2
+ · · ·
)
is the Artin-Hasse exponential [3]. It is a formal power series whose coeffi-
cients are rational numbers without p’s in the denominator, and therefore
hexp(x) makes sense over fields of characteristic p.
It is not hard to check that g is indeed an approximate exponential.
Indeed,
d log(hexp(f)) = (1 + fp−1 + fp
2−1 + . . . )df = (1 + fp−1)df mod J[p],
because fp
2−1 ∈ J[p]. Local calculation shows that αc ∈ (√J)[p], therefore
αp−1 = 0 mod J[p], which implies that
d log
(
1 + α+
α2
2!
+ · · · + α
p−1
(p− 1)!
)
= dα mod J[p].
It remains to notice that dα = fp−1df, and hence
d log(g) = d log(hexp(f)) + d log
(
1 + α+
α2
2!
+ · · · + α
p−1
(p− 1)!
)
= df mod J[p]
as claimed.
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4.25. Remark. We conclude the paper with an observation concerning
approximate exponentials. As we have already mentioned, αp−1 = 0 mod J[p]
under the hypotheses of Proposition 4.24. For this reason, we can rewrite
the formula for g as
g = hexp(f) · hexp(α).
This suggests a different informal approach to finding an approximate ex-
ponential as an infinite product. Namely, suppose that there exist lifts of X˜
and f˜ not just to the ring of second Witt vectors W2(k), but to the ring of
infinite-level Witt vectors W(k). We can now consider lifts F˜ of the Frobe-
nius map F to W(k); generally speaking, such F˜ exists only locally.
Consider the sequence
h0 = f˜
h1 =
1
p
(
F˜(f˜) − h
p
0
)
h2 =
1
p2
(
F˜2(f˜) − h
p2
0 − p · hp1
)
...
hn =
1
pn

F˜n(f˜) − n−1∑
j=0
pjh
pn−j
j


...
These expressions are well defined overW(k) (in other words the expressions
in parentheses are divisible by the corresponding power of p). One may
consider as a candidate for an approximate exponential of f the reduction
modulo p of the infinite product
g˜ = hexp(h0) · hexp(h1) · hexp(h2) · · · .
(Here we are completely ignoring convergence issues.) The approximate ex-
ponential used in Proposition 4.24 is the reduction of the truncated product
hexp(h0) · hexp(h1).
The recursive expressions for hi imply the identity
g˜ = exp
(
f˜ +
F˜(f˜)
p
+
F˜2(f˜)
p2
+ · · ·
)
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over W(k)[p−1]. Taking the derivative of both sides, we see that
dg˜ = df˜+
dF˜(f˜)
p
+
dF˜2(f˜)
p2
+ · · · .
It is easy to see that dF˜k(f˜) is actually divisible by pk overW(k), so the right-
hand side of the formula makes sense over W(k). Moreover, the reduction
of p−kdF˜k(f˜) modulo p vanishes modulo J[p]. This justifies the expectation
that g˜ is an approximate exponential of f˜.
The above formulas are perhaps more conceptual than the truncated
expression used in Proposition 4.24. Unfortunately, there are two issues
with this approach, and it is not clear how to make it rigorous. First of
all, the above infinite products and sums may diverge. Also, even when the
expression for g˜ is well defined, it may depend on the choice of local lift F˜.
In some cases, these issues can be resolved by restricting the class of lifts F˜
that one considers.
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