Direct product difference sets  by Ganley, Michael J
JOURNAL OF COMBINATORIAL THEORY, Series A 23, 321-332 (1977) 
Direct Product Difference Sets 
MICHAEL J. GANLEY” 
Department of Mathematics, Utkersity of Glasgow, Glasgow GI2 SQ MT Scotlard 
Communicated by the Managing Editors 
Received June 11, 1976 
1. INTRODUCTION 
The theory of difference sets and relative difference sets has been used to 
investigate finite projective planes which admit a quasiregular collineation 
group of “reasonably” large order (see 14, 51.) In this paper we introduce 
the concept of a direct product difference set (and, in Section 6, a generalized 
d.p. difference set) to aid our investigation of quasiregular collineation 
groups. 
In Section 2 we define a d.p. difference set and show that such a difference 
set must have parameters of a particular form. We also give an explicit 
construction for an infinite family of these difference sets. 
In Sections 3 and 4 we consider a geometric object associated with the 
difference set and demonstrate the link with certain finite projective planes. 
In Section 5, this link is used to prove a result concerning the type of group 
which can contain a d.p. difference set. 
It is assumed, throughout, that the reader is familiar with finite projective 
planes (for instance, [l, 61) and difference sets (in particular, [3]). 
2. DIRECT PRODUCT DIFFERENCE SETS 
We introduce a new type of difference set, which is a generalization of the 
relative difference sets of Elliott and Butson [3]. 
DEFINITION. Let G = A x B be the direct product of two groups A 
and B, with j A / = a and [ B j = b (a, b 3 2). Let D C G, such that every 
element of G\{A u B} can be represented in exactly h (2 1) ways in the form 
dt:ldj , where di , dj E D. Furthermore, suppose that no nonidentity element 
*This paper was written while the author was visiting Washington State University 
for the Academic year 1975-1976. 
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of A U B can be so represented. If 1 D I = k, then we call D an (a, b, k, A) 
direct product di#erence set in G (d.p. difference set in G). 
Simple counting proves that 
k(k - 1) = h(a - l)(b - 1). (2.1) 
LEMMA 2.1. Let D be an (a, b, k, h) d.p. d@erence set in G = A x B. 
Then, if 01 is the natural homomorphism from G -+ A, with kernel B, the 
image of D under u is an (a, k, X(b - 1)) “ordinary” difSerence set iFI A. 
SimilarI]; if p is the tzatural homomorphism from G --t B with kernel A, the 
image of D under /3 is a (6, k, h(a -_ 1)) “ordinary” dlrerence set in B. 
ProoJ In the group ring ZG, the defining equation for D can be written 
D(-l)D=(k-+X)+h(G-A-B), (2.2) 
where D(- 1) is the element CdsD d-l E ZG. Applying the homomorphism 
u to this equation we have 
i.e., 
((D( -- 1))a D* = (k + h) + X(bA - A - b), 
E(-1)E = k + h(b - l)(A - I), 
where E = D” E ZA. Thus E is an ordinary (a, k, X(b - 1)) difference set 
in A. Similarly, by applying p to Eq. (2.2), the second assertion of the lemma 
follows. 
THEOREM 2.2. Let D be an (a, b, k, h) d.p. d$zrence set in G. Suppose that 
a > b; then either 
(i) a = b = k = h = 2, or 
(ii) a=n,b=n-l,k==n-landh=lforsomeintegern>3. 
Proof. The fact that the image of D under 01 yields a (a, k, h(b - 1)) 
difference set, implies that 
Similarly, 
a > k 2 h(b - 1); 
b >, k > h(a - 1). 
(2.3) 
Now, if X > 2, then from (2.3) we have that b 3 2(a - 1) 3 2(b - I), 
so that b = 2. (Note that b > 2, by definition.) Thus, 2 > X(a - 1) > 
2(a - l), which gives a = 2 and so k = x = 2. 
If h == 1 and a > b, from (2.3) we have either a = b and k = a or a - 1, 
which is impossible by (2.1) or a = b + 1 and k = b. 
For this second possibility put a = n and the proof is complete. 
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The only examples of a (2,2,2,2) d.p. difference set (which occur in 
G = C, x C,) are D = ((0, 0), (1, 1)) or D = {(I, 0), (0, 1)). 
Throughout the rest of this paper, whenever we talk of D being a d.p. 
difference set, we shall mean that D has parametres (n, n - 1, n - 1, 1) 
for some integer n > 3. We shall refer to such a difference set as D(n). Also, 
note that if we consider the group G = C, = C, x C, , then any singleton 
in G gives a trivial d.p. difference set with k = 1 and X = 0. We shall refer 
to this example as D(2). 
EXAMPLE (Due to E. Spence). Let F = GF(n), where n = p”, p prime and 
CL 3 1. Let ?I be a primitive root in F. Consider the group G = E, x C,_, 
where E, g F(+) and C,-, z F*(e). Composition in G is defined by 
(e, , cl) o (ez , cp) = (e, + et, clc2). Let D = {(xi, xi): i = 0, 1, 2 ,..., n - 2>, 
then D = D(n) is a d.p. difference set in the group G. 
Proof. Clearly differences of distinct elements of D can never yield 
elements of either E, or C,-, 
Suppose that (xi, xi) - (xi, xj) = (xU, x”) - (x”, x”), where i, j, II, 
v E{O, I,..., n-2}andi#j,u+v. Then (xi -- .xj, xi-j) = (x” - .Y’, .x’“-~), 
so that 
.$ - xj = p - ,p and ,+j = x~t-r. 3 
i.e., 
xu(xi-u - 1) = x~(~G-v _ 1) and $-u = yi-t, _ . 
Since x” s P, then xi-u = 1 = ~j-~, so that xi = xU and .uj = x”. 
Consequently, no nontrivial element of G can be represented twice as the 
difference of elements of D. Straightforward counting now proves that 
D = D(n) is a d.p. difference set in G. 
We also have the following result. 
THEOREM 2.3. There exists a d.p. d@erence set D(n) whenever n is a power 
of a prime. 
We give another construction for D(p), when p is a prime, p > 2. It is 
not difficult to check that this construction yields essentially the same 
difference set as in the previous example, with n = p. 
THEOREM 2.4. Letp be a prime, p 3 3. Let t = 1 (modp - 1) such that t 
is a primitive root (modp). Let D = {(ti - l)/(t - 1): i = 0, l,..., p - 2}, 
reduced modp(p - I), then D = D(p) is a d.p. d@rence set in the cyclic 
group G E C1)(9--1) e C, x C,-, . [Note that we are writing the group G 
additively.) 
We leave the proof as an exercise. 
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As a particular example choose p = 5 so that we want t LX 1 (mod 4) and 
t ~: 2 or 3 (mod 5). We can choose t = 13 or t = 17. When t = 13, we 
have D, = (0, 1, 3, 141. When t = 17, we have D, =-: -(O, 1, 7, 181. Note that 
D, = 30,. 
A translate of a d.p. difference set D in G is the set of elements 
Dg = jdg: d E 0) for some g E G. 
Clearly, any translate of D is also a d.p. difference set in G. 
If I is an integer, with (t, 1 G 1) = 1, then a multiple of D is the set of 
elements Df = (dt: no Dj. Again, a multiple of a d.p. difference set is a 
d.p. difference set. 
If Dt = Dg, for some g E G, we call t a multiplier of D. If Dt = D we say 
that D isjixed by t. 
THEOREM 2.5. For the d@erence set D(p) of Theorem 2.4, the element t 
is a multiplier of D. Furthermore, t does notjx any translate of D. 
Proof. Since 
t” - 1 p-1 - f rat1 -- 1 
t- 
t I= ~- =- t-l t --- 1 t- 1 - 1, 
then tD = D - 1. Thus t is a multiplier of D. Suppose that t fixes the 
translate D + g, then, 
t(D f g) = D + g, 
i.e., 
i.e., 
tD T tg = D + g, 
Thus we have 
tg - 1 -L D = g + D. 
(t - l)g = 1 mod p(p - 1). (2.4) 
Since t = 1 (modp - l), (2.4) is impossible. 
Remark. The situation concerning the multiplier t, of Theorem 2.5, is 
unusual for the following reason. For all other (known) types of difference 
sets, such as “ordinary” or relative difference sets, every multiplier must fix 
at least one translate of the difference set (see, for instance, [3, 
Theorem 8.2: 71). 
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3. THE GEOMETRY OF d.p. DIFFERENCE SETS 
LEMMA 3.1. Let D be a d.p. d$erence set in G = A x B. Let g, , g, E G, 
with g, + g, . Then 
1 Dg, n Dg, 1 = 0 (f’ g,g;lEAuB, 
z 1 if’ g,g;‘$AuB. 
Proof. Let h = d,g, = d,gz , so that d;ld, = g,g;l. Since dl # dz , if 
there is such an element h, then g,g;l # A u B. If g,g;’ # A u B, then there 
is a unique dl and dz , as above, so that there is precisely one element h, as 
claimed. 
From a d.p. difference set, we can construct a geometric object, whose 
points are the elements of G and whose lines are translates of D; incidence 
being set-theoretic inclusion. According to Lemma 3.1, the lines of this 
geometry can be partitioned into two distinct parallelisms. In particular, 
if Dg, and Dg, are distinct translates, then if g,g;’ E A, we can say that Dgl 
and Dg, are A-parallel, whilst if gzg;l E B, then Dgl and Dg, are B-parallel. 
If gzg;’ $ A u B, then the two translates have precisely one point in common. 
The object we have can be loosely described as a double affine plane and we 
wish to know whether we can extend this object to a projective plane, by 
adding points to parallel classes. 
To each A-parallel class we will add one extra point and to each B-parallel 
class we add one extra point. Hence, to each translate of D we add two extra 
points. We will also add a certain number, say m, of other points, which are 
not incident with any of the translates of D, and then finally add in some 
new lines so that the resulting structure is a projective plane. Since each 
translate contains (n - 1) -C 3 = II + 1 points, then the plane will have 
order n. 
The number of A-parallel classes is n - 1 and the number of B-parallel 
classes is n. Hence the total number of points we have is 
n(n - I) + (17 - 1) + n + m = 112 1. n + (m - 1). 
Since the plane will have order !I, then we must have m = 2. Before 
proceeding to the construction, we prove the following lemma. 
LEMMA 3.2. (i) The elements of D are in distinct cosets of A. 
(ii) The elements of D are in distinct cosets of B, so that there is one coset 
of B which contains no element of D. 
Proof. There are n - 1 cosets of A, so that if D contained two elements 
from the same coset, the difference of these elements would give an element 
of A. The second part of the lemma follows, for the same reason. 
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We now show how to construct a projective plane from a d.p. difference 
set D(n). 
The points are as follows: 
{g E G} u {(q): i = I,..., ?I - I} U ((pj):j z 1, 2,..., !Z> U {X> U { Yj, 
where X, Y are the two new points, not incident with any translate. The 
points {(ai)} are added to the A-parallel classes and the {(&)} to the &parallel 
classes. 
Let the elements of A be denoted a,, a2 ,..., a, and the elements of B be 
denoted b, , b, ,..., b,_, . 
The lines of the projective plane will be the point sets: 
II: {X} U {Y} U {(ai): i = 1,2 ,..., n - I$, 
1,: {X} U {@Ii): i = 1, 2 ,.,., ~21, 
la(i): CAbi} u {A’: for each i = 1, 2,..., n - 1; 
Mid: Pd u {(Pi>1 u {(4, for each g E G, where g = (ai , b,); 
k(i): iat4 u W3> u ( Y) for i = 1, 2 ,.... II. 
Here k depends on i, and is chosen as follows. For the coset aiB, there 
exists a unique uk such that j a,a;‘B n D / = 0 (see Lemma 3.2). This k gives 
the element (83. 
Clearly, the above structure contains n* + II + 1 points and n2 + n I I 
lines. Also, each line contains IZ + 1 points and so it is only necessary to 
prove that two distinct lines have a point in common, in order to show that 
the structure is a projective plane of order n (see, for instance, [ 1, p. 1381). 
This is trivially true if either of the lines involved is lI or 1, . The lines &(i) 
and l,(j) have the point X in common. Is(i) and 14(jr k) have a common point, 
by Lemma 3.2(i). Is(i) and ls( j) have the point a,b, in common. Consequently, 
we need only check three cases: 
(i) I,(i) and l,(j), which have the point Yin common. 
(ii) 1,(&j) and 14(s, f). In this case, for distinct lines we must have either 
i f sorj + I (or both). If i = s, then the point (/3J is common to both lines, 
whereas if j = t, then (n!J is common to both lines. If i + s and j # t, then 
(a,, b&a,, bj)-l = (a&l, b,bil) + A u B. Hence by Lemma 3.1, the two 
lines have a point in common. 
(iii) l*(i,.j) and l,(k). The two lines we are considering are l,(i,,j) = 
(Daibj} u {@J} u {(aj)) and l,(k) = (a,B] u {(/3J} u {Y], where s depends 
on k, as previously explained. 
Suppose I a,B n Daibj 1 = 0. Then 1 a,B n Da, ~ = 0, so that 
I aRBaF1 n D i ==- 0. Since B is a normal subgroup of G, then we have that 
/ a,a;‘B n D / = 0. But by the definition of s, we must have that (pi) = (ps). 
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Consequently, the two lines have at least one point in common. This then 
completes the proof of the following result. 
THEOREM 3.3. The incidence structure obtained from a direct product 
diflerence set D(n) can be extended, in the manner indicated, to a projective 
plane, ?r, of order n. 
4. QUASIREGULAR COLLINEATION GROUPS 
A permutation group G is called quasiregular if it acts regularly on each 
of its orbits; i.e., if g E G and g fixes an element, say cz, then g fixes every 
element in the orbit of 01. An orbit is called faithful if no nonidentity element 
of G fixes any (and hence all) points in the orbit. In particular, any Abelian 
permutation group is quasiregular. 
As part of a more general theorem, the following result was proved in [2]. 
THEOREM 4.1. Let rr be afinite projective plane of order n which admits a 
quasiregular collineation group G of order n(n - 1). Then G fixes two points, 
say X and Y, and two lines x = XY and y, where y is some line of rr, such that 
X E y and x # y. The group G has a total of five point and five line orbits. 
The set of points not incident with either x or y forms a faithful orbit of length 
n(n - 1) and the set of lines containing neither X nor Y forms a faithful orbit, 
also of length n(n - 1). Finally, the group G can be written as a direct product 
G = A x B where A is a group of (X, x)-elations, with 1 A 1 = n, and B is a 
group of (Y, y)-homologies of order (n - 1). 
LEMMA 4.2. Let v and G = A x B be as in Theorem 4.1. Let P be a point 
of the faithful point orbit and 1 be a line of the faithful line orbit. Define 
D = (g E G: Pg E I>, then D,,is a d.p. drerence set in the group G. 
Proof. Clearly 1 D / = n - 1, so we only need to show two things: 
(i) that d;‘dz +k A v B where dI , dz E D, dI # dz ; and 
(ii) that if d;‘dz = d;‘d, , where di ED (i = 1,2,3,4), then either 
dI = dz (and so d3 = dJ or-id, = d3 (and dz = dJ. 
For (i), suppose that d;‘dz = a E A. Then dz = dia. Write Pdi = Q E I 
(for i = 1, 2), so that Q, = &a. Let I n x = R, then we have 
la = (RQ,)a = (Ra)(Q,a) = RQz = I. 
Since 1 is in the faithful line”orbit, then a = 1, 
argument shows that d;‘dz $B when dI f dz. 
the identity of G. A similar 
58423/3-7 
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For (ii), suppose d;‘d, = d;;‘d, where dI F d3 (and d2 # da). Write 
Pdi = QS E I (i = 1,2, 3,4). It is then a simple matter to verify that the 
collineation d;‘d,: Q3 + Q4 and Q, - Qz . Thus 
Id;% = (QlQJ d& = (Qld; ‘d&Q,d~%, = QsQ4 = I. 
As before, this means that d3 = d4 (and dI : r&). This completes the proof 
of the lemma. 
Combining Lemma 4.2 with Theorem 3.3 we have 
THEOREM 4.3. A d.p. difSerence set D(n) in a group G = A x B is 
equivalent to a finite projective plane of order II, which admits a quasiregular 
collineation group isomorphic to G. 
Proof. We need only show that the incidence structure rr of Theorem 3.3 
admits the group G as a quasiregular collineation group. This follows, 
since the set (8,: h E G such that 6,: g --f gh, for all g E G} is a group of 
mappings, isomorphic to G, which induces the desired group on T. The 
two fixed points are X and Y and the two fixed lines are II and l2 . 
We make the following remarks concerning Theorem 4.3. 
(i) Every desarguesian plane gives rise to a d.p. difference set D(p”) 
for each prime power p” (another proof of Theorem 2.3). In this case, the 
group A is elementary Abelian and the group B is cyclic. Naturally one would 
conjecture that D(n) can only exist if n is a power of a prime. 
(ii) The difference sets D(p) constructed in Theorem 2.4 yield des- 
arguesian planes of prime order. This is because the multiplier t (of 
Theorem 2.5) fixes each element of B and so induces a homology of n, with 
center X and axis some line m with YE m. t has order p - 1 and so 7~ is 
(X, m) transitive. This, combined with the other transitivities (see 
Theorem 4.1) is enough to make 7~ desarguesian. 
(iii) It was proved in [5] that when the group G is Abelian, then 7~ is 
self-dual. In fact n admits a polarity p which acts as follows: Let P be any 
point of the faithful point orbit and I any line of the faithful line orbit. Let 
PI = I n x, P, = I n y, I, = PX and I, = PY. Then for each g E G, we have 
p: Pgtt lg-I 
p: Pig t-f Iig-1 (i = 1,2), 
p:xt,x and Y-y. 
It is easily checked that p is a polarity of r. Note that p is determined 
completely by the choice of P and the choice of 1. 
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5. THE ABELIAN CASE WITH n EVEN 
LEMMA 5.1. Let 7~ be the finite projective plane of order n as described in 
Theorem 4.1. Then if g E G, such that g2 is a (Y, y)-homology, then g is the 
product of a (Y, y)-homology and an involutory (X, x)-elation. 
Proof We coordinatize n in any way such that X = (co), Y = (0) and y 
is the line x = 0. Denote by R the corresponding ternary ring. Now if g E G, 
by Theorem 4.1, g is the product of a (Y, y)-homology and an (X, x)-elation, 
so that g acts as follows: 
g: (x, Y) - (ax, Y + b) for some a, b E R, a # 0. 
Then g2: (x, y) + (u2x, y + 2b). So if g2 is a (Y, y)-homology, then 2b = 0, 
so that g is the product of a (Y, y)-homology and an involutory (X, x)- 
elation. as claimed. 
THEOREM 5.2. If D(n) is a d.p. dlfirence set in the Abelian group 
G = A x B, where n is even, then n = 2’ and A is elementary Abelian. 
Proof. We begin with the situation described in remark (iii) at the end of 
the previous section. The point P is any point in the faithful point orbit of G. 
The line I is any line in the faithful orbit of G such that 1 n PY E y. Let 
1 CI y = P2 . The point P and the line 1 determine a polarity p of the plane n. 
Define D = {g E G: Pg E Z>, then as shown in Lemma 4.2, D is a d.p. 
difference set. 
FIGURE 1 
Let S denote the subgroup of squares in G and let t be the number of 
elements of G of order <2. Since B has odd order, every element of order 2 
in G is in fact in A. Thus, ifs = 1 S n A I, we have s = n/t; i.e., 
n = st. (5.1) 
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We now count the number of absolute points of the polarity p. The point X 
is absolute and there are no other absolute points on the line X. If the point 
P2g E y is absolute, where g E G, then P,g E &g-l, i.e., 
i.e., 
Hence g2 is a (Y, y)-homology of rr (since G is Abelian) and by Lemma 5.1 
we have that g is the product of a (Y, y)-homology and an involutory 
(X, x)-elation. Since there are t such elations it follows that there are precisely 
t distinct points P2g with P2g2 E I2 . 
Now consider absolute points which are incident with neither x nor y. 
Such a point is of the form Pg (g E G) with Pg2 E 1, i.e., g2 E D. If 
s1 = I S n D 1, then the number of such absolute points is s,t. By Lemma 3.2, 
D meets all but one of the cosets of B, so that s1 = s - 1 or s depending 
on whether the missing coset meets A in a square or nonsquare, respectively. 
Now Pb E l2 for b E B and since I, n I = P, E y, then it follows that the 
missing coset is B itself. Thus 
s1 == s - 1. (5.2) 
From (5.1) and (5.2) we have 
a(p) = 1 + t + s,t = 1 + t + (s - I)t = 1 + St = I + 12. 
Hence the polarity p is orthogonal. Since X and P, are both absolute, then 
every point of the line y is absolute (see [I, p. 1531). But we have already 
shown that the number of such points is t + 1, so that t = n and hence 
every element of A has order <2. This completes the proof of the Theorem. 
Remarks. (i) In the above proof I was chosen so that P3 E 1. However, 
by similar methods, it can be shown that whatever the choice of 1 the polarity 
we obtain is still orthogonal. 
(ii) It is easy to show that when n is odd and G is Abelian, the polarities 
obtained (for any choice of P and I) are always orthogonal. Unfortunately, 
we have not been able to use this fact to obtain any information about the 
group G. 
6. GENERALIZED d.p. DIFFERENCE SETH 
We extend the idea of a d.p. difference set, as follows. 
DEFINITION. Let G = A1 X A, X -.. x A, be the direct product of 
s > 2 groups A, ,..., A,. Let D C G such that every element of 
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G - {lJt=, Ai} can be represented in the form d;‘dj , with di , dj E D, in 
exactly h 3 1 ways. Furthermore, suppose that no nontrivial element of 
{ui=l Ai] can be so represented. If / Ai 1 = ai and 1 D 1 = k, then we call D 
a generalized (a1 , a2 ,..., a, , k, h) d.p. dlrerence set. 
Written in terms of the group ring ZG, we have 
D(-1)D = k + X(s - 1) + h(G - A, - AZ - **. - A,). (6.1) 
LEMMA 6.1. Let CX~ be the natural homomorphism: G + Ai for i = 1, 
2 ,.-., s. Applying oli to Eq. (6.1), and denoting DE< by Ei E ZA, , we have 
&(--~)Ez = k+A/fia,- guj+(s- z)/ +A /2%--- 11 (A, - 1). 
J;ti j#i j&i 
Proof, The proof is clear. When s = 2 we obtain Lemma 2.1. 
EXAMPLE. Consider the case s = 3. G = A, x A, x A, where ) Aj I = ui, 
i = 1,2, 3. Counting differences gives 
Let 
k(k - 1) = X(a,a,a, - a, - a2 - a3 f 2). 
k, = k + h(a,u, - a, - a, + l), 
k, = k + A(a,u, - a, - u3 + l), 
k3 = k + A(a,a, - a, - u2 + l), 
Then by Lemma 6.1 we obtain 
A, = h(u,u, - I), 
A, = h(a,u, - I), 
A, = X(u,a, - 1). 
Ej(- 1) E, = ki + &(A, - 1) for i = 1,2, 3 where E,eZA,. 
Hence, Ei is similar to a difference set in Ai although the elements of this 
“difference set” will be repeated. 
One example of a set of parameters which satisfy the above equations are 
h = 1, k = 5, a, = a2 = u3 = 3, 
k, = k, = k, = 9 and A, = A, = A, = 8. 
Thus, in this case 
E& 1) Ei = 9 + S(Ai - 1) where Ei E ZAi . 
An example of such an E, in the group Ai = C, is (0, 0, 1, 1, 2). The problem 
is to combine three such Ei to form the generalized d.p. difference set in the 
group G = C, x C, x C, . One such example is D = {(O, 0, 0), (0, I, l), 
(l,O, I>, (1, 17% (292, 9:. 
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LEMMA 6.2. Let D be a generalized d.p. diSference set in the group 
G = A, x A, x ..’ x A,9. Letg,,g,EG,gl fg,, then 
( Dgl n Dg, / = 0 y g&E @I A,. 
i=l 
Pro05 See Lemma 3.1. 
Consequently, as in Section 3, we may partition the translates of D into 
parallel classes in s different ways. As before, we may try to extend this 
geometric object to a projective plane (in the case of h = 1) in the manner 
described in Section 3. In general this means that we must find solutions to 
two equations involving the parameters k, s, a, , a2 ,..., a, and m (see Section 3 
for definition of m). In the only case so far investigated, we assumed that 
a, = a, _ ... = a, = a. It is then simple to check that the only possible 
extension in this case can occur when s = 3, a = 3, k = 5 and m = 3. 
These parameters are precisely those given in the example earlier in this 
section. Whether or not the extension can actually be carried out, we have 
not been able to decide. The plane (if it exists) will be of order 7. 
Note added in proof. It has been brought to the author’s attention that some of the 
results in this paper have been proved independently by Carol Whitehead in her M. Phil. 
Thesis “On quasiregular collineation groups of finite projective planes,” University of 
London (1977). 
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