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COMPATIBLE POLYNOMIALS AND EDGEWISE SUBDIVISIONS
MADELEINE LEANDER
Abstract. In this paper we answer a question posed by C. A. Athanasiadis.
Namely, we prove that the local h-polynomial of the rth edgewise subdivision
of the (n− 1)-dimensional simplex 2V has only real zeros. In doing so we find
a tool, using compatible polynomials, that can be used to check if polynomials
in certain types of families of polynomials have only real zeros.
Corollary 2.5 of this paper was recently independently proved by P. B.
Zhang [10].
1. Introduction
Several polynomials of combinatorial nature are known to have only real zeros
and the property of being real-rooted has lately been studied frequently within
combinatorics.
An important tool that has been used to prove that polynomials in certain
families of polynomials are real-rooted is the technique of compatible polynomials.
In [3] it was used to prove that all zeros of the independence polynomial of a claw-
free graph are real. In [8] it was used to prove that the s-Eulerian polynomial
has only real zeros and that the type D Eulerian polynomials are real-rooted. We
will use this technique to prove that the local h-polynomial of the rth edgewise
subdivision of the (n − 1)-dimensional simplex 2V has only real zeros. We then
provide a tool that can be used to check whether polynomials in certain types of
families of polynomials have only real zeros.
Let ∆ be an abstract simplicial complex of dimension d − 1 with fi faces of
dimension i. The f -vector of ∆ is denoted by
f(∆) = (f0, . . . , fd−1),
where f−1 = 1. When studying subdivisions of ∆ it is often more convenient to
consider the h-vector of ∆. The f -vector and the h-vector, h(∆) = (h0, . . . hd),
uniquely determine each other through the linear relation
d∑
i=0
fi−1(x− 1)
d−i =
d∑
i=0
hix
d−i.
As a further refinement, the local h-vector was introduced by Stanley in [9] as a
tool to study subdivisions of simplicial complexes.
Let V be an n-element set. We denote by 2V the simplex with vertex set V . For
a positive integer r, taking the rth edgewise subdivision of a simplicial complex,
∆, is a way to subdivide ∆ such that every face F ∈ ∆ is subdivided into rdim(F )
faces of the same dimension, see [1] for a further discussion. In the same paper
This paper is part of my doctoral thesis [6].
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the following question was addressed. It will be answered, to the affirmative, in
Section 2.
Question 1 (Athanasiadis). Is the local h-polynomial of the rth edgewise subdi-
vision of the (n− 1)-dimensional simplex 2V , lV ((2
V )〈r〉, x), real-rooted?
The nth Eulerian polynomial may be defined as the generating polynomial for
the ascent statistic over the symmetric group. The rth edgewise subdivision of the
(n− 1)-dimensional simplex 2V can be expressed as the generating polynomial for
the ascent statistic over a restricted version of the Smirnov words, see [1]. Due
to this result we can use some already developed techniques to show that these
polynomials are indeed real-rooted. In Section 3 we generalize this method further.
2. Compatible polynomials and edgewise subdivisions
To prove that the local h-polynomial of the rth edgewise subdivision of the
(n − 1)-dimensional simplex 2V , denoted lV ((2
V )〈r〉, x), has only real zeros, we
need combinatorial interpretations of these polynomials.
Let SW(n, r) be the set of words (w0, w1, . . . , wn) ∈ {0, 1, . . . r−1}
n+1 such that
wi 6= wi+1 for i = 0, 1, . . . , n− 1, and w0 = wn = 0. The words in SW(n, r) are the
Smirnov words with restrictions on the first and last letters, see [7]. An ascent is
an index i ∈ {0, 1, . . . , n − 1} such that wi < wi+1. Let asc(w) denote the number
of ascents in w. The polynomial lV ((2
V )〈r〉, x) can be expressed as
lV ((2
V )〈r〉, x) =
∑
w∈SW(n,r)
xasc(w),
see [1].
In order to show that lV ((2
V )〈r〉, x) has only real zeros we consider the following
polynomials:
Eir,n =
∑
w∈SW′(n,r)
χ(wn = i)x
asc(w), (1)
where χ(ϕ) is one if ϕ is true and zero if not, and where SW ′(n, r) is the set of words
(w0, w1, . . . , wn) ∈ {0, 1, . . . r−1}
n+1 such that wi 6= wi+1 for i = 0, 1, . . . , n−1 and
w0 = 0. That is, we do not require wn to be zero. Note that E
0
r,n is the polynomial
of interest for this section as E0r,n = lV ((2
V )〈r〉, x).
Lemma 2.1. Let i, r, n be nonnegative integers with n ≥ 1, r ≥ 2 and i ≤ r − 1.
Then
Eir,n =
i−1∑
h=0
xEhr,n−1 +
r−1∑
h=i+1
Ehr,n−1. (2)
Proof. First we split Eir,n into two parts depending on if wn−1 is less than or greater
than i:
Eir,n =
∑
w∈SW′(n,r)
χ(wn = i)x
asc(w)
=
∑
w∈SW′(n,r)
wn−1<i
χ(wn = i)x
asc(w) +
∑
w∈SW′(n,r)
wn−1>i
χ(wn = i)x
asc(w).
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Let us denote the first sum of the last line by S1 and the second by S2. If wn−1 =
h < i we have an ascent at n − 1. If we remove wn the resulting word ends with
h and is of size one less. By doing so we also remove the ascent n − 1. Hence∑i−1
h=0 xE
h
r,n−1 = S1. Now, if wn−1 = h > i and we remove wn from the word w,
no ascent is affected and thus S2 =
∑r−1
h=i+1E
h
r,n−1. 
To prove Question 1 we will study compatibility of the polynomials Eir,n. Let
f1(x), . . . , fk(x) be polynomials with real coefficients. Then they are said to be
compatible if, for all real and positive c1, . . . , ck, the polynomial
k∑
j=1
cjfj(x)
has only real zeros. The polynomials are said to be pairwise compatible if, for all
i, j ∈ {1, . . . , k}, fi(x) and fj(x) are compatible. Chudnovsky-Seymour proved the
following.
Lemma 2.2 (Chudnovsky-Seymour [3], 2.2). If the polynomials f1(x), . . . , fn(x)
have positive leading coefficients, then they are pairwise compatible if and only if
they are compatible.
Theorem 2.3. Let f1, . . . , fn ∈ R[x] be a sequence of polynomials with positive
leading coefficients such that
(a) fi(x) and fj(x) are compatible, and
(b) xfi(x) and fj(x) are compatible
for all 1 ≤ i ≤ j ≤ n.
Define a set of polynomials g1, . . . , gn ∈ R[x] by
gk(x) =
i−1∑
h=1
xfh(x) +
n∑
h=i+1
fh(x).
Then
(a’) gi(x) and gj(x) are compatible, and
(b’) xgi(x) and gj(x) are compatible
for all 1 ≤ i ≤ j ≤ n.
The theorem above is proved in a similar manner as that of Theorem 2.3 in [8].
Proof. First we show (a’), that cigi(x)+cjgj(x) has only real zeros for all ci, cj ≥ 0.
By the definition of gi and gj we have
cigi(x) + cjgj(x) =
i−1∑
α=1
(ci + cj)xfα(x) + cjxfi +
j−1∑
β=i+1
(ci + cjx)fβ(x)
+ cifj +
n∑
γ=j+1
(ci + cj)fγ(x).
Now, by Lemma 2.2 it suffices to prove that any two polynomials from any of the
three sets
A = {xfα(x) : 0 ≤ α ≤ i},
B = {(ci + cjx)fβ(x) : i < β < j}, and
C = {fγ(x) : j ≤ γ ≤ n},
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are pairwise compatible. By (a) two polynomials in A are compatible. The same
is true for two polynomials in B or C. By (b) any polynomial in A is compatible
with any polynomial in C. To prove that a polynomial in A is compatible with one
in B we will consider the two sets B1 = {cifβ(x)} and B2 = {cjxfβ(x)}.
Now, any two polynomials from A,B1 and B2 are pairwise compatible by (a) and
(b), and by Lemma 2.2 any three polynomials from A,B1 and B2 are compatible.
Hence polynomials in A and B are compatible since conic combinations of three
polynomials, one from A,B1 and B2, are real-rooted. To prove that a polynomial
in B is compatible with one in C we use an analogous argument utilizing the fact
that polynomials fβ(x), xfβ(x) and fγ(x) are pairwise compatible.
It remains to show (b’), that cixgi(x)+cjgj(x) has only real zeros for all ci, cj ≥ 0.
It is done similarly to the proof of (a’). First, by definition of gi and gj we have
cixgi(x) + cjgj(x) =
i−1∑
α=1
(cix+ cj)xfα(x) + cjxfi +
j−1∑
β=i+1
(ci + cj)xfβ(x)
+ cixfj +
n∑
γ=j+1
(cix+ cj)fγ(x).
By Lemma 2.2 it suffices to prove that the polynomials in the three sets
A′ = {x(cix+ cj)fα(x) : 0 ≤ α < i},
B′ = {xfβ(x) : i ≤ β ≤ j}, and
C′ = {(cix+ cj)fγ(x) : j < γ ≤ n,
are pairwise compatible. Again, two polynomials from the same set A′, B′ or C′ are
compatible by (a). Polynomials in A′ and B′ are compatible since x2fα(x), xfα(x)
and x2fi(x) are pairwise compatible by (a) and (b). Polynomials from A
′ and C′
are compatible by (b). Finally xfβ(x), xfγ(x) and fγ(x) are compatible by (a) and
(b) which shows compatibility for polynomials in B′ and C′. 
We are now ready to answer to Question 1. First we prove real-rootedness for
the polynomials Eir,n.
Theorem 2.4. For nonnegative integers i, r, n with n ≥ 1, r ≥ 2 and 0 ≤ i ≤ r− 1
the polynomials Eir,n has only real zeros.
Proof. We use induction on n and prove the stronger statement, that for each n
and r, the sequence {Eir,n}
r−1
i=0 satisfies (a) and (b) in Theorem 2.3. Clearly the
statement holds for the base case n = 1. Now assume n ≥ 2. By Lemma 2.1 we
have the recurrence
Eir,n =
i−1∑
h=0
xEhr,n−1 +
r−1∑
h=i+1
Ehr,n−1 (3)
and thus the induction step holds by Theorem 2.3. In particular Er,n has only real
zeros for n ≥ 1. 
For the special case of i = 0 we get the following corollary and the answer to
Question 1.
Corollary 2.5. The local h-polynomial of the rth edgewise subdivision of the (n−1)-
dimensional simplex 2V , lV ((2
V )〈r〉, x), has only real zeros.
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3. A generalization
Let f and g be two real-rooted polynomials in R[x] with positive leading coef-
ficients. Let further α1 ≥ · · · ≥ αn and β1 ≥ · · · ≥ βm be the zeros of f and g,
respectively. If
· · · ≤ α2 ≤ β2 ≤ α1 ≤ β1
we say that f is an interleaver of g and we write f ≪ g. We also let f ≪ 0 and
0≪ f .
We call a sequence Fn = (fi)
n
i=1 of real-rooted polynomials interlacing if fi ≪ fj
for all 1 ≤ i < j ≤ n. We denote by Fn the family of all interlacing sequences
(fi)
n
i=1 of polynomials and we let F
+
n be the family of (fi)
n
i=1 ∈ Fn such that
fi has nonnegative coefficients for all 1 ≤ i ≤ n. We are interested in when an
m × n-matrix G = (Gi,j(x)) maps F
+
n to F
+
m by G · Fn = (g1, . . . , gm)
T , where
gk =
∑n
i=1Gkifi. This problem was considered in [2, 4, 8] and in [2] the following
theorem was proven.
Theorem 3.1 ([2]). Let G = (Gi,j(x)) be an m× n matrix of polynomials. Then
G : F+n → F
+
m if and only if
1. The coefficients of Gij are nonnegative for all i ∈ [m] and j ∈ [n] , and
2. for all λ, µ > 0, 1 ≤ i < j ≤ n and 1 ≤ k < l ≤ m
(λx+ µ)Gkj(x) +Glj(x)≪ (λx + µ)Gki(x) +Gli(x) (4)
Corollary 3.2 ([2]). Let G = (Gij) be an m × n matrix over the nonnegative
real numbers. Then G : F+n → F
+
m if and only if the determinants of all 2 × 2
sub-matrices are nonnegative.
What was discussed in Section 2, in particular Theorem 2.3, can be thought of as
matrices G where the entries are 0 on the main diagonal, 1 above and x below the
main diagonal. Similarly the matrices that were considered in Theorem 2.3 in [8]
are those with 1 on and above the main diagonal and x below. We will generalize
the result to other matrices G. The goal of this section is to determine for which
matrices G with entries in {0, 1, x} all 2× 2 submatrices of G,(
Gki Gkj
Gli Glj
)
,
satisfy (4) and thus are such that G preserves interlacing.
The following theorem tells us what must be avoided.
Lemma 3.3. If an m×n matrix G = (Gi,j(x)) has a 2× 2 sub-matrix of the form
i)
(
x Gkj
1 Glj
)
or
(
Gki x
Gli 1
)
,
ii)
(
1 x
Gli Glj
)
or
(
Gki Gkj
1 x
)
,
iii)
(
1 Gkj
Gli x
)
,
(
x Gkj
Gli 1
)
or
(
Gki x
1 Glj
)
except for
(
1 1
x x
)
and
(
x 1
x 1
)
,
iv) all entries are 0 or 1 and the determinant is negative, or
v) x times a zero-one matrix with negative determinant,
then G : F+n 9 F
+
m.
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Proof. A 2 × 2 matrix as in i) must be avoided since for λ = µ = 1 one side of (4)
will not be real-rooted. For ii) we have two cases. If the (1 x) is in the first row
and we let λ → ∞ in (4) we get x2 ≪ x which is not true. If the second row is
(1 x) and we let λ, µ → 0 we see that (4) gives x ≪ 1, another false statement.
For iii) there are seven matrices to check, that are not included in i) or ii). We
check them by hand. For example if Gkj = Gli = 0, Gki = x and Glj = 1 we get
1≪ (λx+µ)x from (4), which is not true for all λ and µ. The last two cases follows
from Corollary 3.2. 
Theorem 3.4. If an m× n matrix G = (Gi,j(x)) has no 2× 2 submatrices of the
type described in i)-v) in Lemma 3.3 above and if all entries in G are 0, 1 or x,
then G : F+n → F
+
m.
Proof. One readily checks (4) for the seven matrices,(
1 0
0 1
)
,
(
1 0
x 1
)
,
(
1 1
0 1
)
,
(
1 1
x 1
)
,
(
1 0
1 1
)
,
(
0 0
1 0
)
,
(
0 1
x 0
)
.
For example the second matrix corresponds to
1≪ λx+ µ+ x,
which is true for all λ, µ ≥ 0.
By multiplying the matrices above, simple computer calculations show that we
end up with 40 matrices with entries in {0, 1, x}. They all satisfy (4) since if two
matrices A and B satisfy (4) the same is true for AB and BA, since the property
of preserving interlacing is closed under composition. Lemma 3.3 counts for 41
2 × 2 submatrices and thus they are the only 2 × 2 submatrices that needs to be
avoided. 
Note that the seven matrices presented in the proof above are generating all 2×2
sub-matrices with entries in {0, 1, x} that satisfies (4). Thus we can use them to
check if any m× n matrix G = (Gi,j(x)) is such that G : F
+
n → F
+
m.
Corollary 3.5. Let G = (Gi,j(x)) be an m× n matrix with all entries in {0, 1, x}
such that:
1) If G(i, j) = 1, then G(k, l) = 1 whenever 1 ≤ k ≤ i and j ≤ l ≤ n. That
is, all entries that are equal to 1 in G form a Ferrers board in the top right
corner of G.
2) If G(i, j) = x, then G(k, l) = x whenever i ≤ k ≤ m and 1 ≤ l ≤ j. That
is, all entries that are equal to x in G form a Ferrers board in the bottom
left corner of G.
Then G : F+n → F
+
m.
Proof. The possible 2× 2 sub-matrices of G are(
1 1
1 1
)
,
(
1 1
0 1
)
,
(
1 1
x 1
)
,
(
1 1
x x
)
,
(
1 1
x 0
)
,
(
1 1
0 0
)
,
(
x 1
x 1
)
,
(
0 1
x 1
)
,
(
0 1
0 1
)(
x 1
x x
)
,
(
0 1
x x
)
,
(
x 1
x 0
)
,
(
0 1
x 0
)
,
(
0 1
0 0
)
,
(
0 0
0 0
)
,
(
0 0
x 0
)
,
(
0 0
x x
)
,
(
x 0
x 0
)
,
(
x 0
x x
)
and
(
x x
x x
)
.
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The corollary can be proved either by noting that none of the matrices, A, above
are of the form i)-v) in Lemma 3.3 or by noting that they all satisfy
(λx+ µ)A1,2 +A2,2 ≪ (λx + µ)A1,1 +A2,1,
for all λ, µ > 0. 
Examples of {0, 1, x}-matrices satisfying 1) and 2) in Corollary 3.5 are

1 1 1 1
0 1 1 1
x 1 1 1
x x x x

 and


0 0 0 1
x 0 0 0
x x 0 0
x x x x

 .
As an application of Corollary 3.5 we now prove that generating polynomials
of the ascent statistic over generalized Smirnov words are real-rooted. Let γ =
(γ0, . . . , γr−1) be an integer sequence with 0 ≤ γi ≤ r − 2 for all 0 ≤ i ≤ r − 1
such that |γi+1 − γi| ≤ 1 for all 0 ≤ i ≤ r − 2. Let SWγ(n, r) be the set of words
(w0, w1, . . . , wn) ∈ {0, 1, . . . r − 1}
n+1 such that if wj = i then |wj −wj−1| > γi for
1 ≤ j ≤ n and w0 = wn = 0.
Corollary 3.6. With n, r and γ as above, the polynomial∑
w∈SWγ(n,r)
xasc(w)
is real-rooted.
Proof. Let SW ′γ(n, r) be defined as SWγ(n, r) without the restriction wn = 0. Let
now
Eiγ,r,n =
∑
w∈SW′γ(n,r)
χ(wn = i)x
asc(w).
With the same reasoning as for the proof of Lemma 2.1 we may write
(E0γ,r,n, . . . , E
r−1
γ,r,n) = A · (E
0
γ,r,n−1, . . . , E
r−1
γ,r,n−1)
t,
where A = (aij)
r−1
i,j=0 is an r × r matrix with
aij =


0 if |i− j| ≤ γi,
1 if j − i > γi,
x if i− j > γi.
Clearly A satisfies 1) and 2) in Corollary 3.5. Thus Eiγ,r,n is real-rooted for all
0 ≤ i ≤ r − 1. 
It would be interesting to further characterize classes of matrices for which all
2 × 2 submatrices satisfy (4). In particular, can one characterize the class of ma-
trices generated by the {0, 1, x}-matrices satisfying (4)? Do we obtain all integer
interlacing preserving matrices, or a proper subclass?
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