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Kapitel 1
Einleitung
Komplexe Systeme beispielsweise in Natur, Technik oder Wirtschaft möglichst realitäts-
nah durch mathematische Modelle zu beschreiben bzw. zu simulieren stellt eine große
Herausforderung dar. Es müssen nicht nur Gleichungen, z. B. Differentialgleichungen, zur
Beschreibung dieser Prozesse gefunden werden, sondern auch die nötigen Eingangsda-
ten zur Verfügung stehen. So werden zum Beispiel stochastische Differentialgleichungen
benutzt, um in der Finanzwirtschaft die Entwicklung von Wertpapieren oder die Bewer-
tung von Optionen zu modellieren oder aber auch um Teilchenbewegungen in der Physik
darzustellen. Andererseits gibt es in Natur und Technik auch Prozesse, die eigentlich
mit Hilfe deterministischer Differentialgleichungen modelliert werden können, bei denen
jedoch die Eingangsdaten, wie z. B. gewisse Stoffparameter oder Materialeigenschaften,
nur mit einer gewissen Unsicherheit vorhergesagt werden können, sodass sich diese nicht
adäquat durch deterministische Größen, sondern eher durch Einbeziehung einer zufälli-
gen Komponente beschreiben lassen. In diesem Falle spricht man zur Unterscheidung zu
stochastischen Differentialgleichungen von zufälligen Differentialgleichungen. Das heißt,
zufällige Differentialgleichungen sind Differentialgleichungen mit zufälligen Koeffizienten
und/oder zufälligen Quelltermen aber ohne einen Rauschterm, der die Verwendung des
Itô-Kalküls oder Verallgemeinerungen davon nach sich ziehen würde. Aufgrund der prak-
tischen Relevanz solcher zufälligen Differentialgleichungen und der Erfordernis, neue ma-
thematische Ansätze zu ihrer Untersuchung zu entwickeln, wuchs das Forschungsinteresse
in den letzten Jahren auf diesem Gebiet stark an. In dieser Arbeit liegt das Augenmerk
speziell auf stationären Diffusionsgleichungen mit zufälligen Koeffizienten, die zusammen
mit (zufälligen) Randbedingungen zufällige Randwertprobleme liefern. Eine typische Pro-
blemstellung dieser Art ist beispielsweise die Modellierung von Grundwasserströmungen
bzw. Transportprozessen in porösen Medien, die zum Beispiel bei der Bewertung von
atomaren Endlagern von praktischer Bedeutung sein können.
Im Zusammenhang mit der Beschreibung physikalischer oder technischer Prozesse durch
zufällige Randwertprobleme ergeben sich verschiedene prinzipielle Aufgaben- bzw. Fra-
gestellungen. Es müssen die Eingangsdaten mittels eines geeigneten Modells dargestellt
werden. Man muss untersuchen, ob das resultierende zufällige Randwertproblem eine ein-
deutige Lösung besitzt. Dabei ist natürlich zu klären, was man unter einer Lösung versteht,
weil man wie im rein deterministischen Fall auch hier verschiedene mögliche Lösungsbe-
griffe betrachten kann. Da die Lösung im Allgemeinen nicht analytisch angegeben werden
kann, braucht man außerdem geeignete numerische Methoden, mit denen die Lösung nä-
herungsweise (möglichst effizient) berechnet werden kann. Oft schließt sich daran noch ein
Schritt des Postprocessings an, da nicht nur die Lösung selbst, sondern auch Charakteris-
tiken der Lösung wie Erwartungswert, Varianz, Verteilungen oder Ausfallwahrscheinlich-
keiten von Interesse sind. In diesem Zusammenhang fällt auch häufig das Stichwort der
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Unsicherheitsquantifizierung, die sich noch zusätzlich verkompliziert, wenn für die Lösung
sogar reale Beobachtungsdaten zur Verfügung stehen und mit in das Modell einbezogen
werden sollen.
Von diesen Aufgabenstellungen werden in der vorliegenden Arbeit die Existenz und Ein-
deutigkeit einer schwachen Lösung für Randwertprobleme mit einer zufälligen stationären
Diffusionsgleichung und deren näherungsweise Lösung mittels stochastischer Galerkin-
Verfahren unter Verwendung von verallgemeinertem polynomiellen Chaos untersucht. Die
stochastische Galerkin-Methode wurde von Ghanem und Spanos in ihrem Buch [49] vorge-
stellt. Sie basiert wie das Galerkin-Verfahren für rein deterministische Probleme auf einer
schwachen Formulierung des Problems und generiert eine Folge von endlichdimensionalen
Ersatzaufgaben durch geeignete Diskretisierungstechniken. Neben einer Diskretisierung in
der räumlichen Dimension wird auch eine Diskretisierung in der stochastischen Dimension
benötigt, die mittels polynomiellen Chaos realisiert wird. Das Konzept des polynomiel-
len Chaos bzw. der polynomiellen Chaosentwicklungen selbst geht bis auf Wiener [103]
zurück, der damit auch für die Namensgebung verantwortlich ist. Seit der wegweisen-
den Arbeit von Ghanem und Spanos gibt es vielfältige Forschungsaktivitäten, um diese
Methoden weiterzuentwickeln und zu verfeinern. Als unvollständige Liste sollen stellver-
tretend beispielsweise die Artikel von Schwab et al. [17, 18, 30, 95] erwähnt werden sowie
die Arbeiten von Matthies und Keese [74], Nouy und Le Maître [79, 80] und Wan und
Karniadakis [101, 102]. Außerdem sei auf die Bücher von Le Maître und Knio [68] und
Xiu [108] und den Acta Numerica Artikel von Schwab und Gittelson [87] und die darin
aufgeführte Literatur verwiesen. Extra hervorgehoben werden sollen auch die Arbeiten
von Xiu und Karniadakis [106, 111, 113], die die Idee des polynomiellen Chaos weiter-
entwickelten und das verallgemeinerte polynomielle Chaos einführten. Ein Konzept, das
auch in dieser Arbeit verwendet wird. Stochastische Galerkin-Verfahren können auch bei
zufälligen Gleichungen anderer Art wie z. B. bei zufälligen algebraischen Gleichungen oder
Differentialgleichungen anderen Typs (siehe z. B. Le Maître und Knio in [68]) zum Ein-
satz kommen. So ergibt sich auch ihre breite Anwendbarkeit auf Beispiele aus der Praxis
(siehe z. B. die Literaturverweise bei Le Maître und Knio in [68, Section 1.4.2]). Natürlich
gibt es neben der stochastischen Galerkin-Methode auch andere Möglichkeiten zufällige
Randwertprobleme numerisch zu lösen bzw. Charakteristiken der Lösung näherungsweise
zu bestimmen. Sowohl Kollokationsmethoden (siehe z. B. Babuška et al. [6], Bieri [16]
oder Xiu et al. [107, 109]) als auch verbesserte Monte-Carlo-Techniken wie Quasi-Monte-
Carlo-Verfahren (siehe z. B. Graham et al. [54]) oder Multilevel-Monte-Carlo-Verfahren
(siehe z. B. Scheichl et al. [29, 86] oder Schwab et al. [12]) werden verwendet. Vor allem
letztere erfahren zur Zeit reges Interesse.
Bisher unerwähnt blieb, was man sich eigentlich unter (verallgemeinertem) polynomiellen
Chaos bzw. (verallgemeinerten) polynomiellen Chaosentwicklungen von Zufallsvariablen
vorzustellen hat. Grob gesprochen entspricht die Chaosentwicklung einer Zufallsvariable
einer abstrakten Fourierreihenentwicklung dieser Zufallsvariable bzgl. orthogonaler Poly-
nome in gewissen (anderen) reellwertigen Zufallsgrößen. Bei polynomiellen Chaosentwick-
lungen werden speziell multivariate Hermite-Polynome in abzählbar vielen unabhängigen,
standardnormalverteilten Zufallsgrößen verwendet. Bei verallgemeinerten polynomiellen
Chaosentwicklungen richten sich die orthogonalen Polynome nach der Verteilung der Zu-
fallsgrößen, in denen sie betrachtet werden sollen. Diese Verteilungen müssen jetzt keine
Normalverteilungen mehr sein, sondern können (nahezu) beliebig gewählt werden. Der
Satz von Cameron und Martin [25] besagt nun, dass jede Zufallsgröße, die gewissen Ei-
3genschaften genügt, durch ihre polynomielle Chaosentwicklung dargestellt werden kann.
So wie Xiu und Karniadakis [106, 111, 113] die verallgemeinerten polynomiellen Chaosent-
wicklungen einführen, um bessere Approximationseigenschaften zu erzielen, bleibt jedoch
unklar, ob auch ein entsprechendes Analogon zum Satz von Cameron und Martin gilt.
Eine Fragestellung, die ebenfalls für die stochastische Galerkin-Methode und für die Kon-
vergenz der Folge ihrer stochastischen Galerkin-Lösungen von Relevanz ist.
Wie bereits erwähnt, werden in dieser Arbeit vor allem stationäre Diffusionsgleichungen
vom Typ
−∇ · (κ∇u) = f
mit zufälligen Koeffizienten κ betrachtet. Wenn damit eine Grundwasserströmung in po-
rösen Medien modelliert wird (siehe z. B. Ghanem [44, 45, 48] oder Xiu und Karniada-
kis [110, 113]), beschreibt der Koeffizient κ die Permeabilität der unterirdischen Gesteins-
schicht, die nicht mit absoluter Sicherheit deterministisch vorhersagbar ist und darum
als zufällig angenommen wird. Aufgrund des zufälligen Koeffizienten κ wird diese Dif-
ferentialgleichung in der Literatur als anschauliches Modellproblem angesehen und in
Abhängigkeit von κ untersucht. Sowohl Babuška et al. [5, 7, 8, 31] als auch Schwab et
al. [17, 18, 30, 38, 95] oder Matthies und Keese [74] und weitere Autoren haben in einer
Reihe von Arbeiten diese Gleichung im Zusammenhang mit der stochastischen Galerkin-
Methode für Koeffizienten κ analysiert, die sich durch Konstanten von Null und Unend-
lich fast sicher trennen lassen. In diesem Fall kann man sich für theoretische Aussagen
zu Existenz und Eindeutigkeit einer schwachen Lösung und zu Konvergenzaussagen für
die stochastische Galerkin-Methode auf die Theorie der deterministischen Randwertpro-
bleme zurückziehen. Der stochastische Galerkin-Ansatz, der für diese Ausgangssituation
standardmäßig genutzt wird, wird in dieser Arbeit als standardmäßiger stochastischer
Galerkin-Ansatz (oder Methode) bezeichnet. In manchen praktischen Fragestellungen
wird der Koeffizient κ jedoch als lognormales Zufallsfeld modelliert (siehe z. B. Freeze [39],
Ghanem [47, 48], Zhang [116] oder Nowak [81]). Dann existieren keine solchen Konstanten,
um κ von der Null und Unendlich fast sicher zu trennen, und damit kann die determi-
nistische Theorie nicht ohne Weiteres auf diesen Fall übertragen werden. Darum haben
Gittelson in [51] und Galvis und Sarkis in [42] unter Verwendung verschiedener Techni-
ken – aber immer unter Ausnutzung der Eigenschaften lognormaler Zufallsfelder – diese
theoretische Lücke gefüllt und sowohl Existenz einer eindeutigen schwachen Lösung als
auch Konvergenzabschätzungen für eine entsprechende stochastische Galerkin-Methode
geliefert.
Diese Ergebnisse werden in der vorliegenden Arbeit auf den Fall verallgemeinert, dass der
Koeffizient κ sich fast sicher von Null und Unendlich nur durch reellwertige Zufallsgrößen
trennen lässt. Das bedeutet, in praktischen Anwendungen ist man damit nicht wie bisher
ausschließlich auf die Verwendung von lognormalen Zufallsfeldern oder Koeffizienten, die
sich durch Konstanten fast sicher trennen lassen, eingeschränkt. Es werden somit für ei-
ne deutlich größere Klasse von Koeffizienten und dazugehörigen Randwertproblemen die
theoretischen Grundlagen zur Existenz einer eindeutigen schwachen Lösung zur Verfügung
gestellt. In Anlehnung an Galvis und Sarkis [42] wird ein entsprechender stochastischer
Galerkin-Ansatz präsentiert, der eine Folge von stochastischen Galerkin-Lösungen pro-
duziert, die gegen die schwache Lösung in der natürlichen Norm konvergiert. Außerdem
werden A-priori-Fehlerabschätzungen für die stochastischen Galerkin-Lösungen unter Be-
nutzung von Eigenschaften der verallgemeinerten polynomiellen Chaosentwicklungen her-
geleitet. Zusätzlich dazu werden Beispiele analytischer und numerischer Natur angegeben,
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um zu zeigen, dass der standardmäßige stochastische Galerkin-Ansatz für Koeffizienten,
die nur reellwertige Zufallsgrößen als Schranken besitzen, nicht immer zu verlässlichen
Ergebnissen führt. Das heißt, es wird bewiesen, dass die Folge der standardmäßigen sto-
chastischen Galerkin-Lösungen im Allgemeinen nicht in der natürlichen Norm gegen die
schwache Lösung konvergiert.
Die Arbeit ist damit wie folgt organisiert. Im zweiten Kapitel werden zuerst die benö-
tigten Räume und grundlegende Begriffe aus Maß- und Wahrscheinlichkeitstheorie be-
reitgestellt. Außerdem wird eine kurze Einführung in orthogonale Polynome gegeben, die
die Basis des verallgemeinerten polynomiellen Chaos bilden. Dabei werden drei Familien
dieser Polynome, die Hermite-, Legendre- und Stieltjes-Wigert-Polynome, gesondert be-
trachtet. Die Hermite-Polynome werden zur Bildung des polynomiellen Chaos im Sinne
von Wiener [103] verwendet und spielen damit eine besondere Rolle. Sie werden deshalb
detaillierter behandelt und es werden spezielle Eigenschaften von ihnen untersucht.
Das dritte Kapitel beinhaltet dann die bereits erwähnten Chaosentwicklungen, unterteilt
in einen Abschnitt zu verallgemeinerten polynomiellen Chaosentwicklungen und eindi-
mensionalen polynomiellen Chaosentwicklungen. Im Abschnitt zu verallgemeinerten po-
lynomiellen Chaosentwicklungen werden zunächst Verallgemeinerungen des Satzes von
Cameron und Martin [25] diskutiert und allgemeine Eigenschaften dieser verallgemeiner-
ten polynomiellen Chaosentwicklungen besprochen. Der nächste Abschnitt ist dem Spe-
zialfall der eindimensionalen polynomiellen Chaosentwicklungen gewidmet. Es werden in
einer Weiterführung zu Field und Grigoriu [37] zusätzliche Konvergenzeigenschaften die-
ser Entwicklungen ebenso wie Konvergenzgeschwindigkeiten untersucht. Außerdem wird
betrachtet, welche Eigenschaften erhalten bleiben und welche verloren gehen, wenn man
Produkte von solchen Entwicklungen bildet. Produkte bilden zu können, spielt vielleicht
auf den ersten Blick bei der Lösung von zufälligen Gleichungen mittels der stochastischen
Galerkin-Methode keine große Rolle. Doch je nachdem, in welcher Form die Eingangsda-
ten vorliegen oder welche Aufgaben im Postprocessing-Schritt vorgesehen sind, kann es
vorkommen, Produkte bilden zu müssen. Auch bei der Untersuchung nichtlinearer Diffe-
rentialgleichungen wie z. B. der (stochastischen) Burgersgleichung (siehe z. B. Rozovskii
et al. [62]) können derartige Produkte eine Rolle spielen.
Das vierte Kapitel befasst sich dann mit den zufälligen Gleichungen. Dem Hauptabschnitt
zu stationären Diffusionsgleichungen mit zufälligen Koeffizienten ist ein kurzer Abschnitt
zu algebraischen Gleichungen mit zufälligen Koeffizienten vorangestellt. Er dient vor al-
lem dazu, an einfachsten Beispielen auf die Probleme aufmerksam zu machen, die der
standardmäßigen stochastischen Galerkin-Methode innewohnen, wenn sich der Koeffi-
zient nicht fast sicher von Null und Unendlich durch Konstanten, sondern nur durch
Zufallsgrößen trennen lässt. Diese Beispiele sind dabei nicht nur numerischer Art, son-
dern werden auch analytisch nachvollzogen. Sie lassen sich außerdem eins zu eins auf
die stationären Diffusionsgleichungen mit ebensolchen Koeffizienten übertragen. Sie il-
lustrieren damit die Notwendigkeit der Erarbeitung einer entsprechenden Lösungstheorie
und Konvergenztheorie im Zusammenhang mit einem geeigneten stochastischen Galerkin-
Ansatz. In dem Abschnitt zu stationären Diffusiongleichungen mit zufälligen Koeffizienten
werden nach der Problemdefinition zunächst verschiedene Variationsformulierungen vor-
gestellt und auf Existenz einer eindeutigen Lösung hin untersucht (auf Grundlage von
Gittelson [51] und Galvis und Sarkis [42]). Danach werden Eigenschaften der schwachen
Lösung in Abhängigkeit von den Eingangsdaten besprochen, die als Indiz für die Kon-
vergenzgeschwindigkeit des gewählten stochastischen Galerkin-Ansatzes gelten können.
5Die stochastische Galerkin-Methode selbst wird danach behandelt und ein geeigneter sto-
chastischer Galerkin-Ansatz, ein stochastischer Petrov-Galerkin-Ansatz basierend auf der
Idee von Galvis und Sarkis [42], unter Verwendung des verallgemeinerten polynomiellen
Chaos vorgestellt. Für diesen Ansatz werden dann sowohl eine Konvergenztheorie ent-
wickelt und A-priori-Fehlerabschätzungen angegeben als auch auf numerische Aspekte
der Berechnung der entsprechenden stochastischen Galerkin-Lösungen eingegangen. Den
Abschluss bildet ein Abschnitt zu numerischen und analytischen Beispielen, mit denen
die vorgestellte Theorie noch einmal verdeutlicht und illustriert werden soll. Der Anhang
enthält benötigte Berechnungen zu verschiedenen speziellen Chaosentwicklungen.
Einige Resultate dieser Arbeit sind bereits in Artikeln mit meinem Betreuer Professor
Dr. Hans-Jörg Starkloff [77, 78] und in Zusammenarbeit mit den Kollegen Prof. Dr. Ernst
und Dr. Ullmann [34] veröffentlicht worden. So wie diese Artikel gäbe es auch die vorliegen-
de Arbeit ohne die Motivation und fachliche Unterstützung von Professor Dr. Hans-Jörg
Starkloff nicht, sodass ihm an allererster Stelle mein Dank gilt. Im Rahmen des Pro-
jektes „Stochastische Galerkin-Methoden: Grundlagen und Algorithmen“ von ihm und
Prof. Dr. Ernst durfte ich mich Dank der Förderung durch die DFG innerhalb des Schwer-
punktprogrammes 1324 mit diesem aktuellen Forschungsgebiet auseinandersetzen. Mein
zweiter Dank gilt meinem hiesigen Betreuer Prof. Dr. Ralf Wunderlich, der es mir ermög-
lichte meine Dissertation in Cottbus fertigzustellen. Mit seiner Hilfs- und Gesprächsbe-
reitschaft zeichnete er sich für mich stets als wertvoller Ansprechpartner aus. Bedanken
möchte ich mich auch bei Dr. Ullmann und Prof. Dr. Ernst für die zahlreichen erhel-
lenenden Gesprächs- und Diskussionsrunden, bei meinen Zwickauer Kollegen, die mich so
freundlich in ihren Reihen aufgenommen haben und natürlich meinen jetzigen Kollegen
an der Brandenburgischen Technischen Universität Cottbus. Nicht unerwähnt dürfen an
dieser Stelle meine Familie, die sehr direkt den Entstehungsprozess dieser Arbeit mit-
erlebt hat, wie auch mein gesamter Freundeskreis bleiben. Für ihren Rückhalt und ihre
moralische und tatkräftige Unterstützung bin ich sehr dankbar.

Kapitel 2
Grundlagen
Allen Betrachtungen in den kommenden Kapiteln liegt ein anfänglicher Wahrschein-
lichkeitsraum (Ω,A,P) bestehend aus der Menge Ω aller Elementarereignisse, einer σ-
Algebra A und einem Wahrscheinlichkeitsmaß P auf der σ-Algebra A zugrunde. Sowohl
die Menge Ω als auch die σ-Algebra A sollen hinreichend reichhaltig sein, sodass alle
vorkommenden stochastischen Größen (wie z. B. normalverteilte Zufallsgrößen oder auch
Hilbert- oder Banachraumwertige Zufallsvariablen) definiert werden können. Außerdem
soll der Wahrscheinlichkeitsraum (Ω,A,P) vollständig sein. Die entsprechenden Räume,
in denen die hier auftretenden Zufallsvariablen enthalten sein sollen, werden im ersten
Abschnitt in allgemeiner Form eingeführt. Zusätzlich werden Aussagen aus der Wahr-
scheinlichkeitstheorie wiederholt, die in den späteren Kapiteln benötigt werden. Der zweite
Abschnitt hingegen fasst alle nötigen Definitionen und Eigenschaften zu orthogonalen Po-
lynomen zusammen, da diese die Grundlage der Chaosentwicklungen von Zufallsvariablen
bilden (siehe nächstes Kapitel).
2.1 Maß- und wahrscheinlichkeitstheoretische
Grundlagen
Für einen allgemeinen Maßraum (X,ΣX , µ) mit einer Menge X, einer σ-Algebra ΣX und
einem auf ΣX definierten Maß µ, werden zunächst folgende Funktionenräume, streng
genommen Räume von Äquivalenzklassen von Funktionen, die sich nur auf einer Menge
vom Maß Null unterscheiden, eingeführt.
Definition 2.1 Sei ein Maßraum (X,ΣX , µ) gegeben. Dann sind die Funktionenräume
Lp(X,ΣX , µ), 0 < p ≤ ∞, wie folgt definiert
Lp(X,ΣX , µ) :=
f : X → R ΣX-messbar :
∫
X
|f |p dµ <∞
 , 0 < p <∞,
und
L∞(X,ΣX , µ) :=
{
f : X → R ΣX-messbar : ess supµ|f | <∞
}
, p =∞.
Bemerkung 2.2
(a) Um die Messbarkeit einer Abbildung zu definieren, benötigt man auch auf den reellen
Zahlen eine σ-Algebra. In diesem Fall wird als σ-Algebra immer die σ-Algebra der
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Borel-Mengen B(R) vorausgesetzt. Damit entspricht die ΣX-Messbarkeit der Borel-
Messbarkeit bzgl. ΣX (siehe dazu z. B. Reed und Simon [84, Appendix to Section IV.5]),
d. h.
f−1(U) ∈ ΣX für alle offenen Mengen U ⊆ R.
(b) Gilt für Maße µ außerdem µ(X) = 1, d. h., µ ist ein Wahrscheinlichkeitsmaß, dann
ist (X,ΣX , µ) ein Wahrscheinlichkeitsraum und das Integral entspricht dem Erwar-
tungswert, d. h.
Eµ f =
∫
X
f dµ.
(c) Für 1 ≤ p ≤ ∞ wird durch ‖ · ‖Lp(X,µ) := (
∫
X | · |p dµ)1/p, 1 ≤ p < ∞, und
mit ‖ · ‖L∞(X,µ) := ess supµ| · |, p = ∞, eine Norm auf Lp(X,ΣX , µ) definiert und
Lp(X,ΣX , µ) ist ein Banachraum. Für p = 2 ist mit (f, g)L2(X,µ) :=
∫
X fg dµ auch
ein Skalarprodukt auf L2(X,ΣX , µ) gegeben. Damit ist L2(X,ΣX , µ) sogar ein Hilbert-
raum. Diese Resultate können z. B. bei Yosida [115] nachgelesen werden.
Entspricht das Maß µ dem Wahrscheinlichkeitsmaß P des Wahrscheinlichkeitsraumes
(Ω,A,P) vom Beginn oder dem Lebesgue-Maß auf Rd, d ∈ N, so wird in den Bezeich-
nungen der Normen und beim Skalarprodukt auf die Notation des Maßes verzichtet.
Im Laufe der Arbeit treten verschiedene Maße µ auf. Unter anderem wird zum einen über
die Verteilungsfunktion Fξ einer reellwertigen Zufallsgröße ξ, die auf dem Wahrscheinlich-
keitsraum (Ω,A,P) definiert ist, d. h.
Fξ(x) := P(ξ ≤ x) für x ∈ R,
ein Maß µ erzeugt (siehe Bemerkung 2.3 (a)). Dieses Maß µ wird dann dann auch die
Verteilung der Zufallsgröße ξ genannt. Zum anderen treten auch Maße auf, die über ihre
Radon-Nikodym Ableitung (siehe z. B. Shiryaev [89]) bzgl. des Wahrscheinlichkeitsmaßes
P definiert sind (siehe Bemerkung 2.3 (b)).
Bemerkung 2.3
(a) Sei eine reellwertige, nicht-fallende, nicht konstante, beschränkte, rechtsseitig stetige
Funktion F auf einem Intervall J ⊆ R gegeben. Dann definiert
µ(A) :=
∫
A
dF (x) :=
∫
A
F (dx), A ∈ B(J),
ein Maß auf (J,B(J)). Der entsprechende Maßraum wird dann mit (J,B(J), dF ) be-
zeichnet. Entspricht F sogar einer Verteilungsfunktion Fξ einer reellwertigen Zufalls-
größe ξ auf (Ω,A,P), dann ist J = R und (R,B(R), dFξ) ein Wahrscheinlichkeits-
raum. (Dies lässt sich analog für Verteilungen von Zufallsvariablen ξ mit Werten
in Rn, n ∈ N, oder mit Werten in RN verallgemeinern.)
(b) Sei eine reellwertige Zufallsgröße ξ > 0 f. s. auf (Ω,A,P) gegeben. Dann bezeichnet
der Ausdruck ξdP ein neues Maß P˜, das definiert ist durch
dP˜ := ξdP, d. h. P˜(A) =
∫
A
ξ(ω)dP(ω) für alle A ∈ ΣX .
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Das Maß P˜ ist dann im Allgemeinen weder ein Wahrscheinlichkeitsmaß noch ein end-
liches Maß. Der dazugehörige Maßraum (Ω,A, P˜) wird daraufhin auch entsprechend
mit (Ω,A, ξdP) bezeichnet.
Neben dem Wahrscheinlichkeitsmaß spielt auch die betrachtete σ-Algebra eine wichtige
Rolle (siehe z. B. Kapitel 3). Manchmal wird es notwendig sein, anstelle der „großen“
σ-Algebra A des Wahrscheinlichkeitsraumes (Ω,A,P) kleinere σ-Algebren zu betrachten,
wie beispielsweise die, die von Zufallsvariablen auf demWahrscheinlichkeitsraum (Ω,A,P)
erzeugt werden.
Definition 2.4 Sei eine reellwertige Zufallsgröße ξ auf (Ω,A,P) gegeben. Dann bezeich-
net σ(ξ) ⊆ A die kleinste σ-Algebra bezüglich der ξ messbar ist. (Diese Definition lässt
sich auf beliebige Zufallsvariablen ausweiten.)
Neben reellwertigen Zufallsgrößen werden in den folgenden Kapiteln auch Zufallsvaria-
blen mit Werten in abstrakteren Räumen, wie z. B. Banachräumen, von Bedeutung sein.
Dabei heißt eine Abbildung/Funktion f : (X,ΣX) → (M,d) in einen metrischen Raum
(M,d) messbar, wenn sie Borel-messbar bzgl. ΣX ist. Eine Zufallsvariable auf (Ω,A,P)
mit Werten in (M,d) ist also dann gegeben, wenn sie Borel-messbar bzgl. A ist. In diesem
Zusammenhang wird für solche Zufallsvariablen außerdem der Begriff der starken Mess-
barkeit benötigt und in der folgenden Definition nach Hille und Phillips in [61] für eine
Abbildung, die auf einem beliebigen Maßraum mit Werten in einem Banachraum definiert
ist, eingeführt.
Definition 2.5 Seien ein vollständiger Maßraum (X,ΣX , µ) mit σ-endlichem Maß µ und
ein Banachraum B gegeben. Dann heißt eine Abbildung f : X → B stark ΣX-messbar,
wenn eine Folge existiert, die aus messbaren Funktionen besteht, die jeweils nur abzählbar
viele Werte aus B annehmen, und diese Folge µ-f. s. in B gegen f konvergiert.
Bemerkung 2.6
(a) Ist µ ein endliches Maß, so kann die Folge in obiger Definition durch eine Folge
bestehend aus einfachen messbaren Funktionen ersetzt werden (siehe dazu ebenfalls
Hille und Phillips [61]). Eine messbare Funktion heißt dabei einfach, wenn sie nur
endlich viele Werte annimmt.
(b) Ist der Banachraum B separabel, dann ist die starke ΣX-Messbarkeit äquivalent zur
Borel-Messbarkeit bzgl. ΣX (siehe dazu Reed und Simon [84, Appendix to Section
IV.5]).
Analog zur Definition 2.1 lassen sich nun auch die entsprechenden Funktionenräume für
Banachraumwertige Abbildungen definieren.
Definition 2.7 Seien ein vollständiger Maßraum (X,ΣX , µ) mit σ-endlichem Maß µ und
ein Banachraum (B, ‖ · ‖B) gegeben. Die Räume Lp(X,ΣX , µ;B), 0 < p ≤ ∞, sind dann
wie folgt definiert
Lp(X,ΣX , µ;B) :=
f : X → B stark ΣX-messbar :
∫
X
‖f‖pB dµ <∞
 , 0 < p <∞,
und
L∞(X,ΣX , µ;B) :=
{
f : X → B stark ΣX-messbar : ess supµ‖f‖B <∞
}
, p =∞.
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Bemerkung 2.8
(a) Auch in diesem Falle spricht man zwar von der Funktion f ∈ Lp(X,ΣX , µ;B) mit
0 < p ≤ ∞, meint damit aber natürlich die Äquivalenzklasse, für die f ein Repräsen-
tant ist.
(b) Für 1 ≤ p ≤ ∞ wird durch ‖ · ‖Lp(X,µ;B) := (
∫
X ‖ · ‖pB dµ)1/p, 1 ≤ p < ∞, und
‖ · ‖L∞(X,µ;B) := ess supµ‖ · ‖B, p =∞, eine Norm auf Lp(X,ΣX , µ;B) definiert und
Lp(X,ΣX , µ;B) ist ein Banachraum (siehe Hille und Phillips [61]).
(c) Ist nicht nur ein Banachraum sondern ein Hilbertraum (H , (·, ·)H ) gegeben, dann de-
finiert (f, g)L2(X,µ;H ) :=
∫
X(f, g)H dµ ein Skalarprodukt auf L2(X,ΣX , µ;H ). Damit
ist L2(X,ΣX , µ;H ) sogar ein Hilbertraum (siehe z. B. Hille und Phillips [61] oder
Reed und Simon [84]).
Im Folgenden wird ein wichtiges Beispiel einer stark messbaren, Banachraumwertigen
Zufallsvariablen angegeben.
Beispiel 2.9 Sei ein lognormales Zufallsfeld κ : D×Ω→ R auf (Ω,A,P) und beschränk-
tem Gebiet D ⊂ Rd, d ∈ N, der Gestalt
κ(x, ω) = exp
( ∞∑
i=1
ψi(x)ξi(ω)
)
gegeben, wobei die reellwertigen Zufallsgrößen (ξi)i∈N auf (Ω,A,P) unabhängig und iden-
tisch standardnormalverteilt sind und für die deterministischen Funktionen ψi ∈ L∞(D),
i ∈ N, die Bedingung ∑∞i=1 ‖ψi‖L∞(D) < ∞ erfüllt ist. Dann gilt κ ∈ Lp(Ω,A,P; L∞(D))
für alle 1 ≤ p < ∞. Dies sieht man, indem man sowohl die Beschränktheit des Erwar-
tungswertes EP ‖κ‖pL∞(D) als auch die starke Messbarkeit von κ nachweist.
Beginnend mit dem Erwartungswert gilt folgende Abschätzung
EP ‖κ‖pL∞(D) ≤ EP exp
(
p
∞∑
i=1
‖ψi‖L∞(D)|ξi|
)
=
∞∏
i=1
EP exp
(
p‖ψi‖L∞(D)|ξi|
)
=
∞∏
i=1
2 exp
(1
2p
2‖ψi‖2L∞(D)
)
Φ(p‖ψi‖L∞(D)),
wobei Φ die Verteilungsfunktion einer standardnormalverteilten Zufallsgröße ist. Um zu
zeigen, dass dieses Produkt endlich ist, logarithmiert man den Ausdruck und untersucht
die resultierende Summe, d. h.
ln
( ∞∏
i=1
2 exp
(1
2p
2‖ψi‖2L∞(D)
)
Φ(p‖ψi‖L∞(D))
)
=
∞∑
i=1
(1
2p
2‖ψi‖2L∞(D) + ln
(
2Φ(p‖ψi‖L∞(D))
))
=
∞∑
i=1
(1
2p
2‖ψi‖2L∞(D)
)
+
∞∑
i=1
ln
(
2Φ(p‖ψi‖L∞(D))
)
,
da Φ(p‖ψi‖L∞(D)) ≥ 1/2. Die erste Summe ist endlich, weil ∑∞i=1 ‖ψi‖L∞(D) <∞ voraus-
gesetzt worden ist. Die zweite Summe kann weiter abgeschätzt werden mit
Φ(p‖ψi‖L∞(D)) = 12 +
1√
2pi
p‖ψi‖L∞(D)∫
0
exp(−x2/2) dx
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≤ 12 +
1√
2pi
p‖ψi‖L∞(D)∫
0
1 dx = 12 +
p√
2pi
‖ψi‖L∞(D)
und unter Verwendung der Ungleichung ln(1 + x) ≤ x für x ≥ 0 durch
∞∑
i=1
ln
(
2Φ(p‖ψi‖L∞(D))
)
≤
∞∑
i=1
(
2Φ(p‖ψi‖L∞(D))− 1
)
≤ 2p√
2pi
∞∑
i=1
‖ψi‖L∞(D) <∞
für alle 1 ≤ p <∞, womit die Endlichkeit des Erwartungswertes gezeigt ist.
Für die starke Messbarkeit von κ wird eine Folge (κn)n∈N stark messbarer Zufallsvariablen
mit Werten in L∞(D) konstruiert, die fast sicher gegen κ in L∞(D) konvergiert. Die
starke Messbarkeit von κ folgt dann nach Hille und Phillips [61, Theorem 3.5.4]. Eine
solche Folge von Zufallsvariablen ist beispielsweise durch
[κn(ω)](x) := exp
(
n∑
i=1
ψi(x)ξi(ω)
)
, n ∈ N,
gegeben. Jedes κn ist stark messbar, da die reellwertigen Zufallsgrößen ξi durch einfache
Zufallsgrößen fast sicher approximiert werden können und es gilt
‖κ(·, ω)− κn(ω)‖L∞(D)
≤ exp
(
n∑
i=1
‖ψi‖L∞(D)|ξi(ω)|
) ∣∣∣∣∣∣exp
 ∞∑
i=n+1
‖ψi‖L∞(D)|ξi(ω)|
− 1
∣∣∣∣∣∣ .
Da für die Zufallsgröße exp
( ∞∑
i=1
‖ψi‖L∞(D)|ξi(ω)|
)
der Erwartungswert existiert, gilt eben-
so exp
( ∞∑
i=1
‖ψi‖L∞(D)|ξi(ω)|
)
<∞ fast sicher, und da ∞∑
i=n+1
‖ψi‖L∞(D)|ξi(ω)| fast sicher
gegen Null konvergiert für n → ∞, gibt es ein 0 < L(ω) < ∞ und n0 ∈ N, sodass∞∑
i=n+1
‖ψi‖L∞(D)|ξi(ω)| ∈ [0, L(ω)] für alle n ≥ n0. Damit kann für fast alle ω ∈ Ω auf-
grund der Lipschitz-Stetigkeit der Exponentialfunktion auf (−∞, L(ω)] die Konvergenz
‖κ(·, ω)− κn(ω)‖L∞(D) ≤ exp
(
n∑
i=1
‖ψi‖L∞(D)|ξi(ω)|
) ∣∣∣∣∣∣exp
 ∞∑
i=n+1
‖ψi‖L∞(D)|ξi(ω)|
− 1
∣∣∣∣∣∣
≤ exp(L(ω)) exp
(
n∑
i=1
‖ψi‖L∞(D)|ξi(ω)|
) ∞∑
i=n+1
‖ψi‖L∞(D)|ξi(ω)| → 0
für n→∞ gezeigt werden.
Die Forderung der starken Messbarkeit von Banachraumwertigen Funktionen stellt zudem
sicher, dass im Falle eines endlichen Maßes µ für alle f ∈ Lp(X,ΣX , µ;B), 1 ≤ p ≤ ∞,
die sogenannten Bochner-Integrale ∫
X
f dµ ∈ B
existieren (siehe z. B. Hille und Phillips [61] oder Yosida [115]). Damit sind auch für
Banachraumwertige Zufallsvariablen Erwartungswerte bzw. auch zweite Momente o. ä.
entsprechend zu reellwertigen Zufallsgrößen sinnvoll definiert.
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Ist nicht nur ein Banachraum sondern sogar ein HilbertraumH gegeben, dann kann unter
bestimmten Bedingungen der Hilbertraum L2(X,ΣX , µ;H ) als Tensorprodukt der beiden
Hilberträume L2(X,ΣX , µ) und H aufgefasst werden (siehe z. B. Reed und Simon [84]).
Proposition 2.10 Seien ein vollständiger Maßraum (X,ΣX , µ) mit σ-endlichem Maß µ
und ein separabler Hilbertraum H gegeben. Ist L2(X,ΣX , µ) ebenfalls separabel, dann gibt
es einen isometrischen Isomorphismus, sodass gilt
L2(X,ΣX , µ;H ) ' L2(X,ΣX , µ)⊗H .
Speziell tauchen als Hilberträume die Sobolev-Räume auf (siehe z. B. Evans [35]). Für ein
offenes und beschränktes Gebiet D ∈ Rd, d ∈ N, ist der Sobolev-Raum Hk(D) für k ∈ N0
definiert durch
Hk(D) := {f : D → R : ∂αf ∈ L2(D) für alle |α| ≤ k}
mit dem Skalarprodukt
(f, g)Hk(D) :=
∑
|α|≤k
(∂αf, ∂αg)L2(D)
und der dadurch induzierten Norm ‖ · ‖Hk(D) := (·, ·)1/2Hk(D). Die Sobolev-Räume H˚k(D),
k ∈ N, bezeichnen den Abschluss von C∞c (D) in Hk(D). Dabei enthält C∞c (D) alle
unendlich oft stetig differenzierbaren Funktionen f : D → R mit kompaktem Träger. Die
Räume (Hk(D), (·, ·)Hk(D)) und (H˚k(D), (·, ·)Hk(D)) sind separable Hilberträume und für
Funktionen aus H˚1(D) ist die Halbnorm auf H1(D)
| · |H1(D) :=
∫
D
|∇ · |2 dx
1/2
äquivalent zur Norm ‖·‖H1(D). Die Dualräume von H˚k(D) werden mitH−k(D) bezeichnet,
die ebenfalls Hilberträume sind. Schlussfolgerungen für die Räume L2(X,ΣX , µ;Hk(D)),
k ∈ Z, und L2(X,ΣX , µ; H˚k(D)), k ∈ N, ergeben sich dann dementsprechend.
Nach diesen eher maßtheoretischen Grundlagen folgen nun noch einige wahrscheinlich-
keitstheoretische Aussagen, die in den kommenden Kapiteln immer wieder eine Rolle
spielen werden. Den Anfang macht folgender Satz zur Erzeugung von Zufallsgrößen einer
bestimmten Verteilung (siehe z. B. Chung [28]) bzw. von abzählbar vielen unabhängigen
Zufallsgrößen (siehe z. B. Kallenberg [65]).
Satz 2.11
(i) Seien auf (Ω,A,P) reellwertige Zufallsgrößen ξ mit Verteilung Fξ und η mit einer
Gleichverteilung auf (0, 1), η ∼ U(0, 1), gegeben. Dann besitzt die Zufallsgröße
F−ξ (η) mit F−ξ (x) := inf{y ∈ R : Fξ(y) ≥ x}, x ∈ (0, 1),
ebenfalls die Verteilung von ξ.
(ii) Sei auf (Ω,A,P) eine auf dem Intervall (0, 1) gleichverteilte reellwertige Zufallsgröße
η gegeben. Dann existieren messbare Funktionen ti : (0, 1) → R, i ∈ N, sodass die
Zufallsgrößen
ηi := ti(η), i ∈ N,
alle gleichverteilt auf (0, 1) und untereinander unabhängig sind.
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Beweis.
Zu (i): Nach Definition der Funktion F−ξ gilt
P(F−ξ (η) ≤ x) = P(η ≤ Fξ(x)) = Fξ(x) für x ∈ R.
Zu (ii): Die Funktionen
gn(x) :=

1, x ∈ 2
n−1⋃
k=1
[(2k − 1)2−n, 2k2−n),
0, sonst
geben für ein x ∈ (0, 1) die entsprechende binäre Entwicklung an, d. h.
x =
∞∑
n=1
gn(x)2−n,
wobei, um die Eindeutigkeit sicherzustellen, die Entwicklung mit unendlich vielen Nullen
gewählt wird. Für 12 wird also die Darstellung
1
2 =
1
2 +
0
22 +
0
23 + · · ·
genommen anstelle von
1
2 =
0
2 +
1
22 +
1
23 + · · · .
Ordnet man nun die Folge (gn)n∈N in einem zweidimensionalen Feld (hik)i,k∈N an, so
können Funktionen
ti(x) :=
∞∑
k=1
hik(x)2−k, x ∈ (0, 1), i ∈ N,
definiert werden. Die Zufallsgrößen
ηi := ti(η), i ∈ N,
sind dann gleichverteilt auf (0, 1) und untereinander unabhängig (siehe Kallenberg [65,
Lemma 2.21]).
Eine andere Fragestellung zu reellwertigen Zufallsgrößen ξ auf (Ω,A,P) und insbesondere
deren Verteilungen Fξ, die in dieser Arbeit eine Rolle spielt, ist das Momentenproblem.
Das Momentenproblem bezeichnet dabei die Aufgabe, aus einer vorgegebenen Folge von
Momenten eine Verteilung zu bestimmen, die eben diese Folge als Momente besitzt. Man
unterscheidet dabei drei verschiedene Momentenprobleme: das Hamburger Momentenpro-
blem, bei dem die Zufallsgröße ξ Werte in ganz R annehmen kann, das Momentenproblem
von Stieltjes, bei dem die Zufallsgröße ξ in [0,∞) liegt, und das Momentenproblem von
Hausdorff, wo die Zufallsgröße ξ Werte in einem beschränkten Intervall annehmen kann.
Definition 2.12 Man sagt, das Momentenproblem (im Sinne von Hamburger) ist ein-
deutig lösbar für die Wahrscheinlichkeitsverteilung Fξ einer reellwertigen Zufallsgröße ξ
auf (Ω,A,P), wenn die Verteilungsfunktion eindeutig durch die Folge ihrer Momente
mk := EP ξk =
∫
R
xk dFξ(x), k ∈ N0,
bestimmt ist.
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Bemerkung 2.13 Das Momentenproblem eines Maßes, das keine Wahrscheinlichkeits-
verteilung ist, lässt sich analog formulieren.
Das heißt, wenn das Momentenproblem für Fξ eindeutig lösbar ist, gibt es keine an-
dere Verteilung, die die selben Momente besitzt wie Fξ. Im folgenden Satz sind einige
hinreichenden Bedingungen zusammengefasst, die die eindeutige Lösbarkeit des Momen-
tenproblems (im Sinne von Hamburger) implizieren (vgl. Freud [40, Section II.5.] oder
auch andere Arbeiten wie die von Gut [56], Lin [70] oder Stoyanov [92]).
Satz 2.14 Gilt eine der folgenden Bedingungen für die Verteilung Fξ einer reellwertigen
Zufallsgröße ξ, dann ist das zugehörige Momentenproblem eindeutig lösbar.
(i) Die Verteilung Fξ besitzt einen kompakten Träger, d. h., es gibt ein kompaktes Inter-
vall [a, b], a, b ∈ R, sodass P(ξ ∈ [a, b]) = 1.
(ii) Die Folge der Momente (mk)k∈N0 der Verteilung Fξ erfüllt
lim inf
k→∞
2k
√
m2k
2k <∞.
(iii) Für die Zufallsgröße ξ gilt für ein a > 0
EP exp(a|ξ|) =
∫
R
exp(a|x|)dFξ(x) <∞.
(iv) (Carlemans Bedingung) Die Folge der Momente (mk)k∈N0 der Verteilung Fξ erfüllt
∞∑
k=0
1
2k
√
m2k
=∞.
(v) (Lins Bedingung) Die Verteilung Fξ ist symmetrisch, differenzierbar und es existiert
eine strikt positive Dichtefunktion fξ, sodass für ein x0 > 0 gilt
∞∫
−∞
− log fξ(x)
1 + x2 dx =∞ und
−xf ′ξ(x)
fξ(x)
↗∞ für x→∞, x ≥ x0.
Ist innerhalb von Lins Bedingung das Integral für eine Verteilung mit strikt positiver
Dichtefunktion endlich, so ist das zugehörige Momentenproblem nicht eindeutig lösbar
(Kreins Bedingung).
Die Momentenprobleme zu den klassischen Verteilungen wie Beta-, Gamma- oder Nor-
malverteilung, sind alle eindeutig lösbar. Im Gegensatz dazu ist das wohl bekannteste
Beispiel für eine Verteilung, deren Momentenproblem nicht eindeutig lösbar ist, die lognor-
male Verteilung (siehe Heyde [57] oder Beispiel 2.15). Aber auch die Verteilung gewisser
Potenzen von normalverteilten (ξk für k = 3, 5, 6, . . . ) oder gammaverteilten Zufallsgrö-
ßen (ξk für k > 2) liefern Momentenprobleme, die nicht eindeutig lösbar sind (vgl. z. B.
Shiryaev [89] oder Stoyanov [92] und die dort zitierte Literatur).
Beispiel 2.15 Sei eine lognormale Zufallsgröße ξ auf (Ω,A,P) mit der Dichte
fξ(x) =

1√
2pix exp
(
− (ln(x))22
)
, x > 0,
0, sonst
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gegeben. Dann besitzt ξ die Momente
EP ξk = exp
(
k2
2
)
, k ∈ N0.
Das zugehörige Momentenproblem ist jedoch nicht eindeutig lösbar, da zum Beispiel für
a ∈ (0, 1] mit
fa(x) := (1 + a sin(2pi ln(x)))fξ(x), x ∈ R,
überabzählbar viele von fξ verschiedene Wahrscheinlichkeitsdichten gegeben sind, die eben-
falls die Momentenfolge (exp(k2/2))k∈N besitzen, d. h.∫
R
xkfa(x) dx = EP ξk, k ∈ N0,
gilt. Dies lässt sich durch die Rechnung∫
R
xkfa(x) dx =
∫
R
xkfξ(x) dx+ a
∫
R
xk sin(2pi ln(x))fξ(x) dx
= EP ξk +
a√
2pi
∫
R
exp(ky) sin(2piy) exp(−y2/2) dy
= EP ξk +
a exp(k2/2)√
2pi
∫
R
sin(2piy) exp(−(y − k)2/2) dy
= EP ξk +
a exp(k2/2)√
2pi
∫
R
sin(2pi(z + k)) exp(−z2/2) dz
= EP ξk +
a exp(k2/2)√
2pi
∫
R
sin(2piz) exp(−z2/2) dz = EP ξk
nachvollziehen, weil das Integral einer ungeraden Funktion über die reellen Zahlen Null
ist.
2.2 Orthogonale Polynome
Orthogonale Polynome und deren Eigenschaften bilden für sich selbst ein eigenes großes
Forschungsgebiet. In diesem Abschnitt sollen daher nur die grundlegendsten und in die-
ser Arbeit benötigten Definitionen und Eigenschaften eingeführt werden. Für Details und
weitergehende Erkenntnisse wird an dieser Stelle auf die bestehende Literatur verwie-
sen, für die z. B. die Bücher von Szegö [94], Freud [40], Tricomi [96], Chihara [27] oder
Gautschi [43] ein Ausgangspunkt sein können. Orthogonale Polynome werden immer be-
züglich einer bestimmten Belegungs- oder auch Gewichtsfunktion gebildet, die ebenso eine
Verteilungs- oder Dichtefunktion einer gewissen Zufallsgröße sein kann. Drei solcher or-
thogonaler Polynomensysteme werden in diesem Abschnitt näher vorgestellt. Den Anfang
machen die Hermite-Polynome. Da im Zusammenhang zu polynomiellen Chaosentwick-
lungen die Normalverteilung eine große Rolle spielt, werden als Beispiel für orthogonale
Polynome die Hermite-Polynome detaillierter behandelt und speziell deren gemischte Mo-
mente untersucht, da diese bei der Analyse der Konvergenzeigenschaften polynomieller
Chaosentwicklungen von Belang sind. Neben den Hermite-Polynomen werden, wenn auch
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weniger intensiv, die Legendre-Polynome betrachtet, deren Gewichtsfunktion sich mit Hil-
fe der Dichtefunktion einer gleichverteilten Zufallsgröße beschreiben lässt. Eine dieser bei-
den Polynomensysteme wird üblicherweise in der Praxis bei der stochastischen Galerkin-
Methode verwendet. Eine andere Gruppe bilden da die Stieltjes-Wigert-Polynome. Mit
Hilfe dieser können orthogonale Polynome bezüglich einer lognormalen Verteilungsfunk-
tion hergeleitet werden, die vor allem zu Beispielszwecken eingeführt werden sollen.
2.2.1 Definitionen
Ausgangspunkt für die Definition orthogonaler bzw. orthonormaler Polynome ist eine
reellwertige, nicht-fallende, nicht konstante, beschränkte, rechtsseitig stetige Funktion F
auf einem endlichen oder unendlichen Intervall J ⊆ R. Eine solche Funktion wird bei
Freud [40] auch Belegungsfunktion und dF die Belegung genannt.
Satz 2.16 Nimmt die Funktion F unendlich viele verschiedene Werte an und gilt∫
J
xn dF (x) <∞ für alle n ∈ N0,
dann existiert eine eindeutig bestimmte Menge an Polynomen
{pn : J → R, n ∈ N0}
mit
(i) pn ist ein Polynom vom exakten Grad n und der Koeffizient vor xn ist positiv,
(ii) das System der {pn, n ∈ N0} ist orthonormal in L2(J,B(J), dF ), d. h.∫
J
pn(x)pm(x) dF (x) = δnm für n,m ∈ N0.
Dabei bezeichnet δnm, n,m ∈ N0, das Kronecker-Delta.
Beweis.
Die Polynome {pn, n ∈ N0} lassen sich durch Orthonormalisierung der Monome
1, x, x2, . . .
in L2(J,B(J), dF ) erzeugen. Für den Beweis der Eindeutigkeit wird auf Freud [40, Satz 1.2]
und die Bemerkung danach verwiesen.
Bemerkung 2.17
(a) Die Bedingung
∫
J x
n dF (x) < ∞ für alle n ∈ N0 impliziert, dass die Funktion F ein
endliches Maß auf (J,B(J)) definiert.
(b) Ist F zusätzlich eine Verteilungsfunktion einer reellwertigen Zufallsgröße ξ auf dem
Wahrscheinlichkeitsraum (Ω,A,P), dann bildet die Menge {pn(ξ), n ∈ N0} ein Or-
thonormalsystem des L2(Ω, σ(ξ),P).
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(c) Ist F eine Funktion, die nur endlich viele verschiedene Werte im Intervall J annimmt,
d. h., nur endlich viele Wachstumspunkte besitzt, zum Beispiel N ∈ N Stück, dann
sind die Polynome 1, x, . . . , xN−1 linear unabhängig und es existieren durch Orthonor-
malisierung im Sinne des vorherigen Satzes 2.16 genau N orthonormale Polynome
pn : J → R, n = 0, . . . , N − 1, (siehe Szegö [94]).
(d) Die bezüglich F orthogonalen Polynome {pn, n ∈ N0}, sodass jedes pn ein Polynom
vom exakten Grad n ist, sind nur bis auf einen Skalierungsfaktor eindeutig bestimmt.
Jedes orthogonale Polynomsystem {pn, n ∈ N0} genügt jedoch einer Drei-Term-Rekur-
sionsformel (vgl. z. B. Tricomi [96])
bn+1pn+1(x) = (x− an)pn(x)− cnpn−1(x), n ∈ N0, (2.1)
mit Koeffizientenfolgen (an)n∈N0 , (bn)n∈N0 und (cn)n∈N0 und p−1 ≡ 0 per Definition. Wird
für das Polynom pn der Koeffizient vor dem Term xm mit k(n)m , m = 0, . . . , n, n ∈ N0,
bezeichnet, d. h., gilt pn(x) =
∑n
m=0 k
(n)
m x
m, dann ergeben sich die Koeffizienten (an)n∈N0 ,
(bn)n∈N0 und (cn)n∈N0 wie folgt
a0 =
−k(1)0
k
(1)
1
, an =
k
(n)
n−1
k
(n)
n
− k
(n+1)
n
k
(n+1)
n+1
, n ∈ N, (2.2)
bn =
k
(n−1)
n−1
k
(n)
n
, n ∈ N, (2.3)
und
c1 =
−b2k(2)0 − a1k(1)0
k
(0)
0
, cn =
k
(n)
n−2 − bn+1k(n+1)n−1 − ank(n)n−1
k
(n−1)
n−1
, n ∈ N \ {1}.
Da b0 und c0 beliebig gewählt werden können, wird o. B. d.A. b0 = c0 = 0 gesetzt. Al-
le anderen Koeffizienten sind eindeutig durch das System der Polynome {pn, n ∈ N0}
bestimmt. Die Anpassung der Rekursionskoeffizienten an ein andere Skalierung des Po-
lynomsystems {pn, n ∈ N0} erfolgt einfach durch Substitution und Umstellen. In dem
Falle, dass {pn, n ∈ N0} sogar ein Orthonormalsystem im Sinne von Satz 2.16 bildet,
ist cn = bn für alle n ∈ N0. Mit den Rekursionskoeffizienten (an)n∈N0 und (bn)n∈N0 kön-
nen dann mit p−1 ≡ 0 und p0 ≡ (∫J dF (x))−1/2 alle weiteren Polynome rekursiv berechnet
werden. Die Drei-Term-Rekursionsformel (2.1) und die Formeln (2.2) und (2.3) für die Re-
kursionskoeffizienten gelten natürlich auch im Falle eines N -dimensionalen orthonormalen
Polynomensystems, dann jedoch nur für die Indizes n = 0, . . . , N − 2.
Ist F absolut stetig, d. h., es existiert eine nicht-negative messbare Funktion f : J → R
mit dF (x) = f(x)dx, so wird f auch Gewichtsfunktion genannt. Wenn das Intervall J
symmetrisch zur Null ist und die Gewichtsfunktion f zudem eine gerade Funktion ist
auf J , d. h. f(−x) = f(x) für alle x ∈ J , dann sind die orthonormalen Polynome pn,
n ∈ N0, gerade oder ungerade Funktionen je nachdem, ob n gerade oder ungerade ist,
d. h.
pn(x) = (−1)npn(−x) für alle x ∈ J.
Weitere Eigenschaften zu orthogonalen Polynomen können z. B. in den Büchern von Sze-
gö [94], Freud [40], Tricomi [96] oder Chihara [27] nachgelesen werden.
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Eine spezielle Klasse von orthogonalen Polynomen bilden die sogenannten klassischen
orthogonalen Polynome. Diese Polynome lassen sich z. B. als die gemeinsamen Polynom-
lösungen einer Differentialgleichung erklären (siehe z. B. Bochner [20]). Zu dieser Klasse
gehören die Jacobi-Polynome, die Laguerre-Polynome und die Hermite-Polynome (siehe
z. B. Szegö [94] und Freud [40]). Diese Orthogonalpolynome sollen hier deshalb gesondert
erwähnt werden, da die entsprechenden Gewichtsfunktionen vom Typ her Dichten einer
Betaverteilung, Gammaverteilung bzw. Standardnormalverteilung sind. Zudem lassen sich
diese orthogonalen Polynome in das Askey-Schema (siehe z. B. Askey und Wilson [3]) ein-
ordnen, das eine Möglichkeit zur Ordnung der hypergeometrischen orthogonalen Polynome
(siehe z. B. Szegö [94] oder Abramowitz/Stegun [1]) darstellt. Auf die Hermite-Polynome
und die Legendre-Polynome als Speziallfall der Jacobi-Polynome wird in den folgenden
zwei Abschnitten näher eingegangen. All die klassischen orthogonalen Polynome können
auch mit Hilfe der Rodrigues-Formel (siehe Freud [40]) hergeleitet werden und besit-
zen eine explizite Darstellungsformel. Es gibt aber auch andere orthogonale Polynome,
die explizit dargestellt werden können. Beispielhaft sollen da nur die Stieltjes-Wigert-
Polynome (siehe z. B. bei Szegö [94]) und die verallgemeinerten Hermite-Polynome (siehe
z. B. Krall [66]) genannt werden. Ist eine solche explizite Formel jedoch nicht vorhanden,
so können zum Beispiel mittels des Algorithmus von Gautschi [43] die Rekursionskoeffizi-
enten für die orthonormalen Polynome im Sinne von Satz 2.16 berechnet werden. Unter
Verwendung der entsprechenden Rekursionsformel (2.1) für orthonormale Polynome mit
positiven führenden Koeffizienten und mit p−1 ≡ 0 und p0 ≡ (∫J dF (x))−1/2 können diese
Polynome dann rekursiv berechnet werden.
Bemerkung 2.18 Sei F eine Wahrscheinlichkeitsverteilung auf Γ ⊆ R|I| mit der Index-
menge I = {1, . . . , N}, N ∈ N \ {1}, oder I = N, sodass mit x = (xi)i∈I gilt∫
Γ
xni dF (x) <∞ für alle i ∈ I und n ∈ N0.
Die Monome sind dann durch xα := ∏i∈I xαii mit
α ∈ Λ := {α ∈ N|I|0 : α hat nur endlich viele Nicht-Null-Elemente}
definiert und |α| = ∑i∈I αi ist der totale Grad des Polynoms xα. Aus der Folge der Mono-
me xα kann analog zu Satz 2.16 ebenfalls eine Menge orthonormaler multivariater Poly-
nome {pα, α ∈ Λ} konstruiert werden. (Das Polynom pα entspricht dann der Orthonor-
malisierung von xα bzgl. der schon ermittelten Orthonormalpolynome in L2(Γ,B(Γ), dF )
und ist entweder ein Polynom vom totalen Grad |α| und hat einen positiven Koeffizienten
vor dem Monom xα oder entspricht dem Nullpolynom.) Im Gegensatz zum univariaten
Fall muss die Menge der Orthonormalpolynome nicht eindeutig bestimmt sein, da sie von
der Anordnung der Monome abhängt. Außerdem kann es passieren, dass für ein α¯ ∈ Λ
sich das Monom xα¯ als Linearkombination der bisher schon ermittelten Orthonormalpo-
lynome pα(x) darstellen lässt. Das hieße, pα¯ ergibt sich zum Nullpolynom. (Dies passiert
zum Beispiel dann, wenn F die gemeinsame Verteilungsfunktion der beiden Zufallsgrößen
ξ1 := |ξ|1/3 und ξ2 := |ξ|1/2 für ξ ∼ N (0, 1) ist, weil dann z. B. ξ31 = ξ22 gilt.) Ist in so einem
Fall aber der totale Grad |α¯| von xα¯ kleiner als der totale Grad der Linearkombination,
d. h., innerhalb der Linearkombination existiert ein pα′(x) 6≡ 0 mit |α′| > |α¯|, dann wird
xα¯ anstelle des entsprechenden Polynoms pα′(x) in die Menge der Orthonormalpolynome
aufgenommen und so orthonormalisiert, dass der totale Grad von pα¯ eben |α¯| und der Ko-
effizient vor xα¯ positiv ist, (d. h. pα¯ 6≡ 0). Das Orthogonalpolynom pα′ wird dann dafür Null
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gesetzt, d. h. pα′ ≡ 0. Das bedeutet, dass in der Menge der Polynome {pα, α ∈ Λ} Null-
polynome auftreten können, die im eigentlichen Sinne keine Orthonormalpolynome sind,
da sie Norm Null haben. Da in den in dieser Arbeit betrachteten Beispielen dies jedoch
nicht vorkommen wird, und dieser Sachverhalt nur der Vollständigkeit halber erwähnt
werden sollte, wird keine möglicherweise verwirrende, neue Indexmenge für die Nicht-
Nullpolynome eingeführt, sondern bei der Bezeichnungsweise der Menge {pα, α ∈ Λ} als
Orthonormalsystem verblieben.
2.2.2 Hermite-Polynome
Bei den Hermite-Polynomen unterscheidet man generell zwischen den physikalischen und
den stochastischen, je nachdem ob die Gewichtsfunktion exp(−x2) oder exp(−x2/2) be-
trachtet wird. Diese beiden können aber natürlich ineinander umgerechnet werden. Da in
dieser Arbeit das Augenmerk besonders auf orthogonalen Polynomen bzgl. Wahrschein-
lichkeitsverteilungen von Zufallsgrößen liegt, d. h., in diesem Fall die Gewichtsfunktion
die Dichte einer normalverteilten Zufallsgröße sein wird, werden in dieser Arbeit die sto-
chastischen Hermite-Polynome verwendet und untersucht.
Sei als Gewichtsfunktion die Dichte der Standardnormalverteilung ϕ(x) := 1√2pi exp(−x2/2)
auf R gegeben. Dann sind die orthogonalen Polynome mit einer Eins als führenden Koeffi-
zienten die Hermite-Polynome {Hen, n ∈ N0}, die sich beispielsweise über die Rodrigues-
Formel
Hen(x) := (−1)n exp
(
x2
2
)
dn
dxn
(
exp
(
−x
2
2
))
, n ∈ N0, x ∈ R, (2.4)
definieren lassen und es gilt∫
R
Hen(x) Hem(x)ϕ(x) dx = n!δnm, n,m ∈ N0.
Wie sich die entsprechenden Orthogonal- bzw. Orthonormalpolynome zu einer beliebigen
Normalverteilung auf J = R ergeben, zeigt das folgende Korollar.
Korollar 2.19 Sei auf R die Gewichtsfunktion
f(x) = 1√
2piσ2
exp(−(x− µ)2/(2σ2)), x ∈ R,
für σ > 0 und µ ∈ R gegeben, d. h., f entspricht der Dichtefunktion einer normalver-
teilten Zufallsgröße mit Erwartungswert µ und Varianz σ2. Die im Sinne von Satz 2.16
dazugehörigen orthonormalen Polynome sind dann bestimmt durch
pn(x) =
1√
n!
Hen
(
x− µ
σ
)
, n ∈ N0, x ∈ R.
Beweis.
Dies folgt sofort mit der Variablensubstitution z = (x− µ)/σ aus∫
R
pn(x)pm(x)f(x) dx
= 1√
n!m!
∫
R
Hen
(
x− µ
σ
)
Hem
(
x− µ
σ
) 1√
2piσ2
exp(−(x− µ)2/(2σ2)) dx
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= 1√
n!m!
∫
R
Hen(z) Hem(z)
1√
2pi
exp(−z2/2) dz = δnm, n,m ∈ N0.
Neben der Darstellung (2.4) für die Hermite-Polynome gibt es auch die explizite Formel
Hen(x) =
bn2 c∑
j=0
(−1)j n!(n− 2j)! j! 2j x
n−2j mit byc := max{z ∈ Z : z ≤ y}, (2.5)
die für konkrete Berechnungen ebenfalls nützlich sein kann. Mit ihrer Hilfe lässt sich
zudem die Drei-Term-Rekursionsformel (2.1) für die Hermite-Polynome
Hen+1(x) = xHen(x)− nHen−1(x), n ∈ N0 (2.6)
verifizieren. Außerdem entsprechen die Hermite-Polynome den Koeffizienten der Entwick-
lung von
exp(xt− t2/2) =
∞∑
n=0
Hen(x)
tn
n! . (2.7)
Die Funktion exp(xt − t2/2) wird dabei auch die erzeugende Funktion genannt und mit
ihr kann die oft verwendete Formel für das Produkt zweier Hermite-Polynome
Hen(x) Hem(x)√
n!m!
=
n∧m∑
l=0
C(n,m, l) Hen+m−2l(x)√
(n+m− 2l)!
, n,m ∈ N0, (2.8)
mit n ∧m := min{m,n} und
C(n,m, l) :=
√√√√(n
l
)(
m
l
)(
n+m− 2l
n− l
)
=
√
n!m! (n+m− 2l)!
l! (n− l)! (m− l)!
hergeleitet werden. Des Weiteren lassen sich damit ebenso die Formel
Hen(x+ y) =
n∑
k=0
(
n
k
)
xn−k Hek(y), n ∈ N0 (2.9)
und für a ∈ R die Formel
Hen(ax) =
n∑
k=0
n+k gerade
ak
(
a2 − 1
2
)(n−k)/2
n!
k!(n−k2 )!
Hek(x) (2.10)
ableiten. Eine weitere spezielle Eigenschaft der Hermite-Polynome ist, dass die Ablei-
tung eines Hermite-Polynoms wieder bis auf einen skalaren Faktor ein Hermite-Polynom
darstellt, d. h.
He′n(x) = nHen−1(x) für alle x ∈ R und n ∈ N. (2.11)
Dies lässt sich mit Hilfe der Definition (2.4) der Hermite-Polynome und der Drei-Term-
Rekursionsformel (2.6) durch die Rechnung
He′n(x) = (−1)n
d
dx
(
e
x2
2
)
dn
dxn
(
e−
x2
2
)
+ (−1)nex
2
2
dn+1
dxn+1
(
e−
x2
2
)
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= x(−1)nex
2
2
dn
dxn
(
e−
x2
2
)
− (−1)n+1ex
2
2
dn+1
dxn+1
(
e−
x2
2
)
= xHen(x)− Hen+1(x) = nHen−1(x)
zeigen.
Bevor nun Integrale über Produkte von Hermite-Polynomen näher untersucht werden,
fasst die folgende Bemerkung noch zwei Verallgemeinerungen hinsichtlich der hier er-
wähnten Hermite-Polynome zusammen.
Bemerkung 2.20
(a) Neben den Hermite-Polynomen gibt es auch die sogenannten verallgemeinerten Her-
mite-Polynome (siehe z. B. Krall [66]). Diese bilden ein Orthogonalsystem im Raum
L2(R,B(R), dF ) mit dF (x) = |x|2µe−x2dx für x ∈ R und einer Konstanten µ ≥ 0. Die
verallgemeinerten Hermite-Polynome gerader bzw. ungerader Ordnung bilden zudem
jeweils ein Orthogonalsystem im Raum L2(R+,B(R+), dF ) mit dF (x) = x2µe−x2dx
für x ∈ R+ und einer Konstanten µ ≥ 0.
(b) Im multivariaten Fall, d. h., wenn die Gewichtsfunktion die Dichte einer mehrdimen-
sionalen Normalverteilung ist, lassen sich die dazugehörigen multivariaten Hermite-
Polynome analog zu den univariaten Hermite-Polynomen (2.4) definieren und bilden
ein entsprechendes Orthogonalsystem (siehe z. B. Willink [104]).
Höhere und gemischte Momente. Integrale über Produkte von Hermite-Polynomen
lassen sich interpretieren als höhere oder gemischte Momente dieser Hermite-Polynome in
einer standardnormalverteilten Zufallsgröße ξ auf (Ω,A,P), d. h. ξ ∼ N (0, 1). Das heißt,
für p ∈ N und mi ∈ N0 für i = 1, . . . , p versteht man unter höheren oder gemischten
Momenten die Erwartungswerte
EP
Hem1(ξ) . . .Hemp(ξ)√
m1! . . .
√
mp!
 = ∫
R
Hem1(x) . . .Hemp(x)√
m1! . . .
√
mp!
ϕ(x) dx.
Solche Ausdrücke treten z. B. bei der Berechnung der Momente von Produkten von po-
lynomiellen Chaosentwicklungen auf, bei Konvergenzabschätzungen oder beim Aufstellen
der entsprechenden stochastischen Galerkin-Matrizen.
Für p = 1, 2 lassen sich diese Momente sofort aus der Orthogonalitätseigenschaft der
Hermite-Polynome berechnen, doch ab p = 3 wird dies komplizierter. Dennoch gibt es ex-
plizite Formeln für diese Momente und für p = 3 ergibt sich beispielsweise (siehe Field [37])
EP
(
Hem1(ξ) Hem2(ξ) Hem3(ξ)√
m1!
√
m2!
√
m3!
)
=

√
m1!m2!m3!
(k−m3)!(k−m2)!(k−m1)! , m1 +m2 +m3 = 2k,
m1,m2,m3 ≤ k,
0, sonst.
(2.12)
Mit Hilfe der Arbeit [24] von Busbridge über Integrale, die Hermite-Polynome beinhalten,
kann sogar eine allgemeingültige Formel angegeben werden.
Proposition 2.21 Sei p ∈ N. Die gemischten Momente der Hermite-Polynome sind nur
dann ungleich Null, wenn für mi ∈ N0, i = 1, . . . , p, die Bedingung m1 + · · · + mp = 2k
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für ein k ∈ N0 gilt. Dann folgt
EP
Hem1(ξ) . . .Hemp(ξ)√
m1! . . .
√
mp!
 = ( p∏
i=1
√
mi!
)∑
λr,s
1
λ1,2!λ1,3! . . . λ1,p!λ2,3! . . . λp−1,p!
,
wobei über alle Mengen {λr,s ∈ N0, r, s = 1, . . . , p} mit
λr,s = λs,r, λs,s = 0 für alle s,
p∑
q=1
λj,q = mj für alle j = 1, . . . , p und
∑
r<s
λr,s = k (2.13)
summiert wird.
Beweis.
Wie bereits erwähnt, basiert diese Formel auf der in der Arbeit von Busbridge [24] her-
geleiteten Formel für Integrale der Form
Iam1,...,mp :=
∞∫
−∞
Hm1(x) . . .Hmp(x) exp(−x2/a) dx mit a > 0, p ∈ N, p > 1,
über die physikalischen Hermite-Polynome {Hm, m ∈ N0}, die orthogonal bezüglich der
Gewichtsfunktion exp(−x2) sind. Wenn m1 + · · ·+mp = 2k, k ∈ N0, ist, wird gezeigt
Iam1,...,mp = a
1/2
(
−12z
)−k
Γ(k+0.5)
k∑
i=0
 zi
(0.5− k)i
∑
λr,s
(−m1)∑p
q=1 λ1,q
. . . (−mp)∑p
q=1 λp,q
λ1,2!λ1,3! . . . λ1,p!λ2,3! . . . λp−1,p!

mit z = 12(1−a) , dem Pochhammer Symbol
(c)j :=
1, j = 0,c(c+ 1) . . . (c+ j − 1), j > 0,
und die Summation ∑
λr,s
erfolgt über alle Mengen {λr,s ∈ N0, r, s = 1, . . . , p} mit
λr,s = λs,r, λs,s = 0 für alle s,
p∑
q=1
λj,q ≤ mj für alle j = 1, . . . , p und
∑
r<s
λr,s = i.
Im Falle a = 1 gilt dann
∞∫
−∞
Hm1(x) . . .Hmp(x) exp(−x2) dx = 2k
√
pi
∞∫
−∞
Hem1(x) . . .Hemp(x)
1√
2pi
exp(−x2/2) dx.
Das heißt, man muss in Iam1,...,mp die Größe a gegen 1 konvergieren lassen, was z → ∞
bedeutet, und erhält
I1m1,...,mp =
(
−12
)−k
Γ(k + 0.5) 1(0.5− k)k
∑
λr,s
(−m1)∑p
q=1 λ1,q
. . . (−mp)∑p
q=1 λp,q
λ1,2!λ1,3! . . . λ1,p!λ2,3! . . . λp−1,p!
,
wobei nun über alle Mengen {λr,s ∈ N0, r, s = 1, . . . , p}, die die Bedingung (2.13)
λr,s = λs,r, λs,s = 0 für alle s,
p∑
q=1
λj,q = mj für alle j = 1, . . . , p und
∑
r<s
λr,s = k,
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erfüllen, summiert wird. Damit ergibt sich also
EP
Hem1(ξ) . . .Hemp(ξ)√
m1! . . .
√
mp!
 = 1√
m1! . . .
√
mp!
∞∫
−∞
Hem1(x) . . .Hemp(x)
1√
2pi
exp(−x2/2) dx
=
( p∏
i=1
√
mi!
)∑
λr,s
1
λ1,2!λ1,3! . . . λ1,p!λ2,3! . . . λp−1,p!
,
und {λr,s, r, s = 1, . . . , p} genügen Bedingung (2.13).
Eine andere Art, die Bedingung (2.13) an die {λr,s ∈ N0, r, s = 1, . . . , p} zu interpretieren,
ist die folgende. Man summiert über alle λp = [λ1,2, . . . λ1,p, λ2,3, . . . , λp−1,p]T ∈ Np(p−1)/20 ,
die der Gleichung
Apλp = bp,mi
genügen, wobei Ap ∈ R(p+1)×p(p−1)/2 und b ∈ Rp+1 mit den Einheitsmatrizen In ∈ Rn×n,
n ∈ N, wie folgt angegeben werden können
Ap :=

1 ............. 1 1 .......... 1 1 ........ 1 1 ..... 1
1 ............. 1 0 .......... 0 0 ........ 0 0 ..... 0
Ip−1 1 .......... 1 0 ........ 0 0 ..... 0
Ip−2 1 ........ 1 0 ..... 0
Ip−3 1
. . . ...
. . . 0
. . . 1
I1

und bp,mi :=

k
m1
m2
...
...
...
mp

.
Ist beispielsweise p = 3 und m1 + m2 + m3 = 2k, dann ist die einzige Lösung von
Apλp = bp,mi , d. h. von 
1 1 1
1 1 0
1 0 1
0 1 1


λ1,2
λ1,3
λ2,3
 =

k
m1
m2
m3
 ,
gegeben durch
λ1,2 = k −m3, λ1,3 = k −m2 und λ2,3 = k −m1
für m1,m2,m3 ≤ k, da alle λr,s ≥ 0 sein sollen. Dies entspricht der Formel (2.12).
Höhere Momente der Hermite-Polynome lassen sich damit ebenso explizit berechnen. Dazu
seien für p ∈ N und m ∈ N0 die Werte m1 = · · · = mp = m gesetzt, sodass mp = 2k für
ein k ∈ N0 gilt, und dann erhält man
EP
(
Hem(ξ)√
m!
)p
= (m!)p/2
∑
λr,s
1
λ1,2!λ1,3! . . . λ1,p!λ2,3! . . . λp−1,p!
,
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und die {λr,s, r, s = 1, . . . , n} erfüllen die Bedingung (2.13) mit ∑pq=1 λj,q = m für alle
j = 1, . . . , p. Mit anderen Worten, es muss über alle Lösungen λp ∈ Np(p−1)/20 (eigentlich
sogar nur λp ∈ {0, 1, . . . ,m}p(p−1)/2) von
Apλp = bp,m mit bp,m :=
[
k,m, . . . ,m
]T
(2.14)
summiert werden.
Im Folgenden sollen nun sowohl obere als auch untere Schranken an die höheren Momente
der Hermite-Polynome in ξ gefunden werden.
Korollar 2.22 Sei p ∈ N. Dann existiert eine Konstante C > 0 und ein m0 ∈ N, sodass
die Abschätzung
EP
(
Hem(ξ)√
m!
)p
≥ C
(
m−(p−2)/4(p− 1)m/2
)p
für alle m ≥ m0 gilt, für die mp eine gerade Zahl ist.
Beweis.
Um die untere Schranke nachzuweisen, muss zwischen geraden und ungeraden Momenten
p ∈ N unterschieden werden.
Für gerades p gilt immer pm = 2k für alle m ∈ N. Dann existiert für hinreichend großes
m ∈ N ein n ∈ {0, 1, . . . , p− 2}, sodass p− 1 ein Teiler von m+ n ist, d. h. p− 1
∣∣∣m+ n.
Nun wird eine spezielle Menge {λr,s, r, s = 1, . . . , p} definiert, sodass
λj,j+1 = λj+1,j =
m+ n
p− 1 − n, j = 1, 3, . . . , p− 1, λs,s = 0, s = 1, . . . , p,
und ansonsten
λr,s =
m+ n
p− 1
gilt. Dies führt zu einer Lösung von Apλp = bp,m, vorausgesetzt dass m groß genug ist (da
sichergestellt sein muss, dass λr,s ≥ 0 ist für alle r, s = 1, . . . , p) aufgrund von
∑
r<s
λr,s =
p
2
(
m+ n
p− 1 − n
)
+
(
p(p− 1)
2 −
p
2
)
m+ n
p− 1 =
p(p− 1)(m+ n)
2(p− 1) −
np
2 =
pm
2 = k
und
p∑
q=1
λj,q =
m+ n
p− 1 − n+ (p− 2)
m+ n
p− 1 = (p− 1)
m+ n
p− 1 − n = m für alle j = 1, . . . , p.
Damit lässt sich das p-te Moment desm-ten Hermite-Polynoms in ξ nach unten abschätzen
durch
EP
(
Hem(ξ)√
m!
)p
≥ (m!)p/2 1((
m+n
p−1 − n
)
!
)p/2 ((
m+n
p−1
)
!
)p(p−2)/2
und wegen der Stirling-Formel c1
√
x
(
x
e
)x ≤ x! ≤ c2√x (xe)x für zwei Konstanten c1, c2 > 0
(siehe z. B. Abramowitz/Stegun [1]) folgt unter Verwendung einer Konstanten C > 0, die
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sich von Zeile zu Zeile ändern kann, aber nicht von m abhängt, für hinreichend großes
m ∈ N
E
(
Hem(ξ)√
m!
)p
≥ (m!)p/2 1((
m+n
p−1 − n
)
!
)p/2 ((
m+n
p−1
)
!
)p(p−2)/2
≥ C m
p/4
(
m
e
)mp/2
(
m+n
p−1 − n
)p/4 ( m+n
p−1 −n
e
)p(m+n
p−1 −n)/2 (
m+n
p−1
)p(p−2)/4 ( m+n
p−1
e
)p(p−2)(m+n
p−1 )/2
≥ Cmpm/2 1(
m+n
p−1 − n
)p(m+n
p−1 −n)/2mp(p−2)/4
(
m+n
p−1
)p(p−2)(m+n
p−1 )/2
≥ C (p− 1)
mp/2
mp(p−2)/4
(
1 + n(2−p)
m
)p(m+n
p−1 −n)/2 (1 + n
m
)p(p−2)(m+n
p−1 )/2
≥ C (p− 1)
mp/2
mp(p−2)/4
= C
(
m−(p−2)/4(p− 1)m/2
)p
.
Ist p ungerade, so ist mp = 2k nur für gerade m ∈ N erfüllt. Es existiert aber für jedes
dieser hinreichend großen m wieder ein n ∈ {0, 2, . . . , p− 3}, sodass p− 1 ein Teiler von
m+ n ist. Die Menge
λj,j+1 = λj+1,j =
m+ n
p− 1 −
n
2 , j = 1, 2, . . . , p− 1, λ1,p = λp,1 =
m+ n
p− 1 −
n
2 ,
λs,s = 0, s = 1, . . . , p, und ansonsten λr,s =
m+ n
p− 1
erfüllt wieder
∑
r<s
λr,s = p
(
m+ n
p− 1 −
n
2
)
+
(
p(p− 1)
2 − p
)
m+ n
p− 1 =
p(p− 1)(m+ n)
2(p− 1) −
np
2 =
pm
2 = k
und
p∑
q=1
λj,q = 2
(
m+ n
p− 1 −
n
2
)
+(p−3)m+ n
p− 1 = (p−1)
m+ n
p− 1 −n = m für alle j = 1, . . . , p.
Damit ist für hinreichend großes m wieder eine Lösung von Apλp = bp,m gegeben. Analog
zu oben erhält man dann die Abschätzung
EP
(
Hem(ξ)√
m!
)p
≥ (m!)p/2 1((
m+n
p−1 − n
)
!
)p/2 ((
m+n
p−1
)
!
)p(p−2)/2 ≥ C (m−(p−2)/4(p− 1)m/2)p
für eine Konstante C > 0, die unabhängig von m ist, und genügend großes und gerades
m ∈ N.
Um eine obere Abschätzung zu erhalten, muss die Summe über die {λr,s, r, s = 1, . . . , p}
nach oben abgeschätzt werden und dazu wird eine Abschätzung für den größten Summan-
den gesucht. Dies ist aber äquivalent dazu den Kehrwert der Summanden zu minimieren,
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das heißt, es wird das dazugehörige Optimierungsproblem
min
p(p−1)/2∏
i=1
λi!
s. t. Apλ = bp,m,
λ ∈ {0, . . . ,m}p(p−1)/2
betrachtet. Dieses ganzzahlige Problem lässt sich verallgemeinern zu
min
p(p−1)/2∏
i=1
Γ(mλi + 1)
s. t. Apλ = [p/2, 1, . . . , 1]T ,
λ ∈ [0, 1]p(p−1)/2
(P )
und das Minimum des zweiten Optimierungsproblems ist höchstens kleiner gleich dem
Minimum des ersten.
Lemma 2.23 Sei m, p ∈ N, p > 1. Das Optimierungsproblem (P ) ist konvex und die
Lösung ist durch
λ =
[
1
p− 1 , . . . ,
1
p− 1
]T
gegeben.
Beweis.
Die Nebenbedingungen dieses Optimierungsproblems sind linear und die betrachtete Men-
ge [0, 1]p(p−1)/2 ⊂ Rp(p−1)/2 ist konvex. Das heißt, um zu zeigen, dass das Optimierungs-
problem konvex ist, muss die Zielfunktion ebenfalls konvex sein. Um diese Eigenschaft für
f(x) :=
n∏
i=1
Γ(mxi + 1), x ∈ [0, 1]n, mit n = p(p− 1)/2 nachzuweisen, wird die Hesse-
Matrix von f betrachtet.
Die ersten partiellen Ableitungen von f lauten
∂f(x)
∂xj
= mf(x)Ψ(mxj + 1), j = 1, . . . , n,
und für die zweiten partiellen Ableitungen von f erhält man
∂2f(x)
∂xk∂xj
= m2Ψ(mxj + 1)Ψ(mxk + 1)f(x), j, k = 1, . . . , n, j 6= k,
∂2f(x)
∂x2j
= m2Ψ′(mxj + 1)f(x) + (mΨ(mxj + 1))2f(x), j = 1, . . . , n,
wobei Ψ die logarithmische Ableitung der Gammafunktion, die Digammafunktion, ist
und Ψ′ die Ableitung der Digammafunktion, die Trigammafunktion, bezeichnet (siehe
Abramowitz/Stegun [1]). Für die Hesse-Matrix
H(x) =
[
∂2f(x)
∂xk∂xj
]n
k,j=1
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gilt dann für a ∈ Rn \ {0}
aTH(x)a =
n∑
k,j=1
ak
∂2f(x)
∂xk∂xj
aj
= m2f(x)
 n∑
j=1
a2j(Ψ′(mxj + 1) + (Ψ(mxj + 1))2) +
n∑
k=1
n∑
j=1
j 6=k
ajΨ(mxj + 1)Ψ(mxk + 1)ak

= m2f(x)
 n∑
j=1
a2jΨ′(mxj + 1) +
 n∑
j=1
ajΨ(mxj + 1)
2
 .
Es ist f(x) > 0 für x ∈ [0, 1]n und da Ψ′(y) > 0 für y ∈ [0,∞) gilt, ist die Summe
n∑
j=1
a2jΨ′(xj + 1) > 0
echt positiv. Der letzte Term ist aufgrund des Quadrates größer gleich Null. Somit ergibt
sich also, dass die Hesse-Matrix H(x) positiv-definit ist für alle x ∈ [0, 1]n, und damit ist
die Zielfunktion f strikt konvex.
Um nachzuweisen, dass λ =
[
1
p−1 , . . . ,
1
p−1
]T
die Lösung des Optimierungsproblems ist,
wird zunächst das Problem
min f(x)
s. t.
n∑
j=1
xj = p2 ,
x ∈ [0, 1]n
(P˜ )
betrachet. Das heißt, die Anzahl der Nebenbedingungen wird verringert. Die zulässige
Menge S := {x ∈ [0, 1]n : ∑nj=1 xj = p2} ist konvex und für x∗ = [ 1p−1 , . . . , 1p−1]T gilt zum
einen wegen n = p(p− 1)/2 die Nebenbedingung ∑nj=1 x∗j = p/2 und zum anderen
∇f(x∗) · (x− x∗) = 0 für alle x ∈ S.
Die letzte Aussage ergibt sich aufgrund von
∇f(x∗) · (x− x∗) =
[
mf(x∗)Ψ(mx∗j + 1)
]n
j=1
· (x− x∗)
= m
[
f(x∗)Ψ
(
m
p− 1 + 1
)]n
j=1
· (x− x∗)
= mf(x∗)Ψ
(
m
p− 1 + 1
) n∑
j=1
(xj − x∗j)
= mf(x∗)Ψ
(
m
p− 1 + 1
)(
p
2 −
p
2
)
= 0,
da x ∈ S. Mit dem auf Theorem 3.4.3 folgenden Corollary 2 aus Bazaraa et al. [13] folgt,
dass x∗ die Lösung des Problems (P˜ ) ist. Da λ := x∗ =
[
1
p−1 , . . . ,
1
p−1
]T
aber auch die zu-
sätzlichen Nebenbedingungen des eigentlich interessierenden Optimierungsproblems (P )
erfüllt, ist dies ebenfalls die Lösung von (P ). Da f streng konvex ist, ist die Lösung das
eindeutige globale Minimum.
28 KAPITEL 2. GRUNDLAGEN
Die Abschätzung nach oben ergibt sich dann als Folgerung aus diesem Lemma und ist im
folgenden Korollar festgehalten.
Korollar 2.24 Sei p ∈ N. Dann existiert eine Konstante C > 0 und ein m0 ∈ N, sodass
die obere Abschätzung
EP
(
Hem(ξ)√
m!
)p
≤ C
(
m(p−4)/4 (p− 1)m/2
)p
für alle m ≥ m0 gilt.
Beweis.
Da unter Verwendung von Lemma 2.23 gerade λ∗ =
[
m
p−1 , . . . ,
m
p−1
]T
für jede der Men-
gen {λr,s, r, s = 1, . . . , p}, die die Bedingung (2.13) erfüllen, eine obere Schranke für
1
λ1,2!λ1,3!...λp−1,p! darstellt, ergibt sich für hinreichend großes m nach der Stirling-Formel
(siehe z. B. Abramowitz/Stegun [1]) sofort die Abschätzung
EP
(
Hem(ξ)√
m!
)p
= (m!)p/2
∑
λr,s
1
λ1,2!λ1,3! . . . λp−1,p!
≤ (m+ 1)p(p−3)/2(m!)p/2Γ
(
m
p− 1 + 1
)−p(p−1)/2
≤ Cmp(p−3)/2mp/4
(
m
e
)pm/2 ( m
p− 1
)−p(p−1)/4 (
m
(p− 1)e
)−pm/2
≤ Cmp(p−4)/4 (p− 1)nm/2 = C
(
m(p−4)/4 (p− 1)m/2
)p
für eine Konstante C > 0, die von p abhängt, aber nicht von m, und sich von Zeile zu
Zeile ändern kann. Die Abschätzung im algebraischen Term ist recht grob, da die Anzahl
der möglichen Lösungen λp von Apλp = bp,m nicht bekannt ist und genutzt werden konnte,
sondern als obere Abschätzung mit Hilfe der Theorie für lineare Gleichungssysteme nur
der Wert (m + 1)p(p−1)/2−p ermittelt werden konnte, der die größtmögliche Anzahl von
Lösungen für die Matrix Ap mit Rang p angibt.
Bemerkung 2.25 Sei p ∈ N, p > 1 ungerade und mi ∈ N für i = 1, . . . , p hinreichend
groß, dann kann auf ähnliche Art und Weise gezeigt werden, dass für die gemischten
Momente eine obere Abschätzung der Form
EP
Hem1(ξ) . . .Hemp(ξ)√
m1! . . .
√
mp!
 ≤ C p∏
i=1
m
p/4−1
i (p− 1)mi/2
gilt, wenn min{mi, i = 1, . . . , p} ≥ m0 ist für ein gewisses m0 ∈ N.
2.2.3 Legendre-Polynome
Neben den Hermite-Polynomen kommen vor allem auch die Legendre-Polynome zur An-
wendung bei stochastischen Galerkin-Methoden. Die Legendre-Polynome gehören zur
Klasse der Jacobi-Polynome. Sie sind durch
Pn(x) :=
1
2nn!
dn
dxn
((x2 − 1)n), n ∈ N0, x ∈ (−1, 1),
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definiert und bilden auf dem Intervall J = (−1, 1) bezüglich der konstanten Gewichts-
funktion f ≡ 1 ein Orthogonalsystem, das heißt
1
2
1∫
−1
Pn(x)Pm(x) dx =
1
2n+ 1δnm, n,m ∈ N0.
Das bedeutet, dass die Menge
{√2n+ 1Pn, n ∈ N0}
ein Orthonormalsystem bildet bzgl. der Gewichtsfunktion f ≡ 1/2 bzw. ein Orthonormal-
system ist im Raum L2((−1, 1),B((−1, 1)), dF ) mit dF (x) = 1/2 dx. Die entsprechende
Drei-Term-Rekursionsformel (2.1) lautet
(n+ 1)Pn+1(x) = (2n+ 1)xPn(x)− nPn−1(x), n ∈ N0.
Ist nicht auf dem Intervall (−1, 1) eine Gleichverteilung gegeben, sondern auf J = (a, b)
mit −∞ < a < b <∞, dann lassen sich die zugehörigen Orthonormalpolynome aus dem
System der {Pn, n ∈ N0} herleiten.
Korollar 2.26 Sei auf dem Intervall J = (a, b) ⊂ R eine Gleichverteilung gegeben, d. h.,
die Dichte- bzw. Gewichtsfunktion ist f(x) = 1/(b − a) auf J . Dann sind die im Sinne
von Satz 2.16 orthonormalen Polynome durch
pn(x) =
√
2n+ 1Pn
(
2x− (b+ a)
b− a
)
, n ∈ N0,
definiert.
Beweis.
Die Behauptung folgt aus folgender Rechnung mit der Variablensubstitution y = 2x−(b+a)
b−a
b∫
a
pn(x)pm(x)
1
b− a dx =
√
(2n+ 1)(2m+ 1)
b− a
b∫
a
Pn
(
2x− (b+ a)
b− a
)
Pm
(
2x− (b+ a)
b− a
)
dx
=
√
(2n+ 1)(2m+ 1)
2
1∫
−1
Pn(y)Pm(y) dy = δnm
für alle n,m ∈ N0.
Auch für die Legendre-Polynome spielen die gemischten Momente eine Rolle. Insbesondere
mit Blick auf die stochastischen Galerkin-Matrizen sind Integrale bzw. Erwartungswerte
von Dreifachprodukten von Interesse. Ist ξ also nun eine gleichverteilte Zufallsgröße auf
(a, b) ⊂ R und {pn, n ∈ N0} die Menge der entsprechenden Orthonormalpolynome auf
(a, b) zur Gewichtsfunktion 1/(b− a), dann kann z. B. bei Adams [2] die Beziehung
EP(pm1(ξ)pm2(ξ)pm3(ξ)) =
1
b− a
b∫
a
pm1(x)pm2(x)pm3(x) dx
=

√
(2m1+1)(2m2+1)(2m3+1)
2k+1
k!2(2k−2m1)!(2k−2m2)!(2k−2m3)!
(2k)!(k−m1)!2(k−m2)!2(k−m3)!2 , m1 +m2 +m3 = 2k, k ∈ N0
m1,m2,m3 ≤ k,
0, sonst
gefunden werden. Andere Darstellungsformen lassen sich z. B. bei Gillis et al. [50] finden.
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2.2.4 Stieltjes-Wigert-Polynome
Die Stieltjes-Wigert-Polynome (siehe Szegö [94]) gehören nicht zu der Gruppe der klas-
sischen orthogonalen Polynome, auch fehlt ihnen die wichtige Eigenschaft der Dichtheit,
die die Hermite- und Legendre-Polynome besitzen und die im zweiten Kapitel diskutiert
werden wird. Aufgrund des Fehlens dieser Eigenschaft eignen sie sich jedoch sehr gut als
Beispiel und sollen daher hier ebenfalls aufgeführt werden. Die Stieltjes-Wigert-Polynome
sind orthogonal bezüglich einer Gewichtsfunktion der Form
fσ(x) =

1√
2piσ exp
(
− (ln(x))22σ2
)
, x > 0,
0, sonst,
σ > 0.
Diese Funktionen definieren keine Wahrscheinlichkeitsdichte, da
∞∫
0
fσ(x) dx = eσ
2/2
nicht gleich Eins ist. Durch Normierung von f ließe sich aber leicht eine Dichtefunktion
einer Zufallsgröße erzeugen. Die Stieltjes-Wigert-Polynome {p(σ)n , n ∈ N0} sind auf dem
Intervall J = R+ gegeben durch
p(σ)n (x) := (−1)na(2n+1)/4[a]−1/2n
n∑
j=0
n
j

a
aj
2(−a1/2x)j, n ≥ 0, x > 0,
wobei die folgende Notation verwendet worden ist
a = exp
(
−σ2
)
, [a]0 := 1, [a]n :=
n∏
i=1
(1− ai), n ≥ 1,
und das sogenannte Gauß-Symbol n
j

a
:= [a]n[a]n−j[a]j
.
Tatsächlich sind diese Polynome nicht nur orthogonal sondern auch orthonormal bezüglich
fσ. Des Weiteren lassen sich von diesen Polynomen die orthogonalen bzw. sogar ortho-
normalen Polynome bezüglich der lognormalen Dichtefunktion
f(x) =

1
x
√
2pi exp
(
− (ln(x))22
)
, x > 0,
0, x ≤ 0,
(2.15)
ableiten.
Korollar 2.27 Sei als Gewichtsfunktion die Funktion f in (2.15), die eine Dichtefunktion
einer lognormalen Verteilung beschreibt, gegeben. Dann ist J = R+ und die bezüglich f
im Sinne von Satz 2.16 orthonormalen Polynome {pn, n ∈ N0} sind durch
p0(x) ≡ 1, pn(x) = (−1)
nen(n−1)/4√
n∏
i=1
(ei − 1)
n∑
j=0
(−1)j
n
j

e−1
e−j
2+j/2xj, n ∈ N, x > 0,
bestimmt.
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Beweis.
Seien die orthonormalen Stieltjes-Wigert-Polynome {p(1)n , n ∈ N0} zu der (speziellen)
Gewichtsfunktion f1, d. h. σ = 1, gegeben. Dann folgt mit einigen Berechnungsschritten,
dass
pn(x) = e1/4p(1)n (ex), n ∈ N0,
gilt, und die Orthonormalität lässt sich mittels einiger Variablensubstitutionen berechnen
durch
∞∫
0
pn(x)pm(x)f(x) dx =
∞∫
0
e1/4p(1)n (ex)e1/4p(1)m (ex)f(x) dx
=
∞∫
−∞
e1/2p(1)n (ez+1) p(1)m (ez+1)
e−z
2/2
√
2pi
dz
=
∞∫
−∞
e1/2p(1)n (ey) p(1)m (ey)
e−(y−1)
2/2
√
2pi
dy
=
∞∫
−∞
p(1)n (ey) p(1)m (ey)
e−y
2/2ey√
2pi
dy
=
∞∫
0
p(1)n (x) p(1)m (x)f1(x) dx = δnm, n,m ∈ N0.
Die Drei-Term-Rekursionsformel (2.1) für diese Polynome {pn, n ∈ N0} lautet, da sie
orthonormal sind,
bn+1pn+1(x) = (x− an)pn(x)− bnpn−1(x), n ∈ N0
und die Rekursionskoeffizienten (an)n∈N0 und (bn)n∈N0 ergeben sich nach den zwei For-
meln (2.2) und (2.3). Das heißt
a0 =
−k(1)0
k
(1)
1
= e1/2
und für n ≥ 1 gilt
an =
k
(n)
n−1
k
(n)
n
− k
(n+1)
n
k
(n+1)
n+1
= −e
n − 1
e− 1 e
−(3n2−5n+2)/4e(3n
2−n)/4 + e
n+1 − 1
e− 1 e
−(3(n+1)2−5(n+1)+2)/4e(3(n+1)
2−n−1)/4
= e
n−1/2
e− 1
(
en+2 − en − e+ 1
)
= en−1/2
(
en+1 + en − 1
)
.
Geschlossen können die Rekursionskoeffizienten (an)n∈N0 also durch
an = en−1/2
(
en+1 + en − 1
)
, n ≥ 0,
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angegeben werden. Für n ≥ 1 lassen sich ebenso die Rekursionskoeffizienten (bn)n∈N0
berechnen zu
bn =
k
(n−1)
n−1
k
(n)
n
= (en − 1)1/2e− (n−1)4 (3n−4)en(3n−1)/4
= (en − 1)1/2e(−3n2+4n+3n−4+3n2−n)/4 = (en − 1)1/2e(3n−2)/2
und für n = 0 wird o. B. d.A. wieder b0 = 0 gesetzt. Diese Rekursionsformel lässt sich
auch bei Simpson [90] allerdings ohne Beweis finden. Für die Integrale/Erwartungswerte
der Dreifachprodukte ist allerdings keine explizite Formel bekannt, sodass diese numerisch
berechnet werden müssen.
Kapitel 3
Chaosentwicklungen
Dieses Kapitel ist den Chaosentwicklungen von Zufallsvariablen gewidmet, die eine große
Rolle sowohl bei der Simulation von Zufallsvariablen als auch bei der numerischen Lö-
sung zufälliger oder stochastischer (partieller) Differentialgleichungen spielen (siehe z. B.
zu zufälligen Differentialgleichungen die Bücher von Ghanem und Spanos [49], Le Maître
und Knio [68] oder Xiu [108] und zu stochastischen Differentialgleichungen die Arbei-
ten von Rozovskii et al. [62, 72, 75]). Unter der Chaosentwicklung einer Zufallsvariable
mit endlichem zweiten Moment versteht man eine abstrakte Fourier-Reihe dieser Zufalls-
variable bzgl. gewissen orthonormalen Polynomen in einer (anderen) Zufallsgröße oder
auch in mehreren (anderen) Zufallsgrößen. Man unterscheidet dabei polynomielle und
verallgemeinerte polynomielle Chaosentwicklungen, für die auch die Begriffe polynomi-
elles und verallgemeinertes polynomielles Chaos verwendet werden. Die Namensgebung
sowie das Konzept des polynomiellen Chaos gehen zurück auf das von N. Wiener in sei-
ner Arbeit [103] verwendete „homogeneous chaos“. In diesem Fall bilden abzählbar viele,
unabhängige, standardnormalverteilte Zufallsgrößen und die dazugehörigen orthogona-
len Polynome, die multivariaten Hermite-Polynome, den Ausgangspunkt. Nach dem Satz
von Cameron und Martin in [25] lässt sich dann jede Zufallsvariable, die ein endliches
zweites Moment besitzt und messbar ist bzgl. dieser standardnormalverteilten Zufallsgrö-
ßen, als eine abstrakte Fourier-Reihe bzgl. den multivariaten Hermite-Polynomen in den
standardnormalverteilten Zufallsgrößen entwickeln. Xiu und Karniadakis erweiterten die-
ses Konzept in [106, 111, 113] und führten das sogenannte verallgemeinerte polynomielle
Chaos ein, das darauf beruht, die Verteilung der Anfangszufallsgrößen beliebig zu wählen.
Das heißt, sie gingen sowohl von der Unabhängigkeit als auch von der Forderung einer
Normalverteilung ab, da sie beobachteten, dass solche verallgemeinerten polynomiellen
Chaosentwicklungen für gewisse Zufallsgrößen bessere Approximations- bzw. Konvergen-
zeigenschaften aufweisen als deren entsprechenden polynomiellen Chaosentwicklungen.
Später entwickelten Wan und Karniadakis das „multi-element generalized polynomial
chaos“ in [101, 102], bei dem die jeweilige Chaosentwicklung nicht auf dem gesamten
Bildbereich der zugrunde liegenden Zufallsgrößen, sondern stückweise auf einer Zerlegung
des Bildbereiches gebildet wird. Um ebenfalls bessere Konvergenzeigenschaften zu erhal-
ten, stellten Poëtte und Lucor in [83] einen neuen Ansatz zu iterativen verallgemeiner-
ten polynomiellen Chaosentwicklungen vor, bei dem mit einer gewissen verallgemeinerten
polynomiellen Chaosapproximation gestartet wird und die auf dieser Zufallsgröße basie-
renden orthonormalen Polynome im nächsten Schritt zu einer neuen verallgemeinerten
polynomiellen Chaosapproximation genutzt werden.
Dieses Kapitel besteht aus zwei Abschnitten. Im ersten Teil wird zunächst der Formalismus
für das verallgemeinerte polynomielle Chaos eingeführt und im zweiten werden spezielle
Aspekte des eindimensionalen polynomiellen Chaos untersucht.
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3.1 Verallgemeinerte polynomielle
Chaosentwicklungen
Nach einer kurzen Einführung des Konzepts des verallgemeinerten Chaos wird zunächst
diskutiert, unter welchen Umständen eine zum Satz von Cameron und Martin für po-
lynomielle Chaosentwicklungen analoge Aussage für die verallgemeinerten polynomiellen
Chaosentwicklungen getroffen werden kann. Im Anschluss daran wird auf einige Eigen-
schaften eingegangen, die den verallgemeinerten polynomiellen Chaosentwicklungen inne-
wohnen.
Zur Herleitung der verallgemeinerten polynomiellen Chaosentwicklungen seien höchstens
abzählbar viele reellwertige Zufallsgrößen (ξi)i∈Iξ , d. h. Iξ = {1, . . . ,M}, M ∈ N, oder
Iξ = N, gegeben und mit ξ := (ξi)i∈Iξ bezeichnet, sodass die folgende Annahme erfüllt
ist. Später, in Kapitel 4, werden die Basiszufallsvariablen die Rolle dieser Zufallsgrößen
übernehmen.
Annahme 3.1
(i) Jede der reellwertigen Zufallsgrößen ξi, i ∈ Iξ, besitzt endliche absolute Momente
beliebiger Ordnung, d. h. EP |ξi|n <∞ für alle n ∈ N, i ∈ Iξ.
(ii) Die Verteilungsfunktionen Fξi(x) := P(ξi ≤ x), x ∈ R, der einzelnen Zufallsgrö-
ßen ξi, i ∈ Iξ, sind stetig.
Um eine Zufallsgröße mit endlichem zweiten Moment durch eine im Quadratmittel kon-
vergierende Reihenentwicklung in Polynome in ξ darstellen zu können, müssen notwen-
digerweise die zweiten Momente der Polynome in ξ existieren. Das heißt, es müssen die
Momente beliebiger Ordnung aller Zufallsgrößen ξi, i ∈ Iξ, endlich sein. Da es Wahrschein-
lichkeitsverteilungen gibt, für die dies nicht der Fall sein muss, sichert Annahme 3.1 (i)
diese Grundvoraussetzung (vgl. dazu auch den Abschnitt 2.2 zu orthogonalen Polynomen).
Mit der Annahme 3.1 (ii) werden die diskreten Zufallsgrößen zunächst ausgeschlossen, da
diese in den hier betrachteten Fragestellungen nicht auftreten werden. Außerdem können
so die kommenden Beweise einfach gehalten werden. Man kann allerdings ebenso für dis-
krete Zufallsgrößen verallgemeinerte polynomielle Chaosentwicklungen untersuchen. Die
oft geforderte Eigenschaft der Unabhängigkeit der Zufallsgrößen (ξi)i∈Iξ wird hier ebenfalls
nicht vorausgesetzt, auch müssen die Zufallsgrößen nicht identisch verteilt sein.
Um im Folgenden die verallgemeinerten polynomiellen Chaosentwicklungen einzuführen,
wird analog zu der Herangehensweise in Janson [64] für Chaosentwicklungen mit unabhän-
gigen und standardnormalverteilten Zufallsgrößen verfahren. Dazu definiert man zunächst
für n ∈ N0 und K ∈ Iξ die Menge PKn aller Polynome vom (Total-)Grade kleiner gleich n
in den Zufallsgrößen ξ1, . . . , ξK , d. h.
PKn := {p(ξ1, . . . , ξK) : p Polynom vom Grade ≤ n} .
Damit sind alle diese Mengen PKn endlichdimensionale und damit abgeschlossene Unter-
räume von L2(Ω, σ(ξ1, . . . , ξK),P) ⊆ L2(Ω,A,P). Die Unterräume Pn der Polynome vom
Grade kleiner gleich n in (ξ1, . . . , ξK) für beliebiges K ∈ Iξ, ergeben sich daraufhin als die
Vereinigung
Pn :=
⋃
K∈Iξ
PKn ⊆ L2(Ω, σ(ξ),P) ⊆ L2(Ω,A,P), n ∈ N0,
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und es gilt Pn−1 ⊂ Pn für alle n ∈ N. Mithilfe der Bildung von orthogonalen Komple-
menten lassen sich dann die Mengen
Hn := Pn ∩ P⊥n−1 für n ∈ N
definieren. Dabei wird mit Pn der Abschluss der Menge Pn und mit P⊥n−1 das orthogonale
Komplement von Pn−1 jeweils in L2(Ω,A,P) bezeichnet. Die Mengen Hn, n ∈ N, zusam-
men mit der Menge der Konstanten H0 := P0 = P0 stellen aufgrund ihrer Konstruktion
paarweise orthogonale Unterräume von L2(Ω, σ(ξ),P) dar und ermöglichen damit eine
orthogonale Zerlegung der Polynomräume Pn für alle n ∈ N0, d. h.
Pn =
n⊕
k=0
Hk.
Somit erhält man für den L2(Ω,A,P)-Abschluss von P(ξ) := ⋃∞n=0Pn, der Menge aller
Polynome in ξ, ebenso eine orthogonale Zerlegung durch
∞⊕
n=0
Hn = P(ξ).
Das heißt, die Frage, ob sich jede beliebige, reellwertige, σ(ξ)-messbare Zufallsgröße mit
endlichem zweiten Moment als verallgemeinerte polynomielle Chaosreihe darstellen lässt,
ist äquivalent zu derjenigen, ob die Polynome P(ξ) in L2(Ω, σ(ξ),P) dicht liegen, d. h., ob
P(ξ) = L2(Ω, σ(ξ),P)
gilt.
3.1.1 Verallgemeinerung des Satzes von Cameron und Martin
Im Falle unabhängiger, standardnormalverteilter Zufallsgrößen (ξi)i∈N liefert, wie bereits
erwähnt, der Satz von Cameron und Martin [25] die Dichtheit der entsprechenden Poly-
nome in L2(Ω, σ(ξ),P) für ξ := (ξi)i∈N. Sind die Zufallsgrößen (ξi)i∈Iξ jedoch nicht nor-
malverteilt sondern besitzen eine beliebige andere Verteilung, dann gilt im Allgemeinen
die Dichtheit der Polynome nicht. Eine erste Verallgemeinerung des Satzes von Cameron
und Martin ist bei Segal [88, Lemma 2.1, S. 120] zu finden, wobei allerdings die dortigen
Voraussetzungen stärker sind als die hier getroffenen (vgl. auch [34]). Im Folgenden wird
der Satz von Cameron und Martin für drei verschiedene Ausgangssituationen verallgemei-
nert, denen allen eine gewisse Besonderheit innewohnt. Zunächst wird der eindimensionale
Fall betrachtet, d. h., es ist |Iξ| = 1 und es gibt somit nur eine reellwertige Zufallsgröße
ξ = ξ1. Die zweite Verallgemeinerung behandelt den allgemeinen Fall für |Iξ| > 1 und
die dritte liefert eine Aussage für den Sonderfall, dass die Zufallsgrößen (ξi)i∈Iξ zusätzlich
noch unabhängig sind.
Im eindimensionalen Fall, für den |Iξ| = 1 ist und die Polynome nur in einer reellwertigen
Zufallsgröße ξ = ξ1 betrachtet werden, ist es möglich, eine hinreichende und notwendige
Bedingung für die Dichtheit der Polynome zu formulieren.
Satz 3.2 (I. Verallgemeinerung des Satzes von Cameron und Martin)
Sei ξ eine reellwertige Zufallsgröße, die der Annahme 3.1 genügt. Dann liegen die Poly-
nome aus P(ξ) dicht in L2(Ω, σ(ξ),P), d. h., es gilt die orthogonale Zerlegung
∞⊕
n=0
Hn = L2(Ω, σ(ξ),P),
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genau dann, wenn das Momentenproblem der Verteilung Fξ von ξ eindeutig lösbar ist.
Im Besonderen gilt dann für A = σ(ξ)
L2(Ω,A,P) =
∞⊕
n=0
Hn .
Beweis.
Die Dichtheit der Polynome aus P(ξ) in L2(Ω, σ(ξ),P) ist, wenn man in den Bildbereich
übergeht, äquivalent zur Dichtheit der Polynome aus P(x), x ∈ R, in L2(R,B(R), dFξ).
M. Riesz zeigt in seiner Arbeit [85], dass für Belegungsfunktionen α (siehe Freud [40]
oder auch Abschnitt 2.2) die dazugehörigen orthogonalen Polynome genau dann dicht in
L2(R,B(R), dα) liegen, wenn das Momentenproblem für dα(x)/(1 + x2) eindeutig lösbar
ist. In dem Buch von Freud [40, Theorem 4.3] wird dann der Beweis geliefert, dass für
stetige Verteilungen Fξ dies genau dann der Fall ist, wenn das Momentenproblem für Fξ
selbst eindeutig lösbar ist. Zusammengefasst heißt das also, die Polynome aus P(ξ) liegen
genau dann dicht in L2(Ω, σ(ξ),P), wenn das Momentenproblem von Fξ eine eindeutige
Lösung besitzt.
Bemerkung 3.3 Ist ξ eine Zufallsgröße mit diskreter (oder gemischter) Verteilung, so
ist die Bedingung, dass das zugehörige Momentenproblem eindeutig lösbar ist, hinreichend
(aber nicht notwendig) für die Dichtheit der Polynome aus P(ξ) in L2(Ω, σ(ξ),P) (siehe
z. B. Freud [40]).
Für die Definition des Momentenproblems und Bedingungen, unter denen es eindeutig
lösbar ist, sei auf Kapitel 2.1, Definition 2.12 und Satz 2.14, verwiesen. Verteilungen,
für die das Momentenproblem eindeutig lösbar ist, sind zum Beispiel die Normalvertei-
lung, die Betaverteilung, deren Spezialfall die Gleichverteilung, und die Gammaverteilung.
Die dazugehörigen orthogonalen Polynome (siehe Tabelle 3.1) liegen damit dicht in den
entsprechenden Räumen. Diese Verteilungen bzw. Polynome entsprechen dem von Xiu
und Karniadakis in [111] vorgestellten verallgemeinerten polynomiellen Chaos, welches
bei ihnen auch Wiener-Askey-Chaos genannt wird, da sich diese orthogonalen Polyno-
me in das Askey-Schema (siehe Askey und Wilson [3] oder auch Abschnitt 2.2) ein-
ordnen lassen. Natürlich gibt es aber noch viel mehr Wahrscheinlichkeitsverteilungen,
Verteilung Chaospolynome
Normalverteilung Hermite-Polynome
Betaverteilung Jacobi-Polynome
Gleichverteilung Legendre-Polynome
Gammaverteilung Laguerre-Polynome
Tab. 3.1: Spezielle Verteilungen und ihre entsprechenden orthogonalen Polynome
deren Momentenproblem eindeutig lösbar ist. Als eine diskrete Verteilung, deren Mo-
mentenproblem sich eindeutig lösen lässt, sei beispielhaft die Poissonverteilung genannt
mit den Charlier-Polynomen als dazugehörigen orthogonalen Polynomen. Im Gegensatz
dazu ist die lognormale Verteilung nicht eindeutig durch ihre Momente bestimmt (vgl. Bei-
spiel 2.15). Das heißt, für eine lognormale Zufallsgröße ξ liegen die dazugehörigen orthogo-
nalen Polynome nicht dicht in L2(Ω, σ(ξ),P). Damit existieren nichttriviale Zufallsgrößen
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η ∈ L2(Ω, σ(ξ),P), für die die jeweilige verallgemeinerte polynomielle Chaosentwicklung
nicht fast sicher mit der entwickelten Zufallsgröße übereinstimmt (siehe Beispiel 3.9). Wei-
tere Beispiele für Verteilungen, für die das Momentenproblem nicht eindeutig lösbar ist,
sind in Abschnitt 2.1 erwähnt worden.
Im mehrdimensionalen Fall, d. h. ξ = (ξi)i∈Iξ mit |Iξ| > 1, verkompliziert sich die Cha-
rakterisierung der Dichtheit mit Hilfe der eindeutigen Lösbarkeit des Momentenproblems
(siehe z. B. Fuglede [41]), denn es gibt Verteilungen, die zwar eindeutig durch ihre Momen-
te bestimmt sind, deren Polynome jedoch nicht dicht liegen im entsprechenden L2-Raum.
Eine hinreichende Bedingung für die Dichtheit der Polynome erhält man aber beispiels-
weise dann, wenn die univariaten Polynome in den einzelnen Zufallsgrößen ξi, i ∈ Iξ,
dicht sind in Lp(Ω, σ(ξi),P) für ein p > 2.
Satz 3.4 (II. Verallgemeinerung des Satzes von Cameron und Martin)
Sei eine Zufallsvariable ξ = (ξi)i∈Iξ mit |Iξ| > 1 gegeben, sodass Annahme 3.1 erfüllt ist.
Dann liegen die Polynome aus P(ξ) dicht in L2(Ω, σ(ξ),P), d. h., es gilt die orthogonale
Zerlegung
∞⊕
n=0
Hn = L2(Ω, σ(ξ),P),
wenn für alle i ∈ Iξ die Polynome aus P(ξi) in Lp(Ω, σ(ξi),P) für ein p > 2 dicht liegen.
Beweis.
Der Beweis wird in zwei Teilen geführt analog zu der Vorgehensweise in [34].
(i) Sei |Iξ| <∞. Dann folgt die Aussage direkt aus Berg [14, Theorem 3.4] bzw. Peter-
sen [82].
(ii) Sei Iξ = N. Dann folgt nach Voraussetzung und (i), dass für alleM ∈ N die Mengen
P(ξ1, . . . , ξM) dicht liegen in L2(Ω, σ(ξ1, . . . , ξM),P).
Angenommen P(ξ) liegt nun nicht dicht in L2(Ω, σ(ξ),P), dann existiert eine Zu-
fallsgröße η ∈
(
P(ξ)
)⊥ ⊂ L2(Ω, σ(ξ),P) mit ‖η‖L2(Ω) = 1. Des Weiteren lässt sich
für jedes ε > 0 ein M0 ∈ N und eine Zufallsgröße
ηM0 ∈ L2(Ω, σ(ξ1, . . . , ξM0),P) = P(ξ1, . . . , ξM0) ⊂ P(ξ)
finden mit
‖η − ηM0‖L2(Ω) ≤ ε.
Andererseits gilt jedoch für genügend kleines ε > 0
‖η − ηM0‖2L2(Ω) = ‖η‖2L2(Ω) + ‖ηM0‖2L2(Ω)
≥ 1 +
(
‖η‖L2(Ω) − ‖η − ηM0‖L2(Ω)
)2 ≥ 1 + (1− ε)2,
was zu einem Widerspruch führt. Damit ist die Behauptung P(ξ) = L2(Ω, σ(ξ),P)
gezeigt.
Eine mögliche hinreichende Bedingung, für die die Dichtheit der Polynome in den ent-
sprechenden Lp-Räumen für p > 2 (eigentlich sogar p ≥ 1) geschlussfolgert werden kann,
ist Eigenschaft (3.1) im folgenden Korollar.
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Korollar 3.5 Sei eine Zufallsvariable ξ = (ξi)i∈Iξ gegeben, die Annahme 3.1 erfüllt. Wenn
für jedes i ∈ Iξ eine Konstante a > 0 existiert, sodass
EP exp(a|ξi|) <∞ (3.1)
gilt, dann liegen die Polynome aus P(ξ) dicht in L2(Ω, σ(ξ),P), d. h., es gilt die orthogo-
nale Zerlegung
∞⊕
n=0
Hn = L2(Ω, σ(ξ),P).
Beweis.
Da für jedes i ∈ Iξ eine Konstante a > 0 existiert, sodass EP exp(a|ξi|) < ∞ gilt, folgt
nach Berg [15, Theorem 6] die Dichtheit der Polynome aus P(ξi) in Lp(Ω, σ(ξi),P) für
alle p ≥ 1. Die Behauptung folgt dann sofort aus Satz 3.4.
Setzt man zusätzlich die Unabhängigkeit der Zufallsgrößen (ξi)i∈Iξ voraus, so lässt sich
wie im eindimensionalen Fall wieder eine notwendige und hinreichende Bedingung für die
Dichtheit der Polynome finden.
Satz 3.6 (III. Verallgemeinerung des Satzes von Cameron und Martin)
Sei eine Zufallsvariable ξ = (ξi)i∈Iξ gegeben, sodass die Annahme 3.1 erfüllt ist, und seien
die Zufallsgrößen (ξi)i∈Iξ untereinander unabhängig. Dann sind die Polynome aus P(ξ)
dicht in L2(Ω, σ(ξ),P), d. h., es gilt die orthogonale Zerlegung
∞⊕
n=0
Hn = L2(Ω, σ(ξ),P),
genau dann, wenn für jedes i ∈ Iξ das Momentenproblem der Verteilung Fξi von ξi ein-
deutig lösbar ist.
Beweis.
Aufgrund der Unabhängigkeit ergibt sich für jedesK∈Iξ die Verteilungsfunktion F(ξ1,...,ξK)
des Zufallsvektors (ξ1, . . . , ξK) als Produkt der Verteilungsfunktionen Fξ1 , . . . , FξK , d. h.
F(ξ1,...,ξK)(x1, . . . , xK) =
K∏
i=1
Fξi(xi)
und damit folgt, dass
L2(RK ,B(RK), dF(ξ1,...,ξK)) =
K⊗
i=1
L2(R,B(R), dFξi)
gilt. Da für jedes i ∈ Iξ die Polynome aus P(ξi) genau dann dicht in L2(Ω, σ(ξi),P) lie-
gen, wenn das jeweilige Momentenproblem eindeutig lösbar ist (nach Satz 3.2), ergibt sich
die Behauptung für |Iξ| < ∞ sofort und für Iξ = N analog zum Beweisschritt (ii) von
Satz 3.4.
Nach der Annahme 3.1 (i) lassen sich demnach die in L2(Ω,A,P) orthonormalen Polynome
{pα(ξ), α ∈ Λ} konstruieren (siehe dazu auch Satz 2.16 und Bemerkung 2.18). Indiziert
werden sie mittels eines Multiindexes α der Menge
Λ := {α ∈ N|Iξ|0 : α hat nur endlich viele Nicht-Null-Elemente}
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und sie spannen den Raum P(ξ) auf. Sind die Zufallsgrößen (ξi)i∈Iξ zusätzlich unabhängig,
dann können die multivariaten, orthonormalen Polynome {pα(ξ), α ∈ Λ} als Tensorpro-
dukte der univariaten orthonormalen Polynome {p(i)n (ξi), n ∈ N0} in ξi, i ∈ Iξ, hergeleitet
werden. Das heißt, es gilt
pα(ξ) =
∏
i∈Iξ
p(i)αi (ξi) für alle α ∈ Λ,
und Satz 3.6 besagt, dass die Polynome {pα(ξ), α ∈ Λ} genau dann eine Orthonormalbasis
des Raumes L2(Ω, σ(ξ),P) bilden, wenn die Polynome {p(i)n (ξi), n ∈ N0} in L2(Ω, σ(ξi),P)
für jedes i ∈ Iξ dicht liegen.
Die Polynome pα(ξ) vom totalen Grade kleiner gleich n, d. h. |α| = ∑i∈Iξ αi ≤ n, spannen
dann die jeweiligen Unterräume Pn auf, heißt, sie bilden eine Basis, sodass sich
Pn = span{pα(ξ), α ∈ Λ : |α| ≤ n}
für alle n ∈ N0 ergibt. Die orthogonalen Projektionen ΠPn : L2(Ω,A,P) → Pn einer
Zufallsgröße η ∈ L2(Ω,A,P) auf die Räume Pn, n ∈ N0, sind durch
ΠPnη :=
∑
α∈Λ,
|α|≤n
βαpα(ξ)
mit den verallgemeinerten polynomiellen Chaoskoeffizienten
βα := EP (ηpα(ξ)) , α ∈ Λ,
gegeben. Die verallgemeinerte polynomielle Chaosentwicklung von η ∈ L2(Ω,A,P) lässt
sich dann definieren durch die Reihe
lim
n→∞ΠPnη =
∞∑
n=0
∑
α∈Λ,
|α|=n
βαpα(ξ) =
∑
α∈Λ
βαpα(ξ),
die im quadratischen Mittel, d. h. in L2(Ω,A,P), konvergiert. Ihr Grenzwert ist dabei die
orthogonale Projektion von η auf den Raum P(ξ). Wenn also P(ξ) = L2(Ω, σ(ξ),P) gilt
und η messbar ist bzgl. ξ, dann ist dieser Grenzwert, d. h. die eben erwähnte orthogonale
Projektion von η auf P(ξ), gerade η selbst. Die verallgemeinerte polynomielle Chaosent-
wicklung kann somit ebenso als abstrakte Fourier-Reihenentwicklung bzgl. orthonormaler
Polynome in ξ aufgefasst werden.
Korollar 3.7 Sei eine Zufallsvariable ξ = (ξi)i∈Iξ gegeben, sodass die Annahme 3.1 erfüllt
ist, und gelte P(ξ) = L2(Ω, σ(ξ),P). Dann lässt sich jede Zufallsgröße η ∈ L2(Ω, σ(ξ),P)
durch ihre verallgemeinerte polynomielle Chaosentwicklung
∞∑
n=0
∑
α∈Λ,
|α|=n
βαpα(ξ) mit βα = EP (ηpα(ξ))
mittels den orthonormalen Polynomen {pα(ξ), α ∈ Λ} darstellen. Das heißt, die Folge
der Partialsummen ((N)η)N∈N0, definiert durch
(N)η := ΠPNη =
N∑
n=0
∑
α∈Λ,
|α|=n
βαpα(ξ), N ∈ N0,
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konvergiert im quadratischen Mittel gegen η, d. h.
(N)η → η in L2(Ω,A,P) für N →∞.
Beweis.
Die Behauptung folgt unmittelbar aus L2(Ω, σ(ξ),P) = P(ξ) = ∞⊕
n=0
Hn.
Bemerkung 3.8 Sei eine Zufallsvariable ξ = (ξi)i∈Iξ gegeben, sodass die Annahme 3.1
erfüllt ist, gelte P(ξ) = L2(Ω, σ(ξ),P) und seien mit
ΠPKN : L
2(Ω,A,P)→ PKN , N ∈ N0, K ∈ Iξ,
die in L2(Ω,A,P) orthogonalen Projektionen auf die Räume PKN bezeichnet. Dann kon-
vergieren für η ∈ L2(Ω, σ(ξ),P) ebenfalls die orthogonalen Projektionen ΠPKN η im quadra-
tischen Mittel gegen η, d. h.
(N,K)η := ΠPKN η =
N∑
n=0
∑
α∈Λ,
αi=0, i>K,
|α|=n
βαpα(ξ)→ η in L2(Ω,A,P) für N,K →∞.
Die Zufallsgrößen (N)η bzw. (N,K)η, K ∈ Iξ, N ∈ N0, für η ∈ L2(Ω, σ(ξ),P) werden
auch als verallgemeinerte polynomielle Chaosapproximationen bezeichnet und sind die
jeweiligen Bestapproximationen von η in den entsprechenden Räumen. Die Chaosappro-
ximation (N,K)η ist auch für Iξ = N immer eine endliche Summe, die Chaosapproximation
(N)η hingegen ist in diesem Fall im Allgemeinen selbst auch eine Reihe.
Ist eine der Bedingungen η ∈ L2(Ω, σ(ξ),P) oder P(ξ) = L2(Ω, σ(ξ),P) des obigen Ko-
rollars nicht erfüllt, muss im Allgemeinen die Folge der Chaosapproximationen ((N)η)N
nicht im Quadratmittel gegen η konvergieren. Mit anderen Worten, bilden die Polyno-
me eine Orthonormalbasis und besitzt die Zufallsgröße η ein endliches zweites Moment,
ist aber nicht σ(ξ)-messbar, dann entspricht die verallgemeinerte polynomielle Chaosent-
wicklung von η nicht der Zufallsgröße η, sondern ihrer orthogonalen Projektion auf P(ξ),
d. h. EP(η|ξ). Im Falle, dass die zweite Bedingung verletzt ist, d. h., die Polynome nicht
dicht liegen, gibt es Zufallsgrößen η ∈ L2(Ω, σ(ξ),P), deren verallgemeinerte polynomielle
Chaosentwicklungen nicht gegen sie selbst im quadratischen Mittel konvergieren, zum Bei-
spiel alle nicht-degenerierten Zufallsgrößen aus dem orthogonalen Komplement von P(ξ)
in L2(Ω, σ(ξ),P). Im Falle einer lognormalen Zufallsgröße ξ ist eine solche Zufallsgröße η
im Komplement von P(ξ) in L2(Ω, σ(ξ),P) beispielsweise durch η = sin(2pi ln(ξ)) gege-
ben (siehe Beispiel 2.15 oder [34]). Auch der Kehrwert von ξ, η = 1/ξ, der ebenfalls eine
lognormale Zufallsgröße ist, kann nicht im Quadratmittel mittels der verallgemeinerten
polynomiellen Chaosentwicklung in den orthonormalen Polynomen in ξ dargestellt wer-
den (siehe Beispiel 3.9). Anders sieht es aus, wenn man die lognormale Zufallsgröße ξ mit
Hilfe einer normalverteilten Zufallsgröße ξ˜ ausdrückt, d. h. ξ = exp(ξ˜). Dann konvergiert
aufgrund der eindeutigen Lösbarkeit des Momentenproblems für die Normalverteilung
die entsprechende Chaosentwicklung von η = exp(−ξ˜) in den orthonormalen Polynomen
(Hermite-Polynomen) in ξ˜ im Quadratmittel gegen η.
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Beispiel 3.9 Seien eine lognormale Zufallsgröße ξ mit Dichte
fξ(x) =

1√
2pix exp
(
− (ln(x))22
)
, x > 0,
0, sonst,
und eine standardnormalverteilte Zufallsgröße ξ˜ ∼ N (0, 1) gegeben mit ξ = exp(ξ˜) und
η = 1
ξ
= exp(−ξ˜) ∈ L2(Ω, σ(ξ),P) = L2(Ω, σ(ξ˜),P).
Die in L2(Ω,A,P) zu der Zufallsgröße ξ gehörenden orthonormalen Polynome (siehe Ab-
schnitt 2.2.4 zu Stieltjes-Wigert-Polynomen) werden mit {pn(ξ), n ∈ N0} bezeichnet und
die entsprechenden orthonormalen Polynome in ξ˜ sind die normierten Hermite-Polynome
{Hen(ξ˜)/
√
n!, n ∈ N0}.
Die verallgemeinerte polynomielle Chaosentwicklung von η = 1/ξ bzgl. ξ lautet dann
∞∑
n=0
βnpn(ξ) mit βn =

e1/2, n = 0,
(−1)ne−(n2+3n−2)/4
√
n∏
i=1
(ei − 1), n > 0.
Die Berechnung dieser verallgemeinerten polynomiellen Chaoskoeffizienten ist im An-
hang A.2 zu finden. Die zweiten Momente der verallgemeinerten polynomiellen Chaos-
approximationen
N∑
n=0
βnpn(ξ) = e1/2 +
N∑
n=1
(−1)ne−(n2+3n−2)/4
√√√√ n∏
i=1
(ei − 1)pn(ξ), N ∈ N0,
können wie folgt nach oben abgeschätzt werden∥∥∥∥∥
N∑
n=0
βnpn(ξ)
∥∥∥∥∥
2
L2(Ω)
= e+
N∑
n=1
e−(n
2+3n−2)/2
n∏
i=1
(ei − 1) ≤ e+
N∑
n=1
e−(n
2+3n−2)/2
n∏
i=1
ei
≤ e+
∞∑
n=1
e−n+1 = e
2
e− 1 .
Da ‖η‖L2(Ω) = e, gilt damit∥∥∥∥∥η −
N∑
n=0
βnpn(ξ)
∥∥∥∥∥
2
L2(Ω)
= ‖η‖2L2(Ω) −
∥∥∥∥∥
N∑
n=0
βnpn(ξ)
∥∥∥∥∥
2
L2(Ω)
≥ e2 − e
2
e− 1 > 0,
sodass der Quadratmittelfehler nicht beliebig klein werden kann. Das heißt, die verallge-
meinerten polynomiellen Chaosapproximationen von η bzgl. ξ konvergieren nicht im Raum
L2(Ω,A,P) gegen η.
Dahingegen entspricht aber die polynomielle Chaosentwicklung von η = exp(−ξ˜) bzgl. ξ˜,
die durch ∞∑
n=0
β˜n
Hen(ξ˜)√
n!
mit β˜n =
(−1)n√
n!
e1/2
gegeben ist (siehe Anhang A.1), fast sicher der Zufallsgröße η, d. h., die Folge dieser poly-
nomiellen Chaosapproximationen konvergiert im Quadratmittel gegen η, da die Hermite-
Polynome {Hen(ξ˜)/
√
n!, n ∈ N0} dicht sind in L2(Ω, σ(ξ˜),P).
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In praktischen Beispielen treten häufig nicht nur reellwertige Zufallsgrößen auf sondern
auch Zufallsvariablen mit Werten in abstrakteren Räumen (z. B. in Funktionenräumen),
für die man ebenfalls das Konzept der Chaosentwicklungen verwenden möchte. So lässt
sich das Prinzip der Chaosentwicklungen für reellwertige Zufallsgrößen η ∈ L2(Ω, σ(ξ),P)
ohne Weiteres auf σ(ξ)-messbare Zufallsvariablen η mit Werten in einem separablen Hil-
bertraum (H , (·, ·)H ), für die EP ‖η‖2H <∞ mit ‖ · ‖H := (·, ·)H gilt, d. h. nach Defini-
tion 2.7 für
η ∈ L2(Ω, σ(ξ),P;H ),
ausdehnen.
Satz 3.10 Seien ein separabler Hilbertraum (H , (·, ·)H ) und reellwertige Zufallsgrößen
(ξi)i∈Iξ gegeben, sodass die Annahme 3.1 erfüllt ist. Gelte außerdem für ξ = (ξi)i∈Iξ die
Beziehung P(ξ) = L2(Ω, σ(ξ),P). Dann lässt sich mit den Polynomen {pα(ξ), α ∈ Λ},
die eine Orthonormalbasis des L2(Ω, σ(ξ),P) bilden, jedes η ∈ L2(Ω, σ(ξ),P;H ) in eine
Chaosreihe
η =
∑
α∈Λ
βαpα(ξ) in L2(Ω, σ(ξ),P;H )
entwickeln, wobei die verallgemeinerten polynomiellen Chaoskoeffizienten jetzt Elemente
des Hilbertraumes H sind, d. h.
βα := EP(ηpα(ξ)) ∈H
für alle α ∈ Λ.
Beweis.
Sei {ei, i ∈ N} eine Orthonormalbasis des separablen Hilbertraumes H . Dann ist die
Menge {eipα(ξ), i ∈ N, α ∈ Λ} eine Orthonormalbasis des Tensorproduktraumes
H ⊗ L2(Ω, σ(ξ),P).
Nach Proposition 2.10 ist dieser separable Hilbertraum isometrisch isomorph zu dem
Raum L2(Ω, σ(ξ),P;H ), sodass {eipα(ξ), i ∈ N, α ∈ Λ} ebenfalls eine Orthonormalbasis
von L2(Ω, σ(ξ),P;H ) bildet und es gilt
η =
∑
α∈Λ
∞∑
i=1
βα,ieipα(ξ) mit βα,i := EP((η, ei)H pα(ξ))
in L2(Ω, σ(ξ),P;H ). Damit existiert für jedes ε > 0 ein N0 ∈ N0 und M0 ∈ N, sodass
EP
∥∥∥∥η − N∑
n=0
∑
α∈Λ,
|α|=n
M∑
i=1
βα,ieipα(ξ)
∥∥∥∥2
H
< ε für alle N ≥ N0, M ≥M0.
Die Reihe
∞∑
i=1
βα,iei mit βα,i = EP((η, ei)H pα(ξ)) = (EP(ηpα(ξ)), ei)H
konvergiert wiederum gegen βα = EP(ηpα(ξ)) für alle α ∈ Λ, womit folgt
EP
∥∥∥∥η − N∑
n=0
∑
α∈Λ,
|α|=n
βαpα(ξ)
∥∥∥∥2
H
< ε für alle N ≥ N0.
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3.1.2 Eigenschaften verallgemeinerter polynomieller
Chaosentwicklungen
Im Weiteren werde nun vorausgesetzt, dass eine Zufallsvariable ξ = (ξi)i∈Iξ gegeben sei,
sodass die Annahme 3.1 erfüllt ist, und die zugehörigen Polynome dicht liegen, d. h.,
P(ξ) = L2(Ω, σ(ξ),P) gilt. Sei außerdem η ∈ L2(Ω, σ(ξ),P) gegeben. Alle nun folgenden
Aussagen gelten für die beiden Chaosapproximationen ((N)η)N und ((N,K)η)(N,K), auch
wenn sie nur für die erstere formuliert werden.
Aufgrund der Quadratmittelkonvergenz der verallgemeinerten polynomiellen Chaosappro-
ximationen
(
(N)η
)
N
einer Zufallsgröße η ∈ L2(Ω, σ(ξ),P) gegen η folgt, dass der Erwar-
tungswert von η sich gerade zu
EP η = lim
N→∞
EP (N)η = β0
ergibt und die Varianz von η gerade
D2P η = lim
N→∞
D2P (N)η =
∞∑
n=1
∑
α∈Λ,
|α|=n
|βα|2
ist (siehe auch Korollar 3.12 oder Proposition 3.17). Da die Quadratmittelkonvergenz
der Chaosapproximationen gegen η vorliegt, lässt sich auch die Frage nach der Konver-
genzgeschwindigkeit der verallgemeinerten polynomiellen Chaosapproximationen stellen.
Das heißt, wie schnell konvergiert die Folge der Chaosapproximationen gegen die entwi-
ckelte Zufallsgröße bzw. wie viele Terme, Chaoskoeffizienten, müssen verwendet werden,
damit die entsprechende Chaosapproximation eine hinreichend gute Näherung für die ent-
wickelte Zufallsgröße darstellt. Für eine Zufallsgröße η ∈ L2(Ω, σ(ξ),P) konvergiert der
Approximationsfehler
‖η − (N)η‖L2(Ω)
für N → ∞ gegen Null, wenn die zugehörigen Polynome P(ξ) dicht in L2(Ω, σ(ξ),P)
liegen. Berechnen lässt er sich aufgrund der Orthonormalität der Polynome mittels
‖η − (N)η‖2L2(Ω) = EP(η − (N)η)2 =
∞∑
n=N+1
∑
α∈Λ,
|α|=n
|βα|2.
Je schneller also die verallgemeinerten polynomiellen Chaoskoeffizienten abklingen (gegen
Null konvergieren), umso schneller konvergiert die Folge der verallgemeinerten polynomi-
ellen Chaosapproximationen gegen η.
Ebenso interessant ist die Frage, ob und wie sich die (unbekannten) verallgemeinerten
polynomiellen Chaoskoeffizienten einer Zufallsgröße, die sich als Transformation anderer
Zufallsgrößen mit bekannten verallgemeinerten polynomiellen Chaosentwicklungen ergibt,
bestimmen lassen.
Proposition 3.11
(i) Seien η1, η2 ∈ L2(Ω, σ(ξ),P) und a, b ∈ R so, dass η3 := aη1 + bη2 ∈ L2(Ω, σ(ξ),P)
ist, und bezeichnen (β(1)α )α, (β(2)α )α und (β(3)α )α die jeweiligen verallgemeinerten po-
lynomiellen Chaoskoeffizienten von η1, η2 und η3. Dann gilt
β(3)α = aβ(1)α + bβ(2)α für alle α ∈ Λ.
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(ii) Sei η ∈ L2(Ω, σ(ξ),P) und ((N)η)N die Folge der verallgemeinerten polynomiellen
Chaosapproximationen von η. Ist für ein γ ∈ Λ das Produkt ηpγ(ξ) ∈ L2(Ω, σ(ξ),P),
dann gelten für die verallgemeinerten polynomiellen Chaoskoeffizienten (βα)α von
ηpγ(ξ)
βα = EP(ηpγ(ξ)pα(ξ)) = lim
N→∞
EP((N)ηpγ(ξ)pα(ξ)), α ∈ Λ.
Beweis.
Die Behauptungen folgen unmittelbar aus den Voraussetzungen.
Die Berechnung der Chaoskoeffizienten eines Produktes η3 = η1η2 ∈ L2(Ω, σ(ξ),P) aus
zwei beliebigen Zufallsgrößen η1, η2 ∈ L2(Ω, σ(ξ),P) mit Hilfe der Chaoskoeffizienten von
η1 und η2 erfordert im Allgemeinen jedoch schon weitere Voraussetzungen (siehe hier-
zu auch die Betrachtungen für eindimensionale polynomielle Chaosentwicklungen in Ab-
schnitt 3.2.2).
Weitere Eigenschaften, die die Quadratmittelkonvergenz der Folge der Chaosapproxima-
tionen impliziert, sind im folgenden Korollar zusammengefasst.
Korollar 3.12 Für jede Zufallsgröße η ∈ L2(Ω, σ(ξ),P) mit der Folge der zugehörigen
verallgemeinerten polynomiellen Chaosapproximationen ((N)η)N gelten folgende Aussagen:
(i) Die Folge ((N)η)N konvergiert gegen η in Lp(Ω,A,P) für 0 < p ≤ 2.
(ii) Die Folge der absoluten p-ten Momente von (N)η konvergiert gegen das absolute p-te
Moment von η für 0 < p ≤ 2, d. h. EP |(N)η|p → EP |η|p für N →∞.
(iii) Die Folge ((N)η)N konvergiert gegen η in Wahrscheinlichkeit.
(iv) Die Folge ((N)η)N konvergiert gegen η in Verteilung, d. h.
P((N)η ≤ x) =: F(N)η(x)→ Fη(x) := P(η ≤ x), N →∞,
in allen Stetigkeitspunkten x ∈ R der Verteilungsfunktion Fη.
Die Konvergenz mit Wahrscheinlichkeit 1 kann im Allgemeinen nicht aus der Quadratmit-
telkonvergenz geschlossen werden. Sie kann jedoch ebenfalls von Interesse sein und wird
in dem Abschnitt 3.2.1 für das eindimensionale polynomielle Chaos untersucht. Ebenso
folgt die Konvergenz in höheren Mitteln, d. h. in Lp(Ω,A,P) für p > 2, nicht automatisch.
Obwohl (N,K)η ∈ Lp(Ω,A,P) für alle K ∈ Iξ, N ∈ N0 und 2 < p < ∞ gilt, müssen die
Chaosapproximationen in Lp(Ω,A,P) nicht gegen η konvergieren, selbst wenn die entwi-
ckelte Zufallsgröße η ein endliches absolutes p-tes Moment besitzt. Die Konvergenz im
p-ten Mittel für 2 < p <∞ ist aber dennoch wichtig, da sie im Zusammenhang steht mit
der Konvergenzgeschwindigkeit der Ränder der Verteilungsfunktionen. Eine erste Charak-
terisierung der Konvergenz im p-ten Mittel liefert der folgende Satz (vgl. z. B. Chung [28,
Theorem 4.5.4]).
Satz 3.13 Für eine Zufallsgröße η ∈ L2(Ω, σ(ξ),P) und die dazugehörige Folge der ver-
allgemeinerten polynomiellen Chaosapproximationen ((N)η)N sind für 0 < p <∞ folgende
Aussagen äquivalent.
(i) Die Folge von Zufallsgrößen
(
|(N)η|p
)
N
ist gleichgradig integrierbar bzgl. P, d. h.
sup
N∈N0
EP
(
|(N)η|p1{| (N)η|p>a}
)
→ 0, wenn a→∞.
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(ii) Die Folge ((N)η)N konvergiert in Lp(Ω,A,P) gegen η ∈ Lp(Ω,A,P), d. h., es gilt
lim
N→∞
EP |η − (N)η|p = 0.
(iii) Die Folge der absoluten p-ten Momente von (N)η konvergiert gegen das endliche,
absolute p-te Moment von η, d. h. lim
N→∞
EP |(N)η|p = EP |η|p <∞.
Beweis.
Ein Beweis lässt sich z. B. bei Chung [28, Theorem 4.5.4] finden.
Die Konvergenz im p-ten Mittel ist also äquivalent zur Konvergenz der absoluten p-ten
Momente, die im Allgemeinen einfacher zu überprüfen ist. So zeigen Field und Grigo-
riu in [37] beispielsweise, dass die vierten absoluten Momente der Chaosapproximationen(
(N)ζ
)
N
der Zufallsgröße ζ = |ξ|, ξ ∼ N (0, 1), in den orthonormalen Polynomen in ξ,
nicht gegen das entsprechende vierte absolute Moment von ζ konvergieren. Damit kon-
vergiert die Folge der Chaosapproximationen
(
(N)ζ
)
N
also auch nicht im vierten Mittel
gegen ζ. Das bedeutet aber auch, dass die Folge der Quadrate der Chaosapproximatio-
nen,
(
((N)ζ)2
)
N
, nicht im quadratischen Mittel gegen ζ2 = ξ2 konvergiert, wie die folgende
Proposition konstatiert.
Proposition 3.14 Sei η ∈ Lp(Ω, σ(ξ),P), p ≥ 2. Dann konvergiert die Folge der zu-
gehörigen Chaosapproximationen
(
(N)η
)
N
genau dann im p-ten Mittel gegen η, d. h. in
Lp(Ω,A,P), wenn die Folge
(
|(N)η|a
)
N
im p
a
-ten Mittel gegen |η|a konvergiert für ein
1 < a < p.
Beweis.
Nach dem Satz 3.13 gilt folgende Äquivalenzkette
‖|(N)η|a − |η|a‖L pa (Ω) → 0 ⇔ EP |(N)η|ap/a → EP |η|ap/a ⇔ ‖(N)η − η‖Lp(Ω) → 0
für N →∞, womit die Aussage bewiesen ist.
Somit ist die Konvergenz der Chaosapproximationen einer Zufallsgröße η ∈ L4(Ω, σ(ξ),P)
gegen die selbige in L4(Ω,A,P) äquivalent zu der Konvergenz der Folge
(
((N)η)2
)
N
gegen
η2 im quadratischen Mittel.
Korollar 3.15 Sei η ∈ L4(Ω, σ(ξ),P). Die Quadratmittelkonvergenz von
(
((N)η)2
)
N
ge-
gen η2 ist äquivalent zur Quadratmittelkonvergenz der Doppelfolge
(
(N)η(M)η
)
(N,M)
gegen
η2 für (N,M) gegen Unendlich auf beliebige Art.
Beweis.
Es bleibt nur zu zeigen, dass
‖(N)η(M)η − η2‖L2(Ω) → 0 für (N,M)→∞,
wenn die Bedingung
‖((N)η)2 − η2‖L2(Ω) → 0 für N →∞
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erfüllt ist. Aufgrund der Abschätzung
‖(N)η(M)η − η2‖L2(Ω) ≤ ‖(N)η((M)η − η)‖L2(Ω) + ‖η((N)η − η)‖L2(Ω)
≤ ‖(N)η‖L4(Ω)‖(M)η − η‖L4(Ω) + ‖η‖L4(Ω)‖(N)η − η‖L4(Ω),
deren rechte Seite gegen Null konvergiert für (N,M) → ∞, folgt nach Proposition 3.14
die Behauptung.
Eine weitere hinreichende Bedingung für die Konvergenz der Folge der Chaosapproxima-
tionen im p-ten Mittel ist in folgender Proposition gegeben.
Proposition 3.16 Sei η ∈ Lp(Ω, σ(ξ),P), p > 2,
(
(N)η
)
N
die Folge der zugehörigen
Chaosapproximationen und gelte sup
N∈N0
EP |(N)η|r <∞ für ein r > p, dann konvergiert die
Folge
(
(N)η
)
N
im p-ten Mittel gegen η ∈ Lp(Ω, σ(ξ),P).
Beweis.
Nach Satz 3.13 ist die Konvergenz im p-ten Mittel gegen η ∈ Lp(Ω, σ(ξ),P) äquivalent
zur gleichgradigen Integrierbarkeit von
(
|(N)η|p
)
N
. Unter Verwendung der Ungleichungen
von Hölder und Tschebyscheff erhält man die Abschätzung
EP
(
|(N)η|p1{| (N)η|p>a}
)
≤
(
EP |(N)η|p
r
p
) p
r
(
P(|(N)η|p > a)
)1− p
r
≤ EP(|
(N)η|r)
a
r
p
−1 .
Da der Exponent r
p
− 1 > 0 ist, konvergiert nach Voraussetzung das Supremum
sup
N∈N0
EP
(
|(N)η|p1{| (N)η|p>a}
)
≤
sup
N∈N0
EP |(N)η|r
a
r
p
−1 → 0
gegen Null für a→∞.
Ist p eine natürliche Zahl, dann sind auch die p-ten Momente definiert. Doch schon für
|Iξ| = 1 müssen, obwohl für alle diese p die Erwartungswerte EP((N)ηp) existieren und
endlich sind, diese p-ten Momente von (N)η im Allgemeinen nicht gegen EP ηp konvergieren
(siehe auch die Bemerkung bei Rozovskii et al. in [75], der von sogenannten „pseudomo-
ments“ spricht). Liegt jedoch die Konvergenz der Folge der Chaosapproximationen im
entsprechenden p-ten Mittel vor, dann konvergieren auch die jeweiligen p-ten Momente.
Proposition 3.17 Sei η ∈ Lq(Ω, σ(ξ),P) für q ∈ N \ {1}. Konvergiert die Folge der
zugehörigen Chaosapproximationen
(
(N)η
)
N
im q-ten Mittel gegen η, dann gilt
EP (N)ηp → EP ηp und EP |(N)ηp − ηp| → 0, wenn N →∞
für alle p ∈ N, p ≤ q.
Beweis.
Nach Voraussetzung existiert die Folge der Chaosapproximationen
(
(N)η
)
N
und kon-
vergiert im Quadratmittel gegen η. Da
(
(N)η
)
N
damit ebenfalls in Wahrscheinlichkeit
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gegen η konvergiert, konvergiert auch
(
(N)ηp
)
N
in Wahrscheinlichkeit gegen ηp für alle
p ∈ N, p ≤ q, d. h., für alle ε > 0 gilt
lim
N→∞
P
(∣∣∣(N)ηp − ηp∣∣∣ > ε) = 0.
Die Lq-Konvergenz impliziert die Lp-Konvergenz für alle p ∈ N, p ≤ q und da die
Lp-Konvergenz äquivalent zur gleichgradigen Integrierbarkeit von
(
|(N)η|p
)
N
ist (siehe
Satz 3.13), gilt nach einer äquivalenten Formulierung der gleichgradigen Integrierbarkeit
(siehe z. B. Chung [28, Theorem 4.5.3])
EP
(∣∣∣(N)ηp∣∣∣1{| (N)ηp−ηp|>ε}
)
→ 0 für N →∞.
Damit folgt für beliebiges ε > 0 die Abschätzung∣∣∣EP ((N)ηp − ηp)∣∣∣ ≤ EP (∣∣∣(N)ηp − ηp∣∣∣)
= EP
(∣∣∣(N)ηp − ηp∣∣∣1{| (N)ηp−ηp|≤ε}
)
+ EP
(∣∣∣(N)ηp − ηp∣∣∣1{| (N)ηp−ηp|>ε}
)
≤ ε+ EP
(∣∣∣(N)ηp∣∣∣1{| (N)ηp−ηp|>ε}
)
+ EP
(
|ηp|1{| (N)ηp−ηp|>ε}
)
und im Grenzwert für N →∞ ergibt sich somit
lim
N→∞
∣∣∣EP ((N)ηp − ηp)∣∣∣
≤ lim
N→∞
EP
(∣∣∣(N)ηp − ηp∣∣∣)
≤ ε+ lim
N→∞
EP
(∣∣∣(N)ηp∣∣∣1{| (N)ηp−ηp|>ε}
)
+ lim
N→∞
EP
(
|ηp|1{| (N)ηp−ηp|>ε}
)
≤ ε,
weil die beiden Grenzwerte Null sind. Da außerdem ε > 0 beliebig gewählt werden konnte,
folgt daraus die Aussage der Proposition.
3.2 Eindimensionale polynomielle
Chaosentwicklungen
Das eindimensionale polynomielle Chaos ist Thema dieses Unterabschnitts. Das bedeutet,
es werden nur eine standardnormalverteilte Zufallsgröße ξ = ξ1 vorausgesetzt und die dazu
entsprechenden Chaosentwicklungen betrachtet. Für dieses einfache Beispiel des polyno-
miellen Chaos werden spezielle Eigenschaften untersucht. Zum einen wird noch einmal
auf die Frage der Konvergenz bzgl. anderer Konvergenzarten als der Quadratmittelkon-
vergenz eingegangen. Zum anderen liegt ein besonderes Augenmerk auf der Untersuchung
von Produkten von Zufallsgrößen und polynomiellen Chaosapproximationen bzw. von po-
lynomiellen Chaosapproximationen untereinander, deren Darstellungsmöglichkeiten und
Konvergenz. Das Produkt ist eine einfache nichtlineare Transformation, die beispielswei-
se bei der Lösung zufälliger Gleichungen oder beim Postprocessing auftreten kann, und
gewisse Schwierigkeiten in sich birgt.
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Das eindimensionale polynomielle Chaos ist für eine standardnormalverteilte, reellwertige
Zufallsgröße ξ definiert. Die im Sinne von Satz 2.16 dazugehörigen orthonormalen Polyno-
me {pn(ξ), n ∈ N0} sind durch die normierten Hermite-Polynome (siehe Abschnitt 2.2.2)
gegeben, d. h.
pn(ξ) :=
1√
n!
Hen(ξ), n ∈ N0.
Da die Bedingung EP exp(a|ξ|) <∞ für alle a > 0 erfüllt ist, liegen die Hermite-Polynome
dicht in L2(Ω, σ(ξ),P). Die entsprechende polynomielle Chaosentwicklung einer Zufalls-
größe η ∈ L2(Ω, σ(ξ),P) ergibt sich also gemäß
η =
∞∑
n=0
βn
1√
n!
Hen(ξ) mit βn := EP
(
η
1√
n!
Hen(ξ)
)
.
Bemerkung 3.18 Im Falle von unabhängigen standardnormalverteilten Zufallsgrößen
(ξi)i∈Iξ leiten sich die jeweiligen multivariaten orthonormalen Polynome in ξ = (ξi)i∈Iξ
von den univariaten orthonormalen Polynomen ab, indem man Tensorprodukte bildet,
d. h.
pα(ξ) :=
1√
α!
Heα(ξ) :=
∏
i∈Iξ
1√
αi!
Heαi(ξi), α ∈ Λ,
mit α! := ∏
i∈Iξ
αi!.
Sind die Zufallsgrößen (ξi)i∈Iξ gemeinsam normalverteilt aber nicht unabhängig, dann ent-
sprechen die orthonormalen Polynome den normierten multivariaten Hermite-Polynomen
(siehe dazu auch Bemerkung 2.20 (b)).
Bezeichnet Φ die Verteilungsfunktion der Standardnormalverteilung, dann existiert für
die Zufallsgröße η ∈ L2(Ω, σ(ξ),P) nach dem Lemma von Doob-Dynkin (siehe z. B. Kal-
lenberg [65]), da η messbar ist bzgl. σ(ξ), eine Funktion u ∈ L2(R,B(R), dΦ) mit
η = u(ξ) in L2(Ω,A,P).
Dementsprechend besitzt die Funktion u (als Funktion von x) eine abstrakte Fourier-
Reihenentwicklung in den normierten Hermite-Polynomen {Hen /
√
n!, n ∈ N0}, kurz
Hermite-Reihe genannt, d. h.
u(x) =
∞∑
n=0
un
1√
n!
Hen(x) in L2(R,B(R), dΦ),
sowie die dazugehörigen Partialsummen
(N)u(x) :=
N∑
n=0
un
1√
n!
Hen(x), N ∈ N0,
mit den Koeffizienten un :=
(
u, 1√
n! Hen
)
L2(R,dΦ)
, n ∈ N0. Die Koeffizienten un entsprechen
dabei den Chaoskoeffizienten βn für alle n ∈ N0, denn es ist
un =
(
u,
1√
n!
Hen
)
L2(R,dΦ)
= EP
(
η
1√
n!
Hen(ξ)
)
= βn,
und es gilt (N)η = (N)u(ξ) für alle N ∈ N0. Die zwei Darstellungsmöglichkeiten sind also
äquivalent zueinander und werden beide, je nachdem welche Variante in der jeweiligen
Situation geeigneter erscheint, verwendet.
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Bemerkung 3.19 Jede Funktion f ∈ L2(R,B(R), dΦ) lässt sich in eine Hermite-Reihe
entwickeln, d. h., für
(N)f(x) :=
N∑
n=0
fn
1√
n!
Hen(x) mit fn :=
(
f,
1√
n!
Hen
)
L2(R,dΦ)
gilt (N)f → f in L2(R,B(R), dΦ).
3.2.1 Konvergenzeigenschaften
Wie bereits im vorangegangenen Abschnitt zu verallgemeinerten polynomiellen Chaos-
entwicklungen erwähnt, lassen sich die Konvergenz im p-ten Mittel für p > 2 und die
Konvergenz mit Wahrscheinlichkeit 1 nicht aus der Quadratmittelkonvergenz schlussfol-
gern. In diesem Unterabschnitt werden nun u. a. diese beiden Konvergenzarten gesondert
betrachtet. Eine Theorie, die auch für die verallgemeinerten polynomiellen Chaosentwick-
lungen gültig ist, ist schwer anzugeben. Spezielle Eigenschaften der Hermite-Polynome, die
nicht allgemein auf beliebige orthogonale Polynomsysteme übertragbar sind, werden im
Folgenden verwendet. Zum Abschluss dieses Unterabschnitts wird eine Zusammenfassung
für den Zusammenhang zwischen entwickelter Zufallsgröße und dem Abklingverhalten
ihrer zugehörigen polynomiellen Chaoskoeffizienten gegeben. Dieser Zusammenhang er-
möglicht dann beispielsweise, A-priori-Fehlerabschätzungen und Konvergenzaussagen für
die numerische Lösung von zufälligen Gleichungen zu treffen.
Begonnen wird mit der Betrachtung der Konvergenz mit Wahrscheinlichkeit 1. Im Falle des
polynomiellen Chaos folgt sie aus Ergebnissen von Muckenhoupt in seiner Arbeit [76] über
die „equiconvergence“ und die Konvergenz-fast-überall von Hermite-Reihen. Muckenhoupt
beweist darin folgenden Satz.
Satz 3.20 Sei f eine Funktion, die eine Hermite-Reihe besitzt, und sei die Funktion
|f(x)|(log+ |f(x)|)2 integrierbar auf [a, b] ⊂ R, wobei log+ |f(x)| := max{log+ |f(x)|, 0}
ist. Gilt zudem
√
m∫
√
m/2
|f(−√2x)|+ |f(√2x)|
(m+m1/3 − x2)1/4 exp(−x
2/2)x−1/2 dx ∈ O(1), m→∞ (3.2)
und ∞∫
1
|f(−√2x)|+ |f(√2x)|
x
exp(−x2/2) dx <∞, (3.3)
dann konvergiert (N)f fast überall gegen f im Intervall [a, b].
Die fast-sichere-Konvergenz ist nun eine direkte Folgerung daraus.
Korollar 3.21 Sei η ∈ L2(Ω, σ(ξ),P). Dann konvergiert die Folge der polynomiellen
Chaosapproximationen ((N)η)N fast sicher gegen η.
Beweis.
Da η ∈ L2(Ω, σ(ξ),P) ist, existiert ein u ∈ L2(R,B(R), dΦ) mit η = u(ξ). Sind die
Bedingungen (3.2), (3.3) für u erfüllt und die Funktion |u(x)|(log+ |u(x)|)2 integrierbar
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auf einem beliebigen Intervall [a, b] ⊂ R, so folgt die Konvergenz von ((N)u(x))N gegen
u(x) für fast alle x ∈ [a, b].
Zur Überprüfung der Bedingung (3.2) wird eine Konstante C > 0, die sich zwar von Zeile
zu Zeile ändern kann, aber immer unabhängig von u und m ist, eingeführt. Dann ergibt
sich
√
m∫
√
m/2
|u(−√2x)|+ |u(√2x)|
(m+m1/3 − x2)1/4 exp(−x
2/2)x−1/2 dx
≤
√√√√√√
√
m∫
√
m/2
(|u(−√2x)|+ |u(√2x)|)2 exp(−x2) dx
√√√√√√
√
m∫
√
m/2
x−1
(m+m1/3 − x2)1/2 dx
≤ C‖u‖L2(R,dΦ)
√√√√√√
√
m∫
√
m/2
x−1
(m+m1/3 − x2)1/2 dx
und mit m1/3 ≤ m+m1/3 − x2 für √m/2 ≤ x ≤ √m folgt die Abschätzung√√√√√√
√
m∫
√
m/2
x−1
(m+m1/3 − x2)1/2 dx ≤
1
m1/12
√√√√√√
√
m∫
√
m/2
1
x
dx
= 1
m1/12
√
ln(
√
m)− ln(√m/2) = C
m1/12
.
Somit erhält man
√
m∫
√
m/2
|u(−√2x)|+ |u(√2x)|
(m+m1/3 − x2)1/4 exp(−x
2/2)x−1/2 dx ≤ C‖u‖L2(R,dΦ)
1
m1/12
→ 0
für m→∞.
Analog lässt sich die zweite Bedingung (3.3) nachweisen. In diesem Fall schätzt man das
Integral wie folgt ab
∞∫
1
|u(−√2x)|+ |u(√2x)|
x
exp(−x2/2) dx
≤
√√√√√ ∞∫
1
(|u(−√2x)|+ |u(√2x)|)2 exp(−x2) dx
√√√√√ ∞∫
1
1
x2
dx ≤ C‖u‖L2(R,dΦ) <∞.
Mit Hilfe der Ungleichung ln(x) ≤ 2(√x−1) für alle x ≥ 1 (siehe Abramowitz/Stegun [1])
lässt sich die Integrabilitätsbedingung für ein beliebiges Intervall [a, b] zeigen, d. h.
b∫
a
|u(x)|(log+ |u(x)|)2 dx
=
b∫
a
{x:|u(x)|≥1}
|u(x)|(log |u(x)|)2 dx ≤ C
b∫
a
{x:|u(x)|≥1}
|u(x)|(
√
|u(x)| − 1)2 dx
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≤ C exp(max(a2, b2)/2)
b∫
a
(
|u(x)|2 − 2|u(x)|3/2 + |u(x)|
)
exp(−x2/2) dx
≤ C exp(max(a2, b2)/2)
∞∫
−∞
(
|u(x)|2 − 2|u(x)|3/2 + |u(x)|
)
exp(−x2/2) dx <∞.
So folgt nach Satz 3.20, dass ((N)u(x))N für fast alle x ∈ [a, b] gegen u(x) konvergiert. Das
heißt, es existiert für jedes n ∈ N eine Nullmenge Nn ∈ B(R) so, dass ((N)u)N punktweise
gegen u auf [−n, n] \ Nn konvergiert. Die Vereinigung dieser Nullmengen⋃
n∈N
Nn =: N
ist ebenfalls eine Nullmenge und folglich konvergiert ((N)u)N fast überall in R gegen u.
Da die Menge N ebenso eine Nullmenge bezüglich des Maßes dΦ ist, konvergiert ((N)η)N
fast sicher gegen η.
Neben der Konvergenz mit Wahrscheinlichkeit 1 lässt sich auch die Konvergenz in höheren
Mitteln nicht aus der Quadratmittelkonvergenz folgern. Darum wird im Folgenden jetzt
diese Konvergenzart untersucht und der nächste Satz fasst eine notwendige Bedingung für
die Konvergenz im p-ten Mittel (p ∈ N \ {1, 2}) der polynomiellen Chaosentwicklungen
((N)η)N gegen η zusammen.
Satz 3.22 Sei η ∈ Lp(Ω, σ(ξ),P), p ∈ N \ {1, 2}, und konvergiere die Folge der zugehö-
rigen polynomiellen Chaosapproximationen
(
(N)η
)
N
in Lp(Ω,A,P) gegen η. Dann muss
bei geraden Werten p für die polynomiellen Chaoskoeffizienten (βn)n von η die Beziehung
βn ∈ O(np/4−1/2(p− 1)−n/2) für n→∞
gelten und bei ungeraden Werten p müssen die geraden polynomiellen Chaoskoeffizienten
(β2n)n von η
β2n ∈ O((2n)p/4−1/2(p− 1)−2n/2) für n→∞
erfüllen.
Beweis.
Sei zunächst p gerade. Da die Folge
(
(N)η
)
N
im p-ten Mittel gegen η konvergiert, ist(
(N)η
)
N
eine Cauchy-Folge in Lp(Ω,A,P), d. h., es gilt
∥∥∥(N)η − (N − 1)η∥∥∥
Lp(Ω)
=
(
EP
∣∣∣∣∣βN HeN(ξ)√N !
∣∣∣∣∣
p)1/p
→ 0, N →∞. (3.4)
Des Weiteren gilt∥∥∥(N)η − (N − 1)η∥∥∥p
Lp(Ω)
= |βN |p 1(N !)p/2 EP (|HeN(ξ)|
p) = |βN |p 1(N !)p/2 EP (HeN(ξ)
p) ,
da die p-ten Momente aller Hermite-Polynome positiv sind. Unter der Verwendung der
Formel von Busbridge in [24] ließ sich in Korollar 2.22 zeigen, dass bei geraden p für eine
Konstante C > 0 und für ein N0 ∈ N0 die Abschätzung
1
(N !)p/2 EP (HeN(ξ)
p) ≥ C
(
N−(p−2)/4(p− 1)N/2
)p
für alle N ≥ N0
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gilt. Damit folgt
∥∥∥(N)η − (N − 1)η∥∥∥
Lp(Ω)
= |βN |
(
1
(N !)p/2 EP (HeN(ξ)
p)
)1/p
≥ C1/p|βN |N−(p−2)/4(p− 1)N/2 ≥ 0.
Da der Term auf der linken Seite nach (3.4) für N → ∞ gegen Null konvergiert, gilt
ebenfalls
lim
N→∞
|βN |
N (p−2)/4(p− 1)−N/2 = 0,
womit die Behauptung folgt für gerade p folgt.
Sei nun p ungerade. Dann lässt sich die Aussage durch analoge Argumentation allerdings
nur für gerade polynomielle Chaoskoeffizienten zeigen, da man durch die Abschätzung
∥∥∥(N)η − (N − 1)η∥∥∥p
Lp(Ω)
= |βN |p 1(N !)p/2 EP (|HeN(ξ)|
p) ≥ |βN |p 1(N !)p/2 EP (HeN(ξ)
p)
nur eine untere Schranke ungleich Null an den Erwartungswert für gerade N erhält. Der
Erwartungswert EP(HeN(ξ))p ist für ungerade N nämlich gerade Null.
Eine hinreichende Bedingung an die polynomiellen Chaoskoeffizienten für die Konvergenz
in Lp(Ω,A,P) mit gerader Ordnung p liefert folgender Satz.
Satz 3.23 Sei η ∈ Lp(Ω, σ(ξ),P), p ∈ 2N \ {2}, und gebe es ein δ > 1, sodass für die
polynomiellen Chaoskoeffizienten (βn)n von η gilt
βn ∈ O(n−(p/4−1+δ)(p− 1)−n/2) für n→∞,
dann konvergiert die Folge der polynomiellen Chaosapproximationen ((N)η)N gegen η im
p-ten Mittel, d. h. in Lp(Ω,A,P).
Beweis.
Da βn ∈ O(n−(p/4−1+δ)(p − 1)−n/2) für n → ∞ gilt, existiert eine Konstante C > 0 und
ein n0 ∈ N0, sodass
|βn| ≤ Cn−(p/4−1+δ)(p− 1)−n/2 für alle n ≥ n0 (3.5)
erfüllt ist. Um die Konvergenz von ((N)η)N im p-ten Mittel zu zeigen, wird überprüft, ob
((N)η)N eine Cauchy-Folge in Lp(Ω,A,P) ist.
Sei also ein ε > 0 gegeben. Da δ > 1 ist, gibt es ein weiteres n1 ∈ N mit
∞∑
k=n
1
kδ
<
ε
C
für alle n ≥ n1. (3.6)
Für alle Werte N > M ≥ max{n0, n1} ergibt sich dann
‖(N)η − (M)η‖Lp(Ω) =
∥∥∥∥∥∥
N∑
n=M+1
βn
Hen(ξ)√
n!
∥∥∥∥∥∥
Lp(Ω)
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≤
N∑
n=M+1
∥∥∥∥∥βnHen(ξ)√n!
∥∥∥∥∥
Lp(Ω)
=
N∑
n=M+1
|βn|
∥∥∥∥∥Hen(ξ)√n!
∥∥∥∥∥
Lp(Ω)
.
Mittels der Abschätzung der Momente der Hermite-Polynome aus Korollar 2.24 erhält
man ferner
‖(N)η − (M)η‖Lp(Ω) ≤
N∑
n=M+1
|βn|np/4−1(p− 1)n/2 =
N∑
n=M+1
1
nδ
|βn|np/4−1+δ(p− 1)n/2.
Durch die obige Bedingung an die polynomiellen Chaoskoeffizienten (3.5) und Bezie-
hung (3.6) kann man die Summe weiter abschätzen zu
‖(N)η − (M)η‖Lp(Ω) ≤
N∑
n=M+1
1
nδ
|βn|np/4−1+δ(p− 1)n/2 ≤ C
N∑
n=M+1
1
nδ
< ε
für alle N > M ≥ max{n0, n1}.
Vergleicht man diese notwendige und hinreichende Bedingung an die Chaoskoeffizienten,
so unterscheidet sich zwar der algebraische Term, der exponentielle Term jedoch ist in
beiden Bedingungen von der gleichen Größenordnung. Er gibt also den entscheidenden
Fingerzeig, ob die Konvergenz in höheren Mitteln vorliegen kann oder nicht. So lässt sich
auch leicht schlussfolgern, dass die Folge der polynomiellen Chaosapproximationen der
lognormalen Zufallsgröße η = exp(ξ) gegen η in allen höheren Mitteln konvergiert, d. h. in
Lp(Ω, σ(ξ),P) für beliebiges 2 < p <∞, weil die zugehörigen Chaoskoeffizienten schneller
als exponentiell fallen (vgl. Tabelle 3.2 oder Anhang A.1).
Bemerkung 3.24 Um eine ähnliche Bedingung an die polynomiellen Chaoskoeffizienten
für die Konvergenz in ungeraden Ordnungen p (oder sogar für reelle p > 2) zu erhalten,
müsste man die absoluten p-ten Momente aller Hermite-Polynome kennen und Abschät-
zungen finden. Basierend auf den Formeln von Busbridge und Bemerkung 2.25 lässt sich
aber für η ∈ Lp(Ω, σ(ξ),P) nur für die Konvergenz von
|EP(η − (N)η)p| → 0, N →∞
eine hinreichende Bedingung an die Konvergenzgeschwindigkeit der polynomiellen Chaos-
koeffizienten (βn)n von η stellen. Diese lautet für ein δ > 1
βn ∈ O(n−(p/4−1+δ)(p− 1)−n/2) für n→∞.
Damit ist eine Charakterisierung des Abklingverhaltens der polynomiellen Chaoskoeffi-
zienten in Abhängigkeit der messbaren Funktion u, für die η = u(ξ) gilt, vonnöten. Im
Falle, dass u ∈ Hk(R, dΦ) ist, kann Folgendes geschlussfolgert werden.
Satz 3.25 Sei η ∈ L2(Ω, σ(ξ),P) mit η = u(ξ) für ein u ∈ Hk(R, dΦ) mit k ∈ N0. Dann
gilt für die polynomiellen Chaoskoeffizienten (βn)n von η
βn ∈ O(n−k/2), n→∞,
und für die Folge der polynomiellen Chaosapproximationen ((N)u)N∥∥∥(N)u− u∥∥∥
Hk(R,dΦ)
→ 0, N →∞.
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Bemerkung 3.26 Der Raum Hk(R, dΦ), k ∈ N0, ist ein sogenannter gewichteter Sobo-
lev-Raum (siehe z. B. Kufner [67] oder Turesson [97]). Er ist analog zu den Sobolev-
Räumen Hk(D) definiert, nur dass anstelle des Lebesgue-Maßes das Maß dΦ verwendet
wird, bzw. zusätzlich als Gewichtsfunktion die Dichte ϕ der Standardnormalverteilung auf-
tritt (dΦ(x) = ϕ(x) dx).
Beweis.
O.B. d.A. wird die Aussage nur für k = 1 nachgewiesen. (Der Rest folgt durch Induktion
nach k.) Folglich muss man zeigen, dass∥∥∥((N)u)′ − u′∥∥∥
L2(R,dΦ)
→ 0 für N →∞
erfüllt ist. Nach Formel (2.11) gilt
[(N)u(x)]′ =
N∑
n=0
βn
1√
n!
He′n(x) =
N∑
n=1
βn
n√
n!
Hen−1(x) =
N−1∑
n=0
√
n+ 1βn+1
Hen(x)√
n!
und andererseits erhält man mittels der Rekursionsformel (2.6) und partieller Integration
βn+1 =
1√
(n+ 1)!
∞∫
−∞
u(x) Hen+1(x)ϕ(x) dx
= 1√
(n+ 1)!
∞∫
−∞
u(x)
(
xHen(x)− He′n(x)
)
ϕ(x) dx
= −1√
(n+ 1)!
u(x) Hen(x)ϕ(x)
∣∣∣∣∞−∞ + 1√(n+ 1)!
∞∫
−∞
u′(x) Hen(x)ϕ(x) dx
+ 1√
(n+ 1)!
∞∫
−∞
u(x) He′n(x)ϕ(x) dx−
1√
(n+ 1)!
∞∫
−∞
u(x) He′n(x)ϕ(x) dx
= 1√
n+ 1
(
u′,
Hen√
n!
)
L2(R,dΦ)
= 1√
n+ 1
EP
(
u′(ξ)Hen(ξ)√
n!
)
= 1√
n+ 1
(u′)n.
Da also (u′)n =
√
n+ 1βn+1 und (u′)n → 0 für n→∞ gilt, folgt zum einen
√
nβn → 0, n→∞,
das heißt βn ∈ O(n−1/2) für n→∞, und zum anderen
[(N)u]′ =
N−1∑
n=0
√
n+ 1βn+1
Hen√
n!
=
N−1∑
n=0
(u′)n
Hen√
n!
L2(R,dΦ)−→ u′, N →∞.
Aus diesem Beweis lässt sich ebenfalls die Konvergenzrate der polynomiellen Chaosko-
effizienten abschätzen. Besitzt eine zu entwickelnde Zufallsgröße η ∈ L2(Ω, σ(ξ),P) die
Darstellung η = u(ξ) für eine Funktion u ∈ Hk(R, dΦ), k ∈ N, dann ergeben sich die
polynomiellen Chaoskoeffizienten ((u(k))n)n von u(k) gerade mit
(u(k))n =
√
(n+ k) · . . . · (n+ 1)βn+k,
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wobei (βn)n die Chaoskoeffizienten von u sind (vgl. voriger Beweis). Der Approximations-
fehler lässt sich damit also durch
‖η − (N)η‖2L2(Ω) =
∞∑
n=N+1
β2n =
∞∑
n=N+1−k
β2n+k =
∞∑
n=N+1−k
1
(n+ k) · . . . · (n+ 1)(u
(k)
n )2
≤ CN−k
∞∑
n=N+1−k
(u(k)n )2 = CN−k
∥∥∥u(k)(ξ)∥∥∥2
L2(Ω)
≤ CN−k ‖u‖2Hk(R,dΦ)
beschränken. Diese Abschätzung lässt sich beispielsweise auch in Augustin et al. [4] finden.
Eine allgemeine Version dieser Abschätzung für beliebige reellwertige k ≥ 0 kann bei Guo
in [55] nachvollzogen werden.
Proposition 3.27 Sei η ∈ L2(Ω, σ(ξ),P) mit η = u(ξ) für eine Funktion u ∈ Hk(R, dΦ),
k ≥ 0. Dann gilt für eine Konstante c > 0
‖η − (N)η‖L2(Ω) ≤ cN−k/2‖u‖Hk(R,dΦ).
Das heißt, die Konvergenzgeschwindigkeit hängt von der Glattheit der Funktion u ab.
Allerdings ist dies nicht der einzige Einflussfaktor. Auch das Verhalten von u(x) bzw. von
exp(−x2/2)u(√2x) im Unendlichen, d. h. für |x| → ∞, spielt eine Rolle. In der folgenden
Proposition sind dabei die Ergebnisse, basierend auf Boyd [21, 22] und Bain [9] und den
darin enthaltenen Verweisen, zusammengefasst.
Proposition 3.28 Sei eine Zufallsgröße η ∈ L2(Ω, σ(ξ),P) mit η = u(ξ) für eine Funkti-
on u ∈ L2(R,B(R), dΦ) gegeben und definiere f die Funktion f(x) := exp(−x2/2)u(√2x).
(i) Ist u ∈ Cp(R), besitzt die (p + 1)-te Ableitung von u nur endlich viele endliche
Unstetigkeitsstellen und existieren für
δ := sup{δ1 : lim
x→±∞x
δ1f(x) existieren}
ebenfalls die Grenzwerte
lim
x→±∞x
δ+rf (r)(x)
für alle r = 1, . . . , p+ 1. Dann gilt
βn ∈ O(n−q/2), n→∞,
für q := min{p+ 3/2, δ + 5/6}.
Speziell folgt also, wenn δ = ∞ ist, dass βn ∈ O(n−p/2−3/4), n → ∞, gilt. Ist zu-
sätzlich u unendlich oft stetig differenzierbar, konvergieren die polynomiellen Chaos-
koeffizienten mit jeder beliebigen algebraischen Ordnung, was bedeutet, dass die Ko-
effizienten exponentiell schnell abklingen.
(ii) Sei k := sup{j > 0 : es existiert ein p > 0 mit f ∈ O(exp(−p|x|j), |x| → ∞}
und f analytisch. Dann erfüllen die polynomiellen Chaoskoeffizienten folgende Ei-
genschaft
βn ∈

O(exp(−cnk/2)), k < 2,
O(exp(−cn)), k = 2,
O(exp(−cnk/(2k−2))), k > 2,
n→∞.
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Bemerkung 3.29
(a) Sei für eine Zufallsgröße η ∈ L2(Ω, σ(ξ),P) die Funktion u ∈ Cp(R), p ∈ N, mit
η = u(ξ) gegeben. Wird nun angenommen, dass u nicht (p+1)-mal stetig differenzier-
bar ist, dann können die zu u(ξ) gehörenden polynomiellen Chaoskoeffizienten (βn)n
nicht beliebig schnell fallen, sondern es gilt für alle ε > 0, dass βn /∈ O(n−p/2−5/4−ε),
n→∞, ist. Ansonsten würde die Folge der Chaosapproximationen ((N)u)N gleichmä-
ßig gegen eine (p+ 1)-mal stetig differenzierbare Funktion konvergieren.
(b) In Boyd [22] finden sich basierend auf Hille [58, 59, 60] Bedingungen, die eine spezi-
elle Art des Abklingens, nämlich das exponentielle Abklingen mit einer exponentiellen
Konvergenzrate mit Index 1/2, d. h. βn ∈ O(exp(−c(2n + 1)1/2)), liefern. In diesem
Falle ist sogar die Konstante c > 0 näher spezifiziert. Eine solche Konvergenzrate tritt
allerdings bei den hier behandelten Beispielen nicht auf und soll damit nicht näher
betrachtet werden.
Eine Charakterisierung für die Konstante c bei der exponentiellen Konvergenzrate mit
Index 1, d. h. in der Situation von Proposition 3.28 (ii) für k = 2, ließe sofort Schluss-
folgerungen für die Konvergenz der Chaosapproximationen in Lp(Ω,A,P) für p > 2
zu.
(c) In den Arbeiten von Bain et al. [9, 10, 11] lassen sich auch für die univariaten Jacobi-
und Laguerre-Polynome qualitativ ähnliche Aussagen zu (i) finden. Ebenso werden
Aussagen für dem multivariaten Fall gemacht.
Die Glattheit von u entscheidet also primär über eine algebraische oder exponentielle Kon-
vergenzrate. Ist eine Funktion u nicht beliebig oft stetig differenzierbar, dann klingen die
zugehörigen polynomiellen Chaoskoeffizienten nur algebraisch ab, wohingegen die Cha-
oskoeffizienten einer unendlich oft stetig differenzierbaren Funktion exponentiell schnell
zur Null hin abfallen können.
Die entsprechenden Konvergenzraten lassen sich ebenfalls für einige spezielle Beispiele,
die im Anhang A.1 zu finden sind, beobachten. In der folgenden Tabelle 3.2 sind sie
zusammengefasst.
Funktion u(x) Glattheit von u Asymptotik für
n→∞ (c > 0)
exp(ax) unendlich oft differenzierbar cn−1/4
( |a|2e
n
)n/2
exp(ax2), a < 1/4 unendlich oft differenzierbar cn−1/4
(
2|a|
1−2a
)n/2
Φ(x) unendlich oft differenzierbar c2−n/2n−3/4
exp(|x|) stetig und stückweise stetig
differenzierbar
cn−5/4
|x|2p+1, p ∈ N0 p-mal stetig differenzierbar mit
stückweise stetiger (p + 1)-ter
Ableitung
cn−(p+5/4)
(x−1)1{x<0}+(x+1)1{x≥0} stückweise stetig cn−3/4
Tab. 3.2: Asymptotisches Verhalten der Beträge der polynomiellen Chaoskoeffizienten βn 6= 0
für n→∞ für ausgewählte Beispiele.
Die Ergebnisse zu den Konvergenzraten lassen auch Rückschlüsse zu, was passieren kann,
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wenn man von der Chaosentwicklung einer Zufallsgröße in Polynomen in abzählbar vielen
unabhängigen Zufallsgrößen (ξi)i∈Iξ zu einer Chaosentwicklung der gleichen Zufallsgröße
in nur einer standardnormalverteilte Zufallsgröße ξ˜ übergeht.
Bemerkung 3.30 Seien unabhängige Zufallsgrößen (ξi)i∈Iξ , |Iξ| > 1, die die Annah-
me 3.1 erfüllen, und für ξ = (ξi)i∈Iξ eine weitere Zufallsgröße η ∈ L2(Ω, σ(ξ),P) gegeben.
Dann existiert ein u ∈ L2(R|Iξ|,B(R|Iξ|), dFξ) mit η = u(ξ) = u((ξi)i∈Iξ) in L2(Ω,A,P).
Man kann mit Hilfe einer einzigen standardnormalverteilten Zufallsgröße ξ˜ die einzelnen
unabhängigen Zufallsgrößen ξi, i ∈ Iξ, erzeugen. Da die Zufallsgröße Φ(ξ˜) eine auf dem
Intervall (0, 1) gleichverteilte Zufallsgröße ist, lassen sich nach Satz 2.11 (ii) mittels der
dortigen Funktionen ti, i ∈ N, durch
ti(Φ(ξ˜)) :=
∞∑
k=1
hik(Φ(ξ˜))2−k, i ∈ N,
abzählbar viele, unabhängige auf (0, 1) gleichverteilte Zufallsgrößen erzeugen. Mittels der
Transformation
F−ξi (ti(Φ(ξ˜))), i ∈ Iξ,
erhält man dann nach Satz 2.11 (i) unabhängige Zufallsgrößen mit der jeweiligen Vertei-
lung Fξi von ξi, i ∈ Iξ. Da über die Zufallsgrößen (ξi)i∈Iξ nichts außer ihre Unabhängigkeit
und ihre Verteilung ausgesagt ist, kann man ohne Weiteres
ξi := F−ξi (ti(Φ(ξ˜))), i ∈ Iξ,
setzen. Für die Zufallsgröße η bedeutet dies, dass sie sich durch eine messbare Funktion
u˜ in ξ˜ darstellen lässt, d. h.
η = u˜(ξ˜) mit u˜(x) := u
(
(F−ξi (ti(Φ(x))))i∈Iξ
)
.
Damit kann η als eine Chaosentwicklung in nur einer Zufallsgröße ξ˜ dargestellt werden.
Durch die Funktionen ti, i ∈ Iξ, die nicht stetig sind, ist die Abbildung u˜ in der Regel
ebenfalls nicht stetig. Das heißt, die entsprechenden Chaoskoeffizienten werden im Allge-
meinen schwer zu berechnen sein und fallen sehr langsam ab. Man bezahlt also dafür, dass
man keine Chaosentwicklung in vielleicht abzählbar vielen unabhängigen Zufallsgrößen bil-
den muss, einen Preis, der die Vorteile einer Chaosentwicklung in nur einer Zufallsgröße
zunichte machen kann. Insbesondere dann, wenn die Funktion u selber glatt ist und man
vielleicht sogar die Chaoskoeffizienten für die Chaosentwicklung in den entsprechenden
multivariaten orthonormalen Polynomen explizit berechnen kann.
3.2.2 Produkte eindimensionaler polynomieller
Chaosentwicklungen
Beim Lösen von zufälligen Gleichungen tritt oft die Notwendigkeit auf, Produkte von Zu-
fallsgrößen und polynomiellen Chaosapproximationen bzw. Produkte von polynomiellen
Chaosapproximationen zu bilden. Von diesen Produkten können wiederum die polynomi-
ellen Chaosentwicklungen berechnet, das heißt, die jeweiligen polynomiellen Chaoskoeffizi-
enten bestimmt werden. Die Schwierigkeiten ergeben sich dann, wenn man die Konvergenz
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dieser polynomiellen Chaoskoeffizienten gegen die des Produktes der entwickelten Zufalls-
größen bzw. sogar die entsprechende Quadratmittelkonvergenz betrachtet. Diese folgt im
Allgemeinen nicht aus der Quadratmittelkonvergenz für die einzelnen Faktoren. Allein die
Konvergenz in Wahrscheinlichkeit und Verteilung wird impliziert.
Man kann folgende drei verschiedene Fälle von Produkten unterscheiden. Seien zwei Zu-
fallsgrößen η, ζ ∈ L2(Ω, σ(ξ),P) und deren polynomielle Chaosapproximationen ((N)η)N
und ((N)ζ)N gegeben. Dann lässt sich
a) das Produkt von (N)η mit einer Zufallsgröße betrachten, die eine endliche polynomi-
elle Chaosentwicklung besitzt. Das bedeutet im Endeffekt, dass man für ζ = Hek(ξ)√
k!
für beliebiges aber festes k ∈ N Produkte der Art (N)ηHek(ξ)√
k! bildet und deren Ei-
genschaften für N →∞ untersucht.
b) das Produkt von (N)η mit der Zufallsgröße ζ betrachten, die im Allgemeinen keine
endliche polynomielle Chaosentwicklung besitzt und ebenfalls die Eigenschaften für
N →∞ untersuchen.
c) das Produkt der beiden polynomiellen Chaosapproximationen (N)η(M)ζ und die Ei-
genschaften für den Grenzwert (N,M)→∞ betrachten.
Für den Spezialfall, dass Produkte zwischen Zufallsgrößen mit endlichen Chaosentwick-
lungen betrachtet werden, sei z. B. auf das Buch von Le Maître und Knio [68] verwiesen,
die neben anderen nichtlinearen Transformationen auch das Produkt untersuchen.
Für die Untersuchung der entsprechenden Konvergenzen bietet sich hier der Übersichtlich-
keit halber ebenfalls die Verwendung der äquivalenten Darstellungsweise der Zufallsgrö-
ßen in L2(Ω, σ(ξ),P) und deren polynomiellen Chaosentwicklungen an. Das heißt, mittels
entsprechender messbarer, reellwertiger Funktionen u, v ∈ L2(R,B(R), dΦ) können die
Zufallsgrößen η, ζ ∈ L2(Ω, σ(ξ),P) durch
η = u(ξ) =
∞∑
n=0
un
Hen(ξ)√
n!
mit un = EP
(
u(ξ)Hen(ξ)√
n!
)
bzw.
ζ = v(ξ) =
∞∑
n=0
vn
Hen(ξ)√
n!
mit vn = EP
(
v(ξ)Hen(ξ)√
n!
)
dargestellt werden und die zugehörigen polynomiellen Chaosapproximationen (N)η bzw.
(M)ζ werden analog mit (N)u(ξ) bzw. (M)v(ξ), N,M ∈ N0, bezeichnet.
Fall a). Es wird für η = u(ξ) ∈ L2(Ω, σ(ξ),P) und deren polynomielle Chaosapproxi-
mationen ((N)η)N bzw. ((N)u(ξ))N das Produkt der Form ((N)ηHek(ξ)√k! )N für festes k ∈ N
betrachtet und ihre Quadratmittelkonvergenz gegen ηHek(ξ)√
k! , falls η
Hek(ξ)√
k! ∈ L2(Ω,A,P)
ist, untersucht. Wie bereits in Proposition 3.11 (ii) formuliert, konvergiert die Folge der
polynomiellen Chaoskoeffizienten von ((N)ηHek(ξ)√
k! )N gegen die polynomiellen Chaoskoeffi-
zienten von ηHek(ξ)√
k! , d. h., für jedes n ∈ N0 gilt
EP
(
(N)η
Hek(ξ)√
k!
Hen(ξ)√
n!
)
→ EP
(
η
Hek(ξ)√
k!
Hen(ξ)√
n!
)
, N →∞.
Mit Hilfe der Produktformel (2.8) für die Hermite-Polynome und unter Verwendung der
Bezeichnung C(n, k, l) =
√(
n
l
)(
k
l
)(
n+k−2l
n−l
)
ergeben sich für (N)ηHek(ξ)√
k! die polynomiellen
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Chaoskoeffizienten (β(N)n )n zu
β(N)n := EP
(
(N)η
Hek(ξ)√
k!
Hen(ξ)√
n!
)
= EP
(N)η k∧n∑
l=0
C(n, k, l) Hen+k−2l(ξ)√
(n+ k − 2l)!

=
k∧n∑
l=0
C(n, k, l)un+k−2l1{n+k−2l≤N}(l). (3.7)
Die polynomiellen Chaoskoeffizienten (βn)n von ηHek(ξ)√k! lauten analog dazu
βn := EP
(
η
Hek(ξ)√
k!
Hen(ξ)√
n!
)
=
k∧n∑
l=0
C(n, k, l)un+k−2l. (3.8)
Das bedeutet also für N ≥ k
β(N)n =

βn, n = 0, . . . , N − k,
k∧n∑
l=0
C(n, k, l)un+k−2l1{n+k−2l≤N}(l), n = N − k + 1, . . . , N + k,
0, n > N + k.
Satz 3.31 Sei η = u(ξ) ∈ L2(Ω, σ(ξ),P) und ((N)η)N mit (N)η = (N)u(ξ) =
N∑
n=0
un
Hen(ξ)√
n!
die zugehörige polynomielle Chaosapproximation von η und sei zudem ηξk ∈ L2(Ω,A,P)
für k ∈ N. Dann gilt ∥∥∥∥∥(N)ηHek(ξ)√k! − ηHek(ξ)√k!
∥∥∥∥∥
L2(Ω)
→ 0, N →∞,
genau dann, wenn für die polynomiellen Chaoskoeffizienten (un)n von η folgende Bedin-
gung erfüllt ist
un ∈ O(n−k/2), n→∞.
Beweis.
Die Quadratmittelkonvergenz ist nach Satz 3.13 äquivalent zu der Konvergenz der ent-
sprechenden zweiten Momente und o. B. d.A. wird angenommen, dass N ≥ k ist. Das
heißt, es reicht die Differenz der zweiten Momente zu betrachten∣∣∣∣∣∣
∥∥∥∥∥ηHek(ξ)√k!
∥∥∥∥∥
2
L2(Ω)
−
∥∥∥∥∥(N)ηHek(ξ)√k!
∥∥∥∥∥
2
L2(Ω)
∣∣∣∣∣∣ =
∣∣∣∣∣
∞∑
n=0
β2n −
N+k∑
n=0
(β(N)n )2
∣∣∣∣∣
=
∣∣∣∣∣∣
∞∑
n=N−k+1
β2n −
N+k∑
n=N−k+1
(β(N)n )2
∣∣∣∣∣∣ ,
wobei (βn)n∈N0 und (β(N)n )n∈N0 die jeweiligen polynomiellen Chaoskoeffizienten aus den
Formeln (3.8) und (3.7) sind. Die betragsmäßige Differenz der zweiten Momente lässt sich
dann sowohl nach unten als auch nach oben abschätzen mittels
N+k∑
n=N−k+1
(β(N)n )2 −
∞∑
n=N−k+1
β2n ≤
∣∣∣∣∣∣
∥∥∥∥∥ηHek(ξ)√k!
∥∥∥∥∥
2
L2(Ω)
−
∥∥∥∥∥(N)ηHek(ξ)√k!
∥∥∥∥∥
2
L2(Ω)
∣∣∣∣∣∣
≤
∞∑
n=N−k+1
β2n +
N+k∑
n=N−k+1
(β(N)n )2.
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Der Term
∞∑
n=N−k+1
β2n geht nach Voraussetzung gegen Null und damit ist die Quadratmit-
telkonvergenz äquivalent dazu, dass für alle n = N − k+ 1, . . . , N + k die entsprechenden
Chaoskoeffizienten β(N)n gegen Null konvergieren, d. h.
β(N)n =
k∧n∑
l=0
C(n, k, l)un+k−2l1{n+k−2l≤N}(l)→ 0, N →∞.
Zunächst wird nun gezeigt, dass aus der Quadratmittelkonvergenz die Konvergenzrate
un ∈ O(n−k/2), n→∞, für die polynomiellen Chaoskoeffizienten von η folgt. Es gilt nach
obiger Diskussion, dass alle β(N)n , n = N − k + 1, . . . , N + k gegen Null konvergieren für
N →∞. Damit gilt dies auch für den Koeffizienten β(N)N+k. Da
β
(N)
N+k =
k∑
l=0
C(N + k, k, l)uN+2k−2l1{N+2k−2l≤N}(l) = C(N + k, k, k)uN =
√
(N + k)!
k!N ! uN
gilt, folgt die Beziehung
β
(N)
N+k =
√
(N + k)!
k!N ! uN =
1√
k!
√
(N + k) · · · · · (N + 1)uN → 0, N →∞.
Da k ∈ N fest ist, entspricht dies
Nk/2uN → 0, N →∞.
Für die Rückrichtung wird für jeden Koeffizienten β(N)n , n = N −k+1, . . . , N +k gezeigt,
dass für un ∈ O(n−k/2), n→∞, dieser gegen Null konvergiert, d. h.
β(N)n → 0, N →∞.
Nach Voraussetzung existiert für jedes ε > 0 ein n0 ∈ N, sodass
|un| ≤ εn−k/2 für alle n ≥ n0.
Sei nun N ≥ n0 + 2k. Dann gilt für alle n = N − k + 1, . . . , N + k
|β(N)n | =
∣∣∣∣∣
k∑
l=0
C(n, k, l)un+k−2l1{n+k−2l≤N}(l)
∣∣∣∣∣
≤
k∑
l=0
C(n, k, l)|un+k−2l|1{n+k−2l≤N}(l) ≤
k∑
l=0
C(n, k, l)|un+k−2l|.
Mit der Indexänderung n = N − k + j für j = 1, . . . , 2k ergibt sich für alle N ≥ n0 + 2k
|β(N)N−k+j| ≤
k∑
l=0
C(N − k + j, k, l)|uN+j−2l|
≤ ε
k∑
l=0
√√√√(N − k + j
l
)(
k
l
)(
N + j − 2l
k − l
)
(N + j − 2l)−k/2
= ε
k∑
l=0
√
k!
l!(k − l)!
√√√√ (N − k + j)!(N + j − 2l)!
(N − k + j − l)!(N − k + j − l)!(N + j − 2l)
−k/2.
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In den von N abhängigen Termen (N−k+j)!(N−k+j−l)! und
(N+j−2l)!
(N−k+j−l)! kommt N jeweils mit der
höchsten Potenz l und k − l vor, d. h. der Term unter der Wurzel ist ein Polynom in N
mit höchster Potenz k. Damit ist für jedes k ∈ N und j = 1, . . . , 2k die Summe endlich
und konvergiert gegen eine Konstante für N → ∞. Damit existiert ein N0 ∈ N, sodass
sich für jedes k ∈ N die Summe durch eine Konstante c > 0 für alle j = 1, . . . , 2k und
alle N ≥ N0 abschätzen lässt. Zusammengenommen ergibt sich damit für alle Indizes
n = N − k + 1, . . . , N + k
|β(N)n | ≤ εc für alle N ≥ max{n0 + 2k,N0}.
Da ε > 0 beliebig gewählt werden konnte, folgt die Aussage.
Dieser Satz 3.31 zeigt also, dass in Abhängigkeit von der Konvergenzrate der Chaoskoef-
fizienten von η die Produkte ((N)ηξk)N im Quadratmittel konvergieren. Mit der Aussage
des Satzes 3.25 über die Abklingrate der polynomiellen Chaoskoeffizienten, lässt sich dann
schlussfolgern, dass für alle η = u(ξ) ∈ L2(Ω, σ(ξ),P) mit u ∈ Hn(R, dΦ), n ∈ N, die
Folgen der Produkte ((N)ηξk)N für alle k = 1, . . . , n im Quadratmittel gegen ηξn konver-
gieren. Das folgende Beispiel gibt eine Zufallsgröße an, für die diese Produkte sogar für
alle k ∈ N im L2(Ω,A,P) konvergieren. Es wird aber auch eine Zufallsgröße angeführt,
bei der beispielsweise für k = 2 die Konvergenz nicht erfüllt ist.
Beispiel 3.32
(a) Sei die Zufallsgröße η = exp(ξ) ∈ L2(Ω, σ(ξ),P) und deren zugehörige Chaos-
approximation ((N)η)N∈N gegeben. Dann konvergiert für jedes k ∈ N nach obiger
Aussage
(N)ηξk → ηξk, N →∞,
da die zugehörigen polynomiellen Chaoskoeffizienten (vgl. Tabelle 3.2 oder auch An-
hang A.1) schneller als exponentiell gegen Null abfallen.
(b) Eine Zufallsgröße η, für die für k = 2 diese Konvergenz der Produkte nicht erfüllt
ist, ist gegeben durch
η :=
ξ − 1, ξ < 0,ξ + 1, ξ ≥ 0.
Die Funktion u mit η = u(ξ) ist somit nicht stetig, was eine algebraische Konver-
genzrate der zugehörigen polynomiellen Chaoskoeffizienten impliziert (siehe Propo-
sition 3.28 und die Bemerkung danach). Da in diesem Falle für n ∈ N0 die Chaos-
koeffizienten (un)n sogar explizit angegeben werden können mit (siehe Anhang A.1)
un =

1 +
√
2
pi
, n = 1,
1√
n!
√
2
pi
(−1)n−12 (n− 2)!!, n > 1, n ungerade,
0, sonst,
lässt sich die entsprechende Konvergenzrate für die Beträge der Chaoskoeffizien-
ten un 6= 0 analytisch bestimmen zu |un| ' cn−3/4, n → ∞, mit einer geeigneten
Konstanten c > 0. Damit konvergiert (N)ηHe2(ξ)/
√
2 nach Satz 3.31 nicht im Qua-
dratmittel gegen ηHe2(ξ)/
√
2 für N → ∞. Dies erkennt man auch daran, dass die
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Folge ((N)ηHe2(ξ)/
√
2)N keine Cauchy-Folge ist. Betrachtet man beispielsweise für
m ∈ N
∥∥∥∥∥(2m+ 1)ηHe2(ξ)√2 − (2m)ηHe2(ξ)√2
∥∥∥∥∥
2
L2(Ω)
=
∥∥∥∥∥∥u2m+1 He2m+1(ξ) He2(ξ)√2(2m+ 1)!
∥∥∥∥∥∥
2
L2(Ω)
= u22m+1EP
(
He22m+1(ξ) He22(ξ)
2(2m+ 1)!
)
,
dann lässt sich unter Verwendung der Formel (2.8) der Erwartungswert berechnen
zu
EP
(
He22m+1(ξ) He22(ξ)
2(2m+ 1)!
)
= EP
2m+1∑
l1=0
C(2m+ 1, 2m+ 1, l1)
He4m+2−2l1(ξ)√
(4m+ 2− 2l1)!
2∑
l2=0
C(2, 2, l2)
He4−2l2(ξ)√
(4− 2l2)!

=
2∑
l2=0
2m+1∑
l1=0
C(2m+ 1, 2m+ 1, l1)C(2, 2, l2)EP
 He4m+2−2l1(ξ)√
(4m+ 2− 2l1)!
He4−2l2(ξ)√
(4− 2l2)!
 .
Nutzt man nun die Orthonormalitätseigenschaft aus, so erhält man die Bedingung,
dass außer für l1 = 2m−1+ l2 alle Ausdrücke Null sind und die Summe vereinfacht
sich zu
EP
(
He22m+1(ξ) He22(ξ)
2(2m+ 1)!
)
=
2∑
l2=0
C(2m+ 1, 2m+ 1, 2m− 1 + l2)C(2, 2, l2) = 3(2m+ 1)2 + 2m+ 2.
Mit |u2m+1| ' c(2m+ 1)−3/4, n→∞ ergibt sich so, dass der Fehlerterm∥∥∥∥∥(2m+ 1)ηHe2(ξ)√2 − (2m)ηHe2(ξ)√2
∥∥∥∥∥
2
L2(Ω)
= u22m+1
(
3(2m+ 1)2 + 2m+ 2
)
' C(2m+ 1)−3/2(2m+ 1)2, m→∞,
von der Ordnung C
√
2m+ 1 mit einer Konstanten C > 0 ist und somit nicht gegen
Null konvergieren kann für m→∞.
Damit ist ((N)ηHe2(ξ)/
√
2)N keine Cauchy-Folge und deshalb auch nicht konvergent
in L2(Ω,A,P).
Fall b). Im zweiten Fall seien η = u(ξ) ∈ L2(Ω, σ(ξ),P) und deren polynomielle Chaos-
approximationen ((N)η)N bzw. ((N)u(ξ))N und die Zufallsgröße ζ = v(ξ) ∈ L2(Ω, σ(ξ),P)
gegeben, sodass ηζ ∈ L2(Ω,A,P) gilt, und es wird das Produkt der Form ((N)ηζ)N
bzw. ((N)u(ξ)v(ξ))N betrachtet. Für die Konvergenz dieser Folge gegen ηζ = u(ξ)v(ξ)
in L2(Ω,A,P) kann folgende Abschätzung mit Hilfe der Hölder-Ungleichung
‖(N)ηζ − ηζ‖L2(Ω) ≤ ‖(N)η − η‖L2p(Ω)‖ζ‖L2q(Ω)
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für 1 ≤ p, q ≤ ∞ mit 1
p
+ 1
q
= 1 verwendet werden. Die Quadratmittelkonvergenz lässt
sich demnach schlussfolgern, wenn ‖ζ‖L2q(Ω) < ∞ gilt und die Folge der polynomiellen
Chaosapproximationen von η auch in L2p(Ω,A,P) gegen η konvergiert.
Die Konvergenz der polynomiellen Chaoskoeffizienten folgt nicht automatisch wie im
Fall a), da für alle n ∈ N0 gilt∣∣∣∣∣EP
(
((N)u(ξ)v(ξ)− u(ξ)v(ξ))Hen(ξ)√
n!
)∣∣∣∣∣ ≤ ‖(N)u(ξ)− u(ξ)‖L2(Ω)
∥∥∥∥∥v(ξ)Hen(ξ)√n!
∥∥∥∥∥
L2(Ω)
.
Der erste Term geht nun zwar nach Voraussetzung gegen Null, jedoch muss der zweite im
Allgemeinen nicht beschränkt sein, wie folgendes Beispiel zeigt.
Beispiel 3.33 Sei ζ := v(ξ) mit
v(x) :=

exp(x2/4)
x
, x ≥ 1,
0, sonst.
Dann gilt v(ξ) ∈ L2(Ω,A,P), aber v(ξ)ξ = v(ξ) He1(ξ) 6∈ L2(Ω,A,P).
Für die polynomiellen Chaoskoeffizienten (β(N)n )n von (N)u(ξ)v(ξ) liefert die Produktfor-
mel (2.8)
β(N)n := EP
(
(N)u(ξ)v(ξ)Hen(ξ)√
n!
)
= EP
(
v(ξ)
N∑
k=0
uk
Hek(ξ)√
k!
Hen(ξ)√
n!
)
=
N∑
k=0
uk EP
v(ξ) n∧k∑
l=0
C(n, k, l) Hen+k−2l(ξ)√
(n+ k − 2l)!

=
N∑
k=0
n∧k∑
l=0
C(n, k, l)ukvn+k−2l.
Liegt die Konvergenz der polynomiellen Chaoskoeffizienten von (N)u(ξ)v(ξ) gegen die von
u(ξ)v(ξ) vor, so erhält man für u(ξ)v(ξ) die polynomiellen Chaoskoeffizienten (βn)n als
Grenzwert
βn := EP
(
u(ξ)v(ξ)Hen(ξ)√
n!
)
= lim
N→∞
β(N)n =
∞∑
k=0
n∧k∑
l=0
C(n, k, l)ukvn+k−2l.
Fall c). In diesem Fall seien η = u(ξ), ζ = v(ξ) ∈ L2(Ω, σ(ξ),P) und deren poly-
nomielle Chaosapproximationen ((N)η)N bzw. ((N)u(ξ))N und ((M)ζ)M bzw. ((M)v(ξ))M
gegeben, sodass ηζ ∈ L2(Ω,A,P) gilt und betrachtet werden soll das Produkt der Form
((N)η(M)ζ)(N,M) bzw. ((N)u(ξ)(M)v(ξ))(N,M). Für die Quadratmittelkonvergenz dieser Dop-
pelfolge gegen ηζ = u(ξ)v(ξ) in L2(Ω,A,P) liefert z. B. folgende mögliche Abschätzung
‖(N)η(M)ζ − ηζ‖L2(Ω) ≤ ‖(N)η(M)ζ − η(M)ζ‖L2(Ω) + ‖η(M)ζ − ηζ‖L2(Ω)
≤ ‖(N)η − η‖L2p(Ω)‖(M)ζ‖L2q(Ω) + ‖(M)ζ − ζ‖L2r(Ω)‖η‖L2s(Ω)
für 1 ≤ p, q, r, s ≤ ∞ mit 1
p
+ 1
q
= 1
r
+ 1
s
= 1 ein Argument. Wenn nämlich sowohl
‖η‖L2s(Ω) <∞ als auch ‖(M)ζ‖L2q(Ω) ≤ C <∞
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für alle M ∈ N gilt und die Folge der polynomiellen Chaosapproximationen von η in
L2p(Ω,A,P) gegen η und die von ζ in L2r(Ω,A,P) gegen ζ konvergiert, lässt sich die
Quadratmittelkonvergenz für (N,M)→∞ schlussfolgern.
Für die polynomiellen Chaoskoeffizienten gilt wiederum∣∣∣∣∣EP
(
((N)u(ξ)(M)v(ξ)− u(ξ)v(ξ))Hen(ξ)√
n!
)∣∣∣∣∣
≤
∣∣∣∣∣EP
(
((N)u(ξ)(M)v(ξ)− (N)u(ξ)v(ξ))Hen(ξ)√
n!
)∣∣∣∣∣
+
∣∣∣∣∣EP
(
((N)u(ξ)v(ξ)− u(ξ)v(ξ))Hen(ξ)√
n!
)∣∣∣∣∣
≤
∥∥∥(M)v(ξ)− v(ξ)∥∥∥
L2(Ω)
∥∥∥∥∥(N)u(ξ)Hen(ξ)√n!
∥∥∥∥∥
L2(Ω)
+
∥∥∥(N)u(ξ)− u(ξ)∥∥∥
L2(Ω)
∥∥∥∥∥v(ξ)Hen(ξ)√n!
∥∥∥∥∥
L2(Ω)
(3.9)
bzw. analog∣∣∣∣∣EP
(
((N)u(ξ)(M)v(ξ)− u(ξ)v(ξ))Hen(ξ)√
n!
)∣∣∣∣∣
≤
∥∥∥(N)u(ξ)− u(ξ)∥∥∥
L2(Ω)
∥∥∥∥∥(M)v(ξ)Hen(ξ)√n!
∥∥∥∥∥
L2(Ω)
+
∥∥∥(M)v(ξ)− v(ξ)∥∥∥
L2(Ω)
∥∥∥∥∥u(ξ)Hen(ξ)√n!
∥∥∥∥∥
L2(Ω)
.
(3.10)
Bildet man in Formel (3.9) also zunächst den Grenzwert für M bei festem N (bzw. in
Ausdruck (3.10) für N bei festem M), geht jeweils der erste Summand gegen Null, da
das Produkt aus Hermite-Polynom und einer Zufallsgröße mit endlicher Chaosentwick-
lung stets ein endliches absolutes zweites Moment besitzt. Problematischer ist der zweite
Summand. Dass das Produkt aus Hermite-Polynom und einer beliebigen Zufallsgröße im
Allgemeinen nämlich (bis auf den trivialen Fall für He0(ξ)) nicht in L2(Ω,A,P) enthalten
sein muss, ist in dem Beispiel 3.33 gezeigt und muss darum zusätzlich gefordert werden.
Die Rollen von N und M können jedoch, wie gesehen, vertauscht werden.
Für n ∈ N0 ergibt sich der n-te polynomielle Chaoskoeffizient von (N)η(M)ζ zu
EP
(
(N)u(ξ)(M)v(ξ)Hen(ξ)√
n!
)
=
N∑
k=0
M∑
m=0
ukvmEP
(
Hek(ξ) Hem(ξ) Hen(ξ)√
k!m!n!
)
.
Unter Verwendung der Formel (2.12) für den Erwartungswert dreier Hermite-Polynome
oder durch Verwendung der Produktformel (2.8)
EP
(
(N)u(ξ)(M)v(ξ)Hen(ξ)√
n!
)
= EP
(
(M)v(ξ)
N∑
k=0
uk
Hek(ξ)√
k!
Hen(ξ)√
n!
)
=
N∑
k=0
uk EP
(M)v(ξ) n∧k∑
l=0
C(n, k, l) Hen+k−2l(ξ)√
(n+ k − 2l)!

=
N∑
k=0
n∧k∑
l=0
C(n, k, l)ukvn+k−2l1{n+k−2l≤M}
=
M∑
m=0
n∧m∑
l=0
C(n,m, l)vmun+m−2l1{n+m−2l≤N}
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lassen sich die polynomiellen Chaoskoeffizienten von (N)η(M)ζ = (N)u(ξ)(M)v(ξ) berechnen.
Im Folgenden interessiert wieder eine Darstellung der polynomiellen Chaoskoeffizienten
βn := EP
(
ηζ
Hen(ξ)√
n!
)
, n ∈ N0,
des Produktes ηζ in Termen der polynomiellen Chaoskoeffizienten der einzelnen Faktoren.
Proposition 3.34 Seien η, ζ, ηζ ∈ L2(Ω, σ(ξ),P) und deren polynomielle Chaosappro-
ximationen gegeben mit den entsprechenden obigen Bezeichnungen. Dann ist der nullte
polynomielle Chaoskoeffizient des Produktes ηζ durch
β0 = lim
N→∞
N∑
k=0
ukvk =
∞∑
k=0
ukvk
bestimmt.
Ist für n ∈ N zusätzlich die Bedingung∥∥∥∥∥v(ξ)Hen(ξ)√n!
∥∥∥∥∥
L2(Ω)
<∞ bzw.
∥∥∥∥∥u(ξ)Hen(ξ)√n!
∥∥∥∥∥
L2(Ω)
<∞
erfüllt, dann gilt für den n-ten polynomiellen Chaoskoeffizienten von ηζ
βn = lim
N→∞
[
N∑
k=0
lim
M→∞
[
M∑
m=0
ukvmEP
(
Hek(ξ) Hem(ξ) Hen(ξ)√
k!m!n!
)]]
bzw.
βn = lim
M→∞
[
M∑
m=0
lim
N→∞
[
N∑
k=0
ukvmEP
(
Hek(ξ) Hem(ξ) Hen(ξ)√
k!m!n!
)]]
.
Beweis.
Dies folgt direkt aus den Ungleichungen (3.9) bzw. (3.10).
Bemerkung 3.35 Für die Berechnung der n-ten polynomiellen Chaoskoeffizienten von
ηζ kommt es also auf die Art und Weise der Grenzwertbildung an. So können nach Pro-
position 3.34 die Größen N und M nicht auf beliebigen Wegen gegen Unendlich gehen.
In Proposition 3.34 gilt für n ∈ N auch
βn = lim
N→∞
N∑
k=0
k+n∑
m=0
ukvmEP
(
Hek(ξ) Hem(ξ) Hen(ξ)√
k!m!n!
)
bzw.
βn = lim
M→∞
M∑
m=0
m+n∑
k=0
ukvmEP
(
Hek(ξ) Hem(ξ) Hen(ξ)√
k!m!n!
)
,
da das m-te Hermite-Polynom orthogonal zu Hek(ξ) Hen(ξ) für m > n + k ist bzw. das
k-te Hermite-Polynom zu Hem(ξ) Hen(ξ) für k > n+m.
Die Reihenfolge der Grenzwerte spielt keine Rolle, wenn die Quadratmittelkonvergenz von
((N)η(M)ζ)(N,M) gegen ηζ vorliegt, wie der folgende Satz zeigt.
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Satz 3.36 Seien η, ζ, ηζ ∈ L2(Ω, σ(ξ),P) und deren polynomielle Chaosapproximationen
gegeben mit den entsprechenden obigen Bezeichnungen. Konvergiert zudem die Doppelfolge
((N)η(M)ζ)(N,M) für (N,M)→∞ im quadratischen Mittel gegen ηζ, dann gilt für n ∈ N0
N∑
k=0
M∑
m=0
ukvmEP
(
Hek(ξ) Hem(ξ) Hen(ξ)√
k!m!n!
)
→ βn für (N,M)→∞.
Beweis.
Dies folgt unmittelbar aus der Quadratmittelkonvergenz für (N,M)→∞ aus
EP
(
((N)η(M)ζ − ηζ)Hen(ξ)√
n!
)
≤ ‖(N)η(M)ζ − ηζ‖L2(Ω)
∥∥∥∥∥Hen(ξ)√n!
∥∥∥∥∥
L2(Ω)
, n ∈ N0.
Das folgende Beispiel soll diesen Sachverhalt noch einmal veranschaulichen.
Beispiel 3.37 Sei η = ζ = u(ξ) mit u(x) = |x|. Dann ist ηζ = |ξ|2 = ξ2 ∈ L2(Ω,A,P)
und es gilt ebenfalls |ξ|Hen(ξ)√
n! ∈ L2(Ω,A,P) für alle n ∈ N0. Damit ergibt sich nach Pro-
position 3.34 und der Bemerkung danach für die polynomiellen Chaoskoeffizienten (βn)n
von ξ2 die Beziehung
βn = lim
N→∞
N∑
k=0
k+n∑
m=0
ukumEP
(
Hek(ξ) Hem(ξ) Hen(ξ)√
k!m!n!
)
.
Andererseits konvergiert ((N)η(M)ζ)(N,M) = ((N)η(M)η)(N,M) nicht im Quadratmittel gegen
ηζ, da ((N)η)N nicht im vierten Mittel gegen η konvergiert (siehe Korollar 3.15 und die
Berechnungen bei Field und Grigoriu in [37]).
Neben dieser Formel für die Bestimmung der Chaoskoeffizienten gibt es auch noch eine
andere – eine zweite – Darstellungsmöglichkeit, die beispielsweise in Arbeiten von Rozovs-
kii et al. [62, 75] oder auch bei Wuan [105, Theorem 2.3] zu finden ist. Dort wird für den
n-ten polynomiellen Chaoskoeffizienten βn des Produktes ηζ der Ausdruck
∞∑
p=0
n∑
j=0
B(n, j, p)un−j+pvj+p (3.11)
mit B(n, j, p) :=
((
n
j
)(
j+p
p
)(
n−j+p
p
))1/2
verwendet. Allerdings ergibt sich auch hier die
Schwierigkeit, dass diese Formel nicht immer die polynomiellen Chaoskoeffizienten des
Produktes beschreibt. Das heißt, diese Formel kann nur unter bestimmten Bedingungen
angewendet werden. Für die Herleitung der Formel (3.11) wird wieder bei dem Produkt
der Chaosapproximationen (N)η(M)ζ = (N)u(ξ)(M)v(ξ) begonnen und o.B. d.A. kann an-
genommen werden, dass N ≥M ist. Es folgt
(N)u(ξ)(M)v(ξ) =
N∑
k=0
M∑
m=0
ukvm
Hek(ξ) Hem(ξ)√
k!m!
=
N∑
k=0
M∑
m=0
k∧m∑
p=0
ukvmC(k,m, p)
Hek+m−2p(ξ)√
(k +m− 2p)!
=
M∑
p=0
N∑
k=p
M∑
m=p
ukvmC(k,m, p)
Hek+m−2p(ξ)√
(k +m− 2p)!
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unter Verwendung der Formel für das Produkt zweier Hermite-Polynome (2.8). Seien nun
j = k − p und i = m− p, dann erhält man
(N)u(ξ)(M)v(ξ) =
M∑
p=0
N−p∑
j=0
M−p∑
i=0
uj+pvi+pC(j + p, i+ p, p)
Hej+i(ξ)√
(j + i)!
.
Die weitere Transformation l = j + i führt auf
(N)u(ξ)(M)v(ξ) =
M∑
p=0
N−p∑
j=0
M−p+j∑
l=j
uj+pvl−j+pC(j + p, l − j + p, p)Hel(ξ)√
l!
(3.12)
und der Faktor C(j + p, l − j + p, p) entspricht gerade B(l, j, p) aufgrund von
C(j + p, l − j + p, p) =
((
j + p
p
)(
l − j + p
p
)(
l
j
))1/2
= B(l, j, p).
Mit dem Vertauschen der Summationsreihenfolge von j und l ergibt sich dann
(N)u(ξ)(M)v(ξ) =
M∑
p=0
M−p∑
l=0
l∑
j=0
B(l, j, p)uj+pvl−j+p
Hel(ξ)√
l!
+
M∑
p=0
N−p∑
l=M−p+1
l∑
j=l−M+p
B(l, j, p)uj+pvl−j+p
Hel(ξ)√
l!
+
M∑
p=0
M+N−2p∑
l=N−p+1
N−p∑
j=l−M+p
B(l, j, p)uj+pvl−j+p
Hel(ξ)√
l!
.
Diese drei Summanden werden der Übersichtlichkeit halber einzeln betrachtet und erhal-
ten dafür eine extra Bezeichnung
S1(ξ) :=
M∑
p=0
M−p∑
l=0
l∑
j=0
B(l, j, p)uj+pvl−j+p
Hel(ξ)√
l!
=
M∑
l=0
M−l∑
p=0
l∑
j=0
B(l, j, p)uj+pvl−j+p
Hel(ξ)√
l!
,
S2(ξ) :=
M∑
p=0
N−p∑
l=M−p+1
l∑
j=l−M+p
B(l, j, p)uj+pvl−j+p
Hel(ξ)√
l!
,
S3(ξ) :=
M∑
p=0
M+N−2p∑
l=N−p+1
N−p∑
j=l−M+p
B(l, j, p)uj+pvl−j+p
Hel(ξ)√
l!
.
Die polynomiellen Chaoskoeffizienten von (N)u(ξ)(M)v(ξ) ergeben sich dann durch das
Bilden des entsprechenden Erwartungswertes
EP
(
(N)u(ξ)(M)v(ξ)Hen(ξ)√
n!
)
= EP
(
S1(ξ)
Hen(ξ)√
n!
)
+ EP
(
S2(ξ)
Hen(ξ)√
n!
)
+ EP
(
S3(ξ)
Hen(ξ)√
n!
)
, n ∈ N0.
(3.13)
O.B. d.A. wird im Weiteren M ≥ n angenommen. Betrachtet man die Summanden ein-
zeln dann erhält man die Ausdrücke
EP
(
S1(ξ)
Hen(ξ)√
n!
)
=
M−n∑
p=0
n∑
j=0
B(n, j, p)uj+pvn−j+p, (3.14)
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EP
(
S2(ξ)
Hen(ξ)√
n!
)
=
M∧(N−n)∑
p=0∨(M−n+1)
n∑
j=n−M+p
B(n, j, p)uj+pvn−j+p
=
M∧(N−n)∑
p=M−n+1
n∑
j=n−M+p
B(n, j, p)uj+pvn−j+p, (3.15)
EP
(
S3(ξ)
Hen(ξ)√
n!
)
=
M∧(bM+N−n2 c)∑
p=0∨(N−n+1)
N−p∑
j=n−M+p
B(n, j, p)uj+pvn−j+p
=
M∧(bM+N−n2 c)∑
p=N−n+1
N−p∑
j=n−M+p
B(n, j, p)uj+pvn−j+p, (3.16)
wobei 0 ∨ k := max{0, k}, k ∈ Z, ist. Die Formel (3.11) entspricht also dem ersten Sum-
manden (3.14) für M → ∞. Das bedeutet, wenn die Formel (3.11) die polynomiellen
Chaoskoeffizienten von ηζ ausdrücken soll, müssen die beiden anderen Terme (3.15) und
(3.16) gegen Null gehen für N,M → ∞. Lediglich für n = 0 sind diese beiden Erwar-
tungswerte (3.15) und (3.16) Null. Schon für n = 1 verschwindet nur noch der dritte
Term (3.15).
Proposition 3.38 Seien η, ζ, ηζ ∈ L2(Ω, σ(ξ),P) und deren polynomielle Chaosapproxi-
mationen gegeben mit den entsprechenden obigen Bezeichnungen. Dann gilt
β0 =
∞∑
p=0
0∑
j=0
B(0, j, p)uj+pv0−j+p =
∞∑
p=0
upvp.
Sind für n ∈ N die Bedingungen∥∥∥∥∥u(ξ)Hen(ξ)√n!
∥∥∥∥∥
L2(Ω)
<∞ bzw.
∥∥∥∥∥v(ξ)Hen(ξ)√n!
∥∥∥∥∥
L2(Ω)
<∞
und ∞∑
p=0
n∑
j=0
|B(n, j, p)uj+pvn−j+p| <∞ (3.17)
erfüllt, dann gilt ebenfalls
βn =
∞∑
p=0
n∑
j=0
B(n, j, p)uj+pvn−j+p.
Beweis.
Die erste Aussage für n = 0 folgt aus∣∣∣EP ((N)u(ξ)(M)v(ξ)− u(ξ)v(ξ))∣∣∣
≤
∥∥∥(M)v(ξ)− v(ξ)∥∥∥
L2(Ω)
∥∥∥(N)u(ξ)∥∥∥
L2(Ω)
+
∥∥∥(N)u(ξ)− u(ξ)∥∥∥
L2(Ω)
‖v(ξ)‖L2(Ω)
und Formel (3.13), da bei den Erwartungswerten (3.15) und (3.16) jeweils über die leere
Menge summiert wird.
Zum Beweis der zweiten Aussage sei n ∈ N und ε > 0 gegeben. Dann existiert nach
Voraussetzung ein K0 ∈ N0, sodass
∞∑
p=K
n∑
j=0
|B(n, j, p)uj+pvn−j+p| < ε2 für alle K ≥ K0.
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Des Weiteren existiert ein M0 ∈ N0, sodass
∥∥∥(M)v(ξ)− v(ξ)∥∥∥
L2(Ω)
≤ ε2
∥∥∥∥∥u(ξ)Hen(ξ)√n!
∥∥∥∥∥
−1
L2(Ω)
für alle M ≥M0.
O.B. d.A. werde angenommen, dass N ≥ M ist, und sei M1 := max{K0 + n − 1,M0}.
Dann gilt ∣∣∣∣∣∣
M−n∑
p=0
n∑
j=0
B(n, j, p)uj+pvn−j+p − βn
∣∣∣∣∣∣
≤
∣∣∣∣∣EP
(
S1(ξ)
Hen(ξ)√
n!
)
− EP
(
(N)u(ξ)(M)v(ξ)Hen(ξ)√
n!
)∣∣∣∣∣
+
∣∣∣∣∣EP
(
((N)u(ξ)(M)v(ξ)− u(ξ)v(ξ))Hen(ξ)√
n!
)∣∣∣∣∣ .
Bildet man nun für festesM ∈ N0 auf beiden Seiten den Grenzwert für N →∞, so ergibt
sich zum einen
lim
N→∞
∣∣∣∣∣EP
(
S1(ξ)
Hen(ξ)√
n!
)
− EP
(
(N)u(ξ)(M)v(ξ)Hen(ξ)√
n!
)∣∣∣∣∣ = limN→∞
∣∣∣∣∣EP
(
S2(ξ)
Hen(ξ)√
n!
)∣∣∣∣∣ ,
da lim
N→∞
EP
(
S3(ξ)Hen(ξ)√n!
)
= 0 ist, und zum anderen nach Formel (3.10)
lim
N→∞
∣∣∣∣∣EP
(
((N)u(ξ)(M)v(ξ)− u(ξ)v(ξ))Hen(ξ)√
n!
)∣∣∣∣∣≤∥∥∥(M)v(ξ)− v(ξ)∥∥∥L2(Ω)
∥∥∥∥∥u(ξ)Hen(ξ)√n!
∥∥∥∥∥
L2(Ω)
.
Diese beiden Aussagen zusammengenommen liefern unter Verwendung von Formel (3.15)∣∣∣∣∣∣
M−n∑
p=0
n∑
j=0
B(n, j, p)uj+pvn−j+p − βn
∣∣∣∣∣∣
≤
∣∣∣∣∣∣
M∑
p=M−n+1
n∑
j=n−M+p
B(n, j, p)uj+pvn−j+p
∣∣∣∣∣∣+
∥∥∥(M)v(ξ)− v(ξ)∥∥∥
L2(Ω)
∥∥∥∥∥u(ξ)Hen(ξ)√n!
∥∥∥∥∥
L2(Ω)
≤
M∑
p=M−n+1
n∑
j=n−M+p
|B(n, j, p)uj+pvn−j+p|+
∥∥∥(M)v(ξ)− v(ξ)∥∥∥
L2(Ω)
∥∥∥∥∥u(ξ)Hen(ξ)√n!
∥∥∥∥∥
L2(Ω)
≤
∞∑
p=M−n+1
n∑
j=0
|B(n, j, p)uj+pvn−j+p|+
∥∥∥(M)v(ξ)− v(ξ)∥∥∥
L2(Ω)
∥∥∥∥∥u(ξ)Hen(ξ)√n!
∥∥∥∥∥
L2(Ω)
≤ ε
für alle M ≥M1.
Gilt
∥∥∥v(ξ)Hen(ξ)√
n!
∥∥∥
L2(Ω)
< ∞, dann vertauscht man einfach die Rollen von N und M und
der Beweis verläuft analog.
Die Voraussetzungen in dieser Proposition für die Gültigkeit der Darstellungsformel (3.11)
für die polynomiellen Chaoskoeffizienten des Produktes sind wegen der zusätzlichen Bedin-
gung (3.17) stärker als die für die andere Formel in Proposition 3.34. Mit anderen Worten,
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man stellt die Umordnung der Reihe für die polynomiellen Chaoskoeffizienten des Produk-
tes sicher, indem man bekanntermaßen fordert, dass die Reihe absolut konvergent ist. Das
folgende Beispiel zeigt, was passieren kann, wenn diese zusätzliche Voraussetzung (3.17)
nicht erfüllt ist.
Beispiel 3.39 Seien die Zufallsgrößen η = ζ = u(ξ) = v(ξ) = |ξ| gegeben. Dann ist das
Produkt ηζ = |ξ|2 = ξ2 ∈ L2(Ω,A,P) (vgl. Beispiel 3.37). Die polynomiellen Chaoskoeffi-
zienten für n ∈ N0 sind der Gestalt (nach Anhang A.1)
un = vn =

(−1)n2 +1√n!√
2pi(n−1)2n2−1(n2 )!
, n gerade,
0, n ungerade
und βn =

1, n = 0,
√
2, n = 2,
0, sonst.
Für n < 6 und alle ungeraden n ∈ N entspricht die Formel (3.11) den Chaoskoeffizien-
ten βn. Betrachtet man jedoch n = 6, so ergibt sich nicht
∞∑
p=0
6∑
j=0
B(6, j, p)u6−j+puj+p = 0.
Stattdessen erhält man
∞∑
p=0
6∑
j=0
B(6, j, p)u6−j+puj+p
=
∞∑
p=0
2B(6, 0, 2p)u2p+6u2p + 2B(6, 1, 2p+ 1)u2p+6u2p+2
+ 2B(6, 2, 2p)u2p+4u2p+2 +B(6, 3, 2p+ 1)u2p+4u2p+4
=
√
5
pi
∞∑
p=0
(2p)!
22p(p!)2
(−2(2p+ 3)(2p+ 1)
30(2p− 1) +
2(2p+ 3)
5 − (2p+ 1) +
2(2p+ 1)
3
)
= 16
√
5
15pi
∞∑
p=0
(2p)!
22p(p!)2
p− 1
2p− 1 > 0,
da für p = 1 der Summand Null ist und alle anderen Summanden echt größer Null sind.
Es gilt sogar
∞∑
p=0
6∑
j=0
B(6, j, p)u6−j+puj+p =∞.
Dazu wird für ap := (2p)!22p(p!)2
p−1
2p−1 der Quotient
ap
ap+1
= (2p)!22p(p!)2
p− 1
2p− 1
22p+2((p+ 1)!)2
(2p+ 2)!
2p+ 1
p
= 2p
2 − 2
2p2 − p = 1 +
1
p
(
p− 2
2p− 1
)
betrachtet. Der Grenzwert von
ln(p)
[
p
(
ap
ap+1
− 1
)
− 1
]
= ln(p)
[
p− 2
2p− 1 − 1
]
ist dann gerade −∞. Nach dem Bertrandschen Kriterium (siehe z. B. bei Fichtenholz [36])
folgt dann, dass die Reihe bestimmt divergent ist.
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Das bedeutet, dass für die polynomiellen Chaoskoeffizienten des Produktes nach Bei-
spiel 3.37 die Formel (3.8) die richtigen Ergebnisse liefert, wohingegen die Formel (3.11)
nicht anwendbar ist.
Im Folgenden wird nun noch einmal zur Gleichung (3.13) zurückgegangen. Geht man in
dieser Gleichung (3.13) von M zu M + n über und fordert N ≥M + 2n, so gilt
EP
(
(N)u(ξ)(M + n)v(ξ)Hen(ξ)√
n!
)
=
M∑
p=0
n∑
j=0
B(n, j, p)uj+pvn−j+p +
M+n∑
p=M+1
n∑
j=p−M
B(n, j, p)uj+pvn−j+p,
(3.18)
da der dritte Summand EP
(
S3(ξ)Hen(ξ)√n!
)
= 0 ist fürN−n+1 > M , d. h. fürN > M+n−1.
Des Weiteren lässt sich nachrechnen, dass mit Formel (2.12)
B(n, j, p) =
((
j + p
p
)(
n− j + p
p
)(
n
j
))1/2
=
√
(j + p)!(n− j + p)!n!
j!p!(n− j)!
= EP
Hej+p(ξ) Hen−j+p(ξ) Hen(ξ)√
(j + p)!(n− j + p)!n!

für p ≥ 0 und 0 ≤ j ≤ n ist. Damit ergibt sich
B(n, j, p)uj+pvn−j+p = EP
uj+pvn−j+pHej+p(ξ) Hen−j+p(ξ) Hen(ξ)√
(j + p)!(n− j + p)!n!

und ferner gilt
uKvL
HeK(ξ) HeL(ξ)√
K!L!
= ((K)u(ξ)− (K − 1)u(ξ))((L)v(ξ)− (L− 1)v(ξ))
= (K)u(ξ)(L)v(ξ)− (K − 1)u(ξ)(L)v(ξ)
− (K)u(ξ)(L− 1)v(ξ) + (K − 1)u(ξ)(L− 1)v(ξ).
Kombiniert man diese beiden Beziehungen, so erhält man die Abschätzung
|B(n, j, p)uj+pvn−j+p|
≤
∥∥∥∥∥∥uj+pvn−j+p Hej+p(ξ) Hen−j+p(ξ)√(j + p)!(n− j + p)!
∥∥∥∥∥∥
L2(Ω)
∥∥∥∥∥Hen(ξ)√n!
∥∥∥∥∥
L2(Ω)
≤
∥∥∥(j + p)u(ξ)(n− j + p)v(ξ)− (j + p− 1)u(ξ)(n− j + p)v(ξ)∥∥∥
L2(Ω)
∥∥∥∥∥Hen(ξ)√n!
∥∥∥∥∥
L2(Ω)
+
∥∥∥(j + p)u(ξ)(n− j + p− 1)v(ξ)− (j + p− 1)u(ξ)(n− j + p− 1)v(ξ)∥∥∥
L2(Ω)
∥∥∥∥∥Hen(ξ)√n!
∥∥∥∥∥
L2(Ω)
.
Summiert man zusätzlich über diesen Ausdruck, so führt dies auf folgende Abschätzung
für∣∣∣∣∣∣
M+n∑
p=M+1
n∑
j=p−M
B(n, j, p)uj+pvn−j+p
∣∣∣∣∣∣ ≤
M+n∑
p=M+1
n∑
j=p−M
|B(n, j, p)uj+pvn−j+p|
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≤
∥∥∥∥∥Hen(ξ)√n!
∥∥∥∥∥
L2(Ω)
 M+n∑
p=M+1
n∑
j=p−M
∥∥∥(j + p)u(ξ)(n− j + p)v(ξ)− (j + p− 1)u(ξ)(n− j + p)v(ξ)∥∥∥
L2(Ω)
+
M+n∑
p=M+1
n∑
j=p−M
∥∥∥(j + p)u(ξ)(n− j + p− 1)v(ξ)− (j + p− 1)u(ξ)(n− j + p− 1)v(ξ)∥∥∥
L2(Ω)
 . (3.19)
Der folgende Satz besagt nun, dass im Falle der Quadratmittelkonvergenz der Doppel-
folge ((N)η(M)ζ)(N,M) gegen ηζ für (N,M) → ∞, die Formel (3.11) den polynomiellen
Chaoskoeffizienten von ηζ entspricht.
Satz 3.40 Seien η = u(ξ), ζ = v(ξ), ηζ ∈ L2(Ω, σ(ξ),P) und deren polynomielle Chaos-
approximationen gegeben mit den entsprechenden obigen Bezeichnungen. Konvergiert zu-
dem die Folge ((N)η(M)ζ)(N,M) = ((N)u(ξ)(M)v(ξ))(N,M) für (N,M)→∞ im quadratischen
Mittel gegen das Produkt ηζ, dann können dessen polynomielle Chaoskoeffizienten durch
βn =
∞∑
p=0
n∑
j=0
B(n, j, p)uj+pvn−j+p, n ∈ N0,
mit B(n, j, p) =
((
j+p
p
)(
n−j+p
p
)(
n
j
))1/2
dargestellt werden.
Beweis.
Sei ε > 0 und n ∈ N0. Dann gibt es N0,M0 ∈ N, sodass∥∥∥(N)u(ξ)(M + n)v(ξ)− u(ξ)v(ξ)∥∥∥ ≤ ε für alle N ≥ N0, M ≥M0
gilt, und weiter existieren N1,M1 ∈ N, sodass∥∥∥(Na)u(ξ)(Ma)v(ξ)− (Nb)u(ξ)(Mb)v(ξ)∥∥∥ ≤ ε für alle Na, Nb ≥ N1, Ma,Mb ≥M1
ist, und es wird
Mmax := max{M0,M1, N1} und Nmax := max{Mmax + 2n,N0}
gesetzt. Mit der Gleichung (3.18) und der hergeleiteten Abschätzung (3.19) erhält man
dann für M ≥Mmax, N ≥ Nmax∣∣∣∣∣∣
M∑
p=0
n∑
j=0
B(n, j, p)uj+pvn−j+p − βn
∣∣∣∣∣∣
=
∣∣∣∣∣∣EP
(
(N)u(ξ)(M + n)v(ξ)Hen(ξ)√
n!
)
−
M+n∑
p=M+1
n∑
j=p−M
B(n, j, p)uj+pvn−j+p − βn
∣∣∣∣∣∣
≤
∣∣∣∣∣EP
(
((N)u(ξ)(M + n)v(ξ)− u(ξ)v(ξ))Hen(ξ)√
n!
)∣∣∣∣∣+
∣∣∣∣∣∣
M+n∑
p=M+1
n∑
j=p−M
B(n, j, p)uj+pvn−j+p
∣∣∣∣∣∣
≤
∥∥∥(N)u(ξ)(M + n)v(ξ)− u(ξ)v(ξ)∥∥∥
L2(Ω)
∥∥∥∥∥Hen(ξ)√n!
∥∥∥∥∥
L2(Ω)
+
∥∥∥∥∥Hen(ξ)√n!
∥∥∥∥∥
L2(Ω)
 M+n∑
p=M+1
n∑
j=p−M
∥∥∥(j + p)u(ξ)(n− j + p)v(ξ)− (j + p− 1)u(ξ)(n− j + p)v(ξ)∥∥∥
L2(Ω)
+
M+n∑
p=M+1
n∑
j=p−M
∥∥∥(j + p)u(ξ)(n− j + p− 1)v(ξ)− (j + p− 1)u(ξ)(n− j + p− 1)v(ξ)∥∥∥
L2(Ω)
 .
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Die einzelnen Indizes können damit die Werte annehmen, die in der folgenden Tabelle
veranschaulicht sind.
p j j + p n− j + p
M + 1 1, . . . , n M + 2, . . . ,M + n+ 1 M + n, . . . ,M + 1
M + 2 2, . . . , n M + 4, . . . ,M + n+ 2 M + n, . . . ,M + 2
... ... ... ...
M + n n M + 2n M + n
Das bedeutet, dass die beiden Indizes j + p und n− j + p innerhalb der Summen größer
als M sind, d. h.
j + p > M und n− j + p > M.
Dies impliziert dann∣∣∣∣∣∣
M∑
p=0
n∑
j=0
B(n, j, p)uj+pvn−j+p − βn
∣∣∣∣∣∣ ≤ ε
∥∥∥∥∥Hen(ξ)√n!
∥∥∥∥∥
L2(Ω)
+ 2
∥∥∥∥∥Hen(ξ)√n!
∥∥∥∥∥
L2(Ω)
M+n∑
p=M+1
n∑
j=p−M
ε
= ε
∥∥∥∥∥Hen(ξ)√n!
∥∥∥∥∥
L2(Ω)
+ 2
∥∥∥∥∥Hen(ξ)√n!
∥∥∥∥∥
L2(Ω)
n(n+ 1)
2 ε
=
∥∥∥∥∥Hen(ξ)√n!
∥∥∥∥∥
L2(Ω)
(1 + n(n+ 1)) ε
für alle M ≥Mmax, N ≥ Nmax.
Bemerkung 3.41 Die Umkehrung des Satzes 3.40 gilt jedoch nicht. Das heißt, seien
wieder η = u(ξ), ζ = v(ξ), ηζ ∈ L2(Ω, σ(ξ),P) und deren polynomielle Chaosapproxi-
mationen gegeben mit den entsprechenden obigen Bezeichnungen. Besitzt ζ eine endliche
Chaosentwicklung (Fall a)), dann können die Chaoskoeffizienten von ηζ durch
βn =
∞∑
p=0
n∑
j=0
B(n, j, p)uj+pvn−j+p, n ∈ N0,
mit B(n, j, p) =
((
j+p
p
)(
n−j+p
p
)(
n
j
))1/2
dargestellt werden. Dies sieht man wie folgt:
Sei Mmax gerade der größte Index, für den vm = EP
(
v(ξ)Hem(ξ)√
m!
)
6= 0 gilt, d. h.
Mmax = max{m ∈ N0 : vm 6= 0}.
Dann ist die Summe für M ≥Mmax
M+n∑
p=M+1
n∑
j=p−M
B(n, j, p)uj+pvn−j+p = 0,
da alle Summanden wegen n − j + p > M ≥ Mmax gleich Null sind. Analog zum Beweis
von Satz 3.40 erhält man dann∣∣∣∣∣∣
M∑
p=0
n∑
j=0
B(n, j, p)uj+pvn−j+p − βn
∣∣∣∣∣∣
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=
∣∣∣∣∣∣
(
(N)u(ξ)(M + n)v(ξ)Hen(ξ)√
n!
)
−
M+n∑
p=M+1
n∑
j=p−M
B(n, j, p)uj+pvn−j+p − βn
∣∣∣∣∣∣
=
∣∣∣∣∣EP
(
((N)u(ξ)(M + n)v(ξ)− u(ξ)v(ξ))Hen(ξ)√
n!
)∣∣∣∣∣
≤
∥∥∥(N)u(ξ)− u(ξ)∥∥∥
L2(Ω)
∥∥∥∥∥v(ξ) Hen(ξ)√n!
∥∥∥∥∥
L2(Ω)
< ε
für M ≥Mmax und N hinreichend groß. Damit folgt die Behauptung.
Insbesondere gilt
βn =
Mmax∑
p=0
n∑
j=0
B(n, j, p)uj+pvn−j+p, n ∈ N0.
Doch wie schon in Beispiel 3.32 (b) gesehen, existieren Zufallsgrößen η = u(ξ), ζ = v(ξ),
sodass die Folge der Produkte ((N)η(Mmax)ζ)N = ((N)ηζ)N nicht im Quadratmittel gegen ηζ
konvergiert.
Eine relativ starke Bedingung an die Formel (3.11) der polynomiellen Chaoskoeffizienten,
um umgekehrt die Konvergenz im Quadratmittel zu folgern, liefert der folgende Satz.
Satz 3.42 Seien η = u(ξ), ζ = v(ξ), ηζ ∈ L2(Ω, σ(ξ),P) und deren polynomielle Chaos-
approximationen gegeben mit den entsprechenden obigen Bezeichnungen. Ist zudem
∞∑
n=0
∞∑
p=0
n∑
j=0
|B(n, j, p)uj+pvn−j+p| <∞
erfüllt, dann konvergiert ((N)η(M)ζ)(N,M) im quadratischen Mittel gegen ηζ und es gilt
außerdem
N∑
n=0
 M∑
p=0
n∑
j=0
B(n, j, p)uj+pvn−j+p
2 → EP(ηζ)2, (N,M)→∞.
Beweis.
Die Quadratmittelkonvergenz von ((N)η(M)ζ)(N,M) gegen ηζ folgt aus Gleichung (3.12)
‖(N)u(ξ)(M)v(ξ)‖L2(Ω) =
∥∥∥∥∥∥
M∑
p=0
N−p∑
j=0
M−p+j∑
n=j
B(n, j, p)uj+pvn−j+p
Hen(ξ)√
n!
∥∥∥∥∥∥
L2(Ω)
≤
M∑
p=0
N−p∑
j=0
M−p+j∑
n=j
∥∥∥∥∥B(n, j, p)uj+pvn−j+pHen(ξ)√n!
∥∥∥∥∥
L2(Ω)
=
M∑
p=0
N−p∑
j=0
M−p+j∑
n=j
|B(n, j, p)uj+pvn−j+p|
≤
∞∑
p=0
∞∑
j=0
∞∑
n=j
|B(n, j, p)uj+pvn−j+p|
=
∞∑
n=0
∞∑
p=0
n∑
j=0
|B(n, j, p)uj+pvn−j+p| <∞ für alle N,M ∈ N0.
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Damit gilt auch nach Satz 3.40, dass
βn =
∞∑
p=0
n∑
j=0
B(n, j, p)uj+pvn−j+p für n ∈ N0.
Für die zweite Behauptung sei 0 < ε < 1 gegeben. Dann existiert ein N0 ∈ N0 sodass
∞∑
n=N+1
β2n ≤ ε für alle N ≥ N0.
Außerdem gibt es ein M0 ∈ N0, sodass gilt
N∑
n=0
∣∣∣∣∣∣
∞∑
p=M
n∑
j=0
B(n, j, p)uj+pvn−j+p
∣∣∣∣∣∣ ≤ ε für alle N,M ≥M0.
Damit erhält man diese Abschätzung auch für jeden Summanden∣∣∣∣∣∣
∞∑
p=M
n∑
j=0
B(n, j, p)uj+pvn−j+p
∣∣∣∣∣∣ ≤ ε für alle N,M ≥M0, n = 0, . . . , N
und da ε < 1 ist, gilt zudem ∞∑
p=M
n∑
j=0
B(n, j, p)uj+pvn−j+p
2 ≤
∣∣∣∣∣∣
∞∑
p=M
n∑
j=0
B(n, j, p)uj+pvn−j+p
∣∣∣∣∣∣
für alle N,M ≥ M0, n = 0, . . . , N. Summiert man über n = 0, . . . , N ergibt sich dann
ebenso
N∑
n=0
 ∞∑
p=M
n∑
j=0
B(n, j, p)uj+pvn−j+p
2 ≤ N∑
n=0
∣∣∣∣∣∣
∞∑
p=M
n∑
j=0
B(n, j, p)uj+pvn−j+p
∣∣∣∣∣∣ ≤ ε
für alle N,M ≥M0. Sei nun K0 := max{N0,M0} dann erhält man∣∣∣∣∣∣∣
∞∑
n=0
β2n −
N∑
n=0
 M∑
p=0
n∑
j=0
B(n, j, p)uj+pvn−j+p
2
∣∣∣∣∣∣∣
≤
∣∣∣∣∣
∞∑
n=0
β2n −
N∑
n=0
β2n
∣∣∣∣∣+
∣∣∣∣∣∣∣
N∑
n=0
β2n −
N∑
n=0
 M∑
p=0
n∑
j=0
B(n, j, p)uj+pvn−j+p
2
∣∣∣∣∣∣∣
≤ ε+
∣∣∣∣∣∣∣
N∑
n=0
 ∞∑
p=0
n∑
j=0
B(n, j, p)uj+pvn−j+p
2 − N∑
n=0
 M∑
p=0
n∑
j=0
B(n, j, p)uj+pvn−j+p
2
∣∣∣∣∣∣∣
≤ ε+
N∑
n=0
 ∞∑
p=M+1
n∑
j=0
B(n, j, p)uj+pvn−j+p
2
+ 2
∣∣∣∣∣∣
N∑
n=0
 ∞∑
p=M+1
n∑
j=0
B(n, j, p)uj+pvn−j+p
 M∑
p=0
n∑
j=0
B(n, j, p)uj+pvn−j+p
∣∣∣∣∣∣
≤ 2ε+ 2
 ∞∑
n=0
∞∑
p=0
n∑
j=0
|B(n, j, p)uj+pvn−j+p|
 N∑
n=0
∣∣∣∣∣∣
∞∑
p=M+1
n∑
j=0
B(n, j, p)uj+pvn−j+p
∣∣∣∣∣∣
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≤ 2ε+ 2ε
 ∞∑
n=0
∞∑
p=0
n∑
j=0
|B(n, j, p)uj+pvn−j+p|
 für alle N,M ≥ K0.
Da 0 < ε < 1 beliebig gewählt werden kann und
∞∑
n=0
∞∑
p=0
n∑
j=0
|B(n, j, p)uj+pvn−j+p| < ∞
beschränkt ist, folgt die Behauptung.
Obwohl die Bedingung in diesem Satz schon recht stark ist, kann im Folgenden ein Beispiel
betrachtet werden, in dem dieser Satz zur Anwendung kommen kann.
Beispiel 3.43 Betrachtet man die lognormalverteilten Zufallgrößen η = u(ξ) = exp(aξ)
und ζ = v(ξ) = exp(bξ) für a, b ∈ R, dann ist das Produkt ηζ = u(ξ)v(ξ) = exp((a+ b)ξ)
ebenfalls lognormalverteilt und in L2(Ω,A,P) enthalten. Die polynomiellen Chaoskoeffizi-
enten für n ∈ N0 aller drei Zufallsgrößen sind bekannt (siehe Anhang A.1)
un = exp(a2/2)
an√
n!
, vn = exp(b2/2)
bn√
n!
und βn = exp((a+ b)2/2)
(a+ b)n√
n!
und ((N)η(M)ζ)(N,M) konvergiert im Quadratmittel gegen ηζ für (N,M) → ∞, da sowohl
((N)η)N als auch ((M)ζ)M in Lp(Ω,A,P) für alle p ≥ 2 gegen η bzw. ζ konvergieren. Die
Quadratmittelkonvergenz folgt auch nach obigem Satz, da
N∑
n=0
M∑
p=0
n∑
j=0
|B(n, j, p)un−j+pvj+p|
= exp(a2/2 + b2/2)
N∑
n=0
M∑
p=0
n∑
j=0
|a|n−j+p|b|j+p n!√
n!j!p!(n− j)!
= exp(a2/2 + b2/2)
N∑
n=0
|a|n√
n!
M∑
p=0
|ab|p
p!
n∑
j=0
(
n
j
) ∣∣∣∣∣ ba
∣∣∣∣∣
j
= exp(a2/2 + b2/2)
N∑
n=0
(|a|+ |b|)n√
n!
M∑
p=0
|ab|p
p!
≤ exp(a2/2 + b2/2) exp(|ab|)
∞∑
n=0
(|a|+ |b|)n√
n!
<∞
für alle (N,M) ∈ N20 gilt, da die verbleibende Reihe nach dem Quotientenkriterium absolut
konvergiert.
Damit kann Formel (3.11) angewendet werden und es gilt für alle n ∈ N0
∞∑
p=0
n∑
j=0
B(n, j, p)un−j+pvj+p = exp(a2/2 + b2/2)
∞∑
p=0
n∑
j=0
an−j+pbj+p
n!√
n!j!p!(n− j)!
= a
n exp(a2/2 + b2/2)√
n!
∞∑
p=0
(ab)p
p!
n∑
j=0
(
n
j
)(
b
a
)j
= a
n exp(a2/2 + b2/2)√
n!
exp(ab)
(
1 + b
a
)n
= exp((a+ b)
2/2)√
n!
(a+ b)n = βn.
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Ebenso kann das zweite Moment von ηζ berechnet werden
lim
N→∞
lim
M→∞
N∑
n=0
 M∑
p=0
n∑
j=0
B(n, j, p)uj+pvn−j+p
2
= exp(a2 + b2) lim
N→∞
lim
M→∞
N∑
n=0
a2n
n!
 M∑
p=0
(ab)p
p!
n∑
j=0
(
n
j
)(
b
a
)j2
= exp(a2 + b2)
(
lim
N→∞
N∑
n=0
(a+ b)2n
n!
) lim
M→∞
M∑
p=0
(ab)p
p!
2
= exp(a2 + b2)
( ∞∑
n=0
(a+ b)2n
n!
) ∞∑
p=0
(ab)p
p!
2
= exp(a2 + b2) exp((a+ b)2) exp(2ab) = exp(2(a+ b)2) = EP(ηζ)2.

Kapitel 4
Zufällige Gleichungen
Verallgemeinerte polynomielle Chaosentwicklungen gewannen in den letzten Jahren vor
allem durch die stochastischen Galerkin-Verfahren zur näherungsweisen Lösung zufälliger
Gleichungen, wie z. B. zufälliger algebraischer Gleichungen oder zufälliger (partieller) Dif-
ferentialgleichungen, an Bedeutung. Mit Ghanem und Spanos [49] begann die Entwicklung
der stochastischen Galerkin-Methode unter Verwendung von polynomiellen Chaos (siehe
Einleitung in Kapitel 1). Xiu und Karniadakis beobachteten dann an vielen Beispielen
[73, 110, 111, 112, 113, 114], dass die Approximationsgüte bzw. Konvergenzgeschwindig-
keit der mittels der stochastischen Galerkin-Methode berechneten Näherungen verbessert
werden konnte, wenn man ein zum gegebenen Problem passendes verallgemeinertes po-
lynomielles Chaos benutzt. Außerdem wurde begonnen, für die zu lösenden zufälligen
Gleichungen eine Lösungstheorie zu entwickeln, da insbesondere für Randwertprobleme
zufälliger elliptischer partieller Differentialgleichungen mit Koeffizienten, die sich nicht
durch Konstanten von der Null und Unendlich fast sicher beschränken lassen, im Allge-
meinen nicht auf die bekannten Sätze aus der Theorie der deterministischen partiellen
Differentialgleichungen verwiesen werden kann. Daher blieb bisher auch die Frage der
Konvergenz der mittels des standardmäßigen stochastischen Galerkin-Ansatzes berechne-
ten Folge von vermeintlichen Näherungen an die schwache Lösung gegen die selbige in der
natürlichen Norm unbeantwortet.
Dieses Kapitel nun behandelt in seinen zwei Abschnitten sowohl algebraische Gleichungen
mit zufälligen Koeffizienten als auch stationäre Diffusionsprobleme mit zufälligen Koef-
fizienten, wobei das Hauptaugenmerk auf letzteren liegt. Neben einer ausführlichen Lö-
sungstheorie für Randwertprobleme zufälliger stationärer Diffusionsgleichungen werden im
zweiten Abschnitt A-priori-Fehlerabschätzungen angegeben und Bedingungen formuliert,
unter denen die Folge der Lösungen eines geeigneten stochastischen Galerkin-Ansatzes
gegen die schwache Lösung in der natürlichen Norm konvergiert. Zudem wird der Einfluss
des verwendeten verallgemeinerten polynomiellen Chaos auf die Approximationsqualität
der stochastischen Galerkin-Lösung untersucht. Diesem Abschnitt vorangestellt ist eine
kurze Abhandlung zu algebraischen Gleichungen mit zufälligen Koeffizienten. Er macht
durch einfache Beispiele auf die Probleme des standardmäßigen stochastischen Galerkin-
Ansatzes bzw. deren stochastischen Galerkin-Lösungen, die eben in der natürlichen Norm
nicht immer gegen die schwache Lösung konvergieren, aufmerksam. Die betrachteten Bei-
spiele werden zudem teilweise in dem Abschnitt zu zufälligen stationären Diffusionsglei-
chungen wieder aufgegriffen. Die Theorie zu den zufälligen algebraischen Problemen wird
allerdings nicht im Detail besprochen, da diese analog zu der für zufällige stationäre Diffu-
sionsprobleme formuliert werden kann. Auch wird ein alternativer stochastischer Galerkin-
Ansatz, der eine Folge von stochastischen Galerkin-Lösungen liefert, die in der natürlichen
Norm gegen die schwache Lösung konvergiert, erst im zweiten Abschnitt präsentiert.
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4.1 Algebraische Gleichungen mit zufälligen
Koeffizienten
Auf dem Wahrscheinlichkeitsraum (Ω,A,P) werden in diesem Abschnitt die einfachen
algebraischen Gleichungen der Form
κu = f f. s. (4.1)
betrachtet. Das heißt, für eine reellwertige Zufallsgröße κ 6= 0 auf Ω als Koeffizienten und
eine reellwertige Zufallsgröße f als rechte Seite ist eine Zufallsgröße u gesucht, die die
Gleichung (4.1) fast sicher erfüllt. Die pfadweise Lösung ist natürlich durch
u(ω) = f(ω)
κ(ω) , ω ∈ Ω,
gegeben und besitzt ein endliches zweites Moment, wenn f/κ ∈ L2(Ω,A,P) ist. Da im
Weiteren nur Lösungen u mit endlichem zweiten Moment betrachtet werden sollen, wird
f/κ ∈ L2(Ω,A,P) vorausgesetzt und der Einfachheit halber zusätzlich angenommen,
dass sich der Koeffizient κ und die rechte Seite f als messbare Funktionen genau einer
reellwertigen Zufallsgröße ξ darstellen lassen, d. h., es existieren messbare Funktionen
κξ : R→ R und fξ : R→ R mit
κ = κξ(ξ) und f = fξ(ξ) f. s.
Eine solche Zufallsgröße ξ wird dann auch Basiszufallsvariable genannt. Ihre Wahl selbst
ist jedoch nicht eindeutig. O.B. d.A. soll weiterhin die Zufallsgröße ξ eine stetige Vertei-
lungsfunktion Fξ besitzen, die Momente beliebiger Ordnung sollen existieren und endlich
sein und das Momentenproblem ihrer Verteilung Fξ soll eindeutig lösbar sein.
Für die Lösung u existiert dann ebenso eine messbare Funktion, z. B. uξ := fξ/κξ, sodass
die Beziehung
u = uξ(ξ) f. s.
erfüllt ist. Zusammengefasst ist die Lösung u damit im Raum L2(Ω, σ(ξ),P) enthalten.
Neben der pfadweisen Fomulierung in (4.1) kann auch das dazugehörige schwache Problem
unter Nutzung geeigneter Ansatz- und Testfunktionenräume aufgestellt werden. Dazu
multipliziert man die Gleichung (4.1) mit einer beliebigen reellwertigen Zufallsgröße v aus
dem Testfunktionenraum, bildet anschließend den Erwartungswert bzgl. P und sucht eine
Zufallsgröße u im Ansatzfunktionenraum, sodass
EP (κuv) = EP(fv) (4.2)
für alle v aus dem Testfunktionenraum gilt. Diese Zufallsgröße u wird dann auch schwache
Lösung genannt. Ist die pfadweise Lösung im Ansatzfunktionenraum enthalten, so löst
sie natürlich auch das schwache Problem, wovon einfachheitshalber im Folgenden immer
ausgegangen werden soll. Kann ein schwaches Problem nicht analytisch gelöst werden, so
bietet u. a. die stochastische Galerkin-Methode (siehe z. B. auch das Buch von Le Maître
und Knio [68]) eine Möglichkeit (numerisch) Näherungslösungen an die exakte Lösung zu
berechnen. Auch wenn in dem hier betrachteten Fall die Lösung analytisch durch u = f/κ
gegeben ist, soll die Funktionsweise und das Verhalten der Galerkin-Methode an dieser
einfachen Gleichung (4.1) bzw. (4.2) getestet werden.
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Die grobe Idee der (stochastischen) Galerkin-Methode besteht darin, für das (unendlich-
dimensionale) schwache Problem eine endlichdimensionale Ersatzaufgabe bzw. genauer
eine Folge von endlichdimensionalen Ersatzaufgaben zu finden, deren Lösungen ermit-
telt werden können. Dazu wird sowohl der Ansatzfunktionenraum als auch der Testfunk-
tionenraum in geeigneter Weise diskretisiert. Die entsprechenden endlichdimensionalen
Ansatz- bzw. Testfunktionenräume werden im Folgenden mit UN bzw. VN bezeichnet. In
dieser Arbeit wird die Diskretisierung dabei immer unter Verwendung des verallgemei-
nerten polynomiellen Chaos (siehe Kapitel 3), d. h. zum Beispiel mit Hilfe orthogona-
ler/orthonormaler Polynome in der Zufallsgröße ξ, realisiert. Die Lösung uN ∈ UN der
entsprechenden Ersatzaufgabe, hier
EP (κuNv) = EP(fv) für alle v ∈ VN , (4.3)
wird dann (stochastische) Galerkin-Lösung N -ter Ordnung genannt. Je nachdem in wel-
chem gewünschten Sinne, das heißt bzgl. welcher gewünschten Norm, uN als Näherung
an u verstanden werden soll, muss natürlich sichergestellt werden, dass zum einen die
Gleichungen alle eindeutig lösbar sind und zum anderen die Folge dieser stochastischen
Galerkin-Lösungen (uN)N auch in eben dieser gewünschten Norm gegen die exakte Lö-
sung u konvergiert. Üblicherweise ist diese Norm hier die L2(Ω,A,P)-Norm, die darum
auch natürliche Norm genannt werden soll.
Proposition 4.1 Sei u = f/κ ∈ L2(Ω, σ(ξ),P) mit der Basiszufallsvariable ξ wie oben
beschrieben. Gibt es außerdem für den Koeffizienten κ Konstanten κ, κ > 0 mit
0 < κ ≤ κ ≤ κ <∞ f. s.
und sei {pn, n ∈ N0} die Menge der orthonormalen Polynome in L2(R,B(R), dFξ) im
Sinne von Satz 2.16 (siehe Abschnitt 2.2), dann existiert für alle N ∈ N0 ein uN ∈ UN ,
sodass
EP (κuNv) = EP(fv) für alle v ∈ VN
erfüllt ist und wobei die endlichdimensionalen Ansatz- und Testfunktionenräume der Ge-
stalt
UN = VN = span{pn(ξ), n = 0, . . . , N}
sind. Zudem konvergiert die Folge (uN)N gegen u für N →∞ in L2(Ω,A,P).
Beweis.
Die Existenz einer eindeutigen Lösung uN für jedes N ∈ N0 kann mit Hilfe des Lemmas
von Lax-Milgram (siehe z. B. Brenner/Scott [23, Theorem 2.7.7]) bewiesen werden. Da
EP (κ (uN − u) v) = 0 ist für alle v ∈ VN = UN , folgt die Konvergenz aus der Unglei-
chungskette
‖u− uN‖L2(Ω) =
EP (κ(u− uN)2)
κ‖u− uN‖L2(Ω)
≤ EP (κ(u− uN)
2)
κ‖u− uN‖L2(Ω)
=
EP
(
κ(u− uN)(u− (N)u)
)
κ‖u− uN‖L2(Ω)
≤ EP
(
κ|u− uN ||u− (N)u|
)
κ‖u− uN‖L2(Ω)
≤ κ
κ
‖u− (N)u‖L2(Ω),
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wobei (N)u die verallgemeinerte polynomielle Chaosapproximation der Lösung u bzgl. der
orthonormalen Polynome {pn(ξ), n ∈ N0} ist (vgl. Kapitel 3), d. h.
(N)u =
N∑
n=0
βnpn(ξ) mit βn = EP (upn(ξ)) = EP (uξ(ξ)pn(ξ)) .
Da aufgrund der Voraussetzungen an ξ die Polynome {pn(ξ), n ∈ N0} nach Satz 3.2 dicht
liegen in L2(Ω, σ(ξ),P), konvergiert die Folge ((N)u)N im quadratischen Mittel gegen u,
d. h.
‖u− (N)u‖L2(Ω) → 0 für N →∞,
womit die Behauptung bewiesen ist.
Bemerkung 4.2 Das Finden eines uN ∈ UN , sodass
EP (κuNv) = EP(fv) für alle v ∈ VN
mit UN = VN = span{pn(ξ), n = 0, . . . , N} erfüllt ist, ist äquivalent zur der Bestimmung
der stochastischen Galerkin-Koeffizienten (u(N)i )i=0,...,N in uN =
∑N
i=0 u
(N)
i pi(ξ), sodass gilt
EP (κuNpj(ξ)) = EP(fpj(ξ)) für alle j = 0, . . . , N.
Das heißt, es muss ein lineares Gleichungssystem
Au = f
für die stochastischen Galerkin-Koeffizienten u := [u(N)0 , . . . , u
(N)
N ]T gelöst werden, wobei
A := (aji)Nj,i=0 die stochastische Galerkin-Matrix ist und die rechte Seite
f := [EP(fp0(ξ)), . . . ,EP(fpN(ξ))]T
die verallgemeinerten polynomiellen Chaoskoeffizienten von f enthält. Unter Verwendung
der verallgemeinerten polynomiellen Chaosentwicklung von κ,
κ =
∞∑
n=0
βnpn(ξ) mit βn = EP(κpn(ξ)),
sind die Einträge der stochastischen Galerkin-Matrix A = (aji)Nj,i=0 gerade
aji =
2N∑
n=0
βnEP(pn(ξ)pi(ξ)pj(ξ)) für j, i = 0, . . . , N.
Das heißt, es müssen Erwartungswerte von Dreifachprodukten der orthonormalen Poly-
nome gebildet werden.
Kann der Koeffizient 0 < κ < ∞ f. s. nicht durch Konstanten von Null und Unendlich
getrennt werden – speziell von der Null nicht – so zeigen die folgenden Beispiele, dass,
wenn der gleiche stochastische Galerkin-Ansatz wie in Proposition 4.1 genutzt wird, d. h.,
wenn die gleichen endlichdimensionalen Ansatz- und Testfunktionenräume verwendet wer-
den, die Folge der stochastischen Galerkin-Lösungen nicht immer im quadratischen Mittel
gegen die exakte Lösung konvergieren muss. Ein solcher Koeffizient wäre zum Beispiel ge-
geben, wenn κ lognormal verteilt ist. Verwendet man also den gleichen stochastischen
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Galerkin-Ansatz wie in Proposition 4.1 und betrachtet die stochastische Galerkin-Lösung
uN ∈ UN näher, so ist
EP (κuNv)− EP(fv) = EP (κ (uN − u) v) = 0
für alle v ∈ VN = UN , da die stochastische Galerkin-Lösung uN nach Definition die Glei-
chung (4.3) erfüllt. Damit ist die stochastische Galerkin-Lösung uN die Bestapproximation
der Lösung u auf UN in L2(Ω,A, κdP), falls u ∈ L2(Ω,A, κdP) ist. Für die Definition und
Eigenschaften des Raumes L2(Ω,A, κdP) sei auf Definition 2.1 und die Bemerkung 2.2 ver-
wiesen. Angenommen es existieren Polynome {p˜n(ξ), n ∈ N0}, die eine Orthonormalbasis
des Raumes L2(Ω, σ(ξ), κdP) bilden, dann lässt sich die stochastische Galerkin-Lösung
uN als die N -te verallgemeinerte polynomielle Chaosapproximation bzgl. der Polynome
{p˜n(ξ), n ∈ N0} beschreiben, d. h.
uN =
N∑
n=0
(u, p˜n(ξ))L2(Ω,κdP) p˜n(ξ), N ∈ N0.
Kennt man zusätzlich die Koeffizienten c(n)i := EP(p˜n(ξ)pi(ξ)), i = 0, . . . , n, in den Ent-
wicklungen der Polynome
p˜n(ξ) =
n∑
i=0
c
(n)
i pi(ξ), n ∈ N0,
dann kann eine explizite Darstellungsformel für die stochastischen Galerkin-Koeffizienten
u
(N)
i , i = 0, . . . , N, der stochastischen Galerkin-Lösung uN =
∑N
i=0 u
(N)
i pi(ξ) angegeben
werden. Es gilt
uN =
N∑
n=0
(u, p˜n(ξ))L2(Ω,κdP) p˜n(ξ)
=
N∑
n=0
(u, p˜n(ξ))L2(Ω,κdP)
n∑
i=0
c
(n)
i pi(ξ) =
N∑
i=0
pi(ξ)
N∑
n=i
(u, p˜n(ξ))L2(Ω,κdP) c
(n)
i (4.4)
und durch Koeffizientenvergleich erhält man
u
(N)
i =
N∑
n=i
(u, p˜n(ξ))L2(Ω,κdP) c
(n)
i für i = 0, . . . , N.
Durch die Annahme der Existenz und Dichtheit der Polynome {p˜n(ξ), n ∈ N0} in
L2(Ω, σ(ξ), κdP) erhält man die Konvergenz der Folge der stochastischen Galerkin-Lösun-
gen (uN)N gegen u für N → ∞ zunächst nur in L2(Ω,A, κdP). In dem Falle, dass der
Koeffizient κ durch eine Konstante von Null getrennt werden kann, folgt die Konvergenz
auch in L2(Ω,A,P) (siehe Proposition 4.1). Das maßgebliche Argument dafür ist, dass
L2(Ω,A, κdP) stetig in L2(Ω,A,P) eingebettet werden kann. Diese Eigenschaft geht aber
verloren, wenn der Koeffizient nicht mehr durch eine Konstante von Null getrennt werden
kann. Die Konvergenz in L2(Ω,A,P) folgt somit nicht mehr automatisch. Ist der Koef-
fizient auch von Unendlich durch eine Konstante getrennt, dann muss die Existenz und
Dichtheit der Polynome {p˜n(ξ), n ∈ N0} nicht extra vorausgesetzt werden.
Würde die Folge der stochastischen Galerkin-Lösungen (uN)N trotzdem gegen die exakte
Lösung u konvergieren, so müsste auch die Folge ihrer zweiten Momente aufgrund von∣∣∣‖u‖L2(Ω) − ‖uN‖L2(Ω)∣∣∣ ≤ ‖u− uN‖L2(Ω) → 0, N →∞,
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gegen das zweite Moment der exakten Lösung konvergieren. Das heißt, es müsste gelten
‖uN‖2L2(Ω) = EP (uN)2 =
N∑
i=0
(
u
(N)
i
)2 → ‖u‖2L2(Ω) = EP u2 <∞, N →∞.
In den nun folgenden zwei Beispielen wird jedoch dieses zweite Moment – trotz endlichem
zweiten Moment der exakten Lösung – nicht nur nicht gegen dieses konvergieren, sondern
gegen Unendlich streben.
Beispiel 1. In diesem Beispiel sei der Koeffizient κ und die rechte Seite f gegeben mit
κ(ω) = κξ(ξ(ω)) = exp
(
− 14ξ
2(ω)
)
und f(ω) = fξ(ξ(ω)) = exp
(
− 74ξ
2(ω)
)
für eine standardnormalverteilte Zufallsgröße ξ, d. h. ξ ∼ N (0, 1). Der Koeffizient κ lässt
sich somit nur nach oben f. s. durch eine Konstante beschränken, d. h.
0 < κ < 1 f. s.
Die exakte Lösung u ergibt sich damit zu
u(ω) = uξ(ξ(ω)) = exp
(
− 32ξ
2(ω)
)
und besitzt ein endliches zweites Moment. Die im Sinne von Satz 2.16 orthonormalen Po-
lynome bzgl. der Standardnormalverteilung sind die normierten Hermite-Polynome (siehe
Abschnitt 2.2.2), d. h.
pn(ξ) :=
1√
n!
Hen(ξ), n ∈ N0,
und sie liegen dicht in L2(Ω, σ(ξ),P) nach Satz 3.2. Mit deren Hilfe werden nun üblicher-
weise die endlichdimensionalen Ansatz- und Testfunktionenräume
UN = VN = span
{
Hen(ξ)√
n!
, n = 0, . . . , N
}
definiert und die zugehörige stochastische Galerkin-Lösung uN =
∑N
i=0 u
(N)
i
Hei(ξ)√
i! ∈ UN
gesucht. Die Polynome, die eine Orthonormalbasis des Raumes L2(Ω, σ(ξ), exp(−14ξ2)dP)
bilden, sind nach Korollar 2.19 ebenfalls Hermite-Polynome jedoch ausgewertet in einem
anderen Argument, d. h.
p˜n(ξ) :=
Hen(ξ/σ)√
σ
√
n!
, n ∈ N0, mit σ =
√
2/3.
Damit ergibt sich für die Koeffizienten (u, p˜n(ξ))L2(Ω,κdP) mit Hilfe der Variablensubstitu-
tion y = x/σ
(u, p˜n(ξ))L2(Ω,κdP) =
∞∫
−∞
uξ(x)
Hen(x/σ)√
σ
√
n!
κξ(x)
exp(−12x2)√
2pi
dx
=
∞∫
−∞
uξ(x)
Hen(x/σ)√
σ
√
n!
exp(− x22σ2 )√
2pi
dx
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=
√
σ
∞∫
−∞
uξ(σy)
Hen(y)√
n!
exp(−y22 )√
2pi
dy =
√
σEP
(
uξ(σξ)
Hen(ξ)√
n!
)
=
√
σEP
(
exp(−ξ2)Hen(ξ)√
n!
)
.
Die polynomiellen Chaoskoeffizienten von exp(−ξ2) werden im Anhang A.1 berechnet und
somit gilt
(u, p˜n(ξ))L2(Ω,κdP) =
(
2
3)
1/4 (−1)n/2
√
n!
(n2 )!3(n+1)/2
, n gerade,
0, sonst.
Entwickelt man die Polynome p˜n(ξ) in eine polynomielle Chaosreihe, d. h. in die Polynome
{pn(ξ), n ∈ N0}, dann erhält man für n ∈ N0 mittels Formel (2.10)
p˜n(ξ) =
Hen(ξ/σ)√
σ
√
n!
=
n∑
i=0
c
(n)
i
Hei(ξ)√
i!
mit
c
(n)
i =

(23)
−1/4
√
n!√
i!(n−i2 )!
2−n6i/2, n+ i gerade,
0, sonst,
i = 0, . . . , n.
Da die Koeffizienten (u, p˜n(ξ))L2(Ω,κdP) nur für gerade n ungleich Null sind, treten auch nur
die c(n)i mit geradem i auf und damit vereinfacht sich die Darstellung der stochastischen
Galerkin-Lösung (vgl. Formel (4.4)) zu
uN =
N∑
i=0
Hei(ξ)√
i!
N∑
n=i
(u, p˜n(ξ))L2(Ω,κdP) c
(n)
i =
bN/2c∑
i=0
He2i(ξ)√
(2i)!
bN/2c∑
n=i
(u, p˜2n(ξ))L2(Ω,κdP) c
(2n)
2i .
Das zweite Moment ergibt sich dann zu
EP(uN)2 =
bN/2c∑
i=0
bN/2c∑
n=i
(u, p˜2n(ξ))L2(Ω,κdP) c
(2n)
2i
2
mit
(u, p˜2n(ξ))L2(Ω,κdP) c
(2n)
2i =
(2
3
)1/4 (−1)n√(2n)!
n!3(2n+1)/2
(2
3
)−1/4 √(2n)!√
(2i)!(n− i)!
2−2n6i
= (−1)
n(2n)!12−n6i√
3n!
√
(2i)!(n− i)!
.
In Abbildung 4.1 ist die stochastische Galerkin-Lösung uN für verschiedene Ordnungen N
berechnet worden und der relative Fehler des zweiten Moments
δ
(2)
N =
∣∣∣EP u2 − EP (uN)2∣∣∣
|EP u2|
mit EP u2 = EP exp(−3ξ2) = 1√7 abgetragen. Dabei ist zu beobachten, dass der Fehler
mitnichten gegen Null konvergiert sondern gegen Unendlich zu streben scheint. Um die auf
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Abb. 4.1: Relativer Fehler δ(2)N des zweiten Momentes der stochastischen Galerkin-Lösung zur
exakten Lösung.
der numerischen Berechnung der stochastischen Galerkin-Lösung beruhenden Vermutung,
dass das zweite Moment dieser stochastischen Galerkin-Lösung gegen Unendlich geht, d. h.
für M = bN/2c
M∑
i=0
 M∑
n=i
(−1)n(2n)!12−n6i√
3n!
√
(2i)!(n− i)!
2 →∞, M →∞
gilt, auch mathematisch exakt zu beweisen, wird ein einzelner Summand dieser Summe
betrachtet und zwar der für i = M − 1: M∑
n=M−1
(−1)n(2n)!12−n6M−1√
3n!
√
(2(M − 1))!(n− (M − 1))!
2
=
(−1)M−1(2(M − 1))!12−(M−1)6M−1√
3(M − 1)!
√
(2(M − 1))!
+ (−1)
M(2M)!12−M6M−1√
3M !
√
(2(M − 1))!
2
=
 (2M)!12−M6M−1√
3M !
√
(2M − 2)!
(
(−1)M−1M12
(2M)(2M − 1) + (−1)
M
)2
= (2M)!
22−2M
108M !2(2M − 2)!
(
62
(2M − 1)2 −
12
2M − 1 + 1
)
= (2M)!2
−2M
108M !2
(
62(2M)(2M − 1)
(2M − 1)2 −
24M(2M − 1)
2M − 1 + (2M)(2M − 1)
)
= (2M)!2
−2M
3M !2
(
2M
2M − 1 −
2M
3 +
M2
9 −
M
18
)
= (2M)!2
−2M
3M !2
(
2M
2M − 1 −
13M
18 +
M2
9
)
.
Mit Hilfe der Stirling-Formel (siehe z. B. Abramowitz/Stegun [1]) folgt
(2M)!2−2M
3M !2︸ ︷︷ ︸
' c√
M
(
2M
2M − 1 −
13M
18 +
M2
9
)
︸ ︷︷ ︸
'cM2
' cM3/2
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für M →∞ mit jeweils geeigneten Konstanten c > 0 und damit
M∑
i=0
 M∑
n=i
(−1)n(2n)!12−n6i√
3n!
√
(2i)!(n− i)!
2 ≥ (2M)!2−2M3M !2
(
2M
2M − 1 −
13M
18 +
M2
9
)
→∞
für M →∞. 
Es kann jedoch ebenso ein Beispiel für einen lognormalen Koeffizienten κ gefunden werden,
sodass die stochastische Galerkin-Lösung nicht gegen die exakte Lösung konvergiert.
Beispiel 2. Für eine standardnormalverteilte Zufallsgröße ξ und einen lognormalen Ko-
effizienten
κ(ω) = κξ(ξ(ω)) = exp(ξ(ω))
ist als rechte Seite
f(ω) = fξ(ξ(ω)) = exp(ξ(ω))|ξ(ω)− 1|
gegeben. Der Koeffizient κ lässt sich im Unterschied zu Beispiel 1 weder von Null noch
von Unendlich durch eine Konstante trennen. Die exakte Lösung u ergibt sich dann zu
u(ω) = uξ(ξ(ω)) = |ξ(ω)− 1| ∈ L2(Ω, σ(ξ),P).
Analog zu Beispiel 1 bilden die normierten Hermite-Polynome (siehe Abschnitt 2.2.2)
pn(ξ) :=
1√
n!
Hen(ξ), n ∈ N0,
den Ausgangspunkt zur Definition der endlichdimensionalen Ansatz- und Testfunktionen-
räume
UN = VN = span
{
Hen(ξ)√
n!
, n = 0, . . . , N
}
,
in denen die stochastische Galerkin-Lösung berechnet werden soll. Eine Orthonormalbasis
des gewichteten Raumes L2(Ω, σ(ξ), exp(ξ)dP) ist nach Korollar 2.19 durch die Polynome
p˜n(ξ) :=
e−1/4 Hen(ξ − 1)√
n!
, n ∈ N0,
gegeben. Nach der selben Vorgehensweise wie im Beispiel 1 lassen sich die Koeffizienten
mit der Variablensubstitution y = x− 1 bestimmen durch
(u, p˜n(ξ))L2(Ω,κdP) =
∞∫
−∞
uξ(x)
e−1/4 Hen(x− 1)√
n!
κξ(x)
exp(−12x2)√
2pi
dx
= e1/4
∞∫
−∞
uξ(x)
Hen(x− 1)√
n!
exp(− (x−1)22 )√
2pi
dx
= e1/4
∞∫
−∞
uξ(y + 1)
Hen(y)√
n!
exp(−y22 )√
2pi
dy = e1/4EP
(
uξ(ξ + 1)
Hen(ξ)√
n!
)
= e1/4EP
(
|ξ|Hen(ξ)√
n!
)
.
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Die polynomiellen Chaoskoeffizienten von |ξ| sind im Anhang A.1 berechnet, d. h.
(u, p˜n(ξ))L2(Ω,κdP) =

e1/4 (−1)
n/2+1√n!√
2pi2n/2−1(n2 )!(n−1)
, n gerade,
0, sonst.
Entwickelt man wiederum die Polynome p˜n(ξ) in eine Hermite-Reihe, so erhält man nach
Formel (2.9)
p˜n(ξ) =
e−1/4 Hen(ξ − 1)√
n!
=
n∑
i=0
c
(n)
i
Hei(ξ)√
i!
mit
c
(n)
i = e−1/4
(−1)n−i√n!
(n− i)!√i! .
Damit ergibt sich
(u, p˜n(ξ))L2(Ω,κdP) c
(n)
i =

e1/4 (−1)
n/2+1√n!√
2pi2n/2−1(n2 )!(n−1)
e−1/4 (−1)
n−i√n!
(n−i)!√i! , n gerade,
0, sonst,
=

(−1)3n/2+1−in!√
2pi2n/2−1(n2 )!(n−1)(n−i)!
√
i! , n gerade,
0, sonst.
In Abbildung 4.2 wird wiederum der relative Fehler der N -ten Galerkin-Lösung uN
δ
(2)
N =
∣∣∣EP u2 − EP (uN)2∣∣∣
|EP u2|
mit EP u2 = EP(ξ − 1)2 = 2 dargestellt. Der Fehler strebt erneut nicht gegen Null,
sondern lässt abermals eine Divergenz gegen Unendlich vermuten, wenn auch nicht so of-
fensichtlich wie in dem Beispiel zuvor. Um nachzuweisen, dass die Folge der stochastischen
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Abb. 4.2: Relativer Fehler δ(2)N des zweiten Momentes der stochastischen Galerkin-Lösung zur
exakten Lösung.
Galerkin-Lösungen nicht im quadratischen Mittel gegen die exakte Lösung konvergiert,
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werden im Folgenden die zweiten Momente der Teilfolge (u2N)N∈N0 unter Verwendung
der Darstellungsformel (4.4) betrachtet
EP(u2N)2 =
2N∑
i=0
( 2N∑
n=i
(u, p˜n(ξ))L2(Ω,κdP) c
(n)
i
)2
.
Um zu zeigen, dass für N → ∞ diese Reihe gegen Unendlich strebt, wird wiederum ein
einzelner Summand näher untersucht und zwar der für i = 2N − 3: 2N∑
n=2N−3
(u, p˜n(ξ))L2(Ω,κdP) c
(n)
i
2
=
(
(u, p˜2N−2(ξ))L2(Ω,κdP) c
(2N−2)
2N−3 + (u, p˜2N(ξ))L2(Ω,κdP) c
(2N)
2N−3
)2
=
 (−1)N+1(2N − 2)!√
2pi2N−2(N − 1)!(2N − 3)
√
(2N − 3)!
+ (−1)
N(2N)!√
2pi2N−1N !(2N − 1)3!
√
(2N − 3)!
2
=
 (2N − 2)!√
2pi2N−1(N − 1)!
√
(2N − 3)!
(
(−1)N+12
2N − 3 +
(−1)N
3
)2
= (2N − 2)!
2
2pi22N−2(N − 1)!2(2N − 3)!
(
4
(2N − 3)2 −
4
3(2N − 3) +
1
9
)
= (2N − 2)!2
−(2N−2)
pi(N − 1)!2
(
4(N − 1)
(2N − 3)2 −
4(N − 1)
3(2N − 3) +
N − 1
9
)
Mit Hilfe der Stirling-Formel (siehe z. B. Abramowitz/Stegun [1]) folgt
(2N − 2)!2−(2N−2)
pi(N − 1)!2︸ ︷︷ ︸
' c√
N
(
4(N − 1)
(2N − 3)2 −
4(N − 1)
3(2N − 3) +
N − 1
9
)
︸ ︷︷ ︸
'cN
' c
√
N
für N →∞ mit jeweils geeigneten Konstanten c > 0 und damit
EP(u2N)2 =
2N∑
i=0
( 2N∑
n=i
(u, p˜n(ξ))L2(Ω,κdP) c
(n)
i
)2
≥ (2N − 2)!2
−(2N−2)
pi(N − 1)!2
(
4(N − 1)
(2N − 3)2 −
4(N − 1)
3(2N − 3) +
N − 1
9
)
→∞
für N →∞. Da somit eine Teilfolge gefunden wurde, deren zweite Momente nicht gegen
das zweite Moment der exakten Lösung konvergieren, kann auch uN nicht im quadrati-
schen Mittel gegen u konvergieren. 
Mit diesen Beispielen wird also gezeigt, dass der stochastische Galerkin-Ansatz, wie er
standardmäßig verwendet wird, zu falschen Ergebnissen in Bezug auf die exakte Lösung
führen kann, falls sich der Koeffizient κ nicht durch eine Konstante von Null (Beispiel 1)
oder von Null und Unendlich (Beispiel 2) trennen lässt. Das heißt mit anderen Worten, die
so berechnete stochastische Galerkin-Lösung konvergiert in diesem Falle im Allgemeinen
nicht im quadratischen Mittel gegen die exakte Lösung und mögliche auf dieser stochasti-
schen Galerkin-Lösung basierende Schlussfolgerungen für die exakte Lösung können damit
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falsch sein. Diese Beobachtung bedeutet allerdings nicht, dass man mit Hilfe der stochasti-
schen Galerkin-Methode solche Probleme (wie in den Beispielen behandelt) nicht adäquat
lösen kann, sondern nur, dass der gewählte stochastische Galerkin-Ansatz mit den obi-
gen endlichdimensionalen Unterräumen, speziell dem Testfunktionenraum VN , ungeeignet
ist. Ein geeigneter Testfunktionenraum VN lässt sich jedoch analog zu den Testfunktio-
nenräumen für zufällige Differentialgleichungen im zweiten Abschnitt definieren und die
zugehörige stochastische Galerkin-Lösung konvergiert gegen die exakte Lösung im Qua-
dratmittel. Somit kann man dann auf diese Weise auch zufällige algebraische Gleichungen,
deren Koeffizient 0 < κ <∞ nicht durch Konstanten beschränkt werden kann, zufrieden-
stellend mit der Hilfe der stochastischen Galerkin-Methode lösen.
Im Falle einer gegen die exakte Lösung konvergierenden stochastischen Galerkin-Lösung
lässt sich eine weitere Beobachtung (siehe Beispiel 3) machen. Die Konvergenzgeschwin-
digkeit der Folge der stochastischen Galerkin-Lösungen hängt nicht ausschließlich von der
Verteilung der zugrunde liegenden Basiszufallsvariablen ξ ab, sondern die Glattheit von
uξ hat auch einen entscheidenden Einfluss.
Beispiel 3. In diesem Beispiel soll mittels der stochastischen Galerkin-Methode der
Kehrwert einer Zufallsgröße ermittelt werden. Dazu sei für eine auf dem Intervall (−1, 1)
gleichverteilte Zufallsgröße η der Koeffizient κ mit
κ(ω) = 1 + |η(ω)|, ω ∈ Ω,
gegeben und die rechte Seite f konstant Eins, d. h. f ≡ 1. Die exakte Lösung u ist dann
der Kehrwert des Koeffizienten κ, nämlich
u(ω) = 1
κ(ω) =
1
1 + |η(ω)| , ω ∈ Ω,
mit endlichem zweiten Moment. Außerdem kann der Koeffizient durch Konstanten
0 < 1 ≤ 1 + |η| ≤ 2 <∞ f. s.
von Null und Unendlich getrennt werden. Für jede Basiszufallsvariable ξ, die eine stetige
Verteilungsfunktion besitzt, deren Momente alle endlich sind und für die das Momenten-
problem ihrer Verteilung eindeutig lösbar ist, konvergieren die stochastischen Galerkin-
Lösungen im quadratischen Mittel gegen die exakte Lösung, wenn als endlichdimensionale
Ansatz- und Testfunktionenräume die entsprechenden Polynome in ξ, d. h.
UN = VN = span{pn(ξ), n = 0, . . . , N},
gewählt werden (vgl. Proposition 4.1).
Im Falle dieses Koeffizienten sollen nun für vier verschiedene Basiszufallsvariablen, die alle
diese Bedingungen erfüllen, deren jeweilige stochastische Galerkin-Lösungen untersucht
werden. Sie lauten
ξ1 ∼ U(−1, 1) mit κ(ω) = κξ1(ξ1(ω)) =
3
2 +
1
2ξ1(ω),
ξ2 ∼ U(−1, 1) mit κ(ω) = κξ2(ξ2(ω)) = 1 + |ξ2(ω)|,
ξ3 ∼ N (0, 1) mit κ(ω) = κξ3(ξ3(ω)) = 1 + Φ(ξ3(ω)),
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ξ4 ∼ N (0, 1) mit κ(ω) = κξ4(ξ4(ω)) = 1 + |2Φ(ξ4(ω))− 1|.
Das heißt, zweimal wird eine auf (−1, 1) gleichverteilte und zweimal eine standardnormal-
verteilte Basiszufallsvariable gewählt. Die jeweiligen Parametrisierungen κξi , i = 1, . . . , 4,
unterscheiden sich außerdem in ihrer Glattheit. Sowohl κξ1 als auch κξ3 sind unendlich
oft stetig differenzierbar, wohingegen κξ2 und κξ4 nur stückweise stetig differenzierbar
sind. Als orthonormale Polynome zum Aufspannen der endlichdimensionalen Ansatz- und
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Abb. 4.3: Relativer Fehler des zweiten Momentes der stochastischen Galerkin-Lösung zur ex-
akten Lösung.
Testfunktionenräume werden dann für die Basiszufallsvariablen ξ1 und ξ2 die Legendre-
Polynome (siehe Abschnitt 2.2.3) und für ξ3 und ξ4 wieder die Hermite-Polynome (siehe
Abschnitt 2.2.2) verwendet. Abbildung 4.3 zeigt dann wieder den relativen Fehler
δ
(2)
N =
∣∣∣EP u2 − EP (uN)2∣∣∣
|EP u2|
der zweiten Momente für wachsende Ordnung N der jeweiligen stochastischen Galerkin-
Lösung. Der beobachtbare konstante Abschnitt der Fehlerkurve δ(2)N für ξ1 lässt sich durch
die beschränkte Rechengenauigkeit erklären. Aufgrund der Abschätzung
‖u− uN‖L2(Ω) ≤
κ
κ
‖u− (N)u‖L2(Ω)
aus dem Beweis von Proposition 4.1 lassen sich Aussagen zur Konvergenzgeschwindig-
keit der jeweiligen stochastischen Galerkin-Lösungen treffen. Der Quadratmittelfehler der
jeweiligen stochastischen Galerkin-Lösungen wird durch den Quadratmittelfehler der je-
weiligen (verallgemeinerten) polynomiellen Chaosapproximationen abgeschätzt. Die Kon-
vergenzrate dieses Fehlers wird jedoch durch das Abklingverhalten der jeweiligen (ver-
allgemeinerten) polynomiellen Chaoskoeffizienten bestimmt, welches selbst wiederum von
der Glattheit der jeweiligen Parametrisierung uξi abhängt (siehe Proposition 3.28 und
die Bemerkung danach). Da sich die Glattheitseigenschaften von κξi auf die jeweiligen
Parametrisierungen uξi der Lösung übertragen, konvergieren für ξ1 und ξ3 die jeweiligen
Chaosapproximationen der Lösung exponentiell schnell und für ξ2 und ξ4 nur algebraisch.
Dementsprechend ergeben sich dann auch die Konvergenzraten für den Quadratmittelfeh-
ler der jeweiligen stochastischen Galerkin-Lösungen und die Konvergenzgeschwindigkeiten
der jeweiligen zweiten Momente, die sich in der Abbildung 4.3 beobachten lassen. 
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4.2 Stationäre Diffusionsgleichungen mit zufälligen
Koeffizienten
In diesem Abschnitt werden nun speziell zufällige stationäre Diffusionsprobleme unter-
sucht und als Modellproblem das zufällige Randwertproblem, bestehend aus der statio-
nären Diffusiongleichung
−∇ · (κ∇u) = f
mit zufälligem Koeffizienten κ und Quellterm f und homogenen Dirichlet-Randbedin-
gungen, betrachtet. Dieses Randwertproblem dient vielen Arbeiten ebenfalls als Modell-
problem und wird sowohl mit verbesserten Monte-Carlo-Methoden und Kollokationsme-
thoden als auch mit stochastischen Galerkin-Verfahren näherungsweise gelöst. (Für Lite-
raturangaben sei an dieser Stelle auf die Einleitung verwiesen.) In dieser Arbeit wird sich
ausschließlich auf die stochastische Galerkin-Methode zur näherungsweisen Lösung obiger
zufälliger Randwertprobleme konzentriert, basierend auf einer entsprechenden Lösungs-
und Konvergenztheorie, die es zu entwickeln gilt. Setzt man wie zum Beispiel in den Ar-
beiten von Babuška et al. [5, 7, 8, 31], Schwab et al. [17, 18, 30, 38, 95] oder Matthies
und Keese [74] voraus, dass Konstanten κ, κ > 0 existieren, sodass sich der Koeffizient κ
derart
0 < κ ≤ κ(x, ω) ≤ κ <∞ f. ü. und f. s.
beschränken lässt, so kann mit Hilfe der klassischen Sätze aus der Theorie der deter-
ministischen elliptischen partiellen Differentialgleichungen (z. B. dem Lemma von Lax-
Milgram) die Existenz einer eindeutigen schwachen Lösung und die Konvergenz der Folge
der stochastischen Galerkin-Lösungen gegen die schwache Lösung in der natürlichen Norm
geschlussfolgert werden. Der in diesem Fall üblicherweise genutze stochastische Galerkin-
Ansatz wird im Folgenden der standardmäßige stochastische Galerkin-Ansatz genannt.
In vielen Anwendungen (siehe z. B. Freeze [39], Ghanem [47, 48], Zhang [116] oder No-
wak [81]) wird der Koeffizient κ als lognormales Zufallsfeld modelliert, d. h. κ = exp(G)
und G ist ein Gaußsches Zufallsfeld. Dann existieren jedoch keine solchen Konstanten κ
und κ und sowohl für die Existenz und Eindeutigkeit einer schwachen Lösung als auch für
die Konvergenz der Folge der standardmäßigen stochastischen Galerkin-Lösungen können
die klassischen Resultate nicht herangezogen werden. Galvis und Sarkis [42] ebenso wie
Gittelson [51] lösen für diesen Spezialfall eines lognormalen Koeffizienten dieses Problem
dennoch – allerdings unter Verwendung anderer Beweistechniken und eines alternativen
stochastischen Galerkin-Ansatzes. Außerdem geben beide A-priori-Fehlerabschätzungen
für ihre jeweiligen Folgen stochastischer Galerkin-Lösungen an. Im Folgenden werden nun
diese Ergebnisse auf beliebige Eingangszufallsvariablen κ verallgemeinert, für die nur an-
genommen wird, dass reellwertige Zufallsgrößen κmin, κmax > 0 f. s. existieren, sodass
0 < κmin(ω) ≤ κ(x, ω) ≤ κmax(ω) <∞ f. ü. und f. s.
gilt. Es wird eine entsprechende Lösungstheorie auf zwei verschiedenen Wegen entwickelt,
Eigenschaften der schwachen Lösung aufgezeigt und die stochastische Galerkin-Methode
auf die Konvergenz ihrer stochastischen Galerkin-Lösung hin analysiert. Wie sich schon in
dem Abschnitt über zufällige algebraische Gleichungen herausgestellt hat und sich auch
hier wieder zeigen wird, eignet sich der standardmäßige stochastische Galerkin-Ansatz im
Allgemeinen nicht zur Approximation der schwachen Lösung in der natürlichen Norm.
Deshalb werden in Anlehnung an Galvis und Sarkis [42] ein zum standardmäßigen Ansatz
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alternativer stochastischer Galerkin-Ansatz, ein stochastischer Petrov-Galerkin-Ansatz,
präsentiert und Bedingungen formuliert, unter denen die Folge dieser entsprechenden sto-
chastischen Galerkin-Lösungen gegen die schwache Lösung konvergiert, und A-priori-Feh-
lerabschätzungen angegeben. Insbesondere werden aufgrund der Beobachtungen von Xiu
und Karniadakis [73, 110, 111, 112, 113, 114], dass sich die Wahl der Basiszufallsvaria-
blen auf die Approximationsqualität der stochastischen Galerkin-Lösung auswirkt, diese
A-priori-Fehlerabschätzungen in Hinblick auf unterschiedliche Folgen von Basiszufallsva-
riablen untersucht. Zum Abschluss werden dann noch einmal einfache Beispiele betrach-
tet, die die vorher entwickelte Theorie illustrieren und die Probleme verdeutlichen, die
entstehen, wenn man sie missachtet.
4.2.1 Problemformulierung
Sei D ⊂ Rd, d ∈ N, ein beschränktes Lipschitzgebiet und wieder (Ω,A,P) der zugrunde
liegende Wahrscheinlichkeitsraum. Als Modellproblem dient die stationäre Diffusionsglei-
chung mit homogenen Dirichlet-Randbedingungen
−∇ · (κ(x, ω)∇u(x, ω)) = f(x, ω) x ∈ D, ω ∈ Ω
u(x, ω) = 0 x ∈ ∂D, ω ∈ Ω (4.5)
und zufälligem Koeffizienten κ und Quellterm f . Der Koeffizient κ : D × Ω → R wird
im Folgenden auch als Zufallsvariable mit Werten in einem Raum von Funktionen auf D
aufgefasst. Wie oben schon erwähnt, ist nun die zentrale Annahme in diesem Kapitel die
folgende.
Annahme 4.3 Der Koeffizient κ : Ω → L∞(D) ist eine stark messbare Zufallsvariable
mit Werten in L∞(D) und es existieren reellwertige Zufallsgrößen κmin und κmax, sodass
0 < κmin ≤ κ ≤ κmax <∞ f. ü. und f. s. (4.6)
erfüllt ist.
Für die Definition von starker Messbarkeit und weiteren Zusammenhängen dazu sei auf
Abschnitt 2.1 und Definition 2.5 verwiesen.
Beispiel 4.4
(a) Eine stark messbare Zufallsvariable κ mit Werten in L∞(D), für die es deterministi-
sche Konstanten κ, κ gibt, sodass
0 < κ ≤ κ ≤ κ <∞ f. ü. und f. s.
gilt, erfüllt Annahme 4.3.
(b) Sei κ ein lognormales Zufallsfeld der Art
κ(x, ω) = exp
( ∞∑
i=1
ξi(ω)ψi(x)
)
(4.7)
mit reellwertigen Zufallsgrößen (ξi)i∈N, die unabhängig und standardnormalverteilt
sind, und deterministischen Funktionen ψi ∈ L∞(D), i ∈ N, mit∑∞i=1 ‖ψi‖L∞(D) <∞.
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Dann ist κ als Zufallsvariable mit Werten in L∞(D) nach Beispiel 2.9 stark messbar
und mit
κmin := exp
(
−
∞∑
i=1
|ξi|‖ψi‖L∞(D)
)
und κmax := exp
( ∞∑
i=1
|ξi|‖ψi‖L∞(D)
)
lassen sich zwei reellwertige Zufallsgrößen definieren, sodass Annahme 4.3 erfüllt ist
(siehe dazu auch Gittelson [51]).
Neben diesen beiden Spezialfällen können, basierend auf Annahme 4.3, jedoch auch viele
andere Zufallsvariablen κ ∈ L∞(D) betrachtet werden. Sobald für eine stark messba-
re Zufallsgröße κ ∈ L∞(D) auch deren Kehrwert 1/κ eine Zufallsvariable mit Werten
in L∞(D) ist, ist Annahme 4.3 erfüllt. Darum stellt die hier gewählte Ausgangssituati-
on eine echte Verallgemeinerung z. B. zu den Arbeiten von Babuška et al. [5, 7, 8, 31],
Schwab et al. [17, 18, 30, 38, 95] oder Matthies und Keese [74] bzw. Galvis und Sarkis
[42] und Gittelson [51] dar.
Aus der Theorie für deterministische Randwertprobleme, d. h. die Differentialgleichung
und die Randwerte sind rein deterministisch, ist bekannt, dass unterschiedliche Lösungs-
begriffe für solche Probleme existieren. Der klassische Lösungsbegriff in der determinis-
tischen Theorie z. B. stellt an die (klassische) Lösung Glattheitsforderungen, sodass al-
le auftretenden Ableitungen im starken bzw. klassischen Sinne gebildet werden können.
Diese Forderung an die Glattheit kann aber beispielsweise in der schwachen Formulierung
(Variationsformulierung) abgeschwächt werden. Anstelle klassischer Ableitungen genügt
es dort, wenn die (schwache) Lösung Ableitungen im schwachen Sinne besitzt und eine
entsprechende Variationsaufgabe löst (siehe z. B. Evans [35]).
Für zufällige Randwertprobleme können ebenso unterschiedliche Lösungsbegriffe definiert
werden. Eines ist ihnen jedoch gemeinsam. Da immer eine Zufallsvariable gesucht wird,
kann die jeweilige Lösung immer nur bis auf eine Nullmenge eindeutig bestimmt sein. Das
heißt, man erhält als Lösung eigentlich eine Äquivalenzklasse von Zufallsvariablen, die sich
nur auf einer Menge vomMaß Null unterscheiden. Wenn also im Folgenden der Einfachheit
halber immer von einer Zufallsvariablen als Lösung gesprochen wird, ist damit die Äqui-
valenzklasse gemeint, für die diese Zufallsvariable ein Repräsentant ist. In Analogie zur
deterministischen Theorie soll die klassische Lösung eine Zufallsvariable sein, deren Pfade
im klassischen Sinne hinreichend glatt sind, d. h. die auftretenden klassischen Ableitungen
müssen pfadweise existieren. Um diese sehr restriktive Forderung wieder abzuschwächen,
kann man auch hier zu pfadweisen schwachen Ableitungen und entsprechenden Variations-
aufgaben übergehen. Aufgrund der Abhängigkeit des Problems (4.5) von ω ∈ Ω lassen sich
insbesondere zwei verschiedene Variationsaufgaben formulieren, welche „realisierungswei-
se Variationsformulierung“ und „stochastische Variationsformulierung“ genannt werden.
Beide Bezeichnungen erheben dabei keinen Anspruch auf Allgemeingültigkeit, sondern die-
nen allein der Benennung und Unterscheidung der beiden Formulierungen in dieser Arbeit,
da zum einen in der Literatur noch keine einheitlich Namensgebung zu finden ist, z. B.
bezeichnet Gittelson in [51] die „realisierungsweise Variationsformulierung“ als „schwache
Formulierung in x“ und die „stochastische Variationsformulierung“ – wie sie auch von Le
Maître und Knio in [68] genannt wird – einfach als „Variationsproblem“, und weil zum
anderen beide Variationsformulierungen stochastische Variationsformulierungen sind und
die eigentliche Variationsformulierung in Analogie zu rein deterministischen Randwertpro-
blemen die „stochastische Variationsformulierung“ ist. Nichtsdestotrotz sollen hier diese
beiden Bezeichnungen zur Unterscheidung verwendet werden.
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Realisierungsweise Variationsformulierung. Für die realisierungsweise Variations-
formulierung wird die pfadweise Bilinearform b(·, ·;ω) durch
b(·, ·;ω) : H1(D)×H1(D)→ R mit b(u, v;ω) :=
∫
D
κ(ω)∇u · ∇v dx
für ω ∈ Ω definiert. Für festes u, v ∈ H1(D) ist dann b(u, v; ·) eine reellwertige Zufallsgröße
auf (Ω,A,P). Die Dualitätsbeziehung zwischen g ∈ H−1(D) und v ∈ H˚1(D) soll mit
〈g, v〉H−1,H˚1 bezeichnet werden. Somit lautet für Zufallsvariablen f mit Werten in H−1(D)
die realisierungsweise Variationsformulierung wie folgt.
Problem 4.5 (Realisierungsweise Variationsformulierung)
Gesucht ist eine Zufallsvariable u˜ mit Werten in H˚1(D), sodass
b(u˜(ω), v;ω) = 〈f(ω), v〉H−1,H˚1 für alle v ∈ H˚1(D) (4.8)
fast sicher erfüllt ist. Mit anderen Worten, gesucht ist eine Abbildung u˜ : Ω → H˚1(D),
die messbar ist und für die gilt
P
(
b(u˜(ω), v;ω) = 〈f(ω), v〉H−1,H˚1 für alle v ∈ H˚1(D)
)
= 1. (4.8a)
Bemerkung 4.6 Alternativ lässt sich ein (ebenfalls realisierungsweises) Variationspro-
blem formulieren, in dem auch eine Zufallsvariable u˜ mit Werten in H˚1(D) gesucht wird,
für die jedoch gilt, dass für alle v ∈ H˚1(D)
P
(
b(u˜(ω), v;ω) = 〈f(ω), v〉H−1,H˚1
)
= 1 (4.9)
erfüllt ist. Das heißt, die Nullmenge der ω ∈ Ω, für die
b(u˜(ω), v;ω) = 〈f(ω), v〉H−1,H˚1
nicht erfüllt ist, kann bei der Formulierung (4.9) im Gegensatz zur Formulierung (4.8)
bzw. (4.8a) von der Testfunktion v ∈ H˚1(D) abhängen. Nichtsdestotrotz lässt sich die
Äquivalenz dieser beiden Variationsformulierungen zeigen, die auf der Separabilität des
Hilbertraumes H˚1(D) beruht. Dies lässt sich wie folgt nachweisen. Sei {ek, k ∈ N} eine
Basis von H˚1(D), dann gilt nach Formulierung (4.9)
P
(
b(u˜(ω), ek;ω) = 〈f(ω), ek〉H−1,H˚1
)
= 1
für alle k ∈ N. Das heißt, es existiert eine Nullmenge N ∈ A, sodass für alle ω ∈ Ω \N
b(u˜(ω), v;ω) = 〈f(ω), v〉H−1,H˚1 für alle v ∈ span{ek, k ∈ N}
gilt. Jedes Element v ∈ H˚1(D) kann durch eine Folge (vn)n∈N mit vn ∈ span{ek, k ∈ N}
in H˚1(D) approximiert werden und die Nullmenge M ∈ A sei so gewählt, dass die Bedin-
gung (4.6) für κ(ω) f. ü. für alle ω ∈ Ω \M gilt und u˜(ω) ∈ H˚1(D) und f(ω) ∈ H−1(D)
für alle ω ∈ Ω \M erfüllt ist. Dann folgt
b(u˜(ω), vn;ω)→ b(u˜(ω), v;ω) und 〈f(ω), vn〉H−1,H˚1 → 〈f(ω), v〉H−1,H˚1 , n→∞,
für alle ω ∈ Ω \M und damit erhält man für alle ω ∈ Ω \ (N ∪M), dass
b(u˜(ω), v;ω) = 〈f(ω), v〉H−1,H˚1 für alle v ∈ H˚1(D)
gilt und P(Ω \ (N ∪M)) = 1 ist.
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Aufgrund den Voraussetzungen an den Koeffizienten κ in Annahme 4.3 kann für eine be-
liebige H−1(D)-wertige Zufallsvariable f die eindeutige Lösbarkeit der realisierungsweisen
Variationsformulierung mit dem Lemma von Lax-Milgram (siehe z. B. Brenner/Scott [23,
Theorem 2.7.7]) gezeigt werden.
Lemma 4.7 Sei f eine Zufallsvariable mit Werten in H−1(D) und erfülle der zufällige
Koeffizient κ ∈ L∞(D) die Annahme 4.3. Dann existiert eine eindeutige Zufallsvariable u˜
mit Werten in H˚1(D), die die realisierungsweise Variationsformulierung in Problem 4.5
löst. Insbesondere ist u˜ messbar bezüglich der von f und κ erzeugten σ-Algebra σ(f, κ)
und es gilt die Abschätzung
‖u˜(ω)‖H1(D) ≤ C
‖f(ω)‖H−1(D)
κmin(ω)
f. s., (4.10)
wobei C > 0 eine geeignete Konstante unabhängig von ω ∈ Ω ist.
Beweis.
Da nach Annahme 4.3 der Koeffizient κ fast sicher beschränkt und f eine H−1(D)-
wertige Zufallsvariable ist, existiert nach dem Lemma von Lax-Milgram (siehe z. B. Bren-
ner/Scott [23, Theorem 2.7.7]) fürP-fast alle ω ∈ Ω eine eindeutige Lösung u˜(ω) ∈ H˚1(D),
die der Gleichung (4.8), d. h.
b(u˜(ω), v;ω) = 〈f(ω), v〉H−1,H˚1 für alle v ∈ H˚1(D),
genügt. Des Weiteren liefert das Lemma von Lax-Milgram die pfadweise Abschätzung
‖u˜(ω)‖H1(D) ≤ C
‖f(ω)‖H−1(D)
κmin(ω)
f. s.,
wobei C > 0 eine geeignete Konstante unabhängig von ω ∈ Ω ist.
Zu zeigen bleibt also noch, dass die Abbildung u˜ : Ω → H˚1(D) eine Zufallsvariable
definiert, d. h. messbar ist. Da die Zufallsvariable κ ∈ L∞(D) stark messbar und die Zu-
fallsvariable f ∈ H−1(D) ist, existieren Folgen (κn)n∈N ⊂ L∞(D) und (fn)n∈N ⊂ H−1(D)
von σ(f, κ)-messbaren, einfachen Zufallsvariablen mit
‖κ− κn‖L∞(D) → 0 und ‖f − fn‖H−1(D) → 0, n→∞, f. s.
O.B. d.A. kann angenommen werden, dass (κn)n∈N und (fn)n∈N durch
κn(ω) =
n∑
i=1
κ
(n)
i 1A(n)i
(ω) und fn(ω) =
n∑
i=1
f
(n)
i 1A(n)i
(ω), n ∈ N,
mit A(n)i ∈ σ(f, κ), i = 1, . . . , n, n ∈ N, derart, dass
⋃n
i=1A
(n)
i = Ω und A
(n)
i ∩A(n)j = ∅ für
i 6= j gegeben sind. Dabei ist f (n)i ∈ H−1(D) für alle i = 1, . . . , n, n ∈ N, und aufgrund
der Annahme (4.6) an den Koeffizienten κ können die κ(n)i ∈ L∞(D) so gewählt werden,
dass
0 < κmin ≤ κ(n)i ≤ κmax <∞ f. ü. und f. s. auf A(n)i
für alle i = 1, . . . , n, n ∈ N gilt.
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Damit lässt sich eine Folge von Bilinearformen bn(·, ·;ω) : H1(D)×H1(D)→ R durch
bn(u, v;ω) :=
∫
D
κn(ω)∇u · ∇v dx
=
n∑
i=1
1
A
(n)
i
(ω)
∫
D
κ
(n)
i ∇u · ∇v dx, u, v ∈ H˚1(D)
definieren und für die Dualitätsbeziehung ergibt sich
〈fn(ω), v〉H−1,H˚1 =
n∑
i=1
1
A
(n)
i
(ω)〈f (n)i , v〉H−1,H˚1 , v ∈ H˚1(D).
Das Lemma von Lax-Milgram impliziert dann daraufhin die Existenz und Eindeutigkeit
von Funktionen u(n)i ∈ H˚1(D), i = 1, . . . , n, n ∈ N, die die Gleichung∫
D
κ
(n)
i ∇u(n)i · ∇v dx = 〈f (n)i , v〉H−1,H˚1 für alle v ∈ H˚1(D)
erfüllen. Außerdem folgt die Abschätzung
‖u(n)i ‖H1(D) ≤
C
κmin(ω)
‖f (n)i ‖H−1(D) f. s.
Damit genügt die Zufallsvariable un(ω) :=
n∑
i=1
u
(n)
i 1A(n)i
(ω) mit Werten in H˚1(D) der
Gleichung
bn(un(ω), v;ω) = 〈fn(ω), v〉H−1,H˚1 für alle v ∈ H˚1(D)
und ist σ(f, κ)-messbar. Des Weiteren gilt mit v := un − um und einer geeigneten Kon-
stanten c > 0 die Abschätzung
cκmin(ω)‖un(ω)− um(ω)‖2H1(D)
≤
∫
D
κn(ω)∇un(ω) · ∇v(ω) dx−
∫
D
κm(ω)∇um(ω) · ∇v(ω) dx
+
∫
D
(κm(ω)− κn(ω))∇um(ω) · ∇v(ω) dx
≤ 〈fn(ω), v(ω)〉H−1,H˚1 − 〈fm(ω), v(ω)〉H−1,H˚1
+ ‖κn(ω)− κm(ω)‖L∞(D)‖um(ω)‖H1(D)‖v(ω)‖H1(D)
≤
(
‖fn(ω)− fm(ω)‖H−1(D) + ‖κn(ω)− κm(ω)‖L∞(D)‖um(ω)‖H1(D)
)
‖v(ω)‖H1(D)
und deshalb
cκmin(ω)‖un(ω)− um(ω)‖H1(D)
≤ ‖fn(ω)− fm(ω)‖H−1(D) + ‖κn(ω)− κm(ω)‖L∞(D)‖um(ω)‖H1(D).
(4.11)
Da die H1-Norm von um(ω) f. s. beschränkt ist aufgrund von
‖um(ω)‖H1(D) ≤ C
κmin(ω)
‖fm(ω)‖H−1(D) → C
κmin(ω)
‖f(ω)‖H−1(D),
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konvergiert die rechte Seite der Ungleichung (4.11) f. s. gegen Null für n,m→∞. Damit
hat die Folge (un(ω))n∈N als Grenzwert eine Zufallsvariable u ∈ H˚1(D), die ebenfalls
σ(f, κ)-messbar ist. Weiterhin erfüllt die Zufallsvariable u die Gleichung
b(u(ω), v;ω) = 〈f(ω), v〉H−1,H˚1 für alle v ∈ H˚1(D) f. s.,
weil
|b(u(ω), v;ω)− 〈f(ω), v〉H−1,H˚1|
≤ |b(u(ω), v;ω)− b(un(ω), v;ω)|+ |b(un(ω), v;ω)− bn(un(ω), v;ω)|
+ |bn(un(ω), v;ω)− 〈fn(ω), v〉H−1,H˚1|
+ |〈fn(ω), v〉H−1,H˚1 − 〈f(ω), v〉H−1,H˚1|
≤ κmax(ω)‖u(ω)− un(ω)‖H1(D)‖v‖H1(D)
+ ‖κ(ω)− κn(ω)‖L∞(D)‖un(ω)‖H1(D)‖v‖H1(D)
+ ‖f(ω)− fn(ω)‖H−1(D)‖v‖H1(D)
und ‖un(ω)‖H1(D)→‖u(ω)‖H1(D)<∞, ‖u(ω)−un(ω)‖H1(D)→0, ‖κ(ω)−κn(ω)‖L∞(D)→ 0
und ‖f(ω) − fn(ω)‖H−1(D) → 0 fast sicher gelten. Da die Abbildung u˜ : Ω → H˚1(D)
nach dem Lemma von Lax-Milgram eindeutig ist, gilt u = u˜ f. s. und damit ist u˜ eine
σ(f, κ)-messbare Zufallsvariable in H˚1(D).
Auf der realisierungsweisen Variationsaufgabe 4.5 und Lemma 4.7 basiert u. a. die Monte-
Carlo-Verfahren zur Approximation der Charakteristiken der Lösung wie zum Beispiel
Erwartungswert und Varianz, wenn sie existieren. Dafür wird für eine endliche Anzahl
von Realisierungen ωi, i = 1, . . . , n, für die Annahme (4.6) und f(ωi) ∈ H−1(D) erfüllt
ist, die Gleichung (4.8) gelöst und mit diesen Lösungen u˜(ωi), i = 1, . . . , n, die Kenngrößen
wie Erwartungswert und Varianz geschätzt.
Stochastische Variationsformulierung. Um nicht für jedes ω ∈ Ω eine eigene Va-
riationsaufgabe lösen zu müssen, sondern dies gleich für alle zusammen zu tun, wird in
Analogie zu den Variationsformulierungen für deterministische Randwertprobleme nun die
entsprechende Variationsaufgabe, die stochastische Variationsformulierung, für zufällige
Randwertprobleme betrachtet. Eine solche Formulierung erhält man durch die Definiti-
on einer geeigneten Bilinearform auf geeigneten Hilberträumen von Zufallsvariablen in
H˚1(D),
a(u, v) := EP b(u(·), v(·); ·) =
∫
Ω
b(u(ω), v(ω);ω) dP(ω), (4.12)
und einer entsprechenden Linearform
〈f, v〉 := EP
(
〈f(·), v(·)〉H−1,H˚1
)
=
∫
Ω
〈f(ω), v(ω)〉H−1,H˚1 dP(ω). (4.13)
Weil jedoch der Koeffizient κ nicht durch Konstanten sondern nur durch Zufallsgrößen be-
schränkt ist, kann das Lemma von Lax-Milgram nicht direkt angewendet werden, um die
Existenz einer eindeutigen Lösung der stochastischen Variationsformulierung zu schluss-
folgern. Es geht in diesem Fall sowohl die Koerzivität der Bilinearform a als auch deren
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Stetigkeit verloren. Um dennoch die Existenz und Eindeutigkeit einer Lösung zu sichern,
müssen geeignete Lösungs- und Testfunktionenräume gefunden werden.
Da Annahme (4.6) für den Koeffizienten κ erfüllt ist, können neben κmin weitere reellwer-
tige, fast sicher positive Zufallsgrößen µ gefunden werden, für die mit einer entsprechenden
Konstanten c > 0 die Beziehung
0 < cµ(ω) ≤ κ(x, ω) f. ü. und f. s. (4.14)
gilt. Geeigneterweise wählt man diese Zufallsgröße µ > 0 so, dass sie σ(κ)-messbar ist.
Zum Beispiel ist für das lognormale Zufallsfeld κ(x, ω) = exp
( ∞∑
i=1
ξi(ω)ψi(x)
)
, wie in (4.7)
definiert, die Zufallsgröße
exp
(
− 12ε‖
∞∑
i=1
ψ2i a
2θ
i ‖L∞(D)
)
exp
(
−ε2
∞∑
i=1
a−2θi ξ
2
i
)
für jedes 0 < ε < a1 und Zahlen (ai)i∈N mit
1 < a1 ≤ a2 ≤ . . . ,
∞∑
i=1
a−2θi <∞ für ein θ > 0 und ‖
∞∑
i=1
ψ2i a
2θ
i ‖L∞(D) <∞
eine untere Schranke an κ, die fast sicher größer Null ist (siehe auch Galvis und Sarkis [42]).
Die Einführung einer solchen Zufallsgröße µ bietet damit neben größerer Flexibilität bei
der Lösungstheorie auch mehr Möglichkeiten bei der Berechnung der entsprechenden sto-
chastischen Galerkin-Lösung (siehe Abschnitt 4.2.2 und 4.2.4).
Eine Idee, wie die zugehörigen Lösungs- und Testfunktionenräume nun zu wählen sind,
gibt einem die Ungleichung (4.10) angewandt auf die Zufallsgröße µ, d. h.
‖u˜(ω)‖H1(D) ≤
C‖f(ω)‖H−1(D)
cµ(ω) f. s. (4.15)
Quadriert man (4.15) und bildet den Erwartungswert EP bzgl. des Wahrscheinlichkeits-
maßes P, erhält man
EP
(
‖u˜‖2H1(D)
)
≤ C
2
c2
EP
(‖f‖2H−1(D)
µ2
)
. (4.16)
Deshalb besitzt die pfadweise Lösung u˜ ein endliches zweites Moment ihrer H1-Norm,
wenn das zweite Moment der H−1-Norm von f , gewichtet mit dem Kehrwert der reell-
wertigen Zufallsgröße µ2, endlich ist. Es reicht also für ein endliches zweites Moment der
Lösung nicht aus, für die rechte Seite f nur zu fordern, dass sie ein endliches zweites
Moment ihrer H−1-Norm besitzt, d. h., EP ‖f‖2H−1(D) <∞ gilt, wie das folgende Beispiel
zeigt.
Beispiel 4.8 Für eine reellwertige Zufallsgröße ξ ∼ N (0, 1) ist die Lösung von
− (exp(ξ(ω))u′(x, ω))′ = exp(ξ(ω)2/4− |ξ(ω)|), x ∈ (0, 1), u(0, ω) = u(1, ω) = 0,
mit
u(x, ω) = 12 exp(ξ(ω)
2/4− |ξ(ω)| − ξ(ω))
(
x− x2
)
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gegeben und es gilt EP ‖f‖2H−1(D) <∞, da
EP
(
exp(ξ2/4− |ξ|)
)2
<∞.
Für die Lösung u erhält man jedoch EP ‖u‖2H1(D) =∞ aufgrund von
EP
(
exp(ξ2/4− |ξ| − ξ)
)2
=∞.
Damit besitzt diese Lösung u also kein endliches zweites Moment ihrer H˚1-Norm.
Um aber auch für solche Aufgaben wie in diesem Beispiel eine entsprechende Lösungs-
theorie formulieren zu können, da ja offensichtlich eine Lösung existiert, wird eine weitere
reellwertige Zufallsgröße ϑ > 0 f. s. eingeführt und für die Lösungen das mit ϑ gewichtete
zweite Moment der H˚1-Norm betrachtet. Das heißt, analog zu Formel (4.16) gilt
EP
(
‖u˜‖2H1(D)ϑ
)
≤ C
2
c2
EP
(
ϑ
µ2
‖f‖2H−1(D)
)
. (4.17)
Um Zufallsvariablen mit endlichen, gewichteten zweiten Momenten erfassen und mit ihnen
die stochastische Variationsaufgabe formulieren zu können, werden also (verschiedene)
gewichtete Funktionenräume benötigt, die zunächst allgemein definiert werden sollen. Für
eine gegebene, beliebige reellwertige Zufallsgröße % > 0 f. s. werden somit die Hilberträume
Um% : = L2(Ω,A, %dP;Hm(D)), m ∈ Z, und
U˚m% : = L2(Ω,A, %dP; H˚m(D)), m ∈ N0,
eingeführt, wobei durch (·, ·)Um% := (·, ·)L2(Ω,%dP;Hm(D)) ein Skalarprodukt auf beiden Räu-
men gegeben ist. Für die Definition und die Eigenschaften dieser L2-Räume sei auf De-
finition 2.7 und die Bemerkung 2.8 danach im Abschnitt 2.1 verwiesen. Extra erwähnt
werden soll, dass die Halbnorm
|u|U1% :=
√
EP
(
|u|2H1(D)%
)
auf U˚1% äquivalent zur Norm ‖ · ‖U1% ist und der Dualraum von U˚m% mit dem Raum U−m%−1
identifiziert werden kann. Aus Übersichtlichkeitsgründen wird mit Um bzw. U˚m der un-
gewichtete Raum L2(Ω,A,P;Hm(D)) bzw. L2(Ω,A,P; H˚m(D)) bezeichnet. Wird an ent-
sprechenden Stellen dieser Arbeit in den Räumen Um und U˚m das Wahrscheinlichkeits-
maß P durch ein anderes Wahrscheinlichkeitsmaß Q ersetzt, so werden die Notationen
UmQ := L2(Ω,A,Q;Hm(D)) und U˚mQ := L2(Ω,A,Q; H˚m(D)) verwendet.
Mit Hilfe dieser Bezeichnungen lässt sich für f ∈ U−1ϑ
µ2
dann die stochastische Variations-
aufgabe wie folgt formulieren.
Problem 4.9 (Stochastische Variationsformulierung)
Gesucht ist uˆ ∈ U˚1ϑ, sodass
a(uˆ, v) = 〈f, v〉 für alle v ∈ U˚1µ2
ϑ
(4.18)
gilt, wobei die Bilinearform a wie in (4.12) und die Linearform 〈·, ·〉 wie in (4.13) definiert
sind.
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Bemerkung 4.10 Kann der Koeffizient κ mittels Konstanten von der Null und Un-
endlich getrennt werden, so entspricht die stochastische Variationsformulierung in Pro-
blem 4.9 für ϑ ≡ 1 dem schwachen Problem, das z. B. in den Arbeiten von Babuš-
ka et al. [5, 7, 8, 31], Schwab et al. [17, 18, 30, 38, 95] u. a. betrachtet wird. Für einen
beliebigen Koeffizienten κ, der nur Annahme 4.3 genügt, ist im Allgemeinen das gleiche
Problem, d. h. für ein f ∈ U−1 eine Lösung u ∈ U˚1 zu finden, sodass
a(u, v) = 〈f, v〉 für alle v ∈ U˚1
erfüllt ist, nicht gut gestellt. Nach Beispiel 4.8 existiert z. B. nicht für jedes f ∈ U−1 eine
Lösung u ∈ U˚1.
Zu beachten ist also, dass im Allgemeinen der Lösungs- und Testfunktionenraum in Pro-
blem 4.9 nicht mehr miteinander identisch sind und dass die Bilinearform a nicht auf dem
vollen kartesischen Produkt U˚1ϑ × U˚1µ2
ϑ
definiert und endlich ist (siehe Beispiel 4.11). Das
heißt, die stochastische Variationsformulierung impliziert damit indirekt die Forderung,
eine solche Lösung uˆ ∈ U˚1ϑ zu finden, für die der Ausdruck a(uˆ, v) für alle v ∈ U˚1µ2
ϑ
definiert
und endlich ist.
Beispiel 4.11 Als ein Beispiel dafür, dass die Bilinearform a in (4.12) nicht für jedes
Paar (u, v) ∈ U˚1ϑ × U˚1µ2
ϑ
definiert und endlich ist, wird die Bilinearform
a(u, v) := EP
∫
D
exp(sgn(x− 0.5) ξ)u′(x)v′(x) dx
 , D = (0, 1),
die sich durch den Koeffizienten κ(x, ω) = exp(sgn(x− 0.5) ξ(ω)) mit ξ ∼ N (0, 1) ergibt,
betrachtet. Der Einfachheit halber wird ϑ ≡ 1 gesetzt und, da für κ die Abschätzung
κmin := e−ξ ≤ exp(sgn(x− 0.5)ξ) ≤ eξ =: κmax f. ü. und f. s.
gilt, wird µ = κmin gewählt und gezeigt, dass die Bilinearform a nicht für alle Paare
(u, v) ∈ U˚1 × U˚1µ2 = L2(Ω,A,P; H˚1(D)) × L2(Ω,A, exp(−2ξ)dP; H˚1(D)) endlich bzw.
definiert ist.
Sei uD ∈ H˚1(D) \ {0} und uΩ(ω) := exp(−|ξ(ω)|+ ξ(ω)2/4). Dann gilt
0 < ‖uD‖H1(D) <∞, d. h. 0 < |uD|H1(D) <∞,
und
‖uΩ‖2L2(Ω) = EP exp(−2|ξ|+ ξ2/2) =
∞∫
−∞
e−2|y|√
2pi
dy <∞.
Wird für die Testfunktion v die Zufallsgröße vΩ(ω) := exp(ξ(ω)− |ξ(ω)| + ξ(ω)2/4) defi-
niert, dann gilt
‖vΩ‖2L2(Ω,exp(−2ξ)dP) = EP
(
exp(2ξ − 2|ξ|+ ξ2/2) exp(−2ξ)
)
=
∞∫
−∞
e−2|y|√
2pi
dy <∞.
Setzt man also
u := uDuΩ und v := uDvΩ,
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dann ergibt sich
u ∈ U˚1 und v ∈ U˚1µ2
und man erhält für die Bilinearform a für dieses Paar (u, v)
a(u, v) = EP
∫
D
exp(sgn(x− 0.5) ξ)uΩ(ξ)vΩ(ξ)|u′D(x)|2 dx

= EP exp(−ξ + ξ − 2|ξ|+ ξ2/2)
0.5∫
0
|u′D(x)|2 dx
+ EP exp(2ξ − 2|ξ|+ ξ2/2)
1∫
0.5
|u′D(x)|2 dx.
Alle auftretenden Größen sind endlich bis auf den Erwartungswert
EP exp(2ξ − 2|ξ|+ ξ2/2) =
∞∫
−∞
e2(y−|y|)√
2pi
dy =∞.
Damit ist die Bilinearform a für dieses Paar (u, v) zwar definiert aber nicht endlich.
Wählt man nun analog zu oben jedoch
u := uDuΩ sin(ξ) und v := uDvΩ,
dann ergibt sich ebenso
u ∈ U˚1 und v ∈ U˚1µ2
und für die Bilinearform a, ausgewertet im Paar (u, v), folgt
a(u, v) = EP
∫
D
exp(sgn(x− 0.5) ξ)uΩ(ξ)vΩ(ξ) sin(ξ)|u′D(x)|2 dx

= EP
(
exp(−ξ + ξ − 2|ξ|+ ξ2/2) sin(ξ)
) 0.5∫
0
|u′D(x)|2 dx
+ EP
(
exp(2ξ − 2|ξ|+ ξ2/2) sin(ξ)
) 1∫
0.5
|u′D(x)|2 dx.
Wieder sind alle auftretenden Ausdrücke endlich bis auf den Erwartungswert
EP
(
exp(2ξ − 2|ξ|+ ξ2/2) sin(ξ)
)
=
∞∫
−∞
e2(y−|y|) sin(y)√
2pi
dy.
Dieser ist nicht definiert und somit ist auch a(u, v) nicht definiert.
Eine andere mögliche Herangehensweise zur Formulierung der stochastischen Variations-
aufgabe ist die folgende. Dividiert man die realisierungsweise Variationsformulierung (4.8)
durch die reellwertige Zufallsgröße µ, dann kann der daraus resultierende zufällige Ko-
effizient κ
µ
von unten durch eine Konstante, in diesem Fall c, von Null getrennt werden.
4.2. STATIONÄRE DIFFUSIONSGLEICHUNGEN MIT ZUFÄLLIGEN KOEFFIZIENTEN 103
Des Weiteren wird die Gleichung auch noch zusätzlich mit der reellwertigen Zufallsgrö-
ße ϑ multipliziert. Die sich daraus ergebende stochastische Variationsformulierung mit
identischen Lösungs- und Testfunktionenräumen lautet dann für ϑ
µ
f ∈ U−11
ϑ
:
Gesucht ist uˆ ∈ U˚1ϑ, sodass
aϑ
µ
(uˆ, v) =
〈
ϑ
µ
f, v
〉
U−11
ϑ
,U˚1
ϑ
für alle v ∈ U˚1ϑ (4.19)
erfüllt ist, wobei die Bilinearform aϑ
µ
durch
aϑ
µ
(u, v) := EP
ϑ
µ
∫
D
κ∇u · ∇v dx
 = ∫
Ω
ϑ(ω)
µ(ω)b(u(ω), v(ω);ω) dP(ω)
und die Dualitätsbeziehung zwischen ϑ
µ
f ∈ U−11
ϑ
and v ∈ U˚1ϑ durch
〈
ϑ
µ
f, v
〉
U−11
ϑ
,U˚1
ϑ
:= EP
(
ϑ
µ
〈f, v〉H−1,H˚1
)
=
∫
Ω
ϑ(ω)
µ(ω)〈f(ω), v(ω)〉H−1,H˚1 dP(ω)
gegeben sind.
Trotz der Andersartigkeit der Variationsformulierung (4.19) gegenüber der Formulie-
rung (4.18) lässt sich zeigen, dass beide Variationsaufgaben äquivalent sind. Um dies
zu verifizieren, wird der Raum
G :=
{
w = ϑ
µ
v : v ∈ U˚1ϑ
}
mit der Norm ‖ · ‖U1
µ2
ϑ
eingeführt, da für alle Elemente w = ϑ
µ
v ∈ G die Beziehung
‖w‖U1
µ2
ϑ
= ‖v‖U1
ϑ
<∞ gilt. Es folgt G = U˚1µ2
ϑ
und weiterhin gilt ϑ
µ
f ∈ U−11
ϑ
genau dann,
wenn f ∈ U−1ϑ
µ2
ist. Damit ist für f ∈ U−1ϑ
µ2
die Aufgabenstellung:
Gesucht ist uˆ ∈ U˚1ϑ, sodass aϑ
µ
(uˆ, v) =
〈
ϑ
µ
f, v
〉
U−11
ϑ
,U˚1
ϑ
für alle v ∈ U˚1ϑ erfüllt ist,
äquivalent zu:
Gesucht ist uˆ ∈ U˚1ϑ, sodass a(uˆ, w) = 〈f, w〉 für alle w ∈ G = U˚1µ2
ϑ
erfüllt ist.
Die Problematik der unterschiedlichen Lösungs- und Testfunktionenräume in der schwa-
chen Formulierung (4.18) tritt also in der schwachen Formulierung (4.19) durch die ge-
wichtete Bilinearform aϑ
µ
auf. Wie die Bilinearform a ist auch die Bilinearform aϑ
µ
nicht
auf dem gesamten kartesischen Produkt U˚1ϑ × U˚1ϑ definiert und endlich. Da die beiden
Variationsformulierungen äquivalent sind, wird im Weiteren nur Problem 4.9 betrachtet
und dessen Lösung uˆ als die schwache Lösung bezeichnet.
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Eine dritte Variante eine stochastische Variationsaufgabe zu formulieren, ist die stochas-
tische Variationsgleichung auf dem Energieraum
Vaϑ
µ
:= {u : Ω→ H˚1(D) messbar : aϑ
µ
(u, u) <∞}
zu betrachten wie zum Beispiel bei Babuška [5], Gittelson [51] oder in [78]. Damit die
Bilinearform aϑ
µ
aber ein Skalarprodukt auf diesem Raum definieren kann, muss aϑ
µ
sym-
metrisch sein. Im Falle des hier betrachteten Modellproblems ist das zwar der Fall, doch
soll im nächsten Abschnitt eine Lösungstheorie entwickelt werden, die auch als Grundlage
für allgemeinere zufällige (partielle) Differentialgleichungen dienen kann und damit oh-
ne die Symmetrieeigenschaft der entsprechenden Bilinearform auskommen soll. Deswegen
wird diese Formulierung an dieser Stelle nur erwähnt, aber nicht näher auf sie eingegangen.
4.2.2 Existenz und Eindeutigkeit der schwachen Lösung
In diesem Abschnitt wird die Existenz einer eindeutigen Lösung der stochastischen Variati-
onsformulierung in Problem 4.9 auf zwei verschiedenen Wegen, basierend auf den Arbeiten
von Galvis und Sarkis [42] und Gittelson [51], gezeigt. Beide Ansätze haben dabei zwar
sowohl ihre Vor- als auch Nachteile, doch gemeinsam bilden sie eine komfortable Aus-
gangssituation, um schwache Lösungen, deren Eigenschaften (siehe Abschnitt 4.2.3) und
Approximierbarkeit durch eine Folge entsprechender stochastischer Galerkin-Lösungen
(siehe Abschnitt 4.2.4) zu untersuchen. Zunächst jedoch wird eine Verallgemeinerung des
Lemmas von Lax-Milgram bewiesen, bei der die zugrunde liegende Bilinearform nicht auf
dem gesamten kartesischen Produkt definiert ist.
Satz 4.12 Seien X1, X2, Y1, Y2 Hilberträume, wobei X2 ⊂ X1 und Y2 ⊂ Y1 dicht und
stetig eingebettet sind. Sei des Weiteren eine Bilinearform a : X1×Y1 ) Da → R gegeben,
sodass
(i) die Bilinearform a eingeschränkt auf X1 × Y2, d. h. a∣∣∣X1×Y2 : X1 × Y2 → R, und
die Bilinearform a eingeschränkt auf X2 × Y1, d. h. a∣∣∣X2×Y1 : X2 × Y1 → R, stetig
sind,
(ii) die inf-sup-Bedingung
inf
u∈X1\{0}
sup
v∈Y1\{0}
{ |a(u, v)|
‖u‖X1‖v‖Y1
: |a(u, v)| <∞
}
≥ c > 0
für eine Konstante c > 0 gilt und
(iii) für jedes v ∈ Y1 \ {0} ein u ∈ X2 existiert mit a(u, v) > 0.
Dann existiert für jedes f ∈ Y ∗1 ein eindeutiges u ∈ X1, welches
a(u, v) = 〈f, v〉 für alle v ∈ Y1
erfüllt.
Beweis.
Der Operator Ta : X1 → Y ∗2 , u 7→ a(u, ·), ist linear und stetig wegen Bedingung (i).
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Schränkt man diesen Operator auf das Urbild von Y ∗1 ⊂ Y ∗2 ein, so ist der eingeschränkte
Operator Tˆa : X1 ) D(Tˆa) → Y ∗1 dicht definiert, da X2 ⊂ D(Tˆa) ⊂ X1 dicht eingebettet
ist. Der Operator Tˆa ist linear, injektiv aufgrund
‖Tˆa(u)‖Y ∗1 = sup
v∈Y1\{0}
|〈Tˆa(u), v〉|
‖v‖Y1
= sup
v∈Y1\{0}
|a(u, v)|
‖v‖Y1
≥ c‖u‖X1 ,
und abgeschlossen, weil aus der Stetigkeit von Ta für jede Folge (un)n∈N ⊂ D(Tˆa) mit
un → u in X1 so, dass Tˆa(un) → f in Y ∗1 gilt, folgt, dass u ∈ D(Tˆa) und Tˆa(u) = f
ist. Nun wird gezeigt, dass das Bild von Tˆa, bezeichnet mit R(Tˆa), abgeschlossen ist.
Angenommen (Tˆaun)n∈N ist eine konvergente Folge in R(Tˆa) mit Grenzwert f ∈ Y ∗1 , dann
führt die inf-sup-Bedingung (ii) zu
c‖un − um‖X1 ≤ sup
v∈Y1\{0}
|a(un − um, v)|
‖v‖Y1
= sup
v∈Y1\{0}
|〈Tˆa(un − um), v〉|
‖v‖Y1
= ‖Tˆa(un − um)‖Y ∗1 → 0, n,m→∞.
Damit ist (un)n∈N eine Cauchy-Folge in X1 und besitzt einen Grenzwert u ∈ X1. Da
der Operator Tˆa ein abgeschlossener Operator ist, folgt Tˆa(u) = f und das Bild von Tˆa,
R(Tˆa), ist abgeschlossen. Basierend auf Banachs Satz vom abgeschlossenen Bild (vgl. z. B.
Yosida [115, S. 205]) lässt sich schlussfolgern, dass
R(Tˆa) = N (Tˆ ∗a )⊥,
wobei Tˆ ∗a : Y1 ) D(Tˆ ∗a ) → X∗1 den adjungierten Operator zu Tˆa bezeichnet. Der Kern
N (Tˆ ∗a ) von Tˆ ∗a ist dabei durch
N (Tˆ ∗a ) = {v ∈ D(Tˆ ∗a ) ( Y1 : 〈u, Tˆ ∗a (v)〉 = 0 ∀u ∈ X1}
definiert. Bedingung (iii) besagt nun, dass für jedes v ∈ D(Tˆ ∗a ) ( Y1, v 6= 0, ein u ∈ D(Tˆa)
existiert, sodass
〈u, Tˆ ∗a (v)〉 = 〈Tˆa(u), v〉 = a(u, v) > 0
gilt. Deshalb umfasst der Kern von Tˆ ∗a nur das Nullelement, d. h. N (Tˆ ∗a ) = {0}, und dar-
aufhin folgt nun wiederum R(Tˆa) = Y ∗1 , was die Behauptung liefert.
Mit Hilfe dieses Satzes kann nun im folgenden Korollar 4.13 bewiesen werden, dass die
stochastische Variationsformulierung in Problem 4.9 für jedes f ∈ U−1ϑ
µ2
eine eindeutige
Lösung besitzt.
Korollar 4.13 Für jedes f ∈ U−1ϑ
µ2
existiert ein eindeutiges uˆ ∈ U˚1ϑ, welches die sto-
chastische Variationsformulierung in Problem 4.9 löst. Weiterhin gilt für die Lösung die
Abschätzung
‖uˆ‖U1
ϑ
≤ C‖f‖U−1
ϑ
µ2
.
Beweis.
Diese Aussage wird gezeigt, indem Satz 4.12 auf die Hilberträume
X1 = U˚1ϑ, X2 = U˚1κ2maxϑ
µ2
, Y1 = U˚1µ2
ϑ
und Y2 = U˚1κ2max
ϑ
106 KAPITEL 4. ZUFÄLLIGE GLEICHUNGEN
und die Bilinearform a : U˚1ϑ × U˚1µ2
ϑ
) Da → R, definiert wie in Gleichung (4.12), ange-
wendet wird. Den Beweis von Theorem 3.1 im Artikel [42] von Galvis und Sarkis verall-
gemeinernd, werden nun alle Bedingungen des Satzes 4.12 nachgewiesen.
Da c2µ2 ≤ κ2max ist, sind der Hilbertraum U˚1κ2maxϑ
κ2
min
in den Hilbertraum U˚1ϑ und der Hilbert-
raum U˚1
κ2max
ϑ
in den Hilbertraum U˚1µ2
ϑ
dicht und stetig eingebettet.
Zu Bedingung (i): Die eingeschränkten Bilinearformen
a∣∣∣U˚1
ϑ
×U˚1
κ2max
ϑ
: U˚1ϑ × U˚1κ2max
ϑ
→ R und a∣∣∣U˚1
κ2maxϑ
µ2
×U˚1
µ2
ϑ
: U˚1κ2maxϑ
µ2
× U˚1µ2
ϑ
→ R
sind stetig aufgrund von∣∣∣∣∣a∣∣∣U˚1
ϑ
×U˚1
κ2max
ϑ
(u, v)
∣∣∣∣∣ ≤ EP
(
κmax√
ϑ
√
ϑ|u|H1(D)|v|H1(D)
)
≤ ‖u‖U1
ϑ
‖v‖U1
κ2max
ϑ
und ∣∣∣∣∣a∣∣∣U˚1
κ2maxϑ
µ2
×U˚1
µ2
ϑ
(u, v)
∣∣∣∣∣ ≤ EP
(
κmax
√
ϑ
µ
µ√
ϑ
|u|H1(D)|v|H1(D)
)
≤ ‖u‖U1
κ2maxϑ
µ2
‖v‖U1
µ2
ϑ
.
Zu Bedingung (ii): Für jede Zufallsvariable u ∈ U˚1ϑ lässt sich eine Zufallsvariable vR
mit Werten in H˚1(D) durch
vR :=

uϑ
µ
, κmax
µ
≤ R,
0, sonst
definieren und mit BR sei die Menge
BR :=
{
ω ∈ Ω : κmax(ω)
µ(ω) ≤ R
}
bezeichnet. Dann gilt vR ∈ U˚1µ2
ϑ
aufgrund von
|vR|2U1
µ2
ϑ
=
∫
BR
|u(ω)|2H1(D)ϑ(ω) dP(ω) ≤ |u|2U1
ϑ
<∞.
Weiterhin erhält man
|a(u, vR)| =
∫
BR
∫
D
κ(ω)ϑ(ω)
µ(ω) |∇u(ω)|
2 dx dP(ω) ≤ R|u|2U1
ϑ
<∞
und wegen Annahme (4.14) an den Koeffizienten κ folgt
|a(u, vR)| =
∫
BR
∫
D
κ(ω)ϑ(ω)
µ(ω) |∇u(ω)|
2 dx dP(ω) ≥ c
∫
BR
|u(ω)|2H1(D)ϑ(ω) dP(ω).
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Da P (Ω \ ⋃R>0BR) = 0 ist, existiert für jedes δ > 0 eine Zahl R > 0, sodass∫
BR
|u(ω)|2H1(D)ϑ(ω) dP(ω) ≥ (1− δ)|u|2U1
ϑ
gilt, und womit
sup
v∈U˚1
µ2
ϑ
\{0}
|a(u, v)|
|v|U1
µ2
ϑ
≥ |a(u, vR)||vR|U1
µ2
ϑ
≥
c(1− δ)|u|2U1
ϑ
|u|U1
ϑ
= c(1− δ)|u|U1
ϑ
folgt. Da δ > 0 beliebig gewählt werden kann, ist die inf-sup-Bedingung mit der Konstan-
ten c > 0 erfüllt.
Zu Bedingung (iii): Für v ∈ U˚1µ2
ϑ
\ {0} wird die Zufallsvariable uR mit Werten in
H˚1(D) durch
uR :=

vµ
ϑ
, κmax
µ
≤ R,
0, sonst,
und die Menge BR wie oben
definiert. Dann ist uR ∈ U˚1κ2maxϑ
µ2
aufgrund von
|uR|2U1
κ2maxϑ
µ2
=
∫
BR
|v(ω)|2H1(D)
κ2max(ω)
ϑ(ω) dP(ω)
≤ R2
∫
BR
|v(ω)|2H1(D)
µ2(ω)
ϑ(ω) dP(ω) ≤ R
2|v|2U1
µ2
ϑ
<∞
und mit der gleichen Argumentation wie oben gilt für genügend großes R > 0
a(uR, v) =
∫
BR
∫
D
κ(ω)µ(ω)
ϑ(ω) |∇v(ω)|
2 dx dP(ω)
≥ c
∫
BR
|v(ω)|2H1(D)
µ2(ω)
ϑ(ω) dP(ω) ≥ c(1− δ)|v|
2
U1
µ2
ϑ
> 0
für ein 0 < δ < 1.
Die Abschätzung ‖uˆ‖U1
ϑ
≤ C‖f‖U−1
ϑ
µ2
folgt unmittelbar aus der inf-sup-Bedingung.
Ist man also an einer eindeutigen Lösung uˆ ∈ U˚ϑ des Problems 4.9 interessiert, dann ist
dies gewährleistet, wenn die rechte Seite f zum Raum U−1ϑ
µ2
gehört. Für den Spezialfall
ϑ ≡ 1 bedeutet dies, dass man eine eindeutige Lösung uˆ ∈ U˚1 erhält für alle rechten
Seiten f ∈ U−11
µ2
. Wird in diesem Falle zusätzlich angenommen, dass µ und f unabhängig
sind, so gilt
f ∈ U−11
µ2
, wenn µ−1 ∈ L2(Ω,A,P) und f ∈ U−1.
Dieser Fakt folgt sofort aus
‖f‖2
U−11
µ2
= EP
(
1
µ2
‖f‖2H−1(D)
)
= ‖µ−1‖2L2(Ω)‖f‖2U−1 <∞.
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Bemerkung 4.14 Offensichtlich ist Korollar 4.13 auch für das Modellproblem mit an-
deren Randbedingungen erfüllt, solange die Halbnorm des H1(D) eine Norm in den zuge-
hörigen Funktionenräumen auf D ist.
Eine alternative Methode Existenz und Eindeutigkeit der schwachen Lösung zu beweisen,
gibt Gittelson in seinem Artikel [51]. Darin zeigt er im Falle eines lognormalen Zufallsfeldes
als Koeffizienten, dass die eindeutige realisierungsweise Lösung u˜ auch die stochastische
Variationsaufgabe in Problem 4.9 löst, wenn sie in dem Lösungsraum enthalten ist. Im
Folgenden wird dieses Ergebnis für Koeffizienten κ, die der Annahme 4.3 genügen, verall-
gemeinert.
Satz 4.15 Für f ∈ U−1ϑ
µ2
liegt die eindeutige pfadweise Lösung u˜ der realisierungsweisen
Variationsformulierung in Problem 4.5 in U˚1ϑ und löst ebenso die stochastische Variati-
onsformulierung in Problem 4.9. Des Weiteren ist jede Lösung uˆ ∈ U˚1ϑ der stochastischen
Variationsaufgabe σ(f, κ)-messbar und es gilt
uˆ = u˜ in U˚1ϑ.
Beweis.
Da f ∈ U−1ϑ
µ2
ist, ergibt sich unter Zuhilfenahme der Abschätzung (4.17)
‖u˜‖2U1
ϑ
= EP
(
‖u˜‖2H1(D)ϑ
)
≤ C
2
c2
EP
(
ϑ
µ2
‖f‖H−1(D)
)
= C
2
c2
‖f‖2
U−1
ϑ
µ2
<∞
und da u˜ Problem 4.5 löst, existiert eine Nullmenge N ∈ A so, dass
b(u˜(ω), v;ω) = 〈f(ω), v〉H−1,H˚1 für alle v ∈ H˚1(D) und ω ∈ Ω \N
erfüllt ist. Dies wiederum impliziert, dass für alle v ∈ U˚1µ2
ϑ
die Gleichung
b(u˜(ω), v(ω);ω) = 〈f(ω), v(ω)〉H−1,H˚1
fast sicher gilt. Bildet man nun den Erwartungswert auf beiden Seiten, erhält man
a(u˜, v) = 〈f, v〉 für alle v ∈ U˚1µ2
ϑ
und somit löst u˜ das Problem 4.9.
Angenommen die Zufallsvariable uˆ ∈ U˚1ϑ erfüllt ebenso
a(uˆ, v) = 〈f, v〉 für alle v ∈ U˚1µ2
ϑ
.
Dann wird für w ∈ H˚1(D) die Zufallsvariable [vw,A(ω)](x) = w(x)1A(ω)
√
ϑ(ω)
µ(ω) mit A ∈ A
definiert und es folgt vw,A ∈ U˚1µ2
ϑ
. Damit erhält man für w ∈ H˚1(D)
EP
(
1A
√
ϑ
µ
b(uˆ(·), w; ·)
)
= a(uˆ, vw,A) = 〈f, vw,A〉 = EP
(
1A
√
ϑ
µ
〈f(·), w〉H−1,H˚1
)
4.2. STATIONÄRE DIFFUSIONSGLEICHUNGEN MIT ZUFÄLLIGEN KOEFFIZIENTEN 109
für alle A ∈ A, womit für jedes w ∈ H˚1(D)
b(uˆ(ω), w;ω) = 〈f(ω), w〉H−1,H˚1 f. s.
gilt. Folglich erfüllt die Zufallsvariable uˆ mit Werten in H˚1(D) die realisierungsweise
Variationsformulierung (4.9), die äquivalent ist zur Formulierung (4.8). Da jedoch die
Lösung dieses Problems eindeutig und σ(f, κ)-messbar ist (siehe Lemma 4.7), gilt für
P-fast alle ω ∈ Ω
uˆ(ω) = u˜(ω) in H˚1(D)
und die Zufallsvariable uˆ ∈ H˚1(D) ist ebenso messbar bezüglich der σ-Algebra σ(f, κ).
Das heißt, existiert eine schwache Lösung, dann existiert auch die Lösung der realisie-
rungsweisen Variationsformulierung und sie stimmen fast überall und fast sicher überein.
Existiert die realisierungsweise Lösung für eine Zufallsvariable f mit Werten in H−1(D),
so existiert eine schwache Lösung in U˚1ϑ zu gegebener unterer Schranke µ allerdings nur
dann, wenn die Zufallsgröße ϑ derart gewählt worden ist, dass f im Raum U−1ϑ
µ2
enthalten
ist.
4.2.3 Eigenschaften der schwachen Lösung
Die Eingangsdaten eines zufälligen Randwertproblems können üblicherweise mit Hilfe
höchstens abzählbar vieler so genannter Basiszufallsvariablen parametrisiert werden, d. h.
als Funktion dieser reellwertigen Zufallsgrößen dargestellt werden, und Gleiches lässt sich
daraufhin auch für die schwache Lösung schlussfolgern, falls sie existiert. In diesem Ab-
schnitt werden nun die Glattheitseigenschaften der schwachen Lösung als Funktion dieser
Basiszufallsvariablen untersucht. Diese Eigenschaften hängen dabei offenkundig von der
Art der Parametrisierung, d. h. von der Wahl der Basiszufallsvariablen ab, die natürlich
nicht eindeutig ist, und spielen für die Konvergenzgeschwindigkeit der entsprechenden
Folge der stochastischen Galerkin-Lösungen (siehe Abschnitt 4.2.4) eine Rolle.
Im Folgenden wird also angenommen, dass sämtliche zufälligen Eingangsgrößen mit Hilfe
reellwertiger Zufallsgrößen, die nicht notwendigerweise unabhängig sein müssen, parame-
trisiert werden können.
Definition 4.16 Reellwertige Zufallsgrößen (ζi)i∈Iζ auf (Ω,A,P) heißen Basiszufallsva-
riablen zu dem zufälligen Randwertproblem (4.5), wenn für ζ := (ζi)i∈Iζ ∈ R|Iζ | messbare
Funktionen κζ : R|Iζ | → L∞(D) und fζ : R|Iζ | → H−1(D) existieren, sodass
‖κ− κζ(ζ)‖L∞ = 0 und ‖f − fζ(ζ)‖H−1(D) = 0 f. s.
erfüllt sind. Die Indexmenge Iζ ist dabei entweder endlich, d. h. Iζ = {1, . . . ,M}, M ∈ N,
oder gleich der Menge der natürlichen Zahlen, d. h. Iζ = N.
Seien im Folgenden die Basiszufallsvariablen ξ := (ξi)i∈Iξ ∈ R|Iξ| gegeben. Eine solche Pa-
rametrisierung kann man zum Beispiel mit Hilfe der Karhunen-Loève Entwicklung (siehe
z. B. in Loève [71]) oder mittels anderer Reihendarstellungen (wie z. B. in Gittelson [52])
erhalten. Die Basiszufallsvariablen selbst sind jedoch nicht eindeutig festgelegt (siehe dazu
Beispiel 4.17). Gibt es beispielsweise für eine Folge reellwertiger Zufallsgrößen η := (ηi)i∈Iη ,
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Iη ⊆ N, eine messbare Abbildung T : R|Iη | → R|Iξ| mit ξ = T (η), d. h. ξi = Ti(η) für
i ∈ Iξ, dann ist η ebenfalls eine Folge von Basiszufallszufallsvariablen, da sich durch die
Abbildungen κη : R|Iη | → L∞(D) und fη : R|Iη | → H−1(D) mit
κη(y) := κξ(T (y)) und fη(y) := fξ(T (y)), y ∈ R|Iη |,
messbare Funktionen definieren lassen, für die
‖κ− κη(η)‖L∞(D) = ‖κ− κξ(T (η))‖L∞(D) = ‖κ− κξ(ξ)‖L∞(D) = 0 f. s.
und
‖f − fη(η)‖H−1(D) = ‖f − fξ(T (η))‖H−1(D) = ‖f − fξ(ξ)‖H−1(D) = 0 f. s.
gelten.
Beispiel 4.17
(a) Ist der Koeffizient κ durch κ(x, ω) = exp
( ∞∑
i=1
|ηi(ω)|ψi(x)
)
mit reellwertigen Zufalls-
größen ηi und geeigneten deterministischen Funktionen ψi ∈ L∞(D), i ∈ N, gegeben
und der Quellterm f eine deterministische Funktion, so können zum Beispiel als Ba-
siszufallsvariablen
ξ := (|ηi|)i∈N oder η := (ηi)i∈N
gewählt werden.
(b) Im Falle von unabhängigen Basiszufallsvariablen ξi, i ∈ N, kann die Anzahl der Ba-
siszufallsvariablen immer auf eins reduziert werden analog zu Bemerkung 3.30 unter
Verwendung von Satz 2.11 (i) und (ii).
Da die σ-Algebra σ(f, κ) gröber ist als die σ-Algebra σ(ξ), d. h. σ(f, κ) ⊆ σ(ξ), und
die schwache Lösung uˆ nach Lemma 4.7 messbar ist bezüglich der σ-Algebra σ(f, κ), so
ist uˆ auch messbar bezüglich der σ-Algebra σ(ξ). Mit dem Doob-Dynkin Lemma (z. B. zu
finden bei Kallenberg [65]) folgt damit, dass eine messbare Funktion uˆξ : R|Iξ| → H˚1(D)
existiert mit
‖uˆ− uˆξ(ξ)‖H1(D) = 0 f. s.
Das bedeutet
[uˆ(ω)](x) = [uˆξ(ξ(ω))](x) f. ü. und f. s.
Welche Eigenschaften die Funktion uˆξ : R|Iξ| → H˚1(D) nun besitzt, wird im Weiteren
thematisiert. Analog zu der realisierungsweisen Variationsaufgabe in Problem 4.5 löst
uˆξ(ξ) damit auch die äquivalente parametrisierte Variationsgleichung fast sicher. Diese
lautet
bξ(uˆξ(ξ(ω)), v; ξ(ω)) = 〈fξ(ξ(ω)), v〉H−1,H˚1 für alle v ∈ H˚1(D),
wobei für y ∈ R|Iξ| die parametrisierte Bilinearform bξ(·, ·; y) : H1(D) × H1(D) → R
durch
bξ(u, v; y) :=
∫
D
κξ(y)∇u · ∇v dx
definiert ist. Zusätzlich wird die Menge
Γκξ := {y ∈ R|Iξ| : ∃ c > 0 mit κξ(y) ≥ c f. ü. auf D} (4.20)
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eingeführt. Da uˆ = uˆξ(ξ) fast sicher gilt, kann o. B. d.A. die Funktion uˆξ so gewählt
werden, dass für alle y ∈ Γκξ die Gleichung
bξ(uˆξ(y), v; y) = 〈fξ(y), v〉H−1,H˚1 für alle v ∈ H˚1(D)
erfüllt ist.
Die interessierenden Eigenschaften wie Stetigkeit und Differenzierbarkeit von uˆξ werden
nun mit Hilfe des Satzes über implizite Funktionen untersucht. Dafür sei die Funktion
F : R|Iξ| × H˚1(D)→ H−1(D), (y, u) 7→ bξ(u, ·; y)− fξ(y) (4.21)
auf den Mengen R|Iξ|, H˚1(D) und H−1(D) definiert.
Die Sobolev-Räume H˚1(D) und H−1(D) sind Hilberträume und im Falle einer endlichen
Anzahl von Basiszufallsvariablen, d. h. |Iξ| <∞, trifft dies auch auf R|Iξ| mit der üblichen
euklidischen Norm zu. Werden jedoch abzählbar viele Basiszufallsvariablen, d. h. Iξ = N,
zur Darstellung der Eingangsdaten benötigt, dann handelt es sich beiR|Iξ| = RN um einen
Fréchetraum. Das heißt, die Topologie dieses Raumes wird durch die abzählbare Familie
von Halbnormen (‖ · ‖n)n∈N mit ‖y‖n := (∑ni=1 y2i )1/2 , n ∈ N, für y ∈ RN erzeugt, mittels
derer eine translationsinvariante Metrik d definiert werden kann. Damit ist R|Iξ| in jedem
Fall ein vollständiger, metrischer Vektorraum.
Die formale Ableitung von F im ersten Argument für (y, u) ∈ R|Iξ|× H˚1(D) ist dann mit
D1F (y, u) : R|Iξ| → H−1(D) und
[D1F (y, u)](hy) =
∫
D
[Dκξ(y)](hy)∇u · ∇· dx− [Dfξ(y)](hy), hy ∈ R|Iξ|, (4.22)
gegeben, wobei die Abbildungen Dκξ(y) : R|Iξ| → L∞(D) und Dfξ(y) : R|Iξ| → H−1(D)
die Ableitungen von κξ und fξ bezeichnen. Die formale Ableitung von F im zweiten
Argument für (y, u) ∈ R|Iξ| × H˚1(D) ist dann D2F (y, u) : H˚1(D)→ H−1(D) mit
[D2F (y, u)](hu) =
∫
D
κξ(y)∇hu · ∇· dx, hu ∈ H˚1(D). (4.23)
Für die Definition der im Folgenden auftretenden Begriffe wie Fréchet- und Gâteaux-
Differenzierbarkeit oder Homöomorphismus sei auf die Literatur verwiesen (z. B. Iof-
fe [63]).
Proposition 4.18 Seien zu den Basiszufallsvariablen ξ := (ξi)i∈Iξ die messbaren Funk-
tionen κξ : R|Iξ| → L∞(D) und fξ : R|Iξ| → H−1(D) gegeben. Bezeichne weiterhin
F : R|Iξ| × H˚1(D) → H−1(D) die Funktion wie in Formel (4.21) und sei die Menge
Γκξ wie in (4.20) definiert.
1. Sind κξ und fξ stetige Funktionen, dann ist auch die Funktion F stetig.
2. (i) Sei |Iξ| <∞. Sind κξ und fξ stetig Fréchet-differenzierbar, dann ist die Funk-
tion F im ersten Argument ebenfalls stetig Fréchet-differenzierbar und die par-
tielle Ableitung in (y, u) ∈ R|Iξ| × H˚1(D) ist mit D1F (y, u) in (4.22) gegeben.
(ii) Sei Iξ = N. Sind κξ und fξ Gâteaux-differenzierbar und die beiden Abbildungen
(y, hy) 7→ [Dκξ(y)](hy) von R|Iξ| ×R|Iξ| → L∞(D) und (y, hy) 7→ [Dfξ(y)](hy)
von R|Iξ|×R|Iξ| → H−1(D) stetig, dann ist die Funktion F im ersten Argument
112 KAPITEL 4. ZUFÄLLIGE GLEICHUNGEN
ebenfalls Gâteaux-differenzierbar mit der Ableitung D1F (y, u) in (4.22) und die
Abbildung (y, u, hy) 7→ [D1F (y, u)](hy) von R|Iξ| × H˚1(D) × R|Iξ| → H−1(D)
ist stetig.
3. Ist κξ stetig, so ist die Funktion F im zweiten Argument stetig Fréchet-differenzier-
bar. Die partielle Ableitung ist mit D2F (y, u) in (4.23) für (y, u) ∈ R|Iξ| × H˚1(D)
gegeben. Gilt F (y0, u0) = 0 für einen Punkt (y0, u0) ∈ Γκξ × H˚1(D), dann ist
D2F (y0, u0) : H˚1(D)→ H−1(D) ein linearer Homöomorphismus.
Beweis.
Zu 1.: Die Stetigkeit der Funktion F : R|Iξ| × H˚1(D) → H−1(D) in einem beliebigen
Punkt (y0, u0) ∈ R|Iξ| × H˚1(D) folgt mit Hilfe der Abschätzung
‖F (y0, u0)− F (y, u)‖H−1(D)
= sup
v∈H˚1(D)
‖v‖H1(D)=1
|
∫
D
κξ(y0)∇u0 · ∇v dx− 〈fξ(y0), v〉H−1,H˚1
−
∫
D
κξ(y)∇u · ∇v dx+ 〈fξ(y), v〉H−1,H˚1|
= sup
v∈H˚1(D)
‖v‖H1(D)=1
|
∫
D
κξ(y0)∇(u0 − u) · ∇v dx+
∫
D
(κξ(y0)− κξ(y))∇u · ∇v dx
− 〈fξ(y0)− fξ(y), v〉H−1,H˚1|
≤ ‖κξ(y0)‖L∞(D)‖u0 − u‖H1(D) + ‖κξ(y0)− κξ(y)‖L∞(D)‖u‖H1(D)
+ ‖fξ(y0)− fξ(y)‖H−1(D)
unmittelbar aus der Stetigkeit von κξ und fξ auf R|Iξ|.
Zu 2.(i): Um nachzuweisen, dass die Funktion F : R|Iξ| × H˚1(D) → H−1(D) im ersten
Argument stetig Fréchet-differenzierbar ist mit Ableitung D1F (y, u) : R|Iξ| → H−1(D)
muss gezeigt werden, dass zum einen D1F (y, u) ∈ L(R|Iξ|, H−1(D)) mit
1
‖hy‖R|Iξ|
‖F (y + hy, u)− F (y, u)− [D1F (y, u)](hy)‖H−1(D) → 0, für ‖hy‖R|Iξ| → 0
gilt und zum anderen die Abbildung D1F : R|Iξ| × H˚1(D) → L(R|Iξ|, H−1(D)), definiert
durch (y, u) 7→ D1F (y, u), stetig ist. Es gilt
1
‖hy‖R|Iξ|
‖F (y + hy, u)− F (y, u)− [D1F (y, u)](hy)‖H−1(D)
= 1‖hy‖R|Iξ|
‖F (y + hy, u)− F (y, u)−
∫
D
[Dκξ(y)](hy)∇u · ∇· dx
+ [Dfξ(y)](hy)‖H−1(D)
= 1‖hy‖R|Iξ|
‖
∫
D
(
κξ(y + hy)− κξ(y)− [Dκξ(y)](hy)
)
∇u · ∇· dx
− (fξ(y + hy)− fξ(y)− [Dfξ(y)](hy))‖H−1(D)
≤ 1‖hy‖R|Iξ|
sup
v∈H˚1(D)
‖v‖H1(D)=1
|
∫
D
(
κξ(y + hy)− κξ(y)− [Dκξ(y)](hy)
)
∇u · ∇v dx|
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+ 1‖hy‖R|Iξ|
‖fξ(y + hy)− fξ(y)− [Dfξ(y)](hy)‖H−1(D)
≤ 1‖hy‖R|Iξ|
‖κξ(y + hy)− κξ(y)− [Dκξ(y)](hy)‖L∞(D)‖u‖H1(D)
+ 1‖hy‖R|Iξ|
‖fξ(y + hy)− fξ(y)− [Dfξ(y)](hy)‖H−1(D)
und da κξ und fξ auf R|Iξ| Fréchet-differenzierbar sind, d. h.
1
‖hy‖R|Iξ|
‖κξ(y + hy)− κξ(y)− [Dκξ(y)](hy)‖L∞(D) → 0, wenn ‖hy‖R|Iξ| → 0,
und
1
‖hy‖R|Iξ|
‖fξ(y + hy)− fξ(y)− [Dfξ(y)](hy)‖H−1(D) → 0, wenn ‖hy‖R|Iξ| → 0,
für alle y ∈ R|Iξ|, folgt
1
‖hy‖R|Iξ|
‖F (y + hy, u)− F (y, u)− [D1F (y, u)](hy)‖H−1(D) → 0 für ‖hy‖R|Iξ| → 0
und für alle (y, u) ∈ R|Iξ| × H˚1(D). Des Weiteren ist D1F (y, u) : R|Iξ| → H−1(D) linear
und die Stetigkeit ergibt sich aus der Beschränktheit
‖[D1F (y, u)](hy)‖H−1(D)
= sup
v∈H˚1(D)
‖v‖H1(D)=1
|
∫
D
[Dκξ(y)](hy)∇u · ∇v dx− 〈[Dfξ(y)](hy), v〉H−1,H˚1|
≤ ‖Dκξ(y)‖L(R|Iξ|,L∞(D))‖hy‖R|Iξ|‖u‖H1(D) + ‖Dfξ(y)‖L(R|Iξ|,H−1(D))‖hy‖R|Iξ| ,
da nach Voraussetzung Dκξ(y) ∈ L(R|Iξ|,L∞(D)) und Dfξ(y) ∈ L(R|Iξ|, H−1(D)) für
alle y ∈ R|Iξ| gilt. Die Stetigkeit von D1F : R|Iξ| × H˚1(D) → L(R|Iξ|, H−1(D)) lässt
sich mittels der Stetigkeit der beiden Abbildungen Dκξ : R|Iξ| → L(R|Iξ|,L∞(D)) und
Dfξ : R|Iξ| → L(R|Iξ|, H−1(D)) zeigen. Für einen beliebigen Punkt (y0, u0) ∈ R|Iξ|×H˚1(D)
gilt also
‖D1F (y0, u0)−D1F (y, u)‖L(R|Iξ|,H−1(D))
= sup
hy∈R|Iξ|
‖hy‖
R
|Iξ|=1
‖[D1F (y0, u0)](hy)− [D1F (y, u)](hy)‖H−1(D)
= sup
hy∈R|Iξ|
‖hy‖
R
|Iξ|=1
sup
v∈H˚1(D)
‖v‖H1(D)=1
|
∫
D
[Dκξ(y0)](hy)∇u0 · ∇v dx− 〈[Dfξ(y0)](hy), v〉H−1,H˚1
−
∫
D
[Dκξ(y)](hy)∇u · ∇v dx− 〈[Dfξ(y)](hy), v〉H−1,H˚1|
= sup
hy∈R|Iξ|
‖hy‖
R
|Iξ|=1
sup
v∈H˚1(D)
‖v‖H1(D)=1
|
∫
D
[Dκξ(y0)](hy)∇(u0 − u) · ∇v dx
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+
∫
D
[Dκξ(y0)−Dκξ(y)](hy)∇u · ∇v dx− 〈[Dfξ(y0)−Dfξ(y)](hy), v〉H−1,H˚1|
≤ ‖Dκξ(y0)‖L(R|Iξ|,L∞(D))‖u0 − u‖H1(D) + ‖Dκξ(y0)−Dκξ(y)‖L(R|Iξ|,L∞(D))‖u‖H1(D)
+ ‖Dfξ(y0)−Dfξ(y)‖L(R|Iξ|,H−1(D))
und für jedes ε > 0 gibt es ein δ > 0, sodass ‖D1F (y0, u0)−D1F (y, u)‖L(R|Iξ|,H−1(D)) < ε
wenn ‖y0 − y‖R|Iξ| + ‖u0 − u‖H1(D) < δ.
Zu 2.(ii): Die Gâteaux-Differenzierbarkeit von F im ersten Argument folgt analog zum
Beweis von Punkt 2 (i) aus der Gâteaux-Differenzierbarkeit von κξ und fξ auf R|Iξ|. Des
Weiteren ist (y, u, hy) 7→ [D1F (y, u)](hy) als Abbildung von R|Iξ| × H˚1(D) × R|Iξ| nach
H−1(D) stetig, da für einen beliebigen Punkt (y0, u0, hy0) ∈ R|Iξ| × H˚1(D) × R|Iξ| die
Abschätzung
‖[D1F (y0, u0)](hy0)− [D1F (y, u)](hy)‖H−1(D)
= sup
v∈H˚1(D)
‖v‖H1(D)=1
|
∫
D
[Dκξ(y0)](hy0)∇u0 · ∇v dx− 〈[Dfξ(y0)](hy0), v〉H−1,H˚1
−
∫
D
[Dκξ(y)](hy)∇u · ∇v dx− 〈[Dfξ(y)](hy), v〉H−1,H˚1|
≤ ‖[Dκξ(y0)](hy0)‖L∞(D)‖u0 − u‖H1(D)
+ ‖[Dκξ(y0)](hy0)− [Dκξ(y)](hy)‖L∞(D)‖u‖H1(D)
+ ‖[Dfξ(y0)](hy0)− [Dfξ(y)](hy)‖H−1(D)
gilt und die beiden Abbildungen (y, hy) 7→ [Dκξ(y)](hy) von R|Iξ| ×R|Iξ| → L∞(D) und
(y, hy) 7→ [Dfξ(y)](hy) von R|Iξ| ×R|Iξ| → H−1(D) stetig sind.
Zu 3.: Analog zu Punkt 2 (i) sind die Bedingungen der stetigen Fréchet-Differenzierbar-
keit von F : R|Iξ| × H˚1(D)→ H−1(D) im zweiten Argument mit Ableitung D2F (y, u) zu
zeigen. Es gilt
1
‖hu‖H1(D)‖F (y, u+ hu)− F (y, u)− [D2F (y, u)](hu)‖H
−1(D) =
1
‖hu‖H1(D) · 0 = 0.
Des Weiteren ist D2F (y, u) : H˚1(D) → H−1(D) für festes (y, u) ∈ R|Iξ| × H˚1(D) linear
und stetig aufgrund der Beschränktheit
‖[D2F (y, u)](hu)‖H−1(D) = sup
v∈H˚1(D)
‖v‖H1(D)=1
|
∫
D
κξ(y)∇hu · ∇v dx| ≤ ‖κξ(y)‖L∞(D)‖hu‖H1(D).
Die Stetigkeit von D2F : R|Iξ| × H˚1(D)→ L(H˚1(D), H−1(D)), (y, u) 7→ D2F (y, u), lässt
sich wiederum mittels der Stetigkeit von κξ : R|Iξ| → L∞(D) zeigen. Für ein beliebiges
Element (y0, u0) ∈ R|Iξ| × H˚1(D) und ε > 0 gibt es ein δ > 0, sodass
‖D2F (y0, u0)−D2F (y, u)‖L(H˚1(D),H−1(D))
= sup
hu∈H˚1(D)
‖hu‖H1(D)=1
‖
∫
D
κξ(y0)∇hu · ∇· dx−
∫
D
κξ(y)∇hu · ∇· dx‖H−1(D)
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≤ ‖κξ(y0)− κξ(y)‖L∞(D) < ε
für ‖y0 − y‖R|Iξ| + ‖u0 − u‖H1(D) < δ.
Es bleibt also zu zeigen, dass die Ableitung D2F (y0, u0) : H˚1(D) → H−1(D) ein li-
nearer Homöomorphismus für (y0, u0) ∈ Γκξ × H˚1(D) mit F (y0, u0) = 0 ist, d. h., dass
D2F (y0, u0) : H˚1(D) → H−1(D) linear, stetig und bijektiv ist und eine lineare, stetige
Inverse besitzt. Die Linearität und Stetigkeit von D2F (y0, u0) ist gerade gezeigt worden.
Für die übrigen Eigenschaften wird ausgenutzt, dass für y0 ∈ Γκξ eine Konstante c0 > 0
existiert mit κξ(y0) ≥ c0 > 0 f. ü. auf D. Weil die Gleichung
[D2F (y0, u0)](hu1 − hu2) = 0 in H−1(D)
äquivalent zu
[D2F (y0, u0)](hu1 − hu2) =
∫
D
κξ(y0)∇(hu1 − hu2) · ∇v dx = 0 für alle v ∈ H˚1(D)
ist, folgt für v := hu1 − hu2 mit einer Konstanten C > 0
0 =
∫
D
κξ(y0)|∇(hu1 − hu2)|2 dx ≥ C‖hu1 − hu2‖2H1(D).
Das heißt ‖hu1−hu2‖H1(D) = 0 und damit ist die Injektivität gezeigt. Um die Surjektivität
nachzuweisen, sei ein g ∈ H−1(D) gegeben. Für y0 sind die Bedingungen des Lax-Milgram
Lemmas erfüllt und die Gleichung
[D2F (y0, u0)](hu) = g in H−1(D),
d. h. ∫
D
κξ(y0)∇hu · ∇v dx = 〈g, v〉H−1,H˚1 für alle v ∈ H˚1(D),
besitzt deshalb eine eindeutige Lösung hu ∈ H˚1(D). Damit existiert die inverse Abbildung
(D2F (y0, u0))−1 : H−1(D)→ H˚1(D). Sie ist ebenfalls linear und die Stetigkeit folgt aus der
Beschränktheit wie folgt. Dazu seien g ∈ H−1(D) und (D2F (y0, u0))−1(g) = hu ∈ H˚1(D)
gegeben, d. h. [D2F (y0, u0)](hu) = g in H−1(D), dann folgt nach dem Lemma von Lax-
Milgram
C‖hu‖2H1(D) ≤
∫
D
κξ(y0)|∇hu|2 dx = 〈g, hu〉H−1,H˚1 ≤ ‖g‖H−1(D)‖hu‖H1(D)
und damit gilt
‖(D2F (y0, u0))−1(g)‖H−1(D) ≤ C−1‖g‖H−1(D).
Bemerkung 4.19 Aussagen über Ableitungen höherer Ordnung von F , d. h. höhere Dif-
ferenzierbarkeit von F , lassen sich analog zu Proposition 4.18 treffen.
Satz 4.20 Seien κξ : R|Iξ| → L∞(D) und fξ : R|Iξ| → H−1(D) stetig, dann ist die
Abbildung uξ : R|Iξ| → H˚1(D) stetig auf dem Inneren von Γκξ , d. h. auf int(Γκξ).
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Beweis.
Der Nachweis der Stetigkeit von uˆξ wird auf den Satz über implizite Funktionen zurückge-
führt (siehe Glöckner [53, Proposition 2.1]). Nach Proposition 4.18 Punkt 1 ist die Funk-
tion F : R|Iξ| × H˚1(D)→ H−1(D) stetig und nach Punkt 3 stetig Frechet-differenzierbar
im zweiten Argument. Des Weiteren gilt für alle y ∈ Γκξ , dass F (y, uˆξ(y)) = 0 und
D2F (y, uˆξ(y)) ein linearer Homöomorphismus ist. Damit existiert nach obigem Satz über
implizite Funktionen für (y0, uˆξ(y0)) mit y0 ∈ int(Γκξ) eine offene Menge U ⊂ R|Iξ| und
eine stetige Funktion u : R|Iξ| ⊇ U → H˚1(D) mit F (y, u(y)) = 0 für alle y ∈ U . Weil
jedoch die Abbildung uˆξ : R|Iξ| → H˚1(D) eindeutig durch F (y, uˆξ(y)) = 0 für y ∈ Γκξ
bestimmt ist, folgt
u(y) = uˆξ(y) in H˚1(D) für alle y ∈ U ∩ Γκξ .
Da (y0, uˆξ(y0)) mit y0 ∈ int(Γκξ) beliebig gewählt werden kann, folgt, dass uˆξ stetig ist
auf int(Γκξ).
Satz 4.21
(i) Sei |Iξ| < ∞. Sind κξ : R|Iξ| → L∞(D) und fξ : R|Iξ| → H−1(D) stetig Fréchet-
differenzierbar, dann ist die Abbildung uˆξ : R|Iξ| → H˚1(D) ebenfalls stetig Fréchet-
differenzierbar auf int(Γκξ).
(ii) Sei Iξ = N. Sind κξ : R|Iξ| → L∞(D) und fξ : R|Iξ| → H−1(D) zweimal Gâteaux-
differenzierbar und die Abbildungen zu den jeweiligen Ableitungen, wie in Proposi-
tion 4.18 Punkt 2 (ii) gefordert, stetig, dann ist die Abbildung uˆξ : R|Iξ| → H˚1(D)
auf int(Γκξ) Gâteaux-differenzierbar und die Abbildung (y, hy) 7→ [Duˆξ(y)](hy) von
int(Γκξ)×RN → H˚1(D) ist ebenfalls stetig.
Beweis.
Zu (i): Dieses Resultat folgt wiederum mit Hilfe des Satzes über implizite Funktionen für
Banachräume (siehe z. B. Dieudonne [32, Satz 10.2.1]). Nach Proposition 4.18 Punkt 2 (i)
und Punkt 3 ist F : R|Iξ| × H˚1(D) → H−1(D) stetig partiell Fréchet-differenzierbar und
damit stetig Fréchet-differenzierbar. Nach der gleichen Argumentation wie im Beweis von
Satz 4.20 kann dann geschlussfolgert werden, dass uˆξ : R|Iξ| → H˚1(D) stetig Fréchet-
differenzierbar ist auf int(Γκξ).
Zu (ii): Dieses Resultat wird basierend auf einer Verallgemeinerung des Satz über im-
plizite Funktionen für Banachräume (siehe Glöckner [53, Theorem 2.3]) nachgewiesen.
Unter den Voraussetzungen für κξ und fξ und nach Proposition 4.18 Punkt 2 (ii) ist auch
F zweimal Gâteaux-differenzierbar und die entsprechenden Abbildungen der jeweiligen
Ableitungen sind stetig. Damit folgt analog zu obigen Überlegungen unter Verwendung
des Theorems 2.3 aus Glöckner [53], dass uˆξ : R|Iξ| → H˚1(D) Gâteaux-differenzierbar ist
auf int(Γκξ) und die Abbildung (y, hy) 7→ [Duˆξ(y)](hy) von int(Γκξ)×RN → H˚1(D) stetig
ist.
Bemerkung 4.22
(a) Entsprechende Aussagen zu Ableitungen höherer Ordnung, d. h. höhere Regularität,
von uˆξ lassen sich analog zu Satz 4.21 treffen.
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(b) Im Falle, dass der Koeffizient κ ein lognormales Zufallsfeld ist wie in Beispiel 4.4 (b)
und als Basiszufallsvariablen die auftretenden Zufallsgrößen ξi, i ∈ N, gewählt wer-
den, ergibt sich mit ξ := (ξi)i∈N für κξ(y) := exp
( ∞∑
i=1
yiψi
)
, y ∈ RN, die Menge
Γκξ = int(Γκξ) = RN. Das heißt, man erhält Glattheitsaussagen für uˆξ auf ganz RN.
Damit steht die Regularität der schwachen Lösung uˆ, parametrisiert durch Basiszufalls-
variablen ξ, in direktem Zusammenhang mit der Regularität der in ξ parametrisierten
Eingangsdaten. Aussagen über die Regularität der schwachen Lösung uˆ in der räumlichen
Variablen x ∈ D, d. h. von uˆξ(y) : D → R für y ∈ ξ(Ω), können aus der Theorie der rein
deterministischen (partiellen) Differentialgleichungen übernommen werden und darum sei
an dieser Stelle auf die diesbezügliche Literatur (z. B. Evans [35]) verwiesen.
4.2.4 Stochastische Galerkin-Methode
Eine Möglichkeit die stochastische Variationsformulierung numerisch zu lösen, bietet die
von Ghanem und Spanos (siehe [49]) begründete stochastische Galerkin-Methode, die in
diesem Abschnitt betrachtet werden soll. Die Idee der stochastischen Galerkin-Methode
ist es (wie bereits in Abschnitt 4.1 zu den zufälligen algebraischen Gleichungen erwähnt),
endlichdimensionale Teilräume des Lösungs- und Testfunktionenraumes zu definieren und
auf diesen Räumen die Lösung der stochastischen Variationsaufgabe – genannt stochas-
tische Galerkin-Lösung – zu berechnen. Das heißt, es muss sowohl eine Diskretisierung
in der räumlichen Dimension als auch in der stochastischen vorgenommen werden. Die
Diskretisierung in der stochastischen Dimension erfolgt dabei wieder auf Grundlage von
Polynomen in gewissen Basiszufallsvariablen, mit denen die Eingangsdaten und damit
auch die schwache Lösung parametrisiert werden können.
In der Literatur herrschen vor allem zwei mögliche stochastische Galerkin-Ansätze vor. Der
standardmäßige stochastische Galerkin-Ansatz, der für Koeffizienten κ benutzt wird, die
sich durch Konstanten von Null und Unendlich trennen lassen, verwendet identische end-
lichdimensionale Ansatz- und Testfunktionenräume (siehe z. B. Le Maître und Knio [68],
Xiu [108] oder Schwab und Gittelson [87]). Dieser Ansatz wurde bzw. wird auch häufig
noch auf Probleme angewandt, bei denen sich der Koeffizient nicht durch Konstanten
sondern nur durch Zufallsgrößen von Null und Unendlich beschränken lässt. Da in diesem
Falle aber nicht in analoger Weise bewiesen werden kann (siehe Abschnitt 4.1), dass die
Folge dieser stochastischen Galerkin-Lösungen gegen die schwache Lösung in der natür-
lichen Norm (Norm des Lösungsraumes U˚1ϑ) konvergiert, entwickelten Galvis und Sarkis
in [42] und auch Gittelson in [51] für lognormale Zufallsfelder als Koeffizienten κ einen
alternativen stochastischen Galerkin-Ansatz, der auf unterschiedlichen Ansatz- und Test-
funktionenräumen basiert. Mit anderen Worten, beide verwenden einen stochastischen
Petrov-Galerkin-Ansatz, um eine in der natürlichen Norm konvergente Folge von sto-
chastischen Petrov-Galerkin-Lösungen zu erhalten. In diesem Abschnitt nun wird dieser
Ansatz in Analogie zu Galvis und Sarkis in [42] für beliebige Koeffizienten κ, die sich nur
durch Zufallsgrößen von Null und Unendlich trennen lassen, verallgemeinert (siehe dazu
auch [78]). Dabei wird sowohl die Existenz und Eindeutigkeit einer solchen stochastischen
Galerkin-Lösung als auch deren Approximationsqualität untersucht. Insbesondere werden
A-priori-Fehlerabschätzungen angegeben, die die verschiedenen Ursprünge des Approxi-
mationsfehlers offenlegen und einen Hinweis darauf geben, wovon die Approximations-
güte bzw. Konvergenzgeschwindigkeit der Folge dieser stochastischen Galerkin-Lösungen
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abhängt. Insbesondere soll näher untersucht werden, wie die Wahl der Basiszufallsvaria-
blen die Approximationsqualtität beeinflusst. Denn dass sie einen Einfluss haben, ha-
ben schon Karniadakis, Xiu und deren Co-Autoren in ihren verschiedensten Arbeiten
[73, 110, 111, 112, 113, 114] festgestellt. Daran schließt sich dann eine kurze Betrachtung
zu verschiedenen Aspekten für die numerische Berechnung dieser stochastischen Petrov-
Galerkin-Lösungen an. Des Weiteren wird ein konkretes Beispiel angegeben, für das der
standardmäßig genutzte stochastische Galerkin-Ansatz in dem Sinne fehlschlägt, dass die
Folge dieser stochastischen Galerkin-Lösungen nicht in der natürlichen Norm gegen die
schwache Lösung konvergiert (vgl. ebenfalls [78]).
Seien also nach Definition 4.16 im Folgenden auf dem Wahrscheinlichkeitsraum (Ω,A,P)
die Basiszufallsvariablen ξ = (ξi)i∈Iξ gegeben. Des Weiteren werde angenommen, dass die
Zufallsvariable ξ die Verteilung FPξ hat und jede Zufallsgröße ξi, i ∈ Iξ, endliche mit ϑ
gewichtete Momente beliebiger Ordnung, d. h. EP(|ξi|nϑ) < ∞ für alle n ∈ N, und eine
stetige Verteilungsfunktion FPξi besitzt (vgl. dazu auch Annahme 3.1 in Abschnitt 3.1.1).
Die Verteilungen FPξ bzw. FPξi sind dabei die Verteilungen, die ξ bzw. ξi bezüglich des
Maßes P, d. h. als Zufallsvariablen des Wahrscheinlichkeitsraumes (Ω,A,P), haben. Da
im späteren Verlauf dieses Abschnitts diese Zufallsvariablen auch als Zuvallsvariablen auf
Wahrscheinlichkeitsräumen mit anderenWahrscheinlichkeitsmaßen betrachtet werden und
damit im Allgemeinen andere Verteilungen besitzen, wird das Maß, bezüglich dessen die
Verteilung zu verstehen ist, in ihrer Bezeichnung mitgeführt.
Aufgrund dessen, dass σ(f, κ) ⊆ σ(ξ) und die schwache Lösung uˆ nach Lemma 4.7 bezüg-
lich der σ-Algebra σ(f, κ) messbar ist, ist uˆ auch messbar bezüglich der σ-Algebra σ(ξ).
Der zu diskretisierende Lösungsraum der schwachen Lösung uˆ ist demnach
L2(Ω, σ(ξ), ϑdP; H˚1(D)) ⊂ U˚1ϑ
und als endlichdimensionaler Ansatzraum der stochastischen Galerkin-Lösung dient der
Raum
UN,K,hp := Uhp ⊗ UN,K ⊂ H˚1(D)⊗ L2(Ω, σ(ξ), ϑdP).
Nach Proposition 2.10 ist dann dieser Tensorproduktraum H1(D)⊗L2(Ω, σ(ξ), ϑdP) iso-
metrisch isomorph zu L2(Ω, σ(ξ), ϑdP; H˚1(D)) und damit ist UN,K,hp ein Teilraum von
U˚1ϑ. Mit Uhp ⊂ H˚1(D) sei dabei ein endlichdimensionaler Teilraum von H˚1(D) bezeichnet,
den man durch die Verwendung einer geeigneten h-, p-, oder hp-Version der Finiten-
Elemente-Diskretisierung (siehe z. B. Canuto et al. [26]) in der räumlichen Dimension
erhält, und UN,K sei ein endlichdimensionaler Teilraum von L2(Ω, σ(ξ1, . . . , ξK), ϑdP) ⊆
L2(Ω, σ(ξ), ϑdP) mit {1, . . . , K} ⊆ Iξ. Um verallgemeinertes polynomielles Chaos, d. h.
Polynome in den zugrunde liegenden Basiszufallsvariablen, für die stochastische Galerkin-
Lösung, d. h. zur Definition des Unterraumes UN,K , verwenden zu können, müssen auf
jeden Fall die Konstanten im Raum L2(Ω,A, ϑdP) enthalten sein (vgl. Abschnitt 2.2).
Darum wird im Folgenden angenommen, dass die Zufallsgröße ϑ einen endlichen Erwar-
tungswert besitzt. Unter dieser Annahme kann dann folgender endlichdimensionaler Un-
terraum definiert werden
UN,K := span
ξα := ∏
i∈Iξ
ξαii , α ∈ ΛN,K
 ,
wobei die endliche Indexmenge
ΛN,K ⊂ Λ := {α ∈ N|Iξ|0 : α hat nur endlich viele Nicht-Null-Elemente}
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derart gewählt sei, dass die Familie (ΛN,K)N,K die Eigenschaft
⋃
N,K ΛN,K = Λ besitzt.
Zum Beispiel können mit ΛN,K = J (1)N,K ,
J
(1)
N,K := {α ∈ Λ : αi = 0 ∀ i > K, |α| ≤ N }, |α| :=
∑
i∈Iξ
αi, (4.24)
die Polynome in den erstenK Basiszufallsvariablen mit beschränktem totalen Grad ausge-
wählt werden. Alternativ können auch die Polynome in den ersten K Basiszufallsvariablen
verwendet werden mit ΛN,K = J (2)N,K ,
J
(2)
N,K := {α ∈ Λ : αi = 0 ∀ i > K, αi ≤ N ∀ 1 ≤ i ≤ K}, (4.25)
d. h. der Polynomgrad in den einzelnen Argumenten ist beschränkt.
Für den endlichdimensionalen Testfunktionenraum wird für eine reellwertige Zufallsgröße
ν > 0 f. s. der Raum
Vν,N,K,hp := {uν : u ∈ UN,K,hp}
definiert. Die Gewichtung der Elemente u ∈ UN,K,hp mit der Zufallsgröße ν in der Defini-
tion des diskretisierten Testfunktionenraumes spielt sowohl für die Existenz einer eindeu-
tigen stochastischen Galerkin-Lösung als auch für deren Konvergenz gegen die schwache
Lösung eine Rolle. Deshalb werden folgende Annahmen getroffen.
Annahme 4.23 Für die endlichdimensionalen Unterräume UN,K,hp = Uhp ⊗ UN,K des
Raumes H˚1(D) ⊗ L2(Ω, σ(ξ1, . . . , ξK), ϑdP) und die reellwertige Zufallsgröße ν > 0 f. s.
existieren Konstanten C, c > 0, sodass die Bedingungen
(a) : a(u, uν) ≥ c|u|2U1
ϑ
, (b) : |u|U1
κ2maxϑ
µ2
<∞,
(c) : |uν|U1
µ2
ϑ
≤ C|u|U1
ϑ
, (d) : |uν|U1
κ2max
ϑ
<∞
für alle u ∈ UN,K,hp erfüllt sind.
Beispiele, wie die Zufallsgröße ν gewählt werden kann, sodass die Annahme 4.23 erfüllt ist,
werden später angegeben. Zunächst wird jedoch die endlichdimensionale Ersatzaufgabe
für f ∈ U−1ϑ
µ2
formuliert.
Problem 4.24 (Stochastische Galerkin-Formulierung)
Gesucht ist ein uˆN,K,hp ∈ UN,K,hp, sodass die Gleichung
a(uˆN,K,hp, v) = 〈f, v〉 für alle v ∈ Vν,N,K,hp (4.26)
erfüllt ist.
Da sich hier im Allgemeinen die endlichdimensionalen Ansatz- und Testfunktionenräume
unterscheiden, ist dieser stochastische Galerkin-Ansatz insbesondere ein stochastischer
Petrov-Galerkin-Ansatz. Unter den Voraussetzungen in Annahme 4.23 kann für das Pro-
blem 4.24 die Existenz einer eindeutigen stochastischen Galerkin-Lösung geschlussfolgert
werden.
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Korollar 4.25 Unter der Annahme 4.23 existiert für jede rechte Seite f ∈ U−1ϑ
µ2
ein ein-
deutiges uˆN,K,hp ∈ UN,K,hp, welches das Problem 4.24 löst.
Beweis.
Der Beweis dieser Aussage erfolgt wieder durch die Anwendung des Satzes 4.12.
Aufgrund der Bedingungen (b), (c) und (d) von Annahme 4.23 gelten die Beziehungen
X1 = UN,K,hp ⊂ U˚1ϑ, X2 = UN,K,hp ⊂ U˚1κ2maxϑ
µ2
,
Y1 = Vν,N,K,hp ⊂ U˚1µ2
ϑ
und Y2 = Vν,N,K,hp ⊂ U˚1κ2max
ϑ
und X1, X2, Y1 und Y2 definieren Hilberträume, wobei jeweils als Skalarprodukt das Ska-
larprodukt der entsprechenden Obermenge verwendet wird. Außerdem gilt, dass X2 ⊆ X1
und Y2 ⊆ Y1 dicht und stetig eingebettet sind.
Bedingung (i) des Satzes 4.12, die Stetigkeit der eingeschränkten Bilinearformen a∣∣∣X1×Y2
und a∣∣∣X2×Y1 , folgt aus der Stetigkeit der Bilinearformen a∣∣∣U˚1ϑ×U˚1κ2max
ϑ
und a∣∣∣U˚1
κ2maxϑ
µ2
×U˚1
µ2
ϑ
.
Die Bedingung (ii) aus Satz 4.12 ist erfüllt, da sich die inf-sup-Bedingung mit Hilfe der
Bedingungen (a) und (c) aus Annahme 4.23 herleiten lässt, denn es gilt
c|u|U1
ϑ
≤ a(u, uν)|u|U1
ϑ
≤ Ca(u, uν)|uν|U1
µ2
ϑ
≤ C sup
v∈Vν,N,K,hp\{0}
a(u, v)
|v|U1
µ2
ϑ
(4.27)
für alle u ∈ UN,K,hp \ {0}. Diese inf-sup-Bedingung wird auch diskrete inf-sup-Bedingung
genannt, weil sie auf den endlichdimensionalen Teilräumen gebildet wird. Ebenso lässt
sich für jedes v ∈ Y1 mit u := vν ein Element in X2 definieren, sodass nach Bedingung (a)
aus Annahme 4.23 die Bedingung (iii) des Satzes 4.12
a(u, v) = a(u, uν) ≥ c|u|2U1
ϑ
> 0
gilt.
Eine mögliche Idee, wie nun für das hier betrachtete Modellproblem (4.5) zu UN,K ein
passendes ν > 0 gewählt werden könnte, damit Annahme 4.23 erfüllt ist, liefert die zu
Problem 4.9 äquivalente stochastische Variationsformulierung (4.19). Sowohl in der Bi-
linearform aϑ
µ
als auch in der Linearform auf der rechten Seite tritt dort als Gewicht
die Zufallsgröße ϑ/µ auf, womit ein potentieller Kandidat für die Zufallsgröße ν > 0 –
bezeichnet mit ν∗ – gefunden wäre, d. h.
ν∗ := ϑ
µ
.
In diesem Falle sind die Bedingungen (a) und (c) der Annahme 4.23 mit den Konstanten
c = 1 und C = 1 automatisch erfüllt und Bedingungen (b) und (d) sind identisch, da
|uν∗|U1
κ2max
ϑ
= |u|U1
κ2maxϑ
µ2
für alle u ∈ UN,K,hp.
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Beispiel 4.26 Die Bedingung (b) bzw. (d) aus Annahme 4.23 ist für ν = ν∗ = ϑ
µ
zum
Beispiel dann erfüllt, wenn κmax
µ
∈ Lr(Ω,A, ϑdP) für ein r > 2 ist. Dann gilt nämlich für
alle ϕ ∈ Uhp und alle α ∈ Λ die Beziehung
|ϕξα|2U1
κ2maxϑ
µ2
= EP
(
|ϕ|2H1(D)ξ2α
κ2maxϑ
µ2
)
≤ |ϕ|2H1(D)
(
EP ξ2αsϑ
)1/s (
EP
(
κ2max
µ2
)r
ϑ
)1/r
<∞
für 1 < r, s <∞ mit 1
r
+ 1
s
= 1.
Für jede andere reellwertige Zufallsgröße µ˜ > 0 f. s., die eine untere Schranke an den
Koeffizienten κ darstellt und für die 0 < cµ ≤ µ˜ gilt, erfüllt die Zufallsgröße ν˜∗ = ϑ/µ˜
die Annahme 4.23. Das heißt, es lassen sich für das Ausgangsproblem ganz verschiedene
endlichdimensionale Ersatzaufgaben definieren, deren jeweilige stochastische Galerkin-
Lösungen nicht identisch sind. Dabei hängt ν∗ bzw. ν˜∗ nicht von N oder K ab, d. h.
für jedes Paar (N,K) wird die Ersatzaufgabe mit dem gleichen ν∗ bzw. ν˜∗ gelöst. Es lässt
sich jedoch auch mit
ν∗K := EP
(
ϑ
µ
∣∣∣∣(ξ1, . . . , ξK)
)
eine Zufallsgröße definieren, die sich für verschiedene K unterscheidet, aber den Vorteil
besitzt, nur bezüglich der Basiszufallsvariablen, die auch im Ansatzraum UN,K berücksich-
tigt werden, messbar zu sein. Für dieses ν∗K ist allerdings nur Bedingung (a) von alleine
erfüllt und alle anderen müssten durch das Voraussetzen weiterer Bedingungen erst noch
geschlussfolgert werden.
Korollar 4.27 Sei Annahme 4.23 erfüllt, dann gilt für uˆ ∈ U˚1
κ2maxϑ
µ2
folgende Fehlerab-
schätzung
|uˆ− uˆN,K,hp|U1
ϑ
≤ C˜ inf
z∈UN,K,hp
|uˆ− z|U1
κ2maxϑ
µ2
für die schwache Lösung uˆ und die stochastische Galerkin-Lösung uˆN,K,hp mit einer geeig-
neten Konstanten C˜ > 0, die nur von ν abhängt.
Bemerkung 4.28 Im Falle des Modellproblems (4.5) und der Variationsformulierung auf
dem Energieraum Vaϑ
µ
kann eine bessere Fehlerabschätzung für die stochastische Galerkin-
Lösung zu ν∗ = ϑ/µ gefunden werden (siehe auch [78]), nämlich
|uˆ− uˆN,K,hp|U1
ϑ
≤ C˜ inf
z∈UN,K,hp
|uˆ− z|U1
κmaxϑ
µ
.
Dieses Resultat kann jedoch im Gegensatz zu Korollar 4.25 und 4.27 nicht auf beliebige zu-
fällige Randwertprobleme übertragen werden, da die zugehörige Bilinearform symmetrisch
sein muss.
Beweis.
Mit Hilfe der diskreten inf-sup-Bedingung (4.27) und unter Verwendung der Beziehung
a(uˆ− z, v) = a(uˆN,K,hp − z, v) für alle v ∈ Vν,N,K,hp erhält man
|uˆ− uˆN,K,hp|U1
ϑ
≤ |uˆ− z|U1
ϑ
+ |uˆN,K,hp − z|U1
ϑ
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≤ |uˆ− z|U1
ϑ
+ C
c
sup
v∈Vν,N,K,hp\{0}
|a(uˆN,K,hp − z, v)|
|v|U1
µ2
ϑ
= |uˆ− z|U1
ϑ
+ C
c
sup
v∈Vν,N,K,hp\{0}
|a(uˆ− z, v)|
|v|U1
µ2
ϑ
≤ |uˆ− z|U1
ϑ
+ C
c
sup
v∈Vν,N,K,hp\{0}
EP
(
κmax|uˆ− z|H1(D)|v|H1(D)
)
|v|U1
µ2
ϑ
≤ |uˆ− z|U1
ϑ
+ C
c
|uˆ− z|U1
κ2maxϑ
µ2
≤
(
c+ C
c
)
|uˆ− z|U1
κ2maxϑ
µ2
für alle z ∈ UN,K,hp.
Im Falle von ϑ ≡ 1 und konstanter unterer Schranke an den Koeffizienten κ muss kei-
ne Gewichtung durch eine Zufallsgröße ν erfolgen bzw. ν ≡ 1 erfüllt die Bedingungen
in Annahme 4.23. Lässt sich der Koeffizient κ von oben ebenfalls durch eine Konstante
beschränken, so ist der Raum U˚1
κ2max
µ2
identisch mit U˚1. Außerdem kann in diesem Fall die
Konstante C˜ durch C/c verbessert werden, womit man ein analoges Resultat zum Lem-
ma von Céa (siehe z. B. Brenner/Scott [23]) für rein deterministische Randwertprobleme
erhält. Kann der Koeffizient κ allerdings nur durch Zufallsgrößen beschränkt werden, so
ist im Allgemeinen eine Gewichtung im endlichdimensionalen Testfunktionenraum un-
umgänglich, um eine in U˚1, d. h. in der natürlichen Norm, gegen die schwache Lösung
konvergente Folge stochastischer Galerkin-Lösungen zu bekommen (siehe folgendes Bei-
spiel 4.29). Der Hauptgrund dafür ist, dass im Allgemeinen für ungewichtete Testfunktio-
nenräume, d. h. ν ≡ 1, keine diskrete inf-sup-Bedingung erfüllt ist, die jedoch im Beweis
des Korollars 4.27 eine entscheidende Rolle spielt. Mit anderen Worten bedeutet dies, dass
L2(Ω,A, κmindP; H˚1(D)) nicht stetig in U˚1 eingebettet werden kann.
Beispiel 4.29 Es soll das eindimensionale Randwertproblem auf D = (0, 1) mit Koeffi-
zienten κ = exp(ξ) und rechter Seite f = exp(ξ)|ξ − 1| mit ξ ∼ N (0, 1) betrachtet werden
(vgl. auch Beispiel 2 in Abschnitt 4.1). Das heißt, es ist für ω ∈ Ω die Lösung von
− (exp(ξ(ω))u′(x, ω))′ = exp(ξ(ω))|ξ(ω)− 1|, x ∈ D, u(0, ω) = u(1, ω) = 0,
gesucht. Der Einfachheit halber wird ϑ ≡ 1 und µ = κmin = exp(ξ) gesetzt.
Die Abbildung [uˆ(ω)](x) = 12 |ξ(ω) − 1|(x − x2) ist dann sowohl die pfadweise als auch
die schwache Lösung, da die rechte Seite f ∈ U−1exp(−2ξ) ist und damit uˆ ∈ U˚1 gilt. (Die
Abbildung uˆ ist in diesem Fall sogar die klassische Lösung.)
Wählt man nun wie bei der standarmäßigen stochastischen Galerkin-Methode die endlich-
dimensionalen Ansatz- und Testfunktionenräume
UN,hp ≡ VN,hp = Uhp ⊗ UN mit UN = span{ξn, n = 0, . . . , N},
dann konvergiert die Folge dieser stochastischen Galerkin-Lösungen nicht gegen die Lö-
sung uˆ in U˚1. Es sind dabei die gleichen Effekte wie im Beispiel 2 aus Abschnitt 4.1 zu
beobachten, wo es um rein algebraische Gleichungen ging.
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Eine ausführliche Darstellung dieses Beispieles wird im Abschnitt 4.2.5, Beispiel 1, gege-
ben.
Bemerkung 4.30 Natürlich können auch andere endlichdimensionale Ansatz- und Test-
funktionenräume UM und VM als die obigen definiert werden, sodass eine eindeutige sto-
chastische Galerkin-Lösung für f ∈ U−1ϑ
µ2
existiert, die gegen die schwache Lösung uˆ kon-
vergiert. Zum Beispiel können stückweise definierte Polynome wie beim „multi-element
generalized polynomial chaos“ von Wan und Karniadakis in [99, 100, 101, 102] oder auch
Funktionen, die wie bei Soize und Ghanem [91] oder Le Maître und Knio [68] keine Po-
lynome mehr sind, verwendet werden. Es müssen nur für diese Funktionenräume UM
und VM die Teilmengenbeziehungen UM ⊂ U˚1κ2maxϑ
µ2
und VM ⊂ U˚1κ2max
ϑ
, die diskrete inf-sup-
Bedingung
inf
u∈UM\{0}
sup
v∈VM\{0}
|a(u, v)|
‖u‖U1
ϑ
‖v‖U1
µ2
ϑ
≥ c > 0
und, dass für jedes v ∈ VM \ {0} ein u ∈ UM existiert mit a(u, v) > 0, gelten, d. h., die
Bedingungen des Satzes 4.12 müssen erfüllt sein.
Im Folgenden sei nun angenommen, dass im weiteren Verlauf dieses Abschnittes Annah-
me 4.23 für den Ansatzraum UN,K und die Zufallsgröße ν erfüllt ist. Dann besitzt die
reellwertige Zufallsgröße κ2maxϑ
µ2 aufgrund Bedingung 4.23 (b) einen endlichen Erwartungs-
wert, d. h. EP κ
2
maxϑ
µ2 < ∞. An dieser Stelle wird nun aus Übersichtlichkeitsgründen ein
neues Wahrscheinlichkeitsmaß Q mit
dQ :=
(
EP
κ2maxϑ
µ2
)−1
κ2maxϑµ
−2dP
definiert und die Räume UmQ und U˚mQ anstelle von Umκ2maxϑ
µ2
und U˚m
κ2maxϑ
µ2
, m ∈ Z betrachtet.
Diese Räume sind zwar jeweils mengenmäßig identisch doch UmQ und U˚mQ sind einfacher
zu handhaben, da ihnen ein Wahrscheinlichkeitsraum, nämlich (Ω,A,Q), zugrunde liegt.
Damit kann analog zu Korollar 4.27 folgende Aussage aufgestellt werden.
Korollar 4.31 Sei die Annahme 4.23 erfüllt, dann gilt für uˆ ∈ U˚1Q mit einer geeigneten
Konstanten C > 0, die von ν abhängt, die Fehlerabschätzung
‖uˆ− uˆN,K,hp‖U1
ϑ
≤ C inf
z∈UN,K,hp
‖uˆ− z‖U1Q (4.28)
für die schwache Lösung uˆ und die stochastische Galerkin-Lösung uˆN,K,hp.
Beweis.
Dies folgt unmittelbar aus Korollar 4.27.
Damit lässt sich also im Allgemeinen der Approximationsfehler bis auf eine Konstante
durch einen Bestapproximationsfehler in einer stärkeren, der U1Q-Norm, abschätzen. Liegt
nun die Familie der Räume (UN,K,hp)N,K,hp dicht in L2(Ω, σ(ξ),Q; H˚1(D)) ⊂ U˚1Q bzw.
liegt (UN,K)N,K dicht in L2(Ω, σ(ξ),Q) und (Uhp)hp dicht in H˚1(D), dann kann, wenn
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die schwache Lösung ebenfalls zu dem Raum U˚1Q gehört, die Konvergenz der Folge der
stochastischen Galerkin-Lösungen (uˆN,K,hp)N,K,hp gegen die schwache Lösung uˆ in der
natürlichen Norm, der Norm des Lösungsraumes U˚1ϑ, geschlussfolgert werden.
Dabei ist uˆ ∈ U˚1Q, wenn zum Beispiel f zu U−1κ2maxϑ
µ4
gehört und eine notwendige Bedingung
für die Dichtheit von (UN,K)N,K in L2(Ω, σ(ξ),Q) lautet, dass die Familie der (UN,K)N,K
vollständig in L2(Ω, σ(ξ), ϑdP) ist. Das heißt mit anderen Worten, die in L2(Ω,A, ϑdP)
orthonormalen Polynome {p¯α(ξ), α ∈ Λ} (siehe Abschnitt 2.2), bilden eine Orthonormal-
basis des Raumes L2(Ω, σ(ξ), ϑdP). Unter welchen Voraussetzungen dies der Fall ist, ist
in Abschnitt 3.1.1 untersucht worden und das Beispiel 2 in Abschnitt 4.2.5 zeigt, wie man
durch eine ungeeignete Wahl der Basiszufallsvariablen, die diese Voraussetzungen eben
nicht erfüllen, eine Folge von stochastischen Galerkin-Lösungen erhält, die nicht gegen
die schwache Lösung konvergiert in U˚1ϑ. Andererseits kann man aufgrund der vielfältigen
Möglichkeiten, die Zufallsgröße ν zu wählen, ganz verschiedene Folgen von stochastischen
Galerkin-Lösungen erhalten, die sich im Allgemeinen voneinander unterscheiden, jedoch
alle in der natürlichen Norm gegen die schwache Lösung konvergieren, wenn die Familie
der (UN,K)N,K dicht in L2(Ω, σ(ξ),Q) liegt (siehe Beispiel 4 in Abschnitt 4.2.5).
A-priori-Fehlerabschätzungen. Neben der Frage, ob die Folge der stochastischen
Galerkin-Lösungen gegen die schwache Lösung in der natürlichen Norm konvergiert, in-
teressiert auch, wie schnell sie das im Falle einer Konvergenz tut und inwiefern dieses
Verhalten von der Wahl der Basiszufallsvariablen abhängt. Deshalb wird im Folgenden
der Approximationsfehler eingehender untersucht. Um die verschiedenen Fehlerquellen zu
identifizieren, werden drei bezüglich der U1Q-Norm orthogonale Projektionen
ΠU˚1Q,N,K,hp : U˚
1
Q → UN,K,hp,
die orthogonale Projektion auf UN,K,hp,
ΠU˚1Q,N,K : U˚
1
Q → H˚1(D)⊗ UN,K ,
die orthogonale Projektion auf H˚1(D)⊗ UN,K ,
ΠU˚1Q,K : U˚
1
Q → H˚1(D)⊗ L2(Ω, σ(ξ1, . . . , ξK),Q),
die orthogonale Projektion auf
H˚1(D)⊗ L2(Ω, σ(ξ1, . . . , ξK),Q) ' L2(Ω, σ(ξ1, . . . , ξK),Q; H˚1(D))
eingeführt. Damit kann für uˆ ∈ U˚1Q der Approximationsfehler (4.28) der stochastischen
Galerkin-Lösung uˆN,K,hp für z = ΠU˚1Q,N,K,hpuˆ durch zweimalige Anwendung der Dreiecks-
ungleichung
‖uˆ− uˆN,K,hp‖U1
ϑ
≤ C
[
‖uˆ− ΠU˚1Q,K uˆ‖U1Q + ‖ΠU˚1Q,K uˆ− ΠU˚1Q,N,K uˆ‖U1Q
+‖ΠU˚1Q,N,K uˆ− ΠU˚1Q,N,K,hpuˆ‖U1Q
] (4.29)
in drei verschiedene Fehleranteile aufgespalten werden. Die drei Terme
e1 := ‖ΠU˚1Q,N,K uˆ− ΠU˚1Q,N,K,hpuˆ‖U1Q , e2 := ‖uˆ− ΠU˚1Q,K uˆ‖U1Q und
e3 := ‖ΠU˚1Q,K uˆ− ΠU˚1Q,N,K uˆ‖U1Q
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stellen damit die verschiedenen durch die Diskretisierung des unendlichdimensionalen
Lösungsraumes L2(Ω, σ(ξ),Q; H˚1(D)) entstandenen Approximationsfehler dar. Der erste
Term e1 spiegelt dabei den Approximationsfehler wider, der durch die räumliche Diskre-
tisierung zustande kommt. Die zweite Größe e2 gibt den Approximationsfehler an, der
durch die Verwendung nur der ersten K Basiszufallsvariablen {ξ1, . . . , ξK} entsteht, und
der dritte Fehlerterm e3 entspricht dem Approximationsfehler, der sich aufgrund des Be-
schränkens des Polynomgrades ergibt. Diese drei unterschiedlichen Fehlergrößen werden
nun nacheinander untersucht, beginnend mit dem ersten Fehlerterm e1.
Die Fehlergröße e1 beschreibt, wie bereits erwähnt, den räumlichen Approximationsfehler,
der bei der Diskretisierung des H˚1(D) durch den endlichdimensionalen Finite-Element-
Raum Uhp entsteht. Aufgrunddessen können auch die Fehlerabschätzungen, die aus der
deterministischen Finiten-Element-Theorie bekannt sind, genutzt werden. In dem Fall,
dass eine hp-Version des Finiten-Element-Diskretisierungsansatzes (siehe z. B. Canuto et
al. [26]) angewendet wird, lässt sich der Fehler e1 zum Beispiel wie folgt abschätzen.
Unter den Annahmen aus Section 5.8.3 in Canuto et al. [26] und vorausgesetzt, dass sich
das Gebiet D durch eine glatte, reguläre und invertierbare Abbildung F : Dˆ → D des
Referenzgebietes Dˆ := (−1, 1)d, d = 1, 2, 3, darstellen lässt, kann folgende Abschätzung
angegeben werden.
Korollar 4.32 Sei Annahme 4.23 erfüllt, dann gilt für uˆ ∈ UkQ ∩ U˚1Q, k ∈ N, die Ab-
schätzung
e1 = ‖ΠU˚1Q,N,K uˆ− ΠU˚1Q,N,K,hpuˆ‖U1Q ≤ Ch
m−1p−(k−1)‖uˆ‖UkQ ,
wobei m = min{k, p+ 1} und die Konstante C > 0 unabhängig von N , K, h, p und uˆ ist.
Beweis.
Nach Canuto et al. [26, Gleichung (5.8.25), S. 318] für den deterministischen Fall erhält
man ∥∥∥∥ΠU˚1Q,N,K uˆ(ω)− ΠU˚1Q,N,K,hpuˆ(ω)
∥∥∥∥
H1(D)
≤ Chm−1p−(k−1)‖uˆ(ω)‖Hk(D) f. s.
mit m = min{k, p + 1} und einer Konstanten C > 0, die unabhängig von N , K, h, p,
uˆ und ω ∈ Ω ist. Quadriert man diesen Ausdruck und bildet den Erwartungswert EQ
bezüglich des Wahrscheinlichkeitsmaßes Q, so ergibt sich
EQ
∥∥∥∥ΠU˚1Q,N,K uˆ− ΠU˚1Q,N,K,hpuˆ
∥∥∥∥2
H1(D)
≤ C2h2(m−1)p−2(k−1)EQ ‖uˆ‖2Hk(D) = C2h2(m−1)p−2(k−1)‖uˆ‖2UkQ
mit m = min{k, p+ 1} und der Konstanten C > 0 unabhängig von N , K, h, p und uˆ.
Bemerkung 4.33 Gilt zusätzlich, dass die Abbildung F affin linear ist, so kann analog
zu Canuto et al. [26]
e1 = ‖ΠU˚1Q,N,K uˆ− ΠU˚1Q,N,K,hpuˆ‖U1Q ≤ Ch
m−1p−(k−1)
(
EQ |uˆ|2Hm;k(D)
)1/2
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mit m = min{k, p + 1} und einer Konstanten C > 0 gezeigt werden. Dabei bezeichnet
| · |Hm;k(D) die Halbnorm
|u|Hm;k(D) :=
 k∑
j=m
d∑
i=1
∥∥∥∥ ∂j
∂xji
u
∥∥∥∥2
L2(D)
1/2 ,
in der keine gemischten Ableitungen auftreten (vgl. Canuto et al. [26, S. 318 und Gleichung
(5.8.12) auf S. 314]).
Je glatter also die Lösung uˆ in der räumlichen Variablen x auf dem Gebiet D ist, d. h. je
höher deren Regularität in x, umso bessere Konvergenzraten lassen sich für den Fehler e1
erzielen. Die Basiszufallsvariablen selbst bzw. die Wahl dieser spielen bei dieser A-priori-
Abschätzung allerdings keine Rolle, d. h. unabhängig davon, welche Basiszufallsvariablen
man wählt, die A-priori-Fehlerabschätzung für e1 verändert sich nicht.
Der zweite Fehler e2 tritt üblicherweise nur dann auf, wenn abzählbar viele Basiszufalls-
variablen genutzt werden. Braucht man nur endlich viele Basiszufallsvariablen ξ = (ξi)i∈Iξ
mit Iξ = {1, . . . ,M} ⊂ N zur Darstellung der zufälligen Eingangsdaten, so werden im All-
gemeinen auch all diese bei der Aufstellung des endlichdimensionalen Unterraumes UN,K
berücksichtigt, das heißt, man wählt K = M . In diesem Falle ist, da uˆ messbar ist bzgl.
der σ-Algebra σ(ξ1, . . . , ξM), die orthogonale Projektion ΠU˚1Q,M uˆ gleich der schwachen Lö-
sung uˆ und der Fehler e2 damit gleich Null. Für abzählbar viele Basiszufallsvariablen zeigt
das folgende Korollar, dass dieser Fehler immer gegen Null konvergiert.
Korollar 4.34 Sei Iξ = N. Dann folgt für uˆ ∈ U˚1Q, dass gilt
e2 = ‖uˆ− ΠU˚1Q,K uˆ‖U1Q → 0, K →∞.
Beweis.
Die orthogonale Projektion ΠU˚1Q,Kv auf L
2(Ω, σ(ξ1, . . . , ξK),Q; H˚1(D)) ist (vgl. z. B. Ume-
gaki/Bharucha-Reid [98]) gleich dem bedingten Erwartungswert von v ∈ U˚1Q bezüglich
der von den Zufallsgrößen ξ1, . . . , ξK erzeugten σ-Algebra, σ(ξ1, . . . , ξK), d. h.
ΠU˚1Q,Kv = EQ
(
v
∣∣∣∣(ξ1, . . . , ξK)) in H˚1(D) f. s.
Da für die σ-Algebren die Beziehung σ
( ⋃
K≥1
σ(ξ1, . . . , ξK)
)
= σ(ξ) gilt, folgt (siehe z. B.
Bobrowski [19])∥∥∥∥v − ΠU˚1Q,Kv
∥∥∥∥
U1Q
=
∥∥∥∥v − EQ (v∣∣∣∣(ξ1, . . . , ξK))∥∥∥∥
U1Q
→ 0, K →∞,
für alle v ∈ L2(Ω, σ(ξ),Q; H˚1(D)). Aufgrund der Eigenschaft uˆ ∈ L2(Ω, σ(ξ),Q; H˚1(D))
lässt sich sofort
‖uˆ− ΠU˚1Q,K uˆ‖U1Q → 0, K →∞
schlussfolgern.
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Der Fehler e2 hängt damit natürlich von der Wahl der Basiszufallsvariablen ab. Betrachtet
man zwei verschiedene Parametrisierungen mit einmal endlich vielen und einmal abzählbar
vielen Basiszufallsvariablen, so ist der Fehler einmal Null ab einem gewissen K ∈ N und
einmal strikt größer Null für alle K ∈ N. Für den Fall aber, dass zwei verschiedene Folgen
von Basiszufallsvariablen ξ = (ξi)i∈Iξ und η = (ηi)i∈Iη der Gestalt Iξ = Iη und ξi = Ti(ηi),
i ∈ Iξ, für eine messbare Transformation T : R|Iη | → R|Iξ| miteinander verglichen werden
sollen, lässt sich eine notwendige und hinreichende Bedingung dafür angeben, dass die
jeweiligen orthogonalen Projektionen fast sicher identisch und damit auch die jeweiligen
Fehler e2 gleich groß sind.
Proposition 4.35 Sei neben ξ = (ξi)i∈Iξ eine weitere Folge von Basiszufallsvariablen
η = (ηi)i∈Iη gegeben mit Iη = Iξ und ξi = Ti(ηi), i ∈ Iξ, für T : R|Iη | → R|Iξ| messbar. Mit
den Bezeichnungen ζˆ1 = (η1, . . . , ηK), ζ1 = (ξ1, . . . , ξK) =: t(ζˆ1) und ζ2 = (ξi)i>K folgt
dann, dass Wahrscheinlichkeitskerne χ(ζ1, ·) und χˆ(ζˆ1, ·) existieren, die
Q
(
ζ2 ∈ ·
∣∣∣∣ζ1) = χ(ζ1, ·) und Q(ζ2 ∈ · ∣∣∣∣ζˆ1) = χˆ(ζˆ1, ·) f. s.
erfüllen. Des Weiteren gilt, dass für u ∈ L2(Ω, σ(ξ),Q) ⊆ L2(Ω, σ(η),Q) die jeweiligen
bedingten Erwartungswerte gleich sind, d. h.
EQ
(
u
∣∣∣∣(ξ1, . . . , ξK)) = EQ (u∣∣∣∣(η1, . . . , ηK)) f. s. ,
genau dann, wenn
χ(t(ζˆ1), B) = χˆ(ζˆ1, B) f. s.
für alle B ∈ B(ζ2(Ω)) gilt.
Beweis.
Für den Nachweis der Existenz solcher Wahrscheinlichkeitskerne χ und χˆ sei auf Theo-
rem 5.3 in Kallenberg [65] verwiesen.
Sei u ∈ L2(Ω, σ(ξ),Q), dann existiert eine messbare Funktion u1, sodass u = u1(ζ1, ζ2)
f. s. gilt. Mit u2 sei dann die Funktion bezeichnet, die sich durch u2(ζˆ1, ζ2) := u1(t(ζˆ1), ζ2)
ergibt. Damit folgt für χ(t(ζˆ1), B) = χˆ(ζˆ1, B) f. s. für alle B ∈ B(ζ2(Ω)), dass die bedingten
Erwartungswerte
EQ
(
u
∣∣∣∣ζ1) = ∫
ζ2(Ω)
u1(z1, z2)χ(z1, dz2)
∣∣∣∣∣
z1=ζ1=t(ζˆ)
=
∫
ζ2(Ω)
u1(t(zˆ1), z2)χ(t(zˆ1), dz2)
∣∣∣∣∣
zˆ1=ζˆ1
=
∫
ζ2(Ω)
u2(zˆ1, z2)χˆ(zˆ1, dz2)
∣∣∣∣∣
zˆ1=ζˆ1
= EQ
(
u
∣∣∣∣ζˆ1)
ebenso fast sicher gleich sind.
Sind für u ∈ L2(Ω, σ(ξ),Q) die bedingten Erwartungswerte fast sicher identisch, dann
ergibt sich für uB(ω) := 1{ζ2(ω)∈B}(ω) für B ∈ B(ζ2(Ω)) die Beziehung
χ(t(ζˆ1), B) = χ(ζ1, B) = Q
(
ζ2 ∈ B
∣∣∣∣ζ1) = EQ (uB∣∣∣∣ζ1)
= EQ
(
uB
∣∣∣∣ζˆ1) = Q(ζ2 ∈ B∣∣∣∣ζˆ1) = χˆ(ζˆ1, B) f. s.
und die Aussage ist gezeigt.
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Bemerkung 4.36 Das Resultat der Proposition 4.35 kann auf Zufallsvariablen u mit
Werten in H˚1(D), d. h. für u ∈ L2(Ω, σ(ξ),Q; H˚1(D)), verallgemeinert werden.
Korollar 4.37 Zu den Voraussetzungen wie in Proposition 4.35 sei nun angenommen,
dass die Basiszufallsvariablen η = (ηi)i∈Iη (und damit auch ξ = (ξi)i∈Iξ) unabhängig sind.
Dann folgt für uˆ ∈ U˚1Q, dass gilt
EQ
(
uˆ
∣∣∣∣(ξ1, . . . , ξK)) = EQ (uˆ∣∣∣∣(η1, . . . , ηK)) in U˚1Q.
Beweis.
Die Wahrscheinlichkeitskerne sind aufgrund der Unabhängigkeit der Zufallsgrößen (vgl.
z. B. Kallenberg [65]) durch
χ(ζ1, B) = Q
(
ζ2 ∈ B
∣∣∣∣ζ1) = Q(ζ2 ∈ B) bzw. χˆ(ζˆ1, B) = Q(ζ2 ∈ B∣∣∣∣ζˆ1) = Q(ζ2 ∈ B),
gegeben, sodass sich mit Proposition 4.35 die Aussage ergibt.
Das heißt, für unabhängige Basiszufallsvariablen η = (ηi)i∈Iη und ξ = (ξi)i∈Iξ mit Iη = Iξ
und ξi = Ti(ηi), i ∈ Iξ, für ein messbares T : R|Iη | → R|Iξ| ist der jeweilige Approximati-
onsfehler
e2 = ‖uˆ− ΠU˚1Q,K uˆ‖U1Q
für jedes K ∈ N gleich groß und nicht von der Wahl dieser Basiszufallsvariablen abhän-
gig. Damit kann unterschiedliches Approximationsverhalten der entsprechenden stochas-
tischen Galerkin-Lösungen für solche Folgen von Basiszufallsvariablen nur noch in der
dritten Fehlergröße e3 offenbar werden oder die erfolgten Abschätzungen sind zu grob
gewesen.
Die Untersuchung des dritten Fehlerterms e3 bedient sich nun der Hilfe des verallge-
meinerten polynomiellen Chaos (siehe Kapitel 3.1). Um also jedes beliebige Element in
L2(Ω, σ(ξ),Q; H˚1(D)) durch eine verallgemeinerte polynomielle Chaosentwicklung dar-
stellen zu können, müssen die Polynome in ξ im Raum L2(Ω, σ(ξ),Q) dicht liegen. Auf-
grund der Annahme 4.23 (b) ist EQ |ξi|n < ∞ für alle n ∈ N0 und i ∈ Iξ erfüllt. Es
existieren also die in L2(Ω,A,Q) orthonormalen multivariaten Polynome {pα(ξ), α ∈ Λ}
(vgl. dazu auch Abschnitt 2.2), d. h.
EQ (pα(ξ)pβ(ξ)) = δαβ, für α, β ∈ Λ.
Die Verteilung FQξ von ξ als Zufallsvariable des Wahrscheinlichkeitsraumes (Ω,A,Q) ist
gegeben durch
FQξ (y) = Q(ξ ≤ y) = EQ 1{ξ≤y} =
(
EP
κ2maxϑ
µ2
)−1
EP
(
1{ξ≤y}
κ2maxϑ
µ2
)
=
(
EP
κ2maxϑ
µ2
)−1
EP
(
1{ξ≤y}EP
(
κ2maxϑ
µ2
∣∣∣∣ξ
))
.
Da der bedingte Erwartungswert EP
(
κ2maxϑ
µ2
∣∣∣∣ξ) per Definition σ(ξ)-messbar ist, existiert
nach dem Lemma von Doob-Dynkin eine messbare Funktion tκ2maxϑ
µ2
: R|Iξ| → R mit
tκ2maxϑ
µ2
(ξ) = EP
(
κ2maxϑ
µ2
∣∣∣∣ξ
)
.
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Die Verteilung FQξ von ξ ist daraufhin durch
dFQξ (y) =
(
EP
κ2maxϑ
µ2
)−1
tκ2maxϑ
µ2
(y)dFPξ (y)
bestimmt. Damit sind die Fragestellungen, ob die Polynome {pα(ξ), α ∈ Λ} in dem
Raum L2(Ω, σ(ξ),Q) oder ob die Polynome {pα(y), α ∈ Λ} in L2(R|Iξ|,B(R|Iξ|), dFQξ )
eine Orthonormalbasis bilden, äquivalent. Bedingungen, für die dies erfüllt ist, sind in
Abschnitt 3.1.1 und speziell in den Sätzen 3.2, 3.4 und 3.6 und Korollar 3.5 zur Verallge-
meinerung des Satzes von Cameron und Martin behandelt worden.
Angenommen die Polynome {pα(ξ), α ∈ Λ} liegen dicht und uˆ ∈ U˚1Q, dann kann die
schwache Lösung, da sie σ(ξ)-messbar ist, in eine verallgemeinerte polynomielle Chaos-
reihe entwickelt werden, d. h.
uˆ =
∑
α∈Λ
uˆαpα(ξ),
wobei die verallgemeinerten polynomiellen Chaoskoeffizienten durch
uˆα = EQ (uˆpα(ξ)) ∈ H˚1(D), α ∈ Λ,
gegeben sind. Ebenso besitzen die Orthogonalprojektionen ΠU˚1Q,K uˆ und ΠU˚1Q,N,K uˆ verall-
gemeinerte polynomielle Chaosentwicklungen, nämlich
ΠU˚1Q,K uˆ =
∑
d(α)≤K
uˆαpα(ξ), d(α) := max{i ∈ Iξ : αi 6= 0},
und
ΠU˚1Q,N,K uˆ =
∑
α∈ΛN,K
uˆαpα(ξ).
In diesem Fall lässt sich dann für den Fehler e3 Folgendes schlussfolgern.
Korollar 4.38 Bilden die Polynome {pα(ξ), α ∈ Λ} eine Orthonormalbasis des Raumes
L2(Ω, σ(ξ),Q), dann konvergiert der Approximationsfehler e3 gegen Null, d. h.
e3 = ‖ΠU˚1Q,K uˆ− ΠU˚1Q,N,K uˆ‖U1Q → 0 für N,K →∞.
Bilden insbesondere die Polynome {pα(ξ), α ∈ Λ mit d(α) ≤ K} für jedes K ∈ N mit
{1, . . . , K} ⊆ Iξ eine Orthonormalbasis des L2(Ω, σ(ξ1, . . . , ξK),Q), dann gilt für jedes
dieser K
‖ΠU˚1Q,K uˆ− ΠU˚1Q,N,K uˆ‖U1Q → 0 für N →∞.
Beweis.
Da die Polynome {pα(ξ), α ∈ Λ} in L2(Ω, σ(ξ),Q) dicht liegen und⋃
N≥0,
K≥1
ΛN,K =
⋃
K≥1
{α ∈ Λ : d(α) ≤ K} = Λ
ist, gilt
ΠU˚1Q,N,K uˆ→ ΠU˚1Q,K uˆ in U˚
1
Q,
wenn N,K →∞. Die zweite Aussage folgt dann analog.
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Basierend auf den Aussagen der Korollare 4.32, 4.34 und 4.38 können nun Bedingungen
angegeben werden, unter denen die Folge der stochastischen Galerkin-Lösungen gegen die
schwache Lösung konvergiert.
Korollar 4.39 Unter der Annahme 4.23 folgt für uˆ ∈ UkQ∩U˚1Q, k ≥ 2, dass, wenn die Po-
lynome {pα(ξ), α ∈ Λ} im Raum L2(Ω, σ(ξ),Q) dicht liegen, die Folge der stochastischen
Galerkin-Lösungen uˆN,K,hp in U˚1ϑ gegen die schwache Lösung uˆ konvergiert.
Beweis.
Mit der Abschätzung (4.29) lässt sich dies sofort aus den Korollaren 4.31, 4.32, 4.34 und
4.38 ableiten.
Wie bereits mehrfach betont, interessiert neben der Frage, ob Konvergenz in der natür-
lichen Norm vorliegt oder nicht, im Falle von Konvergenz auch, wie schnell die Appro-
ximation gegen die schwache Lösung konvergiert und in welcher Form sie von der Wahl
der Basiszufallsvariablen abhängig ist. Dass die Konvergenzgeschwindigkeit von der Art
der Basiszufallsvariablen abhängt, ist in einer Serie von Arbeiten von Xiu und Karniada-
kis [73, 110, 111, 112, 113, 114] beobachtet worden. Der räumliche Diskretisierungsfehler
bzw. dessen A-priori-Fehlerabschätzung nach Korollar 4.32 wird nicht durch die Wahl
der Basiszufallsvariablen beeinflusst. Ebenso ist der Approximationsfehler, der durch die
Berücksichtigung nicht aller Basiszufallsvariablen entsteht, für gewisse Klassen von unter-
schiedlichen Basiszufallsvariablen gleich groß und hängt damit auch nicht von der Wahl
dieser Basiszufallsvariablen ab. Deshalb könnte die unterschiedliche Approximationsqua-
lität stochastischer Galerkin-Lösungen für verschiedene Folgen von Basiszufallsvariablen
durch den Approximationsfehler
e23 = ‖ΠU˚1Q,K uˆ− ΠU˚1Q,N,K uˆ‖
2
U1Q
=
∑
d(α)≤K
α 6∈ΛN,K
‖uˆα‖2H1(D)
ausgedrückt werden. Somit spielen die verallgemeinerten polynomiellen Chaoskoeffizienten
(uα)α∈Λ und die Abklingrate von ‖uα‖H1(D) eine große Rolle. Wüsste man für q := (qi)i∈Iξ
mit q := inf qi > 0, dass ∑
d(α)≤K
α 6∈ΛN,K
‖uˆα‖2H1(D)(1 + α)2q <∞
gilt, wobei (1 + α)q := ∏d(α)i=1 (1 + αi)qi , dann könnte man
‖ΠU˚1Q,K uˆ− ΠU˚1Q,N,K uˆ‖
2
U1Q
≤ max
d(α)≤K
α 6∈ΛN,K
(
1
(1 + α)2q
) ∑
d(α)≤K
α 6∈ΛN,K
‖uˆα‖2H1(D)(1 + α)2q
≤

(
K
N+K
)2q ∑
d(α)≤K
α 6∈ΛN,K
‖uˆα‖2H1(D)(1 + α)2q, ΛN,K = J (1)N,K ,
(
1
N+1
)2q ∑
d(α)≤K
α 6∈ΛN,K
‖uˆα‖2H1(D)(1 + α)2q, ΛN,K = J (2)N,K
mit J (1)N,K , J
(2)
N,K wie in den Formeln (4.24), (4.25) schlussfolgern. Damit ließe sich für festes
K ∈ N bzw. unabhängig von K ∈ N mit {1, . . . , K} ⊆ Iξ eine algebraische Konvergenz-
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rate der Ordnung q ableiten. Andererseits, würde für λ := (λi)i∈Iξ mit λ := inf λi > 1∑
d(α)≤K
α 6∈ΛN,K
|uˆα|2H1(D)λ2α <∞
gelten, dann könnte der Fehler durch
‖ΠU˚1Q,K uˆ− ΠU˚1Q,N,K uˆ‖
2
U1Q
≤ max
d(α)≤K
α 6∈ΛN,K
( 1
λ2α
) ∑
d(α)≤K
α 6∈ΛN,K
‖uˆα‖2H1(D)λ2α
≤
(
1
λ2(N+1)
) ∑
d(α)≤K
α 6∈ΛN,K
‖uˆα‖2H1(D)λ2α
abgeschätzt werden, was eine exponentielle Konvergenzrate nach sich ziehen würde. Zu-
sammenfassend kann man Folgendes aussagen.
Korollar 4.40 Unter der Annahme 4.23 und dass die Polynome {pα(ξ), α ∈ Λ} eine
Orthonormalbasis des L2(Ω, σ(ξ),Q) bilden, gilt für uˆ ∈ U˚1Q
e3 = ‖ΠU˚1Q,K uˆ− ΠU˚1Q,N,K uˆ‖U1Q ≤ maxd(α)≤K
α 6∈ΛN,K
(
1
ρ(α, λ, q)
)
‖uˆ‖U1Q,ρ
≤

1
inf(λi)N+1
(
K
N+K
)inf(qi) ‖uˆ‖U1Q,ρ , ΛN,K = J (1)N,K ,
1
inf(λi)N+1
(
1
N+1
)inf(qi) ‖uˆ‖U1Q,ρ , ΛN,K = J (2)N,K ,
wobei ‖uˆ‖U1Q,ρ :=
( ∑
α∈Λ
‖uα‖2H1(D)ρ(α, λ, q)2
)1/2
und
ρ(α, λ, q) := λα(α + 1)q :=
d(α)∏
i=1
λαii (αi + 1)qi , α ∈ Λ,
mit (λi)i∈Iξ , λi ≥ 1 und (qi)i∈Iξ , qi ≥ 0.
Folglich bestimmt die Abklingrate der verallgemeinerten polynomiellen Chaoskoeffizien-
ten die Approximationsqualität und es ist zu vermuten, dass diese Rate maßgeblich von
der Art der Chaosentwicklung, d. h. von der Wahl der Basiszufallsvariablen und deren
zugehörigen multivariaten orthonormalen Polynomen abhängt. Da
uˆα = EQ (uˆpα(ξ)) = EQ (uˆξ(ξ)pα(ξ)) ∈ H˚1(D), α ∈ Λ,
gilt, ist anzunehmen, dass die Glattheit von uˆξ eine große Rolle spielt und diese Eigenschaft
ist natürlich von der Wahl der Basiszufallsvariablen abhängig. Im eindimensionalen Fall,
d. h. für |Iξ| = 1, lässt sich für sehr spezielle Randwertprobleme 4.5 folgende Aussage
treffen.
Korollar 4.41 Sei |Iξ| = 1 und die Basiszufallsvariable ξ auf (Ω,A,Q) standardnormal-
verteilt. Seien κ und f derart, dass die schwache Lösung uˆ ∈ U˚1Q in ω und x separiert,
d. h. [uˆ(ω)](x) = uˆΩ(ω)uˆD(x) für messbare Funktionen uˆΩ : Ω → R und uˆD : D → R.
Des Weiteren seien κξ, fξ und uˆξ bzw. uˆΩ,ξ die jeweiligen Parametrisierungen bzgl. ξ von
κ, f und uˆ bzw. uˆΩ und für κ bzw. κξ gelte, dass für alle y ∈ R ein c > 0 existiert mit
κξ(y) ≥ c f. ü. auf D.
132 KAPITEL 4. ZUFÄLLIGE GLEICHUNGEN
(i) Sind κξ und fξ unendlich oft stetig differenzierbar, so konvergiert der Fehler e3
exponentiell schnell gegen Null, wenn uˆΩ,ξ ∈ Hk(R, dΦ) für alle k ∈ N ist.
(ii) Sind κξ und fξ nur k-mal stetig differenzierbar, k ∈ N0, dann kann a priori zunächst
nur eine algebraische Abklingrate des Fehlers e3 gegen Null gefolgert werden.
Beweis.
Mit den Sätzen 4.20 und 4.21 aus Abschnitt 4.2.3 folgt, dass die Parametrisierung uˆξ bzw.
uˆΩ,ξ entweder (i) unendlich oft stetig differenzierbar oder (ii) k-mal stetig differenzierbar
ist. Unter Verwendung der Aussagen in Satz 3.25 und Proposition 3.28 in Abschnitt 3.2.1
ergeben sich dann die jeweiligen Abklingraten für den Fehler
e3 = ‖ΠU˚1Q,K uˆ− ΠU˚1Q,N,K uˆ‖U1Q = ‖uˆD‖H1(D)‖uˆΩ −
(N)uˆΩ‖L2(Ω,Q),
da ΠU˚1Q,K uˆ = uˆ = uˆΩuˆD und ΠU˚1Q,N,K uˆ =
(N)uˆΩuˆD ist. Dabei ist (N)uˆΩ die polynomielle
Chaosapproximation der Ordnung N in L2(Ω,A,Q).
Qualitativ ähnliche Ergebnisse lassen sich auch im Unterschied zum letzten Korollar für
eine bzgl. dem Wahrscheinlichkeitsmaß Q betaverteilte oder gammaverteilte Basiszufalls-
größe formulieren. Beispiel 3 einer zufälligen algebraischen Gleichung in Abschnitt 4.1 il-
lustriert dies für den Fall, dass man sogar ohne Gewichtungen auskommt, d. h. ϑ ≡ ν ≡ 1,
und Q ≡ P ist, da sich der dortige Koeffizient durch Konstanten von Null und Unendlich
trennen lässt.
Angenommen, solche Konvergenzaussagen wie in Korollar 4.41 ließen sich auf abzählbar
viele Basiszufallsvariablen und Hilbertraumwertige zu entwickelnde Zufallsvariablen aus-
dehnen, dann würde vornehmlich die Glattheit der paramatrisierten schwachen Lösung die
zu erwartende Approximationsqualität der entsprechenden stochastischen Galerkin-Lö-
sung angeben. Dass die Regularität der parametrisierten schwachen Lösung direkt mit der
Regularität der parametrisierten Eingangsdaten zusammenhängt, ist in Abschnitt 4.2.3
analysiert worden. Folglich lassen die Folgen von Basiszufallsvariablen, die eine glattere
Abhängigkeit der parametrisierten Eingangsdaten nach sich ziehen, eine bessere Approxi-
mationsqualität, d. h. schnellere Konvergenzrate, ihrer stochastischen Galerkin-Lösungen
erwarten und sollten daher bevorzugt für die numerische Berechnung mittels stochasti-
scher Galerkin-Methode genutzt werden (siehe auch Beispiel 3 in Abschnitt 4.2.5).
Numerische Aspekte bei der Berechnung der stochastischen Galerkin-Lösung.
Aufgrund der durch die Zufallsgröße ν eingeführten Gewichtung des endlichdimensionalen
Testfunktionenraumes unterscheidet sich das zugehörige Galerkin-System von dem ohne
Gewichtung (siehe z. B. Ghanem [46], Le Maître und Knio [68] oder auch Eiermann et
al. [33]). Auf welche Art und Weise sich damit auch die Berechnung der stochastischen
Galerkin-Lösung uˆN,K,hp ∈ U˚1ϑ und deren dazugehörige Charakteristiken wie Erwartungs-
wertfunktion EP (uˆN,K,hpϑ) und zweite Momentenfunktion EP
(
uˆ2N,K,hpϑ
)
verändern, soll
in diesem Abschnitt besprochen werden.
Es seien nun im Folgenden die Voraussetzungen des Korollars 4.39 erfüllt. Um das Ga-
lerkin-System aufzustellen, wird eine Basis {qα(ξ)ϕi, α ∈ ΛN,K , i ∈ Ihp} von UN,K,hp
gewählt, bestehend aus Polynomen qα(ξ) aus UN,K und Finite-Element-Ansatzfunktionen
ϕi aus Uhp. Als Basis des Testfunktionenraumes Vν,N,K,hp werden daraufhin die Funktionen
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{qα(ξ)ϕiν, α ∈ ΛN,K , i ∈ Ihp} verwendet. Daraus ergibt sich für uˆN,K,hp = ∑
α∈ΛN,K
i∈Ihp
uαiϕiqα(ξ)
dann das Gleichungsystem
Au = f,
wobei
A :=
(
a(qα(ξ)ϕi, qβ(ξ)ϕjν)
)
βj,αi
, f :=
[
〈f, ϕjqβ(ξ)ν〉
]T
βj
und u :=
[
uαi
]T
αi
.
Die stochastischen Galerkin-Koeffizienten (uαi)αi hängen natürlich sowohl von der Wahl
der jeweiligen Basisfunktionen ϕi, i ∈ Ihp, und qα, α ∈ ΛN,K als auch von hp,N und K
ab. Auf eine überladene Indexschreibweise soll jedoch an dieser Stelle verzichtet werden.
Mit Hilfe der parametrisierten Eingangsdaten κξ(ξ) mit κξ : R|Iξ| → L∞(D) und fξ(ξ)
mit fξ : R|Iξ| → H−1(D) erhält man
a(ϕiqα(ξ), ϕjqβ(ξ)ν) = EP
∫
D
[κξ(ξ)](x)∇ϕi(x) · ∇ϕj(x) dx
 qα(ξ)eqβ(ξ)ν

=
∫
D
EP
(
[κξ(ξ)](x)qα(ξ)qβ(ξ)ν
)
∇ϕi(x) · ∇ϕj(x) dx
und
〈f, ϕjqβ(ξ)ν〉 = EP
(
〈fξ(ξ), ϕj〉H−1,H˚1 qβ(ξ)ν
)
=
〈
EP
(
fξ(ξ)qβ(ξ)ν
)
, ϕj
〉
H−1,H˚1
für i, j ∈ Ihp, α, β ∈ ΛN,K .
Im Folgenden werden nun drei verschiedene Möglichkeiten, die Basispolynome qα, α ∈ Λ,
zu wählen, vorgestellt. Da UN,K,hp ein Unterraum von U˚1ϑ ist und nach den Voraussetzun-
gen des Korollars 4.39, muss die Zufallsgröße ϑ einen endlichen Erwartungswert besitzen
und o. B. d.A. kann dieser als Eins angenommen werden. Verwendet man nun als erste
Variante die in L2(Ω,A, ϑdP) orthonormalen Polynome {p¯α(ξ), α ∈ Λ} als Basispolynome
{qα(ξ), α ∈ Λ}, dann benötigt man zur Auswertung der Erwartungswerte
EP
(
κξ(ξ)p¯α(ξ)p¯β(ξ)ν
)
= EP
(
κξ(ξ)EP(ν|ξ)
EP(ϑ|ξ) p¯α(ξ)p¯β(ξ)ϑ
)
und
EP
(
fξ(ξ)p¯β(ξ)ν
)
= EP
(
fξ(ξ)EP(ν|ξ)
EP(ϑ|ξ) p¯β(ξ)ϑ
)
zum Beispiel die verallgemeinerten polynomiellen Chaosreihen von κξ(ξ)EP(ν|ξ)/EP(ϑ|ξ)
und fξ(ξ)EP(ν|ξ)/EP(ϑ|ξ) in den Polynomen {p¯α(ξ), α ∈ Λ} bzw. deren verallgemeiner-
te polynomielle Chaoskoeffizienten. In dem Fall, dass die Zufallsgröße ν = ν∗ = ϑ/µ die
Bedingungen an ν erfüllt, bedeutet dies, da µ messbar ist bzgl. der σ-Algebra σ(ξ), die
verallgemeinerten polynomiellen Chaosentwicklungen von κξ(ξ)/µ und fξ(ξ)/µ zu kennen.
Selbst wenn man die verallgemeinerten polynomiellen Chaoskoeffizienten der einzelnen
Faktoren kennt, ist es schon im Falle von eindimensionalem polynomiellen Chaos kom-
pliziert, auf die Chaoskoeffizienten des Produktes zu schließen (vgl. dazu Abschnitt 3.2.2
zu Produkten von eindimensionalen polynomiellen Chaosentwicklungen). Die zugehörigen
gewichteten Momente der stochastischen Galerkin-Lösung uN,k,hp ∈ U˚1ϑ,
EP (uˆN,K,hpϑ) und EP
(
uˆ2N,K,hpϑ
)
,
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lassen sich dann wie gewohnt wegen EP(p¯α(ξ)p¯β(ξ)ϑ) = δαβ, α, β ∈ Λ, durch
EP (uˆN,K,hpϑ) = EP
( ∑
α∈ΛN,K
i∈Ihp
uαiϕip¯α(ξ)ϑ
)
=
∑
α∈ΛN,K
i∈Ihp
uαiϕiEP (p¯α(ξ)ϑ) =
∑
i∈Ihp
u0iϕi
und
EP
(
uˆ2N,K,hpϑ
)
= EP
( ∑
α,β∈ΛN,K
i,j∈Ihp
uαiuβjϕiϕj p¯α(ξ)p¯β(ξ)ϑ
)
=
∑
α,β∈ΛN,K
i,j∈Ihp
uαiϕiuβjϕj EP (p¯α(ξ)p¯β(ξ)ϑ) =
∑
α∈ΛN,K
∑
i,j∈Ihp
uαiuαjϕiϕj
=
∑
α∈ΛN,K
( ∑
i∈Ihp
uαiϕi
)2
berechnen.
Eine zweite Möglichkeit zur Berechnung der stochastischen Galerkin-Lösung gibt es, wenn
der Erwartungswert von ν, der dann wieder ohne jegliche Einschränkungen als Eins an-
genommen werden soll, endlich ist und EP |ξi|nν <∞ für alle n ∈ N und i ∈ Iξ gilt. Dies
ist zum Beispiel dann erfüllt, wenn die deterministischen Funktionen f ∈ H−1(D) zum
Raum U−1ϑ
µ2
gehören, d. h., wenn H−1(D) ⊂ U−1ϑ
µ2
gilt. Denn das bedeutet, dass der Erwar-
tungswert EP ϑµ2 endlich ist. Da nach den Voraussetzungen (Annahme 4.23 (c)) für den
Testfunktionenraum Vν,N,K,hp die Zufallsgrößen ξni ν ∈ L2(Ω,A, µ2/ϑdP) für alle n ∈ N0
und i ∈ Iξ sind, folgt aufgrund von
EP |ξi|nν ≤
(
EP |ξi|2nν2µ
2
ϑ
)1/2 (
EP
ϑ
µ2
)1/2
<∞
die Endlichkeit des Erwartungswertes von ν und sämtlicher mit ν gewichteter Momente
aller ξi, i ∈ Iξ. In diesem Fall können dann auch die Polynome {p˜α(ξ), α ∈ Λ}, die
orthonormal sind in L2(Ω,A, νdP), als Basispolynome qα(ξ) fungieren. Für die Berechnung
der Erwartungswerte EP
(
κξ(ξ)p˜α(ξ)p˜β(ξ)ν
)
und EP
(
fξ(ξ)p˜β(ξ)ν
)
bräuchte man dann
zum Beispiel lediglich die verallgemeinerte polynomielle Chaosentwicklung von κξ und fξ
in den Polynomen {p˜α(ξ), α ∈ Λ} zu kennen. Die Bestimmung der ersten beiden mit
der Zufallsgröße ϑ gewichteten Momente der zugehörigen stochastischen Galerkin-Lösung
verkompliziert sich allerdings ein wenig. Man muss für diese Momente
EP (uˆN,K,hpϑ) = EP
( ∑
α∈ΛN,K
i∈Ihp
uαiϕip˜α(ξ)ϑ
)
=
∑
α∈ΛN,K
i∈Ihp
uαiϕiEP (p˜α(ξ)ϑ)
und
EP
(
uˆ2N,K,hpϑ
)
= EP
( ∑
α,β∈ΛN,K
i,j∈Ihp
uαiuβjϕiϕj p˜α(ξ)p˜β(ξ)ϑ
)
=
∑
α,β∈ΛN,K
i,j∈Ihp
uαiϕiuβjϕj EP (p˜α(ξ)p˜β(ξ)ϑ)
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die Erwartungswerte EP (p˜α(ξ)p˜β(ξ)ϑ), α, β ∈ Λ, ausrechnen. Dabei gilt jedoch nicht
die Beziehung EP (p˜α(ξ)p˜β(ξ)ϑ) = Cαδαβ. Kennt man allerdings die verallgemeinerte
polynomielle Chaosentwicklungen der Polynome p˜α(ξ), α ∈ ΛN,K , in den Polynomen
{p¯α(ξ), α ∈ Λ}, d. h., kennt man die verallgemeinerten polynomiellen Chaoskoeffizien-
ten c˜(α)β , sodass
p˜α(ξ) =
∑
β∈ΛN,K
c˜
(α)
β p¯β(ξ)
gilt, dann ergibt sich für die stochastische Galerkin-Lösung durch Umformungen
uˆN,K,hp =
∑
α∈ΛN,K
i∈Ihp
uαiϕip˜α(ξ) =
∑
α∈ΛN,K
i∈Ihp
uαiϕi
∑
β∈ΛN,K
c˜
(α)
β p¯β(ξ)
=
∑
β∈ΛN,K
p¯β(ξ)
( ∑
α∈ΛN,K
i∈Ihp
c˜
(α)
β uαiϕi
)
.
Für die gewichteten Momente der stochastischen Galerkin-Lösung folgt dann
EP (uˆN,K,hpϑ) =
∑
α∈ΛN,K
i∈Ihp
c˜
(α)
0 uαiϕi und EP
(
uˆ2N,K,hpϑ
)
=
∑
β∈ΛN,K
( ∑
α∈ΛN,K
i∈Ihp
c˜
(α)
β uαiϕi
)2
.
Will man – als dritte mögliche Variante – als Basispolynome {qα(ξ), α ∈ ΛN,K} die in
L2(Ω,A,P) orthonormalen Polynome {pˆα(ξ), α ∈ ΛN,K} verwenden, dann müssten sämt-
liche Momente EP |ξi|n, n ∈ N, für alle i ∈ Iξ existieren und endlich sein. Die Berechnung
des Galerkin-Systems bedeutet dann die Bestimmung der Erwartungswerte
EP
(
κξ(ξ)pˆα(ξ)pˆβ(ξ)ν
)
= EP
(
κξ(ξ)EP(ν|ξ)pˆα(ξ)pˆβ(ξ)ϑ
)
und
EP
(
fξ(ξ)pˆβ(ξ)ν
)
= EP
(
fξ(ξ)EP(ν|ξ)pˆβ(ξ)ϑ
)
.
Mit anderen Worten heißt das, die verallgemeinerten polynomiellen Chaosentwicklun-
gen bzw. dazu äquivalent die verallgemeinerten polynomiellen Chaoskoeffizienten von
κξ(ξ)EP(ν|ξ) und fξ(ξ)EP(ν|ξ) zu bestimmen. Die entsprechenden gewichteten Momente
EP (uˆN,K,hpϑ) und EP
(
uˆ2N,K,hpϑ
)
der stochastischen Galerkin-Lösung müssen jedoch ana-
log zu oben über die Umentwicklung der Polynome {pˆα(ξ), α ∈ ΛN,K} in die Polynome
{p¯α(ξ), α ∈ ΛN,K}, d. h. mit Hilfe von
pˆα(ξ) =
∑
β∈ΛN,K
cˆ
(α)
β p¯β(ξ)
ausgewertet werden. Es ergibt sich dann
EP (uˆN,K,hpϑ) =
∑
α∈ΛN,K
i∈Ihp
cˆ
(α)
0 uαiϕi und EP
(
uˆ2N,K,hpϑ
)
=
∑
β∈ΛN,K
( ∑
α∈ΛN,K
i∈Ihp
cˆ
(α)
β uαiϕi
)2
.
Im Falle von ϑ ≡ 1 ist natürlich diese mit der zuerst besprochenen Berechnungsmöglichkeit
identisch.
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Können alle drei Ansätze zur Berechnung der stochastischen Galerkin-Lösung verfolgt wer-
den, dann werden sich im Allgemeinen die jeweiligen stochastischen Galerkin-Koeffizienten
in u unterscheiden. Zusammen mit den Basispolynomen liefern sie dann aber alle das glei-
che Ergebnis, d. h. die gleiche stochastische Galerkin-Lösung. Allein der numerische Auf-
wand der Berechnung dieser Lösungen kann sich, je nachdem welche Variante verwendet
wird, von Fall zu Fall unterscheiden.
Beispiel 4.42 Sei für ein gegebenes Randwertproblem die standardnormalverteilte Zu-
fallsgröße ξ eine geeignete Basiszufallsvariable und für 0 < ε < 1 die Zufallsgröße
ν = tν(ξ) = exp
(
ε
2ξ
2
)
/σ mit σ := 1/
√
1− ε ein zulässiges Gewicht für den endlich-
dimensionalen Testfunktionenraum Vν,N,hp, (K = 1), im Sinne von Annahme 4.23, d. h.
Vν,N,hp = span{uhpξnν, uhp ∈ Uhp, n = 0, . . . , N}.
Dann besitzt die Basiszufallsvariable ξ als Zufallsgröße auf dem Wahrscheinlichkeitsraum
(Ω,A, νdP) ebenfalls eine Normalverteilung und die zugehörige Dichtefunktion f νdPξ ist
gegeben mit
f νdPξ (y) = tν(y)fPξ (y) =
1√
2piσ
exp
(
ε
2y
2
)
exp
(
−y
2
2
)
= 1√
2piσ
exp
(
−y
2(1− ε)
2
)
= 1√
2piσ
exp
(
− y
2
2σ2
)
, y ∈ R.
Damit sind die zur Zufallsgröße ξ auf (Ω,A, νdP) gehörenden orthonormalen Polynome
{p˜n(ξ), n ∈ N0} im Sinne von Satz 2.16 nach Korollar 2.19 die im Argument skalierten
Hermite-Polynome
p˜n(ξ) =
1√
n!
Hen
(
ξ
σ
)
, n ∈ N0.
Sei nun ϑ ≡ 1. Folgt man dann der ersten Variante zur Berechnung der stochastischen
Galerkin-Lösung und verwendet die Hermite-Polynome {Hen(ξ)/
√
n!, n = 0, . . . , N}, so
müssen beispielsweise für den Koeffizienten κ = κξ(ξ) die polynomiellen Chaoskoeffizien-
ten
EP
(
κξ(ξ)
Hen(ξ)√
n!
ν
)
= 1
σ
EP
(
κξ(ξ) exp
(
ε
2ξ
2
) Hen(ξ)√
n!
)
bestimmt werden. Wählt man die zweite Variante, dann hat man die verallgemeinerten po-
lynomiellen Chaoskoeffizienten bzgl. {p˜n(ξ), n ∈ N0} zu berechnen. Für den Koeffizienten
κ hieße dies zum Beispiel die polynomiellen Chaoskoeffizienten von κξ(σξ) zu bestimmen,
da
EP (κξ(ξ)p˜n(ξ)ν) =
∫
R
κξ(y)
Hen(y/σ)√
n!
tν(y)fPξ (y) dy =
∫
R
κξ(y)
Hen(y/σ)√
n!
f νdPξ (y) dy
=
∫
R
κξ(σz)
Hen(z)√
n!
fPξ (z) dz = EP
(
κξ(σξ)
Hen(ξ)√
n!
)
.
Zur Auswertung der Charakteristiken der stochastischen Galerkin-Lösung in diesem Fall
benötigt man jedoch die polynomiellen Chaoskoeffizienten c(n)i , für die
Hen(ξ/σ)√
n!
=
n∑
i=0
c
(n)
i
Hei(ξ)√
i!
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gilt. Diese sind hier allerdings explizit bekannt (siehe Formel (2.10) in Abschnitt 2.2.2)
und mit
c
(n)
i =

√
n!√
i!(n−i2 )!
σ−n
(
1−σ2
2
)(n−i)/2
, n+ i gerade,
0, sonst,
i = 0, . . . , n, n ∈ N0,
gegeben.
Ein weiterer wichtiger numerischer Aspekt ist, ob sich die jeweiligen multivariaten ortho-
normalen Polynome {p¯α(ξ), α ∈ Λ}, {p˜α(ξ), α ∈ Λ} bzw. {pˆα(ξ), α ∈ Λ} als Tensor-
produkte entsprechender univariater orthonormaler Polynome in ξi ergeben und dann die
Erwartungswerte ebenfalls in solche Produkte zerfallen. Aus stochastischer Sicht ist diese
Frage äquivalent dazu, ob die Zufallsgrößen (ξi)i∈Iξ als Zufallsgrößen auf dem jeweiligen
Wahrscheinlichkeitsraum (Ω,A, ϑdP), (Ω,A, νdP) bzw. (Ω,A,P) unabhängig sind. Auf
(Ω,A,P) sind die Basiszufallsgrößen ξi, i ∈ Iξ, genau dann unabhängig, wenn die Ver-
teilung FPξ von ξ = (ξi)i∈Iξ sich als Produkt der Verteilungen FPξi von ξi, i ∈ Iξ, ergibt,
d. h.
dFPξ (y) =
∏
i∈Iξ
dFPξi (yi), y = (yi)i∈Iξ ∈ R|Iξ|.
Die Unabhängigkeit der Basiszufallsgrößen auf den beiden anderen Wahrscheinlichkeits-
räumen lässt sich wie folgt charakterisieren. Seien mit tϑ : R|Iξ| → R und tν : R|Iξ| → R
messbare Funktionen gegeben, die nach dem Lemma von Doob-Dynkin
EP (ϑ|ξ) = tϑ(ξ) und EP (ν|ξ) = tν(ξ)
erfüllen, dann lauten die jeweiligen Verteilungen F ϑdPξ und F νdPξ von ξ
dF ϑdPξ (y) = tϑ(y)dFPξ (y) und dF νdPξ (y) = tν(y)dFPξ (y).
Die Verteilung der einzelnen ξi, i ∈ Iξ, auf (Ω,A, ϑdP) bzw. (Ω,A, νdP) lassen sich dann
analog mit
dF ϑdPξi (yi) = tϑ,i(yi)dF
P
ξi
(yi) bzw. dF νdPξi (yi) = tν,i(yi)dF
P
ξi
(yi)
angeben, wobei tϑ,i : R→ R bzw. tν,i : R→ R die messbaren Funktionen bezeichnen, für
die
tϑ,i(ξi) = EP (ϑ|ξi) bzw. tν,i(ξi) = EP (ν|ξi) , i ∈ Iξ,
gelten. Die Unabhängigkeit der Zufallsgrößen ξ = (ξi)i∈Iξ auf dem jeweiligen Wahrschein-
lichkeitsraum ist daraufhin genau dann gegeben, wenn die jeweilige Verteilung von ξ das
Produkt der entsprechenden Verteilungen der einzelnen Zufallsgrößen ξi, i ∈ Iξ, ist, d. h.
F ϑdPξ (dy) =
∏
i∈Iξ
F ϑdPξi (dyi) bzw. F
νdP
ξ (dy) =
∏
i∈Iξ
F νdPξi (dyi)
gilt. Wenn zum Beispiel die Zufallsgrößen (ξi)i∈Iξ unabhängig sind als Zufallsgrößen auf
dem Wahrscheinlichkeitsraum (Ω,A,P) und die Funktionen tϑ bzw. tν sich als Produkt
tϑ(y) =
∏
i∈Iξ
tϑ,i(yi) bzw. tν(y) =
∏
i∈Iξ
tν,i(yi)
schreiben lassen, dann kann die Unabhängigkeit der (ξi)i∈Iξ als Zufallsgrößen auf dem
Wahrscheinlichkeitsraum (Ω,A, ϑdP) bzw. (Ω,A, νdP) geschlussfolgert werden.
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4.2.5 Beispiele
Dieser Abschnitt dient dazu, durch Beispiele sowohl theoretischer als auch numerischer
Natur die Aussagen der vorangegangenen Abschnitte zu illustrieren und zu untermauern.
Es werden Beispiele dafür gegeben, dass die Anwendung der standardmäßigen stochasti-
schen Galerkin-Methode zu unsinnigen Ergebnissen führen kann, wenn man die theoreti-
schen Erkenntnisse aus dem Abschnitt 4.2.4 außer Acht lässt. Das heißt, es werden Beispie-
le konstruiert, für die die Folge der standardmäßigen stochastischen Galerkin-Lösungen
nicht in der natürlichen Norm gegen die schwache Lösung konvergiert. Gleichzeitig wer-
den im Gegenzug dazu diese Beispiele unter Berücksichtigung der Ergebnisse mit einem
geeigneten stochastischen Galerkin-Ansatz gelöst und die Konvergenz der Folge dieser
stochastischen Galerkin-Lösungen gegen die schwache Lösung in der natürlichen Norm
gezeigt. Die Abhängigkeit der Approximationsqualität bzw. Konvergenzgeschwindigkeit
der Folge der stochastischen Galerkin-Lösungen von den Basiszufallsvariablen wird eben-
falls anhand von numerischen Beispielen veranschaulicht.
Diese Beispiele werden (vorwiegend) der Einfachheit halber eindimensionale Randwert-
probleme der Form
−(κ(x, ω)u′(x, ω))′ = f(x, ω), x ∈ D = (0, 1), ω ∈ Ω,
mit homogenen Dirichlet-Randbedingungen
u(0, ω) = u(1, ω) = 0, ω ∈ Ω,
oder gemischten Randbedingungen
u(0, ω) = 0 und κ(1, ω)u′(1, ω) = F (ω), ω ∈ Ω,
sein. Obwohl die gemischten Randbedingungen von denen des Modellproblems (4.5) ab-
weichen, behält die in den vorherigen Abschnitten entwickelte Theorie ihre Gültigkeit
(vgl. Bemerkung 4.14). Des Weiteren werden immer bis auf Beispiel 5 schwache Lösungen
mit endlichem zweiten Moment gesucht, d. h. ϑ ≡ 1. Als Gewicht ν in der Definition des
endlichdimensionalen Testfunktionenraumes Vν,N,K,hp wird, wenn nicht anders erwähnt,
die auf Erwartungswert Eins normierte Zufallsgröße ν∗ = µ−1/EP(µ−1) verwendet. Die
Diskretisierung in der räumlichen Variablen erfolgt immer mit Hilfe eines Gauß-Lobatto-
Legendre-Spektralelementes (siehe z. B. Canuto et al. [26]) geeigneter Ordnung p, damit
der räumliche Diskretisierungsfehler in diesen Beispielen und Fehlerbetrachtungen nahezu
keine Rolle mehr spielt und vernachlässigt werden kann und so der Einfluss der Diskre-
tisierung bzgl. der stochastischen Parameter auf den Approximationsfehler deutlich wird.
Wenn nicht näher auf die Ordnung p eingegangen wird, dann wird p = 50 verwendet. Als
Fehlermaße dienen hauptsächlich der relative Approximationsfehler in der natürlichen
Norm
δN,K,hp :=
‖uˆ− uˆN,K,hp‖U1
ϑ
‖uˆ‖U1
ϑ
und die relativen Fehler des ersten bzw. zweiten Momentes als Funktionen der räumlichen
Variablen
δ
(1)
N,K,hp :=
|EP uˆ− EP uˆN,K,hp|
|EP uˆ|
bzw.
δ
(2)
N,K,hp :=
|EP uˆ2 − EP uˆ2N,K,hp|
|EP uˆ2| .
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Kommen nur endlich viele Basiszufallsvariablen zur Darstellung der Eingangsdaten zum
Einsatz, so wird aus schreibtechnischen Gründen und zur Bewahrung der Übersichtlichkeit
der Index K bei der Bezeichnung der endlichdimensionalen Unterräume, der stochasti-
schen Galerkin-Lösung und der relativen Fehler unterdrückt.
Im ersten Beispiel wird gezeigt, dass die Gewichtung der Ansatzfunktionen im endlichdi-
mensionalen Testfunktionenraum Vν,N,K,hp durch die Zufallsgröße ν notwendig ist, um zu
gewährleisten, dass die Folge stochastischer Galerkin-Lösungen gegen die schwache Lö-
sung in der natürlichen Norm konvergiert. Dafür wird das in Abschnitt 4.2.4 gegebene
Beispiel 4.29 nun ausführlich behandelt.
Beispiel 1. Es wird auf D = (0, 1) das eindimensionale Randwertproblem mit zufälli-
gem Koeffizienten κ = exp(ξ) und zufälliger rechter Seite f = exp(ξ)|ξ − 1|, wobei die
Zufallsgröße ξ ∼ N (0, 1) ist, betrachtet. Das heißt, es ist die Lösung von
− (exp(ξ(ω))u′(x, ω))′ = exp(ξ(ω))|ξ(ω)− 1|, x ∈ (0, 1), ω ∈ Ω,
u(0, ω) = u(1, ω) = 0, ω ∈ Ω,
gesucht. Der Koeffizient κ ist dabei eine stark messbare Zufallsvariable in L∞(D) und es
gilt
0 < κmin := exp(ξ) ≤ κ ≤ exp(ξ) =: κmax <∞.
Als Zufallsgröße µ dient damit der Koeffizient selbst, d. h. µ = exp(ξ). Da f ∈ U−1exp(−2ξ)
ist, existiert die eindeutige schwache Lösung uˆ ∈ U˚1, d. h. ϑ ≡ 1, mit
[uˆ(ω)](x) = [uˆξ(ξ(ω))](x) =
1
2 |ξ(ω)− 1|(x− x
2), x ∈ (0, 1), ω ∈ Ω.
Sie ist ebenso die pfadweise Lösung und auch die klassische. Wählt man nun bei der An-
wendung der stochastischen Galerkin-Methode ν ≡ 1 und damit die endlichdimensionalen
Ansatz- und Testfunktionenräume
UN,hp ≡ Vν,N,hp = Uhp ⊗ UN mit UN = span
{
Hen(ξ)√
n!
, n = 0, . . . , N
}
,
d. h. den standardmäßigen stochastischen Galerkin-Ansatz, so wird man im Folgenden
feststellen, dass die entsprechende Folge stochastischer Galerkin-Lösungen nicht in U˚1
gegen die schwache Lösung uˆ konvergiert. Betrachtet man die stochastische Galerkin-
Lösung uˆN,hp näher, so ergibt sie sich als Produkt, uˆN,hp = uˆhpuˆN , der deterministischen
Funktion uˆhp ∈ Uhp, die die Gleichung∫
D
uˆ′hp(x)v′hp(x) dx =
∫
D
vhp(x) dx für alle vhp ∈ Uhp (4.30)
löst, und der Zufallsgröße uˆN ∈ UN , die die Gleichung
EP
(
exp(ξ)uˆN
Hem(ξ)√
m!
)
= EP
(
exp(ξ)|ξ − 1|Hem(ξ)√
m!
)
für alle m = 0, . . . , N (4.31)
erfüllt. Mit den Bezeichnungen uˆD(x) := 12(x−x2) und uˆΩ(ω) := |ξ(ω)−1| gilt uˆ = uˆhpuˆΩ
und man erhält die Abschätzung
‖uˆ− uˆN,hp‖U1 = ‖uˆDuˆΩ − uˆhpuˆN‖U1 = ‖uˆΩ(uˆD − uˆhp) + uˆhp(uˆΩ − uˆN)‖U1
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≥ ‖uˆhp(uˆΩ − uˆN)‖U1 − ‖uˆΩ(uˆD − uˆhp)‖U1
= ‖uˆhp‖H1(D) ‖uˆΩ − uˆN‖L2(Ω) − ‖uˆΩ‖L2(Ω) ‖uˆD − uˆhp‖H1(D).
Da die Beziehungen ‖uˆD−uˆhp‖H1(D) → 0 und ‖uˆΩ‖L2(Ω) <∞ gelten, konvergiert der letzte
Term
(
‖uˆΩ‖L2(Ω) ‖uˆD−uˆhp‖H1(D)
)
gegen Null und ‖uˆhp‖H1(D) gegen ‖uˆD‖H1(D). Der Fehler
‖uˆΩ − uˆN‖L2(Ω) konvergiert jedoch nicht gegen Null wie in Beispiel 2 des Abschnittes 4.1
bewiesen wurde.
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Abb. 4.4: Relativer Approximationsfehler δN,hp der standardmäßigen stochastischen Galerkin-
Lösung uˆN,hp an die schwache Lösung uˆ für wachsenden Polynomgrad N .
Damit konvergiert sowohl der absolute als auch der relative Approximationsfehler
δN,hp =
‖uˆ− uˆN,hp‖U1
‖uˆ‖U1
nicht gegen Null, was bedeutet, dass mit diesen stochastischen Galerkin-Lösungen keine
beliebig gute Approximation an die schwache Lösung in U˚1 erreicht werden kann. Diese
stochastischen Galerkin-Lösungen konvergieren also nicht gegen die schwache Lösung in
U˚1. Diese Aussage wird auch durch die in Abbildung 4.4 erkennbare Tendenz des relativen
Approximationsfehlers δN,hp unterstützt. Als räumliche Diskretisierung genügt es in die-
sem Fall ein Gauß-Lobatto-Legendre-Spektralelement der Ordnung p = 3 zu verwenden.
Setzt man jedoch ν = exp(−1/2) exp(−ξ) und damit den endlichdimensionalen Testfunk-
tionenraum
Vν,N,hp = {u exp(−ξ), u ∈ UN,hp} = span
{
uhp
Hen(ξ)√
n!
exp(−ξ), uhp ∈ Uhp, n = 0, . . . , N
}
voraus, dann erhält man eine Folge stochastischer Galerkin-Lösungen, die gegen die schwa-
che Lösung in U˚1 konvergiert. Das Wahrscheinlichkeitsmaß Q ist wegen κmax = µ hier
identisch mit dem Wahrscheinlichkeitsmaß P, sodass U˚1 = U˚1Q gilt, und man erhält nach
Korollar 4.31 aus Abschnitt 4.2.4 die Abschätzung
‖uˆ− uˆN,hp‖U1 ≤ C inf
z∈UN,hp
‖uˆ− z‖U1
in keiner stärkeren sondern der gleichen Norm, in der man auch den Approximationsfehler
misst. Da die Hermite-Polynome in ξ dicht liegen in L2(Ω, σ(ξ),P) und uˆ ∈ U˚1 ∩ Uk für
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Abb. 4.5: Links: Relativer Approximationsfehler δN,hp der stochastischen Galerkin-Lösung uˆN,hp
in Abhängigkeit des Polynomgrades N für die Gewichte ν und ν˜.
Rechts: Zweites Moment der schwachen Lösung uˆ und der stochastischen Galerkin-Lösungen
uˆN,hp für den gewichteten (ν˜) und ungewichteten Fall zum Polynomgrad N = 40 als Funktion
der räumlichen Variablen.
ein k > 1, folgt nach Korollar 4.39 die Konvergenz der Folge der stochastischen Galerkin-
Lösungen in U˚1. Die stochastische Galerkin-Lösung uˆN,hp ergibt sich in analoger Weise
zu (4.30) und (4.31) auch als Produkt eines deterministischen und eines stochastischen
Anteils. Der stochastische Anteil uˆN der stochastischen Galerkin-Lösung stellt in diesem
Falle sogar die polynomielle Chaosentwicklung der Ordnung N von uˆΩ dar. Somit wird
zum Beispiel für N = 0 der Erwartungswert der Lösung uˆ als Funktion in der räumlichen
Variablen x ∈ D exakt durch den Erwartungswert der stochastischen Galerkin-Lösung
berechnet.
Die Zufallsgröße µ˜ = exp(−ξ2/4) ist ebenfalls eine untere Schranke an den Koeffizienten
κ und es gilt auch f ∈ U−1exp(ξ2/2). Wählt man dazu die passenden Testfunktionen mit
Vν,N,hp = {u exp(ξ2/4), u ∈ UN,hp}
= span
{
uhp
Hen(ξ/
√
2)√
n!
exp(ξ2/4), uhp ∈ Uhp, n = 0, . . . , N
}
,
d. h. ν˜ = exp(ξ2/4)/
√
2, dann erhält man wiederum eine in der natürlichen Norm ge-
gen die schwache Lösung konvergente Folge von stochastischen Galerkin-Lösungen, deren
stochastischer Anteil jedoch nicht mehr die N -te polynomielle Chaosapproximation der
schwachen Lösung uˆ ist. Demzufolge ist deren relativer Approximationsfehler größer als
jener für die stochastische Galerkin-Lösung, die mit dem Gewicht ν berechnet wird. Doch
für beide kann in Abbildung 4.5 (linkes Bild) ein Abklingen des Fehlers beobachtet wer-
den. Dabei ist wieder ein Gauß-Lobatto-Legendre-Spektralelement der Ordnung p = 3
zur räumlichen Diskretisierung benutzt worden. Im rechten Bild der Abbildung 4.5 wird
das zweite Moment der schwachen Lösung uˆ als Funktion in der räumlichen Variablen x,
EP
(
[uˆ(·)](x)
)2
= 12(x− x
2)2, x ∈ D,
verglichen mit den zweiten Momenten der stochastischen Galerkin-Lösung der Ordnung
N = 40 für den Fall, dass man ungewichtet rechnet, und dem Fall, dass man gewichtet
rechnet mit der Zufallsgröße ν˜. Dabei erkennt man, dass man mit Hilfe der gewichte-
ten Rechnung (blaue -Kurve) dem wahren zweiten Moment (rote ×-Kurve) schon sehr
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nahe kommt, wohingegen das Ergebnis der ungewichteten Rechnung (grüne +-Kurve)
deutlich davon abweicht. Der Einfachheit halber wurde hier ein Gauß-Lobatto-Legendre-
Spektralelement der Ordnung p = 50 verwendet. 
Das zweite Beispiel zeigt, dass man, wenn man eine Basiszufallsvariable ξ wählt, deren zu-
gehörige orthonormalen Polynome in L2(Ω, σ(ξ),P) nicht dicht liegen, ebenfalls eine Folge
stochastischer Galerkin-Lösungen erhalten kann, die nicht gegen die schwache Lösung in
der natürlichen Norm konvergiert.
Beispiel 2. Das Randwertproblem mit den gemischten Randbedingungen
−(η(ω)u′(x, ω))′ = f(x), x ∈ (0, 1), ω ∈ Ω,
u(0, ω) = 0, ω ∈ Ω,
η(ω)u′(1, ω) = F, ω ∈ Ω,
und deterministischem Quellterm f ∈ C(D), konstantem F und lognormaler Zufallsgröße
η als Koeffizienten soll betrachtet werden. Die lognormale Zufallsgröße η ist stark messbar
als Zufallsvariable in L∞(D) und ihre Verteilung sei durch die Dichtefunktion
fPη (y) =

1√
2piy exp(−(ln(y))2/2), y > 0,
0, sonst,
spezifiziert. Als Zufallsgrößen κmin und κmax kann wieder η selbst gewählt werden und
ebenso wird wieder µ = η gesetzt. Damit existiert für ϑ ≡ 1 eine eindeutige schwache
Lösung uˆ in U1 ∩ Uk für ein k > 1 mit
[uˆ(ω)](x) = 1
η(ω)
x∫
0
F + 1∫
y
f(z) dz
 dy.
Zudem sind die beiden Wahrscheinlichkeitsmaße P und Q erneut identisch. Wählt man
jetzt als Basiszufallsvariable die lognormale Zufallsgröße η und dienen die Räume
UN,hp = Uhp ⊗ UN mit UN := span {ηn, n = 0, . . . , N}
und mit ν = 1/µ
Vν,N,hp = {u/η, u ∈ UN,hp}
als endlichdimensionale Ansatz- und Testfunktionenräume, dann konvergiert die Folge der
stochastischen Galerkin-Lösungen nicht gegen die schwache Lösung in U1. Der Grund hier-
für ist, dass die orthonormalen Polynome in der lognormalen Zufallsgröße η nicht vollstän-
dig sind in L2(Ω, σ(η),P) bzw. in L2(Ω, σ(η),Q). Analog zu Beispiel 1 zerfällt die schwache
Lösung uˆ = uˆDuˆΩ in einen deterministischen, uˆD(x) =
x∫
0
(
F +
1∫
y
f(z) dz
)
dy, und einen
stochastischen Anteil, uˆΩ(ω) = 1/η(ω), genauso wie die stochastische Galerkin-Lösung
uˆN,hp = uˆhpuˆN (vgl. Formeln (4.30) und (4.31)). Daher gilt wiederum die Abschätzung
‖uˆ− uˆN,hp‖U1 ≥ ‖uˆhp‖H1(D) ‖uˆΩ − uˆN‖L2(Ω) − ‖uˆΩ‖L2(Ω) ‖uˆD − uˆhp‖H1(D).
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Abb. 4.6: Relativer Approximationsfehler δN,hp der stochastischen Galerkin-Lösung uˆN,hp zur
Basiszufallsvariablen η für f ≡ 1 und F = 1.
Da die Zufallsgröße uˆN die Gleichung
EP (uˆNv) = EP
(
v
η
)
für alle v ∈ UN
löst, entspricht sie der verallgemeinerten polynomiellen Chaosentwicklung der Ordnung N
von uˆΩ = 1/η in den orthonormalen Polynomen in η, d. h. uˆN ≡ (N)uˆΩ. Da sich aber
der Kehrwert von η nicht durch eine verallgemeinerte polynomielle Chaosentwicklung in
orthonormalen Polynomen in η aufgrund von
‖uˆΩ − uˆN‖L2(Ω) = ‖uˆΩ − (N)uˆΩ‖L2(Ω) > e
√
1− 1
e− 1 > 0 für alle N ∈ N0
approximieren lässt (siehe Beispiel 3.9 in Abschnitt 3.1.1), konvergiert die Folge der sto-
chastischen Galerkin-Lösungen nicht in U1 gegen die schwache Lösung für alle rechten
Seiten f ∈ C(D) und Konstanten F , für die uˆD 6= 0 ist. Dieser Sachverhalt wird auch in
Abbildung 4.6 veranschaulicht, in der der relative Approximationsfehler δN,hp der stochas-
tischen Galerkin-Lösung uˆN,hp für die rechte Seite f ≡ 1 und die Randbedingung F = 1 in
Abhängigkeit des Polynomgrades N abgebildet ist. Zum Vergleich ist ebenfalls die untere
Fehlerschranke c = e
√
1− 1
e−1/‖uˆΩ‖L2(Ω) =
√
1− 1
e−1 , die man aus obiger Abschätzung
erhält, abgetragen.
Eine lognormale Zufallsgröße η kann man aber auch mit Hilfe einer standardnormalver-
teilten Zufallsgröße ξ durch exp(ξ) erzeugen. Wählt man dieses ξ als Basiszufallsvariable
und die zugehörigen Hermite-Polynome zum Aufspannen des endlichdimensionalen Un-
terraumes UN , dann erhält man wiederum stochastische Galerkin-Lösungen, die in U1
gegen die schwache Lösung konvergieren. 
Hat man die Wahl zwischen zwei oder mehreren Basiszufallsvariablen, bei denen man
weiß, dass die jeweiligen stochastischen Galerkin-Lösungen gegen die schwache Lösung in
der natürlichen Norm konvergieren, dann gibt die Glattheit der Eingangsdaten in diesen
Basiszufallsgrößen einen Hinweis darauf, wessen Approximationsqualität besser ist. Das
heißt, je glatter die Abhängigkeit der Eingangsdaten ist, umso schneller konvergiert die
Folge der stochastischen Galerkin-Lösungen bzw. umso besser ist die Approximationsgüte
der zugehörigen stochastischen Galerkin-Lösungen.
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Beispiel 3. Im dritten Beispiel wird das folgende Randwertproblem betrachtet
−(exp(|ξ(ω)|x)u′(x, ω))′ = f(x), x ∈ (0, 1), ω ∈ Ω,
u(0, ω) = 0, ω ∈ Ω,
exp(|ξ(ω)|)u′(1, ω) = F, ω ∈ Ω.
Die rechte Seite f soll wie in Beispiel 2 deterministisch und die Randbedingung F wieder
eine Konstante sein. Der Koeffizient
[κ(ω))](x) = [κξ(ξ(ω))](x) = [κ|ξ|(|ξ(ω)|)](x) = exp(|ξ(ω)|x)
mit ξ ∼ N (0, 1) hängt jedoch diesmal auch von der räumlichen Variablen x ab. Des
Weiteren ist er stark messbar und lässt sich durch
0 < κmin := 1 ≤ κ(x, ω) ≤ exp(|ξ|) =: κmax <∞ f. ü. und f. s.
beschränken. Da κmax = exp(|ξ|) ∈ Lr(Ω,A,P) für beliebiges r > 2 und ν = 1/κmin = 1
ist, muss keine Gewichtung des endlichdimensionalen Testfunktionenraumes Vν,N,hp erfol-
gen. Es gibt allerdings zwei offensichtliche Kandidaten für die Basiszufallsvariable. Man
kann nämlich zum einen die standardnormalverteilte Zufallsgröße ξ (polynomielles Cha-
os (PC)) oder zum anderen die mit einem Freiheitsgrad Chi-verteilte Zufallsgröße |ξ|
(verallgemeinertes polynomielles Chaos (gPC)) – manchmal auch reflektierte Gaußsche
Zufallsgröße genannt – als Basiszufallsvariable festlegen. Im ersteren Fall dienen dann die
Räume
UN,hp ≡ Vν,N,hp = Uhp ⊗ UN mit UN = span {ξn, n = 0, . . . , N}
und im zweiten Fall die Räume
UN,hp ≡ Vν,N,hp = Uhp ⊗ UN mit UN = span {|ξ|n, n = 0, . . . , N}
als endlichdimensionale Ansatz- und Testfunktionenräume. Die schwache Lösung uˆ ∈ U1,
d. h. ϑ ≡ 1, des Randwertproblems kann wieder explizit angegeben werden mit
[uˆ(ω)](x) = [uˆξ(ξ(ω))](x) = [uˆ|ξ|(|ξ(ω)|)](x) =
∫ x
0
exp(−|ξ(ω)|y)
(
F +
∫ 1
y
f(z) dz
)
dy.
Die unterschiedliche Approximationsqualität der jeweiligen stochastischen Galerkin-Lö-
sungen für obiges Randwertproblem mit rechter Seite f ≡ 1 und Konstanten F = 1 lässt
sich in Abbildung 4.7 erkennen. In diesem Fall gilt uˆ ∈ U1Q∩UkQ für ein k > 1 und die ortho-
normalen Polynome in ξ bzw. |ξ| liegen dicht in L2(Ω, σ(ξ),Q) bzw. L2(Ω, σ(|ξ|),Q) (vgl.
Satz 3.2 im Zusammenhang mit Satz 2.14). Damit konvergieren die Folgen der jeweiligen
stochastischen Galerkin-Lösungen in U1 gegen die schwache Lösung. In der Abbildung 4.7
ist dann rechts der relative Fehler des Erwartungswertes und links der relative Fehler des
zweiten Momentes als Funktionen der räumlichen Variablen x abgetragen, d. h.
δ
(1)
N,hp =
|EP uˆ− EP uˆN,hp|
|EP uˆ| bzw. δ
(2)
N,hp =
|EP uˆ2 − EP uˆ2N,hp|
|EP uˆ2| ,
und man kann beobachten, dass die stochastische Galerkin-Lösung zur Basiszufallsvaria-
blen |ξ| (gPC) die schwache Lösung viel besser approximiert als die stochastische Galerkin-
Lösung zur Basiszufallsvariable ξ (PC) bei gleicher räumlichen Diskretisierung und glei-
chem Polynomgrad N . Der scheinbar andere Verlauf der Fehlerkurve für 0 < x < 0.3
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Abb. 4.7: Relativer Fehler des Erwartungswertes δ(1)N,hp (links) und des zweiten Momentes δ
(2)
N,hp
(rechts) der stochastischen Galerkin-Lösungen verschiedener Ordnungen N für f ≡ 1 und F = 1
mit ξ als Basiszufallsvariable (PC) bzw. mit |ξ| als Basiszufallsvariable (gPC).
für die stochastische Galerkin-Lösung der Ordnung N = 5 für die Basiszufallsvariable |ξ|
(gPC, N = 5) lässt sich durch die beschränkte Rechengenauigkeit erklären, da in diesem
Fall verschiedene Integrale nur numerisch berechnet werden konnten.
Ein direkter Vergleich der Konvergenzgeschwindigkeit, d. h. der Konvergenzraten, ist in
Abbildung 4.8 durch die Darstellung des relativen Approximationsfehlers δN,hp gegeben.
Da die Parametrisierung κ|ξ| und damit die parametrisierte Lösung uˆ|ξ| unendlich oft
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Abb. 4.8: Relativer Approximationsfehler δN,hp in Abhängigkeit der Ordnung N der stochas-
tischen Galerkin-Lösung für die Basiszufallsvariable ξ und der stochastischen Galerkin-Lösung
für die Basiszufallsvariable |ξ| bei f ≡ 1 und F = 1.
differenzierbar sind, ist eine exponentiell schnelle Konvergenz des Approximationsfehlers
der stochastischen Galerkin-Lösungen für die Basiszufallsvariable |ξ| zu erwarten und zu
beobachten. Dagegen ergibt sich für die stochastischen Galerkin-Lösungen zur Basiszu-
fallsvariablen ξ eine algebraische Konvergenzrate, weil die Parametrisierung κξ und damit
die Lösung uˆξ stetig aber nicht differenzierbar sind (vgl. dazu auch Korollar 4.41). 
In Beispiel 4 wird ein und dasselbe Randwertproblem für unterschiedlich gewichtete end-
lichdimensionale Testfunktionenräume gelöst und deren stochastische Galerkin-Lösungen
miteinander verglichen.
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Beispiel 4. Das folgende Randwertproblem
−(exp
(
− ξ2(ω)x/10
)
u′(x, ω))′ = f(x), x ∈ (0, 1), ω ∈ Ω,
u(0, ω) = 0, ω ∈ Ω,
exp(−ξ2(ω)/10)u′(1, ω) = exp(−6ξ2(ω)), ω ∈ Ω,
mit zufälligem Koeffizienten [κ(ω)](x) = exp(−xξ2(ω)/10), deterministischer rechter Seite
f ∈ C(D) und zufälligem F (ω) = exp(−6ξ2(ω)) für eine standardnormalverteilte Zufalls-
größe ξ sei gegeben. Der Koeffizient κ ist stark messbar und für die Zufallsgrößen
κmin := exp(−ξ2/10) und κmax :≡ 1
gilt die Abschätzung
0 < κmin ≤ κ ≤ κmax <∞ f. ü. und f. s.
Die schwache Lösung uˆ ∈ U1, d. h. ϑ ≡ 1, dieses Randwertproblems ist damit
[uˆ(ω)](x) =
∫ x
0
exp(ξ2(ω)y/10)
(
exp(−6ξ2(ω)) +
∫ 1
y
f(z) dz
)
dy.
Neben der Zufallgröße κmin bilden auch die Zufallsgrößen exp
(
− ε10ξ2
)
für ε ≥ 1 untere
Schranken an κ. Für
µε :=
√
5
5− ε exp
(
− ε10ξ
2
)
, 1 ≤ ε ≤ 1.5,
gilt dann zum einen EP µ−1ε = 1, µ−1ε ∈ Lr(Ω,A,P) für ein r > 2 und zum anderen, dass
der Erwartungswert
EP
(
‖uˆ‖2H1(D)µ−2ε
)
<∞
endlich ist. Das bedeutet, dass uˆ ∈ U 1
µ2ε
∩ Uk1
µ2ε
für ein k > 1 ist. (Unter Berücksichtung
von Bemerkung 4.28 kann auch 1 ≤ ε ≤ 3 gewählt werden (siehe auch [78]).) Alle dazu
definierten Gewichte
νε :=
1
µεEP(µ−1ε )
=
√
1− ε5 exp
(
ε
10ξ
2
)
, 1 ≤ ε ≤ 1.5
erfüllen die Annahme 4.23 mit den endlichdimensionalen Unterräumen
UN,hp = Uhp ⊗ UN mit UN = span{ξn, n = 0, . . . , N}
und
V
(ε)
ν,N,hp = {uνε, u ∈ UN,hp}.
Jede der entsprechenden stochastischen Galerkin-Lösungen uˆ(ε)N,hp ∈ U1 konvergiert in U1
gegen die schwache Lösung uˆ, da die entsprechenden Polynome dicht liegen. Für die rechte
Seite f ≡ 1 sind in Abbildung 4.9 für verschiede ε, ε = 1, 1.25, 1.5, der relative Appro-
ximationsfehler δN,hp der zugehörigen stochastischen Galerkin-Lösungen uˆ(ε)N,hp berechnet
worden und man kann, entsprechend der Theorie, ein Abfallen des Fehlers beobachten.
Zum Vergleich ist ebenfalls der relative Approximationsfehler für den ungewichteten Fall,
d. h. für ν0 = 1 (ε = 0), berechnet worden. Nach einer Phase des Abklingens des relativen
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Abb. 4.9: Relativer Approximationsfehler δN,hp in Abhängigkeit der Ordnung N der stochasti-
schen Galerkin-Lösung für verschiedene Gewichte νε, ε = 0, 1, 1.25, 1.5.
Fehlers δN,hp lässt sich ab Polynomgrad N = 19 ein Anwachsen desselben erkennen, was
die Vermutung nahe legt, dass in diesem Fall die stochastischen Galerkin-Lösungen nicht
gegen die schwache Lösung uˆ in U1 konvergiert. 
Im fünften Beispiel wird das zufällige Randwertproblem aus Beispiel 4.8, dessen Lösung
kein endliches zweites Moment besitzt, genauer gesagt, nicht in U˚1 enthalten ist, noch
einmal aufgegriffen. Es werden verschiedene Zufallsgrößen ϑ > 0 eingeführt, damit für
die jeweiligen schwachen Probleme die Lösung in U˚1ϑ liegt. Mittels eines geeigneten sto-
chastischen Galerkin-Ansatzes wird diese dann in der jeweiligen natürlichen Norm durch
stochastische Galerkin-Lösungen approximiert.
Beispiel 5. Das hier betrachtete Randwertproblem
− (exp(ξ(ω))u′(x, ω))′ = exp(ξ2(ω)/4− |ξ(ω)|), x ∈ (0, 1), ω ∈ Ω,
u(0, ω) = u(1, ω) = 0, ω ∈ Ω,
für eine standardnormalverteilte Zufallsgröße ξ ∼ N (0, 1) besitzt als Lösung
[uˆ(ω)](x) = 12 exp
(
ξ2(ω)
4 − |ξ(ω)| − ξ(ω)
)
(x− x2).
Der Koeffizient κ = exp(ξ) kann wieder ganz einfach mit
0 < κmin := exp(ξ) ≤ κ ≤ exp(ξ) =: κmax <∞
abgeschätzt werden und es sei µ = κmin. Die rechte Seite f = exp(ξ2/4−|ξ|) besitzt zwar
ein endliches zweites Moment, ist jedoch nicht im Raum U−1µ−2 enthalten. Die Lösung uˆ
liegt auch nicht im Raum U˚1, d. h. für ϑ ≡ 1 existiert die schwache Lösung nicht. Man
muss also für den Lösungsraum ein Gewicht ϑ 6≡ 1 einführen, sodass f ∈ U−1ϑ
µ2
gilt, um die
Existenz der eindeutigen schwachen Lösung uˆ ∈ U˚1ϑ zu erhalten. Beispielhaft sind drei auf
Erwartungswert Eins normierte Zufallsgrößen
ϑ1 =
√
2 exp
(
−ξ
2
2
)
, ϑ2 =
√
3
2 exp
(
−ξ
2
4
)
und ϑ3 = e−1/2 exp(ξ)
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genannt. Mit den Zufallsgrößen
νi =
ϑi
EP(ϑi/µ)µ
, i = 1, 2, 3,
werden dann die jeweiligen endlichdimensionalen Ansatz- und Testfunktionenräume
UN,hp = Uhp ⊗ UN mit UN = span{ξn, n = 0, . . . , N}
und
V
(i)
ν,N,hp = {uνi, u ∈ UN,hp}
definiert. Der relative Approximationsfehler δN,hp der zugehörigen stochastischen Galer-
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Abb. 4.10: Relativer Approximationsfehler δN,hp in Abhängigkeit der Ordnung N der stochas-
tischen Galerkin-Lösung für verschiedene Gewichte ϑi, i = 1, 2, 3.
kin-Lösungen uˆ(i)N,hp im Raum U˚1ϑi , i = 1, 2, 3, ist in Abbildung 4.10 zu sehen und entspre-
chend der Theorie ein Abfallen aller drei Fehlerkurven (mit der gleichen Konvergenzge-
schwindigkeit) zu beobachten. Dabei ist wieder jeweils ein Gauß-Lobatto-Legendre-Spek-
tralelement der Ordnung p = 3 für die räumliche Diskretisierung verwendet worden. 
Das sechste und letzte Beispiel gibt für den praktisch relevanten Fall eines lognorma-
len Zufallsfeldes als Koeffizienten κ einen geeigneten stochastischen Galerkin-Ansatz zur
numerischen Lösung an.
Beispiel 6. Es soll auf einem beschränkten Lipschitzgebiet D ⊂ Rd, d = 1, 2, 3, das
Randwertproblem
−∇ · (κ(x, ω)∇u(x, ω)) = f(x) x ∈ D, ω ∈ Ω,
u(x, ω) = 0 x ∈ ∂D, ω ∈ Ω,
mit deterministischer rechter Seite f ∈ H−1(D) und einem lognormalen Zufallsfeld als
Koeffizienten κ betrachtet werden. Das heißt
[κ(ω)](x) = κ0(x) + κ1(x) exp
( ∞∑
i=1
ψi(x)ξi(ω)
)
mit unabhängigen standardnormalverteilten Zufallsgrößen ξ := (ξi)i∈N, deterministischen
Funktionen κ0, κ1 ∈ L∞(D) mit κ0 ≥ 0 und κ1 ≥ κ1 > 0 für eine Konstante κ1 und
4.2. STATIONÄRE DIFFUSIONSGLEICHUNGEN MIT ZUFÄLLIGEN KOEFFIZIENTEN 149
deterministischen Funktionen ψi ∈ L∞(D), i ∈ N, mit ∑∞i=1 ‖ψi‖L∞(D) <∞. Damit ist κ
stark messbar und für ε > 0 und Konstanten Cmin(ε) und Cmax(ε) bilden
κ
(ε)
min := κ1 exp
(
− 12ε‖
∞∑
i=1
ψ2i a
2θ
i ‖L∞(D) −
ε
2
∞∑
i=1
a−2θi ξ
2
i
)
= Cmin(ε) exp
(
−ε2
∞∑
i=1
a−2θi ξ
2
i
)
und
κ(ε)max := ‖κ0‖L∞(D) + ‖κ1‖L∞(D) exp
(
1
2ε‖
∞∑
i=1
ψ2i a
2θ
i ‖L∞(D) +
ε
2
∞∑
i=1
a−2θi ξ
2
i
)
= ‖κ0‖L∞(D) + ‖κ1‖L∞(D)Cmax(ε) exp
(
ε
2
∞∑
i=1
a−2θi ξ
2
i
)
,
obere und untere Schranken an das lognormale Feld, wenn es Zahlen (ai)i∈N gibt mit
1 < a1 ≤ a2 ≤ . . . ,
∞∑
i=1
a−2θi <∞ für ein θ > 0 und ‖
∞∑
i=1
ψ2i a
2θ
i ‖L∞(D) <∞.
Der Erwartungswert solcher Zufallsgrößen ηs := exp
(
s
∞∑
i=1
a−2θi ξ
2
i
)
ist für s ∈ R mit
s < a2θ1 /2 durch
EP ηs = EP exp
(
s
∞∑
i=1
a−2θi ξ
2
i
)
= lim
N→∞
EP exp
(
s
N∑
i=1
a−2θi ξ
2
i
)
= lim
N→∞
∫
RN
1
(2pi)N/2 exp
(
−12
N∑
i=1
(1− 2sa−2θi )x2i
)
dx
= lim
N→∞
N∏
i=1
√
1
1− 2sa−2θi
=
∞∏
i=1
√
1
1− 2sa−2θi
gegeben. Das Produkt und damit der Erwartungswert von ηs ist endlich, weil das Produkt∞∏
i=1
(1− 2sa−2θi ) endlich ist aufgrund von
∞∑
i=1
ln(1− 2sa−2θi ) ≤ −
∞∑
i=1
2sa−2θi = −2s
∞∑
i=1
a−2θi <∞
nach Voraussetzungen an (ai)i∈N.
Sei nun ε < a2θ1 /4 und µε = κ
(ε)
min. Dann ist die Zufallsgröße (κ(ε)max)2/µ2ε ∈ Lr(Ω,A,P) für
ein r > 1. Damit besitzt (κ(ε)max)2/µ2ε auch einen endlichen Erwartungswert und für eine
rechte Seite f ∈ H−1(D) ⊂ U−1
µ−2ε
existiert eine eindeutige schwache Lösung uˆ in U˚1, d. h.
ϑ ≡ 1. Mit den Basiszufallsvariablen ξ = (ξi)i∈N und dem Gewicht νε = µ−1ε /EP(µ−1ε )
eignen sich dann als endlichdimensionale Ansatz- und Testfunktionenräume
UN,K,hp = Uhp ⊗ UN,K mit UN,K = span{ξα, α ∈ ΛN,K}
und
V
(ε)
ν,N,K,hp = {uνε, u ∈ UN,K,hp}.
Ist f so gewählt, dass sogar uˆ ∈ U˚1Q(ε) ∩ UkQ(ε) für ein k > 1 mit
dQ(ε) =
(
EP(κ(ε)max)2/µ2ε
)−1
(κ(ε)max)2/µ2εdP
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gilt, dann konvergiert die Folge der stochastischen Galerkin-Lösungen gegen die schwa-
che Lösung in U˚1, da die orthonormalen Polynome in ξ dicht liegen in L2(Ω, σ(ξ),Q(ε)).
Für die Berechnung ergeben sich die in L2(Ω,A, νεdP) orthonormalen Polynome in ξ als
Tensorprodukte von univariaten, im Argument skalierten Hermite-Polynomen. 
Anhang A
Berechnung verallgemeinerter
polynomieller Chaoskoeffizienten
A.1 Berechnung polynomieller Chaoskoeffizienten
Sei eine standardnormalverteilte Zufallsgröße ξ ∼ N (0, 1) gegeben und sei die Dichte
der Standardnormalverteilung mit ϕ und die Verteilungsfunktion mit Φ bezeichnet. Im
Folgenden werden nun für verschiedene Zufallsgrößen η ∈ L2(Ω, σ(ξ),P) die polynomiellen
Chaoskoeffizienten
βn = EP
(
η
Hen(ξ)√
n!
)
, n ∈ N0,
berechnet (vgl. dazu z. B. auch die Arbeit von Field und Grigoriu [37] oder von Lebe-
dev [69] und Suetin [93]). Weiterhin wird unter Verwendung der Stirling-Formel (siehe
Abramowitz/Stegun [1]) das asymptotische Verhalten für n → ∞ für die Beträge der
polynomiellen Chaoskoeffizienten, die nicht Null sind, angegeben.
Chaoskoeffizienten für eine lognormale Zufallsgröße
Sei η := exp(aξ) mit a ∈ R (a ∈ C prinzipiell ebenso möglich). Dann gilt nach Definition
der Hermite-Polynome (2.4) und n-facher partieller Integration
βn =
1√
n!
∞∫
−∞
exp(ax) Hen(x)ϕ(x) dx
= 1√
n!
∞∫
−∞
1√
2pi
exp (ax) (−1)n d
n
dxn
(
exp
(
−x
2
2
))
dx
= (−1)
nan√
n!
∞∫
−∞
exp (ax) (−1)nϕ(x) dx = a
n
√
n!
exp
(
a2/2
)
für alle n ∈ N0.
Es gilt für eine Konstante c > 0
|βn| = |a|
n
√
n!
exp
(
a2/2
)
' c|a|
n
n1/4
(
n
e
)−n/2
' c
n1/4
( |a|2e
n
)n/2
für n→∞.
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Chaoskoeffizienten für exp(aξ2), a < 1/4
Sei η := exp(aξ2) mit a < 1/4 (a ∈ C mit Re(a) < 1/4 prizipiell auch möglich). Die
Berechnung der Koeffizienten erfolgt zum Beispiel unter Zuhilfenahme des Wick-Produkts
(siehe Janson [64]). Es gilt mit Hilfe der erzeugenden Funktion (2.7)
∞∑
n=0
tn
n!
√
n!βn =
∞∑
n=0
tn
n! EP
(
exp(aξ2) Hen(ξ)
)
= EP
(
exp(aξ2)
∞∑
n=0
tn
n! Hen(ξ)
)
= EP
(
exp(aξ2) exp
(
tξ − t
2
2
))
=
∞∫
−∞
1√
2pi
exp
(
−(1− 2a)2
(
x− 11− 2at
)2)
exp
(
t2a
1− 2a
)
dx
= (1− 2a)− 12 exp
(
t2a
1− 2a
)
=
∞∑
n=0
(1− 2a)− 12
(
a
1− 2a
)n t2n
n! .
Ein Koeffizientenvergleich führt dann auf
βn =

a
n
2
√
n!
(n2 )! (1−2a)
n+1
2
, n gerade,
0, n ungerade.
Als asymptotisches Konvergenzverhalten für n gerade ergibt sich für eine Konstante c > 0
|βn| = |a|
n
2
√
n!(
n
2
)
! (1− 2a)n+12 '
|a|n/2(2pin)1/4
(
n
e
)n/2
(pin)1/2
(
n
2e
)n/2
(1− 2a)n/2
' c
n1/4
(
2|a|
1− 2a
)n/2
für n→∞.
Chaoskoeffizienten für eine gleichverteilte Zufallsgröße
Sei η := a+(b−a)Φ(ξ), wobei −∞ < a < b <∞. Dann ist die Zufallsgröße η gleichverteilt
auf dem Intervall (a, b). Es gilt
βn =
1√
n!
∞∫
−∞
(a+ (b− a)Φ(x)) Hen(x)ϕ(x) dx
= b− a2
1√
n!
∞∫
−∞
erf
(
x/
√
2
)
Hen(x)ϕ(x) dx+
b+ a
2
1√
n!
∞∫
−∞
Hen(x)ϕ(x) dx
mit der Errorfunktion erf
(
x/
√
2
)
= 2Φ(x) − 1. Für das zweite Integral ergibt sich dann
aufgrund der Orthogonalität der Hermite-Polynome
∞∫
−∞
Hen(x)ϕ(x) dx =
 1, n = 0,0, sonst.
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Wegen Symmetrieeigenschaften ist das erste Integral für alle geraden n gleich Null und
somit reicht es, es für n = 2k + 1, k ∈ N0, zu berechnen. Die explizite Darstellung der
Hermite-Polynome (2.5) führt mit mehrmaliger partieller Integration auf
1√
(2k + 1)!
∞∫
−∞
erf(x/
√
2) He2k+1(x)ϕ(x) dx
=
k∑
j=0
(−1)j
√
(2k + 1)!
(2k − 2j + 1)! j! 2j
∞∫
−∞
x2k−2j+1erf
(
x√
2
)
ϕ(x) dx
=
k∑
j=0
(−1)j
√
(2k + 1)!
(2k − 2j + 1)! j! 2j
k−j∑
i=0
1√
pi
2k−j−3i (k − j)! (2i)!
i! i! .
Durch Vertauschung der Summationsreihenfolge erhält man
1√
(2k + 1)!
∞∫
−∞
erf(x/
√
2) He2k+1(x)ϕ(x) dx
= 1√
pi
k∑
i=0
2−i−k(−1)k−i
√
(2k + 1)!
(k − i)! i! (2k + 1)
k−i∑
j=0
(−4)k−i−j (k − i)! (k − j)! (2i)! (2k + 1)(2k − 2j + 1)! j! i!︸ ︷︷ ︸
=1 (∗)
= 1√
pi
√
(2k + 1)!
2k(2k + 1)k!
k∑
i=0
(
k
i
)
(−1)k−i2−i = (−1)
k
√
(2k + 1)!√
pi22k(2k + 1)k! .
Dass die Summe (∗) Eins wird, sieht man mit Hilfe der partiellen Summation. Sei dafür
f(j) := (−4)k−i−j (k − i)! (k − j)! (2i)! (2k + 1)(2k − 2j + 1)! j! i! und ∆f(j) := f(j + 1)− f(j)
definiert. Dann folgt nach der partiellen Summation
k−i∑
j=0
f(j) = f(k − i+ 1)(k − i+ 1)−
k−i∑
j=0
(j + 1)∆f(j)
mit
∆f(j) = −
(
k + 32
)
f(j)
j + 1 , f(k − i+ 1) =
−
(
k + 12
)
k − i+ 1
die Behauptung
k−i∑
j=0
f(j) = (k − i+ 1)f(k − i+ 1)−
(
k + 12
) = 1.
Zusammengefasst ergeben sich die polynomiellen Chaoskoeffizienten von η also wie folgt
βn =

b+a
2 , n = 0,
(b−a)(−1)n−12 √n!√
pi2nn(n−12 )!
, n ungerade,
0, sonst.
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Für das asymptotische Verhalten für ungerade n erhält man für eine Konstante c > 0
|βn| = (b− a)
√
n!√
pi2nn
(
n−1
2
)
!
' c(2pin)
1/4
(
n
e
)n/2
2nn
√
pi(n− 1)
(
n−1
2e
)(n−1)/2
' cn
1/4nn/22n/2en/2
en/22nn(n− 1)1/2(n− 1)n/2−1/2 '
cnn/2
2n/2n3/4(n− 1)n/2 '
c
2n/2n3/4
(
n− 1
n
)−n/2
︸ ︷︷ ︸
=exp(0.5), n→∞
' c2n/2n3/4 für n→∞.
Chaoskoeffizienten für exp(a|ξ|)
Sei η := exp(a|ξ|), a ∈ R. Die Chaoskoeffizienten sind folgender Gestalt
βn =

1√
n!(2a
nΦ(a) exp
(
1
2a
2
)
+
√
2a√
pi
n
2∑
i=1
(−1)i−1an−2i(2i− 3)!!), n gerade,
0, n ungerade,
wobei (−1)!! := 1 gelten soll. Dass für ungerade n die Koeffizienten Null sind, ist eine
Folge der Symmetrieeigenschaft der Hermite-Polynome. Es reicht also n = 2k, k ∈ N0, zu
betrachten und der Beweis erfolgt durch Induktion: Für k = 0 gilt
β0 =
√
2
pi
∞∫
0
exp(ax)ϕ(x) dx =
√
2
pi
∞∫
0
exp
(
a2
2
)
exp
(
−(x− a)2/2
)
dx = 2Φ(a) exp
(
a2/2
)
.
Für k + 1 erhält man mit der Definition der Hermite-Polynome (2.4) und partieller Inte-
gration
β2k+2 =
√
2√
pi(2k + 2)!
∞∫
0
exp(ax) exp
(
−x2/2
)
He2k+2(x) dx
=
√
2√
pi(2k + 2)!
∞∫
0
exp(ax) d
2k+2
dx2k+2
(
exp
(
−x
2
2
))
dx
=
√
2√
pi(2k + 2)!
( He2k+1(0)︸ ︷︷ ︸
=0
+ aHe2k(0)︸ ︷︷ ︸
=a(2k−1)!!(−1)k
) +
a2
√
(2k)!√
(2k + 2)!
β2k
= 1√
(2k + 2)!
(
2a2k+2Φ(a) exp
(
a2/2
)
+
√
2a√
pi
(
k∑
i=1
(−1)i−1a2k+2−2i(2i− 3)!! + (2k − 1)!!(−1)k
))
= 1√
(2k + 2)!
(
2a2k+2Φ(a) exp
(1
2a
2
)
+
√
2a√
pi
(
k+1∑
i=1
(−1)i−1a2k+2−2i(2i− 3)!!
))
.
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Das asymptotische Verhalten sei hier nur für a = 1 gezeigt. Es gilt mit einer Konstanten
c > 0 für gerade n
|βn| = 1√
n!
∣∣∣∣∣∣2Φ(1) exp
(1
2
)
+
√
2√
pi
n
2∑
i=1
(−1)i−1(2i− 3)!!
∣∣∣∣∣∣
' 1
(2pin)1/4
(
n
e
)n/2
∣∣∣∣∣∣c+
√
2√
pi
n
2∑
i=1
(−1)i−1 (2i− 2)!2i−1(i− 1)!
∣∣∣∣∣∣
' 1
(2pin)1/4
(
n
e
)n/2
∣∣∣∣∣(−1)n/2−1 (n− 2)!2n/2−1(n/2− 1)!
∣∣∣∣∣
' c
(2pin)1/4
(
n
e
)n/2 (2pi(n− 2))
1/2
(
n−2
e
)n−2
2n/2(pi(n− 2))1/2
(
n−2
2e
)n/2−1 ' cn1/4 n
−2
n−1
' c
n5/4
für n→∞.
Chaoskoeffizienten für |ξ|2p+1, p ∈ N0
Sei η := |ξ|2p+1, p ∈ N0. Dann ist
(p)βn =

(−1)p+n2 +1 (2p+1)!
√
n!
√
2pi2
n
2−1(n2 )!
p∏
i=0
(n−1−2i)
, n gerade,
0, sonst.
Der Beweis erfolgt durch vollständige Induktion über p ∈ N0.
Beim Induktionsanfang für p = 0 werden also die polynomiellen Chaoskoeffizienten für
η = |ξ| berechnet. Die Zufallsgröße η wird auch reflektierte Gaußsche Zufallsgröße ge-
nannt. Aus Symmetriegründen ist (0)βn = 0 für alle ungeraden n. Es werden also die (0)βn
mit n = 2k, k ∈ N0, betrachtet:
(0)β2k =
1√
(2k)!
∞∫
−∞
|x|He2k(x)ϕ(x) dx = 2√
(2k)!
∞∫
0
xHe2k(x)ϕ(x) dx
= 2√
(2k)!
k∑
j=0
(−1)j (2k)!(2k − 2j)! j! 2j
∞∫
0
x2k−2j+1ϕ(x) dx
= 2√
(2k)!
k∑
j=0
(−1)j (2k)!(2k − 2j)! j! 2j
∞∫
0
2k−j√
2pi
yk−j exp(−y) dy
=
2
√
(2k)!√
2pi
k∑
j=0
(−1)j 2
k−2j(k − j)!
(2k − 2j)! j! .
Die Auswertung dieser Summe erfolgt wieder mit der partiellen Summation. Es wird
f(j) := (−1)j 2
k−2j(k − j)!
(2k − 2j)! j!
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definiert und dann folgt
∆f(j) := f(j + 1)− f(j) = −(k +
1
2)
j + 1 f(j).
Damit ergibt sich
k−1∑
j=0
f(j) = kf(k) +
k−1∑
j=0
(j + 1)
(k + 12)
j + 1 f(j),
was zu der Summe
k∑
j=0
f(j) = − k
k − 12
f(k) + f(k) = −12k − 1f(k) =
(−1)k+1
(2k − 1)2kk!
führt. Für die Chaoskoeffizienten erhält man dann
(0)β2k =
(−1)k+1
√
(2k)!√
2pi(2k − 1)2k−1k! ,
was der Behauptung entspricht.
Sei nun die Induktionsbehauptung für p− 1 erfüllt, dann bleibt zu zeigen, dass
(p)βn =

(−1)p+n2 +1 (2p+1)!
√
n!
√
2pi2
n
2−1(n2 )!
p∏
i=0
(n−1−2i)
, n gerade,
0, sonst
gilt. Für n ungerade folgt die Aussage wiederum sofort aus Symmetriegründen. Es reicht
also n = 2k, k ∈ N0, zu betrachten. Mittels der Drei-Term-Rekursionsformel (2.6) für die
Hermite-Polynome folgt
(p)β2k =
2√
(2k)!
∞∫
0
x2p+1 He2k(x)ϕ(x) dx=
2√
(2k)!
∞∫
0
x2p(He2k+1(x) + 2kHe2k−1(x))ϕ(x) dx
= 2√
(2k)!
∞∫
0
x2(p−1)+1(He2k+2(x) + (4k + 1) He2k(x) + 2k(2k − 1) He2k−2(x))ϕ(x) dx
= 1√
(2k)!
(√
(2k + 2)! (p− 1)β2(k+1) + (4k + 1)
√
(2k)! (p− 1)β2k
+(2k)(2k − 1)
√
(2k − 2)! (p− 1)β2(k−1)
)
.
Unter Verwendung der Induktionsannahme erhält man
(p)β2k =
√
(2k)!(2p− 1)!√
2pi
 (−1)
k+p+1(2k + 2)(2k + 1)
2k(k + 1)!
p−1∏
i=0
(2k + 1− 2i)
+ (4k + 1)(−1)
k+p
2k−1k!
p−1∏
i=0
(2k − 1− 2i)
+ (−1)
k+p+1
2k−2(k − 1)!
p−1∏
i=0
(2k − 3− 2i)

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=
(−1)k+p+1
√
(2k)!(2p− 1)!
√
2pi2k−1k!
p∏
i=0
(2k − 1− 2i)
(
(2k + 2)(2k + 1)(2k − 2p+ 1)(2k − 2p− 1)
2(k + 1)(2k + 1)
− (4k + 1)(2k − 2p− 1) + 2k(2k − 1)
)
=
(−1)k+p+1
√
(2k)!(2p− 1)!
√
2pi2k−1k!
p∏
i=0
(2k − 1− 2i)
(2p)(2p+ 1) =
(−1)k+p+1
√
(2k)!(2p+ 1)!
√
2pi2k−1k!
p∏
i=0
(2k − 1− 2i)
.
Das asymptotische Verhalten der Chaoskoeffizienten (p)βn, p ∈ N0, sieht dann für eine
Konstante c > 0 für die geraden n wie folgt aus
|(p)βn| = (2p+ 1)!
√
n!
√
2pi2n2−1
(
n
2
)
!
p∏
i=0
(n− 1− 2i)
' c(2pin)
1/4
(
n
e
)n/2
2n/2np+1(pin)1/2
(
n
2e
)n/2 ' cn1/4np+1n1/2
' c
np+5/4
für n→∞.
Chaoskoeffizienten für Sprungfunktion
Sei η :=
 ξ + a, ξ ≥ 0,ξ − a, ξ < 0, a 6= 0. Aufgrund der Symmetrieeigenschaft der Hermite-
Polynome sind die geraden Koeffizienten Null. Für die ungeraden Koeffizienten n = 2k+1,
k ∈ N0, gilt
β2k+1 =
1√
(2k + 1)!
0∫
−∞
(x− a) He2k+1(x)ϕ(x) dx+
∞∫
0
(x+ a) He2k+1(x)ϕ(x) dx
= 1√
(2k + 1)!
∞∫
−∞
xHe2k+1(x)ϕ(x) dx+
2a
(2k + 1)!
∞∫
0
He2k+1(x)ϕ(x) dx.
Für das erste Integral gilt aufgrund der Orthogonalitätseigenschaft der Hermite-Polynome
∞∫
−∞
xHe2k+1(x)ϕ(x) dx = δk0.
Für das zweite Integral ergibt sich mittels der Definition der Hermite-Polynome (2.4)
∞∫
0
He2k+1(x)ϕ(x) dx =
1√
2pi
∞∫
0
(−1)2k+1 d
2k+1
dx2k+1
(
exp
(
−x
2
2
))
dx = −ϕ(x) He2k(x)
∣∣∣∣∞
0
= 1√
2pi
(−1)k(2k − 1)!!.
Zusammengefasst bedeutet dies
βn =

1 +
√
2
pi
a, n = 1,
1√
n!
√
2
pi
a(−1)n−12 (n− 2)!!, n > 1 ungerade,
0, sonst.
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Für das asymptotische Verhalten erhält man für ungerade n dann mit einer Konstanten
c > 0
|βn| = 1√
n!
√
2
pi
|a|(n− 2)!! = 1√
n!
√
2
pi
|a| (n− 1)!
2(n−1)/2
(
n−1
2
)
!
' c
(2pin)1/4
(
n
e
)n/2 (2pi(n− 1))
1/2
(
n−1
e
)n−1
2(n−1)/2(pi(n− 1))1/2
(
n−1
2e
)(n−1)/2 ' cn1/4 n
−1
n−1/2
' c
n3/4
für n→∞.
A.2 Berechnung von Chaoskoeffizienten bei
lognormalem Chaos
Sei ξ nun eine lognormale Zufallsgröße mit der Dichte
fξ(x) =

1√
2pix exp
(
− (ln(x))22
)
, x > 0,
0, sonst.
Die zu der Zufallsgröße ξ gehörenden orthonormalen Polynome im Sinne von Satz 2.16
(siehe Abschnitt 2.2.4, Korollar 2.27) werden mit {pn(ξ), n ∈ N0} bezeichnet. Die ver-
allgemeinerten polynomiellen Chaoskoeffizienten (βn)n∈N0 der Zufallsgröße η = 1/ξ bzgl.
den Polynomen {pn(ξ), n ∈ N0} lauten
β0 = e1/2 und βn = (−1)ne−(n2+3n−2)/4
√√√√ n∏
i=1
(ei − 1), n ∈ N.
Der Koeffizient a0 entspricht dem Erwartungswert von η, d. h.
β0 = EP η =
∞∫
−∞
e−x
1√
2pi
e−
x2
2 dx = e1/2.
Für die anderen Koeffizienten soll die Aussage mittels vollständiger Induktion nach n ∈ N
bewiesen werden. Genutzt wird dabei die Drei-Term-Rekursionsformel für die Polynome
{pn, n ∈ N0}
bn+1pn+1(ξ) = (ξ − an)pn(ξ)− bnpn−1(ξ), n ∈ N0,
mit den Rekursionskoeffizienten (siehe Abschnitt 2.2.4)
an = en−1/2
(
en+1 + en − 1
)
, n ∈ N0,
und
bn = (en − 1)1/2e(3n−2)/2, n ∈ N.
Die Induktionsannahme für n = 1 ist dann vermöge
β1 = EP
(
1
ξ
p1(ξ)
)
= EP
(
1
ξ
(ξ − a0)
b1
)
= 1
b1
− a0
b1
EP
(
1
ξ
)
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= e
−1/2
√
e− 1(1− e) = −e
−1/2√e− 1
erfüllt. Unter der Annahme, dass die Formel für die Koeffizienten
βn = (−1)ne−(n2+3n−2)/4
√√√√ n∏
i=1
(ei − 1)
für alle k = 1, . . . , n gilt, bleibt sie für n+ 1 nachzuweisen:
βn+1 = EP
(
1
ξ
pn+1(ξ)
)
= EP
(
1
ξ
(
(ξ − an)
bn+1
pn(ξ)− bn
bn+1
pn−1(ξ)
))
= −an
bn+1
βn − bn
bn+1
βn−1
= 1√
en+1 − 1
(
−(en/2 + en/2−1 − e−n/2−1)βn −
√
en − 1e−3/2βn−1
)
=
√
n∏
i=1
(ei − 1)
√
en+1 − 1
(
(−1)n+1e−(n2+3n−2)/4(en/2 − e−n/2−1)
)
=
√
n∏
i=1
(ei − 1)
√
en+1 − 1
(
(−1)n+1e−(n2+3n−2)/4e−n/2−1(en+1 − 1)
)
= (−1)n+1e−((n+1)2+3(n+1)−2)/4
√√√√n+1∏
i=1
(ei − 1).

Zusammenfassung
Zufällige partielle Differentialgleichungen werden genutzt, um komplexe Systeme in Na-
tur, Physik oder Technik realitätsnäher zu modellieren. In dieser Arbeit wird speziell
das stationäre Diffusionsproblem mit zufälligem Koeffizient als lehrreiches Modellproblem
betrachtet und mittels der stochastischen Galerkin-Methode unter Verwendung des ver-
allgemeinerten polynomiellen Chaos näherungsweise gelöst. Im Gegensatz zu den üblichen
Annahmen, dass der Koeffizient sich durch Konstanten von Null und Unendlich fast sicher
trennen lässt oder ein lognormales Zufallsfeld darstellt, wird in der vorliegenden Arbeit
für den Koeffizienten nur vorausgesetzt, dass er sich fast sicher durch reellwertige Zufalls-
größen von Null und Unendlich trennen lässt. Unter dieser Voraussetzung werden sowohl
eine entsprechende Lösungstheorie für solche Randwertprobleme entwickelt als auch ein
geeigneter stochastischer Galerkin-Ansatz zur näherungsweisen Lösung vorgestellt. Dieser
stochastische Galerkin-Ansatz basiert auf der Verwendung von verallgemeinertem poly-
nomiellen Chaos und entspricht einem stochastischen Petrov-Galerkin-Ansatz aufgrund
der Gewichtung der Testfunktionen durch eine entsprechende reellwertige Zufallsgröße.
Die Eigenschaften des verallgemeinerten polynomiellen Chaos werden genutzt, um das
Konvergenzverhalten der Folge dieser stochastischen Galerkin-Lösungen in der natürli-
chen Norm zu untersuchen und A-priori-Fehlerabschätzungen anzugeben. Es wird außer-
dem gezeigt, dass der standardmäßige stochastische Galerkin-Ansatz in diesem Fall nicht
notwendigerweise eine Folge von stochastischen Galerkin-Lösungen liefert, die in der na-
türlichen Norm gegen die exakte Lösung konvergiert.

Symbolverzeichnis
int(A), A, A⊥ das Innere, der Abschluss, das orthogonale Komplement der Menge A
Ck(D), k ∈ N0 Raum der k-mal stetig differenzierbaren Funktionen auf D
B(·) σ-Algebra der Borel-Mengen
O(·),O(·) Landau-Symbole
1A(·) Indikatorfunktion der Menge A
f+ f+ := max{f, 0}
Hen, n ∈ N0 n-tes stochastisches Hermite-Polynom
Hn, n ∈ N0 n-tes physikalisches Hermite-Polynom
Pn, n ∈ N0 n-tes Legendre-Polynom
⊗ Tensorprodukt⊕ direkte orthogonale Summe, Abschluss der linearen Hülle der Summan-
den
|I| Anzahl der Elemente der Menge I
Λ Λ := {α ∈ N|I|0 : α hat nur endlich viele Nicht-Null-Elemente} für eine
Menge I ⊆ N
α; |α|; d(α) Multiindex α ∈ Λ; |α| = ∑i∈I αi; d(α) := max{i ∈ I : αi 6= 0}
δαβ, α, β ∈ Λ Kronecker-Delta δαβ =
 1, α = β,0, sonst
∂α, α ∈ Λ mit
I = {1, . . . , d}
gemischte partielle schwache Ableitung ∂αu :=
(
∂|α|u
∂α1x1 · · · ∂αdxd
)
∇ Nabla-Operator
EP, D2P Erwartungswert, Varianz bzgl. des Wahrscheinlichkeitsmaßes P
N (0, 1) Standardnormalverteilung
U(a, b) Gleichverteilung auf dem Intervall (a, b)
ϕ, Φ Dichte- und Verteilungsfunktion der Standardnormalverteilung
fξ, Fξ Dichte- und Verteilungsfunktion der Zufallsgröße ξ
(N)η verallgemeinerte polynomielle Chaosapproximation der Ordnung N von
der Zufallsgröße η
In, n ∈ N Einheitsmatrix der Größe n
n ∧m; n ∨m min{n,m}; max{n,m}
byc ganzzahliger Anteil der reellen Zahl y, d. h. byc := max{z ∈ Z : z ≤ y}
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(c)j Pochhammer Symbol (c)j :=
1, j = 0,c(c+ 1) . . . (c+ j − 1), j > 0
[a]0, [a]n [a]0 = 1, [a]n =
n∏
i=1
(1− ai)
n
j

a
Gauß-Symbol
n
j

a
:= [a]n[a]n−j[a]j
B(n, k, l) B(n, k, l) :=
√√√√(n
k
)(
k + l
l
)(
n− k + l
l
)
C(n, k, l) C(n, k, l) :=
√√√√(n
l
)(
k
l
)(
n+ k − 2l
n− l
)
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