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1第 1章
序論
本論文は，深層学習に関わるアルゴリズムである Autoencoder（AE）を field-
programmable gate array（FPGA）へ実装し，異常検知を行うことを目的として，AE
の処理に特化した省資源な回路設計法と，識別対象ではないデータを異常と判別す
る，AEを応用した異常検知のための学習法を提案したものである．
1.1 研究背景
深層学習は，機械学習の分野において注目を浴びている技術で，3層以上のディープ
ニューラルネットワーク（Deep Neural Network，DNN）を用いたものである [1]．DNN
には，形状や特性によって，多層パーセプトロン（multi-layer perceptron，MLP）や畳
み込みニューラルネットワーク（convolutional neural network，CNN），制限付きボル
ツマンマシン（restricted Boltzmann machine，RBM）や自己符号化器（autoencoder，
AE）等の種類がある．なかでも，注目を浴びるきっかけとなったのは CNN であ
る．CNN は，2012 年に開催された画像認識競技会，ImageNet Large Scale Visual
Recognition Competition（ILSVRC）で前年度の記録を大幅に更新して優勝を果たし
た [2]．この結果を皮切りとして深層学習の研究は盛んになり，DNNに関わる多くの
アルゴリズムやモデルが開発された．また，様々なアプリケーションに適用され，画
像認識だけでなく，音声処理や時系列データの領域でもその性能を発揮している．
Multi-layer perceptron は，DNN の基本的なモデルで，主に分類問題の解決に用
いられる [3]．CNN は，人間の視覚野をモデルにしており，主に画像処理で用いら
れる [2]．RBM は，学習したデータの確率分布を得ることができる生成モデルであ
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る [1, 4]．AEは入力の潜在表現を得ることができ，正則化や積層化などの改良によっ
て，いくつかのモデルが存在する [5, 6, 7, 8, 9, 10]．AEの用途は，低光度画像の光度
強調や画像処理における次元削減，データマイニングにおけるハッシュ関数や医療用
の画像処理，ドキュメントの潜在表現の獲得，異常検知など，分野を超えて多岐にわ
たる [11, 12, 13, 14, 15, 16]．
Deep Neural Networkは，非線形変換を繰り返す複雑な関数になるので，学習デー
タに対するパラメータのチューニングが難しい．そこで，DNNの学習を安定させる
ために，事前学習（pre-training）と再学習（fine tuning）のフェーズが存在する [17]．
事前学習のフェーズでは，積層化した RBMや AEを用いて教師なし学習でデータ全
体を学習し，再学習に備えてある程度ネットワークをチューニングしておく [6, 18]．
続く再学習のフェーズでは，事前学習でチューニングした積層化 RBMや積層化 AE
を MLPとして扱う．この MLPにラベル付けされたデータを与えて，教師あり学習
でさらにチューニングし，強力な分類器を作成する．こうして，大量のデータを処理
することができる強力なネットワークが完成する．その一方で，大量のデータを深層
のネットワークで何度も繰り返し学習するため，DNNを学習させるためには非常に
多くの演算量と時間を要する．
多くの時間と労力をかけて学習した DNNは，その分類性能や特徴抽出性能の高さ
から，ロボットや自動車などの組込みシステムへの応用が期待されている [19, 20, 21]．
このような組込みシステムは，人間の活動する空間での利用が想定されるため，安全
性が重視される．つまり，人間の行動を察知し，危害を加えないように処理・動作さ
せる必要がある．そのために，深層学習を利用した高精度な認識システムの実現が期
待されているのである．
認識システムは 2つの処理から成り立つ．画像内から認識する領域を切り出す領域
分割処理と，切り出された領域をあらかじめ決めてあるクラスに分類する認識処理で
ある．高精度な認識システムの実現のためのアプローチとして，領域分割処理や認識
処理そのものを改良することが考えられる．一方で，新しく処理を加えること，すな
わち，認識処理の前段階で識別対象ではないデータを異常と判別する異常検知を導入
することも考えられる．認識処理内の識別器は，学習していないデータを，正しく識
別することはできない．そこで，識別不可能な異常データが入力されたときに，これ
を除去することで，識別精度の低下を防ぐことができる．しかし，入力されるデータ
そのものが異常であるかを判断する異常検知技術の研究は盛んではない [16]．例え
ば，画像を用いた異常検知では通常，[22, 23]のように，画像中に異常があるかどう
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かを判断する．一方ここでは，入力される画像そのものが識別対象かどうか，異常か
どうかを判断できる検知器が求められる．また，異常データは多種多様であることが
想定されるため，これに対して逐一ラベル付けを行うのは現実的ではない．よって，
この検知器は，異常データの多様性に対して頑健であることが望ましい．
深層学習を組込みシステムに実装するためには，実時間処理と省電力性，環境適応
能力が求められる．DNNの演算量を考えると，実時間処理を実現するためには，ソ
フトウェアによる実装よりもハードウェアによる実装の方が望ましい．DNNのハー
ドウェアによる実装では，graphics processing unit（GPU）が最も多く用いられ，ほ
かに application specific integrated circuit（ASIC）や FPGAが用いられる．
Graphics processing unitを用いた DNNのためのライブラリやフレームワークは充
実しており，Cae や Tensor Flow，Chainer や PyTorch，Keras なと数多く存在し，
Theano のように開発が終了したものもある [24, 25, 26, 27, 28, 29]．ASIC としての
実装例は，MLP [30, 31]や RBM [32, 33]，CNN [34, 35, 36, 37]などがあげられる．
RBMで学習を行い AEとして利用する，複数のニューラルネットワークを組み合わ
せた回路の研究も行われている [38]．FPGAを用いた実装例としては，CNNや RBM
の報告が多い [39, 40, 41, 42, 43, 44]．このように，ライブラリやフレームワークなど
による GPU を用いた実装，専用回路の設計など，DNN のハードウェア実装の研究
は盛んに行われている．ここで，GPU，ASIC，FPGAの 3つのハードウェア実装の
中で，DNN を組込みシステムに実装するための向けたデバイスについて考えると，
FPGAが適したデバイスであると言える．FPGAは再構成が可能なデバイスで，そこ
に任意の設計回路を実現することができる．そのため，ある特定の処理に特化した回
路を設計し実装することで，GPUよりも低消費電力でありながら，高速な処理を実
現することができる．また，再構成性があるため，ASICとは異なり内部回路の書き
換えによって，経年劣化のような動作環境の変化に適応することができる．前述のよ
うに，さまざまな種類の DNNが GPUや ASIC，FPGAによって実装されているが，
AEの FPGA実装に関する報告はほとんどない [45, 46, 47]．[45]では，ビヘイビアレ
ベルのシミュレーションで実装している．このレベルで作成した回路は，際限なく演
算資源を使ってシミュレーション出来てしまうため，論理合成を行うこともできず，
FPGA への実機実装も現実的ではない．[46] では，高位合成（high level synthesis，
HLS）によって，畳み込み AE の FPGA への実機実装を行っている．専用のアーキ
テクチャで畳み込みを行えるように設計されていたが，実装しているのはエンコー
ダ部分のみであった．デコーダ部分はホスト PC側での処理であり，実験では学習済
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みのパラメータを読込み，推論を実行していた．[47]も HLSによるもので，実機実
装を行っており，学習も推論も行うことができるが，生成された回路は GPUよりも
mobile GPUよりも性能が劣っていた．HLSでは，処理記述から機械的に回路の設計
図を予測するため，実装する処理に対して特化したアーキテクチャが設計されている
わけではなく，FPGAの演算資源を効率良く使うことも出来ていない．こうした背景
から，学習が可能な AEの FPGA実装のために，register transfer level（RTL）で設計
した専用アーキテクチャが求められる．RTLで設計することで，AEの処理に特化し
たうえで，FPGAへの実機実装可能なレベルの省資源な設計が可能になる．
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1.2 研究目的
本研究では，識別対象ではないデータを検知する，AEを用いた異常検知の FPGA
への実装を大目的とする．ホームサービスロボットや自動運転車のような組込みシス
テムは，人間の活動領域で動作するため，人に危害を加えないように動作・処理を行
うことが求められる．ここで，深層学習の持つ高い汎化性能・分類性能を利用して，
多種多様な物体を正しく認識することが期待されている．そこで本論文では，組込み
システムに深層学習を実装するためのハードウェアアクセラレータとして FPGA を
用いて，深層学習のアルゴリズムの 1つである AEによる異常検知で識別対象外デー
タの除去を行うことによって，高精度な認識システムの実現を目指す（図 1.1）．
図 1.1 本論文が目指すもの
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なお，目的達成のための研究方針は次の通りである．本論文では，新規提案フェー
ズの回路アーキテクチャの設計と学習法の提案について並行して研究していく．
1. 新規提案フェーズ
（a）FPGA実装のための AEの処理に特化した回路アーキテクチャの設計
（b）AEを用いた異常検知器の新しい学習法の提案
2. 統合フェーズ
（a）提案学習法で学習させた処理特化アーキテクチャ AEによる異常検知
（b）AEによる異常検知の FPGAへの実機実装
深層学習の組込みシステム実装にはハードウェアアクセラレータが欠かせない．し
かし，主流となっている GPUを用いた実装では，省電力性の面から組込みシステム
には向いていない．また，ASICは回路作成後に動作を変えることが出来ず，システ
ム運用時に起こりうる経年劣化や運用中に発覚した現象に対して対応することが出来
ない．さらに，用途ごとに回路を作製する必要があり，運用とコストの両方の面から
向いていない．そこで，本研究では，FPGAに注目した．FPGAは，任意の設計回路
を何度でも再構成することができる．無駄な処理を省いた専用アーキテクチャを設
計，実装可能であることから，処理速度と省電力性の両方を追求できる．また，再構
成性を利用して，運用開始後の動作環境の変化や運用中に起き始めた現象に対して，
その都度最適な回路をリロードし直すことで柔軟な対応が可能である．よって，深層
学習の組込みシステム実装において，FPGAが最適なデバイスであると判断できる．
Autoenocderの FPGA実装によって，様々なアプリケーションを実現できると考え
られる．AEは MLPの変型であり，層内のニューロン数を変更できるようにしてお
けば，MLPとして使うことができる．また，再構成性を利用した異常検知に加えて，
学習後の AE をエンコーダとデコーダに分解して，次元削減器や生成モデル，ハッ
シュ関数などのアプリケーションを実現することができる．畳み込み層や正則化項，
確率分布を組み込むことで，さらなる応用が期待できる．よって，AE の回路化は，
様々なアプリケーションの実現が期待できる基本回路の作成につながる．
これまでに報告されてきた AEの FPGA実装の取り組みの中で，AEの処理に特化
したアーキテクチャで設計されたものはない．ビヘイビアレベルの実装では実機実装
可能なレベルでの回路設計は不可能であり，HLSの実装では，FPGAのリソースを活
かした回路設計が出来ない．本研究では，RTL で AE の処理に特化したアーキテク
チャを設計することで，これまでに実現されなかった，FPGAへの実機実装と FPGA
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リソースの有効活用の両立を目指す．
人間の活動領域で動作する組込みシステムは，安全性の確保のために高精度な認識
システムが求められる．その実現方法として，領域分割処理と認識処理の精度向上以
外に，異常検知の導入が考えられる．認識処理の前段に異常検知を置き，認識対象外
データをあらかじめ取り除くことで，識別性能の向上が見込まれる．
Autoencoderによる異常検知は，有用性が高い．AEは再構成のプロセス中に特徴
抽出を行う．よって，AEによる異常検知は同時に特徴抽出も行うことができる．そ
のため，後段に識別器を設けるだけで，認識処理を実現することができる．また，深
層ネットワークとしての汎化性能の高さから，異常データの多様性に頑健であると考
えられる．センサが取得してしまう多種多様なデータに対して，正常と異常を見分け
るためには，汎化性能が高い検知器が求められる．
本論文では，AEを用いて，認識処理の前処理としての異常検知の研究を行う．こ
の異常検知では，識別対象外のデータを異常と判別して除去する．そのために，AE
の汎化性能を活かして，多様な入力データに対して異常かどうかを正確に判断するこ
とができる異常検知器の作成を目指す．
本論文で提案する 2 つの手法を組み合わせることで，FPGA 実装に向けたアーキ
テクチャの AEを用いて高性能な異常検知器を実現することができる．また，作成し
た回路を改良したり開発済みのプロトコルや回路を利用したりすることで，大規模
な AE回路の実装や FPGA-HostPC間の通信モジュールの実装が可能である．こうし
て，統合フェーズを進めていくことで，AEを用いた異常検知を FPGAの実機へ実装
するという目的を達成することができる．
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1.3 本論文の構成
本論文は，図 1.2に示すように 5つの章から構成される．
第 1章は序論である．
第 2章では，関連研究について解説する．本研究で主軸となるアルゴリズムである
AEについて，基礎から応用まで理論的に説明する．また，深層学習のハードウェア
実装の実例や AEのアプリケーションについて紹介する．
本論文では，目的達成のために立てた研究方針に従い，AEの FPGA実装のための
設計法と異常検知のための学習法について提案を行う．それぞれ第 3 章と第 4 章で
述べる．
第 3章では，AEの FPGA実装のための省資源かつ AEの処理に特化した回路設計
法である Shared Synapse Architectureの研究について報告する．これについて，まず
は元になったアルゴリズムと設計法について解説する．続いて，ソフトウェアによる
検証実験を行い，最後にハードウェア実装実験を行う．ハードウェア実装実験では，
論理合成を行い，学習機能の論理シミュレーションを行う．また，処理速度を評価
し，作製した回路が共通して持つ機能についての動作確認を行う．
第 4章では，異常入力を反転する AEを用いた異常検知の研究について報告する．
AEを用いた異常検知器のための新しい学習法として，異常入力を反転して再構成す
るような学習法を提案する．この新しい学習法によって学習させた AEは，再構成誤
差から，入力データそのものが正常か異常かを判断することができる．この学習法の
解説と，手書き数字画像と自然画像のデータセットを用いた検知実験の報告をする．
第 5章は結論である．
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図 1.2 本論文の構成
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第 2章
関連研究
2.1 はじめに
本章では，本研究のメインアルゴリズムである自己符号化器（Autoencoder，AE）
について解説する．AE の動作や学習法について 2.2.1 項と 2.2.2 項で解説する．続
いて，2.2.3 項-2.2.6 項で AE の積層化や正則化，畳み込み層の導入や生成モデル
としての応用法について解説する．2.3 節では，深層学習のハードウェア化につい
て，graphics processing unit（GPU），application specific integrated circuit（ASIC），
field-programmable gate array（FPGA）の実装例について述べる．2.4節では，AEの
アプリケーション実装について，ハッシュ関数や次元削減器，異常検知について述べ
る．最後に，2.5節で本章をまとめる．
2.2 自己符号化器
本研究では，深層学習に関わるニューラルネットワークの 1 つである AE に注目
した．ニューラルネットワークは，ニューロンによって構成される層を，いくつか組
み合わせてネットワークとしたものである．特に，ニューロン単体で構成される単層
のものを単純パーセプトロンといい，3層以上の層から構成されるものを多層パーセ
プトロン（multi-layer Perceptron，MLP）という．AE は MLP を変形させたもので
ある．ここではこの AEについて解説していく．そもそも，ニューラルネットワーク
には 2つのフローが存在する．1つは順伝播，もう 1つは逆伝播である．順伝播は，
データを入力して出力を得るフローで，逆伝播は任意のデータにネットワークを最適
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図 2.1 自己符号化器，Autoencoder，AE
化させるフローである．まず最初に，AEの順伝播について解説する．続いて，逆伝
播について取り上げて，どのように学習するのか解説する．また，AEには様々な亜
種が存在するので，それらの内いくつかを取り上げて解説する．
2.2.1 順伝播
Autoencoderは，MLPの変型の 1つで，入出力層と隠れ層の 3層からなり，形状
は砂時計型が一般的である．すなわち，入出力層は同じ大きさになっていて，隠れ層
は入出力層よりも小さい（図 2.1）．各層のニューロンは，それぞれのシナプスを通じ
て層間で全結合している．このシナプスを通じて，現在の層から次の層へデータが伝
播していく．シナプスには重みがあり，伝達のしやすさを表している．また，隠れ層
と出力層にはバイアスがあり，ニューロンが出力を行うか決定するための閾値となっ
ている．順伝播のフローでは，入力層に与えられたデータは符号化され，特徴として
隠れ層に現れる．この特徴量が復号化されたものが出力層に現れる．こうして，入力
データは出力層で再構成される [5]．シナプスの重みとバイアスをニューラルネット
ワークのパラメータといい，学習によって更新していく．
入力のニューロンが N個あり，入力値を ~x，出力値を y，シナプスの重みを ~W と
し，x0 を常に 1としてバイアスを b = W0  x0 の形でそれぞれ表したとき，ニューロ
ンが情報を伝播する様子を，数学的にモデル化したものを図 2.2に示す．ここで，
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図 2.2 モデル化したニューロン
は活性化関数を表し，ニューロンの状態，すなわち，出力するかしないかを表す．こ
のニューロンモデルを用いて AEの動作は式（2.1，2.2）のように表せる．ここで，入
力値を ~x，隠れ層の値を ~y，出力値を ~zとする．入力層-隠れ層のシナプスの重みを ~W
とし，隠れ層-出力層のシナプスの重みを ~W0 とする．バイアスは，前述のように重み
のベクトルに埋め込む．また，はベクトル同士の内積を表す．
1. 入力値 ~xはエンコードされ，隠れ層に ~yとして現れる：
~ym = (
NX
n=0
~Wmn  ~xn) (ただし m = 0; 1; :::;M   1;M) (2.1)
2. 隠れ層の値 ~yはデコードされ，出力層に ~zとして現れる：
~zn = (
MX
m=0
~W 0nm  ~ym) (ただし n = 0; 1; :::;N   1;N) (2.2)
2.2.2 逆伝播
逆伝播では，目標値と出力値の誤差を取り，パラメータを更新，ネットワークを最
適化していく．最終層の誤差を逆伝播させて，パラメータの更新値を求める方法を，
誤差逆伝播法という．誤差逆伝播法の理解のために，AE の学習法から掘り下げて，
パラメータの更新値の求め方までを解説していく．
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図 2.3 2種類の学習法．MLPや CNNの教師あり学習（左）と AEの教師なし学習（右）
学習法
逆伝播では，目標値と実際の出力の差分（誤差）をとり，入力側に向かってその
誤差を逆伝播させる．このとき，誤差を最小化するようにパラメータを更新するこ
とで，ネットワークを任意のデータに最適化させる．このパラメータの更新を，学
習と呼ぶ．AEの学習は教師なしで行われる．すなわち，順伝播させるデータ以外の
データを用意せずに学習を行うということである．MLPや畳み込みニューラルネッ
トワーク（Convolutional neural network, CNN）など，分類器としての役割を果たす
ニューラルネットワークでは，誤差逆伝播時に，教師データとして分類したいクラス
のラベルを与える．一方 AEでは，入力を再構成することが目標であるので，入出力
の差分を取ってそれを逆伝播する．最適化するネットワークに対して，教師データと
して入力データ以外にデータを準備する学習法を教師あり学習，入力データ以外に準
備しない学習法を教師なし学習という（図 2.3）．
誤差関数
逆伝播にあたって，まずは目標値と実際の出力の誤差値を得る必要がある．誤差値
を得るためには，誤差関数が用いられる．誤差関数には，平均二乗誤差や平均絶対誤
差，交差エントロピー誤差などが用いられる（式（2.3-2.5））．浮動値同士で誤差を取
る場合には，平均二乗誤差が用いられることが多く，[0，1]に正規化されている場合
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には，交差エントロピー誤差が用いられることが多い．
C( ~xn; ~zn) =
1
N
NX
n=0
( ~xn   ~zn)2 (2.3)
C( ~xn; ~zn) =
1
N
NX
n=0
j ~xn   ~znj (2.4)
C( ~xn; ~zn) =   ~xn log ~zn   (1   ~xn) log(1   ~zn) (2.5)
勾配降下法
前項の誤差関数から得られた誤差を最小にする，すなわち，誤差関数の最小解を見
つけるには，どのようにしたらよいのかについて説明する．式（2.1）と式（2.2）か
らわかるように，ニューラルネットワークでは，層を経るごとに計算が入れ子になり
複雑になっていく（式（2.6））．よって，誤差関数は，式（2.3-2.5）に示した見た目よ
りも難解である．このような複雑な誤差関数について，大域的な最小解を見つけ出す
のは現実的ではない．
z = (
X
~WN  (
X
~WN 1:::  (
X
~W2  (
X
~W1  ~x)))) (2.6)
そこで，学習を行う際には，誤差関数をパラメータ ~W や ~bに関して微分して，そ
の勾配が 0になるような値を求めていく．これによって，局所的な最小解を見つけ出
すことにする．この局所的最小解が，大域的な最小解までとは言わずとも，誤差を許
容範囲内に収めてくれる可能性がある．局所的最小解は，勾配が 0になるような値で
あることから，パラメータ ~W や ~bを，現在の地点から負の勾配方向に繰り返し動か
していくことで得られる．この手法を勾配降下法と呼ぶ．また，複数のデータ（デー
タセット）を扱うとき，全てのデータを使って，パラメータの勾配を求めて，更新値
を算出する方法をバッチ勾配降下法と呼ぶ．データセットから 1～200個程度の小数
個のデータを抜き出して更新していく方法を，確率的勾配降下法と呼ぶ．
連鎖律
さて，解法の方針は定まったが，ニューラルネットの処理関数が入れ子になってい
て，誤差関数が複雑なのは変わらないままである．これに対して，入れ子になった関
数の微分について，有効的な考え方である連鎖律を導入する．例えば，y = g(x) と
z = f (y)の 2つの関数について，zに対する xの勾配を求めたいとき，それは連鎖律
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によって式（2.7）のように表せる．xが x変化したとき，y = @y
@xxであり，連鎖
律より，z = @z
@y
@y
@xxである．よって，入れ子の子孫の変化量はそれまでの変化量の
積になる．つまり，順伝播時に勾配を計算しておくことで，最終層の出力と教師信号
の差が求まれば，全層の勾配を一気に求められることになる．
@z
@x
=
@z
@y
@y
@x
(2.7)
パラメータ更新値の算出
値が [0，1]に正規化され， ~W 0 を ~W の転置行列 ~WT にするという制約をかけたと
き，連鎖律と式（2.1，2.2）を用いて，AEのパラメータの更新値を求める．値域は [0，
1]なので，誤差関数は交差エントロピー誤差関数である．簡単のために，式（2.8）の
ように式変形する．
L =  C( ~xn; ~zn) = ~xn log ~zn + (1   ~xn) log(1   ~zn) (2.8)
ここで，連鎖律を効率的に使うために，h1(~x) =
P ~W  ~x，h2(~y) = P ~WT ~yを用いて
~zと ~yを式（2.9，2.10）のように書き換える．
~y = (h1) (2.9)
~z = (h2) (2.10)
合成関数の微分より，パラメータの勾配は式（2.11-2.13）のように求められる．
@~L
@ ~W
=
@~L
@ ~h1
@ ~h1
@ ~W
+
@~L
@ ~h2
@ ~h2
@ ~W
(2.11)
@~L
@~b
=
@~L
@ ~h1
@ ~h1
@~b
+
@~L
@ ~h2
@ ~h2
@~b
=
@~L
@ ~h1
@ ~h1
@~b
(2.12)
@~L
@~b0
=
@~L
@ ~h1
@ ~h1
@~b0
+
@~L
@ ~h2
@ ~h2
@~b0
=
@~L
@ ~h2
@ ~h2
@~b0
(2.13)
続いて，連鎖律を用いて ~h1 と ~h2 の勾配を求める（式（2.14，2.15））．ここで，1は要
素がすべて 1のベクトルで，はベクトル同士の内積，はベクトル同士のアダマー
ル積をそれぞれ表す．
@~L
@ ~h2
=
@~L
@~z
@~z
@ ~h2
= ~x  ~z (2.14)
@~L
@ ~h1
=
@~L
@~z
@~z
@ ~h2
@ ~h2
@~y
@~y
@ ~h1
= ~W  (~x  ~z)  ~y  (1   ~y) (2.15)
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この式（2.11-2.15）を用いて各パラメータの更新値を求める．
 ~W =

~W   ~x  ~z  ~y   1   ~y  ~xT  +  ~x  ~z  ~yT T  (2.16)
~b =

~W   ~x  ~z  ~y   1   ~y (2.17)
~b0 = (~x  ~z) (2.18)
これらの更新値について，本来ならば負の方向に動かしていくが，式（2.8）で正負を
反転しているので，正の方向に動かしていくことになる．よって， ~W，~b，~b0 それぞ
れの更新式は式（2.19-2.21）の通りになる．
~Wnew = ~Wold +  ~W (2.19)
~bnew = ~bold + ~b (2.20)
~b0
new
= ~b0
old
+ ~b0 (2.21)
2.2.3 Autoencoderの積層化
図 2.4 に示すように，上位 AE の隠れ層を下位 AE に置き換えて AE を積み重ね
たものを積層化 Autoencoder（Stacked AE）という [6]．積層化した AE は，貪欲法
（Greedy Layer-wise法）と呼ばれる学習法で学習されることがある．ニューラルネッ
トワークは層内のニューロンの量よりも層の深さによって表現力を増す．一方で，深
層化によって，誤差逆伝播時に勾配が消失してしまうという問題点があった．この問
題を解決するための手法の 1 つが貪欲法である．貪欲法のプロセスは次の通りであ
る．まず，2.2.2 項の学習法で上位 AE を学習させる．続いて，上位 AE をエンコー
図 2.4 積層化 autoencoder
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図 2.5 貪欲法による学習
ダとデコーダに分離．エンコーダに下位 AEを積み上げる（図 2.5）．最後に上位 AE
によってエンコードされた値について，2.2.2 項の学習法で下位 AE を学習させる．
この貪欲法で学習を行うことで，どんなに深層なネットワークを構築したとしても，
誤差の伝播は二層であるため消失することがない．また，学習後の積層化 AEのエン
コーダ部分だけを取り出し，安定した初期値を持つ多層パーセプトロンとして転用
し，再学習して分類問題を解くこともできる．
2.2.4 Autoencoderの正則化
基本的に AEは隠れ層が入出力層よりも小さくなっている．隠れ層の方が同じ大き
さの場合は恒等変換になり，中間層の方が大きくなると意味のない表現を学習する
ニューロンが現れるため，特徴抽出という特性が削がれてしまうからである（図 2.6）．
図 2.6 特徴抽出が出来ない AEの構造．恒等変換（左）と冗長な隠れ層（右）
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図 2.7 正則化 AE
ここで，隠れ層が入出力層よりも大きくても冗長表現をしないよう学習法に制限を
加えたに AEが，正則化 Autoencoder（Sparse AE）である [7]．しかし，なるべく少
ない数の隠れニューロンを使って，入出力の再構成を表現するというのが基本的な考
え方は通常の AEと同じである．つまり，いくつかのニューロンの出力を 0にするよ
うに学習していくのである（図 2.7）．
この学習のために，誤差関数に正則化項を加える．ˆ j は平均活性度といい，全サン
プル ~xを入力したとき，そのニューロン ~yがどれだけ活性化したかの度合いを表す値
とする（式（2.23））．誤差関数 C をパラメータ W によって出力の変わる関数とする
と，正則化項を加えたあとの Cˆ は，式（2.22）のように書ける．なお，は活性度の
目標値，はパラメータとしてそれぞれ与える．KLはカルバック–ライブラー・ダイ
バージェンスを指し，ある 1つの確率変数に対する 2つの異なる確率分布の距離を示
す．よって，ここでは，と ˆ j の近さを表し，これを小さくしていくことで，ニュー
ロンの活性を抑えることにつながる．ここで，サンプルによって活性化するニューロ
ンが異なってもよいという点に気を付ける．発火するニューロンの数自体は少なくな
るが，発火するニューロンの組み合わせが自由度を与えるため，単純なニューロン数
の削減とは異なる表現力を獲得することができるのである．
Cˆ( ~W) = C( ~W) + 
DX
j=1
KL(jjˆ j) (2.22)
ˆ j =
1
N
NX
n=1
y j(xn) (2.23)
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2.2.5 ノイズ除去 Autoencoder
汎化性能向上のための手法の 1つとして，ノイズに対する頑健性を高めることがあ
げられる [8]．ノイズ除去 Autoencoder(Denoising AE，DAE)では，入力データにガ
ウシアンノイズや白色ノイズを付加し，再構成によってそのノイズを除去するように
学習する．学習後の DAEは図 2.8のように動作する．
学習方法には通常の AE と同様に再構成誤差を用いる．通常は入力と出力を比べ
るが，ここでは，破損前の入力と破損入力から得られた出力を比べる．破損前の入
力を ~xb，破損入力により得られた出力を ~zc として，誤差関数（式（2.3- 2.5））は式
（2.24- 2.26）のように書き換えられる．これは，破損入力も破損前の画像を再構成で
きることを目指して学習を進めていることを意味する．このように学習することで，
入力が完全でなくとも再構成できるようになり，汎化性能が向上する．
C( ~xbn; ~zcn) =
1
N
NX
n=0
( ~xbn   ~zcn)2 (2.24)
C( ~xbn; ~zcn) =
1
N
NX
n=0
j ~xbn   ~zcnj (2.25)
C( ~xbn; ~zcn) =   ~xbn log ~zn   (1   ~xbn) log(1   ~zcn) (2.26)
図 2.8 Denoising AE
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2.2.6 畳み込み層を適用した Autoencoder
概要
畳み込みニューラルネットワークでは，これまで述べてきたネットワークの層と
は異なる，畳み込み層を採用している [9]．これまでの層は全結合層といい，層間で
ニューロン同士が全結合していた．一方で，この畳み込み層は層間の結合が疎になっ
ている．全結合層の代わりに畳み込み層で再構成処理を行っているのが，畳み込み
Autoencoder（Convolutional Autoencoder，CAE）である．エンコードの際には，畳
み込みを行い，デコードの際には逆畳み込みを行う．なお，採用している層はこれま
でとは全く異なるが，学習法はこれまでと同様で，入出力の誤差を取り，出力が入力
を再構成するようにパラメータを更新していく．
畳み込み
二次元の画像データの例を用いて，畳み込み処理の説明を行う．畳み込み処理で
は，図 2.9に示すように，フィルタリングを行う．このとき，フィルタの枚数（チャ
ネル数）やカーネルの大きさ，境界部の縁取り幅（パディング）やずらし幅（ストラ
イド）はハイパーパラメータとして与える．フィルタが持つ値によって，形状やエッ
ジの情報を獲得することができる．全画素に対してフィルタリングすることで，使用
したフィルタに応じた特徴マップが得られる．ここで，フィルタリングの際に，走査
する位置に対してフィルタの値を変えないことを，重み共有という．
このフィルタリング操作は，フィルタの係数をシナプスの重みだと考えれば，
図 2.10（左）のようなニューラルネットワークになる．すなわち，すべてのニューロ
ンと結合しているのではなく，フィルタリングした部分のみ結合を持つようなネッ
図 2.9 畳み込み処理．1チャネル，カーネルサイズ 3，パディング 1，ストライド 2のとき
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図 2.10 畳み込み層（左）と全結合層（右）の結合の様子
トワークである．全結合層では，前層のニューロンの値に対して，一意的な出力しか
得られない（図 2.10（右））．一方で，畳み込み層では，チャネル数を増やすことで，
複数の出力が得られるため，ニューラルネットワークの表現力が増すことになる．さ
らに，結合が疎であることに加えて重み共有を行うため，同じニューロン数で構成さ
れる層に関して，学習するべきパラメータは全結合層より少ないことになる．こうし
て，畳み込み層では，パラメータの数の増大を抑えつつ，表現力を獲得できる．
逆畳み込み
畳み込みでは，フィルタリングによって，入力から特徴を抽出していった．逆畳み
込みでは，フィルタリングによって，特徴から入力を復元していく．手順としては，
図 2.11 に示すように，入力を 0 で拡張し，拡張した入力に対して畳み込みを行う．
これにより，フィルタリングの出力次元数は入力次元数よりも大きくなる．ただし，
畳み込みと同様に，結合が疎になっていることと重み共有によって，全結合の状態よ
りも少ないパラメータで拡張を行うことができる．
2.2.7 生成モデルとしての Autoencoder
概要と動作
生成モデルとしての AEは，Variational Autoencder（VAE）と呼ばれていて，値の
意味するものや学習法に至るまで，これまでの AE とは全く異なるニューラルネッ
トワークである [10]．そもそも生成モデルとは，学習データ ~x が，ある確率分布
qφ(~x j ~z)に対して，潜在変数 ~zが与えられることで生成されていると仮定し，この確
率分布を推定していくアルゴリズムである（図 2.12）．つまり，モデルからの出力は
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図 2.11 逆畳み込み処理．1チャネル，カーネルサイズ 3，ストライド 1のとき
図 2.12 生成モデルの基本
確率として得られる．これまで扱ってきたネットワークモデルはすべて，確定的に出
力を得ていた．よって，出力された値をそのままに解釈することが出来た．生成モデ
ルでは，出力値は確率を表すため，例えば，出力として 1を表現しているならば，生
成モデルは 1である確率を出力していることになる．ここで，pθ(xjz)を求めるため
にベイズの定理を用いて考える（式（2.27））．
p(xjz) = q(zjx)p(z)
p(x)
(2.27)
ベイズの定理より，~xを与えられた時の潜在変数 ~zの生成確率を求めることで，間
接的に qφ(~xj~z)が求められる．VAEでは，潜在変数 ~zに，ガウス分布性があると仮定
する．そして，図 2.13 に示すように，入力 ~x をエンコードすることで，潜在変数 ~z
を生成するガウス分布の平均 と分散 を得られるようにする．これが，潜在変数 ~z
を得るための VAEのエンコーダのプロセスである．デコード部分は通常の AE同様
に，得られた潜在変数 ~zから，qφ(~xj~z)として入力 ~xを復元していく（図 2.13）．よっ
て，最終的に再構成のフローは式（2.28，2.29）のように表せる．
encode : ~z = q(~z j ~x) (2.28)
decode : ~x = p(~x j ~z) (2.29)
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図 2.13 VAEのモデル．エンコーダモデル（左）とデコーダモデル（右）
学習則
Variational Autoencoderの学習には再構成誤差（式（2.30）右辺第 1項）と KLダ
イバージェンス（式（2.30）右辺第 2項）の 2つを用いる．再構成誤差で，式（2.28，
2.29）を経て生成された出力と入力の距離を求め，KLダイバージェンスで，q(~z j ~x)
と p(~x j ~z)の 2つの確率分布の空間的距離を求める．これら 2つの距離の最小化に
よって，入出力と 2 つの確率分布をそれぞれお互いに近づけることができる．VAE
の入出力，内部値はすべて確率として考えられているので，学習後は，得られる出力
と学習させたデータの潜在変数を確率分布で表すことができる．なお，実際に最適化
するのは，学習データ ~xを VAEが説明するのにふさわしいかどうかを示す指標であ
る周辺尤度 logp(x)である（式（2.30））．
logp(x) = Ez q[logp(~x j ~z)]   DKL(q(~z j ~x) jj p(~z)) (2.30)
2.3 Autoencoderの FPGA実装
これまでに述べてきたように，深層学習の演算量は多く，ハードウェアによるアク
セラレーションは欠かすことが出来ない．ここで選択されるハードウェアは，大きく
3つに分けられる．GPU，ASIC，FPGAである．深層学習のハードウェア化として，
2.3.1 項で GPU と ASIC でどのように実装されているのか述べる．また，これらの
実装にどのような問題点があるのかを指摘する．2.3.2項で FPGA実装について述べ
る．本研究のメインとなる AEの FPGA実装については，2.3.3-2.3.5項で触れる．
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2.3.1 深層学習のハードウェア化
本項では，深層学習のハードウェア化について，GPUによる実装と ASICによる
実装の例をあげていく．同時にこれらの実装における問題点を指摘する．
GPU実装
深層学習は，演算量の多さから，発案当初からハードウェアアクセラレータの利用
を常に意識され続けてきた．GPUや ASIC，FPGAが良く用いられる．中でも GPU
を利用した実装は，ASIC や FPGA に比べて開発速度が桁違いに早いことと利用す
るためのハードルの低さから，研究開発が最も盛んである．同時に，研究開発のため
のフレームワークや特定のプログラミング言語のためのライブラリなどの開発も盛
んである．なかでも，強力な行列演算ライブラリを持つ Pythonが注目を集め，様々
なライブラリと共に使われてきた [25, 26, 27, 28, 29]．また，エッジコンピューティ
ングだけでなく，仮想サーバ・GPU をウェブ上に立てて開発・実行するクラウドコ
ンピューティングにまで発展しており，こちらも amazon web service や Microsoft
Azure，Google Colaboratory など様々な環境が提供されている [48, 49, 50]．深層学
習は，既に画像認識 [2] や生成モデル [1, 4] などのアプリケーションへと実装され，
成果を上げてきた．次の実装段階として身の回りの製品，組込みシステムへの実装を
考えたとき，これらの GPUを用いた実装法の欠点として，エッジでは廃熱や消費電
力の問題，クラウドでは通信や利用の制限の問題があげられる．GPUは大量のコア
を回し続けるため，消費電力が大きく高熱になりやすいため，電源供給や廃熱機構の
問題から，組込みシステムに適したデバイスではない．また，クラウドで GPUを利
用する場合には，処理のたびに通信する必要があるため，これが実時間処理への足か
せとなる．加えて，サーバや GPU のインスタンスに利用の制限がかけられており，
コスト面からその利用は現実的ではない．
ASIC実装
ASIC によって実装されている例も少なくない．深層学習の ASIC 実装として，
MLP や RBM，CNN などのネットワークを実装した例を紹介する．MLP の実装例
としては，[30]や [31]があげられ，どちらも推論が可能なチップである．[30]では，
手書き数字データセット，[31]には，音声認識のタスクがそれぞれ実装されている．
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RBMの実装例として，[32]と [33]をあげる．どちらも深層の RBMを実装した回路
で，学習と推論の両方を行うことができる．大きさは [32]の方が小さく，エネルギー
効率も優れているが，演算性能は [33] の方が優れていて，GPU と比較しても 50～
100倍もの処理速度を誇る．ここから，CNNの ASIC実装について述べる．手書き
数字データセットを CNNで推論する専用回路を実装したものが ShiDianNaoで，そ
の動作は GPU よりも 30 倍速い [34]．5 層の畳み込み層と 3 層の全結合層で構成さ
れる AlexNetが実装されている ASICが eyerissである [35]．Eyerissは mobile GPU
の 10分の 1以下の消費電力で，ドローンやスマートフォンといった組込みシステム
へ搭載の実現性を示した．この eyerissよりも低消費電力で AlexNetを実装したのが
[36]である．ただ，eyerissよりも最大処理速度が劣る．しかし，どちらの性能が優れ
ているかは，実装する組込みシステムの要件が，消費電力と処理速度のどちらを重視
するのか次第である．CNNと自己回帰型ネットワークの両方を実装した強力な専用
チップが [37]である．これまでに述べてきた報告では，内部値は 16bitまたはそれ以
上の bit幅であったが，[37]では 4bitまで小さくすることで 2つのネットワークの実
装を可能にした．物体認識を行う実験によって，32bitの浮動小数点数を扱うネット
ワークと変わらない精度で動作することを示した．AEの ASIC実装としては，[38]
があげられる．この回路では，RBM で学習を行い，AE として推論を実行するよう
に設計されている．この回路では，縦横 16ピクセルの画像を学習し，再構成するこ
とができる．
このように，ASICは完全に 1つの処理に特化しているため、消費電力，処理速度と
もに GPUよりも FPGAよりも性能は高い．しかし，ASICは，一度作成したら書き
直すことが出来ない．そのため，組込みシステムの運用中に起きる経年劣化や環境の
変化に対して動作を変えるためには，新しく作り変えるしかない．さらに，設計から
シミュレーション，作成が完了するまでの期間が長い点と作成後に修正が効かない点
から，開発におけるリスクが GPUや FPGAよりも格段に高い．なかには HUAWEI
のスマートフォンに搭載されている Kirin 980 [51]のように組込みシステムに搭載さ
れているものや，学習が可能な Intelの Loihi [52]のようなものもあるが，Kirin 980
は学習済みのネットワークで推論を行うもので，Loihiは深層学習の分野で扱われる
ニューラルネットとは挙動が異なるスパイキングニューラルネットワークが実装され
ている．学習可能な深層ニューラルネットワークを組込みシステムへ実装することを
考えたときに，再構成性のなさによるコストパフォーマンスの低さと開発コストの大
きさから，ASICは向いていない．
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2.3.2 深層学習の FPGA実装
2.3.1項では，深層学習のハードウェア実装例として，GPUや ASICを利用した手
法について述べた．本項では，FPGA への実装例について，実装されているネット
ワークやその問題点についてまとめる．
FPGAの回路記述レベル
Field-programmable gate aray実装における回路記述のレベルは，抽象度の低い順に
ゲートレベル（gate lebel，GL）・レジスタ転送レベル（register transfer level，RTL）・
動作レベル（behavior lebel，BL）に分けられる．GLでは，ANDや OR，NOTといっ
たゲート素子だけを用いて回路を記述，作成する．回路素子を用いて複雑な動作を実
現させる必要があるため，設計の難易度が高いだけでなく，素子同士の接続ミスが起
こりやすく，デバッグに非常に多くの時間がかかる．難易度の反面，GLによる記述
は，そのまま物理的に実装可能な設計図になる．この設計図はネットリストと呼ばれ
ている．RTLでは，クロックに対するレジスタの振る舞いを示し，組み合わせ回路や
フリップフロップを用いて回路を記述，作成する．論理合成を通じて，ネットリスト
へ変換し実機への実装が可能になる．BLでは，ハードウェアやアルゴリズムの動作
をそのまま記述する．これは，FPGAの制約を何も気にせず実装するため，論理合成
が出来ず，実機への実装は不可能である．これらの実装レベルは全て，人間の手によ
る設計，回路記述を行うものである．一方で，機械の手によって自動的に設計され，
回路が生成されるものもある．高位合成（High Level Synthesis，HLS）である．HLS
は，Cや C++といった高級プログラミング言語による記述から，コンパイラが回路
記述を予測する．高い抽象度で設計・記述が可能，プログラミング言語の時点で検証
やデバッグが可能等の利点があげられるが，その性能は回路生成を行うコンパイラに
左右され，人間が最適設計したものに比べると，劣った性能になることが多い．
このうち，本研究では RTLを採用して実装を行っていく．GLは，そもそも複雑な
アルゴリズムの実装は難しく，深層学習の複雑な処理を実装するには適していない．
RTLでの設計は，きちんとできていれば，ゲートレベルで記述することなく，論理合
成によってネットリストが得られる．一方で，BLで記述してしまうと，実機実装が
不可能になってしまうため，実装実現性から RTLを選択した．
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FPGA実装
FPGAには演算資源の制約があり，乗算や積和演算の数やメモリ量などがその制約
を満たすように設計を行っていく必要がある．ここから，実装されているネットワー
ク毎にどのような工夫を行っているか述べていく．
 CNNの実装
文献 [39, 40]では，内部値を量子化し，乗算も XORやビットシフトを使って
表現している．また，どちらも FPGAに実機実装し，推論モードでも検証実験
を行った．[39]では，重みを完全に  1と 1の二値にして実装したが，入力も
二値でなければならないという制限がついている．[40]の量子化は，任意の精
度で変更が可能である．また，CNNだけでなく，MLPも実装することができ
る．[41]も前述の 2件と同様に，CNNに関する報告であるが，これは FPGA
ベンダーの 1 つである Xilinx 社によって開発されたフレームワークである．
学習済みのネットワークを引き渡すだけで，自動的に高位合成し，渡したネッ
トワークを FPGAで利用可能なプラットフォームを提供してくれる．
 RBMの実装
文献 [43, 44] は RBM の FPGA 実装に関する報告で，[43] では，それまでの
スタンダードであったに内部値の 32bit浮動小数点数での実装に対して，16bit
固定小数点数でも精度が落ちないと初めて証明した．[44]では，処理を時系列
に分割することで手書き数字データセットの RBMによる推論を可能にした．
このように，MLPや CNN，RBMについて FPGA専用の処理や理論，フレームワー
クについて，研究が行われてきた．一方で，AEの FPGA実装についてはあまり報告
されていない．この数少ない AEの FPGA実装の報告に関して次項から述べていく．
2.3.3 正則化 Autoencoderのビヘイビアレベル実装
文献 [45]では，正則化AEのビヘイビアレベルの FPGA実装が報告された．Verilog
HDLを用いて回路記述を行い，Model Simシミュレータを用いて，Googleの画像検索
から得られた京都の自然画像データを学習させた．同時に，同様の実験をMATLAB
を用いて行った．重みのパラメータの初期値として別々の値を与えたとき，2つの実
験環境で同様の重みが得られるか検証を行った．なお，FPGAには，指数関数やルー
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ト計算等のブロックがないため，これらの関数を自作した．そのため，これらの関数
の動作検証も行った．学習実験の結果として，Model SimでもMATLABでも似たよ
うな重みが得られた．しかし，内部値に 64bitもの bit幅を使い，対数計算や乗算な
ど，FPGAの持つ資源を際限なく利用している点や，FPGA専用のアーキテクチャを
設計しているような記述もなく，この回路の FPGAへの実機実装は現実的ではない．
また，前述のようにビヘイビアモデルは，論理合成にかけられるものではない．
2.3.4 畳み込み Autoencoderの高位合成による実装
Weiらによる報告は，畳み込み AEのエンコーダ部分を FPGAに実機実装し，圧縮
処理を FPGA で行い，展開処理を HostPC で行ったというものであった [46]．実機
実装まで行っているものの，回路記述のレベルは本文から読み取ることはできなかっ
た．また，学習はあらかじめ行っておき，フィルタのパラメータだけを引き渡してい
る．実験では，画像の再構成を行い，圧縮ー展開の処理について処理時間と消費電力
について，FPGAと CPU，GPUで比較を行った．結果として，処理時間は，GPU・
FPGA・CPUの順であったが，GPUと FPGAにあまり差はなく，CPUだけが引き離
される形になった．消費電力は圧倒的に FPGAが少なく，次いで CPU・GPUとなっ
た．また，1秒間当たりの処理数も GPU・FPGAが横並びになり，離されて CPUで
あった．この 1 秒当たりの処理数について電力消費当たりで考えたとき，FPGA が
GPUの 15倍，GPUが CPUの 17倍とそれぞれかなり差が開く形になった．この結
果だけ見ると FPGAが圧勝しているが，実装されている処理は畳み込み処理だけであ
り，それも単体のフィルタによるものだった．GPUは大量のコアを駆動して処理を
行うため，並列性が高く，演算量が多いものに対して真価を発揮する．よって，小数
パラメータを繰り返し転送することで，GPUは処理よりも転送に時間がかかり，純
粋な処理能力の差が出たとは考えにくい．
2.3.5 積層化 Autoencoderの高位合成による実装
文献 [47] で報告されたのは，積層化 AE を HLS によって FPGA 実装した研究に
ついてである．ここで実装された積層化 AEは 3層構造であった．実装には OpenCL
を用いて，RTL記述回路を高位合成により作成した．作成した回路を用いて，学習を
行い，学習後の AEを用いて画像分類をする検証実験を行った．また，同様の実験を
GPU，mobile GPUでも行い，比較した．学習にかかった時間について GPU，mobile
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GPUと比較した結果，時間が短かった順に GPU・mobile GPU・FPGAであった．さ
らに，1イテレータ当たりのスループットや，分類にかかる処理時間を計測した結果
も同様の順番になった．唯一，電源効率だけは，mobile GPU・FPGA・GPUの順に
なったが，下位 2つにほとんど差がなく，mobile GPUが抜きんでた形であった．本
来 FPGAは，演算に関するパスやフローを，実装対象に対して人手でチューニングす
ることができるので，処理速度，電源効率ともに GPUや mobile GPUに劣ることは
ない．一方で高位合成による回路は，人間が設計するような最適アーキテクチャでは
作成することができないため，このような結果になったと考えられる．
2.4 Autoencoderの応用
これまでに，AEの理論やハードウェア化に関する研究について述べてきた．ここ
では，AEの用途について紹介していく．
 低光度画像の協調 [11]
監視や偵察といった動的な環境下で動作するカメラセンサから取得できる画像
データは，カメラ自体の性能の低さから，低光度でノイズが乗っていることが
多い．[11]では，暗くしてノイズを付加した画像を，DAEのように元に戻す
ように学習する．こうして，学習させた積層化した正則化 AEを用いて，入力
画像を高光度化して出力できるようにした．
 次元削減 [12]
文献 [12]では，AEの次元削減能力についての調査を行った．主成分分析やト
ピックモデルといった次元削減器と比較し，その性能の要因について明らかに
することを目指した．結果として，これまでの次元削減器とは違う視点でデー
タを取り扱っていて，隠れ層のノード数や入力データが持つ次元数などが性能
に影響してくることが分かった．
 ハッシュ関数 [13]
画像データベースの高速走査法の 1 つであるバイナリハッシングに，二値化
した AEを用いた．バイナリハッシングとは，高次元の実数値を低次元の二値
に落とし込むことである．ハッシュ関数の出力が二値で求められるため難易度
が高く，この制約を緩和して実装を行うことが多い．これに対して，中間層が
二値になっている AEを用いて取り組んだ．最適化の式に補助項を加えること
で，入れ子になっているエンコーダとデコーダの式を 2つに分解することを提
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案した．実験結果より，最新のバイナリハッシングと同等の性能を得ることが
出来た．
 医療用画像処理 [14]
陽電子放出断層写真の動的な再構成に挑んだ．再構成性能は既存手法よりも良
い結果となったが，一方で処理が重たく，学習と推論の合計時間では既存手法
の 50倍の時間を必要とする結果になった．ネットワークの拡大や，CNN層の
導入などで性能の向上が期待できる．
 ドキュメントの潜在表現獲得 [15]
トピックモデルやニューラルネットを用いて，テキストの集合から低次元の潜
在表現を獲得する際の問題点として，注目テキストだけではなく，他のすべて
のテキストと合わせてやっと潜在表現を持つと仮定する点がある．[15]では，
AEを用いることで，教師なし学習によって，テキストの局所集合からの潜在
表現の獲得を目指した．実験では，既存手法よりも良い結果を出した．また，
[15]の手法は，テキストの組み合わせを 1つの特徴としているので，組み合わ
せに何か意味があればさらなる向上が期待できる．
 入力内の異常検知 [22]
文献 [22]は，VAEを用いた異常検知で，再構成誤差から項目を差し引き，非
正則化異常度という異常度の指標を提案した．この指標を用いた異常検知は，
異常度を可視化でき，画像内の異常個所を視覚的に得ることができる．
 入力自体の異常検知 [16]
文献 [16]は，VAEを用いた異常検知についての報告である．異常検知は，そ
れ自体をアプリケーションとして利用することができるだけでなく，様々なシ
ステムに前処理として組み込むことができる．家庭用サービスロボットや自動
運転車など，これから身の回りに実装される組込みシステムには欠かせないも
のである．VAE は通常の AE とは異なり，確率分布を扱う．[16] では，入出
力間の差分は再構成誤差ではなく，再構成確率であると提案して，性能の良い
異常検知器の作成を目指した．手書き数字データの異常検知やネットワークの
侵入検知を通じて，通常の AEや主成分分析を用いた既存手法に比べて，[16]
で提案する AEは検知器としての性能が高かった．今後は，異常度を見える化
していく．そもそも，AEが特徴抽出ができる理由は，その独特な形によるも
のである．それは VAEも変わらないので，正常データと異常データの中間層
の値は特徴を示していることとなる．中間層の値の活用次第で，検知器の性能
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のさらなる向上が期待される．
2.5 おわりに
本章では，本研究で取り扱う主要なアルゴリズムである AEを中心に，理論や実装
法について解説した．AEはニューラルネットワークの基本となる MLPを変形させ
たもので，積層化や正則化，畳み込み層の追加によって様々なアプリケーションへの
応用が期待できる．深層学習の実装にはハードウェアアクセラレータが欠かせない
が，中でも消費電力や処理速度，再構成性の面から，組込みシステムには FPGAが実
装対象として適している．これらを踏まえた上で，第 3章では，AEの FPGA実装の
ための専用アーキテクチャについて提案する．また，第 4章では，AEのアプリケー
ションとして異常検知に注目し，そのための新しい学習法を提案する．
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Shared Synapse Architectureに
よる Autoencoderの FPGA実装
3.1 はじめに
本章では，Autoencoder（AE）の field-programmable gate array（FPGA）実装法に
ついて提案，検証する．FPGAは再構成可能な論理ブロックの集合体であり，任意の
回路を組み上げることができる．一方で，ブロックの数には限りがあり，この限界に
応じて実現可能な回路の規模も制限される．そこで，メモリや演算量をなるべく削減
できるように，実装するアルゴリズムを改良する必要がある．3.2節では，AEの省資
源回路設計について，提案するアーキテクチャともとになるアルゴリズムについて説
明する．続いて 3.3節で，ソフトウェアで実装を行し，アルゴリズムの改良前後の性
能の変化について，数値シミュレーションを行った結果を報告する．最後に，実際に
register transfer lebel（RTL）で設計し，論理合成を行い，シミュレーション行った．
その結果について 3.4節で報告する．3.6節で本章を統括する．
3.2 シナプス共有による省資源な回路設計
本節では，シナプス共有というアルゴリズムを元に，AEの省資源な回路設計法を
提案する．シナプス共有は，その名の通り複数のシナプスで値を共有することであ
る [53]．AEは，入力 ~xと出力 ~zが一致するように学習する．ここで 1つの入出力関
係に注目すると，入力ニューロン xと結合している隠れニューロン hは，xと一致す
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図 3.1 シナプス共有の関係性
る出力 zに寄与することになる（図 3.1）．AEにおけるシナプス共有では，対応付け
られた入出力に関わるシナプスの値を共有する．このように重みに制約を加えること
で，正則化の効果が生まれ，汎化性能の向上につながる．
このシナプス共有を回路設計に用いることで，シナプスの値を保存するためのメ
モリを半分に削減することができる．この回路設定法を Shared Synapse Architecture
という [54]．AEをニューロンモジュールとシナプスモジュールの 2つに分割し，通
常の処理で設計したデータフローと Shared Synapse Architecture で設計したデータ
フローを図 3.2に示す．通常の処理で設計したデータフローは，図上左側から右側へ
向かって順番に流れていく．一方で，Shared Synapse Architectureで設計したデータ
フローではまず，入力層のニューロンモジュールの出力は，シナプスモジュールを通
過して隠れ層のニューロンモジュールへと到達する．ここまでは通常のものと同じ
である．続いて，隠れ層のニューロンモジュールの出力は，一度通過したシナプスモ
ジュールを再度通過し，次は出力層へと向かう．このようにして，処理の内容は変え
ないまま，シナプスモジュールを再利用することで値を共有している．
Shared Synapse Architectureで設計した回路の全体図は図 3.3の通りである．大き
く分けて 3 つの回路から成る．それぞれ，（a）Reconstruction Module，（b）Update
Function Module，（c）Update Execution Moduleである．
Reconstruction Moduleと Update Function Moduleは，さらに機能ごとに細分化さ
れ，いくつかのサブモジュールから構成されている．それぞれのサブモジュールにつ
いて図 3.4，図 3.5に示す．重みを保存するためのメモリ，乗算器，バイアスを保存
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するためのメモリ，累算器，乗算器，減算器が用いられている．また，活性化関数は
Look Up Table（LUT）で実装している．全てのモジュールにおける内部値は 18bitで
あるが，活性化関数の入力だけは 10bitになっている．
図 3.2 通常の処理フロー (左)とシナプス共有したときの処理フロー (右)
図 3.3 AE回路の全体図
図 3.4 Reconstruction moduleの詳細図
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図 3.5 Update function moduleの詳細図
それぞれのモジュールの動作は次の通りである．
1. Reconstruction Module
このモジュールは 2 種類のモジュールから構成されており，Reconstruction
Modeと Update Modeの 2つのモードがある．
 Reconstruction Mode
エンコードとデコードの 2つの処理を行い，入力を再構成して出力する．
a-1）Synapse Module
重みの値をメモリから読み取り，入力値と乗算した結果を出力する．
a-2）Neuron Module
Synapse Module の出力とバイアスを累算し，活性化関数（LUT）に
送り，その結果を出力する．
 Update Mode
このモードでは，更新後のパラメータ値を受け取り，重みのメモリとバイ
アスのメモリをそれぞれ書き換える．
2. Update Function Module
このモジュールは 3 種類のモジュールから構成されている．Reconstruction
Moduleから，入出力値とパラメータ値を受け取り，パラメータの更新値を決
定する．
 Update Output Bias Module
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Reconstruction Moduleから入出力層の値を受け取り，式（2.18）に従って
~b0 の更新値を決定する．
 Update Hidden Bias Module
Reconstruction Module から重みの値と隠れ層の値，Update Output Bias
Moduleから ~b0 の更新値を受け取る．これらの値を用いて，式（2.17）に
従って ~bの更新値を決定する．
 Update Weight Module
Reconstruction Moduleから入出力層の値，Update Output Bias Moduleか
ら ~b0 の更新値，Update Hidden Bias Moduleから ~bの更新値を受け取る．
これらの値を用いて，式（2.16）に従って ~W の更新値を決定する．
3. Update Execution Module
このモジュールは 2つの役割がある．1つ目はパラメータの更新である．パラ
メータの更新値を Update Function Moduleから受け取り，それぞれのパラメー
タに足し合わせる．更新後のパラメータ値を，Update Modeの Reconstruction
Module に送る．2 つ目は，Reconstruction Module のモードの切り替えであ
る．パラメータの更新値を Reconstruction Moduleに送る前に，Reconstruction
Module のモードを Reconstruction Mode から Update Mode へと切り替える．
更新後に Update Modeから Reconstruction Modeへと戻す．
3.3 ソフトウェア実装実験
FPGA 実装のプロセスは，ソフトウェア実装よりも大幅に工程数を要する．そこ
で，ハードウェア実装に先駆けて，ソフトウェア実装によるアルゴリズムの検証を
行った．ここでは，ハードウェア化に向けて量子化されたアルゴリズムと通常のアル
ゴリズムの性能の差を確認した．実装は C++で行い，量子化 AE は 18bit の固定小
数点数を，通常のアルゴリズムでは 32bitの浮動小数点数をそれぞれ用いた．AEの
層の構成は，入出力層が 4ニューロン，隠れ層が 2ニューロンの 4-2-4の構成である．
エポック数は 1,000で学習率は 0.0078125である．学習には 4bitのバイナリ値 16種
類を用いた．16 種類の学習の様子を平均してまとめたものを図 3.6 に示す．直線が
量子化 AE で点線が通常の AE の学習曲線をそれぞれ示している．縦軸と横軸はそ
れぞれ，交差エントロピー誤差関数の値とエポック数である．結果として，どちらの
AEでも再構成誤差は収束していっているが，量子化 AEの方が早く収束に向かって
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図 3.6 量子化 AEと通常 AEの学習結果の比較
いることが確認できる．これは，量子化することによって，パラメータの更新値が荒
くなっているためだと考えられる．また，シナプス共有と数値の量子化の両方を行っ
ても AEは正しく学習が可能であることが確認できた．
3.4 ハードウェア実装実験
ソフトウェア実装によって，その性能が保証されたので，ハードウェア実装へと移
行した．ここで実装したネットワークは，ソフトウェア実装と同様に 4-2-4のもので
ある．ハードウェア記述には，Verilog hardware description language（Verilog HDL）
を用いて，RTLで行った．
3.4.1 論理合成
作成した回路について，Xilinx ISE 14.7で論理合成を行った．ターゲットデバイス
は，Xilinx Virtex-6 xc6vlx240tとした．論理合成の結果を表 3.1に示す．表に記載さ
れているモジュール以外に，重みのメモリ制御のためのサブモジュールがいくつかあ
る．シリアル-パラレルコンバーター，パラレル-シリアルコンバーター，信号のセレ
クターである．シナプスモジュールを共有せずに実装するアーキテクチャと比べて，
提案アーキテクチャでは，これらのサブモジュールも含めてシナプスモジュールの数
が半分に削減されることとなる．この効能は，構成するネットワークが大きくなれば
なるほど効果的になる．
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表 3.1 作成した AE回路の論理合成結果
Module レジスタ LUT DSP 動作周波数 (MHz)
Entire AE module 6,284 (2.08%) 6,198 (4.11%) 30 (3.91%) 230.654
Reconstruction 2,621 (0.87%) 2,442 (1.62%) 2 (0.26%) 242.777
Synapse 270 (0.09%) 262 (0.17%) 1 (0.13%) 242.424
Neuron 102 (0.03%) 153 (0.10%) 0 (0%) 363.769
Update unction 6,125 (2.03%) 6,557 (4.35%) 28 (3.65%) 230.654
Update output bias 667 (0.22%) 454 (0.30%) 0 (0%) 419.639
Update hidden bias 1,139 (0.38%) 1,190 (0.79%) 6 (0.78%) 242.777
Update weight 399 (0.13%) 411 (0.27%) 2 (0.26%) 242.777
Update execution 763 (0.25%) 7(0.004%) 0 (0%) 651.042
* Digital signal processors
3.4.2 学習機能の確認
作成した回路について，学習性能を確認するために，Veritak Verilog HDL シミュ
レータを用いた論理シミュレーションを行った．ソフトウェアによる検証同様，4bit
のバイナリデータ 16種類を用いて学習を行った．学習率は，0.0078125で，これは
7bitの右シフトで実現してある．エポック数は 365で，これはシミュレータのメモリ
の限界まで学習させたときのエポック数である．
パラメータの更新値は，式（2.16-2.18）に従って求め，学習を進めていった．また，
4つの出力の誤差平均値をまとめたものを図 3.7に示す．縦軸が交差エントロピー誤
差，横軸がエポック数である．エポックの経過によって，誤差値が小さくなっている
ことがわかる．
学習後の出力値を表 3.2に示す．出力はそれぞれの入力に近い値になっていること
がわかる．よって，学習誤差が収束していること，出力値が入力値に近い値になって
いることの 2点から，作成した回路は正しく学習を行うように動作していることが確
認できた．
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表 3.2 学習後の AE回路の出力
Input: 0 0 0 0
0.027267456 0.027267456 0.027267456 0.027267456
Input: 0 0 0 1
0.034179688 0.034179688 0.034179688 0.96875
Input: 0 0 1 0
0.034179688 0.034179688 0.96875 0.034179688
Input: 0 0 1 1
0.048828125 0.048828125 0.953125 0.953125
Input: 0 1 0 0
0.034179688 0.96875 0.034179688 0.034179688
Input: 0 1 0 1
0.048828125 0.953125 0.048828125 0.953125
Input: 0 1 1 0
0.025268555 0.96875 0.96875 0.025268555
Input: 0 1 1 1
0.025756836 0.96875 0.96875 0.96875
Input: 1 0 0 0
0.96875 0.034179688 0.034179688 0.034179688
Input: 1 0 0 1
0.96875 0.025268555 0.025268555 0.96875
Input: 1 0 1 0
0.953125 0.048828125 0.953125 0.048828125
Input: 1 0 1 1
0.96875 0.025756836 0.96875 0.96875
Input: 1 1 0 0
0.953125 0.953125 0.048828125 0.048828125
Input: 1 1 0 1
0.96875 0.96875 0.025756836 0.96875
Input: 1 1 1 0
0.96875 0.96875 0.96875 0.025756836
Input: 1 1 1 1
0.96875 0.96875 0.96875 0.96875
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図 3.7 作成した回路の学習の様子
3.4.3 処理速度と AEの構成の関係
この回路の処理速度を評価するために，ハードウェア評価指標の 1 つである
operations per second（OPS）を導入する．また，実装するネットワークの規模に応じ
て OPSがどのように変化するのか調査する．まず，OPSは 1秒間にどれだけの処理
を行っているかを表す指標であり，すなわち，処理数を処理時間で割れば求められる．
ここでは，式（2.1，2.2）によって行われる順伝播の結果に対して，式（2.16-2.18）に
従って行ったネットワークの更新処理を，1秒間に何回できたか計算する．デジタル
回路の処理時間は，式（3.1）のように，クロックサイクル数と動作周波数によって求
めることができる．
ProcessingT ime =
ClockCycle
Frequency
(3.1)
提案回路のクロックサイクル数は，入出力層のニューロン数と隠れ層のニューロン
数をそれぞれ N i，Nh としたとき，表 3.3に示すように求められる．
よって，4-2-4の層構成の AEの場合，式（3.2）によって総クロックサイクル数が
求められる．
ClockCycles = 8N i + 2Nh + 235 (3.2)
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表 3.3 クロックサイクル数を求める計算式
Module Clock cycle
Neuron (hidden unit) N i + 5
Neuron (output unit) Nh + 5
Update hidden bias N i + 17
Synapse (N i + 8)  2
Weight memory controller N i + Nh + 4
Update execution N i + 8
Fixed clock cycle 164
続いて，処理時間を求めていく．加減算，乗算を 1オペレーションと数えたとき，
式（2.1-2.21）にかかるオペレーション数は式（3.3）によって求められる．
#o fOperations = 6N i + 11N iNh + 6Nh (3.3)
式（3.1）に式（3.2）を代入して処理時間を求めて，OPSは次のように表せる．
OPS =
#o fOperations
ProcessingT ime
=
6N i + 11N iNh + 6Nh
8N i + 2Nh + 235
 Frequency (3.4)
なお，表 3.1より，周波数を求めることができる．これで OPSを求める準備が整っ
た．ここから，ネットワークの規模に応じてどのように変化するのかを調査してい
き，最終的に OPSの値を比較する．実装可能なネットワークの規模は，構築済み演
算回路である digital signal processor（DSP）によって推定することができる．この
DPSは，あらかじめ FPGA組み込まれているもので，その数は FPGAごとに決まっ
ており，今回対象としている xc6vlx240tには 768個載っている．DPSは乗算器や加
減算器，累算器などを実現することができ，提案回路では，主に乗算器として用いら
れている．提案回路の乗算器の数は式（3.5）に従って求めることができる．
#o f Multipliers = Nh  (2  N i + 7) (3.5)
ネットワークの規模，層間の結合数（シナプス数），OPS，乗算器数をまとめたもの
を表 3.4に示す．ここで，比較するネットワークの規模は次のように決定した．
 4-2-4：これまで扱ってきた基本構造
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表 3.4 処理速度と演算資源の AEの構成毎の比較
ネットワーク構成 ニューロン数 結合数（シナプス数） MOPS* 乗算器の数
4-2-4 10 8 116 30
8-2-8 18 16 201 46
4-4-4 12 16 206 60
20-10-20 50 200 1,529 470
24-10-24 58 240 1,713 550
* Mega operations per second. 大きい方が性能が良い．
 8-2-8：入出力層を 2倍の大きさにしたもの
 4-4-4：隠れ層を 2倍の大きさにしたもの
 20-10-20：全層を 5倍の大きさにしたもの
 24-10-24：この設定で構築できる最大規模のもの
また，前述のように，DSP は乗算器以外の実装にも用いられる．論理合成結果よ
り，24-10-24では，表 3.4の乗算器数に加えて，750個の DPSスライスが使われて
いたため，構築できる最大規模のネットワーク構成として扱っている．ネットワーク
の規模の変化は，ニューロン数が大きく変わる場合とシナプス数が大きく変わる場合
に分かれる．どちらが OPSに影響を与えるか考察する．表 3.4より，入出力層ある
いは隠れ層のどちらの層のニューロンを増やしても，シナプス数が変わらなければ，
OPSの値はあまり変わらないことがわかる．よって，OPSはニューロン数よりもシ
ナプス数の方に影響を受けていることがわかる．
仮に，24-10-24 よりも大きい規模のネットワークを構築するならば，メモリコン
トローラとメモリを外部に設ける必要がある．また，これらの外部モジュールとの通
信を行うためには，これまでに述べてきた処理以外の処理が必要になる．これによっ
て，処理性能が制限されるため，ネットワークの規模と処理速度のトレードオフにつ
いては慎重に調査する必要がある．
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3.4.4 共通インタフェース
本論文で設計する回路はすべて，first-in，first-out（FIFO）の原理に基づいている．
これによって，いかなる回路同士を接続するときも共通した接続方法で接続できる．
図 3.8にインタフェースの様子を示す．なお，各信号線の役割は下記の通りである．
 iDS，oDD：データの入出力
 iES，iED：イネーブル信号の入力
 oFLL，oEMP：データの蓄積状況（満杯/空）の出力
 iSTART，iEND：開始/終了フラグの入力
 oSTART，oEND：開始/終了フラグの出力
iDS と oDD は図 3.8 の表現上 1 つずつしかないが，モジュールの機能に応じ
て複数持つこともある．例えば，reconstruction モジュールでは iDS として“x”
や”U W”，”U b”や”U b’”を持ち，oDDとして“x”や“y”，“z”や“w”を持つ．
これについて，表 3.5にまとめる．
3.4.5 ネットワーク規模調整用パラメータ
設計回路には，外部制御用のパラメータが備えられている．このパラメータには，
ネットワークの規模を調整できるものと，内部値の bit 幅を調整できるものがある．
ここでは，ネットワーク規模調整用パラメータについて解説する．続く 3.4.6 項で，
内部値の bit幅を調整するためのパラメータについて解説する．ネットワーク規模調
整用パラメータを用いることで，新たな回路を記述したり，回路記述を書き直したり
することなく，外部からネットワークの構成を変えることができる．本項では，この
図 3.8 共通インタフェース
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表 3.5 入出力ポート
Reconstructionモジュール Update functionモジュール
Module iDS oDD Module iDS oDD
(a)
x x
(b)
x U b’
U W y y U W
U b z z U b
U b’ w w
(a-1)
x / y wx / wy
(b-1)
x
U b’
U W w z
(a-2)
wx / wy
y / z
(b-2)
U b’
U bU b / U b’ w
y
(b-3)
x
U W
U b
U b’
y
パラメータを使って複数の規模の AEを作成し，積層化する．この積層化 AE回路を
貪欲法によって学習し，その性能を調査する．
パラメータ調整で作成した回路の論理合成
ここでは，2-1-2の構成の AEを作成して second AEとし，作成済みの 4-2-4の回路
（first AEとする）を合わせて積層化し，4-2-1-2-4の積層化 AEを作成した（図 3.9）．
この AE回路の論理合成結果を表 3.6に示す．レジスタと LUTに関して，first AE
と second AE に用いられている数を直接合計した数よりも，積層化 AE に用いられ
ている数の方が少なくなっていることがわかる．これは，積層化によって重なるモ
ジュールが存在し，それらが積層化によって省略されているからである．
パラメータ調整で作成した回路の学習
続いて，これらの回路を用いて学習を行っていく．貪欲法は 2.2.3項で述べた通り，
下位層の AE から順に学習を行っていく．そこで，3.4.2 項で学習した first AE の隠
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図 3.9 Shared Synapse Architectureを用いた積層化 AEの図
表 3.6 積層化 AEと second AEの論理合成結果
Module レジスタ LUT 動作周波数 (MHz)
First AE
2,477 (0.82%) 2,324 (1.54%) 242.424
(Reconstruction module)
Second AE 728 (0.24%) 798 (0.53%) 242.777
Stacked AE 2,746 (0.91%) 2,781 (1.85%) 242.777
れ層の値を使って，second AEを学習させた．ここでは，誤差関数として，平均二乗
誤差誤差関数を用いた．学習の結果を図 3.10に示す．この結果より，全ての誤差が
エポックの進行につれて収束していっている様子が見て取れる．パラメータの変更に
よって作成した AE回路でも，学習が可能であると確認できた．
積層化 AE回路の動作確認
最後に，2つの AEを組み合わせて，積層化 AEとして動作させた．積層化 AEの
出力結果を表 3.7に示す．出力結果はおおむね入力を再構成したと言える．誤差の大
きい部分に関しては，second AE学習時に誤差が生じ，それを first AEで復号化する
ときに誤差が大きくなったと考えられる．このときに誤差が膨らむ原因は，量子化し
ているためだと考えられる．
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表 3.7 貪欲法で学習後の積層化 AEの出力
Input: 0 0 0 0
0.083984375 0.083984375 0.083984375 0.083984375
Input: 0 0 0 1
0.09765625 0.16015625 0.09765625 0.84375
Input: 0 0 1 0
0.09765625 0.16015625 0.75 0.16015625
Input: 0 0 1 1
0.107421875 0.203125 0.796875 0.890625
Input: 0 1 0 0
0.16015625 0.75 0.16015625 0.09765625
Input: 0 1 0 1
0.1484375 0.859375 0.1484375 0.859375
Input: 0 1 1 0
0.22265625 0.796875 0.796875 0.22265625
Input: 0 1 1 1
0.20703125 0.9375 0.8125 0.9375
Input: 1 0 0 0
0.84375 0.09765625 0.16015625 0.09765625
Input: 1 0 0 1
0.796875 0.22265625 0.22265625 0.796875
Input: 1 0 1 0
0.859375 0.1484375 0.859375 0.1484375
Input: 1 0 1 1
0.8125 0.484375 0.8125 0.9375
Input: 1 1 0 0
0.890625 0.796875 0.203125 0.107421875
Input: 1 1 0 1
0.9375 0.9375 0.484375 0.8125
Input: 1 1 1 0
0.9375 0.8125 0.9375 0.20703125
Input: 1 1 1 1
0.984375 0.984375 0.984375 0.984375
48 第 3章 Shared Synapse Architectureによる Autoencoderの FPGA実装
図 3.10 second AEの学習結果
3.4.6 bit幅調整用パラメータ
回路内で扱う数値はすべて量子化されており，量子化の度合いは学習に影響する．
そこで，内部値の bit幅を調整するためのパラメータを使って，学習性能が変化する
様子を調査する．ここでは，18bitから 10bitまで 2bitずつ変化させた．そのときの
学習経過を図 3.11に示す．bit幅が大きいほど誤差値が 0に近づいている．しかし，
10bitのときは誤差が初期値からほとんど変わっていない．これは，学習率が 7bitシ
フトであるため，パラメータの更新値を 0にしてしまうためである．内部値 bit幅の
内訳は，符号が 1bit，整数部が 1bit，小数部が残りの bitで構成されている．10bitの
場合，小数部は 8bitである．つまり，更新値が 8bit目が立つ状態（0:5）以上でない
と学習率によって打ち消されてしまう．よって，学習が進み更新値が 0.5 を下回る
と，更新が行われなくなり，このような結果になったと考えられる．
3.5 関連研究との比較
提案手法で作成した回路と関連研究で作成された回路について比較する．比較し
た結果を表として表 3.8 に記載する．論理合成は論理合成が可能かどうかであり，
MOPSはパラメータの更新 1回にかかる時間から処理速度を求めたものである．
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図 3.11 学習精度と内部値の bit幅の関係性
表 3.8 関連研究との比較
AEの形状 回路記述レベル 論理合成 MOPS*
Proposed AE (Stacked AE) RTL 可能 1,713
[45] Sparse AE Behavior 不可能 N/A
[46] Convolutional AE(encoder) HLS 可能 N/A
[47] Stacked AE HLS 可能 357
* Mega operations per second. 値が大きい方が性能が良い
文献 [45] では，Verilog HDL を用いてビヘイビアレベルの記述で Sparse AE を実
装し，事前配置配線シミュレーションを行っている．しかし，作成した回路のハード
ウェアアーキテクチャに関する記述や論理合成結果については触れられていなかっ
た．そもそも，ビヘイビアレベルでの記述では，FPGAの演算資源や処理フローを考
慮していないため，FPGAへの実機実装は難しい．また，表 3.8に示す通り，[45]の
回路は性能を評価することが出来なかった．動作周波数や処理時間など，ディジタル
回路の処理速度を求めるための要因についての記載が [45]にはなかったからである．
文献 [46] では，畳み込み AE を実装した．Xilinx KCU105 ボードを用いて，
XCKU040-2FFVA1156E という FPGA に実機実装を行った．しかし，畳み込み AE
のエンコーダのフィルタリングの部分だけの実装になり，デコーダの処理はホスト
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PC側で行っている．また，学習済みのパラメータを書き込んでおり，この回路では
学習ができないため，表 3.8のMOPSの項目を N/Aとした．
文献 [47]では，OpenCLを用いて，3層の積層化 AEを Altera Stratix V D5という
FPGA に実装していた．また，NVIDIA GTX Titan GPU による実装と，Qualcomm
Adreno 330 mobile GPUによる実装も行い，性能比較評価を行っていた. OpenCLに
よる FPGA実装では，高位合成（high level synthesis，HLS）により RTLのコードを
自動的に推論する．[47]による比較結果では，FPGAは他の 2つのデバイスによる実
装よりも処理速度が劣っていた．一般的に，HLS で最適な回路アーキテクチャの設
計を行うのは難しい．よって，生成された RTLコードは，積層化 AEに最適化され
た設計ではなく，FPGA実装が真価を発揮できず，最も性能の劣ることになった．
一方で，本研究で作成した回路は，Shared Synapse Architecture を RTL で設計し
た．RTL 設計では，作成する回路のクロックサイクル数をカウントすることができ
る（表 3.3）．表 3.3に示す計算式と表 3.1と表 3.6の論理合成結果から得られる動作
周波数を用いて，ネットワークの構成に応じた性能の理論値を見積もることができ
る．この見積結果より，RTLで作成した提案回路は，HLSで作成した回路よりも高
速に動作することがわかった．表 3.8に示すように，[47]とは異なり，[45]では 1エ
ポック当たりの処理時間や動作数の記載があったため，OPS を計算することができ
た．こうして求めた OPSを用いて，[45]と比較した結果，提案回路は約 6倍速く動
作することが分かった．
3.6 おわりに
本章では，AEの FPGA実装について，省資源な回路設計法を提案し，実装を行っ
た．実装は大きく 2段階に分けて行い，第 1段階としてソフトウェアでその性能を検
証した．第 2段階として，ハードウェア実装を行い，性能を評価した．
ソフトウェア実装では，AEのアーキテクチャや bit精度の制限を設計回路に合わ
せて実装した．性能評価の結果，通常の手法よりも進み方が荒いが，学習を行うこと
ができると確認できた．
ハードウェア実装は，論理合成，性能調査，拡張機能の検証の 3段階に分けて行っ
た．論理合成の結果から，回路を実現するために必要な資源量を調査し，提案アーキ
テクチャの効能を確認した．性能調査では，作成した回路を用いて学習が行えること
を確認した．続いて，処理速度を求めた．ここでは，評価の指標として 1 秒間当た
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りの処理速度を示す OPSを用いた．OPSは，層内のニューロン数よりも層間の結合
数によって左右されることが分かった．作成した回路はパラメタライズされていて，
ネットワーク構成と bit幅を外部から調整できるようになっている．ネットワークの
構成を変更して，2種類の AEを作成し，積層化 AEを構築した．この積層化 AEを
貪欲法で学習させた結果，目標値から外れた値を出力するパターンが確認された．こ
れは量子化による誤差，および，下位 AEによる学習誤差の影響だと考えられる．も
う 1つの外部パラメータで，内部値の bit幅を調整して学習させた．bit幅が大きいほ
ど表現力があるため，誤差値が 0に近かった．また，7bitの右シフトを学習率してい
たため，内部値の bit幅が 10bitを切ると学習が進まなくなることが分かった．
今後の課題として，外部メモリコントローラを作成と、AEの処理の時分割の実現
が考えられる．大規模な AEを構築し，その処理を提案回路で実行できる規模に分割
する．外部メモリにデータを格納し，コントローラで AE回路とメモリ間のデータの
やりとりを制御しながら，提案回路を必要な回数だけ使い回す．また，パラメータ更
新やシナプスモジュールの乗算を乗算器を使わない処理に置き換えて，さらに資源を
節約したモジュールを作成し組み込むことも考えられる．これらの改良を加えていく
ことで，本論文の実装よりも大規模な AEを回路で実現することができる．この大規
模 AE回路は，画像処理や異常検知等への応用が期待できる．
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第 4章
異常入力を反転する Autoencoder
を用いた異常検知
4.1 はじめに
Autoencoder(AE)は教師なし学習で，学習データの特徴を抽出できるようになる．
エンコーダとデコーダに分解することができるので，ハッシュ関数や生成モデルとし
ても役割も果たすことができる [13, 10]．加えて，異常検知器としても利用も可能で
ある [55, 56, 57, 58]．特に，自動運転車の交通標識認識システムや，家庭用サービス
ロボットの物体認識システムといった組込みシステムへの搭載が期待される．物体認
識では，入力の特徴を抽出し，それをもとに分類器でクラス分類していく．クラスが
与えられていない異常なデータがシステムに入り込み，分類器にかけられてしまうこ
とで，性能の低下につながる．そこで，異常検知の導入が重要になる．前述のような
組込みシステムでは，実用試験を行うことで，どのような異常データが入り込んでく
るのか，データ収集を行うことができる．しかし，ここで得られる異常データは，多
種多様なものが存在するため，決められたクラスがあるわけではなく，”異常データ”
としかアノテーションできない．よって，正常か異常かのラベルだけを与えられた状
態で，多様な異常データを検知することができる，多様性に対してロバストな異常検
知器が求められる．
本章では，異常入力を反転して出力する AEを用いた異常検知について提案する．
まず，4.2節では，異常検知について説明する．続いて 4.3節では，提案するアルゴ
リズムについて解説する．このアルゴリズムを用いて異常検知の実験を行っていく．
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4.4節と 4.5節で，それぞれ手書き数字データセットと自然画像データセットを用い
た実験を行う．どちらも 10クラスに分類されているデータセットであるが，1クラ
スを正常データ，残りの 9クラスを異常データとして，異常データの多様性を再現し
た．提案手法と関連研究の比較は 4.6節で行う．また，4.7節では，3章における提案
手法と本章の提案手法の統合フェーズとして，シナプス共有した AEについて，本章
で提案する学習法で学習させる．加えて，シナプス共有した AEと通常の構造の AE
について，提案学習法で学習させたとき，異常検知器としての性能の比較を行う．最
後に，4.8節でこの章をまとめる．
4.2 異常検知
時系列データにおいて，その系列とは異なる点を検出することを，外れ値検出とい
う．また，系列の流れが変化し始めた点の検知を，変化値検出という．これらのタス
クは，どちらも異常検知という分野に含まれる．異常検知は，データの性質によっ
て，教師ありと教師なしの検知法の 2種類に分けられる．
教師ありの検知法では，正常データと異常データの確率分布を用いて異常を検知す
る．両方の確率分布と対象を照らし合わせ，2つのうち適した分布のデータに属する
と判断する．教師なしの検知法では，正常データのみを学習させた生成モデルが用い
られる．このモデルでは，異常データが入力されても正しくデータを生成できない．
そこで，生成されたデータを用いて，正常か異常かを判断する．
Autoencoderを用いた異常検知では，教師なしの検知法として正常データのみを学
習させて検知器を作成する．検知時には，入力と出力の再構成誤差から正常か異常か
を判断する（図 4.1）．前述のように，教師なし検知法のように，正常データを学習し
てるので再構成誤差が小さくなり，異常データは学習していないので再構成誤差が大
きくなるはずである．しかし，AEは汎化性能が高く，未学習データでさえ再構成す
ることができるため，異常検知の精度が高くないという問題がある（図 4.2）．
異常検知器の性能評価の指標として，F値が用いられる．正常データを正常と正し
く判断することができた割合を正常標本精度といい，異常データを異常と正しく判断
することができた割合を異常標本精度という．この標本精度の調和平均が F 値であ
り，正常標本精度と異常標本精度をそれぞれ r0，r1 とすると，式（4.1）によって求
められる．
F =
2r0r1
r0 + r1
(4.1)
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図 4.1 Autoencoderを用いた異常検知
図 4.2 データによる再構成誤差の違い
標本精度を縦軸，正常異常の判断をする閾値を横軸にそれぞれ取り，r0 と r1 を 1
つのグラフにプロットする．縦軸を F値，同じく閾値を横軸にそれぞれとり，標本精
度のグラフと比較してみる（図 4.3）．2つの標本精度のグラフの交点と，F値（標本
精度の調和平均）の最大値はほぼ一致する．また，F値の最大値は，異常検知器とし
ての性能分岐点になっている．また，図 4.3からわかる通り，正常標本精度は閾値が
0のとき 0になり，1のとき 1になるように推移する．一方で，異常標本精度は閾値
が 0のとき 1になり，1のとき 0になるように推移する．よって，閾値が性能分岐点
よりも低い領域では，F値は正常標本精度に左右され，閾値が性能分岐点よりも高い
領域では，F値は異常標本精度に左右される．
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図 4.3 標本精度と F値の関係
4.3 異常入力を反転する Autoencoder
提案する AEは，正常データを正常に再構成し，異常データを反転して再構成する
（図 4.4）．この再構成方法によって，正常データの再構成誤差は小さく，異常データ
の再構成誤差は大きくなる．よって，再構成誤差から異常を検知しやすくなる．
提案手法では，異常な入力データ ~xaを式（4.2）に従って変換したものを学習する．
~xa =
8>><>>:0 ( ~xa > 0:5)1 (otherwise) (4.2)
この変換後の異常な入力データ ~xaと，変換していない正常な入力データ ~xcを合わ
せて ~xtとして，誤差関数は式（4.3）の様に与えられる．ここで，~zは出力を表す．
図 4.4 異常入力を反転する Autoencoder
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表 4.1 提案手法と AE，DAEの比較
AE 提案手法 DAE
入力 加工なし 加工なし ノイズ付加
目標とする再構成結果 入力と同じ 反転 ノイズのない入力
誤差の取り方 出力と入力 出力と反転した入力 出力とノイズのない入力
式（4.3）を最小化することで，異常な入力データは値が反転して再構成される．
Error =
1
N
NX
n=1
(~xtn  ~zn)2 (4.3)
積層化や正則化，畳み込み層導入のような改良を施しても，基本的に AEは入力を
そのまま再構成するように学習していく．再構成のプロセスを改良するという点で，
提案手法は雑音除去 AE（Denoising AE，DAE）（2.2.5項）に類似している．そこで，
提案手法について，通常の AE，DAEと比較してみる．表 4.1にその内容をまとめ，
図 4.5にそれを図示した．
4.4 手書き数字の異常検知
本節では，手書き数字データセットMNISTを用いて，提案手法による異常検知実
験を行う．MNIST データセットは，縦横 28 ピクセルのグレースケール画像で全部
で 10クラスあり，学習用に 60,000枚とテスト用に 10,000枚の画像が用意されてい
る [59]．データセットの内訳は表 4.2の通りで，4.1節で述べた通り，10クラス中 1
クラスを正常データ，残り 9クラスを異常データとして扱う．
用いた AEは 784-100-784の構成の単層 AEである（図 4.6）．
ミニバッチ数もエポック数も 100に設定し，学習を行った．学習時には誤差を平均
二乗誤差で求め，異常検知時には平均絶対誤差を用いた．提案手法では正常データと
異常データの両方を用いるが，異常データのラベル数を 1から 9まで変化させて，9
種類の学習法を試した．学習とテストに用いた画像の枚数は表 4.3の通りである．
正常データだけを学習させた通常の AEと提案 AEの学習結果を，あわせて図 4.7
に示す．学習誤差が収束していく様子が見て取れる．
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図 4.5 学習方法の比較．AE（上）と提案手法（中）と DAE（下）
提案手法で学習した AE による正常データの出力を図 4.8，異常データの出力を
図 4.9に示す．図中，左側が入力データで右側が再構成結果である．正常データは正
常に再構成され，異常データは白黒が反転して再構成されていることがわかる．
再構成誤差を平均絶対誤差で獲得し，閾値を設けて異常を検知した．この時の閾値
の変化による F 値の移り変わりを図 4.10，図 4.11 に示す．ここで，図 4.10 は通常
の学習法で学習した AEを用いた結果で，図 4.11は提案手法で学習した AEを用い
た結果である．縦軸は F値，横軸は閾値である．図 4.10からわかる通り，通常手法
の AE は F 値がほぼ 0 である．これは，通常の AE では，正常データと異常データ
で再構成誤差に差が出なかったことを示しており，これでは異常を検知することがで
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表 4.2 MNISTデータセットの内訳
label train test
correct 0 5,923 980
anomalous
1 6,742 1,135
2 5,958 1,032
3 6,131 1,010
4 5,842 982
5 5,421 892
6 5,918 958
7 6,265 1,028
8 5,851 974
9 5,949 1,009
図 4.6 提案手法を用いた単層 AEの学習法
きない．一方で，提案手法で学習した AEは，F値の推移から，同時に学習させる異
常データの量によって左右されるものの，正常データと異常データを見分けることが
出来ている．この評価方法では，閾値が低い状態で，F値が高ければ検知器として性
能が良いことになる．この視点で見ると，異常ラベルのクラス数を 4としたときが最
も良い結果となっている．これは，今回は異常ラベルのクラス数が 9となっており，
ちょうど半分程度までは汎化性能が上がり，それ以降はデータの再構成性そのものが
落ち始めるからだと考えられる．
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表 4.3 学習とテストに用いた画像の枚数
labels
学習 テスト
correct anomalous correct anomalous
0 and 1
5,923
6,742
980
1,135
0 to 2 12,700 2,167
0 to 3 18,831 3,117
0 to 4 24,673 4,159
0 to 5 30,094 5,051
0 to 6 36,012 6,009
0 to 7 42,277 7,037
0 to 8 48,128 8,011
0 to 9 54,077 9,020
4.5 自然画像の異常検知
本節では，動物や乗り物などの自然画像データセット CIFARを用いて，提案手法
による異常検知実験を行う．CIFARデータセットは，縦横 32ピクセルのカラー画像
で全部で 10クラスあるものと 100クラスあるものがあり，今回は 10クラスあるも
のを用いた [60]．このセットでは，学習用に 50,000枚とテスト用に 10,000枚の画像
図 4.7 MNISTデータセットの学習結果
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図 4.8 MNISTデータセットを学習した提案 AEによる正常データの再構成の様子
図 4.9 MNISTデータセットを学習した提案 AEによる異常データの再構成の様子
が用意されている．データセットの内訳は表 4.4の通りで，前節同様に，10クラス中
1クラスを正常データ，残り 9クラスを異常データとして扱う．
表 4.4 CIFAR-10データセットの内訳
label train test
correct airplane(0) 5,000 1,000
anomalous
automobile(1) 5,000 1,000
bird(2) 5,000 1,000
cat(3) 5,000 1,000
deer(4) 5,000 1,000
dog(5) 5,000 1,000
frog(6) 5,000 1,000
horse(7) 5,000 1,000
ship(8) 5,000 1,000
truck(9) 5,000 1,000
本節で用いた AE は 4 層の積層化 AE で，（入出力層，隠れ層）の組み合わせは
上位層から（3072，2000），（2000，1200），（1200，700），（700，300）となってい
る（図 4.12）．また，入力層の前と出力層の後に式（4.2）で示される二値化を行って
いる．
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図 4.10 MNISTデータセットで異常検知したときの通常 AEの F値
図 4.11 MNISTデータセットで異常検知したときの提案 AEの F値
ミニバッチ数とエポック数は 200 に設定し，貪欲法ではなく 4 層を一度に学習し
た．前節同様，学習時には平均二乗誤差を用いて 9種類の方法で学習し，検知実験で
は，入出力を二値化した後の値を用いて平均絶対誤差を測った．学習とテストに用い
た画像の枚数は表 4.5の通りである．
正常データだけを学習させた通常の積層 AEと提案手法で学習させた積層 AEの学
習結果を，あわせて図 4.13に示す．学習誤差は早い段階で小さくなっているが，そ
の後も収束し続けている．
提案手法で学習した AEの出力結果として，正常データのものを図 4.14に示し，異
常データのものを図 4.15に示す．図中，左側が入力データ，中央がそれを二値化し
たもの，右側が再構成結果を二値化したものである．正常データは少しぼやけている
が、RGB値はほとんどそのままに再構成されている．一方で，異常データは，ぼや
けていることに加えて，RGB値が逆転したような様子で再構成されている．
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図 4.12 提案手法を用いた積層 AEの学習法
表 4.5 学習とテストに用いた画像の枚数
labels
学習 テスト
correct anomalous correct anomalous
0 and 1
5,000
5,000
1,000
1,000
0 to 2 10,000 2,000
0 to 3 15,000 3,000
0 to 4 20,000 4,000
0 to 5 25,000 5,000
0 to 6 30,000 6,000
0 to 7 35,000 7,000
0 to 8 40,000 8,000
0 to 9 45,000 9,000
続いて，二値化後の値を用いて平均絶対誤差を取り，閾値を設けて異常検知実験を
行った．縦軸に F値，横軸に閾値を取り，F値と閾値の関係を図 4.16，図 4.17に示
す．通常の積層化 AE による検知結果が図 4.16 であり，提案手法が図 4.17 である．
両方の結果を比較すると，同時に学習させる異常データの数に関わらず，通常の積層
化 AEよりも提案手法の方が検知精度が高かったことがわかる．また，学習させる異
常データの多様性による影響は，MNISTデータセットの時と同様に，増やせば検知
性能も上がるが，増やしすぎると低下していっている．
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図 4.13 CIFAR-10データセットの学習結果
図 4.14 CIFAR-10データセットを学習した提案積層 AEによる正常データの再構成の様子
図 4.15 CIFAR-10データセットを学習した提案積層 AEによる異常データの再構成の様子
4.6 関連研究との比較
関連研究 [16] で用いられている Variational Autoencoder（VAE）と提案手法で学
習させた AEについて，検知器としての性能を比較する．本研究で行った検証実験に
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図 4.16 CIFAR-10データセットで異常検知したときの通常積層 AEの F値
図 4.17 CIFAR-10データセットで異常検知したときの提案積層 AEの F値
倣って正常クラスを 1つとし，正常クラスだけを学習させた VAEを検知器としたと
き，その閾値に対する F値の移り変わりを図 4.18に示す．
また，提案手法，通常の AE，VAE [16]の閾値ごとの F値をまとめたものを表 4.6
に示す．正常クラスが 1つだけのとき，閾値をどのように設定した場合でも VAE [16]
より提案手法の方が検知器として優れていることがわかった．
文献 [16]の学習では，1クラスだけ異常クラスとして，正常クラスのみを学習させ
て，再構成誤差から判定している．そこで，今度は学習するデータの内訳を [16]に合
わせて異常ラベルを 1種類だけにし，ラベルのクラスに応じて 10種類の検知器を作
成し，異常検知実験を行った．データセットも [16] に合わせて MNIST データセッ
トを用いた．提案手法を用いて学習を行った AE，[16] で用いられた AE と VAE に
ついて比較する（表 4.7）．なお，[16]では，正常標本精度と異常標本精度をプロット
した際の 2つの曲線 receiver operating characteristic曲線（ROC曲線）が囲む面積で
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図 4.18 MNISTデータセットで異常検知したときの VAE[16]の F値
表 4.6 本研究の検証方法で異常検知したときの F値の比較
閾値 提案手法（同時に学習させる異常ラベルのクラス数） AE VAE [16]
9 8 7 6 5 4 3 2 1
0.1 0.84 0.89 0.93 0.90 0.97 0.98 0.98 0.98 0.84 0.00 0.00
0.2 0.98 0.98 0.98 0.98 0.99 0.99 0.97 0.96 0.75 0.00 0.11
0.3 0.99 0.99 0.99 0.99 0.99 0.99 0.96 0.94 0.70 0.00 0.00
0.4 0.99 0.99 0.99 0.99 0.99 0.99 0.96 0.93 0.67 0.00 0.00
0.5 0.99 0.99 0.99 0.99 0.99 0.99 0.95 0.93 0.65 0.00 0.00
0.6 0.99 0.99 0.99 0.99 0.99 0.99 0.94 0.92 0.63 0.00 0.00
0.7 0.99 0.99 0.99 0.99 0.99 0.98 0.93 0.91 0.60 0.00 0.00
0.8 0.99 0.99 0.99 0.99 0.99 0.98 0.91 0.88 0.55 0.00 0.00
0.9 0.99 0.99 0.99 0.99 0.97 0.96 0.84 0.76 0.39 0.00 0.00
ある area under the ROC curve（AUC）を用いて評価を行っていたので，今回はその
方法で比較を行う．単純に ROCのみに注目すると，[16]の手法では，異常ラベルに
よって性能が左右されるため，比較が難しかった．そこで，ROCに対する平均と分
散を求めて，検知器としての汎化性能で比較することにした．この場合，平均値はそ
のまま検知器の性能を示し，分散値はデータの特徴に依存するかどうかを示すことに
なる．表 4.7より，平均値は提案手法・VAE [16]・AE [16]の順番で高かった．さら
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に，分散を見ると，提案手法は他の 2つの手法に比べて約 50分の 1以下に収まって
おり，データの特徴に依存せずにその性能が発揮できることがわかった．
68 第 4章 異常入力を反転する Autoencoderを用いた異常検知
表 4.7 文献 [16]の検証方法で異常検知したときの AUCの比較
異常ラベル 提案手法 AE [16] VAE [16]
0 0.997 0.825 0.917
1 0.996 0.135 0.136
2 0.994 0.874 0.921
3 0.996 0.761 0.781
4 0.994 0.727 0.808
5 0.993 0.792 0.862
6 0.993 0.812 0.848
7 0.990 0.508 0.596
8 0.992 0.869 0.895
9 0.992 0.548 0.545
平均 0.994 0.685 0.731
分散 4.21*10 6 0.048 0.054
4.7 シナプス共有を利用した Autoencoderによる異常
検知
これまでは，1.2節で述べた大目的達成のための提案フェーズについて研究を進め
てきた．本節では，統合フェーズの第一段階の研究を進めていく．3 章で提案した
AE特化アーキテクチャの一部である，シナプス共有構造に注目する．シナプス共有
構造の AEについて，本章で提案した学習法で学習を行い，異常検知器としての性能
を，提案学習法で学習した通常の AEと比較した．
比較は 4.4と同様の環境で行った．AEの構造は 784-100-784の構成の単層 AEで，
ミニバッチ数もエポック数も 100 に設定した．また，学習時には誤差を平均二乗誤
差で求め，異常検知時には平均絶対誤差を用いた．学習の際には，異常データのラベ
ル数を 1から 9まで変化させて，9種類の学習法を試した．異常検知実験の結果を，
横軸に閾値を取り縦軸に F値を取って，図 4.19に示す．比較のため，図 4.11に示し
た通常構造の AEの結果を図 4.20に再掲する．シナプス共有構造の方が，閾値が低
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図 4.19 提案学習法で学習したシナプス共有構造の AEで異常検知したときの F値
図 4.20 提案学習法で学習した通常 AEで異常検知したときの F値（再掲）
い値での性能が良いことから，正常標本精度が高いことがわかる．閾値が 0.9のとき
は，通常構造の方が F-値が高い．これは，シナプス共有によって汎化性能が上がり，
異常標本精度が下がったためだと考えられる．
4.8 おわりに
本章では，AEを用いた異常検知のために，新しい学習法について提案した．この
学習法によって AEは，正常データは正常に再構成し，異常データは反転して再構成
するようになる．通常の AEでも，異常データが来たとき，正常データに比べて再構
成誤差は大きくなる．しかし，提案手法では，反転して出力されるため，通常の AE
よりも正常データと異常データの再構成誤差の差が大きくなる．
この提案に対して性能評価を行うために，提案手法と通常の AEを用いて異常検知
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実験を行い，比較した．検知対象には，手書き数字データセットと自然画像データ
セットを用いた．結果として，どちらの場合でも，通常の手法に比べて検知性能が高
いことがわかった．また，その性能は，同時に学習させる異常データの多様性に左右
されることもわかった．すなわち，異常データの多様性に応じて性能は上がっていく
が，多くなりすぎると下がっていくことが見て取れた．このことから，正常データの
多様性にも性能は左右されると考えられる．データの多様性と性能の関係性につい
て，今後の調査で明らかにし，高度な異常検知器の実現を目指す．
また，実時間処理のために，ハードウェアアクセラレータが求められる．ここでは，
field-programmable gate array（FPGA）への実装が適切であると考えられる．FPGA
には再構成性が備わっており，運用において得られたデータを用いて AE の再学習
を行い，運用環境に最適化したモデルをリロード，利用することができる．また，組
込みシステムの運用にあたって，省電力であることも強みになる．FPGAは graphics
processing unitとは異なり，3章で提案したような専用アーキテクチャによる実装で，
高速かつ省電力な処理を実現できる．
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本論文では，Autoenocder（AE）を用いた異常検知の field-programmable gate array
（FPGA）実装という大目的達成のため，FPGA 実装のための回路設計法と異常検知
のための学習法について提案した．回路設計法は，第 3 章で取り組み，FPGA への
AEの実装のために，省資源かつ AEの処理に特化した回路アーキテクチャ・Shared
Synapse Architectureを提案した．異常検知のための学習法は第 4章で取り組み，多
様な入力に対して識別対象外のデータを異常を判断する異常検知器作成のために，異
常入力を反転出力する AEを作成する学習法を提案した．
ここから各章についてまとめて本論文の結論とする．
第 1章では，本研究の背景として，深層学習の実装法や求められていることについ
て，実装法やニューラルネットワークの実例を交えて述べた．また，この背景から本
研究の大目的へと着想し，そこから本論文の目的へと着想した背景について述べた．
第 2 章では，本研究の主軸となるアルゴリズムである AE を中心に，学習則や改
良手法などのアルゴリズムや graphics processing unitなどによるハードウェア実装の
例，画像処理に関するアプリケーションなどについて述べた．また，深層学習の組込
みシステムへの実現に向けて，ハードウェア実装における問題点と，アプリケーショ
ンとして深層学習に求められる処理について述べた．
第 3章では，AEの FPGAへの実装のための回路設計法・Shared Synapse Architec-
tureについての研究報告を行った．AEは，汎用性の高いニューラルネットワークで
あるが，回路化の実績は他のニューラルネットワークに比べて決して多くはない．ま
た，AEの FPGA実装は，ビヘイビアモデルによるものや高位合成によるもの，フィ
ルタリングのみ（エンコーダのみ，AEの伝播処理の半分）が実装されているものしか
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なく，FPGAの性能を活かした設計で，なおかつ AEとして学習が可能な実装例はな
い．この研究では，これまでになかった，省資源かつ学習が可能な AEの処理に特化
したアーキテクチャを，register transfer level（RTL）で設計し，FPGAへの実装を目
指した．この目的の達成のために，FPGA実装に向けた AE特化型の省資源回路アー
キテクチャとして，シナプス共有理論に基づいた Shared Synapse Architectureを提案
した．AEの処理について累算をニューロンモジュール，重みとの乗算をシナプスモ
ジュールで行うように分割したとき，Shared Synapse Architectureでは，シナプスモ
ジュールを半減させることができる．Shared Synapse Architectureの回路実装に向け
て，まず，設計したアーキテクチャに基づいて改良した AEをソフトウェアで実装し，
通常の AEと比較して性能の変化を調査した．続いて，Shared Synapse Architecture
をもとにして RTLで回路記述を行い，論理合成，論理シミュレーションを行った．シ
ミュレーションの結果，学習機能が正常に動作すると確認できた．FPGAの再構成性
を活かすための機能として，ネットワークの構成と内部値の bit幅の調整用パラメー
タが備わっている．これらは，外部から制御することができ，ネットワークの構成を
変更しても，再設計することなく回路を再構成できるように作成した．また，作成し
た回路はすべて共通のインタフェースをもっており接続方法も統一されている．その
ため，このインタフェースに従えばデータフロー制御を気にすることなく，新たな処
理回路の追加や回路の組み換えを容易に行うことができる．作成した AE回路は．関
連する研究で作成された AE回路と比べてみると，1秒間当たりのパラメータ更新処
理の比率が優れており，AEの学習を処理するために特化した設計が出来たと言える．
今後の展望として，実装可能な AEの規模を拡大するために，外部メモリとそのコン
トローラの実装と AEの処理の時分割の実現や，乗算器をさらに減らすように設計し
た新しい処理モジュールの作成とその組み込みが求められる．
第 3章をまとめると以下のようになる．
 学習可能な AEの FPGA実装
 RTLによる特化処理及び省資源設計
 Shared Synapse Architectureの提案
– 乗算器とメモリを持つモジュールを半減
– ネットワーク構成と内部値 bit幅の外部制御が可能
– 共通インタフェースによって改良が容易
第 4 章では，異常入力を反転して再構成する AE を用いた異常検知についての研
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究報告を行った．AEは，次元削減やハッシュ関数，異常検知など様々なアプリケー
ションとして応用することができる．なかでも異常検知は，家庭用サービスロボット
や自動運転車のような組込みシステムに搭載が期待される高精度な認識システムに対
して，認識処理の前段階として用いることができる．この異常検知では，認識システ
ムへ入力されてくる識別対象外のデータを異常として判断する能力が求められる．し
かし，異常検知の多くは入力データが局所的に異常であることは想定していて，入力
データそのものが異常であることを想定した検知器は少ない．そこでこの研究では，
認識システムの前段の異常検知として，入力データが識別対象外の異常なものと判断
することができる検知器を AEで作成することを目指した．また，この AEのための
新しい学習法を提案した．AEのプロセスの性質上，異常検知を行う際に同時に特徴
抽出を行うことが出来ため，特徴抽出の処理を新しく作成する必要がなく，識別処理
を実装するだけで認識システムが実現できる．提案する学習法によって AEは，異常
入力を反転して再構成するので，異常入力の再構成誤差を最大化することができる．
よって，正常入力と異常入力で再構成誤差に大きな違いが出るため，異常検知がしや
すくなる．検証実験により，異常データが様々な特徴を持つとき，通常の学習法で作
成した AEよりも Variational AE（VAE）よりも検知性能が高く，今回の問題設定で
は提案手法が有効であると確認できた．また，どのような異常データを想定した場合
でも，通常の学習法で作成した AEとは異なり，安定いて高精度を保つことができる
と確認できた．今後は，どれだけの多様性に対して効果を発揮するのか，慎重な調査
が必要である．また，隠れ層に現れる特徴量を用いた認識処理の実装が求められ，最
終的には FPGAへの実機実装する．
第 4章をまとめると以下のようになる．
 多様性のある識別対象外な入力を異常として見分けられる異常検知器の実現
 入力自体が異常か見分けられる異常検知器の実現
 異常入力を反転させる AEのための学習法の提案
– 正常入力は正常に再構成，異常入力は反転して再構成
– 入力による再構成誤差に大きな違いが出る
以上のように，本論文では，AE を用いた異常検知の FPGA 実装という大目的に
対して，1.2節で述べた研究方針における提案フェーズとして，FPGA実装のために
AEの処理に特化した回路設計法と，識別対象外データを異常として判断する異常検
知器作成のための AEの学習法を提案した．提案した回路設計法に対して，回路記述
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と論理合成を行い，論理シミュレーション実験でその動作検証を行った．また，提案
した学習法で AEを学習させ，検知器を作成し，画像データセットを用いて検知実験
を行い，その性能を評価した．それぞれの課題として，FPGA実装としては，大規模
AEの実現のための外部モジュールの作成と AEの時分割処理の考案，乗算器をさら
に節約するモジュールの作成があげられる．また，これらを適用した改良型 Shared
Synapse Architectureについて，動作確認や性能評価を行う．異常検知としては，検
知器としての性能をさらに評価していくことと，抽出される特徴量を用いた認識処理
を作成して認識システムへと発展させることがあげられる．研究方針において，提案
フェーズの次に来る統合フェーズの第一段階として，シナプス共有構造の AE につ
いて，提案学習法で学習させ異常検知実験を行い性能を評価した．統合フェーズとし
て，今後 AE による異常検知を FPGA に実装していくための課題をまとめると以下
の様になる．
 Shared Synapse Architectureのソフトウェア検証時と同様に，シナプス共有以
外に量子化などの改良加えた AEについて，異常入力を反転するように学習を
させ，異常検知器としての性能を評価
 改良型 Shared Synapse Architectureによる異常検知の実装
 改良型 Shared Synapse Architectureの FPGA実機実装
 FPGAと HostPC間の通信を行うモジュールを作成
 FPGAで AEによる異常検知を行い，そのための入出力の処理を HostPCで行
うシステムの作成
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