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The following problem of Yuzvinsky is solved here: how many vertices of the n-cube must be 
removed from it in order that no connected component of the rest contains an antipodal pair of 
vertices? Some further results and problems are described as well. 
1. Introduction 
We consider the graph defined by the n-cube; its 2” vertices may be described 
by sequences of zeroes and ones of length n, and its arcs link pairs of vertices that 
differ in exactly one entry of their sequences. Two vertices are said to be 
antipodal or complementary if they differ in every sequence entry. Yuzvinsky 
(private communication) has raised the question: how many vertices must be 
removed from the n-cube in order that no connected component of the remainder 
contains an antipodal pair of vertices? 
Given a set S of vertices of the n-cube, we define its boundary, B(S) to consist 
of the vertices not in S that are adjacent to vertices in S. The isoperimetric 
theorem of Harper [l] (also proven by Wang and Wang [2] and others as well) is 
related to Yuzvinsky’s question. It provides an exact lower bound to the size of 
the boundary of a set S given the size of S. As we shall show below, this result is 
sufficient to answer the question of the interest here in the case that the removed 
vertices divide the remaining ones into two connected components, but does not 
directly apply when there are more than two components in the remainder. We 
will make use of an inductive argument to provide the following general solution 
to a slight generalization of Yuzvinsky’s question: 
Theorem. Suppose removal of the vertices of the set X leaves the n-cube with no 
connected component of size exceeding 2”-‘. Then X must contain at least (the 
binomial coeficient) C(n, In) vertices. 
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We will first describe the isoperimetric theorem and give its application to the 
two component case. We will then procede to the general result, and finally 
present a related open problem. Gestures toward proofs are provided in the 
appendix. 
2. The two component case 
The isoperimetric theorem tells us that there is a simple ‘best’ way to choose a 
collection of vertices of the n-cube of any given size to have the smallest possible 
boundary; it may not be uniquely best, but cannot be bettered. Let the weight of 
a vertex be the sum of its binary sequence. Then for any size S, the best 
arrangement can be achieved by choosing all vertices with weight up to some 
threshold t(s), along with an appropriately sized set of vertices of weight t + 1 
chosen as follows: take this sized set of vertices of this weight whose binary 
sequences considered as binary numbers are the largest. 
This result is intimately connected to the Kruskal [3]-Katona [4] Theorem 
which gives a related prescription for choosing a set of vertices of given weight to 
have fewest neighbors of the next higher weight. Like the latter, it has an 
appropriate generalization to n-parallelopipeds whose coordinates in the various 
directions are integers lying between zero and an upper bound that may vary with 
direction. This suggests that it may be possible to prove results analogous to those 
in this paper for problems related to such figures. 
It is an immediate consequence of this result that our theorem holds if there are 
only two components, by the following sequence of observations: 
(1) If our theorem did not hold in this case, of necessity one of the two 
components would have size at least 
i(2” - C(n, [in]) + 1). 
(2) By the isoperimetric theorem, every set whose size lies between this lower 
bound and 2”-l has boundary at least C(n, [$I). 
(3) The removed vertices must, of course, include the boundaries of all 
connected components of the remaining vertices. 
Only the second of these statements requires proof, which is slightly different 
when n is even from what it is when n is odd. 
In the even case, the isoperimetric theorem tells us that the smallest boundary 
can be gotten by choosing all vertices with weight up to &z - 1, along with a set, 
T, of up. to half of the vertices of weight in. It also tells us that these weight in 
vertices in T should be numerically largest, so that each should have a one as its 
most significant component. 
The boundary of this set of vertices consists of the vertices of weight &z not in 
T, along with those vertices of weight $z + 1 that are neighbors of vertices in T. 
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Our claim therefore follows if T has at least as many neighbors of weight in + 1 as 
it has members. We now prove this last statement. 
Consider the bipartite graph consisting of the n-cube restricted to members of 
T and their weight $z + 1 neighbors; each of the former has degree in, and, 
because every one of them has a one as its most significant component, each of 
the latter has degree at most $n. Since the sum of the degrees over each part must 
be the same, there must be more of the latter than the former, which completes 
the proof in this case. 
When n is odd, the isoperimetric theorem tells us that a smallest boundary set 
of the larger size involved here can be chosen to have all vertices of weight up to 
$(n - 3) and some vertices of weight i(n - 1). Again our claim follows if the latter 
vertices have more neighbors of weight $(n + 1) than their own cardinality, and 
this follows by the same reasoning as in the even case, except that it is not 
necessary to refer to the most significant component in this case. 
The same reasoning can be used to deduce the following generalization of the 
second statement above: 
Theorem 2. Let X(n) for even n be CyfI C(2j - 1, j). Then the boundary of any 
set of vertices of the n-cube of cardinality between 2n-’ - iC(n, in) - X(n) + 1 and 
2”-’ + X(n - 2) for n even, and between 2”-l- X(n + 1) + 1 and 2”-’ + X(n - 1) 
for n odd, is of cardinal&y at least C(n, en]). 
Proof of this statement is along the lines of the argument presented above, and 
is discussed in the appendix. These bounds are best possible in the sense that a set 
of vertices with one more or one less member than the bounds given here can 
have smaller boundary. 
3. The general case 
If removal of our set X divides the remainder of the n cube into more than two 
connected components, the reasoning above does not give the answer we want, 
because each component could be small enough to have a boundary less than the 
middle binomial coefficient; it is implausible that the union of the boundaries of 
the three or more components necessarily involved would be smaller than this 
binomial coefficient, but a new idea is required to prove it. 
We prove our theorem by induction on the dimension n. The result is of course 
trivial in one or two dimensions. 
If we choose an arbitrary direction, we can regard the n-cube as the union of its 
two (n - 1)-faces whose members differ in their component in that direction. Our 
set X will be partitioned into sets X, and X1 each of which lies in the 
corresponding n - 1 face of our n-cube, and each connected component of the 
remaining vertices is similarly partitioned. 
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Removal of the vertices of the set X0, moreover, partitions the zero face of the 
n-cube into connected components that are each contained in at most one 
connected component of the original n-cube. 
If each connected component of the remaining vertices in each face has 
cardinality at most 2n--2, then we can invoke the theorem for IZ - 1 to tell us that 
the boundary within each face has at least cardinality C(n - 1, [i(n - l)]), which 
gives a total boundary at least C(n, [$]) ( an even more for odd n). We can d 
draw the same conclusion using Theorem 2 if no connected component within any 
face has cardinality above the upper bound in that theorem. 
If any connected component in the n-cube itself has cardinality at least the 
lower bound in Theorem 2 then the desired conclusion follows from Theorem 2 
directly. 
The union of these arguments will fail only if there is a connected component 
of the remaining vertices with the two following properties: it must have fewer 
members than the number in the last paragraph and within one of each opposite, 
pair of faces must have more vertices than the last number in the paragraph 
previous to it. 
Under these circumstances, this component must have many more vertices in 
one face, say F,, than in the other; but the vertices in F. not in this component 
whose neighbors in Fl are in it must lie in the boundary. Our theorem follows 
from the fact that the number of boundary points of this kind here is at least the 
middle binomial coefficient on n. 
To see this, let us perform the necessary counting precisely; let ci and co be the 
number of members of this big component in each face. We then have the 
following inequalities which are weaker than those of Theorem 2 but which hold 
both in the even and odd cases: 
co + ci < 2n-1 - C(n, [$z]), 
Cl > 2*-* + C(n - 4, [$(n - 4)]). 
These together give as lower bound (ci - co) for the boundary vertices in F. 
opposite members of this component in F,: 
Cl -co > C(n, in) + 2C(n - 4, [i(n - 4)]). 
This number obviously exceeds the desired bound, which concludes our proof. 
That these bounds are best possible follows from the fact that if X consists of 
all vertices of weight [$I then no connected component has size greater than half 
the total number of vertices, and in fact no antipodal pairs lie in the same 
connected component. 
4. Uniqueness and further problems 
The argument used to prove the second statement of the second section of this 
paper also proves, for even IZ, that if a set of vertices has cardinality between 
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2”-’ - iC(n, in) and 2”-l, it can have boundary of cardinality C(n, in) only if it 
has one of these two extremal cardinalities. Using similar reasoning, we can 
extend Theorem 2 to the following result. 
Theorem 3. Suppose a set S of vertices of the n-cube has cardinality lying within 
the ranges given in Theorem 2. Then for even n, the lower bound C(n, in) on the 
size of its boundary can be realized only if the cardinality of S takes on one of the 
following values, for j an integer at least zero: 
2”-’ + i C(n - 2k - 1, in - k), 
k=l 
2”-’ - i C(n - 2k + 1, in - k + 1). 
k=l 
For odd n the lower bound C(n, i(n - 1)) on’ the boundary, within the range in 
Theorem 2 can be realized only if S has one of the following cardinalities: 
2”-’ - C(n, i(n - 1)) - i C(n - 2k, $(n + 1) - k), 
k=l 
or 
2”-’ + f: C(n - 2k, $(n + 1) - k). 
k=l 
A more detailed question along the same lines is, what configurations of 
vertices will separate the n-cube into pieces none with more than half the 
vertices, while having the minimum possible number of members? 
When n is even, there are two distinct possible configurations; one can of 
course choose all vertices of weight $z, but can also choose those of weight in + 1 
whose most significant component is one, and those of weight $t whose most 
significant component is zero. When n is odd there is only one apparent 
configuration up to symmetry. 
It is possible to prove that the configurations of vertices just described are the 
only ones that separate antipodes of the n-cube with minimum cardinality, or 
leave all connected components with no more than half the vertices, up to 
symmetry. This involves somewhat more careful induction using the ideas already 
presented above. We discuss this proof slightly along with that of Theorem 3 in 
the appendix. 
A question that may be interesting along these same lines is: what can be said 
about antipodes separating vertex sets in n-parallelepipeds, that is, when the 
components of the sequences that describe the vertices are not necessarily binary? 
Frank1 has raised the further question: how few vertices can one remove from 
the n-cube so that the distance between antipodal pairs in the n-cube becomes at 
least n + 2 using only remaining edges? This question is still open. 
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Appendix 
Isoperimetric Theorem. A minimum boundary collection of given size x, of 
vertices of the n-cube, may be obtained by choosing all vertices of weight up to s 
and those of weight s + 1 that are largest when viewed as binary numbers, for an 
appropriate s. 
Proof. Suppose it were false for n and x but true for n - 1 and all sizes. Then it 
must hold on every pair of opposite faces of our n-cube separately. But there 
must also exist a set Q of x vertices with smaller boundary than the set of that size 
described in the theorem. 
It is easy to verify that invoking the theorem for n - 1 to replace Q by the 
indicated collection of the same size on each of any opposite pair of faces cannot 
increase the boundary. 
But it then follows from the nature of the indicated collections that there must 
exist a violating set Q of size x that violates the theorem yet is of the indicated 
form on each face. 
The indicated collection X consists of the first x vertices in a certain canonical 
ordering of all the vertices. If Q has a vertex y out of this order and lacks the 
vertex z just before it, as it must somewhere if it disagrees with X, then the y and 
z must differ in every coordinate if Q is of the indicated form on each face. 
There is only one possible y that differs from its predecessor in all coordinates 
in this canonical order for each n, and it is easy to see that X has a smaller 
boundary than the Q obtained by replacing y by its predecessor in this case. 
This argument can be made to prove the theorem and may be used in much 
wider contexts as well. 0 
Remarks on proofs of Theorem 2 and 3 
Theorem 2 follows from answering the question, for which values of x does the 
isoperimetric theorem imply that the boundary is at least the middle binomial 
coefficient? The answer is a statement about lexicographic order, which is the key 
part of the canonical order in that theorem. It may be proved from it by 
straightforward induction. 
Theorem 3 similarly is an answer to the question: when is the boundary in that 
theorem exactly the largest binomial coefficient? Again it is provable by a 
straightforward induction argument. 
To show that a separating set of middle binomial coefficient size has one of the 
standard forms requires somewhat more ,effort. 
Consider first the odd n case. It follows from Theorem 3 that the largest 
remaining connected component X must have 2*-l vertices if the removed set is 
to have C(n, [in]). The uniqueness result follows from the fact that on some pair 
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of opposite faces these split as they do in the canonical solution; by an induction 
argument that invokes uniqueness on the face with the fewer of x’s vertices. 
One can prove the desired split here by proving, again by induction, that a 
connected component with more than half the vertices but at most half plus the 
middle binomial coefficient has boundary at least the second largest binomial 
coefficient, with equality when ‘at most’ here is ‘exactly’. This follows easily from 
the isoperimetric theorem. 
In the even case one can deduce the allowed sizes of the largest connected 
component X, and must then show that X can divide among faces only as in the 
way that the known configurations do. The case in which the boundary is the 
middle level, up to symmetry, may be handled easily by induction. The remaining 
case, in which X has size 2”-’ requires a longer argument. One can show by 
induction again and use of the isoperimetric theorem that any face-intersection 
numbers for X must be the same as those for canonical configurations and that 
these imply the desired (bi-) uniqueness by induction. It appears to be necessary 
to consider face intersections that are larger than half in this case, and so the 
statement that must be proven inductively is more detailed than in the other 
cases. 
These remarks are of course only proof outlines; detailed proofs along these 
lines can be constructed, and the reader is encouraged to try to do so. 
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