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CAPI´TULO 1
INTRODUCCIO´N
En el contexto de la ingenierı´a es normal el uso de modelos matema´ticos de
sistemas para la realizacio´n de todo tipo de experimentos y desarrollos teo´ri-
cos. Concretamente, en el contexto de la ingenierı´a meca´nica (teorı´a de ma´qui-
nas y mecanismos, robo´tica, teorı´a de control, realidad virtual, bio-meca´nica,
etc..) los modelos multicuerpo son uno de los pilares fundamentales.
El modelo ha de representar fielmente el sistema y ha se ser construido aten-
diendo a las reglas de la fı´sica conocida. Ası´ pues, se entiende por modelo a
un conjunto ecuaciones que representan las relaciones causa-efecto entre las
entradas y salidas del sistema fı´sico a estudio. A esta fase de generacio´n de
una “buena representacio´n” del sistema real (modelo) se le conoce como “mo-
delado”.
Se define la fase de “ana´lisis” al estudio desde el punto de vista nume´rico
del comportamiento del modelo basado en las ecuaciones que lo describen.
Estos modelos son utilizados para la toma de decisiones (optimizacio´n, di-
sen˜o, control,...) y para el ana´lisis nume´rico (simulacio´n en el tiempo, posicio´n
de equilibrio, ana´lisis modal, etc ...).
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Cuando el modelo tiene un taman˜o relativamente “pequen˜o”, las ecuacio-
nes cinema´ticas y dina´micas que lo representan pueden, en general, ser cons-
truidas “a mano”. Aunque este´ sujeto a errores humanos, este me´todo tiene
la ventaja que se generan ecuaciones optimizadas en te´rminos de expresiones
trigonome´tricas y aritme´ticas. La fase de ana´lisis consiste en sustituir en esas
ecuaciones los sı´mbolos por su valor nume´rico.
La forma “cla´sica” de modelado y ana´lisis de sistemas multicuerpo basada
en me´todos computacionales se denomina “generacio´n nume´rica”. En cada
instante temporal del ana´lisis el modelo ha de ser reconstruido en funcio´n del
estado de sistema y de sus para´metros. Es decir, en cierta media, las fases de
modelado y ana´lisis se han de realizar a la vez y para cada estado del siste-
ma. En [1] se describen los me´todos y algoritmos ma´s usados en el ana´lisis
dina´mico y cinema´tico desde el punto de vista de la generacio´n nume´rica.
Frecuentemente, muchos de los para´metros del sistema son cero y en la ge-
neracio´n nume´rica son tratados de igual forma que los no nulos. Esto es debido
a que siempre se utiliza un modelo general. Ası´ que se presenta la imposibili-
dad de aprovechar dicho hecho para la disminucio´n del costo computacional.
No´tese que en caso de realizar las operaciones “a mano”, se evita la aparicio´n
de estas cantidades nulas mediante su directa eliminacio´n.
La denominada “generacio´n simbo´lica” toma las ventajas de los dos me´to-
dos anteriores y se implementa usualmente de forma computacional. En el
“modelado simbo´lico”, se utilizan u´nicamente operadores aritme´ticos y sı´mbo-
los para construir un conjunto de ecuaciones que representen el modelo. En la
fase de ana´lisis, en un proceso que se denomina “evaluacio´n nume´rica”, estas
cadenas de texto (sı´mbolos) son sustituidas un valor nume´rico. A continua-
cio´n se realizan, con datos puramente nume´ricos, los ana´lisis pertinentes. Para
realizar la fase de ana´lisis, las ecuaciones que describen los modelos se ex-
presan en forma de co´digo. Este procedimiento se denomina “generacio´n de
co´digo”. Por medio del co´digo generado se realiza la evaluacio´n nume´rica de
las distintas funciones de forma o´ptima.
La “generacio´n simbo´lica” presenta, por un lado, la ventaja de los me´todos
manuales, es decir, las ecuaciones dina´micas y cinema´ticas solo se han de cal-
cular una vez. Por otro lado, presenta la ventaja de que la expresiones que sean
nulas, directamente desaparecen de la ecuaciones y por lo tanto no han de ser
tratadas en el ana´lisis. Por u´ltimo, tienen la ventaja de que se puede trabajar
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con sistemas de gran taman˜o, ya que es el ordenador el que realiza los ca´lculos.
Esta tesis se centra principalmente en el estudio del modelado simbo´lico
enfocado a sistemas de tipo multicuerpo con la idea de generar ecuaciones
altamente optimizadas.
1.1. Modelado simbo´lico
Es sobradamente conocido [2, 3, 4, 5] (entre otros) que el modelado simbo´lico
de sistemas multicuerpo produce co´digo eficiente para la evaluacio´n nume´ri-
ca de las funciones que tı´picamente aparecen en las formaciones multicuerpo
(matrices jacobianas, matriz de masa, vectores de fuerzas, etc..).
Generalmente, la eficiencia del co´digo simbo´lico justifica su uso frente al
equivalente nume´rico. Esto es particularmente cierto cuando se usan me´todos
que eviten la re-evaluacio´n de sub-expresiones que aparecen repetidamente
en las funciones a evaluar. Este proceso de buscar en una funcio´n (o expresio´n
simbo´lica) sub-expresiones que se repitan y sustituirlas por “variables auxi-
liares” de forma que se evalu´en un u´nica vez [2] se denomina, en esta tesis,
“atomizacio´n” [3].
A pesar de las ventajas anteriormente citadas, la generacio´n simbo´lica de
ecuaciones en sistemas multicuerpo puede convertirse en una ardua tarea con
una alta complejidad. Si la generacio´n simbo´lica no es tratada adecuadamen-
te puede llegar a limitar, e incluso a no hacer posible, el trabajo con sistemas
multicuerpo medianamente complejos. Esta es una de las limitaciones ma´s im-
portantes del modelado simbo´lico.
Por un lado, estas limitaciones tienen origen en el conocido problema (Sec-
cio´n 5.7.3 de [2]) de la “explosio´n simbo´lica”. Es decir, el taman˜o de las ex-
presiones simbo´licas crece de forma exponencial con en taman˜o del problema,
llegando a un punto en que el trabajo con ellas se hace imposible. Por otro la-
do, adema´s, esta´ la tarea de la generacio´n de co´digo optimizado para realizar
el ana´lisis nume´rico, es decir, la de la atomizacio´n. Para sistemas medianamen-
te complejos la atomizacio´n tiene una alta complejidad computacional y que
puede convertirse en difı´cil, sino imposible de llevar a cabo.
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1.2. Estado del arte. Co´digos para el modelado
simbo´lico
En esta seccio´n se presentan algunos de los paquetes de a´lgebra simbo´lica
para el modelado simbo´lico de sistemas multicuerpo que existen en la actua-
lidad. Se describen sus principales caracterı´sticas, sobre todo en cuanto a la
formulacio´n y la parametrizacio´n (tipo de coordenadas) con las que trabajan.
1.2.1. Co´digos gene´ricos de modelado simbo´lico
La primera aproximacio´n al modelado simbo´lico de sistema multicuerpo
esta´ basada en el uso de motores simbo´licos de propo´sito general como Sym-
bolic Math Toolbox de MATLAB [6], Maple [7], Sympy [8] o Xcas/Giac [9] que
ayudan a la implementacio´n de formulaciones gene´ricas con cualquier para-
metrizacio´n.
Esta forma de proceder es ana´loga a que se si realizara “a mano”, pero con
el apoyo de estos motores simbo´licos para la realizacio´n de los ca´lculos ma´s
tediosos. Estos motores simbo´licos son capaces de generar co´digo optimizado
para ser usado en la fase de ana´lisis en distintos lenguajes de programacio´n
nume´ricos.
Esta forma de trabajar tiene la limitacio´n de que el motor simbo´lico trata to-
dos los sistemas por igual, independientemente de la naturaleza del problema,
es decir, no se saca provecho de la estructura particular de los sistemas en la
dina´mica de sistemas multicuerpo.
1.2.2. Co´digos simbo´licos para el modelado multicuerpo
En la actualidad, en el campo de la Dina´mica de Sistemas Multicuerpo (DSM)
existen un amplio conjunto de paquetes enfocados a la generacio´n simbo´lica
de sistemas multicuerpo: 3D Mec [10], Robotran [11], MapleSim [7], Neweul-
M2[12], PyDy[13], Dymola [14], Wolfram SystemModeler [15]. Cada uno de
ellos afronta los problemas propios del modelado simbo´lico adoptando distin-
tos compromisos.
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1.2.2.1. Paquetes comerciales
MapleSim y Neweul-M2 son dos paquetes comerciales para el disen˜o y si-
mulacio´n de sistemas multicuerpo basados, respectivamente, en los motores
simbo´licos Maple y Symbolic Math Toolbox de MATLAB.
Tienen la ventaja de que el trabajo con ellos es muy amigable para el usuario
y no son requeridos grandes conocimientos de meca´nica para su uso.
Aun ası´, tienen la desventaja de que el usuario no sabe que´ esta´ haciendo
y no tiene control sobre la formulacio´n y parametrizacio´n que utilizan, que-
dando limitada a la eleccio´n hecha por el paquete. Neweul-M2 esta´ basado en
la formulacio´n de Newton-Euler [16] con coordenadas naturales. En [5] se ob-
serva que MapleSim tambie´n utiliza la misma formulacio´n con el mismo tipo
de coordenadas. Ambos paquetes, delegan en su respectivo motor simbo´lico
la generacio´n y optimizacio´n del co´digo a exportar. Adema´s tanto Neweul-M2
como MapleSim tiene herramientas para realizar el ana´lisis nume´rico de los
sistemas, basadas en MATLAB y en Maple, respectivamente.
Entre otros paquetes comerciales se pueden citar Dymola, basado en el pa-
quete Modelica [17] y Wolfram SystemModeler[18] basado en el co´digo Mat-
hematica. Al igual que los anteriores, permiten realizar las fases de modelado
y de ana´lisis en en mismo entorno y ambos son totalmente opacos al usuario
final.
1.2.2.2. Robotran
Robotran [11, 19] dispone de un motor simbo´lico propio, razo´n por la que
se ha considera separadamente de los paquetes anteriores.
Robotran trabaja con una formulacio´n recursiva especı´fica, en coordenadas
relativas y con un proceso propio de atomizacio´n “sobre la marcha”.
El conjunto de formulacio´n recursiva y atomizacio´n “sobre la marcha”, re-
duce enormemente el esfuerzo computacional requerido. Esta es, probable-
mente, la mayor ventaja de Robotran. Pero, a su vez, esta caracterı´stica hace
que no sea extensible a otras formulaciones y parametrizaciones.
Robotram permite generar y exportar co´digo para diversos lenguajes (C,
MATLAB, Python) en los que realizar el ana´lisis nume´rico del sistema.
5
Cap´ıtulo 1. Introduccio´n
1.2.2.3. Librer´ıa PyDy
PyDy es un librerı´a simbo´lica bajo licencia GPL1 para Python enfocada al
modelado simbo´lico de sistemas multicuerpo. Esta basada en el motor simbo´li-
co Sympy y al igual que los anteriores trabaja con un formulacio´n cerrada ba-
sada en las ecuaciones de Kane [20]. La generacio´n y optimizacio´n del co´digo
a exportar se delega ı´ntegramente en el motor simbo´lico, si bien, al ser una
librerı´a para Python, la fase de ana´lisis puede ser realizada en ese mismo len-
guaje de programacio´n.
1.2.2.4. 3D Mec
3D Mec es un programa desarrollado por el grupo de investigacio´n al que
pertenece el autor de esta tesis y que principalmente esta´ enfocado a la docen-
cia en el campo de DSM.
Dispone de su propio lenguaje de programacio´n y de un motor simbo´lico
propio que permite realizar operaciones con expresiones simbo´licas. Su fun-
cionalidad para el desarrollo de las ecuaciones de la DSM es completa, aun
ası´ presenta ciertas limitaciones. Principalmente, el motor simbo´lico tiene li-
mitacio´n en cuanto al taman˜o de las expresiones que se pueden generar y no
dispone de me´todos de optimizacio´n de las mismas.
Permite exportar co´digo a los lenguajes C y MATLAB. 3D Mec tambie´n per-
mite realizar las fases de modelado y de ana´lisis (u´nicamente la simulacio´n
nume´rica) en el mismo entorno.
1.2.2.5. Librer´ıa lib 3D MEC-GiNaC
Como punto de partida de los algoritmos presentados en esta tesis doctoral,
se ha de citar la librerı´a simbo´lica lib 3D MEC-GiNaC [3].
Es una librerı´a simbo´lica, para el lenguaje de programacio´n C++ de co´digo
abierto enfocada al campo de la DSM. Esta´ basa en el motor simbo´lico GiNaC2.
1General Public License: www.gnu.org/licenses/gpl-3.0.en.html
2www.ginac.de. Una librerı´a para el a´lgebra simbo´lica distribuida bajo licencia GPL y que
permite programar algoritmos simbo´licos directamente sobre el lenguaje C++
6
1.2. Estado del arte. Co´digos para el modelado simbo´lico
lib 3D MEC-GiNaC ofrece una coleccio´n de datos abstractos como vecto-
res, tensores, puntos, bases, matrices,... y una serie de operadores/funciones
orientados al campo de la dina´mica multicuerpo. Es agno´stica en relacio´n a
la parametrizacio´n y a la formulacio´n elegidas, que quedan a la eleccio´n del
usuario.
La librerı´a, en el momento de iniciar esta tesis, sı´ que disponı´a de un me´todo
propio de atomizacio´n muy poco eficaz, que limitaba su uso a problemas de
pequen˜o taman˜o, adema´s de generar co´digo no completamente o´ptimo. Por lo
que el proceso de optimizacio´n y de exportacio´n de las expresiones se delegaba
en el motor simbo´lico Maple.
1.2.2.6. Co´digos simbo´licos orientados a la robo´tica
Dentro del abanico de co´digos simbo´licos orientados al modelado multi-
cuerpo existe un conjunto de co´digos simbo´licos especı´ficamente orientados a
la robo´tica.
Ası´, en [21] se presentan cronolo´gicamente diversos co´digos orientados a la
robo´tica computacional simbo´lica, enfatizando las caracterı´sticas de cada unos
de ellos.
Ma´s recientemente, en [22] se presenta el co´digo simbo´lico SYMORO+, enfo-
cado al modelado automatizado y simbo´licos de robots. Este paquete permite
generar simbo´licamente los modelos cinema´ticos y dina´micos directo e inver-
so, ası´ como modelos orientados a la identificacio´n de los para´metros inercia-
les.
Por u´ltimo, se ha de citar “The Symbolic Robot Modeling Toolbox”, una co-
leccio´n de funciones orientadas a la modelizacio´n simbo´lica de robots. Provee
las herramientas necesarias para la obtencio´n de las expresiones simbo´licas de
la cinema´tica y dina´mica de robots. Perteneciente al paquete Robotics Toolbox
de MATLAB [23]. En [24] se realiza una introduccio´n detallada de la cinema´ti-
ca y dina´mica de manipuladores de robo´ticos de tipo serie usando el citado
paquete.
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1.2.3. Cinema´tica en sistemas multicuerpo
Frecuentemente, los sistemas multicuerpo se describen utilizando una topo-
logı´a de a´rbol [2] (Capı´tulo 3). Esta topologı´a permite identificar la recursivi-
dad subyacente en los ca´lculos cinema´ticos que es mayormente utilizada en
combinacio´n con una parametrizacio´n en coordenadas relativas y que consti-
tuye la base de las formulaciones recursivas [25].
En estas formulaciones, la cinema´tica de cada so´lido se define a partir del
so´lido anterior segu´n la citada estructura de a´rbol.
En [26] se propone un conjunto de algoritmos simbo´licos que sacan prove-
cho de dicha estructura de a´rbol de sistema y, adema´s, se propone un me´todo
para la resolucio´n de las ecuaciones geome´tricas de forma simbo´lica.
Los algoritmos recursivos presentados en las anteriores dos referencias tie-
nen dos inconvenientes:
1. Requieren una estructura de a´rbol y una acotacio´n en coordenadas rela-
tivas. Este hecho limita la recursividad al nivel de esta estructura.
2. No ofrecen libertad sobre la base de proyeccio´n en que se expresan los
resultados. Esto puede conllevar la generacio´n de expresiones simbo´li-
cas simplificables trigonome´tricamente, que aumentan la complejidad
computacional del modelo.
1.2.4. Dina´mica en sistemas multicuerpo
Como limitaciones que actualmente presenta la DSM simbo´lica pueden ci-
tarse [2]. En la seccio´n 5.7.3 se dice que el Principio de las Potencias Virtuales
es un formalismo inapropiado para sistemas de medio y gran taman˜o, debido
al crecimiento exponencial del nu´mero de operaciones simbo´licas a realizar.
Esto es debido, segu´n el autor, a que se han de obtener las ecuaciones del mo-
vimiento “en extenso” y, dadas las caracterı´sticas del proceso de atomizacio´n
que se propone, no se puede aprovechar los beneficios de este proceso.
Es por esto que, la mayor parte de los autores [26, 27, 28], proponen trabajar
con formulaciones recursivas de ordenO(N3) cuando el taman˜o del sistema es
medianamente grande. En la referencia anterior [2] (Seccio´n 5.7.3) se justifica
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el porque´.
1.2.5. Simulacio´n en tiempo real
El concepto de tiempo real es usado ampliamente en diferentes contextos,
generalmente te´cnicos. En general se dice que un proceso es en tiempo real
cuando la respuesta del ordenador es tan ra´pida o ma´s que la velocidad re-
querida por el usuario o proceso a analizar.
En el contexto de la dina´mica multicuerpo, se entiende que un ca´lculo se
realiza en tiempo real cuando el estado del sistema en un instante de tiempo, a
partir de otro instante de tiempo dado, se determina en un menor tiempo que
la diferencia entre dichos instantes.
En la simulacio´n de sistemas multicuerpo en tiempo real el mundo virtual
y el mundo real se unen. Esto puede ser u´til para una gran numero de aplica-
ciones en el contexto de la ingenierı´a, como son el disen˜o, control y testeo de
sistemas. Por ejemplo, puede ser usada para predecir el comportamiento de
un robot modelado en un entorno de control real [29], para localizar el punto
de contacto rueda/vı´a en vehı´culos ferroviarios [30] o para evaluar el compor-
tamiento del conductor en vehı´culo por medio de un simulador [31].
En la denominada “generacio´n nume´rica”, la simulacio´n en tiempo real de-
pende de principalmente de cinco factores [32]:
Co´mo se ha modelado el sistema (parametrizacio´n).
Que´ principios de la meca´nica se ha empleado (Euler-Newton, Potencias
Virtuales, ...).
La formulacio´n utilizada (me´todos recursivos, formulacio´n con penali-
zadores, ...).
Los algoritmos nume´ricos para la resolucio´n nume´rica de los diferentes
sistemas.
El tipo de integrador (implı´cito, explı´cito, multi-paso, ...).
En la “generacio´n simbo´lica”, una vez modelado el sistema, la simulacio´n
esta´ principalmente condicionada por tres factores:
Depende del taman˜o de las ecuaciones, matrices, vectores simbo´licos,
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que han de ser evaluados nume´ricamente.
Los algoritmos nume´ricos para la resolucio´n nume´rica de los diferentes
sistemas.
El tipo de integrador (implı´cito, explı´cito, multi-paso, ...).
Se ha destacar que la influencia del integrador y de los algoritmos nume´ricos
es independiente del tipo de generacio´n, sea nume´rica o simbo´lica.
En cambio, el taman˜o de las expresiones simbo´licas a ser evaluadas nume´ri-
camente depende directamente de la parametrizacio´n, principios meca´nicos
y formulacio´n utilizada. A diferencia de la “generacio´n nume´rica”, donde el
modelo ha de ser generado para cada estado del sistema, en la “generacio´n
nume´rica” el modelo ha de ser generados una vez y evaluado nume´ricamen-
te para diferentes estados del sistema. El proceso de evaluacio´n nume´rica de
expresiones simbo´licas tiene un costo computacional mucho menor que el de
generacio´n nume´rica.
En cada paso de integracio´n, las expresiones simbo´licas han de ser evalua-
das nume´ricamente, por lo que la velocidad de evaluacio´n depende directa-
mente tambie´n de co´mo de optimizadas se hayan generado y exportado. Es
en este caso donde se refleja la importancia de la atomizacio´n. Es decir, cuanto
mejor atomizadas (cuanto ma´s se evite, por medio de variable auxiliares, re-
petir ca´lculos) este´n las expresiones, ma´s ra´pido se evaluara´n nume´ricamente
y ma´s ra´pido se podra´ realizar la simulacio´n (Tiempo real).
1.3. Objeto de esta Tesis Doctoral
El modelado simbo´lico para sistemas multicuerpo es una herramienta con
gran potencial pero que tiene como mayor limitacio´n un alto coste compu-
tacional, ligado a la generacio´n de las ecuaciones, matrices y vectores implica-
dos en el modelo del sistema.
Es por ello que, en esta tesis, se presenta un conjunto de te´cnicas enfocadas
superar las limitaciones del modelado simbo´lico.
Ası´ pues, los objetivos especı´ficos han sido:
I Realizar un conjunto de me´todos y de algoritmos que permitan atomizar
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expresiones simbo´licas de una manera eficaz y, que una vez implementa-
das, realizaren esta operacio´n con el menor coste computacional.
El proceso de atomizacio´n ha de ser independiente del tipo de formula-
cio´n y parametrizacio´n utilizadas.
II Crear un conjunto de algoritmos simbo´licos gene´ricos. Es decir:
Crear un algoritmo que realice la operacio´n de sustitucio´n de sı´mbo-
los en expresiones simbo´licas atomizadas, sin que la desatomizacio´n
sea requerida, y que produzca un resultado ası´ mismo atomizado.
Crear un algoritmo que realice la derivacio´n de expresiones atomiza-
das respecto a sı´mbolos obteniendo un resultado tambie´n atomizado,
sin la necesidad de desatomizar.
III Proponer un conjunto de algoritmos que saquen partido de la atomiza-
cio´n, de forma que el co´digo que a ser exportado sea o´ptimo, para que su
evaluacio´n nume´rica sea lo ma´s eficiente posible.
Demostrar la relacio´n entre la atomizacio´n y la eficacia nume´rica.
IV Proponer un conjunto de me´todos y de algoritmos que, sacando partido
de la atomizacio´n, calculen magnitudes cinema´ticas (vector de posicio´n,
vector velocidad angular y vector velocidad de un punto respecto a una
referencia) con el fin de obtener expresiones simbo´licas o´ptimamente pa-
rentesizadas y atomizadas.
Estos algoritmos ha de permitir obtener las componentes de las magnitu-
des cinema´ticas representadas en la base que se considere “o´ptima”.
V Proponer un me´todo para el ca´lculo de la matriz de masa y del vector
de fuerzas generalizadas de un sistema por medio del Principio de las
Potencias Virtuales de manera que genere estos elementos atomizados y
parentesizados o´ptimamente.
Demostrar que el citado principio es va´lido para problemas de taman˜o
mediano y grande produciendo resultados simbo´licos tan buenos como
con otros formalismos propuestos en la literatura.
VI Realizar un ana´lisis sobre el origen de las expresiones susceptibles de ser
simplificadas trigonome´tricamente y proponer un me´todo para evitar que
aparezcan, evitando ası´ tener que realizar dicha simplificacio´n.
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1.4. Estructura de la Tesis Doctoral
La tesis esta´ dividida en un total de siete capı´tulos, adema´s de este capı´tulo
de introduccio´n.
En el capı´tulo 2 se realiza una introduccio´n a la DSM y se describen, sin
entrar en profundidad, los me´todos utilizados para el modelado dina´mico y
cinema´tico de sistemas multicuerpo. Este capı´tulo tiene el objetivo de que la
tesis sea autocontenida, es decir, que las referencias que se hagan a lo largo de
la misma a aspectos relativos a la DSM este´n presentes en la tesis. Adema´s,
este capı´tulo tiene el objetivo de facilitar al lector la nomenclatura utilizada a
lo largo de la tesis.
En el capı´tulo 3 se presentan los algoritmos simbo´licos de tipo gene´rico, es
decir, no enfocados al contexto de la DSM. El capı´tulo esta´ dividido en tres
partes, en la primera parte (secciones 3.1 a 3.4) se presenta el proceso de ato-
mizacio´n y se propone un conjunto de te´cnicas para realizar este proceso de
la manera ma´s eficaz posible. En la siguiente seccio´n, se propone un conjun-
to de algoritmos para la sustitucio´n de un sı´mbolo en expresiones (seccio´n
3.5) de forma que esta operacio´n se realice directamente en expresiones ya
atomizadas. A continuacio´n, se pospone otro algoritmo para la diferenciacio´n
simbo´lica de expresiones atomizadas con respecto a sı´mbolo (seccio´n 3.6). En
la ultima parte del capı´tulo (seccio´n 3.7) se proponen un conjunto de te´cnicas
y algoritmos para la generacio´n y exportacio´n de co´digo optimizado basado
en expresiones atomizadas.
El capı´tulo 4 se presenta un conjunto de te´cnicas y de algoritmos enfocados
a ser usados en el contexto de la DSM. En primer lugar se realiza un ana´lisis
de la topologı´a que presentan los sistemas multicuerpo y de las ventajas que
pueden ser obtenidas a partir de esta. A continuacio´n, en 4.3, se propone un
conjunto de operadores para el ca´lculo de magnitudes cinema´ticas (vectores de
posicio´n y de velocidad), con resultados optimizados en cuanto a taman˜o de
las expresiones y tiempo de ca´lculo. El ca´lculo de estos vectores de posicio´n y
de velocidad es independiente del formulismo y de la parametrizacio´n usados.
En la seccio´n 4.4 se propone un extensio´n del elemento tensor en el contexto
de la DSM, generaliza´ndolo a tensores de rango dos. Desde la seccio´n 4.5 a
la seccio´n 4.8 se propone un me´todo para el ca´lculo de la matriz de masa y el
vector de fuerzas generalizadas basado en el PPV que saque ma´ximo provecho
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de la atomizacio´n y realice estos ca´lculos de la forma ma´s ra´pida posible.
El capı´tulo 5 se presenta una te´cnica para reducir el taman˜o de las expresio-
nes simbo´licas evitando que aparezcan expresiones sean susceptibles de ser
simplificadas, tanto algebraica como trigonome´tricamente, sin perder la inde-
pendencia respecto al tipo de formulacio´n o parametrizacio´n que se utilice.
En el capı´tulo 6 se realiza un ana´lisis de los algoritmos y te´cnicas que se pre-
sentan en la tesis. Los resultado obtenidos se evalu´an en te´rminos de taman˜o
de las expresiones y del co´digo generado y tiempo de computacio´n.
Por u´ltimo, en el capı´tulo 7 se presentan las conclusiones obtenidas en esta
tesis doctoral y en el capı´tulo 8 una serie de lı´neas futuras de trabajo.
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CAPI´TULO 2
INTRODUCCIO´N AL
MODELADO DE SISTEMAS
MULTICUERPO
En este capı´tulo se hace una breve introduccio´n teo´rico general sobre el mo-
delado de sistemas multicuerpo.
Se describe el comportamiento cinema´tico y dina´mico de un sistema multi-
cuerpo con la intencio´n introducir los conceptos y la notacio´n usados en este
documento.
De igual manera se hace una introduccio´n a la simulacio´n de sistemas mul-
ticuerpo y a los distintos elementos necesarios para poder llevarla a cabo.
2.1. Descripcio´n de sistema multicuerpo
Un sistema multicuerpo es una coleccio´n de partı´culas naturales: cuerpos
rı´gidos o flexibles. Estos cuerpos esta´n sometidos a acciones procedentes de
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su interaccio´n con cuerpos del mismo sistema o del exterior.
La Dina´mica de Sistemas Multicuerpo (DSM) estudia el comportamiento de
dicho sistema. El problema de “dina´mica directa” tiene por objeto, dadas las
condiciones iniciales del sistema, determinar el estado del mismo bajo la in-
fluencia de las distintas acciones exteriores. El problema de “dina´mica inver-
sa” tiene por objeto determinar que´ acciones son necesarias para que el sistema
se encuentre en un estado determinado.
Esta tesis u´nicamente se centra en el concepto de cuerpo rı´gido. Un cuer-
po se puede suponer rı´gido si no presenta deformacio´n o su deformacio´n es
tan pequen˜a que no afecta su movimiento general. Aun ası´, la mayorı´a de la
te´cnicas presentadas sı´ que son extensibles al campo de los so´lidos flexibles.
Los cuerpos pueden estar conectados por diversos tipos de “enlaces” que
restringen su movimiento relativo. Generalmente, este tipo de enlaces entre
so´lidos se pueden considerar sin masa.
Las fuerzas necesarias para garantizar dina´micamente las restricciones ci-
nema´ticas impuestas por lo enlaces se denominan “fuerzas de enlace”. En el
contexto particular del Principio de las Potencias Virtuales (PPV) estas fuerzas
pueden ser caracterizadas mediante los multiplicadores del Lagrange.
Adema´s de estas fuerzas, pueden actuar sobre el sistema fuerzas de otra
naturaleza como fuerzas externas o bien, fuerzas especificadas mediante una
ley constitutiva en te´rminos del estado del sistema.
2.2. Modelado cinema´tico
El modelado cinema´tico tiene como fin la designacio´n de una parametriza-
cio´n del sistema que permita determinar la posicio´n, velocidad y aceleracio´n
de cada uno de los so´lidos que componen dicho sistema.
2.2.1. Coordenadas generalizadas
En un modelo multicuerpo gene´rico la posicio´n y orientacio´n de cada uno
de los elementos que lo compone puede ser fijada mediante dos magnitudes.
Su posicio´n puede ser acotada mediante el vector de posicio´n r de uno de sus
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puntos respecto de un punto arbitrario conocido y su orientacio´n a trave´s de
una matriz R de cambio de base respecto a una orientacio´n arbitraria conocida.
Tanto el vector r como la matriz R pueden depender de un conjunto de
variables. Si estas variables dependen del tiempo se denominan Coordenadas
Generalizadas, en cambio, si no dependen del tiempo se denominan Para´metros
geome´tricos.
Se define el Vector de coordenadas Generalizadas como: q = [q1, q2, ..., qp]T, don-
de qi; i = 1, ..., p son coordenadas generalizadas.
Las coordenadas generalizadas pueden ser distancias y a´ngulos y, princi-
palmente, pueden ser clasificadas en funcio´n de co´mo se definan en absolutas,
relativas o naturales.
Su derivada con respecto al tiempo q˙ = [q˙1, q˙2, ..., q˙p]T se denomina Vector de
Velocidades Generalizadas.
Por u´ltimo, la derivada segunda q¨ = [q¨1, q¨2, ..., q¨p]T se denomina Vector de
Aceleraciones Generalizadas.
2.2.2. Concepto de Observador o Referencia, y de Velocidad y
Aceleracio´n de un punto
Un Observador (o Referencia) puede entenderse por una pareja formada por
un punto (O) y una base (B). El punto hace referencia al “Lugar del espacio
desde donde se observa” y la base a la “Orientacio´n desde la que se observa”.
Los conceptos de vector de posicio´n, velocidad y aceleracio´n son dependien-
tes del observador.
Se define el vector rPOR como el vector de posicio´n de un punto gene´rico P
con respecto al punto OR, donde el subı´ndice R indica que el punto es fijo en
la referencia R.
El vector velocidad de un punto gene´rico P con respecto a la referencia R se
define como:
vPR =
drPOR
dt
∣∣∣∣∣
R
(2.1)
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donde R indica la referencia en la cual se calcula la derivada.
El vector aceleracio´n del punto P con respecto a la referencia R, ana´loga-
mente, se define:
aPR =
dvPR
dt
∣∣∣∣∣
R
(2.2)
Sea RB2B1 la matriz de cambio de base que proyecta las componentes de un
vector definidas en la base B1 sobre la base B2, es decir:
{
u
}
B2 = R
B2
B1
{
u
}
B1 (2.3)
donde
{
u
}
B indica la tres tupla formada por las componentes del vector u
proyectadas en la base B.
La derivada de una vector arbitrario u con respecto a una referencia arbitra-
ria se calcula segu´n:
du
dt
∣∣∣∣
R1
=
du
dt
∣∣∣∣
R2
+ ω˜B2B1 u (2.4)
en donde B1 es la base asociada la referencia R1, B2 es la base asociada la
referencia R2 y
ω˜B2B1 = R
B2
B1 ·
˙RB2B1
T
(2.5)
Se denomina vector velocidad angular de la referencia B2 respecto a la refe-
rencia B1 al vector1 ωB2B1 , asociado a la matriz anti-sime´trica ω˜
B2
B1 .
Por consiguiente,
du
dt
∣∣∣∣
R1
=
du
dt
∣∣∣∣
R2
+ωB2B1 ∧ u (2.6)
1en esta tesis se usan indistintamente la notacio´n ωB2B1 como la notacio´n ω
R2
R1
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La aceleracio´n angular se define:
ω˙B2B1 =
dωB2B1
dt
∣∣∣∣∣∣
R1
(2.7)
2.2.3. Composicio´n de movimientos
Sean las referencias (u observadores) R1 y R2 , sean O1 y O2, dos puntos fijos,
respectivamente, en las citadas referencias. Por composicio´n, para un punto
gene´rico P, se tiene:
Composicio´n de vectores de posicio´n:
rPO1 = r
O2
O1
+ rPO2 (2.8)
Composicio´n de velocidades. Derivando respecto al tiempo en la referencia
R1 la expresio´n anterior, se obtiene:
vPR1 = v
P
R2 + v
O2
R1
+ωR2R1 ∧ r
P
O2 (2.9)
Composicio´n de aceleraciones. Derivando respecto al tiempo en la referencia
R1 la expresio´n anterior, se obtiene:
aPR1 = a
P
R2 + a
O2
R1
+ωR2R1 ∧ (ω
R2
R1
∧ rPO2) + 2ω
R2
R1
∧ vPR2 (2.10)
Es decir, si se conocen los vectores de posicio´n, velocidad y aceleracio´n de
un punto respecto a una referencia, las ecuaciones anteriores permiten obtener
las mismas magnitudes del punto P pero expresadas respecto a otra referencia.
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2.2.4. Ecuaciones cinema´ticas
En general, pueden existir relaciones entre las coordenadas generalizadas.
Estas se denominan relaciones geome´tricas de enlace o ecuaciones cinema´ticas para
las coordenadas generalizadas y toman la forma general.
Φ(q, t) =

Φ1
Φ2
...
Φq
 = 0 (2.11)
donde g es el nu´mero de ecuaciones geome´tricas independientes.
Para un sistema acotado con p coordenadas generalizadas, existe un nu´me-
ro m = p − g de coordenadas independientes. Diferentes parametrizaciones
pueden conducir a valores diferentes de p y g pero m es un invariante.
Las derivadas de las ecuaciones geome´tricas con respecto al tiempo expre-
san las relaciones que existen entre las velocidades generalizadas. Se denomi-
nan ecuaciones de enlace cinema´tico o ecuaciones cinema´ticas para las velocidades
generalizadas.
Φ˙ =
dΦ
dt
(q, t) = 0 (2.12)
Aplicando la regla de la cadena se ve que estas ecuaciones son lineales en
las velocidades generalizadas q˙.
Φ˙ = Φq(q, t)q˙+Φt(q˙, t) = 0 (2.13)
Donde
Φq =
∂Φ
∂q
(2.14)
es la matriz jacobiana de las ecuaciones geome´tricas con respecto al vector
de coordenadas generalizadas y
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Φt =
∂Φ
∂t
(2.15)
es el vector resultante de derivar parcialmente las ecuaciones geome´tricas con
respecto al tiempo.
Se ha de notar que:
Φq = Φ˙q˙ (2.16)
Donde:
Φ˙q˙ =
∂Φ˙
∂q˙
(2.17)
Ası´ pues, la ecuacio´n 2.13 se puede escribir como:
Φ˙ = Φ˙q˙(q, t)q˙+Φt(q˙, t) = 0 (2.18)
Adema´s puede existir un conjunto r de relaciones adicionales entre las ve-
locidades generalizadas que no tienen un origen geome´trico. A estas se les
denomina ecuaciones no-holo´nomas debido a que no provienen de la derivada
con respecto al tiempo de ninguna relacio´n entre coordenadas. Esta ecuaciones
provienen de relaciones que deben satisfacer las velocidades generalizadas,
como por ejemplo la condicio´n de no deslizamiento.
Las ecuaciones no-holo´nomas pueden expresarse de forma general como:
Φ˙NH =

ΦNH1
ΦNH2
...
ΦNHr
 = Φ˙NHq˙ (q, t)q˙+ΦNHt (q, t) = 0 (2.19)
En este documento el superı´ndice NH hace referencia a No-Holo´nomo.
Se denomina c = g + r al nu´mero total de ecuaciones de enlace cinema´tico.
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Se denomina grados de libertad al conjunto de velocidades generalizadas in-
dependientes, donde n es el nu´mero de grados de libertad del sistema, es decir:
n = p− c. No´tese que n ≤ m.
Es importante notar que si no existen ecuaciones no-holo´nomas (r = 0) se
cumple que m = n y por lo tanto la matriz jacobiana de velocidades (Φ˙q˙)
y de posiciones coinciden (Φq). En caso de existir relaciones no-holo´nomas,
la matriz jacobiana de posicio´n coincide solo con la sub-matriz de la matriz
jacobiana de velocidades o aceleraciones asociada a las ecuaciones holo´nomas.
Este hecho puede tenerse en cuenta para obtener una ventaja computacional
en la resolucio´n de los diferentes sistemas de ecuaciones involucran las citadas
matrices jacobianas.
De esta forma, el conjunto completo de ecuaciones para las velocidades ge-
neralizadas puede escribirse como:
[
Φ˙q˙
Φ˙NHq˙
]
q˙+
[
Φt
ΦNHt
]
= 0 (2.20)
Por brevedad en la notacio´n, y mientras no se indique lo contrario, este con-
junto completo de ecuaciones para velocidades se denotara´:
Φ˙ = Φ˙q˙(q, t)q˙+Φt(q, t) = 0 (2.21)
Es decir, de forma ana´loga a la ecuacio´n: 2.18.
Este abuso en la notacio´n puede llevar al error, ası´ que se ha de prestar aten-
cio´n en no confundir la matriz jacobiana asociada a las ecuaciones geome´tricas
(Φq) y la asociada a las velocidades (Φ˙q˙).
En este documento se define β = −Φt(q, t), de forma que la ecuacio´n ante-
rior puede expresarse como:
Φ˙q˙(q, t)q˙ = β (2.22)
Derivando respecto al tiempo las ecuaciones anteriores 2.21 o 2.19 (ecuacio-
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nes de velocidades holo´nomas y no-holo´nomas), se obtienen las ecuaciones
que relacionan las aceleraciones generalizadas.
Φ¨ = Φ˙q˙(q, t)q¨+ Φ˙q(q˙, q, t)q˙+ Φ˙t(q˙, q, t) = 0 (2.23)
Se ha de notar que las matrices jacobianas de este sistema para las acelera-
ciones coincide con las matrices del sistema para velocidades, es decir:
Φ˙q˙ = Φ¨q¨ y Φ˙q = Φ¨q˙ (2.24)
Donde:
Φ¨q¨ =
∂Φ¨
∂q¨
y Φ¨q˙ =
∂Φ¨
∂q˙
(2.25)
Ası´ pues, la ecuacio´n 2.23 se puede escribir como:
Φ¨ = Φ¨q¨(q, t)q¨+ Φ¨q˙(q˙, q, t)q˙+ Φ˙t(q˙, q, t) = 0 (2.26)
De forma ana´loga, en este documento se denomina γ = −Φ¨q˙(q˙, q, t)q˙ −
Φ˙t(q˙, q, t), de forma que la ecuacio´n anterior puede expresarse como:
Φ¨q¨(q, t)q¨ = γ (2.27)
Hay que destacar la linealidad de las ecuaciones anteriores en te´rminos de
las aceleraciones generalizadas.
2.3. Modelado Dina´mico
El modelado dina´mico de sistemas multicuerpo tiene como fin la obtencio´n
de las ecuaciones que describen el comportamiento dina´mico del mismo.
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2.3.1. Planteamiento de las ecuaciones dina´micas
Existen diversas formas de abordar la obtencio´n de las ecuaciones de la
dina´mica. Un gran nu´mero de autores utilizan la formulacio´n de Newton-
Euler, mientras que otros se basan en las ecuaciones de Lagrange.
Aunque la mayorı´a de las te´cnicas presentadas en esta tesis esta´n pensadas
para ser de cara´cter general, independientes de la formulacio´n, para obtener
las ecuaciones dina´micas se ha utilizado el PPV (o principio de Jourdain).
Se ha decido usar el este principio por algunas de las ventajas que presenta:
Es la metodologı´a ma´s utilizada ya que permite abordar el ana´lisis dina´mi-
co sin tener que plantear un nu´mero elevado de ecuaciones.
Produce las ecuaciones ma´s compactas y con propiedades computacio-
nales ma´s interesantes (por ejemplo: simetrı´a en la matriz de masa).
Representa desde la perspectiva simbo´lica toda la riqueza conceptual de
forma que las te´cnicas presentadas en esta tesis son de aplicabilidad ge-
neral. Por ejemplo, tanto las ecuaciones de Lagrange, ası´ como las de
Newton-Euler pueden ser obtenidas a partir de este principio.
2.3.1.1. Acciones de inercia actuantes sobre un so´lido r´ıgido
Para un so´lido2 gene´rico Sk, donde Bk es un punto cualquiera cinema´tica-
mente perteneciente a dicho so´lido, Gk es su centro de masa3, y mk y I
Sk
Bk
son,
respectivamente, la masa y el tensor de inercia4 definido en el punto Bk del
so´lido, las fuerzas y momentos de inercia o de D’Almbert vienen determina-
das por:
2Por so´lido rı´gido se entiende a un conjunto de puntos del espacio que se mueven de ma-
nera que las distancias relativas entre ellos no varı´an con el tiempo.
3Ese punto no tienen porque coincidir con la posicio´n de ninguna de las partı´culas del
so´lido.
4Algunos autores, por simplicidad, definen este tensor respecto al centro de masas. En esta
tesis, por generalizar su definicio´n, se permite que sea definido respecto a cualquier punto del
so´lido y con sus componentes proyectadas de forma natural en la base del so´lido.
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FSk = −mkaGkRI
M
Sk
Bk
= −
dhSkBk
dt
∣∣∣∣∣∣
RI
−mkrGkBk ∧ a
Bk
RI
(2.28)
Donde aGkRI es la aceleracio´n lineal de centro de masas del so´lido con res-
pecto a la referencia inercial del so´lido. hSkBk es el momento angular del so´lido
definido en el punto Bk del mismo y que se define como:
hSkBk = I
Sk
Bk
ω
Sk
RI (2.29)
Se denomina torsor5 de acciones de inercia o de acciones de inercia de D’Alembert
para un so´lido gene´rico Sk aplicado en el punto Bk a la pareja de fuerza y
momento de inercia:
W
Sk
Bk
=
[
FSk
M
Sk
Bk
]
=
 −mka
Gk
RI
− dh
Sk
Bk
dt
∣∣∣∣∣
RI
−mkrGkBk ∧ a
Bk
RI
 (2.30)
2.3.1.2. Acciones exteriores actuantes sobre un so´lido r´ıgido
Se denomina torsor de las wk acciones exteriores al so´lido Sk al torsor:
wSkBk =
wk
∑
j=1
wSkBk j =
wk
∑
j=1
[
fSk j
mSkBk j
]
(2.31)
Donde wSkBk j es el torsor asociado a la accio´n exterior j-e´sima1 formado a la
pareja de fuerza fSk j y momento m
Sk
Bk j
.
5En ingle´s wrench
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2.3.1.3. Ecuaciones dina´micas
Utilizando la notacio´n de torsores empleada anteriormente las ecuaciones
de Newton-Euler analı´ticas para un sistema formado por nS so´lidos puede
escribirse:
e =
nS
∑
k=1
 −mka
Gk
RI
− dh
Sk
Bk
dt
∣∣∣∣∣
RI
−mkrGkBk ∧ a
Bk
RI
+ nS∑
k=1
wk
∑
j=1
[
fSk j
mSkBk j
]
= 0 (2.32)
2.3.1.4. Principio de las potencias virtuales
El PPV puede ser enunciado como:
La suma de la potencia virtual de las acciones actuantes sobre un sistema,incluidas
las acciones de inercia, es igual a cero.
Es decir, es la versio´n analı´tica de la Segunda Ley de Newton.
En su aplicacio´n resulta de intere´s la siguiente propiedad:
La potencia virtual de las acciones de enlace actuantes sobre el sistema es cero para
velocidades virtuales compatibles con los enlaces.
La propiedad anterior no es otra cosa que la versio´n analı´tica de la Tercera
Ley de Newton y puede ser utilizada para la caracterizacio´n analı´tica de las
acciones de enlace.
Sea el torsor gene´rico wSB =
[
fT mTB
]T actuante sobre un punto B gene´rico
perteneciente a un so´lido S, entonces, la potencia virtual del torsor cuando so-
lamente cambia la velocidad q˙i y e´sta toma el valor virtual q˙vi puede escribirse
como:
w˙q˙i =
[
fS
mSB
]T
∂
∂q˙i
[
vBRI
ωSRI
]
q˙vi = w
S
B
∂tSB
∂q˙i
(2.33)
donde vBSRI es la velocidad del punto B perteneciente al so´lido S respecto de
una referencia inercial RI y ωSRI es la velocidad angular del so´lido S respecto a
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la referencia RI. De manera dual al concepto de torsor, la pareja de velocidades
tSB =
[
vBSRI
T
ωSRI
T
]T
se le denomina “grupo cinema´tico” o “torsor cinema´ti-
co”.
Tomando los torsores de inercia de cada uno de los nS so´lidos y de las wk
acciones exteriores aplicadas sobre cada so´lido Sk se plantea el PPV por cada
velocidad generalizada q˙i obtenie´ndose:
ei =
nS
∑
k=1
[
Fk
MkBk
]T
∂
∂q˙i
[
vBkRI
ω
Sk
RI
]
q˙vi +
nS
∑
k=1
wk
∑
j=1
[
fSk j
mSkBk j
]T
∂
∂q˙i
[
vBkRI
ω
Sk
RI
]
q˙vi = 0 (2.34)
Para un sistema con un nu´mero p de coordenadas generalizadas, de forma
compacta, el conjunto completo de ecuaciones toma la siguiente forma:
e =
nS
∑
k=1
[
Fk
MkBk
]T
∂
∂q˙
[
vBkRI
ω
Sk
RI
]
+
nS
∑
k=1
wk
∑
j=1
[
fSk j
mSkBk j
]T
∂
∂q˙
[
vBkRI
ω
Sk
RI
]
= 0 (2.35)
Estas ecuaciones forman un sistema de p ecuaciones y como se ve en las
mismas, el PPV permite obtener las ecuaciones dina´micas como un sumatorio
de productos de torsores por velocidades virtuales (Fuerzas por velocidades y
momentos por velocidades angulares).
Hay que remarcar que los factores q˙v se han eliminado; se simplifican por
ser su valor arbitrario, si son coordenadas independientes.
Los movimientos virtuales empleados son en general, compatibles con los
enlaces presentes en el sistema meca´nico, e incompatibles con otros. Por a la
tercera ley de Newton, los torsores de enlace cuyos enlaces son respetados
(no rotos) por la acotacio´n de partida no producen potencia virtual. Por ello,
solo las inco´gnitas de enlace asociadas a los enlaces que no son compatibles
con la acotacio´n del sistema, pueden aparecer en las ecuaciones resultantes.
Por inco´gnita de enlace se entiende al conjunto de inco´gnitas utilizadas para
caracterizar las fuerzas y momentos de enlace actuantes sobre los so´lidos del
sistema.
En las referencias [33, 4] puede encontrarse una descripcio´n ma´s detallada y
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con ma´s rigor del PPV.
2.3.1.5. Inco´gnitas de enlace
La ecuacio´n anterior permite determinar en un instante arbitrario de tiempo
t, el valor de las aceleraciones generalizadas q¨ del sistema. Esta informacio´n
es utilizada para realizar la integracio´n nume´rica del sistema multicuerpo, de-
nominada simulacio´n dina´mica, que se vera´, ma´s en detalle, ma´s adelante en
este capı´tulo.
Las citadas aceleraciones no son las u´nicas inco´gnitas del problema dina´mi-
co. Tambie´n aparecen como inco´gnitas en el sistema anterior las inco´gnitas de
enlace e = [e1, e2, ..., en]T asociadas a los enlaces que no son compatibles con
la acotacio´n del sistema. El nu´mero de inco´gnitas de enlace es igual al nu´mero
de movimientos impedidos respecto al sistema de so´lidos libre.
En un sistema planteado en te´rminos de un conjunto de p coordenadas ge-
neralizadas q para el que existen c = g + r relaciones cinema´ticas entre las
aceleraciones generalizadas q¨ , el conjunto de ecuaciones
Φq˙q¨+ Φ˙q˙q˙+ Φ˙t = 0 (2.36)
ha de ser an˜adido al conjunto 2.35 de ecuaciones dina´micas para que este
sistema de ecuaciones sea completo.
2.4. Estructura del sistema multicuerpo
Las ecuaciones dina´micas son lineales con respecto a las aceleraciones gene-
ralizadas, q¨.
Se define la matriz de masa M como la parte que “acompan˜a” a las acele-
raciones generalizadas en las ecuaciones de la dina´mica y depende exclusiva-
mente de las coordenadas generalizadas y de los para´metros del sistema. En
general, la matriz M es sime´trica y definida positiva.
El resto de te´rminos de las ecuaciones de la dina´mica se denomina vector δ.
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Por otra parte las acciones de enlace son lineales (Ve) con respecto a las
inco´gnitas de enlace, e.
El conjunto de las ecuaciones dina´micas toma la forma general:
Mq¨+ VTe e = δ (2.37)
O escrito en forma matricial:
[
M VTe
] [q¨
e
]
= δ (2.38)
Donde δ o te´rmino independiente contiene el resto de fuerzas generalizadas:
Coriolis, centrı´petas, constitutivas y externas. En esta tesis ha este te´rmino se
le ha denominado “vector de fuerzas generalizadas”.
Si a estas ecuaciones les an˜adimos las relaciones de las aceleraciones gene-
ralizadas (Ecuacio´n 2.27) para formar un sistema completo, se tiene que:
[
M VTe
Φq˙ 0
] [
q¨
e
]
=
[
δ
γ
]
(2.39)
2.4.0.6. Multiplicadores de Lagrange
La fuerza generalizada asociada a las acciones de enlace puede expresarse
tambie´n en te´rminos del vector de multiplicadores de Lagrange λ.
Es decir,
VTe e = Φ
T
q˙ λ (2.40)
Ası´ pues, el sistema completo de ecuaciones quedarı´a de la siguiente forma:
[
M ΦTq˙
Φq˙ 0
] [
q¨
λ
]
=
[
δ
γ
]
(2.41)
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Como la matriz de masa M es sime´trica, la matriz del sistema completo tam-
bie´n es sime´trica, aunque, en general, no tiene porque´ ser definida positiva.
2.4.0.7. Solucio´n del sistema
A la solucio´n del sistema de ecuaciones anterior para la obtencio´n de las ace-
leraciones generalizadas q¨ y de las inco´gnitas de enlace (λ o e) conocidos los
valores de las coordenadas y velocidades generalizadas en un instante concre-
to de tiempo t se denomina “problema dina´mico”.
2.5. Simulacio´n de sistemas multicuerpo
Una simulacio´n, por definicio´n, es una imitacio´n de un proceso, sistema o
suceso del mundo real. Para realizar dicha simulacio´n se requiere de un mo-
delo, en este caso, el modelo multicuerpo, y la simulacio´n se encarga de repre-
sentar el comportamiento de este modelo a lo largo del tiempo.
En el contexto de las DSM las simulaciones ma´s relevantes son la simulacio´n
analı´tica y la simulacio´n dina´mica.
2.5.1. Problema de ensamblaje
Antes de comenzar la simulacio´n, las coordenadas generalizadas deben sa-
tisfacer el conjunto de ecuaciones geome´tricas y en general, el valor que toman
las coordenadas generalizadas no tiene por que´ satisfacerlas.
Se denomina “Problema de ensamblaje” a la determinacio´n del conjunto de
valores de las coordenadas que satisfagan la ecuacio´n 2.11, es decir:
Φ(q, t) = 0 (2.42)
Cuando las coordenadas generalizadas satisfacen la ecuacio´n anterior se di-
ce que sistema esta´ “montado”.
Se entiende por “valor inicial del vector de coordenadas generalizadas”, q0,
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al conjunto de valores iniciales que toman las coordenadas generalizadas al
inicio de la simulacio´n.
La forma ma´s usual de resolver este sistema de ecuaciones no lineales es
utilizar el me´todo de Newton-Raphson que sustituye el sistema no lineal de
ecuaciones por una aproximacio´n en serie de Taylor de primer orden respecto
de las inco´gnitas.
Ası´ pues, las ecuaciones geome´tricas 2.11 linealizardas en torno al valor de
qk, correspondiente a la iteracio´n k-e´sima se pueden escribir de la siguiente
manera:
Φ(qk−1, t) +Φq(qk−1, t)(qk − qk−1) = 0 (2.43)
Si la iteracio´n del algoritmo Newton-Raphson comienza con k = 1, la so-
lucio´n ma´s pro´xima al conjunto de valores iniciales con la precisio´n deseada,
tolΦ, tolq, se obtendra´ cuando se cumpla
∣∣Φ(qk, t)∣∣ < tolΦ y ∣∣qk − qk−1∣∣ < tolq.
En general el nu´mero de ecuaciones geome´tricas es inferior al de coorde-
nadas generalizadas, es decir, el sistema de ecuaciones lineal del me´todo de
Newton-Raphson es compatible indeterminado. Por lo tanto, habra´ un con-
junto infinito de soluciones, de entre las cuales habra´ que elegir una. Se ha
de elegir la solucio´n que satisfaga el sistema y que modifique el valor de la
iteracio´n anterior qk−1 lo mı´nimo posible.
A tal fin, una posibilidad es la utilizacio´n de la pseudoinversa en la resolu-
cio´n de 2.43 de forma que en cada iteracio´n la variacio´n qk − qk−1 tiene norma
mı´nima. Es decir:
qk = qk−1 +Φ†q(qk−1, t) ·Φ(qk−1, t) (2.44)
En ocasiones es inevitable la introduccio´n de ecuaciones redundantes, en tal
caso el sistema 2.43 puede ser incompatible, salvo en el entorno de la solucio´n.
Para evitar este problema, puede ser usada la misma solucio´n basada en la
pseudoinversa.
De la misma forma que los valores iniciales dados a las coordenadas gene-
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ralizadas no tienen por que´ satisfacer el conjunto de ecuaciones geome´tricas,
el conjunto de valores iniciales, q˙0, asignado a las velocidades generalizadas
tampoco tiene por que´ satisfacer las ecuaciones cinema´ticas para las velocida-
des generalizadas.
El problema de velocidades inicial se resuelve de forma ana´loga obteniendo
los valores del vector de velocidades generalizas que menos modifique dicho
valor inicial de las mismas. Es decir:
q˙ = q˙0 + Φ˙
†
q˙(q, q˙0, t)
(
β− Φ˙q˙(q, q˙0, t) · q˙0
)
(2.45)
Se ha destacar que el problema de ensamblaje es equivalente a la proyeccio´n
de las coordenadas y velocidades sobre el plano tangente a las restricciones
(denominada “correccio´n”) que es requerida en los problemas de integracio´n
asociados a la simulacio´n dina´mica del sistema.
Por u´ltimo cabe sen˜alar que corregir las aceleraciones generalizadas de un
sistema, por lo general, tiene intere´s en caso de que se quiera realizar u´nica-
mente una simulacio´n cinema´tica.
2.5.2. Problema de posicio´n, velocidad y aceleracio´n inicial
Las ecuaciones geome´tricas, en general, no forman un conjunto completo de
ecuaciones (nu´mero de ecuaciones geome´tricas independientes es menor que
nu´mero el de coordenadas generalizadas). Puede que se desee no so´lo que el
valor de las coordenadas generalizadas tome un valor compatible con las ecua-
ciones geome´tricas (problema de ensamblaje) sino que adema´s el mecanismo
presente una posicio´n inicial especı´fica. Ya se ha comentado que pueden existir
infinitas soluciones y se puede desear estar cerca de una de ellas.
En este caso es necesario aumentar el conjunto de ecuaciones geome´tricas,
con ecuaciones adicionales destinadas a fijar la posicio´n del inicial sistema. El
nu´mero de ecuaciones adicionales ha de coincidir con el nu´mero de coordena-
das independientes del sistema, en el caso en que se desee una posicio´n en que
todas las coordenada generalizadas queden fijadas.
Generalmente estas ecuaciones que se an˜aden toman la forma:
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qj − qj0 = 0 (2.46)
El conjunto total de ecuaciones geome´tricas, denominado ΦInit(q, t), esta
formado por las ecuaciones geome´tricas vistas en 2.11 ma´s el conjunto de ecua-
ciones anteriores, ası´ pues:
ΦInit(q, t) =

Φ(q, t)
...
qj − qj0
...
 = 0 (2.47)
Para obtener el valor de las coordenadas generalizadas, de forma que el sis-
tema se encuentre montado y en la posicio´n deseada, se aplica el algoritmo de
Newton-Raphson descrito en el apartado anterior al conjunto de ecuaciones
geome´tricas ampliado con las ecuaciones adicionales para fijar la posicio´n.
Ana´logamente, las ecuaciones cinema´ticas para velocidades generalizadas
no forman un conjunto completo de ecuaciones (nu´mero de ecuaciones para
velocidades independientes es menor que el nu´mero de coordenadas genera-
lizadas). Ası´ si se desea inicializar las velocidades de forma que su valor sea
compatible con ellas y adema´s especificar la velocidad concreta del sistema, es
necesario introducir un conjunto adicional de ecuaciones para que el sistema
resultante sea compatible determinado.
Generalmente estas ecuaciones toman la forma:
q˙j − q˙j0 = 0 (2.48)
De forma ana´loga al problema de posicio´n, el conjunto total de ecuacio-
nes cinema´ticas para velocidades generalizadas, denominado Φ˙Init(q, q˙, t), es-
ta formado por las ecuaciones geome´tricas vistas en 2.12 ma´s el conjunto de
ecuaciones anteriores, ası´ pues:
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Φ˙Init(q, q˙, t) =

Φ˙(q, q˙, t)
...
q˙j − q˙j0
...
 = 0 (2.49)
Aunque por lo general carece de intere´s pra´ctico, un problema ana´logo al
anterior puede resolverse para el caso en que se desee especificar la aceleracio´n
del sistema en el instante inicial, por ejemplo en una simulacio´n cinema´tica.
2.5.3. Simulacio´n cinema´tica
Un problema que suele resultar de intere´s es la simulacio´n u´nicamente del
movimiento del sistema, para por ejemplo, conocer su espacio de trabajo.
Este problema puede ser abordado de dos formas, segu´n la naturaleza del
mismo.
2.5.3.1. Sin integracio´n
Si el sistema no tiene restricciones no-holo´nomas basta con introducir un
conjunto adicional de ecuaciones para las coordenadas, velocidades y acele-
raciones generalizadas. Este conjunto de ecuaciones adicionales fijan la evolu-
cio´n de un conjunto de las coordenadas, velocidades y aceleraciones generali-
zadas elegidas como independientes para realizar la simulacio´n. En este caso
la forma general de las citadas ecuaciones es:
qj − f j(t) = 0
q˙j − f˙ j(t) = 0
q¨j − f¨ j(t) = 0
De esta forma la simulacio´n cinema´tica del mecanismo durante un intervalo
de tiempo, se consigue mediante la solucio´n para los diferentes instantes de
tiempo de los problemas de posicio´n, velocidad y aceleracio´n ( Seccio´n 2.5.2)
incrementados respectivamente con las ecuaciones para posiciones, velocida-
des y aceleraciones anteriores. Es decir:
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ΦK.S.(q) =

Φ(q)
...
qj − f j(t)
...
 = 0 (2.50)
Φ˙K.S.(q, q˙) =

Φ˙(q, q˙)
...
q˙j − f˙ j(t)
...
 = 0 (2.51)
y
Φ¨K.S.(q, q˙, q¨) =

Φ¨(q, q˙, q¨)
...
q¨j − f¨ j(t)
...
 = 0 (2.52)
t← 0
mientras t < t f inal hacer
Resolver ΦK.S.(q) = 0
Resolver Φ˙K.S.(q, q˙) = 0
Resolver Φ¨K.S.(q, q˙, q¨) = 0
t← t + ∆t
Figura 2.1.: Resolucio´n nume´rica sin integracio´n
Ası´ se obtendrı´an los valores de q, q˙ en los citados instantes.
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2.5.3.2. Con integracio´n
Si se han resuelto los problemas de posicio´n y velocidad iniciales, es posible
realizar la simulacio´n anterior sin especificar las ecuaciones adicionales para
coordenadas independientes (o especificando so´lo un subconjunto de estas).
Tambie´n es posible realizar la simulacio´n sin especificar las ecuaciones para
velocidades generalizadas (o especificando so´lo un subconjunto de estas). En
estos casos siempre es necesario que las ecuaciones para aceleraciones inde-
pendientes sean especificadas.
El sistema ddtq = q˙ y
d
dt q˙ = q¨ es un sistema de ecuaciones diferenciales que
puede ser integrado para obtener la evolucio´n de q y de q˙. Ası´, se puede evi-
tar el proporcionar ecuaciones para coordenadas y velocidades generalizadas,
u´nicamente siendo necesarias las ecuaciones para las aceleraciones indepen-
dientes. En el caso de que se tenga alguna de las ecuaciones para coordenadas
o velocidades, esto permite sustituir los valores de la integracio´n por los valo-
res ma´s exactos proporcionados por dichas ecuaciones.
Si alguna de las ecuaciones para el problema de posiciones ΦK.S. y de velo-
cidades Φ˙K.S. no esta´ disponible, como es el caso de sistemas no-holo´nomos,
basta con resolver las ecuaciones anteriores despue´s de realizar la integracio´n.
Esto a su vez implica resolver los problemas de posicio´n y velocidad iniciales.
La simulacio´n cinema´tica de sistemas con ecuaciones no-holo´nomas requie-
re de la integracio´n nume´rica descrita anteriormente. El algoritmo anterior
queda como se ve en la figura 2.2:
Por simplicidad, el algoritmo de la figura 2.2 de integracio´n se denomina
Me´todo de Euler Explı´cito, aunque puede ser extendido trivialmente a cualquier
otro integrador.
Se trata de un procedimiento de integracio´n nume´rica para resolver ecua-
ciones diferenciales ordinarias a partir de un valor inicial dado. Una posible
interpretacio´n es que en cada instante de tiempo las funciones del tiempo q y
q˙ se pueden sustituir por su aproximacio´n en serie de Taylor de primer orden.
q(t + ∆t) ≈ q(t) + q˙(t)∆t
q˙(t + ∆t) ≈ q˙(t) + q¨(t)∆t (2.53)
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t← 0
Resolver ΦInit(q) = 0
Resolver Φ˙Init(q, q˙) = 0
mientras t < t f inal hacer
Resolver Φ¨K.S.(q, q˙, q¨) = 0
q← q+ q˙ · ∆t
q˙← q˙+ q¨ · ∆t
si Ecuaciones no-holo´nomas entonces
Resolver ΦK.S.(q) = 0
Resolver Φ˙K.S.(q, q˙) = 0
t← t + ∆t
Figura 2.2.: Integracio´n nume´rica para cinema´tica (Euler expl´ıcito)
El error de la aproximacio´n es de segundo orden, es decir, del orden de ∆t2 ,
ası´ que si se desea precisio´n en la integracio´n se deben elegir valores pequen˜os
para ∆t.
El algoritmo anterior tiene una mejora inmediata, consiste en utilizar la
aproximacio´n de segundo orden para obtener q, es decir:
q = q+ (q˙+
1
2
q¨∆t)∆t (2.54)
Aun ası´ hay que destacar que a dı´a de hoy existen numerosos me´todos
nume´ricos de integracio´n y que cualquiera de ellos es va´lido para la integra-
cio´n en DSM.
2.5.4. Correccio´n de la posicio´n y la velocidad
Durante la simulacio´n cinema´tica o dina´mica del sistema6 puede ocurrir que
el valor de las coordenadas generalizadas y el de las velocidades generalizadas
6Estos procedimientos normalmente implican la integracio´n de un sistema de ecuaciones
diferenciales
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dejen de satisfacer el sistema de ecuaciones geome´tricas y el de ecuaciones
cinema´ticas para las velocidades generalizadas. Esto es debido a la imprecisio´n
inherente al proceso de integracio´n nume´rica.
Por ejemplo, con el algoritmo de integracio´n de euler visto anteriormente,
es fa´cil comprobar co´mo en cada instante de tiempo se van sumando errores
del orden de O(∆t2), ası´ que en el peor de los casos el error en el instante de
tiempo t es del orden O( t∆t∆t2) = O(t · ∆t).
En el esquema de integracio´n no se ha hecho nada especial para que a lo
largo del proceso se satisfagan las ecuaciones cinema´ticas para coordenadas y
velocidades. Ası´ que los errores en la satisfaccio´n de las ecuaciones geome´tri-
cas y cinema´ticas sera´n del mismo orden de magnitud.
El efecto fı´sico del citado error es que los enlaces no garantizados por la
acotacio´n (para los que se habı´an planteado ecuaciones cinema´ticas) dejan de
satisfacerse poco a poco y el sistema que se esta´ integrando deja de compor-
tarse como el sistema original, lo que facilita la desestabilizacio´n del proceso
de integracio´n.
Evidentemente, la disminucio´n del paso de integracio´n ∆t o la utilizacio´n de
algoritmos de integracio´n de orden superior hacen ma´s pequen˜o el problema
anterior. Esto lo u´nico que supone es que la desestabilizacio´n del proceso de
integracio´n ocurra ma´s tarde en el tiempo, pero no lo impide.
Una posible forma de evitar la indeseable desestabilizacio´n es mediante la
utilizacio´n del algoritmo de correccio´n de coordenadas y velocidades genera-
lizadas. Este algoritmo es ana´logo al problema de ensamblaje para posicio´n y
una versio´n de este mismo problema para velocidades.
Segu´n este algoritmo, despue´s de cada paso de integracio´n los valores obte-
nidos para las coordenadas y velocidades generalizadas del sistema se modi-
fican ligeramente para que satisfagan las ecuaciones cinema´ticas.
En te´rminos ma´s matema´ticos se dice que la solucio´n obtenida se proyecta
sobre el espacio de soluciones permitido. Este espacio es para las coordena-
das generalizadas el que determinan las ecuaciones de enlace geome´trico para
coordenadas y para las velocidades generalizadas el determinado por las ecua-
ciones de enlace cinema´tico.
Ası´ pues, se pueden resolver los problemas de correccio´n de posicio´n y de
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velocidad descritos anteriormente despue´s de cada paso de integracio´n, con
lo que se consigue corregir la posicio´n y la velocidad dentro del algoritmo de
integracio´n, de forma que se satisfagan las ecuaciones cinema´ticas a lo largo
de este. Esta correccio´n permite estabilizar el algoritmo de integracio´n.
El algoritmo de integracio´n nume´rica introduciendo las proyecciones (co-
rrecciones) ya citadas se detalla en la figura 2.2
t← 0
Resolver ΦInit(q) = 0
Resolver Φ˙Init(q, q˙) = 0
mientras t < t f inal hacer
Resolver Φ¨K.S.(q, q˙, q¨) = 0
q← q+ q˙ · ∆t
q˙← q˙+ q¨ · ∆t
Proyeccio´n de coordenadas
Proyeccio´n de velocidad
t← t + ∆t
Figura 2.3.: Integracio´n nume´rica para cinema´tica con proyeccio´n
La pseudoinversa puede modificarse introduciendo una me´trica para los
errores en posiciones y velocidades. Esto confiere generalidad al planteamien-
to propuesto.
2.6. Simulacio´n dina´mica directa
en los problemas de simulacio´n dina´mica las aceleraciones generalizadas
se obtienen mediante la solucio´n del problema de aceleraciones incluyendo
un conjunto de ecuaciones para las aceleraciones independientes. En la simu-
lacio´n dina´mica e´stas se obtienen del sistema de ecuaciones de la dina´mica
(Ecuaciones: 2.41) conocidos los valores de las coordenadas y velocidades ge-
neralizadas en un instante concreto de tiempo t.
El algoritmo de la figura 2.4 de integracio´n nume´rica para la dina´mica es
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ana´logo al de la cinema´tica si bien el me´todo para el ca´lculo de las aceleracio-
nes es diferente.
Al igual que en el caso de la cinema´tica, despue´s de realizar la integracio´n,
se ha de realizar una proyeccio´n de posiciones y velocidades ya que no se
satisfacen las ecuaciones cinema´ticas.
t← 0
Resolver ΦInit(q) = 0
Resolver Φ˙Init(q, q˙) = 0
mientras t < t f inal hacer
Resolver e(q¨,λ) = 0
q← q+ q˙ · ∆t
q˙← q˙+ q¨ · ∆t
Proyeccio´n de coordenadas
Proyeccio´n de velocidad
t← t + ∆t
Figura 2.4.: Integracio´n nume´rica para dina´mica
2.7. Ca´lculo de las matrices y vectores del problema
DSM y exportacio´n de los mismos
Una vez determinados simbo´licamente la parametrizacio´n y las ecuaciones
del sistema multicuerpo se han de obtener las matrices necesarias para la re-
solucio´n de los diferentes problemas de la DSM. Como se ha comentado, sin
pe´rdida de generalidad, en esta tesis se plantea una formulacio´n basada el el
PPV con multiplicadores de Lagrange.
Para obtener las matrices necesarias, como base de partida, se supone ya
parametrizado el sistema por medio de q,q˙ y q¨. Se conocen los nS so´lidos y
los w torsores. El conjunto w de torsores esta´ formado por los torsores de gra-
vedad y por los torsores asociados a fuerzas externas e internas del sistema.
Se suponen ya conocidas las e ecuaciones dina´micas, obtenidas, por ejemplo,
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mediante el PPV descrito en este capı´tulo.
De igual manera esta´n determinas las ecuaciones geome´tricas Φ y, en caso
de haberlas, las ecuaciones no-holo´nomas Φ˙NH. Tambie´n se conoce un con-
junto de ecuaciones de posicio´nΦInit y velocidad iniciales Φ˙Init para definir el
estado inicial del sistema.
2.7.1. Matrices del problema cinema´tico
A partir de las restricciones geome´tricas Φ, tomando la derivada total res-
pecto al tiempo se obtiene el vector simbo´lico de ecuaciones Φ˙. A este conjunto
de ecuaciones se le an˜ade las ecuaciones no-holonomas para obtener el conjun-
to completo de ecuaciones de enlace cinema´tico, es decir:
Φ˙ =
[
Φ˙
Φ˙NH
]
(2.55)
No´tese el abuso de notacio´n al denotarlo tambie´n Φ˙.
Este conjunto de ecuaciones se vuelve a derivar ana´logamente respecto del
tiempo para obtener las ecuaciones cinema´ticas para las aceleraciones genera-
lizadas que se han denominado: Φ¨.
A continuacio´n, se han de obtener los te´rminos independientes de los pro-
blemas de posicio´n y de velocidad, que segu´n se vio en las ecuaciones 2.22 y
2.27 se han denominado β y γ respectivamente.
El problema de velocidad (Ecuacio´n 2.21) tiene la siguiente forma:
Φ˙ = Φq(q, t)q˙− β = 0 (2.56)
donde β = −Φt(q, t).
Este te´rmino independiente puede ser obtenido a partir de el conjunto de
ecuaciones de velocidades Φ˙, sustituyendo las velocidades generalizadas q˙
por 0 y multiplicado el resultado por −1.
La ecuacio´n del problema de aceleraciones (2.23) tiene la siguiente forma:
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Φ¨ = Φq(q, t)q¨− γ = 0 (2.57)
donde γ = −Φ˙q(q˙, q, t)q˙− Φ˙t(q˙, q, t).
Este te´rmino independiente puede ser obtenido a partir de el conjunto de
ecuaciones de aceleraciones Φ¨, sustituyendo las aceleraciones generalizadas q¨
por 0 y multiplicado el resultado por −1.
Las matrices jacobianas de posicio´n Φq, velocidad Φ˙q˙ y aceleracio´n Φ¨q¨ ob-
tenerse segu´n:
Φq =
∂Φ
∂q
, Φ˙q˙ =
∂Φ˙
∂q˙
y Φ¨q¨ =
∂Φ¨
∂q¨
(2.58)
No´tese que para un sistema holo´nomo, a nivel nume´rico las tres matrices
jacobianas de posicio´n, velocidad y aceleracio´n son iguales. Es decir:
Φq = Φ˙q˙ = Φ¨q¨ (2.59)
Pero en un problema no-holo´nomo u´nicamente las matrices jacobianas de
velocidad y aceleracio´n son iguales, es decir:
Φq 6= Φ˙q˙ = Φ¨q¨ (2.60)
Para los ca´lculos cinema´ticos, en el planteamiento definido en esta tesis, se
va a usar siempre la matriz jacobiana de velocidades Φ˙q˙.
2.7.1.1. Problema de posicio´n y velocidad incial
Como se ha descrito en 2.5.2 para poder resolver los problemas de posicio´n
y velocidad iniciales se ha de completar el conjunto de ecuaciones geome´tri-
cas de posicio´n Φ y velocidad Φ˙ con el conjunto de ecuaciones iniciales de
posiciones ΦInit y velocidades Φ˙Init)
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Obviamente, por abuso de notacio´n, al conjunto total de ecuaciones para
resolver este problema se denomina tambie´n ΦInit para la posicio´n inicial y
Φ˙Init para la velocidad inicial:
ΦInit =
[
Φ
ΦInit
]
y Φ˙Init =
[
Φ˙
Φ˙Init
]
(2.61)
Para resolver estas ecuaciones, se ha de obtener el te´rmino independiente
del problema de velocidad βInit. Para ello se toma el conjunto de ecuaciones
en velocidades Φ˙Init y de sustituyen las velocidades generalizadas por 0 y el
resultado se multiplica por −1.
Las matrices jacobianas de posicio´n incial Φq Init, velocidad inicial Φ˙Initq˙ se
obtienen mediante:
Φq
Init =
∂ΦInit
∂q
y Φ˙Initq˙ =
∂Φ˙Init
∂q˙
(2.62)
2.7.2. Matrices del problema dina´mico
Para la simulacio´n dina´mica (Seccio´n 2.6) son necesarios la matriz de masa
M y el vector de fuerzas generalizadas δ.
Al ser las ecuaciones dina´micas, e(q, q˙, q¨,φ, τ), lineales en las aceleraciones,
la matriz de masa M se obtiene como:
M(q, q˙) =
∂e(q, q˙, q¨,φ, τ)
∂q¨T
(2.63)
El elevado coste computacional del ca´lculo simbo´lico de esta matriz hace
que sea uno de los cuellos de botella del modelado simbo´lico.
El vector de fuerzas generalizadas δ puede ser obtenido a partir de el con-
junto de ecuaciones dina´micas, multiplicado por −1, y asignando a las ace-
leraciones generalizadas q¨ un valor nulo. Simbo´licamente, sustituyendo las
aceleraciones generalizadas por cero.
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2.7.3. Exportacio´n de matrices para la resolucio´n del problema
DSM
Las matrices y vectores simbo´licos necesarios para la solucio´n de los distin-
tos problemas de la DSM han ser exportados en forma de funciones que sean
evaluadas por un co´digo nume´rico.
Se ha de exportar las matrices y vectores siguientes:
Problema de posicio´n inicial: ΦInit,Φq Init,Φ˙Initq˙ y β
Init.
Problema cinema´tico: Φ, Φ˙, Φ˙q˙, β y γ.
Problema dina´mico: M, δ.
Otros elementos como vector coordenadas q, de velocidades q˙, de acele-
raciones q¨, de para´metros φ, multiplicadores de Lagrange λ, etc...
2.8. Coordenadas sin inercia asociada
Segu´n la naturaleza de las coordenadas puede darse el caso de que la matriz
de masa de un sistema multicuerpo sea singular y que puede estar asociado a
diversas causas.
Por ejemplo, a que se haya definido un nu´mero de coordenadas mayor que
el estrictamente necesario. Esto puede ser debido, por ejemplo, a que el di-
sen˜ador quisiese introducir una fuerza en funcio´n de una coordenada que no
forme parte del modelo original.
Otro caso puede ser el de que el disen˜ador necesite el valor de una coorde-
nada que, no formando parte del sistema multicuerpo, sea necesaria de cara al
post-proceso de la informacio´n obtenida.
Por otro lado, esta´n los problemas de contacto entre dos cuerpos, donde
para determinar el punto de contacto se necesita un conjunto de coordenadas
“extra” para definir las restricciones.
El estudio de este tipo de coordenadas ha sido tratado por diversos au-
tores proponiendo diferentes tratamientos, ası´ como diversas denominacio-
nes para las coordenadas de este tipo. Ası´ pues, en general, para problemas
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donde se desea estudiar el contacto entre dos superficies, han sido denomina-
das “para´metros superficiales” (surface parameters) [34],[35],[36],[37] [38], [39] y
[40], otros autores las han denominado “coordenadas no generalizadas” [34],
“variables auxiliares” (auxiliar variables) [41] o “coordenadas mixtas” (mixed
coordinates) [1].
La caracterı´stica comu´n de las citadas coordenadas es que no tienen una
inercia asociada y con la intencio´n de enfocar su tratamiento desde una pers-
pectiva unificada, en este tesis, se ha decidido denominarlas “coordenadas sin
inercia asociada”.
La problematica introducida por las citadas coordenadas sin inercia asocia-
da es la singularidad en la matriz de masa M debida a la aparicio´n de filas y
columnas nulas. Si bien esta matriz es singular, la matriz del sistema completo
(2.41) no lo sera´.
2.8.1. Ejemplo de sistema con coordenadas sin inercia asociada
La figura 2.5 muestra la topologı´a de la matriz de masa del ejemplo A.5,
donde cada uno de los puntos representa un elemento no nulo. Toda la infor-
macio´n dina´mica del modelo se encuarta en la sub-matriz superior izquierda.
El resto de sub-matrices esta´n llenas de ceros, son los elementos asociado a las
coordenadas sin inercia asociada.
El hecho de que toda la informacio´n de la dina´mica solo aparezca en una
sub-matriz, puede ser aprovechado para resolver el sistema dina´mico de for-
ma ma´s eficiente. De igual manera, puede ser aprovechado para que la gene-
racio´n simbo´lica de la masa se realice tambie´n de forma ma´s eficiente, como se
vera´ en ma´s adelante.
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Figura 2.5.: Matriz de de masa del ejemplo A.5
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CAPI´TULO 3
ATOMIZACIO´N. ALGORITMOS
SIMBO´LICOS. EXPORTACIO´N
La eficiencia de los me´todos simbo´licos presentados en esta tesis depende
principalmente de la metodologı´a de atomizacio´n. Tanto el taman˜o en me-
moria de la expresiones simbo´licas como el tiempo de ca´lculo computacional
esta´n fuertemente ligados al proceso de atomizacio´n.
Por lo tanto, es necesaria una metodologı´a capaz de obtener, de una forma
eficiente, expresiones simbo´licas atomizadas y trabajar con ellas para realizar
algunas de las tareas necesarias (derivacio´n y sustitucio´n) del ca´lculo simbo´li-
co.
De igual manera, es necesaria un metodologı´a que permita, a partir de ex-
presiones atomizadas, generar y exportar co´digo que sera´ utilizado en la fase
de ana´lisis nume´rico.
En este capı´tulo se presenta un conjunto de me´todos y algoritmos enfocados
a la atomizacio´n y que permiten superar los problemas ligados a esta.
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3.1. Proceso de atomizacio´n.
Como se ha visto en 1.1, se entiende por “atomizacio´n” la te´cnica que busca
en un conjunto de expresiones simbo´licas sub-expresiones que se repitan con
el objetivo de sustituirlas por variables auxiliares de forma recursiva. No´tese
que las sub-expresiones a su vez esta´n sometidas a este proceso de atomiza-
cio´n. Estas variables auxiliares definidas para las sub-expresiones se denomi-
nan “a´tomos”.
El proceso de atomizacio´n presenta una serie de ventajas tanto en el ca´lculo
simbo´lico como en el nume´rico.
En ca´lculo simbo´lico, permite disminuir el taman˜o en memoria ocupado por
las expresiones y permite acelerar (usando los algoritmos adecuados) las dife-
rentes operaciones o manipulaciones simbo´licas.
En ca´lculo nume´rico, reduce dra´sticamente el nu´mero de operaciones ne-
cesarias para evaluar nume´ricamente un conjunto de expresiones simbo´licas.
Adema´s, al ser el taman˜o ocupado en memoria por el conjunto de expresiones
menor, la evaluacio´n nume´rica de realiza de forma ma´s ra´pida y la compila-
cio´n de las expresiones se realiza tambie´n ma´s ra´pido.
3.1.0.1. Atomizacio´n. Ejemplo
Sea el vector δ del ejemplo A.1 formado por dos expresiones simbo´licas :
δ =
[ −Fb + sin(−θ) lp mp θ˙2 cvis x˙
Mp + (θ − θ0) k− sin(−θ) lp g mp
]
(3.1)
En el conjunto de expresiones anterior hay una sub-expresio´n comu´n:
sin(−θ) lp mp,
por lo que esta puede ser sustituida, por ejemplo, por un conjunto de varia-
bles auxiliares, α1 y α2, que la contengan1:
1No´tese que existen otras opciones de atomizacio´n
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α1 = lp mp
α2 = sin(−θ) α1
δ =
[ −Fb + α2 θ˙2 cvis x˙
Mp + (θ − θ0) k− α2 g
] (3.2)
A la hora de evaluar nume´ricamente el vector δ, se evita tener que repetir
operaciones, u´nicamente es necesario calcular la sub-expresio´n sin(−θ) lp mp
una vez. Esto produce un ahorro total de cuatro operaciones algebraicas que
no se han de realizar, tres productos y el ca´lculo de un seno. Adema´s, simbo´li-
camente la representacio´n 3.1 es ma´s breve que 3.2.
Al proceso contrario a la atomizacio´n, es decir, al de sustituir todos estos
“a´tomos” por su expresio´n asociada en una expresio´n para obtenerla en forma
expandida (o en extenso) se le denomina “desatomizacio´n”.
En este documento se describen dos tipos de atomizacio´n, atomizacio´n “so-
bre la marcha” y atomizacio´n “completa”
3.1.1. Atomizacio´n “sobre la marcha”
En esta tesis se presenta un proceso de atomizacio´n “sobre la marcha” enfo-
cado a ser de propo´sito general e independiente del formulismo2.
La idea principal de la atomizacio´n “sobre la marcha” es que conforme se
vaya construyendo simbo´licamente el sistema, el resultado de cada operacio´n
simbo´lica sea atomizando.
La atomizacio´n se hace teniendo en cuenta hay dos tipos de operaciones:
Operaciones binarias Esta´n formadas un operador y dos operandos, es decir,
sumas, restas, productos o divisiones.
Funciones Esta´n formadas por una funcio´n (en el campo DSM son principal-
mente funciones trigonome´tricas, exponenciales y de valor absoluto) y
un argumento.
Las operaciones de tipo binario y funciones pueden darse entre variables
2Si bien este texto se centra en la DSM, el mismo procediendo de atomizacio´n es perfecta-
mente va´lido en otros campos en lo que un ca´lculo simbo´lico sea necesario.
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simbo´licas, variables nume´ricas y a´tomos.
3.1.1.1. Ejemplo
A modo de ejemplo se analiza el suma de dos vectores, u y v, cuyas compo-
nentes son conocidas respectivamente en las bases B1 y B2:
{
u
}
B1 =
uxuyuz

B1
y
{
v
}
B2 =
vxvyvz

B2
(3.3)
Sea la matriz de cambio de base:
RB2B1 =
1 0 00 cos(θ) − sin(θ)
0 sin(θ) cos(θ)
 (3.4)
La suma de los vectores realizada en la base B1 mediante el proceso se ato-
mizacio´n “sobre la marcha” se obtienen como se detalla a continuacio´n:
{
u+ u
}
B1 =
{
u
}
B1 + R
B2
B1
{
v
}
B2 =
uxuyuz

B1
+
1 0 00 cos(θ) − sin(θ)
0 sin(θ) cos(θ)
vxvyvz

B2
=
uxuyuz

B1
+
1 0 00 α1 −α2
0 α2 α1
vxvyvz

B2
=
uxuyuz

B1
+
 vxα1vy − α2vz
α2vy + α1vz

B1
=
uxuyuz

B1
+
 vxα3 − α4
α5 − α6

B1
=
uxuyuz

B1
+
vxα7
α8

B1
=
 vxα9
α10

B1
(3.5)
Donde αi son las variables auxiliares o a´tomos:
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α1 = cos(θ) α2 = sin(θ)
α3 = α1vy α4 = α2vz
α5 = α2vy α6 = α1vz
α7 = α3 − α4 α8 = α5 − α6
α9 = uy + α7 α10 = uz + α8
(3.6)
3.1.2. Atomizacio´n completa de expresiones
En caso de querer atomizar expresiones simbo´licas completas, es decir no
hayan sido obtenidas mediante un proceso continu´o de operaciones binarias y
funciones se ha de hacer un proceso atomizacio´n completo.
Este es el caso, por ejemplo, cuando una expresio´n es el resultado de un
proceso de derivacio´n (o de sustitucio´n de sı´mbolos) o una expresio´n simbo´lica
cualquiera.
No´tese que el proceso de atomizacio´n “sobre la marcha” es un caso parti-
cular del proceso de atomizacio´n “completa” en donde la expresiones u´nica-
mente tienen un operador o una funcio´n. Ası´ pues, en la seccio´n 3.4 se presenta
un algoritmo que realiza este proceso y que de igual manera es va´lido para el
proceso de atomizacio´n “sobre la marcha”.
3.1.3. Atomizacio´n en Robotran. Problema´tica
En [2] (Seccio´n 5.5) se presenta la atomizacio´n utilizada por el paquete co-
mercial Robotran [11] y en donde se le denomina“condensacio´n”. Este paquete
dispone de un motor simbo´lico propio y tambie´n realiza un proceso propio de
atomizacio´n “sobre la marcha”.
El proceso de atomizacio´n se realiza como se describe a continuacio´n:
1. Cada vez que se realiza una operacio´n simbo´lica, el resultado es proce-
sado (reorganizado y simplificado algebraica y trigonome´tricamente) y,
a continuacio´n, es almacenado en una variable auxiliar.
2. El conjunto de variables auxiliares es procesado de nuevo, donde las va-
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riables auxiliares innecesarias o nulas son eliminadas.
3. Por u´ltimo, este conjunto de variables auxiliares se reordena con la in-
tencio´n de que variables auxiliares que no dependan de otras puedan
ser evaluadas nume´ricamente en paralelo por las unidades aritme´ticas
del ordenador. La tecnologı´a de compiladores actual parece que no es
capaz de sacar ventaja de este hecho.
Pero esta metodologı´a de atomizacio´n tiene una serie de problemas que ha-
cen que no sea la mejor opcio´n para el modelado simbo´lico de sistemas multi-
cuerpo:
Tiene un gran dependencia de la formulacio´n en la que se este´ usando,
u´nicamente es o´ptima cuando se use una formulacio´n de tipo recursivo.
En formulaciones de tipo no recursivo esta metodologı´a de atomizacio´n
genera un gran nu´mero de variables auxiliares, donde muchas de ellas
tienen asociada la misma sub-expresio´n simbo´lica, llegando a ocurrir que
las funciones generadas sean incompatibles con los compiladores actua-
les.
El autor indica que en caso de aparecer variables auxiliares que tengan
asociada la misa expresio´n no se realiza ningu´n tratamiento especial. Ya
que segu´n indica, al usar una formulacio´n de tipo recursivo, este hecho
ocurre de forma marginal y no merece la pena ser tratado.
Tiene un costo computacional an˜adido. Por cada nueva variable auxiliar
que se crea, los elementos de su expresio´n asociada han de ser reorde-
nados segu´n unas reglas especiales citadas en la referencia anterior. Una
vez reordenados, se ha de chequear la existencia de posibles simplifica-
ciones de tipo algebraica y trigonome´trico.
Se ha de realizar un nuevo proceso de eliminacio´n de las variables inne-
cesarias y nulas, para evitar lo que denomina “explosio´n simbo´lica”.
3.2. Implementacio´n de la atomizacio´n
Para la implementacio´n de la te´cnica de atomizacio´n en un co´digo simbo´lico
es necesario disponer de las estructuras de datos que relacionen las distintas
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expresiones simbo´licas con sus correspondientes a´tomos asociados.
El proceso de atomizacio´n ha de ser bidireccional:
A partir de una expresio´n simbo´lica, se ha de poder buscar si esta ya ha
sido previamente atomizada y en caso afirmativo obtener dicho a´tomo.
En caso negativo se ha de poder crear un nuevo a´tomo que represente a
la expresio´n simbo´lica.
Es decir: Expresio´n→ A´tomo.
Dado un a´tomo se ha poder obtener la expresio´n asociada a e´l.
Es decir: A´tomo→Expresio´n.
En esta seccio´n se explican los tipos de estructuras que se han definido para
realizar las dos tareas anteriores. Ma´s adelante, en la seccio´n 3.4 se explican los
algoritmos implementados para el realizar el proceso de atomizacio´n de una
forma eficiente.
3.2.1. Estado original de las funciones de atomizacio´n y
desatomizacio´n
La situacio´n de partida para este trabajo desarrollado en esta tesis en lo re-
ferente a la atomizacio´n es la situacio´n presentada en [3].
En la citada referencia de presenta la librerı´a simbo´lica lib 3D MEC-GiNaC
y en la que ya hay implementado un proceso de atomizacio´n.
3.2.1.1. A´tomo
En esta librerı´a existe definida una clase denominada Atom. Esta clase con-
tiene un campo que permite almacenar una expresio´n simbo´lica asociada y,
tambie´n, contiene un me´todo que permite obtener dicha expresio´n simbo´lica.
Cada objeto (a´tomo) creado a partir de la clase representa a una variable
simbo´lica y almacena la expresio´n simbo´lica asociada al mismo. Cada uno de
los a´tomos es guardado en una tabla que se expande dina´micamente, denomi-
nada “tabla de a´tomos”.
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3.2.1.2. Atomizacio´n por sustitucio´n
Al estar este proceso de atomizacio´n pensado para ser independiente del
tipo de formulacio´n que se use, se tiene el problema de que aparecen a´tomos
con la misma expresio´n asociada.
Para evitar este problema por cada expresio´n Exp que se desea atomizar el
proceso que se ha de realizar es el siguiente:
1. Se recorre toda la tabla de a´tomos y se chequea si alguna de las expresio-
nes asociadas Expi a los a´tomos Atmi de esa tabla esta´n presentes en la
expresio´n original Exp.
2. En caso afirmativo se sustituye Expi por el a´tomo Atmi en la expresio´n
original Exp.
3. Una vez sustituidas todas las expresiones por sus correspondientes a´to-
mos en la expresio´n original, el resto de sub-expresiones ExpNoAtm que
esta´n sin atomizar se asocian a un nuevo a´tomo AtmNew. Este nuevo a´to-
mo AtmNew se introduce en la tabla de a´tomos.
4. Estas sub-expresiones ExpNoAtm se sustituyen en la expresio´n original
Exp por el correspondiente a´tomo AtmNew.
El problema principal de esta te´cnica es que cada vez que se desea atomizar
una expresio´n se tiene que recorrer toda la tabla de a´tomos.
Una bu´squeda en una tabla de n elementos (a´tomos) de longitud tiene un
tiempo de computacio´n del orden de O(n) (tiempo de una bu´squeda lineal).
Si se tuvieran que atomizar m expresiones, el tiempo de computacio´n serı´a
del orden de m · O(n). Adema´s se ha de tener en cuenta que esta tabla de
a´tomos crece durante el propio proceso de atomizacio´n, ya que se van creando
nuevos a´tomos que se introducen en la misma, es decir, n no es constante.
En el caso de que un sistema de ecuaciones a atomizar fuera “mediano”, el
tiempo de computacio´n puede llegar a ser los suficientemente grande como
para descartar esta te´cnica de atomizacio´n.
Es decir, se puede decir que se trata de un proceso de atomizacio´n mediante
“fuerza bruta”, en donde se prueban todas las posibilidades.
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3.2.2. Atomizacio´n con bu´squeda basada en tablas “hash”
Con la idea de mejorar el proceso de atomizacio´n existente se opto´ por usar
una estructura de datos denominadas “tablas hash” en lugar del visto en el
apartado anterior.
Una tabla hash (Capı´tulo 11 de [42]) es una estructura de datos que asocia
claves con valores. La operacio´n principal que soporta de manera eficiente es la
bu´squeda: permite el acceso al valor (a´tomo) almacenado a partir de una clave
generada (usando la expresio´n simbo´lica). Funciona transformando la clave
mediante una “funcio´n hash” en un nu´mero (hash) que identifica la posicio´n
donde la tabla hash localiza el valor deseado.
La figura 3.1 esquematiza la tabla hash T. No´tese que hay filas cuya clave
esta´ sin rellenar, esto es debido a co´mo se implementan estas tablas que hace
que no se llenen las filas forma consecutiva. Estas claves que todavı´a no han
sido introducidas tienen asociado un valor 0.
Clave Valor
Exp1 Atm1
Exp2 Atm2
Exp3 Atm3
- 0
Exp4 Atm4
- 0
- 0
Exp5 - Atm5
- 0
Tabla 3.1.: Tabla hash T
Una tabla hash permite un acceso a los datos de manera muy ra´pida, gene-
ralmente con una complejidad computacional3 de O(1), el borrado de datos y
la insercio´n de un dato nuevo tienen el mismo orden.
Al ser una herramienta excelente para relacionar dos tipos de datos, pu-
diendo almacenar estas asociaciones, acceder a ellas e incluso borrarlas, se
3No´tese que en una tabla cla´sica de n elementos la complejidad computacional de la
bu´squeda es de O(n)
55
Cap´ıtulo 3. Atomizacio´n. Algoritmos simbo´licos. Exportacio´n
decidio´ que este tipo tablas eran una buena herramienta para el proceso de
atomizacio´n. Este hecho permitio´ que el tiempo de bu´squeda e insercio´n de
a´tomos pasara de tener una complejidad computacional de O(n) a O(1).
En el contexto de la atomizacio´n se realizan dos tareas, la insercio´n y la
bu´squeda de datos en la tabla hash.
Sea T la tabla anterior (Tabla 3.1) de tipo hash, entonces se pueden definir
dos operaciones:
3.2.2.1. Insercio´n
El proceso de insercio´n consiste en almacenar en la tabla un a´tomo (atom)
asociado a una expresio´n simbo´lica (exp).
T[exp] = atom
exp es la clave con la que se accede a la tabla y atom es el valor. La funcio´n
hash convierte la expresio´n en un ı´ndice u´nico que indica la posicio´n en la
tabla T en la que almacena el a´tomo.
3.2.2.2. Bu´squeda
La bu´squeda consiste en la obtencio´n del a´tomo (atom) asociado a una ex-
presio´n simbo´lica (exp) que ya ha sido previamente introducida en la tabla.
atom = T[exp]
No´tese que exp es la clave con la que se accede a la tabla y que retorna
el a´tomo asociado a dicha expresio´n. La funcio´n hash convierte la expresio´n
en un ı´ndice u´nico que indica la posicio´n en la tabla T en la que almacena el
a´tomo.
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3.2.2.3. Proceso de atomizacio´n. Ejemplo
Sea la tabla de tipo hash 3.3, la cual ya contiene almacenados un cierto nu´me-
ro de a´tomos del ejemplo anterior 3.1.1.1:
Expresio´n Atomo
cos(θ) α1
sin(θ) α2
- 0
- 0
- 0
α1vy α3
- 0
Tabla 3.2.: Tabla hash T
Se desea atomizar la expresio´n α2vz:
1. En primer lugar se busca en la tabla hash si previamente ha sido atomi-
zada. Al no estar en la tabla el resultado es nulo, es decir, T[α2vz] = 0.
Para ello la funcio´n hash convierte la expresio´n α2vz en un valor u´nico
que indica en que´ posicio´n (en este ejemplo la posicio´n 4) deberı´a estar
introducido.
2. Al no estar atomizada, se crea un nuevo a´tomo, α4 y se le asocia la expre-
sio´n α2vz.
3. Se introduce en la tabla hash el nuevo a´tomo asociado la expresio´n, es
decir T[α2vz] = α4. Para ello la funcio´n hash convierte la expresio´n α2vz
en un valor u´nico que indica en que´ posicio´n (en este caso la posicio´n 4)
se ha de introducir.
La tabla contienen ahora un elemento ma´s:
3.2.2.4. Implementacio´n
La implementacio´n de tablas de tipo hash y de los algoritmos de bu´squeda
y de insercio´n se ha de realizar teniendo en cuenta los problemas asociados a
las mismas (implementacio´n de la funcio´n de hash, taman˜o de la tabla, colisio-
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Expresio´n Atomo
cos(θ) α1
sin(θ) α2
- 0
α2vz α4
- 0
α1vy α3
- 0
Tabla 3.3.: Tabla hash T
nes,...). No es el objetivo de esta tesis tratar con profundidad este tema.
En la citada referencia (Capı´tulo 11 de [42]) se puede encontrar una explica-
cio´n con ma´s detalle sobre la implementacio´n de este tipo de tablas, sus pro-
blemas y co´mo resolverlos.
3.3. Estructura de a´rbol de una expresio´n
Cabe recordar que en el contexto de la atomizacio´n un expresio´n esta´ forma-
da por un conjunto de constantes y variables (nu´meros, sı´mbolos y a´tomos),
adema´s de funciones (seno, coseno, potencia, valor absoluto, etc...) y operado-
res (suma, producto, resta o divisio´n).
Se dice que el taman˜o de una expresio´n es mayor que uno si esta contiene
un operador o una funcio´n. El taman˜o es igual a uno cuando contiene un valor
nume´rico, uno simbo´lico o un a´tomo.
La expresio´n puede ser representada como una estructura de tipo a´rbol en
donde cada una de las hojas (nodos terminales) son las variables y los nodos
no terminales son los operadores o funciones.
En esta representacio´n en forma de a´rbol, los nodos no terminales son de
tipo n-anario, es decir, pueden tener desde un descendente (este es el caso de
las funciones) o ma´s de un descendiente.
Se denomina “sub-expresio´n” a una parte de la expresio´n. Las sub-expresiones
son en sı´ mismas expresiones correctas. En esta representacio´n en forma de
58
3.3. Estructura de a´rbol de una expresio´n
a´rbol, las sub-expresiones son el conjunto de variables, funciones y operado-
res descendientes de un nodo no terminal, incluido este mismo nodo.
Para representar en forma de a´rbol una expresio´n se define el orden de prio-
ridad de los operadores4 (Tabla: 3.4).
Operador Sı´mbolo Prioridad
Suma/resta +,- 1
Producto/Divisio´n *,/ 2
Funciones cos,sin,abs,pow... 3
Pare´ntesis () 4
Tabla 3.4.: Prioridad de los operadores
3.3.0.5. Ejemplo: Estructura de a´rbol de una expresio´n
Sea la expresio´n −Fb + α2 θ˙2 cvis x˙ del primer te´rmino del vector de la ecua-
cio´n 3.2, donde α1 = lp mp y α2 = sin(−θ) α1. En la figura 3.1 muestra su
representacio´n en forma de a´rbol.
Los nodos terminales son por ejemplo−1, cvis y α1. Los nodos no terminales
son los operandos + y ∗, ası´ como las funciones pow() y sin().
Los nodos terminales α1 y α2 son de tipo a´tomo, ası´ pues para acceder a
todos los elementos de la expresio´n original se han de desatomimzar. Cada
uno de ellos en sı´ es un a´rbol.
En este ejemplo α2 θ˙2 cvis x˙ es lo que se denomina “sub-expresio´n”.
3.3.1. Bu´squeda en profundidad con pre-orden
En el contexto de la DSM una expresio´n se puede representar como un a´rbol
que puede tener cualquier forma y nu´mero de elementos. Es decir, cada nodo
no terminal puede tener hasta n nodos descendientes y por lo tanto, la topo-
logı´a del a´rbol es “a priori” desconocida.
4Este orden ha sido tomado de la librerı´a GiNaC: Apartado “5.1.2 Accessing subexpres-
sions” del manual de GiNaC.
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+
−Fb + α2 θ˙2 cvis x˙
∗
pow()
2θ˙
cvis x˙ α2
−Fb
Fb−1
sin(−θ) α1
∗
sin()
∗
−1 θ
α1
lp mp
∗
lpmp
Figura 3.1.: Expresio´n expandida en forma de a´rbol
Representar una expresio´n en forma de a´rbol ayudara´ a entender de una
forma ma´s clara el algoritmo para recorrer la expresio´n presentado en este
apartado.
Ası´ pues, para acceder a todos los elementos de un a´rbol n-ario con topo-
logı´a desconocida en esta tesis se propone utilizar un algoritmo basado en el
denominado “algoritmo de bu´squeda en profundidad con pre-orden” (Seccio´n
22.3 de [42]).
En la figura 3.2 se describe en pseudo-co´digo el algoritmo que permite reco-
rrer todos los nodos del a´rbol de manera ordenada. Se ha modificado para que
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pueda recorrer expresiones con partes atomizadas.
Entrada: ExpIn: expresio´n simbo´lica
si ExpIn es de tipo a´tomo entonces
Obtener la expresio´n AtmExp asociada al a´tomo
recursive tree(AtmExp)
en otro caso
si Taman˜o de ExpIn > 1 entonces
para Cada sub-expressio´n ExpINi de ExpIn hacer
recursive tree(ExpINi)
en otro caso
Stop
Figura 3.2.: recursive tree(ExpIN)
Para recorrer un a´rbol no vacı´o con el algoritmo recursive tree hay que
realizar las siguientes operaciones:
1. El algoritmo recursivo parte de la expresio´n de entrada ExpIn.
2. Si la expresio´n es de tipo a´tomo, se accede a la expresio´n AtmExp aso-
ciada al mismo. Con esta expresio´n se llama al mismo algoritmo.
3. Si la expresio´n esta´ formada por sub-expresiones, es decir, es un nodo
no terminal, ExpIn se divide en sub-expresiones ExpIni segu´n las re-
glas establecidas en 3.4. El mismo algoritmo accede a cada sub-expresio´n
ExpIni. No´tese que cada sub-expresio´n ExpIni es una expresio´n en sı´.
4. Si la expresio´n no esta´ formada por sub-expresiones esta´ formada por un
sı´mbolo o un nu´mero, es decir, un nodo terminal, el algoritmo se para. El
algoritmo regresa (“Backtracking”) y repite el mismo proceso con cada
una de las cada sub-expresio´n ExpIni en que se ha dividido ExpIn.
En la figura 3.3 se muestra los pasos realizados para recorrer el a´rbol del
ejemplo de la figura 3.1. No´tese que en los pasos 8 → 9 y 10 → 11 se produce
un proceso de desatomizacio´n.
Basados en este algoritmo se han desarrollado otros algoritmos que realizan
diferentes tareas con expresiones simbo´licas. Se han desarrollado algoritmos
recursivos de atomizacio´n y desatomizacio´n, un algoritmo de sustitucio´n y un
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algoritmo de diferenciacio´n.
+
0
∗
pow()
65
4 7 8
1
32
9
∗
sin()
∗
14 15
10
11
∗
1312
Figura 3.3.: Recorrido del a´rbol segu´n el algoritmo recursivo
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3.4. Atomizacio´n y desatomizacio´n. Algoritmos
recursivos
En esta seccio´n se presentan los algoritmos de atomizacio´n y del desatomi-
zacio´n de expresiones simbo´licas. Esta´n basados en el algoritmo de la figura
3.2.
Para la bu´squeda y creacio´n de a´tomos se ha utilizado el me´todo basado en
tablas hash descrito en 3.2.2 ya que es el que ofrece mayor rapidez.
3.4.1. Algoritmo de atomizacio´n
En la figura 3.4 se describe en pseudo-co´digo el algoritmo que se encarga de
atomizar de forma recursiva la expresio´n de entrada ExpIN y de retornar esta
expresio´n atomizada ExpOUT.
La expresio´n ExpIN puede estar sin atomizar, parcialmente atomizada o
completamente atomizada. De igual manera, puede ser un u´nico nu´mero, un
u´nico sı´mbolo o un u´nico a´tomo, en estos tres casos la expresio´n no se atomiza.
El algoritmo, para la bu´squeda de a´tomos previamente generados, requiere
de una tabla de tipo hash AtmHashTable particular para cada sistema que se
modele.
El algoritmo recursivo atomize ex esta´ dividido en dos partes. La primera
parte recorre la expresio´n original buscando sub-expresiones que hayan sido
previamente atomizadas y las sustituye por el correspondiente a´tomo. En la
segunda parte crean nuevos a´tomos a partir de la sub-expresiones que no hu-
bieran sido previamente atomizadas y se an˜aden a la tabla AtmHashTable.
3.4.1.1. Bu´squeda de expresiones previamente atomizadas
La primera parte del algoritmo de la figura 3.4 realiza los siguientes pasos:
El algoritmo recursivo parte de la expresio´n original ExpIn.
1. Si la expresio´n es de tipo sı´mbolo, nu´mero, a´tomo no se atomiza. Se copia
en la expresio´n de salida ExpOUT y se retorna este valor. Esta es una de
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Entrada: ExpIn: expresio´n simbo´lica
Salida: ExpOUT: expresio´n completamente atomizada
si (ExpIn es un sı´mbolo, nu´mero o a´tomo ) entonces
ExpOUT ← ExpIn
devolver ExpOUT
si (ExpIn existe en la tabla AtmHashTable ) entonces
Obtener de AtmHashTable el a´tomo Atm asociado a ExpIn
ExpOUT ← Atm
devolver ExpOUT
si (−ExpIn existe en la tabla AtmHashTable ) entonces
Obtener de AtmHashTable el a´tomo Atm asociado a −ExpIn
ExpOUT ← −Atm
devolver ExpOUT
en otro caso
ExpAtm← ExpIn
para cada sub-expressio´n ExpINi de ExpIn hacer
ExpAtmi ← atomize ex(ExpIni)
Sustituir en ExpAtm cada ExpIni por su equivalente
atomizado ExpAtmi
si (ExpAtm es un sı´mbolo, nu´mero o a´tomo ) entonces
ExpOUT ← ExpAtm
devolver ExpOUT
si (ExpAtm existe en la tabla AtmHashTable ) entonces
Obtener de AtmHashTable el a´tomo Atm asociado a ExpAtm
ExpOUT ← Atm
si (−ExpAtm existe en la tabla AtmHashTable ) entonces
Obtener de AtmHashTable el a´tomo Atm asociado a −ExpAtm
ExpOUT ← −Atm
en otro caso
Crear un nuevo a´tomo AtmNew
Asocia a AtmNew la expresio´n ExpAtm
Introducir en la tabla AtmHashTable el a´tomo AtmNew y ExpAtm
ExpOUT ← AtmNew
devolver ExpOUT
Figura 3.4.: atomize ex(ExpIn)
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las condiciones de parada del algoritmo recursivo.
2. Si no se trata de uno de los tipo anteriores, se trata de una expresio´n
compuesta por sı´mbolos, nu´meros, a´tomos y/o funciones de los mismos.
En este caso se chequea que la expresio´n de entrada ExpIn no haya sido
previamente atomizada busca´ndola en tabla de a´tomos AtmHashTable.
a) En caso afirmativo, se copia en la expresio´n de salida ExpOUT el
a´tomo Atm obtenido de la tabla y se retorna este valor. Esta es otra
de las condiciones de parada del algoritmo recursivo.
b) Con la idea de optimizar el algoritmo, se chequea tambie´n si la mis-
ma expresio´n con signo negativo ha siso previamente atomizada.
En caso afirmativo se copia en la expresio´n de salida ExpOUT el
a´tomo Atm multiplicado por −1 y se retorna este valor. Esta es otra
de las condiciones de parada del algoritmo recursivo.
c) En el caso de que la expresio´n de entrada ExpIn no haya sido pre-
viamente atomizada lo que se tiene es una expresio´n compuesta por
sı´mbolos, nu´meros, a´tomos y/o funciones de los mismos, entonces:
Se copia en ExpAtm la expresio´n ExpIn y se divide la expresio´n
en en sub-expresiones ExpIni segu´n las reglas establecidas en
3.4.
El mismo algoritmo accede a cada sub-expresio´n ExpIni. El re-
sultado ExpAtmi que devuelve el algoritmo recursivo corres-
ponde a cada sub-expresio´n ExpIni atomizada.
Se sustituye en ExpAtm cada ExpIni por su equivalente atomi-
zado ExpAtmi.
El resultado de la primera parte es ExpAtm, es decir la expresio´n original
ExpIn en donde las sub-expresiones que hubieran sido previamente atomiza-
das han sido sustituidas por el correspondiente a´tomo. Por lo tanto, ExpAtm
puede estar compuesto por sı´mbolos, nu´meros, a´tomos y/o funciones de los
mismos.
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3.4.1.2. Creacio´n de nuevos a´tomos
A continuacio´n el algoritmo realiza los siguientes pasos:
1. Si la expresio´n ExpAtm es de tipo sı´mbolo, nu´mero, a´tomo no se atomi-
za. Se copia en la expresio´n de salida ExpOUT y se retorna este valor.
Esta es otra de las condiciones de parada del algoritmo recursivo.
2. Si no se trata de uno de los tipo anteriores, se trata de una expresio´n
compuesta por sı´mbolos, nu´meros, a´tomos y/o funciones de los mismos.
En este caso se chequea que la expresio´n obtenida en la primera parte
ExpAtm no haya sido previamente atomizada busca´ndola en tabla hash
de a´tomos AtmHashTable.
a) En caso afirmativo, se copia en la expresio´n de salida ExpOUT el
a´tomo Atm obtenido de la tabla.
b) Ana´logamente a como se ha procedido en la primera parte se che-
quea tambie´n si la misma expresio´n ExpAtm con signo negativo ha
siso previamente atomizada.
En caso afirmativo se copia en la expresio´n de salida ExpOUT el
a´tomo Atm multiplicado por −1.
c) En caso de que la expresio´n ExpAtm no exista en la tabla de hash
AtmHashTable:
Se crea un nuevo a´tomo AtmNew.
Se le asigna a AtmNew la expresio´n ExpAtm.
Se introduce AtmNew en la tabla de a´tomos.
Se copia en la expresio´n de salida ExpOUT el a´tomo AtmNew.
3. Se retorna ExpOUT.
Este algoritmo es va´lido para un proceso de atomizacio´n de expresiones
completas (Apartado 3.1.2) pero en este caso los a´tomos van a estar formados
por operador que actu´a sobre varios operandos. De igual manera, es va´lido
tanto para la atomizacio´n para un proceso de atomizacio´n “sobre la marcha”
(Apartado 3.1.1) donde todos lo a´tomos que se creen van a estar formados por
una pareja de operandos y un operador o por una funcio´n y argumentos de la
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misma.
3.4.2. Algoritmo de desatomizacio´n
En la figura 3.5 se describe en pseudo-co´digo el algoritmo que se encarga de
desatomizar de forma recursiva la expresio´n de entrada ExpIN y de retornar
la expresio´n ExpOUT de forma extendida.
La expresio´n ExpIN puede estar completamente atomizada, parcialmente
atomizada o incluso sin atomizar.
Para el acceso a la expresio´n asociada a cada a´tomo se requiere de una es-
tructura de datos como la presentada en 3.2 donde cada a´tomo dispone de un
campo con dicha expresio´n asociada.
Entrada: ExpIN: expresio´n simbo´lica
Salida: ExpOUT: expresio´n extendida
si ExpIn es de tipo a´tomo entonces
Obtener la expresio´n AtmExp asociada al a´tomo
ExpUnatm← unatomize ex(AtmExp)
ExpOUT ← ExpUnatm
en otro caso
si taman˜o de ExpIn > 1 entonces
ExpUnatm← ExpIn
para cada sub-expressio´n ExpIni de ExpIn hacer
ExpUnatmi ← unatomize ex(ExpIni)
Sustituir en ExpUnatm cada ExpIni por su equivalente
desatomizado ExpUnatmi
ExpOUT ← ExpUnatm
en otro caso
ExpOUT ← ExpIn
devolver ExpOUT
Figura 3.5.: unatomize ex(ExpIn)
Para desatomizar una expresio´n el algoritmo recursivo unatomice ex realiza
los siguientes pasos:
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1. El algoritmo recursivo parte de la expresio´n de entrada ExpIn.
2. Si la expresio´n es de tipo a´tomo:
Se accede a la expresio´n AtmExp asociada al mismo.
Con esta expresio´n se llama al mismo algoritmo. El valor que retor-
na el algoritmo ExpUnatm se copia en ExpOUT.
3. Si la expresio´n no es de tipo a´tomo:
a) Si la expresio´n esta´ formada por sub-expresiones:
Se divide ExpIn en las sub-expresiones ExpIni segu´n las re-
glas establecidas en 3.4. El mismo algoritmo accede a cada sub-
expresio´n ExpIni y devuelve el valor ExpUnatmi
Se sustituye en ExpUnatm cada ExpIni por ExpUnatmi, su equi-
valente desatomizado.
Se copia en ExpOUT el valor devuelto ExpUnatmi
b) Si la expresio´n ExpIn no esta´ formada por sub-expresiones, es de-
cir, es un sı´mbolo o un nu´mero, se copia en la variable de salida
ExpOUT
4. Se retorna el valor ExpOUT.
3.5. Algoritmo reursivo de sustitucio´n de un s´ımbolo
El hecho de que una expresio´n simbo´lica pueda estar parcial o completa-
mente atomizada requiere la implementacio´n de un algoritmo recursivo de
sustitucio´n de sı´mbolos que considere la presencia de a´tomos.
El algoritmo que aquı´ se presenta accede a una expresio´n de entrada ExpIn y
sustituye en ella el sı´mbolo Sym por el valor Val. Este mismo retorna la expre-
sio´n ExpOut obtenida completamente atomizada. No´tese que no es requerido
un preproceso de desatomizacio´n, ni un post-proceso de atomizacio´n.
En la figura 3.6 se describe en pseudo-co´digo el funcionamiento de dicho
algoritmo recursivo de sustitucio´n.
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Entrada: ExpIn: expresio´n simbo´lica, Sym: sı´mbolo, Val: valor nume´rico
Salida: ExpOut: expresio´n atomizada
si ExpIn es de tipo a´tomo Atm entonces
Obtener la expresio´n AtmExp asociada al a´tomo Atm
ExpSubs← recursive expression substitution (AtmExp, Sym, Val)
si ExpSubs es igual a AtmExp entonces
ExpOutUnatm← Atm
en otro caso
ExpOutUnatm← ExpSubs
en otro caso
si taman˜o de ExpIn > 1 entonces
ExpSubs← ExpIn
para cada sub-expressio´n ExpIni de ExpIn hacer
ExpSubsi ←recursive expression substitution (ExpIni, Sym, Val)
Sustituir en ExpSubs cada ExpIni por ExpSubsi
ExpOutUnatm← ExpSubs
en otro caso
si ExpIn es igual a Sym entonces
Sustituir en ExpIn el sı´mbolo Sym por el valor Val
ExpOutUnatm← ExpIn
ExpOut←atomize ex(ExpOutUnatm)
devolver ExpOut
Figura 3.6.: recurvive expression substitution(ExpIn, Sym, Val)
El algoritmo recurvive expression substitution realiza los siguientes pa-
sos:
1. El algoritmo recursivo parte de la expresio´n de entrada ExpIn.
2. Si la expresio´n es de tipo a´tomo, se accede a la expresio´n AtmExp aso-
ciada al mismo Atm.
Con esta expresio´n se llama al mismo algoritmo, que retorna la expresio´n
ExpSubs. Pueden ocurrir dos casos:
a) Si ExpSubs es igual a AtmExp, (no se ha realizado ninguna susti-
tucio´n) se copia en ExpOUT el a´tomo Atm correspondiente a dicha
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expresio´n.
b) En caso de que ExpSubs y AtmExp sean distintos (sı´ se ha reali-
zado alguna sustitucio´n), se copia en ExpOutUnatm la expresio´n
ExpSubs.
3. Si la expresio´n no es de tipo a´tomo:
a) Si la expresio´n esta´ formada por sub-expresiones, la expresio´n de
entrada ExpIn se copia en ExpSubs.
ExpIn se divide en las sub-expresiones ExpIni segu´n las reglas
establecidas en 3.4.
El mismo algoritmo accede a cada sub-expresio´n ExpIni y de-
vuelve el valor ExpSubsi.
Se sustituye en ExpSubs cada ExpIni por su equivalente de-
vuelto por el algoritmo ExpSubsi.
Se copia en ExpOutUnatm el valor ExpSubs.
b) Si la expresio´n ExpIn no esta´ formada por sub-expresiones, es decir,
es un sı´mbolo o un nu´mero:
Si Sym es igual a ExpIn se sustituye el sı´mbolo Sym por el valor
Val.
Se copia en ExpOutUnatm la expresio´n ExpIn.
4. Se atomiza la expresio´n ExpOutUnatm y el resultado se copia en la va-
riable de salida ExpOUT.
5. Se retorna el valor ExpOUT.
3.5.1. Algoritmo reursivo de sustitucio´n de un conjunto de
s´ımbolos
El algoritmo anterior u´nicamente es va´lido cuando lo que se quiere sustituir
sea un sı´mbolo. Aun ası´, puede darse el caso de que se quiera realizar una sus-
titucio´n de varios sı´mbolos por un mismo valor en una expresio´n simbo´lica5.
5En el contexto de la DSM simbo´lica es frecuente la sustitucio´n de un conjunto de sı´mbolos
por, por ejemplo, el valor nulo. Ve´ase, en la seccio´n 2.7.1 como se calcula el vector β o γ
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Utilizar algoritmo anterior para cada uno de los sı´mbolos que se quiere sus-
tituir tiene un alto costo computacional, se tiene que recorrer el mismo a´rbol
de la expresio´n tantas veces como sı´mbolos se quieran sustituir.
Entrada: ExpIn: expresio´n simbo´lica, Vsym: vector de sı´mbolos, Val: valor
nume´rico
Salida: ExpOut: expresio´n atomizada
si ExpIn es de tipo a´tomo Atm entonces
Obtener la expresio´n AtmExp asociada al a´tomo Atm
ExpSubs← recursive expression substitution (AtmExp, Vsym, Val)
si ExpSubs es igual a AtmExp entonces
ExpOut← Atm
en otro caso
ExpOutUnatm← ExpSubs
en otro caso
si taman˜o de ExpIn > 1 entonces
ExpSubs← ExpIn
para cada sub-expressio´n ExpIni de ExpIn hacer
ExpSubsi ←recursive expression substitution (ExpIni, Vsym, Val)
Sustituir en ExpSubs cada ExpIni por ExpSubsi
ExpOutUnatm← ExpSubs
en otro caso
para Cada sı´mbolo Symi del vector de sı´mbolos Vsym hacer
si Symi es igual a ExpIn entonces
Sustituir en ExpIn el sı´mbolo Symi por el valor Val
ExpOutUnatm← ExpIn
ExpOut←atomize ex(ExpOutUnatm)
devolver ExpOut
Figura 3.7.: recurvive expression substitution(ExpIn, Vsym, Val)
En la figura 3.7 se describe en pseudo-co´digo el algoritmo que permite reali-
zar esta tarea evitando recorrer la misma expresio´n numerosas veces. El algo-
ritmo accede a una expresio´n de entrada ExpIn y sustituye en ella el conjunto
de sı´mbolos Vsym por el valor Val. Este mismo retorna la expresio´n obtenida
completamente atomizada. La expresio´n de entrada ExpIn puede estar par-
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cial, completamente atomizada o sin atomizar.
El algoritmo recurvive expression substitution realiza los siguientes pa-
sos:
1. El algoritmo recursivo parte de la expresio´n de entrada ExpIn.
2. Si la expresio´n es de tipo a´tomo, se accede a la expresio´n AtmExp aso-
ciada al mismo Atm.
Con esta expresio´n se llama al mismo algoritmo, que retorna la expresio´n
ExpSubs. Pueden ocurrir dos casos:
a) Si ExpSubs es igual a AtmExp, (no se ha realizado ninguna susti-
tucio´n) se copia en ExpOUT el a´tomo Atm correspondiente a dicha
expresio´n.
b) En caso de que ExpSubs y AtmExp sean distintos (sı´ se ha reali-
zado alguna sustitucio´n), se copia en ExpOutUnatm la expresio´n
ExpSubs.
3. Si la expresio´n no es de tipo a´tomo:
a) Si la expresio´n esta´ formada por sub-expresiones, se copia la expre-
sio´n de entrada ExpIn en ExpSubs.
ExpIn se divide en las sub-expresiones ExpIni segu´n las reglas
establecidas en 3.4.
El mismo algoritmo accede a cada sub-expresio´n ExpIni y de-
vuelve el valor ExpSubsi.
Se sustituye en ExpSubs cada ExpIni por su equivalente de-
vuelto por el algoritmo ExpSubsi.
Se copia en ExpOutUnatm el valor ExpSubs.
b) Si la expresio´n ExpIn no esta´ formada por sub-expresiones, es decir,
es un sı´mbolo o un nu´mero:
Por cada sı´mbolo Symi del vector de sı´mbolos Vsym:
• Si Symi es igual a ExpIn se sustituye el sı´mbolo Symi por el
valor Val.
Se copia en ExpOutUnatm la expresio´n ExpIn.
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4. Se atomiza la expresio´n ExpOutUnatm y el resultado se copia en la va-
riable de salida ExpOUT.
5. Se retorna el valor ExpOUT.
3.6. Algoritmo reursivo de derivacio´n
El hecho de que una expresio´n simbo´lica pueda estar parcial o completa-
mente atomizada requiere la implementacio´n de un algoritmo recursivo de
derivacio´n que considere la presencia de a´tomos.
El algoritmo accede a una expresio´n de entrada ExpIn y la deriva respecto
al sı´mbolo Sym. Este mismo algoritmo retorna la expresio´n obtenida comple-
tamente atomizada.
En la figura 3.8 se describe en pseudo-co´digo el funcionamiento de dicho
algoritmo recursivo de derivacio´n.
El algoritmo recurvive differentiation realiza los siguientes pasos:
1. El algoritmo recursivo parte de la expresio´n de entrada ExpIn.
2. Si la expresio´n es de tipo a´tomo:
Se accede a la expresio´n AtmExp asociada al mismo Atm.
Con la expresio´n AtmExp se llama al mismo algoritmo, que retorna
la expresio´n ExpDi f f .
Se copia en ExpOutUnatm la expresio´n ExpDi f f . Pueden darse dos
casos:
a) Si ExpDi f f es igual a AtmExp, se copia en ExpOUT el a´tomo
Atm correspondiente a dicha expresio´n.
b) En caso de que ExpDi f f y AtmExp sean distintos (sı´ se ha rea-
lizado alguna sustitucio´n), se copia en ExpOutUnatm dicha ex-
presio´n ExpDi f f .
3. Si la expresio´n no es de tipo a´tomo:
a) Si la expresio´n esta´ formada por sub-expresiones se ha de diferen-
ciar tres casos, que sea una suma, un producto o una funcio´n de
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Entrada: ExpIn: expresio´n simbo´lica, Sym: Sı´mbolo
Salida: ExpOut: expresio´n atomizada
si ExpIn es de tipo a´tomo Atm entonces
Obtener la expresio´n AtmExp asociada al a´tomo Atm
ExpDi f f ← recursive differentiation (AtmExp, Sym)
si ExpDi f f es igual a AtmExp entonces
ExpOut← Atm
en otro caso
ExpOutUnatm← ExpDi f f
en otro caso
si taman˜o de ExpIn > 1 entonces
si (ExpIn es una suma ) entonces
ExpDi f f ← 0
para cada sub-expressio´n ExpIni de la expresio´n ExpIn hacer
ExpDi f fi ←recursive differentiation (ExpIni, Sym)
ExpDi f f = ExpDi f f + ExpDi f fi
ExpOutUnatm← ExpDi f f
si (ExpIn es un producto) entonces
ExpDi f f ← 0
ExpInCopy← ExpIn
para cada sub-expressio´n ExpIni de la expresio´n ExpIn hacer
ExpDi f fi ←recursive differentiation (ExpIni, Sym)
Sustituir en ExpInCopy la sub-expresio´n ExpIni por ExpDi f fi
ExpDi f f = ExpDi f f + ExpInCopy
ExpOutUnatm← ExpDi f f
si (ExpIn es una funcio´n ) entonces
ExpDi f f Unatm← unatomize ex(ExpIn)
ExpDi f f ← dd Sym ExpDi f f Unatm
ExpOutUnatm← ExpDi f f
en otro caso
si (ExpIn es un nu´mero) entonces
ExpDi f f ← 0
en otro caso
ExpDi f f ← dd Sym ExpIn
ExpOutUnatm← ExpDi f f
ExpOut←atomize ex(ExpOutUnatm)
devolver ExpOut
Figura 3.8.: recurvive differentiation(ExpIn, Sym)
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sub-expresiones. Segu´n cada caso de aplican las pertinentes reglas
de derivacio´n:
1) Si ExpIn es una suma:
Se le asigna a ExpDi f f en valor 0.
ExpIn se divide en las sub-expresiones ExpIni segu´n las
reglas establecidas en 3.4. Por cada sub-expresio´n:
• El mismo algoritmo accede a cada sub-expresio´n ExpIni
y devuelve el valor ExpDi f fi. Es decir, la derivada de la
sub-expresio´n ExpIni respecto al sı´mbolo Sym.
• Se suma a ExpDi f f el valor ExpDi f fi y se guarda en la
misma variable ExpDi f f .
Se copia en ExpOutUnatm el valor ExpDi f f .
2) Si ExpIn es un producto:
Se le asigna a ExpDi f f en valor 0.
Se copia en ExpInCopy la expresio´n ExpIn
ExpIn se divide en las sub-expresiones ExpIni segu´n las
reglas establecidas en 3.4. Por cada sub-expresio´n:
• El mismo algoritmo accede a cada sub-expresio´n ExpIni
y devuelve el valor ExpDi f fi. Es decir, la derivada de la
sub-expresio´n ExpIni respecto al sı´mbolo Sym.
• Sustituir en la expresio´n ExpInCopy la sub-expresio´n de-
vuelta por el algoritmo ExpIni por ExpDi f fi.
• Se suma a ExpDi f f el valor ExpInCopy y se guarda en la
misma variable ExpDi f f .
Se copia en ExpOutUnatm el valor ExpDi f f .
3) Si ExpIn es una funcio´n:
Se desatomiza la funcio´n ExpIn y se asigna a la variable
ExpDi f f Unatm
Se deriva ExpDi f f Unatm respecto al sı´mbolo Sym y el re-
sultado se asigna a la variable ExpDi f f
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Se copia en ExpOutUnatm el valor ExpDi f f .
b) Si la expresio´n ExpIn no esta´ formada por sub-expresiones, es decir,
es un sı´mbolo o un nu´mero:
Si ExpIn es un nu´mero se le asigna a la variable ExpDi f f el
valor 0.
Si ExpIn es un sı´mbolo se deriva ExpIn respecto al sı´mbolo
Sym y el resultado se asigna a la variable ExpDi f f
Se copia en ExpOutUnatm la expresio´n ExpDi f f .
4. Se atomiza la expresio´n ExpOutUnatm y el resultado se copia en la va-
riable de salida ExpOUT
5. Se retorna el valor ExpOUT.
3.7. Exportacio´n simbo´lica basada en la atomizacio´n
En el contexto de la DSM los co´digos simbo´licos generalmente esta´n orien-
tados hacia el ca´lculo de las ecuaciones cinema´ticas y dina´micas, en forma de
matrices y vectores necesarios para la solucio´n de los distintos problemas del
sistema.
La solucio´n generalmente suele hacerse en un co´digo nume´rico que evalu´a
los distintos vectores y matrices generados por el co´digo simbo´lico y que reali-
za los ca´lculos que se necesiten. Por eso es conveniente que un co´digo simbo´li-
co permita generar y exportar de todos los elementos necesarios para su eva-
luacio´n en otro co´digo de tipo nume´rico.
Si se utiliza la te´cnica de atomizacio´n presentada en 3.1, las distintas ex-
presiones a exportar ya contienen las expresiones atomizadas, por lo tanto es
necesario disponer de un me´todo enfocado a generar co´digo optimizado en
base a dicha atomizacio´n. Como se vera´ ma´s adelante trabajar con expresiones
atomizadas beneficia enormemente al proceso de exportacio´n.
En esta seccio´n se propone un conjunto de algoritmos enfocados a procesar y
optimizar los elementos a exportar. Las te´cnicas de exportacio´n desarrolladas
en esta tesis son generales, es decir, independientes del tipo de formulacio´n y
76
3.7. Exportacio´n simbo´lica basada en la atomizacio´n
parametrizacio´n.
En esta tesis u´nicamente se aborda el problema de la generacio´n de los ele-
mentos que se ha de exportar. La generacio´n de los distintos ficheros, depende
exclusivamente de a que´ lenguaje se quiera exportar, ya que cada uno tienen
sus peculiaridades. Este tema en esta tesis no se van a tratar.
3.7.1. Exportacio´n de una expresio´n
Para generar una funcio´n que devuelva la expresio´n evaluada nume´rica-
mente, se exporta la expresio´n sin desatomizar. Para evaluar nume´ricamente
dicha expresio´n, previamente es necesario evaluar los a´tomos que en ella apa-
recen a trave´s de sus expresiones asociadas. Sı´, adema´s, la expresio´n asociada
a un a´tomo contiene otros a´tomos, estos ha de ser evaluados antes de evaluar
dicha expresio´n asociada. Por lo tanto, cada expresio´n exportada ha de estar
acompan˜a de todos los a´tomos que recursivamente contiene.
En la funcio´n que evalu´a nume´ricamente la expresio´n primero se deben
evaluar los a´tomos y a continuacio´n la propia expresio´n. El orden en que se
evalu´an los a´tomos es importante ya que, en general, puede haber dependen-
cia entre ellos. Es decir, se han de evaluar de tal forma que si la expresio´n
asociada a un a´tomo contiene otros a´tomos, estos hayan sido ya previamente
evaluados.
Por lo tanto antes de exportar un expresio´n, es necesario un algoritmo que
busque todos los a´tomos de los que depende dicha expresio´n y los guarde de
forma ordenada de tal manera que no haya dependencia entre ellos a la hora
de la evaluacio´n.
3.7.2. Bu´squeda de a´tomos de una expresio´n atomizada
El algoritmo de la figura 3.9, recorre una expresio´n atomizada buscando los
a´tomos de los que depende e introducie´ndolos en una lista. Esta´ basado en el
algoritmo recursivo de “bu´squeda en profundidad con pre-orden” en a´rboles
(Figura 3.2).
Puede darse el caso de que en una misma expresio´n haya a´tomos que apa-
rezcan varias veces (en distintas ramas del a´rbol). Para evitar que el algoritmo
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introduzca estos a´tomos varias veces en la lista se usa una tabla de tipo hash
que confirma si un a´tomo ya ha sido introducido o no en la lista. En esta tabla
la “clave” es el a´tomo y el “valor” es uno o cero, siendo uno cuando se ha in-
troducido en la tabla o cero cuando no. De esta forma el tiempo de bu´squeda
e insercio´n en la tabla es de O(1), frente a O(n), que es el tiempo de bu´squeda
en una lista convencional.
El algoritmo de la figura 3.9 toma la expresio´n de entrada ExpIn, una lista de
a´tomos ListIn y una tabla hash AtomTableIn. La expresio´n ExpIN puede estar
sin atomizar, parcialmente atomizada o completamente atomizada. Ası´ mis-
mo, retorna un lista de a´tomos ListOut donde esta´n los a´tomos de los cuales
depende la expresio´n ExpIn y una tabla hash AtomTableOut donde se indican
que´ a´tomos esta´n en la lista ListOut.
Entrada: ExpIn: expresio´n atomizada, ListIn: lista de a´tomos, AtomTableIn:
Tabla hash
Salida: ListOut:lista de los a´tomos, AtomTableOut: Tabla hash
si (ExpIn es un a´tomo Atm) entonces
si Atm no esta´ en la tabla AtomTableIn entonces
Introducir el a´tomo Atm en la lista ListIn
Introducir el a´tomo Atm en la tabla AtomTableIn
Obtener la expresio´n AtmExp asociada al a´tomo Atm
[ListOut,AtomTableOut]← atoms in exp(AtmExp, ListIn,
AtomTableIn)
en otro caso
si Taman˜o de ExpIn > 1 entonces
para cada sub-expressio´n ExpIni hacer
[ListOut,AtomTableOut]← atoms in exp(AtmExpi, ListIn,
AtomTableIn)
devolver ListOut,AtomTableOut
Figura 3.9.: atoms in exp(ExpIn, ListIn, AtomTableIn)
Para buscar los a´tomos de los que depende una expresio´n el algoritmo re-
cursivo atoms in exp realiza los siguientes pasos:
1. El algoritmo recursivo parte de la expresio´n de entrada ExpIn
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2. Si la expresio´n ExpIn es un a´tomo:
a) Si el a´tomo Atm no esta´ en la tabla AtomTableIn:
Se introduce el a´tomo Atm en la lista ListIn
Se introduce el a´tomo Atm en la tabla AtomTableIn
b) Se obtienen la expresio´n AtmExp asociada al a´tomo Atm y se llama
al mismo algoritmo, con la expresio´n AtmExp. La tabla y la lista
con las que se llama al algoritmo son respectivamente AtomTableIn
y ListIn. El algoritmo retorna una lista de a´tomos donde esta´n los
a´tomos de los cuales depende AtmExp y que se asigna a ListOut.
Tambie´n retorna la tabla hash donde se indican que´ a´tomos esta´n
en la lista ListOut y que se asigna a AtomTableOut.
3. Si la expresio´n ExpIn no es un a´tomo y el taman˜o es mayor que uno, es
decir, contiene sub-expresiones se realizan los siguientes dos pasos:
Se divide ExpIn en las sub-expresiones ExpIni segu´n las reglas es-
tablecidas en 3.4.
El mismo algoritmo accede a cada sub-expresio´n ExpIni y devuelve
la lista de a´tomos que se asigna a ListOut y la tabla hash que se
asigna a AtomTableOut.
La condicio´n de parada de este algoritmo recursivo se da cuando la expre-
sio´n de entrada es un sı´mbolo o nu´mero, es decir, cuando no se cumple nin-
guno de los casos presentes en el algoritmo.
3.7.3. Exportacio´n de matrices y vectores
Cuando se tienen matrices o vectores donde cada componente es un expre-
sio´n simbo´lica atomizada se ha de buscar para cada componente los a´tomos
de los que depende.
El algoritmo de la figura 3.10, toma una matriz T de taman˜o n x m y accede
a todos las componentes ExpInij . No´tese que un vector es un caso particular
de una matriz, con una u´nica fila o columna. Por cada componente busca los
a´tomos de los que depende y los introduce en la lista AtmList. El algoritmo
retorna la lista AtmList, la cual contiene todos los a´tomos de los que depende
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la matriz T sin que ninguno este´ repetido.
Este algoritmo utiliza el algoritmo de bu´squeda de a´tomos en expresiones
atoms in exp (Figura 3.9).
Entrada: Mat: matriz m · n de expresiones simbo´licas
Salida: AtmList: Lista de a´tomos de los que depende la matriz
Definir una lista AtmList vacı´a
Definir una tabla de hash AtomHashTable vacı´a
para i = 0 to n hacer
para j = 0 to m hacer
ExpInij ← Mat(i, j)
[AtmListOut, AtomTableOut]← atoms in exp(ExpInij, AtmList,
AtomHashTable)
AtmList← AtmListOut
AtomHashTable← AtmListOut
devolver AtmList
Figura 3.10.: atom list(Mat)
No´tese que los argumentos de entrada del algoritmo atoms in exp AtmList
y AtomHashTable son copias de la lista AtmListOut y de la tabla AtomTableOut
obtenidas en la iteracio´n anterior. De esta manera, por medio de la tabla de
hash, se asegura que no se introducen en la lista a´tomos que ya han sido pre-
viamente introducidos. Es decir, AtmListOut y AtomTableOut contienen todos
los a´tomos, sin repeticio´n, aparecidos en las expresiones de las iteraciones an-
teriores.
3.7.3.1. Ejemplo
Sea el vector δ de taman˜o 2x1 correspondiente al vector de fuerzas generali-
zadas del mecanismo del ejemplo A.1. En este caso, el vector ha sido generado
mediante un proceso de atomizacio´n sobre la marcha:
δ =
[−α58
α60
]
(3.7)
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Donde:
α10 = −lp mp α12 = sin(−θ)
α13 = α10 α12 α38 = α13 θ˙
α39 = α38 θ˙ α6 = −cvis x˙
α57 = α39 + α6 α58 = α57 + Fb
α4 = θ0 − θ α5 = −k α4
α15 = α13 g α59 = α5 + α15
α60 = Mp + α59
(3.8)
Que representado en extenso:
δ =
[ −Fb + sin(−θ) lp mp θ˙2 + cvis x˙
Mp − (θ0 − θ) k− sin(−θ) lp g mp
]
(3.9)
El co´digo exportado en lenguaje C es:
atom10 = -l_p*m_p;
atom12 = sin(-theta);
atom13 = atom10*atom12;
atom38 = atom13*dtheta;
atom39 = atom38*dtheta;
atom6 = -C_vis*dx;
atom57 = atom39+atom6;
atom58 = atom57+F_b;
atom4 = theta_0 -theta;
atom5 = -k*atom4;
atom15 = atom13*g;
atom59 = atom5+atom15;
atom60 = M_p+atom59;
delta [0] = -atom58;
delta [1] = atom60;
Listado 3.1: Ejemplo de exportacio´n en C
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Ve´ase en el co´digo el orden en que los a´tomos han sido exportados. Por
ejemplo, los a´tomos atom10 y atom12 han se ser evaluados antes que el a´tomo
atom13, ya que este depende de los dos anteriores.
De igual manera, ve´ase que el a´tomo atom13, es usado dos veces, en los a´to-
mos atom38 y atom15 lo que permite reciclar el ca´lculo -l p*m p*sin(-theta)
asociado a dicho a´tomo atom13.
3.7.4. Optimizacio´n en la exportacio´n
El me´todo de exportacio´n anterior tiene el inconveniente de que cada a´tomo
exportado contiene u´nicamente una funcio´n o dos elementos y una operacio´n
entre ellos. Esto es debido al proceso de atomizacio´n sobre la marcha. Este he-
cho hace que el listado de a´tomos generado por el algoritmo atom list tenga
un taman˜o en a´tomos ma´s grande de lo necesario.
Si se observa el listado anterior 3.7.3.1, hay a´tomos que u´nicamente aparecen
una vez. Por ejemplo, los a´tomos atom10, atom6, atom59, etc...
El proceso de exportacio´n se puede optimizar eliminando del listado a ex-
portar los a´tomos que u´nicamente aparecen una vez y sustituye´ndolos ahı´ don-
de aparecen por su expresio´n correspondiente.
En el ejemplo anterior, el a´tomo atom10 se podrı´a eliminar y sustituir por
su expresio´n -l p*m p en el a´tomo atom13 y ser eliminado, haciendo ası´ que el
taman˜o del listado de a´tomos sea menor.
En el listado del ejemplo anterior hay u´nicamente un a´tomo, atom13, que
esta´ ma´s de una vez. Todos los dema´s a´tomos so´lo aparecen una vez y, por lo
tanto, pueden ser sustituidos y eliminados del listado. Quedando el listado del
ejemplo de la siguiente manera:
atom13 = -l_p*sin(-theta)*m_p;
_delta [0] = -(dtheta*dtheta)*atom13 -F_b+c_vis*dx;
_delta [1] = M_p+g*atom13+k*( theta -theta_0);
Listado 3.2: Ejemplo de exportacio´n en C optimizada
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Con la idea de realizar esta tarea, se proponen dos algoritmos que para ser
ma´s eficaces usa tablas de tipo hash.
El algoritmo de la figura 3.11 es el algoritmo principal y que, a su vez, utiliza
el algoritmo opt unatomize ex, se ve en ma´s detalle en el apartado siguiente.
El algoritmo opt atom list toma como entrada una matriz (o vector) y re-
torna esta matriz “optimizada” o “parcialmente desatomizada”. Se entiende
por matriz “optimizada” una en la que los a´tomos que u´nicamente aparecen
una vez han sido sustituidos por su expresio´n asociada. Ası´ para el ejemplo
anterior el vector δ optimizado (parcialmente desatomizado) toma la forma:
δ =
[ −Fb + α13θ˙2 + cvis x˙
Mp − (θ0 − θ) k− g α13
]
(3.10)
Este algoritmo realiza la tarea de optimizacio´n en cinco pasos:
0. Definir una lista general AtmLstExp y definir una tabla de tipo hash
RepAtmHashTableOut donde la clave es el a´tomo y el valor el nu´mero
de veces que aparece.
1. Obtener la lista de a´tomos AtmLstTotal correspondiente al elemento que
se quiera exportar MatIn.
Esto se realiza mediante el algoritmo atom list.
FEn el ejemplo anterior esta lista es: atom10, atom12, atom13, atom38,
atom39, atom6, atom57, atom58, atom4, atom5, atom15, atom59 ,atom60
2. Buscar y contar los a´tomos que aparecen en las expresiones asociadas a
los a´tomos de la lista AtmLstTotal. Es decir:
Para cada a´tomo Atmi de la lista AtmLstTotal:
a) Se obtiene la expresio´n Expi asociada al a´tomo Atmi
b) Se obtiene la lista AtmLst de a´tomos presentes en esa expresio´n
Expi
c) Para cada a´tomo AtmExpi de la lista anterior AtmLst
Si el a´tomo AtmExpi no esta´6 en la lista general AtmLstExp se
6Chequear si AtmExpi no esta´ en AtmLstExp se puede hacer de forma o´ptima mediante
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Entrada: MatIn: matriz T m · n de expresiones simbo´licas
Salida: MatOut: matriz T optimizada. AtmLstOut: Lista de a´tomos. ExpLstOut:
Lista de expresiones
Definir la lista AtmLstExp vacı´a
Definir una tabla de hash RepAtmHashTable vacı´a
AtmLstTotal ← atom list(MatIn)
para cada a´tomo Atmi de la lista AtmLstTotal hacer
Obtener la expresio´n Expi asociada a Atmi
Obtener la lista AtmLst de a´tomos presentes en la expresio´n Expi
para cada a´tomo AtmExpi de la lista AtmLst hacer
si AtmExpi no esta´ en AtmLstExp entonces
Introducir AtmExpi en la lista AtmLstExp
Incrementar en RepAtmHashTableOut el valor correspondiente
a AtmExpi en una unidad
para i = 0 to n hacer
para j = 0 to m hacer
Obtener la lista AtmLst de a´tomos presentes en la expresio´n MatOut(i, j)
para cada a´tomo AtmExpi de la lista AtmLst hacer
si AtmExpi no esta´ en AtmLstExp entonces
Introducir AtmExpi en la lista AtmLstExp
en otro caso
Incrementar en RepAtmHashTableOut el valor correspondiente
a AtmExpi en una unidad
para cada a´tomo Atmi de la lista AtmLstExp hacer
si Atmi Aparece ma´s de una vez en RepAtmHashTableOut entonces
An˜adir Atmi a la lista AtmLstOut
Obtener la expresio´n AtmExpi asociada a Atmi.
Expi ← opt unatomize ex(AtmExpi,RepAtmHashTableOut)
An˜adir Expi a la lista ExpLstOut
para i = 0 to n hacer
para j = 0 to m hacer
MatOut(i, j)← opt unatomize ex(MatIn(i, j), RepAtmHashTableOut)
devolver MatOut,AtmLstOut, ExpLstOut
Figura 3.11.: opt atom list(Mat)
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introduce en ella.
Si el a´tomo AtmExpi sı´ esta´ en la lista general AtmLstExp se
incrementa en una unidad el contador de ese a´tomo en la tabla
hash RepAtmHashTableOut.
Cada a´tomo tendra´ asignado en la tabla un valor segu´n el nu´me-
ro de veces que aparezca.
3. Para cada elemento MatIn(i, j) de MatIn se han de buscar y contar los
a´tomos que aparecen en las expresiones asociadas a los a´tomos de la lista
AtmLstTotal. Es decir:
a) Se obtiene la lista AtmLst de a´tomos presentes en esa expresio´n
MatIn(i, j)
b) Para cada a´tomo AtmExpi de la lista anterior AtmLst
Si el a´tomo AtmExpi no esta´ en la lista general AtmLstExp se
introduce en ella.
Si el a´tomo AtmExpi sı´ esta´ en la lista general AtmLstExp se
incrementa en la tabla hash RepAtmHashTableOut el contador
de ese a´tomo en una unidad. Cada a´tomo tendra´ asignado en
la tabla un valor segu´n el nu´mero de veces que aparezca.
4. Introducir en la lista AtmLstOut los a´tomos que aparecen ma´s de una
vez segu´n la tabla RepAtmHashTableOut.
Sustituir en la expresio´n asociada a estos el resto de a´tomos (los que tie-
nen el valor uno en RepAtmHashTableOut) por su expresio´n y guardar
estas expresiones en la lista ExpLstOut. Es decir:
Por cada a´tomo Atmi de la lista AtmLstExp:
Si Atmi Aparece ma´s de una vez segu´n RepAtmHashTableOut
• Se an˜ade el a´tomo Atmi a la lista de salida AtmLstOut.
• Se obtiene la expresio´n AtmExpi asociada a dicho Atmi.
• Se sustituyen en la expresio´n AtmExpi todos lo a´tomos que
aparecen un u´nica vez (segu´n la tabla RepAtmHashTableOut)
una tabla hash.
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por su expresio´n asociada. Esto se realiza mediante el algoritmo
opt unatomize ex. Es resultado se guarda en Expi. Es ana´logo
al un proceso de desatomizacio´n donde u´nicamente se desato-
mizan los a´tomos que aparecen una u´nica vez segu´n la tabla
anterior.
• Se an˜ade Expi a la lista de expresiones ExpLstOut.
5. Para cada elemento de MatIn:
Se Sustituye en cada componente de MatIn(i, j) los a´tomos que apare-
cen una u´nica vez (segu´n la tabla RepAtmHashTableOut) vez por su ex-
presio´n asociada. Es resultado se guarda en el elemento correspondiente
MatOut(i, j) de la matriz de salida. Es ana´logo al un proceso de desato-
mizacio´n donde u´nicamente se desatomizan los a´tomos que aparecen
una u´nica vez segu´n la tabla RepAtmHashTableOut.
3.7.4.1. Ejemplo
A fin de ayudar a la explicacio´n anterior, se analiza como serı´an los cinco
pasos del proceso de optimizacio´n en el ejemplo visto en 3.7.3.1.
En el punto 1, se obtiene la lista de todos los a´tomos que aparecen en las
sub-expresiones del elemento a exportar (delta):
atom10 = -l_p*m_p;
atom12 = sin(-theta);
atom13 = atom10*atom12;
atom38 = atom13*dtheta;
atom39 = atom38*dtheta;
atom6 = -C_vis*dx;
atom57 = atom39+atom6;
atom58 = atom57+F_b;
atom4 = theta_0 -theta;
atom5 = -k*atom4;
atom15 = atom13*g;
atom59 = atom5+atom15;
atom60 = M_p+atom59;
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Siendo el elemento a exportar:
_delta [0] = -atom58;
_delta [1] = atom60;
En el punto 2, bu´squeda de a´tomos que aparecen varı´as veces, se obtienen
como resultado el a´tomo atom13 que esta´ dos veces.
En el punto 3, se sustituyen recursivamente en la expresio´n asociada a ese
a´tomo todos los a´tomos que u´nicamente aparecen una vez, dando como resul-
tado:
atom13 = -l_p*sin(-theta)*m_p;
En el punto 4, se han de buscar y contar lo a´tomos presentes en las expre-
siones del elemento a exportar. En este caso solo hay dos a´tomos (atom58 y
atom60) y cada uno aparece una vez.
Por u´ltimo, en el punto 5, se sustituyen recursivamente en el elemento a
exportar todos los a´tomos que u´nicamente aparecen una vez, obteniendo el
resultado esperado:
_delta [0] = -(dtheta*dtheta)*atom13 -F_b+c_vis*dx;
_delta [1] = M_p+g*atom13+k*( theta -theta_0);
3.7.4.2. OPT unatomize ex
En la figura 3.12 se describe en pseudo-co´digo el algoritmo que se encarga
de desatomizar de forma selectiva, solo los a´tomos que tienen un uno asignado
en la tabla RepAtmHashTable, es decir, los que aparecen una u´nica vez.
El algoritmo toma como entrada la expresio´n ExpIN y la tabla de a´tomos
RepAtmHashTable que contiene un valor asociado a cada a´tomo. El algoritmo
retorna la expresio´n ExpOUT.
87
Cap´ıtulo 3. Atomizacio´n. Algoritmos simbo´licos. Exportacio´n
La expresio´n ExpIN puede estar completamente atomizada, parcialmente
atomizada o incluso sin atomizar.
Entrada: ExpIn: expresio´n simbo´lica, RepAtmHashTable: Tabla hash
Salida: ExpOut: expresio´n simbo´lica
si ExpIn es de tipo a´tomo Atm entonces
si el nu´mero asociado a Atm en RepAtmHashTable es igual a 1 entonces
Obtener la expresio´n AtmExp asociada al a´tomo
ExpUnatm← OPT unatomize ex(AtmExp,RepAtmHashTable)
ExpOUT ← ExpUnatm
en otro caso
ExpOUT ← Atm
en otro caso
si taman˜o de ExpIn > 1 entonces
ExpUnatm← ExpIn
para cada sub-expressio´n ExpIni de ExpIn hacer
ExpUnatmi ←OPT unatomize ex(ExpIni,RepAtmHashTable)
Sustituir en ExpUnatm cada ExpIni por su equivalente
desatomizado ExpUnatmi
ExpOUT ← ExpUnatm
en otro caso
ExpOUT ← ExpIn
devolver ExpOUT
Figura 3.12.: opt unatomize ex
El algoritmo es una modificacio´n del algoritmo de desatomizacio´n (3.4.2).
Cada vez que se accede a una sub-expresio´n que se ha de desatomizar se che-
quea cua´l el su valor en la tabla RepAtmHashTable. Si este valor es uno, se
desatomiza. En caso de que sea mayor que uno se deja ese a´tomo sin desato-
mizar.
3.7.5. Exportacio´n de matrices conjunta
En 2.7.3 se detalla el conjunto de elementos que se han de exportar para
realizar la simulacio´n dina´mica de un sistema multicuerpo. En este apartado
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se propone una optimizacio´n que permite evaluar ciertas funciones de una
forma ma´s eficiente.
El algoritmo de integracio´n dina´mica visto en la seccio´n 2.4 puede ser com-
pletado (Figura 3.13) citando en que´ momento se ha de evaluar nume´ricamen-
te cada una de las funciones exportadas.
t← 0
Evaluar ΦInit,Φq Init,Φ˙Initq˙ y β
Init
Problema de posicio´n inicial ΦInit(q) = 0
Problema de velocidad inicial Φ˙Init(q, q˙) = 0
mientras t < t f inal hacer
Evaluar M, δ, γ y Φ˙q˙
Resolver de problema dina´mico e(q¨,λ) = 0
q← q+ q˙ · ∆t
q˙← q˙+ q¨ · ∆t
Evaluar Φ y Φq
Proyeccio´n de coordenadas
Evaluar Φ˙q˙ y β
Proyeccio´n de velocidad
t← t + ∆t
Figura 3.13.: Integracio´n nume´rica. Evaluacio´n de funciones
En el problema dina´mico la matriz M y el vector δ, siempre se evalu´an de
forma conjunta. Por como esta´n construidos (2.7.2), estos pueden contener a´to-
mos comunes. Entonces, lo ma´s conveniente es exportarlos de forma conjunta.
Aprovechando que el vector δ tienen un taman˜o igual al nu´mero de filas de
la matriz M, se proponen exportarlos como una sola matriz, con el taman˜o
aumentado, es decir: [M|δ].
De forma ana´loga, en la correccio´n de posicio´n, se evalu´an conjuntamente
la matriz Φq y el vector Φ, que tambie´n pueden contener a´tomos comunes. El
taman˜o del vector es igual al nu´mero de filas de la matriz, ası´ que se puede
proceder como se ha procedido en el caso anterior y crear una matiz aumenta-
da [Φq|Φ].
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El software Robotran [11] exporta de una forma ana´loga esto dos elementos.
El co´digo nume´rico que evalu´e estos elementos debera´ saber que la u´ltima
columna de cada elemento corresponde al vector. Se debera´ separar la matriz
aumentada en los dos elementos, matriz y vector
No´tese que en caso de existir ecuaciones cinema´ticas no-holo´nomas se han
de exportar de forma conjunta la matriz Φ˙q˙ y el vector Φ˙, es decir, [Φ˙q˙|Φ˙].
3.7.5.1. Ejemplo
Sean la matriz M y el vector δ correspondientes al vector de fuerzas genera-
lizadas del mecanismo del ejemplo A.1.
En el listado de co´digo de 3.7.5.1 muestra el co´digo generado y exportado
para la matriz M. El co´digo correspondiente al vector δ se puede ver en el
listado 3.7.4 expuesto anteriormente.
atom14 = -l_p*m_p*cos(-theta);
_M[0] = -m_b -m_p;
_M[1] = atom14;
_M[2] = atom14;
_M[3] = -Iyy_p;
Listado 3.3: Exportacio´n de la matriz de masa M
En el listado de co´digo de 3.7.5.1 la matriz de masa M esta´ representada
(expresada en forma de vector, columna a columna) por los elementos MQ[0],
MQ[1], MQ[2] y MQ[3]. Y el vector δ por lo elementos MQ[4] y MQ[5].
atom10 = -l_p*m_p;
atom13 = sin(-theta)*atom10;
atom14 = atom10*cos(-theta);
_MQ[0] = -m_b -m_p;
_MQ[1] = atom14;
_MQ[2] = atom14;
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_MQ[3] = -Iyy_p;
_MQ[4] = -(dtheta*dtheta)*atom13 -F_b+c_vis*dx;
_MQ[5] = M_p+g*atom13+k*( theta -theta_0);
Listado 3.4: Exportacio´n de la matriz aumentada MQ
El a´tomo atom10 es comu´n a los a´tomos atom13 y atom14 por lo que u´nica-
mente hay que evaluarlo una vez. Si los dos elementos se exportaran por sepa-
rado, el a´tomo atom10 deberı´a ser evaluado dos veces aumentando el tiempo
computacional de evaluacio´n de la funcio´n.
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CAPI´TULO 4
MODELADO SIMBO´LICO DE
SISTEMAS MULTICUERPO
La parametrizacio´n del sistema multicuerpo esta´ fuertemente ligada a la
complejidad de las ecuaciones simbo´licas que representan la cinema´tica y la
dina´mica del mismo. Dependiendo de co´mo se parametrice el sistema se pue-
den obtener unas ecuaciones u otras. Esta parametrizacio´n es uno de los gra-
dos de libertad a la hora de modelizar el sistema ya que es el disen˜ador quien
decide co´mo ha de hacerlo.
En la literatura existen diversas posibilidades, por ejemplo, coordenadas ab-
solutas, relativas, naturales [1] o cualquier combinacio´n de ellas. Cada una de
ellas requiere, si se desean resultados o´ptimos 1, un forma particular de plan-
tear las ecuaciones.
En este capı´tulo se realiza, en primer lugar, un ana´lisis (Seccio´n 4.1) de la es-
tructura que presentan los conjuntos de puntos y bases del sistema multicuer-
po. En base a este ana´lisis se propone un conjunto de te´cnicas (Seccio´n 4.3) para
1Entendie´ndose o´ptimo como la solucio´n cuyas expresiones simbo´licas son de un menor
taman˜o
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la realizacio´n de ca´lculos cinema´ticos (principalmente vectores de posicio´n y
de velocidad) que son independientes de la parametrizacio´n y que permiten
obtener resultados o´ptimos. Es decir, sea cual sea el tipo de coordenadas defi-
nido las expresiones simbo´licas obtenidas sera´n de un taman˜o mı´nimo.
El taman˜o de una expresio´n simbo´lica esta´ ligado a la parentesizacio´n que
esta presenta, es decir, a la capacidad de agrupar te´rminos segu´n la propiedad
distributiva tanto de la suma como del producto. Estas te´cnicas presentadas
permiten, no solo maximizar la parentesizacio´n, sino que en combinacio´n con
las te´cnicas de atomizacio´n presentadas en el Capı´tulo 3 permiten maximizar
la reciclabilidad de los a´tomos. Como ya se vera´, gracias a que las operaciones
algebraicas se van a realizar siempre de forma ide´ntica, se facilita el trabajo al
algoritmo de atomizacio´n asegurando que no se puedan generar dos a´tomos
con expresiones asociadas ide´nticas.
Gracias a este conjunto de te´cnicas el disen˜ador delega en ellas el ca´lculo de
las magnitudes cinema´ticas. Ası´ puede plantear las ecuaciones dina´micas por
medio de la formulacio´n que desee (y parametrizando el sistema como desee)
sin tener que prestar atencio´n a ca´lculos tediosos como son los de las citadas
magnitudes cinema´ticas.
Adema´s, en la Seccio´n 4.4, se presenta una generalizacio´n del elemento ten-
sor de rango dos que permite trabajar con las distintas matrices jacobianas,
debido a su naturaleza tensorial, que aparecen en el campo de la DSM.
Por u´ltimo, se completa el capı´tulo con la descripcio´n un me´todo para el
ca´lculo de la matriz M y el vector δ basado en el PPV de forma que el resulta-
do sea o´ptimo. Se entiende como “o´ptimo” aquel elemento cuyas expresiones
simbo´licas tienen la parentesizacio´n maximizada y con la ma´xima reciclabili-
dad de a´tomos.
4.1. Caracterizacio´n cinema´tica de sistemas
multicuerpo
Desde una perspectiva cla´sica los sistemas multicuerpo se han definido por
medio de una estructura de referencias a trave´s de la cual se calculan las dife-
rentes magnitudes cinema´ticas de los cuerpos que forman el sistema.
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En esta seccio´n se describe la cinema´tica del sistema multicuerpo desde una
perspectiva ma´s general que la cla´sica. En esta perspectiva se consideran, por
separado, los dos elementos fundamentales que definen la posicio´n (punto) y
orientacio´n (base) de los so´lidos en el espacio y topologı´a de las estructuras
que estos forman.
4.1.1. Estructura de bases
Sin pe´rdida de generalidad, se asume que el conjunto de bases usadas para
definir las orientaciones de los diferentes cuerpos del sistema multicuerpo,
ası´ como las usadas para definir otro tipo de magnitudes (vectores y tensores)
puede ser ordenado en un estructura con forma de a´rbol.
La raı´z del a´rbol es la denominada “base inercial” o “base absoluta” y deno-
tada2 en este documento como BRI . Es la base a partir de la cual se construye
el a´rbol de bases y siempre es fija.
Cada nueva base Bi+1 se determina a partir de una base Bi previamente
definida mediante una matriz RBi+1Bi de cambio de base que, en general, puede
ser funcio´n de las coordenadas generalizadas q y para´metros p. Es decir:
RBi+1Bi = R
Bi+1
Bi (q, p) (4.1)
Cada base puede ser la base a partir de la cual se determinen una o ma´s
bases. En esta tesis se denomina “base anterior de la base Bi+1” a la base Bi.
Es obvio que cada base, exceptuando la base inercial, tiene asociada una base
anterior.
A modo de ejemplo, en la figura 4.1 se muestra un a´rbol de bases. Cada uno
de los nodos de a´rbol representa una de las bases (BRI , B1, B2,...). Cada una
de las uniones entre nodos representa la matriz de cambio de base (RB1BRI , R
B2
B1 ,
RB3B1 ,...) que determina, a partir de otra base, una base segu´n la direccio´n de la
flecha.
Se dice que dos bases “esta´n en la misma rama” cuando existe un camino
2En este documento las bases se han denotado con la letra B
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(conjunto de matrices de cambio de base) en direccio´n hacia en nodo raı´z que
une ambas bases. Por extensio´n se denomina “rama” a ese camino que une las
citadas bases. Por ejemplo, las bases BRI y B4 esta´n en la misma rama, formada
por las matrices RB1BRI , R
B3
B1 y R
B4
B3 . En cambio, las bases B6 y B9 esta´n en distintas
ramas.
R
B 1 B R
I
R B
2B
1
R
B 3 B 1
R
B 4 B 3
R
B 5 B 3
R
B 6 B 5
R
B 7B RI
R B8B
RI
R
B 9 B 8
BRI
B1
B2 B3
B4
B5
B6
B7B8
B9
Figura 4.1.: Ejemplo de estructura de bases
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4.1.2. Vector y tensor cartesiano. Representacio´n y a´lgebra
En general, las expresiones de las ecuaciones de un sistema multicuerpo
simbo´lico esta´n ordenadas en forma de matriz.
Tanto vectores tridimensionales cartesianos3 como tensores de rango dos
cartesianos4 son representados por matrices. Los vectores cartesianos por ma-
trices de taman˜o 3x1 y los tensores cartesianos por matrices de taman˜o 3x3.
Las componentes de estas matrices dependen de la base en que los vectores o
los tensores este´n representados.
Un vector arbitrario v se representa mediante la pareja formada por una
base y matriz de 3x1: ([
vx vy vz
]T ,Bv) .
Un tensor arbitrario T se representa mediante la pareja la pareja formada
por una base5 y matriz de 3x3:
T11 T12 T13T21 T21 T23
T31 T32 T33
 ,BT
 . (4.2)
Por lo tanto, cada vector y cada tensor necesitan, implı´citamente, tener una
base “asociada” en la cual sus componentes tengan sentido.
4.1.2.1. Operaciones
En el contexto del ca´lculo simbo´lico de sistemas multicuerpo es necesario
definir un conjunto de operaciones:
Sean u y v dos vectores cartesianos, T y S dos tensores cartesianos y a un
sı´mbolo gene´rico (escalar, sı´mbolo o expresio´n simbo´lica).
3Vector cuyas componentes se representan en el espacio euclı´deo tridimensional
4Tensor cuyas componentes se representan en el espacio euclı´deo tridimensional
5No´tese que un tensor cartesiano ha de ser representado mediante dos bases. En este docu-
mento se realiza esta simplificacio´n debido a que en este contexto las dos bases son la misma.
97
Cap´ıtulo 4. Modelado simbo´lico de sistemas multicuerpo
Suma/resta de dos vectores cartesianos: u+ v
Suma/resta de dos tensores cartesianos: T + S
Producto de un sı´mbolo por un vector cartesiano: a u
Producto de un sı´mbolo por un tensor cartesiano: a T
Producto de vector por vector: u ∧ v
Producto de vector por tensor: u T
Producto de una matriz por un vector. El producto vectorial entre dos
vectores puede ser sustituido por el producto de una matriz anti-sime´tri-
ca por un vector: u˜ v
Todas esta operaciones han de ser realizadas en una base que sea comu´n a
los elementos involucrados en la operacio´n.
4.1.2.2. Cambio de base
Al poder estar las componentes de los vectores y tensores cartesianos defi-
nidas en cualquiera de las bases del sistema, al realizar una de las operaciones
definidas anteriormente es necesario decidir en que´ base se va a realizar. Por
ejemplo, en el producto entre dos vectores cuyas componentes esta´n represen-
tadas en bases distintas, la operacio´n se puede realizar en la base del primero,
en la base del segundo o en otra base del sistema.
Sean u un vector cartesiano, B1 y B2 dos bases y RB2B1 la matriz de rotacio´n
que determina la base B2 a partir de la base B1.
Sean
{
u
}
B2 las coordenadas del vector u representadas en la base B2. Se
define cambio de base a la determinacio´n de
{
u
}
B1 , es decir, las coordenadas
del mismo vector u representadas en la base B1, a partir de
{
u
}
B2 y se realiza
como sigue:
{
u
}
B1 = R
B2
B1
{
u
}
B2 (4.3)
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4.1.2.3. Gravedad
En esta tesis se utiliza el modificador denominado “gravedad” para indicar
en que´ base se ha de realizar una operacio´n entre vectores y/o tensores. Se
puede dar el caso de que las bases asociadas a los elementos de la operacio´n
este´n en la misma rama del a´rbol de bases o que que no.
Si las bases asociadas esta´n en la misma rama existen dos posibilidades:
“Gravedad DOWN”: La base en que se realiza las operacio´n es la base
asociada a uno de los operandos que este´ ma´s abajo en la rama del a´rbol
de bases.
“Gravedad UP”: La base en que se realiza las operacio´n es la base aso-
ciada a uno de los operandos que este´ ma´s arriba en la rama del a´rbol de
bases.
Por ejemplo, en el sistema de la figura 4.1 se quiere realizar una operacio´n
entre dos elementos cuyas bases asociadas son la base B1 y la base B6. Con
el modificador “gravedad DOWN” la operacio´n se realizara´ en la base B1, en
cambio con el modificador “gravedad UP” se realizara´ en la base B6.
Cuando las bases asociadas esta´n en distintas ramas operacio´n se ha de rea-
lizar en la base comu´n a las dos ramas que ma´s arriba este´.
Por ejemplo, en el sistema de la figura 4.1 se quiere realizar una operacio´n
entre dos elementos cuyas bases asociadas son la base B2 y la base B4. La ope-
racio´n se realizara´ en la base B1, independientemente del sentido de la grave-
dad.
En general, todas la operaciones se realizara´n con el modificador “gravedad
UP”. Como se vera´ en la seccio´n 4.2 el modificador “gravedad” influye tam-
bie´n en el orden en el que se han de realizar las operaciones entre vectores
y/o entre tensores. En la citada seccio´n se vera´ como este orden hace que se
maximice la reciclabilidad de a´tomos y que la parentesizacio´n sea ma´xima.
4.1.3. Estructura de puntos
Ana´logamente al conjunto de bases, el conjunto de puntos presentes en el
sistema multicuerpo se representa en un estructura con forma de a´rbol.
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En dicha estructura de a´rbol hay un punto raı´z, denominado6 O (P0 o B0) y
a partir de e´l se determinan el a´rbol de puntos.
Cada nuevo punto Pi+1 se determina a partir de uno anterior Pi mediante un
vector cartesiano rPi+1Pi que, en general, puede ser funcio´n de las coordenadas
generalizadas q y de los para´metros p. Es decir:
rPi+1Pi = r
Pi+1
Pi
(q, p) (4.4)
Cada punto puede ser el punto a partir del cual se determinen uno o ma´s
puntos. En esta tesis se denomina “punto anterior del punto Pi+1” al punto Pi.
Es obvio que cada punto, a excepcio´n del primero, tiene un punto anterior.
A modo de ejemplo, en la figura 4.2 se muestra un a´rbol de puntos. Cada
uno de los nodos de a´rbol representa uno de los puntos (O, P1, P2...). Cada una
de las uniones entre nodos representa el vector (rP3P1 , r
P7
P6 , ...) que determina, a
partir de otro punto, un punto segu´n la direccio´n de la flecha.
Se dice que dos puntos “esta´n en la misma rama” cuando existe un camino
(conjunto de vectores de posicio´n) en direccio´n hacia en nodo raı´z que une
ambos puntos. Por extensio´n se denomina “rama” al camino que une los cita-
dos puntos. Por ejemplo, los puntos P4 y O esta´n en la misma rama, formada
por los vectores rP1O , r
P3
P1 y r
P4
P3 . En cambio, los puntos P7 y P8 esta´n en distintas
ramas.
4.1.4. Caracterizacio´n cinema´tica de cada so´lido. Referencia
La definicio´n cinema´tica de cada so´lido Si se realiza por medio una referen-
cia Ri, es decir, de un par formado por un punto (Bi) de la estructura de puntos
del sistema y una base (Bi) de la estructura de bases del sistema.
La figura 4.3 muestra un so´lido gene´rico Si, con la referencia Ri y dos puntos
arbitrarios Pi1 y Pi2 considerados pertenecientes al so´lido.
Esta separacio´n del sistema en estructura de bases y de puntos permite la de-
finicio´n de forma libre de referencias a partir de cualquier punto y de cualquier
6En este tesis, los puntos gene´ricos, en general, se han denotado con la letra P o B.
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rP
1 O
r P2P
1
rP
3
P 1
rP
4 P 3 r
P5
P3
r P6O
r P
7P6
r
P8
O
rP9O
O
P1
P2 P3
P4
P5
P6
P7 P8
P9
Figura 4.2.: Ejemplo de estructura de puntos
base. No´tese que en este contexto deja de tener sentido hablar de estructura de
referencias ya que no existe como tal. El conjunto de referencias del sistema
multicuerpo esta´ formado por un conjunto de parejas de punto ma´s base que
previamente hayan sido definidas en el mismo.
4.1.4.1. Cadena cerrada
La estructuras de puntos y de bases son estructuras de cadena abierta, es
decir, no hay ramas del a´rbol que formen lazos cerrados.
El cierre de las ramas, en caso de ser necesario, se realiza mediante una ecua-
cio´n o varias de cierre segu´n cua´l sea la naturaleza del sistema.
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B i
B i
Pi1
Pi2
Figura 4.3.: So´lido gene´rico
4.2. Modificador “gravedad”: Atomizacio´n y
Parentesizacio´n
Como ya se ha comentado en la seccio´n precedente, el modificador “gra-
vedad”, adema´s de determinar en que´ base se han de realizar las operaciones
entre vectores y/o tensores, permite asegurar que estas operaciones se realizan
siguiendo un orden especı´fico. Este modificador no influye en las operaciones
entre matrices de rotacio´n por no tener naturaleza ni vectorial ni tensorial.
Cabe recordar que el modificador “gravedad” u´nicamente es va´lido cuando
los elementos (puntos o bases) esta´n en la misma rama del a´rbol correspon-
diente.
El orden en que se han de realizar las operaciones, dependiendo el modifi-
cador, ha de ser el siguiente:
“gravedad DOWN” La operacio´n se ha de realizar siguiendo un camino des-
cendiente a trave´s de la correspondiente rama del a´rbol. Es decir, se ha
comenzar operando con los elementos que ma´s alejados (ma´s arriba en
la correspondiente rama del a´rbol) este´n de la raı´z del a´rbol e ir descen-
diendo y operando a lo largo de la rama.
“gravedad UP” La operacio´n se ha de realizar siguiendo un camino ascen-
dente a trave´s de la correspondiente rama del a´rbol. Es decir, se ha co-
menzar operando con los elementos que ma´s cerca (ma´s abajo en la co-
rrespondiente rama del a´rbol) este´n de la raı´z del a´rbol e ir ascendiendo
y operando a lo largo de la rama.
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Realizar la operaciones siguiendo un orden especı´fico asegura que las ex-
presiones simbo´licas asociadas a estas operaciones se realicen siempre en un
orden especı´fico y de la misma forma. Esto presenta dos ventajas:
Favorece la parentesizacio´n en la expresiones simbo´licas obtenidas.
Favorece, en caso de usar te´cnicas de atomizacio´n, la reciclabilidad de
a´tomos.
4.2.1. Ejemplo: Vector de posicio´n entre dos puntos
A continuacio´n se ilustra por medio de un ejemplo (el ca´lculo de un vec-
tor de posicio´n) como el modificador contribuye a optimizar tanto la paren-
tesizacio´n como la reciclabilidad de a´tomos. Adema´s, en el mismo ejemplo se
justifica porque es conveniente el uso del modificador como “gravedad UP”.
Sean los a´rboles de bases (Figura 4.1) y puntos (Figura 4.2) vistos en la sec-
cio´n anterior donde cada uno de los vectores del a´rbol de puntos tiene sus
componentes conocidas en una base distinta. Ası´:
rP1O →
{
rP1O
}
BRI
, rP3P1 →
{
rP3P1
}
B1
, rP4P3 →
{
rP4P3
}
B3
y rP5P3 →
{
rP5P3
}
B3
(4.5)
El vector de posicio´n rP4O se obtiene como: r
P4
O = r
P1
O + r
P3
P1 + r
P4
P3 .
El vector de posicio´n rP5O se obtiene como: r
P5
O = r
P1
O + r
P3
P1 + r
P5
P3 .
4.2.1.1. Parentesizacio´n
El ca´lculo de estos vectores cuando se utiliza el modificador “gravedad DOWN”
se realiza como sigue:
{
rP4P0
}
BRI
=
{
rP1O
}
BRI
+ RB1BRI
({
rP3P1
}
B1
+ RB3B1
{
rP4P3
}
B3
)
{
rP5P0
}
BRI
=
{
rP1O
}
BRI
+ RB1BRI
({
rP3P1
}
B1
+ RB3B1
{
rP5P3
}
B3
) (4.6)
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El ca´lculo de estos vectores cuando se utiliza el modificador “gravedad UP”
se realiza como sigue:
{
rP4P0
}
B3
= RB1B3
(
RBRIB1
{
rP1O
}
BRI
+
{
rP3P1
}
B1
)
+
{
rP4P3
}
B3{
rP5P0
}
B3
= RB1B3
(
RBRIB1
{
rP1O
}
BRI
+
{
rP3P1
}
B1
)
+
{
rP5P3
}
B3
(4.7)
No´tese como en ambos casos, tanto con “gravedad DOWN” como con “gra-
vedad UP” la parentesizacio´n es o´ptima7.
4.2.1.2. Reciclabilidad de a´tomos
Cuando se realiza la operacio´n “gravedad UP” (Ecuacio´n 4.7) se puede ver
que en ambas expresiones, gracias a la parentesizacio´n, hay un conjunto de
operaciones y operandos agrupadas en un te´rmino que es comu´n:
RB1B3
(
RBRIB1
{
rP1O
}
BRI
+
{
rP3P1
}
B1
)
Este te´rmino esta´ asociado a la parte comu´n de ambos caminos (de O → P4
y de O→ P5 ) en el a´rbol de puntos.
Si se trabaja con te´cnicas de atomizacio´n, las expresiones simbo´licas en te´rmi-
nos de a´tomos sera´ iguales , maximizando ası´ la reciclabilidad de a´tomos.
En caso de utilizar el modificador “gravedad DOWN” (Ecuacio´n 4.6) este
agrupacio´n de operaciones no aparece. Los te´rminos comunes en ambas ecua-
7En caso de no realizar este ca´lculo como se ha descrito en este seccio´n se obtendrı´a para el
vector rP4P0 :
Con “gravedad DOWN”:
{
rP4P0
}
BRI
=
{
rP1O
}
BRI
+ RB1BRI
{
rP3P1
}
B1
+ RB3BRI
{
rP4P3
}
B3
Con “gravedad UP”:
{
rP4P0
}
B3
= RBRIB3
{
rP1O
}
BRI
+ RB1B3
{
rP3P1
}
B1
+
{
rP4P3
}
B3
No´tese como en ambas expresiones hay una matriz de cambio de base (RBRIB3 o R
B3
BRI ) que
implica dos cambios de base. Es decir RBRIB3 = R
B1
B3 R
BRI
B1 y R
B3
BRI = R
B1
BRI R
B3
B1 ). Mientras que en la
ecuaciones 4.6 y 4.7 todas la matrices cambio de base u´nicamente implican un cambio de base.
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ciones esta´n asociados u´nicamente a operandos y u´nicamente se podra´n reci-
clar a´tomos asociados a esos operandos.
4.2.1.3. Elementos con componentes nulas
Cuando uno de los elementos involucrados en las operaciones tenga todas
sus componentes nulas, la base en la que se ha de representar el resultado es
la base asociada al elemento cuyas componentes no son nulas, independiente-
mente del modificador “gravedad”.
Por ejemplo, sean las componentes de los vectores u y v, representadas, res-
pectivamente, en las bases Bu y Bv:
{u}Bu =
u1u2u3

Bu
y {v}Bv =
000

Bv
(4.8)
Entonces la suma de los vectores realiza como sigue:
{u}Bu + RBvBu {v}Bv =
u1u2u3

Bu
(4.9)
Esta forma de proceder evita, sin ma´s cautela, la realizacio´n de cambios de
base innecesarios.
4.3. Operadores cinema´ticos
En esta seccio´n se presenta un conjunto de cuatro operadores orientados a
la realizacio´n de los ca´lculos tı´picos de la cinema´tica en sistemas multicuerpo.
Estos cuatro operadores esta´n orientados a realizar las siguientes operacio-
nes:
Ca´lculo de la matriz de rotacio´n entre dos bases.
Ca´lculo del vector de posicio´n de un punto respecto de otro.
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Ca´lculo del vector de velocidad angular entre dos bases.
Ca´lculo del vector velocidad de un punto respecto a una referencia.
Esto operadores son independientes del tipo de formulacio´n y/o de para-
metrizacio´n que se este´ empleando. Pueden realizar los ca´lculos tanto con el
modificador “gravedad DOWN” como “gravedad UP” maximizando la pa-
rentesizacio´n. Este hecho hace que el taman˜o de las expresiones simbo´licas
de las componentes del vector o matriz resultado sea o´ptimo en te´rminos de
nu´mero de operaciones algebraicas necesarias para su evaluacio´n nume´rica.
Este conjunto de operadores permite sacar provecho de la recursividad sub-
yacente en las estructuras de puntos y bases y que es debida al hecho de que
estos elementos (puntos y bases) este´n definidos a partir de un elemento ante-
rior.
4.3.1. Operador: Matriz de rotacio´n
El operador “Matriz de rotacio´n” calcula la matriz de rotacio´n entre dos
bases que esta´n en una misma rama del a´rbol de bases. Para ello se recorre
la citada rama y se realiza el producto entre todas las matrices de rotacio´n
intermedias. Estos matrices de rotacio´n intermedias son las matrices a trave´s
de las cuales se determinan cada una de las bases de la citada rama.
La rama entre las dos bases se ha de recorrer, independientemente del sen-
tido del modificador “gravedad”, en sentido ascendente y la operacio´n entre
matrices se ha de realizar post-multiplicando estas. Ası´ se maximizara´ la reci-
clabilidad de a´tomos como se demuestra a continuacio´n.
4.3.1.1. Descripcio´n
Sean las bases BA y BB, las cuales se encuentran en la misma rama del a´rbol
(formada por las bases BA,BA+1,... ,BB−1 y BB) siendo la base BA la que ma´s
abajo se encuentra (ma´s cerca de la base raı´z) y la base BB la que ma´s arriba se
encuentra (ma´s alejada de la base raı´z).
La matriz de rotacio´n RBBBA se obtiene como:
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RBBBA =
(((
RBA+1BA R
BA+2
BA+1
)
...
)
RBB−1BB−2
)
RBBBB−1 (4.10)
Los pare´ntesis han sido introducidos con la intencio´n de remarcar el orden
en que se ha de realizar esta operacio´n para maximizar la reciclabilidad de
a´tomos.
La matriz de rotacio´n RBABB se obtiene como:
RBABB = R
BB−1
BB
(
RBB−2BB−1
(
...
(
RBA+1BA+2 R
BA
BA+1
)))
(4.11)
No´tese que RBBBA = R
BA
BB
T
y por lo tanto conocido uno, la obtencio´n del otro
es inmediato.
Por lo tanto, para el ca´lculo de RBABB se ha realizar primero el ca´lculo de R
BB
BA
y a continuacio´n RBBBA = R
BA
BB
T
.
4.3.1.2. Algoritmo
El operador “Matriz de rotacio´n” que calcula la matriz de rotacio´n entre dos
bases que esta´n en una misma rama del a´rbol de bases se implementa median-
te el algoritmo recursivo de la figura 4.4 y que se describe en este apartado.
En este algoritmo la base BB es la que ma´s arriba esta´ en la cadena y la base
BA la que ma´s abajo esta´ y calcula la matriz RBBBA tal y como se detalla en la
ecuacio´n 4.10 .
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ωOUT ←Rotation Matrix(BA, BB)
Entrada: BA: Primera base. BB: Segunda base.
Salida: Vector ROUT de rotacio´n
Obtener RBBBB−1
si BB−1 != BA entonces
RAUX ← Rotation Matrix(BA, BB−1)
ROUT ← RAUX RBBBB−1
si BB−1 = BA entonces
ROUT ← RBBBB−1
devolver ROUT
Figura 4.4.: Algoritmo Rotation Matrix
Cada vez que se llama a dicho algoritmo recursivo se realizan los siguientes
pasos:
1. Se obtiene la matriz de rotacio´n RBBBB−1 mediante la cual ha sido definida,
a partir de la base BB−1 la base BB
2. Si la base BB−1 es distinta de BA quiere decir que no se ha llegado abajo
de la cadena, entonces:
Se llama al algoritmo recursivo con las bases BA, BB−1. La salida del
algoritmo se asigna a la matriz auxiliar RAUX.
Se post-multiplica la matriz RAUX por la matriz R
BB
BB−1 (calculada
previamente). El resultado se asigna a la matriz de salida ROUT.
3. Si la base BB−1 es la base BA quiere decir que ya se ha llegado al punto
ma´s bajo de la rama, entonces:
Se asigna a la matriz de salida ROUT la matriz R
BB
BB−1 .
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4.3.1.3. Matriz de rotacio´n entre bases en distintas cadenas
En el caso en que las bases BA y BB se encuentren en ramas distintas, la
solucio´n tiene dos pasos.
En primer lugar se ha de buscar base BC comu´n a las dos ramas y se calculan
mediante el algoritmo anterior las matrices de rotacio´n RBBBC y R
BA
BC .
Finalmente, la matriz de rotacio´n se obtiene como:
RBBBA = R
BA
BC
T
RBBBC (4.12)
4.3.2. Operador: Vector de posicio´n
El operador “Vector de posicio´n” calcula el vector de posicio´n entre dos pun-
tos que esta´n en una misma rama.
Para ello se recorre la citada rama y se realiza la suma de todos los vectores
de posicio´n intermedios. Estos vectores intermedios son los vectores a trave´s
de los cuales se determinan cada uno de los puntos de la citada rama.
Si el modificador es “gravedad UP” el resultado es un vector cuyas compo-
nentes esta´n representadas en la base que ma´s arriba este´ de todo el conjunto
de bases asociadas a los vectores intermedios.
En cambio, si el modificador es “gravedad DOWN” el resultado es un vector
cuyas componentes esta´n representadas en la base que ma´s abajo este´ de todo
el conjunto de bases asociadas a los vectores intermedios.
4.3.2.1. Descripcio´n
Sean los puntos PA y PB, los cuales se encuentra en la misma rama del a´rbol
(formada por PA,PA+1,... ,PB−1 , PB ) siendo el punto PA el que ma´s abajo se en-
cuentra (ma´s cerca del punto raı´z) y el punto PB el que ma´s arriba se encuentra
(ma´s alejado del punto raı´z).
La suma de los vectores intermedios asociados a cada punto se realiza de-
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pendiendo del sentido del modificador “gravedad”.
Si el modificador es “gravedad DOWN” la suma se realiza:
rPBPA = r
PA+1
PA
+
(
rPA+2PA+1 + ...+
(
rPB−1PB−2 + r
PB
PB−1
))
(4.13)
Si el modificador es “gravedad UP” la suma se realiza:
rPBPA =
(((
rPA+1PA + r
PA+2
PA+1
)
+ ...
)
+ rPB−1PB−2
)
+ rPBPB−1 (4.14)
Los pare´ntesis han sido introducidos con la intencio´n de remarcar el orden
en que se ha de realizar esta operacio´n para maximizar la reciclabilidad de
a´tomos.
No´tese que en caso de querer obtener el vector rPAPB el proceso es trivial, ya
que rPAPB = −r
PB
PA
4.3.2.2. Algoritmo
El operador “Vector de posicio´n” se implementa mediante el algoritmo re-
cursivo de la figura 4.5.
El algoritmo recursivo toma como datos de entrada el punto PA (el punto
que ma´s abajo esta´ en la cadena), el punto PB (el punto que ma´s arriba esta´ en
la cadena) y el vector rIN .
Cada vez que se llama a dicho algoritmo recursivo se realizan los siguientes
pasos:
1. Se obtiene el vector de posicio´n rPBPB−1 del punto PB respecto al punto a
partir del cual ha sido definido (PB−1).
2. Si la gravedad es DOWN:
Si el punto PB− 1 es distinto de PA quiere decir que no se ha llegado
abajo de la cadena, entonces:
• Se suma el vector de entrada rIN con el vector r
PB
PB−1 y el resulta-
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rOUT ←Position Vector(PA, PB, rIN)
Entrada: PA: Primer punto. PB: Segundo punto. rIN : Vector de entrada
Salida: Vector rOUT
Obtener rPBPB−1
si Gravedad DOWN entonces
si PB−1 != PA entonces
rAUX ← rIN + rPBPB−1
rOUT ← Position Vector(PA, PB−1, rAUX)
si PB−1 = PA entonces
rOUT ← rIN + rPBPB−1
si Gravedad UP entonces
si PB−1 != PA entonces
rAUX ← Position Vector(PA, PB−1, rIN)
rOUT ← rAUX + rPBPB−1
si PB−1 = PA entonces
rOUT ← rPBPB−1
devolver rOUT
Figura 4.5.: Algoritmo Position Vector
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do se asigna al vector auxiliar rAUX.
• Se llama al algoritmo recursivo con los puntos PA, PB−1 y el
vector auxiliar rAUX. La salida del algoritmo se asigna a rOUT.
Si el punto PB−1 es igual a PA quiere decir que se ha llegado abajo
de la cadena, entonces:
• Se suma el vector de entrada rIN con el vector r
PB
PB−1 y el resulta-
do se asigna al vector rOUT.
3. Si la gravedad es UP:
Si el punto PB− 1 es distinto de PA quiere decir que no se ha llegado
abajo de la cadena, entonces:
• Se llama al algoritmo recursivo con los puntos PA, PB−1 y el vec-
tor de entrada rIN . La salida del algoritmo se asigna al vector
auxiliar rAUX.
• Se suma el vector auxiliar rAUX con el vector r
PB
PB−1 y el resultado
se asigna al vector de salida rOUT.
Si el punto PB−1 es igual a PA quiere decir que se ha llegado abajo
de la cadena, entonces:
• Se asigna al vector de salida rOUT el vector r
PB
PB−1 .
Se ha de destacar que en la primera iteracio´n el algoritmo se ha de llamar
como sigue:
Position Vector(PA, PB, rIN)
donde rIN es un vector vacı´o (las componentes son cero y sin base asociada).
4.3.2.3. Vector de posicio´n entre puntos en distintas cadenas
En el caso en que los puntos PA y PB para los que se quiere calcular el vector
de posicio´n rPBPA se encuentren en ramas distintas, la solucio´n tiene dos pasos.
En primer lugar se ha de buscar el punto PC comu´n a las dos ramas en las
que esta´n los puntos y se calculan mediante el algoritmo anterior los vectores
rPBPC y r
PA
PC
.
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No´tese que al estar los puntos en dos ramas distintas del a´rbol el modifica-
dor gravedad deja de tener sentido.
Finalmente el vector de posicio´n rPBPA se obtiene como:
rPBPA = r
PB
PC
− rPAPC (4.15)
4.3.3. Operador: Vector de velocidad angular
El operador “Vector de velocidad angular” calcula la velocidad angular en-
tre dos bases que esta´n en una misma rama del a´rbol de bases.
Para ello se recorre la citada rama y se realiza la suma de todos los vectores
de velocidad angular intermedio entre cada pareja de bases de la rama.Y a
se ha visto en 4.1.1 que cada base esta´ definida a partir de una base anterior
mediante una matriz de rotacio´n general, ası´ pues obtener la velocidad angular
de una base respecto a la base que esta´ definida es directo.
Si el modificador es “gravedad UP” el resultado es un vector cuyas compo-
nentes esta´n representadas en la base que ma´s arriba este´ en la citada cadena
de bases.
En cambio, si el modificador es “gravedad DOWN” el resultado es un vector
cuyas componentes esta´n representadas en la base que ma´s abajo este´ en la
cadena de bases.
4.3.3.1. Descripcio´n
Sean las bases BA y BB, las cuales se encuentran en la misma rama del a´rbol
(formada por las bases BA,BA+1,... ,BB−1 y BB) siendo la base BA la que ma´s
abajo se encuentra (ma´s cerca de la base raı´z) y la base BB la que ma´s arriba se
encuentra (ma´s alejada de la base raı´z).
La suma de los vectores de velocidad angular intermedios asociados a cada
base se realiza dependiendo del sentido del modificador “gravedad”.
Si el modificador es “gravedad DOWN” la suma se realiza:
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ωBBBA =
(((
ωBBBB−1 +ω
BB−1
BB−2
)
+ ...
)
+ω
BA+2
BA+1
)
+ω
BA+1
BA (4.16)
Si el modificador es “gravedad UP” la suma se realiza:
ωBBBA =
(((
ω
BA+1
BA +ω
BA+2
BA+1
)
+ ...
)
+ω
BB−1
BB−1
)
+ωBBBB−1 (4.17)
Los pare´ntesis han sido introducidos con la intencio´n de remarcar el orden
en que se ha de realizar esta operacio´n para maximizar la reciclabilidad de
a´tomos.
No´tese que en caso de querer obtener el vector ωBABB el proceso es inmediato,
ya que ωBABB = −ω
BB
BA .
4.3.3.2. Algoritmo
El operador “Vector de velocidad angular” se implementa mediante el algo-
ritmo recursivo de la figura 4.6.
Al ser un algoritmo ana´logo, se ha de recorrer un rama del a´rbol sumando
vectores intermedios, al algoritmo Position Vector (Figura 4.5) carece de intere´s
su descripcio´n en detalle.
Se ha destacar que en la primera iteracio´n el algoritmo se ha de llamar como
sigue:
Angular Velocity Vector(BA, BB,ωIN)
donde ωIN es un vector vacı´o.
4.3.3.3. Velocidad angular entre bases en distintas ramas
En el caso en que las bases BA y BB se encuentren en ramas distintas, la
solucio´n tiene dos pasos.
En primer lugar se ha de buscar una base BC comu´n a las dos ramas y se
calculan mediante el algoritmo anterior los vectores ωBBBC y ω
BA
BC .
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ωOUT ←Angular Velocity Vector(BA, BB,ωIN)
Entrada: BA: Primera base. BB: Segunda base. ωIN Vector de entrada
Salida: Vector ωOUT de velocidad angular
Obtener ωBBBB−1
si GRAVEDAD HACIA ABAJO entonces
si BB−1 != BA entonces
ωAUX ← ωIN +ωBBBB−1
ωOUT ← Angular Velocity Vector(BA, BB−1, ωAUX)
si BB−1 = BA entonces
ωOUT ← ωIN +ωBBBB−1
si GRAVEDAD HACIA ARRIBA entonces
si BB−1 != BA entonces
ωAUX ← Angular Velocity Vector(BA, BB−1, ωIN)
ωOUT ← ωAUX +ωBBBB−1
si BB−1 = BA entonces
ωOUT ← ωBBBB−1
devolver ωOUT
Figura 4.6.: Algoritmo Angular Velocity Vector
El vector velocidad angular ωBBBA sera´ el resultado de: ω
BB
BA = ω
BB
BC −ω
BA
BC .
4.3.4. Operador: Vector de velocidad de un punto respecto a una
referencia
Este operador calcula la velocidad de un punto del a´rbol de puntos respecto
a una referencia (pareja formada por un punto del a´rbol de puntos y una base
del a´rbol de bases). Ambos puntos han de estar en la misma rama del a´rbol de
puntos.
El ca´lculo del vector de velocidad se realiza por medio de la ecuacio´n de
composicio´n de velocidades (Ecuacio´n 2.9). Ası´ pues, el operador recorre la ci-
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tada rama,calcula los vectores de velocidad intermedios segu´n la citada ecua-
cio´n y realiza la suma de estos.
Si el modificador es “gravedad UP” el resultado es un vector cuyas compo-
nentes esta´n representadas en la base que ma´s arriba este´ de todo el conjunto
de bases asociadas a los vectores intermedios.
En cambio, si el modificador es “gravedad DOWN” el resultado es un vector
cuyas componentes esta´n representadas en la base que ma´s abajo este´ de todo
el conjunto de bases asociadas a los vectores intermedios.
4.3.4.1. Descripcio´n
La velocidad de un punto P, definido a trave´s de un vector rPORn desde el
punto ORn de la referencia Rn, con respecto a la una referencia R0 se calcula
aplicando la siguiente ecuacio´n de forma recursiva:
vPRn−1 = v
P
Rn +ω
Rn
Rn−1 ∧ r
P
ORn
+ vORnRn−1 (4.18)
Se ha de parar cuando la referencia Rn coincide con la referencia R0. No´tese
que el te´rmino vPRn es el te´rmino que marca la recursividad.
Si el modificador es “gravedad DOWN” la suma se realiza:
vPR0 =
(((
vORnRn−1 +ω
Rn
Rn−1 ∧ r
P
ORn
)
+
(
v
ORn−1
Rn−2 +ω
Rn−1
Rn−2 ∧ rPORn−2
))
+ ...
)
+(
ωR1R0 ∧ rPOR1 + v
OR1
R0
) (4.19)
Si el modificador es “gravedad UP” la suma se realiza:
vPR0 =
(((
ωR1R0 ∧ rPOR1 + v
OR1
R0
)
+ ...
)
+
(
v
ORn−1
Rn−2 +ω
Rn−1
Rn−2 ∧ rPORn−2
))
+(
vORnRn−1 +ω
Rn
Rn−1 ∧ r
P
ORn
) (4.20)
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De igual manera que en los casos anteriores, la suma de los vectores de velo-
cidad intermedios asociados a cada punto se realiza dependiendo del sentido
del modificador “gravedad” de forma que se maximice la parentesizacio´n.
4.3.4.2. Algoritmo
El operador se implementa mediante el algoritmo recursivo de la figura 4.7
donde se muestra en pseudo-co´digo co´mo se realiza el ca´lculo del vector velo-
cidad de un punto PB con respecto a la referencia RA (formada por PA y BA).
Al ser un algoritmo ana´logo, se ha de recorrer un rama del a´rbol suman-
do vectores intermedios, a los algoritmos anteriores (Position Vector y Angu-
lar Velocity Vector ) carece de intere´s su descripcio´n en detalle.
En la primera iteracio´n el algoritmo se ha de llamar como sigue:
Velocity Vector(RA, PB,PB,vIN)
donde vIN es un vector vacı´o.
Al igual que en los dos algoritmo anteriores, la suma de vectores se realiza
antes o despue´s de llamar a la funcio´n recursiva Velocity Vector segu´n el
sentido de la gravedad. Proceder de esta forma hace que la parentesizacio´n
sea o´ptima.
4.3.4.3. Cadenas distintas
En el caso en que los puntos (PB: el punto del cual se quiere conocer la ve-
locidad y PA el punto de la referencia RA) se encuentren en ramas distintas, la
solucio´n se ha de realizar mediante los siguientes pasos:
1. Buscar el punto comu´n en las dos ramas OC y a continuacio´n se define
una referencia RC formada por el ese punto OC y la base BA de la refe-
rencia RA con respecto a la cual se quiere calcular la velocidad.
2. Calcular el vector vPBRC .
3. Calcular el vector vPARC . Siendo PA el punto de la referencia RA.
4. El resultado deseado es vPBRA = v
PB
RC
− vPARC
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Entrada: PB: Punto del que se quiere calcular la velocidad, RA: referencia respecto a la cual se calcula
la velocidad, PO: Punto, vIN : Vector velocidad entrada
Salida: vOUT : Vector velocidad
Obtener el punto PA de la referencia RA
Obtener el punto PO−1: punto anterior de PO
Obtener el vector de rPOPO−1 : vector a trave´s del cual se ha definido el punto PO a partir del punto PO−1.
Obtener la base asociada B1 a dicho vector rPOPO1 .
si PA != PO1 entonces
Obtener el punto PO−2: punto anterior de PO−1
Obtener el vector de rPO−1PO−2 : vector a trave´s del cual se ha definido el punto PO−1 a partir
del punto PO−2.
Obtener la base asociada B2 a dicho vector rPO−1PO−2 .
ω
B1
B2 ← Angular Velocity Vector(B1, B2)
rPOPO1 ← Position Vector(PO1, P0)
Obtener vR1PO como derivada de las componentes de r
PO
PO1
respecto al tiempo (por estar las
componentes del vector expresadas en B1). R1 es la referencia formada por PO1 y B1
si GRAVEDAD HACIA ARRIBA entonces
vAUX ← Velocity Vector(RA, PB,PO1,vIN)
vOUT ← vAUX + vR1PO + (ω
B1
B2 ∧ r
PO
PO1
)
si GRAVEDAD HACIA ABAJO entonces
vOUT ← Velocity Vector(RA, PB,PO1,vAUX)
si PA = PO1 entonces
Obtener la base BA de la referencia RA
ω
B1
BA ← Angular Velocity Vector(BA, B1)
rPBPA ←Position Vector(PA, PB)
Obtener vRAPO como derivada de las componentes de r
PO
PA
respecto al tiempo (por estar las
componentes del vector expresadas en BA). RA es la referencia formada por PA y BA
vOUT ← vRAPO + (ω
B1
BA ∧ r
PB
PA
devolver vOUT
Figura 4.7.: Velocity Vector(RA, PB,PO1,vIN)
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4.3.4.4. Velocidad de un punto como perteneciente a un so´lido respecto
a un referencia
El algoritmo de la figura 4.8 muestra en pseudo-co´digo co´mo se realiza el
ca´lculo de del vector velocidad de un punto PB como perteneciente a un so´lido
SC respecto a un referencia RA.
Entrada: PB: Punto del que se quiere calcular la velocidad. RA: referencia respecto
a la cual se calcula la velocidad,SC:So´lido al cual pertenece el PB
Salida: vOUT : Vector velocidad
Definir los vectores vacı´os r,ω y v (necesario para los algoritmos recursivos)
Obtener la base BA de la referencia RA
Obtener la base BC del so´lido SC
ω
BC
BA ← Angular Velocity Vector(BA, BC,ω)
Obtener el punto BC del so´lido SC
rPBBC ← Position Vector(BC,PB,r)
vPCRA ←Velocity Vector(RA, PC,Pc,v)
vOUT ← vPCRA +ω ∧ r
PB
BC
devolver vOUT
Figura 4.8.: Velocity Vector(RA, PB, SC)
4.4. Tensores no cartesianos
En el campo de la DSM, generalmente, los tensores son de rango dos8 y ca-
racterizan a la inercia rotacional de un so´lido rı´gido. Estos tensores pertenecen
a un grupo al que se le da el nombre general de “tensores cartesianos”.
8No´tese que los escalares son tensores de rango 0 y los vectores son tensores de rango 1. En
esta tesis, al referirse a tensor, se hace referencia a los de rango dos
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4.4.0.5. Tensores cartesianos
Se entiende por tensor cartesiano una aplicacio´n lineal en el espacio euclı´deo
3D de la meca´nica . Por ejemplo, se entiende por tensor de inercia (ISB) a la
aplicacio´n lineal que transforma el vector velocidad angular ωSRI del so´lido S,
respecto a la referencia RI, en el vector momento cine´tico hSB del so´lido respec-
to del punto B
Las reglas de cambio de base son las correspondientes al espacio R3:
Sean {T}B1 y {T}B2 las componentes del tensor cartesiano T representadas
respectivamente en las bases B1 y B2.
Sea RB2B1 la matriz de cambio de base que transforma las coordenadas de un
elemento en la base B2 sobre la base B1, entonces:
{T}B2 = RB2B1
T{T}B1 RB2B1 .
4.4.1. Matrices jacobianas como aplicaciones lineales
Muchas de las matrices jacobianas que aparecen en las distintas formula-
ciones de la DSM tambie´n tienen naturaleza tensorial. Por ejemplo, es el caso
de las matrices jacobianas necesarias en el ca´lculo de las ecuaciones dina´micas
mediante el PPV (Ecuacio´n 2.35). En esta ecuacio´n los te´rminos vq˙ o ωq˙ son
tensores.
vq˙ o ωq˙ son las matrices jacobianas asociadas a una aplicacio´n lineal entre
dos espacios vectoriales, el espacio cartesiano y un espacio no cartesiano, el de
las velocidades generalizadas. Son tensores de rango dos cuya dimension es
3 x n (donde n es el nu´mero de velocidades generalizadas).
4.4.2. Tensores no cartesianos. Cambios de base
Para trabajar con las matrices jacobianas, aprovechando su naturaleza de
tensor, se propone una generalizacio´n del elemento tensor de rango dos. El
tensor cartesiano puede ser entendido como un caso particular.
Cuando un tensor no es cartesiano las reglas de cambio de base son diferen-
tes:
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Sea vq˙ el tensor asociado (la matriz asociada) a una aplicacio´n lineal que va
del espacio vectorial V, espacio euclı´deo de la meca´nica, al espacio vectorial
Q˙, espacio vectorial de las velocidades generalizadas.
Sean BV1 y BV2 dos bases ortonormales de V y sean BQ1 y BQ2 dos bases del
espacio vectorial Q˙.
Sea la matriz RBV2BV1 la matriz de cambio de base de BV2 a BV1 y sea la matriz
RBQ2BQ1 la matriz de cambio de base de BQ2 a BQ1, la relacio´n entre los tensores
asociados a la aplicacio´n lineal vq˙ segu´n la base considerada es la siguiente:
vq˙
BQ2
BV2 =
(
RBV2BV1
)T · vq˙BQ1BV1 · RBQ2BQ1 (4.21)
En el contexto de la DSM las bases BV1 y BV2 son las bases definidas en
el espacio cartesiano y las bases BQ1 y BQ2 pueden ser entendidas como dos
parametrizaciones distintas del mismo sistema multicuerpo.
Esta tesis, se va a centrar en el caso en que u´nicamente existe una parame-
trizacio´n del sistema multicuerpo a estudio. Ası´ pues, los cambios parame-
trizacio´n no esta´n contemplados y la ecuacio´n anterior, por simplificacio´n, se
puede escribir como:
vq˙BV2 =
(
RBV2BV1
)T · vq˙BV1 (4.22)
No´tese que al ser uno de los espacios vectoriales constante, el cambio de ba-
se asociado al espacio cartesiano u´nicamente se ha de hacer pre-multiplicando
por la izquierda.
4.4.2.1. Ejemplo
Sea el vector velocidad de un punto respecto a una referencia inercial, v, la
matriz jacobiana de dicho vector respecto al vector de velocidades generaliza-
das q˙1 se escribe:
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vq˙1 =
∂v
∂q˙1
(4.23)
Sea RB1B2 la matriz de rotacio´n que determina, a partir de las componentes en
la base B1, las componentes de un vector o tensor en la base B2, entonces se
tiene que:
{
vq˙1
}
B2 =
{
∂v
∂q˙1
}
B2
= RB1B2
{
∂
∂q˙1
v
}
B1
= RB1B2
{
vq˙1
}
B1 (4.24)
El cambio de base en el espacio cartesiano del tensor asociado a una aplica-
cio´n lineal (entre dicho espacio cartesiano y el de las velocidades generaliza-
das) se ha de realizar pre-multiplicando por la matriz de cambio de base.
Con la intencio´n de completar el ejemplo y aunque ya se ha comentado que
en esta tesis no se habla de distintas paremetrizaciones, se muestra adema´s
co´mo se realiza un cambio de parametrizacio´n con los tensores definidos en
este ejemplo.
Sea R
BQ1
BQ2 la matriz de cambio de base, cambio de parametrizacio´n, que trans-
forma las velocidades generalizadas q˙1 a la parametrizacio´n asociada a las ve-
locidades generalizadas q˙2, entonces el tensor asociado a la aplicacio´n lineal
en la nueva parametrizacio´n es:
{
vq˙2
}
Q2 =
{
vq˙1
}
Q1 R
BQ1
BQ2
(4.25)
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4.5. Ca´lculo de la matriz de masa M
En esta seccio´n se presenta un me´todo para el ca´lculo de la matriz de masa
M de un sistema basado en el PPV.
Este me´todo saca provecho las te´cnicas de atomizacio´n “sobre la marcha” y
de derivacio´n de expresiones atomizadas vistas en esta tesis.
Del mismo modo, para los ca´lculos de vectores de posicio´n y de velocidad
se utilizan los operadores cinema´ticos descritos en esta tesis. De esta forma, el
me´todo para el ca´lculo de la matriz de masa M es va´lido independientemente
de la topologı´a del sistema.
Ası´ mismo, como ya ha quedado justificado en la seccio´n 4.2 el modificador
“gravedad” ha de ser “gravedad UP”.
Combinando estas las te´cnicas de atomizacio´n, los operadores cinema´ticos
y el modificador “gravedad” se asegura que la matriz resultado esta´ o´ptima-
mente atomizada (parentesizacio´n o´ptima) y que la reciclabilidad de a´tomos
es ma´xima. Adema´s la combinacio´n de estas te´cnicas permite que el ca´lculo de
esta matriz se realice ma´s ra´pido que si se realiza como se propone en 2.7.2.
4.5.1. PPV: Torsores
Sea Si un so´lido gene´rico, donde Bi es un punto cualquiera que pertenece a
dicho so´lido, al que se le aplica un torsor
[
fTi m
T
i
]T sobre dicho punto Bi.
Segu´n el PPV (2.3.1.4) la contribucio´n ei de dicho torsor a las ecuaciones de
la dina´mica e se puede escribir como:
ei = fi
∂vBiRI
∂q˙
+ mi
∂ω
Si
RI
∂q˙
= 0 (4.26)
4.5.2. Torsor de inercia de D’Alembert
Sean, para este mismo so´lido gene´rico, Gi su centro de gravedad, mi la masa
y ISiBi el tensor de inercia definido en el punto Bi del so´lido.
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Mediante las ecuaciones de Newton-Euler (2.28) se plantean las fuerzas y
momentos de inercia de D’Alembert:
Fi = −miaGiRI
MiBi = −
dhSiBi
dt
∣∣∣∣∣∣
RI
−mirGiBi ∧ a
Bi
RI
(4.27)
La contribucio´n ei debida al torsor de inercia del so´lido Si a las ecuaciones
dina´micas e es:
ei = Fi
∂vBiRI
∂q˙
+MiBi
∂ω
Si
RI
∂q˙
(4.28)
4.5.2.1. Regla de la cadena
Sea f = f (q, q˙, t) una funcio´n gene´rica y derivable; sean q(t) el vector de
coordenadas generalizadas, q˙(t) el vector de velocidades generalizadas y t el
tiempo, entonces segu´n la regla de cadena la derivada temporal de dicha fun-
cio´n se puede escribir:
d f
dt
=
∂ f
∂q
dq
dt
+
∂ f
∂q˙
dq˙
dt
+
∂ f
∂t
=
∂ f
∂q
q˙+
∂ f
∂q˙
q¨+
∂ f
∂t
(4.29)
Ası´ pues, aplicando la regla de la cadena, la aceleracio´n del centro de masas
(Gi) del so´lido respecto a una referencia inercial (RI) en un sistema expresado
por las coordenadas generalizadas q = [q1, q2, ...qn]T se puede escribir como9
aGiRI =
∂vGiRI
∂q
q˙+
∂vGiRI
∂q˙
q¨+
∂vGiRI
∂t
(4.30)
9No´tese que las derivadas parciales, segu´n lo visto en 4.4, son tensores de rango dos. Por
lo tanto, las operaciones que en esta seccio´n puedan aparecer entre tensores se han de realizar
segu´n las reglas de cambio de base para aplicaciones lineales explicadas en la sub-seccio´n 4.4.2.
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Por otro lado, segu´n la “Regla de derivacio´n de vectores en orientaciones
mo´viles” la derivada temporal del momento cine´tico de un so´lido gene´rico Si
respecto a la referencia inercial (RI) es:
dhSiBi
dt
∣∣∣∣∣∣
RI
=
dhSiBi
dt
+ωSiRI ∧ hSiBi (4.31)
Si de la ecuacio´n anterior se toma el primer sumando y se aplica la regla de
la cadena se tiene que:
dhSiBi
dt
=
∂hSiBi
∂q
q˙+
∂hSiBi
∂q˙
q¨+
∂hSiBi
∂t
(4.32)
A partir de estos elementos se pueden definir el vector de fuerzas y de mo-
mentos de inercia.
4.5.2.2. Vector fuerza de inercia de D’Alembert
Como los puntos Bi (un punto general de so´lido) y Gi (el centro de masa
del so´lido) son puntos pertenecientes cinema´ticamente al so´lido, existe una
relacio´n directa entre sus aceleraciones:
aGiRI = a
Bi
RI + ω˙
Si
RI ∧ rGiBi +ω
Si
RI ∧
(
ω
Si
RI ∧ rGiBi
)
(4.33)
Aplicando la regla de la cadena a los te´rminos aBiRI y ω˙
Si
RI ∧ rGiBi , la aceleracio´n
aGiRI puede escribirse como:
aGiRI =
∂vBiRI
∂q˙
q¨+
∂vBiRI
∂q
q˙+
∂vBiRI
∂t
vBiRI +
(
∂ω
Si
RI
∂q˙
q¨+
∂ω
Si
RI
∂q
q˙+
∂ω
Si
RI
∂t
)
∧ rGiBi
+ωSiRI ∧
(
ω
Si
RI ∧ rGiBi
) (4.34)
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Sustituyendo la aceleracio´n anterior en el torsor de inercia (Ecuacio´n: 4.27)
se tiene que en el vector fuerza de inercia toma la siguiente forma:
Fi =−mi
[
∂vBiRI
∂q˙
q¨+
∂vBiRI
∂q
q˙+
∂vBiRI
∂t
vBiRI
]
−mi
[(
∂ω
Si
RI
∂q˙
q¨+
∂ω
Si
RI
∂q
q˙+
∂ω
Si
RI
∂t
)
∧ rGiBi
]
−mi
[
ω
Si
RI ∧
(
ω
Si
RI ∧ rGiBi
)]
(4.35)
4.5.2.3. Vector momento de inercia de D’Alembert
El vector momento de inercia se define como sigue:
MiBi = −
∂hSiBi
∂q
q˙+
∂hSiBi
∂q˙
q¨+
∂hSiBi
∂t
+ωSiRI ∧ hSiBi
+mir
Gi
Bi
∧
(
∂vBRI
∂q˙
q¨+
∂vBRI
∂q
q˙+
∂vBRI
∂t
vBRI
)] (4.36)
El tensor de inercia de un so´lido rı´gido no depende ni de las coordenadas
generalizadas, ni de las velocidad generalizadas, ni del tiempo. Ası´ pues, las
derivadas parciales del momento angular respecto de las coordenadas, veloci-
dades y tiempo, se pueden escribir:
∂hSiBi
∂q
= ISiBi
∂ω
Si
RI
∂q
∂hSiBi
∂q˙
= ISiBi
∂ω
Si
RI
∂q˙
∂hSiBi
∂t
= ISiBi
∂ω
Si
RI
∂t
(4.37)
Y sustituyendo las tres ecuaciones anteriores en la ecuacio´n (4.36) elvector
momento de inercia se escribe:
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MiBi =− I
Si
Bi
∂ω
Si
RI
∂q
q˙− ISiBi
∂ω
Si
RI
∂q˙
q¨− ISiBi
∂ω
Si
RI
∂t
−ωSiRI ∧
(
ISiBiω
Si
RI
)
−mirGiBi ∧
[
∂vBiRI
∂q
q˙+
∂vBiRI
∂q˙
q¨+
∂vBiRI
∂t
] (4.38)
4.5.2.4. Matriz de masa M
Si se sustituyen Fi (Ec: 4.35) y MiBi (Ec: 4.38) en la ecuacio´n 4.28 y se toman
solamente los te´rminos que contribuyen a la matriz de masa M, es decir, los
te´rminos que esta´n multiplicando a las aceleraciones q¨, la contribucio´n Mi de
cada so´lido Si a la matriz de masa es10:
Mi =−mi
(
∂vBiRI
∂q˙
)T
∂vBiRI
∂q˙
−mi
(
∂vBiRI
∂q˙
)T(
∂ω
Si
RI
∂q˙
∧ rGiBi
)
−
(
∂ω
Si
RI
∂q˙
)T
ISiBi
∂ω
Si
RI
∂q˙
−mi
(
∂ω
Si
RI
∂q˙
)T(
rGiBi ∧
∂vBiRI
∂q˙
) (4.39)
Para todo un sistema formado por nS so´lidos rı´gidos la matriz de masa M es
la suma de las contribuciones realizadas por cada uno de los so´lidos, es decir:
M =
nS
∑
i=1
Mi (4.40)
4.5.3. Optimizaciones para el ca´lculo de la matriz M
En este apartado se propone una serie de cambios en la ecuacio´n 4.39 para
que el ca´lculo de la matriz de masa contenga expresiones simbo´licas de taman˜o
o´ptimo (paretensizacio´n maximizada). Adema´s, que en caso de usar te´cnicas
de atomizacio´n, se obtenga una matriz sime´trica en te´rminos de a´tomos.
10El superı´ndice T indica que se esta´ trasponiendo el elemento. Los pare´ntesis han sido
introducidos para remarcar que´ elemento se esta´ trasponiendo
127
Cap´ıtulo 4. Modelado simbo´lico de sistemas multicuerpo
Para ayudar a la explicacio´n, la ecuacio´n anterior 4.39 se reescribe como si-
gue:
Mi = Mivv + M
i
vω + M
i
ωω + M
i
ωv (4.41)
En donde:
Mivv = −mi
(
∂vBiRI
∂q˙
)T
∂vBiRI
∂q˙
Mivω = −mi
(
∂vBiRI
∂q˙
)T(
∂ω
Si
RI
∂q˙
∧ rGiBi
)
Miωω = −
(
∂ω
Si
RI
∂q˙
)T
ISiBi
∂ω
Si
RI
∂q˙
Miωv = −mi
(
∂ω
Si
RI
∂q˙
)T(
rGiBi ∧
∂vBiRI
∂q˙
)
(4.42)
4.5.3.1. Tensor de inercia
El tensor de inercia esta´ definido de forma “natural” en la base asociada al
so´lido. Por lo tanto cualquier representacio´n que se haga de este tensor en otra
base introducira´ te´rminos que hara´n que el taman˜o de las componentes del
tensor sea mayor de lo que es originalmente.
En la ecuacio´n 4.41 el sumando Miωω es:
Miωω = −
(
∂ω
Si
RI
∂q˙
)T
ISiBi
∂ω
Si
RI
∂q˙
(4.43)
El modificador “gravedad UP”, sin mayor cautela, asegura que el vector
velocidad angular sea obtenido en la base asociada al so´lido, que a su vez es la
base natural del tensor de inercia. Por lo tanto, esta operacio´n se realiza en la
base asociada al so´lido de manera que el taman˜o de la expresiones simbo´licas
sera´ o´ptimo, en comparacio´n con cuando se realizara en cualquier otra base.
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4.5.3.2. Te´rminos iguales
El segundo te´rmino de la ecuacio´n 4.41 es:
Mivω = −mi
(
∂vBiRI
∂q˙
)T(
∂ω
Si
RI
∂q˙
∧ rGiBi
)
(4.44)
Como el producto vectorial es anti-sime´trico, puede ser reordenado de la
siguiente manera:
Mivω = mi
(
∂vBiRI
∂q˙
)T(
rGiBi ∧
∂ω
Si
RI
∂q˙
)
= mi
(
∂vBiRI
∂q˙
)T(
r˜GiBi
∂ω
Si
RI
∂q˙
)
(4.45)
Si se desarrolla el pare´ntesis y si se tiene en cuenta que una de las propieda-
des de una matriz anti-sime´trica A˜ es que −A˜ = A˜T se tiene que:
Mivω = −mi
(
∂vBiRI
∂q˙
)T
r˜GiBi
T ∂ω
Si
RI
∂q˙
(4.46)
Se puede observar que este te´rmino es el transpuesto de Miωv. Esto permite
hacer ciertas simplificaciones en el ca´lculo simbo´lico: se calcula uno de estos
dos te´rminos y luego se obtiene el otro por transposicio´n. Es decir:
Mivω = M
i
ωv
T (4.47)
De esta forma, en primer lugar, se evita el tener que realizar productos y
matrices jacobianas que ya esta´n previamente calculados. Adema´s se evita te-
ner que atomizar de nuevo expresiones que ya esta´n atomizadas. Por u´ltimo,
ası´ se asegura que los dos te´rminos esta´n atomizados de igual manera.
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4.5.3.3. Centro de masas
En el a´mbito de la identificacio´n de para´metros es comu´n expresar el vector
centro de gravedad en funcio´n de los primeros momentos de inercia, es decir:
rGiBi =
(
mxi
mi
,
myi
mi
,
mzi
mi
)
(4.48)
donde mxi, myiy mzi son los primeros momentos de inercia del so´lido Si.
Al calcular Mivω se ha de realizar el producto entre la masa mi y el vector r
Gi
Bi
del so´lido. Como se ve la masa del so´lido correspondiente es susceptible de
ser simplificada.
Al trabajar con te´cnicas de atomizacio´n “sobre la marcha”, no se puede rea-
lizar esta operacio´n de simplificacio´n, ya que este producto no aparece explı´ci-
tamente (la masa aparece en una expresio´n atomizada y las componentes del
vector en otras). Para simplificar estos te´rminos, se deberı´a realizar una ope-
racio´n de des-atomizacio´n, la simplificacio´n y a continuacio´n una atomizacio´n
del resultado.
La solucio´n tomada es reordenar el producto, priorizando (representado
mediante el uso de pare´ntesis) el sub-producto mi r˜
Gi
Bi
. De esta forma se ase-
gura que primero se realiza esta operacio´n y a continuacio´n se atomiza.
Ası´ pues, al ser la masa un escalar, la matriz Mivω se puede escribir como:
Mivω = −
(
∂vBiRI
∂q˙
)T (
mi r˜
Gi
Bi
)T ∂ωSiRI
∂q˙
(4.49)
4.5.3.4. Orden de las operaciones. Simetr´ıa
Debido a las te´cnicas de atomizacio´n “sobre la marcha”, al calcular la matriz
de masa se ha detener en cuenta el orden en que se realizan algunas de las
operaciones. Al ser la matriz de masa es sime´trica, si las operaciones no se
realizan en orden correcto, puede darse el caso de que el elemento en posicio´n
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(i, j) no este´ atomizado de igual forma que el elemento en posicio´n (j, i).
Se ha de prestar atencio´n a los cuatro sumandos vistos en 4.41.
1. Te´rmino Mivv:
Mivv = −mi
(
∂vBiRI
∂q˙
)T
∂vBiRI
∂q˙
(4.50)
Este producto esta´ compuesto por tres elementos, un escalar, una matriz
y su transpuesta. Al tratarse de un producto de una matriz por su trans-
puesta (y por un escalar) el resultado ha de ser una matriz sime´trica.
En caso de realizar este producto tal y como esta´ en la ecuacio´n ante-
rior, con te´cnicas de atomizacio´n “sobre la marcha” realizarı´a primero el
producto entre el escalar y la matriz transpuesta y el resultado serı´a ato-
mizado. A continuacio´n, se realizarı´a el producto del resultado anterior
por la matriz para posteriormente ser atomizado. El resultado atomizado
no es sime´trico en te´rminos de a´tomos, si bien el resultado desatomizado
sı´ es una matriz sime´trica,
La forma ma´s sencilla de asegurar que este elementos es sime´trico es
priorizando las operaciones entre la matriz transpuesta y la matriz sin
transponer. Es decir:
Mivv = −mi
(∂vBiRI
∂q˙
)T
∂vBiRI
∂q˙
 (4.51)
2. Te´rminos Mivω y Miωv.
Al tratarse de la suma de una matriz y de su transpuesta (ya se ha visto
que Mivω = Miωv
T ), el resultado ha de ser una matriz sime´trica. Para
que, mediante te´cnicas de atomizacio´n “sobre la marcha” el resultado
sea sime´trico en te´rminos de a´tomos, esta suma ha de ser priorizada.
Ası´ pues, esto se asegura sin ma´s que introducie´ndolos entre pare´ntesis:
(
Mivω + M
i
ωv
T
)
(4.52)
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3. Te´rmino Miωω:
Miωω =
(
∂ω
Si
RI
∂q˙
)T
ISiBi
∂ω
Si
RI
∂q˙
(4.53)
Este es un producto triple formado por una matriz transpuesta, el ten-
sor de inercia y una matriz. Al ser las matrices iguales y el tensor de
inercia sime´trico, el resultado ha de ser sime´trico. En caso de utilizar ato-
mizacio´n “sobre la marcha” el resultado no es sime´trico en a´tomos, pues
se realiza primero el producto de la matriz transpuesta por el tensor, se
atomiza, y el resultado se multiplica por la matriz, para de nuevo ser
atomizado.
No´tese que este caso no se puede priorizar el producto entre las dos ma-
trices, como se ha hecho en el primer caso.
Ası´ pues, se propone un algoritmo que aprovecha la simetrı´a del resul-
tado y realiza esta operacio´n de forma o´ptima.
En este producto, el elemento (i, j) sera´ el resultado de multiplicar la fila
i-e´sima de la matriz transpuesta por el tensor de inercia y por la colum-
na j-e´sima de la matriz sin transponer. El resultado ha de ser sime´trico,
ası´ pues se sabe que el elemento (j, i) sera´ igual al (i, j).
El algoritmo de la figura 4.9 muestra como se realiza esta operacio´n. En
donde:
Om dq es la matriz
{
∂
∂q˙ω
Si
RI
}
BSi
Om dqT es la matriz
{
∂
∂q˙ω
Si
RI
}T
BSi
I es el tensor de inercia
{
ISiBi
}
BSi
Om dq(i, ∗) hace referencia a la fila i-e´sima de la matriz.
Om dq(∗, j) hace referencia a la columna j-e´sima de la matriz.
filas(·) hace referencia al nu´mero de filas de la matriz entre pare´nte-
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sis.
columnas(·) hace referencia al nu´mero de columnas de la matriz
entre pare´ntesis.
Mωω es la matriz resultado.
para i← 1 to filas(Om dqT) hacer
RowI← Om dqT(i, ∗) · I
para j← i to columnas(Om dq) hacer
RowICol← RowI ·Om dq(∗, j)
si j = i entonces
Mωω(i, j)← RowICol
en otro caso
Mωω(i, j)← RowICol
Mωω(j, i)← RowICol
devolver Mωω
Figura 4.9.: Ca´lculo de la matriz auxiliar Mωω
4.5.3.5. Matriz M
De este modo, teniendo en cuenta las mejoras propuestas, la matriz de masa
de un sistema formado por nS so´lidos se puede escribir como:
M =
nS
∑
i=1
Mi =
nS
∑
i=1
[
Mivv +
(
Mivω + M
i
vω
T
)
+ Miωω
]
(4.54)
Donde:
Mivv = −mi
(∂vBiRI
∂q˙
)T
∂vBiRI
∂q˙

Mivω = −
∂vBiRI
∂q˙
T (
mi r˜
Gi
Bi
)T ∂ωSiRI
∂q˙
(4.55)
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Y donde Miωω se ha de obtener segu´n el algoritmo descrito en el apartado
anterior.
4.5.4. Optimizacio´n de M basada en coordenadas sin inercia
asociada
Basa´ndose en la existencia en ciertos sistemas multicuerpo de coordenadas
sin inercia asociada (Seccio´n 2.8) se puede optimizar, para este tipo de siste-
mas, el ca´lculo de la matriz de masa.
Ya que esas coordenadas no influyen en la energı´a cine´tica del sistema, como
ya se ha visto en la citada sub-seccio´n, las correspondientes filas y columnas
de la matriz de masa son cero.
Sabiendo a priori que´ elementos van a ser cero, se puede evitar su ca´lculo y
crear una matriz de masa de taman˜o inferior que contenga toda la informacio´n
relativa a la dina´mica del sistema. A continuacio´n completarla con las filas
y columnas de ceros correspondientes a las citadas coordenadas sin inercia
asociada.
Segu´n el me´todo para el ca´lculo de la matriz de masa que se han presenta-
do, se han de calcular matrices jacobianas respecto a las velocidades generali-
zadas. Si solo se hace este ca´lculo respecto a las velocidades generalizadas de
coordenadas que sı´ influyen en la dina´mica el tiempo de computacio´n puede
verse reducido de manera notable.
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4.6. Ca´lculo del vector δ
Ana´logamente a como se ha procedido con la matriz de masa se propone
un me´todo para el ca´lculo del vector δ, te´rmino independiente del sistema
multicuerpo (Seccio´n 2.4).
De igual manera, se utilizan las te´cnicas de atomizacio´n y de derivacio´n de
expresiones atomizadas. Tambie´n los operadores cinema´ticos para los ca´lculos
de vectores de posicio´n y de velocidad. De igual manera, como ya ha quedado
justificado en la seccio´n 4.2, el modificador “gravedad” ha de ser “gravedad
UP”. Aun ası´, existe una excepcio´n, asociada a los torsores de gravedad que se
vera´ ma´s adelante.
Combinando estas las te´cnicas de atomizacio´n, los operadores cinema´ticos
y el modificador “gravedad UP” se asegura que el vector resultado esta´ o´pti-
mamente atomizado y que la reciclabilidad de a´tomos es ma´xima. Adema´s la
combinacio´n de estas te´cnicas hace que el ca´lculo de este vector se realice ma´s
ra´pido que si se realiza como se propone en 2.7.2.
4.6.1. Vector δ
Este vector esta formado dos grupos de te´rminos: te´rminos que provienen
de los torsores de inercia de D’Alembert y los que provienen del resto de tor-
sores (debidos a la fuerza de la gravedad, a fuerzas constitutivas y/o a fuerzas
exteriores). Por lo tanto, el ca´lculo de este vector se ha dividido en dos partes,
las contribuciones de las fuerzas y momentos de inercia y las contribuciones
del resto de torsores.
Se sustituyenFi (ecuacio´n 4.35) yMiBi (ecuacio´n 4.38) en la ecuacio´n 4.26 y se
toman solamente los te´rminos que contribuyen al vector δ, es decir, todos los
te´rminos que no esta´n multiplicando a las aceleraciones q¨. Adema´s, se toman
las contribuciones de cada uno de los torsores W de distinto tipo.
Ası´ se tiene que para un sistema formado por nS solidos y por w torsores,
donde wi es el nu´mero de torsores que actu´an sobre el so´lido Si, el vector δ se
puede obtener de la siguiente manera:
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δ =−
nS
∑
i=1
wi
∑
j=1
(∂vBiRI
∂q˙
)T
fSi j +
(
∂ω
Si
RI
∂q˙
)T
mSiBi j

+
nS
∑
i=1
mi
(
∂vBiRI
∂q˙
)T(
∂vBiRI
∂q
q˙+
∂vBiRI
∂t
)
+
nS
∑
i=1
mi
(
∂vBiRI
∂q˙
)T(
∂ω
Si
RI
∂q
q˙+
∂ω
Si
RI
∂t
)
∧ rGiBi

+
nS
∑
i=1
mi
(
∂vBiRI
∂q˙
)T (
ω
Si
RI ∧ (ωSiRI ∧ rGiBi )
)
+
nS
∑
i=1
(∂ωSiRI
∂q˙
)T
mi r˜
Gi
Bi
(
∂vBiRI
∂q
q˙+
∂vBiRI
∂t
)
+
nS
∑
i=1
(∂ωSiRI
∂q˙
)T
ISiBi
(
∂ω
Si
RI
∂q
q˙+
∂ω
Si
RI
∂t
)
+
nS
∑
i=1
(∂ωSiRI
∂q˙
)T
ω˜
Si
RII
Si
Bi
ω
Si
RI

(4.56)
4.6.2. Optimizaciones en el ca´lculo
Ana´logamente a como ocurre con el ca´lculo de la matriz de masa, el ca´lcu-
lo de este vector es susceptible de optimizacio´n, de manera que se generen
expresiones o´ptimamente atomizadas y parentesizadas. Estas optimizaciones
mejoran adema´s la velocidad de ca´lculo de este te´rmino.
4.6.2.1. Bases de proyeccio´n
Como en el caso de la matriz de masa se pueden buscar bases de proyeccio´n
para alguno de los sumandos donde la expresio´n tenga un taman˜o menor. En
los dos u´ltimos sumandos, aparecen u´nicamente el tensor de inercia del so´lido
y el vector velocidad angular del mismo respecto a la base absoluta. Estos son:
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(
∂ω
Si
RI
∂q˙
)T
ISiBi
(
∂ω
Si
RI
∂q
q˙+
∂ω
Si
RI
∂t
)
(4.57)
y
(
∂ω
Si
RI
∂q˙
)T
ω˜
Si
RII
Si
Bi
ω
Si
RI
(4.58)
Sin ma´s cautesl, el uso del modificador “gravedad UP” asegura que estas
operaciones se realicen en la base BSi asociada a cada so´lido y base natural del
tensor ISiBi . En esta base, el resultado es o´ptimo en ya el nu´mero de cambio de
base realizado es mı´nimo.
4.6.2.2. Vector centro de gravedad
De igual manera que como se ha detallado en el apartado 4.5.3.3, el resultado
del producto entre el vector del centro de gravedad de un so´lido y la masa del
so´lido es susceptible de simplificacio´n.
Todos los sumandos en los que aparece este producto mi r
Gi
Bi
, este se ha de
priorizar (mediante pare´ntesis) facilitando ası´, en caso de usar te´cnicas de ato-
mizacio´n “sobre la marcha” el trabajo de simplificacio´n.
4.6.2.3. Torsor de gravedad
Sea fg el vector de gravedad11 definido de forma “natural” en la base de la
referencia absoluta RI:
{fg}RI =
 00−g

RI
(4.59)
11No´tese que se hace referencia a la gravedad como magnitud fı´sica
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La contribucio´n δi al vector δ debida a la gravedad actuante sobre el so´lido
Si es:
δi =
(
∂vBiRI
∂q˙
)T
fg +
(
∂ω
Si
RI
∂q˙
)T
mgBi
(4.60)
Donde:
mgBi = mir
Gi
Bi
∧ fg (4.61)
No´tese que al definir el modificador “gravedad UP” el vector fg ha de ser
representado en la base asociada al tensor ∂v
Bi
RI
∂q˙ que esta´ por encima de la base
de la referencia inercial RI. Representar el vector fg en dicha base, en general
hace que la expresio´n simbo´lica asociada a las componentes tenga un taman˜o
grande debido a los cambios de base.
En cambio, con el modificador “gravedad DOWN” la base asociada al ten-
sor ∂v
Bi
RI
∂q˙ es la base de la referencia inercial RI, lo mismo que el vector f
g. Por
lo tanto, el producto se puede realizar en esa base sin necesidad de realizar
ningu´n cambio de base adicional.
Por lo tanto, este es uno de los casos en que se ha de utilizar el modificador
“gravedad DOWN” si se desea que el taman˜o de las expresiones sea o´ptimo.
4.6.2.4. Torsores de acciones exteriores
Ana´logamente a como ocurre con el torsor de gravedad, las contribuciones
δi al vector δ debidas a los torsores de acciones exteriores han de ser calcula-
das con el modificador “gravedad DOWN” si se desea que el taman˜o de las
expresiones sea o´ptimo.
Este hecho es debido a que la base de proyeccio´n “natural” de estos torsores
es la base de la referencia absoluta RI. La justificacio´n vista en el apartado
anterior es igualmente va´lida para este caso.
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4.6.2.5. Vector δ optimizado
Es decir, para un sistema multicuerpo formado por un nu´mero S de so´lidos
y un nu´mero w de torsores el vector δ se puede calcular como sigue:
δ =−
nS
∑
i=1
wi
∑
j=1
(∂vBiRI
∂q˙
)T
fSi j +
(
∂ω
Si
RI
∂q˙
)T
mSiBi j

+
nS
∑
i=1
mi
(
∂vBiRI
∂q˙
)T(
∂vBiRI
∂q
q˙+
∂vBiRI
∂t
)
+
nS
∑
i=1
(∂vBiRI
∂q˙
)T (
mi r˜
Gi
Bi
)T(∂ωSiRI
∂q
q˙+
∂ω
Si
RI
∂t
)
+
nS
∑
i=1
(∂vBiRI
∂q˙
)T (
ω˜
Si
RIω˜
Si
RI
(
mi · rGiBi
))
+
nS
∑
i=1
(∂ωSiRI
∂q˙
)T (
mi r˜
Gi
Bi
)(
∂ω
Si
RI
∂q
q˙+
∂ω
Si
RI
∂t
)
+
nS
∑
i=1
(∂ωSiRI
∂q˙
)T
ISiBi
(
∂ω
Si
RI
∂q
q˙+
∂ω
Si
RI
∂t
)
+
nS
∑
i=1
(∂ωSiRI
∂q˙
)T
ω˜
Si
RII
Si
Bi
ω
Si
RI

(4.62)
4.7. Representacio´n matricial
Las ecuaciones para la obtencio´n de la matriz de masa (Ecuacio´n 4.54) y
para la obtencio´n del vector de fuerzas generalizas (Ecuacio´n 4.62) pueden ser
escritas en forma matricial.
Las matrices jacobianas de los vectores de velocidad (absoluta y angular)
respecto a las velocidades generalizas para un so´lido i-e´simo pueden ser escri-
tas como:
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viq˙ =
∂vBiRI
∂q˙
ωiq˙ =
∂ω
Si
RI
∂q˙
(4.63)
Ana´logamente, las matrices jacobianas de los vectores de velocidad (abso-
luta y angular) respecto a las coordenadas generalizas para un so´lido i-e´simo
pueden ser escritas como:
viq =
∂vBiRI
∂q
ωiq =
∂ω
Si
RI
∂q
(4.64)
Por u´ltimo, las matrices jacobianas de los vectores de velocidad (absoluta y
angular) respecto al tiempo para un so´lido i-e´simo pueden ser escritas como:
vit =
∂vBiRI
∂t
ωit =
∂ω
Si
RI
∂t
(4.65)
Todas las matrices jacobianas anteriores pueden ser agrupadas y para cada
so´lido definir las siguientes matrices:
Jiq˙ =
[
viq˙
ωiq˙
]
Jiq =
[
viq
ωiq
]
y Jit =
[
vit
ωit
]
(4.66)
Ası´ pues, el ca´lculo de la contribucio´n Mii a la matriz de masa de un so´lido
Si queda de la siguiente manera:
Mi = −Jiq˙
T
Mic J
i
q˙ (4.67)
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Donde:
Mic =
mi13 mi r˜GiBi T
mi r˜
Gi
Bi
ISiBi
 (4.68)
De ana´loga forma puede escribirse la contribucio´n δi de cada so´lido Si al
vector δ quedando este como:
δi = Jiq˙
T
Mic J
i
qq˙+ J
i
q˙
T
Mic J
i
t + J
i
q˙
T
ω˜
Si
RI b
i − Jiq˙
T
wiBi
= Jiq˙
T
(Mic(J
i
qq˙+ J
i
t) + ω˜
Si
RIb
i −wiBi )
(4.69)
Donde:
bi =
ω˜SiRI(mirGiBi )
ISiBiω
Si
RI
 (4.70)
Y en donde wiBi es el torsor de las w fuerzas y momentos constitutivos, de
gravedad y/o exteriores aplicados sobre el so´lido Si.
wiBi =
W
∑
j=1
[
fj
mjBi
]
(4.71)
4.8. Te´rminos comunes entre M y δ, bucle de ca´lculo
Entre la ecuacio´n para el ca´lculo de la matriz M (Ecuacio´n: 4.54) y la ecua-
cio´n para el ca´lculo del vector δ (Ecuacio´n: 4.62) hay una serie de elementos
comunes.
Estos pueden ser aprovechados con la idea de no repetir ca´lculos previa-
mente realizados (reciclado de a´tomos) y de maximizar la parentesizacio´n.
El algoritmo 4.10 esquematiza para un sistema con S so´lidos co´mo realizar
el ca´lculo de M y δ de forma ma´s ra´pida y generando expresiones de menor
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taman˜o ya que se aprovecha la asociatividad de algunos de los ca´lculos.
para i← 0 hasta S hacer
Calcular vBiRI y ω
Si
RI
Calcular Jiq˙ , J
i
q y Jit
Calcular Mic y bi
Mi = −Jiq˙
T Mic Jiq˙
δi = Jiq˙
T
(
Mic
(
Jiq q˙+ Jit
)
+ ω˜SiRIb
i −wiBi
)
M← Mi
δ← δi
Figura 4.10.: Ca´lculo de M y δ
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CAPI´TULO 5
EXPRESIONES
TRIGONOME´TRICAMENTE
SIMPLIFICABLES
En el contexto de la DSM aparecen de forma natural expresiones suscepti-
bles de ser simplificadas trigonome´tricamente (ESST). Estas conllevan un coste
computacional an˜adido en la evaluacio´n nume´rica de las mismas.
Las ESST pueden ser eliminadas, a priori, mediante los me´todos de simplifi-
cacio´n trigonome´trica comu´nmente implementados en la mayorı´a de paquetes
del a´lgebra simbo´lica.
Cuando se utilizan te´cnicas de atomizacio´n es imposible detectar y simpli-
ficar estas expresiones sin una previa desatomizacio´n. Adema´s, una vez sim-
plificadas se requiere una nueva atomizacio´n. Todo ello incrementa el coste
computacional del proceso simbo´lico.
En [2] (Seccio´n 5.4) se aborda este problema proponiendo una serie de fun-
ciones que realizan las tı´picas simplificaciones trigonome´tricas (coseno y seno
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de la suma/resta de a´ngulos, sin2 + cos2 = 1, ...) que se pueden dar en el con-
texto de la DSM. Estas funciones toman las expresiones en extenso (desatomi-
zadas) y realizan las simplificaciones pertinentes. Conforme se van realizan-
do las simplificaciones, los distintos resultado se van asignando a variables
auxiliares (a´tomos). Esto incrementa el coste computacional y, lo que es ma´s
importante, hace que se pierda la atomizacio´n ya realizada. Se obliga a crear
nuevas variables auxiliares donde, segu´n la citada referencia, estas variables
auxiliares pueden estar repetidas o incluso ser nulas.
En este capı´tulo se analizan las ESST en el contexto de la DSM, cua´ndo apa-
recen, por que´ y de que´ tipo son. Como resultado del ana´lisis se proponen una
serie de me´todos para evitar que estas aparezcan, de forma que se evita por
completo el proceso de simplificacio´n trigonome´trica. Esto implica un impor-
tante ahorro computacional en el procesamiento simbo´lico: evitando atomizar,
desatomizar, la aparicio´n de a´tomos superfluos,...
5.1. Expresio´n trigonome´tricamente simplificables con
origen “vectorial”
El punto de partida de este estudio es la presentacio´n [43] en el que se estu-
dia el origen de las ETTS con origen vectorial.
Sean, por ejemplo, dos vectores donde cada uno de ellos ha sido representa-
do en una base de proyeccio´n distinta. Se ha de realizar una operacio´n binaria
(suma/resta, producto escalar o producto vectorial) entre ellos, ambos vecto-
res debera´n ser proyectados en una base comu´n. En esa base comu´n la operacio´n
se realiza como se realizarı´a con matrices regulares. Es al realizar las proyec-
ciones de los vectores en la base comu´n cuando aparecen las ESST.
5.1.1. Ejemplo: producto escalar de dos vectores
A modo de ejemplo se analiza el producto escalar de dos vectores. Este mis-
mo ana´lisis es fa´cilmente extensible a el caso del producto vectorial o el pro-
ducto entre tensores.
Sea v = vBA + vBB , donde vBA y vBB son dos vectores cuyas componentes
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esta´n definidas en las bases BA y BB respectivamente.
Sea u = uBB + uBC , donde uBB y uBC son dos vectores cuyas componentes
esta´n definidas en las bases BB y BC respectivamente.
Sea RBiBj la matriz de cambio de base que determina las componentes de un
vector en la base Bj a partir de las componentes en la base Bi.
Se denota {v}Bi a las componentes del vector v proyectadas sobre la baseBi.
Para realizar el producto escalar de v · u se han de realizar los siguientes
pasos:
1. Obtener las componentes de los vectores v y u proyectadas en una u´nica
base:
{v}BB = R
BA
BB {v
BA}BA + {vBB}BB
{u}BC = R
BB
BC{u
BB}BB + {uBC}BC
(5.1)
2. Transformar los vectores {v}BB y {u}BC a una base comu´n (la base C)1
{v}BC = R
BB
BC {v}BB = R
BB
BC R
BA
BB {v
BA}BA + RBBBC{v
BB}BB
{u}BC = R
BB
BC{u
BB}BB + {uBC}BC
(5.2)
3. Realizar el producto escalar:
{v}BC · {u}BC =(
RBBBC R
BA
BB {v
BA}BA + RBBBC{v
BB}BB
)T (
RBBBC{u
BB}BB + {uBC}BC
)
=
{vBA}TBA R
BB
BA R
BC
BB R
BB
BC{u
BB}BB + {vBA}TBA R
BB
BA R
BC
BB{u
BC}BC+
{vBB}TBB R
BC
BB R
BB
BC{u
BB}BB + {vBB}TBB R
BC
BB{u
BC}BC
(5.3)
En la ecuacio´n anterior en los te´rminos primero y tercero aparece el producto
1Se debe de destacar que serı´a mucho ma´s sencillo proyectar todo en la base BB , pero se ha
decidido hacerlo ası´ para ilustrar la problema´tica ma´s claramente
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de una matriz de cambio de base por su transpuesta donde este producto se
simplifica a la matriz identidad, concretamente RBCBB R
BB
BC = 1. Este producto de
una matriz cambio de base por su matriz transpuesta es el origen de las ESST.
Esto es debido a que si realiza el producto, en general, se obtiene una matriz
con expresiones ma´s o menos complejas simplificables a cero o a uno.
Este ejemplo se ha preparado para ver claramente cua´ndo aparecen este tipo
de simplificaciones, en un caso general no suelen apreciarse tan explı´citamen-
te.
5.2. Nueva estructura simbo´lica de vector: Vector
extendido
Con la idea de evitar que las ESST aparezcan se propone una nueva repre-
sentacio´n para los vectores. Esta nueva representacio´n se ha denominado “vec-
tor extendido”2.
Sea el vector v, que se obtiene como resultado de la suma de varios vectores
cuyas componentes se conocen en distintas bases (B1, ..., Bi, ..., BN):
v = vB1 + ...+ vBi + ...+ vBN (5.4)
Se define el “vector extendido” como una matriz en donde cada columna i
contiene la parte del vector v cuyas componentes esta´n expresadas de forma
“natural” en la base Bi. N corresponde al nu´mero total de bases utilizadas en
la formulacio´n. Es decir:
JvK = [ vB1 ... vBi ... vBN ] (5.5)
Cada una de las columnas de esta matriz se denominara´ “componente del
vector extendido” o simplemente “componente”.
2En este documento cunado se haga referencia a un vector cartesiano, se hablara´ de “vec-
tor”. Mientras que la nueva estructura siempre siempre se indicara´ con el apellido “extendido”
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Esta nueva estructura es o´ptima en el sentido en que cada componente vBi
del vector extendido esta´ proyectada en la base donde tiene menor taman˜o.
A continuacio´n, se define co´mo se han de realizar las distintas operaciones
(suma/resta, producto escalar y vectorial) entre dos vectores extendidos.
5.2.1. Operaciones entre vectores extendidos
Sean los vectores extendidos v y u donde vBi y uBj han de pertenecer al
mismo espacio vectorial.:
JvK = [ vB1 ... vBi ... vBN ]
JuK = [ uB1 ... uBj ... uBM ] (5.6)
5.2.1.1. Suma de vectores extendidos
La suma se define segu´n:
JwK = JvK+ JuK = [ vB1 + uB1 ... vBi + uBi ... vBj + uBj ... ] (5.7)
Resulta interesante definir la suma de un vector uBi (proyectado de forma
natural en la base Bi) con el vector extendido JvK como:
JwK = JvK+ uBi = [ vB1 ... vBi + uBi ... vBN ] (5.8)
5.2.1.2. Producto de un escalar y un vector extendido
Sea a un escalar, el producto a · JvK se define como:
a · JvK = [ a vB1 ... a vBi ... a vBN ] (5.9)
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5.2.1.3. Producto escalar de vectores extendidos
El producto escalar de dos vectores extendidos se define como:
w = JvK · JuK = N∑
i=1
M
∑
j=1
vBi uBj (5.10)
No´tese que la base de los productos vBi · uBj queda determinada cuando se
resuelve la base comu´n en que se proyecta el vector resultado.
Como se ha detallado en la seccio´n 5.1 el producto escalar produce las ESST.
La ecuacio´n anterior permite ver que el uso de vectores extendidos evita por
completo su aparicio´n. Para ello basta que la base en que se realiza la operacio´n
sea la base Bi, la base Bj o una base intermedia. El modificador “gravedad”
(Apartado 4.1.2.3) pueden ser utilizado a este fin.
El producto escalar de un vector por un vector extendido se define segu´n:
w = JvK · uBi =vB1 uBi + ...+ vBi uBi + ...+ vBN uBi (5.11)
5.2.1.4. Producto vectorial de vectores extendidos
El producto vectorial de dos vectores extendidos se define segu´n:
JwK = JvK∧ JuK = [ vB1 ∧ uB1 ... vB1 ∧ uBi ... vBi ∧ uBj ... ] (5.12)
No´tese que la base de los productos vBi ∧ uBj queda determinada cuando se
resuelve la base comu´n en que se proyecta el vector resultado. A fin de evitar la
aparicio´n de expresiones simplificables trigonome´tricamente, los mismos cri-
terios utilizados en el caso del producto escalar son aplicables, es decir, realizar
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la operacio´n en la base Bi, en la base Bj o en una intermedia.
El producto vectorial de un vector por un vector extendido se define como:
JwK = JvK∧ uBi = [ vB1 ∧ uBi ... vBi ∧ uBi ... vBN ∧ uBi ] (5.13)
5.2.1.5. Producto vectorial triple extendidos
Un caso especial a tener en cuenta es el producto vectorial de tres vectores
extendidos. Con la idea de aprovechar la estructura de vector extendido se
propone utilizar la denominada “fo´rmula de Lagrange”.
Es decir, sean tres vectores extendidos JuK, JvK, y JwK el producto vectorial
triple se expresa:
JuK∧ (JvK∧ JwK) = JvK(JuK · JwK)− JwK(JuK · JvK) (5.14)
El realizar este producto de esta forma permite sacar provecho de la estruc-
tura extendida ya que los sumandos JvK(JuK · JwK) y JwK(JuK · JvK) son a su vez
vectores de tipo extendido y al realizar la suma, esta se puede realizar de forma
o´ptima. Esta suma, como ya se ha visto, se realiza sumando entre sı´ elementos
que esta´n proyectados en la misma base.
Adema´s al realizar el producto de esta forma, la expresiones obtenidas apa-
recen o´ptimamente parentesizadas.
5.2.1.6. Derivada temporal de vectores
La derivada temporal del vector extendido JvK respecto a la referencia R se
ha de hacer segu´n las reglas de derivacio´n temporal de vectores para cada una
de los elementos del vector extendido.
Jv˙K = dJvK
dt
∣∣∣∣
R
=∑
i
dvBi
dt
∣∣∣∣∣
Ri
+∑
i
JωRiR K∧ vBi (5.15)
149
Cap´ıtulo 5. Expresiones trigonome´tricamente simplificables
Donde dv
Bi
dt
∣∣∣
i
es la derivada temporal respecto a la referencia Ri de un vector
que se expresa de forma natural en la base Bi de dicha referencia.
5.2.2. Ejemplo de vector extendido
En el siguiente ejemplo se muestra brevemente co´mo se trabaja con los vec-
tores extendidos.
Se definen los siguiente vectores extendidos pertenecientes al mismo espa-
cio vectorial donde los elementos de la columna i-e´sima tienen sus componen-
tes definidas de forma natural en la base Bi:
JuK = [ 0 uB2 0 ]JvK = [ 0 vB2 vB3 ] (5.16)
La suma de los vectores es:
JwK = JuK+ JvK = [ 0 uB2 + vB2 vB3 ] (5.17)
Hay que destacar que el resultado se trata tambie´n de un vector extendido.
De nuevo hay que recordar que no se ha realizado ningu´n cambio de base.
Simplemente se han sumado los elementos esta´n proyectados en la misma ba-
se.
El producto escalar da como resultado una expresio´n escalar:
w = JuK · JvK = uB2 vB2 + uB2 vB3 (5.18)
En este caso sı´ que se han de realizar cambios base, los elementos de los
vectores extendidos que esta´n en distintas columnas han de ser proyectados
en una base comu´n. Hay dos soluciones posibles: bien se podrı´an proyectar las
componentes vB3 en la base B2, o bien las componentes de vB2 en la base B3,
cualquiera de las dos soluciones serı´a correcta y no contendrı´a ESST.
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A modo de ejemplo se expresa la primera de las dos posibilidades:
w = JuK · JvK = {uB2}B2 {vB2}B2 + {uB2}B2 RB3B2 {vB3}B3 (5.19)
Por u´ltimo, en el producto vectorial de estos dos vectores extendidos tam-
bie´n existen dos posibilidades. El producto uB2 ∧ vB3 puede ser proyectado en
la base B2 o en la base B3.
A modo de ejemplo, se muestran ambas soluciones:
JwK = JuK∧ JvK = [ 0 uB2 ∧ vB2 + uB2 ∧ vB3 0 ] (5.20)
JwK = JuK∧ JvK = [ 0 uB2 ∧ vB2 uB2 ∧ vB3 ] (5.21)
5.3. Simplificaciones de origen “tensorial”
Este apartado se centra en las expresiones que tienen un origen en operacio-
nes entre tensores de orden dos.
Sean dos tensores de rango dos, donde cada uno de ellos se representa de
forma natural en una base de proyeccio´n distinta, para realizar una operacio´n
binaria entre ellos ambos han de ser proyectados a una base comu´n. En dicha
base la operacio´n se realiza como se realizarı´a con matrices regulares.
El origen de las ESST con origen en operaciones entre tensores es similar a
la explicada para vectores.
En este capı´tulo se va a trabajar con los tensores propuestos en la seccio´n
4.4. Por simplicidad del texto, los tensores u´nicamente van a tener asociado un
espacio vectorial, el cartesiano, considera´ndose el otro espacio vectorial como
constante, es decir, no permitie´ndose cambios de parametrizacio´n. Ası´ pues,
los cambios de base correspondientes a tensores se han de realizar segu´n se
explica en la citada seccio´n.
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Se indicara´n como {T}B1 las componentes del tensor T (no cartesiano) pro-
yectadas en la base B1 obviandose el otro espacio vectorial asociado al cambio
de parametrizacio´n. De igual modo, las componentes tensor de inercia I pro-
yectadas en la base B1 se indicara´n como {I}B1 .
5.4. Nueva estructura simbo´lica de tensor: Tensor
extendido
Ana´logamente a como se ha procedido con los vectores se propone una nue-
va representacio´n los tensores de rango dos. La nueva representacio´n se ha
denominado “tensor extendido”.
Sea el tensor T, obtenido como resultado de la suma de varios tensores, cu-
yas componentes se conocen en distintas bases (B1, B2,..., BN):
T = TB1 + ...+ TBi + ...+ TBN (5.22)
Se define el “tensor extendido” como una matriz en donde cada columna i
contiene la parte del tensor T cuyas componentes esta´n expresadas de forma
“natural” en la base Bi. N corresponde al nu´mero total de bases utilizadas en
la formulacio´n del problema. Es decir:
JTK = [ TB1 ... TBi ... TBN ] (5.23)
Cada una de las columnas de esta matriz se denominara´ “componente del
tensor extendido” o simplemente “componente”.
Esta nueva estructura es o´ptima en el sentido en que cada componente TBi
del tensor extendido esta´ representada en una base donde tiene un menor ta-
man˜o.
Para poder trabajar con esta representacio´n se define co´mo se han de rea-
lizar las distintas operaciones de suma/resta y producto entre dos tensores
extendidos.
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5.4.1. Operaciones entre tensores extendidos
Sean los tensores extendidos JTK y JSK donde TBi y SBj son aplicaciones
lineales entre los mismos espacios vectoriales:
JTK = [ TB1 ... TBi ... TBN ]
JSK = [ SB1 ... SBj ... SBM ] (5.24)
5.4.1.1. Suma de dos tensores
La suma se define segu´n:
JWK = JTK+ JSK = [ TB1 + SB1 ... TBi + SBi ... TBj + SBj ... ] (5.25)
Resulta interesante definir la suma de un tensor SBi y un tensor extendidoJTK como:
JWK = JTK+ SBi = [ TB1 ... TBi + SBi ... TBN ] (5.26)
5.4.1.2. Producto de un escalar y un tensor extendido
Sea a un escalar, el producto a · JTK se define como:
a · JTK = [ a TB1 ... a TBi ... a TBN ] (5.27)
5.4.1.3. Producto de dos tensores
El producto entre dos tensores extendidos se define como:
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W = JTK · JSK = N∑
i=1
M
∑
j=1
TBi SBj (5.28)
No´tese que los productos entre elementos que esta´n representados en la mis-
ma base no requieren ningu´n cambio de base. Los productos entre elemen-
tos que esta´n representados en distintas bases se han de proyectar a una base
comu´n3 en la que realizar la operacio´n.
Por u´ltimo, el producto entre un tensor y un tensor extendido se define como
JWK = JTK · SBj = N∑
i=1
JTBi SBjK (5.29)
5.4.1.4. Producto entre un tensor y un vector
Sea JuK un vector extendido y JTK un tensor extendido los productos entre
ambos elementos se pueden escribir de una manera reducida como sigue:
JwK = JuK · JTK = N∑
i=1
M
∑
j=1
JuBi TBjK (5.30)
JwK = JTK · JuK = N∑
i=1
M
∑
j=1
JTBj uBiK (5.31)
Para evitar la aparicio´n de ESST los productos del tipo uBi TBj cuando i 6= j
requieren un cambio de base. Este se ha de realizar a la base Bi, Bj o una que
este´ entre ambas en la correspondiente cadena de bases.
Los productos entre un vector y un tensor extendido o entre un tensor y un
vector extendido respectivamente se definen de la siguiente manera:
3La base comu´n puede ser la base de uno de los elementos, del otro o una base intermedia
en la cadena de bases.
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JwK = uBi · JTK = JuBiK · JTK (5.32)
y ana´logamente
JwK = JuK · TBi = JuK · JTBiK (5.33)
5.4.2. Ejemplo de trabajo con tensores extendidos
Es este ejemplo muestra co´mo se trabaja con los tensores extendidos.
Se definen los siguiente tensores extendidos, ambos aplicaciones lineales en-
tre los mismos espacios vectoriales, donde los elementos de la columna i-e´sima
tienen sus componentes definidas de forma natural en la base Bi.
JTK = [ TB1 0 0 ]JSK = [ SB1 0 SB3 ] (5.34)
La suma de los tensores extendidos es:
JWK = JTK+ JSK = [ TB1 + SB1 0 SB3 ] (5.35)
No´tese que no es necesario ningu´n cambio de base.
Ana´logamente a como ocurre con el producto de dos vectores extendidos el
producto de los dos tensores extendidos tiene dos soluciones posibles depen-
diendo de co´mo se hagan los cambios de base:
JWK = JTK · JSK = [ TB1 SB1 + TB1 SB3 0 0 ]
=
[
TB1 SB1 0 TB1 SB3
] (5.36)
En este caso sı´ que se han de realizar cambios base, los elementos de los
tensores extendidos que esta´n en distintas columnas han de ser proyectados
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en una base comu´n donde realizar la operacio´n. Hay dos posibles soluciones:
bien se podrı´an proyectar las componentes SB3 en la base B1, o bien las com-
ponentes de TB1 en la base B3, cualquiera de las dos soluciones serı´a correcta
y no contendrı´a ESST.
5.5. Matriz jacobiana de un vector extendido
Es frecuente en el campo de la DSM el ca´lculo de la matriz jacobiana de
un vector respecto a otro vector no cartesiano (por ejemplo, el vector q˙ de
velocidades generalizadas).
Sea un vector extendido gene´rico JvK:
JvK = [ vB1 ... vBi ... vBN ] (5.37)
Su matriz jacobiana respecto a otro vector q˙ (no cartesiano) es:
∂
∂q˙
JvK = [ ∂∂q˙vB1 ... ∂∂q˙vBi ... ∂∂q˙vBN ] (5.38)
Si el vector q˙ es un elemento de un espacio vectorial, como se ha visto en la
seccio´n 4.4 la ecuacio´n anterior puede interpretarse como un tensor extendido
por ser una aplicacio´n lineal entre el espacio cartesiano y el espacio de las
velocidades generalizadas.
5.6. Orden de los elementos dentro de las nuevas
estructuras
En los nuevos elementos vector y tensor extendidos aquı´ definidos no se ha
hablado hasta ahora de co´mo se han de ordenar los vectores/tensores dentro
de la estructura que los almacena. Simplemente se ha detallado que han de
agruparse segu´n la base en la que sus componentes se proyectan de forma
natural. Los elementos que tienen las componentes proyectadas en la misma
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base se han de agrupar juntos, en forma de suma.
Si bien en principio el orden es independiente del funcionamiento de esta
te´cnica, de cara a la implementacio´n, es importante discutir en que´ orden se
pueden disponer los distintos elementos.
En el paradigma DSM propuesto en esta tesis (Apartado: 4.1.1) las bases
se van definiendo de manera secuencial donde cada base se define respecto
a una base previamente definida. Ası´ pues, los elementos de vector o tensor
extendidos se ordenan segu´n el orden en que se han definido las bases.
Al crear un vector o tensor extendido, se creara´ con un nu´mero de compo-
nentes igual al nu´mero de bases existentes en el sistema en ese instante. Si bien
realizarlo de esta manera, al implementarlo, acarrea un consumo de memoria
mayor presenta la ventaja de que las operaciones de suma y producto se puede
realizar de manera ma´s eficaz al no tener que buscar la base “correspondiente”
a cada uno de los elementos del vector/tensor extendido. La suma, por ejem-
plo, se puede hacer directamente elemento a elemento, donde algunos sera´n
nulos, otros no y algunos incluso inexistentes.
Por ejemplo, sean los siguientes vectores extendidos:
JvK = [ vB1 vB2 vB3 0 vB5 ]JuK = [ uB1 0 uB3 0 ] (5.39)
La suma se realiza sumando la i-e´sima componente del vector JvK con la
i-e´sima del vector JuK directamente.
JvK+ JuK = [ vB1 + uB1 vB2 vB3 + uB3 0 vB5 ] (5.40)
El vector resultante tienen un taman˜o igual al del vector con mayor nu´mero
de elementos.
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5.7. Optimizacio´n del vector/tensor extendido
En esta seccio´n se presenta una optimizacio´n que permite, en primer lugar,
generar expresiones ma´s compactas y, en segundo lugar, evitar cambios de ba-
se innecesarios (generalmente en el producto triple de tres vectores/tensores
extendidos).
Para ello en cada operacio´n entre vectores y/o tensores extendidos, cuando
se tiene un elemento (vector/tensor) cuyas componentes se proyectan de for-
ma natural en la base Bj, este elemento ha de ser cambiado de base siguiendo
la cadena de bases hacia la raı´z de la estructura de bases. El cambio de ha rea-
lizar mientras las componentes de ese elemento proyectadas en cada base Bi
(i : j...0) no cambien con respecto a las proyectadas en la base Bj.
Los dos siguientes ejemplos muestran cua´ndo se producen esto hechos.
5.7.0.1. Ejemplo: Expresiones ma´s compactas
Sea, por ejemplo, el siguiente vector extendido de velocidad angular del se-
gundo so´lido del mecanismo de cuatro barra que se detalla en A.2:
JωB2BRI K = [ 0 ωB1BRI ωB2B1 0 ] (5.41)
donde
ωB1BRI =
 0θ10

B1
ωB2BRI =
 0θ20

B2
(5.42)
Si por ejemplo, se realiza el producto escalar de este vector extendido por
sı´ mismo se tiene que:
JωB2BRI K · JωB2BRI K = θ1θ1 + θ1θ2 + θ2θ1 + θ2θ2 = θ21 + 2θ1θ2 + θ22 (5.43)
Al tratarse de un mecanismo plano, las componentes velocidad angular no
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cambian cuando se cambia de base de proyeccio´n. Ası´ pues, tal y como se co-
menta en esta seccio´n, las componentes del vector extendido han se ser cam-
biadas a la base que se encuentre ma´s abajo en la cadena de bases para la cual
e´stas no cambian, es decir:
JωB2BRI K = [ 0 ωB1BRI ωB2B1 0 ] = [ ωB1BRI +ωB2B1 0 0 0 ] (5.44)
Ası´ pues, realizando ahora el producto escalar se tiene que:
JωB2BRI K · JωB2BRI K = (θ1 + θ2)(θ1 + θ2) = (θ1 + θ2)2 (5.45)
Como se ve, operando de esta forma, las expresiones aparecen mucho ma´s
agrupadas. Lo que al ser exportado genera menos a´tomos y menos operacio-
nes algebraicas4.
5.7.0.2. Ejemplo. Cambios de base innecesarios
En este caso se tienen tres tensores extendidos en un sistema con tres bases
definidas (B1 , B2 y B3 ). Cada uno de los tensores tiene una componente cono-
cida de forma natural en una de las bases. Los tensores tienen todos el mismo
taman˜o nxn y son sime´tricos.
JTK = [ TB1 0 0 ]JSK = [ 0 SB2 0 ]JWK = [ 0 0 WB3 ] (5.46)
Adema´s, para este ejemplo , el tensor WB3 , proyectado de forma natural en
la base B3 puede ser cambiado de base a la base B2 sin que sus componentes
cambien. Es decir:
4En la operacio´n θ21 + 2θ1θ2 + θ
2
2 se han de realizar seis operaciones (dos sumas y cuatro
productos). Mientras que en (θ1 + θ2)2 se han de realizar u´nicamente dos operaciones (una
suma y un producto).
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RB3B2
{
WB3
}
B3 R
B2
B3 =
{
WB3
}
B2 (5.47)
Se desea realizar el producto JTK · JWK · JSK.
Si se realiza el producto de los tres tensores sin realizar el cambio de base tal
y como se propone en esta seccio´n, se tiene que:
JTK · JWK · JSK = {TB1}B1 RB2B1 RB3B2 {WB3}B3 RB2B3 {S2}B2 (5.48)
En un co´digo simbo´lico gene´rico que realizara esta operacio´n, no se podrı´a
garantizar el orden en el que la operacio´n anterior es realizada, por lo que
el sub-producto RB3B2
{
WB3
}
B3 R
B2
B3 no podrı´a ser simplificado a
{
WB3
}
B2 y,
generalmente, se generarı´an ESST.
En cambio, si se realiza el cambio de base como se detalla en esta seccio´n, es
decir:
JWK = [ 0 0 WB3 ] = [ 0 WB3 0 ] (5.49)
El producto de los tres tensores queda:
JTK · JWK · JSK = {TB1}B1 RB2B1 {WB3}B2 {SB2}B2 (5.50)
Lo que evita, sin ma´s cautela, que aparezcan ESST.
5.8. Simplificaciones trigonome´tricas en el campo de la
DSM
Una vez realizado el estudio sobre las simplificaciones trigonome´tricas, de
do´nde provienen (Seccio´n 5.1) y propuestas una nuevas estructuras (vector y
tensor extendidos) que evitan la aparicio´n de ESST, se analiza cua´ndo aparecen
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estas expresiones en el contexto de la DSM.
Si bien esta seccio´n se centra en aplicar los vectores y tensores extendidos
para el ca´lculo de la matriz de masa y el vector de fuerzas generalizadas segu´n
la formulacio´n aquı´ presentada y basada en el PPV (Secciones 4.5 y 4.6), hay
que remarcar que estas mismas estructuras son va´lidas para cualquier otra
formulacio´n y metodologı´a que se desee utilizar para el planteamiento de las
ecuaciones dina´micas.
Las te´cnicas presentadas en este capı´tulo hacen que no aparezcan ESST y,
adema´s, el algoritmo de la Figura 4.10 para el ca´lculo de M y δ hara´ que el
taman˜o de las expresiones sea el menor posible. Aun ası´, hay una serie de
factores a tener en cuenta y que se describen a continuacio´n.
5.8.1. Matrices jacobianas de velocidad lineal
Tanto en el ca´lculo de M como de δ (Ecuaciones 4.54 y 4.62 respectivamen-
te), para cada so´lido, es necesario obtener la matriz jacobiana respecto de las
velocidades generalizadas de la velocidad del punto gene´rico B del so´lido, es
decir, vBRI . Por simplicidad, en esta seccio´n, este vector se designara´ como v
Este vector velocidad v es obtenido mediante composicio´n de velocidades
por medio del operador detallado en 4.3.4. Este mismo operador es va´lido para
el trabajo con vectores extendidos simplemente sustituyendo en el correspon-
diente algoritmo los vectores por vectores extendidos.
El ca´lculo de la matriz jacobiana vq˙ se define segu´n:
vq˙ =
∂
∂q˙
v (5.51)
En 4.4 se ha justificado que estas matrices jacobianas son tensores por ser
aplicaciones lineales entre dos espacios vectoriales y por lo tanto pueden ser
tratadas como tensores extendidos. Ası´ pues:
Jvq˙K = ∂
∂q˙
JvK = ∂
∂q˙
[
... vBi ...
]
=
[
... ∂∂q˙v
Bi ...
]
(5.52)
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donde vBi representa la parte del vector v cuyas componentes se proyectan
de forma natural en la base Bi.
Por ejemplo, en la ecuacio´n 4.54 el producto Jvq˙K · Jvq˙K, realizado mediante
tensores extendidos, evitara´ sin ma´s cautela la aparicio´n de ESST.
Adema´s de la matriz jacobiana vq˙, en el ca´lculo del vector de fuerzas gene-
ralizadas (4.6) es necesario el ca´lculo de las matrices jacobianas respecto a las
coordenadas generalizadas y respecto al tiempo, es decir, vq y vt.
Es conveniente remarcar que la matriz jacobiana vq no tiene naturaleza ten-
sorial, por no ser el espacio de las coordenadas generalizadas un espacio vec-
torial. Sı´ que tiene naturaleza de tensor el producto vq q˙.
Ası´ pues, para el ca´lculo del vector de fuerzas generalizadas se han de usar
los siguientes tensores extendidos: Jvq q˙K y JvtK.
5.8.2. Matrices jacobianas de velocidad angular
De forma ana´loga, en las mismas ecuaciones para el ca´lculo de M y de δ,
para cada so´lido, se han de realizar productos con el tensor ωq˙. Donde ωq˙ se
define segu´n:
ωq˙ =
∂
∂q˙
ωSRI (5.53)
El vector ωSRI (por simplicidad se denotara´ como ω) es obtenido mediante el
operador detallado en 4.3.3. Este mismo operador es va´lido para trabajar con
vectores extendidos simplemente sustituyendo en el correspondiente algorit-
mo los vectores por vectores extendidos.
Ana´logamente a como ocurre con la velocidad absoluta, una vez obtenido
dicho vector extendido de velocidad angular, la matriz jacobiana ωq˙ tienen
naturaleza tensorial y por lo tanto:
Jωq˙K = ∂
∂q˙
JωK = ∂
∂q˙
[
... ωBi ...
]
=
[
... ∂∂q˙ω
Bi ...
]
(5.54)
162
5.8. Simplificaciones trigonome´tricas en el campo de la DSM
donde ωBi representa la parte del vector ω cuyas componentes se proyectan
de forma natural en la base i-e´sima.
El ca´lculo de matriz de masa realizado mediante tensores extendidos, evi-
tara´ sin ma´s cautela la aparicio´n de ESST. Aun ası´, como ma´s adelante se deta-
lla, el producto Jωq˙KT · JISBK · Jωq˙K se ha de realizar de un modo especial, debido
a las caracterı´sticas del tensor de inercia.
Adema´s de la matriz jacobiana ωq˙, en el ca´lculo del vector de fuerzas gene-
ralizadas (4.6) es necesario el ca´lculo de las matrices jacobianas respecto a las
coordenadas generalizadas y respecto al tiempo, es decir, ωq y ωt.
Al igual que en el caso anterior, la matriz jacobiana ωq no tiene naturaleza
tensorial, por no ser el espacio de las coordenadas generalizadas un espacio
vectorial. Sı´ que tiene naturaleza de tensor el producto ωq q˙.
Ası´ pues, para el ca´lculo del vector de fuerzas generalizadas se han de usar
los siguientes tensores extendidos: Jωq q˙K y JωtK.
5.8.3. Matrices anti-sime´tricas
En las mismas ecuaciones para el ca´lculo de M y de δ, aparecen dos matrices
anti-sime´tricas, r˜GB y ω˜
S
RI , es decir, las asociadas al vector r
G
B de centro de masa
del so´lido y al vector ωSRI de velocidad angular del so´lido. Por simplicidad,
se denotara´n como: r˜ y ω˜. Estas matrices tienen naturaleza tensorial y por lo
tanto es tratada con el tensor extendido:
Para el vector de centro de masas se tienen que:
Jr˜K = [ 0 ... r˜Bi ... 0 ] (5.55)
donde rBi es el vector de posicio´n del centro de masas del so´lido respec-
to a un punto cualquiera de so´lido. Sus componentes se proyectan de forma
natural en la base Bi del so´lido.
Y para el vector de velocidad angular:
Jω˜K = [ ω˜B1 ... ω˜Bi 0 ... 0 ] (5.56)
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donde ω˜Bi es la matriz anti-sime´trica de la parte del vector de velocidad
angular que se proyecta se forma natural en la base Bi.
5.8.4. Productos que implican el tensor de inercia
Ya se ha adelantado en esta seccio´n que en el producto Jωq˙KT · JISBK · Jωq˙K
dependiendo de co´mo sea el tensor de inercia y de co´mo sean las velocidades
angulares, aparecera´n ESST. Para evitar su aparicio´n el producto que implica
al tensor de inercia requiere un trato especial.
Sea el siguiente tensor extendido:
Jωq˙K = [ ωB1q˙ ... ωq˙Bi ... ωBkq˙ ] (5.57)
donde k es la base asociada al so´lido.
El tensor de inercia (por simplicidad se denotara´ I) tambie´n se representa
mediante un tensor extendido con un u´nico elemento (las componentes del
tensor de inercia en la base del so´lido Bk):
JIK = [ 0 ... IBk ... 0 ] (5.58)
La base natural Bk del tensor de inercia siempre esta´ ma´s arriba en la cadena
de bases que las bases de las distintas componentes de Jωq˙K. En caso de que se
tenga un tensor de inercia general el orden en que se haga el producto no es
importante. Operando con tensores extendidos se evita la aparicio´n de ESST.
Jωq˙KT · JIK · Jωq˙K = k∑
i=1
k
∑
j=1
ω
Bi
q˙
T
IBk ωBjq˙
=
k
∑
i=1
k
∑
j=1
{ωBiq˙ }TBi R
Bk
Bi {I
Bk}Bk R
Bj
Bk {ω
Bj
q˙ }Bj
(5.59)
En cambio, en los casos en que el tensor de inercia presente algu´n tipo de
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simetrı´a, pese a operar con tensores extendidos, sı´ que aparecen ESST.
La solucio´n para evitar la aparicio´n de estas expresiones es la comentada en
la seccio´n 5.7. Es decir, el tensor JIK se ha de cambiar a la base ma´s baja para la
cual sus componentes no cambian. Una vez realizada esta operacio´n, entonces
sı´ que se realiza el producto deseado. Es decir, el producto anterior toma la
forma:
Jωq˙KT · JIK · Jωq˙K = k−l∑
i=1
k−l
∑
j=1
ω
Bi
q˙
T
IBk−l ωBjq˙
=
k−l
∑
i=1
k−l
∑
j=1
{ωBiq˙ }TBi R
Bk−l
Bi {I
Bk−l}Bk−l R
Bj
Bk−l {ω
Bj
q˙ }Bj
(5.60)
donde Bk−l es una base en la que las componentes del tensor de inercia son
las mismas que en la base Bk.
5.8.4.1. Rotor esfe´rico
Un caso particular es cuando tensor de inercia es un rotor esfe´rico5.
Sea JIK = I 1 (siendo I un escalar) entonces el producto Jωq˙KT · I · Jωq˙K se
puede escribir como:
Jωq˙KT · JIK · Jωq˙K = Jωq˙KT · I · 1 · Jωq˙K = I · Jωq˙KT · Jωq˙K (5.61)
5.8.5. Productos que implican el vector centro de masa
Ana´logamente a como ocurre con el tensor de inercia, el producto triple
que implica al tensor anti-sime´trico asociado al vector de centro de masa,Jvq˙KT · Jm r˜GB K · Jωq˙K (Ecuacio´n 4.54), tambie´n debe ser estudiado para evitar
5Un so´lido es un rotor esfe´rico en uno de sus puntos B si en este punto los tres momentos
de inercia son iguales
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la aparicio´n de ESST.
El tensor extendido asociado a dicho vector, que por simplicidad se escri-
bira´ como r, tiene un u´nico elemento en la columna asociada a la base del
so´lido. Es decir:
Jm r˜K = [ 0 ... (m r˜)Bk 0 ... 0 ] (5.62)
donde Bk es la base de so´lido.
La base natural Bk del tensor anti-sime´trico siempre esta´ ma´s arriba en la
cadena de bases que las bases de las distintas componentes de Jωq˙K y de Jvq˙K.
Por lo tanto, el orden en que se haga el producto no es importante y gracias a
forma de operar con tensores extendidos las ESST no aparecen.
El producto triple se desarrolla como sigue:
Jvq˙KT · Jm r˜K · Jωq˙K = k∑
i=1
k
∑
j=1
vBiq˙
T
(m r˜)Bk ωBjq˙
=
k
∑
i=1
k
∑
j=1
{vBiq˙ }TBi R
Bk
Bi {(m r˜)
Bk}Bk R
Bj
Bk {ω
Bj
q˙ }Bj
(5.63)
En cambio, en los casos en que el tensor anti-sime´trico r˜ tenga algu´n tipo
de simetrı´a sı´ que aparecen ESST. La solucio´n para evitar la aparicio´n de esas
expresiones es la comentada en la seccio´n 5.7.
Es decir, al definir el tensor r˜, e´ste se ha de cambiar a la base ma´s baja para la
cual sus componentes no cambian. Una vez realizada esta operacio´n, entonces
sı´ que se realiza el producto deseado. Ası´ pues, el producto anterior toma la
forma:
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Jvq˙KT · Jm r˜K · Jωq˙K = k−l∑
i=1
k−l
∑
j=1
vBiq˙
T
(m r˜)Bk−l ωBjq˙
=
k−l
∑
i=1
k−l
∑
j=1
{vBiq˙ }TBi R
Bk−l
Bi {(m r˜)
Bk−l}Bk−l R
Bj
Bk−l {ω
Bj
q˙ }Bj
(5.64)
donde Bk−l es una base en la que las componentes del tensor anti-sime´trico
son las mismas que en la base Bk.
5.8.6. Producto vectorial entre la velocidad angular y vector de
posicio´n
Cuando, en esta tesis, se propone el ca´lculo de la velocidad absoluta de un
punto respecto a una referencia por el me´todo de composicio´n de velocidades
(Sec: 4.3.4) aparecen productos del tipo:
ω
Bk
Bk−l ∧ r
P
ORk
(5.65)
donde ωBkBk−l es el vector velocidad angular de la base Bk de la referencia Rk
respecto a la base Bk−l de la referencia Rk−l y rPORk es el vector de posicio´n del
punto P respecto al punto ORk de la referencia Rk.
El vector rPORk
se proyecta de forma natural en la base Bk asociada al so´lido
mientras que el vector ωBkBk−l se expresa de forma natural en una base Bk−l que
esta´ por debajo de Bk en la misma rama del a´rbol de bases.
Cuando se trabaja con giros elementales, si la velocidad angular se expresa
de forma natural con la misma expresio´n en las bases Bk−l y Bk, resulta conve-
niente proyectarla en la base Bk y realizar el producto en esa base.
Al trabajar con vectores extendidos y aplicando las reglas presentadas en 5.7
se reduce, sin ma´s cautela, la complejidad de las expresiones generadas.
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5.8.7. Simplificaciones trigonome´tricas en otras formulaciones
Si bien en esta seccio´n se explica la forma de obtener M y δ segu´n la ecuacio-
nes 4.54 y 4.62 mediante estructuras extendidas, hay que remarcar que todas
las te´cnicas presentadas son de cara´cter general y por lo tanto fa´cilmente apli-
cables a cualquiera de las formulaciones tı´picas de la DSM.
Por ejemplo, para calcular las ecuaciones dina´micas por medio del principio
de las potencias virtuales tal y como se ven en la seccio´n 2.3.1.4 se deberı´a
realizar el producto:
NS
∑
k=1
[
FSk
M
Sk
Bk
]T
∂
∂q˙
[
v
BSk
RI
ω
Sk
RI
]
(5.66)
Si se toma de la ecuacio´n anterior el producto FSk ∂∂q˙v
BSk
RI el tensor asociado
a ∂∂q˙v
BSk
RI y el vector F
k puede ser representado mediante las estructuras exten-
didas, es decir:
JFSkK = mSk · JaGSkRI K (5.67)
y ana´logamente el tensor:
JvBSkRI q˙K = ∂∂q˙ JvBSkRI K (5.68)
donde JvBSkRI K y JaGSkRI K se calculan por composicio´n de movimientos.
El producto
mSk · JaGkRIK · JvBSkRI q˙K (5.69)
sera´ o´ptimo y no presentara´ ESST.
En caso de que se desee trabajar con las ecuaciones de Lagrange se procede
de forma ana´loga. La parte asociada a la inercia de traslacio´n para un so´lido
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gene´rico Sk usando vectores extendidos toma la forma:
V =
1
2
·mSk · JvBSkRI K · JvBSkRI K (5.70)
En la expresio´n anterior , al operar con vectores extendidos se evitara´ la
aparicio´n de ESST. De forma ana´loga se procede con la parte asociada a los
giros del so´lido.
5.9. Simplificaciones trigonome´tricas con origen en la
suma de a´ngulos
En el a´mbito de la DSM aparecen otro tipo de simplificaciones trigonome´tri-
cas y que generalmente son debidas a giros consecutivos respecto al mismo
eje. Estas son se tipo “Seno o coseno de la suma/resta de a´ngulos” y sobre
todo aparecen en mecanismos planos.
El siguiente ejemplo ilustra co´mo se realizan los giros consecutivos en torno
al mismo eje y justifica de la naturaleza de ESST.
Sea el esquema de bases de la figura 5.1 en donde la base B2 esta´ definida a
partir de la base B1 mediante un giro entorno al eje Z de valor θ1 y la base B3
a partir de la base B2 mediante un giro θ2 entorno tambie´n al eje Z.
B1 B2 B3
[0,0,θ1] [0,0,θ2]
Figura 5.1.: Giros consecutivos entorno al mismo eje
La matriz de cambio que proyecta las coordenadas de un vector en la base
B1 a la base B3 es:
RB1B3 = R
B2
B3 R
B1
B2 =
cos θ2 − sin θ2 0sin θ2 cos θ2 0
0 0 1
cos θ1 − sin θ1 0sin θ1 cos θ1 0
0 0 1

=
[
cos θ2 cos θ1 − sin θ2 sin θ1 − cos θ2 sin θ1 − cos θ1 sin θ2 0
cos θ2 sin θ1 + cos θ1 sin θ2 cos θ2 cos θ1 − sin θ2 sin θ1 0
] (5.71)
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y aplicando las reglas de simplificacio´n trigonome´tricas:
RB1B3 =
cos(θ2 + θ1) − sin(θ2 + θ1) 0sin(θ2 + θ1) cos(θ2 + θ1) 0
0 0 1
 (5.72)
La solucio´n que aquı´ se propone para localizar estas simplificaciones pasa
por detectar si cada vez que se genere una nueva base, Bk, a trave´s de un giro
elemental, la base Bk−1 anterior ha sido generada a trave´s de un giro del mismo
tipo a partir de la Bk−2. En caso afirmativo, la nueva base Bk se puede definir
a partir de la base Bk−2 mediante un solo giro.
Para el ejemplo de la figura anterior, si se detecta que los cambios de base
ocurren entorno al mismo eje, el nuevo esquema de bases serı´a:
B1
B2
B3
[0,0,θ1]
[0,0,θ1 + θ2]
Figura 5.2.: Nuevo esquema de bases donde se han simplificado los giros
En esta figura 5.2 se ve que ahora la B2 esta´ definida a partir de la B1 me-
diante un giro θ1 + θ2.
Esta forma de trabajar no rompe con lo presentado hasta ahora.
5.10. ESST: Mecanismo de cuatro barras
Para demostrar la eficacia del me´todo de trabajo con vectores y tensores ex-
tendidos se propone el ca´lculo de la matriz de masa del mecanismo de cuatro
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barras descrito en A.2.
La figura 5.3 esquematiza el citado mecanismo, donde se han suprimido
los muelles y fuerzas exteriores por no jugar ningu´n papel en el ca´lculo de la
citada matriz.
O O2
C
A
B
1
2
3
θ1
θ2
θ3
Figura 5.3.: Esquema del mecanismo
Tanto las velocidad angulares como las absolutas esta´n formadas por su-
mas de vectores y donde cada uno tiene las componentes expresadas de forma
natural en una base. Este hecho permite utilizar las estructuras extendidas pre-
sentadas en este capı´tulo para su definicio´n.
Para la descripcio´n de las velocidades se usa un vector extendido de cuatro
elementos, por tener el mecanismo cuatro bases definidas (BRI , B1, B2 y B3).
En el primer elemento del vector extendido se introducira´n las componentes
que se proyectan de forma natural en la base de la referencia inercial BRI , en el
segundo elemento las que se proyectan en la base B1, etc... Es decir, un vector
gene´rico u se representa como:
JuK = [ uBRI uB1 uB2 uB3 ] (5.73)
De igual modo, se usa una estructura ana´loga (con cuatro elementos) pa-
ra los tensores extendidos. A continuacio´n se calculan las matrices jacobianas
necesarias so´lido a so´lido.
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5.10.0.1. Primer so´lido
La velocidad absoluta del punto O del primer so´lido es nula y la velocidad
angular del mismo respecto a la referencia inercial es la correspondiente a un
giro elemental en torno al eje perpendicular al mecanismo. La velocidad angu-
lar esta´ proyectada de forma natural en la base asociada a dicho so´lido. Ambas
velocidades se representan como:
JvORIK = [ 0 0 0 0 ]JωB1BxyzK = [ 0 ωB1Bxyz 0 0 ] (5.74)
Las componentes velocidad angular, al tratarse de un mecanismo plano, no
cambian cuando se cambia de base de proyeccio´n, porque segu´n lo explicado
en 5.7 han se ser cambiadas a la base que se encuentre ma´s abajo en la cadena
de bases, es decir:
JωB1BxyzK = [ 0 ωB1Bxyz 0 0 ] = [ ωB1Bxyz 0 0 0 ] (5.75)
Las matrices jacobianas respecto a las velocidades generalizadas:
JvORI q˙K = ∂JvORIK∂q˙ = [ 0 0 0 0 ]
JωB1BRI q˙K = ∂Jω
B1
BRI K
∂q˙
=
[
∂ω
B1
BRI
∂q˙ 0 0 0
] (5.76)
5.10.0.2. Segundo so´lido
Las velocidades absolutas y angulares del segundo so´lido representadas me-
diante un vector extendido son:
JvARIK = JωB1BRI K∧ JrAOK = [ 0 ωB1BRI ∧ rAO 0 0 ]JωB2BRI K = JωB1BRI K+ JωB2B1K = [ 0 ωB1BRI ωB2B1 0 ] (5.77)
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Las componentes velocidad angular, al tratarse de un mecanismo plano, no
cambian cuando se cambia de base de proyeccio´n y han se ser cambiadas a la
base que se encuentre ma´s abajo en la cadena de bases, es decir:
JωB2BRI K = [ ωB1BRI +ωB2B1 0 0 0 ] (5.78)
Y las matrices jacobianas respecto a las velocidades generalizadas:
JvARI q˙K = ∂ JvARIK∂q˙ =
[
0
∂
(
ω
B1
BRI∧r
A
O
)
∂q˙ 0 0
]
JωB2BRI q˙K = ∂ Jω
B2
BRI K
∂q˙
=
[
∂
(
ω
B1
BRI+ω
B2
B1
)
∂q˙ 0 0 0
] (5.79)
5.10.0.3. Tercer so´lido
Por u´ltimo, las velocidades absolutas y angulares del tercer so´lido se repre-
sentan mediante las siguientes estructuras extendidas. El origen de las expre-
siones puede ser obtenido a partir de la figura procediendo ana´logamente a
como se ha realizado con el so´lido dos.
JvBRIK = [ 0 ωB1BRI ∧ rAO ωB1BRI ∧ rBA +ωB2B1 ∧ rBA 0 ]JωB3BRI K = [ 0 ωB1BRI ωB2B1 ωB3B2 ] (5.80)
De igual modo a los casos anteriroes, las componentes velocidad angular
han se ser cambiadas a la base que se encuentre ma´s abajo en la cadena de
bases, es decir:
JωB3BRI K = [ ωB1BRI +ωB2B1 +ωB3B2 0 0 0 ] (5.81)
Y las matrices jacobianas respecto a las velocidades generalizadas:
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JvBRI q˙K = ∂JvBRIK∂q˙ =
[
0
∂
(
ω
B1
BRI∧r
A
O
)
∂q˙
∂
(
ω
B1
BRI∧r
B
A+ω
B2
B1∧r
B
A
)
∂q˙ 0
]
JωB3BRI q˙K = ∂ Jω
B3
BRI )K
∂q˙
=
[
∂
(
ω
B1
BRI+ω
B2
B1+ω
B3
B2
)
∂q˙ 0 0 0
] (5.82)
5.10.1. Ca´lculo de la matriz de masa
La matriz de masa de este mecanismo se ha calculado como se propone en
la ecuacio´n 4.54.
Las operaciones entre tensores extendidos se han de realizar siguiendo las
reglas ya comentadas y hay que tener en cuanta los distintos cambios de base
que puedan aparecer.
M = −m1 · JvORI q˙KT · JvORI q˙K− JωB1BRI q˙KT · JI1OK · JωB1BRI q˙K
− JvORI q˙KT ·m1 · Jr˜G1O K · JωB1BRI q˙K−
(JvORI q˙KT ·m1 · Jr˜G1O K · JωB1BRI q˙K
)T
−m2 · JvARI q˙KT · JvARI q˙K− JωB2BRI q˙KT · JI2AK · JωB2BRI q˙K
− JvARI q˙KT ·m2 · Jr˜G2A K · JωB2BRI q˙K−
(JvARI q˙KT ·m2 · Jr˜G2A K · JωB2BRI q˙K
)T
−m3 · JvBRI q˙KT · JvBRI q˙K− JωB3BRI q˙KT · JI3BK · JωB3BRI q˙K
− JvBRI q˙KT ·m3 · Jr˜G3B K · JωB3BRI q˙K−
(JvBRI q˙KT ·m3 · Jr˜G3B K · JωB3BRI q˙K
)T
(5.83)
Para ilustrar co´mo se realizarı´an las operaciones con las estructuras de ten-
sor extendido se ha tomado los te´rminos de la ecuacio´n anterior ma´s represen-
tativos de las casuı´sticas comentadas en las seccio´n 5.8.
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5.10.1.1. Velocidad absoluta
En primer lugar se va a ver el producto que implica las velocidades lineales
y la masa. Para este ejemplo se ha tomado la parte correspondiente al so´lido
tres6:
m3 · JvBRI q˙KT · JvBRI q˙K (5.84)
Si se desarrollan las estructuras extendidas7 :
m3 · JvBRI q˙KT · JvBRI q˙K = m3 ( ∂ (ωB1BRI∧rAO)∂q˙
)T (
∂ (ω
B1
BRI∧r
A
O)
∂q˙
)
+
m3
(
∂ (ω
B1
BRI∧r
A
O)
∂q˙
)T (
∂ (ω
B1
BRI∧r
B
A+ω
B2
B1∧r
B
A)
∂q˙
)
+
m3
(
∂ (ω
B1
BRI∧r
B
A+ω
B2
B1∧r
B
A)
∂q˙
)T (
∂ (ω
B1
BRI∧r
A
O)
∂q˙
)
+
m3
(
∂(ω
B1
BRI∧r
B
A+ω
B2
B1∧r
B
A)
∂q˙
)T (
∂(ω
B1
BRI∧r
B
A+ω
B2
B1∧r
B
A)
∂q˙
)
=
m3
{
∂ (ω
B1
BRI∧r
A
O)
∂q˙
}T
B1
{
∂ (ω
B1
BRI∧r
A
O)
∂q˙
}
B1
+
m3
{
∂ (ω
B1
BRI∧r
A
O)
∂q˙
}T
B1
RB1B2
{
∂ (ω
B1
BRI∧r
B
A+ω
B2
B1∧r
B
A)
∂q˙
}
B2
+
m3
{
∂ (ω
B1
BRI∧r
B
A+ω
B2
B1∧r
B
A)
∂q˙
}T
B2
RB2B1
{
∂ (ω
B1
BRI∧r
A
O)
∂q˙
}
B1
+
m3
{
∂(ω
B1
BRI∧r
B
A+ω
B2
B1∧r
B
A)
∂q˙
}T
B2
{
∂(ω
B1
BRI∧r
B
A+ω
B2
B1∧r
B
A)
∂q˙
}
B2
(5.85)
En la ecuacio´n anterior los te´rminos primero y u´ltimo se han de realizar sin
cambio de base. En los te´rminos segundo y tercero sı´ que hay que hacer un
6Por simplicidad se ha suprimido el signo negativo.
7No´tese el cara´cter tensorial de los elementos. A la hora de realizar las operaciones, dichos
tensores se deberı´an proyectar a un base comu´n.
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cambio de base. Darı´a igual en que´ base realizar la proyeccio´n, siempre que
sea las base B2 o la base B3. Solo de esta manera se evitara´n la aparicio´n de
expresiones que se puedan simplificar.
Siendo el resultado final:
m3 · JvBRI q˙KT · JvBRI q˙K =
m3(2l2 cos(θ2)l1 + l21 + l22) m3(l2 cos(θ2)l1 + l21) 0m3(l2 cos(θ2)l1 + l21) m3l22 0
0 0 0

(5.86)
5.10.1.2. Velocidad angular
en este caso se presenta un producto que implica al tensor de inercia y la
velocidad angular. Para este ejemplo se ha tomado la contribucio´n del so´lido
dos.
JωB2BRI q˙KT · JI2AK · JωB2BRI q˙K (5.87)
Donde JI2AK se define de forma natural en la base B2.
JI2AK = [ 0 0 I2A 0 ] (5.88)
La componente del tensor inercial, al tratarse de un mecanismo plano, no
cambia cuando se cambia de base de proyeccio´n y por lo tanto ha se ser cam-
biada a la base que se encuentre ma´s abajo en la cadena de bases, es decir:
JI2AK = [ I2A 0 0 0 ] (5.89)
Si se desarrollan las estructuras extendidas de este producto:
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JωB2BRI q˙KT · JI2AK · JωB2BRI q˙K =
(
∂
(
ω
B1
BRI+ω
B2
B1+ω
B3
B2
)
∂q˙
)T
I2A
(
∂
(
ω
B1
BRI+ω
B2
B1+ω
B3
B2
)
∂q˙
)
={
∂
(
ω
B1
BRI+ω
B2
B1+ω
B3
B2
)
∂q˙
}T
BRI
I2A
{
∂
(
ω
B1
BRI+ω
B2
B1+ω
B3
B2
)
∂q˙
}
BRI
(5.90)
Siendo el resultado final:
JωB2BRI q˙KT · JI2AK · JωB2BRI q˙K =
I2 I2 0I2 I2 0
0 0 0
 (5.91)
5.10.1.3. Vector centro de masa
Por u´ltimo, se estudia el producto donde esta´ involucrado en vector del cen-
tro de gravedad de so´lido. Para este ejemplo, por simplicidad de ha tomado el
referido al so´lido dos:
JvARI q˙KT ·m2 · Jr˜G2A K · JωB2BRI q˙K (5.92)
Donde: JrG2A K = [ 0 0 r˜G2A 0 ] (5.93)
Si se desarrollan las estructuras extendidas de este producto:
m2 · JvARI q˙KT · Jr˜G2A K·JωB2BRI q˙K = m2
(
∂(ω
B1
BRI∧r
A
O)
∂q˙
)T
r˜G2A
(
∂
(
ω
B1
BRI+ω
B2
B1
)
∂q˙
)
=
m2
{
∂ (ω
B1
BRI∧r
A
O)
∂q˙
}T
B1
RB2B1
{
r˜G2A
}
B2
RBRIB2 ·
{
∂
(
ω
B1
BRI+ω
B2
B1
)
∂q˙
}
BRI
(5.94)
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Siendo el resultado final:
m2 · JvARI q˙KT · Jr˜G2A K · JωB2BRI q˙K =m2(CGx2 cos(θ2) + sin(θ2)CGz2)l1 m2(CGx2 cos(θ2) + sin(θ2)CGz2)l1 00 0 0
0 0 0
 (5.95)
5.10.1.4. Comparacio´n
Para demostrar la potencia de esta te´cnica, se muestra el primer elemento de
la matriz de masa en dos casos: cuando se evita la aparicio´n de ESST y cuando
no se evita.
La expresiones se muestran en extenso y las simplificaciones asociadas a
“suma de a´ngulos” no se han realizado.
La primera ecuacio´n corresponde al citado elemento cuando se utilizan te´cni-
cas que evitan la aparicio´n de ESST.
M(1, 1) = −2 l1 m2 (sin(θ2) CGz2 + CGx2 cos(θ2))
+ 2 l1 (CGx3 (sin(θ2) sin(θ3)− cos(θ3) cos(θ2))
− (cos(θ2) sin(θ3) + sin(θ2) cos(θ3)) cg3z) m3 − l21 m2
− I3 − I2 − I1 − 2 (CGx3 cos(θ3) + sin(θ3) CGz3) m3 l2
− (l22 + 2 l1 cos(θ2) l2 + l21) m3 + l2 cos(θ2)) + l2 sin(θ2) cos(θ1))
La siguiente muestra el citado elemento cuando no se han utilizado te´cni-
cas para evitar las ESST. En algunas partes, se pueden ver elementos (senos y
cosenos) elevados al cuadrado, estos elementos, entre otros, son los suscepti-
bles de simplificacio´n trigonome´trica. En otras partes de la misma ecuacio´n,
no aparecen de forma tan explicita.
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M(1, 1) = −m2 (l21 cos(θ1)2 + l21 sin(θ1)2)−m3 ((l2 sin(θ1) sin(θ2)
− (l1 + l2 cos(θ2)) cos(θ1))2 + (sin(θ1) (l1 + l2 cos(θ2))
+ l2 sin(θ2) cos(θ1))2)− I3 − I2
− 2 (CGz2 m2 (sin(θ1) sin(θ2)− cos(θ2) cos(θ1))
+ (sin(θ2) cos(θ1) + cos(θ2) sin(θ1)) m2 CGx2 ) l1 sin(θ1)
− 2 l1 ((sin(θ2) cos(θ1) + cos(θ2) sin(θ1)) CGz2 m2
−m2 CGx2 (sin(θ1) sin(θ2)− cos(θ2) cos(θ1))) cos(θ1)
+ 2 (m3 (cos(θ1) (cos(θ2) sin(θ3) + sin(θ2) cos(θ3))
− sin(θ1) (sin(θ3) sin(θ2)− cos(θ2) cos(θ3))) CGz3
−m3 CGx3 (sin(θ1) (cos(θ2) sin(θ3) + sin(θ2) cos(θ3))
+ cos(θ1) (sin(θ3) sin(θ2)− cos(θ2) cos(θ3))))
(l2 sin(θ1) sin(θ2)− (l1 + l2 cos(θ2)) cos(θ1))− I1
− 2 (m3 CGx3 (cos(θ1) (cos(θ2) sin(θ3) + sin(θ2) cos(θ3))
− sin(θ1) (sin(θ3) sin(θ2)− cos(θ2) cos(θ3)))
+ m3 (sin(θ1) (cos(θ2) sin(θ3) + sin(θ2) cos(θ3))
+ cos(θ1) (sin(θ3) sin(θ2)− cos(θ2) cos(θ3))) CGz3)
(sin(θ1) (l1 + l2 cos(θ2)) + l2 sin(θ2) cos(θ1))
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CAPI´TULO 6
RESULTADOS Y ANA´LISIS
Con el objetivo de probar y de validar los algoritmos y te´cnicas presentados
en esta tesis, en este capı´tulo se presentan los resultados de los ana´lisis realiza-
dos para el conjunto de sistemas multicuerpo descritos en detalle en el Anexo
A.
Se trata de cinco sistemas: Bloque-Pe´ndulo (A.1), Cuatro Barras (A.2), Biela-
Manivela-Disco (A.3), Plataforma Stewart (A.4) y la Locomotora FEVE (A.5).
Los sistemas modelados presentan un creciente grado de complejidad.
Todos los algoritmos y te´cnicas presentados en esta tesis han sido imple-
mentados en la librerı´a simbo´lica lib 3D MEC-GiNaC.
6.1. Algoritmos gene´ricos: atomizacio´n, sustitucio´n y
derivacio´n
En esta seccio´n se analizan los algoritmos de tipo gene´rico, es decir, las te´cni-
cas de atomizacio´n basadas en tablas hash (Seccio´n 3.4), el algoritmo de susti-
tucio´n recursiva (Seccio´n 3.5) y el algoritmo diferenciacio´n recursiva (Seccio´n
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3.6).
A este fin, las te´cnicas de atomizacio´n desarrolladas se ha comparado con la
versio´n previa a la realizacio´n de esta tesis existente en la librerı´a lib 3D MEC-
GiNaC y que no estaba basada en una bu´squeda con tablas hash, si no que
estaba basada en un proceso de sustitucio´n de a´tomos mediante “fuerza bruta”
(Sub-seccio´n 3.2.1).
De igual manera, los algoritmos de sustitucio´n y derivacio´n recursivos se
han comparado con sus respectivas versiones no recursivas y no optimizadas
para trabajar con expresiones atomizadas. En las versiones implementadas,
previas a esta tesis, estos algoritmos requieren un pre-proceso de desatomiza-
cio´n y un post-proceso de atomizacio´n.
No´tese que al trabajar con expresiones atomizadas, los algoritmos de susti-
tucio´n y derivacio´n tienen una fuerte dependencia con las te´cnicas de atomi-
zacio´n que se utilicen.
Se han modelado simbo´licamente los cinco ejemplos citados previamente y
se han estudiado las siguientes tres combinaciones:
Caso A Atomizacio´n sin bu´squeda basada en tablas hash. Algoritmos de sus-
titucio´n y diferenciacio´n no recursivos.
Caso B Atomizacio´n con bu´squeda basada en tablas hash. Algoritmos de sus-
titucio´n y diferenciacio´n no recursivos.
Caso C Atomizacio´n con bu´squeda basada en tablas hash. Algoritmos de sus-
titucio´n y diferenciacio´n recursivos y optimizados para trabajar con ex-
presiones atomizadas.
Para cada uno de estos tres casos, se ha contado el nu´mero total de ope-
raciones algebraicas necesarias para la evaluacio´n nume´rica de las matrices
simbo´licas (M y Φ˙q˙) y vectores simbo´licos (δ y γ) necesarios para la resolucio´n
del problema dina´mico. La matriz M y vector δ se han calculado por medio
de las ecuaciones presentadas en esta tesis (Ecuaciones 4.54 y 4.62) y el co´digo
ha sido generado por medio de los algoritmos protestos en la seccio´n 3.7. To-
dos los ca´lculos se han realiza con el modificador “Gravedad UP”. La tabla 6.1
muestra los datos obtenidos.
En la tabla 6.1 se puede ver como en general, la introduccio´n de los nue-
vos algoritmos y te´cnicas de atomizacio´n hace que el nu´mero de operaciones
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Caso A Caso B Caso C
Modelo M δ Φ˙q˙ γ M δ Φ˙q˙ γ M δ Φ˙q˙ γ
Bloque-Pe´ndulo 8 16 0 0 8 16 0 0 8 16 0 0
Cuatro Barras 64 250 48 87 66 253 46 80 63 212 42 76
Biela-Manivela-Disco 37 123 121 279 137 128 90 152 37 123 123 226
Stewart 496 2703 393 1052 492 2793 410 1175 486 2667 688 917
Locomotora - - - - 13825 48007 10002 47727 12782 26626 8449 28202
Tabla 6.1.: Evaluacio´n de algoritmos gene´ricos. Operaciones algebraicas
necesarias para evaluar las diferentes matrices sea menor que cuando no se
introducen estos.
En general, en todos los modelos a excepcio´n del primero (debido a su sen-
cillez), la evaluacio´n nume´rica de la matriz M y del vector δ requiere menos
operaciones en el Caso C, que en el caso Caso B. Se observa tambie´n, que en los
modelos “sencillos” (todos exceptuando el modelo Locomotora) la diferencia
en operaciones algebraicas entre los casos Caso A y Caso C es muy pequen˜a.
Esto es debido a que la atomizacio´n “por fuerza bruta” funciona bien u´nica-
mente para modelos de taman˜o pequen˜o.
Aun ası´, en los modelos Biela-Manivela-Disco y Stewart se observa una di-
ferencia en el nu´mero de operaciones necesarias para evaluar Φ˙q˙ y γ entre el
caso Caso C y los dos otros casos. Esto es debido a que el vector Φ˙ se ha ob-
tenido mediante derivacio´n a partir del vector Φ y esta no es la forma o´ptima
de hacerlo. En los casos Caso A y Caso B las te´cnicas de derivacio´n y sustitu-
cio´n no recursivas funcionan bien, ya que estas se delegan al motor simbo´lico.
Cuando las expresiones simbo´licas son sencillas el motor simbo´lico es capaz
de realizar ciertas optimizaciones que los algoritmos aquı´ presentados no rea-
lizan.
En la tabla 6.2 se recoge, para los tres mismos casos anteriores, el tiempo total
necesario para calcular y exportar las matrices y vectores simbo´licos necesarios
para la simulacio´n dina´mica, segu´n se describen en la seccio´n 2.6.
En la tabla 6.2 se observa que el tiempo de ca´lculo es mayor en el Caso A
llegando a ser pra´cticamente infinito (ma´s de cuatro dı´as) para el modelo Lo-
comotora. La introduccio´n de las te´cnicas de atomizacio´n basadas en bu´sque-
da con tabla hash (Caso B) hace que el tiempo de ca´lculo sea notablemente
menor, llegando a ser, para el modelo Stewart hasta un 0.5 % del tiempo ne-
cesario en el Caso A. Para el Caso B el modelo Locomotora sı´ que puede ser
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Modelo Caso A Caso B Caso C
Bloque-Pe´ndulo 0.067 0.035 0.026
Cuatro Barras 3.896 0.176 0.116
Biela-Manivela-Disco 1.8230 0.210 0.151
Stewart 564.317 3.225 2.522
Locomotora ∞ 1651.685 849.11
Tabla 6.2.: Evaluacio´n de algoritmos gene´ricos: Tiempo
realizado. La introduccio´n de los algoritmos de sustitucio´n y derivacio´n recur-
sivas (Caso C) mejora tambie´n el tiempo total de ca´lculo. Por ejemplo, para el
modelo Locomotora en el Caso C pasa a ser, aproximadamente, un 40 % del
tiempo necesario en el Caso B.
6.2. Atomizacio´n “sobre la marcha”.Generacio´n de
co´digo
En las siguientes tablas se hace un ana´lisis de la combinacio´n de la te´cnicas
de atomizacio´n “sobre la marcha” y los algoritmos de generacio´n de co´digo
propuestos en la seccio´n 3.7.
A este fin se modelan los cinco ejemplos descritos anteriormente en los dos
siguientes casos:
Caso C.1 Generacio´n simbo´lica sin atomizacio´n. Atomizacio´n y generacio´n
de co´digo realizada “a posteriori” mediante en el software Maple.
Caso C.2 Generacio´n simbo´lica con atomizacio´n “sobre la marcha” basada en
tablas hash. Generacio´n de co´digo mediante los algoritmos propuestos
en la seccio´n 3.7.
En ambos casos se utilizan los algoritmos de sustitucio´n y de derivacio´n
recursivos propuestos en esta tesis. De igual manera, en ambos casos, el ca´lculo
de la matriz M y del vector δ se ha realizado segu´n las ecuaciones 4.54 y 4.62.
En la tabla 6.3 se realiza la comparacio´n, para los dos casos anteriores, del
tiempo de ca´lculo y de generacio´n de co´digo de los cinco sistemas a modelar.
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Modelo Caso C.1 Caso C.2
Bloque-Pe´ndulo 1.082 0.026
Cuatro Barras 1.1520 0.158
Biela-Manivela-Disco 1.529 0.151
Stewart 5.191 2.522
Locomotora 7658.896 849.11
Tabla 6.3.: Tiempos de ejecucio´n en segundos
En la tabla 6.3 puede observarse que la combinacio´n de te´cnicas de atomi-
zacio´n “sobre la marcha” y los algoritmos de exportacio´n presentados en esta
tesis (Caso C.2) es mucho ma´s ra´pida que las basadas en un post-proceso con
un software simbo´lico tipo Maple (Caso C.1) y , en general, con cualquier otro
software simbo´lico que se desee usar. Por ejemplo, para el modelo Locomotora
el tiempo necesario en el Caso C.2 es aproximadamente un 11 % del necesario
en el Caso C.1.
Caso C.1 Caso C.2
Modelo M δ Φ˙q˙ γ M δ Φ˙q˙ γ
Bloque-Pe´ndulo 1 3 0 0 1 3 0 0
Cuatro Barras 17 50 17 25 13 51 16 24
Biela-Manivela-Disco 10 27 23 35 4 30 23 41
Stewart 52 503 78 203 66 455 114 214
Locomotora 2396 5563 1470 7040 2076 4740 1144 5195
Tabla 6.4.: Nu´mero de a´tomos
Caso C.1 Caso C.2
Modelo M δ Φ˙q˙ γ M δ Φ˙q˙ γ
Bloque-Pe´ndulo 8 16 0 0 8 16 0 0
Cuatro Barras 72 244 42 76 63 212 42 76
Biela-Manivela-Disco 33 111 73 137 37 123 123 226
Stewart 473 2857 368 927 486 2667 618 917
Locomotora 13922 31174 7252 34818 12782 26626 8449 28202
Tabla 6.5.: Nu´mero de operaciones
En las tablas 6.4 y 6.5 se comparan respectivamente, para los dos casos an-
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teriores, el nu´mero de a´tomos y el nu´mero de operaciones algebraicas que re-
quiere la evaluacio´n de la matriz M y del vector δ. Se observa que para cier-
tos modelos sencillos (Biela-Manivela-Disco y Stewart), en ciertos elementos
(por ejemplo la matriz Φ˙q˙ en el modelo Stewart) el software simbo´lico Ma-
ple (Caso C.1) es capaz de optimizar mejor el co´digo generado. En el modelo
Locomotora, debido a su taman˜o, este hecho no ocurre y el nu´mero de ope-
raciones necesarias para evaluar los diferentes elementos es sustancialmente
menor en el Caso C.2 que en Caso C.1. Por ejemplo, para el vector δ el nu´mero
de operaciones el casi un 20 % en el Caso C.2 que en textbfCaso C.1.
6.2.1. Exportacio´n conjunta
La tabla 6.6 presenta para los mismos cinco ejemplos el nu´mero de opera-
ciones algebraicas necesarias para evaluar nume´ricamente la matriz M y del
vector δ en dos casos:
Caso C.2.1 La matriz M y del vector δ se exportan por separado.
Caso C.2.2 La matriz M y del vector δ se exportan de forma conjunta, tal y
como se propone en la sub-seccio´n 3.7.5.
En ambos casos, se han utilizado las te´cnicas de atomizacio´n “sobre la mar-
cha” presentadas en esta tesis. Ası´ como los algoritmos de sustitucio´n y de
derivacio´n recursivos tambie´n propuestos en esta tesis. De igual manera, en
ambos casos, el ca´lculo de la matriz M y del vector δ se ha realizado segu´n las
ecuaciones 4.54 y 4.62.
Caso C.2.1 Caso C.2.2
Modelo M δ Total Mδ
Bloque-Pe´ndulo 8 16 24 21
Cuatro Barras 63 212 275 264
Biela-Manivela-Disco 37 123 160 150
Stewart 486 2667 3153 3106
Locomotora 12782 26626 39408 36695
Tabla 6.6.: Nu´mero de operaciones necesarias para la evaluacio´n de M y δ
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Por ejemplo, segu´n la tabla 6.6 para evaluar la matriz M y el vector δ en
el modelo Locomotora se han de realizar un total de 12782 + 26626 = 39408
operaciones, frente a 36695 operaciones que se han de realizar si se exportasen
de forma conjunta. Es decir, casi un 7 % menos de operaciones. Lo que justifica
por sı´ solo la necesidad de exportar estos dos elementos de forma conjunta.
6.2.1.1. Comparacio´n con Robotran
Para comparar el co´digo generado con las te´cnica propuestas en esta tesis
con el generado por el software Robotran [11] se ha generado para el mecanis-
mo de Cuatro Barras el co´digo de la matriz [Φq|Φ], formada porΦq yΦ segu´n
se explica en la sub-seccio´n 3.7.5.
Se han analizado dos casos:
Caso C.2 Mediante la te´cnicas de atomizacio´n “sobre la marcha”, el operador
“Vector de Posicio´n”, para el ca´lculo Φ, y los algoritmos de derivacio´n
recursiva, para el ca´lculo del Φq.
Caso Robotran Mediante Robotran.
En la tabla 6.7 se ve que el co´digo generado en el Caso C.2 tiene menos
nu´mero de a´tomos y requiere menos operaciones para ser evaluado nume´ri-
camente que el generado por Robotran.
A´tomos Operaciones
Caso C.2 18 43
Caso Robotran 22 47
Tabla 6.7.: Comparacio´n del taman˜o del co´digo de Φq y Φ exportados conjuntamente
En al anexo B.3 se puede ver el co´digo generado por Robotran y el generado
con la librerı´a lib 3D MEC-GiNaC con los algoritmos y te´cnicas presentados
en esta tesis.
Como se vera´, en secciones posteriores se realiza una comparacio´n de ana´lo-
ga con la matriz M y el vector δ.
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6.3. Evaluacio´n nume´rica
En esta seccio´n se presenta el tiempo en segundos de evaluacio´n nume´rica
de la matriz M y el vector δ generados para los cinco ejemplos descritos al
inicio de esta capı´tulo. La evaluacio´n nume´rica ha sido realizada en MATLAB.
Se plantean diversos casos:
Caso D Generacio´n simbo´lica sin atomizacio´n.
Caso C.2.1 Generacio´n simbo´lica con atomizacio´n “sobre la marcha” basada
en tablas hash. Generacio´n de co´digo mediante los algoritmos propues-
tos en la seccio´n 3.7.
Caso C.2.2 Generacio´n simbo´lica con atomizacio´n “sobre la marcha” basada
en tablas hash. Generacio´n de co´digo mediante los algoritmos propues-
tos en la seccio´n 3.7. Exportacio´n conjunta de M y δ.
En los tres casos se utilizan los algoritmos de sustitucio´n y de derivacio´n re-
cursivos propuestos en esta tesis. De igual manera, en los tres casos, el ca´lculo
de la matriz M y del vector δ se ha realizado segu´n las ecuaciones 4.54 y 4.62.
Modelo Caso D Caso C.2.1 Caso C.2.2
Bloque-Pe´ndulo 12.504 12.221 5.999
Cuatro barras 33.441 18.636 13.052
Biela-Manivela-Disco 24.863 17.514 10.004
Stewart 176.65 106.23 95.804
Locomotora - 1004.9 908.083
Tabla 6.8.: Tiempo de evaluacio´n de M y δ en milisegundos
La tabla 6.8 por sı´ sola justifica la necesidad de generar co´digo simbo´lico
altamente optimizado. Como se ve en la misma tabla, el tiempo necesario para
la evaluacio´n nume´rica de M y δ es muy superior en el caso Caso D que en
los otros dos casos. Por ejemplo, en el modelo Stewart el tiempo de evaluacio´n
nume´rica es un 47 % inferior al caso en que no se utilizan te´cnicas atomizacio´n
(Caso D). Para el modelo Locomotora el software MATLAB no ha sido capaz
de realizar la evaluacio´n nume´rica de la matriz cuando ha sido generada sin
atomizar. El taman˜o del fichero es aproximadamente de 250 MB y el software
no es capaz de cargarlo en memoria.
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Igualmente, la misma tabla justifica por sı´ sola la necesidad de exportar con-
juntamente los elementos M y δ ya que este hecho permite una ma´s ra´pida
evaluacio´n de los elementos. Como ya se ha visto en la tabla 6.6 estos dos
elementos pueden llegar a compartir, en el modelo Locomotora, hasta un 7 %
de operaciones. Esto directamente se traduce un ahorro de tiempo de evalua-
cio´n del mismo orden. Ası´, para este mismo modelo, el tiempo de evaluacio´n
nume´rica es aproximadamente un 10 % inferior cuando se exportan de forma
conjunta (Caso C.2.2) que cuando no (Caso C.2.1). Pese a que el nu´mero de
operaciones es un 7 % inferior, el tiempo de evaluacio´n es un 10 % inferior, es-
to es debido a que en el Caso C.2.1 se ha evaluar dos funciones y en el Caso
C.2.2 u´nicamente una. El propio hecho de cargar en memoria una funcio´n con-
sume tiempo adicional. Esta es otra de la razones que justifican la exportacio´n
conjunta de estos elementos.
6.4. Ca´lculos cinema´ticos. Parentesizacio´n
En esta seccio´n se analizan los operadores cinema´ticos con la intencio´n de
ver co´mo estos maximizan la parentesizacio´n.
A tal fin, se calcula el vector de posicio´n rCO en el modelo Cuatro Barras
descrito en A.2.
Con el modificador “Gravedad DOWN” se obtienen las componentes del
resultado proyectadas en la base absoluta (Bxyz). En cambio, con el modifica-
dor “Gravedad UP” se obtienen las componentes del resultado proyectadas en
la base del tercer brazo (B3).
El vector ha sido calculado mediante dos me´todos:
Mediante la suma de los vectores rCO = r
A
O + r
B
A + r
C
B .
Mediante el operador “Vector de Posicio´n”.
Modelo DOWN UP
Suma de vectores 64 21
Operador “Vector de Posicio´n” 54 21
Tabla 6.9.: Operaciones necesarias para la evaluacio´n
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Como se ve en la tabla 6.9 cuando se han obtenido las componentes pro-
yectadas en la base Bxyz, el operador “Vector de Posicio´n” genera expresiones
simbo´licas que requieren un 20 % menos de operaciones para su evaluacio´n.
En sistemas ma´s grandes, esta diferencia es mayor.
En este caso en particular, el modificador “Gravedad UP” no tiene influen-
cia, y ya en ambos casos (mediante suma de vectores o mediante el operador
“Vector de Posicio´n”) se realizan las mismas operaciones en el mismo orden.
Por lo tanto el resultado es el mismo.
En la seccio´n B.1 se muestran las tres componentes de dicho vector proyec-
tadas en la base Bxyz y en la base B3, cuando han sido calculadas mediante los
dos me´todos.
6.5. Modificador “Gravedad”. Reciclabilidad de a´tomos
Para analizar la influencia del modificador “Gravedad” se ha calculado la
matriz Mδ (M y δ exportados de forma conjunta) teniendo en cuenta las dos
posibilidades de este modificador: “Gravedad UP” y “Gravedad DOWN”.
La tabla 6.10 presenta para los cinco ejemplos el nu´mero de operaciones
algebraicas necesarias para evaluar nume´ricamente la matriz Mδ en dos casos:
Caso C.2.DOWN Modificador “Gravedad UP”
Caso C.2.UP Modificador “Gravedad DOWN”
En ambos casos, se han utilizado las te´cnicas de atomizacio´n “sobre la mar-
cha” presentadas en esta tesis. Ası´ como los algoritmos de sustitucio´n y de
derivacio´n recursivos tambie´n propuestos en esta tesis. De igual manera, en
ambos casos, el ca´lculo de la matriz M y del vector δ se ha realizado segu´n las
ecuaciones 4.54 y 4.62.
Como se ve en la tabla, en general, el nu´mero de operaciones necesarias
para evaluar nume´ricamente la matriz Mδ es inferior cundo ha sido generada
utilizado modificador “Gravedad UP” (Caso C.2.UP). La diferencia entre los
dos me´todos depende de la topologı´a del modelo. Por ejemplo, para el caso
del modelo Stewart, el nu´mero de operaciones es aproximadamente un 37 %
inferior, en cambio, para el modelo Locomotora esta diferencia es menor, un
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Modelo Caso C.2.DOWN Caso C.2.UP
Bloque-Pe´ndulo 21 21
Cuatro barras 303 264
Biela-Manivela-Disco 164 150
Stewart 4923 3106
Locomotora 39170 36695
Tabla 6.10.: Nu´mero de operaciones necesarias para evaluar nume´ricamente Mδ
7 % menos de operaciones entre el Caso C.2.UP y el Caso C.2.DOWN. Estas
diferencias entre los dos casos son debidas a que el modificador “Gravedad
UP” maximiza la reciclabilidad de a´tomos.
6.6. Matriz M y vector δ
Otros de los objetivos de esta tesis ha sido el de aplicar el PPV sistemas de
mediano y gran taman˜o.
En esta seccio´n, se ha procedido al ca´lculo de la matriz M y del vector δ de
los cinco ejemplos descritos al inicio del capı´tulo en los siguientes dos casos:
Caso C.2.2.1 La matriz M y vector δ se han calculado mediante las ecuaciones
prpopuestas en esta tesis (Ecuaciones 4.54 y 4.62).
Caso C.2.2.2 La matriz M y vector δ se calcular a partir de las ecuaciones de
la dina´mica obtenidas mediante el PPV (Sub-seccio´n: 2.3.1.4). Es decir,
primero se han de calcular los torsores actuantes sobre el so´lido (Sub-
seccio´n: 2.3.1.3). A continuacio´n, por medio del PPV, se ha de calcular las
ecuaciones de la dina´mica. Y por u´ltimo, derivar estas ecuaciones res-
pecto a las aceleraciones generalizadas para calcular M y sustituir en las
ecuaciones de la dina´mica las aceleraciones generalizadas por un valor
nulo para calcular δ tal y como se describe en 2.7.2.
En ambos casos se utilizan los algoritmos de sustitucio´n y de derivacio´n
recursivos propuestos en esta tesis. Los ca´lculos cinema´ticos necesarios han
sido realizados por medio de los operadores cinema´ticos con el modificador
“Gravedad UP”. De igual manera, en ambos casos, se utilizan te´cnicas de ato-
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mizacio´n “sobre la marcha” y el co´digo ha sido generado por medio de los
algoritmos protestos en la seccio´n 3.7. La matriz M y el vector δ han sido ex-
portados de forma conjunta.
Modelo Caso C.2.2.1 Caso C.2.2.2
Bloque-Pe´ndulo 0.017 0.017
Cuatro Barras 0.050 0.055
Biela-Manivela-Disco 0.030 0.037
Stewart 0.697 1.7020
Locomotora 132.213 4709.2
Tabla 6.11.: Tiempo en segundos de ca´lculo de M y δ
En la tabla 6.11 se muestra, para los cinco modelos, el tiempo en segundos
necesario para calcular la matriz M y el vector δ en los dos casos descritos.
Se observa que el ca´lculo en el Caso C.2.2.1 es ma´s ra´pido que en el Caso
C.2.2.2 y que conforme crece la complejidad del modelo, mayor es la diferen-
cia. Por ejemplo, para el modelo Locomotora, el tiempo de ca´lculo en el Caso
C.2.2.1 es aproximadamente 3 % del tiempo necesario en el Caso C.2.2.2. Este
hecho justifica por sı´ solo el me´todo presentado en esta tesis. De igual mane-
ra, justifica por que´ el PPV (Caso C.2.2.2) no es adecuado para sistemas de
mediano y gran taman˜o, si no se aplica de una manera optimizada.
Modelo Caso C.2.2.1 Caso C.2.2.2
Bloque-Pe´ndulo 22 23
Cuatro Barras 264 353
Biela-Manivela-Disco 150 197
Stewart 3106 3375
Locomotora 36695 60474
Tabla 6.12.: Nu´mero de operaciones para evaluar nume´ricamente Mδ
La tabla 6.12 muestra el nu´mero de operaciones algebraicas necesarias para
la evaluacio´n nume´rica la matriz de masa M y el vector δ exportados con-
juntamente cuando han sido generados segu´n se propone en Caso C.2.2.1 y
Caso C.2.2.2. Se puede ver que en el Caso C.2.2.2 el nu´mero de operaciones
es superior a cuando se calcula segu´n el Caso C.2.2.1. Por ejemplo, en el Caso
C.2.2.1 en el modelo Stewart el nu´mero de operaciones es aproximadamente
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un 8 % inferior al necesario en el Caso C.2.2.2. Para el modelo Locomotora esta
diferencia se hace todavı´a mayor, siendo el nu´mero de operaciones en el Caso
C.2.2.1 aproximadamente un 40 % inferior al necesario en el Caso C.2.2.2.
6.6.0.2. Simetr´ıa
Utilizando el me´todo del Caso C.2.2.2, adema´s de generar elementos que
requieres ma´s operaciones algebraicas para su evaluacio´n, aparece el problema
de que la matriz de masa atomizada no es sime´trica1.
El siguiente listado de co´digo muestra la matriz de masa del modelo Cuatro
Barras obtenida segu´n el Caso C.2.2.2.
M = [atom320 , atom341 , atom351;
atom355 , atom359 , atom363;
atom292 , atom323 , -I3yy]
Listado 6.1: Matriz de masa no sime´trica. Cuatro barras
El siguiente listado de co´digo muestra la matriz de masa del modelo Cuatro
Barras obtenida segu´n el Caso C.2.2.1.
M = [atom229 , atom230 , atom231;
atom230 , atom232 , atom233;
atom231 , atom233 , -I3yy]
Listado 6.2: Matriz de masa sime´trica. Cuatro barras
Se puede observar que la primera matriz no es sime´trica en a´tomos, en cam-
bio la segunda sı´.
1Si se obtuvieran las expresiones desatomizadas, sı´ que se verı´a la simetrı´a.
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6.6.1. Coordenadas sin inercia asociada. M y δ.
Los modelos Biela-Manivela-Disco y Locomotora son los u´nicos que pre-
sentan lo que en esta tesis se ha denominado coordenadas sin inercia asociada
(Seccio´n 2.8). Esto es debido a que ambos ejemplos presentan un problema de
contacto.
En el modelo Bilela-manivela hay dos coordenadas de esta naturaleza que
se usan para definir el punto de contacto entre el disco y el plano inclinado. En
el modelo Locomotora para definir el punto de contacto entre cada rueda y el
raı´l hacen falta cuatro coordenadas. Ya que el modelo dispone de ocho ruedas,
han sido necesarias 32 coordenadas sin inercia asociada.
La te´cnica propuesta en 4.5.4 permite el ca´lculo de el ca´lculo de M y δ de
forma ma´s ra´pida teniendo en consideracio´n la naturaleza de estas coordena-
das.
Se ha realizado el ca´lculo de M y δ en los dos casos siguientes:
C.2.2.3 Cuando no se tiene en cuenta la existencia de coordenadas sin inercia
asociada.
C.2.2.4 Cuando sı´ se tiene en cuenta la existencia de coordenadas sin inercia
asociada.
Modelo C.2.2.3 C.2.2.4
Biela- manivela 0.030 0.012
Locomotora 132.213 79.703
Tabla 6.13.: Tiempo en segundos de ca´lculo de M y δ
En la tabla 6.13 muestra el tiempo necesario para obtener la matriz M y el
vector δ en los dos citados casos. Se observa que el tiempo de ca´lculo de M y
δ es ma´s ra´pido cuando se da a este tipo de coordenadas un trato especial. En
el modelo Locomotora se reduce casi un 35 %, hecho que justifica, por sı´ solo,
la definicio´n de coordenadas de esta naturaleza.
Se ha de remarcar que en ambos casos las matrices tienen el mismo nu´mero
de a´tomos y es necesario el mismo nu´mero de operaciones para su evaluacio´n
nume´rica.
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6.7. Expresiones susceptibles de ser simplificables
trigonome´tricamente
En la seccio´n 5.10 se realiza un ana´lisis de co´mo se trabaja con vectores y
tensores extendidos para el ca´lculo de la matriz M y vector δ del mecanismo
de cuatro barras del ejemplo A.2.
En esta seccio´n se compara el taman˜o del co´digo generado en dos casos:
Con ESST El co´digo generado contiene ESST.
Sin ESST El co´digo generado no contiene ESST. Esto se realiza mediante el
uso de vectores y tensores extendidos.
En ambos casos, se han utilizado las te´cnicas de atomizacio´n “sobre la mar-
cha”, aso´ como los algoritmos de sustitucio´n y de derivacio´n recursivos pro-
puestos en esta tesis. De igual manera, en ambos casos, el ca´lculo de la matriz
M y del vector δ se ha realizado segu´n las ecuaciones 4.54 y 4.62. Los torsores
debidos a las fuerzas constitutivas no se han tenido en cuenta, u´nicamente los
debidos a la fuerza de la gravedad. En el caso Con ESST todos los ca´lculos se
han realiza con el modificador “Gravedad UP”.
La tabla 6.14 muestra al nu´mero de a´tomos y de operaciones algebraicas en
el co´digo generado para la matriz M y el vector δ en los dos citados casos.
M δ
A´tomos Operaciones A´tomos Operaciones
Con ESST 13 63 51 212
sin ESST 9 39 16 97
Tabla 6.14.: Co´digo generado para el mecanismo de cuatro barras
En la tabla 6.14 se puede ver que el nu´mero de operaciones se reduce apro-
ximadamente un 40 % para M y un 55 % para δ cuando se evita la aparicio´n
de ESST mediante el uso de vectores y tensores extendidos.
La Tabla 6.15 muestra el nu´mero de a´tomos y de operaciones algebraicas del
co´digo correspondiente a la matriz M y del vector δ cuando se exportan de
forma conjunta. Se presenta para tres casos:
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Con ESST El co´digo generado contiene ESST.
Sin ESST El co´digo generado no contiene ESST. Esto se realiza mediante el
uso de vectores y tensores extendidos.
Robotran Co´digo generado mediante el software Robotran.
En el tercer caso, con Robotran, se ha delegado en este programa la genera-
cio´n del co´digo.
A´tomos Operaciones
Con ESST 60 264
Sin ESST 25 135
Robotran 35 182
Tabla 6.15.: Comparacio´n del taman˜o del co´digo de Mδ (exportados conjuntamente)
Se puede observar que la combinacio´n de las te´cnicas de atomizacio´n “sobre
la marcha”, derivacio´n y sustitucio´n recursivas y las te´cnicas de trabajo con
vectores y tensores extendido producen un co´digo un co´digo ma´s optimizado
que el producido por Robotran. Se ha de hacer notar, que Robotran trabaja con
una formulacio´n recursiva y en esta tesis los ca´lculos se realizan basados en el
PPV.
En al anexo B.2 se pueden ver los co´digos generados para los tres casos.
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CAPI´TULO 7
CONCLUSIONES
En la seccio´n 1.3 se citan los distintos objetivos especı´ficos de esta tesis. Estos
esta´n dirigidos a proponer una serie de algoritmos y me´todos para mejorar y
ampliar la aplicabilidad de las te´cnicas del modelado simbo´lico de sistemas
multicuerpo.
Los distintos experimentos descritos en el capı´tulo 6 permiten afirmar que
los objetivos han sido alcanzados satisfactoriamente.
7.1. Parentesizacio´n y reciclabilidad de a´tomos
La combinacio´n de las te´cnicas de atomizacio´n “sobre la marcha” junto con
los operadores cinema´ticos (que aprovechan la recursividad subyacente en
la estructuras de puntos y bases de forma independiente) y el modificador
“gravedad UP” asegura que las expresiones simbo´licas generadas este´n o´pti-
mamente parentesizadas y que la reciclabilidad de a´tomos sea ma´xima. Esta
combinacio´n permite un modo de trabajo que es independiente de la formula-
cio´n y de la parametrizacio´n propuestas, permitiendo superar algunas de las
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limitaciones existentes en las DSM simbo´lica.
7.1.1. Atomizacio´n
Si bien ya se conocı´a que las te´cnicas de atomizacio´n son esenciales para
la generacio´n o´ptima de co´digo simbo´lico, esta puede verse limitada por el
coste computacional. Por ejemplo, en la tabla 6.1 puede verse que para un
sistema con un gran nu´mero de grados de libertad (Locomotora) no es posible
obtener el modelo cuando el proceso de atomizacio´n no esta´ suficientemente
optimizada. Las te´cnicas de atomizacio´n “sobre la marcha” descritas en [2]
(Seccio´n 5.5) sı´ que permiten obtener el modelo de sistemas de este taman˜o,
pero u´nicamente cuando se utilizan formulaciones de tipo recursivo.
En esta tesis se ha visto que el uso de tablas “hash” disminuye el tiempo
necesario para obtener el modelo del sistema. Por ejemplo, en la misma tabla
6.1 se ve que para el sistema de la locomotora sı´ que es posible obtener el
modelo, siempre y cuando se use la atomizacio´n basada en tablas “hash”.
En la tabla 6.8 se ver el tiempo de necesario para la evaluacio´n nume´rica de
M y de δ. Se observa en los sistemas en que se han usado te´cnicas de atomi-
zacio´n, el tiempo de evaluacio´n nume´rica es notablemente inferior. Se puede
observar que incluso hay un modelo en que el software nume´rico no pue-
de llevar a cabo la evaluacio´n, debido al taman˜o de las funciones generadas.
Se concluye que para poder simular los sistemas en tiempo real, una o´ptima
atomizacio´n es esencial ya que la evaluacio´n nume´rica puede llegar a ser el
“cuello de botella” de las simulacio´n.
7.1.2. Operadores cinema´ticos
Separar el sistema multicuerpo en un a´rbol de bases y en un a´rbol de puntos
ha hecho que puedan definir un conjunto de operadores cinema´ticos (Seccio´n
4.3) que saquen provecho de la topologı´a de estos a´rboles. Estos operadores
han sido definidos de tal manera que las expresiones obtenidas este´n parente-
sizadas de forma o´ptima. En la seccio´n 6.4 puede verse la influencia del ope-
rador “Vector de Posicio´n” y de como su uso maximiza la parentesizacio´n.
Es importante hacer notar que el disen˜ador, al modelar el sistema, u´nica-
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mente se ha de preocupar en plantear el formalismo dina´mico que ma´s co´mo-
do le sea, delegando en los operadores cinema´ticos, de forma transparente, los
ca´lculos pesados de la DSM.
7.1.3. Gravedad
En la seccio´n 4.2 se ha justificado que el modificador “gravedad UP” asegu-
ra, en combinacio´n con las te´cnicas de atomizacio´n, una ma´xima reciclabilidad
de a´tomos en el sistema a modelar.
Este modificador, por un lado, asegura que las operaciones simbo´licas se
realicen siempre en el mismo orden, lo que genera ide´nticos a´tomos. Por otro
lado, asegura que el orden en el que los operadores cinema´ticos recorren el
correspondiente a´rbol sea siempre desde la raı´z del a´rbol hacia las hojas. Esto
hace que elementos que comunes a dos ramas sean atomizados, y por lo tanto
parentesizados, de ide´ntica forma. En la seccio´n 6.5 se ha visto la influencia de
este modificador en cuanto a la reciclabilidad de a´tomos.
Se ha de destacar que como se ha visto en el apartado 4.5.3.1, el modificador
“gravedad UP” contribuye a que las operaciones que involucran al tensor de
inercia sean realizadas en la base o´ptima. El u´nico caso (Sub-seccio´n 4.6.2.4)
en que se ha de utilizar el modificador “gravedad DOWN” es en el ca´lculo de
la contribucio´n de las fuerzas y momentos exteriores (gravedad inclusive) al
vector δ, si se quiere que el taman˜o de las expresiones sea o´ptimo.
7.2. Algoritmos de sustitucio´n y derivacio´n recursivos
Dentro del contexto de la generacio´n simbo´lica de sistemas, en las secciones
3.5 y 3.6 se proponen un algoritmo de sustitucio´n de sı´mbolos en expresiones
y otro de derivacio´n de expresiones respecto a un sı´mbolo. Ambos algoritmos
esta´n disen˜ados para trabajar con sistemas simbo´licos multicuerpo indepen-
dientemente del tipo de formulacio´n y/o parametrizacio´n utilizadas.
Los dos algoritmos han sido optimizados de tal manera que la desatomiza-
cio´n ya no es necesaria cuando se esta´ realizando la operacio´n deseada. Los
resultados presentados la tabla 6.2 la influencia en el coste computacional de
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estos algoritmos.
En la tabla 6.1 se ve que, en general, el nu´mero de operaciones necesarias
para evaluar los elementos generados por medio de estos algoritmos es menor
que cuando no se han usado. Aun ası´, se ha de hacer notar, que en sistemas
de pequen˜o taman˜o, cuando las expresiones simbo´licas son sencillas, los algo-
ritmos no recursivos pueden llegar funcionar mejor. Esto es debido a que el
motor simbo´lico es capaz de realizar optimizaciones y simplificaciones que los
algoritmos presentados en esta tesis no realizan.
7.3. Generacio´n de co´digo
La atomizacio´n no solo juega un papel importante en la agilizacio´n de los
algoritmos simbo´licos, sino que tambie´n en la calidad del co´digo generado y,
por lo tanto, del coste computacional asociado a su evaluacio´n nume´rica.
En la generacio´n y exportacio´n de co´digo simbo´lico existen dos posibles
estrategias. La primera es generar las expresiones simbo´licas en extenso y, a
continuacio´n, utilizar un paquete simbo´lico para atomizarlas. La segunda es-
trategia es ir atomizando las expresiones “sobre la marcha”.
En la tabla 6.3 se ve se ve la gran diferencia de tiempos entre las dos estrate-
gias. El tiempo de generacio´n de co´digo mediante la atomizacio´n “a posterio-
ri” (mediante Maple) es aproximadamente un orden de magnitud superior al
de atomizacio´n “sobre la marcha”.
En las tablas 6.5 y 6.4 se muestra el nu´mero de a´tomos y de operaciones
necesarias para evaluar nume´ricamente los co´digos generados mediante las
dos estrategias. De nuevo, la primera estrategia, en general, genera un co´digo
“peor” (su evaluacio´n requiere ma´s operaciones algebraicas) que el generado
mediante la estrategia propuesta en esta tesis.
La atomizacio´n “a posteriori”, en general, no es la estrategia adecuada ya
que no es capaz sacar partido de la recursividad subyacente en los sistemas
multicuerpo (problema computacionalmente complejo). En cambio, la combi-
nacio´n de las te´cnicas de atomizacio´n “sobre la marcha” junto con los operado-
res cinema´ticos saca ventaja de la recursividad subyacente en las estructuras
de puntos y bases. Se ha de hacer notar que en sistemas sencillos el motor
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simbo´lico Maple, en casos particulares, es capaz de generar co´digo algo ma´s
optimizado que el generado con la atomizacio´n sobre la marcha.
7.3.1. Exportacio´n conjunta
Para la resolucio´n del problema dina´mico, ambos elementos, la matriz M y
el vector δ han de ser evaluados nume´ricamente. Adema´s, en la seccio´n 4.8
ha quedado demostrado que M y δ comparten una serie de elementos, por
ejemplo, vBiRI y ω
Si
RI . Estos hechos justifican la necesidad de exportarlos conjun-
tamente, tal y como se propone en 3.7.5.
En la tabla 6.6 se observa que un aproximadamente 7 % de las operaciones
algebraicas necesarias para evaluar ambos elementos es comu´n. Lo que direc-
tamente se traduce en una reduccio´n en el tiempo de evaluacio´n nume´rica.
Como ya ha se ha comentado, la evaluacio´n nume´rica puede ser uno de los
“cuellos de botella” de la simulacio´n en tiempo real. Ası´ pues este ahorro pro-
ducido por el hecho de exportar estos elementos de forma conjunta justifica el
hacerlo ası´.
Se ha de hacer notar que se puede proceder de forma ana´loga con la matriz
Φq y el vector Φ.
7.4. Ca´lculo de M y δ
Los dos me´todos, basados en el PPV, presentados en esta tesis permiten ob-
tener directamente la matriz M (Seccio´n 4.5) y el vector δ (Seccio´n 4.6), necesa-
rios para la simulacio´n dina´mica, atomizados y con una parentesizacio´n o´pti-
ma. Para ello, estos me´todos utilizan los operadores cinema´ticos, las te´cnicas
de atomizacio´n y el algoritmo de derivacio´n presentados en esta misma tesis.
La combinacio´n de los dos me´todos en un u´nico bucle (seccio´n 4.8) maximiza
la reciblabilidad de los a´tomos, mejora el tiempo de computacio´n y hace que
la expresiones simbo´licas obtenidas este´n maximizadas de forma o´ptima.
Como se puede ver en la tabla 6.11, el tiempo de ca´lculo de M y δ crece
exponencialmente con el taman˜o del problema. Cuando se obtienen M y δ
por medio de la metodologı´a presentada en esta tesis el tiempo de ca´lculo
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es mucho menor (Ver el modelo Locomotora en la tabla 6.11) que cuando se
obtienen mediante al PPV tal y como esta´ definido en 2.3.1.4.
De igual manera, en la tabla 6.12 se ve que el nu´mero de operaciones al-
gebraicas necesarias para la evaluacio´n nume´rica M y δ exportados conjunta-
mente es inferior en el caso en que se utilicen los me´todos para el ca´lculo de
estos elementos definidos en esta tesis. Esto es debido a la o´ptima parentesiza-
cio´n que estos me´todos producen.
Ası´ mismo, en la tabla 6.13 se puede ver que la definicio´n de “coordenadas
sin inercia asociada” hace que el calculo de M y δ se haga todavı´a de una
manera ma´s ra´pida. Para el modelo Locomotora llega a hacerse hasta un 40 %
ma´s ra´pido. Esto es gracias a que las matrices jacobianas necesarias se han de
realizar u´nicamente respecto a un subconjunto de coordenadas y velocidades
y no respecto al total. Este hecho justifica por sı´ solo la definicio´n de este tipo
de coordenadas.
Por u´ltimo, se ha destacar que, si bien en [2] (Seccio´n 5.7.3) se indica que el
PPV es inapropiado para sistema de mediano y gran taman˜o, en esta tesis se
ha logrado definir una metodologı´a que, en combinacio´n con otras te´cnicas,
permite trabajar con este principio en sistemas multicuerpo de gran taman˜o,
generando resultados igual de o´ptimos que las formulaciones recursivas.
7.5. Expresiones susceptibles de simplificacio´n
El capı´tulo 5 se ha centrado en el estudio de las ESST y se ha propuesto
un me´todo de trabajo mediante vectores y tensores extendidos que evita su
aparicio´n. Evitar la aparicio´n de ESST se traduce en la generacio´n de un co´digo
ma´s optimizado y por lo tanto que se evalu´a nume´ricamente ma´s ra´pido.
En la seccio´n 5.8 se analiza el uso de estos elementos extendidos en el cam-
po de la DSM y los problemas que pueden surgir. Ası´ mismo, se propone un
conjunto de soluciones enfocadas a superar estos problemas. El conjunto for-
mado por los vectores y tensores extendido, las te´cnicas de atomizacio´n y los
operadores cinema´ticos permite generar co´digo altamente optimizado.
Se ha destacar, que las te´cnicas de trabajo con vectores y tensores extendidos
son aplicables independientemente de la formulacio´n y parametrizacio´n.
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Por u´ltimo, se quiere destacar que todas la te´cnicas aquı´ presentadas pue-
den ser implementadas en cualquier lenguaje de programacio´n que tenga la
posibilidad de realizar ca´lculos simbo´licos y en paquetes comerciales para el
ca´lculo simbo´lico.
Algunas de las metodologı´as propuestas son independientes del tipo de sis-
tema simbo´lico a estudio, es decir, no esta´n enfocadas u´nicamente al contexto
de la DSM. Por ejemplo, las te´cnicas de atomizacio´n y los algoritmos recursi-
vos de derivacio´n, de sustitucio´n y de generacio´n de co´digo exportable, son
perfectamente aplicables en otros contextos en los que el ca´lculo simbo´lico sea
una herramienta.
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CAPI´TULO 8
LI´NEAS FUTURAS
En este capı´tulo se presentan los diferentes aspectos teo´ricos relacionados
con la modelizacio´n simbo´lica de sistemas multicuerpo que se pretender abor-
dar en un futuro pro´ximo.
8.1. Algoritmos de sustitucio´n y diferenciacio´n
Se ha visto en el capı´tulo 6 que en ciertos casos particulares los algoritmos
recursivos de sustitucio´n y diferenciacio´n presentados en esta tesis no presen-
taban resultados tan o´ptimos como las versiones anteriores de los mismos.
Esto es debido a dos causas principales. En primer lugar, es debido al he-
cho que el vector Φ˙ se ha obtenido mediante derivacio´n a partir del vector
Φ y este ca´lculo no es o´ptimo. En segundo lugar, es debido a que para siste-
mas pequen˜os, los algoritmos no recursivos funcionan mejor, debido a que las
operaciones se delegan al motor simbo´lico.
Por este motivo, se propone estudiar los mismos casos cuando el vector Φ˙
es planteado directamente mediante ecuaciones cinema´ticas de velocidad y
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comparar los resultados con los obtenidos previamente.
8.2. Ca´lculo de la matriz de observacio´n
Las ecuaciones dina´micas de un modelo multicuerpo, evitando utilizar mo-
delos de friccio´n no lineales en los para´metros, son lineales en los para´metros
dina´micos:
K(q, q˙, q¨)φ = τ (8.1)
donde K se denomina “matriz de observacio´n para un instante” y contiene
la informacio´n del movimiento del sistema, (q, q˙, q¨) representan las coorde-
nadas, velocidades y aceleraciones generalizadas y τ representa el vector de
fuerzas y momentos externos que actu´an sobre el sistema. El vector φ repre-
senta los para´metros dina´micos del sistema.
Al ser las ecuaciones dina´micas, e(q, q˙, q¨,φ, τ), lineales en los para´metros,
la matriz de observacio´n se obtiene como:
∂e(q, q˙, q¨,φ, τ)
∂φT
= K(q, q˙, q¨) (8.2)
El elevado conste computacional del ca´lculo simbo´lico de esta matriz hace
que sea uno de los cuellos de botella del modelado simbo´lico.
Esta matriz puede ser obtenida mediante un procedimiento ana´logo al des-
crito en 4.5, es decir, puede ser obtenida sin necesidad de calcular las ecuacio-
nes dina´micas por medio del PPV . Adema´s, el ca´lculo de esta matriz puede ser
realizado en el mismo bucle de ca´lculo (Seccio´n: 4.8) en el que se calculan M y
δ, lo que permite “reciclar” una gran cantidad de los ca´lculos ya realizados.
Se plantea analizar co´mo se realiza dicho ca´lculo y co´mo extender el bucle
de ca´lculo de M y δ para que se realice a la vez el ca´lculo de la matriz de
observacio´n.
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Puede que un modelo dina´mico multicuerpo no dependa de todos y cada
uno de los para´metros inerciales que lo constituyen, ya que puede ser inde-
pendiente de algunos para´metros o depender de combinaciones lineales de
otros. Debido a esto, es posible reducir el modelo para escribirlo en te´rminos
de los denominados “para´metros base”, en funcio´n de los cuales la cine´tica
queda unı´vocamente determinada.
Estos para´metros base pueden ser obtenidos utilizando tanto me´todos nume´ri-
cos como me´todos simbo´licos. En la referencia [44], se propone un me´todo que
permite obtener simbo´licamente estos para´metros base de forma automa´tica
basado en el concepto denominado “transferencias de inercia” [45].
Ası´ pues, el hecho de que toda la informacio´n dina´mica dependa u´nicamen-
te de este conjunto de para´metros base puede ser aprovechado a la hora de
reducir el taman˜o del modelo [46] y por lo tanto el coste computacional del
modelado simbo´lico del mismo.
Se plantea estudiar co´mo integrar este me´todo automa´tico de obtencio´n de
los para´metros base en las te´cnicas aquı´ presentadas con la intencio´n de definir
una metodologı´a que permita reducir y modelar el sistema de forma o´ptima y
automa´tica. Esta metodologı´a ha de ser va´lida incluso para sistemas de cadena
cerrada, ya que el me´todo presentado en [44] ası´ lo permite.
8.4. Vectores de aceleracio´n
De igual manera que existen dos operadores para el ca´lculo de la velocidad
de un punto con respecto a una referencia y de la velocidad angular de una ba-
se con respecto a otra, es necesario definir otros dos operadores para el ca´lculo
de las aceleraciones, de un punto y de una base.
Se plantea implementar el operador para el ca´lculo de la aceleracio´n de un
punto respecto a una referencia que aproveche la estructura de puntos y que
realice este ca´lculo por medio de la ecuacio´n de composicio´n de aceleraciones
(Ecuacio´n 2.10). El vector resultado ha de tener las componentes proyectadas
de forma o´ptima en la base que determine el modificador “gravedad”.
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De forma ana´loga, se plantea definir otro operador que, aprovechando la
estructura de bases, calcule la aceleracio´n angular de una base respecto a otra
por medio de la ecuacio´n 2.7. El vector resultado ha de tener las componentes
proyectadas de forma o´ptima en la base que determine el modificador “grave-
dad”.
8.5. Modelado de sistemas flexibles
Esta tesis se ha centrado u´nicamente en la modelizacio´n simbo´lica de sis-
temas multicuerpo rı´gidos. Las te´cnicas de atomizacio´n, derivacio´n y sustitu-
cio´n son perfectamente va´lidas en el contexto de la dina´mica flexible. De igual
manera, pueden aparecer ESST que si se tratan como en esta tesis se propone
pueden ser eliminadas sin mayor esfuerzo computacional.
Ası´ pues, se plantea realizar un ana´lisis de la aplicacio´n de las te´cnicas pre-
sentadas en esta tesis en el contexto de la dina´mica de sistemas multicuerpo
flexibles.
8.6. Exportacio´n conjunta de todo el sistema
En 3.7.5 se ha propuesto un me´todo para exportar la matriz de masa y el
vector de fuerzas generalizadas deforma conjunta. Se propone proceder de
forma ana´loga con el vector de ecuaciones geome´tricas y la matriz jacobiana
para evitar la re-evaluacio´n de expresiones que puedan ser comunes en ambos
elementos.
Adema´s, se propone analizar si el planteamiento de las ecuaciones cinema´ti-
cas basado en operadores (en vez de en la derivacio´n de las ecuaciones geome´tri-
cas) permite un mayor reciclado de a´tomos.
Se analizara´n los algoritmos nume´ricos de simulacio´n para ver si es posible
optimizar ma´s la evaluacio´n nume´rica. Se ha observado que pueden apare-
cer expresiones que son constantes a lo largo de toda la simulacio´n, o que son
constantes a lo largo de cada paso de integracio´n. Se propone analizar cua´ndo
ocurre este efecto y buscar un me´todo de exportacio´n que lo tenga en cuenta.
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De igual manera, se propone modificar los algoritmos nume´ricos de integra-
cio´n para que tambie´n lo tengan en cuenta.
8.7. Estructura de la matriz de masa. Descomposicio´n
LDL
Se ha visto que en la matriz de masa esta´ implı´cita la topologı´a del sistema
multicuerpo. Por ejemplo, la figura 8.1 muestra la topologı´a de la matriz de
masa del ejemplo A.5, donde cada uno de los puntos indica un elemento no
nulo. En la figura se puede ver la alta “esparsidad” que presenta la matriz
donde un 83.57 % de los elementos son cero.
Figura 8.1.: Matriz de de masa del ejemplo A.5
Se plantea la implementacio´n de una descomposicio´n LDLT simbo´lica que,
aprovechando la gran “esparsidad” asociada a la topologı´a del sistema, per-
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mita la realizacio´n de dicho ca´lculo de manera ma´s ra´pida.
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APE´NDICE A
EJEMPLOS
En este anexo se describen los distintos ejemplos presentes en la tesis. Se
muestra un esquema de los mecanismo, su acotacio´n, definicio´n de coordena-
das, puntos y bases.
Al final de cada ejemplo se an˜ade una nota en la que se refleja en nu´mero
de coordenadas, el nu´mero de grados de libertad y el nu´mero de ecuaciones
geome´tricas y de ecuaciones no-holo´nomas.
A.1. Bloque-pen´dulo
El mecanismo A.1 esta´ formado por un pe´ndulo unido a un so´lido (denomi-
nado “bloque”) que se desplaza a lo largo de un eje.
El pe´ndulo tiene una masa mp y una longitud lp; el bloque (que se ha dibu-
jado con dos ruedas aunque en realidad e´stas no esta´n en el mecanismo) tiene
una masa mb y una altura h hasta el punto de unio´n con el pe´ndulo, el punto
A.
Adema´s hay una fuerza exterior Fb actuante sobre el bloque y un momento
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θ
x
X
Z
g
(a) Pe´ndulo invertido
mb
A
mp
lp
h
(b) Para´metros del mecanismo
Figura A.1.: Ejemplo 1. Pe´ndulo invertido
Bxyz Bpend[0,θ, 0]
Figura A.2.: Diagrama de bases
O
A
GBGP
{x, 0, h}Bxyz
{0, 0, 0, }B
xyz{0, 0
,−l p
, }B pend
Figura A.3.: Diagrama de puntos
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exterior Mp actuante sobre el pe´ndulo. Hay rozamiento viscoso cvis entre el
bloque y el suelo y adema´s existe un muelle torsional de constante k entre el
pe´ndulo y el carro. El mecanismo esta´ bajo la accio´n de la gravedad g.
Se trata de un mecanismo con dos coordenadas, dos grados de libertad y sin
ecuaciones geome´tricas.
A.2. Cuadrila´tero articulado
El mecanismo es ana´logo al que se presenta en [2] (Capı´tulo 5). Se trata de
un cuadrila´tero articulado, o mecanismo de cuatro barras, que tiene entre dos
de sus eslabones un muelle.
O O2
C
A
B
K1
K2
g
(a) Cuadrila´tero articulado
O O2
C
A
B
l1
l2
l3
l4
k
θ1
θ2
θ3
(b) Para´metros del mecanismo
Figura A.4.: Ejemplo 2. Cuadrila´tero articulado
El mecanismo ha sido acotado mediante tres coordenadas relativas: θ1, θ2 y
θ3. Cada una de las barras tiene una base asociada definida a partir de la base
anterior:
Bxyz B1 B2 B3
[0,θ1, 0] [0,θ2, 0] [0,θ3, 0]
Figura A.5.: Diagrama de bases
Los puntos O, A y B ha sido usado para definir las referencias de las barras
uno, dos y tres respectivamente.
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O
O2 AG1
K1G2 B
CG3 K2
{l1 , 0, 0}B
1{l4, 0, 0}B1{CG
x
1
, 0,
CG
z
1
, }B 1
{l2 , 0, 0}B
2{lxK2 , 0, 0}B2{CG
x
2
, 0,
CG
z
2
, }B2
{l3, 0, 0}B3
{l xK
3 , 0, l zK
3 }B
3{CG
x
3
, 0,
CG
z
3
, }B3
Figura A.6.: Diagrama de puntos
El punto C pertenece a la barra tres, el punto O2 pertenece al so´lido suelo,
aunque en los esquemas aparezcan en el mismo lugar geome´trico, son dos
puntos diferentes.
En la referencia de cada barra se ha definido la posicio´n del centro de masas
y su tensor de inercia. La posicio´n del centro de masa se da , por ejemplo, para
el so´lido dos, mediante el vector:
rG2A =

CGx2
CGy2
CGz2

B2
(A.1)
Adema´s, en la referencia de la barra nu´mero dos se ha definido el punto K1
y en la referencia de la barra tres el punto K2, estos son los puntos de unio´n del
muelle. Este muelle tiene una constante ela´stica de valor k.
Las barras dos y tres tienen cada una un momento exterior y una fuerza exte-
rior que actu´an sobre ellas. Estas parejas de fuerza y momentos esta´n aplicadas
sobre los puntos A y B respectivamente . Adema´s, el mecanismo esta´ bajo el
efecto de al gravedad.
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La ecuacio´n vectorial geome´trica de cierre del mecanismo es:
rAO + r
B
A + r
C
B = r
O2
O (A.2)
Se trata de un mecanismo con un grado de libertad, tres coordenadas y dos
ecuaciones geome´tricas.
A.3. Biela, manivela, disco
La figura representa un esquema del mecanismo en su posicio´n de funcio-
namiento. La manivela (Arm1) impulsa a la biela (Arm2), que a su vez impulsa
el disco (Disco). Dicho disco esta´ en contacto con el plano inclinado y rueda sin
deslizar. Adema´s, a la manivela se aplica un momento exterior y existe roza-
miento viscoso entre la manivela y el suelo. El mecanismo esta´ bajo la accio´n
de la gravedad.
θ1
O
θ2A
ψ
BB
P(y, z)
Figura A.7.: Mecanismo Biela, manivela, elipse
El mecanismo esta´ acotado mediante 5 coordenadas:
θ1 Es el a´ngulo de la manivela respecto de la referencia absoluta.
θ2 Es el a´ngulo de la biela respecto de la manivela.
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ψ Es el a´ngulo girado por el disco respecto de la referencia absoluta.
y Coordenada horizontal del punto auxiliar P definida en la referencia ab-
soluta.
z Coordenada vertical del punto auxiliar P definida en la referencia abso-
luta.
De estas cinco coordenadas tres son necesarias para la definicio´n de la dina´mi-
ca del mecanismo y otras dos son necesarias para definir el punto de contacto.
El punto de contacto P esta´ definido mediante tres ecuaciones geome´tricas.
Adema´s, al no haber deslizamiento existe una ecuacio´n no-holo´noma y hay
una acotacio´n mixta, se usan tanto coordenadas absolutas como relativas.
Hay cuatro bases definidas (Figura: A.8 ), una en cada brazo, otra en el disco
y otra auxiliar para definir la inclinacio´n del plano.
Bxyz
BArm1
BArm2
BDisco
[−θ2, 0, 0]
[−ψ, 0, 0][θ1, 0, 0]
Figura A.8.: Diagrama de bases
La figura A.9 muestra el esquema de puntos de este mecanismo.
Cada una de las dos barras tiene definido su centro de gravedad (GArm1 y
GArm2 respectivamente) en el centro de la propia barra. Las longitudes de las
barras son l1 y l2 respectivamente. El disco tiene definido el centro de gravedad
en el centro del mismo y su radio es r.
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O
P AGArm1
GArm2 B
Gdisco
{0, l1 , 0}B
Arm1{x, 0, z}Bxyz
{0, l1
/2,
0, }B A
rm1
{0, l2 , 0}B
Arm2
{0, l2/2, 0}BArm2
{0, 0, 0}BDisco
Figura A.9.: Diagrama de puntos
Por u´ltimo se ha de definir el contacto entre el suelo y el disco y con es-
te fin se han de definir tres ecuaciones geome´tricas. Adema´s se ha de an˜adir
una cuarta ecuacio´n no-holo´noma para definir la rodadura del disco. En total,
hay cuatro ecuaciones de velocidad y por lo tanto cuatro multiplicadores de
Lagrange.
Las condiciones geome´tricas se definen de la siguiente forma:
El punto P esta´ en la periferia del disco (ecuacio´n de la circunferencia)
El punto P esta´ en el plano inclinado (ecuacio´n del plano inclinado)
El vector normal a la circunferencia es perpendicular al plano inclinado
La ecuacio´n no-holo´noma de la condicio´n de no deslizamiento se plantea
imponiendo la velocidad del punto P perteneciente al disco sea nula.
El mecanismo tienen 5 coordenadas, cuatro ecuaciones de restriccio´n y un
grado de libertad. Dos de las coordenadas, x y z no tienen una inercia asociada.
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A.4. Manipulador paralelo “Stewart”
La figura A.10 muestra un manipulador paralelo de tipo Stewart. Esta for-
mado por una plataforma unida mediante seis actuadores lineales a suelo. Es-
tos actuadores esta´n montados por parejas en tres puntos de la base del ma-
nipulador y se cruzan para unirse por parejas a la plataforma en otros tres
puntos.
Figura A.10.: Modelo en CAD de la plataforma
La referencia de la plataforma esta´ formada por el punto P y la baseBP. Cada
uno de los actuadores esta´ formado por so´lidos. El so´lido con la referencia
formada por la pareja Ax, Bx (x es el nu´mero de so´lido) es el que esta´ ma´s
cerca de las base. El so´lido con la referencia formada por la pareja Cx, Bx es el
que esta´ ma´s cerca de la plataforma.
La plataforma tiene seis grados de libertad (tres desplazamientos y tres gi-
ros) y cada uno de los actuadores tres (dos giros y su longitud). La unio´n de
los actuados con la plataforma y el suelo se ha realizado mediante ecuaciones
geome´tricas.
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Bxyz
BO3BO2BO1BPa BO4 BO5 BO6
BPb
BP
B1a
B1
B2a
B2
B3a
B3
B4a
B4
B5a
B5
B6a
B6
[0, 0, c
]
[0, b, 0]
[0, c, 0]
[0, 0
, 0]
[a1, 0, 0]
[0, b1, 0]
[0,
0,
2 · pi
/3
]
[a2, 0, 0]
[0, b2, 0]
[0, 0, 2 · pi/3]
[a3, 0, 0]
[0, b3, 0]
[0, 0, 4 · pi/3]
[a4, 0, 0]
[0, b4, 0]
[0, 0, 4 · pi/3]
[a5, 0, 0]
[0, b5, 0]
[0, 0, 2pi]
[a6, 0, 0]
[0, b6, 0]
Figura A.11.: Diagrama de bases
En total el mecanismo tienen un total de 24 coordenadas, seis grados de
libertad y 18 ecuaciones geome´tricas.
A.5. Locomotora FEVE 3800
En este ejemplo se ha desarrollado el modelo multicuerpo de una locomoto-
ra tipo FEVE 3800 con suficiente detalle como para capturar los efectos dina´mi-
cos que puedan afectar a la adherencia1.
Para ello se ha realizado un modelo tridimensional multicuerpo de toda la
locomotora, formada por un bogie tractor y otro no tractor, sobre los que se
aplica el peso del resto de la locomotora. Se ha definido adema´s un modelo
de contacto detallado rueda raı´l, que tiene en cuenta la geometrı´a de los per-
files, con el modelo de friccio´n tipo Coulomb dependiente de la velocidad de
deslizamiento comentado anteriormente.
1Uno de los problemas ma´s importantes en el funcionamiento de una locomotora es el de la
adherencia rueda raı´l. Esto es debido a que la adherencia controla la traccio´n ma´xima que puede
utilizarse efectivamente para propulsar la locomotora. Frecuentemente la adherencia se modela
como una fuerza de rozamiento de tipo Coulomb –por tanto dependiente de la fuerza normal de
contacto– cuyo coeficiente de rozamiento dina´mico depende de la velocidad de deslizamiento.
Debe notarse que este coeficiente de rozamiento disminuye apreciablemente cuando el contacto
rueda raı´l esta´ mojado, u otros elementos –como hojas– se interponen en el contacto.
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O
P
A1
A2
A3
A4
A5
A6
D1
D2
D3
D4
D5
D6
GP
C1
G1D
C2
G2D
C3
G3D
C4
G4D
C5
G5D
C6
G6D
G1U
G2U
G3U
G4U
G5U
G6U
Figura A.12.: Diagrama de puntos
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La figura A.13 representa la locomotora de forma esquema´tica. Como puede
verse e´sta esta´ compuesta de un cuerpo principal, unido a los bogies delantero
y trasero. Los bogies esta´n compuestos por una doble suspensio´n: la primaria
entre las ruedas y el chasis del bogie, y la secundaria entre este u´ltimo y la
biela bailadora o Slider. El cuerpo principal de la locomotora esta´ soportado
por las suspensiones secundarias de sendos bogies; para ello locomotora se
une a los Sliders de cada bogie por medio de una junta de pasador vertical que
es modelada como un par de revolucio´n.
Figura A.13.: Modelo esquema´tico de la locomotora FEVE 3800
El cuerpo principal de la locomotora es el denominado WAG y desde e´l
esta´n definidos los dos bogies. Este cuerpo principal tienen seis grados de li-
bertad (tres desplazamientos y tres giros). Los bogies delantero y trasero son
iguales salvo por el hecho de que el delantero no presenta motorizacio´n.
La figura A.14 representa esquema´ticamente el modelo del bogie trasero.
Dos “conjuntos rueda” o Wheelsets (WHSR y WHSF) esta´n unidos al chasis
principal del bogie (BOG) a trave´s de la suspensio´n primaria. La suspensio´n
primaria para cada Wheelset se realiza mediante la colocacio´n de la cajas de
grasa cada una de las cuales es unida al chasis por dos grupos muelle amorti-
guador.
En la Figura A.14 se presenta un esquema de modelo de Bogie, determinan-
do los so´lidos, sus referencias, los puntos de intere´s.
Los distintos so´lidos por los que esta´ formado este modelo de bogie tractor
y su nomenclatura se pueden ver en la siguiente lista:
So´lido BOG: Bogie o bastidor principal.
So´lido MOTF: Motor delantero.
So´lido MOTR: Motor trasero.
So´lido ROTF: Rotor del motor delantero.
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Figura A.14.: Modelo en CAD.
So´lido ROTR: Rotor del motor trasero.
So´lido WHSF: WheelSet (eje + ruedas) delantero.
So´lido WHSR: WheelSet (eje + ruedas) trasero.
So´lido AXBFL: AxleBox delantera izquierda.
So´lido AXBFR: AxleBox delantera derecha.
So´lido AXBRL: AxleBox trasera izquierda.
So´lido AXBRR: AxleBox trasera derecha
SLD: Slider. Traviesa bailadora
El bogie no tractor es ana´logo a este salvo por la diferencia, como ya se ha
comentado, de la ausencia de motores. Ası´ pues la nomenclatura es igual.
El modelo contempla las dos suspensiones de las que dispone el sistema
real, una suspensio´n primaria y una secundara. La primaria se situ´a entre
el conjunto WheelSet y el Bogie, la segunda entre el Bogie y el Slider (Car-
222
A.5. Locomotora FEVE 3800
Body). En ambos casos la suspensio´n esta´ formada por muelle y amortiguador.
Adema´s, el modelo dispone de un total de 2 SilentBlocks, que son las uniones
entre los motores y el bogie. Cada uno permite 3 desplazamientos y 3 giros
diferenciales.
Se ha creı´do conveniente ensen˜ar los esquemas tanto de bases como de pun-
tos de el bogie tractor para que el lector se haga una idea de la magnitud del
problema. Es esquema de bases parte desde la base del cuerpo de la locomo-
tora (B WAG) la cual ha sido definida, como ya se ha comentado, mediante
tres giros desde la referencia inercial. De igual manera, la definicio´n del bogie
tractor parte desde el punto O WAG, punto central de la locomotora, el cual
ha sido definido a trave´s de tres coordenadas desde el punto origen.
Las bases esta´n definidas por la letra B y el nu´mero o nombre del so´lido al
que hacen referencia. Por ejemplo, la base B BOG hace referencia a la orienta-
cio´n del so´lido BOG (bogie). El ı´ndice abc (ejemplo B BOGa, B BOGb, B BOGc)
significa que de una base a la siguiente se pasa mediante un giro elemental.
E´stos esta´n ordenados ası´: B,C y A. En las flechas que en el diagrama unen los
diferentes cı´rculos con los nombres de las bases se ha indicado co´mo se pasa
de una a la otra, ası´: Para pasar de la base B BOGa a la B BOG en el diagra-
ma indicia [0;1;0;bBOG]. Esto quiere decir que de una base a la otra se pasa
girando sobre el eje Y (segunda, donde aparece un 1) un a´ngulo bBOG.
La figura A.15 corresponde al diagrama de bases del modelo del bogie trac-
tor. El esquema del bogie no tractor es ana´logo pero sin los tres giros corres-
pondientes a cada motor.
Los puntos que empiezan con la letra “O” son orı´genes de referencia. Y el
nu´mero o nombre a continuacio´n es el nombre del so´lido al que es solidario
a esa referencia. Lo puntos que empieza por “P” son puntos definidos en los
distintos so´lidos y que tienen como apellido el so´lido al que pertenecen, es
decir,“P” + “nu´mero o nombre correlativo de punto” + “solido”. En la figura
A.16 se representan los puntos u´nicamente para el bogie tractor. El bogie no
tractor es ana´logo pero sin los puntos usados para definir los motores.
En cada una de las uniones entre los puntos se ha detallado el nu´mero coor-
denadas hay implicadas. Los puntos en los que no se indica sera´n puntos cuya
posicio´n con respecto al punto que se define es fija. El conjunto total de coor-
denadas del sistema dina´mica sera´ el nu´mero total de coordenadas para los
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Figura A.15.: Diagrama de bases del bogie tractor
cambios de base, de la locomotora, del bogie tractor y del bogie no tractor,
ma´s el nu´mero total de coordenadas para definir los puntos de la locomotora,
bogie tractor y bogie no tractor. El nu´mero total de coordenadas asociadas a
las ecuaciones dina´micas es de 44.
A.5.1. Ecuaciones geome´tricas
La ecuaciones geome´tricas son necesarias para la definicio´n del contacto en-
tre la rueda y la vı´a teo´rico, se ha supuesto que tanto las ruedas como la vı´a
tienen un perfil gene´rico definido mediante una curva “spline cu´bica”.
La parametrizacio´n del contacto real entre la vı´a y la rueda se ha de consi-
derar dos superficies, cada una definida por dos para´metros. Para un so´lido P
su superficie queda definida por:
rP = f(s1, s1) (A.3)
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O_WAG O_BOG1
P1_BOG
1 P2_BOG
1 P1FL_BOG
P2FL_BOG
P1FR_BOG
P2FR_BOG
P1RL_BOG
P2RL_BOG
P1RR_BOG
P2RR_BOG
GBOG
O_MOTF
3
O_MOTR
3
O_WHSF
1
GMOTF
O_WHSR1
GMOTR
O_AXBFL
O_AXBFR
GWHSF
O_AXBRL
O_AXBRR
GWHSR
P1_AXBFL
P2_AXBFL
GAXBFL
P1_AXBFR
P2_AXBFR
GAXBFR
P1_AXBRL
P2_AXBRL
GAXBRL
P1_AXBRR
P2_AXBRR
GAXBRR
Figura A.16.: diagrama de puntos
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Para la descripcio´n matema´tica del contacto se necesitara´n dos vectores tan-
gentes a la superficie y uno normal:
tP1 =
∂rP
∂s1
tP2 =
∂rP
∂s2
nP = tP1 ∧ tP2
(A.4)
El contacto entre dos superficies queda definido por las siguientes coorde-
nadas asociadas a cada superficie:
q =
[
si1P s
i
2P s
j
1P s
j
2P
]T
(A.5)
y las ecuaciones que describen el contacto para las dos superficies serı´an:
rpi − r
p
j = 0
nj
T
p t
j
lp = 0
nj
T
p t
j
tp = 0
(A.6)
Es decir, para definir cada uno de los contactos entre una rueda y la vı´a se
necesitan 4 coordenadas nuevas y 5 ecuaciones de restriccio´n.
A.5.2. Coordenadas totales del modelo
Ası´ pues, ya que el modelo tiene dos bogies y cada uno tiene 4 ruedas, para
el contacto de las ruedas se han de definir un total de 32 coordenadas y 40
ecuaciones de restriccio´n. Como para definir la dina´mica del modelo han sido
necesarias 44 coordenadas, el nu´mero total de coordenadas de este modelo
asciende a un total de 76. El modelo tiene 36 grados de libertad.
Adema´s, por cada ecuacio´n dina´mica, segu´n la formulacio´n aquı´ elegida, se
ha de definir un multiplicador de Lagrange, es decir, un total de 40 multipli-
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cadores.
Por u´ltimo, se ha de hacer notar que las coordenadas utilizadas para definir
el contacto no participan en las ecuaciones dina´micas, es decir, que no tienen
inercia asociada.
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APE´NDICE B
CO´DIGO SIMBO´LICOS
GENERADO. MECANISMO DE
CUATRO BARRAS
B.1. Componentes del vector rCO calculado segu´n
distintos me´todos
-sin(theta1)*(sin(theta2)*(l3*cos(theta3)+l2)
+l3*sin(theta3)*cos(theta2))-cos(theta1)*
(l3*sin(theta2)*sin(theta3)-l1-cos(theta2)
*(l3*cos(theta3)+l2));
0;
-cos(theta1)*(sin(theta2)*(l3*cos(theta3)+l2)
+l3*sin(theta3)*cos(theta2))+(l3*sin(theta2)*sin(theta3)
-l1 -cos(theta2)*(l3*cos(theta3)+l2))*sin(theta1)
Listado B.1: Operador “Vector de Posicio´n”. Proyeccio´n en Bxyz
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l2*(cos(theta1)*cos(theta2)-sin(theta2)*sin(theta1))
+cos(theta1)*l1 -l3*((cos(theta3)*sin(theta2)
+sin(theta3)*cos(theta2))*sin(theta1)
-(cos(theta3)*cos(theta2)-sin(theta2)*sin(theta3))
*cos(theta1));
0;
-(sin(theta1)*cos(theta2)+cos(theta1)*sin(theta2))*l2
-l3*(( cos(theta3)*cos(theta2)-sin(theta2)*sin(theta3))
*sin(theta1)+cos(theta1)*(cos(theta3)*sin(theta2)
+sin(theta3)*cos(theta2)))-l1*sin(theta1)
Listado B.2: Suma de vectores. Proyeccio´n en Bxyz
[l3+(cos(theta2)*l1+l2)*cos(theta3)
-sin(theta3)*l1*sin(theta2);
0;
sin(theta3)*(cos(theta2)*l1+l2)
+l1*cos(theta3)*sin(theta2)]
Listado B.3: Operador “Vector de Posicio´n”. Proyeccio´n en B3
l3+(cos(theta2)*l1+l2)*cos(theta3)
-sin(theta3)*l1*sin(theta2);
0;
sin(theta3)*(cos(theta2)*l1+l2)
+l1*cos(theta3)*sin(theta2)
Listado B.4: Suma de vectores. Proyeccio´n en B3
B.2. Matriz M y vector δ juntos
atom26 = cos(theta2);
atom75 = l1*atom26;
atom77 = l2+atom75;
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atom27 = sin(theta2);
atom76 = atom27*l1;
atom24 = m2*cg2x;
atom25 = m2*cg2z;
atom333 = atom25*atom76+atom75*atom24;
atom1 = sin(theta3);
atom0 = cos(theta3);
atom43 = cg3z*m3;
atom42 = cg3x*m3;
atom387 = atom43 *( atom0*atom76+atom77*atom1)+atom42 *(
atom77*atom0 -atom1*atom76);
atom390 = l2*atom42*atom0+l2*atom43*atom1;
atom15 = sin(theta1);
atom14 = cos(theta1);
atom33 = atom27*atom14+atom15*atom26;
atom30 = atom14*atom26 -atom15*atom27;
atom49 = atom30*atom1+atom0*atom33;
atom46 = atom30*atom0 -atom1*atom33;
atom52 = atom43*atom49+atom46*atom42;
atom57 = -m3*g;
atom98 = -l2*atom27;
atom97 = l2*atom26;
atom462 = atom57*atom14;
atom99 = atom97+l1;
atom463 = -atom57*atom15*atom98;
atom36 = atom25*atom33+atom30*atom24;
atom96 = l2*dtheta2;
atom104 = dtheta1*atom98 -atom27*atom96;
atom103 = -atom96*atom26;
atom377 = -atom97*dtheta1+atom103;
atom370 = atom104*atom14;
atom381 = -atom370 -atom15*atom377;
atom105 = -dtheta1*atom99+atom103;
atom372 = atom15*atom105+atom370;
atom373 = -atom15*atom104;
atom375 = atom105*atom14+atom373;
atom379 = atom377*atom14+atom373;
atom419 = dtheta2*atom381*m3 -atom372*dtheta1*m3;
atom416 = dtheta1*m3*atom375+atom379*dtheta2*m3;
atom85 = dtheta2+dtheta1;
atom92 = dtheta3+atom85;
231
Ape´ndice B. Co´digo simbo´licos generado. Mecanismo de cuatro barras
atom429 = -(atom92*atom92)*atom1;
atom428 = -(atom92*atom92)*atom0;
atom446 = atom419*atom30+atom416*atom33 -atom42*atom429+
atom43*atom428;
atom93 = dtheta1*l1;
atom329 = -atom15*atom93;
atom330 = -atom14*atom93;
atom362 = -atom330 *( atom24*atom33 -atom30*atom25)*dtheta1+
atom329*dtheta1*atom36;
atom444 = -atom52 *( dtheta2*atom381 -atom372*dtheta1)-(
dtheta1*atom375+atom379*dtheta2)*( atom42*atom49 -atom46*
atom43);
atom40 = atom36*g;
atom56 = atom52*g;
atom491 = -Fx3*atom49+atom46*Fz3;
atom488 = Fz3*atom49+atom46*Fx3;
atom497 = atom491*atom14+atom15*atom488;
atom498 = ( atom488*atom14 -atom15*atom491)*atom98;
atom406 = -atom333 -I2yy -atom390 -atom387 -I3yy -l2*atom77*m3;
atom407 = -atom387 -I3yy;
atom409 = -atom390 -I3yy;
_MDelta [0] = -m2*(l1*l1)+-2.0* atom333 -I2yy +-2.0* atom387 -
I3yy -( (atom77*atom77)+( atom76*atom76))*m3 -I1yy;
_MDelta [1] = atom406;
_MDelta [2] = atom407;
_MDelta [3] = atom406;
_MDelta [4] = -I2yy +-2.0* atom390 -(l2*l2)*m3 -I3yy;
_MDelta [5] = atom409;
_MDelta [6] = atom407;
_MDelta [7] = atom409;
_MDelta [8] = -I3yy;
_MDelta [9] = -My2 -atom40+atom497*atom99 -atom77*atom446+l1*(
( Fz2*atom30 -Fx2*atom33)*atom14+atom15 *( Fz2*atom33+
atom30*Fx2))+atom362 -( atom27 *( atom85*atom85)*atom24 -
atom25 *( atom85*atom85)*atom26 -atom329*dtheta1*m2*atom14+
atom330*atom15*dtheta1*m2)*l1 -My3 -atom56+atom444 -(
atom419*atom33 -atom43*atom429 -atom42*atom428 -atom416*
atom30)*atom76 -m2*g*l1*atom14 -( m1*atom15*cg1z+cg1x*m1*
atom14)*g-atom463 -atom498+atom462*atom99;
_MDelta [10] = -My2 -atom40+atom362 -My3 -atom56+atom444+atom97
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*atom497 -atom463+atom97*atom462 -atom498 -l2*atom446;
_MDelta [11] = -My3 -atom56+atom444;
Listado B.5: Co´digo con ESST generado con lib 3D MEC-GiNaC
atom26 = cos(theta2);
atom144 = l1*atom26*l2;
atom108 = (l1*l1);
atom145 = (l2*l2);
atom156 = l2*cg3x*m3;
atom157 = atom156+l1*cg3x*m3;
atom111 = l1*m2*cg2x;
atom1 = sin(theta3);
atom27 = sin(theta2);
atom0 = cos(theta3);
atom88 = -atom1*atom27+atom26*atom0;
atom14 = cos(theta1);
atom85 = dtheta2+dtheta1;
atom185 = -atom85 *( l2*dtheta2+l2*dtheta1);
atom91 = atom1*atom26+atom27*atom0;
atom92 = dtheta3+atom85;
atom119 = -g*atom14;
atom178 = (atom92*atom92)*( cg3z*atom88 -cg3x*atom91);
atom138 = -l1*( dtheta1*dtheta1);
atom195 = ( Fz3*atom0 -atom1*Fx3+( (atom92*atom92)*( cg3x*
atom88+atom91*cg3z)*atom27+atom26*atom178 -atom138*atom27
+g*( sin(theta1)*atom27 -atom26*atom14))*m3)*l2;
atom227 = -My3+( atom185*cg3z+atom138*cg3z -g*cg3x)*m3;
atom142 = ( cg2z*atom138 -g*cg2x)*m2 -My2;
atom245 = ( atom144+atom145)*m3+atom157+atom156+atom111+
I2yy+I3yy;
atom246 = atom157+I3yy;
atom248 = atom156+I3yy;
_MDelta [0] = I1yy +2.0* atom157 +2.0* atom111+I2yy+I3yy+(
atom108 +2.0* atom144+atom145)*m3+atom108*m2;
_MDelta [1] = atom245;
_MDelta [2] = atom246;
_MDelta [3] = atom245;
_MDelta [4] = 2.0* atom156+atom145*m3+I2yy+I3yy;
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_MDelta [5] = atom248;
_MDelta [6] = atom246;
_MDelta [7] = atom248;
_MDelta [8] = I3yy;
_MDelta [9] = -atom195 -atom227 -atom142 -l1*( ( ( cg2z*atom26 -
atom27*cg2x)*( atom85*atom85)+atom119)*m2 -Fx2*atom27+
atom26*Fz2)+g*cg1x*m1 -l1*( Fz3*atom88 -atom91*Fx3+(
atom185*atom27+atom119+atom178)*m3);
_MDelta [10] = -atom195 -atom227 -atom142;
_MDelta [11] = -atom227;
Listado B.6: Co´digo sin ESST generado con lib 3D MEC-GiNaC
C1 = cos(q(1));
S1 = sin(q(1));
C2 = cos(q(2));
S2 = sin(q(2));
C3 = cos(q(3));
S3 = sin(q(3));
% = = Block_0_1_0_0_0_1 = =
% Forward Kinematics
BS11 = -qd(1)*qd(1);
AlF11 = s.g(3)*S1;
AlF31 = -s.g(3)*C1;
OM22 = qd(1)+qd(2);
BS12 = -OM22*OM22;
AlF12 = -(AlF31*S2-C2*(AlF11+BS11*s.dpt(1,1)));
AlF32 = AlF31*C2+S2*(AlF11+BS11*s.dpt(1,1));
AlM12_1 = s.dpt(1,1)*S2;
AlM32_1 = -s.dpt(1,1)*C2;
OM23 = qd(3)+OM22;
% = = Block_0_2_0_1_0_1 = =
% Backward Dynamics
FA13 =-(s.frc(1,3)+s.m(3)*( AlF32*S3+OM23*OM23*s.l(1,3)
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-C3*( AlF12+BS12*s.dpt(1,2))));
FA33 =-(s.frc(3,3)-s.m(3)*( AlF32*C3 -OM23*OM23*s.l(3,3)
+S3*( AlF12+BS12*s.dpt(1,2))));
CF23 =-(s.trq(2,3)-FA13*s.l(3,3)+FA33*s.l(1,3));
FB13_1 =s.m(3)*(s.l(3,3)+AlM12_1*C3
-S3*(AlM32_1 -s.dpt(1,2)));
FB33_1 =s.m(3)*( AlM12_1*S3+C3*(AlM32_1 -s.dpt(1,2))
-s.l(1,3));
CM23_1 =s.In(5,3)+FB13_1*s.l(3,3)-FB33_1*s.l(1,3);
FB13_2 =s.m(3)*(s.l(3,3)+s.dpt(1,2)*S3);
FB33_2 =-s.m(3)*(s.l(1,3)+s.dpt(1,2)*C3);
CM23_2 =s.In(5,3)+FB13_2*s.l(3,3)-FB33_2*s.l(1,3);
CM23_3 =s.In(5,3)+s.m(3)*s.l(1,3)*s.l(1,3)+s.m(3)
*s.l(3,3)*s.l(3,3);
FA12 =-(s.frc(1,2)-s.m(2)*( AlF12+BS12*s.l(1,2)));
FA32 =-(s.frc(3,2)-s.m(2)*(AlF32 -OM22*OM22*s.l(3,2)));
CF22 =-(s.trq(2,2)-CF23 -FA12*s.l(3,2)+FA32*s.l(1,2)
-s.dpt(1,2)*(FA13*S3 -FA33*C3));
FB12_1 =s.m(2)*( AlM12_1+s.l(3,2));
FB32_1 =s.m(2)*(AlM32_1 -s.l(1,2));
CM22_1 =s.In(5,2)+CM23_1+FB12_1*s.l(3,2)-FB32_1*s.l(1,2)
+s.dpt(1,2)*( FB13_1*S3-FB33_1*C3);
CM22_2 =s.In(5,2)+CM23_2+s.m(2)*s.l(1,2)*s.l(1,2)
+s.m(2)*s.l(3,2)*s.l(3,2)+s.dpt(1,2)
*( FB13_2*S3 -FB33_2*C3);
CF21 =-(s.trq(2,1)-CF22+s.dpt(1,1)*(C2*(FA32 -FA13*S3
+FA33*C3)-S2*(FA12+FA13*C3+FA33*S3))-s.l(1,1)
*(s.frc(3,1)-s.m(1)*(AlF31 -qd(1)*qd(1)*s.l(3,1)))
+s.l(3,1)*(s.frc(1,1)-s.m(1)*(AlF11+BS11*s.l(1,1))));
CM21_1 =s.In(5,1)+CM22_1+s.m(1)*s.l(1,1)*s.l(1,1)
+s.m(1)*s.l(3,1)*s.l(3,1)-s.dpt(1,1)*(C2*
(FB32_1 -FB13_1*S3+FB33_1*C3)-S2*( FB12_1+FB13_1
*C3+ FB33_1*S3));
% = = Block_0_3_0_0_0_0 = =
% Symbolic Outputs
M(1,1) = CM21_1;
M(1,2) = CM22_1;
M(1,3) = CM23_1;
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M(2,1) = CM22_1;
M(2,2) = CM22_2;
M(2,3) = CM23_2;
M(3,1) = CM23_1;
M(3,2) = CM23_2;
M(3,3) = CM23_3;
c(1) = CF21;
c(2) = CF22;
c(3) = CF23;
Listado B.7: Co´digo generado con ROBOTRAN
B.3. Vector Φ y matriz Φq juntos
atom26 = cos(theta2);
atom64 = l3*cos(theta_3);
atom66 = l2+atom64;
atom65 = -sin(theta_3)*l3;
atom27 = sin(theta2);
atom68 = atom65*atom27;
atom69 = atom26*atom66+atom68;
atom73 = atom69+l1;
atom14 = cos(theta1);
atom74 = atom73*atom14;
atom15 = sin(theta1);
atom71 = atom26*atom65;
atom72 = -atom27*atom66+atom71;
atom75 = atom15*atom72;
atom78 = atom14*atom72;
atom79 = atom78 -atom73*atom15;
atom308 = atom71 -atom27*atom64;
atom311 = -atom26*atom64 -atom68;
_PhiPhiq [0] = atom74+atom75 -l4;
_PhiPhiq [1] = atom79;
_PhiPhiq [2] = atom79;
_PhiPhiq [3] = -atom74 -atom75;
_PhiPhiq [4] = atom78 -atom15*atom69;
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_PhiPhiq [5] = -atom14*atom69 -atom75;
_PhiPhiq [6] = atom15*atom311+atom14*atom308;
_PhiPhiq [7] = atom14*atom311 -atom15*atom308;
Listado B.8: Co´digo generado con lib 3D MEC-GiNaC
q = s.q;
qd = s.qd;
qdd = s.qdd;
frc = s.frc;
trq = s.trq;
% === begin imp_aux ===
% === end imp_aux ===
% ===== BEGIN task 0 =====
% = = Block_0_0_0_0_0_1 = =
% Trigonometric Variables
C1 = cos(q(1));
S1 = sin(q(1));
C2 = cos(q(2));
S2 = sin(q(2));
C3 = cos(q(3));
S3 = sin(q(3));
% = = Block_0_1_0_0_0_1 = =
% Trigonometric Variables
%
S1p2 = C1*S2+S1*C2;
C1p2 = C1*C2-S1*S2;
S3p1p2 = C3*S1p2+S3*C1p2;
C3p1p2 = C3*C1p2 -S3*S1p2;
% Constraints and Constraints Jacobian
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RL_1_12 = s.dpt(1,2)*C1;
RL_1_32 = -s.dpt(1,2)*S1;
RL_1_13 = s.dpt(1,3)*C1p2;
RL_1_33 = -s.dpt(1,3)*S1p2;
RL_1_15 = s.dpt(1,4)*C3p1p2;
RL_1_35 = -s.dpt(1,4)*S3p1p2;
PO_1_35 = RL_1_32+RL_1_33+RL_1_35;
JT_1_15_1 = RL_1_32+RL_1_33+RL_1_35;
JT_1_35_1 = -(RL_1_12+RL_1_13+RL_1_15);
JT_1_15_2 = RL_1_33+RL_1_35;
JT_1_35_2 = -(RL_1_13+RL_1_15);
% = = Block_0_1_0_0_1_0 = =
% Constraints and Constraints Jacobian
%
h_1 = -(RL_1_12+RL_1_13+RL_1_15 -s.dpt(1,1));
% = = Block_0_3_0_0_0_0 = =
% Symbolic Outputs
h(1) = h_1;
h(2) = -PO_1_35;
Jac(1,1) = -JT_1_15_1;
Jac(1,2) = -JT_1_15_2;
Jac(1,3) = -RL_1_35;
Jac(2,1) = -JT_1_35_1;
Jac(2,2) = -JT_1_35_2;
Jac(2,3) = RL_1_15;
Listado B.9: Co´digo generado con ROBOTRAN
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NOTACIO´N
Nomenclatura
u Vector u
T Tensor T
A Matriz A
1 Matriz identidad{
u
}
B Componentes del vector u proyectadas en la base B
Si So´lido i-e´simo
Ri Referencia i-e´sima
Bi Base i-e´sima
Bi Punto de B del so´lido Si
Pi Punto gene´rico
mi Masa del so´lido Si
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ISiBi Tensor de inercia del so´lido Si en el punto Bi
rP1P0 Vector de posicio´n del punto P1 respecto al punto P0
vP1R0 Vector de velocidad del punto P1 con respecto a la referencia R0
aP1R0 Vector de aceleracio´n del punto P1 con respecto a la referencia R0
RB1B0 Matriz de cambio de base. De la base B0 a la base B1
ωB1B0 Velocidad Angular de la base B1 respecto de la base B0
ω˙B1B0 Aceleracio´n Angular de la base B1 respecto de la base B0
hSiBi Momento angular del so´lido Si en el punto Bi
f Vector de Fuerzas
FSi Vector de Fuerzas de Inercia del so´lido Si
m Vector de Momento
M
Si
Bi
Vector de Momentos de Inercia del so´lido Si en el punto Bi
wBi Torsor aplicado en el punto Bi
W
Si
Bi
Torsor de inercia del so´lido Si en el punto Bi
e Vector de ecuaciones dina´micas
q Vector de Coordenadas Generalizadas
q˙ Vector de Velocidades Generalizadas
q¨ Vector de Aceleraciones Generalizadas
Φ Vector de ecuaciones cinema´ticas para las coordenadas generalizadas
Φ˙ Vector de ecuaciones cinema´ticas para las velocidades generalizadas
γ Te´rmino independiente del problema de aceleracio´n
β Te´rmino independiente del problema de velocidad
Φq Matriz jacobiana de Φ respecto de las coordenadas generalizadas
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Φ˙q˙ Matriz jacobiana de Φ˙ respecto de las velocidades generalizadas
Φt Matriz jacobiana de Φ respecto del tiempo
δ Vector de fuerzas generalizadas
M Matriz de masa
λ Vector de multiplicadores de Lagrange
JuK Vector extendido uJTK Tensor extendido T
Acro´nimos
DSM Dina´mica de sistemas multicuerpo
PPV Principio de las Potencias Virtuales
ESST Expresio´n susceptible de simplificacio´n trigonome´trica
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