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INTRODUCTION AND PREVIOUS WORK
Dynamic voltage scaling (DVS) is a powerful technique to reduce the energy consumption in embedded computing systems. DVS algorithms can be broadly classified into offline and online techniques depending on when the voltage settings are computed. Offline (e.g., Luo and Jha [2002a] , Andrei et al. [2004] , and Schmitz and Al-Hashimi [2001] ) approaches calculate voltage settings, at design time before actual execution, based on worst case execution times (WCET) to guarantee satisfaction of time constraints. Although offline DVS avoids a run-time overhead to compute voltage settings, it fails to exploit online slack arising from tasks executing with less than their WCET (differences >10 times have been reported [Ye and Ernst 1997] ). On the contrary, online DVS techniques (e.g., Aydin et al. [2001] , Pillai and Shin [2001] , , Luo and Jha [2002b] , and Zhu and Mueller [2004] ) calculate voltage settings during run-time to utilize such online slack by taking into account the actual execution times (AET) of tasks. Clearly, online techniques have the potential to achieve higher energy savings, however, it is necessary to carefully design such online DVS algorithms in order to avoid high run-time overheads that could jeopardize the achievable energy savings and the timing constraints. Many online voltage adjustment approaches for independent tasks have been proposed ( [Aydin et al. 2001; Pillai and Shin 2001; ). These approaches depend on the schedulability check of the earliest deadline first (EDF) or the rate monotonic (RM) algorithm, which can not be applied to task graphs where there are dependent relationships among tasks. The online approach introduced in Luo and Jha [2002b] calculates the scaling factor for soft aperiodic tasks and considers run-time variations. Zhu and Muller [2004] utilize a feedback control loop to facilitate DVS and integrated the controller into an earliest deadline first scheduler. Task scheduling and online voltage scaling are combined in Zhu et al. [2003] . This work, however, is limited to identical processing element (PE) systems and a straightforward extension toward heterogeneous systems is not apparent. Shin and Kim [2001] give a path-based intra-task DVS algorithm. The task is modeled as a conditional flow graph in which there is a worst case execution path (WCEP) and an average case execution path (ACEP). Their algorithm inserts voltage scaling points at branch or loop nodes to scale the voltage online based on the ACEP instead of the WCEP. The work in Shin and Kim [2001] is orthogonal to the proposed algorithm which determines the voltage settings on task-by-task basis (i.e., inter-task voltage scaling). At intertask level, tasks on every path of the task graph will be executed and there is no separation between WCEP and ACEP. However, for each task, possibility of a difference between its WCET and AET exists. It is this difference that the proposed algorithm utilizes.
Although the offline and online voltage scaling techniques discussed above are effective in reducing energy dissipation, they are not efficient in prolonging the battery lifetime of mobile applications, since the nonlinear battery characteristics Chowdhury and Chakrabarti 2002] are neglected during the optimization. In Luo and Jha [2001] an offline DVS technique for battery-powered systems was introduced, and it was demonstrated that up to 56% longer battery lifetimes could be achieved by taking into account the nonlinear battery behavior during the calculation of voltage settings. Recently the first online and battery-aware DVS technique has been presented in Ahmed and Chakrabarti [2004] . This technique specifically targets periodic, independent tasks and assumes identical discharge currents for each task. According to this assumption, it is always better to exploit the available slack by the last task in the schedule [Ahmed and Chakrabarti 2004] . Based on this, the authors introduce a slack forwarding technique that delays the utilization of online slack as late as possible. However, for many realistic multiprocessor systems executing heterogeneous tasks, this assumption limits the achievable savings in battery charge consumption.
This article makes the following contributions: (a) We introduce a workloadahead-driven online DVS technique which explicitly takes into account the workload-ahead (the sum over all products of discharge current and WCET of remaining tasks) to overcome the limitation of Ahmed and Chakrabarti [2004] discussed above. The proposed algorithm achieves longer battery lifetimes compared to slack forwarding algorithm without sacrificing the online time complexity, which remains constant, that is, O(1), since the workload used in the algorithm is computed in the offline phase. (b) We address for the first time the problem of online task rescheduling and remapping for tasks with dependencies to further reduce the battery charge consumption, which is not addressed in Ahmed and Chakrabarti [2004] . The proposed online rescheduling/remapping algorithm facilitates the usage of the workload-ahead-driven DVS technique and also has a constant complexity. (c) We extend the power model to include the leakage power and adaptive body biasing (ABB) technique is utilized to reduce the leakage power. We believe that the leakage power issue has not been studied by the battery aware design procedures proposed earlier. A look-uptable (LUT) method is utilized to keep the complexity of the combined DVS and ABB process to be still O(1). Rao et al. [2005] point out that in certain cases, energy-aware design (E policy) should be chosen over battery-aware design (B policy) to reduce the battery charge consumption. Specifically, when there is a long rest period in the task schedule or when the task execution times are on the order of ms, it is better to use E policy. The proposed workload-ahead-driven voltage scaling is suitable for both B and E policies. First, the workload of tasks is in fact the actual battery charge lost, which must be considered in both B policy and E policy, as shown in Rao et al. [2005] . Second, it can be seen that in the proposed method, time unit is eliminated during the calculation of the slack distribution. Slack allocated to a task is a function of the ratio of its workload and the total workload of the tasks yet to be scheduled. Hence, the proposed procedure is insensitive to the real task execution times and can be applied with either B policy or E policy. For both policies, the reduction of the battery charge consumption in the experimental results will not be changed and the conclusions on the effectiveness of the proposed methods will hold independent of the policy used. In this article, for the sake of illustration, we assume battery-aware design or B policy.
The rest of this article is organized as follows: Section 2 outlines the system and battery models. Section 3 presents the problem formulation. The proposed workload-ahead-driven online DVS technique is introduced in Section 4. Section 5 describes the proposed online rescheduling and remapping approach. The combined online DVS and ABB is presented in Section 6. Experimental results and conclusions are given in Sections 7 and 8, respectively.
PRELIMINARIES

System Model and Task Graph
We consider battery-powered embedded computing systems, illustrated in Figure 1 (a), which consist of multiple processing elements (PEs) connected by communication links (CLs) . A dc/dc converter adapts the battery voltage to the system supply voltage. The system functionality is captured by a task graph model G(T , C), shown in Figure 1 (b) . Nodes (τ i ∈ T ) in this directed acyclic graph (DAG) represent computational tasks. Edges (γ j ∈ C) denote data communications between tasks. As shown in Figure 1 (b), tasks/edges are associated with worst case execution times (WCETs). The WCETs depend on the worst case number of cycles (K w ) required for execution and the circuit frequency f , which in turn depends on the supply voltage V dd and threshold voltage V t [Luo and Jha 2002a] . The following equation gives the relationship between these parameters and the execution time.
where k and α are technology related constants. The power dissipation of a task can be expressed as Andrei et al. [2004] : where C e is the effective switched capacitance of the circuit. Eqs. (1) and (2) provide the well-known energy/delay tradeoff exploited by all DVS procedures. In a battery-powered system, the discharge current drawn from the battery, I , equals P/(V b · η), where V b and η are the average battery voltage and the converter efficiency respectively and both can be regarded as constants . In this article, we set V b and η as 5V and 0.9 respectively. Since DVS can reduce the power, P , it can be used to down scale the battery discharge current and achieve savings in the battery charge consumption Chowdhury and Chakrabarti 2002] . We assume that tasks and edges have been initially (offline) mapped and scheduled onto the target architecture, such that resource and time constraints are satisfied under WCETs, as illustrated in Figure 1 (c). At run-time, however, tasks might finish before their WCET, resulting in online slack. For instance, in Figure 1 (c) τ 0 has an actual execution time (AET) of 0.6 ms, leaving an online slack of 0.4 ms.
Battery Model
Rao et al. [2003] give a comprehensive survey on battery modeling. In this work, we use an analytical high-level battery model proposed in Rakhmatov and Vrudhula [2003] whose accuracy has been demonstrated to be within 3% of the physical battery. The battery charge consumption at time t is modeled as:
where N is the total number of steps used to approximate the load current profile (LCP), t is the time that the battery has been discharged for, and I k , k and st k denote the current, the duration and the start time of step k in the LCP, respectively. Further, β is a constant related to the non-linear property modelled by function F :
If the capacity of the battery is α, then solving equation α = σ (L) will give the battery lifetime L. Here the values of α and β are set to 40375 and 0.273 respectively, according to Rakhmatov and Vrudhula [2003] . Since smaller charge consumption will lead to longer battery lifetime , our optimization objective is the minimization of the charge consumption.
PROBLEM FORMULATION
We assume that the tasks T = {τ i } and precedence constraints C = {γ j } of task graph G(T are known. In addition, there may be a deadline dl associated with a task. The problem addressed by the proposed online technique is twofold. First, each time when a task τ next is to be executed on a voltage scalable processor, an appropriate voltage V next for its execution has to be selected such that the battery charge consumption is minimized (taking into account the workload-ahead) and all imposed deadlines can be guaranteed. This step is essential to exploit online slack that arises from variations in the execution time of tasks. Secondly, for the initially (statically) given mapping and scheduling, some online slack could be potentially wasted, as demonstrated in the motivational example of Section 5. To avoid this waste, the initial mapping and scheduling should be adapted in accordance to the available online slack, that is, online rescheduling and remapping should be performed. The online voltage scaling problem is addressed in the next section, while rescheduling and remapping are the subjects of Section 5.
BATTERY-AWARE ONLINE VOLTAGE SCALING
Motivational Example
The essence of the online voltage scaling problem is the online slack distribution, in order to efficiently exploit slack resulting from tasks that execute faster than their WCETs. In this motivational example we outline two different slack distribution methods using a realistic task graph from the E3S suite [Dick] , namely the office-auto benchmark consisting of five tasks illustrated in Figure 2 (a). For simplicity, we consider here that all tasks have been mapped to a single processing element and the execution order corresponds to Figure 2 (b) . We assume that the PE can vary its supply voltage between V min and V max , with V min = 0.4 · V max . In accordance, the task execution times follow Eq. (1). Table I gives the worst-case execution time (WCET) and discharge current (I ) of each task (in execution order of Figure 2 (b)), when executing at V max . Furthermore, the table shows the actual execution time (AET) of tasks at run-time (we assume here 80% of WCET), as well as the resulting online slack (WCET-AET). The deadline is assumed to correspond to the finishing time of the last task (τ 3 ), when all tasks execute with their WCET. Table II shows the outcome of two different techniques that distribute the available online slack. Note that not all the available online slack might be exploited due to the limited voltage range of the PE. The first technique is based on the slack forwarding idea presented in Ahmed and Chakrabarti [2004] , in which all available online slack is forwarded to the last task. Accordingly, task τ 3 accumulates an online slack of 7.84 ms (0.16+2.16+0.96+4.56) before it starts execution. Nevertheless, due to the limited voltage range of the PE, it is only possible to make use of 1.18 ms of the total slack, that is, 6.66 ms of slack remain unexploited. As a result, a battery charge of 0.189 mAs is consumed, which is calculated from Eqs. (1)- (4) and the task properties given in Table I . A second approach (the approach we propose in this article) distributes the available online slack by explicitly considering the discharge currents and WCETs of tasks. That is, each time a task finishes execution, the workload-ahead (sum over products of discharge current and WCET of remaining tasks) is evaluated to make a slack distribution decision. The method is outlined in Section 4.2, however, the resulting slack distribution is given in Table II . As we can observe from the table, using this method all tasks are assigned some of the available slack. For instance, after task τ 1 has finished execution the available online slack that is exploitable by task τ 2 is 0.16 ms. However, it exploits only 0.04 ms of this slack via voltage scaling, while the remaining 0.12 ms are accumulated for the workload ahead. Therefore, after τ 2 finishes the available slack is 2.28 ms (2.16+0.12). As shown in Table II , task τ 4 exploits 0.38 ms of this slack. Similarly, the slack is forwarded and distributed to the tasks τ 5 and τ 3 . When τ 3 is to be executed, the available online slack (4.57 ms) is still sufficient to scale its voltage to the lowest level, that is, τ 3 obtains the same amount of slack then with the slack forwarding approach. According to the second distribution, the consumed battery charge is reduced to 0.154 mAs, an improvement of 18.5% when compared to the slack forwarding method [Ahmed and Chakrabarti 2004] .
Workload-Ahead-Driven Online DVS Technique
As we have seen in the motivational example of Section 4.1, slack forwarding is not particularly effective for heterogeneous tasks which draw different currents from the battery and require different WCETs. An effective online DVS algorithm must take these aspects into consideration to achieve a "globally" fair distribution of online slack. To cope with this problem, we define two metrics that capture the effects of tasks on the battery charge consumption. Let τ next be the next task to be executed. Denote T r the set of tasks that start later than τ next and τ next itself. Mathematically, T r = {τ next , τ i |τ i starts later than τ next }.
Definition 1. The workload (W i ) of a task τ i is the product of its discharge current I i and WCET i , that is,
Definition 2. The workload-ahead (WA i ) of a task τ i is the sum of the workloads of all tasks in T r , that is,
The workload-ahead-driven slack distribution gives the slack to the next task based on the ratio of its W and WA:
where os is the available online slack. In Eq. (5), the slack allocated to a task is a function of the ratio of its workload and the total workload of the tasks yet to be scheduled, so the time unit of the task execution times is eliminated during the calculation of the slack distribution. Hence, this procedure is insensitive to the real execution times and can be applied with either B or E policies [Rao et al. 2005] . It should be noted that both W and WA for each task are computed in the offline phase, so this computation does not contribute to the online complexity of the algorithm. It is also important to note that it is our aim to develop an effective yet fast online DVS technique, hence we intentionally avoiding a complex online algorithm. Though there exist DVS algorithms that can achieve much lower battery charge consumption , the high complexity of these methods prevent them to be utilized in the online phase. The underlying idea behind of Eq. (5) is based on the battery model, which is described by Eq. (3) and Eq. (4). Substituting Eq. (4) into Eq. (3), we obtain
Here k is the WCET of task τ k and I k · k is the workl oad of task τ k . Hence a task with larger workload will consume more battery charge and should be scaled more aggressively. This has been reflected in Eq. (5), which gives more slack to a task with larger workload so that the voltage of the task can be more aggressively scaled. Another important factor affecting the battery charge consumption is the position of a task in the schedule (the later a task is in the schedule, the smaller should be the current it draws [Chowdhury and Chakrabarti 2002] ). This factor is also taken into account by Eq. (5): the later a task is in the schedule, the smaller its WA, and as a result, it will receive relatively larger slack and its current will be smaller as desired. For example, from Tables I and II we can observe that task τ 5 has the largest workload (22.81 ms·2.243 mA) and its position is close to the end of the schedule and as a result, it obtains the largest slack portion (2.85 ms). Note that we only calculate the slack distributed to the next task. It is not necessary to distribute slack to tasks beyond the next task because the total amount of online slack will change with the execution of the next task, hence, a recomputation of the distribution is required. Based on the above-outlined workload-ahead principle, Figure 3 gives the pseudocode of our workload-ahead-driven voltage scaling algorithm. Its input consists of the information regarding the next task. This information includes the task's workload (W next ) and workload-ahead (WA next ), its worst case number of cycles (K w ) and execution time (WCET next ), as well as its offline decided start time (ST next ). In addition, the algorithm requires the current time (CurrTime) in the schedule. When a busy PE finishes executing a task or an idle PE receives an incoming data communication, it calls the online voltage scaling algorithm. If the next task on the PE can start immediately (line 1), the available online slack is computed from the current time and the start time of the next task τ next (line 2). The slack distributed to τ next is calculated based on Eq. (5) in line 3. According to the amount of distributed slack, the frequency and voltage at which τ next has to be executed are computed in lines 4 and 5. If the resulting frequency is less than the minimum frequency ( f min ) of the PE, then the minimum frequency will be used. If the resulting voltage is larger than the minimum voltage (V min ) of the PE, it will be returned. Otherwise, V min will be returned (line 6). On the other hand, if the next task could not start at this moment due to the lack of needed input data (e.g., τ 3 in Figure 1 (c) cannot start when τ 0 finishes since γ 23 has not arrived yet), the algorithm calls the online task rescheduling/remapping procedure described in Section 5 (line 8). It is important to note that each step in the algorithm can be performed in constant time, hence the overall complexity is constant. The constant complexity allows the scaling overhead be incorporated into the WCET of tasks during timing analysis [Shen et al. 1993 ]. In the above-described online voltage scaling algorithm, no task will start later than its offline-decided start time, so the timing constraint of each task is guaranteed and all hard deadlines are satisfied. In the above DVS procedure, we did not consider the time and energy overheads of the voltage transition. The issue of handling the transition overheads has been addressed in Andrei et al. [2004] and Mochocki et al. [2005] for offline DVS and online DVS respectively. According to Mochocki et al. [2005] , in the online phase, when a task is ready to be executed, we can subtract the time overhead of the transition from online slack and use the remaining slack as the available slack in our DVS algorithm. If the overhead is equal to or greater than the online slack, the DVS will not be involved. Similarly, we can compare the energy saving of the ready task due to DVS with the energy overhead. If the energy saving is larger, DVS will be called, otherwise, it is rejected. In this article, however, we omit the transition overheads for simplicity, since they are not the focus of this article.
ONLINE TASK RESCHEDULING AND REMAPPING
Due to the initial static schedule and mapping, it is possible that some of the online slack is wasted when tasks execute faster than their WCET. The reason for this is the fact that earlier finishing tasks might result in other tasks becoming ready for execution earlier, however, the static schedule "unnecessarily" delays such tasks. To avoid this waste of online slack, we introduce online task rescheduling and remapping as supplements of the proposed online DVS (Section 4.2). Figure 4 outlines the integration of the workload-ahead-driven DVS technique with the rescheduling and remapping strategy. The necessity for online rescheduling and remapping is illustrated through a motivational example.
Motivational Example
Figure 5(a) shows a task graph consisting of seven nodes. The WCETs of tasks are indicated, and the tasks are mapped and scheduled on three PEs, in accordance to Figure 5(b) . For simplicity we neglect communications in this example, however, they are considered in our algorithm. As we can observe from Figure 5(b) , τ 1 has a longer WCET (4.5 ms) than τ 2 (4 ms). However, let us assume that τ 1 requires only 2.5 ms for execution at run-time, that is, it finishes at 3.5 ms. When τ 1 finishes, there is an online slack appearing on PE2 (indicated as os in Figure 5(b) ), but τ 4 can not start its execution earlier because its parent task τ 2 has not terminated at this moment. Clearly, a large portion of the online slack on PE2 is wasted. To avoid this waste, task τ 3 on PE2 can be placed before τ 4 to fill the available online slack. That is, we change the execution order of the remaining tasks (rescheduling). However, the WCET of the rescheduled task must be smaller than the available online slack to avoid the delay of the start time of the remaining tasks, which could result in potential deadline violations. For example, to be rescheduled, the WCET of τ 3 must be smaller than os. If the WCET of τ 3 is longer than the slack, then we can further search the remaining tasks of other PEs to see if there is suitable task. In the example of Figure 5 (b), τ 5 on PE1 can be fetched from PE1 to fill the online slack on PE2, that is, τ 5 is remapped online.
Online Task Rescheduling and Remapping Technique
Our aim is to facilitate online voltage scaling to avoid online slack waste. Similar to our online voltage scaling, we want the online rescheduling and remapping techniques to be independent of the number of tasks, in order to minimize its computational overhead. Therefore, we will not take all the remaining tasks into consideration, instead, an effective yet fast local search strategy is proposed. The pseudocode of our online task rescheduling/remapping is given in Figure 6 . Suppose there are n PEs in the system and the pth (1 ≤ p ≤ n) PE is the one with the potentially wasted online slack. Let each PE have an exe Queue storing tasks to be executed and let M be a constant integer called the search window size. The search window size represents the maximal number of tasks in exe Queue that may be rescheduled or remapped. The complexity of the algorithm is bounded by the search window size, which is constant. The algorithm first restricts the search window size if the number of tasks in exe Queue is smaller than M (line 1), then searches exe Queue of PE [ p] within the search window M to fill the online slack on PE [ p] . To be a rescheduling candiate, a task should satisfy two conditions (line 4). First, its WCET (we still only know WCET of remaining tasks at this moment) is less than the online slack so that the next task will start no later than its offline decided start time. For example, in Figure 5 , the WCET of τ 3 is less than the online slack and τ 4 is guaranteed to start on time. This condition prevents any deadline violation. The second condition is that at the time of the search, all its incoming data communications have arrived so that it can start at this moment. If these two conditions are true, the found task is moved to the head of the execution queue and placed before the next task τ next (line 6). Then, the proposed online DVS procedure is called (line 11) to utilize the otherwise wasted online slack. As indicated in Figure 4 , if no suitable task for rescheduling has been found, task remapping will be performed (line 12-31). Similar to online rescheduling, online remapping checks tasks in the search window of exe Queue of other PEs to find a task that can utilize the available online slack (line 12-22). Nevertheless, the selection is more strict in remapping phase (line 16). Tasks can only be fetched from another PE if they fulfill the two conditions mentioned in the rescheduling phase as well as if their remapping does not introduce new communications. The reason is that new data communications may delay the transfer of some other scheduled communications on the CLs. This, in turn, may cause some tasks not to start on time and result in the risk of deadlines violation. After a task is remapped it is removed from the task queue of its originally mapped PE to exe Queue head of PE[ p] (line 18), which then will call the proposed voltage scaling procedure (line 27). If no task can be found remappable, the idling of PE [ p] is not avoided and the online slack is wasted (line 29).
The complexities of the rescheduling and remapping algorithms are O(M ) and O(n× M ) respectively, where M is the search window size and n is the number of PEs. Neither M nor n will change at runtime, resulting in a constant complexity of the rescheduling/remapping algorithm. Usually, n is a small integer and as we will see in Section 7, the search window size is also a small number, hence the computational overhead of the rescheduling/remapping algorithm is very low.
COMBINED ONLINE DVS AND ABB
In Section 4, we mainly considered the dynamic power, which has been the dominant source of power consumption in contemporary CMOS digital systems. However, with ever-shrinking feature sizes, leakage power is becoming comparable to dynamic power [Martin et al. 2002] . For the 0.05-μm predictive technology, the leakage power is estimated to be almost equivalent to the dynamic power [Yan et al. 2003 ]. Though DVS can decrease the dynamic power significantly, it is not very effective in reducing leakage power. To tackle this problem, adaptive body biasing (ABB) has been introduced. ABB takes advantage of the fact that the leakage current can be exponentially reduced by dynamically changing the body-bias voltage (V bb ) of transistors [Keshavarzi et al. 2001] . A microprocessor prototype which can change V bb continuously was introduced in Miyazaki et al. [2002] . Kim and Roy [2002] proposed a scheme to scale V bb , which can be included in any processor. In order to minimize the overall power, combined DVS and ABB can be utilized [Martin et al. 2002; Yan et al. 2003; Andrei et al. 2005] . In this section, we extend the workload aheaddriven DVS technique introduced in Section 4 towards the consideration of the leakage power, that is, we combine DVS and ABB (referred to DVSABB from now on) to achieve power efficiency in terms of leakage and dynamic power.
The leakage power is mainly caused by subthreshold leakage currents in the CMOS circuitry and it can be modeled as Martin et al. [2002] 
where V bs is the body-bias voltage and the fitting parameters K 3 , K 4 , K 5 are technology dependent constants. For clarity reasons we maintain the same indices as used in [Martin et al. 2002] . Actual values for these constants are provided in [Martin et al. 2002] , given a Transmeta Cruose processor. Considering Eq. (2), the total power of one task can then be expressed as The operational frequency f depends on V dd as well as V bs and can be expressed as [Martin et al. 2002] 
where L d is the logic depth, and α, K 1 , K 2 , K 6 and V th1 denote circuit dependent constants [Martin et al. 2002] . From Eq. (7), we can find that scaling V dd (DVS) and V bs (ABB) simultaneously can effectively reduce the overall power, which will in turn reduce the current drawn from the battery. Extending the online DVS to online DVSABB does not change the workload and workload-ahead defined in Section 4.2. The only difference is that the current of the task is
In online DVS, we only need to compute the V dd of the next task to be executed based on the slack assigned to the task (see Figure 3) . The difference in online DVSABB is that except for V dd , the body bias voltage V bs of the next task has to be calculated. Now the problem of online DVSABB can be formulated as given a task and a certain amount of slack, finding a pair of (V dd , V bs ) such that the total power of the task is minimized. In accordance with Eq. (8), both DVS and ABB will cause the reduction of the operational frequency and slow down the task execution. This indicates that both techniques have to utilize the online slack and they compete with each other for the available slack. Accordingly, we have to decide the optimal portion of the slack distributed between DVS and ABB in order to calculate the voltage pair (V dd , V bs ). Once the amount of slack assigned to DVS and ABB is known, it is easy to compute the V dd and V bs based on Eq. (8). Since the total power depends nonlinearly on V dd and V bs (Eq. (7), this results in a nonlinear optimization problem. Numerical methods that are commonly used to address such optimization problems are unsuitable for online techniques due to their large time overhead compared to the application running on the system. Therefore, we utilize the idea of a look-up-table (LUT) approach proposed by Andrei et al. [2005] to solve the problem.
In this approach, each task will have a specific LUT which is set up before the actual execution (i.e., in the offline phase). Each entry of the LUT corresponds to a possible slack that the task may have. A pair of V dd and V bs are pre-computed based on this slack and stored in this entry. Then, in the online phase, each time when a task is to be executed, the PE will look up the voltage pair in the LUT according to the actual online slack obtained by the task. In the LUT, the step between two entries is a constant. For a given slack, we can use slack step to find its entry. For example, the slacks in the table are 0, 0.2, 0.4, 0.6, 0.8 ms and the step is 0.2 ms. If the slack distributed to the next task is 0.5 ms, then 0.5 0.2 = 3, that is, (V dd , V bb ) in the 3rd entry will be used. Since this entry found procedure is quite simple, the overhead due to the table lookup is very small and constant. If the actual slack falls between two entries of the LUT, the voltage pair in the lower entry will be simply used. Though this is conservative and the slack is not fully used, the time-constraint will be guaranteed. The space complexity of the LUTs depends on the number of tasks, T , and the average number of entries of one table, E. We assume it takes 4 bytes to store the slack, V dd and V bs respectively, then the space to store the LUTs will be 12 × E × T . For example, if E = 20 and T = 100, then the LUTs needs 24,000 bytes (approximately 23.44 KB) memory.
The LUT setup procedure is outlined next. First, we compute the possible online slack range of each task, that is, the difference between the worst case slack (WCS) and the best case slack (BCS) that each task may have. The WCS that every task would have is clearly zero. This is the case where all tasks are executed with their WCETs. We assume each task will obtain the BCS when the AETs of all tasks are 30 percent of their WCETs. For each task, the LUT is set to be empty initially, then starting from its WCS, we add entries to its LUT with certain interval until its BCS is reached. Hence, each entry of the LUT corresponds to a possible slack that the task may obtain at run time. For each entry, we use exhaustive search to find the optimal pair of (V dd , V bs ) . Let p be the percentage of the slack distributed to DVS, then 1 − p percent of slack will be given to ABB. We change p from 0 to 100 percent with an interval of 1 percent. With each p, a pair of (V dd , V bs ) is computed according to Eq. (8). Then, we calculate the total power P total based on the computed voltage pair and Eq. (7). The voltage pair corresponding to the minimum P total is the optimal pair and will be chosen to fill the table entry. The computation of (V dd , V bs ) is repeated until every entry of the LUT is filled. It can be seen that the above LUT setup procedure is time consuming, but the setup speed is not our concern since the it is carried out in the offline phase. Once the tables are set up, the online lookup will be very fast and the complexity is O(1).
EXPERIMENTAL RESULTS
In order to validate the effectiveness of the proposed online voltage scaling and rescheduling/remapping strategies in reducing battery charge consumption, we conducted several experiments using 15 hypothetical examples as well as seven real-world benchmakrs. The hypothetical examples have been automatically generated using TGFF [Rhodes and Dick] , a pseudorandom task graph generator. The first five realistic examples have been taken from the E3S benchmark suit [Dick] (auto-indust, consumer, office-auto, networking and telecomm), while the task graphs for GSM decoder and encoder have been derived from publicly available C code [Schmitz] . All reported results have been obtained using the battery model of Section 2.2 and the evaluation criterion is the battery charge consumption. Further, the evaluation is based on the same normal distribution (mean: 0.6 times the WCET, standard deviation: 0.13 times the WCET) of the actucal execution times of tasks that has been used in Ahmed and Chakrabarti [2004] .
In the first set of experiments, we evaluate the efficiency of our workloadahead-driven DVS algorithm (WAD, Figure 3 ) by means of a comparison with four different online DVS techniques, summarized for reference in the following:
(1) SF: The slack forwarding approach is based on the technique presented in Ahmed and Chakrabarti [2004] . Its time complexity is constant (O(1)). (2) ACD: The average current-based distribution is a heuristic that leverages information regarding the task discharge currents to distribute slack: if the current of the next task to be executed is less than or equal to average current of tasks, it gets no slack; else, it gets some slack such that its current decreases to the average value. When there is only one task left, all slack is assigned to it. The time complexity of this method is constant, too. We use this heuristic to underline the importance of the workload-driven technique that considers discharge currents as well as remaining task execution times. (3) WAD: This represents our workload-ahead-driven distribution technique, as introduced in Section 4.2. It has also a complexity of O(1). Since the slack forwarding idea [Ahmed and Chakrabarti 2004 ] is most suitable for task sets without data communications, we executed the seven realistic benchmarks on single PE systems, 1 in which the inter-PE communications between tasks can be neglected. (4) BE. A best effort slack distribution adapted from an offline DVS procedure of Rakhmatov and Vrudhula [2003] . It divides the online slack into small steps. For each step, every remaining task is tried to be scaled by using this step of slack and the task which can cause the minimum battery charge consumption will be assigned with this step. This procedure is repeated until all the steps are distributed, that is, the available online slack is used up. The complexity of this method is O(nn r C), where n is the number of all tasks, n r is the number of the remaining tasks and C is the number of slack steps. This technique can achieve much lower battery charge consumption than the above three heuristics due to the complicated search it uses. However, its high complexity prevents it to be utilized at run-time. Table III gives the results of the four different DVS methods in terms of battery charge consumption. In the table, the first column gives the benchmark name and the number of tasks in the benchmark. The results of the four online DVS techniques are given in Columns 2-5. In columns 6-7, we show the percentage of improvement in battery charge consumption using the proposed WAD method over methods SF and ACD. The improvement of BE over WAD is given in the last column. Consider, for instance, the GSM decoder benchmark. Here, BE obtains the minimum battery charge consumption of 1.224 mAs. SF and ACD result in 3.906 mAs and 3.826 mAs, respectively and WAD achieves 2.831 mAs, resulting in improvements of 27.52% and 26.01% over SF and ACD. We can observe that BE yields consistently the lowest battery charge consumption among the four techniques, but its computational complexity is also much higher than the other three. Among the three heuristics with constant complexity, WAD achieves lower battery charge consumption than SF and ACD. Table III gives the battery charge consumption that the applications run for one period. We also repeat the experiments of the three heuristics with constant complexity for several thousand periods so that the total operation time reaches the scale of minutes. The resulting battery charge consumptions are shown in Table IV . From this table, we can find that WAD is still more effective than SF and ACD. The second set of experiments was conducted to validate the workload-aheaddriven DVS as well as the rescheduling/remapping techniques in the context of systems consisting of multiple processing elements. We used LOPOCOS [Schmitz et al. 2002 ], an academic system-level synthesis tool, to find suitable multiple PE implementations and to generate the offline mappings and schedules for all 36 benchmarks (GSM decoder and encoder have been combined into a single benchmark). In all experiments, we set the search window size (M ) of the rescheduling/remapping algorithm to 10, empirically found to be a good value. Nevertheless, due to the importance of the window size on the solution quality we have devoted an extra set of experiments on this subject, presented later in this section. Since the slack forwarding technique [Ahmed and Chakrabarti 2004] was particularly introduced for independent tasks, we refrain in these experiments from a direct comparison.
The results of our experiments are summarized in Table V . The first, second, and third columns give the benchmark name, the number of tasks/communication edges, and the number of PEs in the system, respectively. Columns 4-7 show the battery charge consumptions in four different scenarios. Column 4 (No DVS) represents the nominal charge consumption, that is, when no online voltage scaling is employed; Column 5 (WAD) shows the results of the proposed workload-ahead-driven DVS technique; Columns 6 (WAD+RS) and 7 (WAD+RSRM) give the charge consumption when integrating WAD with online rescheduling and rescheduling with remapping, respectively. Columns 8-10 summarize the achieved battery charge savings in percent. Consider, for instance, benchmark tgff2. Here, the nominal and the WAD-based charge −2 mAs, respectively, obtaining further saving of 7.51% and 9.57% when compared to using WAD only.
As mentioned above, the window size used by the rescheduling and remapping technique has an influence on the achievable savings in battery charge consumption as well as on the online complexity. The following experiment is used to clarify this aspect and to provide an insight into which window size should be typically used. Figure 7 shows the battery charge consumption of benchmark tgff12 depending on the window size M . As it can be observed, a window size of zero, that is, no rescheduling/remapping is performed, results in a charge consumption of 7.43×10 −2 mAs. However, with an increasing window size this value decreases to 6.7×10 −2 mAs. In general, we have observed that for all investigated benchmarks, the window size is no larger than 10.
The above experiments were also repeated for 10 thousand times and the overall schedule lengths reach the scale of minutes and the results are given in Table VI . From this table, it can be seen that the online DVS still achieves remarkable battery charge saving compared to the situation where there is no DVS. While averagely, the rescheduling/remapping algorithms do not further reduce the battery charge consumption too much, they are effective in some benchmarks, for instance, more than 10 percent battery charge can be saved in tgff15 by using rescheduling or remapping. Hence, the rescheduling/remapping algorithm can still be utilized in certain applications. The third set of experiments was carried out to evaluate the effectiveness of the proposed online DVSABB when the leakage power is taken into account. In the single PE systems, we compare the online DVSABB with the online DVS. The proposed LUT based DVSABB (DVSABB LUT) is also compared with the optimal DVSABB obtained through exhaustive search (DVSABB ES). All three scaling methods are workload-ahead-driven. Initially, we assume that before scaling the leakage power of each task is equal to its dynamic power, a realistic assumption for the next generation technology [Yan et al. 2003 ], and the results are shown in Table VII . We generalize this assumption in a later experiment. The battery charge consumption of the three scaling approaches are given in columns 2-4 and column 5 shows the improvement of DVSABB LUT over DVS. It can be seen that when the leakage power is considered, DVSABB LUT is more effective than DVS in reducing the battery charge consumption. For example, in the Auto-indust benchmark, DVS achieves the battery charge consumption of 0.973 mAs while DVSABB LUT consumes only 0.715 mAs, resulting an improvement of 26.53%. Although DVSABB ES can obtain even lower battery charge consumption, its high run time overhead prevents it to be used online. More importantly, from Table VII it can be seen that the results of DVSABB LUT are quite close to that of DVSABB ES. This demonstrates the high quality of DVSABB LUT which is fast enough to be involved online.
In the above experiment, we assume that the leakage power of each task is equal to the dynamic power. However, the ratio between the leakage power and the dynamic power is both technology and application dependent [Wu et al. 2005] and this ratio is an important factor heavily affecting the effectiveness of DVSABB. In this experiment, we use the improvement of DVSABB over DVS as the measure of the effectiveness of DVSABB. In Table VIII , we show the effectiveness of DVSABB with six different leakage/dynamic ratios, and the results are in columns 2-7. It can be seen that with the increase of leakage/dynamic ratio, DVSABB becomes more effective compared to DVS. When the leakage power is 25% of the dynamic power (column 7), the improvement of DVSABB over DVS is marginal, for example, 2.51% in the Auto-ind. benchmark. This indicates that, when the leakage power is below 25% of the dynamic power, ABB technique is not necessary and we can utilize DVS solely. On the other hand, when the ratio is above 1, which represents the case of the incoming technologies (0.05 μm and below), much more battery charge can be saved by combining DVS with ABB, for example, in the Auto-ind. benchmark, DVSABB can save 33.37% battery charge compared to only DVS when the leakage power is 1.5 times of the dynamic power.
We also compare the workload-ahead-driven DVSABB (WAD DVSABB) with DVSABB combined with slack forwarding (SF DVSABB) and the results are summarized in Table IX . After the online DVS is extended to online DVSABB, the proposed WAD approach also performs better than SF in terms of battery charge consumption, with up to 50% improvement.
Finally, we implement the DVSABB technique in the multiple PE systems and integrate it with online rescheduling and remapping. We compare the DVS-ABB with DVS in two frames: with rescheduling (RS); with both rescheduling and remapping (RSRM), and assume that for each PE, the leakage power equals the dynamic power. The battery charge consumptions and the improvement of DVSABB over DVS are summarized in Table X . From the table we can see that in each frame, DVSABB results in lower battery charge consumption compared to DVS in both RS case and RSRM case. This indicates that DVSABB is also more effective than DVS in reducing the battery charge consumption in the multiple PE systems, with up to 29% improvement.
CONCLUSION
In this article, we have presented a workload-ahead-driven voltage scaling technique which explicitly takes the discharge current and execution times into account to make battery-aware scaling decisions. To further improve the battery charge consumption, we have presented an online rescheduling/remapping technique that aims to reduce the waste of online slack when using static schedules and mappings. To the best of our knowledge, this is the first online approach that addresses voltage scaling as well as rescheduling/remapping in conjunction. All presented techniques are of constant time complexity, making them suitable for applications with hard real-time systems. The efficiency of the proposed techniques have been experimentally validated using automatically generated as well as real-life benchmarks. It has been demonstrated that significant savings of up to 36% in the battery charge can be obtained when compared to approaches that delay the slack utilization as late as possible. All proposed online techniques are extended to combine the adaptive body biasing with dynamic voltage scaling so that the leakage power can also be effectively reduced.
