We analyze the behavior of the spectral gap of the Laplace-Beltrami operator on a compact Riemannian manifold when a divergence-free drift vector field is added. We increase the drift by multiplication with a large constant c and ask the question how the spectral gap behaves as c goes to infinity. It turns out that the spectral gap stays bounded if and only if the drift-vector field has eigen-functions in H 1 . In that case the spectral gaps converge and we determine the limit.
Introduction

The origins of the problem
In many practical applications from physics, chemistry and engineering it is relevant to understand the motion of a diffusing substance in a fluid flow. Numerous terms as mixing, stirring, chaotic advection and turbulence are used to describe the mechanism which determine the ways the diffusion is influenced by the flow (see Ottino [1990] , Aref [2002] , Wiggins and Ottino [2004] , Shraiman and Siggia [2000] for some overview articles). Many of the existing work consists of describing simplified models, where stochastic drift describes the chaotic motion of the fluid. This makes sense in view of the difficulty to solve the underlying Navier-Stokes problem explicitly. In the situation of stationary flows however one could hope to use dynamical informations from the underlying flow to describe the longterm behavior of the diffusion. Different quantities can be used to describe the influence of the flow on the diffusion. For periodic stationary flows the effective diffusivity and the asymptotic variance are good quantities to study (see Bhattacharya et al. [1989] , Fannjiang and Papanicolaou [1994] , Heinze [2003] ). On compact spaces the diffusion will approach equilibrium when time becomes large. The proximity of the distribution to the equilibrium can be measured in terms of L p -norms of the diffusion-semigroup for mean-zero elements. It was proved in Franke [2004] that those L p -norms can be bounded by the L p -norms of heat-semigroups on suitable comparison-manifolds uniformly over the class of divergence-free drift-vector fields. This is however just a worst case analysis and does not give information about the improvement of diffusivity in presence of a drift. The improvement of the diffusivity through the flow can be measured by increasing the speed of the flow. This is done by multiplication of the drift-vector field with a large constant. The decay of the norms of the diffusion-semigroup as the constant becomes large is then due to the mixing-properties of the flow. Recently Constantin et al. [2008] proved that if the drift-vector field has no H 1 -eigenfunctions the L 2 -norm of the diffusion-semigroup becomes arbitrarily small when the flow is speeded up. We will come back to this result in more details later. The decay of the semigroup is determined by the spectral-gap of the generator of the diffusion. It is therefore useful to understand the behavior of the spectral gap as the constant in front of the drift becomes large. This approach can be found in Berestycki et al. [2005] for bounded domains with Dirichlet-conditions. Their method is however restricted to the principal eigenvalue of the diffusion-generator. This makes sense for the Dirichlet-problem, where the decay is determined by the principal eigenvalue. But for closed manifolds and for the Neumann-problem the gap between the principal eigenvalue and the second eigenvalue determines the asymptotic behavior. The understanding of this gap is difficult, since the involved eigenvalues and eigenfunctions are complex valued. We will give a solution for this problem in this article.
Beyond physical applications there are further reasons to study the enhancement of diffusivity by flows. The growth of computer-power has made it possible to solve real-world problems by using so called Markov Chain Monte Carlo Methods (MCMC). See Metropolis and Ulam [1953] , Hastings [1970] , Kirkpatrick et al. [1983] , Brooks [1998] for more informations on MCMC. The quality of the MCMC can be described in terms of how fast the involved Markov-process converges toward its equilibrium (see Kushner [1987] , Marquez [1997] ). It was proved in Hwang et al. [2005] that the addition of a divergence-free drift increases the spectral gap, if the first eigenspace of the unperturbed operator is not invariant under the drift.
This means L c with c = 0 has the smallest spectral gap, and the difference comparing with nonzero c is in general strict. This has important implication in the study of MCMC that one should choose the dynamics other than the gradient dynamics (corresponding to c = 0) which is normally used, since the latter has the slowest convergence rate to the underlying probability distribution. In MCMC, general probability distributions µ (to replace Lebesgue measure considered here) with energy function U are considered,
Z is the normalizing constant. The distribution can be defined on R d or a compact subset. Then the operators considered are the following form,
where the vector field C satisfies div(C exp(−U/2)) = 0.
For each vector field C, a diffusion process can be constructed,
B(t) is the Brownian motion. The spectral gap of L U C can be used to measure the closeness of the distribution of X C (t) and µ at large time t. Only C = 0, L U C is selfadjoint, then the spectral gap can be calculated approximately by an variational expression. There is a huge studies in the literature for the estimate of spectral gap (sometimes it is also called the first eigenvalue) in this case. See Li-Yau [1980] , ChenWang [1995] [1997], Wang [1999] . See also Chen [2005] for the survey and a complete list of references. For C = 0, L U C is not selfadjoint. Such variational expression for the spectral gap is not available for general C. Therefore, to calculate the spectral gap numerically is in general very difficult. However, knowing the value of the spectral gap for nonzero C is important for the use of MCMC, since using such C is preferable because the process has faster convergence rate to the equilibrium. See Hwang et al.[1993] [2006] for some calculations. We feel that this research area is still quite open for further study.
Formal definitions and results
After those considerations we come to the exact formulation of our problem. We fix a closed, compact and connected Riemannian manifold M and a C 1 -vector field b with the property div(b) = 0. On M we have a Riemannian volume vol. For the integral of a function f : M → R with respect to vol we will use the following abbreviation
For f ∈ C 2 (M ) we can define the operator
In the following we will denote by (L c , Dom(L c )) a closed extension of (L c , C 2 (M )). The spectrum of this operator is located in the complex plane and the corresponding eigenfunctions are complex-valued. We therefore introduce the following Hilbertspace of mean-zero complex-valued functions
with scalar-product ϕ, ψ : = ϕψ
For ψ = ψ 1 + iψ 2 with real ψ 1 , ψ 2 , ψ = ψ 1 − iψ 2 . Therefore,
We define the following Sobolev-space of mean-zero functions
The corresponding norms of elements ϕ ∈ H, resp. ϕ ∈ H 1 will be denoted by ϕ , resp. ϕ 1 .
In the following we denote the spectrum of the operator L c by Spec(L c ). We want to investigate the behavior of the spectral gap
as c goes to infinity. The operator L c generates a semigroup (T (c) t ) t≥0 of contractions on L 2 . The RAGE-theorem was used in Constantin et al. to prove that the following instead. The statement The operator b · ∇ has no eigenfunctions in H 1 is equivalent to the statement: For all δ, τ > 0 there exists a c o > 0 such that for all f ∈ L 2 and c ≥ c o one has
This last statement implies that ρ(c) diverges to infinity as c → ∞. It seems rarely happen that the operator b · ∇ has no eigenfunctions in H 1 . In fact, construction of such b could be difficult. In this paper, we want to understand the behavior of the spectral gap in the situation when the operator b · ∇ has eigenfunctions in H 1 . We define the following eigenspaces
In this article we prove the following result:
Theorem 1 The spectral gap ρ(c) converges to a finite value as c tends to infinite if and only if there exists a µ ∈ R such that H 1 µ = ∅. The limit can be expressed in the following way:
Similar results were proved in Berestycki et al. [2005] for bounded domains with various boundary conditions. For a bounded measurable potential V and a symmetric matrix-field A satisfying
they considered the asymptotic behavior of the principal eigenvalue λ(c) of the elliptic operators
as c → ∞ under various boundary conditions including Dirichlet, Neuman and periodic boundary conditions. Their method relies on the fact that the eigenfunction corresponding to the principal eigenvalue is real valued and positive. Therefore they could restrict their considerations to the Hilbert-space H 1 0 of real-valued functions, which can be approximated by elements from C ∞ c (Ω) with respect to the first Sobolev-norm. They proved the following result:
The sequence λ(c) converges iff there exists a weak solution of the equation b·∇ϕ = 0 in H 1 0 . If the limit exists, then it can be expressed as
In the discussion section of their paper they raised the question on the behavior of other eigenvalues(see p. 478).
The result of Berestycki and al. [2005] motivates the question whether the only eigenvalues who count for establishing the infimum in our result are the first integrals. The following simple examples show that in our situation this is not the case.
Example 1: For a 1 > a 2 we can define the following generator
with periodic boundary conditions f (x, y) = f (x + a 1 , y + a 2 ). For all integers k the functions ϕ k (x, y) := exp(2πkix/a 1 ) are eigenfunctions of ∆ for the eigenvalues −ρ k = −4π 2 k 2 /a 2 1 for all integers k. Also those functions are eigenfunctions of b to the non-zero eigenvalue icµ k = ic2πk/a 1 . Therefore it follows that z k = − 1 2 ρ k + icµ k are eigenvalues for the operator L c . On the other hand the kernel of b · ∇ consists of the functions (x, y) → ψ(y). Those functions are generated by ψ k (x, y) := exp(2πkiy/a 2 ) where k is an integer. These functions are eigenfunctions of the operator L c to the eigenvaluesz k = −ρ k = −4π 2 k 2 /a 2 2 . Since ρ 1 = 4π 2 /a 2 1 < 4π 2 /a 2 2 =ρ 1 we see that the infimum can not be reduced to the kernel of b · ∇ in our situation.
Example 2: For two numbers a 1 , a 2 ∈ R such that a 1 /a 2 is irrational we define the following differential operator on C 2 (R 2 ) with periodic boundary conditions with period 1:
The resulting flow is irrational and therefore the kernel has no mean-zero elements in H 1 . However, the functions f (x, y) = exp(2πix) and f (x, y) = exp(2πiy) are H 1 -eigenfunctions of the operator b · ∇ with b = (a 1 , a 2 ) with eigenvalues 2πa 1 i and 2πa 2 i.
The following argument shows that we can reduce the number of spaces H 1 µ in the computation of the limiting spectral gap. Assume that the space H 1 µ 0 contains a non-zero element ψ with |ψ| 2 = 1 . Then we have that
On the other hand we have for all µ ∈ R and ϕ ∈ H 1 µ that
Thus it is sufficient to consider the eigenvalues µ of b · ∇ with
In the rest of this section, we mention an observation that plays crucial role for the analysis we use in our study.
Motivations for the proof
In this subsection we want to show some computations which might help to understand the main idea of the proof of our main theorem, which follows in the next section. Let λ > 0, we consider
This has unique solution,
we have |T
In the case that M is the torus, we have ρ(0) = 4π 2 . Therefore, ψ (c) given above is well defined even for λ = 0 or λ = icµ.
We now consider
Multiplying (1) by ψ (c) and integrating the relation, we obtain
Since
this quantity is purely imaginary. Then we have
Multiplying again (1) by g and integrating the relation, we obtain
Here we use the fact that
By applying the Hölder inequality to (3)(4), we can show
and
From these two relations, we have
This suggests if g = g 1 + ig 2 ∈ H 1 µ attains the minimum of the following,
then any limit of ψ (c) is also an element of H 1 µ and attains the minimum (see ρ µ also in Section 2) .
. Assume the uniqueness of g taking maximum in ρ µ (up to the multiplication of constants). Then ψ * = kg some constant k. The above calculations show we must have
Therefore, we have the picture
This suggests that an eigenvalue of L c close to −ρ µ + icµ can be found (Theorem 2 stated in Section 2 gives the precise statement).
Here is the organization of the paper. Section 2 gives the main results and proofs. In Section 3, we present some examples, some are from geometry, some are from the consideration of MCMC.
we have that (L c − z) has no bounded inverse with dense domain of definition. But since z is not an eigenvalue, this means that (L c − z) is one to one. Then either (L c − z) −1 is not densely defined (residual spectrum) or (L c − z) −1 is densely defined but unbounded (continuous spectrum).
We first prove that z is not in the continuous spectrum of L c . For this it is sufficient to prove that the range of (L c − z) is closed in H. This follows from the following consideration. Assume z is in the continuous spectrum of L c . Then the range of L c − z is dense. Therefore, if we know that the range of (L c − z) is closed and dense, then it follows that (L c − z) −1 is defined everywhere. By the closed graph theorem this would imply that (L c − z) −1 is bounded and defined everywhere, i.e., z is not in Spec(L c ), a contradiction. We now prove that (L c − z) has closed range. Assume that there exists a sequence
Application of the Cauchy-Schwarz inequality to the left side of this equation yields
First assume that the sequence f n is unbounded. We then can assume without loss of generality that f n ↑ ∞ as n → ∞. Then the sequencef n := f n / f n satisfies (L c − z)f n → 0 in H as n → ∞. The same reasoning as above now implies
This implies thatf n is bounded in H 1 . Rellich's lemma then implies that there exists a subsequentf n k , k ∈ N and an elementψ ∈ H 1 such thatf n k →ψ in H and weakly in H 1 . It then follows from the fact that L c is closed thatψ ∈ Dom(L c ) and that (L c − z)ψ = 0. This is a contradiction, since thenψ is an eigenfunction of L c to the eigenvalue z, i.e.: z is not in the continuous spectrum of L c . Therefore, the sequence f n must be bounded. But this then implies that f n 1 is bounded. By Rellich's lemma there exist a subsequence f n k , k ∈ N and a ψ ∈ H 1 such that f n k converges toward ψ in H and weakly in H 1 . Since the operator L c is closed, this implies that (L c − z)ψ = g, i.e.: g is in the range of (L c − z). We can conclude that the range of L c − z is not dense. This implies that there exists
For µ ∈ R we define the following subspace
We first need the following lemma on partial integration Lemma 1 For ϕ ∈ H 1 we have ϕb · ∇ϕ = 0.
Proof: We found the following proof in Berestycki et al. [2005] (p.455): Since ϕ ∈ H 1 it follows that ϕ 2 ∈ W 1,1 . Therefore, ϕ 2 can be approximated in W 1,1 by a sequence χ n from C ∞ . It then follows from div(b) = 0 that
Multiplication of (5) with ϕ (c) , integration and application of Lemma 1 yields
As in (2), b · ∇ϕ (c) ϕ (c) is purely imaginary. Analyzing the real part of (6) then implies that 1 2
The assumption lim inf c→∞ ρ(c) < ∞ together with Rellich's theorem yield that there exists a subsequence ϕ (cn) of ϕ (c) with c n ↑ ∞ and an element ϕ ∈ H 1 such that ϕ (cn) converges toward ϕ as n → ∞ in L 2 and weakly in H 1 . Now, take an arbitrary smooth real function ψ defined on M . We multiply (5) by ψ, integrate and divide by c n > 0 to obtain
are bounded, taking the limit as n → ∞ yields
In particular µ cn /c n converges toward a µ ∈ R such that b · ∇ϕ
Since the same reasoning holds for every subsequence, the result follows.
For the following we will need
where
We will see, as a consequence of Lemma 4 given later, M µ contains a nonzero element if H 1 µ contains a nonzero element. The following two lemmas for the spaces M µ will be useful in our analysis:
Lemma 2 Assume that H 1 µ = {0} and ϕ ∈ H 1 µ . Then ϕ ∈ M µ if and only if for all ψ ∈ H 1 µ one has 1 2 ∇ϕ · ∇ψ = ρ µ ϕψ
Proof: If the relation (7) holds for all ψ ∈ H 1 µ , then it holds in particular for ϕ. This implies that ϕ is in M µ .
On the other hand, if ϕ = ϕ 1 + iϕ 2 is in M µ and ψ = ψ 1 + iψ 2 is in H 1 µ , then for all t ∈ R the functions ψ(t) := ϕ + tψ are in H 1 µ . Denote ψ(t) = ψ 1 (t) + iψ 2 (t). The function
2 is differentiable and minimal at zero. Differentiation at zero yields
Together with the definition of ρ µ this yields
Since iψ is also in H 1 µ , the above argument can be applied to iψ to get 1 2 (−∇ϕ 1 ∇ψ 2 + ∇ϕ 2 ∇ψ 1 ) = ρ µ (−ϕ 1 ψ 2 + ϕ 2 ψ 1 ) .
The result follows from these two relations.
Lemma 3 The set M µ is a finite dimensional C-vector-space.
Proof: The vector space property follows from the previous lemma. To prove that the dimension of M µ is finite we assume that this is not the case. Then we can extract an orthonormal sequence ψ (n) such that
It then follows from Rellich's theorem that ψ (n) has L 2 -convergent subsequences. This is however not possible since ψ (n) is orthonormal.
Lemma 4 There is a δ > 0 such that for all ψ = ψ 1 + iψ 2 ∈ H 1 µ \{0}
Proof: Assume that for every n ∈ N there exists a ψ (n) ∈ H 1 µ \{0} such that
Without loss of generality we can assume that
Since ψ (n) can not be in M µ , there exists a δ n ∈]0, 1/n[ such that
It now follows from Rellich's lemma that (ψ (n) ) has L 2 -convergent and weakly H 1 -convergent subsequences (see Richtmyer [1978] p.115). The limit-point ψ * satisfies
and is thus a member of M µ . Furthermore, it follows from (8) that
This two facts imply that ψ * = 0. This is however a contradiction, since it follows from (9) that
Theorem 2 Assume that H 1 µ = {0}. Then for all α > 0 there exists a c o such that for all c ≥ c o there exists az = −ρ + iμ ∈ B α (−ρ µ + icµ) such thatz ∈ Spec(L c ).
We now prove Theorem 1 in the introduction from Theorem 2 and Proposition 2:
Proof of Theorem 1: If the limit exists, then lim sup ρ(c) is bounded and it follows from Proposition 2 that lim inf
In particular one of the spaces H 1 µ must contain nonzero element.
If µ ∈ R is such that H 1 µ has nonzero element then we have from Theorem 2 that lim sup
Together, we obtain
For the proof of the Theorem 2, we proceed by contradiction. Assume H 1 µ has nonzero elements and that there exist α > 0, c n → ∞ such that for any element
we have −ρ + iμ is not in the spectrum of L cn , i.e.: (L cn − (−ρ + iμ)) −1 exists and is bounded.
Fix g = g 1 + ig 2 ∈ M µ with the property
Take any pair , δ > 0 with 2 + δ 2 ≤ α 2 such thatρ = ρ µ + andμ = c n µ + δ.
Since −ρ + iμ is not in the spectrum of L cn , there exists a ϕ (cn) ∈ H 1 such that
In the following we use ϕ (cn) z for ϕ (cn) if we want to emphasize the dependence on z = + iδ. The following lemmas hold.
Lemma 5 The sequence (ϕ (cn) ) is either unbounded in L 2 or there exist a ϕ * ∈ H 1 and a subsequence of (ϕ (cn) ), which converges toward ϕ * in L 2 and weakly in H 1 .
Proof: Assume that the sequence is bounded in L 2 . We use the equation for ϕ (cn) . In order to avoid cumbersome notation we will write c for c n , and ϕ for ϕ (c) . We have the equation,
Multiplication of (11) with ϕ and doing integration of the relation yields
Since b · ∇ϕϕ is purely imaginary (see (2)), by taking real part in (12) we have 1 2 |∇ϕ| 2 =ρ |ϕ| 2 + Re( gϕ).
Thus an L 2 -bound leads to a H 1 -bound. Then it follows from Rellich's theorem that there exists a subsequence of (ϕ (cn) ) which converges in L 2 and weakly in H 1 toward a suitable ϕ * ∈ H 1 .
We first investigate the case when (ϕ (cn) ) is bounded in L 2 , i.e.: there exists a ϕ * ∈ H 1 and a subsequence of ϕ (cn) which converges toward ϕ * in L 2 . Without loss of generality we assume that ϕ (cn) L 2 −→ ϕ * . We will prove the following statement.
Lemma 6 If (ϕ (cn) ) converges toward ϕ * in L 2 and weakly in H 1 , then ϕ * ∈ H 1 µ .
Proof: Multiplication of equations (11) with an arbitrary real ψ ∈ H 1 , gives after integration and division by c that
Sinceμ/c n → µ as c n → ∞ we obtain
The result follows.
Lemma 7 If (ϕ (cn) ) converges toward ϕ * in L 2 and weakly in H 1 then one has
Proof: Now we multiply (11) by g to obtain after integration
By b∇g = iµg, we have
Then usingμ = cµ + δ, (14) becomes
Taking the limit c → ∞, we obtain
Since g ∈ M µ , by Lemma 2 and Lemma 6 , we have
Together we have
Lemma 8 Assume (ϕ (cn) ) converges toward ϕ * in L 2 and weakly in H 1 . Then if f ∈ M µ and gf = 0, we have
Proof: We multiply (11) by f and integrate to obtain the formulas
The property f ∈ M µ implies b∇f = iµf . Then
And (15) becomes
Taking c → ∞,
Since f ∈ M µ , by Lemma 2, 1 2 ∇f ∇ϕ * = ρ µ f ϕ * .
That is,
Then (16) becomes
This completes the proof.
Lemma 9 If (ϕ (cn) ) converges toward ϕ * in L 2 and weakly in H 1 , then
satisfies the properties thatφ * ∈ H 1 µ and 1 2 |∇φ * | 2 ≤ρ |φ * | 2 .
Proof: In (13), we take c → ∞ to obtain
=ρ |ϕ
Here we use Lemma 7. Then 1 2 |∇φ
From these relations and (17), we have
Lemma 10 There exists an o > 0 such that for all ∈] − o , o [ one has if (ϕ (cn) ) converges toward ϕ * in L 2 and weakly in H 1 , it follows that
We need to proveφ * = 0.
First, let h ∈ M µ satisfy h ⊥ g. Then we have that
Now, we use Lemma 8 with f = h to obtain
This then implies that ϕ * ⊥ h. Together with the assumption g ⊥ h, we obtain ϕ * ⊥ h. Now, we take h = g. From Lemma 7,
It then follows thatφ * ⊥ g. Since with respect to g we can always decompose a general h ∈ M µ as h = h ⊥ + κg with h ⊥ ⊥ g and a suitable κ, we haveφ * ⊥ M µ . This impliseφ * = 0, otherwise, by Lemma 4, there is δ 0 > 0 such that
but this contradicts with Lemma 9 if 0 (and hence δ) is small enough.
Lemma 11
We have for all α > 0 small enough that
Proof: We assume that there exists a sequenceρ n = ρ µ + n ,μ n = c n µ + δ n and c n > 0 such that | n | 2 + |δ n | 2 = α, z n = n + iδ n , c n → ∞ and
The sequence ψ (n) := ϕ (n) /K n is bounded in L 2 and satisfies the equations
It follows by the same argument as in the proof of Lemma 5 that the sequence (ψ (n) ) is also bounded in H 1 . Thus there exist a ψ * ∈ H 1 and a subsequence from (ψ (n) ) which converges toward ψ * in L 2 and weakly in H 1 . Furthermore the sequences n and δ n are bounded and therefore we can assume without loss of generality that they converge toward suitable , δ such that 2 + δ 2 = α. In the following we will write ψ for ψ (n) in order to avoid overloaded notation. The following argument is almost identical to the argument for Lemma 7 and Lemma 8. We sketch the main steps.
We multiply (18) with ψ (n) and integrate to obtain
Since f ∈ M µ , we have b · ∇f = iµf . Then
Taking n → ∞, we have
Together, we have
Thus, ψ * ⊥ M µ . This implies ψ * = 0. Otherwise, we will get contradiction because of the inequality (19) and Lemma 4 if α > 0 is small enough. This is however not possible, since
Proof of Theorem 2: Since we ruled out spectrum of L c in B αo (−ρ µ + icµ),
for Γ c = {z = − + iδ; 2 + δ 2 = α 2 0 }. It then follows that
Here we recall that ϕ (c) z is −(L c − z) −1 g and is a function depending on z. We know that |ϕ
is uniformly bounded for 2 + δ 2 = α 2 0 and c > 0 (see Lemma 11). Since ϕ (c) z converges toward
the last term converges toward zero. This is a contradiction and the statement of the theorem follows.
3 Some concluding examples
Geodesic flows
The geodesic flow on a compact Riemannian manifold (M, g) is defined on the tangent boundle T M . If we denote the local coordinates of T M by (u,u); u ∈ M,u ∈ T u M , then the function E(u,u) := 1 2 g(u,u) is a first integral for the geodesic flow. The flow thus can be regarded as a flow on the sphere boundle SM over M , which itself is a compact manifold with a canonical Riemannian structure. Since the geodesic flow conserves the natural Riemannian volume on SM , there exists a divergence free vector field b on SM , which generates the geodesic flow. We denote by ∆ SM the Laplace-Beltrami operator on the sphere-boundle SM . Now we can apply the theory of the previous section to the following family of operators:
In the following we want to use our main result to understand the behavior of the spectral gaps of these operators for some specific examples.
Example 1: We first analyze the rather trivial example of a sphere S 2 . For every point x ∈ S 2 the tangent-space T x S 2 is naturally embedded into R 3 . We thus can identify each element from SM with a pair (x,ẋ) of orthogonal unit-vectors in R 3 . There then exists a unique unit-vector y(x,ẋ) which completes (x,ẋ) to a positively oriented orthogonal base. The resulting matrix (x,ẋ, y) is an element from SO(3) and we see that the sphere boundle SM is diffeomorphic to the Lie-group SO(3). Furthermore it is now easy to see that the geodesic flow acts on SO(3) through left-multiplication with the matrices fixing the element y, i.e.:
This means that a geodesic corresponds to an orbit of the subgroup SO(2) in SO(3).
If we identify the points on the geodesics, we obtain SO(3)/SO(2) = S 2 (see Gallot et. al. [1987] ). This means that every element y from S 2 determines a unique directed geodesic, which itself of course is isomorphic to an S 1 . Thus all functions f : SM → R can be represented as f (x, y), where x ∈ S 1 and y ∈ S 2 . Now, let f be an H 1 -eigenfunction of the of the operator b · ∇ to the eigenvalue iµ. Since every geodesic has period 2π the eigenvalue must be of ik with k integer. If we define the meanf (y) :
it follows from the Poincaré inequality and Jensen's inequality that
This becomes minimal iff (y) = 0 for all y ∈ S 2 . We define the function f (x, y) := x 1 , where x 1 is the first coordinate of x ∈ S 1 ⊂ R 2 . It is not difficult to see that
Thus it follows that lim c→∞ ρ(c) = 1. The careful reader will have noticed the fact that we did not use the property that f is periodic, i.e. an eigen-function of b · ∇. Thus the limit of ρ(c) is equal to the first eigenvalue of the Laplacian on SO(3). This is not very surprising since the geodesic flow acts as isometries on SO(3). Thus the heat-semigroup commutes with the flow and as a result the decay of the heatsemigroup is not influenced by the drift.
Example 2: For compact surfaces with negative curvature it is well known that the geodesic flow is mixing and therefore weakly mixing (see Anosov [1967] ). It then follows that there exists no non-constant eigenfunction (see Cornfeld, et al. [1982] p.29). This implies that for all µ ∈ R the spaces H 1 µ contain only the zero function. The Theorem 1 then implies that ρ(c) diverges to infinity as c → ∞. This result also follows from the considerations in Constantin et al [2008] .
Example 3: We now come to the geodesic flow on the ellipsoid. The material used in this example can be found in Klingenberg [1982] , p.303 ff. We fix 0 < a 0 < a 1 < a 2 and define the ellipsoid E to be the following subset of R 3
Outside of the four umbrilic points
we can use the elliptic coordinates u 1 , u 2 ∈ (a 0 , a 1 ) × (a 1 , a 2 ) to parametrize the intersection of the ellipsoid E with the first quadrant as follows:
The seven other parts of the ellipsoid are then obtained by suitable reflections. If we define
then the functions
2 ) are first integrals for the geodesic flow on T E (see Klingenberg [1982] p.307). It turns out to be more convenient to describe the geodesic flow in terms of the cotangentspace T * E of E. The boundle T E can be identified with the boundle T * E with the help of the Riemannian metric on E. The relation of cotangent-coordinates (u i ,u i ) and tangent-coordinates (u i , v i ) is given bẏ
The first integrals E * and F * corresponding to the energy E and the function F then become
In the following we denote by vol F * the image measure of the Riemannian volume vol on SE with respect to the level-function F * . For every fixed γ ∈ (a 0 , a 1 )∪(a 1 , a 2 ) the level-set F * (u,u) = γ splits into two embedded 2-dimensional invariant tori T ± γ for the flow. For γ ∈ (a 1 , a 2 ) the flow-lines from T ± γ wind around the x 2 -axis and oscillate between the lines defined by u 2 = γ. The +/− in the definition of T ± γ indicates the direction of the winding. Similarly, for γ ∈ (a 0 , a 1 ) the flow-lines from T ± γ wind around the x 1 -axis and oscillate between the lines defined by u 1 = γ on E (see Klingenberg [1982] p.308). In appropriate coordinates the dynamics of the flow on the invariant torus T ± γ is equivalent to the linear flow of slope ω γ on the flat torus (see Klingenberg [1982] p.310). The geodesics are periodic if and only if ω γ is rational. The function γ → ω γ is strictly decreasing on (a 0 , a 1 ) ∩ (a 1 , a 2 ) (see Klingenberg [1982] p.313). We will need the following lemma.
Lemma 12 For an arbitrary ν ∈ R the set of γ such that the iteration φ ν is ergodic on the torus T ± γ is a zero set with respect to vol F * . Proof: It is well known that the transformation
on the flat torus is ergodic if and only if (1, α 1 , α 2 ) are rationlly independent (see Cornfeld et al. [1982] p.64). In our situation we have
We thus have to show that the set of γ such that 1, ν/ ω 2 γ + 1, ν/ ω −2 γ + 1 are rationally dependent is a zero set with respect to vol F * . Because of the countability of the rational numbers we only need to show for two fixed arbitrary rationals p and q that the set of γ satisfying the property 1, pν/ ω 2 γ + 1 + qν/ ω −2 γ + 1 are rationally dependent is a zero set with respect to vol F * . We remind that the function γ → ω γ is strictly monotone. It then follows that for given p, q, r the cardinality of the set A p,q,r := γ; pν/ ω 2 γ + 1 + qν/ ω −2 γ + 1 = r is finite. This then implies that the set
is countable and thus a zero-set, since vol F * has no atoms.
Proposition 3 For all µ ∈ R we have ψ ∈ H 1 µ implies ψ is constant on vol F * -almost all invariant tori T ± γ .
Proof: This follows from the fact that the geodesic flow on T * E factorizes into a family of embedded invariant tori T ± γ . After choice of suitable coordinates the restriction of the flow to those tori is equivalent to a linear flow with slope ω γ on the flat torus. Lets denote m ± γ the measure, which is induced on T ± γ through the embedding. Further, we denotem ± γ the measure induced on T ± γ by its identification with the flat torus. Since the flat torus is identified with T ± γ through a coordinatechange the two measures m ± γ andm ± γ are equivalent. An eigenvalue iµ of b · ∇ corresponds to eigenfunctions f which are periodic under the flow in the following sense:
It follows that for vol F * -almost all γ the restriction of f to the invariant torus T ± γ must be periodic, i.e.:
If f is periodic with period 2π/µ with respect to the flow φ then f is invariant with respect to the transformation φ 2π/µ . In the previous lemma we saw that for vol F * -almost all γ the transformation φ 2π/µ is ergodic. This implies that for vol F * -almost all γ the restriction of f to T ± γ ism ± γ -almost surely constant. This finishes the proof of the proposition.
Corollary 1 For µ = 0 we have H 1 µ = {0}.
The conclusion from this corollary is that in the computation of the infimum for the limiting spectral gap we can restrict our attention to the space H 0 . If we take care of the fact that every pre-image of F * is the union of two invariant tori, we see that:
Proposition 4 One has
Proof: This follows from the previous considerations
Three-dimensional torus
For diffusions on the d-dimensional torus explicit computations can be done. Those examples are very useful, since every periodic diffusion with periodic initial conditions can be related to a diffusion on a suitable torus.
Example 4: In this subsection we analyse the following three-dimensional periodic flow:
where φ 1 , φ 3 are periodic functions with period one. The corresponding vector field is given by b 1 (x) = 1, b 2 (x) = φ 2 (x 1 ) and b 3 (x) = φ 3 (x 1 ).
Further we assume that there exist two integers m For given 0 ≤ x 1 , x 2 , x 3 ≤ 1 we use the fact that every flow-line intersects the hyperplane {x ∈ R 3 ; x 1 = 0} in exactly one point to define the following coordinatechange y 1 (x 1 , x 2 ) := x 2 − 
This new coordinate system follows the characteristics of the flow. Let f be a periodic function satisfying b · ∇f = 0. We use the invariance f (x(t)) = f (x(0)) to find a functionf : [0, 1) 2 → R such that f (x 1 , x 2 , x 3 ) = f (0, y 1 , y 2 ) =f (y 1 , y 2 ).
We then have the following relations for the partial derivatives of f andf :
∂ x 2 f (x) = ∂ y 1f (y(x)) ∂ x 3 f (x) = ∂ y 2f (y(x)).
It then follows from our assumptions on φ 2 and φ 3 that y 1 (0, x 2 ) = y 1 (1, x 2 ) and y 2 (0, x 3 ) = y 2 (1, x 3 ) holds for all x 2 resp. We conclude, the following value is 2π 2 (1 + 2π 2 M 2 ), f (x 1 , x 2 , x 3 )dx 1 dx 2 dx 3 = 0.
That is, ρ µ = 2π 2 (1 + 2π 2 M 2 ) + 2π 2 k 2 , µ = 2kπ, k ∈ Z.
We conclude the limit of ρ(c)(c → ∞) is 2π 2 (1 + 2π 2 M 2 ).
