The secondary control of microgrids (MGs) normally relies on the communication network to exchange information. Communication delay is an inherent characteristic during the signal transmission process, which may deteriorate the system dynamic performance and even destabilize the system. This paper studies the impact of communication delay on the small-signal stability of MGs with distributed secondary frequency and voltage control, and further investigates the corresponding delay compensation method. First, a time-delayed small-signal dynamic model of MGs considering both distributed secondary frequency and voltage controllers is developed. Based on the model, a comprehensive delay-dependent stability analysis is performed to reveal how the amount of communication delay, the topologies of communication networks, and the values of control parameters affect the system stability. Subsequently, a delay compensator based on lead-lag compensation along with gain regulation block is designed to enhance the system stability against the communication delay. Finally, time-domain simulation and experimental results are presented to validate the effectiveness of the proposed methods.
the distributed control method obviates the need of the central control unit. Instead, it uses a peer-to-peer communication network by which each DG unit receives information from its neighbouring DG units to perform control actions [9] . Therefore, the distributed secondary control is preferred in this paper.
Either centralized or distributed secondary control needs the support from communication networks. Communication delay is an inevitable and inherent issue during the signal transmission process [10] . It has been shown that a large communication delay may deteriorate the system's dynamic performance, reduce the system stability margin and even result in an unstable system [11] [12] [13] [14] [15] [16] [17] [18] . Therefore, it is crucial to study the impact of communication delay on the system stability and investigate the corresponding delay compensation method for system stabilization [10] .
For the stability analysis of MGs with communication delay, the existing literature mainly focuses on the centralized secondary frequency control [11] , [12] or voltage control [13] . These work can (i) determine the delay margin below which the system is stable [11] [12] [13] , and (ii) identify the boundary of the stability region for a given time delay [12] . Regarding the distributed secondary control, the existing research is summarized as follows.
• Reference [19] investigates the impact of communication delay on the system dynamic performance, while it is based on the time-domain simulation rather than theoretical analysis.
• Reference [20] constructs a system small-signal dynamic model and calculates the eigenvalues under different amount of communication delays. However, it only considers the secondary frequency control while ignoring the secondary voltage control.
• In [14] , a time delay stability condition is formulated by the Lyapunov stability criteria considering both frequency and voltage control. In [21] and [22] , the time delay stability condition further considers the slow switching communication topologies and communication noises, respectively. References [23] , [24] consider the time delay in the controller design and prove the delay robustness of the controller by Lyapunov method. However, these works do not calculate eigenvalues and perform eigenvalue-based stability analysis. To the best of our knowledge, in terms of the MG distributed secondary frequency and voltage control, a timedelayed small-signal dynamic model and the corresponding detailed delay-dependent stability analysis have less been studied before.
For the delay compensation of the MG secondary control, the gain scheduling method [11] , smith predictor [25] and model predictive control (MPC) [25] are employed to stabilize the system against communication delays. However, they are designed for the centralized secondary frequency control. The delay compensation method for the distributed secondary control, which is more complex and challenging due to the neighbour communications and multi-variable control, has less been reported in the technical literature.
Motivated by the aforementioned limitations, this paper studies the communication-delay-related stability problem for the distributed secondary frequency and voltage control of islanded MGs, and presents integrated modeling, analyzing and compensating method. The major contributions of this paper are three-folds.
• Different from [11] , [13] , [20] which focus on the smallsignal dynamic modeling of MGs with time-delayed centralized secondary frequency controller [11] , centralized secondary voltage controller [13] and distributed secondary frequency controller [20] , this paper presents a unified time-delayed small-signal dynamic model of MGs considering both distributed secondary frequency and voltage controllers;
• Compared with [11] [12] [13] [14] , [19] [20] [21] [22] [23] [24] , this paper provides a comprehensive delay-dependent stability analysis for the distributed secondary frequency and voltage control of MGs based on the constructed small-signal dynamic model to (i) study the effect of communication delay on the damping and oscillation frequency of system's dominant oscillatory modes, (ii) identify the delay margin with respect to different communication network topologies and control parameters, and (iii) provide beneficial references for the control parameter tuning besides its primary consideration of system dynamic performance requirement;
• Unlike [11] , [25] which perform time delay compensation for the centralized secondary control, this paper presents a delay compensator for the distributed secondary control based on lead-lag compensation along with gain regulation block to enhance the system stability against communication delays. Theoretical analysis, time-domain simulation and experimental results are provided to validate the effectiveness of the proposed methods.
The remainder of this paper is organized as follows. Section II develops the small-signal dynamic model of MGs with time-delayed controllers. Section III performs the delaydependant stability analysis. Section IV presents the proposed delay compensation approach. Time-domain simulation and experimental results are provided in Section V and Section VI, respectively. Section VII concludes the paper.
II. SMALL-SIGNAL DYNAMIC MODEL OF MICROGRIDS WITH TIME-DELAYED CONTROLLERS
A small-signal dynamic model of MGs is constructed in this section, which includes the dynamics of (i) DG units with primary controller and time-delayed distributed secondary controller, and (ii) network and loads. Details of the modeling process and some parameter matrices are provided in the Appendix. Fig.1 shows the primary and distributed secondary control structure of DG i , which is connected to the rest of the MG through a LCL filter, local Load i and feeder line.
A. MODELING OF DG UNITS INCLUDING TIME-DELAYED CONTROLLERS

1) PRIMARY CONTROL
As shown in Fig.1 , the primary control is composed of the droop controller, voltage controller and current controller [26] . The voltage and current controller are used for making the DG unit output voltage v oi track its reference value v * oi . v oi , i oi and v bi can be expressed in the DG i local dq-frame as v odi + jv oqi , i odi + ji oqi and v bdi + jv bqi . The droop controller facilitates the power sharing among different DG units based on the droop characteristics, given by
where m i and n i are the active and reactive power droop coefficients, P i and Q i are the output active and reactive power components of DG i , ω i is the frequency of DG i , P * i is the rated active power, ω n and V n are the rated system frequency (2π×50rad/s) and voltage (1 p.u.), respectively.
2) DISTRIBUTED SECONDARY CONTROL
The secondary frequency and voltage control method for DG units is based on the distributed cooperative control strategy presented in [27] while taking into account of communication delay in this paper. Compared with other distributed secondary control methods [5] , [6] , [8] , [19] , the method in [27] can simultaneously realize (i) system frequency and critical bus voltage restoration and (ii) accurate active/reactive power sharing among DG units, and thus it is used in this paper. It should be noted that the communication-delay-related modeling, stability analysis and compensation methods in this paper can also be applied to other distributed secondary control methods, since the basic methodology remains the same.
Assume that there are N DG units in the MG. Each DG unit can communicate with its neighbours through a distributed communication network as shown in Fig.1 . From Fig.1 , for the secondary controller of DG i , it needs its own information (denoted as i ) and the information of its neighbours (denoted as j ) to calculate the correction terms i , λ i and h i . The set of neighbours of DG i is denoted as N i . According to the graph theory, the associated adjacency matrix for the distributed communication network is A = [a ij ] ∈ R N ×N , and a ij is the weight of edge between DG i and DG j [27] .
The distributed secondary frequency controller is to (i) restore the system frequency to the rated value ω ref , and (ii) maintain the accurate active power sharing among DG units achieved in the primary control. It is given by
where i is the secondary frequency control variable, which shifts the primary droop curve described by (1) . i is determined by˙
where τ d denotes the communication delay between DG i and its neighbour DG units, c ωi and c pi are positive control gains, and the pinning gain g i ≥ 0 is the weight of the edge by which DG i is connected to the reference. The dynamic process of (5) and (6) will result in (i) ω i of all the DG units converging to ω ref , and (ii) an accurate active power sharing among DG units, i.e., m 1 P 1 = m 2 P 2 = . . . = m N P N [27] . The distributed secondary voltage controller is to (i) restore the voltage of the point of common coupling (PCC), denoted as V PCC , to its rated reference value V PCCref , and (ii) achieve an accurate reactive power sharing among DG units based on their capacity ratios. Without loss of generality, it is assumed the PCC is the critical bus. The distributed secondary voltage controller is given by
where v * odi and v * oqi are the d-axis and q-axis components of DG i output voltage reference v * oi . Note that v * oqi is set to zero. λ i and h i are the secondary voltage control variables, which shift the primary droop curve described by (2) . Note that V n − n i Q i + λ i is denoted as V fi . λ i is determined bẏ
where c vi is a positive control gain, and k P and k I are the proportional and integral gains of the PI controller. The dynamic process of (8) will result in V fi of each DG unit converging to V fref in the steady state. From (9) , V fref is obtained from a PI controller such that V PCC can recover to its reference value V PCCref . h i is determined bẏ
where c Qi is a positive control gain. The dynamic process of (10) will impose an accurate reactive power sharing among DG units in the steady state, i.e., n 1 Q 1 = n 2 Q 2 = . . . = n N Q N [27] . In this paper, n i is set in inverse proportion to the reactive power capacity Q imax of DG units, i.e., n 1 : n 2 : . . . :
3) SMALL-SIGNAL DYNAMIC MODEL OF DG UNITS
For simpler representation, the sign ''(t)'' is omitted hereinafter for variable x(t). Without loss of generality, the reference frame of DG 1 is selected as the system global DQ-frame, i.e., ω g = ω 1 , where ω g is the frequency of the global DQ-frame. Denote δ i as the angle between the local dq-frame of DG i and the global DQ-frame. Then, we havė
This paper mainly focuses on the dynamics of the secondary controller and droop controller, and not on the fast dynamics of the inner voltage and current controller ( Fig.1 ). Therefore, we assume
The dynamic equations of the output current i oi arė
where L c is the filter inductance, Fig.1 . Then, the small-signal dynamic model of DG i can be obtained by linearizing (3)-(8), (10), (11) , (13) and rearranging the linearized results, i.e.,
where i oDQi is the deviation of i oi in the global DQ-frame, A DGi , B DGi , C DGi , F DGij , H DGi and E DGi are the parameter matrices. F DGij represents the correlations between DG i and DG j due to their communications. Details of the parameter matrices in (14) , (15) and other equations in Section II are provided in the Appendix. There are 8 state variables for DG i , given by
To formulate the expression of V fref (t−τ d ) in (14) , define ψ as the state variable for the integral component in (9) , i.e.,
where V PCC = V 2 PCCD + V 2 PCCQ , and V PCCD and V PCCQ are the D-axis and Q-axis components of V PCC . Then, linearizing (17) and (9) and adding delay τ d at both sides of (9) yield
where V PCCDQ = [ V PCCD , V PCCQ ] T , and A PCC is the parameter matrix. From (19) , V fref is described by V PCCDQ and ψ. Since ψ is a state variable, we mainly focus on the derivation for the expression of V PCCDQ in the following. Based on [26] , we have
where i oDQ represents i oDQi of all the DG units, i lineDQ , i loadDQ and v bDQ are the variables of all the lines, loads and bus voltages respectively. Details of (20) can be referred to [26] . Combining (15) of all the DG units yield
where (20) and (21), it can be expressed as
where W 1 , W 2 and W 3 are the corresponding parameter matrices.
Finally, the small-signal dynamic model of all the DG units can be formulated by substituting (19) and (22) into (14) and then combining the model of all the individual DG units, i.e.,
where G DG , B DG , F DG , J DG , J ψ , J line and J load are parameter matrices. F DG is composed of all F DGij .
B. MODELING OF NETWORK AND LOAD
The network model considers the dynamics of the series RL feeder lines, and the load model considers the dynamics of the constant impedance RL-type loads. Based on the modeling method in [26] , their dynamic models are described by (24) and (25), respectively.
C. COMPLETE SMALL-SIGNAL DYNAMIC MODEL OF MGS By (i) substituting (20) and (21) into (23), (24) and (25), and (ii) substituting (22) into (18), the complete time-delayed small-signal dynamic model of MG can be formulated as
Mathematically, model (26) belongs to the delay differential equations (DDE), and A MG and A MGd are the state matrices corresponding to the ordinary and delayed states, respectively. Remark 1: Although some references have constructed the small-signal dynamic model of MG, e.g., [5] , [26] , they do not consider communication delay in the model. Moreover, reference [26] does not consider the secondary controller. Reference [5] assumes purely inductive networks to obtain a simplified model. However, for practical microgrids, the line resistance is not negligible and must be considered in the system model [1] , [28] . Although reference [20] provides a time-delayed small-signal dynamic model of MG with distributed secondary frequency controller, it does not consider the secondary voltage controller. In addition, the distributed secondary frequency controller in [20] is a simplified controller which does not consider the consensus regulation of frequency and the case of unequal capacities among DG units. Compared with the existing literature, this paper constructs a unified time-delayed small-signal dynamic model of MGs with both distributed secondary frequency and voltage controllers considering lossy-line networks.
III. DELAY-DEPENDENT STABILITY ANALYSIS A. EIGENVALUE CALCULATION FOR TIME-DELAYED SYSTEM
The stability analysis of the time-delayed system (26) can be performed based on the calculation of its eigenvalues, which are determined by the roots of the characteristic equation (27), i.e.,
In (27), I 0 is the identity matrix with an equal dimension of A MG . Since (27) is transcendental, it has infinite roots. Therefore, only an approximate solution of (27) can be obtained by computing a reduced set of its roots [29] .
In this paper, a finite-element based method is used to approximate the roots of (27) by solving the eigenvalues of the following matrix [29] 
where
is the chebyshev's differentiation matrix with order M . The value of M affects the accuracy and computation complexity of the approximation. Details of D M can be found in [29] . Then, the eigenvalues of are approximate ones of (27) . Compared with Lyapunov-based methods [14] , [21] , [22] , the finite element method can obtain the system eigenvalues to perform the eigenvalue-based stability analysis.
B. STABILITY ANALYSIS RESULTS
Based on a 4-DG/9-bus MG test system and its corresponding parameters presented in Section V, the impact of communication delay on the system small-signal stability is analyzed in this subsection. To better describe the impact of τ d on system stability, we define the concept of delay margin τ lim as the maximum communication delay that the system can sustain without losing stability, i.e., the system is stable with τ d < τ lim and unstable with τ d > τ lim . Table 1 shows the values and dampings of dominant oscillatory mode under different communication delays. Fig.2 and Table 1 indicate that (i) the dominant oscillatory mode will move to the unstable region with the increase of τ d , (ii) the delay margin in this case is 91ms, (iii) the system is already with relatively low damping (ζ < 0.15) which may result in remarkable oscillations when τ d = 46ms, (iv) the oscillation frequency decreases significantly when τ d increases, from 17.02rad/s (blue square) to 4.98rad/s (purple triangle), and (v) the dominant oscillatory mode does not change much after τ d > τ lim .
2) IMPACT OF COMMUNICATION NETWORK TOPOLOGY ON DELAY MARGIN
During the operation of MGs, the communication network topology could change in the case of communication link failures or switching topologies [14] . Therefore, it is beneficial to analyze the impact of communication network topology on the system delay-dependent stability. Table 2 shows the delay margins with respect to different communication network topologies described in Fig.3 . The basic topology corresponds to the one in Fig.8 (b) of Section V. In Table 2 , the graph density is defined as the division between the actual number and the maximum possible number of communication links [30] . For the 4-DG MG system, the maximum possible number of communication links is 4 × 3 = 12. Table 2 indicates that the delay margin will increase with the increase of graph density. In particular, for Topology 1 with a very low graph density, the delay margin is only 25ms. For Topology 3 with an ''all-to-all'' communication network, the delay margin can increase to 370ms. However, a higher graph density may lead to a more complex network and higher implementation cost.
3) IMPACT OF CONTROL PARAMETERS ON DELAY MARGIN
For the basic communication topology, Fig.4 shows the variations of delay margins with respect to different values of distributed secondary control parameters c ωi , c pi , c vi and c Qi . A zero delay margin means that the system is already unstable even without communication delay. • Fig.4(a) indicates that the delay margin increases sharply when c ωi increases from 100 to 300, and then remains almost unchanged with c ωi changing from 300 to 1000.
• Fig.4 (b) indicates that the delay margin maintains at about 91ms when c pi is smaller than 550. Then, a small increment of c pi from 550 to 600 leads to a significant decrement of the delay margin. The delay margin gradually decreases after c pi further increases to 1000.
• Fig.4(c) indicates that when c vi varies from 10 to 700, the delay margin increases fast at first and then the increasing rate gradually becomes slow.
• Fig.4(d) indicates that the relationship between the delay margin and c Qi is relatively complex. When c Qi increases from 10 to 20, the delay margin decreases dramatically. However, with c Qi further increasing from 20 to 75, the delay margin increases at first and then decreases. Although the delay margin is relatively large at a small value of c Qi , say 10, yet according to the basic control theory, a small control parameter may result in a slow dynamic response. Fig.5(a) shows changes in the delay margin when the secondary frequency control parameters c ωi and c pi both vary from 100 to 1000. Fig.5(a) indicates that c ωi and c pi have an opposite effect on the delay margin, and a relatively large delay margin can be obtained with a larger c ωi and Fig.4 (c) for a given c Qi and also similar to Fig.4(d) for a given c vi . From Fig.5(b) , a relatively large delay margin can be obtained with a small c Qi . However, similar to the illustration for Fig.4(d) , a small control parameter may result in a slow dynamic response.
Remark 2: From the above analysis, the delay margin is significantly affected by multiple control parameters from both distributed secondary frequency controller and voltage controller. A well tuned set of control parameters can increase the delay margin. In the existing literature, the control parameter tuning for the distributed secondary control of MGs usually does not consider the impact of communication delay. The above results show that when considering communication delays, the delay margin can serve as an ancillary performance index to tune the control parameters. However, a large delay margin may result in a degraded system dynamic performance (see the analysis for Fig.4(d) ). Therefore, the system dynamic performance still should be the dominant consideration when selecting the control parameters. In sum, it is recommended that the control parameters should be carefully chosen to ensure a desirable dynamic performance first and then enlarge the delay margin as much as possible.
Remark 3: Compared with the existing literature, this paper performs a comprehensive delay-dependent stability analysis for distributed secondary frequency as well as voltage control of MGs, including the impact of communication delay on the dominant oscillatory mode, and the impact of communication topologies and control parameters on the delay margin.
Remark 4: The analysis results in this paper show that for MGs with the distributed secondary control, the increase of communication delay will cause system instability. However, references [31] , [32] show that in the general control area, the time delay may have a stabilizing effect for some cases. The analysis for this time delay stabilizing effect will be performed in our future work which focuses on MGs with other types of control methods.
IV. TIME-DELAY COMPENSATION METHOD BASED ON LEAD-LAG COMPENSATOR
The stability analysis results in Section III show that a proper selection of control parameters can enlarge the delay margin. However, the system will still become unstable with the increase of τ d . Therefore, there is a strong need to investigate a delay compensation method to stabilize the system against communication delays. However, most research focuses on the delay compensation for centralized secondary frequency control of MGs [11] , [25] . The delay compensation for distributed secondary control of MGs has been less studied before. To fill this gap, this section presents a time delay compensator based on the lead-lag compensation and gain regulation blocks to enhance the stability of MGs with time-delayed distributed secondary controllers. This kind of compensation method has been applied to the bulk power system to compensate the impact of communication delay on the wide area damping controller [33] .
From the perspective of frequency domain analysis, time delay can cause phase lag for the system. Too much phase lag may result in a negative phase margin and thus the system will be unstable. For an oscillation mode with frequency ω k , the phase lag ϕ k caused by delay τ d is given by
For example, if the oscillation frequency ω k is 8rad/s and the delay τ d is 50ms, then the phase lag ϕ k is 0.4rad (22.9 • ). Therefore, an intuitive solution to deal with the influence of communication delay is introducing a delay compensator which can provide phase lead to compensate the phase lag caused by time delay. The delay compensator employed in this paper consists of two parts, i.e., gain regulation block and lead-lag compensation block, given by
where K c is the compensation gain, T c1 and T c2 are the time constants of the lead-lag block with T c1 > T c2 . A 2nd order lead-lag block is chosen to provide more phase lead compared with a 1st order one. Fig.6 shows the bode diagram of the 2nd lead-lag block
For the phase plot of the bode diagram, the maximum phase lead ϕ m and its corresponding frequency ω m are
The expression of ϕ m and ω m can help the parameter selection of T c1 and T c2 . For the magnitude plot of the bode diagram, it can be seen that an amplified gain is imposed by the lead-lag block with the maximum magnitude being M m = 40lg(T c1 /T c2 ). Therefore, the selection of K c in (31) should take this gain amplification effect into consideration. Besides, it should be noted that K c has the potential to be adjusted for obtaining a similar benefit of gain scheduling [11] in the existing time delay compensation methods. Remark 5: The gain scheduler of the gain scheduling compensation method in [11] is equivalent to H c (s) = K c . A comparison between H c (s) = K c and (31) indicates that the delay compensator in this paper additionally introduces the lead-lag block to provide phase lead. Moreover, it is intuitive that (31) can be reduced to the gain scheduler H c (s) = K c after removing the lead-lag block.
More guidelines for choosing K c , T c1 and T c2 can be found in [33] . Based on these guidelines, the parameters can be carefully selected to obtain a desirable compensation effect.
Take the reactive power controller (10) as an example to illustrate the implementation diagram of our compensation method, as shown in Fig.7 . e −sτ d is the transfer function of the communication delay, and j∈N i y ij is the sum of y ij of all In sum, generally, the advantages of our delay compensation method over existing methods [11] , [25] are that (i) its structure and implementation method are easy for practical application, (ii) its physical meaning of providing phase lead to compensate the phase lag caused by time delay is intuitive, and (iii) it can be flexibly applied to complicated control systems.
V. TIME-DOMAIN SIMULATION RESULTS
Time-domain simulation studies in the PSCAD/EMTDC platform are carried out in this section to validate the effectiveness of the stability analysis results and delay compensation method.
A. STUDY SYSTEM Fig.8(a) presents the physical topology of the studied 4-DG/9-bus MG, which is a 0.38kV and 50Hz test system. L c is the filter inductance (0.1mH). Each load is represented by a series RL branch. The MG is operated in the islanded mode, i.e., the circuit breaker (CB) is open. The distributed communication network and its corresponding adjacency matrix A = [a ij ] are shown in Fig.8(b) . Table 3 , 4 and 5 provide the system electrical parameters, primary and secondary control parameters, respectively. The secondary control parameters are selected based on the general guidelines presented in Section III.B.
B. PERFORMANCE EVALUATION OF SECONDARY CONTROL WITHOUT COMMUNICATION DELAY
First, the effectiveness of the distributed secondary control is verified in the absence of communication delay. The system is originally engaged with the primary control. At t = 1.5s, the distributed secondary control is activated. Fig.9 shows the corresponding simulation results. In light of the control objectives described in Section II, Fig.9 indicates that after t = 1.5s the distributed secondary control can (i) restore the system frequency and PCC voltage to their rated values 50Hz and 1p.u. (see Fig.9 (a) and (c)), and (ii) realize an accurate active and reactive power sharing among DG units according to the ratios of their droop coefficients shown in Table 4 (see Fig.9 (b) and (d)).
C. SIMULATION VALIDATION OF STABILITY ANALYSIS RESULTS
The effectiveness and accuracy of the stability analysis results in Section III are evaluated here. The system is operated under the distributed secondary control. Fig.10 shows the response of PCC voltage subject to different amount of communication delays, when a load disturbance happens at t = 4.2s. For the case without communication delay (τ d = 0ms, blue dotted line), the PCC voltage will recover to the original state in a short time after disturbance. When the communication delay is 84ms (red solid line), the response of PCC voltage exhibits a remarkable but decaying oscillation. However, when τ d further increases to 95ms (purple dashed line), the system becomes unstable indicated by the growing oscillations. Based on the simulation results, it can be deduced that the delay margin is within the range [84ms, 95ms], which closely coincides with the theoretical value 91ms obtained from eigenvalue analysis (see Fig.2 ).
Moreover, regarding the oscillation frequency, we have the following two observations from Fig.10 .
• The oscillation frequency for the case of τ d = 84ms is about 7.07rad/s, which is also very close to the theoretical value 7.35rad/s from eigenvalue analysis.
• The oscillation frequency of the purple line (τ d = 95ms) is lower than that of the red line (τ d = 84ms), which is consistent with the eigenvalue analysis results of Fig.2 . In sum, the above results can confirm the validity and accuracy of the delay-dependent stability analysis.
D. SIMULATION VALIDATION OF DELAY COMPENSATION METHOD
The compensation parameters in (31) are K c = 0.64, T c1 = 0.0015 and T c2 = 0.0003. The system is operated under the distributed secondary control. 
1) STUDY 1: UNIFORM COMMUNICATION DELAY
In Study 1, the communication delay is 65ms for all communication links. A load disturbance occurs at t = 4.2s. Fig.11(a) , (b) and (c) show the responses of PCC voltage, DG1 output reactive power and system frequency, respectively. It can be seen from Fig.11 that for the case without compensation (blue dotted line), the system behavior presents noticeable oscillations, while the responses are much damped for the case with compensation method in this paper (red solid line). The results of Fig.11 validate that the proposed delay compensation method can effectively compensate the adverse effect of communication delay on the system stability.
The results obtained based on the gain scheduling compensation method in [11] is also shown in Fig.11 (green dashed line) as a comparison. After removing the lead-lag block in (31) , the compensation method in this paper can be reduced to the gain scheduling method with only compensation gain K c reserved. K c is carefully tuned to be 0.82 for the gain scheduling method. Fig.11 indicates that the gain scheduling method can also enhance the system stability against communication delay, whereas its performance is not as superior as the compensation method in this paper. This is because the compensation method in this paper additionally introduces the lead-lag block to further compensate the communication delay. It is worth mentioning that even for the gain scheduling compensation method, to the best of our knowledge, it has not been used in the distributed secondary control of microgrids before. 
2) STUDY 2: NONUNIFORM COMMUNICATION DELAY
In Study 2, the communication delays are 55ms, 60ms, 45ms and 50ms for communication links (i) from DG4 to DG1, (ii) from DG1 to DG2, (iii) from DG2 to DG3, and (iv) from DG3 to DG4, respectively. A load disturbance happens at t = 4.2s. Fig.12(a) and (b) show the responses of PCC voltage and DG2 output reactive power, where the blue dotted line and red solid line correspond to the case without delay compensation and with delay compensation method in this paper. Fig.12 indicates that although the compensation method in this paper is designed based on uniform communication delay, it still can improve the system stability in this study, which validates its robustness under nonuniform communication delay.
3) STUDY 3: COMMUNICATION LINK FAILURE RESILIENCY
In Study 3, the communication delay is 15ms for all communication links. The communication link from DG4 to DG1 fails at t = 4.5s, resulting in a new communication topology as shown in Topology 1 of Fig.3(b) . Subsequently, a load disturbance occurs at t = 5s. Note that after the communication link failure, the steady-state control objectives described in Section II can still be achieved since the remaining communication network still contains a spanning tree [27] . Fig.13(a) and (b) compare the responses of PCC voltage and DG4 output reactive power without compensation and with compensation method in this paper. Fig.13 indicates that the proposed method can still achieve desirable compensation effect, which validates its robustness under communication link failures.
4) STUDY 4: COMMUNICATION LINKS WITH NOISE DISTURBANCE
In Study 4, the communication delay is 65ms for all communication links. A load disturbance happens at t = 4.2s. The noise disturbances on the communication links are considered in this study, which are added to the signals from neighbour communications. The noise disturbances are modeled as the multiplication of the noise intensity and standard white noise [22] . Fig.14 compares the responses of PCC voltage and DG1 output reactive power with and without delay compensation. Fig.14 indicates that under a noise disturbance environment, a desirable delay compensation effect can still be achieved, which validates the robustness of the proposed method against noise disturbances.
VI. EXPERIMENTAL RESULTS
Experimental results are provided in this section to validate the practical application feasibility of the proposed methods.
A. EXPERIMENTAL SETUP An experimental MG system setup in the laboratory is shown in Fig.15 , which includes a real-time dSPACE DS1006 platform, four Danfoss inverters, RL branch lines, resistive and inductive loads, switches, and the control desk. The control strategy and communication network are firstly modeled in the Matlab/Simulink. Subsequently, the Simulink model is compiled and then downloaded into the dSPACE DS1006 platform for a real-time execution of control strategies. The dSPACE generates PWM signals to switch the inverters with a switching frequency of 10kHz. Fig.16 shows the physical configuration of the experimental MG system consisting of four DG units, six lines and three loads. The system rated frequency is 50Hz and rated line-to-line RMS voltage is 215V. The distributed communication network among DG units is the same with that presented in Fig.8(b) . Table 6 and 7 provide the electrical and primary control parameters for the experimental MG system, respectively. The corresponding secondary control parameters are c ωi = 400, c pi = 400, c vi = 300, c Qi = 10, k P = 1.2 and k I = 42.
B. EXPERIMENTAL VALIDATION OF DELAY COMPENSATION METHOD
For the experiments, the compensation parameters in (31) are K c = 0.49, T c1 = 9.5 × 10 −4 and T c2 = 1.8 × 10 −4 . The microgrid is operated under the distributed secondary control with the communication delay of τ d = 30ms.
The communication delay is introduced in the Simulink model by a Simulink component z −M . Denote the sampling time as t s . Then, we have τ d = Mt s . In our experiment, t s is 0.1ms, therefore, M is set to be 300 (300 × 0.1ms = 30ms).
For the case without delay compensation, Fig.17 shows the responses of PCC voltage and DG units output active powers, when a disturbance of PCC voltage reference occurs at t = 9.75s. The results of Fig.17 indicate an undesirable oscillating behavior after disturbance. In contrast, Fig.18 shows the corresponding responses for the case with delay compensation method in this paper, when the same disturbance happens at t = 21.4s. A comparison between Fig.17 and Fig.18 verifies the stabilization effect of the proposed method against communication delays.
VII. CONCLUSION
This paper focuses on the small-signal dynamic modeling, stability analysis and compensation method for the distributed secondary frequency and voltage control of MGs considering communication delays. 1) A time-delayed linearized model of MGs is developed considering the dynamics of both frequency and voltage controllers. 2) A delay-dependent small-signal stability analysis reveals that (i) increasing communication delays may cause system instability, (ii) communication network topologies and control parameter values highly affect the delay margin, and (iii) the control parameter tuning can take into account the delay-dependent stability as an ancillary performance index. 3) A delay compensator is introduced to compensate the adverse effect of communication delays on the system stability with its advantages of intuitive physical meaning, simple structure, and easy implementation. The performance of the proposed methods is evaluated and verified by time-domain simulation and experimental results.
APPENDIX. DETAILED SMALL-SIGNAL DYNAMIC MODELING PROCESS OF SECTION II
For simpler representation, the sign ''(t)'' is omitted for variable x(t) in the Appendix. Assume that there are N DG units, m nodes, n lines and p loads in the MG.
Linearizing (3) yields
Linearizing (4), (5), (6) and substituting (34) into the linearized results yield
From (7a), we have
Linearizing (8) and (36) and rearranging the linearized results yield
Linearizing (10) yields
The instantaneous DG unit output active powerp i and reactive powerq i can be expressed as
p i andq i are passed through low-pass filters to obtain the average active power P i and reactive power Q i , given by
where ω c is the cut-off frequency. Linearizing (11), (39), (40) and substituting (34) into the linearized results yield
Linearizing (13) yields
In light of (12), linearizing (7) yields
To connect an individual DG unit model to the whole system model, the relationship between variables in the local reference frame ( i odqi , v bdqi ) and those in the global DQ-frame ( i oDQi , v bDQi ) should be constructed, given by
where δ 0i is the angle value between the reference frame of DG i and the global DQ-frame at the equilibrium point for linearization. Then, the small-signal dynamic model of DG i (14)-(15) can be obtained by (i) substituting (43) into (41), (ii) substituting (34),(43),(45) into (42), and (iii) combining the substituted results and (35),(37),(38). Details of the parameter marices in (14)-(15) are given by (47) , as shown at the bottom of the next page. In addition, from (34), we have
The detail of A PCC in (18) and (19) is
, where V PCCD0 , V PCCQ0 and V PCC0 are the D-axis component, Q-axis component and magnitude of V PCC at the equilibrium point. Since V PCCDQ is part of v bDQ , based on (20) , it can be expressed as (21) is given by
By substituting (21) into (50), we can obtain the expressions of W 1 , W 2 and W 3 in (22), given by
Then, the small-signal dynamic model of all the DG units (23) can be formulated by substituting (19) , (22) and (48) into (14) and then combining the model of all the individual DG units. Details of the parameter matrices in (23) are given by (53), as shown at the bottom of the previous page.
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