Abstract. Block graphs are graphs in which every block (biconnected component) is a clique. A graph G = (V, E) is said to be an (unpartitioned) probe block graph if there exists an independent set N ⊆ V and some set E ⊆ N 2 such that the graph G = (V, E ∪ E ) is a block graph; if an independent set N is given, G is called a partitioned block graph. In this note we give good characterizations for probe block graphs, in both unpartitioned and partitioned cases. As a result, partitioned and unpartitioned probe block graphs can be recognized in linear time.
Introduction
Given a graph class C, a graph G = (V, E) is called a probe C graph if there exists an independent set N ⊆ V (of non-probes) and a set E ⊆ N 2 such that the graph G = (V, E ∪ E ) is in the class C, where N 2 stands for the set of all 2-element subsets of N. A graph G = (V, E) with a given independent set N ⊆ V is said to be a partitioned probe C graph if there exists a set E ⊆ N 2 such that the graph G = (V, E ∪ E ) is in the class C. Recognizing partitioned probe C graphs is a special case of the C-graph sandwich problem (cf. [7] ).
Probe graphs have been investigated for various graph classes; see [3] for more information. The case C is the class of block graphs has been addressed in [4] , where the authors provided an O(n 3 ) time recognition algorithm for unpartitioned probe block graphs and an O(n 2 ) time recognition algorithm for partitioned probe block graphs; n is the number of vertices of the input graph. They also noted that they have not found a characterization of probe block graphs by forbidden induced subgraphs.
In this note we characterize partitioned and unpartitioned probe block graphs. Our characterizations are good in the sense that they imply linear-time recognition algorithms for probe block graphs, both in partitioned and unpartitioned cases. The main results of this note consist of -characterizations of partitioned and unpartitioned probe block graphs by forbidden induced subgraphs, -a characterization of partitioned probe graphs by a certain"enhanced" graph, saying that G is a partitioned probe block graph if and only if the enhanced graph G * is a block graph.
While the first result settles a question on characterizing probe block graphs in [4] , the second one is analogous to some interesting results in the literature: [10] shows that a certain enhanced graph of an interval partitioned probe graph must be chordal. [5] shows that a bipartite graph without induced cycles of length > 6 is partitioned probe chordal-bipartite if a certain enhanced graph is chordal bipartite; [8] (see also [5] ) shows that a graph without chordless cycles of length at least five is partitioned probe chordal if and only if a certain enhanced graph is chordal. [1] shows that a graph is a partitioned probe threshold (trivially perfect) graph if and only if a certain enhanced graph is a threshold (trivially perfect) graph, and [9] shows that a graph is a partitioned probe chain graph if and only if a certain enhanced graph is a chain graph; see [2, 6] for graph classes not defined here.
Some Notion
A (connected or not) graph is a block graph if each of its maximal 2-connected components, i.e., its blocks, is a clique. A chordal graph is one in which every cycle of length at least 4 has a chord. A diamond is the complete graph on four vertices minus an edge. It is well-known that block graphs are exactly the chordal graphs without induced diamond. A split graph is one whose vertex set can be partitioned into a clique and an independent set. It is well-known that split graphs are exactly the chordal graphs without induced 2K 2 (the 1-regular graph with four vertices). A complete split graph is a split graph G = (V, E) admitting a partition V = Q ∪ S into clique Q and independent set S such that every vertex in Q is adjacent to every vertex in S. Such a partition is also called a complete split partition of a split graph. Note that if the complete split graph G = (V, E) is not a clique, then G has exactly one complete split partition
Partitioned Probe Block Graphs
Let G = (V, E) be a graph with a given independent set N ⊆ V . Suppose there exists a set E ⊆ N 2 such that the graph G = (V, E ∪ E ) is a block graph, that is, G is a partitioned probe block graph with respect to the given independent set N. Then, clearly, any induced diamond in G must have exactly two vertices x, y in N and {x, y} must belong to E .
In what follows, given a graph G = (V, E) together with an independent set N ⊆ V , the enhanced graph G * = (V, E * ) is obtained from G by adding all edges between two vertices in N that are two vertices of an induced diamond in G.
Partitioned probe block graphs can be characterized as follows; see Fig. 1 for the graphs D 1 , D 2 and D 3 . Theorem 1. Let G = (V, E) be a graph with a partition V = P ∪ N, where N is an independent set. Then the following statements are equivalent. Consider now a block B of G. We have
Otherwise, as B−v is connected, there is a (chordless) path W in B−v connecting two non-adjacent vertices in N (v) ∩ B. Since G is chordal, v must be adjacent to all vertices on W . In particular, W ⊆ B ∩ P. Hence G has an induced D 3 , a contradiction, and (2) follows. Moreover,
This is because of (2), if B ∩ P were disconnected, then B was also disconnected, and if w was a cutvertex of B ∩ P, then w was also a cutvertex of B. That is, 
Unpartitioned Probe Block Graphs
Probe block graphs can be characterized as follows; see Fig. 2 for the graphs F 1 , F 2 , F 3 and F 4 . 
Theorem 3. G is a probe block graph if and only if
We have shown that B is (K 2 ∪ K 1 )-free (K 2 ∪ K 1 is the graph with three vertices and one edge). In particular, B is a split graph. Let B = Q ∪ S be a partition into a maximal clique Q and an independent set S. As B is 2-connected, |N (v)∩B| ≥ 2 for all v ∈ S, and as B has no induced K 2 ∪K 1 and Q is maximal, every vertex v ∈ S is non-adjacent to exactly one vertex in Q. It follows that all vertices v ∈ S are non-adjacent to the same vertex in Q, say w (otherwise, G would have an 
Suppose, by contradiction, N contains two adjacent vertices x and y. (4) and (5), G with the partition V = P ∪ N satisfies Theorem 1 (iii), hence G is a probe block graph.
Theorem 3 implies that probe block graphs can be recognized in polynomial time. Indeed, a brute-force algorithm that first tests if a graph G is chordal in linear time, then runs in time O(n 8 ) to check if G contains an F i , 1 ≤ i ≤ 4, and finally to decide if G is a probe block graph. We can improve this complexity significantly by following the steps of the proof of the theorem: 
