Dixit and Jabbari Nooghabi (2010) had derived the MLE and UMVUE of the probability density function (pdf) and cumulative distributive function (cdf). Further, it had been shown that MLE is more efficient than UMVUE. He, Zhou and Zhang (2014) have also derived the same and made a remark that the work of Dixit and Jabbari Nooghabi (2010) is not correct. We have made a comments with detail algebra that our results are correct. Further, we have also given the R code.
Introduction
The Pareto distribution has been used in connection with studies of income, property values, insurance risk, migration, size of cities and firms, word frequencies, business mortality, service time in queuing systems, etc. The objective of this paper is to discuss efficient estimation of pdf and CDF of Pareto distribution which has been one of the most distinguished candidates for the honor of explaining the distribution of incomes, assets, etc. We assume that random variable X has Pareto distribution with parameter α and k (known) and its probability density function (pdf) is as, f X (x) = αk α x α+1 , 0 < k ≤ x, α > 0 and distribution function
In economics, where this distribution is used as an income distribution, k is some minimum income with a known value. derived the uniformly minimum variance unbiased estimator (UMVUE) of the probability density function (pdf), the distribution function (cdf) and the r th moment. In this paper, we will give the detail algebra of Dixit and Jabbari Nooghabi's (2010) paper. Also, We have made a comments that our results are correct. Further, we have also given the R code. Dixit and Jabbari Nooghabi (2010) had derived the MLE and UMVUE of the probability density function (pdf) and cumulative distributive function (cdf). Further, it had been shown that MLE is more efficient than UMVUE. He, Zhou and Zhang (2014) have also derived the same and made a remark that the work of Dixit and Jabbari Nooghabi (2010) is not correct. We like to make some comments as follows. 1. We have verified our results and they are correct. We have given the detail algebra and R program. See the attachment. 
Main Result
In this section, we give the detail algebra of the paper Dixit and Jabbari Nooghabi (2010).
The details of finding result of the second chapter of that paper are as follows.
where I is the indicator function defined as
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respectively. Also,
Proof of the Theorem 3.: (A) It is obvious that E(f (x)) = f (x). So, we should find
where,
The above integral is the incomplete Gamma function, therefore
We know that the Gamma function is defined on the positive value. So
We know that ∞ k n h * (t)dt = 1. For second part let z = ln(t) − ln(x) − (n − 1) ln(k) and to solve the third integral put z = ln(t) − n ln(k). Then
The last integral is the incomplete Gamma function, then
The Gamma function is defined over positive value, So
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The rth estimate off (x) andF (x)
To find the the rth estimate off (x), we have
Also, the rth estimate ofF (x) can be found by calculating the following integral.
10

The rth estimate off (x) andF (x)
The rth estimate off (x) is easily obtained as follows.
Also, the rth estimate ofF (x) is similarly obtained as follows.
R code
The R code to compare the bias and MSE of the estimators is as follows.
sim=function(t,n,k,alpha,r) { sfh<-0 sFh<-0 sft<-0 sFt<-0 for(l in 1:t){ x<-array(, c(1,n)) for (i in 1:n) { u<-runif(1,0,1)
sfh<-sfh+MSEfhx sft<-sft+MSEftildx sFh<-sFh+MSEFhx sFt<-sFt+MSEFtildx } mMSEfhx<-sfh/t mMSEftildx<-sft/t mMSEFhx<-sFh/t mMSEFtildx<-sFt/t return(c(mMSEfhx,mMSEftildx,mMSEFhx,mMSEFtildx)) } sim(10,5,1,5,1) sim1=function(t,k,alpha,r){ i<-seq(3,35,1) for (j in i){ sim(t,j,k,alpha,r)}} sim1(10,1,5,1)
Tables
In order to get the idea of efficiency between the two type of estimation i.e MLE and UMVUE. We have generated a sample of size 4(1)15(5)100 from the Pareto distribution with α=0.5(0.5)2 and k=0.5(0.5)2. We have given Tables based on one thousand independent replication of each experiments. Table 1 . shows the bias and MSE of the estimators of the pdf and bias and MSE of the estimators of cdf are shown in Tables 2. The value in the bracket is for the MSE in each tables. From the Tables, it has been seen that MLE of pdf and cdf are more efficient than UMVUEs. One should note that UMVUE of α is better than MLE of α. Table 1 . MSE off (x) andf (x) for different values of α and k respect to n n α = 0.5 The figures in the bracket refers to the MSE of MLE of f (x) (f (x)) and without bracket refers to the MSE of UMVUE of f (x) (f (x))
14 Table 2 . MSE ofF (x) andF (x) for different values of α and k respect to n n α = 0.5 The figures in the bracket refers to the MSE of MLE of F (x) (F (x)) and without bracket refers to the MSE of UMVUE of F (x) (F (x))
Introduction
The Pareto distribution has been used in connection with studies of income, property values, insurance risk, migration, size of cities and firms, word frequencies, business mortality, service time in queuing systems, etc.
The objective of this paper is to discuss efficient estimation of probability density function (pdf) and cumulative distribution function (CDF) of Pareto distribution which has been one of the most distinguished candidates for the honor of explaining the distribution of incomes, assets, etc.
We assume that random variable X has Pareto distribution with parameters α and k (known) and its pdf is as
and CDF is In economics, where this distribution is used as an income distribution, k is some minimum income with a known value. Asrabadi [1] derived the uniformly minimum variance unbiased estimator (UMVUE) of pdf, CDF and the rth moment.
In general, we expect that the UMVU estimators are better than MLEs. In Pareto distribution, we
show that UMVU estimators of parameter α is more efficient than the MLE, but for pdf and CDF, ML estimators are biased and more efficient than the UMVUEs.
Maximum likelihood estimator
Let X 1 , X 2 , . . . , X n be a random sample of size n from the Pareto distribution. According to ML method we obtain the MLE of α and it is given asα whereα = n( n i=1 ln(
Therefore, by using the property of MLE we can obtain the estimator of pdf and CDF with replacement ofα instead of α in the pdf and CDF, respectively. Theñ
We know that pdf of S = n i=1 ln(
and by using some elementary algebra, we can find the distribution of w =α as
Note. It is clear that the MLE of α is biased and MSE(α) =
(B)F (x) is a biased estimator of F (x) and
Proof. In cases of (A), we can easily find the expectation of f (x) with substituting this formula:
. Also, the GAMMA function defines for variable grater than zero, then j must be less than (n − 1) and the proof is complete. In the case (B), the proof is similar as in the case (A).
Theorem 2.
(A)
Proof. In cases (A) and (B) we should find E(f (x)) 2 and E(F (x)) 2 as the previous Theorem, respectively. So by using some elementary algebra the proof is complete.
MSE of UMVU estimator
Asrabadi [1] derived the UMVUE of α, f (x) and F(x). Here UMVUE of α, f (x) and F (x) are denoted byα,f (x) andF (x), respectively. Sô
andF
where k ≤ x ≤ tk 1−n , and t = n i=1 x i is the observed value of T . Theorem 3.
where
Proof. In cases (A) and (B), we can obtain E(f (x))
2 and E(F (x))
2 by using pdf of T that is given in [1] . In the process to calculate the integral we should note that
Hence, the proof is complete.
Note. One should note that MSE(α) = 
Comparison of MLE and UMVUE
It is obvious that the UMVU estimator of α is more efficient than the MLE for any value of n. Now in order to get the idea of efficiency between MLE and UMVUE of pdf and CDF, we have generated a sample of size 4(1)15(5)100 from the Pareto distribution with α = 0.5(0.5)2 and k = 0.5(0.5)2. We have given graphs based on one thousand independent replications of each experiments (Fig. 1) . From the graphs, it has been seen that MLE of pdf and CDF are more efficient than UMVUEs.
Introduction
We consider a random variable X has the Pareto distribution (PD) with PDF
and RF
where α is a shape parameter (α > 0), and k is a scale parameter (known, and x > k > 0). In economics, k usually represents some minimum income with a known value, see [1] . PD was applied by Pareto [7] to model the allocation of wealth among individuals and the distribution of incomes. It has been widely used in economics, insurance (general liability, commercial auto [9] ), geography (sizes of human settlements [8] ), physical sciences (sizes of sand particles or meteorites [8] , clusters of Bose-Einstein condensate near absolute zero [5] ), chemical sciences (distributions of electrolytic powder production [4] ). Asrabadi [1] established the UMVUEs for the PDF and cumulative distribution function (CDF) of PD. Based on the work of Asrabadi [1] , Dixit and Jabbari Nooghabi [2] tried to study the mean square errors (MSEs) of the MLEs and UMVUEs for the PDF and CDF of PD and their results seem to show that the MLEs are more efficient than the UMVUEs of PDF and CDF. Unfortunately, their work are seriously flawed. Most of their main claims in [2] are wrong, and their conclusion, the MLEs are more efficient than the UMVUEs of PDF and CDF, is unreasonable.
We present our main results in Section 2. Most of the results in Section 2.1 are corrected versions of the wrong results of [2] . We also notice that the exact expressions of the MSEs of estimators of PDF and RF may not be useful in case of large scale samples and large scale numerical computations. For this reason we have derived the asymptotic expressions of the r-th raw moments and MSEs in Section 2.2. Two numerical examples are provided in Section 2.3 to show how to compute the efficient estimations of PDF and RF. In Section 2.4 we expose the fatal errors in [2] .
Main results
As a notational convenience, let
through the rest of this paper. It is known that the UMVUEs of f (x) and G(x) are given by [1] f
z(x i ) and s follow the Gamma distribution Ga(n, α). Note that the UMVUE of α isα = (n − 1)/s.
The MLEs of f (x) and G(x) can be computed easily, they arẽ
is the MLE of α. Note that the PDF of s is given by h(s) = α n s n−1 Γ (n) exp(−αs).
The r-th raw moments of estimations
Theorem 1. For n > r > 0, the r-th raw moments off (x) andG(x) are given by
where K ν (x) is the modified Bessel function [6] .
Proof. For the proof we just need to note the well-known integral representation [6] ,
Corollary 1. The mean square errors off (x) andG(x) are given by
Theorem 2. For n > r > 1, the r-th raw moments off (x) andĜ(x) are given by
where U(a, b, c) is the Kummer confluent hypergeometric function [6] .
Proof. Note that the Kummer confluent hypergeometric function has an integral representation [6] ,
and the proof is completed by applying the Kummer transformation [6] ,
Corollary 2. The mean square errors off (x) andĜ(x) are given by
Figs. 1 and 2 illustrate the efficient estimators between MLEs and UMVUEs of PDF and RF for n = {5, 6, 30}, k = {1, 5}, 0 < α < 10 and k < x < 50. In the graphs, the black areas indicate that the MLEs of PDF and RF are more efficient than the UMVUEs while the white areas mean the UMVUEs of PDF and RF are more efficient than the MLEs, and there is no evidence that the black areas or the white areas will disappear from the first quadrant. Thus we conclude that the MLEs are not generally more efficient than the UMVUEs of PDF/RF and vice versa. We also notice that Corollaries 1 and 2 can help us to obtain more efficient estimations, see Example 1.
The convergence rate of estimators
Corollaries 1 and 2 can be expediently used to calculate the MSEs of the estimations for a small sample. However, in practice, we find that the corollaries would not be expedient for a large sample and the large-scale numerical computation. For reasonable large n, direct numerical evaluations of
− n, αz) will incur either overflow or underflow. For large-scale numerical computation, symbolic computations will run for a very long time. Therefore, it is necessary to study the large sample properties of the r-th raw moments and the asymptotic behaviors of the MSEs. as ν → +∞, where the first three coefficients are given by 
as n → +∞, where the first coefficient is given as b 0 (a, r, y) = We use Dyer [3] annual wage data (in multiples of 10,000 US dollars) to illustrate our results. The values of the data are given below:
1. 12, 1.54, 1.19, 1.08, 1.12, 1.56, 1.23, 1.03, 1.15, 1.07, 1.25, 1.19, 1.28, 1.32, 1.07,   1.51, 1.03, 1.04, 1.16, 1.40, 1.08, 1.05, 1.58, 1.04, 1.19, 1.11, 1.01, 1.57, 1.12, 1 .15.
Here we suppose that the minimum wage is 10,000 US dollars. Then the pertinent data are n = 30, k = 1 and α ≈ 5.4025 (the UMVUE of α). 
Some comments on [2]
The errors of the main results of [2] can be seen clearly from the following simple numerical calculation. Let n = {5, 6, 30}, k = {1, 5}, α = {1, 5}, and x = {2, 4, 6, 8}, the mathematical expectation values and MSE values are listed in Table 1 , and some of them are negative which is clearly absurd. It is not hard to see Theorems 1-3 of [2] are all wrong, where their Theorem 1 is about the mathematical expectation expressions off (x),F (x); their Theorem 2 is about the MSE expressions off (x),F (x), and their Theorem 3 is on the MSE expressions off (x),F (x). Furthermore, all of our numerical simulations (Figs. 1, 2 , Examples 1 and 2) also show that the main conclusion of [2] , the MLEs are more efficient than the UMVUEs of PDF and CDF, is false.
Conclusion
We have studied the efficient estimation in PD in our work. Our results show that the efficient estimations of PDF and RF of PD depend on four variables (n, k, α, x). Let g 1 (x) Table 1 Numerical values of E(f (x)), E(F (x)), MSE(f (x)), MSE(F (x)), MSE(f (x)) and MSE(F (x)), for n = {5, 6, 30}, k = {1, 5}, α = {1, 5} and x = {2, 4, 6, 8}. Note that the values are calculated by using the results of Dixit and Jabbari Nooghabi [2] .
(n, k, α, 
where the parameters n, k, α are given. As an estimator of PDF or RF, it is more efficient than all of g i (x), i = 1, . . . , m. It is also clear thatḡ(x) may have discontinuities.
