Abstract-Novel low-power wireless technologies and IoT applications open the door to the Industrial Internet of Things (IIoT). In this new paradigm, Wireless Sensor Networks (WSNs) must fulfil, despite energy and transmission power limitations, the challenging communication requirements of advanced manufacturing processes and technologies. In industrial networks, this is possible thanks to the availability of network infrastructure and the presence of a network coordinator that efficiently allocates the available radio resources. In this work, we consider a WSN that simultaneously transmits measurements of Networked Control Systems' (NCSs) dynamics to remote state estimators over a shared packet-erasure channel. We develop a minimum transmission power control (TPC) policy for the coordination of the wireless medium by formulating an infinite horizon Markov decision process (MDP) optimization problem. We compute the policy using an approximate value iteration algorithm and provide an extensive evaluation of its parameters in different interference scenarios and NCSs dynamics. The evaluation results present a comprehensive characterization of the algorithm's performance, proving that it can flexibly adapt to arbitrary use cases.
I. INTRODUCTION
In the last few years, we have observed a paradigm shift for Wireless Sensor Networks (WSNs) from monitoring applications to industrial automation processes. Industrial WSNs are foreseen to be integrated into advanced manufacturing techniques enabling the Industrial Internet of Things (IIoT). They provide the necessary communication infrastructure for sensors and actuators to wirelessly operate in closed-loop control systems called Networked Control Systems (NCSs).
In state-of-the-art NCSs, state estimation is embedded in the design of closed-loop control policies [1] . In particular, upon receiving the sensor's measurement, a remote state estimator calculates the Minimum Mean Square Error (MMSE) estimate of the system's state, which is then used by the controller to compute the actuation command.
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Estimator2xk,2 control [2] . This is particularly critical for WSN devices that adopt low-power communication and are energy-constrained. Therefore, in the IIoT, the available network resources have to be carefully coordinated to maximize the lifetime of the network while satisfying the communication requirements of the application. In this work, we consider an industrial WSN deployed to convey measurements of multiple independent NCSs' dynamics to remote state estimators as in Fig. 1 . We study the impact of packet dropouts arising from the simultaneous transmission of sensor measurements over a shared communication channel. For successful simultaneous communication, the transmission powers of the sensors need to be coordinated to control the interference levels in the wireless medium. In industrial WSNs this is possible thanks to the availability of a network infrastructure that allows the centralized coordination of the communication resources [3] . The objective of the network coordinator is to control the transmission powers of the sensors to ensure the correct operation of the remote state estimators while minimizing the energy expenditure of the network.
For this reason, in this work, we propose a method to determine the minimum transmission power control (TPC) policy for a WSN deployed for remote state estimation of NCSs' dynamics. We achieve this by (i) formulating an infinite horizon Markov decision process (MDP) optimization problem, (ii) using an approximate value iteration algorithm to solve it, and (iii) exhaustively evaluating it in different interference scenarios and configurations.
The remainder of this paper is structured as follows. In Sec. I-A the related work is discussed. Sec. II-A details the propagation model of the WSN and the Foschini-Miljanic TPC algorithm, while Sec. II-B describes dynamical systems' model and the remote state estimation procedure. Furthermore, Sec. III formulates the proposed optimization problem, Sec. IV describes its solution via an approximate algorithm, and Sec. V presents its comprehensive evaluation. Finally, in Sec. VI, conclusions are drawn and future work is discussed.
A. Related Work
The investigation of optimal state estimation of dynamical systems with intermittent measurements started approximately a decade ago [4] . Thanks to the suitability of WSNs for IIoT applications, packet dropouts as the cause of intermittent measurement reporting have been largely investigated. Initially, the trade-off between transmission power and packet loss for remote state estimation of a single-sensor has been studied in [5] - [10] . Solutions are presented for a noiseless sensor [5] , and for noisy measurements where the transmission power policy is computed offline [6] - [8] , online [9] , and in combination with an energy harvester [10] .
Additional research studies have investigated the scenario of multiple sensors sharing the same communication channel [11] - [17] . In particular, Li, Weerakkody, and Wu et al. [11] - [13] studied the optimal scheduling of sensor transmissions in TDMA and CSMA medium access schemes for event-based and periodic measurements. When the sensors simultaneously access the wireless medium, transmission power control schemes have been investigated for independent estimators [14] , [15] and in the context of sensor fusion [16] , [17] . Existing TPC solutions for multiple independent estimators investigate distributed game-theoretical methods, that rely on partial information, require convergence time, and are tailored to legacy uncoordinated WSNs. The investigation of optimal allocation of transmission powers in WSNs with network infrastructure still remains open. In our IIoT scenario, we make use of a centralized network controller and complete channel information to design an optimal offline TPC policy that does not require online convergence.
On the other hand, communication research devoted a remarkable effort over the last decades to optimally coordinate transmission powers, in particular in the context of cellular networks [18] , [19] . Results show that the TPC problem can be both formulated as centralized or distributed problem thanks to the definition of feasible communication links according to the coupling introduced by the signal-to-interference-andnoise ratio (SINR) [20] . In this direction, research works have investigated the problems of scheduling [21] and energy efficiency in multi-hop ad-hoc networks [22] .
Most of existing TPC algorithms for wireless ad-hoc networks assume a lack of network infrastructure and diverse objectives for the sensors in the network [23] - [26] . In particular, cooperative [23] and non-cooperative [24] - [26] gametheoretical solutions have been developed tackling traditional communication objectives such as energy efficiency [25] , throughput [24] , or an arbitrary utility [23] , [26] . A centralized TPC strategy for ad-hoc networks has been investigated that jointly optimizes throughput, delay and power consumption [27] .
Although TPC techniques have been extensively studied in communication networks, no research work tackles the 
II. SYSTEM MODEL AND BACKGROUND
We consider an Industrial IoT scenario where L LTI dynamical systems operate in an indoor environment as represented in Fig. 1 . Every system is equipped with a wireless sensor that samples its state and transmits it to a remote state estimator using a one-step delay packet-erasure channel with acknowledgement. The WSN consists of 2L sensors adopting the IEEE Std. 802.15.4 physical layer [28] transmitting on the same channel according to the TDMA medium access control IEEE Std. 802.15.4e [29] . Upon receiving the sensor's measurement, a remote state estimator calculates the Minimum Mean Square Error (MMSE) estimates of the systems, which are then used by the controller to compute the actuation commands.
This section provides the system model and background of the WSN and the remote state estimation of dynamical systems. Sec. II-A defines the propagation model of the WSN and the Foschini-Miljanic TPC algorithm, while Sec. II-B details the dynamical systems' model and the MMSE remote state estimation procedure. Tab. I summarizes the overall system model parameters.
A. Wireless Propagation and Transmission Power Control
The wireless propagation between the m-th transmitter and the ℓ-th receiver is modelled by the channel coefficient q ℓ,m , which captures the average fraction of received power after path loss and multi-path fading. The first is modelled by a logarithmic path loss model, while the second by a lognormal random variable suitable for low-power indoor WSN communication [30] , [31] 
Where, µ ξ is the expected value of the log-normal stochastic variable ξ with parameter σ 2 . The path loss component ζ ℓ,m depends on the speed of light c 0 , the operating frequency f , the path loss decay η, and the relative distance between the transmitter and the receiver d m,ℓ normalized by a reference distance d 0 .
All sensors share the same wireless channel for the transmission of sensor values to their respective remote state estimators. At every time step k, the communication quality of the ℓ-th link is affected by the simultaneous transmissions of the other L − 1 sensors and is described by the signal-tointerference-and-noise ratio (SINR)
where p k,ℓ is the transmission power of the ℓ-th transmitter and n k,ℓ the power of the additive white Gaussian noise. A specific SINR value is mapped to a Packet Success Ratio (PSR) value according to the OQPSK modulation with DSSS (IEEE Std. 802.15.4 [28] ) and CRC recovery mechanism. Therefore, the average PSR of a packet of W bits transmitted over the ℓ-th link is given by
where Q(·) denotes the standard Gaussian error function. The packet-erasure process of the ℓ-th lossy communication channel is modelled by a Bernoulli random variable β k,ℓ with mean equal to the PSR κ k,ℓ , i.e,
The simultaneous transmission of multiple sensors on the same channel generates interference that reduces the SINR and creates packet loss. In order to achieve the desired quality for all the communication links, the transmission powers need to be adjusted accordingly. The problem of optimal allocation of transmission powers for multiple interfering transmitters is tackled by the Foschini-Miljanic algorithm [20] . Given the network PSR requirements and wireless propagation parameters, the algorithm computes the minimum transmission powers by solving the system of equations arising from (4) which describes the SINR coupling of the network. In this work, we apply the Foschini-Miljanic algorithm [20] to coordinate the simultaneous transmission of measurements. Given the PSR requirements of the network
, it is possible to calculate the corresponding
The vector of the minimum transmission powers satisfying the SINR requirements of the network is [18] 
Where I L is the identity matrix, D ( γ κ k ) is a diagonal matrix with SINR requirements γ κ k on the main diagonal, T is the normalized-gain matrix (10), u k the normalized interference vector (11) , and Λ γ is the feasibility region, i.e. the space of feasible SINR requirements which depends on the maximum transmission power p max .
Combining (5) and (8), the feasibility region Λ γ can be expressed in terms of PSR requirements as
Fig . 2 shows the PSR feasibility region Λ κ for an exemplary case of 3 sensors. Each diagram shows the pair of feasible PSR requirements of sensor 1 and 2 for different values of κ k,3 , i.e. 0.1, 0.5, and 0.9. In this scenario, the distances between all the transmitters and the receivers are the same. This way, the bi-dimensional feasibility regions are symmetric and the feasibility regions of sensors 2, 3 and 1, 3 are equivalent to the ones shown in Fig. 2 . We notice that, due to the coupling of the channels, whenever the PSR requirement of a sensor is more stringent (κ k,3 = 0.9), the feasible PSR requirements of the other users are restricted. In our study, the feasibility region varies according the position the propagation parameters of all the sensors and represents the set of possible power and PSR allocations of the WSN.
B. Dynamical Systems and Remote State Estimation
The discrete-time dynamics of the ℓ-th system are generated by the following linear state equation
for time k ∈ N + and with initial condition x 0,ℓ where x k,ℓ ∈ R n is the state of the system, F ℓ is the state matrix, w k,ℓ ∈ R n is a white Gaussian noise process with zero mean and covariance R 1,ℓ where R 1,ℓ ≻ 0, ∀ℓ. At each time step, the state x k,ℓ is observed by a sensor whose measurement is
where y k,ℓ ∈ R p is the measurement of the system, H ℓ is the output matrix, and v k,ℓ ∈ R p is a white Gaussian noise process with zero mean and covariance R 2,ℓ where R 2,ℓ ≻ 0, ∀ℓ. It is assumed that the initial state x 0,ℓ is a Gaussian vector with mean m 0,ℓ and covariance R 0,ℓ , that x 0,ℓ , w k,ℓ , v k,ℓ are mutually independent, and that (F ℓ , H ℓ ) is observable ∀ℓ.
The quality of estimation depends on the information available at the estimator. At time k, for the ℓ-th control system, we assume that the information available at the estimator is specified by
We measure the estimation distortion of the ℓ-th system by the quadratic function
where Θ k,ℓ ≻ 0 is a weighting matrix andx k,ℓ is the best state estimate given the information set I k,ℓ . As shown in [8] , the conditional expected value of the state is the minimizer of the mean square error for the system in (15) and (16) over the one-step delay packet-erasure channel with arrival process specified by (6) . Hence, we can obtain
with initial conditionsx 0,ℓ = m 0,ℓ and P 0,ℓ = R 0,ℓ , ∀ℓ.
III. OPTIMAL TRANSMISSION POWER ALLOCATION PROBLEM
We are interested in finding the minimum transmission powers required for satisfying the desired level of estimation distortion in each remote state estimator.
Let
⊤ ∈ P ∀k represent all the possible transmission policies and P = { p k : 0 ≤ p k ≤ p max } be the set of feasible transmission powers. The target is to find p k ∈ P that minimizes
where λ ℓ regulates the trade-off between the estimation distortion of a single remote state estimator and the transmission power of the sensor, and α ∈ (0, 1) is the discount factor which weights the relative contribution of the costs in the short-term and long-term future. We concentrate on the estimation error covariance P k,ℓ and use the identity
to reformulate the estimation error [8] . Hence, the optimal transmit power schedule is obtained by solving the following optimization problem
with initial conditions P 0,ℓ = R 0,ℓ , ∀ℓ. Note that it is possible to separate the design of the optimal estimation distortion from the allocation of the optimal transmission powers. Although the systems are coupled via the shared communication channel, the optimal allocation of powers given the coupling is provided by the FoschiniMiljanic algorithm for feasible PSR requirements. Therefore, the optimization problem can be equivalently expressed in terms of optimal PSR requirement.
Theorem 1.
There is a separation between designs of the optimal estimate and the optimal power schedule.
Proof. The proof follows the above derivations. The optimal estimate is obtained by the recursive filter given in (19) and the optimal power schedule is obtained by solving the optimization problem in (21) .
By using the separation property, we can obtain an equivalent optimization problem in terms of κ k , where
The problem above can be viewed as an infinite horizon Markov decision process (MDP), where the goal is to find an optimal steady-state PSR policy that corresponds to the minimum transmission power allocation of the FoschiniMiljanic algorithm. The MDP has a state space of all possible covariance combinations and an action space determined by the PSR feasibility region Λ κ of the transmission power control problem of Sec. II-A.
At time k, we denote the action of the system as κ k and its Tab. II: List of the value iteration algorithm's parameters.
The stage cost is defined as
Given the random outcome vector
we can define a covariance transition function φ l : P k,ℓ → P k+1,ℓ and the state transition function Φ : S k → S k+1 as follows
The optimization problem in (21) can be concisely rewritten as
with initial condition S 0 = [R 0,1 , . . . , R 0,L ] ⊤ and α ∈ (0, 1).
IV. APPROXIMATE VALUE ITERATION ALGORITHM
In this section, we develop an approximate algorithm to solve the optimization problem in (26) .
Assuming that the distribution of PSR is stationary within the horizon N , and hence its expectation and PSR feasibility region are constant within a sufficiently large horizon, the problem in (26) is an infinite horizon discounted cost problem defined on an MDP. This problem can be solved by dynamic programming algorithms such as value iteration or policy iteration. These algorithms are guaranteed to converge to the globally optimal stationary policy [32] .
However, both state space and action space are continuous. Therefore, we need to apply an approximate algorithm with discretized state and action space 1 . At every time step (we further omit the time-step index for readability), we define a discretized system state space S where the covariance space of each system is discretized with M S levels
⊤ where
Similarly, we define a discretized action spaceΛ as all combinations of PSRs belonging to the discretized feasibility region of cardinality |Λ| MΛ
. . , L}. Approximate value iteration algorithm recursively computes the value function J(S) for every state S ∈ S, using a target update step based on the Bellman optimality equation. We define the target update via the following proposition. Proposition 1. The target update for value iteration is expressed as ) on the discrete grid defined by S.
Proof. From the Bellman optimality equation [32] we have
Where in step (1) we used the fact that ρ (S, κ) is deterministic, and in step (2) we expanded the expectation and sum over all possible next states defined by S + S and respective transition probabilities from S to S + b (note that this set does not depend on κ). Following our system model assumptions, transition probabilities are independent given κ and thus found as
The pseudo-code and the parameters of the resulting value iteration procedure are summarized, respectively, in Alg. 1 and 2 Intuitively, the set S + S corresponds to all possible transmission outcomes give the state S. Tab. II. Steps 3-7 of the algorithm compute a single pass over the state space to update J(S). The update pass is repeated until convergence, defined in our algorithm by the threshold ǫ. Finally, once the optimal J(S) is obtained, steps 9-11 retrieve the optimal policy based on the Bellman optimality equation
Algorithm 1 Approximate Value Iteration Algorithm
Input: States S, actions Λ κ , threshold ǫ Output: Optimal deterministic policy p ⋆ (S), ∀S ∈ S Initialisation : J (S) ← 0, ∀S ∈ S, ∆ ← ǫ 1: while ∆ > ǫ do 2: ∆ ← 0 3: for S ∈ S do 4:
Update J(S) according to (27) . Remark 1. The discretization of the state space must take into account, additionally to the algorithm parameters λ ℓ and α, the covariance dynamics of the systems and the maximum transmission power. In fact, the selection of these parameters impacts the values of the target update function in (27), leading to different types of policies. The misconfiguration of them could lead to approximation errors (for large discretization steps) or saturation (for low values of maximum estimation covariance) in the PSR policies.
The complexity of the approximate value iteration depends on the cardinality of the system state space and action space. The state space S has cardinality |S| = M L S . The cardinality MΛ of the action space depends on the discretized feasibility region of the power control problem discussed in II-A, and can vary depending on channel conditions and practical limitations on available power levels [28] . The complexity of value iteration is thus O |S| 2 × |Λ| = O M 2L S × MΛ . Remark 2. Discretization precision for state and action space M S , MΛ, as well as the convergence threshold ǫ, present a natural trade-off between optimality and complexity. In practice, they have to be carefully chosen based on the application. If better performance must be achieved and longer run-times are acceptable, higher precision and lower ǫ should be used.
V. EVALUATION
This section presents the remote state estimation performance and the transmission power expenditure of the network coordinated by the MDP problem of Sec. III. This is achieved by comprehensively evaluating the approximate algorithm of Sec. IV in all its parameters for different interference scenarios and dynamical systems.
The evaluation assumes the following parameters for wireless communication. Wireless sensors transmit on channel 26 of the 2.4 GHz ISM band, in an indoor propagation environment with parameters σ 2 = 2.75 dB and η = 3.3 [31] , and absence of interference from other networks. For every transmission, sensors select transmission powers p k ∈ [− 24, 7] dBm, and are subject to an AWGN with power n k = −100 dBm. The parameters are selected based on the typical operating values of the IEEE Std. 802.15.4 [28] RF SoC TI-CC2538 deployed in most recent experimental WSN platforms, e.g. Zolertia RE-Mote. We evaluate different installations of sensors in a factory for two network topologies, circular and assembly-line shown in Fig. 4 with varying parameters d 1 , d 2 We started by presenting an exhaustive evaluation of the algorithm's sensitivity to design parameters α and λ ℓ = λ for different interference scenario. We achieved this by performing Monte Carlo simulations for a network of three systems of class I in a circular topology (Fig. 4) , and by computing, for every scenario, the total mean network estimation error covariance lP ℓ and transmission power lp ℓ . The two metrics indicate, respectively, the remote state estimation performance and energy consumption of the network. In each scenario, we calculated the optimal transmission power policies from an action space with MΛ = 512 values in the interval (0, 1) and a state space with M S = 10 in the interval [0, 20] . The algorithm precision is selected as ǫ = 0.05. (Fig. 4) , all the receivers are placed at the same location, while transmitter 2 is placed at distance d 1 and transmitters 1 and 3 at distance d 2 . We observe that, as the difference between sensors' positions decreases, i.e. d 2 /d 1 ∼ 1, the mean values of the total estimation error covariance and transmission power decrease, reaching their minimum values. This result shows that mutual interference has a strong influence on the performance of the system, requiring more power when the interference levels are unevenly distributed in the network. As expected, the parameter λ, allowing to trade-off the total estimation error over the transmission power expenditure, plays an important role in determining the total system performance and can be set according to use case requirements. In fact, when λ increases, the mean transmission powers increase, decreasing the mean estimation error covariances. Fig. 6 and Fig. 7 show the interplay between λ and α for the fixed distances d 1 = 10 m and d 2 = 12 m. In all scenarios, as expected, by increasing λ and α, the transmission powers increase, resulting in lower covariances. This effect, however, is caused by different reasons. While λ regulates the trade-off between instantaneous values of transmission power and estimation error covariance, α weights the importance of future system performance with respect to current values, where α → 1 indicates more importance of future values. As shown in Fig. 7 , lower values of α lead to policies that operate over longer horizons by means of lower transmission powers at the cost of higher estimation error covariances. From these results, we can conclude that the proposed approximated algorithm flexibly adapts to different network configurations, and arbitrary desired system performance can be achieved with the accurate selection of α and λ.
We continued the evaluation of the algorithm by presenting trajectories of transmission powers, estimation errors, and covariances for two exemplary scenarios. Fig. 8 shows a network of four systems of class I in an assembly-line topology (Fig. 4) transmission powers. As all systems belong to the same class, they all present a similar evolution of the estimation errors and covariances, with slightly higher values for more interfered links. Also, in this case, we can observe that the interference levels strongly influence the selection of transmission powers and the trajectories of the systems.
On the other hand, Fig. 9 shows the trajectories of a network of heterogeneous systems, one from class I and two from class II. In this scenario, all nodes have the same communication distance d 1 , d 2 = 10 m according to the circular topology (Fig. 4) . The optimal power policies are obtained from an action space with MΛ = 8 · 10 3 in the interval (0, 1) and a state space with M S = 20 in the interval [0, 30] . The algorithm parameters are ǫ = 0.05, λ = 0.01, and α = 0.9. In this scenario, the difference between trajectories is higher, leading to higher transmission powers, estimation errors, and covariances for systems of class II and lower for the system of class I. From all the evaluation scenarios we conclude that the transmit power policies can correctly support different types of system dynamics and topologies, capturing the properties of the systems and optimally distributing network resources accordingly.
VI. CONCLUSIONS
In this work, we developed a novel optimal transmission power control policy for industrial WSNs deployed to transmit measurements of multiple independent NCSs' dynamics to remote state estimators. The policy centrally coordinates the simultaneous access to the shared communication channel by adjusting the transmission powers of the sensors, and it is obtained by formulating an infinite horizon MDP optimization problem that combines the network's transmission powers and estimation error covariances. We show that the MDP problem can be solved by independently optimizing the network Packet Success Rates (PSRs) and the minimum transmission powers that achieve them. We propose an approximate value iteration algorithm for its implementation in practical scenarios.
Furthermore, we performed an exhaustive evaluation of the algorithm, proving its effectiveness to adapt to different interference scenarios and system's dynamics. The evaluation results provide a comprehensive characterization of the algorithm's parameters for arbitrary estimation performances and transmission power expenditures, proving that, by varying its main trade-off parameters λ and α, it is possible to flexibly adapt the algorithm's performance to arbitrary use cases. Further developments are possible and can investigate distributed implementations or time-varying wireless channels.
