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Abstract 
We consider weakly singular integral equations of Fredholm-type whose kernels atisfy certain algebraic estimates with 
their derivatives. In particular, we establish optimal convergence order estimates for product integration and Galerkin 
method applied on suitable grading mesh for the solution of such equations. Some superconvergence results are also 
derived. 
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I. Introduct ion 
The determination of  convergence rates of  the Galerkin (and iterated Galerkin) method, prod- 
uct integration and collocation methods for weakly singular integral equations have received much 
attention. 
Given an equation of  the form 
1 F 
= f ( t )  + Jo X(t ,s)x(s)ds,  tE[O, 1], (1) x( t )  
or briefly, 
( I  - SU)x = f ,  (2)  
where g(. is the integral operator 
l / ,  
~ff u(t) = Jo K(t ,s)u(s)ds,  (3) 
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accurate convergence estimates for the above-mentioned methods have been obtained for some spe- 
cific singular kernels. 
Indeed, for kernels of the form 
K( t , s )  = g~(ls - t l )K( t ,s ) ,  
g~(s)=s ~-j, 0<~<1,  gl(s)=log(s), (4) 
/~EC"+'([0, 1] × [0, 1]), 
Schneider [9] has shown that, if fEC" ,  by using splines of order m (i.e. piecewise polynomials 
of degree m - 1 ) on an appropriate (n + 1 )-point non-uniform mesh, the order of convergence of 
product integration is m, i.e., the same as one gets for regular kernels by uniform grids (see [3]) 
and that this order improves to m + ~ if a proper quadrature rule is choosen. 
For the same kind of kernel, Graham [4] has stated that for the Galerkin method too the order of 
convergence is m, and for the iterated Galerkin m + a when the underlying approximating subspace 
is the same space of splines. 
For slightly more general kernels only unsatisfactory estimates are at present known. For example, 
when 
K(t,s) = l(t,s)K(t - s), t, sE[0, 1], (5) 
where /¢ ( t -  s) is an element of a Nikol'skii space N{~[ - I ,1 ] ,0<,<I ,  (see Section 2 for its 
definition), and IEC2([0, 1] × [0, 1]), Graham has proved that, if fEN(+l[0, 1], 0<f l< 1, the Galerkin 
method with quasi-uniform esh has an error of order O(h;'), 7 = rain(a, fl), where h is the maximum 
mesh spacing. 
Nevertheless, in practical applications general kernels often arise, which are expressible as a 
combination by entire functions of weakly singular kernels of type (4); for example, the linear 
transport equation exhibits a kernel Ei(t), which can be thought as the sum of three components 
(see [6]) 
El(t) =Kl( t  2) + tK2(t 2) + log t, 
t = o' ls-  ul, o>0,  (6) 
K~ and/£2 entire functions 
(see [13] for more examples). For such kemels the recalled results of Schneider and Graham are 
unsatisfactory in practice, even if theoretically valid, because in these cases the representations (4) 
and (5) lead to a function k which, in general, has a low regularity and consequently the order of 
convergence m turns out to be too poor. Moreover, the higher-order convergence r sults of Schneider 
and Graham are strictly related to the particular form (4) and their extension to more general kernels, 
such as (6), is not as straightforward as it could appear. For this reason it seems to us to be of 
interest o reconsider the problem here. 
In the attempt o fill gaps in the current heory in these note we adopt a new approach which 
allows us to obtain more general results of practical interest. In fact the kernel (6) and sums of 
kernels of the type 
h( i t - s i ) i t - s i~- I log( i t - s [ )  ", 0<~<~ 1, nEN, 
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with h a smooth function, are particular cases of a class of kernels considered by Vainikko and 
Pedas [13], that is kernels whose derivatives atisfy certain algebraic estimates. 
Under hypotheses 
fECm[0, 1], (7) 
k~Cm-l(O, 1], m >~ 2, [k~J)(t)[ ~< )'it ~-l-j, (8) 
0<~<1,  0<t~<l ,  j :0 , . . . ,m-1 ,  
Vainikko and Pedas have shown that if the homogeneous equation corresponding to (1) has only 
the trivial solution in C[0, 1], then (1) has a unique solution x(t) and 
x¢C[O, 1] N C'(O, 1 ), (9) 
{x~J)(t)[~<qj[t~-/+(1-t)~-q, 0<t<l ,  j=O,. . . ,m, (10) 
where t b are positive constants. 
Making use of (9) and (10) we shall prove here that for equations atisfying (7) and (8) the 
convergence order of product integration is m if a suitable grading mesh is adopted and it becomes 
m + a if a proper quadrature rule is choosen. We shall also prove that under the same conditions 
and by using the same mesh the convergence order is m for Galerkin method and m + ~ for iterated 
Galerkin method. (We do not examine here the convergence of the collocation method for such a 
class of kernels, because this has already been considered in [14], with analogous results.) 
In Section 2 we recall briefly some definitions and prove two preliminary lemmas; in Section 3 
we state our main theorems. Whenever possible we shall give only a sketch of the proofs and not 
repeat arguments already known. 
2. Background and preliminary lemmas 
In what follows, we shall make use of the following classification, due to Rice [7], which includes 
piecewise smooth functions with singularities of certain types. 
Definition 1. Let S be a finite set of points in [0, 1] and let COs(t) be the function 
cos(t) = dist(t, S). 
A fimction f ( t )  is said of type (a,k,S) /f fE  Lip~[0, 1] and 
[ f~(t) [  ~< K[COs(t)] ~-k, t f[ S, 
K a constant. 
(In particular, we are interested in the case when S is the set of singularities of the kth deriva- 
tive of .f(t)). Taking into consideration kernels of type (4), Schneider [8] has proved that if the 
homogeneous equation associated to (1) has only the trivial solution and if fECu[O, 1], then there 
exists a fl such that the solution x(t) is of type (fl, l~, {0, 1}) in the sense of Rice's definition and, 
in particular, if 0<~< 1, then flE[~,p], if ~= 1, then fiE[1 -e ,p ] ,  for any e. 
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This fundamental result, giving a precise characterization of the regularity of x(t) as an element 
of a certain class of ftmctions, together with an approximation scheme by piece-wise polynomials 
suggested for such a class of functions by Rice [7, Theorem 4], has been the basis for the proof of 
the results recalled in Section 1 for case (4). 
Before stating Lemma 2, we need to recall the definition of the Nikol'skii space Nl~[0, 1], a notion 
that permits a deeper characterization f the elements of a Sobolev space Wp[0, 1], mEN, 1 <~ p <~ c~. 
We adopt here the definition employed by Graham and notice that Np[0, 1] coincides with the space 
p,~ elsewhere (see [12]) called the Lipschitz space A~ [0, 1]. For ~>0 and 1 ~< p ~< e~ we define 
Np[O, 1] = { flpELp[O, 1] . lc~l~,p = sup llAZ flP[~]llLA°'l]2~' < oo } 
Ih?o 
where, for eER, 
[0, 1]~, = {tE[0, 1] : t + eE[0, 1]} 
and c¢ = [a] + ~o, [a]ENo and 0 < ~o ~< 1. Np[0, 1] is a Banach space under the norm 
II ll ,p = 114 llp + I l ,p. 
In this section, first we shall prove in Lemma 2 that any kernel satisfying inequality (8) is an 
element of a Nikol'skii space N~[0, 1]. Then we shall prove in Lemma 3 that under hypotheses (7), 
(8) the solution x of (1) is of type (~,m,{0, 1}), in the sense of Rice. 
Lemma 2. If k(t) satisfies (8), then k(t)EN~[O, 1]. 
Proof. Since 
Ik(t) 1~<70t ~-1, 0<~<1,  
obviously, kELp[0,1]. Let us now consider the second-order forward difference A]k(t) and its 
Lt[0, 1]2h-norm and take into account hat, since 0<~< 1, [~] = 0. 
For h > 0, we have 
f~o [k(t + 2h) - 2k(t + h) + k(t)l dt 
,1 ]2~, 
fO -2h l1-2h <<. Ik(t+2h)-k(t+h)l+ [k(t)-k(t+h)ldt. (11) 
,10 
The first integral can be written as 
L.,-2h lt+2hk,(z)d~ dt, 
,1 t +h 
and hence, because of (8), can be bounded by 
f,-h[y~_,_ f ,  h const (y + h) ~-1 ] dy < const [y~-i _ (y + h)~-l] dy, 
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which in turns behaves like h ~. To get an estimate of the second integral in (11), let now split the 
interval [0, 1 -2h i  into [0, hi and [h, 1 -2h i .  We have 
/0 /0 /0 h lk( t + h ) -- k( t )l dt <~ [k( t + h )l dt + [k( t )l dt <~ const h ~. 
As regards the integral over [h, 1 -2h]  we have 
f ~-2hlk(t +h) -k ( t ) [d t  <~ f~-2h f+hk,(z)d r at ah 
and finally, by using as before hypothesis (8) and the equivalence between the definitions of 
Nikol'skii spaces, we can derive again the bound O(h~). 
For h < 0, with minor modifications, we get 
o ]k( t + 2h) - 2k( t + h) + k( t )[dt 
, l]2h 
/ ,  1 r 1 
<~ ] Ik(t + 2h) -k ( t  + h)]dt + ] Ik(t + h)-k(t)ldt <~ const h ~. 
J9  21hi J2[hl 
We prove now our second lemma. 
Lemma 3. I f  Eq. (1) satisfies hypotheses (7) and (8) and if the corresponding homogeneous equa- 
tion has only the trivial solution in C[0, 1], then the solution x(t) of ( l )  is of class (co, m,{0, 1}), 
in Rice's notation. 
Proof. Since (7) and (8) are verified, then (10) follows (see [14]). Now, since 0<t<l  and 
]x(J)(t)] <. qj[t ~-j + (1 - t)~-J], j = 1 . . . . .  m, (12) 
we have (0<~<1) ,  
( l - t )  ~-j~<t ~-j if 0<t~<½, 
• 1 (1 - t )~- J~>t  ~-j if ~<t<l ,  
so that 
_ f r - J ,  0<t  ½, (13) / 1 ~<t<l ,  j= l ,  .,m, {xqt)l ~< r/j, (1 - ty - J ,  ~ .. 
and the condition in Definition 1 is satisfied with S = {0, 1 }. Moreover, it is easy to verify that 
xELip~[0, 1]. To see this, first we observe that (see (9)) xEcm(o, 1); then we get 
~0 t Ix(t) - x(0)l ~< Ix'(z)[ dz ~< rh t ~ for 0 < t ~< ½, 
and S' 1 Ix(1)-x(t)l= Ix'(~)ld~2(1 - t )  ~ for 7 ~<t<l ,  
which complete the proof. [] 
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3. Main results 
Throughout his section we shall denote by Sn, m the space of splines of order m (piece-wise 
polynomials of degree m - 1) defined on a (n + 1) points mesh {0 = z0<zl < " .  <r ,  -- 1}. 
(i) Product integration. As in [9], let Pn: C[0, 1] ~ S,,m be the interpolatory projection such 
that Pnv interpolates vEC[O, 1] at the points s U = ~i + sj(r~+~ - ~i), sj~[0, 1], on each subinterval 
[ri, zi+l],i = 0 , . . . ,n -  1, j = 1,...,m. Let us define a sequence of operators ou#,, 
f0 
1 
~ff.x(t) = K(t,s)P,(x(s))ds (14) 
and let x,(t) be the product integration solution of (1), that is the solution of 
(I - 5f,)x,(t) = f(t).  (15) 
We shall prove the following theorem: 
Theorem 4. Suppose Eq. (1) satisfies conditions (7) and (8) and the corresponding homogeneous 
equation has only the trivial solution in C[0, 1]. Then for any given mesh of the previous type, for 
n sufficiently large, the solution of (15) exists and is unique and 
lim IIx -x . l l~  : 0 
n ----~ oo  
I f  x, is the solution of (15) obtained by using the mesh 
i 1 !(~)q, 0 <~ i <~ ~n, ri = 2~. J (16) 1-z ._ i ,  2n ~<i~<n, 
with grading exponent q = m/a, then the following estimate holds 
IIx - x~ l l~  :O(nm)  (17) 
Proof. Since condition (8) holds for k = 0, then :(( is a compact operator in C[0, 1] (see [14]). 
Moreover, by Lemma 2, K(t ,s)=k( I t -s l )  is of class N~[0, 1] and following the theory of Anselone 
[1], Eq. (14) defines (see [2, p. 47]) a sequence of collectively compact operators in C[0, 1]. It 
follows that for sufficiently large n (see [1, Theorem 1.6]) x, is uniquely defined by (15). Moreover, 
IIx - xnll~ ~ I I ( / -  K ) - '  II~lIKx - K~xll~ = ClIKx - K~xll~, (18) 
with C depending on K, thus showing the convergence of product integration. Now, because of 
Lemma 3, under conditions (7) and (8) x(t) is of class (so, m,{0,1}), so that from one of Rice's 
results [7, Theorem 4] on uniform convergence of splines on mesh (16), it follows that 
I[Kx - K~xll~ ~ const  IIx - p.(x) l l~ = O(n-m) • (19) 
The convergence (17) is often referred to as "optimal", inasmuch as it is the best one can get 
by spline approximation, but superconvergence is attainable (i.e., convergence that is faster than 
optimal) if a proper quadrature rule is adopted. 
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Theorem 5. Let hypotheses of  Theorem 4 be satisfied. Moreover, let 
/off M = (tg - t)dt = O, 
1 
then 
IIx 
Proof. The proof is based on Theorem A6 of Chandler [2]. We do not give it here, because an 
analogous Theorem has already been proved by Schneider [9] for kernels (4). The extension only 
requires us to employ Lemma 2 and to observe that Theorem A6 of Chandler [2] and hence (i) and 
(ii) of Schneider [9] hold for any function of class N~[0, 1]. 
(ii) Galerkin method. In this case let Pn be the orthogonal projection of L2[O, 1] onto S,,m. Then 
the Galerkin approximate solution of (1) is defined by the equation 
x,, = e, , f  + P.K(t,s)xn(s)ds, (20) 
that is 
(I - P.K)xn = P . f  (2l)  
while the iterated Galerkin solution can be constructed by iteration, 
x~ ') = f + Kxn. (22) 
It is easily verified that x~ ~) satisfies the equation 
xln ') = f + KP, x~, 1) (23) 
and that if Galerkin method converges, then iterated Galerkin method converges more rapidly than 
Galerkin method itself, the advantage of the iteration being as stronger as more rapidly ]]K-KP,]] 
0 (see, e.g., Sloan [11]). We shall prove the following theorem. 
Theorem 6. Suppose equation (1) satisfies conditions (7) and (8) and the corresponding homoge- 
neous equation has in C[0, 1] only the trivial solution. Suppose Pn: C[0, 1] --~ Sn, m be the orthogonal 
projection on the subspace of  splines defined on the mesh (16), with grading exponent q=m/~. 
Then the solutions x, and x~ 1) for (21) and (23) exist and are unique. Furthermore, the following 
estimates hoM 
Ilx - xnl]~c = O(n-m), (24) 
IIx - x ')ll  = (25)  
Proof. By Lemma 3, under hypotheses (7) and (8) the solution x(t) of (1) is of class (~, m, {0, 1}), 
so that by the recalled Rice's theorem, there exists a G, G~S.m, such that 
II x - ~nll~ = O(r/-m) • (26) 
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Moreover, because of (8), by Lemma 2, our kernel is of class N~[0, 1]. Hence, Theorems 4-6 and 
Corollary 7 of Graham [4] can be applied. From this point onward, the proof is the same one given 
for Theorem 10 in Graham [4]. For this reason we do not repeat it here. We only notice that here 
no restriction has been made about order and continuity of the splines used, because, as already 
remarked by Graham, it has been shown by Giissman [5] that for the mesh (16) the projection P, 
is uniformly bounded with respect o n, for any order and continuity of Sn, m, that is 
II utl = sup - -  c,  (27) 
u L ,u 0 Ilull  
with C independent of n. 
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