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Tato bakalářská práce se zabývá využitím algoritmů strojového učení pro konstrukci hlí-
dacích obvodů. Práce obsahuje detailní popis jednotlivých algoritmů strojového učení, které
byly vybrány pro splnění cíle bakalářské práce. V textu práce je uvedeno seznámení jak s
teoretickými vlastnostmi, tak i s konkrétním využitím dotyčných algoritmů ve formě klasi-
fikátorů. Klasifikátory mohou pracovat s různými nastaveními, které ovlivňují přesnost
učení a následné klasifikace. V experimentální části práce je poukázáno na rozdíly mezi
jednotlivými klasifikátory a jejich nastavením. Experimenty byly prováděny na různých
obvodech, mimo jiné na řídících jednotkách robota, vyvíjených na Ústavu počítačových
systémů Fakulty informačních technologií VUT v Brně.
Abstract
This bachelor thesis deals with application of machine learning algorithms for generation of
checking circuits. It contains detailed descriptions of the individual algorithms of machine
learning which have been chosen to achieve this purpose. Except familiarization with it’s
theoretical properties there are also parts devoted to the specific utilization of the mentioned
algorithms in the form of classifiers. Classifiers can work with different settings which
influence the accuracy of the learning and the subsequent classification. The differences
between the individual classifiers and their settings are illustrated in the experimental part
of the thesis. Experiments were conducted on various circuits, including the control units
of the robot, developed on the Department of Computer Systems, Faculty of Information
Technology, Brno University of Technology.
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We live in a world where technology develops at a very quick pace. This advancement
brought with itself that nowadays, in many spheres of life, we use devices or programs
controlled by some kind of artificial intelligence. The branch of artificial intelligence which
is able to acquire new knowledges from observations gained from data is called machine
learning. With the help of it, after the end of the learning process we are also able to make
right decisions about yet unknown data. This provides us countless usage possibilities in
the real life. We can think about security systems based on face detection, voice recognition
or clinical decision support systems that help in the diagnostics of patients.
At each by the above-mentioned cases plays a major role the reliability of the taken
decisions. The functioning of the electric circuits makes no exception. A mistake occurred
during their operation can cause serious financial losses. An example for this can be the
electric machines operating in the cosmos which makes them difficult to access and similarly
hard to repair. For preventing such fatal mistakes the machine learning algorithms are
likewise applicable. To do so, the given circuit should be extended with a so-called checking
circuit which contains the implementation of one machine learning algorithm. This added
checking circuit is able to verify the pertinence of the controlled circuit’s outputs based on
their adherent inputs.
The main purpose of this theis is to assess the suitability of machine learning algorithm
types for their application in checking circuits. To achieve this goal, multiple experiments
were executed with different machine learning algorithms, mainly from the supervised learn-
ing theorem. Comparing the results of these experiments can answer the prime question of
the thesis: Which algorithms are worthy to use for generation of checking circuits?
Chapter 2 serves as an introduction to the topic of checking circuits and fault-tolerance.
Chapter 3 contains the general description of the two most frequently used machine learning
types, supervised and unsupervised learning. The ensuing chapter 4 consists basically of
two main parts. The first part is about the tools that helped in the elaboration of the
thesis. The second part deals with the various machine learning algorithms that had been
analyzed and after that some of them also used during the experiments. In chapter 5 is
described how these algorithms were applicated. Since they can learn effectively from a big
amount of data, here was also described how the data sets for their training and testing
were generated. Chapter 6 is about the concrete experiments that were performed during
this work. It has two parts, classification of sine and cosine values (6.1) and experiments
on a robot controller’s components (6.2).
6
Chapter 2
Principle of checking circuits used
in FPGA
Since the main idea of this thesis is generation of checking circuits, it is needed to get
acquainted with their basic principles which are presented in this chapter. The checking
circuits’ main feature is that they can detect faults during the operation of the controlled
hardware component. For this reason they can be applicated for constructing so-called
fault-tolerant systems (FTS) which are described in more detail in the section 2.1.
Section 2.2 deals with the conrete utilizations of the checking circuits used in Field
Programmable Gate Arrays (FPGA) for constructing FTS. FPGAs are integrated circuits
that except programming them before their use, it is also possible to program them at
runtime which can be performed by their reconfiguration. Programming only a part of the
FPGA when the rest of the circuit is working, is called dynamic reconfiguration.
2.1 Fault-tolerant systems
A fault-tolerant computing system according to [1] can be defined as follows:
Definition 1. ”[. . . ] a system which has the built-in capability (without external assistance)
to preserve the continued correct execution of its programs and input/output (I/O) functions
in the presence of a certain set of operational faults. An operational fault is an unspecified
(failure-induced) change in the value of one or more logic variables in the hardware of the
system. It is the immediate consequence of a physical failure event. [. . . ] Correct execution
means that the programs, the data, and the results do not contain errors, and that the
execution time does not exceed a specified limit. An error is the symptom of fault, i.e., it
is the change in an instruction or a data word which is caused by the presence of a fault at
the point of the physical failure event.“
Design faults occuring in a system can have two possible forms, a hardware defect
or a software/programming mistake (bug). FTS can handle these faults by exploiting and
managing four basic types of redundancy: hardware, software, information, and time. These
are presented based on the [2].
Hardware redundancy can be implemented by adding extra hardware components into
the existing design in order to detect or override the effects of a failed component. An
example for this is a Triple Modular Redundancy (TMR) system which can be constructed
by binding three hardware components computing the same function for the same inputs.
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The outputs of the individual components are processed by a majority voting system which
produces the final output of the system. If one of the three components fails, the other two
components can take care about the correcting and masking of the fault.
Software redundancy is used primarily when the software-part of a system is large or
complicated enough to contain programming mistakes. The main drawback of software
redundant systems is their costliness. A possible way to build a software redundant system
is producing the same software independently by disjoint teams of programmers. After
that, the detection of the software bugs can performed by comparing the results of the
individual software products, received for the same inputs.
In the case of the information redundancy, usually extra bits are added to the original
data bits, in order to detect or even correct the occured errors. The most known forms of
the information redundancy are systems working with parity bits (odd or even parity) or
applicating the Hamming code.
Application of the time redundancy is worthy only in the case of such systems which
allow the appearence of the so-called transient faults. Transient faults are faults which are
causing malfunction only in unspecified (usually random) time intervals and they disappear
without any intervention. The simpliest way to attain time redundancy is the re-execution
of the same program on the same hardware.
2.2 Application of checking circuits in FTS
After the previous section’s descriptions about the possible realizations of FTS, this section
will be about the concrete utilization possibilities of checking circuits in FTS. Using checking
circuits in FTS enables them to detect and localizate the errors occured in the given system.
Because of this ability checking circuits, called as on-line checkers belong to the techniques
known as CED (Concurrent Error Detection). The next figure (2.1) illustrates how on-line
checkers functionate. The Function Unit produces outputs based on its received inputs.
The On-line checker unit receives also both of them and indicates an error if it deduces
that the function unit’s calculation was not correct.
Figure 2.1: On-line checker
An extended variation of the above presented on-line checker is a TMR system where
each function unit (FU) has its own checker (see figure 2.2). This architecture is resistant
also to failures incurring on the voter because the checkers do not permit of the propagation
of the incorrect results to the output. In the case of an error on a FU of the system, both,
the voter and the addherent checker of the FU signalizes it. This mechanism determines
unambiguously which FU produced the error and hence the error can be easily removed.
About this system, implemented in FPGA, considering its occupied space, can be stated
that is maximally secured against the failures [3].
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Machine learning is a branch of artificial intelligence1 that deals with construction and
study of systems that can learn from data. More formal definition can we read in the book
of Tom M. Mitchell [4]:
Definition 2. ”A computer program is said to learn from experience E with respect to some
class of tasks T and performance measure P, if its performance at tasks in T, as measured
by P, improves with experience E.“
There are different varieties of machine learning and we can distinguish them based
on computational structures upon which their methods are used. These structures are the
following [5]:
• Functions
• Logic programs and rule sets
• Finite-state machines
• Grammars
• Problem solving systems
In our case we are talking about learning input-output functions which also have different
types. There are two major settings in which we wish to learn a function, supervised learning
and unsupervised learning. In both cases there is a training data set in which data are in
different representation, depending on the type of the learning. Based on the training data
set from which the machine has learned the new function it will be able to classify new
data elements.
3.1 Supervised learning
In supervised learning the data in the training data set is represented as pairs of {X,Y }
where Y s are actual labels (also-called supervisory signals) of different data elements in X.
The main goal of supervised learning, beside the processing the training data set, is the
prediction of labels Ynew for a new set of data Xnew that are without labels. There are
1Part of computer science that is concerned with making computer programs that can solve problems
creatively and behave like humans.
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several approaches and algorithms that use supervised learning, for example: backpropa-
gation, Bayesian statistics, decision tree learning, naive Bayes classifier, etc. In supervised
learning there are two possible types of algorithms that can analyze the training data and
produce an inferred function, classification and regression [6].
The main goal of classification is to learn a mapping from an input to an output whose
correct values are provided by a supervisor. These possible outputs are constituting a
group of discrete values called classes. We can distinguish different kinds of classifications
depending on the number of classes to that we can map the inputs. If there are only
two classes we are talking about binary classification (X→{0, 1}), if there are more then
it is multiclass classification (X→{0, 1, 2, ...}). These input-output pairs are constituting
the training data set. Classification has many utilizations in real-world applications, such
as document classification and email spam filtering, image classification and handwrite
recognition, face detection and recognition, etc.
Regression is similar to classification except that in this case the response variable Y
does not consist of different class codes as in the case of classification, but here it has
only one value. We can say that the regression’s output values are continuous because for
example they can create a straight line together called linear regression or they can give
for instance also a quadratic function what is polynomial regression. There are also several
opportunities to use regression in the field of engineering, economics, medical researches
and marketing.
3.2 Unsupervised learning
In this type of problems, we only have data elements X in the training data set, there
are no labels Y . Unsupervised learning uses methods that can classify the data based
on the data elements and it is also more widely applicable than supervised learning, since
it does not require a human expert to manually label the data. Labeled data is not only
expensive to acquire, but it also contains relatively little information, certainly not enough
to reliably estimate the parameters of complex models, as it says Kevin P. Murphy in his
book Machine Learning: A Probabilistic Perspective [6]. There are some approaches that
unsupervised learning uses, for example clustering and blind signal separation. According to
[7], unsupervised learning is closely related to the problem of density estimation in statistics.
The density estimation is the construction of an estimate of the unknown probability density
function from the observed data. The density estimation’s main goal is to model the
distribution of data in the population based upon the distribution of samples.
In unsupervised learning one of the most important methods for density estimation is
clustering where the aim is to find clusters or groupings of input. Clustering is applied
in practice in several ways such as in technique called customer segmentation and customer
relationship management. Another interesting application of clustering is image compres-
sion [7] where the input instances are image pixels represented as RGB values. There are of




Tools and algorithms for machine
learning
This chapter is a description of those tools and algorithms which were utilized during
this thesis. The chapter also forms a theoretical and informational background for the
experiments (see 6) that were performed using the described tools (see 4.1) and knowing
the features of the individual machine learning algorithms (see 4.2).
4.1 Tools
This section provides informations about the tools that were used during this work. These
tools were mainly used for data set generation (ModelSim 4.1.1) and learning from the
generated data sets (Weka 4.1.2).
4.1.1 ModelSim
ModelSim is a software product of the company Mentor Graphics1. Mentor Graphics was
the first to combine single kernel simulator (SKS) technology with a unified debug envi-
ronment for Verilog, VHDL, and SystemC. As a result of this idea, ModelSim was created
as a simulator program which supports as well ASIC and FPGA designs. ModelSim has a
lots of features, in the followings it will be described which of them were used during this
thesis.
Since ModelSim can be used for simulating, testing and debuging VHDL programs
that originally should be executed on FPGAs it was used for data set generation for later
classification. After compiling these programs a simulation was started while all of the read
inputs were computed to outputs and written into file. If something went wrong and the
generation was not successful, it was possible to show the time-dependent values of the
signals in a wave form (see 4.1) where it was easier to find the problem causing the failure.
1http://www.mentor.com
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Figure 4.1: ModelSim simulation - Wave
4.1.2 Weka (Waikato Environment for Knowledge Analysis)
Weka is a data mining software in Java, developed at the University of Waikato, New
Zealand [8]. It is actually a collection of machine learning algorithms for data mining tasks.
Weka is a free software available under the GNU General Public License. The algorithms
can either be applied directly to a dataset or called from our own Java code. Weka contains
tools for data pre-processing, classification, regression, clustering, association rules, and
visualization. It is also well-suited for developing new machine learning schemes.
The application of Weka is composed of 4 main parts, Weka Explorer, Weka Exper-
imenter, Weka Knowledge Flow Enviroment and Weka SimpleCLI [9]. Weka Explorer is
an enviroment for exploring data with WEKA. Weka Experimenter is offering an enviro-
ment with which we can perform experiments and conduct statistical tests between learning
schemes. Weka Knowledge Flow Enviroment is as like as the Explorer except Knowledge
Flow has a drag-and-drop interface and supports incremental learning. The last one, Weka
SimpleCLI is nothing more than a simple command-line interface that allows us direct
execution of WEKA commands.
4.2 Basic learning algorithms and data structures
Since the description of all machine learning algorithms would be too long, in this section
are those algorithms described which were truly applicated during the experiments. Some
of them can be found also as a classifier of the Weka data mining software: Multilayer Per-
ceptron (4.2.1.1), Random Forest (4.2.3), IB1 (4.2.6), Non-Nested Generalised Exemplars
(4.2.5) and Bootstrap aggregation (4.2.7). There is also a description about the learning
method, called Cross validation (4.2.8) which influences the learning process by a specific
distribution of data sets.
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4.2.1 Artificial neural networks
Artificial neural networks (ANN) are models constructed based on the knowledge gained
in the field of different biological sciences in order to attain such a mechanism that will be
able to solve problems like the human brain. To achieve this goal we can say that ANNs
pattern the structure of the human brain. The human brain has around 10 to 100 billion
neurons and cca. 100 trillion synapses between them which makes it very hard to imitate.
Just like our brain ANNs also consist of neurons but their behaviour is far more simple
than the neurons of the human brain.
The neurons in an ANN (also known as units or cells) have basically two tasks: receive
inputs from their neighbors and after computing their adherent outputs, propagate these
to other neurons. They have weighted connections between each other which influences
the propagation of the outputs. Based on the position of these neurons within the neural
system, three types of neurons can be distinguished: input neurons, output neurons and
hidden neurons (more detailed description in 4.2.1.1). After computing the output signals
it is also needed to adjust the weights of the connections. The update of the individual
neurons has two possible modes: synchronous and asynchronous. In the case of synchronous
updating the neurons activation can be updated simultaneously. In the case of asynchronous
updating, only one neuron can be updated at a time.
According to [10] two types of network topologies can be distinguished based on the
patterns of connections between the neurons:
• Feed-forward networks are such types of networks where data can flow through
several layers from input to output neurons without feedback connections. A classic
example of feed-forward ANN is the Perceptron which multilayer variant is charac-
terized in the 4.2.1.1 section.
• Recurrent networks contain also feedback connections. In contrast to the feed-
forward ANN these networks dynamical properties are much more important because
they can influence the output of the network in a big way [11].
4.2.1.1 Multilayer Perceptron
Multilayer Perceptron (MLP) is a feed-forward artificial neural network model that maps
sets of input data onto a set of appropriate output. MLP is a modification of the standard
linear perceptron with the difference that MLP can distinguish data that is not linearly
separable. An MLP consists of three or more layers (an input layer, an output layer and
one or more hidden layers). We can imagine it as a finite directed acyclic graph where the
nodes are the neurons with a nonlinear activation function (see Figure 4.2). There are two
main activation functions used for classification, the first is the logistic sigmoid function
f(z) = 1/(1+ e−z) with an output range from 0 to 1 and the second is a hyperbolic tangent
function f(z) = tanh(z) with a wider range, from -1 to 1 [12]. The neurons of i-th layer
serve as input features for neurons of i+1-th layer. The nodes in the input layer are called
input neurons. These are no target for any connection and it is true that MLPs with n
dimension must have n input neurons (one for each dimension). The nodes in the output
layer are called output neurons. These are no source of any connection and their number
depends on the way of the target values of the training patterns are described. The nodes
that are neither input neurons nor output neurons are called hidden neurons and these are
in the hidden layer. The connections that hop over several layers are called shortcut. All
14
Figure 4.2: Multilayer Perceptron [12]
connections are weighted with a real number and all hidden and output neurons have a
bias weight.
Multilayer Perceptron utilizes a supervised learning technique called backpropagation
for training the network. Backpropagation (backward propagation of errors) consists of two
main parts. The first part is the propagation itself and the second is the weight updating.
Propagation can also be divided into two steps. In the first step the algorithm propagates
inputs forward in the usual way and generates the propagation’s output activations (sig-
nals). The second step is the backward propagation of the errors. The algorithm generates
deltas (differences) from the output signals and desired output values which we can found
in the training data set. The difference is called error signal δ of output layer neuron.
When all error signals are computed (for each neuron), begins the second part of the algo-
rithm, the weight updating which we can also describe in two steps. The first step is about
multiplying all weight-synapse’s output delta and input activation to get the gradient of
the weight. In the second step we bring the weight in the opposite direction of the gradient
by subtracting a ratio of it from the weight. This ratio influences the speed and quality of
learning and it is called learning rate. These two parts of the algorithm (propagation and
weight updating) we can repeat until the performance of the network is satisfactory.
The training data set could be given as follows:
D = {(−→x (1),−→d (1)), . . . , (−→x (p),−→d (p))}
where
−→
d (i) is the desired output, class label 0 or 1 for classification. The main idea
of learning of an MLP is the minimalization of the error term:
E(−→w ;D) = 12
p∑
i=1
||y(−→x (i);−→w )−−→d (i)||2
where y(−→x ;−→w ) is the network output for input pattern −→x and weight vector −→w .
15




2. Learning in Multilayer
Perceptrons means calculating weights for which the error becomes minimal.
4.2.2 Decision trees
A decision tree (DT) is a hierarchical data structure that can be applicable in super-
vised learning and can be used for classification and also for regression. It belongs
to the group of nonparametric methods which instead of defining a model over the
whole original data set and learning the parameters from all these data (parametric
method) divide the input space into local regions based on a distance measure like
Euclidean norm and compute local models at each region [7].
Like any other tree structures DTs also consist of nodes which are in this case
called decision nodes and terminal nodes if it is about a leaf node. By each decision
node is implemented a discrete function based on which output is chosen from the
given node’s branches. This process is repeated recursively from the root node until
one of the tree’s leaf nodes will not be found. The leaf node’s input value is equal
to the output of the tree which can have two possible representation: a class code in
the case of classification or a numeric value if the tree was used for regression.
4.2.3 Random Forest
Random Forest (RF) is an ensemble learning method which was developed by Leo
Breiman [13]. The structure of RF consists of unpruned trees that can be used for
classification or regression. The individual trees are gained by selecting random sam-
ples from the training data. The main purpose of Random Forest is to make separate
predictions firstly by each individual decision tree member and then aggregate these
predictions. The aggregation process is distinct based on that if it is a classification
(majority vote) or regression (averaging). All these properties are conducive to the
RF classifier’s accuracy and its very fast classification. Thanks to these advantages
it was chosen into the group of experimented classifiers of this thesis. On the figure
4.3 we can see a schematic construction of an RF.
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Figure 4.3: Random Forest construction schema [14]
For growing trees RF uses the CART (classification and regression trees) method-
ology and grows its trees to maximum size without pruning. According to [14],
growing trees with the CART methodology has 2 basic aims: predict continuous
dependent variables (regression) and predict categorical predictor variables (classifi-
cation). CART can be divided into 4 ground steps which are the following:
1. Tree building: This is performed by splitting of nodes recursively. The terminal
nodes are assigned to classes depending on the classes probability distribution
of the dependent variable at terminal node.
2. Stopping tree building: It is about the stopping of the tree’s growing process.
3-4. Tree pruning and optimal tree selection: These final two steps are ignored thanks
to the free and unpruned growing process that RF yields.
The feature with the help of which the Random Forest algorithm can yield an
improved classification accuracy is in the ensemble of trees which are voting individ-
ually for the most promising class during the classification process. The tree building
process in the case of RF has some differences compared to the simple CART method-
ology (described above). The reason which is why the RF is more successful than
simple decision trees lies in the two randomized procedures that RF applies dur-
ing its tree building. First of all it is needed to make some assumptions for latter
explanations:
• N is the number of all data set instances in the training data set.
• n is a sample gained from all data set instances N . It is also-called bootstrap
sample and this much instances will be randomly chosen with replacement from
the training data set to create a subset of all data.
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• M is the number of attributes in the data set instances.
• m is a value that tells the algorithm how much of all attributes M should be used
for the decision making at the individual nodes of the tree. These m attributes
are also randomly selected and it is known that the best configuration is when
this number is much less than M (m << M) [14].
After choosing the two indispensable parameters n and m for the RF, the algorithm
will be able to calculate the best split based on the variable m on the bootstrap
sample and at the end each tree will be fully grown and not pruned. The training of
each classifier in the ensemble is performed on its bootstrap data set which actually
does not contain all the data set instances sampled from the training set, but only
approximately the two-thirds of them. The other one-third is named out of bag data
which is used for estimating an unbiased test error of each tree.
The main difference between the normal CART methodology and the RF CART
mode is in the node splitting during the tree building. The RF algorithm searches
only in n instances and instead of calculating with all M variables it works only
with the randomly selected m attributes at each node. The random selection of the
mentioned n instances and m attributes is repeated before each new tree building
process.
4.2.4 Nearest neighbor
Nearest neighbor (NN) is a method that originated in statistics, can be used in super-
vised and also in unsupervised learning. If we are considering a pure nearest neighbor
system then we can say that it is one of the simplest technique for classification. The
pure NN systems learn by storing all the training data set instances in a memory
verbatim. The new instances from the testing data set are classified according to the
class of its nearest neighbor which is calculated by measuring the distance between
the new instance and the set of instances in memory. For numeric attributes this is
usually based on Euclidean distance, where each instance is treated as a point in an
n-dimensional feature space. NN has several alterations for instance 1 -NN, k -NN,
etc. which are applicable in many fields of informatics. For example k -NN is used
for pattern recognition and statistical classification.
4.2.5 Non-Nested Generalised Exemplars
Non-Nested Generalised Exemplars (NNge) is a Nearest-neighbor-like algorithm which
was introduced by Martin B., 1995 [15]. The generalisation is implemented by merg-
ing exemplars, forming hyperrectangles in feature space that represent conjunctive
rules with internal disjunction.
The algorithm has an incremental learning, the new instances are first classified
and then generalised. Generalisation is performed by joining the newly classified
instances to its nearest neighbor of the same class. NNge due also to its name does
not allow either nested or overlaped hyperrectangles. Unlike to the simple Nearest
neighbor (see 4.2.4) it uses a modified Euclidean distance function that is capable of











where Ei is the ith attribute value in the new instance, Hi is the ith attribute value in
the exemplar, and WH and Wi are exemplar and attribute weights. The difference of
attributes Ei−Hi for ungeneralised exemplars is the difference between the attribute
value of the new instance and that of the exemplar.
If all the distances are computed between the new instance and all exemplars and
hyperrectangles, NNge chooses the class with the most exemplars at the minimum
distance. In that case if during the classification one or more hyperrectangles was
found that the new instance was member of, but which are of the wrong class, NNge
prunes these hyperrectangles in order to that the new instance lose the membership.
4.2.6 Instance based learning
Instance based learning algorithms (IBL) is a group of learning methods which can
make predictions based only on data instances. The individual instances are rep-
resented as a set of attribute-value pairs and they are saved in a data set where is
specified the number of these attributes. There is also a privilege that the instances
of one data set must not contain the same number of attributes because the missing
ones can be tolerated [16]. According to Aha, 1991 [17] IBL algorithms are derived
from the nearest neighbor pattern classifier [18] and they are very similar to edited
nearest neighbor (eNN) algorithms (Hart, 1968 [19]; Gates, 1972 [20]; Dasarathy, 1980
[21]). These eNN algorithms on the same lines with IBL use only certain instances for
data set classification. The biggest difference between eNN and IBL algorithms is in
their goals. Whilst eNN is nonincremental and tries to maintain perfect consistency
with its training data set, IBL is incremental and its primary goal is to maximize
classification accuracy on the testing data sets instances.
The primary output of IBL algorithms is a concept description based on what
the data instances can be partioned into classes. This concept description involves
informations of all data instances which were already somehow (correctly or incor-
rectly) previously classified. its content can change after processing a new training
data instance. The functionality of all IBL algorithms can be divided into 3 main
components [17]:
• Similarity Function: This function is responsible for calculating the similarities
between the training instances and the instances in the concept description.
Similarities have a numeric value.
• Classification Function: As an input receives the result of the similarity func-
tion and the classification performance records of the instances in the concept
description. Returns a classification for the new instances.
• Concept Description Updater: This component handles the records on classifi-
cation performance and chooses between the instances to include some of the
in the concept description. To its inputs belongs the results of the previous two
functions and the current concept description. It returns the modified concept
description.
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One of the most important differences between IBL algorithms and other machine
learning algorithms in supervised learning is that IBL algorithms do not construct
extensional concept descriptions like decision trees or rules. Instead, they are deter-
mined by how their selected similarity and classification functions use the current set
of saved instances. The assumption that similar instances have similar classifications
also belongs to the ground properties of IBL algorithms. That is why they are work-
ing based on the principle that the new instances are classified according to their
most similar neighbor’s classification.
The IB1 algorithm is the simplest one of all IBL algorithms. It is called also
Nearest-neighbor classifier because it uses normalized Euclidean distance to find the
training instance closest to the given test instance. After finding it predicts it with
the same class as the founded training instance. If multiple instances have the same
(smallest) distance to the test instance, the first one found is used. It is true that IB1
is identical to the nearest-neighbor algorithm except that it normalizes its attributes’
ranges, processes instances incrementally, and has a simple policy for tolerating miss-
ing values. We can better understand the functioning of IB1 from its similarity
function [17]:





where n is the number of attributes within the instances. It is defined that f(xi, yi) =
(xi − yi)2 for numeric-valued attributes and f(xi, yi) = (xi 6= yi) for boolean and
symbolic valued attributes. Missing attribute values are assumed to be maximally
different from the value present. If they are both missing, then f(xi, yi) yields 1.
4.2.7 Bootstrap aggregation
Bootstrap aggregation (acronym Bagging) is a procedure published by Breiman L.,
1996 [22] which was one of the first effective ensemble meta-algorithms that can be
used for improving the stability and accuracy of machine learning algorithms. The
main advantage of this method is that it works well also for unstable procedures. It
is usually applied for decision trees but it can be also used for other types of machine
learning algorithms. Based on the previous facts this method was also tested in some
experiments with several base classifiers.
The main point of the algorithm is that it uses an another classifier as a base
learner to reduce variance. The bootstrap aggregation algorithm draws randomly
a specified number of examples from the training data set with replacement to get
the so-called bootstrap samples. One sample can contain more one and the same
instances from the original data set because of the replacements at sampling. After
adding each new instance to a sample it is also returned to its original training set
and by the next choosing it is available again to add to another bootstrap sample.
Each of these samples are used as a training data set for the base learner. From the
so got hypotheses for each sample is chosen a resulting output by a majority vote.
4.2.8 Cross validation
Besides training the classifiers on a training data set and evaluating them on a test-
ing data set, the method of cross validation can be used to measure the accuracy
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of learning algorithms. Cross validation is a statistical method which divides the
available data into two segments: one for training and one for validation.
One of the basic forms of cross validation is k-fold cross validation which was used
also in the experiments of this thesis (see 6). This kind of cross validation partions
the original data set into k equally (or nearly equally) sized segments or folds. From
these k folds only one is used for validation and the remaining k − 1 for training
the given classifier. So thus we can get k combinations of training and validation
data set pairs. The accuracy of the chosen classifier is measured for each of these
combinations. During these measures the validation data sets are used as testing
data sets to get the proportion of the correctly and incorrectly classified data set
instances. The final performance of the classifier is given by the average of these
measures. The most commonly used number of folds (k) are 5 and 10.
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Chapter 5
Application of machine learning
algorithms
After the previous chapter’s descriptions about the individual machine learning algo-
rithms, this chapter deals with their application and with other processes that their
use requires. The described algorithms of the section 4.2 were primarily used for ver-
ifying if the chosen hardware components of this thesis work correctly. The operation
of this verification process is illustrated on the below figure (see 5.1). The hardware
component, implemented in VHDL, calculates the outputs for its received inputs and
based on these values the machine learning classifier (on-line checker) decides whether
the component functionates correctly or not.
Figure 5.1: Verification process with machine learning classifier as on-line checker
The verification process above could be also used in constructing fault-tolerant
systems (described in 2.1). Logically, for this purpose, machine learning classifiers
should be applicated for those hardware components of the system on which failures
are most frequent or their appearence could be fatal.
The main idea of this thesis, as its title also shows, is application of machine
learning algorithms for generation of checking circuits which could be also a potential
way to build such fault-tolerant systems. In order to reach that goal, firstly it is
needed to find out which machine learning algorithms are worthy to use as an on-line
checker. Several experiments were performed (see chapter 6) to satisfy this criterium.
Using machine learning algorithms in the mentioned verification process requires
data sets from which these algorithms are able to learn the hardware component’s
behaviour. Section 5.1 is about the generation of these data sets.
22
5.1 Data set generation
Data set generation consists of several steps which can be seen on the 5.2 schema.
This section contains a thorough description of the whole generation process and
basic informations about the format of data sets.
Figure 5.2: Steps of data set generation
5.1.1 Process of the generation
Multiple VHDL programs are used for data set generation. The main part of these
programs is always a specific unit which calculates outputs for randomly generated
inputs based on specific operations. Because the main goal is to predict if this unit
correctly works, it is necessary to have a testbench program that is used to join
the individual parts of the main VHDL program and simulate the involved unit
in ModelSim (4.1.1). The VHDL programs’ outputs themself are not enough for
detecting the failure of the given unit. Detection of the incorrect functionality requires
also the simulation of such faulty operation. The easiest way to attain this is mixing
valid outputs with invalids by changing one bit in the valid data. For example in
the first experiment (6.1) only one bit is changed either in the sine-value or in the
cosine-value of the input number. The mixing process is realized by Python scripts
where each of them saves the data set in a specified form depending on the classifier
that is used on the given data set. These forms are described at each experiment (see
6).
5.1.2 Format of the data sets
Training and testing data sets are generated into csv (comma-separated values1)
files. The instances in the data sets are separated by line breaks and the attributes
of the instances are separated by a literal comma. The number of instances and its
attributes is a variable value, depending on the given experiment. The last attribute
of each instance represents the value of the class which belongs to the given instance.
The class is functioning as a supervisor by training of the classifiers and also by
evaluating the achieved results.
1 http://en.wikipedia.org/wiki/Comma-separated_values
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The second file format which was used for storing the data sets is the arff
attribute-relation file format. These files were not generated by the scripts which
were used in the previous case but it was created by Weka 4.1.2 from the given csv
files each time when an experiment was started. It was neccessary because the csv
file format has some disadvantages compared to the arff format. The first is that
csv files cannot be read incrementally because the columns can contain numeric or
nominal attributes. In order to determine this property all the rows need to be in-
spected first. In the contrary, arff files headers contain definition of the attributes
that in the given data set can be present. The second drawback of the csv files is the
possible incompatibility of the train and test sets. Aware of these potential sources
of errors was safer to use the arff file format as the final format for storing the data
sets.
The arff files have two distinct sections. The first is the header information
section which contains relation declarations for example @relation traindataset
and attribute declarations what is a list of the attributes that the instances in the
data set contain. In this list are specified the names and the types of the attributes.
The second section is the data section which contains the datas themselves. It is an




This chapter contains the presentation of the experiments and evaluation of their
results. The aim of the experiments was to train the learning models, described
above (see 4.2) in order to obtain a checking circuit-like functionality in real systems.
Besides this it was also important to find out which machine learning algorithms are
useable for this task.
The experiments with different machine learning algorithms were realized in Java
programming language. In the programs the tools of the Weka data mining soft-
ware (see 4.1.2) were used. For the success of the experiments are mainly responsible
the individual algorithms and classifiers of Weka which have specific options. These
options are represented and explained by each experiment in order to allow of rein-
vestigation of the results.
6.1 Classification of sine and cosine values
The aim of the first experiment was to train a classifier which should be able to check
the pertinence of the sine and cosine value calculated from a specified input number.
The core of the VHDL program which made the calculations was generated by the
application of Xilinx CORE Generator. The interface of the generated component
(CORDIC) can be seen on the 6.1 figure. In this experiment several classifiers were
chosen from the supervised learning theory to classify the instances in the testing data
set. Except the classification on the testing data set there were also experiments with
classification on the training data set and it was tried out cross validation too. The
latter one was used with 10 folds.
Figure 6.1: Generated CORDIC component for computing sine and cosine values
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6.1.1 Forms of the data sets
In this experiment three kinds of data sets were used. Hence we can say that this
experiment consists of 3 subexperiments where each of them differs in certain aspects.
This difference is mainly in the representation of the input, sine and cosine values and
in the distribution of these values between the attributes (columns) of the data set
instances (rows). For the same reason the instances had different number of attributes
in each data set form. The main data set from which the training and testing data set
were generated consisted of 100 000 instances. Except cross validation, the training
and testing data set had equal amount of instances: 50000-50000.
The values of the first data set form were represented as decimal numbers. The
instances had 6 attributes (included the value of the class) which can be seen on
the 6.2 schema. The value of the class shows which sine-cosine pair was calculated
incorrectly.
Figure 6.2: Data set form with decimal attribute values (Experiment with sin-cosine values)
The second data set form had binary representation of the values. The decimal
values from the previous data set form were converted into a 16 bit-binary format
where each bit created one attribute and so the whole instance consisted of 81 at-
tributes (see 6.3).
Figure 6.3: One bit = one attribute data set form (Experiment with sin-cosine values)
The third data set had also binary representation but here there were only 49
attributes. The difference compared to the previous form is that here there was only
one sine-cosine pair. Hence the class could have two possible values, ok if the given
sine and cosine value was well calculated or not otherwise (see 6.4).
Figure 6.4: One bit = one attribute data set form with less attributes (Experiment with
sin-cosine values)
6.1.2 Classification with different classifiers
It is commonly known that different types of classifiers can produce different results
in various applications. This section is about comparing the achieved results of the
most successful classifiers that were used in this experiment. The section contains
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descriptions about the use of these classifiers, mainly informations about its param-
eters and their meanings. The parameters described at each classifier were proved to
be the most successful, so there is also a conclusion about the parameters influence to
the efficiency of the classifiers. There occured more classifiers with similar efficiency,
therefore 4 of them have been chosen to illustrate the achieved results. The other
results can be found in the appendix B.1.
Firstly the classifiers accuracy were tested only based on some common infor-
mations about their success and based on some tests that were executed using the
Weka tool’s default parameters for each of the chosen classifiers. After that many
more deeper experiments had been performed to find out the best parameters for
these classifiers. The experiments were aimed at those parameters of each classifier
whereby the given classifier’s efficiency depended.
The description of the classifiers parameters follows a table that contains the
test results on all of the data set forms. The percentages in the table’s cells mean
what percentage of the given data set was correctly classified. These percentages are
averages of 20 tests on the given data set form. After the execution each of these
tests the data sets were always remixed.
Random Forest
Three of the main options of the random forest algorithm are the number of trees, the
number of features and the maximal depth of the tree. That is why three of these had
been chosen to improve the RF’s performance in this experiment. The final options
which are evaluated in the table 6.7 are the following:
*where attrN is the number of attributes in data set instances
Figure 6.5: Random Forest classifiers’s parameters (Experiment with sin-cosine values)
We can see that compared to the default parameters the maximal depth of the
trees was reduced to 30 but the number of trees was increased to 80. The number of
features was also overwritten to 1 because the parameter-tests showed better results
with it. On the 6.6 diagram can be seen the dependency of the classification accuracy
on the number of trees. The datas in the diagram were measured on the 6.2 data set
form with 30 maximal tree-depth and 1 feature.
27
Figure 6.6: Dependency of the classification accuracy on the number of trees (Experiment
with sin-cosine values)
The diagram’s curve rises till it reaches the 80 number of trees where we can see a
fallback and henceforward continues the stagnation. Due to this stagnation had this
number of trees been chosen for the final evaluation. In the 6.7 table can be seen all
of the test results with the chosen parameters.
Figure 6.7: Classification results with Random Forest classifier (Experiment with sin-cosine
values)
Based on the results on the 6.2 data set form it can be stated that the Random
Forest classifier could work as a base algorithm of a checking circuit. The random
forests constructed using this data set form contained, on the average, 239175 tree
nodes (measured from 20 tests). The comparisions at the individual nodes were made
with decimal numbers. The results on the other data set forms are not good enough
because RF works accurately only in the case of the train data set classification.
Multilayer Perceptron
The MLP’s efficiency can be mainly controled by the number of hidden layers and the
neurons in the layers. The tests which were executed in order to get the best option
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for this classifier contained experiments with several modifications in the number of
hidden layers and also in the amount of its neurons. The final option which proved to
be the best consists of one single hidden layer and 80 neuron in it. The other options
of the MLP can be found in the next table 6.8.
*where a means that the number of neurons in the hidden layer is calculated based on the next
formula: a = attributes+classes2
Figure 6.8: Multilayer Perceptron classifiers’s parameters (Experiment with sin-cosine val-
ues)
The value of the learning rate and the momentum are the two integral parameters
for the backpropagation algorithm (see 4.2.1.1). The initial tests also included these
two options of the MLP but then it was observed that the accuracy of this classifier is
more dependent on the number of neurons. The test-results showed that the learning
rate and the momentum have good enough default values to train the MLP to an
adequate level. The number of epochs specifies how many times should the neural
network train through the entire train set. The null value at the percentage size of
the validation set means that there was not any validation set used for influecing
the training time. Otherwise the training will continue until it is observed that the
error on the validation set had been consistently getting worse, or if the training time
is reached. Instead of that the training time was depended on another parameter,
the number of epochs which the algorithm should train through. Likewise as the
previously decribed parameter the validation-threshold was also left on the default
value. its value dictates how many times in a row the validation set error can get
worse before training is terminated.
On the graph 6.9 we can see how the number of neurons influences the precision
of the classification. The measured data in the diagram was gotten on the 6.3 data
set form. Except the number of neurons all settings were Weka’s defaults.
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Figure 6.9: Dependency of the classification accuracy on the number of neurons (Experiment
with sin-cosine values)
The averaged results with the chosen 80 neurons can be seen in the next table
6.10.
Figure 6.10: Classification results with Multilayer Perceptron classifier (Experiment with
sin-cosine values)
We can see that the best results with MLP classifier were achieved using the 6.3
data set form, but comparing to the previously demonstrated results with the RF
(see 6.7) this is worse by 1.88%.
Bagging
Because this meta-algorithm uses different classifiers for classification, the tests for
the best parameters were constricted to find out which one can the most successfully
cowork with Bagging. Hence the other options of Bagging were not modified and was
used only Weka’s defaults which we can see at the table 6.11.
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*where the size of each bag is a given percentage of the whole training set
**the full names of the classifiers are: weka.classifiers.trees.REPTree and
weka.classifiers.trees.RandomForest
Figure 6.11: Bagging classifiers’s parameters (Experiment with sin-cosine values)
The best results were achieved by using the Random Forest classifier as base
classifier, but there were similarly well results with other base classifiers as it shows the
6.12 diagram below. Knowing that RF, just like Bagging, also constructs bootstrap
samples during its training phase it can be the reason why these two algorithms work
better together than the other combinations. Since the bootstrap samples, created
by Bagging, are once again resampled by RF, it results a more accurate classification
mechanism. The percentage values in the diagram were measured on the 6.2 data set
form.
Figure 6.12: Dependency of the classification accuracy on the base classifier (Experiment
with sin-cosine values)
Here can be seen the results on all 3 data set forms:
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Figure 6.13: Classification results with Bagging classifier (Experiment with sin-cosine val-
ues)
The cross validation results on the 6.2 data set form show a little improvement
(0.08%) compared to the results of the simple RF classifier (6.7). Bootstrap aggre-
gation was performed using 10 iterations. In each iteration one random forest was
created with 10 tree. The so created classifier consisted of 10 random forests (100
trees) and on the average, it contained 914299 nodes (measured from 20 tests) where
at each of them were compared decimal numbers.
IB1
The nearest neighbor classifier does not have any parameters in Weka, so it was used
simply without any options. The so gotten results are the following:
Figure 6.14: Classification results with IB1 classifier (Experiment with sin-cosine values)
The best results were measured with this algorithm on its 6.2 data set form. In the
case of cross validation it is by 0.82% better than with the RF classifier. Classification
with IB1 classifier has also some disadvantages. In the worst case, classification of a
new instance requires n comparisions with the individual training instances using the
Euclidean distance (see 4.2.6), where n is the number of training instances. Because
IB1 stores its training instances in the memory, it has also high memory requirements.
6.2 Experiments on a robot controller’s components
The previous experiments with the sine-cosine values (6.1) revealed that modern
machine learning methods are able to create successful models of a simple hardware
component. This section is about repeating those experiments on real test designs,
developed on the Department of Computer Systems VUT Brno. For this purpose the
components of a robot controller had been chosen. As a basis for these experiments
has served the master’s thesis of Ing. Jakub Podivínský [23] what contains the VHDL
design of the robot controller which components functionality were tried to learn using
different classifiers from the supervised learning theory. Each experiment contains
a description of the generated data sets which forms always depend on the given
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component. There are also information about the used classifiers, about its options
and finally about its success.
To fully understand these experiments it would be needed to know some informa-
tion about the robot itself, about it’s design and principle of operation. The robot
controller was implemented for autonomous movement in a maze. It represents an
exemplary system and was created for demonstrating and testing of fault-tolerant
methodologies. The robot controller is constituted by serveral components which
from only few were used in this thesis for trying to learn their behaviour. On the
next figure (6.15) can be seen the hierarchy and the design of the whole robot con-
troller.
Figure 6.15: Block diagram of the robot controller [23]
There are particular descriptions about each unit that were utilized for experi-
menting on them with machine learning algorithms. These are the two which we can
see on the block diagram: Position Evaluation Unit (6.2.1) and Barrier Detection
Unit (6.2.2) and the third is the Direction Unit (6.2.3) which is part of the Engine
Control Unit, hence it is not to be seen on the diagram.
6.2.1 Position Evaluation Unit
Position Evaluation Unit (PEU) gets distances from 3 control points which are located
at certain fixed positions on the map where the robot moves. From these distances is
the real position of the robot calculated which is given in the form of x, y coordinates
on the map. So PEU has 3 inputs and 2 outputs which are calculated using the
Pythagorean theorem.
The maze in which the robot makes its movements is a 8x8-sized square of fields
where each field consists of 8x8 coordinate-points. So the robot can stay in a given
moment on one of the 64 fields of the map. The component’s interface is on the next
figure 6.16.
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Figure 6.16: Input and output signals of the Position Evaluation Unit
6.2.1.1 Form of the data sets
The classification in this experiment was done similarly as by the previous one (see
6.1.1) on three kind of data sets and it was used cross validation too. In the training
and testing data set were 13998-13998 instances. The data sets had different number
of attributes (columns) per format depending on the distribution of binary values
(the whole binary number in one attribute or each bit in a separate attribute).
In the first form the instances consisted of 6 attributes (see 6.17) which had 16
bit binary values. The class could have two possible values ok or not depending on
the correctness of the given instance.
Figure 6.17: Data set form with binary attribute values (Experiment on PEU)
The second form (see 6.18) was the same as the first, except that that the at-
tributes had decimal values.
Figure 6.18: Data set form with decimal attribute values (Experiment on PEU)
The instances in the third form (see 6.19) contained 81 attributes because counter
to the first form, here the binary numbers were separated bit by bit and distributed
between the attributes (one bit as one attribute). The value of the class was the same
as by the previous two forms.
Figure 6.19: One bit = one attribute data set form (Experiment on PEU)
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6.2.1.2 Used classifiers
In this experiment the same classifiers were used as in the case of experiment with sine
and cosine values (see 6.1.2) with the exception that here the Non-Nested Generalised
Exemplars (NNge) algorithm was used instead of Bootstrap aggregation (Bagging).
This change was made in order to test also other algorithms with other principles. In
the followings there will be a description about each classifiers configuration in order
to see the difference between the options by the individual experiments. The final
results with each classifier of this section were calculated as an average of 20 tests.
After each of these tests the data sets were always remixed.
Random Forest
Just like in the previous experiment (see 6.1.2) the tests for the best efficiency were
focused on the three of parameters: number of trees, number of feature and maximal
depth of tree. As it can be seen in the 6.20 table, the best RF parameters for learning
the PEU’s functionality differs a lot from the parameters of the previous experiment.
Figure 6.20: Random Forest classifier’s parameters (Experiment on PEU)
Looking the number of trees, it can be stated that the classification of the PEU’s
data instances was much more easier for RF classifier than in the previous experiment.
See the dependency of the classification accuracy on the number of trees on the 6.21
diagram. The percentage values in the diagram were measured with using 20 maximal
tree depth and 5 features on the 6.17 data set form.
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Figure 6.21: Dependency of the RF’s classification accuracy on the number of trees (Ex-
periment on PEU)
The final experiments with the above described parameters produced the next
results on the data sets:
Figure 6.22: Classification results with Random Forest classifier (Experiment on PEU)
The results on this unit with the RF classifier are all good enough to use RF in a
checking circuit. The best results were achieved on the 6.17 data set form. The RF,
built from this data set form consisted on the average of 1675 nodes (measured from
20 tests). At each of these nodes were compared decimal numbers.
Multilayer Perceptron
In the case of MLP an other parameter was added to the best parameter-tests : the
number of epochs which influences the training time. Next to number of neurons this
was also modified compared to the default parameters.
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Figure 6.23: Multilayer Perceptron classifier’s parameters (Experiment on PEU)
It can be seen that the used number of epochs value (400) is smaller than the
default value (500) but it must be remarked that based on the parameter tests there
was no difference in the accuracy in the interval of number of epochs from 400 to 700.
Contrary to the previous experiment (see 6.8) here was enough to use less neurons
(5) to reach the maximal accuracy of the algorithm. This shows similarly as by RF
the less number of trees that the PEU’s functionality is easier teachable to machine
learning algorithms than calculation of the sine and cosine values.
On the 6.24 graph we can see how the precision of the classification depends on
the number of neurons. The datas in the diagram were measured on the 6.19 data
set form with 400 number of epochs. The other parameters were Weka’s defaults (see
6.23).
Figure 6.24: Dependency of the MLP’s classification accuracy on the number of neurons
(Experiment on PEU)
The results with the previously described parameters shows the next table:
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Figure 6.25: Classification results with Multilayer Perceptron classifier (Experiment on
PEU)
The best results on the PEU unit were achieved by the MLP classifier on the 6.19
data set form.
NNge
This classifier has only two parameters in Weka: number of attempts of generalisation
and number of folders for computing the mutual information. The tests worked with
both of them to find out which is the best option for this algorithm. The result of
the tests is in the following table 6.26.
Figure 6.26: NNge classifier’s parameters (Experiment on PEU)
The next 3D-graph 6.27 shows us the dependency of the NNge’s accuracy on its
two parameters.
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Figure 6.27: Dependency of the NNge’s classification accuracy on its two parameters (Ex-
periment on PEU)
The datas in the diagram were gained on the 6.19 data set form by combining
these two parameters, both of them from 1 to 40. It is true that except when the
number of attempts of generalisation is 1, the precision of the classifier is in each
case over 86%. But the best performance (89, 69%), as it shows also the graph, was
measured when the number of generalisation is 10 and the number of folders 2. Hence
these values were used also for the final evaluation of the NNge’s results (see 6.28).
Figure 6.28: Classification results with NNge classifier (Experiment on PEU)
Contrary to the 100% accuracy on all 3 data set forms when classifying the training
data set, the result on the testing data set and also the cross validation results were
much worse than the best results with the RF or the MLP.
IB1
Since IB1 classifier has no parameters it was simply executed on all three data set
forms. The results can be on view in the 6.29 table:
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Figure 6.29: Classification results with IB1 classifier (Experiment on PEU)
Based on these results the IB1 classifier can not be used as a checking circuit for
the Position Evaluation Unit.
6.2.2 Barrier Detection Unit
The Barrier Detection Unit (BDU) is responsible for the evaluation of barriers. As
you can see on the 6.30 schema it receives 4 input numbers from 4 sensors, each one
is on the one side of the robot. They are providing information about the distance
of the nearest barrier. From these input numbers returns the unit one single output
number which represents the four-neighborhood of the robot and gives information
about the obstacles in the area. This neighborhood representation uses only the 4
last bit of the output number (from 0000 to 1111).
Figure 6.30: Input and output signals of the Barrier Detection Unit
6.2.2.1 Form of the data sets
The form of the data sets by this unit is almost the same as by the PEU unit (see
6.2.1.1) with the exception that in this case there were 4 inputs (sensor values) and
1 output (4-neighborhood). The difference can be seen on the 6.31 schema which
shows the form of the first data set. The other two differ also only in the name of
the input and output attributes, the representation of their values and the value of
the class is analogous with the PEU unit.
Figure 6.31: Data set form with binary attribute values (Experiment on BDU)
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In this experiment it was needed to improve the generation of data sets because
the possible valid output numbers stem from a very small interval (0000-1111) and
hence the random number generation would have not to be satisfactory enough to
generate all of these output numbers. So to the generation scripts was added an
extra section which compensated this incompletion by generating all of those data
set instances directly which output value was from the mentioned interval. The
number of instances in both training and testing set was 50000.
6.2.2.2 Used classifiers
On this unit of the robot were used the same classifiers as in the previous case by the
Position Evaluation Unit (see 6.2.1.2) but the tests for detecting the best parameters
for each classfier were reexecuted. As a result of these tests the experiments on this
unit were performed with different classifier options. These parameters can be on
view in the tables of the following sections. The results with the individual classifiers
were calculated as an average of 20 separately performed tests, each of them with
remixed data sets.
Random Forest
The table 6.32 contains the results of the parameter tests. Compared to the PEU
unit the biggest change is in the number of features and in the maximal tree-depth.
By this unit it was enough only one feature to reach the RF’s desired accuracy. The
maximal depth of the trees was also reduced from 20 to 5. In the 6.33 graph we can
see how depends the classification accuracy on the number of trees when the other
parameters are set to the below described values (see 6.32).
Figure 6.32: Random Forest classifier’s parameters (Experiment on BDU)
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Figure 6.33: Dependency of the RF’s classification accuracy on the number of trees (Ex-
periment on BDU)
The graph’s percentage values were gained by experimenting with the parameter
values, described in the third column of the previous table (6.32). The graph’s values
were measured on the BDU’s second data set form which format is completely anal-
ogous with the PEU’s 6.18 data set form. The final results with chosen parameters
are the following:
Figure 6.34: Classification results with Random Forest classifier (Experiment on BDU)
The results show similarly well accuracy on all data set forms. It would be a good
checking circuit implementation no matter which data set form would be chosen. The
random forest constructed using the 6.31 data set form contained, on the average,
344 tree nodes whereby the comparisions were done with decimal numbers.
Multilayer Perceptron
The options of the MLP in this experiment can be on view in the 6.35 table. On
the 6.36 graph we can see how the accuracy of the MLP depends on the number of
neurons.
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Figure 6.35: Multilayer Perceptron classifier’s parameters (Experiment on BDU)
Figure 6.36: Dependency of the MLP’s classification accuracy on the number of neurons
(Experiment on BDU)
The values in the graph were measured with Weka’s default settings of the MLP
with the exception that the number of epochs was 300. The graph’s percentage values
were gained on the BDU’s second data set form. The graph unequivocally shows that
after 4 neurons in the hidden layer the accuracy begins to stagnate, hence was chosen
this neuron-number for the further experiments. The results of these experiments are
in the next table (6.37).
Figure 6.37: Classification results with Multilayer Perceptron classifier (Experiment on
BDU)
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Just like by the PEU, the results on the BDU with the MLP classifier are the best
on its third data set form.
NNge
The NNge’s parameters have also changed (see below 6.38). The graph 6.39 shows
how the NNge’s parameters influence the classification precision. its values were
measured on the BDU’s second data set form. Lastly there is a table (6.40) containing
evaluation of the results.
Figure 6.38: NNge classifier’s parameters (Experiment on BDU)
Figure 6.39: Dependency of the NNge’s classification accuracy on the number of trees
(Experiment on BDU)
Figure 6.40: Classification results with NNge classifier (Experiment on BDU)
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The previous table shows outstanding classification results on the first 2 data set
forms, hence NNge can be applicated as a checking circuit for the Barrier Detection
Unit.
IB1
Figure 6.41: Classification results with IB1 classifier (Experiment on BDU)
The IB1 classifier likewise as by the PEU does not work at all for testing data set
classification or cross validation, hence it can not be used as a checking circuit for
the BDU neither.
6.2.3 Direction Unit
The Direction Unit (DU) helps to the Engine Control Unit (ECU) in controlling the
robot’s movement in the maze. ECU is a composite of three components: ECU finite
state machine, move controller and a queue for storing the individual moves. DU is
a part of the finite state machine. It is responsible for the transformation of the old
and new x, y coordinates to one of the next directions: top, bottom, left or right. It
compares the old and the new x, y coordinates and from these informations deduces
the robot’s movement’s new direction. The schema of this unit can be seen on the
6.42 figure. The original VHDL source code was complemented with two additional
output signals, the previous x, y coordinates. It was needed because in the original
implementation these were only internal signals. After that modification it was easier
to generate the data sets.
Figure 6.42: Input and output signals of the Direction Unit
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6.2.3.1 Form of the data sets
The two coordinate points (the old and the new) were used for computing the next
direction as an output value which did have different representation depending on
the given data set form. Both the training and testing set had 50000-50000 data
instances.
Just like during the previous experiments in this experiment were also used 3
different data set forms which means that this experiment can be divided also into 3
parts (see below the described data set forms).
The first data set form (see 6.43) had 8 attributes. The first 4 were the input
attributes, the coordinates, already mentioned before. These 4 had 16-bit binary
values. The other 4 attributes symbolized the deduced direction. Each of them was
represented by only one bit value. Only one of them could have the 1-value depending
on which was the next direction of the robot. The value of the class had two options
ok if it was a correct instance or not otherwise.
Figure 6.43: Data set form with binary attribute values (Experiment on DU)
The second data set form (see 6.44) was almost the same as the first except that
the representation of the input attributes (first 4 from the left) was decimal.
Figure 6.44: Data set form with decimal attribute values (Experiment on DU)
The third data set form’s input attributes were the same as by the second form
but the calculated direction was signalized by one nominal attribute instead of 4
individual bits (see the possible attribute values on the 6.45 schema).
Figure 6.45: Data set form with decimal attribute values and with nominal directions
(Experiment on DU)
6.2.3.2 Used classifiers
The classifiers that were used on this unit are the same as by the other two units PEU
and BDU but their options are different in some cases. These differences are shown by
the tables in the next subsections. It is apply that after providing information about
the best parameters for the given classifiers follows a graph about the dependency
of the classifier’s precision on one of its main parameter. The graph’s values were
46
measured with the previously described best parameters. Finally there are tables
by each classifier showing the averaged results with the above described parameters.
The averaged percentage values were measured from 20 separately performed tests,
each of them with new, remixed data sets.
Random Forest
Figure 6.46: Random Forest classifier’s parameters (Experiment on DU)
Figure 6.47: Dependency of the RF’s classification accuracy on the number of trees (Ex-
periment on DU)
The graph’s values were measured on the 6.43 data set form.
Figure 6.48: Classification results with Random Forest classifier (Experiment on DU)
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Based on the results above, the RF classifier can be used as a checking circuit
for the Direction Unit. The built RF, using 6.44 data set form had, on the average,
68708 tree nodes (measured from 20 tests). The comparisions at the individual nodes
were made with decimal numbers.
Multilayer Perceptron
Figure 6.49: Multilayer Perceptron classifier’s parameters (Experiment on DU)
Figure 6.50: Dependency of the MLP’s classification accuracy on the number of neurons
(Experiment on DU)
The percentage values in the graph were gained on the 6.44 data set form.
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Figure 6.51: Classification results with Multilayer Perceptron classifier (Experiment on DU)
The results with the MLP classifier are also well enough for its application in a
checking circuit.
NNge
Figure 6.52: NNge classifier’s parameters (Experiment on DU)
Figure 6.53: Dependency of the NNge’s classification accuracy on the number of trees
(Experiment on DU)
The graph’s values were measured on the 6.43 data set form.
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Figure 6.54: Classification results with NNge classifier (Experiment on DU)
The NNge’s results show that similarly to the previous classifiers NNge makes no
exception and can be used in checking circuit too.
IB1
Figure 6.55: Classification results with IB1 classifier (Experiment on DU)
Unlike the previous two components PEU and BDU, the Direction Unit is able to




In this thesis the reader can get acquainted with machine learning algorithms, chosen
for their application in checking circuits. Except the theoretical informations about
the individual algorithms the thesis also provides an insight into practical utilization
of these algorithms in the form of classifiers. In order to find out whether the chosen
classifiers can functionate as a checking circuit, several experiments were performed
on different hardware components.
Generally speaking about the experiments, it can be stated that they have suc-
ceeded because at least one of the algorithms was always able to learn enough accu-
rately the given hardware components’s functionality. This is proved by the results,
measured on the testing data sets and the results with cross validation. These results
can be found in a table form at the end of each experiment.
7.1 Future work
The experiments performed within this thesis provide a good informational back-
ground for creation of a real checking circuit that could operate on a field-programmable
gate array (FPGA). To do so, it would be needed to implement one of the successful
machine learning algorithms of this thesis using a hardware description language like
VHDL or Verilog. Thus the classification of the newly calculated output values could
run immediately on the FPGA and verify the correctness of the calculated outputs.
Another potential pursuance of this thesis would be performing new experiments
on more complicated benchmark circuits. For example it would be interesting to try
to learn the functionality of such hardware units that contain also sequential circuits.
It would require pretty different data set generation techniques and learning settings
than those which are described in this work. It would be also a possible way to choose





Contents of the attached CD
Below can be seen the simplified directory structure of the attached CD. In the file
User manual.doc is described how the experiments can be executed. It also contains
a more accurate description of the experiments’ directory structure.
/
Experiments ......Directory containing the source codes of the experiments.
Sine-cosine experiments
Robot controller experiments
Barrier Detection Unit (BDU)
Direction Unit (DU)




Text............Directory containing this technical text in electronic format.





B.1 Classification of sine and cosine values
These experiments were performed during the initial phase of the sine-cosine experi-
ments (6.1). That is why all of the here presented classification results were measured
with Weka’s (4.1.2) default parameters. The results of the individual experiments
can be read out from the tables of the below subsections. Each of them was gained
by averaging the results of 20 sequentially executed tests.
B.1.1 Functional trees
It is a classifier for building Functional trees (FT) that are classification trees which
inner nodes and/or leaves could contain logistic regression functions. More infor-
mation and the description about its default parameters can be found in the Weka
documentation [24]. The following table shows the achieved results by FT.
Figure B.1: Classification results with FT classifier (Experiment with sin-cosine values)
B.1.2 Non-Nested Generalised Exemplars
This algorithm has been already described in the section 4.2.5, more informations
can be found in the documentation of Weka [25]. The results are demonstrated in
the below table.
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Figure B.2: Classification results with NNge classifier (Experiment with sin-cosine values)
B.1.3 Random Tree
This decision tree algorithm constructs a tree with no pruning. It takes into con-
sideration N randomly chosen attributes from the data sets instances at each node.
Additional informations about its functionality and parameters are presented in the
documentation of Weka [26]. The below table shows the results gained by this clas-
sifier.
Figure B.3: Classification results with Random Tree classifier (Experiment with sin-cosine
values)
B.1.4 SimpleCart
This is a decision tree algorithm too. It implements minimal cost-complexity pruning
by its tree building. Other informations are in the documentation web pages of Weka
[27]. The results can be on view in the next table.
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