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Abstract. The Bethe ansatz solution of periodic TASEP is formulated in terms of
a ramified covering from a Riemann surface to the sphere. The joint probability dis-
tribution of height fluctuations at n distinct times has in particular a relatively simple
expression as a function of n variables on the Riemann surface built from exponentials
of Abelian integrals, traced over the ramified covering and integrated on n nested con-
tours in the complex plane.
Keywords: TASEP, periodic boundaries, Riemann surfaces, ramified coverings,
meromorphic differentials.
1. Introduction
The totally asymmetric simple exclusion process (TASEP) [1, 2, 3, 4] is a Markov process
featuring hard-core particles hopping asymmetrically between neighbouring sites of a
lattice. In the one-dimensional model with periodic boundary conditions studied in this
paper, the particles hop with constant rate 1 from any site i to the next site i+ 1.
At large scales, TASEP belongs to KPZ universality [5, 6, 7, 8, 9, 10, 11]. More
precisely, calling L the number of lattice sites and N the number of particles, the
statistics of the height function of TASEP at fixed density ρ = N/L converges at large
L on the time scale t ∼ L3/2 to that of the KPZ fixed point in finite volume, describing
how Tracy-Widom distributions and Airy processes characteristic of the process on the
infinite line [12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22] relax [23, 24, 25, 26] to a Brownian
stationary state with non-Gaussian large deviations [27, 28, 29, 30, 31]. In this paper,
we revisit height fluctuations of TASEP with periodic boundaries from the point of view
of algebraic geometry.
TASEP is an integrable model, and the eigenfunctions of the time evolution operator
are given by the Bethe ansatz. The Bethe equations of TASEP have a peculiar mean
field structure, which we relate in this paper to the existence of a covering map πN from
a compact Riemann surface RN to the Riemann sphere Ĉ, underlying the integrability
of the model. The joint probability distribution at n distinct times of the TASEP
height is in particular expressed in (55) as a function of n variables on RN built from
exponentials of Abelian integrals, traced over πN and integrated on n nested contours
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on C. This is our main result, valid under the hypothesis that L and N are co-prime
to avoid technicalities arising when the Riemann surface RN has several connected
components, and derived using standards tools from quantum integrability. The large
L asymptotics to the KPZ regime then follows rather easily from (55), as the joint
probability of the height at the KPZ fixed point may be expressed in a similar way, with
RN converging in some sense to the non-compact Riemann surface RKPZ build from
half-integer polylogarithms [32]. Equivalent expressions for the joint probability of the
height of TASEP and the corresponding large L limit in the KPZ regime were obtained
earlier by Baik and Liu [33, 34].
The paper is organized as follows. In section 2, we recall Bethe ansatz formulas
for the eigenstates of TASEP and their scalar products. In section 3, we introduce the
Riemann surface RN and the covering map πN from RN to the sphere, and study some
of their properties. Finally, in section 4, we study height fluctuations for TASEP and
state our main result (55). Some technical calculations are gathered in appendix.
2. Bethe ansatz for TASEP
In this section, we recall known results about the Bethe ansatz integrability of TASEP for
a system with N particles on L sites and periodic boundary conditions. Configurations
C of the system can be specified either by the occupation numbers n1, . . . , nL ∈ {0, 1},
with ni = 0 (respectively ni = 1) corresponding to an empty site (resp. an occupied
site), or by the positions xj of the particles on the lattice, 1 ≤ x1 < . . . < xN ≤ L. The
set of all configurations ΩL,N has cardinal |ΩL,N | =
(
L
N
)
. We assume in the following
that there is at least a particle and an empty site in the system, so that 1 ≤ N ≤ L−1.
2.1. Bethe equations, eigenvalue and momentum
The dynamics of TASEP can be described in terms of the deformed Markov matrix
M(γ) acting on configuration space by M(γ)|C〉 = ∑C′ 6=C wC′←C (eγ |C′〉 − |C〉), where
wC′←C = 1 if there exists a site i such that C′ may be reached from C by moving a particle
from site i to i+1, and wC′←C = 0 otherwise. When γ = 0, M(0) reduces to the Markov
matrix of TASEP from which probabilities Pt(C) that the system is in configuration C
at time t evolve. The fugacity γ counts the current of particles across the system, and
is necessary for studying the height function associated to TASEP, see section 4.
The matrixM(γ) is related by a similarity transformation to the Hamiltonian of an
XXZ spin chain with anisotropy ∆ = ∞ and twisted boundary conditions, and can be
diagonalized exactly using Bethe ansatz. Periodicity in space implies that the momenta
qj of quasi-particles are quantized, and the quantities yj = 1 − eiqj−γ must be solution
of the Bethe equations
eLγ(1− yj)L = (−1)N−1
N∏
k=1
yj
yk
. (1)
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The Bethe equations of TASEP have a mean field nature, with yj being coupled to the
other yk only through the symmetric function
∏N
k=1 yk. This is a consequence of the
anisotropy ∆ =∞ in the corresponding XXZ spin chain, or equivalently of the mapping
to a five vertex model. This observation, which was crucial in many earlier works [35, 27]
on the model, is the key point leading to the Riemann surface RN in section 3.
According to coordinate Bethe ansatz, eigenvectors of M(γ) are given in terms of
the Bethe roots yj by [1]
〈x1, . . . , xN |ψ~y(γ)〉 = det(y−kj (1− yj)xkeγxk)j,k∈[[1,N ]] (2)
〈ψ~y(γ)|x1, . . . , xN〉 = det(ykj (1− yj)−xke−γxk)j,k∈[[1,N ]] . (3)
Since M(γ) is not a symmetric matrix, the left and right eigenvectors are not transpose
of each other. In our notations |ψ~y(γ)〉 and 〈ψ~y(γ)| above, the variable γ refers only
to the explicit parameter γ in the determinants (2), (3), and not to the fact that
~y = (y1, . . . , yN) must be solution of the Bethe equations (1) with the same parameter γ
in order for the Bethe vectors (2), (3) to be eigenvectors of M(γ). In section 2.2 below,
we also consider Bethe vectors with parameters yj not solution of Bethe equations,
which are needed in section 4 for height fluctuations.
Given a solution ~y of the Bethe equation (1), the eigenvalue ofM(γ) corresponding
to the left and right eigenvectors 〈ψ~y(γ)| and |ψ~y(γ)〉 is equal to
E(γ) =
N∑
j=1
yj
1− yj . (4)
Additionally, the matrix M(γ) commutes with the translation operator T defined by
T |x1, . . . , xN〉 = |x1 − 1, . . . , xN − 1〉, and the Bethe vectors (2), (3) are eigenvectors of
T with eigenvalue
eiP/L = eNγ
N∏
j=1
(1− yj) , (5)
with P ∈ 2πZ the momentum of the eigenstate, defined modulo 2πL.
2.2. Scalar products of Bethe states
The expressions (2), (3) for the eigenvectors are known as symmetric Grothendieck
polynomials in the Bethe roots [36]. The Cauchy identity for the off-shell / off-shell
scalar product, between Bethe vectors 〈ψ~w(γ)| and |ψ~y(γ)〉 with arbitrary parameters
wj, yj not necessarily solution of the Bethe equations is [37, 36, 38]
〈ψ~w(γ)|ψ~y(γ)〉 =
( N∏
j=1
(1− yj)wNj
yj (1− wj)L
)
det
( (1−wk)L
wN−1k
− (1−yj)L
yN−1j
yj − wk
)
j,k∈[[1,N ]]
. (6)
Taking the yj in (6) as solutions of the Bethe equations (1) with fugacity γ while keeping
the wk generic, the off-shell / on-shell scalar product reduces to the Slavnov determinant
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[39]
〈ψ~w(γ)|ψ~y(γ)〉 = (−1)N
( N∏
j=1
(1− yj)L+1
yNj (1− wj)L
)( N∏
j=1
N∏
k=1
(yj − wk)
)
(7)
× det
(
∂yi
( N∏
k=1
1
1− yk/wj + e
Lγ(1− wj)L
N∏
k=1
1
1− wj/yk
))
i,j∈[[1,N ]]
,
where the derivative in the determinant has to be taken before setting the yj to a solution
of the Bethe equations. Finally, taking the singular limit wj → yj in (7), the on-shell
norm of the Bethe vector is given by the Gaudin determinant [40, 41, 37, 42]
〈ψ~y(γ)|ψ~y(γ)〉 = L
N
( N∑
j=1
yj
N + (L−N)yj
)( N∏
j=1
N + (L−N)yj
yj
)
, (8)
in terms of which one has the resolution of the identity
1 =
|ΩL,N |∑
r=1
|ψr(γ)〉〈ψr(γ)|
〈ψr(γ)|ψr(γ)〉 , (9)
with the basis ψr(γ), r = 1, . . . , |ΩL,N | corresponding to all admissible solutions of the
Bethe equations.
Additionally, in order to expand current fluctuations of TASEP over Bethe
eigenstates in section 4, one needs to consider modified Bethe vectors
〈x1, . . . , xN |ψ0~y〉 = det(y−kj (1− yj)xk)j,k∈[[1,N ]] (10)
〈ψ0~y|x1, . . . , xN 〉 = det(ykj (1− yj)−xk)j,k∈[[1,N ]] , (11)
which are eigenstates of a deformed Markov operator M0(Lγ) counting the current of
particles between sites L and 1 if the yj are solution of the Bethe equations (1), see
section 4. One has the identity [37, 24]∑
C∈ΩL,N
〈C|ψ0~y〉 = (1− e−Lγ)
( N∏
j=1
1− yj
yN+1j
)( N∏
j=1
N∏
k=j+1
(yj − yk)
)
(12)
for Bethe roots yj solutions of the Bethe equations with fugacity γ. Furthermore, the
on-shell scalar product for two sets of Bethe roots wj and yj solution of the Bethe
equation with respective fugacity γw and γy is equal to (see Appendix A)
〈ψ0~w|ψ0~y〉 = (−1)
N(N−1)
2
( N∏
j=1
(1− yj)wj
yj
)(
1− e
Lγw
eLγy
)(
1− e
Lγw
∏N
j=1wj
eLγy
∏N
j=1 yj
)N−1
× (
∏N
j=1
∏N
k=j+1(yj − yk))(
∏N
j=1
∏N
k=j+1(wj − wk))∏N
j=1
∏N
k=1(yj − wk)
. (13)
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Figure 1. Generalized Cassini oval for ρ = 1/3 and |C| = 0.9 (left), |C| = 1 (middle)
and |C| = 1.1 (right). The dots represent the corresponding solutions y ∈ C of P (y, C)
for L = 12, N = 4 and C > 0.
3. Riemann surfaces
In this section, we introduce meromorphic Bethe root functions yj(C), j ∈ [[1, N ]], whose
domain can be extended by analytic continuation to a Riemann surface R1 isomorphic
to the Riemann sphere Ĉ. Then, we consider symmetric functions of N Bethe roots, and
the corresponding Riemann surface RN used for eigenvalues and eigenvectors of TASEP
in section 4. We refer to [43, 44] for an introduction to compact Riemann surfaces.
3.1. Polynomial equation and generalized Cassini ovals
Let (y1, . . . , yN) be a solution of the Bethe equations (1) with fugacity γ. Introducing
the parameter ‡
C =
eLγ
ρN(1− ρ)L−N
N∏
k=1
yk (14)
with ρ = N/L the average density of particles, the Bethe equations rewrite as the
polynomial equation P (yj, C) = 0, j ∈ [[1, N ]] with
P (y, C) = ρN (1− ρ)L−NC(1− y)L + (−1)NyN . (15)
For a given value of |C|, all L solutions y of P (y, C) = 0 belong to the generalized
Cassini oval [45] ρN(1− ρ)L−N |C| |1− y|L = |y|N plotted in figure 1.
When C → 0, N solutions yj of P (yj, C) = 0 converge to 0 as C1/N , the remaining
L−N solutions diverge as C−1/(L−N), and the Cassini oval is composed of two disjoint
circles. When C →∞ on the other hand, all L solutions converge to 1 as 1−yj ∼ C−1/L,
and the Cassini oval is a single circle around 1. The transition from the small |C| (two
disjoint closed curves) to the large |C| (a single closed curve) behaviour necessarily occurs
at a value of |C| for which the two disjoint curves intersect. Thus, there must exist C∗
such that the equation P (y, C∗) = 0 has a double root y∗, corresponding to the existence
of a branch point at C = C∗ for some branch of the multivalued function y(C) solution of
‡ The extra factor ρN (1− ρ)L−N is included in preparation for the large L limit.
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P (y(C), C) = 0. The pair (C∗, y∗) must then be a solution of the system P (y∗, C∗) = 0,
∂yP (y
∗, C∗), whose unique solution with C∗ /∈ {0,∞} is C∗ = −1, y∗ = − ρ
1−ρ
. One can
conclude that the generalized Cassini oval is made of two connected components when
|C| < 1, which merge for |C| = 1 at y = − ρ
1−ρ , so that the curve has a single connected
component when |C| > 1, see figure 1.
3.2. Bethe root functions yj(C) on D
When C /∈ {0,−1,∞}, the equation P (y, C) = 0 has L distinct solutions y. We label
these solutions as functions yj(C), j ∈ [[1, L]] analytic in D = C \ R− as in figure 2:
y1(C), . . . , yN(C) are bounded for C ∈ D and ordered as −π < arg y1(C) < . . . <
arg yN(C) < π while yN+1(C), . . . , yL(C) are unbounded for C ∈ D and ordered as
π > arg yN+1(C) > . . . > arg yL(C) > −π. The small and large C behaviours of the
yj(C) are then given by
yj(C) ≃
C→0
{ e 2iπN (j−N+12 ) ρ (1− ρ) 1−ρρ C1/N 1 ≤ j ≤ N
e−
2iπ
L−N
(j−L+N+1
2
) ρ−
ρ
1−ρ (1− ρ)−1C−1/(L−N) N + 1 ≤ j ≤ L
(16)
and
1− yj(C) ≃
C→∞
e−
2iπ
L
(j−N+1
2
) ρ−ρ (1− ρ)−(1−ρ) C−1/L , (17)
where fractional powers are defined with the branch cut R−.
Increasing argC while keeping |C| fixed, the points yj(C) move on the generalized
Cassini ovals in the counter-clockwise direction when |C| < 1 and j ∈ [[1, N ]], and in the
clockwise direction when either |C| > 1 or |C| < 1 and j ∈ [[N + 1, L]]. Starting with a
function yj, the analytic continuation across either branch cut (−∞,−1) or (−1, 0) leads
to a function yk also analytic in D. Depending on which side the branch cut is crossed,
four distinct values of k are possible. We write yk = Ainyj or yk = Aoutyj respectively
if the branch cut (−1, 0) or (−∞,−1) is crossed from above, and yk = A−1in yj and
yk = A−1outyj if the cuts are crossed from below, see figure 3. This defines bijections Ain,
Aout on [[1, L]] such that Ainyj = yAinj and Aoutyj = yAoutj . One has
Aoutj = j + 1 1 ≤ j < L
AoutL = 1 j = L
(18)
and
Ainj = j + 1 1 ≤ j < N
AinN = 1 j = N
Ainj = j + 1 N + 1 ≤ j < L
AinL = N + 1 j = L
. (19)
The operators Ain and Aout generate a subgroup G of the permutation group of [[1, L]],
with cardinal |G| = gcd(L,N)( L
gcd(L,N)
!)gcd(L,N), and equal to the full symmetric group
if and only if L and N are co-prime.
For later reference, we note that the derivative of the function yj is given by
y′j(C) =
1
C
yj(C) (1− yj(C))
N + (L−N) yj(C) . (20)
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Figure 2. Domains yj(D) for L = 12, N = 4. The domains are delimited by black
curves. Intersections of black curves correspond to ramification points of the covering
map pi1. The lighter curves represent the generalized Cassini ovals for ρ = 1/3 with
|C| ∈ {0.1, 0.5, 1, 2, 100}, and the dots are the corresponding solutions of P (y, C) = 0
with C > 0.
Riemann surface for TASEP with periodic boundaries 8
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Figure 3. Analytic continuation operators across the cuts (−∞,−1) and (−1, 0).
3.3. Riemann sphere R1 ∼ Ĉ
The compact Riemann surface R1 obtained by gluing together along the cuts (−∞,−1),
(−1, 0) the domains of definition of the functions yj according to analytic continuations
is composed of L sheets. The points of R1 may be labelled as [C, j], j ∈ [[1, L]], C ∈ Ĉ,
where Ĉ = C∪{∞} is the Riemann sphere, and the functions yj may then be extended
to a meromorphic function y : R1 → Ĉ by
y([C, j]) = yj(C) , (21)
whose analytic properties are discussed toward the end of this section. In order to discuss
some features of the Riemann surface R1, we define the covering map π1 : R1 → Ĉ by
π1([C, j]) = C, which has degree L (number of antecedents of a generic point from the
target Riemann surface Ĉ).
We recall that ramification points of a covering map π :M→N between Riemann
surfaces M and N are the p ∈M such that a small closed circle around π(p) ∈ N does
not pull back under π to a closed path around p, and the image π(p) of a ramification
point by the covering map is called a branch point. The ramification index ep ≥ 2 of a
ramification point is the smallest positive winding number around π(p) of a closed path
in a neighbouring of π(p) that pulls back to a closed curve around p.
The branch points of π1 are all the possible branch points 0, −1,∞ of the functions
yj from which R1 was built. By construction of R1, small closed paths around [0, j] are
generated by repeated action of Ain on j, see figure 3, and the two ramification points
of π1 corresponding to the branch point 0 ∈ Ĉ are [0, 1] = . . . = [0, N ] with ramification
index N and [0, N + 1] = . . . = [0, L] with ramification index L − N . Similarly, small
closed paths around [∞, j] are generated by repeated action of Aout on j, and the branch
point ∞ ∈ Ĉ corresponds to the single ramification point [∞, 1] = . . . = [∞, L] ∈ R1
with ramification index L. Finally since (A−1in Aout)
2 is the identity permutation, small
paths around −1 with winding number 2 always lift by π−11 to closed loops on R1,
and the elements of π−11 (−1) are either regular points or ramification points with
ramification index 2. Since A−1in Aout is the transposition between N and L and AoutA
−1
in
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Ramification point p ∈ R1 Ramification
index ep
Branch point
π1(p) ∈ Ĉ
y−1(0) = [0, 1] = . . . = [0, N ] N 0
y−1(∞) = [0, N + 1] = . . . = [0, L] L−N 0
y−1(1) = [∞, 1] = . . . = [∞, L] L ∞
y−1(− ρ1−ρ) = [−1− iǫ, 1] = [−1 + iǫ, N ]
= [−1 − iǫ, N + 1] = [−1 + iǫ, L] 2 −1
Table 1. List of all four ramification points of the ramified covering pi1 : R1 → Ĉ.
the transposition between 1 and N+1, we find that all the antecedents of −1 are regular
points with respect to π1 except for [−1 − iǫ, 1] = [−1 + iǫ, N ] = [−1 − iǫ, N + 1] =
[−1 + iǫ, L], 0 < ǫ→ 0, which is a ramification point with ramification index 2.
All the points [C, j], C ∈ Ĉ, j ∈ [[1, L]] of R1 are distinct, except for the
identifications discussed above at ramification points of π1, visible on figure 2 as
intersections of black curves, and which are summarized in table 1.
The genus of R1 is equal to 0, as is easily seen on figure 2 after compactification
by adding the point at infinity. This can also be obtained from the Riemann-Hurwitz
formula, which reads for a covering map π : M → N of degree d between connected,
compact Riemann surfaces M and N of respective genus gM and gN as
gM = d(gN − 1) + 1 + 1
2
∑
p∈M
(ep − 1) . (22)
For the covering map π1, calling g1 the genus of R1, one finds indeed g1 = −L + 1 +
((N −1)+(L−N−1)+(L−1)+(2−1))/2 = 0, see table 1. Since the Riemann sphere
is the only Riemann surface of genus 0 up to isomorphism, one has
R1 ∼ Ĉ . (23)
From the small C behaviour of the solutions of P (y, C) = 0 discussed in section 3.1,
see also figure 2, the function y : R1 → Ĉ defined in (21) has the single pole
[0, N + 1] = . . . = [0, L] on R1, and y is thus bijective since, by a general property
of non-constant meromorphic functions on compact Riemann surfaces, the point∞ ∈ Ĉ
must have the same number of antecedents as any other point in Ĉ. The four ramification
points of π1 discussed above can be identified as y
−1(0), y−1(∞), y−1(1) and y−1(− ρ
1−ρ),
see table 1. Equivalently, 0 is a branch point of the yj, of order N for 1 ≤ j ≤ N and
of order L − N for N + 1 ≤ j ≤ L, ∞ is a branch point of order L for all yj, and −1
is a branch point of order 2 (square root branch point) for y1, yN , yN+1 and yL. Since
0 and ∞ are extremities of the cut R− of D on which the functions yj are defined, the
branch point is reached by approaching 0 or ∞ from any direction. This is not the case
for the point −1, which can be approached either from above (C = −1 + iǫ, 0 < ǫ→ 0)
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or from below (C = −1 − iǫ, 0 < ǫ → 0) the cut. The point −1 is a branch point for
y1 and yN+1 only (respectively for yN and yL only) when it is approached from below
(resp. from above).
The Riemann surface R1 can alternatively be constructed directly from the
algebraic curve P (y, C) = 0 after a desingularization procedure at the conical
singularities C = 0 and C = ∞, where all the sheets are connected in the algebraic
curve but not in the Riemann surface.
3.4. Symmetric functions of N Bethe roots and Riemann surface RN
Let us consider an arbitrary symmetric meromorphic function s in N variables, and a
subset J = {j1, . . . , jN} of [[1, L]] with |J | = N elements. The function of one variable
sJ : C 7→ s(yj1(C), . . . , yjN (C)) with yj(C) defined as in section 3.2 is meromorphic in
D = C\R−, and we are interested in the compact Riemann surface RN to which sJ can
be extended by analytic continuations.
Crossing the cut (−1, 0) (respectively (−∞,−1)) from above, sJ is continued
analytically to sAinJ (resp. sAoutJ), where the operators Ain, Aout are extended to
sets of N indices by Ain{j1, . . . , jN} = {Ain j1, . . . , Ain jN} and Aout{j1, . . . , jN} =
{Aout j1, . . . , Aout jN}. The Riemann surface RN is constructed by gluing together
according to analytic continuations all
(
L
N
)
sheets on which the functions sJ live. The
points of RN are written as [C, J ], C ∈ Ĉ with J ⊂ [[1, L]], |J | = N indexing the sheets
§, and the ramified covering πN : RN → Ĉ defined by πN [C, J ] = C is of degree
(
L
N
)
.
Orbits under the action on subsets of N elements of [[1, L]] of the group G generated
by Ain, Aout correspond to connected components of RN . Defining M = gcd(L,N), two
sheets J and K belong to the same connected component if and only if there exists
m ∈ Z/MZ such that K = J +m modulo M . The connected component R˚N of RN
containing the principal sheet [[1, N ]] is called in the following the principal connected
component of RN . The number of connected components of RN , given in table 2 for
small values of L,N , is invariant under (L,N) → (L, L − N), and is equal to 1 if and
only if L and N are co-prime, in which case RN = R˚N .
Lifting closed curves from Ĉ with π−1N , we observe that the ramification points
of πN are [∞, J ] = [∞, AoutJ ] = . . ., whose ramification index is a divisor of L,
[0, J ] = [0, AinJ ] = . . ., whose ramification index is a divisor of the least common
multiple of N and L − N , and [−1 − iǫ, J ] = [−1 + iǫ, A−1in J ] = [−1 − iǫ, AoutA−1in J ] =
[−1+iǫ, A−1in AoutA−1in J ] with J containing either 1 or N+1 but not both (or equivalently
A−1in J containing either N or L but not both), whose ramification index is equal to 2.
Using the Riemann-Hurwitz formula (22), the ramification indices allow to compute
the genus of each connected component of RN . The total genus g of RN , sum of the
genus of every connected components, is given in table 3 for small values of L, N . Except
for the case N = 3, L = 6, we observe that g > 0 as long as 2 < N < L− 2.
§ In the following, the sheets of RN and the sets J are identified by abuse of language.
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L \ N 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
2 1 · · · · · · · · · · · · · ·
3 1 1 · · · · · · · · · · · · ·
4 1 2 1 · · · · · · · · · · · ·
5 1 1 1 1 · · · · · · · · · · ·
6 1 2 3 2 1 · · · · · · · · · ·
7 1 1 1 1 1 1 · · · · · · · · ·
8 1 2 1 6 1 2 1 · · · · · · · ·
9 1 1 4 1 1 4 1 1 · · · · · · ·
10 1 2 1 3 11 3 1 2 1 · · · · · ·
11 1 1 1 1 1 1 1 1 1 1 · · · · ·
12 1 2 4 9 1 26 1 9 4 2 1 · · · ·
13 1 1 1 1 1 1 1 1 1 1 1 1 · · ·
14 1 2 1 3 1 4 57 4 1 3 1 2 1 · ·
15 1 1 4 1 21 9 1 1 9 21 1 4 1 1 ·
16 1 2 1 10 1 4 1 142 1 4 1 10 1 2 1
Table 2. Number of connected components of the Riemann surface RN for small
values of L and N .
L \ N 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
2 0 · · · · · · · · · · · · · ·
3 0 0 · · · · · · · · · · · · ·
4 0 0 0 · · · · · · · · · · · ·
5 0 0 0 0 · · · · · · · · · · ·
6 0 0 0 0 0 · · · · · · · · · ·
7 0 0 1 1 0 0 · · · · · · · · ·
8 0 0 2 1 2 0 0 · · · · · · · ·
9 0 0 1 7 7 1 0 0 · · · · · · ·
10 0 0 4 8 7 8 4 0 0 · · · · · ·
11 0 0 5 19 33 33 19 5 0 0 · · · · ·
12 0 0 4 14 60 32 60 14 4 0 0 · · · ·
13 0 0 8 39 96 141 141 96 39 8 0 0 · · ·
14 0 0 10 43 148 218 150 218 148 43 10 0 0 · ·
15 0 0 7 70 122 326 582 582 326 122 70 7 0 0 ·
16 0 0 14 55 308 602 1050 643 1050 602 308 55 14 0 0
Table 3. Total genus g of the Riemann surface RN for small values of L and N .
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4. Height fluctuations
In this section, we obtain exact expressions for multiple point height fluctuations of
TASEP in terms of meromorphic differentials on the compact Riemann surface RN .
At large L, we recover expressions from [32] for the KPZ fixed point with periodic
boundaries, involving the non-compact Riemann surface for half-integer polylogarithms
RKPZ.
4.1. Height function
The evolution in time of the particles of TASEP may be described by occupation
numbers ni(t) ∈ {0, 1}, n1(t) + . . . + nL(t) = N , extended to all i ∈ Z by periodicity,
ni(t) = ni+L(t). In order to keep track of the total number of particles that have
hopped from a site i to the next site i+ 1 (modulo L) between time 0 and time t, it is
convenient to consider instead TASEP as describing the dynamics of a growing interface,
represented by a height function.
Considering an evolution starting from an initial condition C0 with occupation
numbers n
(0)
i = ni(0), we define the initial height H
(0)
i = H0i(C0) with
H0i(C0) =

−∑−1k=i(ρ− n(0)k ) i < 0
0 i = 0∑i
k=1(ρ− n(0)k ) i > 0
, (24)
where ρ = N/L is the average density of particles in the system. The initial height is
thus periodic in i, H
(0)
i = H
(0)
i+L, with local increments H
(0)
i+1 −H(0)i ∈ {−(1 − ρ), ρ} for
all i. The dynamics of the TASEP height function Hi(t), starting with Hi(0) = H
(0)
i ,
is then defined by increasing Hi(t) by 1 whenever a particle hops from site i to i + 1
modulo L. The evolution preserves periodicity Hi(t) = Hi+L(t) and local increments
Hi+1(t)−Hi(t) ∈ {−(1− ρ), ρ}, and one has at all times
Hi(t) =
{
H0(t)−
∑−1
k=i(ρ− nk(t)) i < 0
H0(t) +
∑i
k=1(ρ− nk(t)) i > 0
. (25)
At a given time t, height differences Hi(t)−H0(t) contain the same information as the
configuration of particles, while the quantities Hi(t) − Hi(0) correspond to the total
number of particles that have hopped from sites i to i+ 1 up to time t.
4.2. Deformed Markov operator
The configuration C(t) of particles in the system at time t evolves randomly, with
probabilities P(C(t) = C|C(0) = C0) solution of the master equation. In the vector space
of dimension |ΩL,N | =
(
L
N
)
with basis vectors |C〉 corresponding to configurations, the
probability vector |Pt〉C0 =
∑
C∈ΩL,N
P(C(t) = C|C(0) = C0) |C〉 is equivalently solution
of ∂t|Pt〉C0 =M |Pt〉C0 with M the Markov matrix of TASEP.
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A deformationMi(γ) ofM allows to compute the joint probability the configuration
C(t) and height Hi(t) at a given site i [27]: defining
|Ft,i〉C0 =
∑
C∈ΩL,N
∞∑
U=0
eγU P(C(t) = C, Hi(t) = Hi(0) + U |C(0) = C0) |C〉 , (26)
one has ∂t|Ft,i〉C0 = M(γ)|Ft,i〉C0 , where 〈C′|Mi(γ)|C〉 = eγ if C′ is obtained from C by
moving one particle from site i to site i + 1 and 〈C′|Mi(γ)|C〉 = 〈C′|M |C〉 otherwise.
This implies
|Ft,i〉C0 = etM(γ)|C0〉 . (27)
Summing over final configurations we obtain the generating function at time t as
〈eγ(Hi(t)−Hi(0))〉C0 =
∑
C∈ΩL,N
〈C|etMi(γ)|C0〉 , (28)
where the averaging on the left is over all TASEP evolutions between time 0 and time
t starting from configuration C0.
Introducing the operator Si defined by
Si|C〉 =
( 1
L
N∑
j=1
[xj ]i
)
|C〉 , (29)
with 1 ≤ x1 < . . . < xN ≤ L the positions of the particles in the configuration C and [x]i
positions counted from i (i.e. [i+1]i = 1, [i+ 2]i = 2, . . . , [L]i = L− i, [1]i = L− i+1,
. . . , [i− 1]i = L− 1, [i]i = L), one has the identity
Mi(γ) = e
−γSi M(γ/L) eγSi , (30)
where M(γ/L), already defined at the beginning of section 2, corresponds to a
deformation spread over all sites: 〈C′|M(γ/L)|C〉 = eγ/L〈C′|M |C〉 if C′ 6= C and
〈C|M(γ/L)|C〉 = 〈C|M |C〉.
4.3. Multiple time generating function of the height
Let n be a positive integer. We fix intermediate times 0 = t0 < t1 < . . . < tn
and sites i1, . . . , in ∈ Z defined modulo L, and consider the multiple time generating
function 〈e
∑n
ℓ=1 γℓ(Hiℓ (tℓ)−Hiℓ (0))〉C0 for an evolution starting from the configuration C0.
Writing Hiℓ(tℓ) − Hiℓ(0) =
∑ℓ
m=1(Hiℓ(tm) − Hiℓ(tm−1)) and introducing the heights
~H(ℓ) = (H
(ℓ)
i , i ∈ Z) at intermediate times tℓ, such that H(ℓ)i+1 − H(ℓ)i ∈ {−(1 − ρ), ρ},
H
(ℓ)
i+L = H
(ℓ)
i and
~H
(ℓ+1)
i − ~H(ℓ)i ∈ N, the Markov property implies
〈e
∑n
ℓ=1 γℓ(Hiℓ (tℓ)−Hiℓ (0))〉C0 (31)
=
∑
~H(1),..., ~H(n)
n∏
ℓ=1
(
e
∑n
m=ℓ γm(H
(ℓ)
im
−H
(ℓ−1)
im
)
P( ~H(tℓ) = ~H
(ℓ)| ~H(tℓ−1) = ~H(ℓ−1))
)
.
From (25), the sum over the intermediate heights ~H(ℓ) can be replaced by a sum
over intermediate configurations Cℓ ∈ ΩL,N of the particles and height increments
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Vℓ = H
(ℓ)
0 −H(ℓ−1)0 ∈ N. Using invariance by shifts of time and height, we obtain
〈e
∑n
ℓ=1 γℓ(Hiℓ (tℓ)−Hiℓ (0))〉C0 =
∑
C1,...,Cn∈ΩL,N
n∏
ℓ=1
( ∞∑
Vℓ=0
e
∑n
m=ℓ γm(Vℓ+H0im (Cℓ)−H0im (Cℓ−1)) (32)
P(C(tℓ − tℓ−1) = Cℓ, H0(tℓ) = Vℓ|C(0) = Cℓ−1, H0(0) = 0)
)
,
with H0i(C) the initial height corresponding to the configuration C given by (24).
Comparing with (26) and using (27), one has
〈e
∑n
ℓ=1 γℓ(Hiℓ (tℓ)−Hiℓ(0))〉C0 (33)
=
∑
C∈ΩL,N
〈C|
1∏
ℓ=n
(e
∑n
m=ℓ γmH0ime(tℓ−tℓ−1)M0(
∑n
m=ℓ γm)e−
∑n
m=ℓ γmH0im )|C0〉 ,
with H0i the operator defined by H0i|C〉 = H0i(C) |C〉. The operator H0i is related to Si
defined in (29) by H0i = S0−Si. Using (30), we finally obtain after some simplifications
〈e
∑n
ℓ=1 γℓ(Hiℓ (tℓ)−Hiℓ(0))〉C0 (34)
=
∑
C∈ΩL,N
〈C|
( 1∏
ℓ=n
(e−γℓSiℓ e(tℓ−tℓ−1)M(
∑n
m=ℓ γm/L))
)
e
∑n
ℓ=1 γℓSiℓ |C0〉 ,
which reduces for n = 1 to the one time generating function (28) using (30).
4.4. Expansion over eigenstates
The expression (34) can be expanded over left and right Bethe eigenstates 〈ψr(γ)|,
|ψr(γ)〉, r = 1, . . . , |ΩL,N | of the matrices M(γ), defined ‖ in terms of Bethe roots in (2),
(3), with a corresponding eigenvalue Er(γ) given by (4) for M(γ), and an eigenvalue
eiPr/L given by (5) for the translation operator T . It is also convenient to introduce the
left and right eigenstates 〈ψ0r (γ)| = 〈ψr(γ)|e−LγS0 and |ψ0r(γ)〉 = eLγS0 |ψr(γ)〉 ofM0(Lγ),
given by (10), (11).
Using the resolution of the identity (9), together with the relations Si = S0 − H0i
for the operator e
∑n
ℓ=1 γℓSiℓ and Si = T
−iS0T
i for the operator e−γℓSiℓ , and finally the
translation invariance of the vector
∑
C∈ΩL,N
〈C|, we obtain from (34)
〈
e
∑n
ℓ=1 γℓHiℓ(tℓ)
〉
C0
=
|ΩL,N |∑
r1,...,rn=1
 n∏
ℓ=1
e
(tℓ−tℓ−1)Erℓ(
n∑
m=ℓ
γm/L)−i(iℓ−iℓ−1)Prℓ/L〈
ψ0rℓ
( n∑
m=ℓ
γm
L
)∣∣∣ψ0rℓ( n∑
m=ℓ
γm
L
)〉

×
( ∑
C∈ΩL,N
〈
C
∣∣∣ψ0rn(γnL )〉
)〈
ψ0r1
( n∑
m=1
γm
L
)∣∣∣C0〉 (35)
×
( n−1∏
ℓ=1
〈
ψ0rℓ+1
( n∑
m=ℓ+1
γm
L
)∣∣∣ψ0rℓ( n∑
m=ℓ
γm
L
)〉)
,
‖ For simplicity, we use here notations for the eigenvectors different from the ones in section 2. In
particular, the variable γ in the notations ψr(γ), ψ
0
r(γ) indicates that the eigenvector is computed with
Bethe roots solution of the Bethe equations (1) with fugacity γ.
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with the convention t0 = 0, i0 = 0.
4.5. Bethe ansatz formula for the generating function
Using the results of section 2 for eigenvalues and eigenvectors in terms of Bethe roots,
the expression (35) for the generating function can be rewritten as
〈
e
∑n
ℓ=1 γℓHiℓ(tℓ)
〉
C0
=
( n∏
ℓ=1
∑
~y(ℓ)
)det((y(1)j )k−1(1− y(1)j )−x(0)k )
j,k∈[[1,N ]]∏N
j=1
∏N
k=j+1(y
(1)
j − y(1)k )
1∏N
j=1(y
(ℓ)
j )
N
×
( n−1∏
ℓ=1
(−1)N(N−1)2
(
1− e
∑n
m=ℓ+1 γm
∏N
j=1 y
(ℓ+1)
j
e
∑n
m=ℓ
γm ∏N
j=1 y
(ℓ)
j
)N−1
∏N
j=1
∏N
k=1(y
(ℓ)
j − y(ℓ+1)k )
)( n∏
ℓ=1
N∏
j=1
N∏
k=j+1
(y
(ℓ)
j − y(ℓ)k )2
)
×
n∏
ℓ=1
(1− e−γℓ) eNiℓγℓL (∏Nj=1 y(ℓ)j (1− y(ℓ)j )1+iℓ−iℓ−1) e(tℓ−tℓ−1)
N∑
j=1
y
(ℓ)
j
1−y
(ℓ)
j(
L
N
∑N
j=1
y
(ℓ)
j
N+(L−N)y
(ℓ)
j
)∏N
j=1(N + (L−N)y(ℓ)j )
, (36)
where the summation is over all |ΩL,N | admissible solutions ~y(ℓ) = (y(ℓ)1 , . . . , y(ℓ)N ) of the
Bethe equations (1) with fugacity
∑n
m=ℓ γm/L.
4.6. Probability of the height
The height difference Hi(t)−Hi(0) is a non-negative integer, and the joint probability of
the height can thus be computed from the generating function above by taking residues,
as
P(Hiℓ(tℓ) = H
(0)
iℓ
+ Uℓ, ℓ = 1, . . . , n|C0) =
∮ ( n∏
ℓ=1
dgℓ
g
1+H
(0)
iℓ
+Uℓ
ℓ
)〈 n∏
ℓ=1
g
Hiℓ(tℓ)
ℓ
〉
C0
. (37)
The contours of integration encircle 0 once in the positive direction. Inserting (36),
we obtain an expression for the joint probability in terms of sums over solutions ~y(ℓ),
ℓ = 1, . . . , n of the Bethe equations for fugacities
∑n
m=ℓ γm/L with gm = e
γm . In order
to rewrite the probability directly in terms of differentials on the Riemann surface RN ,
it is useful in view of (14) to make the change of variables
gℓ → Cℓ =
(
∏n
m=ℓ gm)
∏N
j=1 y
(ℓ)
j
ρN(1− ρ)L−N . (38)
The Jacobian
det(∂Cℓgm)l,m=1,...,n =
ρN (1− ρ)L−NC1∏n
j=1 y
(1)
j
n∏
ℓ=1
( 1
Cℓ
L
N
n∑
j=1
y
(ℓ)
j
N + (L−N)y(ℓ)j
)
(39)
cancels some factors in (36). Introducing the functions yj(C), j ∈ [[1, L]] from
section 3, the summation over Bethe roots ~y(ℓ) can be replaced by a sum over sets
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{j(ℓ)1 , . . . , j(ℓ)N } ⊂ [[1, L]] indexing the sheets of RN corresponding to the covering map
πN , and we obtain
P(Hiℓ(tℓ) = H
(0)
iℓ
+ Uℓ, ℓ = 1, . . . , n|C0) =
∮ ( n∏
ℓ=1
dCℓ
2iπ Cℓ
)( n∏
ℓ=1
∑
1≤j
(ℓ)
1 <...<j
(ℓ)
N ≤L
)
det
(
(y
(1)
λ )
k−1(1− y(1)λ )−x
(0)
k
)
k,λ∈[[1,N ]]∏N
κ=1
∏N
λ=κ+1(y
(1)
κ − y(1)λ )
1−
∏N
κ=1 y
(n)
κ
ρN (1−ρ)L−NCn∏N
κ=1(y
(n)
κ )N
(40)
×
n∏
ℓ=1
(( N∏
κ=1
y
(ℓ)
κ (1− y(ℓ)κ )
N + (L−N)y(ℓ)κ
)( N∏
κ=1
N∏
λ=κ+1
(y(ℓ)κ − y(ℓ)λ )2
)( N∏
κ=1
(1− y(ℓ)κ )
)iℓ−iℓ−1
( ∏N
κ=1 y
(ℓ)
κ
ρN (1− ρ)L−NCℓ
)(H(0)iℓ +Uℓ−Niℓ/L)−(H(0)iℓ−1+Uℓ−1−Niℓ−1/L) e(tℓ−tℓ−1) N∑κ=1 y(ℓ)κ1−y(ℓ)κ )
×
n−1∏
ℓ=1
(−1)N(N−1)2
(
1− Cℓ+1
∏N
κ=1 y
(ℓ)
κ
Cℓ
∏N
κ=1 y
(ℓ+1)
κ
)(
1− Cℓ+1
Cℓ
)N−1
∏N
κ=1
∏N
λ=1(y
(ℓ)
κ − y(ℓ+1)λ )
,
with the notation y
(ℓ)
κ = yj(ℓ)κ (Cℓ).
We emphasize that the summand starting at line 2 in (40) is not meromorphic in
C, since the functions yj have branch cuts. For any ℓ = 1, . . . , n, we observe however
that the summand is a symmetric function of the y
(ℓ)
κ , κ ∈ [[1, N ]], and can thus be
interpreted as the evaluation at the point [Cℓ, {j(ℓ)1 , . . . , j(ℓ)N }] of a function meromorphic
on RN (except for essential singularities at points [∞, J ], see below). The sum over all
sets {j(ℓ)1 , . . . , j(ℓ)N } ⊂ [[1, L]] labelling the sheets of RN with respect to the covering map
πN , called the trace over πN of the function on RN , see e.g. [46], is then meromorphic
in C, with an essential singularity at infinity.
We discuss in the rest of this section the pole structure of the summand in (40).
From the results of section 3, factors yj(C) may only have poles and zeroes at the points
[0, J ] while factors 1− yj(C) may only have poles at the points [0, J ] and zeroes at the
points [∞, J ]. We recall that since the points [0, J ] and [∞, J ] are ramification points of
πN , the small and large C expansions of symmetric functions of N distinct yj(C) may
contain fractional powers of C. Such functions are however perfectly meromorphic on
RN after an appropriate choice of local parameter around these points.
The ratio det((y
(1)
λ )
k−1(1 − y(1)λ )−x
(0)
k )k,λ∈[[1,N ]]/
∏N
κ=1
∏N
λ=κ+1(y
(1)
κ − y(1)λ ) is a
symmetric polynomial in the (1− y(1)λ )−1, whose only poles are then of the form [∞, J ].
Thus, the second line of (40) may only have poles in the variables C1 and Cn at the
points [0, J ], [∞, J ]. Similarly, in the third line of (40), except for the denominator
N + (L−N)y(ℓ)κ discussed separately at the end of this section, all the factors may only
have poles in the variables Cℓ at the points [0, J ], [∞, J ]. The same is true for the fourth
line of (40), with the exponential contributing an additional essential singularity, i.e. a
pole of infinite order, at the points [∞, J ].
In the last line of (40), in addition to the usual poles in the variables Cℓ at the points
[0, J ], the denominator vanishes when Cℓ = Cℓ+1 and j
(ℓ)
κ = j
(ℓ+1)
λ . If the sets {j(ℓ)κ } and
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{j(ℓ+1)λ } are not identical, the apparent pole at Cℓ = Cℓ+1 coming from the denominator,
of order at most N−1, is compensated by the factor (1−Cℓ+1/Cℓ)N−1 in the numerator.
If {j(ℓ)κ } = {j(ℓ+1)λ }, the apparent pole at Cℓ = Cℓ+1 from the denominator is of order
N , and is again fully compensated by the factors (1−Cℓ+1/Cℓ)N−1 and 1− Cℓ+1
∏N
κ=1 y
(ℓ)
κ
Cℓ
∏N
κ=1 y
(ℓ+1)
κ
in the numerator. The last line of (40) has thus only poles at the points [0, J ] in the
variables Cℓ, and stays finite at Cℓ = Cℓ+1.
We consider now poles at Cℓ = −1, contributed only by the factors in the
third line of (40) corresponding to the function Π on RN defined by Π([C, J ]) =∏
j<k∈J(yj(C) − yk(C))2/
∏
j∈J(N + (L − N)yj(C)). From the results of section 3,
the factor N + (L − N)yj(C) vanishes as
√
C + 1 when either j ∈ {1, N + 1} and
C → −1 with Im C < 0 or j ∈ {N,L} and C → −1 with Im C > 0. There are
three cases to consider for the behaviour of the function Π at the point p = [−1− iǫ, J ]
(respectively p = [−1 + iǫ, J ]), 0 < ǫ → 0 depending on the set I = J ∩ {1, N + 1}
(resp. I = J ∩ {N,L}). If I is empty, then Π stays finite at the point p. If I contains a
single element, then Π([C, J ]) ∼ (C +1)−1/2. Furthermore, the point p is a ramification
point of πN with ramification index 2 in this case, with local parameter
√
C + 1 around
p, and the function Π has thus a simple pole at p. Finally, if I contains two elements,∏
j∈J(N + (L−N)yj(C)) ∼ C +1 is compensated by
∏
j<k∈J(yj(C)− yk(C))2 ∼ C +1,
and the function Π is again finite at p, which is furthermore not a ramification point of
πN in that case. We conclude that the function Π, and thus all the summand between
the second and last line of (40), has simple poles at the points [−1, J ] ∈ RN only if they
are also ramification points of πN .
We consider finally the differential form Ω, defined away from ramification points
of πN by Ω([C, J ]) = Π([C, J ]) dC. Around a ramification point of πN of the form
p = [−1 ± iǫ, J ], an appropriate choice of local parameter is B = √C + 1, and we
observe that the zero of dC = 2B dB compensates the pole of the function Π at p. The
differential form Ω is thus analytic at p.
In conclusion, we have shown that the integrand in (40), interpreted for any variable
Cℓ as a differential living on RN , only has poles at the points [0, J ] and [∞, J ] and is
regular everywhere else. The trace obtained by summing over all sheets indexed by sets
{j(ℓ)1 , . . . , j(ℓ)N } ⊂ [[1, L]] is thus holomorphic in C∗, with a multiple pole at Cℓ = 0 and
a pole of infinite order at Cℓ = ∞. The contours of integration in (40) are thus only
required to encircle 0 once in the positive direction, and can be moved freely beyond
that.
4.7. Cumulative distribution of the height
The cumulative distribution of the height
P(Hiℓ(tℓ) ≥ H(0)iℓ + Uℓ, ℓ = 1, . . . , n|C0) (41)
=
( n∏
ℓ=1
∞∑
Vℓ=Uℓ
)
P(Hiℓ(tℓ) = H
(0)
iℓ
+ Vℓ, ℓ = 1, . . . , n|C0)
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follows easily from (40). In order to perform the summation over the Vℓ inside of the
integrals, the additional constraint∣∣∣∣
∏N
κ=1 yj(1)κ (C1)
ρN(1− ρ)L−NC1
∣∣∣∣ < . . . < ∣∣∣∣
∏N
κ=1 yj(n)κ (Cn)
ρN(1− ρ)L−NCn
∣∣∣∣ < 1 (42)
is needed for all possible choices of the integers j
(ℓ)
κ . Since the Bethe root functions
yj(C)→ 1 when |C| → ∞, the constraint implies the ordering of the paths of integration
|Cn| < . . . < |C1| (43)
in the region where the |Cℓ| are large. The pole structure discussed at the end of this
section shows that the ordering (43) is in fact necessary and sufficient even when the
|Cℓ| are not large. We obtain
P(Hiℓ(tℓ) ≥ H(0)iℓ + Uℓ, ℓ = 1, . . . , n|C0) =
∮
|Cn|<...<|C1|
( n∏
ℓ=1
dCℓ
2iπ Cℓ
)
(44)
( n∏
ℓ=1
∑
1≤j
(ℓ)
1 <...<j
(ℓ)
N ≤L
)det((y(1)λ )k−1(1− y(1)λ )−x(0)k )
k,λ∈[[1,N ]]∏N
κ=1
∏N
λ=κ+1(y
(1)
κ − y(1)λ )
1∏N
κ=1(y
(n)
κ )N
×
n∏
ℓ=1
(( N∏
κ=1
y
(ℓ)
κ (1− y(ℓ)κ )
N + (L−N)y(ℓ)κ
)( N∏
κ=1
N∏
λ=κ+1
(y(ℓ)κ − y(ℓ)λ )2
)( N∏
κ=1
(1− y(ℓ)κ )
)iℓ−iℓ−1
( ∏N
κ=1 y
(ℓ)
κ
ρN (1− ρ)L−NCℓ
)(H(0)iℓ +Uℓ−Niℓ/L)−(H(0)iℓ−1+Uℓ−1−Niℓ−1/L) e(tℓ−tℓ−1) N∑κ=1 y(ℓ)κ1−y(ℓ)κ )
×
n−1∏
ℓ=1
(−1)N(N−1)2
(
1− Cℓ+1
Cℓ
)N−1
∏N
κ=1
∏N
λ=1(y
(ℓ)
κ − y(ℓ+1)λ )
,
with the same notations y
(ℓ)
κ = yj(ℓ)κ (Cℓ) as before. The identity (44) is equivalent to the
expression (3.6) from [33] after some rewriting, with zLℓ = ρ
N(1− ρ)L−NCℓ.
As in the previous section, the summand in (44) can be interpreted as a function
of the n variables pℓ = [Cℓ, {j(ℓ)1 , . . . , j(ℓ)N }] ∈ RN , ℓ = 1, . . . , n, meromorphic (except for
isolated essential singularities) in each variable with poles of finite order at points [0, J ]
and poles of infinite order at points [∞, J ]. Unlike in (40), however, this function has
the additional poles pℓ = pℓ+1, coming from the denominator
∏N
κ=1
∏N
λ=1(y
(ℓ)
κ − y(ℓ+1)λ )
with {j(ℓ)1 , . . . , j(ℓ)N } = {j(ℓ+1)1 , . . . , j(ℓ+1)N }, which is no longer compensated by a factor
1− Cℓ+1
Cℓ
∏N
κ=1 y
(ℓ)
κ /y
(ℓ+1)
κ in the numerator. This implies that the contours of integration
can not be moved freely, but are constrained by (43) after taking the trace over all
sheets.
4.8. Abelian integrals when L and N are co-prime
We introduce meromorphic functions µ1, µ2 and η on the Riemann surface RN by
µ1([C, J ]) = −1 +
∑
j∈J
1
N + (L−N)yj(C) (45)
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µ2([C, J ]) = − 1
N
+
∑
j∈J
1
(N + (L−N)yj(C))2 (46)
η([C, J ]) = −N +
∑
j∈J
1
1− yj(C) . (47)
These functions behave as O(C) when C → 0 in the principal sheet J = [[1, N ]].
Additionally, for any meromorphic function f on RN , we use the notation ωf for the
meromorphic differential defined away from ramification points of πN by ωf([C, J ]) =
f([C, J ])dC/C.
When L and N are co-prime, the Riemann surface RN has a single connected
component, and any point [C, J ] can be reached from the point
O = [0, [[1, N ]]] ∈ RN , (48)
which is never a ramification point of πN . From the expression (20) of y
′
j(C), and the
small C behaviour (16) of yj(C) to fix the constant of integration, we obtain expressions
involving Abelian integrals (i.e. integrals of meromorphic differentials on a Riemann
surface) for the sum∑
j∈J
yj(C)
1− yj(C) =
1
L
∫ [C,J ]
O
ωη − N
L
∫ [C,J ]
O
ωµ1 , (49)
the products
N∏
j∈J
yj(C) (1− yj(C))
N + (L−N)yj(C) =
(1− ρ)L−NC
LN
exp
( NL
L−N
∫ [C,J ]
O
ωµ2
)
(50)
∏
j∈J
(1− yj(C)) = exp
( N
L−N
∫ [C,J ]
O
ωµ1
)
(51)
∏
j∈J
yj(C)
ρN (1− ρ)L−NC = exp
( L
L−N
∫ [C,J ]
O
ωµ1
)
(52)
and the double products∏
j,k∈J
j<k
(yj(C)− yk(C))2 = (−1)
N(N−1)
2 LNρN
2
(1− ρ)(N−1)(L−N)CN−1 (53)
× exp
( NL
L−N
∫ [C,J ]
O
ωµ21+2µ1−µ2
)
and ∏
j1∈J1
∏
j2∈J2
(yj1(C1)− yj2(C2)) = ρN
2
(1− ρ)N(L−N)(C1 − C2)N (54)
× exp
(
NL
L−N
(∫
γ
dB
B
A(µ1([C1B, ·])µ1([C2B, ·]))
+
∫ [C1,J1]
O
ωµ1 +
∫ [C2,J2]
O
ωµ1
))
.
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The path γ ⊂ C \ {0,−1} in (54) is chosen so that γ lifts for the couple
([C1B, ·], [C2B, ·]) ∈ RN × RN to a path Γ from (O,O) to ([C1, J1], [C2, J2]),
and A(µ1([C1B, ·])µ1([C2B, ·])) is understood as the analytic continuation of
µ1([C1B, ·])µ1([C2B, ·]) along Γ.
Using the integral formulas above, we finally obtain from (44) our main result for
the joint statistics of the TASEP height at n distinct times 0 < t1 < . . . < tn, valid
when the system size L and the number of particles N are co-prime:
P(Hiℓ(tℓ) ≥ H(0)iℓ + Uℓ, ℓ = 1, . . . , n|C0) =
∮
|Cn|<...<|C1|
dC1 . . .dCn
(2iπ)nCn
( n∏
ℓ=1
∑
Jℓ⊂[[1,L]], |Jℓ|=N
)
Θ ~x0([C1, J1])
∏n
ℓ=1 e
∫ [Cℓ,Jℓ]
O (
NL
L−N
ω
µ21
+((H(0)iℓ +Uℓ)−(H
(0)
iℓ−1
+Uℓ−1))
Lωµ1
L−N
+(tℓ−tℓ−1)(
ωη
L
−
N ωµ1
L
))∏n−1
ℓ=1
(
(Cℓ − Cℓ+1) e
NL
L−N
∫
γ
dB
B
A(µ1([CℓB,·])µ1([Cℓ+1B,·]))
) , (55)
with initial heightsH
(0)
i defined in (24), integer height differences Uℓ, and the conventions
t0 = i0 = U0 = 0. As above, the meromorphic differentials are defined by ωf([C, J ]) =
f([C, J ]) dC/C away from branch points of πN , the functions µ1 and η onRN are defined
by (45) and (47), the point O = [0, [[1, N ]]] belongs to the principal sheet ofRN , the path
γ ⊂ C\{0,−1} from 0 to 1 is as in (54), and the symbol A means analytic continuation
on RN × RN along γ. The summation over sheets Jℓ corresponds to tracing over the
covering map πN from RN to the Riemann sphere Ĉ. The initial positions x(0)k ∈ [[1, L]]
of the particles enter only through the ratio
Θ
x
(0)
1 ,...,x
(0)
N
([C, {j1, . . . , jN}]) =
det
(
(yjλ(C))
k−1(1− yjλ(C))L−x
(0)
k
)
k,λ∈[[1,N ]]∏N
κ=1
∏N
λ=κ+1(yjλ(C)− yjκ(C))
. (56)
For domain wall initial condition x
(0)
k = k + i, 0 ≤ i ≤ L−N one has in particular
Θdw([C, J ]) =
∏
j∈J
(1− yj(C))L−N−i = exp
(N(L−N − i)
L−N
∫ [C,J ]
O
ωµ1
)
. (57)
For the stationary initial condition, which consists in summing over all pos-
sible choices of initial positions with the same weight 1/|ΩL,N |, the identity∑
1≤x1<...<xN≤L
Θx1,...,xN ([C, J ]) = (1−
∑
j∈J(1−yj(C))L
∏
k∈J\{j}
yk(C)
yk(C)−yj(C)
)/
∏
j∈J yj(C)
gives, after using P (yj(C), C) = 0 and computing explicitly the sum over j ∈ J , the
result
Θstat([C, J ]) =
1
|ΩL,N |
( 1∏
j∈J yj(C)
− 1
ρN(1− ρ)L−NC
)
=
−1 + e− LL−N
∫ [C,J]
O ωµ1
|ΩL,N | ρN(1− ρ)L−NC .(58)
More generally, the symmetric Grothendieck polynomial Θ
x
(0)
1 ,...,x
(0)
N
([C, J ]) may be
written as a sum over line ensembles corresponding to interlacing sequences of positions
[38], and each term of the sum is proportional to the exponential of an integral over ωµ˜1 ,
with µ˜1 an inhomogeneous version of µ1 defined on the Riemann surface R˜N on which
non-symmetric functions of N Bethe roots live.
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4.9. Large L asymptotics in the KPZ regime
The KPZ regime of TASEP, reached in the limit L,N →∞ with fixed density ρ = N/L
(or rather N/L → ρ, with L and N co-prime in order to use the expression (55)) and
corresponding to an infinite genus limit for RN , is obtained on the time scale tℓ ∼ L3/2.
More precisely, we consider the scalings
tℓ =
τℓ L
3/2√
ρ(1− ρ) (59)
iℓ = (1− 2ρ)tℓ + xℓL (60)
H
(0)
iℓ
+ Uℓ = ρ(1− ρ)tℓ +HL+
√
ρ(1− ρ)Lhℓ . (61)
The initial condition must be chosen so that the local density of particles approaches a
regular enough function ρ(x). If ρ(x) is a generic non-constant function, the constant H
is the contribution of the deterministic Burgers’ equation on the whole hydrodynamic
scale t ∼ L, in particular H = max(−ρ(1 − x0),−(1 − ρ)x0) for domain wall initial
condition x
(0)
k = k+(x0−ρ)L modulo L with 0 ≤ x0 ≤ 1, and the statistics of the heights
hℓ is expected to be described by the KPZ fixed point with sharp-wedge initial condition
and periodic boundaries in that case. If on the other hand ρ(x) ≃ ρ+ σ(x)/√L, which
is in particular the case for the stationary initial condition where the height function
h0(x) =
∫ x
0
du σ(u) is a Brownian bridge, one has H = 0 and the statistics of the
heights hℓ is expected to be described by the KPZ fixed point with initial condition h0
and periodic boundaries.
For any sheet J ⊂ [[1, L]], |J | = N , the elements of the set J − (N + 1)/2 may
be interpreted as pseudo-momenta of quasi-particles. The principal sheet J = [[1, N ]]
corresponds to a filled Fermi sea, with all pseudo-momenta between −N/2 and N/2
occupied. Only sheets J corresponding to particle-hole excitations close to the edges of
the Fermi sea contribute to the KPZ regime of TASEP. Such sheets are parametrized
by two finite sets P,H ⊂ Z+ 1/2 with |P | = |H|, as J = JP,H with
JP,H =
(
[[1, N ]]\((1/2−H−)∪(N+1/2−H+))
)
∪
(
(N+1/2−P−)∪(L+1/2−P+)
)
(62)
for large enough L,N . The notations P+, H+ (respectively P−, H−) refer to the positive
(resp. negative) elements of P and H . The principal sheet corresponds to both P and
H equal to the empty set ∅.
From (18), (19), analytic continuations on RN from the sheet JP,H crossing
the cut finitely many times only lead for large enough L,N to sheets JP ′,H′ with
P ′ ⊖ H ′ = (P ⊖ H) − m where m ∈ Z and ⊖ is the symmetric difference operator
P ⊖ H = (P ∪ H) \ (P ∩ H). More precisely, describing analytic continuation from
JP,H to JP ′,H′ by a sequence of operators Ain, Aout, A
−1
in , A
−1
out, the integer m is equal to
the number operators Ain, Aout in the sequence, corresponding to analytic continuation
from above the cut in figure 3, minus the number of operators A−1in , A
−1
out in the sequence,
corresponding to analytic continuation from below the cut in figure 3. We conclude that
the (non-compact) Riemann surfaceRKPZ obtained in the KPZ limit must have infinitely
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Pℓ Hℓ
Aℓ Qℓ ∆ℓ \ Aℓ
Figure 4. Graphical representation of the sets of half-integers appearing in (70). The
greyed area corresponds to ∆ℓ = Pℓ ⊖Hℓ.
many connected components R∆KPZ indexed by equivalence classes of sets ∆ = P ⊖ H
under ∆ ≡ ∆+ 1.
Since the Riemann surface RN breaks down into connected components R∆KPZ in
the KPZ regime, the starting point O = [0, [[1, N ]]] of the integrals in (55) must be
changed before taking the large L limit. For the sheet Jℓ = JPℓ,Hℓ with ∆ℓ = Pℓ ⊖ Hℓ
and Qℓ = Pℓ ∩ Hℓ, using the results from Appendix B and comparing (55) with (44),
we choose to replace O by OAℓ∆ℓ = [0, JAℓ,∆ℓ\Aℓ ] (i.e. O
Aℓ
∆ℓ
= OAℓ,∆ℓ\Aℓ in the notations of
Appendix B), where Aℓ = Pℓ \Qℓ and ∆ℓ \Aℓ = Hℓ \Qℓ, see figure 4, such that Aℓ and
∆ℓ \ Aℓ have symmetric difference ∆ℓ and an empty intersection. The summation over
sets Jℓ in (55) thus reduces in the KPZ regime to sums over finite sets of half-integers
∆ℓ, Qℓ ⊏ Z + 1/2 with ∆ℓ ∩ Qℓ = ∅, and Aℓ ⊂ ∆ℓ with the constraint |Aℓ| = |∆ℓ \ Aℓ|
equivalent to |Pℓ| = |Hℓ|.
The Riemann surface RKPZ was introduced in [32] as the natural domain of the
functions χP,H(v), defined for −π < Im v < π by
χP,H(v) = −Li5/2(−e
v)√
2π
+
∑
a∈P
(4iπa)3/2(1− v
2iπa
)3/2
3
+
∑
a∈H
(4iπa)3/2(1− v
2iπa
)3/2
3
, (63)
with the usual choice of branch cut R− for the logarithm and the power 3/2, and
where the polylogarithm Lis(z), analytic for z ∈ C \ [1,∞), is equal for |z| < 1
to Lis(z) =
∑∞
k=1 z
k/ks. Writing
∑
a∈P +
∑
a∈H =
∑
a∈P\H +
∑
a∈H\P +2
∑
a∈P∩H =∑
a∈P⊖H +2
∑
a∈P∩H and defining ∆ = P ⊖H , Q = P ∩H and A = P \H , we observe
from (63) that the sheets of the Riemann surface, which are labelled by the triplet
(A,∆ \ A,Q) in RN , depend in fact only of the pair (∆, Q) in R∆KPZ. Labelling the
points of RKPZ by [v, (∆, Q)] with the change of variable C = ev from the notations for
RN , the points OA∆ introduced above as starting points of integrals then reduce to the
same point O∆ = [−∞, (∆, ∅)] in R∆KPZ.
A straightforward residue calculation, see Appendix C, gives the large L
asymptotics with fixed ρ = N/L of the functions η and µ1 appearing in (55). We
consider two finite sets of half-integers P and H with |P | = |H| and define ∆ = P ⊖H ,
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Q = P ∩H , A = P \H as above. On the sheet JP,H of RN defined in (62), one has for
fixed C ∈ C \ R−
η([C, JP,H]) =
√
ρ(1− ρ)
L
χ′P,H(logC) +O(L−1) (64)
and
µ1([C, JP,H]) = −
√
1− ρ
ρL
χ′′P,H(logC) +O(L−3/2) . (65)
The convergence is however not uniform near C = 0 when (P,H) 6= (∅, ∅) because
fractional powers C1/N , C1/(L−N) from (16) do not cancel except in the principal sheet,
and integrals from OA∆ contribute additional terms at large L. Writingm = |A| = |∆\A|
and replacing η by η +m and µ1 by µ1 + m/N in order to ensure convergence of the
integrals, one has∫ [C,JP,H ]
OA∆
ωη+m ≃ mL+mL log(ρρ(1− ρ)1−ρ) +m logC + 2iπmw(JA,∆\A → JP,H)
− 2iπ(1− ρ)
∑
a∈A
a− 2iπρ
∑
a∈∆\A
a+
√
ρ(1 − ρ)√
L
χP,H(logC) (66)
with w(JA,∆\A → JP,H) the winding number around 0 of the path from JA,∆\A to JP,H
in the integral,∫ [C,JP,H ]
OA∆
ωµ1+m/N ≃ m log(ρ(1− ρ)
1−ρ
ρ )−
√
1− ρ
ρ
χ′P,H(logC)√
L
, (67)
and
e
ρL
1−ρ
∫ [C,JP,H ]
OA
∆
ω(µ1+m/N)2 ≃
(ρ 2−ρ1−ρ (1− ρ) 1+ρρ L2
16
)m2
e
−
∫ [logC,(∆,Q)]
O∆
dv χ′′·,·(v)
2
, (68)
where the differential dv χ′′·,·(v)
2 is understood away from branch points as dv χ′′
P˜ ,H˜
(v)2
with P˜ , H˜ corresponding to the sheets encountered on the path from O∆ to
[logC, (∆, Q)] in RKPZ, and −
∫
denoting a natural regularization of the integral by
subtracting the divergent terms at v = −∞, see [32].
Finally, considering two sheets JP1,H1 , JP2,H2 of R˚N with symmetric differences ∆i =
Pi ⊖Hi, i = 1, 2, and two initial sheets JA1,∆1\A1 , JA2,∆2\A2 with mi = |Ai| = |∆i \ Ai|,
i = 1, 2, one has
e
ρL
1−ρ
∫
γ
dB
B
A(µ1([C1B,·])µ1([C2B,·])) ≃
(ρ 2−ρ1−ρ (1− ρ) 1+ρρ L2
16
)m1m2
e−
∫
β
dvA(χ′′·,·(v+logC1)χ
′′
·,·(v+logC2))
× e 2iπ1−ρ(m1 w(JA2,∆2\A2→JP2,H2)+m2 w(JA1,∆1\A1→JP1,H1)) , (69)
where γ ⊂ C \ {0,−1} lifts for the pair ([C1B, ·], [C2B, ·]) ∈ R˚N × R˚N to a path from
(OA1∆1, O
A2
∆2
) to ([C1, JP1,H1], [C2, JP2,H2]), and β is the analogue of γ in R∆1KPZ×R∆2KPZ after
the change of variable B = ev.
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Using the identities above, we eventually recover P the expressions from [32] after
straightforward calculations. One has
P(h(xℓ, τℓ) > uℓ, ℓ = 1, . . . , n|h0) =
∮
|Cn|<...<|C1|
( n∏
ℓ=1
dCℓ
2iπ Cℓ
)( n∏
ℓ=1
∑
∆ℓ⊏Z+1/2
∑
Qℓ⊏Z+1/2
Qℓ∩∆ℓ=∅
)
Ξ∆1,...,∆nx1,...,xn (C1, . . . , Cn) Θh0([logC1, (∆1, Q1)]) (70)
×
∏n
ℓ=1 e
−
∫ [logCℓ,(∆ℓ,Qℓ)]
O∆ℓ
dv (χ′′·,·(v)2−(uℓ−uℓ−1)χ′′·,·(v)+(τℓ−τℓ−1)χ′·,·(v))
e
−
∫
βℓ,ℓ+1
dvA(χ′′·,·(v+logCℓ)χ
′′
·,·(v+logCℓ+1))
,
with the conventions τ0 = u0 = 0. The summations are over finite subsets ∆ℓ of
Z + 1/2 labelling the connected components of RKPZ and Qℓ labelling the sheets of
R∆ℓKPZ. As above, the points of R∆KPZ are written as [v, (∆, Q)], and O∆ = [−∞, (∆, ∅)]
belongs to the principal sheet of R∆KPZ. The path βℓ,ℓ+1 ⊂ C \ 2iπ(Z + 1/2) is such
that ([v + logCℓ, (∆ℓ, ·)], [v + logCℓ+1, (∆ℓ+1, ·)]) lifts to a path on R∆ℓKPZ ×R∆ℓ+1KPZ from
(O∆ℓ, O∆ℓ+1) to ([logCℓ, (∆ℓ, Qℓ)], [logCℓ+1, (∆ℓ+1, Qℓ+1)]). The connected component
(∆1, . . . ,∆n) of R∆1KPZ × . . .×R∆nKPZ is weighted in (70) by
Ξ∆1,...,∆nx1,...,xn (C1, . . . , Cn) = (71)( n∏
ℓ=1
∑
Aℓ⊂∆ℓ
|Aℓ|=|∆ℓ\Aℓ|
) n∏
ℓ=1
(
(i/4)|∆ℓ|V 2AℓV
2
∆ℓ\Aℓ
e2iπ(xℓ−xℓ−1)(
∑
a∈Aℓ
a−
∑
a∈∆ℓ\Aℓ
a)
)
×
n−1∏
ℓ=1
(1− Cℓ+1/Cℓ)|∆ℓ|/2 (1− Cℓ/Cℓ+1)|∆ℓ+1|/2
(1− Cℓ+1/Cℓ) VAℓ,Aℓ+1(Cℓ, Cℓ+1) V∆ℓ\Aℓ,∆ℓ+1\Aℓ+1(Cℓ, Cℓ+1)
,
where V 2A =
∏
a<b∈A(
2iπa
4
− 2iπb
4
)2, VA,B(C1, C2) =
∏
a∈A
∏
b∈B(
2iπa−logC1
4
− 2iπb−logC2
4
),
and which is non-zero only if all |∆ℓ| are even. Finally, the initial condition, specified by
the initial height function h0(x), enters through the factor Θh0([logC1, (∆1, Q1)]), which
depends on the variable C1 only, as pointed out already in [34]. This factor is equal for
domain wall initial condition x
(0)
k = k+(x0−ρ)L to Θdw([v, (∆, Q)]) = 1 (with x0 in (71)
equal to the coefficient x0 defining the shift in x
(0)
k ), and for stationary initial condition
to Θstat([v, (∆, Q)]) =
√
2π e−v χ′P,H(v) with P,H such that P ⊖ H = ∆, P ∩ H = Q,
and x0 = 0 in (71).
5. Conclusion
In this paper, we have studied height fluctuation for TASEP with periodic boundary
conditions, with an emphasis on tools from algebraic geometry. Our main result (55)
for the joint probability of the height at multiple times, which is equivalent to earlier
expressions of Baik and Liu [33], makes the presence of an underlying compact Riemann
surface RN clear. A relatively straightforward large L asymptotic analysis to the KPZ
P The function e2K
∆1,∆2
from [32], defined there by analytic continuations on R∆1KPZ × R∆2KPZ, is in
particular equal to e
−
∫
β
dvA(χ′′
·,·(v+logC1)χ
′′
·,·(v+logC2)) with the path β as in (69).
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regime, corresponding to the infinite genus limit RN → RKPZ, then leads directly to
analogous expressions involving the non-compact Riemann surface RKPZ on which half-
integer polylogarithms live, already obtained in [32] in a much less direct way.
A natural extension of the present work would be to consider instead open TASEP
connected to two reservoirs of particles, for which new Bethe equations [47] very similar
to those of periodic TASEP have been recently discovered by Crampe´ and Nepomechie,
leading to asymptotic expressions [48] for the spectrum in the KPZ regime involving
a Riemann surface built from infinite sums of Lambert functions. Corresponding
eigenfunctions of open TASEP are unfortunately currently missing, but methods from
algebraic geometry might be helpful.
Appendix A. Proof of the identity (13)
In this appendix, we prove the identity (13). We consider two sets of Bethe roots yj and
wj solutions of the Bethe equations (1), with respective fugacities γy and γw assumed
to be distinct. Comparing the definitions (2), (3) and (10), (11), one has for arbitrary γ
〈ψ0~w|ψ0~y〉 = 〈ψ~w(γ)|ψ~y(γ)〉 . (A.1)
Setting γ = γy, the right side becomes the scalar product between an off-shell Bethe
vector 〈ψ~w(γy)| for which the wj are not solution of the Bethe equations with fugacity
γy, and an on-shell Bethe vector |ψ~y(γ)〉 for which the yj are solution of the Bethe
equations with fugacity γy. The Slavnov determinant (7) then leads to
〈ψ0~w|ψ0~y〉 = (−1)N
( N∏
j=1
(1− yj)L+1
yNj (1− wj)L
)( N∏
j=1
N∏
k=1
(yj − wk)
)
(A.2)
× det
(
∂yi
( N∏
k=1
1
1− yk/wj + e
Lγy (1− wj)L
N∏
k=1
1
1− wj/yk
))
i,j∈[[1,N ]]
.
Computing explicitly the derivative with respect to yi and using the fact that the wj are
solution of the Bethe equations (1) with fugacity γw, we obtain after small simplifications
〈ψ0~w|ψ0~y〉 =
( N∏
j=1
(1− yj)L+1
(1− wj)L
)
(A.3)
× det
(
1
wj − yi
N∏
k=1
wk
yk
− e
L(γy−γw)wj/yi
wj − yi
)
i,j∈[[1,N ]]
.
The generalized Cauchy determinant identity
det
(Awj − B yi
wj − yi
)
i,j∈[[1,N ]]
= (A− B)N−1
(
A
N∏
j=1
wj −B
N∏
i=1
yi
)
(A.4)
× (−1)N(N+1)2 (
∏N
i=1
∏N
j=i+1(yi − yj))(
∏N
i=1
∏N
j=i+1(wi − wj))∏N
i=1
∏N
j=1(yi − wj)
,
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which is proved easily from the usual Cauchy determinant identity
det
( 1
wj − yi
)
i,j∈[[1,N ]]
=
(
∏N
i=1
∏N
j=i+1(yi − yj))(
∏N
i=1
∏N
j=i+1(wi − wj))
(−1)N(N+1)2 ∏Ni=1∏Nj=1(yi − wj) (A.5)
by writing
Awj−B yi
wj−yi
= A+ (A−B) yi
wj−yi
and noting that in the expansion of the determinant
only the terms with (A− B)N and A(A− B)N−1 contribute, finally leads to (13).
Appendix B. Abelian integrals starting from an arbitrary sheet
In this appendix, we state integral formulas analogue to (49)-(54) but starting from an
arbitrary sheet JP,H of the principal connected component R˚N of RN . The initial sheet
JP,H is parametrized as in (62) in terms of two finite sets P,H ⊂ Z+1/2, with cardinal
m = |P | = |H|.
We introduce the point OP,H = [0, JP,H] ∈ R˚N , and the functions µ1,m([C, J ]) =
µ1([C, J ]) +m/N and ηm([C, J ]) = η([C, J ]) +m, such that the differentials ωηm , ωµ1,m
and ωµ21,m are integrable at the point OP,H.
Let J be a sheet of R˚N . From the expression (20) of y′j(C), and the small
C behaviour (16) of yj(C) to fix the constant of integration, one finds after some
calculations the identities∑
j∈J
yj(C)
1− yj(C) = −m+
1
L
∫ [C,J ]
OP,H
ωηm −
N
L
∫ [C,J ]
OP,H
ωµ1,m , (B.1)
∏
j∈J
(1− yj(C)) = (ρN (1− ρ)L−NC)− mL−N e
2iπ
L−N
∑
a∈P
a
(B.2)
× e−
2iπmw(JP,H→J)
L−N exp
( N
L−N
∫ [C,J ]
OP,H
ωµ1,m
)
,
∏
j∈J
yj(C)
ρN (1− ρ)L−NC = (ρ
N(1− ρ)L−NC)− mLN(L−N) e
2iπ
L−N
∑
a∈P
a+ 2iπ
N
∑
a∈H
a
(B.3)
× e−
2iπLmw(JP,H→J)
N(L−N) exp
( L
L−N
∫ [C,J ]
OP,H
ωµ1,m
)
,
and( N∏
j∈J
yj(C)(1− yj(C))
N + (L−N)yj(C)
) ∏
j,k∈J
j<k
(yj(C)− yk(C))2
=
(−1)N(N−1)2 (−1)m (ρN(1− ρ)L−NC) m
2L
N(L−N)
− 2mL
L−N
+N
(ρ(1− ρ))mL2m (B.4)
× e
2iπ(2N−2m+1)
L−N
∑
a∈P
a− 2iπ
N
∑
a∈H
a( ∏
a<b∈P
(e
2iπa
L−N − e 2iπbL−N )2
)( ∏
a<b∈H
(e−
2iπa
N − e− 2iπbN )2
)
× e2iπ w(JP,H→J)( Lm
2
N(L−N)
− 2Lm
L−N
) exp
( NL
L−N
∫ [C,J ]
OP,H
ωµ21,m +
2(N −m)L
L−N
∫ [C,J ]
OP,H
ωµ1,m
)
,
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Figure B1. Branch cuts of the function B 7→ µ1([C1B, J1])µ1([C2B, J2]) with
J1, J2 6= [[1, N ]] (left) and J1 = [[1, N ]], J2 6= [[1, N ]] (right).
where w(JP,H → J) is the winding number around 0 of γ = πN(Γ) ⊂ Ĉ, with Γ ⊂ R˚N
the path of integration from [C, JP,H] to [C, J ] chosen for the integrals. We emphasize
that by definition, all these expressions are independent of the initial sheet JP,H, but
depend only on the final point [C, J ].
Similarly, considering two sheets J1, J2 of R˚N and defining initial sheets JP1,H1,
JP2,H2 with m1 = |P1| = |H1|, m2 = |P2| = |H2| in R˚N , one has∏
j1∈J1
∏
j2∈J2
(yj1(C1)− yj2(C2)) = (−1)m1+m1m2(ρN(1− ρ)L−N(C1 − C2))N−m1−m2
× (ρN (1− ρ)L−N)m1m2(L−2N)N(L−N) (ρN(1− ρ)L−NC1)−
m1(N−m2)
L−N (ρN(1− ρ)L−NC2)−
m2(N−m1)
L−N
×
( ∏
a∈P1
∏
b∈P2
(e
2iπa
L−NC
− 1
L−N
1 − e
2iπb
L−NC
− 1
L−N
2 )
)( ∏
a∈H1
∏
b∈H2
(e−
2iπa
N C
1
N
1 − e−
2iπb
N C
1
N
2 )
)
× e
2iπ(N−m2)
L−N
∑
a∈P1
a+
2iπ(N−m1)
L−N
∑
a∈P2
a
e2iπw(γ)(
Lm1m2
N(L−N)
−
L(m1+m2)
L−N
) (B.5)
× exp
(
NL
L−N
∫
γ
dB
B
A(µ1,m1([C1B, ·])µ1,m2([C2B, ·]))
+
(N −m2)L
L−N
∫ [C1,J1]
OP1,H1
ωµ1,m1 +
(N −m1)L
L−N
∫ [C2,J2]
OP2,H2
ωµ1,m2
)
.
where γ is a path from 0 to 1 in C, w(γ) its winding number around 0, and
A(. . .) meaning analytic continuation of the couple ([C1B, ·], [C2B, ·]) on the path
Γ : (OP1,H1 , OP2,H2)→ ([C1, J1], [C2, J2]) obtained by lifting γ to R˚N × R˚N .
It is always possible to find such a path Γ in R˚N × R˚N . Indeed, by definition, one
can always find a path from (OP1,H1, OP2,H2) to ([C, [[1, N ]]], [C,K]) for some K ⊂ [[1, L]]
by crossing the cuts (0,−1/C1), (0,−1/C2), (−1/C1,∞), (−1/C2,∞) for B. Then, in
the sheet ([[1, N ]], K) of R˚N × R˚N the branch cut (0,−1/C1) disappears, see figure B1,
and one can then find a path from the sheet ([[1, N ]], K) to the sheet ([[1, N ]], [[1, N ]]) by
crossing the cuts (0,−1/C2) and (−1/C2,∞) for B. In other words, the fibre product
R˚N ∗ R˚N generated by analytic continuations in B of couples ([C1B, J1], [C2B, J2]) ∈
R˚N × R˚N is a connected space.
Appendix C. Large L asymptotics
We consider the meromorphic function µ1 on RN defined in (45). Since yj(C)→ 0 when
1 ≤ j ≤ N and yj(C)→∞ when N + 1 ≤ j ≤ L, the C → 0 expansion of µ1([C, J ]) in
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the principal sheet J = [[1, N ]] can be computed by residues as in [27], using
N∑
j=1
1
N + (L−N)yj(C) =
∮
γ0
dy
2iπ
∂y logP (y, C)
N + (L−N)y , (C.1)
with P the polynomial defined in (15) and γ0 a small contour encircling 0 once in the
positive direction. Expanding in powers of C and computing residues explicitly, one has
− 1 +
N∑
j=1
1
N + (L−N)yj(C) (C.2)
=
∞∑
k=1
(−1)k(ρN (1− ρL−N )C)k
kN
∞∑
m=0
m
(1− ρ
ρ
)m( kL
kN −m
)
.
At large L with fixed ρ = N/L, the sum over m is dominated by the regime m ∼ √L.
Writing the asymptotic expansion of the binomial coefficient, the Euler-Maclaurin
formula finally gives (65) with P = H = ∅.
The contribution of particle-hole excitations for a sheet J = JP,H defined in (62)
can be computed by writing∑
j∈JP,H
1
N + (L−N)yj(C) =
N∑
j=1
1
N + (L−N)yj(C) (C.3)
−
∑
a∈H−
1
N + (L−N)y1/2−a(C) −
∑
a∈H+
1
N + (L−N)yN+1/2−a(C)
+
∑
a∈P−
1
N + (L−N)yN+1/2−a(C) +
∑
a∈P+
1
N + (L−N)yL+1/2−a(C) ,
and using the asymptotics
yN+1/2−a(C) ≃ − ρ
1 − ρ
(
1− sgn a
√
4iπa
√
1− logC
2iπa√
ρ(1− ρ)L
)
(C.4)
y1/2−a(C) ≃ − ρ
1 − ρ
(
1 + sgn a
√
4iπa
√
1− logC
2iπa√
ρ(1 − ρ)L
)
(C.5)
with the convention yj(C) = yj+L(C) finally gives (65) for general P,H with |P | = |H|.
The large L asymptotics (64) of the function η on RN defined in (47) can be obtained
in a similar way.
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