A model-based approach for the analysis of neuronal information transmission in multi-input and -output systems.
We present a new method to characterize multi-input and output neuronal systems using information theory. To obtain a lower bound of transinformation we take three steps: (1) Estimation of the deterministic response to isolate components carrying stimulus information. The deviation of the original response from the deterministic estimate is defined as noise. (2) Coordinate transformation using PCA yields an uncorrelated representation. (3) Partial transinformation values are calculated independently either by Shannon's formula assuming normality or based on density estimation for arbitrary distributions. We investigate the performance of the algorithms using simulated data and discuss suitable parameter settings. The approach allows to evaluate the degree to which stimulus features are encoded. Its potential is illustrated by analyses of neuronal activity in cat primary visual cortex evoked by electrical retina stimulation.