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We describe an efficient numerical approach to calculate the longitudinal and transverse Kubo
conductivities of large systems using Bastin’s formulation [1]. We expand the Green’s functions
in terms of Chebyshev polynomials and compute the conductivity tensor for any temperature and
chemical potential in a single step. To illustrate the power and generality of the approach, we
calculate the conductivity tensor for the quantum Hall effect in disordered graphene and analyze
the effect of the disorder in a Chern insulator in Haldane’s model on a honeycomb lattice.
PACS numbers: 71.23.An,72.15.Rn,71.30.+h
One of the most important experimental probes in con-
densed matter physics is the electrical response to an ex-
ternal electrical field. In addition to the longitudinal con-
ductivity, in specific circumstances, a system can present
a transverse conductivity under an electrical perturba-
tion. The Hall effect [2] and the anomalous Hall effect
in magnetic materials [3] are two examples of this type
of response. Paramagnetic materials with spin-orbit in-
teraction can also present transverse spin currents [4].
There are also the quantized versions of the three phe-
nomena: while the quantum Hall effect (QHE) was ob-
served more than 30 years ago [5], the quantum spin Hall
effect (QSHE) and the quantum anomalous Hall effect
(QAHE) could only be observed [6, 7] with the recent
discovery of topological insulators, a new class of quan-
tum matter [8].
In the linear response regime, the conductivity tensor
can be calculated using the Kubo formalism [9]. The
Hall conductivity can be easily obtained in momentum
space in terms of the Berry curvature associated with
the bands [10]. The downside of working in momentum
space, however, is that the robustness of a topological
state in the presence of disorder can only be calculated
perturbatively [11]. Real-space implementations of the
Kubo formalism for the Hall conductivity, on the other
hand, allow the incorporation of different types of dis-
order in varying degrees, while providing flexibility to
treat different geometries. Real-space techniques, how-
ever, normally require a large computational effort. This
has generally restricted their use to either small systems
at any temperature [12, 13], or large systems at zero tem-
perature [14].
In this Letter, we propose a new efficient numerical
approach to calculate the conductivity tensor in solids.
We use a real space implementation of the Kubo formal-
ism where both diagonal and off-diagonal conductivities
are treated in the same footing. We adopt a formula-
tion of the Kubo theory that is known as Bastin for-
mula [1] and expand the Green’s functions involved in
terms of Chebyshev polynomials using the kernel poly-
nomial method [16]. There are few numerical methods
that use Chebyshev expansions to calculate the longitu-
dinal DC conductivity [17–20] and transverse conduc-
tivity [14, 21] at zero temperature. An advantage of our
approach is the possibility of obtaining both conductiv-
ities for large systems in a single calculation step, inde-
pendently of the temperature, chemical potential and for
any amount of disorder.
We apply this method to two different systems dis-
playing topological states in a honeycomb lattice. The
first one has been extensively explored in the litera-
ture [14, 22–24], and consists of disordered graphene un-
der constant perpendicular magnetic field. Our calcula-
tion of the longitudinal and Hall conductivities serve to
illustrate the key aspects of our approach. We then ap-
ply the method to a Chern insulator (CI) in Haldane’s
model on a honeycomblattice [25]. This model produces
an insulating state with broken time-reversal symmetry
in the absence of a macroscopic magnetic field. Instead
of behaving as a normal insulator, it exhibits a quantized
Hall conductivity σxy = e
2/h in the gapped state. If the
inversion symmetry is broken, the system can undergo a
topological phase transition to a normal insulator. We
investigate the transport properties of Chern insulators
and analyze how they are affected by the interplay be-
tween disorder and inversion symmetry breaking.
The conductivity tensor can be calculated using the
Kubo formula from linear response theory. In the limit
ω → 0, the elements of the static conductivity tensor for
non-interacting electrons are given by the Kubo-Bastin
formula for the conductivity [1]
σ˜αβ(µ, T ) =
ie2~
Ω
∫ ∞
−∞
dεf(ε) (1)
× Tr
〈
vαδ(ε−H)vβ dG
+(ε)
dε
− vα dG
−(ε)
dε
vβδ(ε−H)
〉
,
where Ω is the volume, vα is the α component of the
velocity operator, G±(ε,H) = 1ε−H±i0 are the advanced
(+) and retarded (−) Green’s functions, and f(ε) is the
2Fermi-Dirac distribution for a given temperature T and
chemical potential µ. The expression above was first
obtained by Bastin and collaborators in 1971 [1] and
later generalized for any independent electron approx-
imation [26]. However, it has not been used often in
numerical calculations because of the complications of
dealing with an integration in energy. Instead, it is pos-
sible to perform analytical integrations by parts [26] to
obtain a more treatable expression for the static conduc-
tivity at zero temperature, which became known as the
Kubo-Streda formula [27]. For the diagonal elements of
the conductivity tensor (α = β), the integration leads to
the Kubo-Greenwood formula [15].
Here we propose a new approach to compute, for any
finite temperature, both diagonal and off-diagonal con-
ductivities using the Kubo-Bastin formula. Our method
consists in expanding the Green’s functions in the inte-
grand of eq. (1) in terms of Chebyshev polynomials using
the kernel polynomial method [16, 28], a highly efficient
and scalable way to calculate the Green’s functions in
electronic systems [16, 29–31]. For that purpose, we first
need to rescale the Hamiltonian so that the upper E+
and lower E− bounds of the spectrum are mapped into
1 and -1 respectively. To estimate the bounds, we ap-
ply the power method [32], which is normally used to lo-
cate dominant eigenvalues in linear algebra. The rescaled
Hamiltonian and energy are represented by H˜ and ε˜ [33]
and we can expand the rescaled delta and Green’s func-
tions by considering their spectral representations and
expanding their eigenvalues in terms of the Chebyshev
polynomials:
δ(ε˜− H˜) = 2
π
√
1− ε˜2
M∑
m=0
gm
Tm(ε˜)
δm,0 + 1
Tm(H˜), (2)
G±(ε˜, H˜) = ∓ 2i√
1− ε˜2
M∑
m=0
gm
e±imarccos(ε˜)
δm,0 + 1
Tm(H˜). (3)
where Tm(x) = cos[m arccos(x)] is the Chebyshev poly-
nomial of the first kind and order m, which is defined ac-
cording to the recurrence relation Tm(x) = 2xTm−1(x)−
Tm−2(x). The expansion has a finite number of terms
(M) and the truncation gives rise to Gibbs oscillations
that can be smoothed with the use of a kernel, given by
gm [16, 28].
Replacing the expansions above in (1) with ∆E =
E+ − E−, we obtain
σαβ(µ, T ) =
4e2~
πΩ
4
∆E2
∫ 1
−1
dε˜
f(ε˜)
(1− ε˜2)2
∑
m,n
Γnm(ε˜)µ
αβ
nm
(4)
where µαβmn ≡ gmgn(1+δn0)(1+δm0)Tr
[
vαTm(H˜)vβTn(H˜)
]
does
not depend on the energy. Since µmn involves products of
polynomial expansions of the Hamiltonian, its calculation
is responsible for most of the method’s computational
cost.
On the other hand, Γmn(ε˜) is a scalar that is energy
dependent but independent of the Hamiltonian
Γmn(ε˜) ≡ [(ε˜− in
√
1− ε˜2)einarccos(ε˜)Tm(ε˜)
+(ε˜+ im
√
1− ε˜2)e−imarccos(ε˜)Tn(ε˜)].
(5)
As shown in (19), once the coefficients µmn are deter-
mined, we can obtain the conductivities for all tempera-
tures and chemical potentials without repeating the most
time-consuming part of the calculation [34]. Moreover,
the recursive relations between Chebyshev polynomials
lead to a recursive multiplication of sparse Hamiltonian
matrices that can be performed in a very efficient way in
GPUs [20, 29]. Instead of the full calculation of traces,
we use self-averaging properties, normally used in Monte-
Carlo calculations, to replace the trace in the calculation
of µmn by the average of a small number R≪ N of ran-
dom phase vectors |r〉 and further improve the efficiency
of the calculation [35, 36]. The conductivities are aver-
aged over several disorder realizations, S, with R = 5 for
each of them. Because of the self-averaging properties of
large systems, the product SR is the main defining factor
of the accuracy of the trace operation.
The first problem we apply our method to is the
physics of the QHE in disordered graphene. We start
from the electronic Hamiltonian of graphene in the pres-
ence of a random scalar potential and a perpendicular
magnetic field H = −t∑〈i,j〉 eiφij c†icj +∑i εic†ici where
ci is the annihilation operator of electrons on site i where
t ≈ 2.8 eV is the hopping energy between nearest neigh-
bors (NN) sites in a honeycomb lattice. The perpen-
dicular magnetic field is included by Peierls’ substitu-
tion φij = 2π/Φ0
∫ i
j
~A · d~l. Using the Landau gauge
~A = (−By, 0, 0), the phase will be φij = 0 along the
y direction and φij = ±π(y/a)Φ/Φ0 along the ∓x di-
rection, where Φ is the magnetic flux per unit cell, Φ0
being the quantum of magnetic flux. The second term
in H represents the on-site Anderson disorder where εi is
randomly chosen from a uniform probability distribution
p(εi) =
1
γ θ
(
γ
2 − |εi|
)
, where γ accounts for the amount
of disorder introduced in the system. Let us begin with
a graphene layer with N ≈ 2.6× 105 sites with periodic
boundary conditions and weak disorder given by γ = 0.1t
and SR = 200. In the presence of a perpendicular mag-
netic field such that Φ/Φ0 ≈ 1 × 10−3, the electronic
density of states (DOS) presents several Landau levels
close to the Dirac point. Away from E = 0, the magnetic
length is larger than the system size; the band structure
still presents a large number of peaks, with a non-zero
density of states between the peaks, which results in a
metal behavior, as seen in Fig. 1 (b). We compute the
longitudinal and off-diagonal conductivities as a function
of the chemical potential µ and close to µ = 0 the results
are consistent with the QHE in pure graphene. Figure
31 (a) shows the peaks in σxx that are located exactly
at the peaks of the density of state. For σxx = 0 we
see well-resolved plateaus of the Hall conductivity fol-
lowing σxy = 4e
2/h(n+1/2), indicating that the method
captures the topological nature of the insulating phase.
The effect of the temperature is the predictable broaden-
ing of the longitudinal conductivity peaks together with
the smearing of the quantum Hall plateau. Fig. 1 (c)
reports Shubnikov-de Haas oscillations in the longitudi-
nal conductivity away from the Dirac point. Similarly
to what is observed experimentally [37], they are sensi-
tive to changes in T . To get results as accurate as those
in Fig. 1, one needs to look at the convergence of the
expansion as a function of the few parameters that were
introduced in our approach, such as the polynomial order
M and the product SR. To illustrate this, in Fig. 2 we
show the dependence of σxx and σxy on M and SR. For
disordered systems, the interference due to quasi-particle
scattering off the impurities [29] results in an oscillatory
behavior of the Chebyshev moments. Because of this, an
accurate solution requires a large number of moments.
The energy resolution of the KPM depends onM and its
value is important for the convergence of the sharp peaks
of σxx. This is illustrated in Fig. 2 (a) where the conduc-
tivity peak at E = 0 is consistent with recent numerical
calculations [14, 24] and its convergence is only achieved
for M > 6000.
The energies of the Laudau levels close to the Dirac
point scale with
√
n, reducing the gap between high Lan-
dau levels. Simultaneously, the density of states increases
with E. Consequently, we need more moments in the
expansion to resolve small gaps and localize carriers in
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FIG. 1. (a) σxx (solid line) and σxy (dashed line) for kBT = 0
(black) and kBT/t = 0.004 (red). (b) Electronic density of
states (c) σxx away from the Dirac point where Shubnikov-de
Haas oscillations can be observed for kBT/t = 0.002 (black) ,
kBT/t = 0.004 (red), kBT/t = 0.008 (blue) . The parameters
in panels (a)-(c) are φ/φ0 ≈ 1× 10
−3, SR = 200, M = 6144
and N = 2 × 128 × 1024 sites where we use a rectangular
geometry to minimize the magnetic flux per unit cell in a
system with periodic boundary conditions.
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FIG. 2. Analysis of the dependency on the number of random
vectors and disorder realizations SR and momentsM : (a) σxx
and (b) σxy for SR = 200 and M = 2048 (blue), 4096 (red)
and 6144 (black). (c) σxx and (d) σxy for M = 6144 and
SR = 25 (blue), 50 (red) and 200 (black). In panels (a)-(d) ,
φ/φ0 = 5× 10
−3, and N = 2× 128× 1024 sites
regions of the spectra with more available states. As can
be seen in Fig. 2 (b), this results in a non-homogeneous
convergence of the expansion: the plateaus located close
to E = 0 converge for lower values of M while the higher
Landau levels need more moments to converge. To ensure
accurate results, we can track the global convergence of
the conductivity as a function of M in a desirable energy
window [33].
We also need a large SR to achieve the self-averaging
condition [16]. In particular, σxx and the transition be-
tween quantum Hall plateaus are sensitive to SR as illus-
trated in Fig. 2 (c) and (d) and convergence is obtained
for SR > 125. From Fig. 2, we can see that intermediate
values ofM and SR are enough for a qualitative analysis
of σαβ . For higher accuracy one needs larger values of
M , which for good convergence would also require SR to
be increased.
Non-trivial topologies in the band structure can also
occur in the absence of an external magnetic field. In
Chern insulators, time-reversal symmetry is explicitly
broken without the need of an external magnetic field.
In this sense, these systems can be seen as the quantized
version of the AHE that has been recently observed ex-
perimentally [38]. A simple model proposed by Haldane
[25] in a honeycomb lattice provides all the key ingredi-
ents of Chern insulators. The Hamiltonian is
H = −t
∑
〈i,j〉
c†icj + t2
∑
〈〈i,j〉〉
eiφij c†icj ±
∆AB
2
∑
i∈A/B
c†ici,
(6)
where t and t2 are nearest and next-nearest-neighbor
hopping amplitudes. φij is equivalent to a Peierls phase
with zero total flux per unit cell. The last term is an en-
ergy offset between sublattices A and B that breaks the
4inversion symmetry of the Hamiltonian, opening a gap
∆AB in the band structure. For φ = π/2 and ∆AB = 0,
the system also presents a gap of ∆T = 6
√
3t2, and if µ
lies inside the gap, the system is a Chern insulator with
σxy = e
2/h. If ∆AB is continuously increased, it under-
goes a quantum phase transition from a Chern insulator
to a normal insulator for ∆AB > ∆T [25]. We proceed
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FIG. 3. ρxx (solid line) and ρxy (dashed line) for HM with (a)
∆T = 0.1t, ∆AB = 0 and γ = 0.2t for kBT = 0 (black) and
kBT = 0.16t (red); (b) ∆T = 0.1t, ∆AB = 0 and kBT = 0 for
γ = 0.4t(black) and γ = 1.8t (red); (c) ∆T = 0.5t, ∆AB =
0.4t and kBT = 0 for γ = 0.2t (black) and γ = 1.8t (red). The
green arrow indicates the increase of the topological region
with disorder. The system sizes in panels D = 2 × L × L
with L = 512 (a), L = 256 (b-c) and SR > 200 . Panel (d)
illustrates the different gap sizes at K and K′ for ∆AB 6= 0.
to investigate the QAHE for ∆AB = 0 in the presence
of Anderson disorder with bounds ±γ. As can be seen
in Fig 3 (a), for weak disorder the Chern insulator is
still characterized by a gap in the DOS where the Hall
conductivity is quantized (σxy = e
2/h). For increasing
values of T , the longitudinal and transverse resistivities
are in qualitative agreement with the experimental re-
sults of Ref. [38], with the suppression of both the peak
in ρxy and the dip in ρxx, supporting their findings.
A Chern insulator with a band gap ∆ can be ob-
tained by either having ∆AB = 0 with ∆T = ∆ or
∆ = ∆T − ∆AB. In both situations, the QAHE leads
to σxy = e
2/h that survives to intermediate disorder
strength. Surprisingly, the two systems respond differ-
ently to strong disorder: as can be seen in Fig. 3, while
disorder closes the gap and destroys the Chern insula-
tor in the system with inversion symmetry (panel b), the
QAHE with ∆AB 6= 0 is insensitive to increasing An-
derson disorder (panel c). As illustrated in panel (c),
large disorder can localize carriers and extend the topo-
logical phase to energies in the vicinity of the bulk gap,
similarly to what is observed in topological Anderson in-
sulators [39, 40]. For illustration purposes, the values of
∆T and ∆AB used in panel (c) are large in comparison
with values in (b). However, the same effect can be seen
if ∆T > ∆AB 6= 0. To understand this behavior, we
need to compare the gaps at the Dirac points in these
two situations: For ∆AB = 0, the two valleys are degen-
erate and the gaps in K and K ′ are both ∆T . On the
other hand, for ∆AB 6= 0, the interplay between ∆T and
∆AB lifts the degeneracy between valleys so that one has
∆ = ∆T −∆AB and the other has ∆ = ∆T +∆AB (see
panel d). The gap difference has important consequences
for the transport properties of the system. For EF in the
range ∆T +∆AB > E > ∆T −∆AB, all the states belong
to K (the point group symmetry is C3) and inter-valley
scattering is forbidden as there are not available states
connected to K ′. This situation results in a smaller lon-
gitudinal resistivity. Also, it protects the topological gap
and the QAHE as inter-valley scattering is detrimental
to the state. Counter-intuitively, an asymmetry between
sublattices A and B can help to stabilize the Chern in-
sulator. In the limit of ∆T = ∆AB the gap closes in one
of the valleys, producing a state that is protected from
intervalley scattering and emulates a Weyl semimetal.
In summary, we have developed a numerical method
to calculate the longitudinal and transverse conductivi-
ties of tight-binding hamiltonians in real space. We illus-
trated the stability of the method by applying it to the
QHE in disordered graphene, studying how the method’s
accuracy varies with the number of moments used in the
expansion. To further illustrate the power of the method,
we investigated the effect of disorder in the transport
properties of a Chern insulator and found that due to
the suppression of intervalley scattering, a Chern insula-
tor with broken inversion symmetry is protected against
scalar disorder. This finding can be useful in the search
of Chern and topological insulating phases in novel ma-
terials.
The technique we have described is very general, and
is suitable for the calculation of transport properties in
finite temperature, disordered systems. One can simulate
very large system sizes due to the method’s high paral-
lelizability that can be exploited in GPUs. Among other
systems, we envisage that this method will be useful in
the study of novel models with non-trivial topologies [41],
spin transport in topological insulators, as well as mate-
rials without a topological phase, such as spin Hall con-
ductivity in graphene. It can also be easily adapted to
different geometries and multilayers of different materi-
als.
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6Supplementary Material for ”Real-space calculation of the conductivity tensor for disordered topo-
logical matter”
In this supplementary material, we show in detail how the kernel polynomial method (KPM) can be used to calculate
σα,β(µ) in an efficient and scalable way for all energies and temperatures. For consistency, let us first review some
basic information about the KPM. This method works by expanding a spectral operator of interest Λ(ε,H) in terms
of the Chebyshev polynomials of first kind
Tm(x) ≡ cos(marcos(x)), Tm+1(x)
. For this purpose, the Hamiltonian needs to be rescaled so that its energy spectrum is contained in the [-1,1] interval.
This can be done by rescaling the Hamiltonian and energies in the following way:
H˜ =
2
∆E
(
H − E
+ + E−
2
)
, ε˜ =
2
∆E
(
ε− E
+ + E−
2
)
, (7)
where E+(E−) is the higher (lower) bound of the spectra and ∆E = E+−E−. To expand the scaled spectral quantity
Λ˜(ε˜, H˜) we use the spectral representation
Λ˜(ε˜, H˜) =
∑
k
Λ˜(ε˜, E˜k)
∣∣∣E˜k〉〈E˜k∣∣∣ , (8)
where H˜
∣∣∣E˜k〉 = E˜k ∣∣∣E˜k〉 and expand each of the functions as follows:[1]
Λ˜(ε˜, E˜k) =
2
π
∞∑
m=0
Γm(ε˜)Tm(E˜k), Γm(ε˜) =
1
δm,0 + 1
∫ 1
−1
Λ˜(ε˜, E˜k)Tm(E˜k)√
1− E˜2k
dE˜k, (9)
where the Chebyshev polynomials can be efficiently evaluated by means of the recursion relationship Tm(x) =
2xTm−1(x) − Tm−2(x). Finally, by inserting the above expression into (8) we obtain the expansion for the spec-
tral operator
Λ˜(ε˜, H˜) =
2
π
∞∑
m=0
Γm(ε˜)Tm(H˜), (10)
where now all the information associated to the form of Λ had been separated from the information associated with
the Hamiltonian. This type of expansion was used to approximate spectral operators such as the Greens functions [2]
and the evolution operator[3, 4]. In many cases , only part of the information contained in the Hamiltonian is needed.
This is for example the case of the partition function Z and the density of states ρ(ε)[1, 5], which depends only on
the trace of H . As an example, we can consider ρ˜(ε˜) where Λ˜(ε˜, H˜) = δ(H˜ − ǫ˜) and (10) becomes
ρ˜(ε˜) =
2
π
√
1− ε˜2
∞∑
m=0
Γm(ε˜)µm, (11)
where Γm(ε˜) = Tm(ε˜) and µm ≡ Tr[Tm(H˜)], obtained in 5 by expanding the δ-function directly. The equation (11) is
the general form of the trace of an arbitrary spectral operator and the expansion is exact. However, in practice it is
always necessary to truncate the series at some finite orderM and experience shows that this truncation can produce
poor precision and Gibbs oscillations, specially in points where th efunction is not continuously differentiable. One
way to reduce finite order problems is to modify the moments µm → gmµm with the use of a kernel, that basically
smooth the problematic points. The Jackson Kernel,
gJm =
(M −m+ 1) cos pimM+1 + sin pimM+1cot piM+1
M + 1
, (12)
has been extensively tested and studied [1, 6, 7] and it is one of the best kernels for spectral quantities, as it has
the advantage of being positive and normalized. Consequently, it preserves the positiveness and the value of the
integration of the approximated function. Calculating the trace of all Tr[Tm(H)] can be a difficult task for large
matrices. Fortunately, there is a method, known as random phases vector approximation [1, 8, 9], to calculate the
7traces that takes advantage of the size N of the matrices . In this method we construct a set of vectors of R ≪ N
complex vectors
|r〉 ≡ (ξr1 , . . . , ξrN ), r = 1, . . . , R, (13)
with dimension equal to N and whose elements ξri are drawn from a probabilistic distribution with the following
characteristics:
〈〈ξri 〉〉 = 0,
〈〈
ξri
∗ξr
′
j
〉〉
= δr,r′δi,j , (14)
where 〈〈. . .〉〉 is the statistical average. The trace can be calculated as the average expected value of this random
vector,
Tr
[
Tm(H˜)
]
≈ 1
R
R∑
r=1
〈r|Tm(H˜) |r〉 . (15)
The error of this approximation is O(1/√RN), therefore it is reduced when increasing N or R and for very large
system only a few random vectors are necessary. In principle, it is possible to use any distribution function that
satisfies the condutions of Eq. (14). However, it was prove that choosing ξri = e
iφ/N , with φ as a random variable
uniformly distributed in the interval (0, 2π) reduces the statistical error, therefore the convergence is improved [9, 10].
Now that we presented the basics of the KPM, we can proceed to expand the conductivity tensor σα,β(µ). Our
starting point is the the formula given by Bastin et al. [11] with the assumption that the Hamiltonian has finite lower
and upper bounds, which is always true for a tight-binding Hamiltonian:
σαβ(µ) =
ie2~
Ω
∫ E+
E−
dεf(ε)Tr
〈
vαδ(ε−H)vβ dG
+(ε,H)
dε
− vα dG
−(ε,H)
dε
vβδ(ε−H)
〉
. (16)
Here, Ω is the volume, G±(ǫ,H) are the advanced and retarded Green functions, vα is the velocity operator in the α
direction and f(ε) is the Fermi-Dirac distribution for a given chemical potential µ and temperature T . We begin by
rescaling of the Hamiltonian H → H˜ and the energies ε→ ε˜ and replace them in the Bastin’s Formula
σαβ(µ) =
(
2
E+ − E−
)2
ie2~
Ω
∫ 1
−1
dε˜f(ε˜, µ˜)Tr
〈
vαδ(ε˜− H˜)vβ dG
+(ε˜, H˜)
dε˜
− vα dG
−(ε˜, H˜)
dε˜
vβδ(ε˜− H˜)
〉
σαβ(µ) =
(
2
E+ − E−
)2
σ˜αβ(µ˜), (17)
so we can work with the rescaled conductivity σ˜α,β(µ˜). Using the expression (10), we can expand both the δ and the
Green function in terms of the Chebyshev polynomials
δ(ε˜− H˜) = 2
π
√
1− ε˜2
∞∑
m=0
Tm(ε˜)Tm(H˜), G
±(ε˜, H˜) = ∓ 2i√
1− ε˜2
M∑
m=0
gme
±imarccos(ε˜)Tm(H˜). (18)
By replacing the functions above in (16) we have
σ˜αβ(µ˜) =
4e2~
πΩ
∫ 1
−1
dε˜ f(ε˜)
(1− ε˜2)2
∑
m,n
µαβnmΓnm(ε˜), (19)
where
µαβmn ≡
gmgn
(1 + µn0)(1 + µm0)
Tr
[
vαTm(H˜)vβTn(H˜)
]
, (20)
does not depend of ε˜ and carries all the information about the system, being also responsible for most of the compu-
tational cost. On the other hand,
Γmn(ε˜) ≡
(
ε− in
√
1− ε2
)
Tm(ε)e
inarccos(ε) +
(
ε+ im
√
1− ε2
)
Tn(ε)e
−imarccos(ε), (21)
8is independent of the Hamiltonian and can be thought as the expansion basis. (19) can be seen as a generalization of
(11) where more than two spectral functions are present in the expansion. By using the properties
(µαβmn)
∗ = µαβnm = µ
βα
mn and Γ
∗
mn = Γnm, (22)
it is possible to write the conductivity as a complete real quantity
σ˜αβ(µ) =
4e2~
πΩ
∫ 1
−1
dε˜ f(ε˜)
(1− ε˜2)2
∑
m,n≤m
Re
[
µα,βnmΓnm(ε˜)
]
. (23)
Finally, as an example of the consistency of our approach, we integrate this equation analytically to obtain the
Kubo-Greenwood formula for the longitudinal conductivity. For this purpose we can use (22) to show that µααmn is
real and therefore Re [µααnmΓn,m(ε˜)] = µ
αα
nmRe [Γnm(ε˜)]. Taking this into account, we can write
σ˜αα(µ˜) =
4e2~
πΩ
∑
m,n≤m
µααnm
∫ α
−α
dε˜ f(ε˜)
(1− ε˜2)
(
d
dε˜
[Tn(ε˜)Tm(ε˜)] + 2ε˜Tn(ε˜)Tm(ε˜)
)
, (24)
that can be integrated analytically for T = 0:
σαα(ε˜F ) =
4e2~
πΩ
∑
m,n≤m
µααnmTn(ε˜F )Tm(ε˜F ), (25)
which is the Kubo-Greenwood formula expressed in terms of the Chebyshev Polynomials as shown in [1].
Convergence of the method
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FIG. 4. σxy as a function of E for increasing values of M . φ/φ0 ≈ 1× 10
−2, SR > 150, KBT = 0.005t and N = 2× 400× 400
sites. Inset: 〈dσxy(E)〉 as a function of M for the data shown in the main panel.
In the figure 1, we illustrate how we track the convergence in function of M : in this particular case, we choose the
window (0, 0.8t] in energy and calculate σxy(E) for two different values of M ( M
′ < M). We then obtain
〈dσxy(E)〉 =
〈∣∣∣∣∣σ
M
xy(E) − σM
′
xy (E)
σMxy(E)
∣∣∣∣∣
〉
E
,
9where we calculate the discrepancy between the conductivity for different values ofM at each energy point and average
over the energy. In the inset, we can see that for M = 5000, 〈dσxy(E)〉 < 10−2 which means that further increases
in the number of moments of the expansion will provide very small changes in the conductivity. The conductivity
converges slowly for large values of M ( 〈dσxy(E)〉 ∝M−1.4) and for increasing values of M , the changes will mostly
occur at high energies. If we choose a different window of energy, as for example (0, 0.4t], 〈dσxy(E)〉 < 10−3 even for
M = 3200. We then truncate our expansion for 〈dσxy(E)〉 ∼ 10−2.
A similar analysis can be performed with the number of random vectors R, as shown in figure 2. For R , we consider
〈dσxy(E)〉 ∼ 10−3 . Our general procedure is to converge SR for each value of M for a given energy range and then
look at the convergence as a function of M . It is important to mention that for increasing values of M , convergence
requires increasing values of SR. However, temperature reduces small fluctuations in the conductivity that arise from
the use of few random vectors, eliminating the need of large SR for finite T .
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FIG. 5. (a) 〈dσxy(E)〉 as a function of R for φ/φ0 ≈ 1× 10
−2, M = 3200, kBT = 0 and N = 2× 400× 400 sites.
The Hall conductivity presents deviations from the quantized value for high energies. However, if we look at the
values of the quantized changes in σxy in the figure below (M = 5000), for positive n we have 1.015, 1.025, 1.03, 1.03,
1.06 in units of 4e/h2. The contribution of each Landau level to the Hall conductivity has an error or the order of 1-5
%. However, the error in the conductivity accumulates and deviates from the expected values at high LL levels. The
small increase of the error with energy is related with the convergence with M discussed above.
GPU Computing
As discussed in the previous section, the main computational cost of our approach is the calculation of elements
such as Tm(H˜) |r〉 with Tm(H˜) = 2H˜Tm−1(H˜) − Tm−2(H˜). For a conductivity calculation with M = 103 it is
necessary to calculate around 106 matrix-vector products, with matrices of dimension N × N and N ≈ 105 − 107.
To reduce the computational time, we take advantage of the fact that the real space tight-binding Hamiltonians are
represented by sparse matrices, so we write the matrix in a sparse format which greatly reduces the computational
cost from O(N2) → O(N). We take advantage of the parallel nature of Graphics Processing Units (GPU) to
compute these products in a very efficient way. We perform our simulations in CUDA, NVIDIA proprietary parallel
computing platform. We also use NVIDIA CUDA Sparse Matrix library (cuSPARSE) that provides basic linear
algebra subroutines used for sparse matrices and CUSP, another Sparse Matrix library for CUDA . The performance
of these packages had been tested by NVIDIA and achieves an speedup of roughly 10 times of a common CPU with
MKL optimized libraries[12].
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