ABSTRACT Object detection in high-spatial-resolution remote sensing images (HSRIs) is an import part of the automatic extraction and understanding of image information in high-resolution earth observation systems. Regarding how to achieve optimal block object detection for large-scale HSRIs, this paper proposes a multiscale block fusion object detection method for large-scale HSRIs. First, the objects in large-scale HSRIs are detected using different block scales, and the average precision (AP) of the different object detection results is counted at different block scales. Then, according to the statistical information, the image block scales corresponding to the optimal AP value of the different objects are obtained. Finally, a soft non-maximum suppression algorithm is used to fuse the image block scale detection results corresponding to the optimal AP values of the different objects, to obtain the object detection results of the large-scale HSRIs. The experimental results confirm that the proposed method outperforms all other single-scale image block detection methods and provides acceptable object detection results in large-scale HSRIs.
I. INTRODUCTION
Object detection in high spatial resolution remote sensing images (HSRIs) is an important part of the automatic extraction, analysis, and understanding of image information in high-resolution earth observation systems [1] - [3] . It is also the key technology for high-resolution earth observation systems applied in military reconnaissance, precision strikes, sea condition monitoring, and disaster monitoring [4] - [6] . The aim of object detection in HSRIs is to determine whether an HSRI contains one or more objects belonging to a class of interest, and to locate the position of each predicted object in the image [7] . The term ''object'' used in this paper refers mainly to man-made objects (e.g., airplanes, storage-tanks, or ships) that have clear boundaries and are independent of the image background.
With respect to object detection in HSRIs, different object detection methods have been proposed by different scholars in the remote sensing fields. The majority of the object detection methods typically adopt a three-stage mode of
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x extracting object candidate regions, y obtaining object candidate region features, and z feature classification of the object candidate regions to realize image object detection [7] . In this mode, a sliding window, selective search algorithm [8] , and edge boxes algorithm [9] are used to obtain the object candidate regions in the image. Then, the object candidate region features are extracted using handcrafted features such as histogram of oriented gradient (HOG) [10] , local binary patterns (LBP) [11] , scale-invariant feature transform (SIFT) [12] , bag-of-words (BOW) [13] , and other features. Finally, the object candidate region features are input into a traditional classifier in the form of feature vectors, such as support vector machine (SVM) [14] , AdaBoost [15] , and decision tree [16] for classification to realize the object detection in the image. The three-stage mode achieves acceptable results in specific object detection tasks. However, every day a large number of HSRIs are obtained by satellites in nearearth orbit using a top-down view, which is an approach that is susceptible to weather and illumination conditions [17] . There are complex scenes in HSRIs [18] , [19] . The threestage mode is difficult to adapt to the object detection of a large number of HSRIs under complex conditions. The robustness and universality of the three-stage mode are poor [6] .
In recent years, deep learning has attracted the attention of different scholars. Convolutional neural network (CNN) models are the most popular deep learning models [20] . CNN does not require the use of handcrafted features, and can extract and learn effective features itself according to massive data and annotations [21] . Moreover, in the case of sufficient training data, CNN has acceptable generalization ability and can maintain reasonable robustness under complicated and variable conditions. Therefore, an object detection framework based on CNN has been widely applied to object detection in HSRIs. Long et al. [21] applied regional CNN (RCNN) [22] to multi-object detection in small-sized (1000 pixels × 1000 pixels and less) HSRIs. Han et al. [17] applied Faster-RCNN [23] to multi-object detection in small-sized HSRIs. The object detection accuracy using Faster-RCNN was superior to using the object detection methods in a three-stage mode. Li et al. [24] developed a unified object detection CNN framework that effectively combined region proposal network (RPN) and local-contextual feature network. Their proposed framework significantly improved object detection performance in small-sized HSRIs. Lu and Zhang [25] applied ''you only look once'' (YOLO) [26] frameworks to airplane and ship detection in small-sized HSRIs. Chen et al. [27] applied the single-shot multibox detector (SSD) [28] framework to airplane detection in large-scale HSRIs. The largescale image was divided into 800 pixel × 800 pixel small block images, with 100 pixels overlap between adjacent small block images. After each small block image was detected, the detection results were mapped to the original large-scale HSRIs. Then, the non-maximum suppression (NMS) algorithm [29] was used to eliminate the redundant bounding box to obtain the final airplane detection results in the large-scale HSRI. Deng et al. [30] adjusted the receptive fields of the concatenated rectified linear unit (ReLU) [31] and Inception [32] modules in the network according to the object scale and distribution characteristics of the HSRIs to make them more suitable for the object scale of the HSRIs. Detection was then performed by two subnetworks: a multiscale object proposal network for object-like region generation from several intermediate layers, and an accurate object detection network for object detection based on fused feature maps. Small-scale objects in HSRIs can be detected well using the proposed method. However, there was no detailed description for object detection in large-scale HSRIs. Wei et al. [33] proposed a unified multiscale CNN for object detection in HSRIs. It consisted of a multiscale object proposal network and multiscale object detection network, both of which shared a multiscale base network. The multiscale CNN was used for object detection in large-scale HSRIs. A large-scale HSRI was divided into 1000 pixel × 1000 pixel small block images, with 200 pixels overlap for each contiguous image blocks. After each image block was processed individually, the detection results were mapped to the original large-scale HSRI. Then, the NMS algorithm was used to eliminate the redundant bounding boxes. HSRI products are typically large-scale, as shown in Table 1 . When an object detection framework based on CNN is applied to large-scale HSRIs, it is necessary to divide the HSRIs into blocks. However, how to achieve the optimal block object detection for large-scale HSRIs has not been systematically analyzed and studied in the literature. With respect to how to achieve optimal block object detection for large-scale HSRIs, a multiscale block fusion object detection method for large-scale HSRIs is proposed in this paper. Frist, objects in large-scale HSRIs are detected using different block scales and the average precision (AP) [34] of the different object detection results are counted at different block scales. Then, according to the statistical information, the image block scales corresponding to the optimal AP value of the different objects are obtained. Finally, the image block scale object detection results corresponding to the optimal AP values of the different objects are fused using a soft NMS (Soft-NMS) algorithm [35] on the object detection results of the large-scale HSRI.
The remainder of this paper is organized as follows. Section II demonstrates the performance and characteristics of the key steps to achieve optimal block object detection for large-scale HSRIs. Section III describes the test data and presents the results and discussion. Section IV summarizes the results and presents the conclusions.
II. METHODOLOGY
The proposed block object detection method for large-scale HSRIs consists of three steps. First, an object in a large-scale HSRI is detected with different block scales using an object detection framework based on CNN. Then, the image block scales corresponding to the optimal AP value of the different objects are obtained. Finally, the Soft-NMS algorithm is used to fuse the block scale detection results corresponding to the optimal AP values of the different objects. An overview of the methods used for implementing the three steps in this paper is displayed in Figure 1 .
A. OBJECT DETECTION FRAMEWORK BASED ON CNN
Ren et al. [23] proposed the Faster-RCNN framework. Faster-RCNN is a two-stage object detection framework including RPN and object classification and localization CNN, which achieves end-to-end object detection training and testing. For the object detection of an HSRI with large data volume and complex scenes, Faster-RCNN has superior robustness and universality than object detectors using handcrafted features, and can achieve improved object detection results [17] . Therefore, Faster-RCNN is used in this paper to detect an object in an HSRI. Faster-RCNN is displayed in Figure 2 ; then, each module in Faster-RCNN is described.
B. RPN
In Faster-RCNN, object candidate regions are generated on the last feature map of the framework using RPN. Owing to the multiscale and orientation sensitivity of the object in the image, RPN generates nine object candidate regions at the anchor of the last feature map using three scales (128, 256, and 512) and three scales (1:2, 1:1, and 2:1). The scale of the nine candidate regions is set according to the object scale in the natural image. HSRIs are obtained by satellite or space sensors in near-earth orbit (400-600 km) using a top-down view [17] . The objects are relatively small in large-scale HSRIs and appear in densely distributed groups [30] . Therefore, RPN generates twelve object candidate regions at the anchor of the last feature map using four scales (16, 32, 64 , and 128) and three scales (1:2, 1:1, and 2:1) in this paper.
C. OBJECT CLASSIFICATION AND LOCALIZATION CNN
In this paper, the Zeiler and Fergus (ZF) model [36] and visual geometry group (VGG) model [37] are used to generate the feature maps. Two different models are used to verify the effectiveness of the proposed method. Object candidate regions are generated and transferred from RPN to the object classification and localization CNN. The object classification and localization CNN combines the object candidate regions with the last feature map to obtain the feature vectors of the object candidate regions. The feature vectors of the object candidate regions are transmitted to the ROI pooling layer to obtain the specified size feature vectors. The specified size feature vectors are transferred to the full-connected layer (FC) for training and testing of the object classification and regional coordinate regression.
D. TRAINING AND TESTING OF FASTER-RCNN
In the training phase, Faster-RCNN is initialized using the pretrained network parameters from ImageNet [38] . Faster-RCNN is trained end-to-end by back-propagation FIGURE 2. Faster-RCNN framework.
and stochastic gradient descent (SGD) [39] . The loss of Faster-RCNN is obtained by adding the loss of RPN and the object classification and localization CNN. In the training process, the min-batch of RPN and the object classification and localization are 256 and 2000, respectively. The basic learning rate of the network training is 0.001 and the change ratio of the learning rate is 0.1. The learning rate is changed 50,000 times per iteration; the maximum number of training iterations is 75,000. The momentum and weight decay are set to 0.9 and 0.0005, respectively.
In the testing phase, an HSRI is input into Faster-RCNN and the object candidate regions of the HSRI are generated using RPN. The object candidate regions are transmitted to the object classification and localization CNN for object classification and regional coordinate regression.
E. OPTIMAL IMAGE BLOCK SCALES
HSRI products are typically large-scale, such as the GF-2 panchromatic image grade 1, with product size 29,200 pixels × 27,620 pixels. However, the object detection framework based on CNN is designed according to the size of the natural images. The input size of the object detection framework based on CNN is small (1000 pixels × 1000 pixels and less). Therefore, when the object detection framework based on CNN is applied to a large-scale HSRI, it is necessary to divide the HSRI into blocks.
In the process of image block detection, an object could be divided into two contiguous blocks, which makes it difficult to detect the complete object. Therefore, there must be overlapping areas between contiguous blocks. A large-scale HSRI is divided into small block images of k pixels ×k pixels, with a k/2 pixel overlap for contiguous image blocks, where k = {400, 500, 600, 700, 800, 900, 1000, 1100, 1200}. The image block diagram is displayed in Figure 3 . The small image is input into Faster-RCNN for object detection, and the results of the object detection are mapped to the original image. After all the small images are detected, the object detection results are refined using the NMS algorithm to eliminate the redundant object detection results in the overlapping areas. The object detection results of a large-scale HSRI are obtained at block scale k. Objects in a large-scale HSRI are detected using different block scales and the AP of the different objects detection results are counted at different block scales. According to the statistical information, the image block scales corresponding to the optimal AP value of the different objects are the optimal image block scales. The image objects detected in this paper include airplanes, storage-tanks, and ships.
F. OBJECT DETECTION RESULT FUSION OF OPTIMAL IMAGE BLOCK SCALES
When the APs of the different objects in the image are optimal, the corresponding image block scales are different. To obtain the optimal detection results for different objects in an image, it is necessary to fuse the object detection results of the optimal image block scales. Bodla et al. [35] proposed the Soft-NMS algorithm. In a group of object detection results with high overlap, the lower-score object could be the actual object. Soft-NMS does not suppress the score of the lower-score object directly to zero. According to the overlap between the lower-score object and higher-score object, the score of the lower-score object is soft suppressed to reduce its score. In this manner, the lower-score object can be retained in the remaining iterations to improve the recall of the object detection results. Soft-NMS can be effectively applied to fuse the object detection results of different block scales. The object detection results of the different block scales have multiple bounding boxes in the same object areas. Soft-NMS performs soft suppression processing on multiple bounding boxes; hence, the object detection results of the different block scales are retained according to the score level. Two rescoring functions S Linear and S Gaussian are used in Soft-NMS, as follows:
where S is the score of the lower-score object detection result. T 1 is the intersection-over-union (IOU) of the lowerscore object detection result and higher-score object detection result. T is the IOU threshold. δ is the variance of the S Gaussion and is set to 0.5. In this paper, the S Gaussion of the Soft-NMS is used to fuse the object detection results of the optimal image block scales to obtain the optimal detection results for different objects in the image.
III. EXPERIMENTAL RESULTS AND DISCUSSION
Large-scale learning samples are the basis for an object detection framework based on CNN to achieve high performance. Therefore, the parameter selection and multiscale block object detection fusion results of the proposed method were systematically analyzed and discussed using the WHU-RSONE and WHU-RSONE2.0 datasets, which fully verified VOLUME 7, 2019 the effectiveness of the proposed method. Experiments were implemented using Python and C++ (Caffe) [40] .
There are 5,977 HSRIs in the WHU-RSONE dataset with the size of the images ranging from 600 pixels × 600 pixels to 1372 pixels × 1024 pixels. There are 110 large-scale HSRIs in the WHU-RSONE2.0 dataset with a size of 5000 pixels × 5000 pixels. The number of objects in the WHU-RSONE and WHU-RSONE2.0 datasets are displayed in Table 2 . 
A. NMS THRESHOLD ANALYSIS
In the process of image block detection, an object can be divided into two contiguous blocks, which makes it difficult to detect the complete object. Therefore, there must be overlapping areas between contiguous blocks. After all the blocks are detected, the NMS algorithm is used to eliminate the redundant object detection results on the overlapping areas of the blocks. The setting of the IOU threshold in the NMS algorithm determines how to eliminate the redundant object detection results in the overlapping areas to obtain the large-scale image object detection results. The following is a systematic analysis of the setting of the IOU threshold in the NMS algorithm.
The setting of the IOU threshold in the NMS algorithm was analyzed using the WHU-RSONE dataset. In the WHU-RSONE dataset, 4,781 images were randomly selected as training sets, 598 images were used as validation sets, and 598 images were used as test sets. The WHU-RSONE dataset is a small-scale image dataset that was directly input into Faster-RCNN for training and testing. In the testing phase, the IOU threshold of the NMS algorithm in Faster-RCNN was set to different values. The AP of the different objects at different IOU thresholds is displayed in Figure 4 . Figure 4 (a) and 4(b) are the APs of different objects at different IOU thresholds using Faster-RCNN VGG16 and Faster-RCNN ZF, respectively. In Figure 4 (a) and 4(b), when the IOU threshold is 0.4, the AP of the different objects are the greatest. The experimental results indicate that when the IOU threshold is 0.4, Faster-RCNN can balance the recall and false alarm of the different object detection results in the HSRIs to obtain the optimal object detection results.
Therefore, when Faster-RCNN was applied to image block object detection, the IOU threshold in the NMS algorithm was set to 0.4 to obtain the object detection results of the image block. After all image blocks were detected, the IOU threshold in the NMS algorithm was set to 0.4 to eliminate the redundant object detection results in the overlapping areas to obtain the large-scale image object detection results at block scale k.
B. BLOCK SCALE ANALYSIS
In this paper, the WHU-RSONE and WHU-RSONE2.0 datasets were used to analyze the object detection results of the large-scale images at different block scales. The WHU-RSONE dataset was the training data for Faster-RCNN. The WHU-RSONE2.0 dataset was the large-scale image test data for Faster-RCNN. WHU-RSONE2.0 dataset using Faster-RCNN VGG16 and Faster-RCNN ZF, respectively. In Figure 5 (a), the AP of ''airplane'' is the greatest at block scale 600, which is 0.9135. The AP of ''storage-tank'' is the greatest at block scale 400, which is 0.7683. The AP of ''ship'' is the greatest at block scale 1100, which is 0.6546. The mean average precision (mAP) [34] of the different objects (airplane, storage-tank, and ship) is the greatest at block scale 700, which is 0.7282. In Figure 5(b) , the AP of airplane is the greatest at block scale 600, which is 0.9174. The AP of storage-tank is the greatest at block scale 400, which is 0.7624. The AP of ship is the greatest at block scale 1100, which is 0.6619. The mAP of the different objects (airplane, storage-tank, and ship) is the greatest at block scale 700, which is 0.7305. The experimental results indicate that when Faster-RCNN was applied to largescale image block object detection, the optimal image block scales for airplane, storage-tank, and ship were 400, 600, and 1100, respectively.
The object detection results of block scales 400, 600, and 1100 were fused using the Soft-NMS algorithm; the fusion object detection results are presented in Table 3 . To verify the effectiveness of the fusion object detection results of block scales 400, 600, and 1100, the object detection results of all block scales (400, 500, 600, 700, 800, 900, 1000, 1100, and 1200) were fused; the fusion object detection results are displayed in Table 3 . In Table 3 , the AP of the different objects of the block scale 400, 600, and 1100 fusion results are consistent with those of all the block scale fusion results. The experimental results demonstrate that the optimal detection results for the different objects can be obtained by fusing the object detection results of block scales 400, 600, and 1100.
When the WHU-RSONE2.0 dataset was processed using Faster-RCNN VGG16, the AP of airplane was 0.9337 in the block scale 400, 600, and 110 fusion results, which was 2.02% greater than the AP 0.9135 of airplane at block scale 600. The AP of storage-tank was 0.7787 in the block scale 400, 600, and 110 fusion results, which was 0.94% greater than the AP 0.7683 of storage-tank at block scale 400. The AP of ship was 0.6785 in the block scale 400, 600, and 110 fusion results, which was 2.39% greater than the AP 0.6546 of ship at block scale 1100. The mAP of the different objects was 0.797 in the block scale 400, 600, and 110 fusion results, which was 6.88% greater than the mAP 0.7282 of the different objects at block scale 700. When the WHU-RSONE2.0 dataset was processed using Faster-RCNN ZF, the AP of airplane was 0.9327 in the block scale 400, 600, and 110 fusion results, which was 1.53% greater than the AP 0.9174 of airplane at block scale 600. The AP of storage-tank was 0.7749 in the block scale 400, 600, and 110 fusion results, which was 1.25% greater than the AP 0.7624 of storage-tank at block scale 400. The AP of ship was 0.6799 in the block scale 400, 600, and 110 fusion results, which was 1.8% greater than the AP 0.6619 of ship at block scale 1100. The mAP of the different objects was 0.7955 in the block scale 400, 600, and 110 fusion results, which was 6.5% greater than the mAP 0.7305 of the different objects at block scale 700. The experimental results demonstrate that the optimal image block scale 400, 600, and 1100 fusion results are superior to any single-scale block object detection results.
C. VISUAL EVALUATION
The objects of two images in the WHU-RSONE2.0 dataset were detected using Faster-RCNN ZF. The confidence threshold of the object detection was set to 0.9. The object detection results of the two images are displayed in Figure 6 . Figure 6 (a1) and (b1) are the object detection results using block scale 400. Figure 6 (a2) and (b2) are the object detection results using block scale 600. Figure 6 (a3) and (b3) are the object detection results using block scale 1100. Figure 6 (a4) and (b4) are fusion results of the block scale 400, 600, and 1100 object detection results.
In Figure 6 (a1) and (a2), the storage-tanks can be accurately detected. However, it is difficult to detect the ships indicated by the red arrows. In Figure 6 (a3), the ships can be accurately detected. However, it is difficult to detect the storage-tanks indicated by the red arrow. In Figure 6 (a4), The storage-tanks and ships can be accurately detected.
In Figure 6 (b1) and (b2), it is difficult to detect the large airplanes indicated by the red arrow. In Figure 6 (b3), it is difficult to detect the small airplanes indicated by the red arrow. In Figure 6 (b4), the airplanes in the image can be accurately detected.
The experimental results demonstrate that multiscale block fusion object detection for large-scale HSRIs can fully use the advantages of each single-scale block object detection, and compensate for the disadvantage of the single-scale block object detection, where it can be difficult to detect certain objects in an image. The object detection results of large-scale HSRIs can be accurately obtained using the multiscale block fusion object detection method.
IV. CONCLUSION
With respect to how to achieve optimal block object detection for large-scale HSRIs, a multiscale block fusion object detection method for large-scale HSRIs was proposed in this paper. First, objects in large-scale HSRIs are detected using different block scales, and the APs of the different object detection results are counted at different the block scales. Then, according to the statistical information, the image block scales corresponding to the optimal AP value of the different objects are obtained. Finally, the image block scale object detection results corresponding to the optimal AP values of the different objects are fused using the Soft-NMS algorithm to obtain the object detection results of the largescale HSRIs. The proposed method was qualitatively and quantitatively evaluated using the WHU-RSONE and WHU-RSONE2.0 datasets. The experimental results confirm that the optimal image block scales for airplanes, storage-tanks, and ships are 400, 600, and 1100, respectively. The accuracy of the multiscale block fusion object detection results was superior to any single-scale block object detection result. The proposed method can obtain accurate object detection results for large-scale HSRIs. In a further work, we will add the object direction to the object detection framework based on CNN to improve the performance of the proposed method. Her research interests include image matching, geometric processing, accuracy analysis, and improvement for high-resolution satellite imagery. VOLUME 7, 2019 
