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Abstract
We consider the information filtering problem, in which we face a stream of items, and must
decide which ones to forward to a user to maximize the number of relevant items shown, minus
a penalty for each irrelevant item shown. Forwarding decisions are made separately in a per-
sonalized way for each user. We focus on the cold-start setting for this problem, in which we
have limited historical data on the user’s preferences, and must rely on feedback from forwarded
articles to learn which the fraction of items relevant to the user in each of several item cate-
gories. Performing well in this setting requires trading exploration vs. exploitation, forwarding
items that are likely to be irrelevant, to allow learning that will improve later performance. In a
Bayesian setting, and using Markov decision processes, we show how the Bayes-optimal forward-
ing algorithm can be computed efficiently when the user will examine each forwarded article,
and how an upper bound on the Bayes-optimal procedure and a heuristic index policy can be
obtained for the setting when the user will examine only a limited number of forwarded items.
We present results from simulation experiments using parameters estimated using historical data
from arXiv.org.
1 Introduction
We study the information filtering problem, in which a user faces a stream of time-sensitive items
(emails, blog posts, scientific articles), some of which are interesting to the user, but many of which
are uninteresting. We wish to design an automatic system that automatically filters this stream,
showing as many relevant items to the user as possible, while showing few irrelevant items.
When historical relevance data from the user is abundant, we can train a statistical classifier,
and forward only those items predicted to be relevant. However, when historical data from the user
is limited, e.g., because the user is new, or because we are dealing with new kinds of items, we face
the cold start problem, in which we do not have enough training data to build a reliable classifier.
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In this setting, it may be advantageous to explore, i.e., forward some items predicted to be
irrelevant, just to learn their true relevance and improve future predictions. Too much exploration,
however, will lead to forwarding many irrelevant items. Thus, an information filtering system should
also put some weight on exploitation, i.e., forwarding only those items predicted to be relevant.
We study this tradeoff between exploration vs. exploitation in a Bayesian setting, using a
Markov decision process (MDP). We show how the MDP defining the Bayes-optimal algorithm for
making forwarding decisions may be solved efficiently using a decomposition, when irrelevant items
are penalized by a user-specified cost per item shown. We then show how to use this solution to
provide a ranking over items when a cost-per-item is unknown not given and users are only willing
to examine a limited number of items, but users examine each forwarded item.
Exploration vs. exploitation has been studied extensively in the context of the multi-armed
bandit problem in both Bayesian treatments (Gittins and Jones 1974, Whittle 1980, Gittins et al.
2011), and non-Bayesian treatments (Auer et al. 1995, 2002). This tradeoff between exploration and
exploitation, which appears in other problem domains including reinforcement learning (Kaelbling
et al. 1998, Sutton and Barto 1998, Jaksch et al. 2010), approximate dynamic programming (Powell
et al. 2004, Powell 2007), revenue management (Araman and Caldenty 2009, Besbes and Zeevi 2009,
den Boer and Zwart 2013), optimization algorithms (Xie and Frazier 2013a, Frazier et al. 2008), and
inventory control (Lariviere and Porteus 1999, Ding et al. 2002). In information retrieval problems,
exploration vs. exploitation has also been studied in Zhang et al. (2003), Agarwal et al. (2009),
Yue et al. (2009), Hofmann et al. (2013).
We are motivated by a personalized information system we are building for the electronic
repository of scientific articles, arXiv.org. In popular categories like astro-ph (Astrophysics) and
hep-th (high-energy physics), roughly 80 new articles are submitted each week (arXiv.org 2014),
which creates a challenge for scientists who wish to remain abreast of new arXiv articles directly
relevant to their research. Our experimental results use parameter settings estimated from historical
data from arXiv.org.
This paper builds on the previous work Zhao and Frazier (2014), which considers an information
filtering problem in a Bayesian setting, and uses dynamic programming to find the Bayes-optimal
strategy for trading exploration and exploitation. There are two main differences between the
model considered in that paper, and the one considered in the current paper. First, in Zhao and
Frazier (2014), users provide immediate feedback on forwarded items, while in the current paper,
we allow items to queue in the system until the next user visit. It is only upon visiting the system
that the user provides feedback. This “periodic review” assumption is more realistic in many
information filtering systems.Second, Zhao and Frazier (2014) assumes that users provide a unit
cost for forwarding to the information filtering system, while in the current paper we provide a
method for ranking results that allows this cost to be unknown.
Our focus on a Bayesian setting and Bayes-optimal procedures (rather than procedures that
are just optimal up to a constant), is in contrast with the portion of the literature on multi-armed
bandits that examines regret in a worst-case setting, and provides algorithms that have optimal
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dependence on time or other problem parameters, but ignore constants. This focus allows us to
apply our method profitably in small-sample regimes, where the best worst-case guarantee would
be much worse than the best average-case guarantee, and where constants are just as important
as the dependence on time. A downside of our focus on the Bayesian setting is that it requires
us to choose a prior distribution to use when measuring performance. However, in many applied
settings, including arXiv.org, we argue that a reasonable prior distribution can be estimated from
historical data.
In Section 2, we formulate the information filtering problem with periodic reviews and a fixed
unit cost for forwarding an item. In Section 3, we consider the case where the unit cost is unknown
and there is a budget constraint on the total number of items that a user can view. We then
show how to derive a ranking from this budgeted problem. Lastly, we show experimental results in
Section 4.
2 Mathematical Model with a Unit Cost for Forwarding
We assume that items arrive to the system according to a Poisson process with rate λ > 0. Each
item is categorized into (exactly) one of k categories, {1, ..., k}, and the category is observed as it
enters the system. For systems without explicit categorization, the categories could be obtained by
running a clustering algorithm on previous collected items in a pre-processing step. Let Xi denote
Figure 1: Schematic of the information filtering problem with periodic reviews.
the category of the ith arriving item. We assume that the Xi are independent and identically
distributed, and we let px = P (Xi = x) > 0. Thus, items in each category x ∈ {1, ..., k} arrive
according to a Poisson process with rate λx = pxλ.
Each category x has some latent unobserved value θx ∈ [0, 1] measuring the probability that an
item from category x is relevant to the user. Let θ = [θ1, ..., θk]. We place a Bayesian prior distri-
bution on this θ, given by θx ∼ Beta(α0x, β0x), with independence across x, for some parameters
α0x and β0x, typically estimated using historical data from (other) long-time users on older items.
In our model, θ is assumed to stay static over the user’s lifetime.
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The optimal tradeoff of exploration vs. exploitation will depend on how long the user interacts
with our stream of items. Let T be the length of time that the user uses our information filtering
system. T is unknown a priori, and we model it as an exponential random variable with parameter
r.
The previous model in Zhao and Frazier (2014) provides a Bayes-optimal algorithm that analyzes
the situation in which the user is always available to provide immediate feedback on each arriving
item. However, in many real systems, users do not behave like this. Instead, they arrive periodically
to review items that have queued in the system since their last visit.
Our model assumes that the user visits the system at time points separated by exponentially
distributed inter-arrival times, which are independent and have parameter s. Let N be the number
of user visits before T . Here, we assume that at each visit, he or she examines all items forwarded
from the stream since the last visit. Below, we study a problem variant in which the number of
items the user is willing to examine on each visit is constrained.
At the nth user visit, the posterior on θx is Beta(αnx, βnx), for some αnx, βnx. Based on
(αnx, βnx), we choose Unx, denoting the maximum number of items to forward to the user from
category x. For simplicity, we choose Unx before observing Lnx, which is the number of items
queued in category x, then we show Znx = min(Lnx, Unx) items from category x to the user in his
or her nth visit. For computationally convenience, we require Unx ≤M , where M <∞.
With the decision Unx and forwarded Znx items, the user provides explicit feedback, denoted
by Ynx, reflecting the actual relevance of the shown items to the user. Conditioning on Unx, θx and
Lnx, Yxn is binomial with a probability of θx being relevant to the user, that is,
Ynx | θx, Unx, Lnx ∼ Binomial (Znx, θx) .
We also assume there is a unit cost, c, for forwarding each item to the user. Thus, we collect reward
Ynx − cZnx in each step. We define a policy pi as a sequence of functions, (pi1, pi2, ..., piN ), where
each pin : ({0, 1...,M}k × Nk × {0, 1...,M}k)n−1 7→ {0, 1, ...,M}k maps history, {U`x, L`x, Y`x : ` ≤
n − 1, x ∈ {1, ..., k}} into actions. Let Π be the set of all such policies. Our objective becomes to
find an optimal policy pi ∈ Π that maximizes total expected reward:
sup
pi∈Π
Epi
[
N∑
n=1
k∑
x=1
(Ynx − cZnx)
]
. (1)
2.1 Solution and Computation Method
Due to the independence assumption across θx, we can decompose the original problem with k-
categories into a sum of k independent sub-problems, each of which can be solved via stochastic
dynamic programming. Equation (1) is rewritten as,
sup
pi∈Π
Epi
[
k∑
x=1
N∑
n=1
(Ynx − cZnx)
]
=
k∑
x=1
sup
pi(x)∈Π(x)
Epi(x)
[
N∑
n=1
(Ynx − cZnx)
]
,
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Algorithm 1 Computation of V Lx (α, β; T˜ ) and V
U
x (α, β; T˜ )
Require: γ, α0x, β0x, ξx, c, and N
for i = 0, ..., T˜ +M do
for j = max{0, T˜ + 1− α}, ..., T˜ +M − α do
Let α = α0x + i, and β = β0x + j.
Let V Lx (α, β; T˜ ) =
E[min(M,L1x)]
(1−γ)(1−γξx) max
{
0, αα+β − c
}
and V U (α, β; T˜ ) = E[min(M,L1x)](1−γ)(1−γξx) .
end for
end for
for i = Nttl, ..., 0 do
for j = Nttl − α, ..., 0 do
Let α = α0x + i, β = β0x + j, and µ =
α
α+β .
Let V Lx (α, β; T˜ ) = max0≤u≤M
{
(µ− c)E(min(u, L1x)] + γE[V Lx (α1x, β1x;Nttl)|U1x = u]
}
,
V Ux (α, β; T˜ ) = max0≤u≤M
{
(µ− c)E(min(u, L1x)] + γE[V Ux (α1x, β1x;Nttl)|U1x = u]
}
,
end for
end for
where a policy pi(x) is a sequence of functions, (pi1(x), pi2(x), ..., piN (x)), associated with category
x and Π(x) is the set of all pi(x). Each pin(x) : ({0, 1...,M} × N × {0, 1...,M})n−1 7→ {0, 1, ...,M}
maps the single-category history, {U`x, L`x, Y`x : ` ≤ n− 1}, into actions Unx for category x.
We can convert each sub-problem from a problem with a random finite time horizon to one
with an infinite time horizon as follows. First, N follows a geometric distribution with parameter
1− γ, where γ = ss+r . Then,
Epi(x)
[
N∑
n=1
(Ynx − cZnx)
]
= γEpi(x)
[ ∞∑
n=1
γn−1(Ynx − cZnx)
]
.
We now solve this MDP using stochastic dynamic programming. We define the value function
Vx(α, β) = sup
pi(x)∈Π(x)
Epi(x)
[ ∞∑
n=1
γn−1(Ynx − cZnx)
∣∣∣α0x = α, β0x = β] . (2)
This is a two-dimensional dynamic problem, and we can write its Bellman equation as:
Vx(α, β) = max
u∈{0,1,...,M}
Q(α, β, u), (3)
where Q(α, β, u) is the expected reward when we forward at most u items and behave optimally
afterwards:
Q(α, β, u) =E[Y1x − cmin(u, L1x) + γVx(α1x, β1x)|U1x = u, α0x = α, β0x = β]
=(α/(α+ β)− c)E[min(u, L1x)] + γE[Vx(α1x, β1x)|U1x = u, α0x = α, β0x = β].
(4)
The first in equation (4) is the immediate reward for the action. To compute the second term, we
use that Lnx is geometric with parameter ξx =
s
λx+s
, and so E[min(u, L1x)] =
1−ξx
ξx
[1− (1− ξx)u].
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The third term in equation (4) specifies the expected future reward for forwarding at most u items,
E[Vx(α1x, β1x)|U1x = u, α0x = α, β0x = β]
=
u∑
i=0
i∑
k=0
P (Y1x = k|Z1x = i, α0x = α, β0x = β)P (Z1x = i|U1x = u)Vx(α+ k, β + i− k).
To compute this, one can show that P (Y1x = k | Z1x = i, α0x = α, β0x = β) =
(
i
k
)B(α+k,β+i−k)
B(α,β) ,
where B(x, y) is the beta function. The distribution Z1x = min(U1x, L1x)|U1x is given by:
P (Z1x = i|U1x = u) =
(1− ξx)iξx if 0 ≤ i < u,(1− ξx)u if i = u.
With these expressions, we can use backward induction, illustrated in Algorithm 1, to solve the
dynamic program in equation (2) by considering a truncated time-horizon problem terminated at T˜ ,
and averaging an upper bound on the value function, V Lx (α, β; T˜ ) and a lower bound, V
U
x (α, β; T˜ ).
3 Mathematical Model with a Constraint on Items Forwarded
In Section 2, we assumed that the system knows the unit cost, c, that the user incurs for reviewing
each item. In reality, we often do not know this cost. In this section, we instead assume that the
number of items forwarded in each step is constrained,
∑k
x=1 Unx ≤ M ∀n. Our objective is to
maximize the expected number of relevant items forwarded, subject to this constraint:
supp˜i∈Π˜E
p˜i
[∑N
n=1
∑k
x=1 Ynx
]
, (5)
where Π˜ = {pi ∈ Π : ∑kx=1 Unx ≤M ∀n} and p˜i is a policy in Π˜ that satisfies the constraint.
In contrast with the previous problem, computation in this problem scales exponentially in k
due to “curse of dimensionality”, because we can no longer decompose equation (5) into multiple
tractable sub-problems (Powell 2007). Instead, we consider a Lagrangian relaxation, following
developments Hu et al. (2014), Xie and Frazier (2013b), that provides a computationally tractable
upper bound on the value of equation (5), and which motivates an index-based heuristic policy
below in Section 3.1.
Let α0 = (α01, ..., α0k) and β0 = (β01, ..., β0k). Let ν = (ν1, ..., νN ) be a vector of Lagrange
multipliers, with each νn ≥ 0 denoting a unit cost (or penalty) when we violate the constraint,∑k
x=1 Znx ≤M , at step n. We can then write the Lagrangian relaxation of (5) as
V ν(α0,β0) = sup
pi∈Π
Epi
[
N∑
n=1
[
k∑
x=1
Ynx − νn
(
k∑
x=1
Znx −M
)]]
(6)
=
k∑
x=1
sup
pi(x)∈Π(x)
Epi(x)
[
N∑
n=1
(Ynx − νnZnx)
]
+ME
[
N∑
n=1
νn
]
. (7)
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Because of the constraint
∑k
x=1 Znx ≤ M for all n satisfied by p˜i ∈ Π˜, and the non-negativity of
the Lagrange multiplier, ν ≥ 0, the value in equation (6) provides an upper bound on the value of
equation (5). Given ν ≥ 0, let V νx (α0x, β0x) = suppi∈ΠEpi
[∑N
n=1(Ynx − νnZnx)
]
. Then V ν(α0,β0)
can be decomposed into a sum of multiple sub-problems, plus a constant,
V ν(α0,β0) =
k∑
x=1
V νx (α0x, β0x) +ME
[
N∑
n=1
νn
]
≥ sup
p˜i∈Π˜
Ep˜i
[
N∑
n=1
k∑
x=1
Ynx
]
. (8)
This upper bound V ν(α0,β0) is useful because it can be computed efficiently, as the sum of
independent and easy-to-solve stochastic control sub-problems. Furthermore, if we consider this
upper bound for the special case ν = νe with ν ≥ 0 and e = (1, 1, ..., 1), then V νx (α0x, β0x) recovers
the total expected reward in the information filtering problem described in Section 2, with a fixed
unit cost, ν, for forwarding each item. V νx (α, β) can be computed efficiently using Algorithm 1.
We can construct tighter upper bound by taking the infimum of V ν(α0,β0) over sets of potential
values for our Lagrange multipliers,
UB(α0,β0) = inf
ν≥0,ν=νe
V ν(α0,β0) ≥ inf
ν≥0
V ν(α0,β0). (9)
Inequality (9) holds because {ν ≥ 0 : ν = νe} ⊆ {ν ≥ 0}.
We conjecture that the function V νx (α0x, β0x) is convex and non-increasing in ν. The other
term, ME
[∑N
n=1 νn
]
is also a convex function of ν, so V ν(α0,β0) is conjectured to be convex. If
this conjecture is true, we can use a bisection algorithm to find ν ≥ 0 in the region {ν ≥ 0 : ν =
νe} that minimizes V ν(α0,β0), obtaining UB(α0,β0). The conjectured non-increasing property
of V νx (α0x, β0x) induces another property of the optimal solution: given ν > 0, if it is optimal
to forward m items at (α0x, β0x), then it should be optimal to forward at least m items for all
0 ≤ ν ′ < ν.
Given ν = νe, let pi∗ν(x) be the optimal policy for V νx (·, ·), and U∗(α, β) ∈ pi∗ν(x) be the optimal
decision at state (α, β). For each 0 ≤ u ≤M , we define ν∗(u, α, β) to be the largest reward achieved
for forwarding (or the largest cost a user would pay to view) at least u number of items at state
(α, β),
ν∗(u, α, β) = sup
ν≥0
{ν : U∗ν (α, β) ≥ u with U∗ν (α, β) ∈ pi∗ν(x)} (10)
= sup
ν≥0
{
ν : V ν(α, β) = max
u′≥u
Qν(α, β, u′)
}
. (11)
In the special case M = 1 and Lnx ≥ 1 for all n and x, the index ν∗(1, α, β) actually corresponds to
Gittin’s index for a two-armed bandit (Gittins and Gittins 1979, Whittle 1980), where one arm gives
the known value of not forwarding (0), and the other arm gives the unknown value of forwarding in
a single-category problem. Figure 2 plots the optimal decision U∗(α, β) against Lagrange multiplier
ν = νe for different values of α, β, ξ, and γ. In both plots, we see that U∗(α, β) is non-increasing
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Figure 2: Plots of optimal decision U∗(α, β) against Lagrange multiplier ν = νe for various
values of (α, β, ξ, γ) with M = 10. In each case, we solve V νx (α, β) via Algorithm 1 to find
U∗(α, β) for each ν ∈ [0, 1]. Here, ν∗(u, α, β) is ν at the right-most endpoint of the interval
where U∗(α, β) ≥ u.
in ν. The observation confirms the conjectured statement that if it is optimal to forward m items
at ν, then it is optimal to forward at least m items for all ν ′ < ν. Furthermore, ν∗(u, α, β) is ν
at the right-most endpoint of intervals where U∗(α, β) ≥ u. In Figure 2(a), we vary ξ and γ while
fixing (α, β). Increasing the discount factor, γ, increases ν∗(u, α, β) because a user spends longer
in the system. In contract, as ξ increases, ν∗(u, α, β) becomes smaller because on average there are
fewer items queued in the system. Figure 2(b) illustrates that ν∗(u, α′, β′) ≥ ν∗(u, α, β) in the case
when α
′
α′+β′ =
α
α+β but α
′ + β′ < α + β. This reflects that exploration provides the largest value
when observation size is small, and uncertainty is high.
3.1 MDP-based Information Filtering (MDP-IF) Policy
In this section, we propose a heuristic index-based policy for ranking items queued at step n,
disregarding whether the user cost is known. We call our policy the MDP-based Information
Filtering Policy, abbreviated MDP-IF. We then discuss scenarios where the proposed policy is
Bayes-optimal. At each step n, we first compute ν∗(u, αnx, βnx) for all possible u ≤ M in each
category x, then rank items from the categories based on the computed ν∗(u, αnx, βnx), among all
categories and all u ≤ M . ν∗(u, αnx, βnx) reflects the highest reward one can achieve if we choose
to forward at least u items from the category x at the current state, (αnx, βnx). In the situation
where we have a constraint that
∑k
x=1 Znx ≤ M , we would forward items from the ranked list
until we exhaust M slots. This heuristic index policy is exactly the optimal policy corresponding
to the Gittins index in a conventional multi-armed bandit problem, when there is at least one item
queued in each category per step and M = 1. On the other hand, if a user cost c is specified, then
we would forward items from the ranked list with ν∗(u, αnx, βnx) ≥ c. In a general case with both
c and M specified, we follow the same procedure with a stop criteria if any condition is violated.
Figure 3 demonstrates how this index policy works in a two-category problem (category “O”
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Figure 3: There are two categories: category O at state (2, 1) and category ∆ at state (2, 2).
Figure (a) shows optimal decision U∗O(2, 1), U
∗
∆(2, 2) against lagrangian multiplier ν, and also
plots ν∗O(u, 2, 1) (denoted in purple circles) and ν
∗
∆(u, 2, 2) (denoted in blue triangles). Figure
(b) plots U∗O(2, 1) + U
∗
∆(2, 2) vs. ν, with ranked list of ν
∗
O(u, 2, 1) and ν
∗
∆(u, 2, 2) among all
u ∈ {0, 1, ..., 10}. When M = 5, the rank list would be: {O,O,∆, O,O}. When the user cost is
0.75, the rank list would be the six right-most items, {O,O,∆, O,O,∆}.
and category “∆”). Category “O” is at state (2, 1) and category “∆” is at state (2, 2). Figure
(a) plots optimal decisions U∗O(2, 1) and U
∗
∆(2, 2) as a function of ν, and identifies their ν
∗
O(u, 2, 1)
and ν∗∆(2, 2) values. Then, Figure (b) plots U
∗
O(2, 1) + U
∗
∆(2, 2) against ν, with a ranked list of
ν∗O(u, 2, 1) and ν
∗
∆(u, 2, 2) among all u ∈ {0, 1, ..., 10}. When M = 5, the ranked list would be items
below the dashed line: {O,O,∆, O,O}. When the user cost is 0.75, the ranked list would be the
six items on the right of the vertical line (defined by c = 0.75): {O,O,∆, O,O,∆}.
4 Experimental Results
In this section, we show numerical results of Monte Carlo simulations in four different parameter
settings to illustrate how this heuristic index-based policy performs compared to other competing
methods, including the pure exploitation and upper confidence bound (UCB) policies. At each step
n+ 1, pure exploitation ranks items based on posterior means of user preference across categories,
while UCB ranks items by (1− 1/tn) % quantiles from the posterior distribution on user preferences,
with tn denoting the total number of items shown by n.
We run experiments for four different scenarios, each with a chosen set of parameters, in-
cluding γ and {α0x, β0x, ξx}x∈{1,...,k}. Each scenarios consists of simulations for a range of k ∈
{5, 10, 30, 50, 100}, for us to understand how each policy behaves as category size, k, varies. Spe-
cific parameters setting are described in sub-figure captions in Figure 4. Here, γ is chosen based
on the estimated parameter of the empirical distribution of user visits in astro-ph.GA and astro-
ph.CO from the arXiv.org dataset in 2009-2010. Similarly, ξx is chosen based on the empirical
distributions. For convenience, α0x and β0x is chosen to be 1 for three scenarios, and 5 for the last
scenario to understand how the policy performs when we are more certain about user preferences.
For constraints, we set M = 5, the maximum number of items forward, and unit cost as c = 0.49,
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Figure 4: Each sub-figure shows plots of expected total reward with 95% confidence intervals
under each policy (MDP-IF in solid blue line, UCB in red dashed line, Pure Exploit in green
dotted line) against category size in a given parameter setting specified in its sub-caption.
50, 000 users are simulated in each scenario.
which is motivated by our conjecture that exploration adds the most benefit when cost is near the
initial mean of θx, which is 0.5 in our test cases.
With the chosen set of parameters in each scenario, we simulate a large set of users, with
user visits, items arrivals between two visits, and user feedbacks on forwarded items generated
according to the model formulated in Section 2. At each visit, each policy (MDP-IF, UCB, or
pure exploitation) decides how many and which items to forward. The reward is then collected to
compute the expected total reward for each policy.
Each line in Figure 4 shows the total expected reward with 95% confidence intervals against
category size, k, for a given parameter setting. In all scenarios, the MDP-IF policy outperforms
both UCB and pure exploitation, with magnified improvement for a larger category size and, mostly,
a non-decreasing relationship with k. For some larger k, the improvement from the MDP-IF policy
widens as γ increases (comparing Figure 4(a) and (b)) or ξx shrinks (comparing Figure 4(b) and
(c)), or the prior user preference has less variance (comparing Figure 4(b) and (d)).
5 Conclusion
We consider the information filtering problem where we face a voluminous stream of items and
need to decide sequentially on which batch of items to forward to a user so that the total reward,
the number of relevant items shown minus the cost of forwarded items, is maximized. With a focus
on limited historical data, we formulate the problem as a Markov Decision Process in a Bayesian
setting, and then provide a computationally tractable algorithm that is Bayes-optimal. In a setting
where the total number of item shown is constrained, we consider a Lagrangian relaxation of the
problem and provide an index-based policy that ranks items. As shown in the numerical section,
our index-based policy outperforms UCB and the pure exploitation policy, and provides magnified
benefits in many settings.
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