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ABSTRACT
The well-known problem of the unknown power corrections within QCD improved factori-
sation leaves the interpretation of the so-called LHCb anomalies in the angular observables of
B → K∗µ+µ− as an open problem. In order to contribute to the question whether they repre-
sent a first sign for new physics beyond the Standard Model or a consequence of underestimated
hadronic power corrections, we present a direct comparison of two global fits to the data based
on the two different assumptions. In addition, we summarise the possible options to resolve this
puzzle in the future.
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1 Introduction
In 2013, the LHCb collaboration presented the full angular analysis of the B → K∗µ+µ− observ-
ables with 1 fb−1 of data [1]. The experimental measurement of most of these observables was
in good agreement with the Standard Model predictions. However, there were some deviations
from the Standard Model (SM) predictions in certain bins of the dilepton invariant mass (q2)
for some of the observables where the largest deviation with 3.7σ significance was reported in
the q2 ∈ [4.30, 8.68] GeV2 bin for the angular observable P ′5. These deviations in the angu-
lar observables were reaffirmed by the LHCb collaboration with the 3 fb−1 dataset [2], in the
smaller [4.0, 6.0] and [6.0, 8.0] GeV2 bins. Moreover, another deviation in the branching ratio of
the decay Bs → φµ+µ− was found by LHCb [3], where the experimental results are below the
SM predictions. And recently, the Belle collaboration also reported [4] a deviation for P ′5 in the
[4, 8] GeV2 bin with 2.1σ significance where the experimental uncertainty is larger than that of
LHCb.
Assuming these anomalies to be due to some New Physics (NP) contribution, global analyses
of the b→ s data showed that all these deviations can be best explained by NP contributions to
the Wilson coefficient C9 [5–10]. On the other hand, the anomalies in the B → K∗µ+µ− data
can also be explained by underestimated hadronic effects arising from power corrections [11–13].
The standard theory framework for these exclusive decay modes in the low-q2 region is
QCD factorisation (QCDf) and its field theoretical formulation Soft-Collinear Effective Theory
(SCET). It is well-known that there is no theoretical description of power corrections existing
within this theoretical framework. Power corrections can only be guesstimated and are – depend-
ing on the involved assumptions – rather different in size [11–14]. Thus, it is difficult to unam-
biguously determine whether the source of the anomaly is due to NP or due to underestimated
hadronic effects within these exclusive observables. In fact, we have illustrated in Ref. [15, 16]
how the significance of the anomalies depend on the guesstimate of the non-factorisable power
corrections. Moreover, we showed [15, 16] that the non-factorisable power corrections required
to explain the disagreement between SM predictions and experimental measurements are very
large compared to the leading non-factorisable piece of the QCDf amplitude. In some critical
bins this amounts to larger than 150% corrections compared to the leading non-factorisable con-
tributions of QCDf at the amplitude level which somewhat questions the validity of the QCDf
approach.
In case the puzzle of the LHCb anomalies remains unresolved for some time, the Belle II
results for the B → Xs`+`− decay can determine the source of the anomaly as explicitly shown
in Refs. [9, 15, 17, 18]. In contrary to the exclusive decay, for the inclusive case, the power
corrections can be theoretically estimated (see Refs. [19–21] for reviews). However, there are
options to resolve the puzzle before Belle II:
LHCb has presented another 2.6σ deviation in the ratio RK ≡ BR(B → K+µ+µ−)/BR(B →
K+e+e−) [22]. The SM prediction of RK is quite precise and free of large theoretical uncertain-
ties. So this deviation cannot be explained by power corrections. If the experimental result is
reconfirmed with future measurements, flavour violating NP contributions would be the most
probable explanation. Interestingly, this 2.6σ deviation can also be explained with a similar NP
contribution to C9 like the anomalies in the angular observables [15,18,23–28]. Thus, a confirma-
tion of the deviation in RK would also indirectly confirm the NP interpretation of the anomalies
in the angular observables. Updated measurement of RK with a larger dataset as well as other
theoretically clean ratios of b→ s`+`− observables which test lepton universality [15, 26, 29, 30]
would be illuminating in this regard.
A theoretical estimation of the power corrections is possible through Light-Cone Sum Rule
(LCSR) approach for small q2 which can be extrapolated to higher q2 close to the charmonium
resonances via dispersion relations and a phenomenological model [31, 32]. But for the B →
K∗µ+µ− decay only a partial estimate for small q2 is available [32]. Future estimation of the
power corrections through the LCSR approach might allow to establish or to disprove NP in the
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angular observables in B → K∗µ+µ−.
In this paper we summarise the results which were presented at the workshop “Implications of
LHCb measurements and future prospects”, CERN, Geneva, 12-14 October 2016 [33]. We follow
another (modest) approach and directly compare the fit of possible unknown non-factorisable
power corrections with a fit to NP by statistical methods. We already anticipate that such a
comparison of different fits to the present data only offers hints to possible resolutions of the
puzzle of the LHCb anomalies but does not allow to resolve it at present.
The paper is organised as follows. In section 2 we give an overview of the various hadronic
contributions that are relevant for the B → K∗µ+µ− decay and discuss how potential non-
factorisable power corrections could appear in terms of the helicity amplitudes and compare it
to the NP contributions which can have a similar effect. In section 3.1 details of our fits are
discussed. In section 3.2 we give the result of the fit to NP in the Wilson coefficients C7 and/or
C9 as well as of the fit to unknown power corrections. We statistically compare the fits via
likelihood ratio tests. In section 3.3 we also consider possible NP in the Wilson coefficient C10
in our analysis. In section 3.4 we discuss the prospects of the LHCb upgrade. We conclude in
section 4.
2 Theoretical Setup
The effective Hamiltonian describing b→ s`+`− processes can be written as a sum of a hadronic
and a semileptonic part (see Ref. [11]),
Heff = Hhadeff +Hsleff , (2.1)
with
Hhadeff = −
4GF√
2
VtbV
∗
ts
∑
i=1,...,6,8
Ci Oi , Hsleff = −
4GF√
2
VtbV
∗
ts
∑
i=7,9,10,
S,P,T
(Ci Oi + C
′
i O
′
i) , (2.2)
where Ci denote the Wilson coefficients. The explicit form of the effective operators Oi which
we use in this paper is given in Ref. [34].
For the exclusive B → K∗µ+µ− decay the dominant contribution of the effective Hamiltonian
is from the semileptonic part, Hsleff . The hadronic matrix element of Hsleff can be parametrised
in terms of seven independent form factors which are calculated via methods such as LCSR or
lattice QCD. Due to the non-perturbative nature of the forces pertinent to these calculations,
the form factors are usually considered as one of the main sources of theoretical uncertainty.
At large energy and in the heavy quark limit, employing the kinematic constraints and the
emerging symmetry relations, the B → K∗ form factors can be written in terms of only two soft
form factors, ξ⊥ and ξ‖, up to correction of αs and Λ/mb. Hence, at leading order, form factor
independent observables can be constructed, reducing the theoretical uncertainty. However,
there are symmetry breaking corrections of O(αs) and O(Λ/mb) to the relations among the
seven full form factors and the two soft form factors, and while the former corrections have
been calculated within the QCDf framework [35] the beyond leading Λ/mb powers, referred to
as factorisable power corrections, are unknown in the first place. They introduce a new source
of theoretical uncertainty 1. It is possible to avoid these factorisable power corrections entirely
1 As was advocated first in Ref. [11] (see also Ref. [14]), the factorisable power corrections can be in principle
determined using the factorisation formula between soft and full form factors which can be written in a schematic
way:
Ffull(q
2) = Dξsoft + ΦB ⊗ TF ⊗ ΦM +O(ΛQCD/mb) , (2.3)
where D and TF are perturbatively calculable functions. There are non-factorisable contributions (second term),
but also power corrections (third term) which are the factorisable power corrections to be determined by this
equation. It is clear that within this determination the uncertainties of the LCSR calculations of the QCD form
factors are transmitted to the factorisable power corrections.
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by employing the full form factors instead of the two soft form factors. Recently new LCSR
results on the B → K∗ form factors, which also include the correlations among the form factor
uncertainties have been presented [27].
Even if the B → K∗ form factors were precisely known, there would still be another source of
hadronic uncertainty. Besides the semi-leptonic part of the effective Hamiltonian, the hadronic
part also contributes to the B → K∗µ+µ− decay through the emission of a virtual photon which
decays into a lepton pair. These non-local effects are expressed through the B → K∗ matrix
elements of the time ordered products of the electromagnetic currents j
had/lept
em,µ , and the hadronic
effective Hamiltonian
A(had) =− ie
2
q2
∫
d4xe−iq·x〈`+`−|jleptem,µ(x)|0〉 ×
∫
d4y eiq·y〈K¯∗|T{jhad,µem (y)Hhadeff (0)}|B¯〉 . (2.4)
The one-loop contributions of the four-quark operators can be described through the matrix
element of O9 and hence are usually taken into account in the form of corrections to C9 via the
effective Wilson coefficient Ceff9 (= C9 +Y (q
2)) [36–38]. There are other contributions from Hhadeff
such as weak annihilation and soft gluon exchange [39] which are more complicated to estimate
and cannot be factorised into form factors and leptonic currents. These contributions which are
referred to as non-factorisable corrections can be treated at large recoil energy within the QCD
factorisation framework where they are factorised as a convolution of B and K∗ distribution
amplitudes with hard-scattering kernels. The QCDf calculations are applicable below the char-
monium resonances and are available at leading power in Λ/mb [39, 40]. Nevertheless, higher
powers of the non-factorisable contributions (referred to as non-factorisable power corrections)
remain unknown. There is no theoretical description of such power corrections existing within
the QCDf approach, but there are some partial calculations of these power corrections within
the LCSR approach available [31] as already discussed in the introduction.
The contributions from the hadronic part of the effective Hamiltonian can be conveniently
described via helicity amplitudes. In the SM we have three non-trivial amplitudes (for the
general case we refer the reader to Ref. [11]):
HV (λ) = −iN ′
{
Ceff9 V˜λ(q
2) +
m2B
q2
[2 mˆb
mB
Ceff7 T˜λ(q
2)− 16pi2Nλ(q2)
]}
, (2.5)
HA(λ) = −iN ′C10V˜λ , (2.6)
HP = iN
′
{2m`mˆb
q2
C10(1 +
ms
mb
)S˜
}
, (2.7)
where λ = ±1, 0 represent the helicities. The contributions of Hhadeff to the B → K∗`+`− decay
takes place through the emission of a virtual photon which involves an electromagnetic current
which is vectorial. Thus, all these effects are accounted for in the vector helicity amplitudes
HV (λ), via the effective part of C9 and Nλ which stands for the non-factorisable contributions.
The latter can be decomposed in a leading part which can be calculated in QCDf and into the
non-factorisable power corrections denoted here as hλ(q
2)
Nλ(q2) ≡ Leading order in QCDf + hλ(q2) . (2.8)
The power corrections hλ, for which no complete estimation is available can be fitted to
data as was shown explicitly in Ref. [13]. Following the parametrisation of that analysis we take
hλ(q
2) to be
hλ(q
2) = h
(0)
λ +
q2
1GeV2
h
(1)
λ +
q4
1GeV4
h
(2)
λ , (2.9)
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Figure 1: The central values and uncertainties of the B → K∗ helicity form factors V˜±,0 and
T˜±,0 using the LCSR results [27] for the traditional form factors V,A1,12 and T1,2,23.
where h
(0,1,2)
λ can each be a complex number resulting in overall 18 free real parameters. Con-
sidering Eq. (2.5), the effect of the hadronic non-factorisable power corrections on the helicity
amplitude is written as
δHλ,PCV = iN
′m2B
16pi2
q2
hλ(q
2) = iN ′m2B
16pi2
q2
(
h
(0)
λ + q
2h
(1)
λ + q
4h
(2)
λ
)
. (2.10)
We note that there is a 1/q2 term multiplying hλ(q
2) resulting in an overall q2 expansion with
terms 1/q2, 1 and q2. From Eq.(2.5), it is clear that any contribution to C7 and/or C9 can be
interpreted as power corrections. Incidentally, new physics scenarios which explain the tensions
between SM predictions and experimental results, show preference for a reduction in C9 which
can be mimicked by hadronic corrections and makes it difficult to identify the source of the
tension.
Considering the q2-dependence of hλ(q
2), λ = ±1, 0, it seems that C7 (C9) corresponds to
the constant terms h
(0)
λ (h
(1)
λ ). However, such a one-to-one correspondence is not possible since
the helicity form factors multiplying C7 and C9 in HV (λ) have a q
2-dependence themselves as
can be seen in Fig. 1, in particular T˜0 and V˜0 have a significant q
2 dependence. Moreover, even
when assuming the helicity form factors being trivial (means constant, independent of q2), the
interpretation of the three coefficients h
(0)
λ (h
(1)
λ ) as NP contribution to C7 (C9) is only possible
if all these three coefficients are equal.
The helicity form factors can be well described as
T˜λ =
mB
2mˆb
(−16pi2)
(
aT˜λ + b
T˜
λ q
2 + cT˜λ q
4
)
,
V˜λ = m
2
B
−16pi2
q2
(
aV˜λ + b
V˜
λ q
2 + cV˜λ q
4
)
, (2.11)
where aT˜ ,V˜λ , b
T˜ ,V˜
λ , c
T˜ ,V˜
λ are fixed numbers that are obtained by expanding the form factors T˜λ and
V˜λ. It should be noted that a simpler q
2-expansion without the cT˜ ,V˜λ terms does not reasonably
describe the form factors. Using the expansion of Eq. (2.11), the NP effect on the helicity
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amplitudes (via contributions to C7 or C9) can be written as
δH
λ,CNP7
V = −iN ′
2mˆbmB
q2
T˜λ(q
2)CNP7 = iN
′m2B
16pi2
q2
(
aT˜λC
NP
7 + q
2bT˜λC
NP
7 + q
4cT˜λC
NP
7
)
,
δH
λ,CNP9
V = −iN ′V˜λ(q2)CNP9 = iN ′m2B
16pi2
q2
(
aV˜λ C
NP
9 + q
2bV˜λ C
NP
9 + q
4cV˜λ C
NP
9
)
. (2.12)
Assuming the NP contributions to C7 and C9 to be complex numbers, there are overall four
free parameters involved. Comparing Eq. (2.10) with Eq. (2.12), it is clear that the NP effect
can be embedded in the more general case of the hadronic effects. Therefore, any NP effect
could be simulated by some hadronic effect. However, clearly not every hadronic effect can be
described via some NP contribution. But while it might be considered that any NP fit is just
a specific case of the hadronic effects, this would be unlikely since hadronic power corrections
have no reason to appear in the three helicity amplitudes H±,0V , in the same way as a single
CNP9 (and/or C
NP
7 ) contribution, and it would be peculiar if they all conspired to have such an
effect. Thus, a direct statistical comparison between a fit to NP and to power corrections which
we present in the next section can be very illuminating.
In this context the criterion introduced in Ref. [13] should be reanalysed. The authors
claim that a large q2 dependence, in particular the need of q4 terms in the hadronic fit ansatz,
disfavours or even disproves the NP interpretation of the LHCb anomalies. However, in view of
the discussion above, we emphasise that a q4 term could also be produced by a NP contribution,
in particular in the helicity amplitude H0V due to the q
2 dependence of the helicity form factors.
Thus, such a criterion as proposed in Ref. [13] can still be established, but has just to be
tightened: If one finds a q2 dependence in the hadronic fit which cannot be produced by any
NP contribution then it is still possible to disfavour or even disprove the NP interpretation.
On the other hand, a modest q2 dependence should not be misinterpreted as strong indication
for a NP resolution of the LHCb anomalies, because for example possible resonances might be
smeared out via the large binning (2 GeV2) of the experimental data. And in general it is true
that as long as the NP fit is embedded in the more general hadronic fit, as it is constructed
now, one cannot disprove the latter option in favour of the former one with the present set of
observables.
3 Results
In this analysis we consider the LHCb dataset on B → K∗µ+µ− including the angular2 ob-
servables [2] and the branching ratios [41] using the low-q2 bins up to either q2= 6 or 8 GeV2,
which results in 36 or 45 observables, respectively. The QCDf approach is only viable in the low
q2 region, where the calculations are most reliable for q2 . 7 GeV2 [39]. Thus, we have given
our results for the two cases were the experimental data of the [6, 8] GeV2 bins are included or
disregarded. The theoretical predictions are obtained using SuperIso v3.6 [42,43].
In order to determine whether underestimated hadronic effects or new physics contributions
to C9 better explain the observed tensions between the experimental results and SM predictions,
we compare a NP fit to C9 with a fit to hadronic power corrections. We perform the fits
minimising the χ2 function provided by SuperIso, using the MINUIT minimisation tool [44].
3.1 Details on the fits
3.1.1 Fit results for C9
We first perform a new physics fit in which only the Wilson coefficient CNP9 is allowed to differ
from zero. The best fit point for a complex CNP9 is given in Table 1 for the two cases, in which
2 For the angular observables we consider the LHCb results determined by the maximum likelihood fit method.
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up to q2 = 6 GeV2 obs.
Re(δC9) −0.96+0.34−0.32
Im(δC9) −1.96+0.82−0.64
up to q2 = 8 GeV2 obs.
Re(δC9) −0.97+0.26−0.25
Im(δC9) −2.13+0.62−0.50
Table 1: Fit results for δC9 alone using observables up to q
2 = 6 GeV2 as well as up to q2 = 8
GeV2.
bins up to q2 = 6 GeV2 or up to q2 = 8 GeV2 are considered. The best fit value for C9 remains
almost the same for both cases. This is an interesting result, given that the theory predictions
are less reliable for the [6, 8] GeV2 bins compared to the region below 6 GeV2, and also given
that one of the deviations of P ′5 is in the [6, 8] GeV2 bin. The best fit value of C9 is consistent
with the case when all the b → s`+`− data is used. The two-dimensional contours for δC9 are
given in Fig. 2. The contours for the cases up to q2 = 6 GeV2 and q2 = 8 GeV2 have similar
shapes, with the latter being slightly narrower for the real parts. The main difference is in
Im(C9) where two distinct 1σ regions are possible for the fit using up to q
2 = 8 GeV2.
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Figure 2: Contour plots for real and imaginary parts of δC9. The contours on the left correspond
to fits up to q2 = 6 GeV2, and the contours on the right correspond to fits up to q2 = 8 GeV2.
3.1.2 Fit results for {C7 − C9}
We now consider the case where both δC7 and δC9 are allowed to vary simultaneously. The
values of the fitted parameters are shown in Table 2, where the errors correspond to ∆χ2 = 1
profiling over the remaining parameters. The best fit points are consistent with the fit in which
only C9 is allowed to vary. The linear correlation between Im(δC9) and Re(δC9) is very small.
In this case, Im(δC9) has only one 1σ region for the q
2 = 8 GeV2 fit. This can be seen in the
two-dimensional contours shown in Fig. 3 for the two different fit configurations.
The constraint on C7 obtained by considering only the B → K∗µ+µ− data (the current
study) is significantly weaker than the constraint induced from the b → sγ data. However, we
checked that the crucial constraint on C9 in the C7−C9 fits does not change much between the
two sets of constraints on C7.
3.1.3 Fit results for hadronic power corrections
The results of the power correction fit for h
(0,1,2)
±,0 using the experimental q
2 bins up to 6 GeV2
and also up to 8 GeV2 bins are given in Table 33. No constraint is assumed for either of the
3Our results are somewhat different compared to Table 5 of Ref. [13]; we are using the frequentist approach
and fitting the h
(0,1,2)
λ parameters in Cartesian coordinates while Ref. [13] follows the Bayesian approach and
fitting in polar coordinates. Moreover, we have not considered any constraint on h
(0,1,2)
λ as opposed to Ref. [13]
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up to q2 = 6 GeV2 obs.
value Re(δC7) Im(δC7) Re(δC9) Im(δC9)
Re(δC7) 0.019
+0.039
−0.038 1 0.06 -0.68 0.05
Im(δC7) 0.085
+0.056
−0.054 0.06 1 -0.18 -0.54
Re(δC9) −1.20+0.45−0.44 -0.68 -0.18 1 0.11
Im(δC9) −2.54+0.90−0.77 0.05 -0.54 0.11 1
up to q2 = 8 GeV2 obs.
value Re(δC7) Im(δC7) Re(δC9) Im(δC9)
Re(δC7) 0.028
+0.039
−0.037 1 0.02 -0.76 0.22
Im(δC7) 0.097
+0.053
−0.051 0.02 1 -0.09 -0.55
Re(δC9) −1.25+0.39−0.38 -0.76 -0.09 1 -0.19
Im(δC9) −2.61+0.75−0.65 0.22 -0.55 -0.19 1
Table 2: Fit results and correlation coefficients for δC7 and δC9 using observables up to q
2 = 6
GeV2 in the left table and up to q2 = 8 GeV2 observables in the right table.
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Figure 3: Contour plots for real and imaginary parts of δC9 when both δC9 and δC7 are allowed
to differ from zero. For each plane, the χ2 is minimised over the remaining two parameters.
The contours on the left correspond to fits up to q2 = 6 GeV2, and the contours on the right
correspond to fits up to q2 = 8 GeV2.
18 parameters. In this case, since many parameters are consistent with zero, we fit the real
and imaginary parts (i.e., in Cartesian coordinates) instead of magnitude and phase (i.e., polar
coordinates) which leads to serious convergency issues for magnitudes consistent with zero.
The statistical comparison of the fit to NP and to power corrections is given in the following
subsections. In Fig. 4, the central values of |H±,0V (q2)| when including the effect of the new
physics and also the power corrections are compared with the plain SM predictions. As discussed
in the previous section, the q2-dependence that h
(2)
λ introduces can potentially also be produced
by NP contributions to C9 due to the form factors. However, in case the q
2-dependence of
the power corrections for HV is significantly different compared to the corresponding NP fit
then they could be differentiable. Nonetheless, in Fig. 4, the shapes for both the effects of NP
and hadronic power corrections in HV are rather similar and the q
2 shape is only significantly
different for very low q2.
(for our fit results where we consider the |h(0)+ /h(0)− | < 0.2, see appendix A). There are also slight theoretical
differences, where we have employed the updated LCSR form factor calculations of Ref. [27]. In addition, for the
experimental results on BR(B → K∗µ+µ−) we have used the updated LHCb measurement [41] and we do not
include BR(B → K∗γ) which has been considered by Ref. [13]. Given these differences, the magnitude and sign
of the real values of our hadronic fit are in good agreement with the results of Ref. [13]. However, the imaginary
values have in many cases opposite signs with somewhat more differing magnitudes.
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up to q2 = 6 GeV2 obs.
Real Imaginary
h
(0)
+ (2.3± 2.3)× 10−4 (−2.0± 2.3)× 10−4
h
(1)
+ (−1.2± 3.5)× 10−4 (3.3± 38.6)× 10−5
h
(2)
+ (1.2± 6.8)× 10−5 (−3.5± 8.1)× 10−5
h
(0)
− (−7.7± 19.8)× 10−5 (4.5± 3.6)× 10−4
h
(1)
− (−3.7± 20.8)× 10−5 (−7.4± 4.2)× 10−4
h
(2)
− (2.7± 3.9)× 10−5 (1.5± 0.8)× 10−4
h
(0)
0 (−6.1± 38.4)× 10−5 (7.8± 4.0)× 10−4
h
(1)
0 (3.8± 5.2)× 10−4 (−1.0± 0.6)× 10−3
h
(2)
0 (−4.7± 8.7)× 10−5 (1.6± 1.3)× 10−4
up to q2 = 8 GeV2 obs.
Real Imaginary
h
(0)
+ (1.2± 2.0)× 10−4 (−1.6± 2.1)× 10−4
h
(1)
+ (1.2± 2.3)× 10−4 (−1.1± 3.0)× 10−4
h
(2)
+ (−2.6± 3.4)× 10−5 (2.3± 4.4)× 10−5
h
(0)
− (−1.0± 1.8)× 10−4 (2.9± 3.2)× 10−4
h
(1)
− (2.5± 13.3)× 10−5 (−3.4± 3.2)× 10−4
h
(2)
− (9.2± 18.7)× 10−6 (1.7± 4.8)× 10−5
h
(0)
0 (−2.6± 3.3)× 10−4 (6.5± 3.9)× 10−4
h
(1)
0 (7.5± 4.4)× 10−4 (−8.7± 3.6)× 10−4
h
(2)
0 (−8.6± 5.8)× 10−5 (9.6± 6.2)× 10−5
Table 3: Fit parameters for the power corrections assuming no constraint for h
(0,1,2)
λ .
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Figure 4: Behaviour of absolute value of H+V , H
−
V and H
0
V . The “SM”, “SM + power correction”
and “SM+NP” are shown with solid, dashed and dotted lines, respectively. No constraint is
assumed for h
(0,1,2)
λ in the fit for power corrections.
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up to q2 = 6 GeV2 obs.
δC9 δC7, δC9 Hadronic
plain SM 4.5× 10−3(2.8σ) 9.4× 10−3(2.6σ) 6.2× 10−2(1.9σ)
δC9 – 0.27(1.1σ) 0.37(0.89σ)
δC7, δC9 – – 0.41(0.86σ)
up to q2 = 8 GeV2 obs.
δC9 δC7, δC9 Hadronic
plain SM 3.7× 10−5(4.1σ) 6.3× 10−5(4.0σ) 6.1× 10−3(2.7σ)
δC9 – 0.13(1.5σ) 0.45(0.76σ)
δC7, δC9 – – 0.61(0.52σ)
Table 4: Likelihood ratio p-values and significances obtained using Wilks’ theorem for observ-
ables up to q2 = 6 GeV2 and q2 = 8 GeV2 in the left and right table, respectively.
up to q2 = 6 GeV2 obs.
δC9 δC7, δC9
plain SM 5.3× 10−3(2.8σ) 5.3× 10−3(2.8σ)
up to q2 = 8 GeV2 obs.
δC9 δC7, δC9
plain SM 3.4× 10−5(4.1σ) 5.5× 10−5(4.0σ)
Table 5: Likelihood ratio p-values and significances obtained through likelihood integration using
observables up to q2 = 6 GeV2 and q2 = 6 GeV2 in the left and right table, respectively.
3.2 Likelihood ratio tests for δC7, δC9 and hadronic fits
The different models can be compared via likelihood ratio tests. Since they are nested models,
p-values can be obtained via applying Wilks’ theorem [45], where the difference in χ2 between
the two models is itself a χ2 distribution with a number of degrees of freedom equal to the
difference in number of parameters. The p-value indicates therefore the significance of the new
parameters added.
Here, we directly compare the NP fit with the hadronic fit. The results obtained by this test
are shown in Table 4. For convenience, the p-values are translated to Gaussian single-parameter
significances as
σ =
√
2Erf−1(1− p) . (3.13)
Adding δC9 improves over the SM hypothesis by 2.8σ (4.1σ) for q
2 = 6 GeV2 (q2 = 8
GeV2). Including in addition δC7 or 16 hadronic parameters improves the situation only mildly.
Therefore, the extra parameters of the more general models are not significant compared to a
fit with only the complex parameter δC9.
However, Wilks’ theorem is only valid under the assumption of Gaussian distributed uncer-
tainties. To verify whether it can be safely applied in our case, we calculate the p-values in
an independent way. In this test, the p-values of the plain SM versus δC9 fit and versus the
δC7, δC9 fit are obtained from likelihood integration from the best fit point down to the SM with
the χ2 as ordering principle. We do not perform it on the hadronic power correction fit because
it is computationally too expensive due to the large number of free parameters. The resulting
significances are summarised in Tables 5. They are very similar to those provided by applying
Wilks’ theorem and hence we conclude that it is a reliable approach, which we directly apply
on the hadronic power correction fit.
At present the data can be well described by CNP9 and including the general hadronic param-
eters does not improve the fit. The Wilks’ tests suggest that the present data do not disfavour
the NP option which is still a viable solution.
3.3 Contours and likelihood ratio tests for δC9 and δC10 fits
In this section we allow for BSM dynamics in the complex Wilson coefficient δC10. This coef-
ficient can alter the decay rates of B0(s) → µ+µ− and thus we include the results on this decay
from [46] into our fits. Here, for the sake of conciseness, we show the results using up to q2 = 8
GeV2. The values of the fitted parameters are shown in Table 6, where the errors correspond
to ∆χ2 = 1 profiling over the remaining parameters. The two-dimensional contours of δC9 and
10
up to q2 = 8 GeV2 obs.
value Re(δC9) Im(δC9) Re(δC10) Im(δC10)
Re(δC9) −0.24+0.51−0.47 1 -0.27 0.65 -0.36
Im(δC9) −2.19+0.79−0.66 -0.27 1 -0.57 -0.60
Re(δC10) 0.66
+0.59
−0.61 0.67 -0.57 1 0.08
Im(δC10) −0.97+0.50−0.52 -0.36 -0.60 0.08 1
Table 6: Fit results and correlation coefficients for δC9 and δC10 using observables up to q
2 = 8
GeV2.
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Figure 5: Contour plots for real and imaginary part of δC9 (left) and δC10 (right) when both
coefficients are allowed to differ from zero. The χ2 at each point of the plane is minimised with
respect to the remaining two variables.
up to q2 = 8 GeV2 obs.
δC9 δC9, δC10
plain SM 3.54× 10−5(4.1σ) 4.74× 10−5(4.1σ)
δC9 – 0.099(1.7σ)
δC10 – 4.31× 10−4(3.5σ)
Table 7: Likelihood ratio p-values and significances obtained using Wilks’ theorem for observ-
ables up to q2 = 8 GeV2.
δC10 can be seen in Fig. 5.
The p-values of the likelihood ratio tests are shown in Table 7. It can be seen that there is
no significant gain from using δC10 in addition to δC9. On the contrary, there is a significant
gain from using δC10, δC9 with respect to δC10 alone.
3.4 LHCb upgrade prospects
The LHCb detector will be upgraded [47] and is expected to collect a total integrated luminosity
of 50 fb−1. A second upgrade at a high-luminosity LHC will allow for a full dataset of up to 300
fb−1. Projections of C9 for 300 fb−1 are shown in Figs. 6 and 7, where we assumed the current
central values and scaled down the present LHCb uncertainties by a factor 10.
Will it be possible to clear the situation with higher statistics and distinguish between NP
and hadronic parameter hypotheses? As we discussed in section 2, within the comparison of the
two fits it might be that a larger q2 dependence induced by new data is found which disproves
the NP option. More quantitatively: Looking at Table 3, we notice that almost all hadronic
parameters are compatible with zero. In the hypothetical case that the central values of these
parameters stay, while the uncertainties drastically decrease, the LHCb upgrade would strongly
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Figure 6: Projections of the real and imaginary part of δC9 assuming integrated luminosity of
300 fb−1. Only δC9 is allowed to differ from zero. The contours on the left correspond to fits
up to q2 = 6 GeV2, and the contours on the right correspond to fits up to q2 = 8 GeV2.
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Figure 7: Projections of the real and imaginary part of δC9 assuming integrated luminosity of
300 fb−1. Both δC9 and δC10 are allowed to vary. The contours on the left correspond to fits
up to q2 = 6 GeV2, and the contours on the right correspond to fits up to q2 = 8 GeV2.
favour the hadronic fit.
On the other hand, it will not be possible to disprove the hadronic hypothesis in favour of
the NP one with the present observables as long as the NP fit is embedded in the more general
hadronic fit. But of course new observables confirming the NP option can rule out the hadronic
hypothesis as discussed before.
4 Conclusions
In view of the persisting deviations with the SM predictions in the rare B0 → K∗0`+`− data
accumulated by the LHCb experiment during the first run, we address the question of whether
these deviations originate from new physics or from unknown large hadronic power corrections
by performing global fits to NP in the Wilson coefficients and to unknown power corrections,
and doing a statistical comparison.
We showed that the NP fit can be embedded into the hadronic fit what allows for a direct
comparison of the two options.
Our analysis shows that – with the present data – adding the hadronic parameters does not
improve the fit compared to the NP fit. Hence, our result is a strong indication that the NP
interpretation is still a valid option, even if the situation remains inconclusive.
We discussed the prospects of the statistical comparison of the two hypotheses when the
LHCb (upgrade) will offer more statistics in the future.
We reviewed possible options for establishing NP before Belle-II which will be able to resolve
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the puzzle by measuring the inclusive modes. A confirmation of the deviation in the theoretically
clean ratio RK would indirectly support the NP option in the angular observables. And a future
estimation of the non-factorisable power corrections using the LCSR approach may allow to
distinguish the two hypotheses.
Note added: While finalising the write-up of the results [33] – which were presented at the
workshop “Implications of LHCb measurements and future prospects”, CERN, Geneva, 12-14
October 2016 – another preprint on hadronic uncertainties appeared on the archive [48]. We add
some comments on it: The authors of Ref. [48] claim that factorisable power corrections cannot
account for the anomalies. In our global analysis of all the present b → s data in Ref. [15], we
show that the deviation can be reduced by doubling the error in the form factor calculation of
Ref. [27]. So one cannot rule out the option that the present anomalies are partially a result
of underestimated uncertainties in the form factor determination. This finding calls for an
independent calculation of the form factors and for further consistency checks with the lattice
results.
Moreover, the authors of Ref. [48] present fits of the non-factorisable power corrections to
the data using polynomials with increasing degree in the three independent helicity amplitudes.
They show that there is no statistical significance for a non-trivial q2 dependence beyond the lin-
ear order terms and then conclude that these findings disfavour the option of the non-factorisable
power corrections being the explanation for the LHCb anomalies. As we argued (see section 2),
the modest q2 dependence of the corrections found in the fits to the present data does not
rule out their interpretation as hadronic corrections; for example possible resonances might be
smeared out via the large binning (2 GeV2) of the experimental data.
One also should keep in mind that the NP fit is governed by one Wilson coefficients C9 (or two
when including C7 in the NP fit), while their fit with linear polynomials includes six independent
coefficients, h
(0)
λ and h
(1)
λ (λ = +,−, 0), corresponding to the three helicity amplitudes. The
direct comparison of the NP fit with the hadronic fit, as done in the present paper, seems more
reasonable in order to get hints for distinguishing the two hypotheses.
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A Fit results assuming h
(0)
+ to be constrained
The authors of Ref. [11] give arguments that the suppression of the helicity amplitude H+ with
respect to H− holds also for beyond leading order. In Table 8 we have given the power correction
fit assuming h
(0)
+ to be constrained by |h(0)+ /h(0)− | < 0.2. Considering the constraint on h(0)+ , the
effect of the new physics and the power corrections fits are compared with SM for |HλV (q2)| in
Fig. 8. Here, again the q2 shapes of the power corrections effects are similar to the NP effect.
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Figure 8: Behaviour of absolute value of H+V , H
−
V and H
0
V . The “SM”, “SM + power correction”
and “SM + NP” are shown with solid, dashed and dotted lines, respectively. Assuming h
(0)
+ to
be constrained in the fit for power corrections.
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up to q2 = 6 GeV2 obs.
Real Imaginary
h
(0)
+ (7.6± 11.1)× 10−5 (−6.1± 11.2)× 10−5
h
(1)
+ (6.8± 12.1)× 10−5 (−1.6± 2.2)× 10−4
h
(2)
+ (−2.2± 3.0)× 10−5 (6.3± 478.5)× 10−7
h
(0)
− (−7.6± 18.4)× 10−5 (4.8± 3.2)× 10−4
h
(1)
− (−3.1± 18.5)× 10−5 (−7.4± 3.3)× 10−4
h
(2)
− (2.6± 3.5)× 10−5 (1.5± 0.6)× 10−4
h
(0)
0 (−1.6± 3.2)× 10−4 (7.9± 3.3)× 10−4
h
(1)
0 (5.3± 4.0)× 10−4 (−1.1± 0.4)× 10−3
h
(2)
0 (−7.6± 6.7)× 10−5 (1.8± 0.9)× 10−4
up to q2 = 8 GeV2 obs.
Real Imaginary
h
(0)
+ (4.1± 10.1)× 10−5 (−4.8± 10.2)× 10−5
h
(1)
+ (1.9± 1.7)× 10−4 (−2.4± 2.1)× 10−4
h
(2)
+ (−3.6± 2.6)× 10−5 (4.1± 3.3)× 10−5
h
(0)
− (−1.0± 1.8)× 10−4 (3.0± 3.5)× 10−4
h
(1)
− (3.1± 13.3)× 10−5 (−3.2± 3.6)× 10−4
h
(2)
− (8.5± 18.7)× 10−6 (1.6± 5.6)× 10−5
h
(0)
0 (−2.9± 3.0)× 10−4 (6.8± 3.5)× 10−4
h
(1)
0 (7.8± 4.1)× 10−4 (−9.3± 3.4)× 10−4
h
(2)
0 (−9.2± 5.3)× 10−5 (1.1± 0.6)× 10−4
Table 8: Fit parameters for the power corrections assuming h
(0)
+ to be constrained.
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