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Purpose: To develop a method for event-related fMRI that
allows rapidly presented event sequences to be analyzed,
without requiring transitions of different event-types to be
counterbalanced.
Materials and Methods: A cued task switching procedure
was investigated with an experimental trial comprising a vi-
sual task cue that indicated how to process a subsequent
visual target stimulus. Cue and target were either presented
quasi-simultaneously, separated by a 100 msec cue-target-
interval (CTI100), or the target presentation was delayed by
2000msec (CTI2000). To characterize the trial-related BOLD-
response in terms of its temporal relation to the underlying
event structure, the pattern of onset latency differences and
peak latency differences for CTI2000 minus CTI100 was eval-
uated. Independent estimates of onset latencies and peak
latencies were determined for preprocessed trial-averaged
time courses by jackknife resampling.
Results: Validating results were obtained for two brain areas
with known characteristics: the visual cortex (cue-locked plus
target-locked activation) and the motor cortex (response-
locked activation). Extending the analysis to prefrontal areas
with a priori unknown characteristics differentiated between
several meaningful temporal activation patterns.
Conclusion: The method yielded a fine-grained temporal de-
scription of trial-related BOLD-responses that could be suc-
cessfully used for the event-related analysis of an experimen-
tal design that was highly restricted with respect to event
order and event spacing.
Key Words: event-related fMRI; rapid stimulation; fixed
event order; restricted event spacing; temporal BOLD-re-
sponse characterization; jackknife resampling.
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IN RECENT YEARS, event-related functional MRI (fMRI)
has become an established neuroimaging technique
(1,2). In contrast to traditional blocked designs, it has
become possible to investigate more natural and flexi-
ble experimental designs. The obvious advantage of an-
alyzing blood-oxygenation-level-dependent (BOLD) re-
sponses to single events is that different event types can
be presented in random sequence, hence avoiding typ-
ical confounds related to blocked designs (3). On the
one hand, realizing randomized event sequences meets
the demands of a wide range of experimental settings.
On the other hand, common techniques for the analysis
of event-related fMRI designs necessarily require ran-
domization to obtain counterbalanced transition fre-
quencies between different event types. This is a pre-
requisite to compensate signal overlap between BOLD
responses associated with successive events (4,5). This
holds especially for experimental designs with fixed
and/or short spacing between events. Consequently,
when attempting to realize experimental designs in
which, for logical reasons, event types cannot be coun-
terbalanced and in which the free choice of arbitrary
event spacings are additionally restricted, considerable
problems arise with respect to event-related analysis.
This article proposes an approach that overcomes
some constraints of existing methods to analyze event
sequences with fixed order and restricted event spacing
choice. The introduction gives a short overview of rele-
vant available methods, then describes the concrete
experimental design to be investigated, and ends with a
sketch of the proposed method.
A growing literature has been concerned with the
optimization of event-related fMRI designs (4–6). The
most relevant aspect to be considered refers to the in-
trinsic problem that hemodynamic changes reflected by
the measured BOLD response do not provide a real-
time indicator of the underlying neural activity associ-
ated with distinct events. The BOLD impulse response
elicited by short single events is blurred, extending over
10–15 seconds (1). This implies a strong overlap of
BOLD responses associated with rapidly presented
events. The most conservative procedure to deal with
BOLD overlap is to separate single events in the range
of the extent of a single-event impulse BOLD response
(7). However, if appropriate pseudorandomization of
event order and event spacing is considered, compo-
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nent BOLD responses can be disentangled even for very
narrow event spacings of seconds and below (4–6,8–
10). Counterbalancing transitions between different
event-types guarantees that the past and future time
course enclosing the present event can be simply sub-
tracted out. In this case, the selective averaging frame-
work (8) or techniques based on the general linear
model (11) can be successfully used to determine the
contribution of the signal of interest.
If the event ordering is fixed due to experimental con-
straints the variation of event spacings still allows the
BOLD components associated with distinct events to be
disentangled, given that the range of varied event spac-
ings is comparably large, e.g., a variation between one
and 12 seconds (12).
Deconvolution techniques as proposed by Glover (13)
that can be used to recover the characteristics of su-
perimposed BOLD impulse responses, seem to face a
lower limit for event spacing of approximately four sec-
onds (13). A similar limit was evident for explicit param-
eterization of temporal features of overlapping BOLD
responses (14).
While the methods sketched above allow for flexibility
in developing event-related designs that meet the de-
mands of many potentially interesting experimental
settings, there are still some important constraints. In
particular, this holds for experimental settings where
the randomization of event order and event spacings is
restricted, as is the case in cueing procedures. Here,
event order is logically restricted to first presenting the
cue and then presenting the target stimulus. Further-
more, the cue-target interval (CTI) might be required to
be fixed (for better control over preparation onset)
and/or comparably short (to avoid intervening uncon-
trolled cognition).
It is exactly these issues that are relevant in the cued
task-switching procedure (15,16) we investigated. The
stimulation protocol consists of pseudorandomized
trial types, spaced by six seconds. Trial types are de-
fined according to a two-by-two design, with the inde-
pendent variables task-transition (task switch vs. task
repeat) and CTI (100 msec vs. 2000 msec). Within a
trial, two distinct event types are realized: task cue and
target stimulus. The order of event types cannot be
counterbalanced, because an experimental trial must
logically comprise both event types in fixed order (first
cue, then target). Moreover, the cue-target interval (CTI)
must alternate between two fixed values—one very
short interval (100 msec) to maximize switch demands,
and a sufficiently long (but not too long) interval (2000
msec) to relax switch demands without introducing an
additional working memory component. For a more
elaborate conceptual background see Meiran (15). Sim-
ilar experimental demands are expected to arise in
many other “higher cognition” paradigms in which a
trial consists of more than one single event, e.g., prim-
ing experiments, memory retrieval experiments, etc.
In order to analytically access this highly restricted
design in an event-related fashion, we propose a proce-
dure that relies on the independent quantification of
onset latencies and peak latencies of trial-averaged
BOLD responses. Latencies of the BOLD response at
CTI100 are used as a reference; they are sufficiently
invariant in spite of exhibiting a purely cue-locked, a
purely target-locked, or a combined cue-locked plus
target-locked activation. In contrast, latencies of the
trial-related BOLD response at CTI2000 vary depending
on the specific type of event-locking. Distinct patterns
of latency differences between CTI100 and CTI2000
yield yes-no decisions on the presence or absence of
BOLD components associated with different event
types.
The basic validity of the proposed method is demon-
strated for two brain areas with known characteristics:
the extrastriate visual cortex and the motor cortex.
While the visual cortex is supposed to exhibit BOLD
activation for both visual cues and visual targets, the
motor cortex is supposed to be time-locked activated
exclusively to target presentation (which is invariably
locked to the motor response). Due to the specific cri-
teria we used for the identification of BOLD onsets and
peaks, this validation should provide clues about the
robustness of the analysis with respect to nonlinear
effects of BOLD superposition and possible biases. Ad-
ditionally, we applied the same analysis to three exem-
plary brain areas in the frontal cortex with unknown
BOLD signal temporal characteristics, which we found
to be involved in task-switching–related processes.
MATERIALS AND METHODS
Subjects
We measured 22 subjects who all gave written informed
consent to participate in the present study. No subject
had a history of neurological disorder, major medical
disorder, or psychiatric disorder. All subjects were
right-handed as assessed by the Edinburgh Inventory
(17). Four subjects were excluded due to movement
artifacts. Mean age was 25.5 years (range 21–35 years),
and 10 were female.
Experimental Procedure
We used a spatial task switching procedure introduced
by Meiran (15) and Meiran et al (16). A randomly-vary-
ing task cue defined the rules that specified how to
process the subsequent target stimulus. The task cue
was displayed either 100 msec (cue-target-interval
CTI100) or 2000 msec (cue-target-interval CTI2000) be-
fore presentation of a target stimulus. The manipula-
tion of CTI was intended to compare task switching
effects given the opportunity to prepare in advance
(CTI2000) or not (CTI100). One task (left-right judg-
ment) required subjects to indicate the position of a
small square within a two-by-two grid on the horizontal
dimension. Analogously, the alternative task (up-down
judgment) required subjects to indicate the square’s
position in the vertical dimension. Two response but-
tons located left-down (left index finger) and right-up
(right index finger) were used for indicating left or right
in one task and up or down in the alternative task. A
two-by-two experimental design with independent vari-
ables task transition (task switch vs. task repeat) and
preparation interval (CTI100 vs. CTI2000) was intro-
duced. Conditions were pseudorandomized to obtain
approximately balanced single-condition frequencies
600 Ruge et al.
and balanced transition frequencies. For each of the
four conditions, on average, 32 trials were done for each
subject. The individual trials were triggered every six
seconds by the MRI control. To improve the temporal
resolution, we introduced three different oversampling
intervals (0, 500, and 1000 msec) at the beginning of
each trial (11). This implied a temporal resolution of
500 msec, given a TR  1.5 seconds. We furthermore
randomly interspersed a total of 16 null event trials.
The exact timing of the experimental procedure is de-
scribed in Figure 1.
MRI Procedure
The experiment was carried out on a 3 T scanner (Med-
spec 30/100, Bruker, Ettlingen, Germany). Sixteen ax-
ial slices (19.2 cm FOV, 64 by 64 matrix, 5 mm thick-
ness, 2 mm spacing) were acquired parallel to the
AC-PC plane and covering the whole brain. We used a
single shot, gradient-recalled echo planar imaging (EPI)
sequence (time-to-repeat 1500 msec, echo-time 30
msec, 90° flip angle). Prior to the functional runs, cor-
responding sets of 16 anatomical modified driven equi-
librium Fourier transform (MDEFT)-slices and 16
EPI-T1 slices were acquired. Stimuli were displayed on
a back-projection screen, mounted in the bore of the
magnet behind the participant’s head, by using a liquid
crystal display (LCD) projector. Participants viewed the
screen behind them by wearing mirrored glasses.
Preprocessing
The preprocessing of whole-brain fMRI data was per-
formed by using the LIPSIA software package (18). To
align the functional data slices with the Talairach three-
dimensional stereotactic coordinate reference system
(19), a rigid linear registration with six degrees of free-
dom (three rotational and three translational) was per-
formed. The rotational and translational parameters
were obtained on the basis of the MDEFT and EPI-T1
slices. The parameters were subsequently transformed
to standard Talairach brain size by linear scaling. The
resulting parameters were then used to transform the
functional slices by using trilinear interpolation, so that
the resulting functional slices were aligned with the
stereotactic coordinate system. The functional data
were first corrected for movement artifacts. Further, the
temporal offset between the slices acquired in one scan
was corrected by using a sinc-interpolation algorithm.
Data were smoothed using a spatial Gaussian filter
with full width half maximum (FWHM)  5.7 mm. A
temporal high pass filter with a mean cutoff frequency
of 1/173 Hz (range 1/122–1/238 Hz) was applied for
baseline correction. Considering the design frequency,
the cutoff-frequency was determined for each subject
individually, according to the maximal pairwise tempo-
ral distance of trials for the experimental conditions,
with this distance being minimal. The temporal analy-
sis of trial-averaged time courses was based on these
preprocessed data.
Defining Regions of Interest
Regions of interest (ROIs) for the extraction of trial-
averaged time courses were generated based on the
general linear model for serially autocorrelated obser-
vations (20). The design matrix for event-related analy-
sis was created by using a model of the hemodynamic
response, with a variable delay (21). Event onsets were
time-locked to the task cue.1 The model equation, in-
cluding the observation data, the design matrix, and
the error term, was convolved with a Gaussian kernel
with a dispersion of four seconds FWHM. The increased
autocorrelation due to filtering was taken into account
during statistical evaluation. Contrast maps were gen-
erated for each subject. A one-sample t-test of contrast
maps across subjects (random effects model) was com-
puted to determine if observed differences between con-
ditions were significantly different from zero. Subse-
quently, t values were transformed into z scores.
For validation purposes, we analyzed the right extra-
striate visual cortex (VC) and the right motor cortex
(MC). The VC was identified by contrasting all combined
experimental conditions against the null event condi-
tion. The MC was identified by contrasting left hand
finger presses against right hand finger presses. To
apply our method to brain areas with unknown tempo-
ral characteristics, we selected three exemplary frontal
regions that showed stronger activation in switch trials
than in repeat trials. In total, we selected five ROIs for
the analysis of trial-averaged time courses (see Table 1).
Analysis of Trial-Averaged Time Courses
The aim was to map the temporal within-trial event
structure onto temporal characteristics (onset latencies
and peak latencies) of the trial-related BOLD response,
to determine which event induced the observed BOLD
response. Figure 2 schematically depicts prototypical
trial-averaged time courses resulting from three differ-
ent combinations of two components BOLD response
each being associated with one or two events occurring
1We obtained highly similar results irrespective of either cue-locked or
target-locked analysis and irrespective of including two or three basis
functions.
Figure 1. Timing for the cue-target interval of 100 msec
(CTI100) and for the cue-target interval of 2000 msec
(CTI2000). In the left-right task, subjects had to decide if the
small square appeared on the left or on the right part of the
grid. The up-down task required subjects to indicate the posi-
tion of the target on the vertical dimension. The task subjects
had to perform was indicated by arrow cues at the edge of the
grid.
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at discrete time points: the task cue and the target
stimulus. The cue-related component curve (solid
black) and the null event curve (dotted black, Fig. 2c)
were derived from real-data trial-averages that were
subsequently modified (shifted and strongly smoothed).
These curves are used for idealized demonstration pur-
poses but do not reflect an empirically valid signal time
course. The target-related component curve (dotted
gray) was derived from the cue-related component
curve by a shift of two seconds. The cue-related plus
target related curve (dashed gray) was obtained by lin-
ear- and equally-weighted superposition of both single
components. The curves in Figure 2c (with intertrial
overlap of the BOLD signal) were obtained by adding a
prototypical null event time course (dotted black) to
each of the three model curves shown in Figure 2b
(without intertrial overlap).
The time course at CTI100 (Fig. 2a) provides a refer-
ence that is assumed to be sufficiently invariant with
respect to its onset latencies and peak latencies, irre-
spective of being cue-related, target-related, or both. In
contrast, onset latencies and peak latencies of the
BOLD response for CTI2000 (Fig. 2b) do vary depending
on differential contributions of a cue component and a
target component. Hence, considering distinct patterns
of latency differences between CTI100 and CTI2000
provides information about the specific event-locking of
a trial-related BOLD response at CTI2000.
Onset Latencies
Differences in onset latencies yield precise information
on the point in time when neural activity starts during
the 2000 msec CTI (bounded by the task cue at time
point 0 msec and the target stimulus at time point 2000
msec). The two landmark patterns depicted in Figure 2b
(cue-locked and purely target-locked) represent the ex-
trema of a continuum between 0 msec and 2000 msec.
Any internally-induced event occurring at a point in
time during the 2000 msec CTI would be reflected by
differences in onset latencies greater than 0 msec and
smaller than 2000 msec.
Peak Latencies
Differences in peak latencies provide additional infor-
mation to determine if a first BOLD component time-
locked to a given event 1 is followed by a second com-
ponent time-locked to a given event 2. If the peak
latency difference equals the onset latency difference,
the BOLD response at CTI2000 reflects an activation
exclusively related to event 1. If the peak latency differ-
ence exceeds the onset latency difference, one can infer
that event 1 is followed by a second event. Unfortu-
nately, there is no way to infer the relative temporal
distance between event 1 and event 2 from the observed
peak latency difference, since this value is also modu-
lated by the relative amplitude strengths of the super-
imposed BOLD components.
The following list gives an overview of possible infer-
ences one can draw from distinct patterns of latency
differences resulting from the discrete cue-target event
structure described in Figure 2. Importantly, these
three patterns represent the landmark examples of a
continuum of temporal event structures that are possi-
ble within the basic cue-target design (e.g., internally-
induced events occurring during the 2000 msec CTI or
sustained activity that might be approximated by a
cascade of subsequent events during the 2000 msec
CTI). The variety of intermediate patterns is bounded by
these three landmark patterns.
● A purely cue-locked activation is characterized by:
1) equal onset latencies, and 2) equal peak laten-
cies for CTI100 and CTI2000.
● A purely target-locked activation is characterized
by: 1) shifted onset latency, and 2) shifted peak
latency for CTI2000 compared to CTI100 (about
two seconds).
● A combined cue-locked plus target-locked activa-
tion is characterized by: 1) equal onset latencies for
both CTIs, and 2) shifted peak latency for CTI2000
compared to CTI100.
The schematic model was based on the assumption of
linear BOLD superposition, although we were aware
that nonlinear effects exist (8,13,22). Nonlinearities in-
crease with shorter event spacing, resulting in reduced
amplitudes and prolonged peak latencies (23,24). Im-
portantly, this does not hold for onset latencies that
seem to be unaffected by nonlinear effects. The analysis
of the visual cortex and the motor cortex is intended to
estimate distortions due to nonlinearity.
Since we always compute relative onset latency dif-
ferences and peak latency differences within regions,
we can compensate for variations in the shape of the
BOLD response specific to different brain areas. This is
an important prerequisite, since it is known that tem-
poral characteristics of the BOLD response may differ
significantly between brain areas (25,26).
Figure 2b shows the three potential landmark BOLD
responses at CTI2000 that we proposed above, without
Table 1
Exact Results of the Jackknife Analysis for Onset Latency Differences (CTI2000-CTI100) and Peak Latency
Differences (CTI2000 - CTI100)
Region of Interest Talairach Zmax Dif. onsets Dif peaks
Right extrastriate visual cortex (VC) 13–92 2 6.02 0.09  0.12 1.49  0.16
Right motor cortex (MC) 33–24 47 3.99 2.21  0.21 1.82  0.11
Left posterior inferior frontal sulcus (pIFS) 41 6 30 3.81 0.08  0.22 1.40  0.13
Pre-supplementary motor area (PreSMA) 2 13 50 3.31 0.87  0.36 1.81  0.26
Anterior frontomedian cortex (aFMC) 4 23 38 5.24 1.84  0.20 2.34  0.13
Mean  SE.
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intertrial overlap of the BOLD signal. Since individual
trials were spaced by six seconds, a strong intertrial
BOLD overlap is to be expected. Figure 2c incorporates
this intertrial overlap. As shown schematically, the rel-
evant latency differences may be subject to some dis-
tortion (this holds in particular with respect to peak
latency differences).
Moreover, the onset of trial-related BOLD responses
is hidden within the decreasing flank of the BOLD re-
sponse associated with the previous trial. Two compen-
satory strategies were considered. First, the intertrial
overlap can be eliminated by subtracting the trial-aver-
aged time course of null events from those associated
with the experimental conditions (4). Null events are
periods without stimulation or tasks to be performed by
the subject. Hence, the BOLD signal is assumed to
decay passively. Given that transitions between null
event trials and experimental trials are counterbal-
anced, subtracting null events should filter out the
overlap from preceding and subsequent trials. How-
ever, this logic is idealized since it is known that many
brain areas also show BOLD activation in null event
trials or during comparable resting baselines (27). A
more general approach is to determine the onset di-
rectly within the decreasing flank of the preceding
BOLD response. The inflection point within this flank is
supposed to be the most adequate landmark, since it is
as close as possible to the original onset time. Accord-
ing to results from Bandettini and Cox (7) an inter trial
interval (ITI) of six seconds is expected to be quite ade-
quate to produce a pronounced decreasing flank, hence
providing a sufficiently wide range of inflection point
variability.
The results obtained by null event subtraction were
quite discouraging, in particular with respect to BOLD
onsets. Therefore, the present analyses focus exclu-
sively on the inflection point approach for extracting
onset latencies.
To obtain the inflection point, the interpolated accu-
rate time-point when the second derivative intersects
zero was computed. The search range was restricted to
a time-window from zero seconds to four seconds, rel-
ative to trial onset.
Reliably determining onsets and peaks in single-sub-
ject data turned out to be difficult. Therefore, single-
subject data were further averaged across subjects
(grand-average). This additional averaging process al-
lowed us to extract unique values for onsets and peaks
more reliably, while any information about the variabil-
ity of the extracted values was lost. The jackknife resa-
mpling procedure (28,29) provides an elegant tool to
create a statistical distribution from grand-averaged
values. Each of N subjects is excluded from grand-
averaging once. The resulting distribution of N grand-
averages (each omitting a different subject), can then be
used to calculate estimates of standard-errors or other
statistics (see Eqs. [1] and [2]).2 In research on event-
related brain potentials (ERP), the jackknife approach
has been successfully applied to detect and statistically
2Under some circumstances, the jackknife is known to provide less
accurate estimates of variability than the more general method of boot-
strapping. The purpose of using the jackknife procedure in the present
case is to smooth the data by grand-averaging. Thus, including as many
trial-averages as possible (N – 1) in each sample is supposed to be more
important than obtaining better statistical properties. This argument
holds especially for error estimates of mean values, which are less
vulnerable than, for instance, error estimates of median values or vari-
ances.
Figure 2. All three graphs schematically depict different pro-
totypical courses of BOLD activation depending on the differ-
ential contribution of a cue-related BOLD component and a
target-related BOLD component. The trial shown starts at time
point zero. Three landmark patterns are suggested: 1) purely
cue-locked activation (solid black); 2) purely target-locked ac-
tivation (dotted gray); 3) combined cue-locked plus target-
locked activation (dashed gray). a: Cue-target-interval  100
msec (CTI100). b: Cue-target-interval  2000 msec (CTI2000).
The cue-locked component at CTI2000 is assumed to be iden-
tical with each of the separate components at CTI100. c: Same
as (b) but considering intertrial overlap of the BOLD signal.
The black dotted line represents the null-event time course.
The arrows illustrate the shift of both the onset latencies and
the peak latencies at CTI2000, referenced to the corresponding
latencies at CTI100. In time courses with intertrial BOLD over-
lap, BOLD onsets are determined via the inflection point of the
curve.
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evaluate onsets of the lateralized readiness potential
(30–32).
The jackknife algorithm for the standard-error of a
mean:





with xi1 representing the grand-averages without sub-
ject i and X representing the mean of all grand-aver-
ages. Similarly, standard errors of mean-differences
may be estimated as well:





with di1 representing the grand-average differences
without subject i and D representing the mean-differ-
ence of all grand-averages.
Interpolation proceeded in two steps. First, we lin-
early interpolated the preprocessed trial-averaged indi-
vidual time courses (18) resulting in one point every
125 msec (considering 500 msec oversampling due to
variable jitter interval). The jackknifed grand-averages
were smoothed (discrete Gaussian approximation con-
sidering one adjacent time-point) to compensate for
lack of smoothness in the to-be-computed derivatives
due to linear interpolation. Derivatives were then ob-
tained by discrete Taylor polynomial approximation. In
a second step of interpolation, the accurate time-point
of zero intersection was determined for the second de-
rivative of the jackknifed grand-averages. Peak laten-
cies were computed analogously by considering the first
derivative within a time-window of 3.5 to 8 seconds.
RESULTS
Figure 3 and Table 1 depict the results for the VC and
the MC that were intended to provide evidence for the
basic validity of the method.
Right VC
As predicted, the VC exhibits a pattern compatible with
a combined cue-locked plus target-locked activation,
reflected by no significant difference (0.09  0.12 sec-
onds) in onset latencies (indicating the cue-related
BOLD component), and a shifted peak latency of 1.49
0.16 seconds, significantly greater (P  0.05, or twice
the standard error) than zero seconds (indicating the
subsequent target-related BOLD component). The
schematic model (Fig. 2) predicted a shifted peak la-
tency of about one second for an equally-weighted sum-
mation of a cue component and a target component.
The fact that the VC exhibits a shift of 1.49 seconds
(significantly different from one second) is assumed to
reflect a more pronounced target-locked component rel-
ative to the cue-locked component.
Right MC
The MC shows a pattern in line with the predicted
target/response-locked activation being reflected by a
shifted onset latency of 2.21  0.21 seconds (not sig-
nificantly different from two seconds) and a shifted
peak latency of 1.82  0.11 seconds (not significantly
different from two seconds).
Distortions due to effects of nonlinear BOLD super-
position or due to the inflection point criterion are not
evident with respect to BOLD onset differences for both
the VC and the MC. While the VC is not suitable to
assessing distortions with respect to peak latency dif-
ferences (because of weighting effects induced by the
superposition of the cue component and the target
component), the results obtained for the MC suggest
Figure 3. Grand-averages of trial-averaged time courses for
the VC and the MC. Black curves marked by squares 
CTI100, black curves marked by crosses  CTI2000, gray
curves marked by triangles  null event. The temporal reso-
lution of 125 msec was obtained by linear interpolation. The
VC exhibits a cue-locked plus target-locked activation (with
the same onset latencies for CTI100 and CTI2000, paralleled
by a shifted peak latency for CTI2000). The MC exhibits a
target/response locked activation (with a shifted onset latency
and shifted peak latency of about two seconds for CTI2000).
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that there is indeed no significant distortion of peak
latency differences.
The analysis of three exemplary task-switching–re-
lated brain areas, i.e., the posterior inferior frontal sul-
cus (pIFS), the pre-supplementary motor area
(PreSMA), and the anterior fronto-median cortex
(aFMC), demonstrate that our method is capable of
distinguishing between a variety of potentially possible
activation patterns (see Fig. 4 and Table 1). While the
pIFS is activated cue-locked and target-locked, the
aFMC exhibits a purely target-locked pattern. Further-
more, the Pre-SMA gets activated within the two second
preparation interval, indicated by a shifted onset la-
tency of 0.87  0.36 seconds.
Posterior IFS
Similar to the VC, the peak latency difference for the
pIFS significantly deviates from the expected value of
about one second (1.40  0.13 seconds). In this case,
the deviation probably reflects a diminished cue-locked
BOLD component relative to the target-locked compo-
nent. This interpretation is supported by the observa-
tion that the dip after the onset is delayed for CTI2000,
indicating that the cue component at CTI2000 is dimin-
ished as compared to the reference BOLD response at
CTI100.
Anterior FMC
The peak latency difference for the aFMC significantly
deviates from two seconds (2.34  0.13 seconds), as
would be expected for a purely target/response-locked
activation suggested by the onset latency difference of
1.84 0.20 seconds. Since the absolute peak latency at
CTI2000 exceeds the trial-border of six seconds (7.50
seconds), a possible explanation is that BOLD overlap
from the following trial causes this distortion. Indeed,
compensating for intertrial overlap by subtracting the
null event time course results in a peak latency differ-
ence of exactly two seconds. Interestingly, when sub-
tracting null events for brain areas in which absolute
peak latencies did not considerably exceed the trial-
border of six seconds (VC, pIFS, and MC), no significant
distortion of peak latency difference was evident.
PreSMA
The observation that the peak latency difference (1.81
0.26 seconds) exceeds the onset latency difference
(0.87  0.36 seconds) suggests that PreSMA activation
at CTI2000 (like VC or IFS) does not reflect the impact of
a single focal event but shows additional activation due
to subsequent processing. The standard error for both
latency differences is almost twice as much as for the
other brain areas we investigated. This result fits nicely
Figure 4. Grand-averages of trial-averaged time courses for
the three exemplary frontal brain areas involved in task
switching. Black curves marked by squares  CTI100, black
curves marked by crosses  CTI2000, gray curves marked by
triangles  null event. The temporal resolution of 125 msec.
was obtained by linear interpolation. The left pIFS exhibits a
cue-locked plus target-locked activation (with the same onset
latencies for CTI100 and CTI2000, paralleled by a shifted peak
latency for CTI2000). The PreSMA shows an activation that
starts within the 2000 msec preparation interval (with a
shifted onset latency of 0.87 seconds). The aFMC is activated
on a purely target-locked basis (with a shifted onset latency
and shifted peak latency for CTI2000 of about two seconds).
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with the fact that PreSMA is not tightly locked to some
external event (as compared to VC or pIFS, which are
directly triggered by cue presentation), but reflects a
self-paced process that can not be timed as precisely as
some externally-driven process.
DISCUSSION
We have proposed a method that had been claimed to
be useful for the event-related analysis of an experi-
mental design (cued task switching), which could not be
optimized according to the constraints posed by exist-
ing methods based on linear decomposition of BOLD
components (4,7,12,13). In particular, event order
could not be counterbalanced for logical reasons and
the free choice of event spacings was restricted.
Our approach relied on the quantification of onset
latencies and peak latencies being directly extracted
from preprocessed trial-averaged fMRI time courses.
The method yields yes-no decisions about the presence
or absence of BOLD components associated with differ-
ent temporally-defined event types. Since it includes
the quantification of onset latencies (independently
from peak latencies), additional information can be
gained about the exact timing of BOLD components
that arise within the two second preparation interval
(see the exemplary result for PreSMA). The proposed
method focused on determining the mapping between
the temporal event structure and temporally-defined
characteristics of the trial-related BOLD response.
BOLD amplitudes were not considered, which implies
that information about the relative quantitative contri-
bution associated with different event types cannot, in
principle, be recovered.
In principle, there are two alternative approaches to
obtain estimates of temporally-defined features of the
BOLD response, such as onset latencies and peak la-
tencies. One is to fit some prespecified model function
comprising a set of parameters that can be interpreted
as indicators of the characteristics of interest
(11,20,33–35). However, estimating onset latencies and
peak latencies independently from each other cannot
easily be achieved even with sophisticated nonlinear
fitting procedures, due to tradeoffs between estimates
of onset latency and peak latency (33).
Therefore, we implemented another approach based on
preprocessed trial-averaged time courses (36,37). Here,
the onset latencies and peak latencies were directly ex-
tracted from BOLD time courses that have been selec-
tively averaged across experimental conditions. The ad-
vantage of this procedure lies in its simplicity and its
transparency with respect to the original data.
The statistical evaluation of onset latencies and peak
latencies required the application of a nonstandard pro-
cedure. Usually, the calculation of group statistics relies
on a distribution of values taken from individual subjects.
However, reliably identifying onsets and peaks in trial-
averaged time courses of single subjects turned out to be
difficult. Due to the low signal-to-noise ratio, localminima
are a substantial problem in particular with respect to
BOLD onsets (37). Since our method relied on detecting
small latency differences between conditions, smoothing
the time courses with a broad filter was considered to be
an insufficient solution, because it implies a reduced sen-
sitivity. Therefore, we implemented another procedure al-
ready proven and tested in ERP research (30–32)—jack-
knife resampling—to improve the signal-to-noise ratio
without distorting the temporal structure of the original
time course.
Validation
Internal validation for our method is provided by the
temporal patterns observed for both the visual cortex
and the motor cortex. The results agreed quite well with
the predictions from a simple linear model, suggesting
that distorting effects due to nonlinear BOLD superpo-
sition and/or due to the inflection point criterion used
for determining BOLD onsets do not pose a major prob-
lem—at least regarding the particular design we ana-
lyzed. However, peak latencies are subject to some dis-
tortion due to BOLD overlap from the subsequent trial
when absolute peak-latencies exceed the trial border of
six seconds (see exemplary results for the aFMC).
External validation for the results we obtained for
task-switching–related brain areas comes from another
task switching study conducted by Brass and von
Cramon (38). In addition to basic cue-target trials, they
included trials in which only a task cue was presented.
They found a similar dissociation of brain areas with
respect to cue-related and target-related activation; the
PreSMA and the posterior IFS were activated in the
cue-only condition, compared to the aFMC, which was
only activated in the cue plus target condition. Extend-
ing the results obtained by Brass and von Cramon (38)
that relied on the general linear model (GLM) frame-
work, our method could detect subtle differences be-
tween the temporal patterns of the PreSMA and the
posterior IFS.
Another important difference to experimental designs
like that proposed by Brass and von Cramon (38) con-
cerns assumptions about additive cognitive factors.
Isolating cue-related activation by omitting the target
stimulus relies strongly on the prerequisite condition
that omitting the target does not add a new cognitive
process (e.g., related to disconfirming the predicted tar-
get occurrence). Furthermore, omitting the task cue to
isolate target-related activation is not logically possible.
The approach we proposed is less likely to induce non-
additive processes, since the basic event structure is
not manipulated.
One important aspect of this article was to demon-
strate how temporal aspects of the BOLD signal can be
analyzed driven purely by the data, on the basis of
preprocessed trial-averaged time courses. The jack-
knife procedure allowed for evaluating features of the
BOLD response that could easily be defined by general
constraints, thus providing a complement to methods
which are based on fitting some prespecified model
function (14,33). Probably the most commonly used
analytical framework relies on the GLM including a set
of additional basis functions for capturing variations in
the shape of the BOLD response (20,39). Considering
the temporal derivative provides information about the
delay of the BOLD response, but does not differentiate
between effects due to variations in either onset laten-
606 Ruge et al.
cies or peak latencies. As exemplified in this article, this
information is not sufficient when more fine-grained
analyses of the temporal structure of the event-related
BOLD response are required.
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