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ABSTRACT
An overview of some recent advances in simulation,
modeling, and control of flow/acoustic resonance in
flows over open cavities is provided. A wide variety
of experiments utilizing differing actuator concepts, with
both open and closed-loop control, have shown that sig-
nificant attenuation of tones and broadband noise is pos-
sible. These are discussed in connection with recent ad-
vances in theoretical modeling and numerical simulation.
Such work may ultimately provide accurate low-order
models of cavity resonance that are suitable for robust
and effective control over a wide range of flow condi-
tions. Several areas that will require further advances in
our understanding of the flow physics are highlighted.
1 INTRODUCTION
The purpose of this paper is to provide an overview of
some recent advances in simulation, modeling, and con-
trol of flow/acoustic resonance in flows over shallow
open cavities. Many of the results are of course rele-
vant to similar flows, such as jet screech, edge tones,
and jet impingement, that involve unstable shear layers
in the presence of strong acoustic sources. An exhaustive
survey of the previous literature, dating back to the mid
1950’s, on flow/acoustic instabilities, and cavity oscilla-
tions in particular, is not possible in a short paper, and
some previous reviews should be consulted for a more
complete view of the literature.2, 40, 41 While an attempt
has been made to cite the relevant work since the previ-
ous reviews, there are undoubtedly important omissions,
for which the author apologizes in advance. The next
section discusses the experimental attempts at noise sup-
pression in the cavity. This also serves to motivate the
discussion of modeling and simulation in the later sec-
tions, where we attempt to identify important issues that
will require further study in order to implement effective
control of cavity tones and broadband noise.
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2 SUPPRESSION OF CAVITY NOISE
Recent work on the cavity problem has been motivated
by the desire for noise control in open cavities on air-
craft. From modest subsonic to supersonic speeds, inter-
nal weapons bays are subjected to intense internal sound
pressure levels (levels in excess of 160 dB are not un-
common) and these can damage stores, fatigue nearby
surfaces and components, and adversely affect store sep-
aration and accurate delivery of weapons.49, 52 It has long
been known that passive devices, such as spoilers and
fences near the separation point, and trailing edge ramps
can significantly reduce tone amplitudes.40 More recent
examples of passive devices include pneumatic control,
whereby pressure difference in the cavity are used to
transport fluid along the cavity floor,9 small rods placed
in crossflow just upstream of the cavity,51, 58 and passive
“resonance tubes”.58 It has been observed37 that many of
these devices are only effective over limited flow condi-
tions, and can actually enhance tones at off-design con-
ditions
 
.
These observations coupled with recent advances in
the actuator technologies have thus served to focus in-
terest on control strategies that are in some sense adapt-
able to varying flow conditions. Sarohia and Massier48
found that mass injection at the cavity base suppressed
cavity tones. Experiments by Gharib19 on incompress-
ible cavity flow demonstrated the feasibility of control-
ling cavity oscillations by external forcing of the cav-
ity shear layer, achieving a 40% reduction in tone am-
plitude by exciting unstable Tollmein-Schlichting waves
upstream of the cavity. Sarno and Franke45 achieved tone
reduction with steady and pulsed mass injection through
a slot just below the upstream cavity edge (both parallel
and at 45 degrees inclination to the freestream) achieving
some reduction in amplitude ( 10 dB) but not as great as
that achieved with a static fence (spoiler) at the upstream
edge. Computations32 at similar conditions (with steady
and pulsed blowing) showed similar reductions. Sarno et

Recently reported results on model scale weapons cavities58 sug-
gest that passive devices that create flow disturbances at frequencies
that are high compared to the cavity tones may reduce noise over a
wider Mach number range
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al.45 found that mass injection was inferior to amplitude
reductions produced by a static fence (spoiler) at the up-
stream edge at the two (supersonic) Mach numbers they
studied. Vakili and Gauthier63 reported much larger re-
ductions (27 dB) of the dominant tone, with steady mass
injection just upstream of the cavity. These studies all
used fairly large mass flow rates, with blowing param-
eter ρbUb  ρ∞U∞ on the order of 0.1 for the steady in-
jection. Leading edge blowing was recently tested on a
20% scale model tests of a weapons bay in preparation
for a potential F-111 flight test.22 At M=0.9, tones with
“full” bays showed reductions as high as 15 dB (blowing
at 1 lbm/sec), but had unexpected effects on the forces
and pitching moments on the stores. Several other in-
vestigators33, 49 have suggested that pulsed blowing can
achieve tone reductions with lower net mass flow rates
than steady blowing. Williams and Fabris64, 65 report
successful attenuation of resonant modes with a zero net
mass flux slot connected to an acoustically driven cavity
(“unsteady bleed forcing”).
Other devices that have been used to successfully sup-
press one or more cavity tones include piezoelectric flap-
pers at the leading edge,6 piezoelectric wedges upstream
of the cavity,29, 58 miniature fluidic oscillators placed on
the cavity floor,39 and powered resonance tubes.58
Particularly good suppression of tones and broad-
band noise was reported by Stanek et al.58 with high-
frequency actuators (operating frequencies of several
kHz). Most effective were a powered resonance tube
(that required roughly 0.4 lbm/sec air supply, but was
thought to effect the flow primarily through acoustic
forcing) and a simple, passive rod in crossflow. They
provide evidence that these devices produce a similar ef-
fect on the cavity flow as has been achieved by Wiltse
and Glezer66 in free shear flow experiments. That is,
small-scale turbulence is directly excited by the device.
The hypothesis is that such forcing accelerates the trans-
fer of energy in the inertial range, essentially “starving”
the lower frequency turbulence (and in the case of cavity,
resonant modes) of energy.
Only a few of the aforementioned studies utilized
feedback controllers in their experiments. The group
at High Technology Corporation6 developed an adaptive
disturbance rejection algorithm that includes a system
identification procedure so that the controller can tune
itself to achieve better performance (see ref.6 and refer-
ences therein for details). The system was very effective
in low Mach number tests. Williams and Fabris64 have
developed a feedback controller that processes the sen-
sor signal (a Kulite transducer located in the upstream
wall) with a bandpass filter and phase shift. Success-
ful suppression was achieved at Mach numbers as high
as 0.55. Shaw and Northcraft52 also performed closed-
loop control (presumably also by directly feeding back
the pressure signal to their pulsed fluidic actuator). Fi-
nally, Kestens and Nicoud27 present an interesting nu-
merical study that attempts to use feedback control of a
loudspeaker to cancel the pressure fluctuations at a mi-
crophone location.
Aside from adapting to changing flow conditions,
feedback control has the advantage that the required
power levels to drive an actuator are typically greatly re-
duced after control is achieved. However, effective feed-
back control of flows is made difficult by, on one hand
the flow’s sensitivity to external disturbances, and on the
other hand by the difficulty of establishing accurate sys-
tem models that fit into the framework of modern control
theory. A discussion of the relevant issues in a general
context is presented in some recent reviews.1, 18 Gen-
erally speaking, the better the understanding of the flow
physics, the more likely it is that robust and efficient con-
trol strategies may be developed.
In the remainder of this paper, issues that are thought
to be of important in establishing reliable low-order mod-
els of cavity resonance are presented. In section 3, we
discuss the status of the prediction of the frequencies and
amplitude of the resonant modes. Numerical simulations
(section 4) provide a useful database for examining mod-
eling issues, albeit at low to moderate Reynolds number,
in the case of Direct Numerical Simulations (DNS) and
Large Eddy Simulations (LES), or at higher Reynolds
number, albeit with additional assumptions regarding the
efficacy of the turbulence modeling, with the Reynolds
Averaged Navier-Stokes (RANS). In addition, such sim-
ulations provide a database for modeling efforts that em-
ploy the POD/Galerkin projection (as well as other data
reduction methods) in order to distill a low-order model,
as discussed in section 5.
3 FLOW PHYSICS AND MODELING
A distinguishing feature of the type of flow/acoustic res-
onance considered here is the existence of a feedback
loop involving (i) excitation of an unstable shear layer,
(ii) generation of an unsteady irrotational field by in-
teraction of the shear layer with a solid boundary (in
the case of cavity, edge tones, or jet impingement) or
a shock wave (in the case of screech) and (iii) the up-
stream influence of the irrotational field which provides
for the further excitation of the instabilities in the shear
layer, especially near the upstream edge. For incom-
pressible flow, the upstream influence is instantaneous,
while for compressible flow there is an acoustic delay.
Resonance occurs when the phase change of a distur-
bance, at a given frequency, leads to constructive rein-
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forcement and, ultimately, saturation. Because of the
coupling with flow instability, cavity resonant frequen-
cies and amplitudes may depend on the flow speed, U ,
the boundary layer (momentum) thickness, θ just up-
stream of the cavity, and ambient density, ρ∞, viscosity,
µ∞, and sound speed, a∞. For the three dimensional rect-
angular cavity with length, L, depth, D, and breadth, H,
there are thus 5 dimensionless parameters governing the
flow L

D  L

H  L

θ  Reθ  ρ∞Uθµ∞  M 
U
a∞
as well as ad-
ditional parameters and profiles that would specify the
state of the boundary layer upstream of the cavity if it
is turbulent. This can be distinguished from pure acous-
tic resonance where frequency selection depends only on
the geometrical constructive reinforcement of acoustic
reflections
The idea of such a feedback cycle was apparently first
put forward by Powell38 in his work on edge-tones. Kr-
ishnamurty31 identified acoustic tones associated with
flow over open cavities. Rossiter43 performed an exten-
sive set of experiments that identified a series of discrete
frequencies of oscillation (modes) that may be present
either solely or in combination, as a function of Mach
number and length to depth ratio of the cavity. He used
the idea of the feedback cycle for the cavity to develop a
semi-empirical formula to predict the resonant frequen-
cies:
Stn 
fnL
U 
n  α
M  1κ
 n

1  2  3 	
	 (1)
where Stn is the Strouhal number corresponding to the
n-th mode frequency, fn, κ is the average phase speed
of the vortical disturbances, and α is an empirical con-
stant, typically taken around 0.25. Various refinements
of this formula have been suggested (e.g.40), for example
to account for the higher sound speed inside the cavity
at higher Mach numbers. Spectra from a large number
of experiments over the years show reasonable agree-
ment with equation (1), but with a significant amount of
scatter. The scatter is particularly strong at low Mach
numbers. This is likely due to an interaction with nor-
mal acoustic resonant modes of the rectangular cav-
ity.6, 40, 60, 65 Some experiments,e.g.,47 however, continue
to show good agreement with the Rossiter equation at
very low Mach numbers. There does not yet appear to be
any systematic way to detect if or when these low Mach
number interactions will occur. At higher Mach numbers
the scatter is less, and is probably due, in large part, to
the variation of κ due to different shear layer thickness in
the various studies.
The data for the saturation amplitudes of the oscillat-
ing modes exhibit far greater scatter than the frequencies,
even at very similar Mach numbers and cavity geome-
tries. Undoubtedly this sensitivity is in part due to sen-
sitivity of the amplification of disturbances in the shear
layer, and changes to the spreading of the layer that result
from the disturbances and incoming turbulence. Given
the local spreading rate of the shear layer, or an aver-
age value over the cavity, the growth of disturbances in
the shear layer, and their parametric variations, may be
estimated using a quasi-parallel stability analysis of the
shear layer in isolation (e.g.40 and refs therein). Saro-
hia,47 for example, predicts the dominant mode over a
range of parameters by computing the integrated spa-
tial amplification. Linear stability calculations are in-
deed valuable for understanding certain sensitivities of
the amplitudes with respect to the flow conditions. Fig-
ure 1 shows the integrated amplification as the length and
depth of the cavity are varied holding the boundary layer
thickness at separation constant. These curves are gen-
erated for a hyperbolic tangent mean streamwise veloc-
ity profile with spreading rates estimated from DNS data
with a laminar boundary layer upstream.11 These invis-
cid stability calculations accounted for the finite depth
of the cavity by forcing the eigenfunctions to have zero
normal velocity there. A range of D

θ that is typical of
DNS conditions is shown, and it is clear that the finite
depth has a large impact on the growth rate when D

θ is
less than about 20. The plot also shows why certain con-
ditions lead to multiple modes with similar amplitudes,
while other conditions lead to a single dominant mode.
These curves were found to well predict the dominant
mode in the DNS calculations, as well as under which
flow conditions multiple nearly equal modes would be
found. Predictions for the linear stability eigenfunctions
are compared to spectra from the DNS below in figure 4.
The calculations well capture the shape of the modes,
except in the impingement region very near the trailing
edge. Cattafesta et al.7 also showed good agreement for
the initial exponential growth rate (close to the leading
edge) with linear stability theory. The phase speed of the
disturbances is less sensitive to various parameters such
as M and L

θ and D

θ, but nevertheless variations based
on linear stability analysis are sufficient to explain some
of the scatter in the frequencies of oscillation from ex-
periments, as noted above.
In analyzing the behavior of the shear layer, most in-
vestigators have implicitly assumed that the shear layer
behavior can be described in isolation, i.e. as if it were
a free shear layer. Nonparallel effects, and the coupling
of the flow inside the cavity are of course neglected in
such an analysis. An alternative analysis of the global
instability modes, which requires spatial DNS as input,
is being developed for the cavity by Theofilis.61 Such
an analysis will in future certainly help shed light on the
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Figure 1: The inviscid shear layer amplification, An (ar-
bitrary scale) versus L

θ0 for different D

θ0, from ref.11,
for M

0  2. The dominant mode is shown at each
L

θ0, with n  1 (  ), n  2 ( ), and n  3 (  ). The
curves for different D

θ0 are, for each mode, mono-
tonically increasing from bottom to top with D

θ0 
5  10  15  20  25, and 30.
bifurcations from steady to oscillating flow, and has the
additional advantage of being applicable as well to flows
that are three-dimensional in the mean.
Of course, the shear layer amplification and phase
speed of the waves are only one factor that determines the
overall frequency and amplitude of the resonant modes.
The sound generation and receptivity processes at the
edges must also be modeled to yield quantitative predic-
tions. The linear analysis of Tam and Block60 idealizes
the sound generation at the downstream edge as a a sim-
ple line source along the trailing edge that produces a
compression during that part of the cycle when the shear
layer is deflected into the cavity, thus creating an im-
pingement zone and a transient region of high pressure.
The arguments presented are based on the Schlieren vi-
sualizations of Krishnamurty,31 and the observation that
the pressure fluctuations near the edge are in phase inside
and atop the cavity. Recent results from DNS11 exam-
ined the behavior of the density fluctuations in a region
near the source and in the far field, and seemed to con-
firm the scaling implied by Tam’s model. Predictions for
the relative overall amplitude based on a combined shear
layer instability and sound generation model where, in
turn, able to effectively predict the onset of Rossiter
mode oscillations and transition to wake mode oscilla-
tions (discussed in section 4.4) in the DNS results.11
Weiner-Hopf techniques were used by Crighton to
model frequency selection in edge-tones,14 and have re-
cently been applied by Kerschen5, 26 to the supersonic
cavity. This latter technique solves, simultaneously, the
interaction of waves with the shear and the receptivity
problem at the leading edge, at least for the case of a
zero-thickness shear layer.
Cain et al.5 have developed a computer design tool,
Cavity Acoustics Modeling Software (CAMS), that mod-
els the various components in the feedback loop, includ-
ing finite thickness shear layer instability calculations,
and a empirical equation to determine the shear layer
spreading as a function of the amplification of the distur-
bances and a level of background turbulence. The com-
putation is iterative, proceeding around the loop until the
amplitude prediction converges. They have developed a
similar model to predict jet screech, with a vortex-shock
interaction model replacing sound generation at the cav-
ity edge.4 Both models are design to run in a few sec-
onds on a desktop computer. Williams and Fabris re-
port good agreement between the CAMS predictions and
their experimental results.64 It would be of interest to
obtain further validation of this tool by comparing re-
sults with more of the recent experiments. These analyti-
cal and semi-analytical models for the individual compo-
nents in the feedback loop may ultimately prove useful in
the development of model-based control schemes. Fur-
ther work is needed, however, to incorporate the effects
of actuation, and to cast the model in a control-theoretic
framework.44
Two areas that have received comparatively little
attention are nonlinearities and three-dimensionality.
There is evidence to suggest that under some condi-
tions, there can be strong interactions between the modes
of oscillation. Cattafesta et al.7 have observed mode
switching, where the cavity periodically switches be-
tween two different Rossiter frequencies. They used a
variety of tools (Short Time Fourier Transform, wavelets,
and higher-order spectral techniques) to analyze signals
from subsonic cavity resonance. They hypothesize that
nonlinear interactions amongst the Rossiter modes pro-
duce low frequency modulation of the oscillations. For
example, when three Rossiter modes were present and
satisfied a criterion:St3  St1  St2  0 the most signif-
icant low frequency modulation was present. Williams
and Fabris65 have noted that enhancing a particular mode
leads to reductions in amplitude of neighboring modes
and, conversely, suppressing a single mode can lead to
amplification of neighboring modes. This suggests a
competition amongst modes, and could be associated
with relative changes to the spreading of the shear layer
as the amplitudes of the various modes are adjusted.
Analysis and most computations (see next sec-
tion) have modeled cavity resonance as strictly two-
dimensional. Indeed many of the observations seem to
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confirm the validity of this assumption in describing at
least certain aspects of cavity resonance. However, con-
sideration of three-dimensional geometry and boundary
layer turbulence may be important as models of cav-
ity resonance become more sophisticated. For example,
some of the actuators that have been used in control ex-
periments introduce significantly three-dimensional dis-
turbances (such as “sawtooth” spoilers, or the fluidic ac-
tuators of ref.39). Future challenges include understand-
ing the detailed mechanism by which these devices inter-
fere with the resonant modes.
4 NUMERICAL SIMULATIONS
4.1 Turbulence Modeling
Two dimensional simulations employing unsteady
RANS turbulence models have been used by a number of
investigators in the subsonic,3, 17, 24, 53 transsonic and su-
personic,23, 24, 32, 42, 54, 55, 67, 68 and hypersonic8 regimes.
Most of the calculations have concentrated on rectangu-
lar cavities, with L

D ranging from about 2 to 10. The
earlier works utilized zero equation turbulence models,
and later works generally used two-equation models in
the k  ε or k  ω framework. Experimental validation of
these simulations include good agreement with frequen-
cies of oscillation from experiments (and as predicted by
Rossiter’s formula), and in some cases reasonable agree-
ment for mean velocity profiles, RMS pressure fluctua-
tions along the cavity walls, and the peak amplitudes in
pressure spectra.
Given the dominance of large scale vortices in the in-
stability process, the flow would at seem a good can-
didate for Large Eddy Simulation. Complicating this,
however, is the recognition that proper resolution of the
large scale turbulence in the incoming boundary layer
flow will require very large grids, for even moderate
Reynolds number cavities. One alternative, which has
been used in practice, is to use RANS in the boundary
layer upstream of the cavity, switching to LES over the
cavity. Shieh and Morris53 have computed subsonic cav-
ities with such a hybrid RANS/LES methodology, but
only in two spatial dimensions. Supersonic results have
been published55 for three-dimensional LES (Smagorin-
sky) of a rectangular cavity with L

D

4  5,L

H

4  5,
M

2, and ReL

4  5  106, and for the same cavity
with M

1  5 by the Lockheed group.57 In both cases
the run conditions correspond to the high-speed data of
Shaw.50 The Lockheed study also compared results with
an Euler method (which relies on numerical viscosity
as a crude turbulence model). Peak amplitudes in the
pressure spectra showed reasonable agreement with the
experiments, but were sensitive to numerical diffusion
and modeling assumptions and grid densities.57 Sinha et
al.55 report vorticity iso-surfaces and Reynolds stresses
at the cavity mid-length and mid-span that show very lit-
tle three-dimensionality, but it is not clear whether three-
dimensionality would evolve correctly in the absence of
forcing from the upstream boundary layer.
Generally speaking, these simulations show promise,
but cannot yet be regarded as complete enough to val-
idate in detail the efficacy of compressible turbulence
models for these separated, oscillating flows. Indeed, the
lack of any detailed mean flow or turbulence statistics
measurements (and the difficulty of obtaining such in the
high-speed flows) further hampers the effort. Key issues
regarding three-dimensionality of the large-scale oscil-
lations also remain to be addressed, as discussed in the
previous section.
4.2 Sound Radiation
As discussed in section 3, the efficiency of the sound gen-
eration process at the downstream edge is a factor in de-
termining the overall amplitude of the oscillations, and
therefore also the mixture of modes that will be present
for a given geometry and flow conditions, and the pos-
sible nonlinear interaction of modes. Accurate simula-
tion of the radiated acoustic field together with the un-
steady hyrdodynamic field is computationally challeng-
ing due to the relatively small amplitude of the acous-
tic field (compared to large scale turbulence), and due to
the long distances over which the waves must propagate
with little viscous attenuation. Work over the past 10
years (see, for example, the review by Lele35) in Com-
putational Aeroacoustics (CAA) has drawn attention to
various computational artifacts that can lead to both poor
resolution of the acoustic radiation and spurious flow os-
cillations. The former is the result of excessive disper-
sion and dissipation that can result from low-order and
upwind finite difference and finite volume discretizations
(and indeed from insufficient grid resolution), and the
latter can result from excessive reflection of disturbances
from artificial boundary conditions in the free stream.
It has been found in numerous studies that compact
high-order finite-difference schemes34 and optimized
compact and explicit finite-difference schemes (such
as dispersion-relation-preserving (DRP) schemes59), to-
gether with high-order-accurate Runge-Kutta schemes
for time advancement, can minimize errors due to dis-
persion and dissipation of acoustic waves. For exam-
ple, compact finite-difference schemes were used in DNS
studies of mixing layers,13 jets15, 16, 36 and the cavity10
that have included a detailed assessment of grid conver-
gence, the effect of boundary conditions, and validation
of the acoustic fields by comparison with acoustic anal-
ogy solutions computed with source terms determine by
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the DNS. Cavity computations utilizing the DRP scheme
by Shieh and Morris53 also capture the acoustic radia-
tion directly. It should be noted that these methods are
usually more efficient than lower-order methods, as they
require many fewer nodes to resolve a given feature of
the flow. While high-order methods are hard to adapt to
very complex geometry, they may easily be adapted to
the block Cartesian structure of the cavity geometry,10, 53
and work continues to adapt these methods for general-
ized coordinate systems.
Boundary conditions also present a technical chal-
lenge in aeroacoustic computations. Artificial bound-
aries (inflow/outflow/normal) must allow vortical and
acoustic waves to pass freely with minimal reflection. In-
deed, the development of accurate boundary conditions
has been a pacing item in the development of CAA in
general. Previous work has shown the repeated reflec-
tions of these waves can give rise to self-forcing of the
flow, in a process that can be difficult to distinguishable
from physical instability.12 For resonant flows such as
the cavity, it is therefore important to document by nu-
merical experimentation that the instabilities are indeed
independent of the location of artificial boundaries.
4.3 Direct Numerical Simulations
DNS has the advantage of directly resolving all the scales
of motion (as well as the radiated acoustic field as dis-
cussed below) without recourse to turbulence models, but
for the cavity flow is presently limited to low Reynolds
number where the upstream boundary layer is laminar
or transistional. In recent work at Caltech,10, 11 we have
performed a series of two-dimensional DNS calcula-
tions over a wide range of parameters 2  L

D  8,
30  Reθ  80, 20  L  θ  120 and 0  2  M  0  8, with
accurate resolution of the resulting acoustic radiation as
discussed in the last section. Further details of the code
and its validation is given in the references. Experimental
verification of the results is somewhat limited due to low
Reynolds number considered. The early laminar bound-
ary layer experiments of Kirshnamurty are closest to the
DNS data, and a qualitative comparison of Schlieren im-
ages for the cavity and its radiated acoustic field (Fig-
ure 2) shows a remarkably similar change in structure of
the acoustic field as the Mach number is varied.
4.4 Wake Mode
Gharib and Roshko20 observed in their incompressible
experiments for an axisymmetric cavity that as the length
of the cavity (relative to the upstream boundary layer
thickness) was increased, there was a substantial change
in the behavior of the cavity oscillations. Under these
conditions, the flow was characterized by a large scale
(dimensions of the cavity depth) shedding from the cav-
ity leading edge. In two-dimensional DNS, Colonius
et al.10, 11 have observed a very similar transition. In
both experiment and computation, the boundary layer
upstream of the cavity was laminar. The wake mode tran-
sition has also been observed in two-dimensional RANS
calculations at higher Reynolds numbers.3, 17, 53
Figure 2: Comparison of Schlieren Photographs31 with
contours of density gradient from the DNS.11 Left col-
umn are the experimental results at M

0  64 0.7, and
0.8 (top to bottom) and the right column are density gra-
dient contours from DNS at similar Mach numbers. Note
that middle row have the knife-edge horizontal while the
top and bottom have knife-edge vertical.
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Figure 3 shows snapshots of the vorticity field in wake
mode over one period of oscillation. Flow visualiza-
tions from wake mode also show striking similarity to
oscillations seen in gas flows in pipes with closed side
branches30(with turbulent boundary layers upstream of
the branch). The shed vortex has dimensions of nearly
the cavity size, and as it is forming, irrotational free
stream fluid is directed into the cavity, impinging on the
cavity base. The vortex is shed from the leading edge
and ejected from the cavity in a violent event.
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Figure 3: Instantaneous vorticity contours from11 show-
ing a M

0  6, L

D

4, Reθ  59, L  θ  102 cavity
in wake mode oscillation. Only a small portion of the
computational domain near the cavity is shown.
The mean flow within the cavity is significantly differ-
ent in wake mode. The mean streamlines in wake mode
are significantly deflected above the cavity, and there is
an impingement of the freestream flow on the rear wall,
with secondary separation downstream of the cavity. The
terminology “closed” and “open” cavities is used to de-
note the situation where the flow does or does not reat-
tach to the floor of the cavity, respectively. Open cavi-
ties are thought to exist for L

D  13. The mean flow
in wake mode in the DNS exhibited no mean or instan-
taneous reattachment to the cavity bottom. Flow visu-
alizations indicate as well that there is no instantaneous
reattachment of the primary shear layer on the cavity bot-
tom, though there is significant deflection of freestream
fluid into the cavity during portions of the cycle. This
greatly increases drag on the cavity, with increases from
Rossiter-type oscillations by about a factor of 10 (similar
increases were reported in ref20).
Colonius et al.11 have performed an extensive map-
ping of the transition to wake mode in parameter space.
A key point is that the frequency of oscillation in wake
mode is to be nearly constant with Mach number (from
0.4 to 0.8) and it would appear that the instability is in
this regime is purely hydrodynamic in nature. Based on
similarities of the mean flow profiles with those of wakes
and shear layers between streams of opposing direction,
it was speculated that the transition may be the result of
an absolute instability. A remarkably consistent predic-
tion for the transition was derived based on linear stabil-
ity of the shear layer as it exists in Rossiter-type oscil-
lations. The hypothesis is that the transition occurs as
the shear layer instabilities grow to very large values, ei-
ther due to the length of the cavity, or similar parametric
changes that lead to larger amplitude oscillations.
It is important to note that at similar values of M and
L

D, but at higher Reynolds number, and with turbulent
upstream boundary layers, wake mode has not been ob-
served in cavity experiments. It is known that cavity res-
onance is stronger for laminar flow than turbulent flow,31
apparently because the additional turbulent spreading of
the shear layer leads to overall lower levels of amplifi-
cation. This may be what prevents transition to wake
mode at higher Reynolds numbers. Similarly, the turbu-
lent flow within the cavity is very likely to be much less
organized in three-dimensional flow. Smaller recircula-
tion, especially near the upstream edge, may also deter
the transition. Neverthless, it may be important to help
insure that aircraft designs avoid this regime due to the
greatly enhanced drag and strong flow within the cavity.
5 LOW-ORDER DYNAMICAL SYSTEM APPROACH TO
MODELING
Cavity oscillations exhibit several phenomena character-
istic of a low-dimensional dynamical system. For in-
stance, for a fixed flow velocity and momentum thickness
there is a minimum cavity length below which oscilla-
tions do not occur, as seen in low Mach-number exper-
iments by Sarohia.46 Similarly, there is a minimum ve-
locity and momentum thickness above which oscillations
do not occur (when other parameters are held constant).
When the length is gradually increased, the frequency
of oscillation decreases linearly, but once a critical value
of length is reached, the frequency jumps, as the cavity
switches to a higher Rossiter mode. Mode switching has
been observed. One curious observation is that hystere-
sis, which occurs in mode selection in edge tones, has
never been observed in cavity oscillations.
Many of these qualitative similarities suggest the pos-
sibility of describing the cavity flow with a low-order
model. The goal is to understand the various transitions
more rigorously, as bifurcations in a dynamical system,
and ultimately to control the cavity oscillations with a
model-based feedback law. One route to a nonlinear
low-order system model is through the Proper Orthog-
onal Decomposition and Galerkin projection of the POD
modes onto the governing equations. The Proper Or-
thogonal Decomposition (POD) is a commonly used tool
for extracting coherent structures from data, either ex-
perimental or computational.25, 56 This approach, with
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varying success, has now been employed in a variety of
different flows. We briefly discuss here the theoretical
framework and some results specifically related to cavity
flows.
Given a set of data, represented as a function of space
and time, the POD determines a basis set of orthogonal
functions of space which span the data optimally in the
L2 sense. For data that has been discretized in space and
time, the POD modes are most easily computed using
the method of snapshots. If N “snapshots” are given one
constructs the expansion:
u  x  t
 
N
∑
j  1
a j  t  ϕ j  x  (2)
where x is the vector of discretized spatial points. The
functions ϕ j are called the POD modes (also called
Karhunen-Loe`ve eigenfunctions, or empirical eigenfunc-
tions), and are computed from the discrete data by effi-
cient algorithms for singular value decomposition.
POD is a useful decomposition of a flow field when
the coefficients, a j, decrease rapidly for large j. This in-
dicates the percentage of “energy” that is captured by the
first few modes is significant. Several investigators have
computed POD modes for cavity oscillations based on
numerical simulations.3, 44, 55, 62 They have all found that
a significant fraction of the total energy is captured in
just a few modes. For cavities where one mode is clearly
dominant, Rowley and Colonius44 find that 70-80% of
the disturbance energy is captured in just 2 modes. These
two modes capture two views of the single resonant
mode with a phase shift of 180o. They found that for
a cavity with two significant resonant peaks, the first 4
POD modes captured about 50% of the energy (again,
the 4 POD modes account for the two resonant modes
at 180 degree phase shift). The lower fraction of total
energy captured by the resonant modes seems to suggest
that nonlinear interactions between modes leads to more
complicated dynamics. Contours of the normal velocity
fluctuations from the first 4 modes are reproduced in Fig-
ure 4, where they are compared to linear stability calcu-
lations (describe in section 3) and to the Discrete-Fourier
Transform (in time) of the DNS data from which they
were generated. All three present a nearly identical pic-
ture of the two resonant modes.
By projecting the governing Partial Differential Equa-
tions onto the POD modes, and truncating the resulting
system of equations to low-order, a (nonlinear) system of
Ordinary Differential Equations is obtained. For exam-
ple, suppose the governing equation are written, symbol-
ically, as:
∂tu  Dλ  u  (3)
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Figure 4: Comparison of the Discrete Fourier transform
in time of the DNS results at St

0  4 and St

0  7 (real
parts), eigenfunctions from quasi-parallel stability anal-
ysis, and 2 modes from the Proper Orthogonal Decom-
position. M

0  6, L

D

2, Reθ  59, L  θ  51. Only a
small portion of the computational domain near the cav-
ity is shown. Data from.44
where u  x  t

is a vector of the dependent variables, a
function of space and time, and Dλ is a nonlinear spa-
tial differential operator which depends on some param-
eters λ (for instance λ

 M  L

θ  Re

). Substituting the
POD expansion above, and taking an inner product with
ϕk gives
a˙k QP Dλ  u   ϕk R  k  1 	
	? n  (4)
where
PTS

S
R
denotes the L2 inner product. Since u is writ-
ten in terms of the time coefficients, this yields a set of
ODE:
a˙

f  a  λ

 (5)
where a

 a1 	
	? an  . Whether the resulting equations
are an appropriate model of cavity resonance depends
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on how well the reduced-order system tracks the original
system, as a function of time. In preliminary work, Row-
ley and Colonius44 experimented with systems of 2 to 20
modes and found that the models performed very well for
short times (two or three periods of oscillation), but then
began to deviate. There was little advantage to retaining
more modes, and, in fact, the system that retained only
those POD modes corresponding to the resonant modes
performed the best. Unfortunately, the model ultimately
did not predict the correct amplitude of the resulting limit
cycles, but it was possible that an insufficient number of
snapshots were used to generate the POD modes such
that the saturation process could not be captured. Fur-
ther work is needed to rectify this issue but we note that
in a controller model, it may be sufficient to predict the
system behavior for relatively short times.
Rowley and Colonius44 have noted that it is desirable
to scale the governing equations in such a way that as
many of the governing parameters, as is possible, appear
explicitly in the equations of motion. These parameters
will then be represented in the low-order system of equa-
tions. This idea of rescaling the equations is a special
case of a more general idea of mapping different do-
mains (geometries) into a canonical geometry.28 This
has been used successfully for unsteady flow through
diffusers with varying diffuser angle.28 If a sufficiently
broad selection of snapshots (i.e. from simulations with
different geometry) are used to “train” the POD modes,
behavior of the system with varying parameters may be
possible. For the cavity, it is of course not possible to
rescale the equations such that both L

θ and L

D appear
as a parameter. However, Rowley and Colonius44 have
found that the POD modes where much more strongly
dependent on L

θ (which is consistent with ideas from
linear stability), than with L

D, provided that D

θ was
large enough.
The POD/Galerkin approach seems valuable as a sys-
tematic way to derive low order cavity resonance mod-
els, but more work is needed before these are of practi-
cal value in developing feedback control strategies. The
most significant issue that remains to be addressed is
whether the effects of flow actuation (and the dynamics
of the actuated flows) can be appropriately captured in
the low-order system. One approach, used by Gillies21
for the circular cylinder wake, is to use snapshots from
the flow under a variety of levels of external excitations,
in an attempt to capture the appropriate dynamics.
6 SUMMARY AND FUTURE TRENDS
Flow control experiments have been, for the most part,
successful at reducing the amplitude of tones, and some-
times broadband noise, in flows over open cavities over
a range of Mach numbers from nearly incompressible
to moderately supersonic. Recent work58 on high-
frequency forcing of the shear layer, in particular using
so called power resonance tubes and a simple (passive)
rod in crossflow upstream of the cavity, showed remark-
able reductions of both tone amplitudes and broadband
noise, and the investigators suggest that this may be suf-
ficient for practical application to full scale weapons bay
problems, provided that the actuation mechanisms are
found to scale appropriately.
Aside from the high frequency forcing, which is
thought to primarily enhance the rate at which the energy
cascade deprives energy from the large scales, there is no
clear evidence of the precise mechanism for attenuation
of a particular mode (or multiple modes) in the lower fre-
quency results. If model based closed-loop control is to
be implemented, further progress in correctly predicting
the amplitudes of tones will be required. One promising
approach for such a model is linear modeling of the shear
layer instability, sound generation, and receptivity prob-
lems as outlined above, together with a nonlinear exten-
sion that describes how the modes impact the spreading
of the shear layer. More recent work on distilling low or-
der models based on the Proper Orthogonal Decomposi-
tion, and the projection of the governing equations onto
the POD modes, also appears to show promise, though
further work will be required to allow such models to
capture the dynamics of both the natural and controlled
cavities.
Some issues that have hitherto received very lit-
tle attention are nonlinear interactions of modes (for
which there is experimental evidence), and three-
dimensionality, both with respect to the natural cavity
instabilities and especially for actuators that introduce
three-dimensional disturbances. Numerical simulations
are likely to play a key role in such investigations. Simu-
lation efforts should be guided by recent advances in the
area of computational aeroacoustics in order to avoid sig-
nificant artificial dispersion and dissipation of the acous-
tic component of the feedback loop. Direct numerical
simulations offer a glimpse into the details of nonlinear
cavity dynamics, but are restricted to very low Reynolds
numbers at present time. Large Eddy Simulations at
moderate Reynolds numbers show promise in bringing
accurate computation at conditions that are more real-
istic of the relevant applications. It would appear that
these simulations will also necessitate more detailed ex-
perimental data, especially turbulence statistics, in order
to be carefully validated.
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