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Mobile impurities in cold atomic gases constitute a new platform for investigating polaron physics.
Here we show that when impurity atoms interact with a two-dimensional Fermi gas with quadratic
band touching the polaron picture may either hold or break down depending on the particle-hole
asymmetry of the band structure. If the hole band has a smaller effective mass than the particle
band, the quasiparticle is stable and its diffusion coefficient varies with temperature asD(T ) ∝ ln2 T .
If the hole band has larger mass, the quasiparticle weight vanishes at low energies due to an emergent
orthogonality catastrophe. In this case we map the problem onto a set of one-dimensional channels
and use conformal field theory techniques to obtain D(T ) ∝ T ν with an interaction-dependent
exponent ν. The different regimes can be detected in the nonequilibrium expansion dynamics of an
initially confined impurity.
PACS numbers: 67.85.Lm, 67.85.Pq, 71.38.Fp
Introduction.—Recent experiments with mixtures of
ultracold atoms have rekindled the interest in mobile im-
purities in quantum many-body systems [1–8]. In these
experiments, the mobile impurity is represented by an
atom of a dilute species that interacts with collective
excitations of a majority species, which can be either
bosonic [9–14] or fermionic [15–19]. In the latter case, the
quasiparticle in the interacting system is called a Fermi
polaron and is formed by an atom dressed by density fluc-
tuations of the Fermi gas. The study of mobile impurities
may lead to new techniques to probe strongly correlated
states of matter [20, 21]. In addition, it allows us to re-
assess some fundamental questions about the formation
of quasiparticles, while performing quantitative tests of
existing theories [14, 19].
On the other hand, it is natural to ask whether mo-
bile impurities in cold atomic gases can also be used to
investigate the breakdown of the quasiparticle picture.
In fact, an outstanding problem in condensed matter
physics pertains to the properties of phases without well-
defined quasiparticles [22–24], a famous example of which
is the strange metal phase of hole-doped cuprates [25].
Experience in this field has taught us that one route to
the absence of quasiparticles (in the sense of vanishing
quasiparticle weight [26]) is the coupling of a system to
soft fluctuations near a quantum critical point [27–30].
In this work, we propose and analyze a mobile impu-
rity model that can be driven between two regimes, in
which the polaron picture either holds or breaks down,
by varying a single parameter of a microscopic Hamilto-
nian. The main idea is to find a scale-invariant model
where a marginal interaction gives rise to infrared singu-
larities analogous to those in theories of non-Fermi liquids
[26]. For this purpose, we must couple the impurity with
quadratic dispersion to an environment that also features
quadratic dispersion at low energies. Indeed, the case of
short-range interactions with linearly dispersing critical
modes only involves strictly irrelevant perturbations of
the free model [20]. For this reason, we consider a two-
dimensional (2D) Fermi gas with a quadratic band cross-
ing point (QBCP) [31–36]. This peculiar band touching
can be protected by point group symmetries when it is
associated with a nontrivial Berry flux, as in the checker-
board lattice [31], thus characterizing a type of topologi-
cal semimetal [34]. For free fermions, tuning the chemical
potential to the QBCP leads to a low-energy spectrum
of particle-hole pairs with quadratic dispersion. Remark-
ably, a repulsive interaction between fermions in the bulk
is a marginally relevant perturbation that drives instabil-
ities towards nematic or quantum Hall phases [31, 32].
Our mobile impurity model can be viewed as the limit
of extreme population imbalance of the model in Ref.
[31], in which a single spin-down fermion interacts with a
finite density of spin-up fermions tuned to the QBCP.
If the interaction is restricted to the s-wave channel,
there is no direct interaction among spin-up fermions. In
the following we show that the fate of the mobile impu-
rity depends on the particle-hole asymmetry of the bulk
fermion bands. In the regime where the filled band below
the QBCP has a smaller effective mass than the empty
band above it, the polaron is well defined, but the ra-
tio between the decay rate and the energy vanishes only
logarithmically in the low-energy limit. In the opposite
regime, we find a divergent enhancement of the impu-
rity mass and vanishing quasiparticle weight due to an
emergent orthogonality catastrophe (OC) [37–40]. It is
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FIG. 1: (Color online) (a) Checkerboard lattice. Red sites
belong to the A sublattice and green sites to the B sublattice.
There is a hopping parameter t (solid line) between near-
est neighbors in different sublattices and direction-dependent
hopping t1 (dashed line) or t2 (dotted line) between second
neighbors. (b) Band structure for t1/t = 0.7 and t2/t = −0.3,
showing a QBCP in the regime m+ < m−.
possible to switch between the two regimes by control-
ling hopping parameters in the optical lattice. Finally,
we show that one can clearly distinguish between these
regimes by measuring the diffusion coefficient in the ex-
pansion dynamics of an initially confined impurity. We
stress that the exotic behavior discussed does not occur
for an impurity immersed in a conventional 2D Fermi
gas where the low-energy particle-hole pairs have linear
dispersion about the Fermi surface [19].
Model.—We consider the lattice model
H =
∑
i,j
(tijc
†
i cj + Jijd
†
idj) + U
∑
i
c†i cid
†
idi , (1)
where cj annihilates a fermion of the majority species on
site j and dj annihilates the mobile impurity. The Hilbert
space obeys the constraint
∑
j d
†
jdj = 1. The hopping pa-
rameters tij and Jij are defined on a checkerboard lattice
with sublattices A and B. For the c fermions, we assign
tij as illustrated in Fig. 1(a) [41]. For the impurity, we
set Jij = rtij , where r is the parameter that controls
the mass ratio, but the lattice is not crucial for the im-
purity. We can also consider a free-particle dispersion if
the impurity does not couple to a species-specific lattice
potential [42]. We note that optical checkerboard lat-
tices have been realized experimentally [43, 44]. Finally,
U > 0 is the strength of the on-site repulsion, which is
related to the interspecies s-wave scattering length [45].
For U = 0, the tight-binding Hamiltonian for the ma-
jority fermions can be diagonalized in the form H0 =∑
i,j tijc
†
i cj =
∑
k Ψ
†
kH0(k)Ψk, where Ψk = (ak, bk)
t is
a two-component spinor and
H0(k) = 2tI(cos kx + cos ky)1+ 2tz(cos kx − cos ky)σz
+8tx cos(kx/2) cos(ky/2)σx, (2)
with tI = (t1+t2)/2, tz = (t1−t2)/2, and tx = t/2. Here
the momentum k is in the Brillouin zone of the square
lattice (with lattice parameter set to 1) and the Pauli
matrices σl, l ∈ {x, y, z}, act in the internal sublattice
space of Ψk. For tI = 0, the Hamiltonian has a particle-
hole symmetry C−1H0(k)C = −H0(k) with C = σy.
We consider the fermion density at half-filling, 〈c†jcj〉 =
1/2. At low energies, we expand the Hamiltonian
about the band touching point Q = (pi, pi) and ob-
tain H0(Q+ p) ≈ tI(p2x + p2y − 4)1 + tz(p2x − p2y)σz +
2txpxpyσx. Hereafter we restrict to |tx| = |tz|, in which
case the model has continuous rotational invariance in
the continuum limit [31]. The dispersion relation about
the QBCP (dropping a constant) is given by ε±(p) =
±p2/(2m±), where m+ (m−) is the effective mass of par-
ticles (holes) in the upper (lower) band [see Fig. 1(b)].
In terms of the parameters in Eq. (2), m± = (tz ± tI)−1,
where we assume tz > tI ≥ 0. As expected, m+ = m−
in the particle-hole symmetric case tI = 0, and the sign
of ∆m = m+ −m− can be controlled by varying tI .
For the free impurity, we expand the Hamiltonian
about the lowest-energy state at k = 0 and obtain the
dispersion E(p) ≈ p2/(2M). For Jij = rtij , the free
impurity mass is M = [r(tz − tI)]−1.
Turning on a weak interaction U  tz, we obtain the
mobile impurity model in the continuum limit
Hmob =
∫
d2r
[
Ψ†(r)H0(r)Ψ(r)− 1
2M
d†(r)∇2d (r)
+2piγΨ†(r)Ψ(r)d†(r)d(r)
]
, (3)
where Ψ(r) = (a(r), b(r))t is the fermion field opera-
tor, H0(r) = −tI∇21 − tz[(∂2x − ∂2y)σz + 2∂x∂yσx], and
γ ∼ O(U) is the coupling constant with units of inverse
mass. The effective action corresponding to the Hamil-
tonian in Eq. (3) is scale invariant with dynamical ex-
ponent z = 2 [31, 41]. A bosonic analogue of this model
appears in the problem of a mobile impurity immersed
in a Bose-Einstein condensate in a vortex-lattice state
[12, 46]. An attempt to apply perturbation theory in
γ reveals logarithmic singularities reminiscent of the be-
havior in critical one-dimensional (1D) systems [47–49].
This is a first sign of the peculiar effects of the marginal
impurity-fermion interaction.
Low-energy fixed points.—We proceed with a pertur-
bative renormalization group (RG) analysis of the inter-
action in Eq. (3). Computing the effective vertex and
impurity self-energy to O(γ2), we obtain the set of RG
equations
dγ
d`
=
γ2(µ− − µ+)Z
4
, (4a)
dZ
d`
= −γ
2µ+µ−Z
2
FZ
(m+
M
,
m−
M
)
, (4b)
dM
d`
=
γ2(µ+µ−)3/2
2
FM
(m+
M
,
m−
M
)
. (4c)
Here ` = ln(Λ0/Λ), with Λ the ultraviolet cutoff and
Λ0 ∼ tz the bare cutoff. The parameters µ± =
3   
   
 ⇢+
 ⇢ 
 ⇢
t =  tt = 0
t =  t
(a)
(b)
(c)
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FIG. 2: (Color online) Renormalization of the impurity-
fermion interaction. (a) Diagrams that contribute at O(γ2).
The solid line represents fermion propagators and the dashed
line the impurity propagator. Panels (b)-(d) illustrate the
mechanism. (b) For γ > 0, the fermion density (blue shaded
region) is depleted near the impurity. Conversely, the impu-
rity experiences an effective potential that attracts it to the
region of lower density. If the impurity is localized, the eigen-
states of the Hamiltonian are the scattering states of a static
potential. If the impurity mass is large but finite, the impu-
rity can create particle-hole pairs as it moves slowly through
the system. (c) For m+ < m−, the particle wave packet (with
density δρ+) will diffuse faster and have a larger width than
the hole wave packet (with density δρ−) after some short time
δt. The net density δρ = δρ++δρ− is then a nonzero function
of position with a minimum at the center. (d) This leads to
a further depletion of the total density at the instantaneous
position of the impurity and an enhancement of the effective
potential. For m+ > m−, the sign of δρ is reversed and the
effective potential becomes shallower, implying that the in-
teraction flows to weak coupling.
(
1
M +
1
m±
)−1
are reduced masses, Z is the quasiparti-
cle weight in the impurity Green’s function Gd(p, ω) ≈
Z/[ω − p2/(2M)], and FZ(r+, r−) and FM (r+, r−), with
r± = m±/M , are dimensionless functions of the mass
ratios that can be determined numerically (see Supple-
mental Material [50]).
Remarkably, Eq. (4a) reveals that the coupling γ > 0
can be relevant or irrelevant depending on particle-hole
symmetry breaking. For m+ = m−, the particle and
hole diagrams that contribute to the renormalization of
the interaction vertex at O(γ2), shown in Fig. 2(a), can-
cel exactly [51]. We have verified that this cancellation
extends to higher orders in perturbation theory. Thus,
in the particle-hole symmetric case the impurity-fermion
interaction is strictly marginal.
For m+ > m−, the interaction becomes marginally ir-
relevant. In this regime, the effective coupling at scale Λ
vanishes logarithmically, γ(Λ) ∼ 1/ ln(Λ0/Λ), for Λ→ 0.
Equations (4b) and (4c) imply that the impurity quasi-
particle weight Z(Λ) initially decreases and the effec-
tive mass M(Λ) increases under the RG flow, but they
both converge to finite values as γ → 0. The picture
for the low-energy fixed point is a Fermi polaron with
renormalized Z∗ and M∗. In addition, the polaron has
a finite decay rate because the single-particle dispersion
is inside a continuum of particle-hole pairs and there is
phase space for scattering at arbitrarily low energies [12].
On dimensional grounds, the decay rate for the polaron
with momentum p is 1/τp ∝ γ2[E(p)]E(p) ∝ p2/ ln2(p).
Therefore, the quasiparticle is marginally stable as the
ratio between the decay rate and the energy vanishes as
1/ ln2(p) for p → 0. Nonetheless, the impurity spectral
function, which can be measured in cold atoms using
rf spectroscopy [1, 52], must exhibit an approximately
Lorentzian quasiparticle peak.
By contrast, the interaction is marginally relevant for
m+ < m−. The picture for the low-energy fixed point
in this regime is the “self-trapping” of the impurity [46].
As M(Λ) grows without bound, we can analyze the
RG equations for M  m± using FZ(r+, r−) ≈ 1 and
FM (r+, r−) ≈
√
r+
r−
+
√
r−
r+
for r±  1. The result is
that the effective mass diverges logarithmically, M(Λ) ∼
ln(Λ0/Λ), while the quasiparticle weight vanishes as a
power law, Z(Λ) ∼ Λg2/2, where g = γ∗(m+m−) 12 with
γ∗ the renormalized coupling in the low-energy limit.
Note that γ(Λ) does not diverge for Λ → 0 because its
flow is slowed down by the suppression of Z(Λ). This is
the behavior expected from the OC for a localized impu-
rity [37–40]. We stress that here the OC occurs in the
absence of a Fermi surface. This is possible because the
2D QBCP has a finite density of states.
To demonstrate the OC explicitly, we analyze the
vicinity of the infinite-mass fixed point. Neglecting the
kinetic energy of the impurity (of order M−1), we con-
sider the Hamiltonian for the impurity localized at r = 0:
Hloc =
∫
d2rΨ†(r)[H0(r) + 2piγ∗δ(r)]Ψ(r). (5)
We use the partial wave expansion
Ψλ(p) = Ψλ(p, θp) =
1√
2pip
∑
`∈Z
ei`θpχλ`(p), (6)
where λ = ± is the band index, θp = arctan(py/px) is the
polar angle of p, and χλ`(p) obeys {χλ`(p), χ†λ′`′(k)} =
δλ,λ′δ`,`′δ(p − k). We then define the rescaled field
ψλ,`(K) = 2pi(mλ/p)1/2χλ,`(p), where K = p2/(8pi2mλ).
This allows us to introduce a 1D chiral fermion for
each ` channel by ψ`(x) =
∫ +∞
−∞
dK√
2pi
eiKx[θ(K)ψ+,`(K) +
isgn(`)θ(−K)ψ−,`(−K)]. We can then rewrite Eq. (5) in
the form
Hloc =
∑
`∈Z
∫ ∞
−∞
dxψ†` (−i∂x)ψ`
+pig[ψ†1(0)ψ1(0) + ψ
†
−1(0)ψ−1(0)]. (7)
4T0
D(T )
⇠ ln2(⇤0/T )
⇠ T ⌫
FIG. 3: (Color online) Sketch of the temperature dependence
of the diffusion coefficient for m+ > m− (blue solid line) and
m+ < m− (red dashed line). The dotted line indicates the
scaling result D(T ) = const. expected at higher T .
Thus, only the ` = ±1 channels couple to the impu-
rity potential. This is due to the angular dependence of
the eigenstates of H0, which is also responsible for the
nonzero Berry flux of the QBCP [50].
The Hamiltonian for ` = ±1 channels in Eq. (7) has
the standard form of a 1D conformal field theory with
a boundary condition changing operator [53, 54]. The
boundary term can be eliminated by a unitary trans-
formation that changes the scaling dimension of vari-
ous operators. We can then compute correlation func-
tions by standard methods [40]. In particular, the im-
purity Green’s function has a power-law decay in time
|Gd(p = 0, t)| ∝ t−g2/2. In the frequency domain, the
line shape of the spectral function becomes asymmetric,
approaching a power-law singularity as p → 0 [46]. At
finite p, the singularity is broadened at the energy scale
∼ g2p2/M [E(p)] due to the recoil of the heavy impurity
[55–57]. The physical mechanism behind this low-energy
fixed point can be understood within a simple cartoon
picture in the limit M  m± as illustrated in Fig. 2.
Diffusion coefficient.—We now turn to transport,
which can be induced and probed in cold atoms by con-
trolling the trapping potential or artificial gauge fields
[2, 58–62]. A particularly relevant response function
is the temperature-dependent diffusion coefficient D(T )
[63]. Experimentally, one can measure the diffusion co-
efficient by preparing an initial state in which the impu-
rity is confined by a trapping potential and watching the
spreading of the wave packet after the trap is switched
off [60, 64, 65]. After sufficiently long times, we expect
diffusive expansion limited by inelastic collisions with the
Fermi gas. The variance of the impurity position must
then increase with time as σ2(t) = 4D(T )t. The diffusion
coefficient is connected with the impurity mobility µ(T )
via Einstein’s relation D(T ) = kBTµ(T ) [63].
For m+ > m−, we calculate D(T ) in the linear re-
sponse regime as D(T ) = kBTτtr/M0, where M0 =
M(Λ0) is the bare mass and τtr is the transport relaxation
time of the long-lived quasiparticles. The transport re-
laxation time can be determined by a partial summation
of diagrams in the Kubo formula for the mobility [66, 67]
or more simply using a memory function approach [68]
to lowest order in γ. We find
D(T ) ∝ 1/γ2(T ) ∝ ln2(Λ0/T ). (8)
Note that from scaling we would expect D(T ) = const.
since the diffusion is limited by a marginal interaction.
The enhancement of D(T ) by the logarithmic correction
in Eq. (8) is due to the flow of effective coupling constant
to weak coupling as T → 0.
For m+ < m−, we can still use the memory function
approach, which does not rely on the existence of quasi-
particles. First, we employ the Lee-Low-Pines transfor-
mation [69, 70] to the frame comoving with the impurity
and obtain the transformed Hamiltonian
H˜mob =
1
2M
(
P+ i
∫
d2rΨ†∇Ψ
)2
+Hloc, (9)
where P is the total momentum of the system.
The transformed impurity current operator is J˜d =
1
M
(
P+ i
∫
d2rΨ†∇Ψ). We also need the time deriva-
tive ∂tJ˜d = − 2piγ
∗
M [Ψ
†(0)∇Ψ(0) + h.c.]. The mobility
is calculated using [µ(T )]−1 = M
2
ω Im[Rret(ω) − Rret(0)].
Here Rret(ω) is the retarded memory function obtained
from the imaginary-time correlation R(τ) = 〈∂τ J˜d(τ) ·
∂τ J˜d(0)〉 by Fourier transform and an analytic continu-
ation to real frequency. Importantly, the impurity mo-
bility is determined by a local correlation function of the
fermion field which can be calculated at the low-energy
fixed point described by Eq. (7) (see Supplemental Ma-
terial [50]). We find that for m+ < m− and T → 0
D(T ) ∝ T ν , ν = 1−
(
1− g
2
)2
. (10)
The anomalous dimension ν ∼ O(g) is analogous to the
exponent of the Fermi edge singularity in metals [40]. In
sharp contrast with Eq. (8), in this case D(T ) vanishes
in the limit T → 0. The result is depicted in Fig. 3.
We would like to emphasize that our work differs from
previous studies of dissipative quantum dynamics where
an impurity localization transition can be driven by vary-
ing the strength of the coupling to an Ohmic bath [63, 71].
In that case, the impurity-bath coupling is strictly rel-
evant or irrelevant. In our case, both regimes can be
realized at weak coupling and are due to the effects
of a marginal interaction. Note in particular that for
m+ < m− the mobility diverges in the low-temperature
limit as µ(T ) ∝ T−1+ν , with ν governed by a marginal
boundary operator.
Conclusion.—We have shown that mobile impurities
coupled to a 2D Fermi gas with quadratic band touch-
ing exhibit anomalous single-particle and transport prop-
erties. Controlling the particle-hole asymmetry of the
fermionic bands allows one to tune between a regime of
well-defined quasiparticles and another regime where the
5quasiparticle weight vanishes due to an emergent orthog-
onality catastrophe. Experiments that probe the expan-
sion dynamics of an impurity wave packet should observe
a striking difference in the temperature dependence of the
diffusion coefficient in these two regimes.
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Supplemental Material
1. Renormalization group equations
To derive the perturbative RG equations, we use the
impurity Green’s function
Gd(k) = Gd(k, iω) =
Z
iω − E(k) . (11)
For the Fermi gas we define a matrix Green’s function
G =
( G11 G12
G21 G22
)
, (12)
with components
Gmn(p, τ) = −〈TτΨm(p, τ)Ψ†n(p, 0)〉, (13)
where m,n ∈ {1, 2} are sublattice indices with Ψ1(p) =
ap, Ψ2(p) = bp. The orthogonal transformation that
diagonalizes H0(p) in the continuum limit is Ψm(p) =∑
λ Umλ(p)Ψλ(p), where λ ∈ {+,−} is a band index,
and
U(p) = U(θp) =
(
sin θp cos θp
− cos θp sin θp
)
. (14)
The RG equation for the effective coupling constant
γ(Λ) is obtained by considering the four-point function
Π({xi}) = −
∑
n
〈TτΨn(x1)Ψ†n(x2)d(x3)d†(x4)〉, (15)
where xi = (ri, τi), and its Fourier transform
Π({pi}) =
∫ 4∏
i=1
d2ridτie
iωiτie−ipi·riΠ({xi}). (16)
The result is of the form
Π({pi}) = 2piΓ({pi})Tr{G(p1)G(p2)}Gd(p3)Gd(p4)
×δ∑
i pi,0
2piδ
(∑
i
ωi
)
. (17)
where Γ({pi}) is the effective vertex. At tree level, we
have Γ({pi}) = γ. The quantum correction at one-loop
level is calculated using a cutoff scheme that integrates
out large-momentum states in the shell K ′ < |k| < K,
with K ′ = Ke−d`/2. Here we define d` = dΛ/Λ =
2dK/K, where Λ = K2/2M0 is the energy cutoff that
corresponds to the momentum cutoff K. The particle
and hole diagrams in Fig. 2(a) of the main text yield
Γ
(2)
part({pi → 0}) = −
µ+γ
2Zd`
4
,
Γ
(2)
hole({pi → 0}) =
µ−γ2Zd`
4
. (18)
This leads to the RG equation for γ(Λ) in Eq. (4a).
To find the renormalization of the effective mass and
quasiparticle weight, we calculate the two-loop “sunrise”
diagram in the impurity self-energy at order γ2, given by
Σ(2)(p, iω) = −(2piγ)2
∑
k
∑
q
∫
dνk
2pi
∫
dνq
2pi
×Tr{G(k + q)G(k)}Gd(p− q). (19)
The integration is performed such that both particle and
hole momenta lie in the shell between K ′ and K. We
are only interested in the result for small ω, p. To lowest
order in p and ω the self-energy has the form
Σ(2)(p, iω) ≈ iaω − (a+ b) p
2
2M
. (20)
We seek expressions for the coefficients a and b, which
determine the renormalized M and Z through dZ = a
and dM = bM . The result is
a = −γ
2µ+µ−
2
FZ
(m+
M
,
m−
M
)
d`, (21)
b =
γ2(µ+µ−)3/2
2M
FM
(m+
M
,
m−
M
)
d`. (22)
The functions of mass ratios are
7FZ (r+, r−) =
∫ pi/2
0
dα
(1 + r+)(1 + r−)
r+r− sinα cosα
 1+r−2r− cos2 α+ 1+r+2r+ sin2 α√(
1+r−
2r−
cos2 α+ 1+r+2r+ sin
2 α
)2
− sin2 α cos2 α
− 1
 , (23)
FM (r+, r−) = 2
∫ pi/2
0
dα
[
(1 + r+)(1 + r−)
r+r−
]3/2
1− sin(2α)[3L+ 2(L2 − 1)3/2 − 2L3]
sin2(2α)(L2 − 1)3/2 , (24)
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FIG. 4: The functions of mass ratios that appear in the RG
equations for M(Λ) and Z(Λ).
where
L(α, r+, r−) =
1+r+
r+
sin2 α+ 1+r−r− cos
2 α
sin(2α)
. (25)
The functions FZ(r+, r−) and FM (r+, r−) are illustrated
in Fig. 4. Note that they are smooth functions of the
mass ratios with values of order 1.
2. Mapping onto 1D chiral fermions
Using the partial wave expansion in Eq. (6) of the
main text, we can write the free fermion model in the
form
H0 =
∑
λ=±
∫
d2p
(2pi)2
λp2
2mλ
Ψ†λ(p)Ψλ(p)
=
∑
λ,`
λ
8pi2mλ
∫ ∞
0
dp p2χ†λ,`(p)χλ,`(p). (26)
Performing the change of variable to K = p2/(8pi2mλ)
and switching to the rescaled fields ψλ,`(K), we obtain
H0 =
∑
λ,`
λ
∫ ∞
0
dKKψ†λ,`(K)ψλ,`(K)
=
∑
`
∫ ∞
−∞
dKKψ†` (K)ψ` (K), (27)
where ψ`(K) ≡ θ(K)ψ+,`(K) + isgn(`)θ(−K)ψ−,`(−K).
The chiral fermion in “real” space is the Fourier transform
ψ`(x) =
1√
2pi
∫ ∞
−∞
dK eiKxψ`(K). (28)
The potential scattering associated with the impurity
at the origin can be written as
Hint = 2piγ
∗∑
λ,µ
∫
d2k
(2pi)2
∫
d2p
(2pi)2
V λ,µk,p Ψ
†
λ(k)Ψµ(p),
(29)
where V λ,µk,p = [U
†(k)U(p)]λµ. From Eq. (14), we see
that the amplitude V λ,µk,p only depends on the polar angles
of k and p. Written as a matrix in the band basis:
Vk,p =
(
cos(θk − θp) sin(θk − θp)
− sin(θk − θp) cos(θk − θp)
)
. (30)
Substituting the partial wave expansion into Eq. (29),
we obtain
Hint =
γ∗
2pi
∑
λ,µ
∫ ∞
0
dk k
∫ ∞
0
dp p
∫ pi
−pi
dθp
2pi
∫ pi
−pi
dθk
2pi
×V λ,µk,p
∑
`,`′
ei(`θp−`
′θk)
2pi
√
pk
χ†λ,`(k)χµ,`′(p)
=
g
2
∫ ∞
0
dK
∫ ∞
0
dK′
[
w
1
2ψ†1(K)ψ1(K′)
+w−
1
2ψ†1(−K)ψ1(−K′) + ψ†1(K)ψ1(−K′)
+ψ†1(−K)ψ1(K′) + (1→ −1)
]
, (31)
8where w = m+/m−. We separate two terms Hint =
H
(s)
int +H
(a)
int with
H
(s)
int =
g
2
∫ ∞
−∞
dK
∫ ∞
−∞
dK′
[
ψ†1(K)ψ1(K′)
+(1→ −1)] , (32)
H
(a)
int =
∫ ∞
0
dK
∫ ∞
0
dK′
[
κ+ψ
†
1(K)ψ1(K′)
+κ−ψ
†
1(−K)ψ1(−K′) + (1→ −1)
]
, (33)
where κ+ ≡ (w 12 − 1)g/2 and κ− ≡ (w− 12 − 1)g/2. The
term H(s)int is the usual potential scattering and is local in
the real 1D space
H
(s)
int = pig[ψ
†
1(0)ψ1(0) + ψ
†
−1(0)ψ−1(0)]. (34)
The term H(a)int is due to the asymmetry between particle-
to-particle versus hole-to-hole scattering processes. We
can show that this term is irrelevant in the RG sense. In
terms of the chiral fermions, we write
H
(a)
int =
κ+
2pi
∫
dx1dx2
ψ†1(x1)ψ1(x2)
(x1 + iη)(x2 − iη)
+
κ−
2pi
∫
dx1dx2
ψ†1(x1)ψ1(x2)
(x1 − iη)(x2 + iη)
+(1→ −1). (35)
We employ Eq. (35) to work out the renormalization us-
ing the operator product expansion of the fermion fields
in real space. The imaginary parts with η → 0+ control
the positions of poles in the integrations over Euclidean
spacetime. This way we obtain the RG equations to sec-
ond order in κ±
dκ+
d`
= κ2+,
dκ−
d`
= −κ2−. (36)
Note that κ+ < 0 and κ− > 0 since w < 1 in the regime
m+ < m−. Thus, the particle-hole asymmetry in the po-
tential scattering is irrelevant. However, like other irrele-
vant perturbations, H(a)int may renormalize the scattering
amplitude g at the low-energy fixed point. This effect
can be accounted for if we replace the weak coupling ex-
pression g = γ∗√m+m− (valid to first order in γ∗) by
the relation g = δ/pi, where δ is the exact phase shift of
the potential, as in the usual OC [40]. Dropping H(a)int ,
we obtain the Hamiltonian in Eq. (7) of the main text.
3. Correlations in the regime m+ < m−
We bosonize the chiral fermions in the form
ψ` (x) ∼ e−i
√
2piϕ`(x), (37)
where ϕ`(x) is a chiral bosonic field that obeys
[ϕ`(x), ∂rϕ`′(x
′)] = −iδ`,`′δ(x − x′). The bosonized ver-
sion of the Hamiltonian in Eq. (7) of the main text reads
Hloc =
∑
`∈Z
1
2
∫ +∞
−∞
dx (∂xϕ`)
2
−g
√
pi
2
[∂xϕ1(0) + ∂xϕ−1(0)]. (38)
We can eliminate the boundary operator by performing
a unitary transformation
U = exp
{
−ig
√
pi
2
[ϕ1(0) + ϕ−1(0)]
}
, (39)
which acts as
H˜loc = U
†HlocU =
∑
`
1
2
∫ +∞
−∞
dx (∂xϕ`)
2 = H0. (40)
The decay of the impurity Green’s function is due to
the OC when we change the boundary condition in the
` = ±1 channels. Let us denote the ground state of H
(in the presence of the impurity) as |0˜〉 = U |0〉, where |0〉
is the ground state of H0. Following Ref. 54, we write
the impurity Green’s function as
〈d(t)d†(0)〉 = 〈0|U(t)U†(0)|0〉. (41)
This is a correlation function of the vertex operator in Eq.
(39) evolved with the noninteracting Hamiltonian H0.
Normal ordering the exponentials and using the Baker-
Hausdorff formula eAeB = eBeAe[A,B] we obtain
〈d(t)d†(0)〉 ∝ t−g2/2. (42)
To calculate the mobility, first we have to account for
the finite mass of the impurity before we set up the calcu-
lation of the correlation function at the low-energy fixed
point. The physical picture here is that when the im-
purity is very heavy the particle-hole excitations in the
Fermi gas can follow its motion adiabatically. Thus, it is
convenient to transform to the impurity frame and then
determine the current decay through the correlation of
the cloud that dresses the impurity.
We rewrite the time derivative of the current operator
in the impurity frame in terms of chiral fermions:
∂tJ˜d = −2piγ
∗
M
[Ψ†(0)∇Ψ(0) + h.c.]
= − iγ
∗
2piM
∑
λ
∫
d2k
∫
d2ppΨ†λ(k)Ψλ(p) + h.c.
= − i8pi
4γ∗
M
∑
λ
(2m3λ)
1/2
∫ ∞
0
dK
∫ ∞
0
dK′
×
√
K′ψ†λ,0(K)ψλ,1(K′) + (1→ −1) + h.c.. (43)
Note that the operator now transfer fermions between
` = 0 and ` = ±1 channels.
9Let us consider the correlation in imaginary time
R(τ) = 〈∂tJ˜d(τ) · ∂tJ˜d(0)〉. (44)
We can calculate the correlation at zero temperature and
later obtain the finite-temperature result using a confor-
mal mapping. At zero temperature, R(τ) decays as a
power law with an exponent determined by the scaling
dimension of the operator ∂tJ˜d. Since we are only inter-
ested in the exponent and not on the prefactor, let us
focus on the contribution from ` = 1
R(τ) ∼ R0(τ)R1(τ), (45)
where we used the decoupling of ` = 0 and ` = 1 channels
to factorize the correlation into
R0(τ) =
∫ ∞
0
dK1
∫ ∞
0
dK2 〈ψ0(K1, τ)ψ†0(K2, 0)〉,(46)
R1(τ) =
∫ ∞
0
dK1
∫ ∞
0
dK2
√
K1K2
×〈ψ†1(K1, τ)ψ1(K2, 0)〉. (47)
The ` = 0 channel is free and ψ0(x) has scaling dimension
1/2. Thus, it is easy to check that R0(τ) ∼ 1/τ . For the
` = 1 channel, the correlation is affected by the boundary
operator. The dominant long-time decay stems from the
vicinity of x = 0 and can be written in the form
R1(τ) ∼ 1
τ
〈ψ†1(0, τ)ψ1(0, 0)〉. (48)
This correlation for the fermion field is analogous to that
in the optical absorption rate in the x-ray edge problem
[40]. Unlike the impurity Green’s function, in this case
the correlation decays more slowly when we turn on the
potential with g > 0. We have
〈ψ†1(0, τ)ψ1(0, 0)〉 = 〈0|eH0τ ψ˜†1(0)e−H0τ ψ˜1(0)|0〉, (49)
where the transformed field
ψ˜1(0) ∼ e−i
√
2pi(1−g/2)ϕ1(0) (50)
has scaling dimension (1− g/2)2/2. As a result, the cor-
relation decays as
〈ψ†1(0, τ)ψ1(0, 0)〉 ∼ τ−1+ν , (51)
with ν = 1− (1− g/2)2 = g − g2/4.
Putting everything together, the correlation in Eq.
(44) at zero temperature decays as
R(τ) ∼ τ−3+ν . (52)
Mapping to finite temperature and real time, we obtain
ImRret(ω) ∼
∫ ∞
0
dt eiωt
[
piT
sinh(piTt)
]3−ν
∼ T 2−νB
(
3− ν
2
− iω
2piT
, ν − 2
)
, (53)
where B(x, y) is Euler’s beta function. Since we are in-
terested in the dc limit, we expand the beta function for
small ω and obtain
ImRret(ω) ∼ ωT 1−ν . (54)
This leads to the result for the mobility µ(T ) ∝ T−1+ν
and for the diffusion coefficient D(T ) ∝ T ν .
