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Abstract 
In this paper. the basic framework and algorithms of a decision support system are discussed. which enhance 
process and capacity planning at a large repair shop. The research is strongly motivated by experiences in a 
project carried out at a dockyard, which performs repair, overhaul and modification programs for various classes 
of navy ships. We outline the basic requirements placed upon order acceptance, process planning and capacity 
scheduling for large maintenance projects. In subsequent sections a number of procedures and algorithms to deal 
with these requirements, in particular a procedure for workload-based capacity planning, a database system to 
support process planning are developed, as well as a resourceconstrained project scheduling system to support 
work planning at a more detailed level. The system has been designed to support decision making at the Navy 
Dockyard in particular, however, we believe that, due to its generic structure, it is applicable to a wide range of 
project-based manufacturing and maintenance environments. 
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1 Introduction the maintenance of complex systems. 
Maintenance, repair and overhaul of complex industrial 
and defence systems have received considerable atten- 
tion in the last decades, due to the high amounts of cap- 
ital invested and the high availability rates requested. 
Attention has in particular been given to the deternii- 
nation of close to optimal maintenance policies, balanc- 
ing the costs of preventive maintenance actions against 
the costs of malfunctioning(sub)systems. Once these 
policies have been determined, it is often assumed that 
sufficient system-knowledge and capacit,y is available to 
carry out any action needed to increase system perfor- 
mance to the desired level. 
However, the increasing complexity of many syst,ems 
and the costs of both maintenance specialists and equip 
ment do not justify such an assumption. Both pre- 
ventive and corrective maintenance often start with a 
functional description of the state of a component or 
subsystem. The transition of such a functional descrip 
tion into a technical specification of the actions needed 
to  overhaul the system often requires the support of 
advanced process planning systems. Nevertheless, even 
before that stage, often a rough estimate of the capacity 
needed from various resource groups is required in or- 
der to be able to quote both a delivery date and a price. 
Subsequently, process planning is needed to  determine 
what actions are needed after which scheduling proce- 
dures prescribe when each of these actions should be 
performed, in order to ensure a timely and cost-efficient 
completion of the work. taking into account the limited 
availability of resource groups. Such a schedule should 
be robust against small deviations of a prescribed task 
duration, while a revised schedule needs to be available 
quickly in case of a major deviation, as often occurs in 
This paper describes the basic architecture and the 
iinclerlying procedures of a system developed to support 
decision making at a large repair and maintenance fa- 
cility. The outline of activities sketched above already 
reveals the hierarchical nature of carrying out overhaul 
and maintenance of complex systems. Despite the ur- 
gent need and perhaps due to its inherent complexity: 
not much work is done on the analysis and the devel- 
opment of decision support systems for project-based 
maintenance, see e.g.  Kelly and Harris [$. 5lnnn [9] 
or Jarcline [4]. In particular, riot niuch attention has 
been paid to information systems requirements to sup- 
port both process and capacity planning at several lev- 
els. But even when all activities have been specified 
(with respect to time, materials and capacity needed), 
the scheduling of these activities remains a formidable 
task. 
This paper addresses some of the questions raised 
above. It is written in the context of the develop 
ment of a Decision Support System for the Dockyard 
of the Royal Netherlands Kavy, as part of a larger re- 
engineering project, which has been described in a pre- 
vious paper (Zijm [12]). However, we believe that, clue 
to the generic nature of both structure and methods 
used, the framework of the DSS has a much wider range 
of application. In the next section, the most important 
characteristics of the Navy Dockyard are briefly listed, 
followed by a description of the essential features of the 
process planning database. Next, procedures to support 
aggregate (rough cut) capacity planning and activity 
scheduling for maintenance projects are discussed. Sev- 
eral extensions to  the models and the algorithms are 
mentioned in a concluding section. 
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2 The Royal Netherlands Navy 
Dockyard 
The Royal Ketherlands Navy Dockyard is responsible 
for the maintenance, repair and modification of plat- 
form systems on board of all warships (frigates. sub- 
marines and mine counter vessels) of the Dutch Defence 
organisation. Platform systems comprise the hull. the 
propulsion system and all supporting systems such as 
energy supply systems, climate control, etc. Additional 
tasks include the maintenance of a variety of minor ships 
and shore facilities, as well as the repair of components 
or subsystems which have been replaced during a pre- 
ceding maintenance period. 
Maintenance on ships, if not urgent, takes place be- 
tween operational periods. Due to international oblig- 
ations, these operational periods and hence also main- 
tenance periods are planned on a long term basis. As 
much as possible, available manpower and dock capac- 
ity is taken into account when planning these mainte- 
nance periods. The dockyard distinguishes long term 
maintenance (a  major overhaul and modification pro- 
gram, once every six years and lasting up to a year for 
some large ships), between time maintenance (a  mod- 
erate overhaul, once every six years, alternately with 
long term maintenance, and taking up to three months) 
and appointed incidental maintenance (a few times per 
year, each lasting for a couple of weeks). Apart from 
these three categories, a ship may need incidental main- 
tenance (corrective repair actions which cannot wait 
for a forthcoming appointed maintenance period). Ma- 
jor modification and overhaul programs are typically 
planned and executed as a project, whereas regular short 
term services as well as all kind of independent repair 
activities are performed on a job shop basis. A detailed 
analysis revealed that almost 60 % of the work (inchid- 
ing both engineering and maintenance activities) should 
be handled on a project basis. Note that typically in 
large projects a lot of engineering work precedes actual 
maintenance; therefore a t  the start often only rough es- 
timates of the amount of work to be done are available 
whereas during the first phases gradually more accurate 
information becomes available. 
This paper concentrates on the planning and execu- 
tion of maintenance projects. In particular, an outline 
is given of the characteristics of a standards database 
developed to support process planning and thereby de- 
livering input to both aggregate and detailed capacity 
planning. Subsequently, a formulation and a solution 
methodology to the aggregate capacity planning prob- 
lem is given, in order to enable a sound order acceptance 
procedure, i e .  to make sure that the total amount of 
work requested can be completed within a pre-specified 
period. Finally, to guide the overall execution of the 
project, a solution method for the more detailed re- 
source constrained project scheduling problem is dis- 
cussed. 
3 A standards database for pro- 
cess planning 
The standards database developed to support process 
planning is based on a coding system which reflects 
a material breakdown structure of the systems in use. 
Figure 1 displays the basic material breakdown struc- 
ture of a ship. Each ship in use ( e . g  a frigate) he- 
Components 0 
Figure 1: Material breakdown structure. 
longs to a class of similar ships (e .9.  the class of multi- 
purpose frigates or 34-frigates) and can be decomposed 
into a number of installations or subsystems, according 
to the wcalled Basic Standard Material Classification 
(BSMC) coding system. Each installation can be fur- 
ther decomposed into standard and non-standard com- 
ponents (cf. Figure 2). For standard components a 
iT> 11 Steps 
Capacities 
Figure 2: Maintenance breakdown. 
number of maintenance levels (five in case of the Navy) 
are defined, ranging from minor maintenance to an ex- 
tensive overhaul. In the case of the Navy Dockyard, a 
maximum of eleven steps are defined to describe the ba- 
sic elements of the most extensive overhaul: each other 
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altcrnativc only needs a subset of these eleven steps. 
For each step, norm times as well as norm capacities 
are defined. Table 1 lists the eleven phases which in 
principle may constitute a major overhaul. 
STEP DESCRIPTION 
1 inspection on board 
2 disassembly on board 
3 transport to work shop 
4 disassembly in work shop 
5 revision in work shop 
6 assembly in work shop 
7 testing in work shop 
8 transport to ship 
9 revision on board 
10 assembly on board 
11 testing and start up 
Table 1: Eleven steps in maintenance. 
For each appointed maintenance period (cf. Sec- 
tion 2), a basic list of standard maintenance actions is 
available for installations which have to undergo some 
overhaul. Preceding the arrival of the ship at  the Dock- 
yard, a supplementary list is constructed of requested 
repair actions, based on experiences during the opera- 
tional period. Based on these two lists and possibly ad- 
ditional information, one maintenance level is selected 
for each standard component of each installation that 
is considered for maintenance. For non-standard com- 
ponents and for modifications, engineering has to pro- 
vide an initial rough estimate of the time and capacity 
needed to perform the job. Work on non-standar? com- 
ponents may also comprise e.g. the assembly of pipe- 
lines in which case an experienced process planner can 
prepare the job. This information in turn is used to es- 
timate whether all the work rcquested can be performed 
in the admitted maintenance period. In case a timely 
completion of the projected work becomes questionable, 
alternative actions should be considered. These will be 
discussed in the next section. 
The above description indicates that the informa- 
tion provided by the standards database plays a cru- 
cial role a t  a rough cut capacity planning level and in 
the process planning, which in turn provides the input 
to the detailed project scheduling. Different levels of 
aggregation of the information are used. This is once 
again demonstrated in Figure 3 which displays the ba- 
sic phases in each maintenance project: order accep 
tance, process planning, capacity and materials plan- 
ning, project execution, and evaluation and service. 
In the next section, the use of this information on both 
capacity planning levels is discussed. 
4 Aggregate capacity planniug 
Aggregate capacity planning is crucial at the order ac- 
ceptance phase when checking whether the project can 
be completed within a requested time window, taking 
into account available capacity constraints. 
mnnilorini 
diagnostics 
nccp - scheduling & performance 
phase 
Figure 3: Support in each phase. 
4.1 The Rough-Cut Capacity Planning 
problem 
In this phase, only aggregate data is used. A number 
of resource groups are defined (either personnel or some 
unique equipment) while for a number of periods (e.g. 
weeks) in the future the amount of free capacity of each 
group is known, as a result of the overall available ca- 
pacity and the capacity already reserved for previously 
scheduled projects and job shop work (possibly includ- 
ing a reservation for rush orders). ?;ow, suppose a new 
project arrives! specified through a number of jobs. De- 
pending on whether the work is standard or not. ei- 
ther input from the process planning database or from 
engineering is needed to roughly estimate the resource 
requirements (a job may simultaneously need capacity 
from several resource groups). Both precedence and ex- 
clusion relations between jobs may exist. X job may 
be executed in several modes, e.g. by using more per- 
sonnel, the job may be completed in a shorter time. 
However, a minimum duration of each job (due to tech- 
nical restrictions) is also specified, with the associated 
capacity of each resource group needed. Finally, each 
job may have a release date, following from either the 
precedence relations or from the availability of critical 
materials or parts (or sometimes even as a result of a 
customer’s wish). The task of order acceptance is first 
of all to quote a delivery date based on the functional 
specifications of the work requested, the aggegate ca- 
pacity specifications and possibly critical material avail- 
ability following from the process planning database or 
from engineering, and the available capacity of each re- 
source group. Alternatively, one may wish to have the 
work completed within a previously specified time win- 
dow (as is often the case in the Navy, due to external 
considerations). 
4.2 A solution procedure 
As mentioned earlicr, it is appropriate a t  this level of 
aggregation to divide the planning horizon in relatively 
large time buckets of one week, say. A simple forward 
planning heuristic is proposed, based on subsequently 
scheduling jobs from a set of eligible jobs E.  Initially, 
E is the set of all jobs with no predecessors. Suppose a 
number of jobs have been scheduled. The job Ji E E to 
be scheduled next is the one with the longest tail (where 
this tail is defined as the minimum time needed to corn- 
plete all successors of Ji without taking into account 
any capacity constraint). In case of ties, the job with 
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the minimum completion time is scheduled, subject to 
its release date. the required and available capacity of 
each resource group needed: and thc minimum dura- 
tion. Xcxt, the release dates of the swcessors of J ,  are 
updated according to the completion time of J,, J ,  is 
removed from E .  and its successors with no unscheduled 
predecessors are added to E.  This step is repeated un- 
til all jobs have been scheduled. The due date-of the 
project is now set to the maximum of the completion 
times of all jobs. Note that in this rough cut capacity 
planning procedure each job is assumed to be executed 
within the minimum time duration possible, given the 
capacity constraints. 
If, for any reason. the due date is not satisfactory to 
the customer, a number of options are available, such as 
hiring additional personnel or subcontracting, working 
in overtime and. in the case of the Yavy, even post- 
poning certain jobs to the next maintenance period. In 
principle, the rough cut capacity planning procedure 
may indicate which jobs are critical in meeting the due 
date. thereby suggesting options to concentrate on when 
considering alternative measures. Clearly, each alterna- 
tive requires a rerun of the heuristic. 
The reader may note that the due date set by the 
above described procedure may be rather tight. Flex- 
ibility of manpower and with respect to work contents 
( c t  Chryssolouris [I]) plays a crucial role in meeting 
these due dates, in particular given the amount of un- 
certainty always present when executing maintenance 
jobs. Fortunately, this flexibility exists a t  the dockyard; 
repair jobs of replaced items, for which capacity has 
been reserved, can often be delayed in favour of more 
urgent work, whereas the use of multi-functional teams 
([12]) and the possibility to exchange capacity between 
projects that are executed simultaneously provides ad- 
ditional flexibility. The ultimate check follows from a 
more detailed capacity scheduling. requiring more in- 
formation on all activities which together constitute the 
jobs. This will be the subject of Section 5 .  
required hours / 
J j  
J 1  
. I  
rel.(wk) res. 1 1 res. 2 predecessors 
2 200 / 2 1 300 / 2 QI 
52 
53 
54 
data in the columns represent the job number, its release 
date, the required hours and minimum duration on each 
resource, and its predecessors, respectively. Figure 4 
shows the solution of our approach, resulting in a due 
date a t  the end of week 10. The thick lines indicate 
the maximum available capacity of the resources. 
0 200 / 2 600 / 3 8 
3 600 / 3 1001 1 J 1  J2 
6 400 / 2 400 / 2 J3 
weeks 
C1 
L 
2 400 
weeks 
Figure 4: Rough cut capacity planning. 
5 Finite capacity scheduling 
In this section, the Resource Constrained Project Sched- 
uling Problem (RCPSP) is discussed in its pure form, 
as well as several solution techniques. Next, a number 
of extensions are formulated which on the one hand re- 
flect practicalities of the problem discussed in this paper 
and on the other hand can be easily incorporated in the 
solution method chosen. 
5.1 The resource constrained project 
The RCPSP is the problem of scheduling activities of 
one project subject to precedence relations between ac- 
tivities where each activity may need capacity from var- 
ious resource groups simultaneously and the capacity of 
each resource group is limited. There are K resource 
groups Rl! Rz, . . . , RK available to process the activi- 
ties. Resource group R k  ( k  = 1,2 , .  . . ~ K) consists of 
Q k  identical servers (e.g., machines or men) which are 
continuously available from time 0 onwards. Each server 
can process at  most one activity at a time. 
The project consists of N activities which we denote 
by A ,  , A z , .  . . , A N .  Each activity A, ( j  = 1 , 2 , .  . . , A-) 
requires q j k  5 Q k  servers of resource R k  (k = 1,2,. . . ! 
K) during a non-interrupted interval of p j  time units. 
The set 'Pj denotes the predecessors of activity A j .  Each 
activity in Pj must be completed before Aj can start. 
A schedule u specifies for each activity Aj a comple- 
tion time Cj(u). It is feasible if both the capacity and 
the precedence constraints are met. The objective is to 
find a feasible schedule in which the time to complete 
all activities, C,,,=(u), is minimized, where C,,,,(a) = 
maxj=l,z,.. ,,v Cj(u), also called the makespan of sched- 
ule 6. 
scheduling problem 
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5.2 A solution methodology for the 
RCPSP 
Several solution techniques have been proposed to solve 
the RCPSP. Exact algorithms, 1.e. algorithms that yield 
optimal solutions, are based on either integer linear pro- 
gramming or enumeration techniques such as dynamic 
programming or branch and bound. Integer linear pro- 
gramming approaches are only suitable for very small 
instances of the RCPSP: the most successful optimal 
algorithms currently available are based on branch and 
bound techniques, see Mingozzi et al. !lo!, and De- 
meulemeester and Herroelen (31. 
Unfortunately, even the best optimal algorithms cur- 
rently available require too much computation time to 
make them applicable for problems of realistic size in a 
dynamic environment. Therefore, a variety of heuristics 
has been developed to obtain good but not necessarily 
optimal solutions. In particular for maintenance prob- 
lems as discussed here. the notion of mathematical op- 
timality is less relevant, due to the inaccuracy of input 
data. Speed of the execution time of the algorithm may 
be important, due to the fact that changing circum- 
stances may cause the need to reschedule frequently. A 
straightforward way to determine a feasible solution to 
the RCPSP is the use of either a single priority rule 
(Kolisch IS]) or several different priority rules. In the 
latter case, the best among a number of obtained feasi- 
ble solutions is chosen. see e.g. Li and Willis [8]. Various 
different solutions are also obtained by using one prior- 
ity rule but biasing the priority values of the activities 
randomly, a method which is known as the sampling ap- 
proach. One of the most successful sampling procedures 
is the adaptive search method, proposed by Kolisch and 
Drexl 171. In this paper, the latter method has been 
chosen to exploit further for two reasons: its computa- 
tional performance (both with respect to the quality of 
the solution and the speed of the method) and its abil- 
ity to incorporate many additional features which are 
typical for maintenance problems as discussed in this 
paper. 
5.2.1 An example 
Consider an example in which a project consisting of five 
activities A1, A 2 , .  . . , As has to be scheduled. There are 
two resources R1 and Rz available to  process the activ- 
ities. Resource R1 consists of two ident.ica1 servers; R2 
has only one server. Table 3 contains the activity data. 
Note that activity As has no precedence relations with 
Table 3: Activity data. 
the other activities. Figure 5 displays a feasible sched- 
ule for this example. The makespan of this schedule is 
7. 
..... 
R? .4? Aj 1-44 I‘ 
I I I I 
0 1 2 3 4 5 6 ’ 7  
Fi,gre .5: -4 feasible schedule. 
5.3 Extensions of the basic RCPSP 
In the above description of the RCPSP, only one pro- 
ject is considered at  a time. However, within the Dock- 
yards maintenance process it may happen that at  some 
time, several projects, competing for the same resource 
groups: have to be (re)scheduled simultaneously. Each 
project may have its own release and due date while 
in addition even individual activities may be subject to 
release and due dates other than those following from 
the normal precedence relations. Note that, based on 
the precedence relations, both a virtual release date 
r, + max {T,, m&xA,Ep, (,r, + p i ) }  and a virtual due 
date d3 + min { d,, min(.A,1.4,Ep,) (di - pi)} can be com- 
puted for each activity. In this context, it is appro- 
priate to have an objective function that measures the 
due date performance, instead of minimizing makespan. 
In a schedule the lateness of an activity is defined as 
Lj(a) = Cj(o) - dj. A natural objective is to find 
the schedule which minimizes the maximum lateness 
Lmax(a), with Lmax(u) = maxJ=1,2, ..., J Lj(a). This o b  
jective function is also useful when part of the activities 
are autonomous, i.e.: not part of a project. In this case, 
each activity can have its own release and due date. 
Another extension concerns the already mentioned 
presence of varying capacity profiles over time. If no 
server within R rcsource group is available at  some pe- 
riod in time we say that the resource group is down. 
Such a downtime is called preemptive if it may interrupt 
the processing of an activity which may be continued 
later on. It is called non-preemptive if an activity must 
be processed completely before or after the downtime. 
The fact that the basic formulation of the RCPSP is 
restricted to a single processing mode for each activity is 
also undesirable. .4s in the global planning phase, one 
may use the possibility to  speed up the processing of 
an activity by adding additional servers of one resource 
group, up to a certain limit. Again, a minimum dura- 
t.ion almost always exists due to technical limitations. 
The use of multiple modes offers additional flexibility in 
the resource allocation during scheduling. 
In addition to precedence relations, also exclusion 
relations may be present. These are easily incorporated 
in the procedure by adding an artificial resource, to be 
used by any two activities that cannot be processed si- 
milltaneously (recall that activities may use several re- 
sources simultaneously). Contrary to resource groups 
that consist of personnel, such an artificial resource is 
always fully used by a single activity. 
Robustness against deviations of the planned pro- 
cessing times of activities can be incorporated by plan- 
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Iiing small delays between any two successive activities 
(possibly depending on the type of activity) or, at  the 
higher capacity planning level, between jobs. Such a 
procedure has proven to be successful in related job shop 
planning procedures and is easily included in the cur- 
rent solution methodology for both capacity planning 
and resource constrained project scheduling. 
Finally. the reader may bear in mind that in general 
the number of skills of personnel is less limited than 
suggested in the above formulations. Even more. for 
many companies the training of personnel to become 
multi-skilled is part of a policy to attain more flexibility. 
Since multi-skilled operators generally may have higher 
wage rates, a tactical question is how much training is 
needed to arrive at  a desired flexibility level. 
Fortunately, the first five extensions are relatively 
easy to incorporate in the selected solution method for 
the RCPSP. The inclusion of the fifth option is less easy: 
this is the subject of current research. 
6 Summary and conclusions 
In this paper, we have described three important ele- 
ments of a decision support system to enhance process 
and capacity planning in a project-based maintenance 
shop. In particular, procedures have been defined for 
both aggregate capacity planning and detailed capacity 
scheduling of large maintenance projects, where infor- 
mation is generated through the use of a process plan- 
ning database. Two small examples demonstrate the 
procedures. Extensive tests of the individual algorithms 
for the RCPSP reveale an excellent performance while 
a number of practical extensions can be easily incor- 
porated. Both the aggregate capacity planning proce- 
dure, the adaptive search algorithm for the (extended) 
RCPSP and the process planning database are currently 
implernentcd in an overall decision support system. 
The due dates set by the global capacity planning 
procedure may seem rather tight a t  first glance, how- 
ever, the prcsence of additional flexibility in the work- 
force ensures that the promised delivery dates are real- 
istic. First of all, capacity can be exchanged between 
several projects while reservations made for the repair 
of stock items can temporarily be used to resolve bot- 
tlenecks (as long as the estimation of the total capacity 
needed from a resource group is still reasonable). Fur- 
thermore, the dockyard has decided to define various 
multi-functional teams, based on multi-skilled person- 
nel, which are able to execute a complete job as a team 
without intervention of planners between the comple- 
tion of subsequent activities within such a job (see also 
Zijm [12]). Therefore, a delay within one activity may 
(partly) be compensated by speeding up some subse- 
quent activities. 
The set of procedures outlined here is currently un- 
der implementation a t  the Dockyard, together with var- 
ious changes in the actual production system, [12!. close- 
ly related to the topics discussed in this paper. The 
installation of multi-functional teams was already men- 
tioned but also a closer co-operation between engineer- 
ing and maintenance has been achieved, together with 
a new production management model. In particular, 
research is needed on the availability of materials and 
spare parts as a necessary condition to complete projects 
in time. Some results on this issue are presented by 
Clark [2] and Sherbrooke [ll] but a complete integra- 
tion of material and capacity planning is still far from 
reality. This will be the topic of future research. 
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