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A second order nonlinear partial differential equation satisfied by ahomogeneous 
function fu(.Y,, . . .Y~) and v(x , , . . xN) is obtained, where u is a solution fthe 
related base equation and c is an arbitrary function. The specitic case where L’ is 
also a solution fthe base equation is discussed indetail. Some classes ofsolvable 
nonlinear equations are deduced from our results. A  an application, the solution 
for the nonlinear partial differential equation arising in quantum mechanics is 
discussed and the solutions for the equations considered byKostin are deduced as 
special cases. ( 1988 Academrc Press, Inc : 
1. INTRODUCTION 
Kamke [l], Pinney [Z], Thomas [3], Herbst 141, and Reid [S, 63 have 
discussed thesolutions f ome types of nonlinear ordinary differential 
equations i  terms of the solutions f certain associated linear differential 
equations, also called the base quations. Compared to the ordinary dif- 
ferential equations, theuse of base quations for solving onlinear p tial 
differential equ tions is not so extensive. A small survey of the literature, 
where the base equations technique has been so employed in different 
fields, canbe found in Reid and Burt [7]. Extending the results of Reid 
[6], Reid and Burt [7, S] discuss the solutions a dsome applications of 
second order nonlinear p rtial differential equ tions by applying the base 
equation method. 
The author [9] has discussed r cently hesolutions f ome classes of 
second order nonlinear ordinary differential equ tions as homogeneous 
functions of the solutions of an associated second order linear 
homogeneous equation. I  this paper the same procedure is xtended to
obtain the results for the case of N dimensions. 
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We define a linear partial differential operator 
L = f fij(X) &,+ ,f gi(-“) &., (1.1) 
r.,= 1 “1 I r=l I 
where x= (x,, .x2, . ..Y~). 
Two linearly independent functions u(x) and r(x) are assumed to satisfy 
the linear equation 
[L + h(x)] d(x) = 0. (1.2) 
Let k, I, and m be three real nonzero numbers uch that kl= 1 and u, h, c, 
and CI are arbitrary constants. For afunction 4(x), we denote 
8,.=$ 
I 
d.r,y, =&.
y, -, 
Reid and Burt [7, S] have proved that 
4 = [mm + mbu”-V + CIY’]“~~ 
satisfies th  nonlinear p tial differential equ tion 
provided 
f(x) = kW2Q, 
(1.3) 
(1.4) 
(1.5) 
(1.6) 
where 
(1.7) 
i.j= 1 
Q=~b~(~-~)~2”~“~2~“-2+bc(m-~)(m-~-1)~”-”-2~”+’~2 
+ ca(m- l)(~u)~~~ - b*a(m-a) u2m--Za~2u2a~2. (1.8) 
The function W is a generalization of the Wronskian ofthe solutions u and 
u of a second order ordinary linear homogeneous equation. 
The objectives of this paper are: 
(i) to generalize the results of Reid and Burt [7]. We do this by 
replacing theexpression ad” + mbu m ~ ‘ua +. CU”’ in ( 1.4) by a homogeneous 
function F(u, u) of degree m where usatisfies th  linear equation (1.2) and u 
is an arbitrary function of x. Subsequently we discuss the case where uis 
also asolution of Eq. ( 1.2); 
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(ii) to develop a method, using our results, .for solving a second 
order nonlinear p tial differential equ tion fthe form (3.1) and to derive 
the solutions explicitly n some specific cases; 
(iii) to derive from our results the solution of a nonlinear partial 
differential equ tion arising in quantum echanics. 
2. MAIN RESULTS 
It is assumed that all the functions a dtheir partial derivatives occurring 
in our discussions are continuous. The function u is assumed to satisfy the
linear equation 
[L+h(x)]u=o. (2.1) 
Let w be an arbitrary function of X. Writing u =wu and 
where q(w) =F( 1, CO), we prove: 
THEOREM 1. Under the assumptions (2.1) and (2.2) the function 
cp = [F(u, up’” (2.3) 
is a solution fthe nonlinear partial differential equation (1.5) provided 
Q, = nlUZrn- ’ bw’ 
r.i= 1 
+ ZP 
[ 
f f&x, U.,~W,, [m$$” + (1 -m) $‘I] 
i.,= I 1 
+ nzu2m$$’ . 
,=I 1 
Here the primes denote differentiation with respect too. 
(2.4) 
(2.5) 
Proof We prove the theorem by the direct substitution echnique 
[2, 5, 6, 7, 93. Let us find a function f,(s) such that 4 given by (2.3) 
satisfies th  nonlinear p tial differential equ tion 
(2.6 1 
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From the relations kl= 1 and (2.2), we can rewrite (2.3) as
qP = urnI)( $(o) =F(1, 0). 
Subsituting (2.7) in(2.6) and using (2.1) weget 
fWr$P~~,(?c)=&z(l -m)@+ f &(X)4.& 
l,j= I 
(2.7) 
+ ,V” 2 f,,(x) %,W,, + UrnfLU. (2.8) 
i.j= I 
Multiplying both sides bym@” and substituting for d,, and d.r, onthe right 
side of (2.8) interms of U, o, and their partial derivatives, we note that he 
right side simplifies to Q,given by (2.5). Hence we get 
(2.9) 
Comparing (2.9) with the last erm on the right side of (1.5), we get the 
relation (2.4) which completes the proof of Theorem 1. 
In Theorem 1, w(x) is arbitrary. Now we define w(x) such that uand 
u = wu are two linearly independent solutions f the base quation (1.2). It 
is found in this case that he sum of the first and third terms in (2.5) iszero 
and hence Q, simplifies to Q2(say) where 
Q,=p+4 W*[mlC/$” + (1 -m) I+V’ J (2.10) 
and W is given by (1.7). Now we state Theorem 1for this case as follows: 
THEOREM 2. If uand v are two linearly independent solutions f the base 
equation (1.2), then function (2.3), under assumption (2.2), isa solution f
Eq. (1.5) provided 
f(x)=km-*Q,, (2.11) 
where Q, is given by (2.10). 
In the special case F(u, u) = aum + mbu”- V + cum, we find from (2.2) 
that Ii/(o) = a + mb& + cm”‘. Substituting in (2.10) and using (2.11) and 
(1.8) weobtain (1.6), the result obtained arlier by Burt and Reid [8]. 
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3. SOME APPLICATIONS 
We will now obtain a procedure to find the solution of the nonlinear 
partial differential equ tion 
where f&x), g,(x), and H(x) are given functions, p and n are constants # 1 
and f(x) f 0, but otherwise arbitrary. Thisequation isof the form 
whose solution is given by Theorem 2. Comparing (3.1) and (3.2) weget 
l-n k 2 m=-, -=- 
2(1--p) m l-n’ h(x)=(1-~1)H(x),m*(l-~)f(.u)=Q,. 
We state he results in 
(3.3) 
THEOREM 3. The function 
(I3 = [F(u, v)12” -?I (3.4) 
is a solution of Eq. (3.1) provided 
m2(l -P)S(-~)=Q,, (3.5) 
where F(u, v) is given by (2.2) with m = (1 -n)/2(1 -CL), Q2 is given by 
(2.10), and u and v are two linearly independent solutions f the base 
equation 
[r.+(l -/L)H(.x)]#=O. (3.6) 
If we assume some special forms for the homogeneous function F(u, v) 
involving arbitrary constants andprobably one or more parameters, then 
from (3.5) we can find the function f(x) in terms of u, v, IV, and the 
parameters. We also get arelation c necting theconstants as ociated with 
the quation a d one or more of the arbitrary constants as umed. Then the 
function (3.4) represents a solution of Eq. (3.1). 
The procedure is used subsequently to find the solutions, for example, in
the special cases where m = 1, 2, and 3. 
Remarks (1) The constants ,u and n allow the equation tocover a
variety of physical problems. 
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(2) It is to be noted that several classes of olvable nonlinear p tial 
differential equ tions f the form (3. I )arise b cause of
(a) the presence of U, u, and Win f(x) through the relation (3.5). 
(b) the assumption regarding theexplicit forms for F(u, u) involv- 
ing arbitrary constants andprobably some parameters, and 
(c) the arbitrary choice ofthe functions f,,(?r), g,(x), and H(x) and 
the constants p and n. 
We now discuss ome special cases of interest of Theorem 3 in the 
following corollaries. 
For the case m = 1 which implies 2 ) (1 -n) = l/( 1-,u), assuming 
F(u, u) = au + bu, where a and b are arbitrary constants, we find that 
Q, = 0. Hence (3.1) reduces to the following class of equations with 
quadratic nonlinearities, p beingaparameter of the class: 
CL+H(x)14=L4p1 2 fijtX)4\-,4r,9 p# 1. (3.7) 
i,j= I 
Hence we have: 
COROLLARY (4a). A solution fEq. (3.7) is given by 4 = [au + bu] l” - Pr 
where u and u are two linear& independent solutions of the base equation 
(3.6), and a and b are arbitrary constants. 
Next let us examine the relation (3.5) for asolution involving arbitrary 
constants, a, 6 and c under the assumptions (3.8) and (3.9) for the 
functions 
F(u, u) = [au + bu + cfi(u, )]“, (3.8) 
where f,(u, )is a linear homogeneous function involving parameters [for 
example, asgiven in (3.11) and (3.12)]: 
F( u, u) = aum + mbu”’ -V’ + cum, x being aparameter. (3.9) 
For the case (3.8), we find from (2.2) that I,G = X”, where 
X=a+bo+c$,(o) and $,(o)=f,(l,o). Then (3.5) reduces to
(1 -/L) f(x)=cwZu**~4X2*-‘~;,. (3.10) 
If a and b, which are present inX in the above relation, areto remain 
arbitrary, we must have m = f implying p =n. The resulting relation (3.10) 
determines thefunction f(x) and the constant c as well. Hence, for 
Eq. (3.1) where p = n, the solution given by (3.4) together with (3.8) 
involves the arbitrary constants a and b. 
Hence we deduce: 
4(ac -b2) =( 1 - n)fi. (3.15) 
COROLLARY (4e). A solution fthe equation 
[L+H(x)ld=i(n+3)(-’ 2 .f?(x 
r,,= I 
) 4.&r, + BW2F, (3.16 
363 HOMOGENEOUSSOLUTIONS 
Now we consider the following twospecial cases for fi(u, ): 
fl(U, v)= u%’ 1, a#% 1, (3.11) 
f,(u. )= (aov2+2b,uu + qJ4y u&,#b;. (3.12) 
The results corresponding to the above cases are given in Corollaries (4b)
and (4~). 
COROLLARY (4b). A solution fEq. (3.1) in which p= n # 1 is given by 
$= [uU+bU$Cu~U’~~]“‘~n, 
where a and b are arbitrary constants, c = (1 - n)/I/a(a - 1); a# 0, 1 and u 
and u are two linearly independent solutions f the base equation 
[L+(l -n) H(x)]d=O (3.13) 
prouidedf(.x)=/IW*~~~~‘u~+~, b’#O, W2 being iven by (1.7). 
COROLLARY (4~). For Eq. (3.1) in which ,n = n # 1, the function 
C$ = (au + bv + cZ)“* -’ is a solution , where Z= (aOu2 + 26,uv + cou2)“*; 
a,, b,, co are constants such that D = uOcO - bi # 0; a and b are arbitrary 
constants; c = (1 - n) /I/D; and u and v are two linearly independent solutions 
of the base quation (3.13 ) provided f (x) = j3 W2Zm3, /I’ # 0, W2 being iven 
by (1.7). 
For the assumption (3.9) for F(u, v), Ire find that (3.5) reduces to 
(1 -p)f(x)= W’Q(u, v), (3.14) 
where W and Q are given by ( I .7) and (1.8), respectively. Hence we obtain 
COROLLARY (4d). 4 = [aurn + mbum-zux + CU~]~“~” represents a 
solution fEq. d3.1) under the condition (3.14), where a, 6, c, and a are 
arbitrary constants and u and v are two linearly independent solutions f the 
base quation (3.6). 
In the particular c se m = 2 which implies p = (n + 3)/4, let us take a= 1. 
We find that he relation (3.14) issatisfied f (x) = j3 W2, fl# 0, and 
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in which fi # 0, n # 1, and W’ given by (1.6) is
f#J = [au’ + 2bUC + cvy pn, (3.17) 
where a, b, and c are arbitrary constants subject tothe condition (3.15) and u 
and v are two linearly independent solutions f the linear equation 
[L+$(l -n)H(x)]4=0. (3.18) 
For the cases m # 2, we assume some specific values for one or more of 
the constants a, b, c, and z in Corollary (4d) which enables u to find the 
solutions i volving arbitrary constants wherever possible. The summary of 
our analysis is presented h re. 
The constraints a d the corresponding solutions f Eq. (3.1) obtained 
from Corollary (4d) for certain mutually exclusive cases that arise are given 
in Table I. Here uand v represent twolinearly independent solutions f the 
base quations (3.6). W is given by (1.7) and m = (1 - n)/2( 1 -p). 
4. AN ILLUSTRATIVE EXAMPLE FROM QUANTUM MECHANICS 
(a) Derivation of Equations 
Let Ii/,(r) and $Jr) be two linearly independent complex wave functions 
satisfying the time-independent Schrodinger equation 
[ 
-g V’+ v(r)] $(r) = E$(r), (4.1) 
where V(r) is a real function a d E is a degenerate eigen value of the 
Hamiltonian operator. Assuming the principle of invariance under time 
reversal, we find that G:(r) and $:(r) are also solutions f the equation 
(4.1) (see, for example, [lo] ). Defining 
p= ICI:*23 (4.2) 
(4.3) 
a nonlinear differential equ tion satisfied by P can be derived byconsider- 
ing the relations forthe gradient and Laplacian for P, 
(4.4) 
(4.5) 
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From (4.3) and (4.4) weget 
4m’ 
~Jz+(VP)2=4Pv$~.V*L. 
Combining (4.5) and (4.6) and using (4.1), we obtain 
(4.6) 
(4.7) 
COROLLARYS. In the special case $, = $2 = @, P and J defined in 
(4.2) and (4.3) represent the probability density and the probability current 
density vector, espectivelyI, and the corresponding equation (4.7) is the one 
considered 6-yKostin [11, Eq. (16)]. 
COROLLARY 6. Taking the real solution tj(r) of(4.1) and defining P(r) =
I\C/(r)i’, the equation btained corresponding to (4.7) is 
V2P- $(V-E)P=; P-‘(VP)‘. (4.8) 
Kostin [11 J discusses the solutions of the one dimensional equation for the 
radial distribution function R(r) corresponding to the above cases in terms of 
the solutions of equivalent third order ordinary linear differential equations. 
Burt and Reid [ 121 have derived the general solution for the latter case. 
We now discuss olutions f Eqs. (4.7) and (4.8). 
(b) Solutions 
In spherical polars (r, 8, #), defining the linear partial differential 
operator 
c0td a 
+ ---k$(V-E), 
r de 
we find that Eq. (4.7) becomes 
(4.9) 
P2 +s J’P-‘. (4.10) 
( 1 
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Comparing this equation with (3.16), we have 
f,1=1,f~?=r~2,f33=(~sin8)-‘,f,i=Ofori#j, 
(4.1 la) 
g,=2/r, g,=cotB/t-‘, g,=O, n= -1, H= $(V-E). 
Now we will prove that 
2m2 
F J2 = b’w’. (4.11b) 
Let u and L’ be two linearly independent solutions f the base quation 
(3.18) i.e., 
%,24 = 03 (4.12) 
which is the same as the Schrbdinger equation (4.1) inspherical po ars. 
Obviously U*and u* are also solutions f this equation. 
Taking $: = u and I/~=u and using (4.3) and (4.11a) weget (4.11b) 
where B= -f. Hence from (3.15) and (3.17) wefind that a solution of 
(4.10) is given by 
P = au2 + 2huv + cu2 
where a, 6, and c are arbitrary constants such that 
ac - b2 = -4, 
(4.13a) 
(4.13b) 
COROLLARY 7. For Kostin’s equation (4.7) where $, = ti2 = $, the 
solution P = @@ * given by (4.13) must be real. To see how this is possible, w  
use here an analysis similar tothat of Burt and Reid [12]. By equating to
zero the imaginary part of the solution (4.13a) andusing the fact hat uand v 
are linearly independent we prove that it is possible tochoose real and 
linearly independent functions U,and V, satisfying thebase quation (4.12) 
and hence that a, b, and c must be real. Thus 
P = aUf + 2bU, V, + cVf (4.14) 
is a solution f the Kostin’s equation for the probability density, n!here a,b, 
and c are real arbitrary constants subject tothe condition (4.13b). 
COROLLARY 8. Equation (4.8) in spherical po ars is 
Y,P=;P-’ P:-+: P;+-$-& P; 
[ r 1 (4.15) 
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We find that his equation can he identified with (3.7) and hence its olution 
obtained from Corollary (4a) ,for a degenerate eigen value E is 
P= (AU, + BV,)*, (4.16) 
where, as explained inCorollary 7,A and B are real arbitrary constants and 
U, and V, are tw’o real 1inearl.v independent solutions f base Eq. (4.12). 
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