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Abstract
We prove an analogue for even dimensional manifolds of the Atiyah–Patodi–Singer twisted index theo-
rem for trivialized flat bundles. We show that the eta invariant appearing in this result coincides with the eta
invariant by Dai and Zhang up to an integer. We also obtain the odd dimensional counterpart for manifolds
with boundary of the relative index pairing by Lesch, Moscovici and Pflaum.
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0. Introduction
In this article, we will prove an analogue for even dimensional manifolds of the Atiyah–
Patodi–Singer twisted index theorem for trivialized flat bundles over odd dimensional closed
manifolds [3, Proposition 6.2], and some related results. For notational simplicity, we will restrict
the discussion mainly to spin manifolds. However all results can be straightforwardly extended
to general manifolds. Unless we specify otherwise, we always fix the Riemannian metric for each
manifold in this article and use the associated Levi-Civita connection to define its characteristic
classes.
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theorem for odd dimensional closed manifolds in the following form, cf. [12, Corollary 7.9]. For
(ps)0s1 ∈ Mk(C∞(N)), s ∈ [0,1], a smooth path of projections over N , one has
1∫
0
1
2
d
ds
η(psDps) ds =
∫
N
Â(N) ∧ Tch•(ps).
Here psDps is the Dirac operator twisted by ps , η(psDps) its η-invariant, Â(N) the Â-genus
form of N and Tch•(ps) is the Chern–Simons transgression form of (ps)0s1, cf. Section 3.
To prove our analogue for even dimensional closed manifolds, we shall replace a path of pro-
jections by a path of unitaries. The more interesting issue is what should replace the η-invariant
appearing on the left hand side of the above formula. To answer this, let us first consider the case
where the manifold in question bounds, that is, it is the boundary of some spin manifold. In this
case, the η-invariant by Dai and Zhang [9, Definition 2.2] is the right candidate, cf. Section 6
below. Indeed, suppose the even dimensional manifold Y is the boundary of a spin manifold X
and (Us)0s1 is the restriction to Y of a smooth path of unitaries over X. Denote the η-invariant
of Dai and Zhang by η(Y,Us) for each s ∈ [0,1], then
1∫
0
1
2
d
ds
η(Y,Us) ds =
∫
Y
Â(Y ) ∧ Tch•(Us). (0.1)
When Y bounds, it follows from the cobordism invariance of the index of Dirac operators that
Ind(D+) = 0, where D+ is the restriction of the Dirac operator over Y to the even half of the
spinor bundle according to its natural Z2-grading. The condition Ind(D+) = 0 is crucial for the
definition of the η-invariant by Dai and Zhang, however is often not satisfied by even dimen-
sional closed spin manifolds in general. To cover the general case, we shall use another approach
where we lift the data to S1 × Y . The main ingredient of the method of proof is using an explicit
formula of the cup product K1(S1) ⊗ K1(Y ) → K0(S1 × Y), inspired by the Powers–Rieffel
idempotent construction, cf. [15]. In fact, the formula given for the case when Y = S1 by Lor-
ing in [14] also works for all manifolds in general, cf. Section 2 below. Our analogue for even
dimensional closed spin manifolds of the APS twisted index theorem (Theorem 4.1 below) is as
follows.
Theorem (I). Let Y be an even dimensional closed spin manifold and (Us)0s1 ∈ Uk(C∞(Y ))
a smooth path of unitaries over Y . For s ∈ [0,1], es ∈ M2k(C∞(S1 ×Y)) is the projection defined
as the cup product of Us with the generator e2πiθ of K1(S1). Let DS1×Y be the Dirac operator
over S1 × Y . Then
1∫
0
1
2
d
ds
η(esDS1×Y es) ds =
∫
Y
Â(Y ) ∧ Tch•(Us). (0.2)
The formula of es is given in Section 2. A priori, the η-invariants in the formulas (0.1) and
(0.2) appear to be different, we however will show that they are equal to each other modulo Z
(Theorem 5.7 below) in the case where Y bounds.
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Uk(C
∞(Y )) and eU the cup product of U with e2πiθ ∈ K1(S1), one has
η(Y,U) = η(eUDS1×Y eU ) mod Z.
The method of proof is based on a slight generalization of a theorem by Brüning and Lesch
[6, Theorem 3.9], see Proposition 5.6 below. In this sense, η(eUDS1×Y eU ) can be thought of as
the extension to general even dimensional manifolds of the definition of the η-invariant by Dai
and Zhang.
The same technique used above also allows us to prove the following analogue (Theo-
rem 6.3 below) for odd dimensional manifolds with boundary of the relative index pairing
formula by Lesch, Moscovici and Pflaum [12, Theorem 7.6]. Suppose M is an odd dimensional
spin manifold with boundary ∂M . By a relative K-cycle [U,V,us] ∈ K1(M,∂M), we mean
U,V ∈ Un(C∞(M)) are two unitaries over M with us ∈ Un(C∞(∂M)), s ∈ [0,1], a smooth
path of unitaries over ∂M such that u0 = U |∂M and u1 = V |∂M . We denote by TU , resp. TV , the
Toeplitz operator on M with respect to U , resp. V (see Section 5 for details).
Theorem (III). Let [U,V,us] be a relative K-cycle in K1(M,∂M). If U and V are constant
along the normal direction near the boundary, then
Ind[D]
([U,V,us])= Ind(TV )− Ind(TU )+ SF(u−1s D[0,1]us;Pus0 )
where SF(u−1s D[0,1]us;Pus0 ) is the spectral flow of the path of elliptic operators (u−1s D[0,1]us;
P
us
0 ), s ∈ [0,1], with Atiyah–Patodi–Singer type boundary conditions determined by Pus0 as
in (5.4).
This uses Dai and Zhang’s Toeplitz index theorem for odd dimensional manifolds with bound-
ary [9]. We shall give the details in Section 6.
It should be mentioned that, although the objects we work with are from classical geometry,
the spirit of the proofs is very much inspired by methods from noncommutative geometry, cf. [8].
A brief outline of the article is as follows. In Section 1, we recall some results about index pair-
ings for manifolds with boundary. Section 2 is devoted to the explicit formula of the cup product
in K-theory mentioned earlier. This allows us to carry out explicit calculations for Chern charac-
ters in Section 3. With these preparations, we prove an analogue for even dimensional manifolds
of the APS twisted index theorem in Section 4. In Section 5, we show the equality of the two
a priori different eta invariants. In the last section, we prove the odd dimensional counterpart of
the relative index pairing formula by Lesch, Moscovici and Pflaum [12, Theorem 7.6].
1. Relative index pairing
Let M be a compact smooth manifold with boundary ∂M = ∅. Following [4, Section 2],
consider an elliptic first order differential operator
D : C∞c (M \ ∂M,E) → C∞c (M \ ∂M,E)
where C∞c (M \ ∂M,E) is the space of compactly supported smooth sections of the Hermitian
vector bundle E. Such an operator has a number of extensions to become a closed unbounded
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extension respectively. Consider De a closed extension of D such that
Dmin ⊂ De ⊂ Dmax, (1.1)
that is, D(Dmin) ⊂ D(De) ⊂ D(Dmax).
Let
B =
(
0 D∗e
De 0
)
and
Fe = B
(
B2 + 1)−1/2 = ( 0 T ∗
T 0
)
with T = De(D∗eDe +1)−1/2 and T ∗ = D∗e (DeD∗e +1)−1/2. Denote by C0(M \∂M) the space of
continuous functions vanishing at infinity. Then the ∗-representation of C0(M \ ∂M) on H ⊕H
given by scalar multiplication, together with Fe, defines an element in KK(C0(M \ ∂M),C),
see [4] for the precise construction. Such a K-homology class turns out to be independent of
the choice of a closed extension of D [4, Proposition 2.1], and will be denoted [D]. Similarly
for each formally symmetric elliptic operator, one constructs a cycle in KK(C0(M \ ∂M),Cl1)
[4, Section 2], where Cl1 is the Clifford algebra with one generator. For each [D] ∈ KK(C0(M \
∂M),Cl•), one has the index pairing map
Ind[D] : K•(M \ ∂M) → Z.
An element in K0(M \ ∂M) is represented by a triple (E,F,α) with E, F vector bundles
over M \ ∂M and α : E → F a bundle homomorphism whose restriction near infinity is an
isomorphism, cf. [1]. Moreover, we can choose connections over the bundles E and F such that
the forms Ch•(E) and Ch•(F ) coincide near infinity. Under this assumption, one can write down
an explicit formula for the index pairing map:
Ind[D]
([E,F,α])= ∫
M
ωD ∧
[
Ch•(E)− Ch•(F )
]
.
Here ωD ∈ H evendR (M \ ∂M) is the dual of the Chern character of the K-homology class [D], as
explained in the introduction of Chap. I in [7]. In the case where M is a spin manifold and D the
Dirac operator over M , one has ωD = Â(M).
Similarly, in the odd case, an element in K1(M \ ∂M) consists of two unitaries U and V over
M \ ∂M and a homotopy h between U and V near infinity. Moreover, we can assume that U and
V are identical near infinity and the homotopy h becomes the identity map near infinity, cf. e.g.
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expression2:
Ind[D]
([V,U,h])= −∫
M
ωD ∧
[
Ch•(V ) − Ch•(U)
]
.
Note that the boundary data are conspicuously absent in the above formulas. Indeed, by def-
inition, K•(M \ ∂M) is essentially the (reduced) K-group of the one point compactification
of M \ ∂M . The information from the boundary is therefore completely eliminated from the
picture. In order to recover that, we shall turn to the relative K theory of the pair (M,∂M),
denoted K•(M,∂M), cf. [12]. A relative K-cycle [p,q,hs] ∈ K0(M,∂M) is a triple where
p,q ∈ Mn(C∞(M)) are two projections over M and hs ∈ Mn(C∞(∂M)), s ∈ [0,1], is a path
of projections over ∂M such that h0 = p|∂M and h1 = q|∂M . Similarly, a relative K-cycle
[U,V,us] ∈ K1(M,∂M) is a triple where U,V ∈ Un(C∞(M)) are two unitaries over M with
us ∈ Un(C∞(∂M)), s ∈ [0,1], a smooth path of unitaries over ∂M such that u0 = U |∂M and
u1 = V |∂M . First notice that K•(M,∂M) ∼= K•(M \∂M). Hence the above index pairing induces
a map Ind[D] : K•(M,∂M) → Z. The issue now is to find an explicit formula which incorporates
geometric information of the boundary. For even dimensional manifolds with boundary, this is
done by Lesch, Moscovici and Pflaum [12, Theorem 7.6]. We shall give an analogous formula
for odd dimensional manifolds with boundary in Section 6.
2. Cup product in K-theory
Let A and B be local Fréchet algebras. The cup product between K1(A) and K1(B) is defined
by
× : K1(B)⊗ K1(A) = K0(SB)⊗K0(SA) → K0(SB ⊗ SA) ∼= K0(B ⊗ A)
where SA (resp. SB) is the suspension of A (resp. SB), the isomorphism is the Bott isomorphism
and
K0(SB)⊗K0(SA) → K0(SB ⊗ SA)
is given by
[p] × [q] = [p ⊗ q]. (2.1)
In the case where B = C∞(S1), we shall give an explicit formula of this cup product. Since
e2πiθ is a generator of K1(C∞(S1)) ∼= Z, it suffices to give this formula for [e2πiθ ] × [U ] with
U ∈ Uk(A).
Lemma 2.1. (See also [14].) With the above notation,
[
e2πiθ
]× [U ] = [eU ]
2 We adopt the negative sign here in order to be consistent with our sign convention throughout the article.
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( f g+hU
hU∗+g 1−f
) ∈ M2k(C∞(S1) ⊗ A) is a projection with f,g and h nonnegative
functions on S1 satisfying the following conditions
(1) 0 f  1,
(2) f (0) = f (1) = 1 and f (1/2) = 0,
(3) g = χ[0,1/2](f − f 2)1/2 and h = χ[1/2,1](f − f 2)1/2.
Proof. It is not difficult to see that
× : K1
(
C∞
(
S
1))⊗K1(A) → K0(C∞(S1)⊗ A)
is the same as the standard isomorphism [16, Section 7.2]
ΘA : K1(A) → K0(SA) ⊂ K0
(
C∞
(
S
1)⊗ A)
after identifying K1(C∞(S1)) with Z. The inverse of this map is constructed as follows, cf.
[10, Proposition 4.8.2], [16, Section 7.2]. The group K0(SA) is generated by formal differences
of normalized loops of projections over A. Such a loop is a projection-valued maps p : [0,1] →
Mn(A) with p(0) = p(1) ∈ Mn(C). For each loop, there is a path of unitaries u : [0,1] → Un(A)
such that p(t) = u(t)p(1)u(t)∗ and u(0) = 1n. Without loss of generality, we can assume p(0) =
p(1) = ( 1 00 0 ). This implies that u(1) is of the form ( v 00 w ). Then one checks that [p] → [v] is a
well-defined inverse to ΘA.
To see that our formula agrees with the usual definition, it suffices to show that Θ−1A (eU ) = U .
First notice that eU (0) = eU (1) =
( 1 0
0 0
)
and eU (θ) is a projection over A for each θ ∈ S1 =
R/Z, hence eU is a normalized loop of projections. Now consider the following path of unitaries
over A,
U(θ) =
(
f1(θ) + f2(θ)U (1 − f )1/2(θ)
(1 − f )1/2(θ) −f1(θ) − f2(θ)U∗
)
where f1 = χ[0,1/2]f 1/2 and f2 = χ[1/2,1]f 1/2. In particular, U(0) =
( 1 0
0 1
)
and U(1) = (U 00 −U∗ ).
By a direct calculation, one verifies
eU (θ) = U(θ)
(
1 0
0 0
)
U(θ)∗
from which the lemma follows. 
We will also make use of the following lemma in Section 3, cf. [14, Lemma 2.2].
Lemma 2.2. For f,g and h nonnegative functions on S1 = R/Z satisfying the following condi-
tions
(1) 0 f  1,
(2) f (0) = f (1) = 1 and f (1/2) = 0,
(3) g = χ[0,1/2](f − f 2)1/2 and h = χ[1/2,1](f − f 2)1/2,
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1∫
0
[
(2 − 4f )h′h2k−1 + 4f ′h2k]dθ = (k − 1)!(k − 1)!
(2k − 1)! .
Proof. Notice that
1∫
0
f ′h2k dθ =
1∫
1/2
(
f (θ)− f 2(θ))k df (θ) =
1∫
0
(
x − x2)k dx = k!k!
(2k + 1)! ,
and integration by parts gives
1∫
0
(2 − 4f )h′h2k−1 dθ = 2
k
1∫
0
f ′h2k dθ. 
3. Chern characters and transgression formulas
Throughout this section, although we deal with commutative algebras, we shall use the
similar formalism for the Chern character in K-theory as in cyclic homology [7, Chap. II],
[13, Chap. VIII]. Let M be a compact smooth manifold with or without boundary. The even
(resp. odd) Chern characters of projections (resp. unitaries) in Mn(C∞(M)) can be expressed as
follows. For p ∈ Mn(C∞(M)) such that p2 = p and p∗ = p,
Ch•(p) := tr(p)+
∞∑
k=1
(−1)k 1
(2πi)k
1
k! tr
(
p(dp)2k
) ∈ H evendR (M). (3.1)
For U ∈ Un(C∞(M)),
Ch•(U) :=
∞∑
k=0
1
(2πi)k+1
k!
(2k + 1)! tr
((
U−1dU
)2k+1) ∈ H odddR (M). (3.2)
For each U ∈ Un(C∞(M)), let eU be the projection as in Lemma 2.1. If no confusion is likely
to arise, we also write e instead of eU .
Lemma 3.1.
Ch•(eU ) = −
∞∑
k=1
1
(2πi)k
k
k!
(
4f ′h2k + (2 − 4f )h′h2k−1)dθ ∧ tr(U−1 · dU)2k−1.
Proof. Notice that
de =
(
f ′ g′ + h′U
h′U∗ + g′ −f ′
)
dθ +
(
0 hdU
hdU∗ 0
)
,
Z. Xie / Journal of Functional Analysis 260 (2011) 2064–2085 2071which implies
tr
(
e(de)2k
)= tr(( f g + hU
hU∗ + g 1 − f
)(
0 hdU
hdU∗ 0
)2k)
+
j=2k∑
j=1
tr
((
f g + hU
hU∗ + g 1 − f
)(
0 hdU
hdU∗ 0
)j−1
(3.3)
(
f ′ g′ + h′U
g′ + h′U∗ −f ′
)
dθ
(
0 hdU
hdU∗ 0
)(2k−j))
. (3.4)
Since most of the matrices appearing in the above summation only have off diagonal entries, a
straightforward calculation gives the following equalities
(3.3) = h2k tr((U−1 · dU)2k),
(3.4) = −(−1)kk((2 − 4f )h′h2k−1 + 4f ′h2k)dθ ∧ tr(U−1 · dU)2k−1.
On the other hand,
tr
(
U−1 · dU)2k = − tr((U−1 · dU)(U−1 · dU)2k−1)
from which it follows that (3.3) vanishes. This finishes the proof. 
As a consequence of Lemma 2.2 and Lemma 3.1, one has the following corollary. From now
on, integration along the fiber S1 will be denoted by π∗.
Corollary 3.2. π∗Ch•(eU ) = −Ch•(U).
Consider a smooth path of unitaries Us ∈ Un(C∞(M)) with s ∈ [0,1], or equivalently U ∈
Un(C
∞([0,1] × M)). The secondary Chern character C˜h•(Us) is given by the formula
C˜h•(Us) :=
∞∑
k=0
(−1)k 1
(2πi)k+1
k!
(2k)! tr
(
U−1s U˙s
(
Us dU
−1)2k).
Then Ch•(U) can be decomposed as
Ch•(U) = Ch•(Us)+ ds ∧ C˜h•(Us)
where Ch(Us) (see (3.2) above) and C˜h•(Us) do not contain ds. Applying de Rham differential
to both sides gives us the following transgression formula
∂
∂s
Ch•(Us) = dC˜h•(Us).
Similarly, if es ∈ Mm(C∞(M)) is a smooth path of projections, or equivalently a projection
e ∈ Mm(C∞([0,1] ×M)), then
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with
C˜h•(es) :=
∞∑
k=0
(−1)k+1 1
(2πi)k+1
1
k! tr
(
(2es − 1)e˙s(des)2k+1
)
.
Applying Corollary 3.2 to Ch•(U) and Ch•(eU), one has
π∗Ch•(eU) = −Ch•(U),
which implies
ds ∧ π∗C˜h•(es) = ds ∧ C˜h•(Us).
Denote the Chern–Simons transgression forms by
Tch•(es)0s1 :=
1∫
0
ds ∧ C˜h•(es),
Tch•(Us)0s1 :=
1∫
0
ds ∧ C˜h•(Us).
We summarize the results of this section in the following proposition.
Proposition 3.3. Consider U ∈ Un(C∞(M)) and Us ∈ Un(C∞(M)) for s ∈ [0,1]. Let e, resp.
es , be the cup product of U , resp. Us , with e2πiθ a generator of K1(S1) as in Lemma 2.1. Then
π∗Ch•(e) = −Ch•(U)
and
π∗ Tch•(es)0s1 = Tch•(es)0s1.
4. Odd index theorem on even dimensional manifolds
In this section, we shall prove our analogue for even dimensional closed manifolds of the APS
twisted index theorem.
Let us first recall the APS twisted index theorem and fix some notation. Let N be closed odd
dimensional spin manifold and /D its Dirac operator. If p is a projection in Mn(C∞(N)), then
p induces a Hermitian vector bundle, denoted Ep , over N . With the Grassmannian connection
on Ep , let p(D ⊗ In)p be the twisted Dirac operator with coefficients in Ep . For notational
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Mk(C
∞(N)) a smooth path of projections over N , one has
ξ(p1/Dp1)− ξ(p0/Dp0) =
∫
N
Â(N) ∧ Tch•(ps)+ SF(ps/Dps)0s1 (4.1)
where
ξ(pi/Dpi) = η(pi/Dpi)+ dim ker(pi/Dpi)2
the reduced eta invariant of pi/Dpi . Here SF(ps/Dps)0s1 is the spectral flow of (ps/Dps)0s1.
Notice that the vector bundle on which ps/Dps acts may vary as s moves along [0,1]. To
make sense of the definition of such a spectral flow, we introduce a path of unitaries us ∈
Un(C
∞(N)) over N with usp0u∗s = ps so that p0u∗s /Dusp0 acts on the same vector bundle Ep0 .
SF(ps/Dps)0s1 is then defined to be SF(p0u∗s /Dusp0)0s1 the spectral flow of the family
(p0u∗s /Dusp0)0s1. Now by [11, Lemma 3.4], formula (4.1) is equivalent to
1∫
0
1
2
d
ds
η(ps/Dps) ds =
∫
N
Â(N) ∧ Tch•(ps). (4.2)
Theorem 4.1. Let Y be a closed even dimensional spin manifold and (Us)0s1 ∈ Uk(C∞(Y ))
a smooth path of unitaries over Y . For s ∈ [0,1], es ∈ M2k(C∞(Y )) the projection defined as the
cup product of Us with the generator e2πiθ of K1(S1). Let DS1×Y be the Dirac operator over
S
1 × Y . Then
1∫
0
1
2
d
ds
η(esDS1×Y es) ds =
∫
Y
Â(Y ) ∧ Tch•(Us). (4.3)
Proof. Applying formula (4.1) to S1 × Y , one has
ξ(e1DS1×Y e1)− ξ(e0DS1×Y e0) =
∫
S1×Y
Â
(
S
1 × Y )∧ Tch•(es)+ SF(esDS1×Y es).
Notice that Â(S1 × M) = π∗1 Â(S1) ∧ π∗2 Â(M) and Â(S1) = 1, where π1 : S1 × M → S1, resp.
π2 : S1 ×M → M , is the projection from S1 ×M to S1, resp. M . By Proposition 3.3, the integral
on the right side is equal to
∫
Y
Â(Y ) ∧ Tch•(Us). Now the formula
1∫ 1
2
d
ds
η(esDS1×Y es) ds =
∫
Â(Y ) ∧ Tch•(Us)0 Y
2074 Z. Xie / Journal of Functional Analysis 260 (2011) 2064–2085follows from the equality [11, Lemma 3.4]
ξ(e1DS1×Y e1)− ξ(e0DS1×Y e0) = SF(esDS1×Y es)+
1∫
0
1
2
d
ds
η(esDS1×Y es) ds. 
Remark 4.2. Mod Z, the reduced η-invariant ξ(esDS1×Y es) is equal to the reduced η-invariant
ξ(Y,Us) defined by Dai and Zhang, cf. [9, Definition 2.2], at least when Y bounds. See Theo-
rem 5.7 below.
5. Equivalence of eta invariants
Throughout this section, we assume M is an odd dimensional spin manifold with bound-
ary ∂M . Denote by SM the spinor bundle over M . Let D be the Dirac operator over M , then near
the boundary
D = c(d/dx)
(
d
dx
+ D∂
)
where D∂ is the Dirac operator over ∂M and c(d/dx) is the Clifford multiplication by the normal
vector d/dx. Then D ⊗ In is the Dirac operator acting on SM ⊗ Cn, when we use the trivial
connection on the bundle M × Cn over M . If no confusion is likely to arise, we shall write D
instead of D ⊗ In.
Now a subspace L of kerD∂ is Lagrangian if c(d/dx)L = L⊥ ∩kerD∂ . In our case, since ∂M
bounds M , the existence of such a Lagrangian subspace follows from the cobordism invariance
of the index of Dirac operators. Let L2>0(SM ⊗Cn|∂M) be the positive eigenspace of D∂ , i.e. the
L2-closure of the direct sum of eigenspaces with positive eigenvalues of D∂ . Then the projection
P ∂ := P∂M(L) = P∂M + PL
imposes an APS type boundary condition for D, where P∂M , resp. PL, is the orthogonal projec-
tion L2(SM ⊗ Cn|∂M) → L2>0(SM ⊗ Cn|∂M), resp. L2(SM ⊗ Cn|∂M) → L. Let us denote the
corresponding self-adjoint elliptic operator by DP∂ .
Let L20(SM ⊗ Cn;P ∂) be the nonnegative eigenspace of DP∂ and PP∂ the orthogonal pro-jection
PP∂ : L2
(SM ⊗ Cn)→ L20(SM ⊗Cn;P ∂).
More generally, for each unitary U ∈ Un(C∞(M)) over M , the projection UP∂U−1 imposes an
APS type boundary condition for D and we shall denote the corresponding elliptic self-adjoint
operator by DUP∂U−1 . Similarly, let PUP∂U−1 be the orthogonal projection
PUP∂U−1 : L2
(SM ⊗ Cn)→ L20(SM ⊗ Cn;UP∂U−1)
where L20(SM ⊗ Cn;UP∂U−1) is the nonnegative eigenspace of DUP∂U−1 .
With the above notation, we define the Toeplitz operator on M with respect to U as follows,
cf. [9, Definition 2.1].
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TU := PUP∂U−1 ◦U ◦ PP∂ .
Dai and Zhang’s index theorem for Toeplitz operators on odd dimensional manifolds with
boundary [9, Theorem 2.3] states that
Ind(TU ) = −
∫
M
Â(M) ∧ Ch•(U)− ξ(∂M,U) + τμ
(
UP∂U−1,P ∂ ,PM
) (5.1)
where PM is the Calderón projection associated to the Dirac operator D on M (cf. [5]) and
τμ(UP
∂U−1,P ∂,PM) is the Maslov triple index [11, Definition 6.8]. The reduced η-invariant
ξ(∂M,U) will be defined after the remarks.
Remark 5.2. Notice that the integral in (5.1) differs from Dai and Zhang’s by a constant coeffi-
cient (2πi)−(dimM+1)/2. This is due to the fact that our definition of characteristic classes follows
topologists’ convention, i.e. factors such as ( 12πi )
k/2 are already included.
Remark 5.3. The Maslov triple index τμ(UP ∂U−1,P ∂ ,PM) is an integer. For unitaries U,V ∈
Un(C
∞(M)), if there is a path of unitaries us ∈ Un(C∞(∂M)) with s ∈ [0,1] such that u0 =
U |∂M and u1 = V |∂M , one has
τμ
(
UP∂U−1,P ∂ ,PM
)= τμ(VP ∂V −1,P ∂,PM),
cf. [11, Lemma 6.10].
To define ξ(∂M,U), let us first consider D[0,1] the Dirac operator over [0,1] × ∂M . If no
confusion is likely to arise, we shall write U for both U |∂M and the trivial lift of U |∂M from ∂M
to [0,1] × ∂M . Let
D
ψ,U
[0,1] := D[0,1] + (1 −ψ)U−1[D[0,1],U ] (5.2)
over [0,1]×∂M , where ψ is a cut-off function on [0,1] with ψ ≡ 1 near {0} and ψ ≡ 0 near {1}.
With APS type boundary conditions determined by P ∂ on {0}× ∂M and Id−U−1P ∂U on {1}×
∂M , D
ψ,U
[0,1] becomes a self-adjoint elliptic operator, denoted (Dψ,U[0,1];PU0 ). See Proposition 5.6
for an explanation of the choice of notation.
Similarly,
D
ψ,U
[0,1](t) := D[0,1] + (1 − tψ)U−1[D[0,1],U ]. (5.3)
Denote by (Dψ,U[0,1](t);PU0 ) the elliptic operator Dψ,U[0,1](t) with boundary condition PU0 . Note that
D
ψ,U
[0,1](1) = Dψ,U[0,1].
Definition 5.4. (See [9, Definition 2.2].)
η(∂M,U) := ξ(Dψ,U ;PU )− SF(Dψ,U (t);PU )[0,1] 0 [0,1] 0 0t1
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ξ
(
D
ψ,U
[0,1]
)= dim ker(Dψ,U[0,1];PU0 )+ η(Dψ,U[0,1];PU0 )
2
.
Remark 5.5. η(∂M,U) is independent of the cut-off function ψ [9, Proposition 5.1].
In order to show the equality ξ(∂M,U) = ξ(eUDS1×∂MeU ) mod Z, we need to relate the
operator eUDS1×∂MeU to D
ψ,U
[0,1], where DS1×∂M = c(d/dθ)( ddθ +D∂) is the Dirac operator over
S
1 × ∂M and eU is the cup product of U with e2πiθ ∈ K1(S1). Recall that
eUDS1×∂MeU =
(
f g + hU
hU∗ + g 1 − f
)(
DS1×∂M 0
0 DS1×∂M
)(
f g + hU
hU∗ + g 1 − f
)
= U
(
1 0
0 0
)
U∗
(
DS1×∂M 0
0 DS1×∂M
)
U
(
1 0
0 0
)
U∗
where
U =
(
f
1/2
1 + f 1/22 U (1 − f )1/2
(1 − f )1/2 −f 1/21 − f 1/22 U∗
)
with f1 = χ[0,1/2]f and f2 = χ[1/2,1]f . Then viewed as an operator over [0,1] × ∂M ,
U∗(eUDS1×∂MeU )U = D[0,1] + f2U−1[D[0,1],U ]
with the boundary condition
β(0, x) = Uβ(1, x), for ∀x ∈ ∂M and β ∈ Γ ([0,1] × ∂M;S ⊗ Cn).
Let H∂ := L2({0} × ∂M;S ⊗ Cn)⊕L2({1} × ∂M;S ⊗ Cn), then the above boundary condition
can be written as
1
2
(
1 −U
−U−1 1
)
β = 0, for ∀β ∈ H∂.
From now on, let us assume ψ = 1 − f2. In particular, one has
U∗(eUDS1×∂MeU )U = Dψ,U[0,1].
Now consider
PUt =
(
cos2 tP ∂ + sin2 t (I − P ∂) − cos t sin tU
− cos t sin tU−1 cos2 t (Id−U−1P ∂U)+ sin2 tU−1P ∂U
)
(5.4)
for 0 t  π/4 (cf. [11, Equation 5.13], [6, Section 3]). This is a path of projections in B(H∂)
such that
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(
P ∂ 0
0 Id−U−1P ∂U
)
and
PUπ/4 =
1
2
(
1 −U
−U−1 1
)
.
For each t ∈ [0,π/4], the Dirac operator Dψ,U[0,1], with the boundary condition PUt , is a self-adjoint
elliptic operator, denoted by (Dψ,U[0,1];PUt ).
With the above notation, we have the following slight generalization of a theorem by Brüning
and Lesch [6, Theorem 3.9].
Proposition 5.6.
d
dt
η
(
D
ψ,U
[0,1];PUt
)= 0.
Proof. Following [6, Section 3], we define
τ :=
(
0 U
U−1 0
)
=
(
0 U
U∗ 0
)
,
γ˜ :=
(
c(d/dθ) 0
0 − c(d/dθ)
)
,
A˜ :=
(
D∂ 0
0 −U−1D∂U
)
where A˜ is determined by Dψ,U[0,1] near the boundary, by noticing that
D
ψ,U
[0,1] = c(d/dθ)
(
d
dθ
+D∂
)
near {0} × ∂M and
D
ψ,U
[0,1] = c(d/dθ)
(
d
dθ
+U−1D∂U
)
near {1} × ∂M . Since c(d/dθ)U = U c(d/dθ) ∈ End(S ⊗ Cn), it follows that
τ A˜ + A˜τ = 0 = τ γ˜ + γ˜ τ, τ 2 = 1, τ = τ ∗.
Moreover, one verifies by calculation (cf. [6, Eqs. (3.11) to (3.13)])
γ˜ P Ut =
(
I − PUt
)
γ˜ ;[
PUt , A˜
2]= 0;
PUt A˜P
U
t = cos(2t)|A˜|PUt .
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μ2 = −I, μτ + τμ = μγ˜ + γ˜ μ = μA˜+ A˜μ = 0.
Let
μ :=
(
0 U
−U−1 0
)
.
This finishes the proof. 
Now the equality ξ(∂M,U) = ξ(eUDS1×∂MeU ) mod Z follows as a corollary. To be slightly
more precise, we have the following result.
Theorem 5.7.
ξ(∂M,U) = ξ(eUDS1×∂MeU )− SF
(
D
ψ,U
[0,1];PUt
)− SF(Dψ,U[0,1](t);PU0 )0t1.
In particular,
ξ(∂M,U) = ξ(eUDS1×∂MeU ) mod Z.
Proof. By [11, Lemma 3.4],
ξ(eUDS1×∂MeU )− ξ
(
D
ψ,U
[0,1];PU0
)= SF(Dψ,U[0,1];PUt )0tπ/4 +
π/4∫
0
d
dt
1
2
η
(
D
ψ,U
[0,1];PUt
)
dt.
The formula now follows from the definition of η(∂M,U) and the proposition above. 
6. Relative index pairing for odd dimensional manifolds with boundary
In this section, we shall use the Toeplitz index theorem for odd dimensional manifolds with
boundary by Dai and Zhang to prove our analogue of the index pairing formula by Lesch,
Moscovici and Pflaum [12, Theorem 7.6].
First let us recall the even case. Let X be an even dimensional spin manifold with bound-
ary ∂X. We assume its Riemannian metric has product structure near the boundary. The associ-
ated Dirac operator takes of the following form
DX =
(
D−
D+
)
=
( − d
dx
+D∂X
d
dx
+D∂X
)
near the boundary, where D∂X is the Dirac operator over ∂X, cf. Appendix A.
Definition 6.1. Let P0 = χ[0,∞)(D∂X) and D+P0 be the elliptic operator D+ with the APS
boundary condition P0, cf. [2]. Then IndAPS(D+) := Ind(D+ ).P0
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are two projections over X and hs ∈ Mn(C∞(∂X)), s ∈ [0,1], is a path of projections over ∂X
such that h0 = p|∂X and h1 = q|∂X . If p and q are constant along the normal direction near the
boundary, then the relative index pairing by Lesch, Moscovici and Pflaum [12, Theorem 7.6]
states that
Ind[DX]
([p,q,hs])= IndAPS(qD+q)− IndAPS(pD+p)+ SF(hsD∂Xhs)0s1.
Now let M be an odd dimensional spin manifold with boundary ∂M . We assume its Rieman-
nian metric has product structure near the boundary. The Dirac operator D over M naturally
induces an element in KK(C0(M \ ∂M), c1) ∼= K1(M,∂M), cf. [4, Section 2], from which one
has the relative index pairing map
Ind[D] : K1(M,∂M) → Z. (6.1)
As an intermediate step, let us first show a pairing formula by using the lifted data on S1 × M .
The method of proof is similar to the one used in proving Theorem 4.1. Denote the Dirac operator
over S1 ×M by D̂ and its restriction to the half-spinor bundles by D̂+. We shall explain in detail
the structure of D̂ near the boundary in Appendix A.
Lemma 6.2. For a relative K-cycle [U,V,us] ∈ K1(M,∂M), that is, U,V ∈ Un(C∞(M)) are
two unitaries over M with us ∈ Un(C∞(∂M)), s ∈ [0,1], a smooth path of unitaries over ∂M
such that u0 = U |∂M and u1 = V |∂M . If U and V are constant along the normal direction near
the boundary, then
Ind[D]
([U,V,us])= IndAPS(eV D̂+eV )− IndAPS(eUD̂+eU )+ SF(eusDS1×∂Meus )0s1.
Proof. A relative K-cycle [U,V,us] ∈ K1(M,∂M) naturally induces a relative K-cycle
[eU , eV , eus ] ∈ K0(M,∂M). By [12, Theorem 7.6],
[U,V,us]
IndAPS(eV D̂+eV )− IndAPS(eU D̂+eU )+ SF(eusDS1×∂Meus )0s1
(6.2)
is a well-defined map from K1(M,∂M) to Z. We need to show that it does agree with the
relative index pairing induced by that of K1(M \ ∂M). As before (cf. Section 1 above), we
can assume U |[0,)×∂M = V |[0,)×∂M and us = U |∂M = V |∂M , for all s ∈ [0,1]. It suffices to
prove the lemma for representatives of relative K-cycles of this special type. Notice that such a
representative also defines an element in K1(M \ ∂M) by its restriction to M \ ∂M and recall
from Section 1 that the index map (6.1) has the following explicit formula:
Ind[D]
([V,U,us])= −∫
M
Â(M) ∧ [Ch•(V )− Ch•(U)].
Now by the APS index theorem for manifolds with boundary,
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(
eUD̂
+eU
)= ∫
S1×M
Â
(
S
1 × M)∧ Ch•(eU )− ξ(eUDS1×∂MeU ) (6.3)
= −
∫
M
Â(M)∧ Ch•(U) − ξ(eUDS1×∂MeU ) (6.4)
where the second equality follows from Proposition 3.3. There is a similar equation where we
replace U by V . It follows that the image of a representative of the special type as above, under
the map (6.2), is equal to
−
∫
M
Â(M) ∧ [Ch•(V )− Ch•(U)].
This agrees with the relative index map (6.1). 
Using this lemma and another two lemmas below, we shall now prove our main result in this
section.
Theorem 6.3. For a relative K-cycle [U,V,us] ∈ K1(M,∂M), that is, U,V ∈ Un(C∞(M)) are
two unitaries over M with us ∈ Un(C∞(∂M)), s ∈ [0,1], a smooth path of unitaries over ∂M
such that u0 = U |∂M and u1 = V |∂M . If U and V are constant along the normal direction near
the boundary, then
Ind[D]
([U,V,us])= Ind(TV )− Ind(TU )+ SF(u−1s D[0,1]us;Pus0 )
where SF(u−1s D[0,1]us;Pus0 ) is the spectral flow of the path of elliptic operators (u−1s D[0,1]us;
P
us
0 ), s ∈ [0,1], with APS type boundary conditions Pus0 as in (5.4).
Proof. By formula (5.1), we have
Ind(TV )− Ind(TU ) = −
∫
M
Â(M) ∧ Ch•(V )− ξ(∂M,V )+ τμ
(
VP ∂V −1,P ∂,PM
)
+
∫
M
Â(M) ∧ Ch•(U)+ ξ(∂M,U) − τμ
(
UP∂U−1,P ∂ ,PM
)
= −
∫
M
Â(M) ∧ [Ch•(V )− Ch•(U)]+ ξ(∂M,U) − ξ(∂M,V )
since τμ(UP ∂U−1,P ∂,PM) = τμ(V P ∂V −1,P ∂ ,PM) by [11, Lemma 6.10]. Notice that
ξ(∂M,U) − ξ(∂M,V )+ SF(u−1s D[0,1]us;Pus0 )0s1
= ξ(eUDS1×∂MeU )− SF
(
D
ψ,U
[0,1];PUt
)− SF(Dψ,U[0,1](t);PU0 )− ξ(eV DS1×∂MeV )
+ SF(Dψ,V ;PVt )+ SF(Dψ,V (t);PV )+ SF(u−1s D[0,1]us;Pus )[0,1] [0,1] 0 0 0s1
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ξ(eUDS1×∂MeU )− ξ(eV DS1×∂MeV )+ SF(eusDS1×∂Meus )0s1
by the lemmas below. Hence
Ind(TV )− Ind(TU )+ SF
(
u−1s D[0,1]us;Pus0
)
0s1
= −
∫
M
Â(M) ∧ [Ch•(V )− Ch•(U)]
− ξ(eV DS1×∂MeV )+ ξ(eUDS1×∂MeU )+ SF(eusDS1×∂Meus )0s1
= IndAPS
(
eV D̂
+eV
)− IndAPS(eUD̂+eU )+ SF(eusDS1×∂Meus )0s1
which is equal to Ind[D]([U,V,us ]) by Lemma 6.2. 
Lemma 6.4.
SF
(
D
ψ,us
[0,1] ;Pus0
)
0s1 = SF
(
D
ψ,U
[0,1];PUt
)− SF(Dψ,V[0,1];PVt )+ SF(eusDS1×∂Meus )0s1.
Proof. Consider the (t, s)-parametrized family of operators
(
D
ψ,us
[0,1] ;Pust
)
(0tπ/4;0s1)
where Pust is defined as in Eq. (5.4). Note that
P
us
0 =
(
P ∂ 0
0 Id−u−1s P ∂us
)
and Pusπ/4 =
1
2
(
1 −us
−u−1s 1
)
.
Hence
eusDS1×∂Meus =
(
D
ψ,us
[0,1] ;Pusπ/4
)
.
Consider the following diagram
(D
ψ,V
[0,1];PV0 ) (Dψ,V[0,1];PVπ/4)
(D
ψ,V
[0,1];PVt )
(D
ψ,U
[0,1];PU0 )
(D
ψ,us
[0,1] ;Pus0 )
(D
ψ,U
[0,1];PUt )
(D
ψ,U
[0,1];PUπ/4)
(D
ψ,us
[0,1] ;Pusπ/4)
where the arrows stand for smooth paths connecting the corresponding vertices. Now the lemma
follows from the homotopy invariance of the spectral flow. 
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D
ψ,us
[0,1] (t) := D[0,1] + (1 − tψ)u−1s [D[0,1], us],
then the same argument above proves the following lemma.
Lemma 6.5.
SF
(
u−1s D[0,1]us;Pus0
)
0s1
= SF(Dψ,U[0,1](t);PU0 )− SF(Dψ,V[0,1](t);PV0 )+ SF(Dψ,us[0,1] ;Pus0 )0s1.
Proof. Consider the (s, t)-parametrized family of operators
(
D
ψ,us
[0,1] (t),P
us
0
)
0t,s1,
cf. the following diagram
(D
ψ,V
[0,1](0);PV0 ) (Dψ,V[0,1](1);PV0 )
(D
ψ,V
[0,1](t);PV0 )
(D
ψ,U
[0,1](0);PU0 )
(D
ψ,us
[0,1] ,P
us
0 )
(D
ψ,V
[0,1](t);PU0 )
(D
ψ,U
[0,1](1);PU0 )
(D
ψ,us
[0,1] ;Pus0 )
Notice that Dψ,us[0,1] (1) = Dψ,us[0,1] and Dψ,us[0,1] (0) = u−1s D[0,1]us . The lemma follows by the homo-
topy invariance of the spectral flow. 
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Appendix A. Spinor bundles and Dirac on manifolds with boundary
The material in this appendix is well known. The purpose is to clarify the relations among
various Dirac operators arising in this article for the convenience of the reader. Suppose M is an
odd dimensional spin manifold with boundary. Its Riemannian metric assumes a product struc-
ture near the boundary. Let S (resp. SM ) be the spinor bundle over S1 × ∂M ( resp. M). Then
Z. Xie / Journal of Functional Analysis 260 (2011) 2064–2085 2083Cl(T∂M) the Clifford algebra over ∂M is identified with the even part of Cl(TS1×∂M) the Clifford
algebra over S1 × ∂M by
c∂ (ei) → c(ei) · c(d/dθ)
where c∂ (·), resp. c(·), is the Clifford multiplication on S∂ , resp. S . This way S|∂M , the restric-
tion of S to {0} × ∂M , is identified with S∂ = S∂,+ ⊕ S∂,− the spinor bundle over ∂M .
Notice that Ŝ , the spinor bundle over [0,1) × S1 × ∂M , is naturally isomorphic to C2 ⊗̂ S∂ .
Here C2 = C+ ⊕ C− and ⊗̂ stands for graded tensor product. Denote the Dirac operator over
[0,1)× S1 × ∂M by D̂. Then
D̂ =
( 0 − d
dx
+ i d
dθ
d
dx
+ i d
dθ
0
)
⊗̂ IS∂ + IC2 ⊗̂D∂.
We identify Cl(TS1×∂M) the Clifford algebra over S1 × ∂M with the even part of Cl(TS1×M) the
Clifford algebra over S1 × M by
c(ei) → cˆ(ei) · cˆ(d/dx)
for ei ∈ TS1×∂M , where cˆ(·) is Clifford multiplication on Ŝ . From this, one has
Ŝ+ = C+ ⊗ S∂,+ ⊕ C− ⊗ S∂,− ∼= S∂,+ ⊕ S∂,− ≡ S,
Ŝ− = C− ⊗ S∂,+ ⊕ C+ ⊗ S∂,− ∼= c(d/dx)Ŝ+.
Lemma A.1. With the idenfications of spinor bundles as above,
D̂ =
( − d
dx
+ DS1×∂M
d
dx
+DS1×∂M
)
=
⎛
⎜⎜⎜⎝
− d
dx
+ i d
dθ
iD∂ |S∂,−
−iD∂ |S∂,+ − ddx − i ddθ
d
dx
+ i d
dθ
iD∂ |S∂,+
−iD∂ |S∂,+ ddx − i ddθ
⎞
⎟⎟⎟⎠
where DS1×∂M (resp. D∂ ) is the Dirac operator over S1 × ∂M (resp. ∂M). In particular,
DS1×∂M = c(d/dθ)
(
d
dθ
+D∂
)
with
c(d/dθ) =
(
i
−i
)
and D∂ =
(
D∂ |S∂,−
D∂ |S∂,+
)
.
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−cˆ(d/dx)D̂|S+ = −cˆ(d/dx)
(
cˆ(d/dx)
d
dx
+ cˆ(d/dθ) d
dθ
+
∑
i
cˆ(ei)∇ei
)
= d
dx
− cˆ(d/dx) · cˆ(d/dθ) d
dθ
−
∑
i
cˆ(d/dx) · cˆ(ei)∇ei
= d
dx
+ c(d/dθ) d
dθ
+
∑
i
c(ei)∇ei
= d
dx
+ c(d/dθ)
(
d
dθ
+
∑
i
c∂ (ei)∇ei
)
.
Similarly,
D̂|S− cˆ(d/dx) =
(
cˆ(d/dx)
d
dx
+ cˆ(d/dθ) d
dθ
+
∑
i
cˆ(ei)∇ei
)
cˆ(d/dx)
= − d
dx
+ c(d/dθ)
(
d
dθ
+
∑
i
c∂ (ei)∇ei
)
.
Notice that c(d/dθ)( d
dθ
+ D∂) is the Dirac operator over S1 × ∂M , hence
D̂ =
( − d
dx
+ DS1×∂M
d
dx
+DS1×∂M
)
.
To finish the proof, one notices that
c(d/dθ) = cˆ(d/dθ) · cˆ(d/dx) =
(
0 i
i 0
)
⊗̂ IS∂ ·
(
0 −1
1 0
)
⊗̂ IS∂
=
(
i 0
0 −i
)
⊗̂ IS∂ . 
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