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Introduction
For a bounded sequence {Ω(n)} ∞ n=0 of essentially arbitrary complex numbers, it is easily seen that In its special case when y = −x, each of the double-series identities (1.3), (1.5), and (1.6) would readily yield a reduction formula for a hypergeometric function of two variables (see, for details, [2] as well as references cited therein). With this objective in view, we present here several (presumably new) double-series identities and apply these general results in order to deduce various (known or new) reduction formulas involving hypergeometric functions in one and two variables. We also investigate some associated generating-function relationships involving certain classes of hypergeometric polynomials.
Series identities based upon quadratic transformations
Our first series identity is given by Theorem 1 below.
provided that each of the double series involved is absolutely convergent.
Proof. Denoting, for convenience, the left-hand side of the assertion (2.1) by Θ(x, y), and setting
if we make use of elementary identities for the Pochhammer symbol defined by (1.4), we obtain
where, as usual, 3 F 2 is the Clausenian case: 
where
The Clausenian hypergeometric function occurring in (2.2) can be transformed by means of the following (Whipple's) quadratic transformation [3, Eq. 4.5(1), p. 190]:
We thus find from (2.2) that
which, upon inverting the order of summation, yields 6) [κ] denoting the greatest integer in κ ∈ R. This evidently completes the proof of Theorem 1 under the hypotheses stated already. 2
For y = −x, Theorem 1 reduces to the following series identity.
provided that the series involved converge absolutely.
Next we recall the following two quadratic transformations for the Gaussian hypergeometric function (cf., e.g., [ 
each of which will be required in our proof of Theorem 2 below. 11) provided that each of the double series involved is absolutely convergent.
Proof. If, for convenience, we denote the left-hand side of the first assertion (2.10) by Φ(x, y) and set
we obtain
which, in view of the quadratic transformation (2.8), yields
thereby completing our proof of the first assertion (2.10) of Theorem 2 under the hypotheses stated already. Our derivation of the second assertion (2.11) of Theorem 2 would similarly make use of the quadratic transformation (2.9) in place of (2.8). 2
By setting x = − 
provided that each of the series involved converges absolutely.
Remark 1.
The assertions (2.12) and (2.13) of Corollary 2 are equivalent, since (2.12) with
is precisely (2.13).
Series identities based upon summation theorems
Whipple's transformation (2.5) can be proven fairly easily by appealing to the PfaffSaalschütz theorem [3, Eq. 4.4(3), p. 188]:
(see, for example, [18, Problem 25 (ii), p. 95]; see also Section 5 below). A mildly extended version of (3.1), which is due essentially to Sheppard [11] , was given in the following form by Srivastava [13, Eq. ( †), p. 578]:
which, for N = 0, would reduce immediately to the Pfaff-Saalschütz theorem (3.1). By applying the general result (3.2), we now derive yet another class of series identities asserted by Theorem 3 below. 
Proof. First of all, let Ψ (x) denote the left-hand side of the assertion (3.3). Then, by setting
just as in our demonstration of Theorem 1, we easily observe that
which, by virtue of (3.2) with, of course,
can be transformed as follows:
Finally, by appropriately simplifying the various Pochhammer symbols occurring in (3.4), we are led eventually to the right-hand side of the assertion (3.3). 2
In its special case when N = 0, Theorem 3 would immediately yield a remarkably simpler series identity given by Corollary 3 below. 5) provided that each of the series involved converges absolutely.
it is fairly straightforward to deduce Whipple's transformation (2.5) by setting
in Corollary 3.
Finally, by appealing to Dougall's summation theorem for a very well-poised hypergeometric 7 F 6 series in the form (cf.
we can derive the following series identity analogous to (3.3) and (3.5). 8) provided that each of the series involved converges absolutely.
In its limit case when |σ | → ∞, Theorem 4 would reduce to a series identity (given by Corollary 4 below), which can indeed be proven directly by applying a known summation theorem for a very well-poised (and nonterminating) hypergeometric 5 F 4 series (cf. 9) provided that each of the series involved converges absolutely.
Reducible double hypergeometric functions
Over three decades ago, Srivastava and Daoust [14] 
where, for convergence of the double hypergeometric series,
with equality only when |x| and |y| are constrained appropriately (see, for details, [6] and [16] ). Here, for the sake of convenience, (a) abbreviates the array of A parameters a 1 , .
. . , a A , with similar interpretations for (b), (b ), (c), (d), and (d ).
Many useful cases of reducibility of double hypergeometric functions are known to exist when the parameters ϑ, ϕ, ψ, ψ , ξ, η, ζ, and ζ in (4.1) are chosen to be 1 (see, for example, [2, pp. 439-440]; see also [17, pp. 28-32] ). By setting
in Corollaries 1 and 2, and Theorem 3, we obtain the following additional cases of reducibility of various double hypergeometric functions: 
which, for N = 0, immediately yields the following special case: [9] ; these latter authors [9] have also derived the special reduction formulas (4.6) and (4.8) as their main results.
By specializing the sequence {Ω(n)} ∞ n=0 just as in (4.4), Theorem 4 yields the following reduction formula:
x , (4.9)
which, in the limit case when |σ | → ∞, provides us with a similar consequence of Corollary 4 given by 
.
(4.10)
A further limit case of (4.10) when |ν| → ∞ would readily yield the following reduction formula: 
which incidentally contains, as a particular case, the reduction formula deducible from (4.11) by letting |µ| → ∞.
Remark 5.
Several additional consequences and applications of Theorem 4, Corollary 4, and their hypergeometric forms considered here can be derived in the aforementioned manner.
Associated generating-function relationships
In this section, we begin by investigating the following class of polynomials (cf.
where, as also in the preceding sections, {Ω(n)} ∞ n=0 is a suitably bounded sequence of essentially arbitrary (real or complex) parameters and [κ] denotes the greatest integer in κ ∈ R. The polynomials T l,m n (z; µ), which were considered recently by Lin et al. [8] as indicated above, are a special case of a certain class of polynomials with essentially arbitrary coefficients, which was first considered by Srivastava in 1972 (and, subsequently, by numerous other workers on the subject) (see also [5, Eq. Making use of the definition (5.1), we find that
provided that each member of (5.2) exists. By applying the Pfaff-Kummer transformation [10, Theorem 20, p. 60]:
to the Gaussian hypergeometric 2 F 1 function in (5.2), we can rewrite the series identity (5.2) in the following form:
µ + mn; 4) which, in the special case when λ = µ, reduces at once to the relatively simpler form:
In terms of the generalized hypergeometric functions of one and two variables defined by (2.3) and (4.1), respectively, these last results (5.4) and (5.5) with the sequence {Ω(n)} ∞ n=0 given by (4.4) would yield the following families of hypergeometric generating functions: Various further special cases and consequences of the hypergeometric generating functions (5.6) and (5.7) are widely scattered in the mathematical literature (see, for details, [18] ; see also some recent developments by Ben Cheikh [1] based upon such and other related families of hypergeometric generating functions). In particular, (5.7) (with l = m = 1) is one of Chaundy's hypergeometric generating functions [18, Eq. 2.6(9), p. 138]: 8) which, in light of the Pfaff-Saalschütz theorem (3.1), would provide the aforementioned proof (see Section 3) of Whipple's transformation (2.5) by simply setting
in (5.8) (and then renaming the variable and parameters appropriately). Finally, we show how one of the double-series identities (considered in the preceding sections) can be applied to derive the following hypergeometric generating-function relationship: 
where, for convenience,
Proof. Let Ξ(x, t) denote the first member of the hypergeometric generating-function relationship (5.9). Then, upon replacing the hypergeometric polynomial by its series expression and simplifying the various Pochhammer symbols involved, we obtain
where we have also made use of the definition (5.10). Now we invert the order of summation in (5.11). We thus find from (5.11) that
by means of the double-series identity (1.3), and the second member of the hypergeometric generating-function relationship (5.9) would result on appealing to the definition (4.1).
In its special case when ν = λ, (5.9) reduces immediately to the following hypergeometric generating-function relationship:
where z is given, as before, by (5.10). Alternatively, in view of the familiar series identity (1.1), the generating-function relationship (5.12) can easily be deduced by suitably specializing the following result involving a bounded double sequence Λ m,n (m, n ∈ N 0 ), given by Srivastava [12 by means of the series identity (1.1).
The relatively more general generating-function relationship (5.9) can also be deduced from Srivastava's result (5.13) by appealing similarly to the double-series identity (1.3) instead of (1.1).
Remark 6.
A further special case of this last hypergeometric generating-function relationship (5.12) when N = 2 was proven, in a markedly different way, by Lee et al. [7, p. 709 et seq.] .
Some of the other double-series identities, which we have considered in this investigation, can also be applied in an analogous manner.
