Competing risks data arise frequently in clinical trials. When the proportional subdistribution hazard assumption is violated or two cumulative incidence function (CIF) curves cross, rather than comparing the overall treatment effects, researchers may be interested in focusing on a comparison of clinical utility at some fixed time points. This paper extend a series of tests that are constructed based on a pseudo-value regression technique or different transformation functions for CIFs and their variances based on Gaynor's or Aalen's work, and the differences among CIFs at a given time point are compared.
Introduction
Competing risks data arise frequently in clinical trials. Subjects in such trials may fail owing to multiple causes, and failure as a result of one cause precludes the observation of failure as a result of any of the other causes. One of the most important problems encountered is the overall homogeneity of cumulative incidence function (CIF) curves (Berry et al. 2010 , Iacobelli et al. 2013 , Gray (1998) developed a log-rank type test is based on the subdistribution hazard (SDH), and Pepe and Mori (1993) and Bajorunaite and Klein (2007) proposed tests based on the CIF that have different variance estimators. However, these methods lose power when the assumption of proportional SDH is violated, especially when two CIF curves cross each other (Geskus 2015) . The Renyi-type test (Bajorunaite and Klein 2007) and Kolmogorov-Smirnov (KS)-type test (Lin 1997, Freidlin and Korn 2005) , which compare the maximum difference between SDHs and CIFs, respectively, do not rely on this assumption, but these tests exhibit only slightly improved power relative to the aforementioned methods in this situation (Bajorunaite and Klein 2007 , Freidlin and Korn 2005 , Bajorunaite and Klein 2006 . For example, in a pediatric cancer trial study (Tai, Grundy, Machin 2010) with an ependymoma group and another brain tumor group, irradiation after disease progression was the event of interest, and declining radiotherapy (RT) and opting for elective RT were competing events. The main results are summarized in Figure 4a in Tai et al. (2010) . However, because the original data are not publicly available, we reconstructed similar data ( Fig. 1) significantly different between the two groups. However, the two CIF curves cross each other at an early time, near 3 years, and a goodness-of-fit test (Li, Thomas, Zhang 2015) of the proportional SDH assumption indicates that the assumption is violated (P=0.002). Gray's test (Gray 1998 ) and Pepe and Mori's test (Pepe and Mori 1993) generally fail in the case of assumption violations, with crossing CIFs or crossing SDHs, because positive differences are cancelled by negative differences, leaving the test methods unable to detect the overall differences, similar to the log-rank test for single endpoint data (Li et al. 2015, Klein and Moeschberger 2003 (Lin 1997, Freidlin and Korn 2005) ) 092 . 0 , 221 . 0 ( = = P Stat also fail to identify a significant difference between the two groups. However, the treatment effectiveness before or after the crossing of two CIF curves might differ, as evident from Fig. 1 ; in particular, there is a clear difference after 3 years. The phenomenon of crossing CIF curves is common (Fine and Gray 1999) when two treatments offer different benefits before and after the crossing point.
Therefore, rather than comparing entire CIF curves, investigators might be interested in comparing the (cumulative) probability of occurrence for an event of interest at a fixed time point in the presence of other risks (Lin 1997) . As in the pediatric cancer trials described above, the 5-year treatment effectiveness is often used as an indicator of disease progression or prognosis (Tonorezos et al. 2015) .
One approach used to compare the differences between two CIF curves at specific time points involves the construction of point-wise confidence intervals (CIs)
for two CIF curves. Unfortunately, a normal-approximation CI procedure for CIF curves can result in the bounds being negative or greater than 1 when the sample size is small. However, some transformation functions can help restrict the CI coverage (Choudhury 2002, Hong and Meeher 2014) . Another approach involves constructing a test statistic. Klein et al. (2007) and Su et al. (2011) proposed five test methods based on linear, logarithmic, log-log, arcsine-square-root and logit transformations to compare the difference between two independent samples for a single endpoint at time point t, and a method based on the pseudo-value regression technique (Klein and Andersen 2005 , Andersen, Klein and Rosthøj 2003 was proposed to similarly compare the difference between paired or clustered samples. Lin (1997) also discussed the occurrence probability of an event of interest at some time points with competing risks; however, he did not evaluate any approaches. In addition, corresponding variance estimation for the CIF has been discussed (Braun and Yuan 2007, Allignol, Schumacher and Beyersmann 2010) , and although Aalen's variance (Aalen 1978) has been programmed and documented for general use (via the cuminc package of R), it tends to overestimate the true variance (Braun and Yuan 2007) . The approaches of Gaynor et al. (1993) and Betensky and Schoenfeld (2001) , which are equivalent to one another and are based on Dinse and Larson's work (Dinse and Larson 1986) are fairly accurate, even with small samples (Braun and Yuan 2007) .
Thus, in the present work, several of the above-mentioned methods , Su et al. 2011 are extended to the analysis of competing risks data by applying the variance estimation of Gaynor et al. (1993) , as suggested by Braun and Yuan (2007) , and of Aalen (1978) .
The article is organized as follows. In Section 2, we extend the tests described in Klein et al. (2007) and Su et al. (2011) for testing the equality of two CIFs at a fixed point in time by applying the variance estimator based on Gaynor's (Gaynor et al. 1993 ) and Aalen's variance. In Section 3, we investigate the powers and type I error rates of the six test methods, with variance based on the methods of Aalen (1978) and Gaynor et al. (1993) , using Monte Carlo simulation. In Section 4, the six methods are illustrated using two examples. Finally, we summarize our findings and present a general discussion.
The extended two sample test methods
Let CIF I rk (t) be the probability of failure as a result of cause k before a given time t in group r, where we focus on only two groups, r=1 and 2. The CIF of cause k in group r is given as
where T and D are random variables representing the time until the first observed event and the type of event, respectively. In the presence of competing risks, the CIF of cause k in group r can be estimated as Aalen (1978) and Aalen and Johansen (1978) . The Aalen's variance (Aalen 1978) of the CIF estimator of cause k in group r is given by 
where d rj is the number of events at time t rj in group r for all causes. However, Aalen's variance (Aalen 1978) tends to overestimate the true variance (Braun and Yuan 2007) , whereas Gaynor's variance (Gaynor et al. 1993 ) is fairly accurate, even with small samples. Using a Taylor series linear approximation, Gaynor's variance (Gaynor et al. 1993 ) equals
where
. This formula was presented in the more general context of a semi-Markov model by Dinse and Larson (1986) . To compare the difference between two CIFs at time point t, the null hypothesis is specified as ) ( ) ( :
, where I 1k (t) and I 2k (t) are the CIFs of cause k at a fixed t for two groups. Some transformation functions have been studied (Klein and Moeschberger 2003 
Thus, classes of test statistics based on suitable transformations φ of CIFs for two independent samples are defined as follows:
(4)
The linear transformation test
The first test, which is based on a linear transformation of the CIFs, is extended. Let
, which naively compares the values of the CIFs between two samples; the statistic defined in equation (4) for this transformation is given by
This simple test has an asymptotic chi-squared distribution with one degree of freedom under the null hypothesis. Here, we consider a number of transformations, all of which asymptotically yield chi-squared distributed statistics when ) ( ) (
and the original variance estimator is as defined in equation (1) or (2).
The logarithmic transformation test
The second extended test is constructed based on a logarithmic transformation of the
. The estimated variances of equation (3) 
The log-log transformation test
The third test is constructed based on the log(-log(·)) transformation of the CIF. Let
. The estimated variances of formula (3) 
The arcsine-square-root transformation test
The fourth test is constructed based on an arcsine-square root transformation. Let
. The estimated variances defined by equation (3) , and the statistic in equation (4) is given by
The logit transformation test
The fifth test is based on the logit transformation. Let
. The estimated variances defined by equation (3) can be expressed as
and equation (4) 
The pseudo-value regression test
The last test is a method based on a pseudo-value regression technique (Klein and We use the generalized estimating-equation approach (GEE) of Liang and Zeger (1986) to estimate β . Let
with respect to the parameters. Let ) (β i V be a working covariance matrix. The estimating equations to be solved are then
Let β be the solution to this system of equations, and note that using results from Liang and Zeger (1986) , under standard regularity conditions, we can see that
is asymptotically normal with mean zero and a covariance that can be estimated consistently using the "sandwich" estimator given by
. There are three possible suggestions for the working covariance matrix (Klein and Andersen 2005) . Therefore, a test of the equality at time t of the CIFs between two samples based on βˆ and covariance  can be proposed, with the hypothesis 
Simulations
A Monte Carlo simulation study was designed to evaluate the performance of the test methods in terms of type I error and power. We used the terms Linear, Log, Llog, Arcs, and Logit to refer to the tests of the linear, logarithmic, log-log, arcsine-square-root and logit transformations based on Gaynor's variance (Gaynor et al. 1993 ) or Aalen's variance (Aalen 1978) . We considered equal sample sizes (n 1 =n 2 =50, 100, 200) and unequal sample sizes (n 1 =50, n 2 =100; n 1 =100, n 2 =200) in each group. The censoring times for the two groups were generated from uniform distributions, and the overall censoring fraction in either setup was fixed at 0%, 15%, 30% or 45%. All tests with nominal level 05 . 0 = α were applied to each sample, and all simulations were performed using 10000 replications.
The failure times of an event of interest were generated from the CIF:
, where 66 . 0 = p ; thus, the maximum cumulative incidence of the event was set to 66%. Z was used as the group indicator (group 1:
). The failure times of the competing event were generated from the CIF:
The subdistribution hazard ratio (SHR) equals ) exp(β , which means that the SDH of the event for group 2 is ) exp(β times the SDH for group 1. The type I error rate was evaluated under the null hypothesis by setting SHR: 1 ) exp( = β , and failure times for both groups were generated from the same CIFs for the event of interest and the competing event.
Power was evaluated for the two different scenarios by setting SHR=1.5 or 2. The fixed time was set as 5 . 0 = t or 1. Table 1 shows the empirical type I error rates. All extended tests preserve reasonable type I error rates as the sample size becomes large (n 1 >50, n 2 >50). The performances of the log-log transformation test based on Gaynor's variance (Gaynor et al. 1993 ) and arcsine-square-root transformation test based on Aalen's variance (Aalen 1978) are much better (type I error rates close to 0.05) than the performances of the other tests. However, Aalen's variance (Aalen 1978) tends to overestimate the true variance (Braun and Yuan 2007) , whereas Gaynor's variance (1993) is fairly accurate. Table 2 presents the power of the tests based on Gaynor's variance (Gaynor et al. 1993) . The power of the tests increases as the sample size increases, the SHR increases, or the fixed time point increases. In contrast, the power of the tests decreases as the censoring proportion increases.
To summarize the considerable simulation results from For example, if we focus on the situations with equal and unequal sample sizes, we can fit model 1 to evaluate the factor TEST × NUM 1 _NUM 2 adjusted for the effects of the other two factors. To illustrate the performance of tests according to the factors fixed time point and censoring proportion, we can fit Models 2 and 3. For comparison, we also fit the additive Model 4. Table 3 lists the average deviations from the nominal 5% level of the twelve proposed tests through fitted Models 1-4, and the last row presents the marginal effects of TEST from Model 4. We see that the tests based on the linear and arcsine-square-root transformations tend to have slightly elevated type I error rates, whereas the other tests are slightly conservative. The log-log transformation test based on Gaynor's variance (Gaynor et al. 1993 ) and the arcsine-square-root transformation test based on Aalen's variance (Aalen 1978) perform the best, with average deviations from the nominal 5% level close to 0. However, Aalen's variance (Aalen 1978) tents to overestimate the true variance (Braun and Yuan 2007) , whereas Gaynor's variance (Gaynor et al. 1993 ) is fairly accurate. The average deviations of the Logit test based on pseudo-values were less than those of the log-log test based on pseudo-values. Table 4 presents the average rejection rates for the twelve tests using ANOVA with Models 1-4. Power increases with increasing sample size, increasing SHR, increasing fixed time point and decreasing censoring proportion. The log transformation tests have lower power. Although the linear transformation and arcsine-square-root transformation tests have higher power, they are anti-conservative. The power of the Logit test based on pseudo-values was greater than that of the log-log test based on pseudo-values. In summary, the simulation suggests that log-log transformation based on Gaynor's variance (Gaynor et al. 1993 ) is a satisfactory method for comparing competing risks data at a fixed time point.
Examples
Example 1: Tai et al. (2010) described data from trials conducted from December malignant brain tumors. The original data are not publicly available; thus, we generated similar data using a simulation method (Royston and Parmar 2011) . After pathology review, the following diagnostic groups were included: ependymoma (n=104) and other brain tumors (n=75), the latter of which included astrocytoma, medulloblastoma, choroid-plexus carcinoma and mixed glioma. Each group had two causes: the event of interest was irradiation after disease progression, and the competing event was declining radiotherapy (RT) or opting for elective RT. For ependymoma, there were 48 patients for the event of interest and 31 patients for the competing event. For other brain tumors, there were 26 patients for the event of interest and 44 patients for the competing event. However, the proportional SDH assumption was violated (P=0.002). As presented in table 5, Gray's test, Pepe and Mori's test, the Renyi test and the KS test for the overall hypothesis of CIFs all indicated that there was no significant difference in the CIF for the interesting event between the two groups (P>0.05). However, comparing the CIFs at 1, 3, 5 and 7 years between the two groups, the log-log transformation test based on Gaynor's variance (Gaynor et al. 1993) indicated that there were significant statistical differences (P<0.05) at 1, 5 and 7 years but not at 3 years. The CIFs of the other brain tumors group were greater than those of the ependymoma group at 1 year; conversely, the differences between the two groups had opposite signs at 5 and 7 years.
Example 2: Data were obtained from the European Group for Blood and Marrow Transplantation (EBMT) registry on 2279 acute lymphoid leukemia patients who had an allogeneic bone marrow transplant from an HLA-identical sibling donor between 1985 and 1998 (de Wreede, Fiocco and Putter 2011 . For the purposes of the present study, we defined the event of interest as death from transplantation, and the competing event was relapse from transplantation. Group one comprised patients with donor-recipient gender mismatch (n=1734), and group two comprised patients with no gender mismatch (n=545). For group one, there were 90 patients for the event of interest, and 145 patients for the competing event. For group two, there were 388 patients for the event of interest, and 280 patients for the competing event. However, the proportional SDH assumption was violated (P=0.001). Fig. 2 shows that the two CIF curves close nearly at an early time point and that there is a clear difference at a later time. Gray's test, Pepe and Mori's test and the Renyi test for the overall hypothesis of the CIFs all indicated no significant difference (P>0.05) for the event of interest between the two groups (table 6), whereas the KS test indicated a significant difference. In comparing the CIFs at 1000, 2000, 3000, 4000 and 5000 days between the two groups, all methods indicated significant statistical differences (P<0.05) at 4000 and 5000 days but not at 1000, 2000 or 3000 days. In summary, the CIFs of the gender-mismatch group were greater than those of the no-gender-mismatch group at 4000 and 5000 days but not at 1000, 2000 or 3000 days.
Concluding remarks
In this paper, we extended a series of transformation test methods based on Gaynor's (1993) or Aalen's variance (Aalen 1978 ) at a fixed time point for competing risks data.
When the proportional SDH assumption is violated, in particular by the crossing of two CIF curves, Gray's test and Pepe and Mori's test for overall CIFs are not reliable for comparing the overall homogeneity. In this situation, researchers might be interested in comparing the differences at specific time points rather than comparing the overall hypotheses of the CIFs. ANOVA of the Monte Carlo simulation results confirmed that the log-log transformation test based on Gaynor's variance (Gaynor et al. 1993 ) had robust power under various situations, with reasonable type I error rates.
In each of the examples presented in this paper, the two CIF curves crossed each other, and the overall homogeneity tests revealed no significant difference between the two groups. However, the point tests for comparing two CIFs at a fixed time yielded appropriate results at the same fixed time points.
Faced with the problem of comparing the CIFs of more than two sample groups at a fixed time, the extension of the test methods to the case of R>2 groups might be of interest. Tests based on different transformations of CIFs can be defined in a similar manner and can be constructed using a quadratic form
. The pseudo-value technique can be generalized to the R>2 group situation using R-1 indicator variables or dummy variables.
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