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Introduzione
Un Teorema di Alternativa consiste in due proposizioni, che chiamiamo S
ed S∗, una e solo una delle quali è vera. In Matematica le due proposizioni
sono usualmente sistemi di equazioni o disequazioni. In questo senso, il primo
teorema conosciuto è dovuto a Gordan (1873), seguito dal famoso Lemma di
Farkas (1902). Essi hanno subito permesso diverse applicazioni di teoremi
di questo tipo a diﬀerenti aree della matematica ed anche della logica; sono
stati inoltre usati come strumenti per la dimostrazione di teoremi dell'Algebra
Lineare ed anche per provare l'esistenza e l'unicità delle soluzioni di equazioni
diﬀerenziali ed integrali. Con lo sviluppo della teoria degli estremi vincolati
(o ottimizzazione), i Teoremi di Alternativa hanno avuto grande ﬁoritura.
Pochi anni dopo la nascita dei Teoremi di Alternativa, in un ambito com-
pletamente diverso, ed in modo completamente indipendente, sono nati i
Teoremi di Separazione. Questi teoremi nascono dalla necessità di dimo-
strare che due insiemi sono disgiunti. Anche i Teoremi di Separazione hanno
delle formulazioni così generali che permettono loro di essere applicati a molte
dimostrazioni, in particolare della Geometria e dell'Analisi Funzionale.
Nel primo capitolo di questa Tesi, dopo aver introdotto i più noti Teore-
mi di Alternativa e di Separazione, ci occuperemo di mostrare che in realtà
si tratta di linguaggi diversi per esprimere le stesse proprietà strutturali.
Per molti anni queste due classi di teoremi si sono sviluppate per vie com-
pletamente disgiunte; però, di recente, conseguentemente al grande sviluppo
della Teoria degli Estremi Vincolati (a dimensione ﬁnita ed inﬁnita), com-
preso quindi il Calcolo delle Variazioni, la Teoria dei Controlli Ottimali e
dell'Analisi Convessa, è stato possibile riconoscere una struttura comune ad
entrambi, grazie alla quale, tanto i Teoremi di Alternativa, quanto quelli di
Separazione, sono stati visti non più solo come strumenti per provare teore-
mi di altri ambiti della matematica, ma anche come fondamento della Teoria
degli Estremi Vincolati.
Nel secondo capitolo ci occuperemo della connessione tra i teoremi di
Alternativa e di Separazione visti nel capitolo 1, e delle loro possibili appli-
cazioni a problemi di classiﬁcazione. Un problema di classiﬁcazione consiste
nel discriminare tra due (o, in certi casi, tra più) insiemi ﬁniti di punti nello
spazio euclideo n−dimensionale, attraverso un iperpiano o un'ipersuperﬁcie
non lineare di separazione. La determinazione di un classiﬁcatore richiede
la risoluzione di un problema di estremo vincolato. Per meglio comprende-
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re tale tipo di problemi, facciamo subito un esempio, si tratta di un caso
particolare, ma estremamente importante, che viene dalla diagnosi medica.
L'approccio che utilizzeremo è estendibile a moltissimi casi di classiﬁcazione.
Naturalmente stiamo sempliﬁcando il problema.
Dal punto di vista bio-medico, supponiamo che lo stato di salute di una
persona sia rappresentato da un n-vettore di uno spazio di dimensione ﬁni-
ta. In tale spazio sono assegnati 2 insiemi (ﬁniti) S ed M , gli elementi dei
quali rappresentano, rispettivamente, persone sane e persone malate. Sulla
base di questi dati, si pone il problema di determinare 2 insiemi disgiunti di
tale spazio, chiamiamoli S ed M , caratterizzanti, rispettivamente, persone
sane e persone malate. Se S ed M contenessero, rispettivamente, S ed M ,
la diagnosi sarebbe facile: arrivando una nuova persona da diagnosticare,
basterebbe controllare se il suo vettore sta in S oppure in M . Purtroppo nei
casi pratici questo non succede: possono esserci elementi di S che stanno in
M e viceversa. Vediamo allora come si può procedere in questi casi. Se gli
involucri convessi di S e di M sono disgiunti, e quindi separabili (linearmen-
te), allora un loro iperpiano separatore fornisce una partizione dello spazio
in 2 semispazi disgiunti, che rivestono il ruolo dei nostri S ed M , anche se in
realtà sono solo loro soprainsiemi. In questo caso quindi siamo in grado di
fornire una superﬁcie di separazione tale che i nostri due insiemi si trovino in
semipiani opposti. Questo ci permette di eﬀettuare la diagnosi: se il nuovo
paziente sta dalla parte dell'iperpiano in cui si trovaM diremo che appartiene
ad M , altrimenti sarà un elemento di S. Nel caso in cui gli involucri convessi
non siano disgiunti, non è possibile trovare un'iperpiano separatore, nel senso
che non esisterà un iperpiano che separa lo spazio in due semipiani tali che
S sia contenuto in uno solo dei due e M nell'altro. In tal caso è necessario
estendere il concetto di separabilità parlando di separabilità massimale. Si
intende in questo modo cercare l'iperpiano che renda minima sia la misura
della parte di S che ﬁnisce nel semispazio che contiene M , sia quella della
parte di M che sta nel semispazio di S.
I processi di classiﬁcazione possono essere di due tipi: classiﬁcazione su-
pervisionata e classiﬁcazione non supervisionata. Nel primo caso si dispone
di elementi dei quali si conosce l'appartenenza a speciﬁche sottoclassi, mentre
nel secondo caso tali appartenenze non sono note, oppure non sono utilizzate
ai ﬁni della classiﬁcazione.
La classiﬁcazione ha applicazioni in aree molto diverse: oltre che nella
diagnosi medica, in meteorologia per distinguere tra zone di sole e zone di
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pioggia, in ingegneria strutturale per l'identiﬁcazione del comportamento dei
materiali, in ingegneria aeronautica per lo studio delle condizioni ottimali
per il decollo o l'atterraggio di un velivolo, in archeologia per attribuire un
reperto ad una determinata epoca o popolazione, e così via.
Nel paragrafo (2.2) analizzeremo un processo di classiﬁcazione il cui scopo
è l'assegnazione non supervisionata di elementi di un dato insieme a diversi
gruppi, detti cluster, in modo tale che risultino molto simili tra loro gli
elementi che appartengono allo stesso gruppo e contemporaneamente molto
diﬀerenti elementi che appartengono a gruppi distinti. La discriminazione
degli oggetti avviene valutandone gli attributi in base ad una certa prestabi-
lita misura di similarità che, come vedremo in seguito, dipende soprattutto
dalla tipologia delle variabili con cui stiamo lavorando. Tale sistema di clas-
siﬁcazione è noto come Clustering, che signiﬁca appunto raggruppamento.
Questo processo di apprendimento è considerato non supervisionato, perché
permette di determinare una classiﬁcazione dei dati disponibili non facendo
uso delle etichette di appartenenza dei campioni a certe classi. La cono-
scenza di tali etichette risulta però necessaria per misurare la correttezza dei
risultati ottenuti alla ﬁne del processo.
Nel paragrafo (2.3) prenderemo in esame una classe di metodi di appren-
dimento supervisionato in grado di determinare una superﬁcie discriminante
nel caso di problemi di classiﬁcazione binaria. Tali metodi sono noti come
Support Vector Machines (SVM); questo insieme di metodi di apprendimento
supervisionato per la regressione e la classiﬁcazione è stato sviluppato negli
anni '90 da Vladimir Vapnik presso i laboratori Bell AT&T. Le SVM appar-
tengono alla famiglia dei classiﬁcatori lineari generalizzati e sono anche note
come classiﬁcatori a massimo margine, poiché allo stesso tempo minimizzano
l'errore empirico di classiﬁcazione e massimizzano il margine geometrico.
Parleremo sia del caso di insiemi linearmente separabili, sia del caso in cui
gli insiemi non siano separabili linearmente, dando una formulazione del pro-
blema in termini di programmazione lineare e quadratica. Nel caso degli
insiemi non separabili linearmente, prenderemo in considerazione anche delle
particolari funzioni, dette funzioni Nucleo (Kernel). Queste funzioni fanno
passare dallo spazio di partenza (quello dei dati) ad uno spazio a dimensione
maggiore, in modo tale che nel nuovo spazio sia possibile eﬀettuare una sepa-
razione che nello spazio iniziale non era possibile. Faremo un breve accenno
al modo in cui è possibile utilizzare le SVM nel caso della classiﬁcazione
multiclasse. Inﬁne, parleremo dei metodi a vettori di supporto prossimali
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noti come Proximal Support Vector Machines (PSVM), che sono strumenti
di classiﬁcazione simile alle SVM, ma che, partendo da presupposti diversi,
arrivano a risultati simili attraverso algoritmi più semplici e più veloci.
Nei processi di classiﬁcazione non sempre è possibile eﬀettuare una sepa-
razione, cioè non è sempre possibile trovare un iperpiano tale che gli elementi
di un insieme stiano in uno dei due semispazi da esso individuati e gli ele-
menti di un altro insieme stiano nel complementare. Per ovviare a questo
problema, in molti casi si cerca comunque un iperpiano che, pur non essen-
do in grado di darci una classiﬁcazione, è quello che commette un errore
minimo nel classiﬁcare, nel senso che il numero di punti che cadono dal-
la parte sbagliata dell'iperpiano è minimo. Tuttavia ci sono casi nei quali
non si ottengono risultati soddisfacenti nemmeno in questo modo, quindi è
necessario eﬀettuare una classiﬁcazione che prescinda dalla separazione. A
tal proposito nel paragrafo (2.4) vengono studiate le Reti Neurali, che rap-
presentano uno strumento di classiﬁcazione supervisionata, sia binaria, sia
multiclasse. Descriveremo l'architettura di una rete neurale e il suo processo
di addestramento. Tale processo può essere visto come un problema di ot-
timizzazione non lineare che consiste nel determinare i parametri della rete
che minimizzano un'opportuna funzione di errore.
Nel paragrafo (2.5) riprenderemo in esame la teoria della separazione
sferica e vedremo come essa possa essere applicata ad un problema di clas-
siﬁcazione. Anche in questo caso useremo le funzioni Kernel per classiﬁcare
gli insiemi che nello spazio dei dati non risultano separabili.
Nel paragrafo (2.6) descriveremo una tecnica di classiﬁcazione binaria e
multiclasse, che utilizza, come nucleo computazionale, il calcolo degli auto-
valori. Vedremo che si tratta di una generalizzazione della classiﬁcazione
binaria data dalle SVM.
Capitolo 1
Teoremi di Separazione e di
Alternativa
1.1 Classici Teoremi di Alternativa
In generale i teoremi di alternativa aﬀermano che, date due proposizioni S
ed S∗, queste non possono essere vere entrambe né entrambe false. Le due
proposizioni di solito sono rappresentate dall'esistenza delle soluzioni di due
sistemi correlati di disuguaglianze e/o uguaglianze lineari. Se indico con S la
negazione della proposizione S, allora questo equivale a dire: S⇔ S∗. In que-
sto primo paragrafo vogliamo mostrare i più celebri Teoremi di Alternativa.
Il primo a proporre un teorema di questo tipo per sistemi algebrici lineari fu
Gordan nel 1873; nel 1902 Farkas, con quello che ora è noto come il Lemma
di Farkas, dette un contributo ai Teoremi di Alternativa perché, anche se a
prima vista tale lemma non ha la struttura classica dell'alternativa, una sua
riformulazione mostra chiaramente che si tratta di un teorema di questo tipo.
Altri teoremi furono dimostrati nel 1915 da Stiemke, nel 1936 da Motzkin,
nel 1951 da Slater e nel 1956 da Tucker.
Vediamo adesso in dettaglio questi teoremi:
Teorema 1 (Slater, 1951). Siano A, B, C e D delle matrici date con A e
B 6= ∅ . Allora o vale:
S : Ax > 0 Bx ≥ 0 Cx = 0 Dx = 0 ha una soluzione x,
oppure:
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S∗: esistono y1, y2, y3 e y4 tali che:
ATy1 +B
Ty2 + C
Ty3 +D
Ty4 = 0
Dove :
y1 ≥ 0, y2 = 0, y3 = 0 oppure
y1 = 0, y2 > 0, y3 = 0
Ma non valgono entrambe.
Dimostrazione. (S ⇒ S∗): Mettiamo per ipotesi che valga S, vogliamo far
vedere che se valesse anche S∗ si arriverebbe ad una contraddizione. Infatti
se valessero entrambe avremmo x, y1, y2, y3, y4 tali che:
xATy1 + xB
Ty2 + xC
Ty3 + xD
Ty4 > 0
infatti valgono xDTy4 = 0, xCTy3 = 0 e anche xBTy2 = 0 e xATy1 > 0
oppure xBTy2 ≥ 0 e xATy1 = 0. Ma questo è in contraddizione con la prima
delle equazioni di S∗.
(S ⇒ S∗): Negare S signiﬁca dire che:
Ax = 0, Bx = 0, Cx = 0, Dx = 0
e quindi o Ax ≯ 0 oppure Bx = 0.
Allora:
Ax = 0, Bx = 0, Cx = 0, Dx = 0
ATy1 +B
Ty2 + C
Ty3 +D
Ty4 = 0
y1 = 0, y2 = 0, y3 = 0
Ma questo signiﬁca che: y1 ≥ 0 oppure y2 > 0 che è esattamente la condizione
S∗.
Osservazione 1. I casi in cui A = ∅ oppure B = ∅ protano rispettivamente
al Teorema di alternativa di Tuker e al Teorema di alternativa di Motzkin,
che ora vediamo qui di seguito.
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Teorema 2 (Motzkin, 1936). Siano A, C e D matrici con A 6= ∅, allora o
vale:
S : Ax > 0 Cx = 0 Dx = 0 ha una soluzione x,
oppure vale:
S∗: esistono y1, y3 e y4 tali che:
ATy1 + C
Ty3 +D
Ty4 = 0
Dove :
y1 ≥ 0, y3 = 0.
ma non valgono entrambe.
Dimostrazione. (S ⇒ S∗): Se valgono sia S che S∗ allora noi dovremmo
avere: x, y1, y3 e y4 tali che:
xATy1 + xC
Ty3 + xD
Ty4 > 0
infatti sappiamo che: xDTy4 = 0, xCTy3 = 0, e xATy1 > 0 ma questa
disuguaglianza è in contraddizione con la prima delle equazioni di S∗. Allora
S e S∗ non possono valere simultaneamente e da qui abbiamo la tesi.
(S ⇒ S∗): Negare S signiﬁca dire che:
Ax = 0, Cx = 0, Dx = 0
dunque Ax ≯ 0.
Allora:
Ax = 0, Cx = 0, Dx = 0
ATy1 + C
Ty3 +D
Ty4 = 0
y1 = 0, y3 = 0
Implicano che: y1 ≥ 0. Ma questa è esattamente la condizione S∗, dunque
abbiamo la tesi.
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Teorema 3 (Tucker, 1956). Siano B, C e D matrici date con B 6= ∅, allora
o vale:
S : Bx > 0 Cx = 0 Dx = 0 ha una soluzione x,
oppure vale:
S∗: esistono y2, y3 e y4 soluzioni di:
BTy2 + C
Ty3 +D
Ty4 = 0
Dove :
y2 > 0, y3 = 0.
ma non valgono entrambe.
La dimostrazione di questo teorema è del tutto simile alle due precedenti
dimostrazioni.
Nel teorema del Slater abbiamo il sistema S più generale possibile, infatti
sono presenti tutti gli ordini di relazione: >, ≥, = e =. Allo stesso modo
possiamo ricavare altri teoremi nei quali il sistema più generale possibile sia
il S∗, cioè in cui: y1 > 0, y2 ≥ 0, y3 = 0 e y4 senza restrizioni:
Teorema 4. Siano A, B, C e D delle matrici con A e B non vuoti. Allora
o:
S : Ax ≥ 0 Bx = 0 Cx = 0 Dx = 0 ha una soluzione x,
oppure:
S∗: esistono y1, y2, y3 e y4 tali che:
ATy1 +B
Ty2 + C
Ty3 +D
Ty4 = 0
Dove :
y1 > 0, y2 ≥ 0, y3 = 0
Ma non valgono entrambe.
Anche in questo caso la dimostrazione è del tutto analoga alle precedenti.
Esiste anche un altro gruppo di Teoremi di Alternativa di cui adesso
vderemo alcuni esempi:
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Teorema 5 (Gordan, 1873). Per ogni A matrice data, o vale:
S : Ax > 0 ha una soluzione x,
oppure:
S∗ : ATy > 0, y ≥ 0 ha una soluzione y
ma non valgono entrambe.
La dimostrazione di questo teorema segue direttamente da quella del
teorema di Motzkin senza considerare le matrici C e D.
Dimostrazione. Per il teorema di Motzkin o vale S oppure vale:
S∗ : bη − ATy3 = 0, η ≥ 0 y3 = 0
deve avere una soluzione η ∈ R e y3 ∈ Rp,
ma non possono valere entrambe. Visto che η ∈ R e η ≥ 0 allora η > 0,
dunque dividendo per η e ponendo y = y3
η
abbiamo che S∗ è equivalente a
S∗ e così otteniamo la tesi.
Teorema 6 (Stiemke, 1915). Per ogni matrice data B o vale:
S : Bx ≤ 0 ha una soluzione x,
oppure:
S∗ : BTy = 0, y > 0 ha una soluzione y,
ma non valgono entrambe.
Prma di concludere vogliamo introdurre il famoso:
Lemma 1 (Farkas, 1902). Sia A una matrice p × n e b ∈ Rn un vettore.
Allora Ax 5 0 implica bx > 0, se e solo se esiste y ∈ Rp take che y = 0 ed
ATy = b.
L'enunciato di questo lemma non è formalmente quello di un teorema di
alternativa, anche se lo è nella sostanza. Infatti esso può essere formulato
equivalentemente così:
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Teorema 7. Per ogni matrice p× n A e per ogni vettore b ∈ Rn o vale:
S : Ax 5 0, bx > 0 ha una soluzione x ∈ Rn,
oppure:
S∗ : ATy = b, y = 0 ha una soluzione y ∈ Rp,
ma non valgono entrambe.
Dimostrazione. Dal teorema di Motzkin o vale S oppure vale S∗, cioè: bη −
ATy3 = 0, η ≥ 0, y3 = 0 deve avere una soluzione η ∈ R e y3 ∈ Rp, ma non
possono valere entrambe. Dividendo per η e ponendo y = y3
η
, otteniamo la
tesi.
1.2 Un particolare Teorema di Alternativa
Ci vogliamo occupare adesso di un particolare teorema non lineare del-
l'alternativa senza ipotesi di regolarità, dimostrato da Gabriele Heinecke e
Werner Oettli nel 1988.
Supponiamo di avere due spazi vettoriali topologici Y e Z e che Y sia
localmente convesso, prendiamo P ⊂ Y e Q ⊂ Z coni ((1.6)) convessi con
P chiuso e intQ 6= ∅, S ⊂ Y × Z un insieme convesso e inﬁne deﬁniamo
SY := {y ∈ Y/(y, z) ∈ S, z ∈ Z}.
Cerco una condizione necessaria e suﬃciente di tipo lagrangiano per la
non esistenza di una soluzione (y, z) ∈ Y × Z tale che valga il seguente
sistema:
(y, z) ∈ S; y ∈ −P ; z ∈ int(−Q) (1.1)
Dato lo spazio topologico E denoteremo con E∗ il duale di E, inoltre se
K ⊂ E è un cono convesso, K∗ sarà il cono polare:
K∗ := {x∗ ∈ E∗/〈x∗, x〉 ≥ 0∀x ∈ K}.
Osserviamo che dire che (1.1) non ha soluzione equivale a:
y∗ ∈ P ∗; z∗ ∈ Q∗; z∗ 6= 0;
0 ≤ 〈y∗, y〉+ 〈z∗, z〉, (1.2)
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∀(y, z) ∈ S. Chiaramente la consistenza di (1.2) è una condizione necessaria
per l'inconsistenza di (1.1), infatti questi due sistemi non possono essere
risolti entrambi perché se z ∈ int(−Q) e z∗ ∈ Q∗ con z∗ 6= 0 dobbiamo avere
〈z∗, z〉 < 0.
In generale la consistenza di (1.2) non è una condizione necessaria per
l'inconsistenza di (1.1), per poterlo dire sono necessarie delle ulteriori ipotesi
di regolarità come ad esempio:
intP 6= ∅,
e
0Y ∈ int(SY + P ).
(1.3)
Allora sotto le ipotesi (1.3) otteniamo un teorema di alternativa: il siste-
ma (1.1) e il sistema (1.2) non possono avere entrambi soluzione. Osserviamo
però che queste condizioni sono abbastanza restrittive, per cui lo scopo del
seguente teorema sarà quello di trovare una condizione necessaria e suﬃciente
per l'inconsistenza di (1.1) in una forma molto vicina a (1.2) senza ulteriori
ipotesi di regolarità.
Teorema 8. Sono equivalenti:
(i) (1.1) non ha soluzioni
(ii) esistono (z∗, t∗) ∈ Z∗ × R tali che:
∀ ² > 0, ∀ W ⊂ S sottoinsiemi ﬁniti
∃ y∗ ∈ P ∗ tale che :
t∗ − ² ≤ 〈y∗, y〉+ 〈z∗, z〉, ∀(y, z) ∈W.
(1.4)
Dimostrazione. (ii) ⇒ (i) Prendiamo (z∗, t∗) ∈ Z∗ × R come nelle ipotesi
(1.4), avremo t∗ ≤ 〈z∗, z〉 ∀(y, z) ∈ S con y ∈ −P . Sia (y, z) soluzione di
(1.1), allora dovremmo avere t∗ + 〈z∗, z〉 ≤ 0, ma questo è assurdo perché
entrambi i termini sono non negativi, dunque (1.1) non può avere soluzione.
(i) ⇒ (ii) Supponiamo adesso che (1.1) non abbia soluzioni, allora dob-
biamo distinguere due casi:
Caso 1. 0 /∈ SY + P allora per ogni sottoinsieme ﬁnito Y ∈ SY l'insieme
convesso e compatto convY è disgiunto dal cono convesso e chiuso −P . Poi-
ché Y è localmente convesso è posibile applicare un teorema di separazione
(vedi il paragrafo (1.3)) che ci assicura l'esistenza di un elemento y∗ ∈ P ∗ e
di un numero k > 0 tali che: 〈y∗, y〉 ≥ k ∀y ∈ convY . Normalizzando (y∗, k)
con k = 1 abbiamo che le condizioni (1.4) sono soddisfatte ponendo z∗ = 0 e
t∗ = 1.
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Caso 2. 0 ∈ SY + P . In questo caso l'insieme convesso V := {z ∈
Z/(y, z) ∈ S, y ∈ −P} deve essere diverso dal vuoto e poiché (1.1) non ha
soluzione, V è disgiunto dal cono convesso int(−Q). Anche in questo caso
esiste un teorema di separazione grazie al quale ∃z∗ ∈ Q∗ \ {0} tale che
〈z∗, z〉 ≥ 0 ∀z ∈ V . Allora:
(y, z) ∈ S−, y ∈ −P ; 〈z∗, z〉 < 0, (1.5)
non ha soluzione.
Fissiamo il sottoinsieme W := {(yi, zi)/i = 1, . . . , n}, questo sarà un
sottoinsieme ﬁnito di S, prendiamo ² > 0 e la coppia (y0, z0) ∈ S con y0 ∈
−P ; è possibile fare questa scelta grazie al fatto che 0 ∈ SY + P .
Sia ti := 〈z∗, zi〉 con i : 0, . . . , n e V := conv{(yi, ti)/i = 0, . . . , n} ⊂
Y × R. Ne segue che nemmeno il sistema:
(y, t) ∈ V ; y ∈ −P ; t ≤ ², (1.6)
ha soluzioni.
Allora l'insieme compatto e convesso V +(0, ²) è disgiunto dal cono chiuso
e convesso −P ×R+ ed esiste un teorema di separazione che ci assicura che:
∃(y∗, τ ∗) ∈ P ∗×R tale che 〈y∗, y〉+τ ∗(t+²) > 0 ∀(y, t) ∈ V . Se τ ∗ = 0 allora
in particolare 〈y∗, y0〉 > 0 e questo contraddice y∗ ∈ P ∗ e y0 ∈ −P . Allora
τ ∗ deve essere positiva, possiamo prendere τ ∗ = 1 e normalizzando (y∗, τ ∗)
otteniamo: 〈y∗, y〉 + t ≥ −² ∀(y, t) ∈ V . Dunque in particolare: 〈y∗, y〉 +
〈z∗, z〉 ≥ −² ∀(y, z) ∈ W e questo equivale a dire che (1.4) è soddisfatta con
z∗ 6= 0 e t∗ = 0.
1.3 Separazione Lineare
Ci vogliamo occupare adesso dei Teoremi di Separazione: dati A e B, due
insiemi non vuoti disgiunti e convessi, siamo interessati a sapere quando esiste
un piano H che li separa cioè tale che A e B appartengono ai due semipiani
disgiunti delimitati da H. Non sempre è possibile trovare H con queste
caratteristiche, daremo delle condizioni necessarie e suﬃcienti per trovare
una separazione lineare e nel seguito vedremo delle soluzioni alternative nel
caso in cui la separazione lineare non sia possibile.
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Il risultato chiave, dal quale seguono molti teoremi di separazione è il
Teorema di Hahn-Banach così chiamato grazie a Hans Hahn e Stefan Banach
che provarono questo teorema indipendentemente l'uno dall'altro negli anni
'20.
Il teorema di Hahn-Banach ha due importanti corollari, noti anche come
prima e seconda forma geometrica, la cui formulazione richiede alcune nozioni
preliminari.
Deﬁnizione 1. L'iperpiano H = {x ∈ Rn| ωTx = γ}, per qualche ω ∈ Rn
e γ ∈ R diverso da 0 è detto iperpiano di separazione tra due insiemi non
vuoti A e B in Rn se:
x ∈ A ⇒ ωTx ≤ γ
x ∈ B ⇒ ωTx ≥ γ
La separazione si dice stretta se valgono solo le disuguaglianze strette.
Se tale piano esiste allora si dice che A e B sono separabili.
Valgono quindi i seguenti corollari del teorema di Hahn-Banach:
Teorema 9. (Prima forma geometrica del teorema di Hahn-Banach) Siano
X uno spazio vettoriale normato su Rn, A e B due sottoinsiemi non vuoti,
convessi e disgiunti di X e supponiamo che almeno uno di essi sia aperto.
Allora esiste un iperpiano H = {x ∈ Rn|ωTx = γ} che separa A e B.
Teorema 10. (Seconda forma geometrica del teorema di Hahn-Banach) Sia-
no X uno spazio vettoriale normato su Rn, A e B due sottoinsiemi chiusi
non vuoti, convessi e disgiunti di X e supponiamo che almeno uno di essi
sia compatto. Allora esiste un iperpiano H = {x ∈ Rn|ωTx = γ} che separa
A e B in senso stretto.
In generale non è vero che la separabilità implica che i due insiemi sia-
no disgiunti e non è nemmeno vero che due insiemi disgiunti sono sempre
separabili. Quello che è sempre vero è che, se due insiemi sono non vuoti,
convessi e disgiunti, allora sono separabili; vale infatti il seguente
Lemma 2. : Sia Ω un insieme convesso e non vuoto in Rn che non contiene
l'origine 0. Allora esiste un piano H = {x ∈ Rn| ωTx = 0}, ωT 6= 0 che
separa Ω dall'origine, cioè tale che:
x ∈ Ω⇒ ωTx ≥ 0
18 CAPITOLO 1.
Dimostrazione. ∀x ∈ Ω considero l'insieme:
Bx = {y ∈ Rn|yy = 1 xy ≥ 0}
Considero x1 . . . xm insieme ﬁnito di punti di Ω. Per la convessità di Ω e
poichè 0 6∈ Ω ho che il sistema:
m∑
i=1
xipi = 0
m∑
i=1
pi = 1
pi ≥ 0 i = 1, ...,m
non ha soluzioni per p ∈ Rm, o in modo equivalente:
m∑
i=1
xipi = 0 p > 0
non ha soluzioni per p ∈ Rm.
Allora per il teorema di alternativa di Gordan (5):
xiy > 0, i = 1, ...,m
ha una soluzione y ∈ Rn.
Ovviamente y 6= 0 e posso prendere y tale che yy = 1, allora:
y ∈
m⋂
i=1
{y ∈ Rn|yy = 1, xiy ≥ 0} =
m⋂
i=1
Bxi
Ho che:
m⋂
i=1
Bxi 6= ∅
Sia c un punto qualsiasi di ⋂
x∈Ω
Bx
che è diverso dal vuoto, allora ωTωT = 1 e ωTx ≥ 0 ∀x ∈ Ω ne segue che
{x ∈ Rn|ωTx = 0} è il piano di separazione richiesto.
E' da notare che in questo teorema non si fa uso di nessuna proprietà di
Ω a parte la convessità.
1.3 19
Per avere la separazione stretta l'origine non deve essere un punto della
chiusura di Ω.
Teorema 11 (fondamentale della separazione). Siano A e B due insiemi
disgiunti, non vuoti e convessi di Rn. Allora esiste un piano {x ∈ Rn|ωTx =
γ} , ωTx 6= 0, che li separa, cioè tale che:
x ∈ A ⇒ ωTx ≤ γ
x ∈ B ⇒ ωTx ≥ γ
Dimostrazione. :
Considero l'insieme:
B −A = {x = y − z, y ∈ B, z ∈ A}
è convesso e non contiene l'origine visto che A∩ B = ∅. Allora per il lemma
precedente esiste un piano {x ∈ Rn|ωTx = 0}, ωT 6= 0, tale che:
x ∈ B −A ⇒ ωTx ≥ 0
cioè:
y ∈ B, z ∈ A ⇒ ωT (y − z) ≥ 0
Allora considero:
β = inf
y∈B
ωTy ≥ sup
z∈A
ωT z = α
Deﬁnisco:
γ =
β + α
2
Allora:
z ∈ A ⇒ ωT z ≤ γ
y ∈ B ⇒ ωTy ≥ γ
20 CAPITOLO 1.
Corollario 1. Sia Ω un insieme convesso non vuoto di Rn. Se l'origine 0
non è un punto della chiusura di Ω, allora esiste un piano {x ∈ Rn|ωTx = γ},
ωT 6= 0, γ > 0, che separa strettamente Ω dall'origine e viceversa.
Dimostrazione. (⇐): Per ipotesi esistono ωT 6= 0 e γ > 0 tali che ωTx > γ
∀x ∈ Ω. Se 0 ∈ Ω¯ allora esiste x ∈ Ω tale che: ‖x‖ < γ
2‖ωT ‖ , allora:
γ
2
= ‖ωT‖ γ
2‖ωT‖ > ‖ω
T‖‖x‖ ≥| ωTx |> γ
e questo non è possibile. Quindi 0 6∈ Ω¯.
(⇒): Se 0 non è un punto della chiusura di Ω allora esiste una palla
aperta B²(0) = {x ∈ Rn|‖x‖ < ²} centrata in 0 tale che B²(0) ∩ Ω = ∅.
Poichè la palla B²(0) è convessa, dal teorema precedente segue che esiste un
piano {x ∈ Rn|ωTx = α}, ωT 6= 0 tale che:
x ∈ B²(0)⇒ ωTx ≤ α
x ∈ Ω⇒ ωTx ≥ α
Visto che B²(0) è una palla aperta deve contenere un vettore diverso da zero
δc per qualche δ positivo. Allora α ≥ δωTωT > 0. Sia γ = 1
2
δωTωT > 0,
allora:
x ∈ Ω⇒ ωTx ≥ α > γ > 0
Osservazione 2. Se Ω è un insieme chiuso e compatto, non vuoto che non
contiene l'origine 0, allora 0 non sta nella sua chiusura quindi vale il teorema
precedente.
Possiamo quindi enunciare il seguente:
Teorema 12 (di separazione stretta). Siano A e B due insiemi convessi
non vuoti di Rn, con A compatto e B chiuso. Allora Esiste un piano {x ∈
Rn|ωTx = γ} con ωT 6= 0 che separa strettamente A e B se e solo se i due
insiemi sono disgiunti.
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Dimostrazione. (⇐): Se x ∈ A ∩ B, allora ωTx < γ < ωTx; e questo è
assurdo.
(⇒): considero l'insieme:
A− B = {x ∈ Rn|x = y − z, y ∈ B, z ∈ A}
Quest' insieme è convesso e chiuso e quindi per l'osservazione sopra esiste un
piano {x ∈ Rn|ωTx = µ}, con µ > 0 tale che:
x ∈ B −A ⇒ ωTx > µ > 0
cioè:
y ∈ B, z ∈ A ⇒ ωT (y − z) > µ > 0
Allora considero:
β = inf
y∈B
ωTy ≥ sup
z∈A
ωT z + µ > sup
z∈A
ωT z = α
Deﬁnisco:
γ =
β + α
2
Allora:
z ∈ A ⇒ ωT z ≤ γ
y ∈ B ⇒ ωTy ≥ γ
Osservazione 3. Nella dimostrazione del primo lemma abbiamo usato il
Teorema di alternativa di Gordan, però è possibile fare anche il procedimento
inverso, cioè far derivare dai teoremi di separazione appena enunciati dei
teoremi di alternativa.
Questi risultati hanno importanti applicazioni pratiche. Supponiamo in-
fatti di avere due insiemi ﬁniti e disgiunti di punti di Rn e di volerli separare,
abbiamo visto dei teoremi che ci danno condizioni necessarie e suﬃcienti per
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trovare un iperpiano in grado di separare tali punti. Se non esiste un iperpia-
no di separazione si può minimizzare la somma degli errori che si commettono
nel caso in cui un punto di un insieme cada dal lato sbagliato dell'iperpiano.
In particolare si può trovare un iperpiano di separazione stretta se gli
involucri convessi dei due insiemi sono disgiunti, se invece tali insiemi si
intersecano è possibile trovare un iperpiano che minimizzi la somma degli
errori commessi nel senso appena detto: cioè tale che la somma dei punti che
cadono dalla parte sbagliata dell'iperpiano sia minima.
Se identiﬁchiamo i due insiemi A e B da separare con due matrici A ∈
Rm×n e B ∈ Rk×n possiamo dare la seguente:
Deﬁnizione 2. Gli insiemi A e B sono linearmente separabili, se e solo se
esiste un vettore v ∈ Rn tale che:
min
1≤i≤m
Aiv > max
1≤i≤k
Biv
oppure se esistono ω ∈ Rn e γ ∈ R tali che:
AωT ≥ eγ + e
BωT ≤ eγ + e
Allora se A e B sono linearmente separabili {x ∈ Rn|ωTx = γ} è l'iperpiano
di separazione.
Il problema della separazione tra A e B si può formulare come un problema
di minimizzazione:
min
ωT ,γ
1
m
‖ (−Aω + eγ + e)+ ‖1 +1
k
‖ (BωT − eγ + e)+ ‖1
dove ω ∈ Rn è il vettore che rappresenta la normale all'iperpiano di separa-
zione e γ ∈ R è la posizione dell'iperpiano rispetto all'origine. Quando A e
B sono linearmente separabili il minimo di questo problema è 0 e vale anche
il viceversa.
Se A e B non sono separabili il problema di minimo genera un iperpiano
{x ∈ Rn|ωTx = γ} che minimizza le violazioni medie dei punti che stanno
sul lato sbagliato dell'iperpiano:
1
m
m∑
i=1
(AiωT + γ + 1)+ 1
k
k∑
i=1
(BiωT − γ + 1)+
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Si tratta di un problema lineare che può essere espresso:

min
ω,γ,y,z
δ1ey + δ2ez
AωT − eγ + y ≥ e
−BωT + eγ + z ≥ e
y ≥ 0, z ≥ 0
Nel caso in cui δ1 = 1m e δ2 = 1k questo sistema è equivalente al problema
di minimo visto sopra.
La principale caratteristica di questa formulazione del problema è quella
di generare sempre una soluzione ω diversa da quella banale, anche nel caso
in cui i due insiemi non siano linearmente separabili.
1.4 Separazione Poliedrale
Nel caso in cui due insiemi non siano separabili attraverso un iperpiano si
può procedere alla separazione per mezzo di un poliedro. Vogliamo trovare
un criterio per determinare un ﬁssato numero di iperpiani che separino gli
insiemi o tale per cui sia minimo il numero di punti che cadono dalla parte
sbagliata rispetto a questa famiglia di iperpiani.
Consideriamo A e B insiemi ﬁniti e disgiunti di Rn, costituiti da m e
k punti e rappresentati rispettivamente da A ∈ Rm×n e B ∈ Rk×n. Fisso
h iperpiani che generano un poliedro convesso in grado di separare A e B;
posso allora dare la deﬁnizione di separabilità poliedrale:
Deﬁnizione 3. Gli insiemi A e B sono separabili h-poliedralmente se esiste
un insieme di h iperpiani {vi, γi} con: vi ∈ Rn e γi ∈ R i = 1, ..., h tale che:
∀j = 1, ...,m ∀i = 1, ..., h Ajvi ≤ γi
∀l = 1, ...,m ∃i ∈ {1, ..., h} t.c. Blvi ≥ γi
Cioè A e B sono separabili se A è contenuto nel poliedro convesso ottenuto
dall'intersezione di h iperpiani e B ne sta fuori.
Una deﬁnizione equivalente è data da:
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Deﬁnizione 4. Gli insiemi A e B sono separabili h-poliedralmente, se e solo
se esiste un insieme di h iperpiani {ωi, γi} con: ωi ∈ Rn e γi ∈ R i = 1, ..., h
tale che:
∀j = 1, ...,m ∀i = 1, ..., h Ajωi ≤ γi − 1
∀l = 1, ...,m ∃i ∈ {1, ..., h} t.c. Blωi ≥ γi
In conclusione si può dimostrare che A e B sono separabili poliedralmente
con h ≤| B |⇔ conv(A) ∩ B = ∅
Osservazione 4. Si può notare che, a diﬀerenza della separazione lineare,
qui A e B non hanno ruoli simmetrici.
Per determinare gli h iperpiani separatori devo minimizzare una funzione
di errore, per deﬁnire tale funzione vediamo prima di caratterizzare i punti
classiﬁcati male:
Deﬁnizione 5. Dato un insieme di iperpiani {vi, γi} i = 1, ..., h, un punto
aj ∈ Aj = 1, ...,m si dice ben classiﬁcato se e solo se:
ajvi − γi + 1 ≤ 0 ∀i = 1, ..., h
o in modo equivalente:
max
1≤i≤h
[ajvi − γi + 1] ≤ 0
In generale l'errore di classiﬁcazione per un punto di A è:{
max
1≤i≤h
[ajvi − γi + 1]
}
+
Esiste una deﬁnizione analoga per i punti di B:{
min
1≤i≤h
[−bjvi − γi + 1]
}
+
In conclusione la funzione di errore di classiﬁcazione è data da:
f([vi, γi]) =
1
m
m∑
j=1
{max
1≤i≤h
[ajvi − γi + 1]}+ + 1
k
k∑
l=1
{min
1≤i≤h
[−bjvi − γi + 1]}+
Minimizzando questa funzione minimizzo entrambi gli errori di classiﬁ-
cazione, se tale funzione raggiunge il suo minimo in 0 i due insiemi sono
poliedralmente separabili.
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1.5 Separazione Sferica
La separazione sferica di un insieme A da un insieme B consiste nel trovare
la sfera di volume minimo, tale che contenga tutti i punti di A e nessun
punto di B. Il ruolo dei due insiemi non è simmetrico; infatti può succedere
che A sia separabile da B, ma non viceversa. Una condizione necessaria,
ma non suﬃciente, aﬃnché esista una separazione sferica di A da B è che:
(B)∩convA = ∅.
Visto che il problema della separazione sferica non è sempre risolubile, ci
occupiamo di risolvere un problema, che abbia il duplice scopo di trovare la
sfera del problema originario di volume minimo, che contenga tutti i punti
dell'insieme A e nessun punto dell'altro insieme: B, e che contemporanea-
mente minimizzi l'errore che si commette quando i punti di A cadono fuori
dalla sfera e quelli di B cadono dentro la sfera. Questo approccio è molto
simile a quello della quasi-separabilità: cerchiamo una sfera che contenga il
maggior numero di punti di A e il minor numero possibile di punti di B; in
questo modo teniamo sotto controllo l'errore provocato da quegli elementi che
presentano caratteristiche signiﬁcativamente diverse da quelle della maggior
parte degli elementi dell'insieme di partenza (outlier).
Consideriamo una sfera di centro x0 ∈ Rn e raggio R ∈ R:
S(x0, R) := {x ∈ R|(x− x0)T (x− x0) ≤ R2}.
Possiamo adesso deﬁnire la separazione sferica in modo formale:
Deﬁnizione 6. Gli insiemi A e B sono sfericamente separabili dalla sfera
S(xo, R) se:
(ai − x0)T (ai − x0) ≤ R2 ∀ai ∈ A per i := 1, . . .m
(bl − x0)T (bl − x0) ≥ R2 ∀bl ∈ B per i := 1, . . . k (1.7)
questa separazione non è stretta.
Vale allora la seguente propietà.
Proposizione 1. Se gli insiemi A e B sono strettamente linearmente sepa-
rabili, allora sono sfericamente separabili.
Dimostrazione. Per ipotesi esiste un iperpiano di separazione:
H = {x ∈ Rn|wTx = γ}
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per qualche w ∈ Rn e γ ∈ R tale che:
ai ∈ H− ∀i = 1, . . .m
e
bl ∈ H+ ∀l = 1, . . . k
dove H− = {x ∈ Rn|wTx < γ} e H+ = {x ∈ Rn|wTx > γ}. Denotiamo
con H− e H+ rispettivamente i semipiani chiusi: {x ∈ Rn|wTx < γ} e
{x ∈ Rn|wTx > γ} rispettivamente. Sia x0 un qualunque punto di H− e xp
la sua proiezione su H, allora l'espressione di xp è la seguente:
xp = x0 − w
Txo − γ
‖w‖2 w
allora la distanza di x0 da H è data da:
d(x0, H) = ‖x0 − xp‖ = γ − w
Tx0
‖w‖ .
Osserviamo che la sfera S(x0, ‖x0−xp‖) è contenuta in H−. Dalla deﬁnizione
di xp abbiamo:
‖x0 − bl‖ > ‖x0 − xp‖ ∀l = 1, . . . , k.
Se inoltre:
‖x0 − ai‖ ≤ ‖x0 − xp‖ ∀l = 1, . . . ,m
allora S(x0, ‖x0 − xp‖) separa l'insieme A da B altrimenti la condizione:
‖x0 − ai‖ > ‖x0 − xp‖
varrebbe per almeno un punto di A.
Consideriamo adesso la semiretta:
x(α) = x0 + α(x0 − xp),
per α ≥ 0; il punto xp è ancora la proiezione di x(α) su H, inoltre:
d(x(α), H) = ‖x(α)− xp‖ = (1 + α)‖x0 − xp‖
e la sfera S(x(α), ‖x(α)− xp‖) è ancora contenuta in H−. Se in più il punto
x(α) soddisfa la condizione:
‖x(α)− ai‖ ≤ ‖x(α)− xp‖ ∀i = 1, . . . ,m (1.8)
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allora la sfera S(x(α), ‖x(α)−xp‖) contiene tutti i punti di A e separa l'insie-
me A dall'insieme B. Dobbiamo adesso veriﬁcare che esistano dei valori di α
per cui vale questa condizione che assicura la separazione. Dalla deﬁnizione
di x(α) segue che:
‖x(α)− ai‖2 = ‖x0 − ai‖2 + α‖xo − xp‖2 + 2α(x0 − ai)T (x0 − xp) (1.9)
e
‖x(α)− xp‖2 = (1 + α)2‖x0 − xp‖2 =
‖x0 − xp‖2 + α2‖x0 − xp‖+ 2α(x0 − xp)T (x0 − xp). (1.10)
Confrontando (1.9) e (1.10) possiamo osservare che (1.8) è soddisfatta se:
2α[(x0 − xp)T (x0 − xp)− (x0 − ai)T (x0 − xP )] ≥
‖x0 − ai‖2 − ‖x0 − xp‖2 > 0 ∀i = 1, . . .m. (1.11)
Prendendo in considerazione l'espressione di xp abbiamo:
2α(x0 − xp)T (ai − xp) =
2α(wTx0 − γ)
‖w‖2 w
T (ai − xP ) =
2α(wTx0 − γ)(wTai − γ) > ∀i = 1, . . . ,m.
Allora la condizione (1.8) è veriﬁcata quando:
α ≥ max
1≤i≤m
‖x0 − ai‖2 − ‖x0 − xp‖2
2(wTx0 − γ) > 0.
Abbiamo allora trovato un valore α per cui vale la separazione sferica.
1.6 Coni
Un esempio importante di insieme convesso è il cono convesso:
Deﬁnizione 7. Un insieme K ⊆ Rn viene chiamato cono con vertice in
x ∈ clK se e solo se:
x ∈ K,α ∈]0,+∞[⇒ x+ α(x− x) ∈ K
dove clK denota la chiusura di K.
Se x = 0, K è un cono con vertice nell'origine e quindi:
x ∈ K,α ∈]0,+∞[⇒ αx ∈ K.
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Osservazione 5. Un cono K ⊆ Rn è convesso, se e solo se:
x1, x2 ∈ K, (α, β) ∈ R2+\{0} ⇒ αx1 + βx2 ∈ K;
infatti ponendo α = 1 − β con β ∈ [0, 1] ho esattamente la deﬁnizione di
convessità:
(1− α)x1 + αx2 ∈ K, ∀ ∈ [0, 1],∀x1, x2 ∈ K.
D'altra parte, se K è un cono convesso, basta porre δ := α + β e γ := β
δ
per
avere quella relazione. Si può dire allora che i coni convessi sono insiemi
chiusi per addizione di vettori e moltiplicazione di scalari non-negativi.
Un caso interessante di cono convesso con vertice nell'origine si ha quando
vale:
K + clK = K.
Se K è chiuso e convesso questa condizione è banale, ma se K è un cono
convesso e non chiuso per cui vale questa relazione alloraK non può contenere
l'origine. Infatti, se la contenesse, io avrei: a = 0 ∈ K, 0 6= b ∈ (clK)\K e
dunque a+ b 6∈ K il che contraddice la mia relazione.
Deﬁnizione 8. Siano dati un insieme non vuoto X ⊆ Rn e un punto x ∈
clK, considero l'insieme x+x ∈ Rn per il quale ∃{xi}∞1 ⊆ clX con lim
i→+∞
xi =
x, e ∃{αi}∞1 ⊂ R+\{0}, tale che:
lim
i→+∞
αi(x
i − x) = x;
tale insieme è chiamato cono tangente a X in x ed è denotato con TC(x;X).
Se X = ∅, allora il cono tangente è vuoto, se x = 0, allora il cono tangente
si denota con TC(X).
Se chiamo H0 il piano di separazione deﬁnito nel par 1.2, allora posso
considerare:
H− := {x\x ∈ Rn : cx ≤ α}
H+ := {x\x ∈ Rn : cx ≥ α}
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H0 ⊂ Rn è chiamato iperpiano di supporto del cono K se e solo se:
K ⊆ H+eH0 ∩ clK 6= ∅
la deﬁnizione è analoga nel caso in cui K ⊆ H−
Deﬁnizione 9. Sia K ⊆ Rn. F ⊆ clK, è una faccia di K se e solo se è
l'intersezione di clK con l'imperpiano di supporto H0 di K, cioè:
F := H0 ∩ clK
F è detta faccia propria se F 6= ∅ e se F 6= clK.
Vediamo ora un'interessante proprietà degli iperpiani di separazione:
Teorema 13. Sia K ⊂ Rn un cono convesso non vuoto con 0 6∈ K, tale che
K + clK = K e F una faccia di K. Sia S ⊂ Rn non vuoto tale che 0 ∈ clS
e tale che S − clK sia convesso. F è contenuta in ogni iperpiano che separa
K e S se e solo se F ⊆ TC(S − clK) che è il cono tangente a S − clK
nell'origine.
1.7 Teorema di Jordan-Brouwer
Uno dei più noti teoremi di separazione fu dimostrato da Camille Jordan:
Teorema 14 (Teorema di Jordan, 1890). Una curva X chiusa e semplice in
R2 divide il piano in due componenti connesse che hanno entrambe X come
frontiera.
Di questo fatto, che appare intuitivamente ovvio, ma darne una dimostra-
zione rigorosa è più diﬃcile di quanto si potrebbe pensare. Noi ci occuperemo
di una generalizzazione di questo risultato nel caso diﬀerenziabile dovuta a
Brouwer.
Teorema 15 (Teorema di Jordan-Brouwer, 1911). Sia X ⊂ Rn un'ipersu-
perﬁcie chiusa, connessa e senza bordo, allora Rn \ X è costituito da due
aperti semplicemente connessi D0 e D1, tali che ∂D0 = ∂D1 = X. Se si
assume che X sia compatta, allora uno degli aperti, che possiamo supporre
essere D1, è limitato, mentre l'altro è illimitato.
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Deﬁniamo il bordo di una superﬁcie X come la diﬀerenza tra la sua chiusura
e la sua parte interna: ∂X = clX \ X˙
Inizialmente consideriamo il caso compatto.
La prima cosa che vogliamo dimostrare è che Rn \ X ha al più due
componenti connesse. Vale infatti il seguente:
Lemma 3. Sia z ∈ Rn \ X. Consideriamo un punto x ∈ X e U un suo
intorno aperto in Rn, allora esiste un punto di U , che può essere unito a z
con una curva che non interseca X.
Dimostrazione. Chiamiamo T l'insieme dei punti di X per cui vale la tesi.
Poiché X è semplicemente connesso, se dimostriamo che T è un insieme non
vuoto aperto e chiuso, abbiamo che T è tutto X e dunque avremmo provato
il lemma.
Vediamo innanzitutto che è non vuoto: ﬁssiamo z e chiamiamo x0 il
punto di X più vicino a z. Consideriamo la curva s : [0, 1]→ Rn deﬁnita da
s(t) = x0+ t(z− x0), questa unisce x0 a z senza passare per X e inoltre ogni
intorno di x0 contiene qualche punto di s(t), dunque x0 ∈ T .
Proviamo adesso che T è chiuso: sia x ∈ X \ T e V un aperto di x in Rn
che non contiene punti che possano essere connessi con z, allora V ∩X è un
aperto di X \ T contenente x e dunque T è chiuso.
Resta da vedere che T è anche aperto. Sia x ∈ T e V ∼= Rn un suo intorno
tale che:
V ∩X ∼= Rn−1 × {0} = {x = (x1, . . . x2) ∈ Rn|xn = 0}.
Grazie ad un risultato classico della topologia sappiamo che:
Osservazione 6. Ogni varietà può essere localmente vista come Rk × {0}
Dunque nel nostro caso abbiamo:
V ∩X ∼= Rn \ Rn−1 × {0} = U1 ∪ U2
dove deﬁniamo U1 = {x ∈ Rn|xn > 0} e U2 = {x ∈ Rn|xn < 0}.
Siano adesso y un elemento di V ∩ X, Uy un suo intorno e vx un punto
di V che può essere connesso a z senza intersecare X. Osserviamo che esiste
vy ∈ Uy∩V che può essere unito a vx tramite una curva che non interseca X,
dunque V intorno di x è interamente contenuto in T che quindi è aperto.
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Abbiamo dunque provato che se, z è un punto di Rn \ X, allora z può
essere unito tramite una curva ad un punto di U1 oppure ad un punto di U2,
dove U1 e U2 sono gli aperti deﬁniti nella dimostrazione. Questo prova che
Rn \X ha al più due componenti connesse, per provare che tali componenti
connesse sono esattamente due dobbiamo dare alcune deﬁnizioni.
Deﬁnizione 10. Due sottovarietà diﬀerenziabili di una varietà diﬀerenzia-
bile X di dimensione n si intersecano in modo trasverso in un punto x se i
due spazi tangenti corrispettivi in quel punto generano lo spazio tangente di
x in X.
Inoltre se X è una varietà con bordo, Y una varietà senza bordo e Z una
sottovarietà senza bordo di Y , diremo la la funzione f : X → Y è trasversale
a Z se ∀x ∈ f−1(Z)
Im(dfx) + Tf(x)(Z) = Tf(x)(Y ).
Dove T (X) è lo spazio tangente ad X e dfx è il diﬀerenziale: Tx(X) →
Tf(x)(Y ).
Vediamo adesso alcune proprietà della trasversalità e delle mappe tra-
sversali di cui però non diamo dimostrazione:
Osservazione 7. Nel caso in cui le sottovarietà abbiano dimensioni comple-
mentari, questo equivale a dire che i due sottospazi tangenti siano in somma
diretta, ovvero che si intersechino solamente in un punto.
Osservazione 8. L'intersezione di due varietà trasverse è anch'essa una
varietà, la cui codimensione è pari alla somma delle codimensioni delle due
varietà di partenza (quando non è vuota). Se l'intersezione di due varietà non
è trasversa, tale intersezione può non essere una varietà, e se è una varietà
può comunque avere dimensione arbitraria. In particolare, due varietà con
dimensioni complementari si intersecano in punti isolati. Se una delle due
varietà è compatta, questi punti sono ﬁniti.
Osservazione 9. Due varietà la cui somma delle dimensioni è minore della
dimensione n della varietà ambiente sono trasverse se e solo se non si in-
tersecano; infatti in questo caso gli spazi tangente hanno dimensione troppo
piccola e non possono in nessun caso generare uno spazio di dimesione n.
Più in generale, secondo la deﬁnizione, due varietà che non si intersecano
sono comunque trasverse.
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Osservazione 10. Una mappa f : X → Y che sia trasversale ad una sotto-
varietà Z rimane tale anche dopo piccole perturbazioni, cioè la trasversalità
gode di una certa stabilità.
Osservazione 11. Non importa il comportamento della mappa f rispetto ad
una sottovarietà W ⊂ Y , una deformazione arbitrariamente piccola, rende
la mappa trasversale a W .
Osservazione 12. Mettiamoci nelle ipotesi della deﬁnizione, se f : X → Y
e ∂f : ∂X → Y sono entrambe trasversali ad una varietà senza bordo Z ⊂
Y , allora f−1(Z) è una varietà con bordo ∂{f−1(Z)} = f−1(Z) ∩ ∂X. La
codimensione di f−1(Z) in X è uguale alla codimensione di Z in Y .
Osservazione 13. Se f : X → Y è una funzione liscia e il suo bordo è
trasversale ad una superﬁcie Z allora esiste una mappa g : X → Y omotopa
ad f e trasversale a Z tale che ∂f = ∂g.
Grazie a queste osservazioni possiamo aﬀermare che se X è una varietà
compatta e f : X → Y una mappa trasversale ad una sottovarietà chiusa
Z ⊂ Y dove dim(X)+dim(Z) = dim(Y), allora f−1(Z) è una sottovarietà
zero-dimensionale chiusa di X, pertanto f−1(Z) ha un numero ﬁnito di punti.
Possiamo allora dare la seguente:
Deﬁnizione 11. Il numero di intersezione mod2 della mappa f : X → Y
con Z ⊂ Y è il numero di punti di f−1(Z) e lo indicheremo con I2(f, Z).
Sia f : X → Y una mappa liscia tra due varietà X e Y diﬀerenziabili della
stessa dimensione, la prima compatta e senza bordo, la seconda connessa e
sia y un punto di Y . Se y è un valore regolare (y è l'immagine di un punto
regolare di X, cioè di un punto non critico di f, quindi tale che f abbia tutte
le derivate parziali non nulle in quel punto) per f , la sua controimmagine ha
cardinalità ﬁnita, e la sua classe di resto modulo 2 è un valore in {0, 1} che
non dipende dal valore regolare y, né dalla classe di omotopia diﬀerenziabile
di f .
Deﬁnizione 12. Se siamo nelle ipotesi sopra il numero I2(f, {x}) abbiamo
visto essere costante su Y , questo valore è chiamato grado modulo 2 di f e
denotato con deg2(f).
Sia adesso X ⊂ Rn una varietà compatta e connessa di dimensione n− 1
e f : X → Y una mappa liscia, preso z /∈ Im(f(x)) consideriamo la mappa
u : X → Sn−1 (sfera unitaria di dimensione n− 1) deﬁnita da:
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u =
f(x)− z
‖ f(x)− z ‖
allora la cardinalità dell'immagine inversa di u ci fornisce un'idea di quante
volte f(x) gira intorno al punto z. Tale idea intuitiva si può formalizzare nella
seguente:
Deﬁnizione 13. Chiamiamo indice di avvolgimento modulo 2 di f attorno
a z W2(f, z) = deg2(u). Nela caso in cui Y ⊂ Rn deﬁniamo W2(X, z) =
W2(i, z) dove i : X → Rn è l'inclusione.
Adesso possiamo tornare al nostro teorema, siamo infatti in grado di
provare hce le componenti connesse di Rn \X sono esattamente due.
Lemma 4. Se z0 e z1 sono contenuti nella stessa componente connessa di
Rn \X, allora W2(X, z0) = W2(X, z1).
Dimostrazione. Sia zt : I → Rn \ X una curva che unisca i punti z0 e z1.
Allora la mappa ut = X × I → Sn−1 deﬁnita da:
ut(x) =
x− zt
‖ x− zt ‖ ,
è un'omotopia (zt non appartiene a X). Poiché mappe omotope hanno lo
stesso grado mod2 abbiamo la tesi.
Enunciamo adesso un teorema classico della topologia diﬀerenziale di cui
non daremo la dimostrazione e che ci sarà utile in seguito:
Teorema 16 (Teorema di Sard, 1942). Per ogni funzione liscia f da una
varietà con bordo X ad una varietà senza bordo Y , l'insieme dei valori che
sono critici per f o per ∂f è un insieme di misura nulla.
Possiamo adesso dimostrare il seguente:
Lemma 5. Sia r una semiretta con origine in z ∈ Rn \ X e direzione v ∈
Sn−1, allora aﬃnchè r sia trasversale a X è necessario e suﬃciente che v
sia un valore regolare per la mappa u : X → Sn−1 dove u(x) = x−u‖x−u‖ . In
particolare, per il teorema di Sard (16), r è trasversale a X per v generico.
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Dimostrazione. Osserviamo che u−1(v) = X ∩ r.
Per prima cosa dimostriamo che la condizione data è necessaria. Sia v
un valore regolare per u(x), se X ∩ r = ∅ abbiamo ﬁnito. Supponiamo che
non sia così, allora abbiamo x ∈ u−1(v). Se per assurdo v ∈ Tx(X), dato
che dux(v) = limt→0
(
x+tv−z
‖x+tv−z‖ − v
)
1
t
= limt→0
(
(a+t)v
‖(a+t)v‖ − v
)
1
t
= 0, (dove
a =‖ x − z ‖ 4), allora dux non sarebbe iniettivo, contraddicendo l'ipotesi
che v sia un valore regolare per u(x), dunque r è trasversale.
Vediamo adesso che la condizione è anche suﬃciente. Se X ∩ r = ∅
allora la tesi è vera. Supponiamo invece che ∃x ∈ X ∩ r, per ipotesi
abbiamo che: Tx(X) + 〈r〉 = Rn, allora ∀w ∈ Tx(X), w possiede una
componente perpendicolare a v non nulla che chiameremo: w⊥. Per la
linearità di dux non è restrittivo supporre ‖ w⊥ ‖=‖ x − v ‖. Allora
dux(w) = dux(w⊥) = limt→0
(
x+tw⊥−u
‖x+tw⊥−u‖ − v
)
1
t
= limt→0
(
x+tw⊥−u√
‖x−u‖2+t2‖w⊥‖2
−
v
)
1
t
= limt→0
(
x+tw⊥−u√
t2+1‖w⊥‖ − v
)
1
t
= w⊥‖w‖ + limt→0
(
(x−u)(1+√t2+1)
t(
√
t2+1‖w⊥‖)
)
= w⊥‖w‖ +
limt→0 −tv√
t2+1(
√
t2+1+ t
2√
t2+1
)
= w⊥‖w‖ .
Cioè Ker(dux) = 0, pertanto v è un valore regolare per u(x).
Corollario 2. Consideriamo la semiretta r0 con origine in z0 e direzione
v tale che la semiretta sia trasversale a X. Sia z1 un punto di r. Se l è il
numero di volte che r interseca X tra z0 e z1 allora W2(X, z0) = W2(X, z1)+l
mod2.
Dimostrazione. Chiamiamo r1 la semiretta con origine in z1 e direzione v.
Consideriamo la mappa uzi(x) = x−zi‖x−zi‖ per i = 1, 2. Poichè r0è trasversale a
X, abbiamo che la cardinalità di r1∩X = m e questa quantità è uguale anche
alla cardinalità dell'insieme u−1z1 (v). Inoltre la cardinalità di r0∩X = m+l che
è uguale alla cardinalità di u−1z0 (v). Allora applicando il lemma precedente
otteniamo che: W2(X, z0) è uguale alla cardinalità di r0 ∩ X mod2 che è
[m + l]mod2 cioè è uguale alla cardinalità di [u−1z1 (v) + l]mod2 = [W2(X, z1) +
l]mod2.
Se r è una semiretta avente origine in z0 /∈ X e direzione v tale che
r sia trasversale ad X. Consideriamo un punto z1 tale che tra z0 e z1 la
retta r intersechi X esattamente una volta. Per il corollario appena visto
W2(X, z0) = W2(X, z1) + 1 mod 2, allora per il lemma (4) z0 e z1 apparten-
go a due componenti connesse distinte. Mettendo insieme tutto quello che
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abbiamo provato possiamo ﬁnalmente aﬀermare che Rn \X ha esattamente
due componenti connesse. Tali componenti saranno:
D0 = {z ∈ Rn|W2(X, z) = 0} e D1 = {z ∈ Rn|W2(X, z) = 1}.
Per completare la dimostrazione del teorema di Jordan-Brouwer nel caso
compatto resta da provare il seguente:
Teorema 17. Rn \ X è formato da due aperti connessi, uno esterno che
chiameremo D0 e uno interno D1. Inoltre D1 è una varietà compatta con
bordo ∂D1 = X.
Dimostrazione. Nelle precedenti proposizioni abbiamo già dimostrato che
Rn \ X è costituito da due connessi, dobbiamo vedere che sono entrambi
aperti. Consideriamo un punto x ∈ D1, poiché X è chiuso esiste un suo
intorno aperto che sia completamente contenuto in D1, questo prova che D1
è aperto. Ragionando in modo del tutto analogo abbiamo che anche D0 è
aperto. Resta da mostrare che D1 sia una varietà compatta con bordo. Sia
x ∈ D1 e U un suo intorno contenuto in D1, allora l'identità di Rn ristretta
a U è una parametrizzazione di D1. Sia ora x ∈ X e V un suo intorno suf-
ﬁcientemente piccolo, per l'osservazione (6) V ∼= Rn e V ∩X ∼= Rn−1 × {0}.
Pertanto U ∩ D1 è diﬀeomorfo a Hn = {x = (x1, . . . xn}|xn ≥ 0}. Il fat-
to che D1 sia limitato e quindi compatto è una conseguenza del lemma che
segue.
Lemma 6. Se z è suﬃcientemente distante dall'origine di Rn, alloraW2(X, z) =
0.
Dimostrazione. Consideriamo la semiretta r avente origine come z0 e direzio-
ne v = z0‖z0‖ . Sia ² = max{‖ x ‖ |x ∈ X}. Deﬁniamo z = S²+1(0) e trasliamo
l'origine di r in z, allora r ∩X = ∅ e dunque W2(X, z) = 0.
Osservazione 14. Nell'ipotesi in cui X sia chiuso ma non necessariamente
compatto e Rn \X = D0∪D1 sia formato da due componenti connesse, dalla
dimostrazione del teorema (17) deriva che D0 e D1 siano varietà con bordo
e X = ∂D0 = ∂D1.
Ci resta da dimostrare il teorema di Jordan-Brouwer nel caso chiuso. Pri-
ma di farlo dobbiamo enunciare un lemma che ci servirà per la dimostrazione
del prossimo teorema:
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Lemma 7. Ogni varietà compatta, connessa, unidimensionale con bordo è
diﬀeomorfa a un intervallo di R o alla circonferenza S1. In particolare il
bordo di qualunque varietà unidimensionale compatta ha un numero pari di
punti.
Possiamo adesso terminare la dimostrazione del nostro teorema, grazie
all'osservazione (14) ci basterà dimostrare il seguente:
Teorema 18. Un'ipersuperﬁcie X ⊂ Rn chiusa e senza bordo separa Rn in
due aperti connessi.
Dimostrazione. Per prima cosa vogliamo provare che Rn \ X è costituito
da almeno due componenti connesse. Procedendo per assurdo supponiamo
che Rn \ X sia costituito da una sola componente connessa. Consideriamo
allora un segmento L di estremi z0 e z1 che attraversa la superﬁcie e che sia
trasversale ad essa. Completiamo L con una curva chiusa γ che non interseca
X in nessun altro punto. γ può essere contratta ad un punto, cioè esiste una
mappa liscia f : D2 → Rn tale che f(S1) = γ, perché Rn è semplicemente
connesso. ∂f è trasversale ad X, allora, per l'osservazione (13), possiamo
supporre che f sia trasversale a X. Poiché la codimensione di X in Rn è
1, f−1(X) ⊂ D2 è una varietà unidimensionale e pertanto per il lemma (7)
possiede un bordo costituito da un numero pari di punti e questo contraddice
il fatto che γ intersechi X in un solo punto.
Adesso facciamo vedere che le componenti connesse sono esattamente due.
Procedendo per assurdo supponiamo che ce ne siano almeno tre distinte che
chiameremo G1, G2 e G3; supponiamo inoltre che esistano tre punti c1, c2 e
c3 appartenenti alle tre diverse componenti connesse. Sia ora α una curva
che unisce c1 a c2 trasversale ad X. Questa curva α dovrà intersecare X in
un numero ﬁnito di punti, chiamiamoli d1, . . . dm. Poichè X è connesso per
archi esisterà una curva β che unisce d1 a d2. Proiettando i punti di β nella
direzione della normale alla superﬁcie e nel verso della componente connessa
G1 di una distanza ² abbastanza piccola, si ottiene una curva contenuta nella
componente G1 che può essere connessa alla curva α prima che intersechi X.
Quello che abbiamo fatto è stato creare una nuova curva che connette c1 a c2
e interseca X m−2volte. Se iteriamo il ragionamento alla ﬁne otterremo una
curva che unisce c1 e c2 e incontra X una sola volta. Possiamo applicare lo
stesso ragionamento per trovare una curva che unisce c2 e c3. Unendo le due
curve possiamo connettere c1 con c3 mediante una curva che interseca X due
volte. Ripetendo il ragionamento possiamo eliminare le due intersezioni con
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X e in questo modo c1 e c3 faranno parte della stessa componente connessa
ma questo contraddice l'ipotesi iniziale.
1.8 Relazioni tra i Teoremi di Separazione e i
Teoremi di Alternativa
I teoremi di separazione aﬀrontati nel paragrafo (1.3) nascono nei primi an-
ni del '900 grazie principalmente agli studi di Minkowski ed Helly. Nel 1925
e nel 1927 Banach e Hahn dimostrarono in modo indipendente il celebre teo-
rema di Hahn-Banach, che è uno strumento centrale dell'Analisi Funzionale
ed è esso stesso un teorema di separazione non appena si riformuli in modo
ovvio. Più o meno nello stesso periodo è stata sviluppata la maggior parte
dei Teoremi di Alternativa. Grazie allo sviluppo della teoria dell'ottimizza-
zione, avvenuto negli anni successivi, i teoremi di alternativa hanno trovato
diverse applicazioni e sono stati estesi a spazi ad inﬁnite dimensioni e spa-
zi complessi. Questo ha permesso di utilizzare tali teoremi come strumenti
dell'Algebra Lineare o come mezzi per provare l'esistenza e l'unicità delle
soluzioni di alcuni tipi di equazioni diﬀerenziali e integrali. Per molti anni i
teoremi di separazione e i teoremi di alternativa si sono svluppati seguendo
strade indipendenti, solo recentemente, grazie allo sviluppo della teoria del-
l'ottimizzazione, si è visto che ci sono molte analogie tra di loro e in molti
casi esprimono in maniera diversa le stesse proprietà strutturali.
Quello che ci proponiamo di vedere adesso è una formulazione dei pro-
blemi che possa essere comune, sia alla separazione, che all'alternativa. Per
fare questo dobbiamo introdurre un linguaggio funzionale; grazie a nuove de-
ﬁnizioni, le due parti di piano individuate dall'iperpiano separatore vengono
considerate come insiemi di livello di una funzione non necessariamente li-
neare. Per introdurre queste deﬁnizioni è necessario parlare brevemente dello
Spazio Immagine (IS).
Da sempre si studia l'immagine delle funzioni, inizialmente quelle reali,
poi le multifunzioni e inﬁne le funzioni valutate sui vettori. Il più delle volte
però studiare l'immagine è solo un mezzo per arrivare ad altri scopi e non è lo
scopo stesso del problema. Nel 1950, per la prima volta, Bellman propose di
studiare lo spazio immagine nel campo dell'ottimizzazione, anche in questo
caso tale spazio non era il protagonista della ricerca. Solo tra il 1960 e il 1970
venne introdotto un nuovo approccio che vedeva lo spazio immagine in primo
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piano: si tratta di studiare esplicitamente lo spazio dove stanno le immagini
delle funzioni del problema di ottimizzazione dato e qui di formulare un
nuovo problema equivalente a quello dello spazio primale. Il vantaggio di
questo nuovo tipo di approccio è che spesso nello spazio immagine avviene
una regolarizzazione, per esempio si può passare da dimensioni inﬁnite ad una
dimensione ﬁnita. Lo studio sullo spazio immagine può essere visto come un
primo passo ausiliare e non in totale sostituzione del problema originale: in
ogni caso una volta trovata la soluzione va poi tradotta in termini dello spazio
di partenza.
Vediamo adesso un primo esempio di problema che è possibile risolvere
con questo tipo di approccio: consideriamo l'insieme X ⊆ B = C0(T )n
spazio di Banach T := [t0, t1] ⊂ R, le funzioni f : X → R e gi : X → R,
i ∈ J := {1, . . . ,m}, indichiamo con J0 l'insieme degli indici delle funzioni
con vincolo bilatero e con J+ l'insieme degli indici delle funzioni con vincolo
unilatero e inﬁne con B+ un cono chiuso e convesso con apice nell'origine.
f ↓ := min f(x)
gi(x) = 0 i ∈ J0
gi(x) ∈ B+ i ∈ J+
x ∈ X ⊆ B
(1.12)
Il nostro scopo sarà quello di risolvere problemi del tipo:
f ↓ := min[f(x) :=
∫
T
ψ0(t, x(t), x
′(t))dt],
gi(x) := ψi(t, x(t), x
′(t)) = 0 ∀t ∈ T, i ∈ J0
gi(x) := ψi(t, x(t), x
′(t)) ≥ 0 ∀t ∈ T, i ∈ J+
x ∈ X ⊆ C0(T )n
(1.13)
Siano adesso ν, l interi positivi e H ⊂ Rn 6= ∅, C ⊂ Rl un cono non vuoto,
convesso e chiuso con apice nell'origine e parte interna diversa dal vuoto, con
C0 indiecheremo C \ {0}. Allora consideriamo W : Rν × Π → Rl dove Π è
l'insieme dei parametri. Per ogni pi ∈ Π per ogni insieme S ⊂ Rl deﬁniamo
l'insieme:
levSW (•, pi) := {z ∈ Rν : W (z;pi) ∈ S}
che prenderà il nome di insieme di livello di W rispetto ad S.
Deﬁnizione 14. La classe di tutte le funzioni W : Rν × Π→ Rl tali che:
levSW (•, pi) ⊇ H pi ∈ Π (1.14)
1.8 39
e ⋂
pi∈Π
levC0W (•, pi) ⊆ H (1.15)
sono chiamati classi di funzione di separazione debole e li denoteremo con
W (Π).
Prendiamo per esempio l = 1, C = [o,+∞[ allora possiamo scrivere le
classi di funzione di separazione così:
lev≥0W (•, pi) ⊇ H pi ∈ Π (1.16)⋂
pi∈Π
lev>0W (•, pi) ⊆ H (1.17)
in questo caso l'insieme di livello rispetto a C e a C0 collassa nei soliti
insiemi non negativo e positivo.
Siano ora ν = 2 ed l = 1 allora:
H = {(u, v) ∈ R2 : u > 0, v ≥ 0}
C = [0,+∞]
Π = {(1, 0), (0, 1)}
pi = (θ, λ)
W (Π) = {w = θu+ λv = (θ, λ) ∈ Π} = {u, v}
quindi come classi di funzioni di separazione otteniamo:
{(u, v) ∈ R2 : u ≥ 0} ⊇ H, {(u, v) ∈ R2 : v ≥ 0} ⊇ H
e l'atra:
{(u, v) ∈ R2 : u > 0} ∩ {(u, v) ∈ R2 : v > 0} ⊆ H
poiché queste veriﬁcano (1.16) e (1.17), W (Π) è una classe di funzioni di
separazione debole.
Il limite di queste classi di separazione è che sono troppo deboli quindi
non ci sono molte applicazioni utili, per questo motivo vogliamo fare in modo
che le classi W (Π) soddisﬁno anche la seguente proprietà:
w1, w2 ∈ W (Π), α1, α2 ∈ R2 \ {0} ⇒ α1w1 + α2w2 ∈ W (Π).
Inoltre può capitare che W (Π) contenga degli elementi che non ci do-
vrebbero stare, per questo è necessario introdurre altre classi di funzioni di
separazione.
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Osservazione 15. Possiamo deﬁnire delle sottoclassi:
(1) W c(Π) di W (•, pi) che sono continue ∀pi ∈ Π
(2) W us(Π) di W (•, pi) che sono semicontinue superiormente rispetto a
C ∀pi ∈ Π, dove questo signiﬁca che il graﬁco di w \ C è chiuso.
Vediamo alcune proprietà che giustiﬁcano l'introduzione di queste sotto-
classi:
Proposizione 2. Se w ∈ W us(Π) allora:
cl levC0w(•;pi) ⊆ levCw(•; pi) (1.18)
Dimostrazione. Sia zˆ ∈ cl levC0w(•;pi). Allora ∀² > 0, ∃z² ∈ N²(zˆ), intorno
di zˆ, z² 6= zˆ tale che w(z²;pi) ∈ C0. Questo implica che 0l ∈ w(z²; pi) − C
∀² > 0 quindi (zˆ, 0l) è un punto limite della famiglia {(z², w(z²; pi) − C}²>0.
Supponiamo per assurdo che w(zˆ;pi) /∈ C, allora (zˆ, 0l) /∈ (zˆ;w(zˆ;pi) − C) e
questo contraddice la semicontinuità superiore.
Proposizione 3. Se w ∈ W us(Π) allora la condizione:
cl levC0w(•;pi) ⊇ clH (1.19)
è suﬃciente perché valga (1.14)
Dimostrazione. L'ipotesi e il precedente teorema danno direttamente la tesi:
clH ⊆ cl levC0w(•;pi) ⊆ levC(•;pi)⇒ levCW (•; pi) ⊇ clH
e H è ovviamente contenuto nella sua chiusura.
Se in questi teoremi sostituisco C0 con C˙ le tesi restano valide:
Proposizione 4. Se w ∈ W us(Π) allora:
cl levC˙w(•;pi) ⊇ clH (1.20)
è suﬃciente aﬃnchè valga (1.14)
Dimostrazione. Poiché cl levC˙w(•;pi) ⊆ cl levC0w(•; pi), l'ipotesi e la (1.18)
danno la tesi.
Possiamo ora introdurre due nuove classi di funzioni separatrici:
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Deﬁnizione 15. La classe delle funzioni w : Rν × Π→ Rl tali che:⋂
pi∈Π
levC0w(•;pi) = H (1.21)
è detta classe di separazione regolare debole e la denoteremo: WR(Π). Esi-
stono le sottoclassi continue e semicontinue superiormente e le denotere-
mo rispettivamente con: W cR(pi), W usR (pi). In maniera equivalente possiamo
deﬁnire: ⋂
pi∈Π
levC˙w(•; pi) = H (1.22)
Osservazione 16. In entrambi i casi della deﬁnizione precedente abbiamo
che: H ⊆ levC0w(•;pi), ∀pi ∈ Π e questo ci garantisce che sia soddisfatta
(1.14).
Se prendiamo l = 1, C = [0;+∞] (1.21) e (1.22) diventano:⋂
pi∈Π
lev>0w(•;pi) = H (1.23)
dove i livelli di C0 e C˙ si sono ristretti al livello positivo.
Deﬁnizione 16. Consideriamo le classi di tutte le funzioni s : Rν ×Π→ Rl
tali che:
levC0S(•;pi) ⊆ H ∀pi ∈ Π (1.24)⋃
pi∈Π
levC0S(•; pi) = riH (1.25)
dove riH è la parte interna relativa di H. Queste classi sono chiamate classi
di funzioni di separazione forte e sono denotate con S(Π).
Osservazione 17. s ∈ S(Π)⇒ αs ∈ S(Π) ∀α ∈ R+ \ {0}
Se uso C˙ invece di C0 allora avrò:
levC˙s(•;pi) ⊆ H ∀pi ∈ Π (1.26)⋃
pi∈Π
levC˙s(•;pi) = riH (1.27)
Nel caso in cui l = 1, C = [0;+∞] (1.24) e (1.26) diventano:
lev>0s(•;pi) ⊆ H (1.28)
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pi∈Π
lev>0s(•; pi) = riH (1.29)
Per le sottoclassi avrò che Sc(Π) è la sottoclasse continua, mentre Slc(Π)
è quella semicontinua inferiormente.
Osservazione 18. Valgono: W c(Π) ⊂ W us(Π) ⊂ W (Π)
WR(Π) ⊂ W (Π)
Sc(Π) ⊂ Sls(Π) ⊂ S(Π),
tutte queste classi sono diverse tra loro, si può dimostrare che è possibile
passare da una classe all'altra semplicemente restringendo l'insieme Π dei
parametri.
1.9 Applicazioni
Consideriamo adesso delle classi di separazione speciali, da ora in poi
avremo:
ν = l +m
z = (u, v)
pi = (θ, γ)
Π = Rl+ × Γ.
Queste classi ci saranno utili per risolvere vari tipi di sistemi:
(i) problemi d'estremo con vincoli del tipo:
min f(x)
gi(x1, . . . , xn) = 0 i ∈ J0
gi(x1, . . . , xn) ≥ 0 i ∈ J+
x = (x1, . . . , xn) ∈ X ⊆ Rn
(1.30)
(ii) disequazioni variazionali per problemi di equilibrio:
〈F, x− x〉+ φ(x)− φ(x) ≥ 0 ∀x ∈ K(x)
dove φ : Rn → R; F : Rn ⇒ Rn e K : Rn ⇒ Rn multifunzioni.
(iii) oppure:
〈F (x), x− x〉+ φ(x)− φ(x) ≤ 0 ∀x ∈ K(x)
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Poiché è equivalente scegliere C = R− o C = R+ noi adotteremo la
seconda scelta così che C0 = C˙ = intC = R˙+ e H = R˙+ × D. Allora
possiamo considerare una vasta classe:
w(u, v; θ, γ) = θu+ w(v; γ) (1.31)
con:
θ ≥ 0, γ ∈ Γ tali che w(•, •; θ, γ) 6= 0 (1.32)
e dove w : Rn × Γ→ R deve essere tale che:⋂
γ∈Γ
lev≥0w(•; γ) = D (1.33)
∀γ ∈ Γ, ∀α ∈ R+ ∃γα ∈ Γ tale che αw(v; γ) = w(v, γα) ∀v.
(1.34)
Osserviamo che queste ultime due relazioni implicano che:
∀v /∈ D∃γ ∈ Γ tale che w(v; γ) < 0 (1.35)
∃γ˜ ∈ Γ tale che w(•; γ˜) < 0 (1.36)
⋂
γ∈Γ
lev>0w(v; γ) ⊆ D (1.37)
dove prendiamo: w(•; γ) 6= 0.
Infatti se per assurdo avessi un certo vˆ /∈ D tale che ∀γ ∈ Γ valesse
w(vˆ; γ) ≥ oppure w(vˆ; γ) > 0 sarebbe contraddetta la (1.33), dunque questa
mi assicura che valgono (1.35) e (1.37). Inoltre se α = 0 (1.34) assicura che
vale (1.36).
Proposizione 5. Le funzioni (1.31), (1.32), (1.33), (1.34), (1.35), (1.36),
(1.37) sono funzioni di separazione debole, in particolare queste funzioni sono
una sottoclasse di W (Π) con Π = R+ × Γ.
Dimostrazione. Grazie alla (1.33) se v ∈ D ⇒ w(v; γ) ≥ 0 ∀γ ∈ Γ, allora
poichè: (u, v) ∈ H = R˙+ × D ⇒ θu + w(u; γ) ≥ 0 abbiamo che (1.16) è
soddisfatta. Inoltre per (1.36) e (1.37) sappiamo che:
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⋂
θ≥0,γ∈Γ
lev>0w(u, v; θ, γ) ⊆ [lev>0w(u, v; 1, γ˜)] ∩
⋂
γ∈Γ
lev>0w(u, v; 0, γ) =
(R˙+ × Rm) ∩ [R×
⋂
γ∈Γ
[lev>0w(•; γ)] ⊆ (R˙+ × Rm) ∩ (R×D) = H
e così vale anche la (1.17).
Esistono dei casi particolari in cui queste funzioni di separazione sono
molto utili nelle applicazioni. Un esempio importante si ha quando w è
separabile dagli elementi di v; per studiare questo caso prendiamo Γ come
prodotto cartesiano, cioè dati Γi, Γ = ×i∈JΓi, allora w(v; γ) =
∑
i∈J wi(vi; γi)
e possiamo riscrivere (1.31):
w(u, v; θ, γ) = θu+ wi(vi; γi) (1.38)
dove γ = (γ1, . . . , γm) e γi ∈ Γi, i ∈ J , sotto le stesse condizioni (1.32)-(1.34).
Questa classe di separazione può essere ulteriormente modiﬁcata ponendo
λ = (λ1, . . . , λm) e µ = (µ1, . . . , µm), allora abbiamo che γi = (λi, µi) con
i ∈ J , e Γi = R× R+ se i ∈ J0 oppure Γi = R+ × R+ se i ∈ J+.
wi = w
pe
i (vi;λi, µi) :=

λivi − µiv2i ,
λivi − µiv2i , se vi ≤ 0
1
2λiµi
(
√
1 + 4λ2iµivi − 1), se vi > 0
con λi, µi > 0
oppure
λiviexp(−µivi)
oppure
λi[1− exp(−µivi)]
(1.39)
dove la prima riga vale se i ∈ J0 e le altre quand i ∈ J+.
Allora (1.38) diventa:
w(u, v; θ, λ, µ) = θu+
∑
i∈j
wpei (vi;λi, µi) (1.40)
con:
θ ≥ 0, λ ∈ Rp × Rm−p, µ ∈ Rm+ (1.41)
λi, µi 6= 0 i ∈ J0 e λi 6= 0i ∈ J+ se θ = 0. (1.42)
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Al posto di (1.39) possono essere usate molte altre funzioni algebriche o
trascendenti a seconda dello scopo.
Nel nostro esempio i termini corrispondenti al vincolo unilatero (J+) han-
no tre forme alternative: la prima è di tipo parabolico ed è preferibile da un
punto di vista computazionale, la seconda e la terza sono di tipo esponenzia-
le. Queste tre formulazioni hanno diﬀerenti vantaggi analitici o numerici ma
tutte garantiscono la separazione debole; a seconda dello scopo può essere
più utile usare l'una o l'altra.
La prima forma descrive due archi di parabola, inoltre se nello spazio
immagine Kx, l'elemento v è limitato dall'alto, oppure:
vsupi := sup{vi ∈ R : (u, v) ∈ Kx} < +∞, i ∈ J+ (1.43)
il primo arco può essere preso nell'intervallo 0 < vi < vsupi sotto le condizioni
λi
µi
≥ vsupi e l'ultimo arco può essere trascurato.
Allora la prima espressione può essere rimpiazzata da:
wi = w
pe
i (vi;λi, µi) := λivi − µiv2i (1.44)
λi
µi
≥ vsupi (1.45)
λi, µi > 0 i ∈ J+ (1.46)
e il dominio è contenuto in un iperettangolo.
Proposizione 6. Le funzioni (1.40) e (1.41) sono funzioni di separazione
debole, in particolare sono una sottoclasse di W (Π) con Π = R+ ×D∗ × Rm+
Dimostrazione. Ci basta provare che sono soddisfatte (1.32)-(1.34). Intanto
osservo che (1.41) implica (1.32).
v ∈ D ⇒ vi = 0 i ∈ J0 oppure vi ≥ 0 i ∈ J+
quindi (1.39) è non negativa in tutte e tre le forme dei vincoli, basta sostituire
D con un suo sottoinsieme D˜ dato da vi = 0 per i ∈ J0 e 0 ≤ vi ≤ vsupi per
i ∈ J+. Questo signiﬁca che wi(•;λ, µ) ≥ 0 ∀λ ∈ D∗, ∀µ ∈ Rm+ così D (o
D˜)⊆ ⋂γ∈Γ lev≥0w(•; γ).
Per assurdo supponiamo che:
∃vˆ /∈ D ⇒ w(vˆ;λ, µ) ≥ 0 ∀λ ∈ D+, ∀µ ∈ Rm+ .
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Inoltre se vˆ /∈ D devono esistere i′ ∈ J0 tale che vˆ′ 6= 0 oppure i′′ ∈ J+ tale
che vˆ′′ < 0 o entrambe.
Prendendo arbitrariamente λˆ′i ≥ 0 e µˆi′ > max{0, λˆ
′
i
µˆi′
} abbiamo wpei (vˆi; λˆ′i, µˆi′) <
0 e lo stesso succede per ogni altro i ∈ J0 tale che vˆi 6= 0. ∀i ∈ J0 tale che
vˆi = 0 abbiamo che wpei′ (vˆi;λi, µi) = 0∀λiµi. Inoltre ∀λ′′i ,µ′′i > 0 abbiamo
wi′′(vˆi
′′;λ′′i , µ
′′
i ) < 0 per ogni forma di (1.39) e lo stesso succede per ogni altro
i ∈ J+ tale che vˆi < 0.
∀i ∈ J+ tale che vˆ ≥ 0 abbiamo:
wi =

1
2λiµi
(
√
1 + 4λ2iµivˆi − 1) < ², se vˆi = 0, oppure vˆi > 0, e λi > 0, µi > max{0, λivˆi−²λi²2 ,
oppure
λivˆiexp(−µivˆi) < ², ² > 0, se vˆi = 0, oppure vˆi > 0, e λi > 0, µi > 1vˆi lnλivˆi² ,
oppure
λi[1− exp(−µivˆi)] < ², ² > 0, se vˆi = 0, oppure vˆi > 0, e λi < ², µi > 0;
(1.47)
Nei casi (1.43) e (1.44) abbiamo wi = λivˆi − µiv2i < ², ∀² > 0 se vˆi = 0
oppure se vˆi > 0 e λi > 0, µi > λ
2
i
4²
.
Quindi esistono λˆ ∈ D∗ e µˆ ∈ Rm+ tali che w(vˆ; λˆ, µˆ) =
∑
i∈J(vˆi; λˆi, µˆi) < 0
e questo contraddice: w(vˆ; λˆ, µˆ) ≥ 0∀λ ∈ D∗,µ ∈ Rm+ . Dunque quest'assun-
zione era assurda e questo ci assicura che vale (1.33).
Anche (1.34) è soddisfatta perché la (1.39) è tale che:
αwi(vi;λi, µi) = wi(vi;αλi, µi) o
αwi(vi;λi, µi) = wi(vi;αλi, αµi) o
αwi(vi;λi, µi) = wi(vi;αλi,
µi
α2
) ∀α ∈ R+ \ {0}.
Quando µ = 0 (1.40) diventa:
w(u, v; θ, λ) = θu+ 〈λ, v〉 θ ≥ 0, λ ∈ D∗, (θ, λ) 6= 0 (1.48)
e così abbiamo una funzione di separazione debole.
Osservazione 19. Per queste classi di w se θ > 0 possiamo assumere θ = 1.
Allora è possibile sostituire w con 1
θ
w.
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Consideriamo adesso una sottoclasse delle precedenti e poniamo θ = 1:
w(u, v; γ) = u+ w(v; γ) γ ∈ Γ (1.49)
dove w : Rn × Γ→ R deve rispettare (1.33) e (1.34).
Proposizione 7. Le funzioni (1.49) sono funzioni regolari di separazione
debole. In particolare la classe (1.49) è una sottoclasse di WR(Π) con Π =
{1} × Γ.
Dimostrazione. Vogliamo provare (1.23). Osseviamo che il livello positivo di
(1.49) è deﬁnito da: w(v; γ) > −u, allora (u, v) ∈ ⋂γ∈Γ lev>0w(•, •; γ) ⇔
w(v; γ) > 0 ∀γ ∈ Γ se u ≤ 0 e w(v; γ) ≥ 0 se u > 0. Se γ è tale che
w(v; γ) 6= 0 allora per (1.34) la prima delle disugualgianze sopra obbliga w
ad essere, per ogni v ﬁssato, arbitrariamente grande così nessun vettore (u, v)
con u ≤ 0 può appartenere all'intersezione della (1.23). Inoltre la seconda
disuguaglianza grazie alla (1.33) ci dice che:⋂
γ∈Γ
lev>0w(•, •; γ) = R˙+ ×D.
Dunque considerando (1.36) otteniamo:
⋂
γ∈Γ
lev>0w(•, •; γ) = [lev>0w(•, •; γ˜)]∩
⋂
γ∈Γ\{γ˜}
lev>0w(•, •; γ) = (R˙+×Rm)∩(R˙+×D) = H
dove abbiamo tolto i γ˜ tali che w(v; γ˜) = 0.
Come conseguenza della (1.49) con θ = 1 (1.38) diventa:
w(u, v; γ) = u+
∑
i∈J
wi(vi; γi) (1.50)
dove γ = (γ1, . . . , γm) ∈ ×i∈jΓi
(1.40) diventa:
w(u, v;λ, µ) = u+
∑
i∈J
wpei (vi;λi,mui) (1.51)
con λ ∈ D∗, µ ∈ Rm+ e wpei resta deﬁnito dalla (1.39) e i vincoli unilateri
possono essere una qualunque delle tre forme.
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Inﬁne (1.48) diventa:
w(u, v;λ) = u+ 〈λ, v〉, (1.52)
con λ ∈ D∗.
Proposizione 8. Le classi (1.50) (1.51) e (1.52) sono sottoclassi sono sot-
toclassi di WR(Π), con Π rispettivamente:{1} × Γ, {1} × D∗ × Rm+ e {1} ×
D∗.
Dimostrazione. Per quanto riguarda (1.50) l'abbiamo già provato nella pro-
posizione precedente.
Osserviamo che w({1}×D∗×Rm+ ) ⊂ W (R+×D∗×Rm+ ), allora seguendo lo
schema della precedente dimostrazione dobbiamo veriﬁcare (1.23) per (1.51).
Per farlo basta mostrare che H ⊆ lev>0w(•, •;λ, µ). Sappiamo (u, v) ∈ H ⇒
u > 0 e v ∈ D, e poiché v ∈ D assicura che (1.39) e (1.44) sono non negative
ho l'inclusione.
Per (1.52) valgono ragionamenti analoghi.
1.10 Forma generale per un Teorema di Alter-
nativa
Richiamiamo le deﬁnizioni date per i teoremi di alternativa. Siano S ed
S∗ due proposizioni, noi diciamo che c'è un'alternativa debole tra S ed S∗,
se e solo se non sono entrambe vere, mentre se non sono entrambe false c'è
alternativa forte. Quando vale sia l'alternativa forte che quella debole, allora
c'è alternativa tra S ed S∗. Quello di cui vogliamo occuparci adesso è di
mostrare la stretta relazione che c'è tra alternativa e separazione.
Ci occuperemo solo di una speciale classe di funzioni S:
Deﬁnizione 17. Siano: ν un intero positivo, H ⊂ Rν un cono convesso con
apice nell'origine, Ξ un insieme di parametri, X ⊆ Rn e A : X × Ξ → Rν
una mappa. La relazione:
A(x; ξ) ∈ H x ∈ X ξ ∈ Ξ (1.53)
è un sistema parametrico generalizzato nella variabile x.
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Osservazione 20. Molti modelli matematici usati nell'ottimizzazione, o in
altri campi simili, possono essere ridotti alla ricerca di una ξ ∈ Ξ tale che
sia possibile (1.53).
Teorema 19. Consideriamo gli insiemi: H, X, W (Π), S(Π), il cono C con
apice nell'origine, l'elemento ξ ∈ Ξ e la funzione A.
(i) Il sistema (1.53) nell'incognita x e il sistema:
W (A(x; ξ); pi) /∈ C ∀x ∈ X (1.54)
non possono essere veriﬁcati contemporaneamente, può valere qualunque se-
parazione debole w ∈W (Π)
(ii) Il sistema (1.53) nell'incognita x e il sistema:
s(A(x; ξ); pi) /∈ C0 ∀x ∈ X o (1.55)
s(A(x; ξ);pi) /∈ C˙ ∀x ∈ X (1.56)
non possono essere falsi entrambi, può valere qualunque funzione di separa-
zione forte: s ∈ S(Π).
Dimostrazione. (i): Se (1.53) è veriﬁcata allora : ∃xˆ ∈ X tale che: zˆ :=
A(xˆ; ξ) ∈ H, allora per (1.55) ho che:
H ⊆ levCW (•; pi) = {z ∈ Rν : w(z;pi) ∈ C}
e questo signiﬁca che w(zˆ; pi) ∈ C ∀pi ∈ Πallora (1.54) è falsa. (ii): Se (1.53)
è impossibile allora A(x; ξ) /∈ H ∀x ∈ X, allora per la (1.24): s(A(x; ξ);pi) /∈
C0 ∀x ∈ X e dunque per la (1.26) s(A(x; ξ);pi) /∈ C˙ ∀x ∈ X, questo
signiﬁca che le (1.55) sono vere.
Osservazione 21. Se l = 1 e C = [0,+∞[ allora (1.54) e (1.55) diventano:
w(A(x; ξ); pi) < 0 ∀x ∈ X
s(A(x; ξ);pi) ≤ 0 ∀x ∈ X
Teorema 20. Consideriamo: H, X, WR(Π), il cono C, ξ ∈ Ξ e la funzione
A. Il sistema (1.53) nell'incognita x e il sistema:
∃pi ∈ Π tali che w(A(x; y);pi) /∈ C0 ∀x ∈ X
o il sistema
∃pi ∈ Π tali che w(A(x; y);pi) /∈ C˙ ∀x ∈ X
(1.57)
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non sono possibili contemporaneamente, può valere qualunque funzione rego-
lare di separazione debole w ∈ WR.
Dimostrazione. Se (1.53) è possibile, allora ∃xˆ ∈ X tale che zˆ := A(zˆ; ξ) ∈ H,
(1.21) ⇒ w(zˆ;pi) ∈ C0 ∀pi ∈ Π e (1.22) ⇒ w(zˆ;pi) ∈ C˙ ∀pi ∈ Π e questo ci
assicura che (1.57) è falsa.
Abbiamo dunque visto che è possibile, sotto opportune ipotesi di A e
di x, garantire l'esistenza di una famiglia W (Π) di separazione debole, cioè
possiamo sempre trovare un elemento w tale che l'impossibilità di (1.53)
implichi la possibilità di (1.54). Tale elemento gioca il ruolo di funzione di
separazione forte. Allo stesso modo possiamo trovare una famiglia S(Π) di
funzioni di separazione forte e quindi un elemento s tale che la possibilità
di (1.55) implichi la possibilità di (1.53). In questo caso s è una funzione di
separazione debole.
Proposizione 9. Sia X un insieme convesso, A : X → Rν e H ⊆ Rν sia un
cono convesso, chiuso con punta e apice nell'origine. L'insieme A(X) \Hè
convesso se e solo se A è H − similconcavo
Prima di dimostrare questa proposizione deﬁniamo il concetto di conves-
sità rispetto ad un insieme:
Deﬁnizione 18. Sia X ⊆ Rn un insieme convesso e H ⊂ Rν come nel
teorema. Allora f : X → Rν è detto H−similconvesso se e solo se: ∀x1, x2 ∈
X, ∀α ∈ [0, 1], ∃xˆ ∈ X tale che: (1− α)f(x1) + αf(x2)− f(xˆ) ∈ H. Inoltre
f è detta H − similconcava se e solo se −f è H − similconvessa.
Dimostrazione. Come abbiamo appena visto A è similconcava se e solo se:
∀x1, x2 ∈ X ∀α ∈ [0, 1], ∃xˆ ∈ X tale che: A(xˆ)− [(1−α)A(x1)+αA(x2)] ∈ H
cioè se esiste h ∈ H tale che A(xˆ)− [(1−α)A(x1)+αA(x2)] = h. Se deﬁnisco
h(α) := h + (1 − α)h1 + αh2 ∈ H, la condizione di H siliconcavità diventa:
∀h1, h2 ∈ H, (1−α)[A(x1)− h1] +α[A(x2)− h2] = A(xˆ)− h(α) e queso vuol
dire che A(X)−H è convesso.
Osservazione 22. Possiamo considerare un caso speciale delle (1.53). Pren-
diamo il sistema:
fx(x) := f(x)− f(x) > 0 g(x) ∈ D, x ∈ X. (1.58)
Vediamo allora che vale il seguente:
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Teorema 21. Sia X convesso, f : X → R concava e g : X → Rm
similconcava. Assumiamo che esistano x1, . . . , xk+1 ∈ X tali che:
(i) i vettori:
gi(x
j) i ∈ J0 j = 1, . . . , r + 1 (1.59)
siano indipendenti e la parte interna del loro inviluppo convesso contenga
l'origine.
(ii)
r+1∑
j=1
gi(x
j) > 0 ∀i ∈ J+ (1.60)
Allora il sistema: fx(x) := f(x) − f(x) > 0 g(x) ∈ D, x ∈ X è
impossibile se e solo se esiste λ ∈ D∗ tale che:
f(x) + 〈λ, g(x)〉 ≤ 0 ∀x ∈ X. (1.61)
Dimostrazione. Considero H := {(u, v) ∈ R × Rm : u > 0, v ∈ D} e
K := {(u, v) ∈ R × Rm : u = fx(x), v = g(x) x ∈ X}. Allora fx(x) :=
f(x) − f(x) > 0 è impossibile se e solo se H ∩ K = ∅ e questo è vero se e
solo se H ∩ [A(x) − clH] = ∅. (Se ci vuoi mettere le dimostrazioni vedi il
paragrafo 3.2 prop 3.27) Osserviamo inoltre che x, f , g, A(x) − cl(H) sono
convessi e dunque anche H lo è. Possiamo ora provare il teorema.
⇐)Mettiamo che valga (1.61). Sia Π− il semispazio di equazione: u+〈λ, v〉 ≤
0, allora (1.61) ⇒ A(x) ⊆ Π−. Sappiamo che v ∈ D ⇒ 〈λ, v〉 ≥ 0 ∀λ ∈ D∗,
(u, v) ∈ H = R˙+ × D e λ ∈ D∗, allora u + 〈λ, v〉 > 0 oppure (u, v) ∈ Π˜−
(complementare di Π−). Quindi H ∩ A(x) = ∅ oppure (1.86) è impossibile.
⇒) Se (1.86) è impossibile allora H ∩ [A(x) − clH] = ∅, quindi esiste un
iperpiano pi tale che H ⊆ Π+ e A(x) − clH ⊆ Π−, dove Π+ e Π− sono
semispazi chiusi e opposti deﬁniti da pi. Poiché l'apice di H è l'origine di
Rν = R1+m non è restrittivo assumere 0 ∈ pi, così l'equazione di pi diventa
θu + 〈λ, v〉 = 0 con (θ, λ) 6= 0. Posso anche identiﬁcare Π+ con l'insieme
di livello non negativo di θu + 〈λ, v〉. Allora H ⊂ Π+ ⇒ (θ, λ) ∈ H∗ o
θ ∈ R+ e λ ∈ D∗. Basta adesso mostrare che θ non può essere 0. Per assurdo
supponiamo θ = 0, allora si ha: vji = gi(xj), i ∈ J e j = 1, . . . , r + 1. Poiché
A(x) ⊆ Π− otteniamo:∑
i∈J0
λiv
j
i +
∑
i∈J+
λiv
j
i ≤ 0 j = 1, . . . , r + 1. (1.62)
Se λi = 0 ∀i ∈ J0 allora λi 6= 0 per i ∈ J+ e grazie all'ipotesi abbiamo:
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0 ≥
r+1∑
j=1
∑
i∈J+
λiv
j
i =
∑
i∈J+
λi
r+1∑
j=1
vji > 0
e questo è assurdo.
Se λi 6= 0 con i ∈ J0, poiché λ ∈ D∗ otteniamo λi ≥ 0 ∀i ∈ J+ e sempre
per l'ipotesi
∑
i∈J+ λiv
j
i ≥ 0, così:∑
i∈J0
λiv
j
i ≤ 0 j = . . . , r + 1.
Inoltre sappiamo che esiste ² > 0 tale che ²λi, con i ∈ J0, appartiene
alla parte interna dell'inviluppo convesso dei vettori vji con i ∈ J0 e j =
1, . . . , r + 1, così che ∃αj > 0, j = 1, . . . , r + 1 con
∑r+1
j=1 αj = 1 tale che:
²λi =
∑r+1
j=1 αjv
j
i , i ∈ J0. Dunque:
0 ≥
r+1∑
j=1
αj
∑
i∈J0
λiv
j
i =
∑
i∈J0
λi
r+1∑
j=1
αjv
j
i = ²
∑
i∈J0
λ2i > 0
e questo è assurdo.
Osservazione 23. La parte ⇐) di questo teorema non richiede nessuna ipo-
tesi particolare, questo dipende dal fatto che la funzione di separazione debole
(1.61) è regolare, in particolare è un elemento di WR(D∗). Il cono D potrebbe
essere convesso, chiuso e con la punta con apice nell'origine, in questo caso
g sarebbe D similconcava.
Vediamo dei corollari di questo teorema: se p = 0 allora (i) non c'è più e
(ii) è sempliﬁcata:
Corollario 3. Sia X convesso, f : X → R concava e g : X → Rm simil-
concava. Sia xˆ ∈ X tale che g(xˆ) > 0, allora il sistema f(x) > 0 g(x) ≥ 0
x ∈ X è impossibile se e solo se ∃λ ∈ Rm+ , tale che:
f(x) + 〈λ, g(x)〉 ≤ 0 ∀x ∈ X.
Dimostrazione. p = 0⇒ D = Rm+ e dunque la concavità implica la similcon-
cavità.
Vediamo adesso il caso in cui p = m:
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Corollario 4. X convesso, f : X → R concava g : X → Rp similconcava.
Assumiamo che esistano x1, . . . , xp+1 elementi di X tali che:
gi(x
j) ∈ Rp, i ∈ J0, j = 1, . . . , p+ 1
è impossibile se e solo se:
∃λ ∈ Rp
tale che:
f(x) + 〈λ, g(x)〉 ≤ 0 ∀x ∈ X.
Quando possiamo stabilire un teorema di alternativa abbiamo raggiunto
l'ottimo, in ogni caso a volte risulta utile anche stabilire teoremi di alternativa
forte o debole.
Teorema 22. Sia X ⊆ Rn un insieme non vuoto, siano f : X → R e
g : X → R funzioni e D = 0p × Rm−p+ . Il sistema (1.86) è impossibile se
∃θ ∈ R+, λ ∈ D∗, con (θ, λ) 6= 0 tali che:
θf(x) + 〈λ, g(x)〉 ≤ 0, ∀x ∈ X (1.63)
dove se θ = 0 la disuguaglianza deve essere veriﬁcata in senso stretto oppure:
χ(λ) := {x ∈ X : f(x) > 0, g(x) ∈ D, 〈λ, g(x)〉 = 0} = ∅. (1.64)
Dimostrazione. Se è veriﬁcata la (1.63) con θ > 0, ponendo C = [0,+∞[,
H = R˙+ × D e w(u, v;λ) := θu + 〈λ, v〉 ∈ WR(R˙+ × D∗), (1.63) può essere
identiﬁcata da (1.57) e dunque il teorema (20) da la tesi.
Se (1.63) è veriﬁcata con θ = 0 allora w ∈ W (R+×D∗) e dunque possiamo
applicare il teorema (19) grazie al quale si prova che (1.63) è suﬀciente come
disuguaglianza stretta.
Quando θ = 0 la condizione (1.64) assicura che non ci sono elementi
dell'immagine K di (1.86) che giacciono sull'iperpiano separatore: w = θu+
〈λ, v〉 = 0, dunque questo iperpiano assicura una separazione disgiunta, cioè:
K ⊆ lev≤0w(•; θ, λ) e χ(λ) = ∅. Ma questo vuol dire che K ⊆ lev<0w(•; θ, λ)
e quindi H ⊂ lev≥0w(•; θ, λ), in coclusione abbiamo: H ∩ K = ∅ e questo
equivale a dire che (1.86) è impossibile.
Osservazione 24. La condizione (1.64) può essere indebolita eliminando il
fatto che f(x) sia a valori positivi e che g(x) ∈ D. Inoltre ﬁnora abbiamo
sempre considerato f come funzione valutata in un punto, mentre possiamo
voler valutare f su un vettore.
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Vediamo adesso un caso in cui f è appunto valutata su un vettore, deno-
teremo con e il vettore unitario, in ogni caso è possibile utilizzare un vettore
qualunque.
Corollario 5. Sia X un insieme convesso, f : X → Rl, g : X → Rm sia
simil-concavo e D come nel teorema precedente. Allora il sistema:
f(x) > 0, g(x) ∈ D, x ∈ X (1.65)
è impossibile se ∃θ ∈ R˙l+ con 〈e, θ〉 = 1 e λ ∈ D∗ tali che:
〈θ, f(x)〉+ 〈λ, g(x)〉 ≤ 0, ∀x ∈ X. (1.66)
Dimostrazione. Osserviamo che (1.65) è equivalente al sistema:
〈e, f(x)〉 > 0, f(x) ≥ 0, x ∈ X (1.67)
questa è esattamente (1.86), dunque la parte se del teorema (21) ci assicura
che (1.67) è impossibile se ∃τ ∈ Rl+ e λ ∈ D+, tali che:
〈e, f(x)〉+ 〈τ, f(x)〉+ 〈λ, g(x)〉 ≤ 0, ∀x ∈ X
e ponendo θ := e+ τ ∈ R˙l+, questo equivale a dire se vale (1.66).
Questo corollario non può essere invertito.
1.11 Alcuni Teoremi di Alternativa
La maggior parte dei teoremi di alternativa può essere dedotta con ra-
gionamenti analoghi a quelli appena visti oppure dedotta dai teoremi di
separazione nella forma che abbiamo visto nel paragrafo (1.8).
Teorema 23. Siano: X un insieme convesso, f : X → Rl e g : X → Rm
funzioni simil-concave, D come nei paragraﬁ precedenti. Se il sistema:
f(x) > 0, g(x) ∈ D, x ∈ X
è impossibile, allora ∃θ ∈ Rl+ e λ ∈ D∗, con (θ, λ) 6= 0, tale che:
〈θ, f(x)〉+ 〈λ, g(x)〉 ≤ 0, ∀x ∈ X. (1.68)
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Dimostrazione. ConsideriamoH = R˙l+×D e ν = l+m. Grazie alla convessità
di H e al fatto che A(X)−clH = K−clH abbiamo che esiste un iperpiano pi
tale che H ⊆ pi+ e A(X)− clH ⊆ pi−, dove pi+ e pi− sono i semipiani opposti
deﬁniti da pi. Poiché l'apice diH è l'origine di Rν , possiamo assumere che tale
origine appartenga a pi così che l'equazione di pi è data da: 〈θ, u〉+〈λ, v〉 = 0,
(θ, λ) 6= 0. Visto che H ⊂ pi+ ⇒ θ ≥ 0 e λ ∈ D∗ abbiamo che A(X)− clH ⊆
pi−, questo implica che A(X) ⊆ pi− ed è equivalente alla tesi (1.68).
Corollario 6. Sia X un insieme convesso e f : X → Rl sia concavelike. Il
sistema
f(x) > 0, x ∈ X (1.69)
è impossibile se e solo se ∃ θ ∈ Rl+ \ {0}, tale che:
〈θ, f(x)〉 ≤ 0, ∀x ∈ X (1.70)
Dimostrazione. Mostriamo che (1.69) e (1.70) non possono essere entram-
be possibili: infatti se xˆ è una soluzione di (1.69) allora θ ∈ Rl+ \ {0} ⇒
〈θ, f(xˆ)〉 > 0 e questo contraddice (1.70).
Corollario 7. Sia A una matrice l × n a numeri reali. Il sistema:
Ax > 0, x ∈ Rn (1.71)
è impossibile se e solo se esiste un vettore riga θ ∈ Rl+\{0} tale che: θA = 0.
Dimostrazione. Notiamo che (1.70) è equivalente a dire θAx ≤ 0, ∀x ∈ Rn,
e questo vale se e solo se non vale θA = 0.
Questo corollario può essere riformulato: siano A1, . . . Al le righe di A,
l'insieme delle soluzioni di (1.71) è non vuoto se e solo se 0 /∈ conv{A1, . . . , Al}.
Sotto opportune ipotesi il teorema (23) può essere invertito, noi lo vedia-
mo nel caso lineare:
Corollario 8. Siano A,B,C, matrici a valori reali di dimensioni rispettiva-
mente l × n, p× n, (m− p)× n e a,b,c vettori colonna. Il sistema:
Ax > a, Bx = b, Cx ≥ c, x ∈ Rn (1.72)
è impossibile se e solo se esistono i vettori riga: θ ∈ Rl+, µ ∈ Rp e τ ∈ Rm−p+
con (θ, µ, τ) 6= 0, tali che:
θA+ µB + τC = 0, 〈θ, a〉+ 〈µ, b〉+ 〈τ, c〉 ≥ 0 (1.73)
dove la disuguaglianza (1.73) deve essere veriﬁcata in senso stretto.
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Dimostrazione. ⇐): Supponiamo per assurdo che xˆ sia soluzione di (1.72),
se θ ∈ Rl+ \ {0}, allora:
〈θ, Axˆ− a〉 > 0, 〈µ,Bxˆ− b〉 = 0, 〈τ, Cxˆ− c〉 ≥ 0
così che abbiamo: 0 ≤ 〈θ, a〉+〈µ, b〉+〈τ, c〉 = 〈θ, a〉+〈µ, b〉+〈τ, c〉−(θA+µB+
τC)xˆ = −〈θ, Axˆ−a〉−〈µ,Bxˆ−b〉−〈τ, Cxˆ−c〉 < 0. Se θ = 0, allora abbiamo:
0 < 〈θ, a〉+ 〈µ, b〉+ 〈τ, c〉 = −〈µ,Bxˆ− b〉 − 〈τ, Cxˆ− c〉 = −〈τ, Cxˆ− c〉 ≤ 0.
⇒) Adesso consideriamo la varietà aﬃne:
K = A(Rn) = {(u, v) ∈ Rl × Rm : u = Ax− a, v =
(
Bx− b
Cx− c
)
, x ∈ Rn}
questa non interseca il cono convesso H = R˙l+×D, allora grazie ai teoremi di
separazione sappiamo che esiste un iperpiano pi che separa H eK. Possiamo
assumere che K ⊆ pi− e H ⊆ pi+, dove ovviamente pi+ e pi− sono i due
sempiani opposti deﬁniti da pi. Identiﬁchiamo pi− = 〈θ, u〉 + 〈λ, v〉 ≤ 0 dove
λ := (µ, τ), e (θ, λ) 6= 0. Allora abbiamo che: H ⊂ pi+ ⇒ θ ∈ Rl+ e λ ∈ D∗,
dunque K ⊆ pi− diventa:
〈θ, Ax− a〉+ 〈µ,Bx− b〉+ 〈τ, Cx− c〉 ≤ 0, ∀x ∈ Rn, (1.74)
e questo equivale a (1.73).
Tutti i teoremi del capitolo (1.1) possono essere visti come corollari del
teorema (23).
1.12 Un particolare Teorema di Separazione
Vogliamo adesso occuparci di un particolare teorema di separazione: vo-
gliamo dare una condizione necessaria e suﬃciente per la separazione lineare
tra due insiemi di Rn e, in un caso particolare, tale condizione sarà suﬃciente
anche per la separazione propria. Supponiamo che uno dei due insiemi sia
il cono H con apice 0 /∈ H e l'altro sia K sottoinsieme di Rn non vuoto di
dimensione k. Sia inoltre z ∈ Rn; denotiamo con proj z le proiezioni di z
sul complementare ortogonale di S, ovvero su S⊥ = {x ∈ Rn : 〈x, h〉 = 0,
∀h ∈ H}. Sia p la dimensione di S⊥ allora la dimensione di S = n− p.
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Teorema 24. H e K sono linearmente separabili, se e solo se per ogni
insieme di vettori aﬃnemente indipendenti {z1, . . . , zk+1} ∈ K tale che:
dimconv{projz1, . . . , projzk+1} = p (1.75)
0 ∈ riconv{projz1, . . . , projzk+1} (1.76)
si ha:
riH ∩ riconv{z1, . . . , zk+1} = ∅. (1.77)
La separazione è propria se 0 ≤ p ≤ k.
Dimostrazione. ⇐) Osserviamo che se k = 0 allora K è solo un punto, quindi
la tesi è banale.
Inoltre se p = 0 H è un corpo convesso e quindi (1.77) assicura la
separazione propria.
Consideriamo ora il caso in cui 0 ≤ k ≤ p − 1. Poichè k ≤ p − 1
non possono esistere in K p vettori aﬃnemente indipendenti. Chiamiamo
BH e BK le basi di H e di K, allora | BH |= n − p, | BK |= k e quindi
| BH ∪ BK |≤ n− p + k, allora esiste un iperpiano di Rn che contiene H ed
è parallelo a K e questo garantisce la separazione.
Sia adesso k ≥ p ≥ 1, poniamo che (1.75) non valga nel senso che nes-
sun insieme di vettori aﬃnemente indipendenti veriﬁca questa condizione.
Consideriamo allora un generico insieme di vettori aﬃnemente indipenden-
ti {z1, . . . , zk+1} e denotiamo con projK la proiezione di K su H⊥. Voglio
mostrare che 0 /∈ ri conv projK. Osserviamo che 0 si può scrivere come
combinazione convessa a coeﬃcienti positivi di p + 1 vettori aﬃnemente in-
dipendenti di Rp, allora posso considerare le proiezioni dei p+1 vettori di K
e, poiché la dimK=k, completarle ﬁno ad ottenere l'insieme {z1, . . . , zk+1}
di vettori aﬃnemente indipendenti. Per ipotesi sappiamo che (1.75) non vale
per nessun insieme del tipo {z1, . . . , zk+1} e questo prova che 0 /∈ ri conv
projK.
Consideriamo prima il caso in cui H⊥ sia un sottospazio coordinato. Al-
lora per quanto appena visto: 0p /∈ ri conv projK. Grazie ad un'estensione
del teorema di Hahn-Banach quest'ultima relazione ci garantische l'esistenza
di un iperpiano di Rp passante per 0p di equazione
∑p
i=1 aixi = 0 e tale che∑p
i=1 aiwi ≤ 0, ∀(w1, . . . wp) ∈ conv proj S. Ponendo ai = 0, i = p+ 1, . . . n,
abbiamo che
∑n
i=1 aiwi ≤ 0 ∀(w1, . . . wn) ∈ conv S (perché int e proj possono
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essere permutati). Allora l'iperpiano {x ∈ Rn : ∑ni=1 aixi = 0 conterrà il
cono H e dunque separa H da K.
Inoltre questa separazione è propria perché H non può essere incluso
nell'iperpiano separatore altrimenti sarebbe contraddetto il fatto che 0 /∈ ri
conv projK.
Se H⊥ non è un sottospazio coordinato per deﬁnizione abbiamo che esiste
una rotazione ρ che trasforma H in un cono Hρ tale che (Hρ)⊥ è un sottospa-
zio coordinato, allora possiamo applicare gli stessi ragionamenti fatti sopra
dopo aver eﬀettuato un'opportuna rotazione.
Inﬁne consideriamo il caso in cui: k ≥ 1, k ≥ p e poniamo che esista un
insieme {z1, . . . , zk+1} di vettori di K aﬃnemente indipendenti che veriﬁcano
(1.75). Osserviamo innanzitutto che per provare la separazione tra H e K è
suﬃciente dimostrare:
riH ∩ ri convK = ∅. (1.78)
Per assurdo poniamo che (1.78) non valga, allora esiste un elemento in
questa intersezione:
zˆ = (uˆ > 0, vˆi = 0 per i ∈ J0, vˆi > 0 per i ∈ J+) ∈ ri convK.
Per il teorema di Carathéodory ogni elemento di conv K può essere espresso
come una combinazione convessa di k + 1 elementi, dunque anche zˆ può
essere espresso come combinazione di opportuni {w1, . . . , wk+1} tali che zˆ =∑k+1
i=1 α
iwi con αi > 0, ∀i = 1, . . . k + 1. Se questo insieme veriﬁca (1.75)
allora (1.77) è contraddetta. Altrimenti, per un ragionamento analogo a
quello fatto nel caso precedente, un insieme del genere veriﬁcherebbe:
0 /∈ ri conv{projw1, . . . , projwk+1}
Consideriamo prima il caso in cui S⊥ sia un sottospazio coordinato, come
prima otteniamo la relazione:
0p /∈ int conv{projw1, . . . , projwk+1}
e dunque esistono (a1, . . . ap) 6= 0p tali che
∑p
i=1 ai(w
j)i ≤ 0, ∀J =
1, . . . k + 1. Ponendo ai = 0, ∀i = p+ 1, . . . n, abbiamo che
∑n
i=1 ai(w
j)i ≤ 0
e quindi anche
∑n
i=1 aiαi(w
j)i ≤ 0, ∀j = 1, . . . , k+ 1. Questo equivale a dire
che zˆ ∈ ri H e quindi 〈a, z〉 = 0. Poiché i coeﬃcienti αi sono tutti positivi
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abbiamo che
∑n
i=1 aiw
j
i = 0, j = 1, . . . , k + 1 e dunque
∑p
i=1 ai(w
j)i = 0
∀j = 1, . . . k + 1. Questo contraddice 0p /∈ int conv {proj w1, . . . projwk+1};
allora abbiamo ottenuto la separazione propria tra H e K.
Come nel caso precedente se H⊥ non è un sottospazio coordinato deve
esistere una rotazione l che trasforma H nel cono H l tale che (H l)⊥ sia un
sottospazio coordinato. Allora applicando i ragionamenti precedenti dopo
aver eﬀettuato la rotazione otteniamo la separazione propria tra H e K.
⇒) Adesso abbiamo che per ipotesi ∃ θ ∈ R+ e ∃λ ∈ D∗, tali che:
θu+ 〈λ, v〉 ≤ 0 ∀(u, v) ∈ H (θ, λ) 6= 0. (1.79)
Chiamiamo I− il semispazio appena deﬁnito. Per assurdo supponiamo
che esistano k + 1 vettori aﬃnemente indipendenti per i quali vale (1.75)
ma non (1.77). Chiamiamo z1, . . . , zk+1 questi vettori, allora avrò che k ≥
p altrimenti non sarebbero indipendenti e grazie alla violazione di (1.77)
esisteranno gli scalari αj > 0, j ∈ J := {1, . . . , k + 1} con:
k+1∑
j=1
αj = 1
J0 ⊆ J con | J0 |= p+ 1
tali che:
projzj 6= 0p, perJ ∈ J0; projzj
(∑
j∈J
αjz
i
)
=
∑
j=J
αjprojzj = 0p (1.80)
∑
j∈J
αjz
i ∈ riH = (R+ \ {0})× 0p × intRm−p+ .
Pongo zj = (uj, vji , i ∈ J), j ∈ J , λ = (λi, i ∈ J). Visto che zj ∈ K ⊆ I−
abbiamo:
θuj +
∑
i∈J0
λiv
j
i +
∑
i∈J+
λiv
j
i ≤ 0 per j ∈ J.
Se adesso moltiplico per αj e sommo membro a membro rispetto a j
ottengo la disuguaglianza:
θ
∑
j∈J
αju
j +
∑
i∈J0
λi
∑
j∈J
αjv
j
i +
∑
i∈J+
λi
∑
j∈J
αjv
j
i ≤ 0.
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Grazie al fatto che
∑
j∈J αjz
i ∈ riH dovrà essere: θ = λi = 0 per i ∈ J e
poiché (θ, λ) 6= 0 sarà (λi, i ∈ J0) 6= 0. Allora il semispazio I− diventa:∑
i∈J0
λivi ≥ 0.
Consideriamo ora le proiezioni di zi, . . . , zk+1 su Rp:
yi := (u = 0, projzj, vi = 0, con i ∈ J+) =
= (u = 0, vi = v
j
i , con i ∈ J0, vi = 0, i ∈ J+), j ∈ J
appartengono a I− e quindi conv{y1, . . . , yk+1} ⊆ I−. Dalla (1.80) de-
duciamo che 01+m ∈ ri conv{y1, . . . , yk+1}. Allora se prendiamo un β > 0
abbastanza piccolo (per esempio più piccolo del min{‖ (vj1, . . . , vjp) ‖, j ∈ J}),
otteniamo:
(u = 0, vi = βλi, con i ∈ J0, vi = 0 con i ∈ J+) ∈ ri conv{y1, . . . , yk+1} ⊆ I−,
in questo modo abbiamo ottenuto la disuguaglianza: β
∑
j∈J0 λ
2
i ≤ 0 che
contraddice (λi, con i ∈ J0) 6= 0.
1.13 Un particolare Teorema di Alternativa
Vogliamo rivedere adesso il teorema visto nel paragrafo (1.2) dal punto di
vista dello spazio immagine.
Ricordiamo innanzitutto che quando abbiamo un sistema del tipo:{
minf(x)
g(x) ≥ 0 (1.81)
x è una sua soluzione se e solo se:{
f(x)− f(x) > 0
g(x) ≥ 0 (1.82)
non ha soluzione, cioè se e solo se K(x) ∩ H = ∅ dove K(x) := {(u, v) :
u = f(x) − f(x); v = g(x)} e H = {u > 0; v > 0}. Inoltre se chiamo
E(x) = K(x) − clH, la precedente condizione può essere anche espressa:
E(x) ∩H = ∅.
1.14 61
A questo punto possiamo rinominare gli oggetti presi in considerazione
dal teorema: Y = Rm, Z = R, −P = Rm, int(−Q) = R+ \ {0}, z = u =
f(x)− f(x), z∗ = −θ, y = v = g(x) y∗ = −λ, S = Kx = {(u, v) ∈ R× Rm :
u = f(x)− f(x), v = g(x), x ∈ X} e SY = {v ∈ Rm : (u, v) ∈ Kx, u ∈ R}.
Possiamo adesso enunciare il teorema:
Teorema 25. Il sistema: 
(u, v) ∈ K
v ∈ Rm+
u ∈ R+ \ {0}
(1.83)
non ha soluzione se e solo se ∃(−θ, t) ∈ R× R tale che:
−θ ∈ R−
t ≥ 0
(−θ, t) 6= 0
∀² > 0, ∀ W ⊆ K
∃ − λ ∈ Rm− tale che :
t− ² ≤ 〈−λ, v〉 − θu ∀(v, u) ∈ W.
(1.84)
Dimostrazione. ⇐) La coppia (−θ, t) ∈ R×R soddisfa (1.84), allora: ∀ ² > 0
∃ − λ ∈ Rm tale che:
t− ² ≤ 〈−λ, v〉 − θu
allora in particolare t ≤ −θu ∀(u, v) ∈ K con v ∈ Rm− .
Prendo adesso la coppia (v, u) soluzione di (1.83). Allora: t+ θu ≤ 0, ma
entrambi i termini a sinistra devono essere non negativi perché t ≤ 0, u > 0
e θ ≥ 0 e (−θ, t)
1.14 Teoremi di Alternativa per multifunzioni
Finora abbiamo parlato dei teoremi di alternativa per sistemi di funzioni,
è infatti possibile trovarsi a che fare con mappe da un punto ad un insieme.
Consideriamo ν un intero positivo, H ∈ Rν un insieme non vuoto e gli
insiemi: X ⊆ B, Y ⊆ Rν . Possiamo allora deﬁnire la mappa da un punto ad
un insieme: A : X ⇒ Y così che A(x) ⊆ Y , ∀x ∈ X. Quello che ci interessa
è studiare le condizioni sotto le quali il sistema generalizzato:
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∃x ∈ X tale che A(x) ⊆ H, (1.85)
ammette o meno soluzioni.
Prendiamo di nuovo in considerazione il problema (1.12) nel caso in cui
le immagini delle funzioni dei vincoli siano di dimensioni ﬁnite. Utilizzando
l'approccio dello spazio immagine introdotto nel paragrafo (1.8) sappiamo
che le condizioni di ottimo per (1.12) si raggiungono grazie all'impossibilità
di un sistema. In particolare posiamo dire che x ∈ R è un punto globale di
minimo per (1.12) se e solo se il sistema:
fx(x) := f(x)− f(x) > 0 g(x) ∈ D, x ∈ X (1.86)
è impossibile, oppure:
H ∩Kx = ∅, (1.87)
dove H := {(u, v) ∈ R × Rm : u > 0, v ∈ D} e Kx := {(u, v) ∈ R ×
Rm : u = fx, v = g(x), x ∈ X}, questo insieme è detto immagine di (1.12).
Deﬁnisco inoltre Ax(x) := (fx(x), g(x)); questa è la mappa che manda gli
elementi di X in elementi dello spazio immagine, in particolare x è mandato
in:
z := (u; v) := Ax(x) = (0, g(x)) ∈ {0} ×D.
L'impossibilità di (1.85) equivale a: Ax(x) * H, ∀x ∈ X. Inoltre, se A
è una funzione tale che ogni elemento del dominio è mappato in un unico
elemento del codominio allora l'impossibilità di (1.85) è equivalente a (1.87);
in generale l'impossibilità di (1.85) non implica:
H ∩K = ∅
dove adesso K :=
⋃
x∈X A(x) e K è la stessa Kx deﬁnita prima. Quindi è
possibile ridurre lo studio di (1.85) in termini di disgiunzione tra due insiemi,
in questo modo possiamo utilizzare gli argomenti di separazione tra insiemi
viste in precedenza.
Consideriamo adesso la funzione Φ : 2Y × Ω → Rν , dove Ω è un insieme
di parametri tale che ∀x ∈ X si ha:
A(x) ⊆ H ⇔ Φ(A(x);ω) ∈ H, ∀ω ∈ Ω. (1.88)
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Quando è possibile scegliere Φ ∈ A(x) allora diremo che Φ è una funzione
di selezione. Se H è convess allora A(x) può essere rimpiazzato da convA(x)
visto che A(x) ⊆ H se e solo se convA(x) ⊆ H. In questo modo posso deﬁnire
la Φ così:
A(x) ⊆ H ⇔ Φ(convA(x);ω) ∈ H, ∀ω ∈ Ω; (1.89)
in questo modo possiamo assumere che Φ ∈ A(x). Se H non è convesso
allora A(x) non può essere sostituito da convA(x) perché A(x) ⊆ H non
implica che convA(x) ⊆ H. Allora diremo che Φ è una funzione di selezione
generalizzata ma non una funzione di selezione. Nelle applicazioni diﬃcil-
mente Φ sarà una funzione di selezione, aﬃnchè lo sia saranno necessarie
delle ipotesi forti.
La condizione (1.88) può essere scritta in modo equivalente:
A(x) * H ⇔ ∃ω ∈ Ω, tale che Φ(A(x);ω) /∈ H. (1.90)
Una funzione che soddisfa (1.88) o (1.90) sarà detta funzione di selezione
generalizzata e ω sarà detto moltiplicatore di selezione. In (1.90) ω in generale
dipende da x, nel caso particolare in cui ω non dipende da x allora Φ potrà
essere caratterizzata dalla seguente condizione:
A(x) * H, ∀x ∈ X ⇔ ∃ω ∈ Ω, tale che Φ(A(x);ω) /∈ H, ∀x ∈ X.
(1.91)
Adesso è possibile formulare due teoremi di alternativa di cui vedremo
solo gli enunciati:
Teorema 26. Siano dati gli insiemi: H, X, W (Π), S(Π), il cono C con
apice nell'origine e la mappa A. (i) Il sistema (1.85) e il sistema:
∀x ∈ X, ∃ω ∈ Ω, tale che w(Φ(A(x);ω)) /∈ C (1.92)
non sono possibili simultaneamente, può valere qualunque funzione di
separazione debole w ∈ W (Π) e una funzione di selezione generalizzata Φ.
(ii) Il sistema (1.85) e il sistema:
∀x ∈ X, ∃ω ∈ Ω, tale che s(Φ(A(x);ω)) /∈ C0, (1.93)
oppure il sistema:
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∀x ∈ X, ∃ω ∈ Ω, tale che s(Φ(A(x);ω)) /∈ C˙, (1.94)
non sono impossibili simultaneamente, può valere qualunque funzione di
separazione forte s ∈ S(Π) e una funzione di selezione generalizzata Φ.
Il sistema (1.85) non contiene tutti i tipi di sistemi che si possono incon-
trare nell'ambito delle multifunzioni, per questo introduciamo una forma più
generale dello stesso sistema:
∃x ∈ X tale che A1(x) * H1, A2(x) * H2, (1.95)
dove sono dati la multifunzione Ai : X ⇒ Yi e gli insiemi Hi ⊂ Yi ⊆ Rνi
per i = 1, 2. Prendiamo adesso la funzione Φi : 2Yi × Ωi → Rνi che soddisﬁ
(1.88), possiamo allora enunciare un teorema equivalente al teorema (26):
Teorema 27. Consideriamo gli insiemi X, H1, H2, Z1, Z2 e le multifunzioni
A1 e A2. Allora: (i) Il sistema (1.95) e il sistema:
∀x ∈ X
nè
s(Φ1(A1(x);ω
1)) /∈ Z1, ∀ω1 ∈ Ω1, (1.96)
neppure
∃ ω2 ∈ Ω2 tale che s(Φ2(A2(x);ω2)) ∈ Z2, (1.97)
sono simultaneamente impossibili ed è possibile trovare una funzione di
separazione debole w, una funzione di separazione forte s e le funzioni di
selezione generalizzate: Φ1 e Φ2.
Capitolo 2
Applicazioni dei Teoremi di
Separazione ai Problemi di
Classiﬁcazione
2.1 Introduzione
Classiﬁcare vuol dire decidere circa l'appartenenza di un soggetto ad uno
ed uno solo fra i diversi insiemi di una famiglia. La possibilità di disporre
di strumenti modellistici di tipo matematico-statistico in grado di eseguire
tale operazione in maniera automatica e suﬃcientemente sicura, è oggetto di
studio da parte di molti studiosi operanti nel versante matematico statisti-
co. Risulta spesso molto utile riuscire a partizionare un insieme di dati in
sottoinsiemi disgiunti, che contengano elementi che hanno caratteristiche co-
muni e contemporaneamente distinte dalle caratteristiche degli elementi che
stanno in un sottoinsieme diverso. Questo è appunto lo scopo dei processi di
classiﬁcazione. Una volta che sono stati trovati i sottoinsiemi, è necessario
trovare delle regole per distinguere i sottoinsiemi, così da essere in grado di
classiﬁcare un elemento nuovo, cioè che non apparteneva all'iniziale insieme
dei dati.
Un processo di classiﬁcazione deve essere innanzitutto in grado di iden-
tiﬁcare gli elementi di un particolare insieme preso in esame. Dopo questo
primo passo, le componenti dell'insieme considerato non saranno più in ordi-
ne sparso, ma saranno partizionate in opportuni sottospazi, in modo tale che
elementi distinti si trovino in sottospazi diversi, mentre gli elementi simili
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stiano nello stesso insieme. Una volta compreso il meccanismo, mediante il
quale è stato possibile suddividere l'insieme di partenza, è possibile stabili-
re dei criteri generali, grazie ai quali saremo in grado di classiﬁcare, cioè di
porre nell'opportuno sottoinsieme, un qualunque elemento nuovo.
Nei fatti le classiﬁcazioni si applicano a tutti i campi di conoscenza e di
ricerca: in meteorologia per distinguere tra zone di sole e zone di pioggia, in
ingegneria strutturale per l'identiﬁcazione dei materiali, in ingegneria aero-
nautica per lo studio delle condizioni ottimali per il decollo o l'atterraggio
di un velivolo, in archeologia per attribuire un reperto ad una determinata
epoca o civiltà. Alcune tecniche di classiﬁcazione inﬂuenzano molti compor-
tamenti; in particolare esse sono adottate da normative, da provvedimenti
legislativi, da procedure amministrative e da strumenti informatici.
La collocazione delle entità nei diversi sottoinsiemi si basa direttamen-
te o indirettamente sulla individuazione di diﬀerenze di rilievo tra le entità
stesse, cioè su processi di distinzione. É fondamentale determinare quali sia-
no le caratteristiche, che consideriamo rilevanti ai ﬁni della classiﬁcazione.
Ogni classiﬁcazione individua diversi sottoinsiemi ognuno dei quali contiene
elementi diﬀerenti ai ﬁni della classiﬁcazione; tali sottoinsiemi devono essere
ben identiﬁcati e devono anche risultare chiare le relazioni tra loro. Sareb-
be anche utile riuscire sempre ad esplicitare i criteri che hanno portato a
determinare tale classiﬁcazione, ma non sempre questo sarà possibile.
I metodi di classiﬁcazione possono essere di vario genere. Un primo esem-
pio consiste nel collocare gli elementi da classiﬁcare in una gerarchia lineare:
questo concetto (x viene prima di y, che viene prima di k, ecc.) e' un con-
cetto che viene dalla logica sequenziale e che può essere accostato alla graﬁa
alfabetica, o ad una relazione esprimibile in scala, come per esempio i voti sco-
lastici. Un altro esempio è quello delle classiﬁcazioni ad albero o tassonomie;
attività che si basano sulla ripartizione dell'insieme di entità da esaminare in
sottoinsiemi che raccolgono entità, che presentano valori uguali o simili per
qualche attributo considerato importante o signiﬁcativo. Il caso più semplice
è quello in cui si considera un solo attributo, si ripartiscono i suoi possibili
valori e si ottiene un elenco con ripartizioni di un solo livello come quando
si fa un elenco alfabetico. Nel caso di una classiﬁcazione complessa, di un
insieme vasto, questa ripartizione risulterà certamente insuﬃciente; per que-
sto è possibile classiﬁcare ulteriormente ﬁno ad ottenere parti più speciﬁche
e ristrette. In questo modo otteniamo delle classiﬁcazioni ad albero, che sono
chiamate tassonomie.
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E' inoltre possibile distinguere i processi di classiﬁcazione in due tipi:
classiﬁcazione supervisionata e non supervisionata. Nel primo caso chi clas-
siﬁca conosce l'appartenenza dell'elemento ad una data sottoclasse e la usa
per costruire la classiﬁcazione, nel secondo caso invece tale appartenenza non
si conosce o comunque non se ne fa uso.
I problemi di classiﬁcazione presi più frequentemente in considerazione
sono relativi alla determinazione di classiﬁcatori adatti a discriminare tra
due classi, ad esempio, nel caso della diagnosi medica, tra pazienti sani e
pazienti malati relativamente ad una data patologia. In tale contesto il
problema consiste principalmente nel trovare un criterio per distinguere gli
elementi di due insiemi disgiunti di campioni. Ciascun campione è general-
mente rappresentato dall'insieme dei valori assunti, in corrispondenza di un
dato paziente, dai parametri clinici ritenuti correlati alla presenza di una da-
ta patologia. Il contesto matematico di riferimento è costituito dai risultati
classici forniti dai teoremi di separazione visti nel capitolo 1. Gli strumenti
fondamentali per risolvere questi problemi sono quelli della Programmazione
Matematica e in particolare quelli forniti dalla Teoria degli Estrmi Vincola-
ti visto che, determinare un classiﬁcatore signiﬁca risolvere un problema di
estremo vincolato.
2.2 Un metodo di Classiﬁcazione
L'obiettivo di questo metodo di classiﬁcazione, noto come clustering (o
Cluster Analysis) è quello di assegnare in modo non supervisionato un ele-
mento campione (in inglese pattern) a particolari raggruppamenti (in inglese
cluster) in modo che elementi appartenenti allo stesso raggruppamento siano
molto simili tra loro ed allo stesso tempo molto diversi dagli elementi che
appartengono ad altri raggruppamenti. La discriminazione degli oggetti av-
viene valutandone gli attributi in base ad una certa prestabilita misura di
similarità.
Generalmente la tecnica del clustering è usata come mezzo per veriﬁcare
delle ipotesi relative ad una certa distribuzione di dati; in particolare si può
ricorrere a tale processo, se si sospetta che nei dati esistano raggruppamenti
naturali rappresentativi di classi. Può succedere anche che questo metodo di
classiﬁcazione venga usato come passo iniziale di un processo di classiﬁcazione
per ridurre la complessità dell'analisi, riducendo lo studio generale all'analisi
dei diversi raggruppamenti.
68 CAPITOLO 2.
I settori applicativi nei quali si fa uso di tale tecnica sono molti e an-
che diversi tra loro; nell'urbanistica è interessante l'identiﬁcazione di gruppi
di ediﬁci in base a tipo, valore e locazione geograﬁca, nello studio dei feno-
meni tellurici si mira all'individuazione delle fratture continentali a partire
dagli epicentri rilevati dei terremoti, nella medicina si cercano gruppi omo-
genei rispetto alla presenza di determinati enzimi per scegliere una terapia
farmacologica più mirata.
Vediamo di formulare questo problema di classiﬁcazione in termini di
problema di estremo vincolato. Innanzitutto abbiamo m campioni (patterns)
ciascuno con n caratteristiche (features) che abbiamo stabilito essere quelle
eﬃcaci ai ﬁni della classiﬁcazione. Si cerca di determinare un numero ﬁssato
k di clusters in modo tale che elementi appartenenti allo stesso cluster siano
molto simili tra loro e molto diversi dagli elementi che invece appartengono
ad un cluster diﬀerente.
Innanzitutto utilizzeremo una matrice A ∈ Rm×n nella quale sono rap-
presentati gli m elementi che intendiamo classiﬁcare. Poi, una volta ﬁssato
il numero k dei clusters, cerchiamo in Rn i centri Cl di tali clusters con
l = 1, . . . k in modo tale che sia minima la somma delle distanze tra ogni
punto Ai, i = 1, . . . ,m e il centro Cl più vicino. Le distanze sono espresse
introducendo un'opportuna norma. Se usiamo la norma-p, il problema da
risolvere può essere scritto così: minC,D
m∑
i=1
min
1≤l≤k
‖ Dil ‖p
−Dil ≤ ATi − Cl ≤ Dil, i = 1, . . . ,m, l = 1, . . . k
(2.1)
dove Ai è la riga i-esima della matrice A. Se invece vogliamo usare la norma-1
per misurare la distanza, allora il problema diventerà: minC,D
m∑
i=1
min
1≤l≤k
{eTDil}
−Dil ≤ ATi − Cl ≤ Dil, i = 1, . . . ,m, l = 1, . . . k
(2.2)
dove eT = (1, . . . , 1) ∈ Rn.
Le componenti della diﬀerenza ATi −Cl tra il punto ATi e il centro Cl sono
limitate dalla variabile Dil ∈ Rn; quindi eTDil limita la distanza in norma-
1 tra Ai e Cl. Possiamo osservare che la funzione obiettivo in norma-1 è
la somma dei minimi di k funzioni lineari e perciò è una funzione lineare a
tratti e concava. E' possibile trasformare il problema (2.2) in un problema
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bilineare e successivamente applicare un algoritmo di risoluzione che con-
verge rapidamente ad un punto stazionario. Per farlo abbiamo bisogno del
seguente:
Lemma 8. Sia a ∈ Rk. Allora:
min
1≤l≤k
{al} = min
t∈Rk
{ k∑
l=1
altl|
k∑
l=1
tl = 1, tl ≥ 0, l = 1, . . . , k
}
(2.3)
Dimostrazione. Per provare questa uguaglianza scriviamo il duale del pro-
blema di minimo al secondo termine di (2.3):
max{h ∈ R|h ≤ al, l = 1, . . . , k}.
Il massimo di questo problema duale si ottiene per h = min
1≤l≤k
{al} e questo
corrisponde al minimo del problema primale associato. Così, grazie alla teoria
della dualità nella programmazione lineare abbiamo stabilito l'uguaglianza
cercata.
Se adesso poniamo ail = eTDil, i = 1, . . . ,m, l = 1, . . . k, possiamo
riformulare il nostro problema di clustering in una forma bilineare:
min
C,D,T
m∑
i=1
k∑
l=1
eTDilTil
−Dil ≤ ATi − Cl ≤ Dil, i = 1, . . . ,m, l = 1, . . . k
k∑
l=1
Til, Til ≥ 0, i = 1, . . . ,m, l = 1, . . . k.
(2.4)
Grazie al lemma abbiamo che il problema (2.4) è equivalente al problema
(2.2)
2.2.1 Algoritmi
Dal punto di vista dell'approccio al problema, le tecniche di clustering
possono essere suddivise in cinque grandi categorie.
• Algoritmi di partizionamento.
Prevedono la costruzione di k cluster a partire da un database D di
m oggetti. Il parametro k è un imput del problema e il risultato è un
partizionamento che ottimizza il criterio di ripartizione scelto.
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Un esempio di algoritmo di questo tipo è il K-Means che prevede 4
passi:
1. si partizionano gli m oggetti in k sottoinsiemi non vuoti;
2. si calcolano i punti medi dei cluster del patizionamento attuale e
si designano come semi;
3. si assegna ogni oggetto al cluster con il seme ad esso più vicino;
4. si riprende dal passo 2, arrestandosi quando non è più possibile
assegnare nuovi elementi.
La complessità è O(tkm) dove t è il numero delle iterazioni; generalmen-
te si ha: k, t¿ m. La limitazione principale di questo metodo consiste
nel fatto che per la sua applicazione è necessario deﬁnire la media degli
oggetti da classiﬁcare. Questo comporta sensibilità al rumore e anche
agli outlier infatti se anche sono presenti in piccolo numero possono in-
ﬂuenzare notevolmente il valore medio. Inﬁne il metodo non è aﬃdabile
se il cluster non è di forma convessa.
Un altro metodo che si basa su simili principi è il K-Medoids. La sua
principale caratteristica è la rappresentazione del cluster per mezzo di
uno degli oggetti che gli appartengono piuttosto che per la media di
essi. Ognuno degli oggetti rappresentativi dei cluster è detto medoid.
• Algoritmi gerarchici.
I metodi di questa classe raggruppano i dati in un albero di cluster
e lavorano basandosi sulla matrice di dissimilarità. Questa matrice è
costruita mettendo in relazione tutte le possibili coppie degli elementi.
in questo caso il numero dei cluster non è un input, ma è necessario
decidere a priori una condizione di stop, per esempio una distanza-
soglia. Ci sono due tipi di strategia per il clustering gerarchico: ad
aglomerazione (bottom-up) o a divisione (top-down). Nel primo caso
abbiamo al passo 0 un cluster composto da un solo elemento e ad ogni
passo ne viene aggiunto un altro ﬁnché non si raggiunge la condizione
di stop. Nel caso della strategia a divisione invece si parte da un
cluster comprensivo di tutti gli elmenti e man mano se ne elimina uno.
In entrambi i casi è necessario scegliere la coppia di cluster da unire
o dividere valutando il grado di vicinanza tra cluster. E' possibile
scegliere tra quattro regole di collegamento:
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1. Link Singolo. La distanza tra due cluster è determinata dalla
distanza minima tra tutte le coppie di oggetti appartenenti ai
due cluster considerati; l'applicazione di questa regola porta ad
ottenere cluster simili a catene di oggetti.
2. Link Completo. La distanza tra due cluster è determinata dalla
distanza tra tutte le coppie di oggetti appartenenti ai due cluster
considerati; questo metodo generalmente conduce a buoni risultati
nel caso in cui gli elementi formino blocchi distinti mentre invece
risulta ineﬃcace se i cluster sono concatenati o assumono forme
allungate.
3. Media di coppia. La distanza tra due cluster è calcolata come
distanza media tra tutte le coppie di oggetti appartenenti ai due
cluster considerati; questo metodo è molto eﬃciente quando gli
oggetti formano blocchi distinti ma si comporta abbastanza bene
anche nel caso di cluster concatenati.
4. Centroide di coppia. La distanza tra due cluster è determinata
dalla distanza tra i rispettivi baricentri (o appunto centroidi).
I metodi gerarchici, in particolare quelli agglomerativi, risultano limi-
tati da due punti di debolezza. Innanzitutto hanno una complessità di
ordine almeno O(m2) e poi non è possibile tornare indietro una vol-
ta eseguita un'iterazione. Per ovviare a queste limitazioni sono stati
recentemente proposti algoritmi che integrano metodi gerarchici con
clustering basati sulla distanza.
• Metodi Density-based.
Questi metodi di clustering basandosi su connettività e funzioni-densità,
fanno crescere i cluster ﬁnché la densità di punti nel vicinato non su-
pera un preﬁssato limite. Sono in grado di trovare cluster di forma
arbitraria.
• Metodi Grid-based.
In questo caso il database viene suddiviso in una struttura a livelli mul-
tipli di granularità che forma una griglia sulla quale vengono eseguite
le operazioni. Le prestazioni dipendono solo dal numero di celle della
griglia.
72 CAPITOLO 2.
• Metodi Model-based.
La tecnica di questo metodo consiste nell'ipotizzare un modello per
ogni cluster e successivamente cercare il miglior adattamento di quel
modello con ciascun altro.
2.2.2 Tipi di variabili
Per utilizzare correttamente la tecninca del clustring è necessario studiare il
tipo di varibili con cui si deve lavorare. Infatti ogni tipologia di variabile deve
essere trattata in maniera adeguata aﬃnché sia possibile trarre il maggior
numero di informazioni dalla nostra indagine.
• Variabili Continue.
Quando si ha a che fare con questo tipo di variabili è necessaria una
standardizzazione dei dati per evitare una dipendenza del risultato dal-
la scelta dell'unità di misura. Una tale misura standardizzata si può
ottenere mediante la deviazione assoluta media:
Mh =
1
m
(A1h + A2h + · · ·+ Amh) (2.5)
sh =
1
m
( | A1h −Mh | + | A2h −Mh | + · · ·+ | Amh −Mh | ) (2.6)
zih =
Aih −Mh
sh
(2.7)
dove (2.5) indica la media, (2.6) rappresenta la deviazione assoluta
media e (2.7) deﬁnisce la misura standardizzata che chiameremo z-
score.
L'uso della deviazione assoluta media oﬀre, in presenza di outlier (cioè
di osservazione che sono numericamente molto distanti dal resto dei
dati), maggior robustezza rispetto all'uso della deviazione standard.
Infatti nel calcolo della deviazione assoluta media (2.6) gli scostamenti
dalla media non vengono elevati al quadrato, quindi gli z-score degli
otulier non decrescono e questi ultimi sono facilmente individuabili.
La misura di similarità di cui parlavamo all'inizio del paragrafo, nel
caso delle variabili continue, viene eﬀettuata utilizzando una funzione
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distanza. Il tipo di distanza usato più di frequente è la nota distanza
euclidea:
d(i, j) =
√√√√ n∑
h=1
(
Ahi − xhj
)2
.
Un altro tipo di distanza simile a quella euclidea è la distanza di
Manhattan:
d(i, j) =| Ai1 − Aj1 | + | Ai2 − Aj2 | + · · ·+ | Ain − Ajn |,
si tratta della somma delle diﬀerenze fra le dimensioni. Nella maggior
parte dei casi questa distanza produce risultati simili alla distanza eu-
clidea, però in questo caso l'eﬀetto di singole grandi diﬀerenze, e cioè
di outlier, è attenuato dal momento che non sono quadratiche. Ci sono
dei casi in cui si sa già che alcune variabili sono più importanti di altre.
Allora è possibile utilizzare la distanza di Minkowski che permette di
incrementare o decrementare il peso assegnato a dimensioni lungo le
quali gli oggetti risultano molto diversi:
d(i, j) =
( | Ai1 − Aj1 |q + | Ai2 − Aj2 |q + · · ·+ | Ain − Ajn |q ) 1q .
Inﬁne, se è già nota in qualche modo l'importanza relativa che do-
vrebbe essere assegnata ad ogni variabile, si possono attribuire dei pesi
speciﬁci, otteniamo così una distanza pesata:
d(i, j) =
√
w1(Ai1 − Aj1)2 + · · ·+ wn(Ain − Ajn)2.
• Variabili Binarie.
Si tratta delle variabili che hanno solo due possibili stati che per co-
modità identiﬁcheremo con ′′0′′ e ′′1′′. Una variabile binaria si dice
simmetrica se i suoi stati sono equivalenti, cioè se non ci sono prefe-
renze su quale risultato debba essere codiﬁcato con ′′1′′, in questo caso
la misura di similarità è detta similarità invariante. Se invece gli stati
della variabile non sono equivalenti la variabile è chiamata asimmetri-
ca. In presenza di dati binari per valutare la similarità si può ricorrere
ad una tavola di dipendenza come mostriamo nella seguente tabella:
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1 0
∑
1 a b a+b
0 c d c+d∑
a+c b+d p
Tabella 2.1:
dove:
a =
n∑
h=1
γ
(h)
11 , b =
n∑
h=1
γ
(h)
10 , c =
n∑
h=1
γ
(h)
01 , d =
n∑
h=1
γ
(h)
00
e
γ(h)qr =
{
1, se (Aih, Ajh) = (q, r)
0 altrimenti (2.8)
naturalmente nel caso delle variabili bianre q, r ∈ {0, 1}.
Il grado di similarità viene poi calcolato mediante un coeﬃciente di
corrispondenza che può essere di due tipi:
d(i, j) =
b+ c
a+ b+ c+ d
(2.9)
d(i, j) =
b+ c
a+ b+ c
(2.10)
(2.9) è detto coeﬃciente di corrispondenza semplice ed è utilizzato per
variabili binarie simmetriche, mentre (2.10) è detto coeﬃciente di Jac-
card ed è utilizzato per misurare le informazioni della variabili binarie
asimmetriche.
• Variabili Nominali.
Questo tipo di variabile è simile alle variabili binarie però può assume-
re un qualunque numero di stati. Per valutare la similarità si usa la
corrispondenza semplice:
d(i, j) =
n− q
n
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dove n è il numero delle variabili e q il numero delle corrispondenze.
Teoricamente è possibile costruire una nuova variabile binaria per cia-
scuno degli stati nominali, in questo caso il problema è mappato in uno
spazio binario di dimensione maggiore. Il limite di questo approccio è
che bastano pochi stati della variabile per far salire le dimensioni del
problema.
• Variabili Ordinali.
Questa tipologia di variabili è caratterizzata dall'ordinamento dei valori
possibili. Per la valutazione della similarità le variabili ordinali sono
trattate come continue. Infatti è possibile deﬁnire un ranking tra i
vari stati della variabile e successivamente sostituire i valori nominali
con i rispettivi rank numerici. A questo punto è possibile calcolare la
dissimilarità usando i metodi visti per le variabili continue.
• Variabili miste.
Può capitare che un database contenga più tipi di variabili, in questo
caso è necessario utilizzare una formula pesata per combinare i loro
eﬀetti:
d(i, j) =
∑n
h=1 δ
(h)
ij d
(h)
ij∑n
h=1 δ
(h)
ij
.
dove:
δij =
{
0, se Aih manca
0, seAih = Ajh oppure h è binaria asimmetrica1 altrimenti
(2.11)
dij =

dist. assoluta normalizz, per var continue e ordinali
0, per var binarie e normali se Aih = Ajh
1, altrimenti
(2.12)
2.3 Separazione
Il più classico esempio di classiﬁcazione attraverso una separazione è quello
oﬀerto da una particolare classe di macchine per l'apprendimento supervi-
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sionato (SVM dall'inglese Support Vector Machines), esse costituiscono una
classe di macchine di apprendimento e rappresentano un potente strumento
di classiﬁcazione supervisionata nel caso di problemi di classiﬁcazione binaria.
Lo scopo è quello di determinare una superﬁcie di separazione, combinando
l'obiettivo di minimizzare gli errori di classiﬁcazione dei punti dei due insiemi
da separare, con quello di massimizzare il margine di separazione tra i due
insiemi.
Le basi delle SVM sono riconducibili alla teoria statistica dell'appren-
dimento; essa nasce dal desiderio di costruire macchine capaci di emulare
il comportamento qualitativo del cervello umano ed in particolare si occu-
pa di trovare modelli di classiﬁcazione in grado di trovare un criterio per
suddividere un insieme di dati.
Si dice che un modello si classiﬁcazione f con un vettore parametrico θ
frantuma un insieme di dati se, per ogni etichetta assegnata ad ognuno
dei punti esiste un θ tale che il modello f non commette errori nel valutare
questo insieme di dati. In questo caso è possibile deﬁnire la dimensione
di Vapnik-Chervonenkis (VC) come il massimo h tale che un certo insieme
di dati di cardinalità h può essere frantumato da f . In modo informale
possiamo dire che la capacità di un modello di classiﬁcazione dipende da
quanto è complicato il modello, in questo senso la VC dimension misura la
bontà di un algoritmo di classiﬁcazione statistica.
Le potenzialità delle SVM sono riconducibili appunto ad alcuni risultati
di questa teoria statistica dell'apprendimento; infatti l'errore sui dati dell'in-
sieme test (Testing Set) di una SVM è limitato superiormente dalla som-
ma dell'errore sull'insieme di addestramento (Training Set) e di un termine
che dipende dalla dimensione di Vapnick-Chervonenkis (VC). Nello speciﬁco
una SVM fornisce un ottimo iperpiano di separazione tra due insiemi linear-
mente separabili che dà errore nullo sul training set e minimizza il termine
dipendente dalla VC dimension.
L'uso delle SVM non si limita al caso di separazioni binarie; è infatti
possibile eseguire una classiﬁcazione multiclasse con una strategia chiamata
uno-contro-tutti. Tale strategia consiste nel cercare di separare ciascuna
classe da tutte le altre. Inoltre questo strumento di classiﬁcazione può essere
sfruttato sia nel caso di insiemi linearmente separabili, sia nel caso contrario.
2.3 77
2.3.1 Caso lineare
Ci occupiamo adesso di formalizzare il problema; in particolare le SVM sono
macchine di apprendimento e per tanto devono essere addestrate sfruttando
la disponibilità di un insieme di dati dei quali siano già note le etichette di
classiﬁcazione.
Dati due insiemi di punti A e B ∈ Rn, rappresentati rispettivamente dalle
matrici A ∈ Rm×n e b ∈ Rk×n, l'obiettivo è quello di determinare un iperpiano
di separazione:
H = {x ∈ Rn|ωTx = γ}, (2.13)
dove ω ∈ Rn è la normale all'iperpiano e γ ∈ R indica la posizione rispetto
all'origine.
Allora per l'iperpiano valgono le seguenti disuguaglianze:
Aω ≥ eγ + e, Bω ≤ eγ − e (2.14)
dove eT è il vettore 1 di Rn o di Rk.
Le condizioni (2.14) sono rispettate se e solo se gli involucri convessi di
A e B sono disgiunti, cioè se i due insiemi sono linearmente separabili. Nella
maggior parte dei casi reali questa condizione non può essere veriﬁcata, per
questo si cerca di limitare il danno, cioè di soddisfare le (2.14) nel miglior
modo possibile minimizzando le violazioni medie. La soluzione proposta da
K.P. Bennet e O. L. Mangasarian (Robust linear programming discrimination
of two linearly inseparable sets, Optimization Methods and Software) consiste
nella risoluzione del seguente problema lineare:
min
ω,γ,y,z
{eTy
m
+
eT z
k
| −Aω+eγ+e ≤ y, Bω−eγ+e ≤ z, y ≥ 0, z ≥ 0}. (2.15)
Usando la norma ‖ · ‖ per misurare la distanza tra gli iperpiani (e ‖ · ‖′
come norma duale), il valore positivo yi determina la distanza
(
yi
‖ω‖
)
tra il
punto Ai che si trova sul lato sbagliato dell'iperpiano ωTx = γ+1 e l'iperpiano
stesso. Allo stesso modo zi rappresenta la distanza
(
zi
‖ω‖
)
tra il punto Bi che
si trova sul lato sbagliato dell'iperpiano ωTx = γ − 1 e l'iperpiano stesso.
Nel primo caso il punto Ai si trovara dalla parte sbagliata dell'iperpiano nel
senso che giace nel semispazio {x|ωTx < γ +1}. Allora la funzione obiettivo
di (2.15) misura la somma delle distanze medie dagli iperpiani ωTx = γ + 1
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e ωTx = γ − 1 dei punti degli insiemi A e B classiﬁcati male. L'iperpiano H
deﬁnito in (2.13), si trova a metà tra i due iperpiani e parallelo a loro.
Osserviamo che la distanza tra i due iperpiani ωtx = γ+1 e ωtx = γ− 1,
tra i quali è compreso H, misurata con la norma ‖ · ‖ su Rn, è 2‖ω‖′ . Allora
nella SVM lineare possiamo aggiungere il termine ‖ω‖′
2
in forma parametrica
alla funzione obiettivo di (2.15); si tratta del reciproco della distanza appena
descritta e, aggiunto alla funzione obiettivo, ha l'eﬀetto di massimizzare la
distanza tra i due iperpiani per migliorare la separazione.
Se si usa la norma-∞ per misurare la distanza tra i due iperpiani, la
sua norma duale è la norma-1 e quindi ‖ ω ‖′=‖ ω ‖1. Con λ ∈ [0, 1), la
formulazione della SVM lineare è la seguente:
min
ω,γ,y,z,s
(1− λ)(eTy
m
+
etz
k
)
+
λ
2
eT s
−Aω + eγ + e ≤ y
Bω − eγ + e ≤ z
−s ≤ ω ≤ s
y ≥ 0, z ≥ 0
(2.16)
dove all'ottimo ets =‖ ω ‖1. I punti di A e B che compaiono nei vincoli attivi
di (2.16), con variabili duali positive, costituiscono i vettori di supporto del
problema.
Allo stesso modo possiamo usare la norma-1 per misurare la distanza tra
gli iperpiani, in questo caso la norma duale sarà la norma-∞ e il problema
lineare da risolvere sarà:
min
ω,γ,y,z,s
(1− λ)(eTy
m
+
etz
k
)
+
λ
2
ν
−Aω + eγ + e ≤ y
Bω − eγ + e ≤ z
−eν ≤ ω ≤ eν
y ≥ 0, z ≥ 0
(2.17)
2.3.2 Caso lineare e insiemi separabili linearmente
Abbiamo detto che la caratteristica principale delle SVM consiste nel fatto
che uno degli scopi della funzione obiettivo è quello di massimizzare il margine
di separazione tra i due insiemi. Vogliamo occuparci adesso di formalizzare
questo problema.
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Sia N la cardinalità di A∪B e supponiamo che A e B siano linearmente
separabili, cioè che esita un iperpiano ottimo H = {x ∈ Rn|ωTx + γ = 0}
tale che:
ωTx+ γ ≥ 1, x ∈ A
ωTx+ γ ≤ −1, x ∈ B (2.18)
In queste ipotesi possiamo deﬁnire il margine di separazione di H come
la minima distanza ρ tra i punti di A ∪ B e l'iperpiano H:
ρ(ω, γ) = min
x∈A∪B
{
|ωTx+ γ|
‖ ω ‖
}
. (2.19)
Possiamo deﬁnire l'iperpiano di separazione ottimo, quell'iperpiano di
separazione H(ω∗, γ∗) avente margine di separazione massimo. Per determi-
narlo risolviamo il problema:
max
ω,γ
ρ(ω, γ)
ωTx+ γ ≥ 1, x ∈ A
ωTx+ γ ≤ −1, x ∈ B
(2.20)
Vapnik (The Nature of Statistical Learning Theory) ha dimostrato che il
problema (2.20) è equivalente ad un problema di programmazione quadratica
convessa:  minω,γ
1
2
‖ ω ‖2
yi(ωTxi + γ)− 1 ≥ 0, i = 1, . . . , N
(2.21)
con:
yi =
{
1 se xi ∈ A
−1 se xi ∈ B
Per risolvere il problema (2.21) è utile passare alla formulazione duale per-
ché in questo caso i vincoli diventano più semplici. Inoltre nel problema dua-
le i vettori xi, che rappresentano i campioni dell'insieme di addestramento,
compaiono attraverso prodotti scalari tra i vettori stessi e questa importante
proprietà permette di estendere la trattazione di questo problema anche al
caso in cui i due insiemi non siano separabili linearmente.
Per passare al duale dobbiamo deﬁnire la Lagrangiana del problema:
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L(ω, γ, α) =
1
2
‖ ω ‖2 −
N∑
i=1
αi[y
i(ωTxi + γ)− 1].
Possiamo adesso introdurre il problema duale, noto come duale di Wolfe:

max
ω,γ,α
L(ω, γ, α) =
(
1
2
‖ ω ‖2 −
N∑
i=1
αi[y
i(ωTxi + γ)− 1]
)
ω =
N∑
i=1
αiy
ixi
N∑
i=1
αiy
i = 0
αi ≥ 0 i = 1, . . . , N.
(2.22)
Dalla teoria della dualità sappiamo che questo problema è equivalente ad
un problema di programmazione quadratica convesso:
min
α
1
2
N∑
i=1
N∑
j=1
yiyj(xi)Txjαiαj −
N∑
i=1
αi
N∑
i=1
αiy
i = 0
αi ≥ 0 i = 1, . . . , N.
(2.23)
Allora possiamo concludere che il problema (2.21) è un problema quadra-
tico convesso con vincoli lineari, del quale sappiamo esistere una soluzione
ottima (ω∗, γ∗). Per trovarla calcoliamo α∗ che è la soluzione ottima del pro-
blema (2.23), sappiamo che il valore ottimo del problema primale è uguale
al valore ottimo del problema duale e dunque siamo in grado di calcolare ω∗
soluzione di (2.22):
ω∗ =
N∑
i=1
α∗i y
ixi.
Osserviamo che ω∗ dipende esclusivamente dal valore degli xi, che sono i
vettori di supporto i cui moltiplicatori α∗i sono diversi da 0.
A questo punto abbiamo trovato la coppia ((ω∗, γ∗), α∗) soluzione ottima-
moltiplicatore di Lagrange, per la quale valgono le condizioni:
α∗i [y
i(ωT∗xi + γ∗)− 1] = 0 i = 1, . . . , N.
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Da qui è possibile ricavare la soglia γ∗.
Siamo così arrivati ad avere una funzione di decisione f che, dato un nuovo
campione, ci permette di classiﬁcare da quale parte dell'iperpiano ottimo si
trova:
f(x) = sgn(ωT∗x+ γ∗) = sgn
( N∑
i=1
α∗i y
i(xi)Tx+ γ∗
)
.
2.3.3 Caso lineare e insiemi non separabili linearmente
Nel caso in cui i nostri insiemi A e B non sono linearmente separabili il
sistema (2.18) non ammette soluzioni. Introduciamo delle variabili artiﬁciali
positive ξi, con i = 1, . . . , N al nostro sistema (2.18):
ωTxi + γ ≥ 1− ξi, xi ∈ A
ωTxi + γ ≤ −1 + ξi, xi ∈ B.
ξi ≥ 0, i = 1, . . . , N.
Vediamo a cosa serve questo nuovo termine ξi che abbiamo aggiunto.
Se un campione in ingresso, rappresentato dal vettore xi non è classiﬁcato
correttamente, la corrispondente variabile ξi risulta maggiore di 1, allora il
termine
∑
i=1
Nξi è una stima superiore del numero di errori di classiﬁcazione
dei campioni dell'insieme di addestramento. Allora risulta naturale aggiunge-
re alla funzione obiettivo del problema (2.21) un termine in cui compia questa
sommatoria e un parametro C > 0 che pesa l'errore di addestramento. In
questo modo otteniamo:

min
ω,γ,ξ
1
2
‖ ω ‖2 +C
N∑
i=1
ξi
yi(ωTxi + γ)− 1 + ξi ≥ 0,
ξi ≥ 0, i = 1, . . . , N.
(2.24)
Adesso possiamo formulare il nuovo duale di Wolfe e il relativo problema
di programmazione quadratica convesso:
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
min
α
1
2
N∑
i=1
N∑
j=1
yiyj(xi)Txjαiαj −
N∑
i=1
αi
N∑
i=1
αiy
i = 0
0 ≤ αi ≤ C i = 1, . . . , N.
(2.25)
2.3.4 Caso non lineare
Quando gli insiemi A e B non sono linearmente separabili, è possibile im-
piegare opportune funzioni non lineari che operano una trasformazione dallo
spazio Rn degli insiemi, ad uno spazio Rh con h ≥ n dove i due insiemi risul-
tano linearmente separabili. Vediamo formalmente come possiamo operare.
Consideriamo una funzione non lineare:
Φ : Rn → Rh
xi 7→ Φ(xi) i = 1, . . . , N
in cui Rh, che chiameremo feature space, è uno spazio a dimensione maggiore
di n (eventualmente anche inﬁnita).
A questo punto il problema di trovare l'iperpiano di separazione ottimo si
sposta nello spazio Rh. Se volessimo tornare indietro sappiamo che a questo
iperpiano di separazione corrisponde una superﬁcie non lineare che oﬀre la
migliore separazione nello spazio di partenza Rn. Allora possiamo formulare
il nostro problema (2.25) in cui al posto delle xi abbiamo Φ(xi):
min
α
1
2
N∑
i=1
N∑
j=1
yiyjΦ(xi)TΦ(xj)αiαj −
N∑
i=1
αi
N∑
i=1
αiy
i = 0
0 ≤ αi ≤ C i = 1, . . . , N.
(2.26)
Come in precedenza troviamo il vettore ω∗:
ω∗ =
N∑
i=1
α∗i y
iΦ(xi).
e di conseguenza la funzione di decisione f :
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f(x) = sgn(ωT∗Φ(x) + γ∗) = sgn
( N∑
i=1
α∗i y
iΦ(xi)TΦ(x) + γ∗
)
.
Calcolare la Φ può essere molto complicato e inoltre c'è anche la possibilità
che la dimensione dello spazio Rh sia inﬁnita. Per questi motivi introduciamo
una funzione che chiameremo funzione Nucleo (in inglese Kernel) che ha
lo scopo di sempliﬁcare i calcoli. Questa funzione nucleo è una funzione
simmetrica K : Rn × Rn → R: K(x, z) = K(z, x) tale che:
K(x, z) = φ(x)TΦ(z) ∀x, z ∈ Rn.
Inoltre K è deﬁnito non negativo, cioè:
n∑
i=1
n∑
j=1
K(xi, xj)cicj ≥ 0
per ogni sequenza ﬁnita di punti x1, . . . , xn ∈ Rn e per ogni scelta di numeri
reali c1, . . . , cn.
Se K è deﬁnita in un intervallo chiuso e limitato di Rn allora possiamo
associargli un operatore lineare deﬁnito dall'integrale:
[TKΦ](x) =
∫ b
a
K(x, s)Φ(s) ds.
Possiamo allora enunciare il seguente:
Teorema 28 (Mercer, 1909). Supponiamo che K sia una funzione Nucleo
continua simmetrica e deﬁnita non-negativa, allora esiste una base orto-
normale di autovettori {ei} di Tk tale che la sequenza di autovalori {λi}
è non negativa. Le autofunzioni corrispondenti agli autovalori diversi da ze-
ro sono continue nell'intervallo in cui è deﬁnita K che quindi può essere
rappresentata:
K(s, t) =
∞∑
j=1
λj ej(s) ej(t)
dove la convergenza è assoluta e uniforme.
In pratica questo teorema determina le condizioni necessarie e suﬃcienti
aﬃnché una funzione simmetrica rappresenti un Nucleo; cioè aﬃnché esista
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una funzione non lineare Φ della quale K rappresenti il prodotto scalare. Se
rappresentiamo K con una matrice:
(K(xi, xj))Ni,j=1 =
 K(x
1, x1) . . . K(x1, xN)
... . . . ...
K(xN , x1) . . . K(xN , xN)

le condizioni del teorema equivalgono a chiedere che questa risulti semideﬁni-
ta positiva per ogni insieme di addestramento {x1, . . . , xN}. Possiamo adesso
riscrivere il nostro problema (2.26):
min
α
1
2
N∑
i=1
N∑
j=1
yiyjK(xi, xj)αiαj −
N∑
i=1
αi
N∑
i=1
αiy
i = 0
0 ≤ αi ≤ C i = 1, . . . , N.
(2.27)
questo è un problema di programmazione quadratica convessa. Grazie alla
scelta di utilizzare la formulazione duale del problema delle SVM ci è stato
possibile studiare solo i prodotti scalari tra i vettori di addestramento e per
questo abbiamo usato una funzione Nucleo. A questo punto siamo in grado
di scrivere in modo semplice la funzione di decisione:
f(x) = sign
( N∑
i=1
α+i y
iK(x, xi) + γ∗
)
.
2.3.5 Classiﬁcazione tra più classi
Le SVM possono essere utilizzate anche in problemi di classiﬁcazione mul-
ticlasse. L'obiettivo è quello di classiﬁcare tra più insiemi combinando diversi
classiﬁcatori binari forniti dalle SVM e addestrati per predire l'appartenenza
di nuovi campioni ad una speciﬁca classe.
Quello che vogliamo fare è decomporre il problema di partenza in una fa-
miglia di problemi di classiﬁcazione binaria e poi nel combinare i classiﬁcatori
binari ottenuti per determinare la classiﬁcazione ﬁnale. Dobbiamo scegliere
il modo in cui decomporre il problema iniziale, il tipo di approccio con il
quale determinare il classiﬁcatore e la strategia da impiegare per combinare
i classiﬁcatori binari.
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Un esempio di questo tipo di strategia è oﬀerto dalla uno-contro-tutti: da-
te k classi di campioni, che costituiscono l'insieme di addestramento, voglia-
mo costruire k classiﬁcatori binari in modo tale che il classiﬁcatore i−esimo
sia addestrato per separare i campioni appartenenti alla i−esima classe da
tutti gli altri. Usiamo la SVM per generare questo separatore i−esimo, in
questo modo otteniamo la superﬁcie di margine massimo che separa la classe
i−esima da tutte le altre. Una volta determinate tutte le superﬁci di sepa-
razione, per un nuovo campione da classiﬁcare, vengono calcolate le distanze
con segno di tale campione da ciascun classiﬁcatore; tale campione verrà as-
sociato alla classe alla quale corrisponde il classiﬁcatore con distanza minima
dal campione.
2.3.6 Una possibile variante
Come abbiamo visto le SVM sono uno strumento di classiﬁcazione che
permette di separare punti appartenenti ad insiemi diversi assegnandoli a due
semispazi disgiunti. I semispazi possono trovarsi nell'input space, nel caso
della classiﬁcazione lineare, o nel feature space nel caso della classiﬁcazione
non lineare. In entrambi i casi, per arrivare ad una soluzione, è necessario
risolvere un problema di programmazione lineare o quadratico.
Le Proximal Support Vector Machines (PSVM) invece agiscono assegnan-
do i punti da classiﬁcare al più vicino tra due piani paralleli, posti alla mas-
sima distanza l'uno dall'altro. Anche nel caso delle PSVM i piani posso
giacere nello spazio dei dati o nel feature space. Questa formulazione ha il
vantaggio di poter essere risolta con algoritmi molto più semplici e veloci
sia per la classiﬁcazione lineare che per quella non lineare; vedremo infatti
in questo paragrafo che richiedono la soluzione di un solo sistema di equa-
zioni lineari. Inoltre questa formulazione ci permette di avere una funzione
obiettivo fortemente convessa, questa proprietà è fondamentale per ottenere
tempi computazionali veramente veloci.
I risultati ottenuti su database disponibili pubblicamente, hanno mostrato
che le classiﬁcazioni proposte dalle PSVM hanno la stessa eﬃcacia delle clas-
siﬁcazioni fornite dalle SVM standard, ma nel primo caso c'è un grandissimo
vantaggio in termini di tempi computazionali.
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Proximal Support Vector Machines lineari
Consideriamo il solito problema di dover classiﬁcare m punti appartenenti
a due insiemi distinti A e B nello spazio Rn. Sia A ∈ Rm×n la matrice che
rappresenta i dati e sianoH− eH+ i semispazi che danno la classiﬁcazione. Se
introduciamo la matrice diagonaleD con 1 e−1 sulla diagonale e il parametro
positivo ν, allora il nostro problema, con le SVM standard con un Nucleo
lineare, può essere scritto come un problema di programmazione quadratica:
min
ω,γ,y
νeTy + 1
2
ωTω
t.c. D(Aω − eγ) + y ≥ e
y ≥ 0.
(2.28)
Come abbiamo già visto in precedenza ω è la normale agli iperpiani di
separazione:
ωTx = γ + 1
ωTx = γ − 1 (2.29)
che separano H− da H+. La costante γ determina la loro posizione relativa
rispetto all'origine. Quando le due classi sono separabili linearmente in senso
stretto, la variabile errore y in (2.28) è nulla e il piano ωTx = γ+1 racchiude
tutti i punti di A mentre ωTx = γ− 1 racchiude tutti i punti di B. Possiamo
riassumere dicendo:
Aiω ≥ γ + 1, per Dii = 1
Aiω ≤ γ − 1, per Dii = −1. (2.30)
Allora, il piano:
ωTx = γ
sta a metà tra i due iperpiani di separazione, e funziona da piano di sepa-
razione solo se y = 0, altrimenti è un'approssimazione. Il termine quadratico
di (2.28), che rappresenta il doppio del reciproco del quadrato della distanza
2
‖ω‖ tra i due iperpiani di separazione, ha lo scopo di massimizzare questa
distanza. Nel caso in cui non sia possibile separare linearmente i due insiemi
si introduce la variabile errore:
Aiω + yi ≥ γ + 1, per Dii = 1
Aiω − yi ≤ γ − 1, per Dii = −1. (2.31)
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La norma-1 della variabile errore y è minimizzata in (2.28) parametrica-
mente con il peso ν. In conclusione otteniamo un piano che ha lo scopo di
classiﬁcare i nostri punti come segue:
ωTx− γ

< 0, allora x ∈ A
< 0, allora x ∈ B
= 0, allora x ∈ A o x ∈ B
(2.32)
Possiamo adesso introdurre il nostro problema per le PSVM, sostituendo
(2.28) con:
min
ω,γ,y
ν 1
2
‖y‖2 + 1
2
(ωTω + γ2)
t.c. D(Aω − eγ) + y ≥ e.
(2.33)
Non è necessario porre y ≥ 0 come condizione perché se ogni componen-
te yi è negativa la funzione obiettivo può decrescere ponendo yi = 0 ﬁnché
continua a soddisfare il vincolo di disuguaglianza. Inoltre qui stiamo mini-
mizzando y con la norma euclidea invece che con la norma-1, e il margine
tra i piani di separazione è massimizzato sia rispetto a ω che a γ. Questa
formulazione porta risultati simili alla (2.28) però ha dei vantaggi, primo fra
tutti la forte convessità della funzione obiettivo.
Quello che vogliamo fare adesso è modiﬁcare leggermente (2.33) rimpiaz-
zando il vincolo con la disuguaglianza, con un'uguaglianza:
min
ω,γ,y
ν 1
2
‖y‖2 + 1
2
(ωTω + γ2)
t.c. D(Aω − eγ) + y = e.
(2.34)
Questa semplice modiﬁca cambia in modo signiﬁcativo il problema di
ottimizzazione. Infatti in questo caso siamo in grado di trovare esplicitamente
una soluzione mentre questo era impossibile nella formulazione precedente.
In questo caso i piani ωTx−γ = ±1 non sono più piani separatori ma possono
essere pensati come piani di approssimazione, intorno ai quali si raggruppano
i punti di ogni insieme, inoltre questi piani sono spinti il più lontano possibile
dal termine ωTω + γ2 della funzione obiettivo. Questo termine infatti è il
reciproco della distanza al quadrato, in norma euclidea, fra i due piani.
La formulazione (2.34) può essere interpretata come un problema di rego-
larizzazione ai minimi quadrati del sistema di equazioni lineari D(Aω−eγ) =
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e, questa consiste nel trovare una soluzione approssimata (ω, γ). Allo stes-
so modo, nel caso delle SVM standard, la formulazione (2.28) può essere
interpretata, usando la teoria della perturbazione nella programmazione li-
neare, come una soluzione approssimata del sistema di disegualgianze lineari
D(Aω−eγ) ≥ e. Però nessuna di queste due interpretazioni è basta sull'idea
di massimizzare la distanza tra i piani paralleli, che è invece l'idea centrale
del metodo delle SVM.
Per risolvere (2.34) usiamo le condizioni di ottimalità necessarie e suﬃ-
cienti di Karush-Kuhn-Taker (KKT), queste si ricavano considerando il pro-
blema con un vincolo di uguaglianza, e ponendo uguale a zero il gradiente
della Lagrangiana rispetto a ω, γ, y e u:
L(ω, γ, y, u) =
ν
2
‖y‖2 + 1
2
‖
[
ω
γ
]
‖2 − uT (D(Aω − eγ) + y − e). (2.35)
Qui, u ∈ Rm è il moltiplicatore di Lagrange associato al vincolo di egua-
glianza di (2.34). Ponendo i gradienti di L uguali a zero troviamo le seguenti
condizioni di KKT:
ω − ATDu = 0
γ + eTDu = 0
νy − u = 0
D(Aω − eγ) + y − e = 0
(2.36)
La prima delle (2.36) ci fornisce le seguenti espressioni per le variabili ω,
γ, y del problema originale, in termini del moltiplicatore di Lagrange u:
ω = ATDu, γ = −eTDu, y = u
ν
. (2.37)
Sostituendo queste espressioni nell'ultima uguaglianza delle (2.36) pos-
siamo ottenere una espressione esplicita per u in funzione di A e D:
u =
(I
ν
+D(AAT + eeT )D
)−1
e =
(I
ν
+HHT
)−1
e, (2.38)
dove H è deﬁnita:
H = D[A − e].
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Ricavando u da (2.38), la soluzione esplicita del problema (2.34) è data da
(2.37). Usando la formula di Sherman-Morrison-Woodbury per l'inversione
delle matrici, otteniamo:
u = ν
(
I −H
(I
ν
+HTH
)−1
HT
)
e. (2.39)
In questo modo abbiamo completamente risolto il nostro problema di
classiﬁcazione.
Per le SVM standard, i vettori di supporto corrispondono agli elementi
dell'insieme dei dati che hanno moltiplicatore di Lagrange diverso da zero.
Infatti risolvendo (2.28) con questi elementi otteniamo lo stesso risultato che
avremmo risolvendo il problema con l'intero dataset. Nel caso delle PSVM
invece i moltiplicatori di Lagrange u sono semplicemente multipli del vettore
errore y: u = νy come abbiamo visto in (2.37). Allora, visto che tutte le
componenti di y sono diverse da zero, tranne quelle che giacciono sul piano
ωtx = ±1, il concetto di vettori di supporto deve essere leggermente modiﬁ-
cato. Poiché ω e γ ∈ Rn+1 sono dati come funzioni lineari di y dalle (2.36),
per i teoremi di base delle equazioni lineari applicati all'ultima uguaglianza
di (2.36) per un valore ﬁssato del vettore errore y, ne segue che sono necessari
almeno n + 1 punti linearmente indipendenti per determinare le componen-
ti diverse da zero di (ω, γ). Visto che solo un piccolo numero di elementi
può caratterizzare uno speciﬁco (ω, γ), deﬁniamo il concetto di vettori di ²-
supporto, come quegli elementi Ai per i quali il vettore errore yi è minore di
² in valore assoluto. Di solito si cerca ² abbastanza piccolo, in modo tale che
circa l'1% degli elementi risulti essere un vettore di ²-supporto. Risolvere il
problema (2.34) con questi elementi fornisce risultati praticamente identici a
risolvere il problema con l'intero dataset.
Proximal Support Vector Machines non lineari
Per ottenere un classiﬁcatore prossimale non lineare dobbiamo modiﬁcare
il vincolo di eguaglianza di (2.34), rimpiazzando la variabile primale ω con
la sua duale equivalente: ω = ATDu, così dalla (2.37) otteniamo:
min
u,γ,y
ν 1
2
‖y‖2 + 1
2
(uTu+ γ2)
t.c. D(AATDu− eγ) + y = e.
(2.40)
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dove la funzione obiettivo è stata modiﬁcata per minimizzare in norma eu-
clidea la somma delle variabili del problema. Se adesso sostituiamo il Nucleo
lineare AAT con un Nucleo non lineare: K(A,AT ) otteniamo:
min
u,γ,y
ν 1
2
‖y‖2 + 1
2
(uTu+ γ2)
t.c. D(K(A,AT )Du− eγ) + y = e.
(2.41)
Se chiamiamo K := K(A,AT ), la lagrangiana di (2.41) la possiamo
scrivere così:
L(u, γ, y, v) =
ν
2
‖y‖2 + 1
2
‖
[
u
γ
]
‖2 − vT (D(KDu− eγ) + y − e). (2.42)
Qui v ∈ Rm è il moltiplicatore di Lagrange associato al vincolo di uguaglianza
di (2.41). Ponendo uguali a zero i gradienti della Lagrangiana rispetto a u,
γ, y e v otteniamo le condizioni di ottimalità di KKT:
u−DKTDv = 0
γ + eTDv = 0
νy − v = 0
D(KDu− eγ) + y − e = 0
(2.43)
Dalle prime tre equazioni otteniamo le seguenti espressioni per u, γ e y
in termine del moltiplicatore di Lagrange v:
u = DKTDv, γ = −eTDv, y = v
ν
. (2.44)
Sostituendo queste espressioni nell'ultima uguaglianza delle (2.43), otte-
niamo un'espressione esplicita per v in termini di D ed A:
v =
(I
ν
+D(KKT + eeT )D
)−1
e =
(I
ν
+GGT
)−1
e, (2.45)
dove G è deﬁnita: G = D[K − e]; si può ottenere G dall'espressione di H
sostituendo A con K.
In questo modo siamo in grado di calcolare esplicitamente le soluzioni u,
γ ed y del nostro problema (2.41).
In questo caso la formula di Sherman-Morrison-Woodbury non si può
usare perché la matrice Nucleo K = K(A,AT ) è una matrice quadrata m×m
2.3 91
e la sua inversione deve essere fatta in una spazio di dimensioni maggiori di
Rm. Però, esistono delle tecniche di riduzione del Kernel, in questo caso
allora è possibile passare ad un Kernel ridotto K = K(A,AT ) la cui matrice
rettangolare abbia dimensione m × m, dove m ha una dimensione ridotta
dell'1% rispetto ad m e A è una sottomatrice random di A.
Questi Kernel ridotti non solo rendono molti problemi più trattabili, ma
sono anche molto utili per migliorare le prestazioni dell'algoritmo risolutivo
ed evitare il problema dell'overﬁtting.
La superﬁcie di separazione non lineare corrispondente al KernelK(A,AT )
può essere dedotta dalla superﬁcie di separazione lineare: ωTx = γ, ponendo
ω = ATDu:
ωTx− γ = xTATDu− γ = 0. (2.46)
Se sostituiamo xTAT con la corrispondente espressione del KernelK(xT , AT )
e ricaviamo da (2.45) u e γ, otteniamo esplicitamente la superﬁcie non lineare:
K(xT , AT )Du− γ = K(xT , AT )DDK(A,AT )TDv + eTDv
= (K(xT , AT )K(A,AT )T + eT )Dv = 0.
(2.47)
La superﬁcie non lineare funziona come un classiﬁcatore, esattamente
come abbiamo visto per la superﬁcie di separazione lineare:
(K(xT , AT )K(A,AT )T + eT )Dv

< 0, allora x ∈ A
< 0, allora x ∈ B
= 0, allora x ∈ A o x ∈ B
(2.48)
Conclusioni
Abbiamo visto una procedura molto semplice per generare superﬁci di
separazione lineari e non lineari basate sulla vicinanza dei punti da classiﬁcare
a due piani paralleli, che vengono spinti il più lontano possibile. Questa
procedura non richiede nessuno strumento complesso per essere applicata,
perché si tratta di risolvere un sistema di equazioni lineari, sia nel caso lineare
che in quello non lineare. Invece nelle SVM classiche avevamo problemi di
programmazione lineare o quadratica computazionalmente più onerosi.
Nel caso della classiﬁcazione lineare per le PSVM è necessario solo in-
vertire delle matrice dell'ordine dello spazio degli input. Per il caso non
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lineare invece è necessario risolvere un sistema lineare di equazioni dell'ordi-
ne dell'insieme dei dati. Questo ci permette di classiﬁcare insiemi di dati di
dimensioni anche molto grandi. In ogni caso, anche quando i dataset sono di
grandissime dimensioni è possibile ricorrere a metodi di riduzione e selezione
dei dati che sono compatibili con le PSVM.
Test numerici hanno dimostrato che i risultati ottenuti dalle PSVM sugli
insiemi test sono comparabili con i risultati delle SVM classiche e vengono
ottenuti in minor tempo. Un altro vantaggio delle PSVM è che la facile
struttura delle soluzioni esplicite si presta ad un approccio incrementale, nel
quale cioè i dati nuovi vengono introdotti passo passo, sfruttando ad ogni
iterazione i risultati del passo precedente.
Inﬁne le PSVM possono essere incorporate in qualunque software di data
mining.
2.4 Reti Neurali
Le Reti Neurali sono uno strumento di classiﬁcazione in grado di essere
applicato a diversi settori della ricerca:
• in biologia per lo studio della neuroﬁsiologia che si occupa di compren-
dere il funzionamento dei neuroni e delle reti neuronali;
• nell'informatica in particolare per seguire gli sviluppi dell'intelligenza
artiﬁciale;
• in matematica nel campo dell'ottimizzazione;
• nella statistica per formalizzare il problema di una relazione funzionale
della misurazione tra variabili, sulla base di dati campionari estratti da
un'ipotetica popolazione inﬁnita (Regressione, Classiﬁcazione);
• nell'ingegneria per studiare il comportamento di un sistema quando è
interessato a variazioni nel tempo (Teoria del Controllo);
• in economia per lo studio di serie temporali, cioè nei casi in cui le
osservazioni sulle variabili di interesse sono raccolte sequenzialmente
nel tempo;
• in ﬁsica e in particolare per i sistemi dinamici;
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• e inﬁne nella psicologia per comprendere i meccanismi dell'apprendi-
mento e nelle scienze cognitive.
Si possono trovare due motivazioni diverse per studiare le Reti Neurali.
La prima ha come scopo quello di riprodurre (e quindi comprendere) il cer-
vello umano aﬃnché sia possibile modellarlo tutto o almeno in parte in modo
aﬃdabile. L'obiettivo è di riprodurre fedelmente fenomeni neuroﬁsiologici e
veriﬁcare sperimentalmente se il modello proposto riproduce i dati biologici.
La seconda motivazione consiste nell'estrarre i principi fondamentali di cal-
colo utilizzati dal cervello, cioè non importa riprodurre il cervello umano, ma
solo evincere quali sono i principi fondamentali di calcolo che esso utilizza.
In particolare lo strumento principale del lavoro è lo studio delle sempliﬁ-
cazioni e delle astrazioni che il cervello umano può compiere. L'obiettivo
ﬁnale è quello di produrre un sistema artiﬁciale che sia eventualmente di-
verso dal cervello umano ma che riproduca alcune delle sue funzioni, magari
addirittura in modo più veloce ed eﬃciente.
A noi interessa principalmente la seconda motivazione. Possono essere
proposti diversi modelli di reti neurali a seconda dello scopo che vogliamo
raggiungere: apprendimento supervisionato (Classiﬁcazione, Regressione, Se-
rie Temporali); apprendimento non supervisionato (Clustering, Data Mining)
o la realizzazione di Memorie Associative.
2.4.1 La struttura delle Reti Neurali
Una Rete Neurale è un processo distribuito, ispirato ai principi di funzio-
namento del sistema nervoso degli organismi evoluti, costituito dalla intecon-
nessione di unità computazionali elementari (neuroni), con la caratteristica
fondamentale di acquisire la conoscenza dall'ambiente attraverso un processo
adattativo di apprendimento e di immagazzinarla nei suoi parametri, quali
i pesi associati alle connessioni. I neuroni, che rappresentano i nodi di una
rete orientata provvisti di capacità di elaborazione, ricevono in ingresso una
combinazione di segnali provenienti dall'esterno o dalla altre unità e ne ef-
fettuano una trasformazione tramite una funzione, tipicamente non lineare,
detta funzione di attivazione. Successivamente l'uscita di ogni neurone vie-
ne inviata agli altri nodi oppure all'uscita della rete, attraverso connessioni
orientate e pesate.
Risulta utile utilizzare una Rete Neurale quando:
• l'input è ad alta dimensionalità (discreto e/o a valori reali);
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• l'output è a valori discreti (classiﬁcazione) o a valori reali (regressione);
• l'output è costituito da un vettore di valori;
• i dati possono contenere rumore;
• la forma della funzione target è totalmente sconosciuta.
In questo capitolo illustreremo la struttura delle reti neurali e prenderemo
in esame il problema dell'apprendimento e dell'addestramento di alcune classi
di reti attraverso l'applicazione di metodi di ottimizzazione.
Nei problemi di classiﬁcazione l'imput di una rete è costituito dal vettore
delle caratteristiche (features) dell'oggetto da classiﬁcare e l'output è una va-
riabile a valori discreti che esprime l'appartenenza dell'oggetto ad una delle
classi preﬁssate. Il legame input-output realizzato dalla rete dipende da tre
fattori. Innanzitutto dalle unità elementari che possono avere funzioni di at-
tivazione caratterizzate da diﬀerenti tipi di nonlinearità, poi dall'architettura
della rete e in particolare dal numero di nodi e dalla strutture delle connes-
sioni tra questi ultimi, inﬁne dai valori dei parametri relativi ai nodi e alle
connessioni, tali parametri vengono determinati nella fase di addestramento.
Sulla base di queste caratteristiche è possibile distinguere diversi tipi di
reti neurali. La prima distinzione signiﬁcativa è quella tra reti di tipo di-
namico e reti di tipo statico. Nel primo caso i neuroni sono descritti da
equazioni diﬀerenziali dal momento che si ipotizza che siano dotati di una di-
namica temporale, invece nel secondo caso il legame tra l'imput e l'output di
un neurone viene supposto istantaneo. Inoltre possiamo distinguere tra rete
feedforward e reti ricorsive, a seconda della topologia delle connessioni tra i
nodi. Se la struttura delle connessioni è rappresentata da un grafo orientato
aciclico, otteniamo una rete del primo tipo, se invece ci sono connessioni tra
gli output e gli input di qualche coppia di nodi, abbiamo una rete del secondo
tipo.
Vediamo più da vicino come funzione una rete di tipo feedforward: i
neuroni ricevono in ingresso degli stimoli e li elaborano. L'elaborazione può
essere anche molto soﬁsticata ma in un caso semplice si può pensare che i
singoli ingressi vengano moltiplicati per un opportuno valore detto peso, il
risultato delle moltiplicazioni viene sommato e se la somma supera una certa
soglia il neurone si attiva attivando la sua uscita. Il peso indica l'eﬃcacia
sinaptica della linea di ingresso e serve a quantiﬁcarne l'importanza, un in-
gresso molto importante avrà un peso elevato, mentre un ingresso poco utile
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all'elaborazione avrà un peso inferiore. Si può pensare che se due neuroni
comunicano fra loro utilizzando maggiormente alcune connessioni allora ta-
li connessioni avranno un peso maggiore, ﬁno a che non si creeranno delle
connessioni tra l'ingresso e l'uscita della rete che sfruttano percorsi preferen-
ziali. Tuttavia però è sbagliato pensare che la rete ﬁnisca col produrre uno
e un solo percorso di connessione: tutte le combinazioni infatti avranno un
certo peso, e quindi contribuiscono al collegamento ingresso/uscita. I singoli
neuroni vengono collegati alla schiera di neuroni successivi, in modo da for-
mare una rete di neuroni. Normalmente una rete è formata da tre strati. Gli
input sono presenti nel primo strato che è quello che si preoccupa di trattarli
in modo da adeguarli alle richieste dei neuroni. Se i segnali in ingresso sono
già trattati può anche non esserci. Il secondo strato è quello nascosto (spesso
chiamato hidden), si preoccupa dell'elaborazione vera e propria e può essere
composto anche da più colonne di neuroni. Il terzo strato è quello di uscita e
si preoccupa di raccogliere i risultati ed adattarli alle richieste del blocco suc-
cessivo della rete neurale. Queste reti possono essere anche molto complesse
e coinvolgere migliaia di neuroni e decine di migliaia di connessioni.
Un esempio di rete ricorsiva è invece oﬀerto dalle reti di Hpﬁeld. Si tratta
di un modello neurale in cui è presente un ﬂusso bidirezionale d'informazio-
ni; in altri termini, mentre nelle reti di tipo feedforward la propagazione dei
segnali avviene unicamente, in maniera continua, nella direzione che condu-
ce dagli ingressi alle uscite, nelle reti ricorrenti tale propagazione può anche
manifestarsi da uno strato neurale successivo ad uno precedente, oppure tra
neuroni appartenenti ad uno stesso strato, e persino tra un neurone e sé stes-
so. Nel 1982, il ﬁsico John J. Hopﬁeld pubblica un articolo fondamentale in
cui presenta un modello matematico comunemente noto appunto come re-
te di Hopﬁeld. Le proprietà collettive del modello producono una memoria
associativa per il riconoscimento di conﬁgurazioni corrotte e il recupero di
informazioni mancanti. Inoltre, Hopﬁeld ritiene che ogni sistema ﬁsico può
essere considerato come un potenziale dispositivo di memoria, qualora esso
disponga di un certo numero di stati stabili, i quali fungano da attrattore per
il sistema stesso. Sulla base di tale considerazione, egli si spinge a formulare
la tesi secondo cui la stabilità e la collocazione di tali attrattori sono proprie-
tà spontanee di sistemi costituiti, come accennato, da considerevoli quantità
di neuroni reciprocamente interagenti. Tra le nuove idee messe in luce da Ho-
pﬁeld, quella più degna di menzione riguarda il capovolgimento del rapporto,
ﬁno allora esistente, tra calcolo e numeri: mentre era universalmente noto che
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il calcolo producesse numeri, assai meno banale era l'osservazione di Hopﬁeld
che, viceversa, anche i numeri potessero spontaneamente generare calcolo, e
che questo potesse emergere quale attributo collettivo di sistemi interattivi
siﬀatti. Le applicazioni delle reti di Hopﬁeld riguardano principalmente la
realizzazione di memorie associative, resistenti all'alterazione delle condizio-
ni operative, e la soluzione di problemi d'ottimizzazione combinatoriale. Da
un punto di vista strutturale, la rete di Hopﬁeld costituisce, come abbiamo
visto, una rete neurale ricorsiva simmetrica di cui è garantita la convergenza.
L'apprendimento si basa sulla disponibilità di un insieme di addestramen-
to (traiding set), costituito da coppie imput-output, che possono essere visti
come esempi di classiﬁcazione. Durante il processo di addestramento viene
decisa l'architettura della rete e vengono determinati i parametri relativi ai
nodi e alle connessioni, attraverso la risoluzione di problemi di ottimizzazio-
ne. Di solito si tratta di minimizzare una funzione di errore di struttura nota
rispetto a parametri incogniti. Una volta addestrata, la rete deve essere in
grado di classiﬁcare nuovi insiemi di punti. In altre parole noi utilizzeremo
dei campioni disponibili di coppie input-output per addestrare la rete, suc-
cessivamente deve essere possibile generalizzare tale processo, la rete quindi
sarà in grado di dare la risposta corretta in corrispondenza di nuovi campioni
non presenti nell'insieme dei dati di addestramento e perciò sconosciuti alla
rete.
Il metodo di apprendimento della rete può essere di due tipi a seconda di
come vengono acquisiti i campioni dell'insieme di addestramento. E' possi-
bile eﬀettuare un apprendimento on-line, in cui i campioni di addestramento
vengono acquisiti in modo incrementale durante tutto il processo di appren-
dimento; oppure utilizzare un metodo fuori linea o batch, in cui si dispone di
tutti i campioni da usare nell'addestramento prima ancora che questo abbia
inizio.
2.4.2 Modello matematico del Neurone
L'ampia varietà dei modelli delle reti neurali non può prescindere dal costi-
tuente di base, il neurone artiﬁciale proposto da W.S. McCulloch e W. Pitts
in un famoso lavoro del 1943, il quale schematizza un combinatore lineare a
soglia, con dati binari multipli in entrata e un singolo dato binario in uscita:
un numero opportuno di tali elementi, connessi in modo da formare una rete,
è in grado di calcolare semplici funzioni booleane. Il neurone formale costi-
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tuisce la più semplice struttura per una rete artiﬁciale multistrato perché è
costituito da un'unica unità di calcolo elementare.
Vediamo di schematizzarne il funzionamento: esso esegue una trasfor-
mazione di un vettore di input x e alla ﬁne del processo otterremo come
output un valore scalare y(x). Gli ingressi sono moltiplicati per dei pesi che
rappresentano l'entità delle connessioni tra gli ingressi e il neurone stesso, e
la somma algebrica pesata degli ingressi viene confrontata con un valore di
soglia θ, proprio del neurone. L'output fornito dal neurone è 1 se la somma
pesata degli ingressi è maggiore di θ, e l'uscita è −1 in caso contrario.
Consideriamo un vettore di input x ∈ Rn che rappresenta il campione da
classiﬁcare. Chiamiamo w ∈ Rn il vettore dei pesi, indichiamo con θ ∈ R il
valore della soglia e con y ∈ {−1, 1} l'output del neurone. Possiamo allora
porre:
y(x) = g
( n∑
i=1
wixi − θ
)
≡ g(wx− θ)
dove g è la funzione di attivazione del neurone è può essere deﬁnita in vari
modi. Noi la deﬁniamo così:
g(t) = sgn(t) =
{
1 t ≥ 0
−1 t > 0 (2.49)
Nel 1958, F. Rosenblatt introduce il primo schema di rete neurale, detto
percettrone (perceptron), antesignano delle attuali reti neurali, per il ricono-
scimento e la classiﬁcazione di forme, allo scopo di fornire un'interpretazione
dell'organizzazione generale dei sistemi biologici. Il modello probabilistico di
Rosenblatt è quindi mirato all'analisi, in forma matematica, di funzioni quali
l'immagazzinamento delle informazioni, e della loro inﬂuenza sul riconosci-
mento dei patterns; esso costituisce un progresso decisivo rispetto al modello
binario di McCulloch e Pitts, perché i suoi pesi sinaptici sono variabili e
quindi il perceptrone è in grado di apprendere. Il precettrone attribuisce ad
un generico input x il valore y(x) = 1 o y(x) = −1 in base al segno della
funzione discriminante lineare wx − θ, operando quindi una classiﬁcazione
binaria.
I valori dei pesi e della soglia possono essere determinati attraverso un
processo di apprendimento a partire da un insieme di addestramento:
T = {(xp, yp), xp ∈ Rn, yp ∈ {−1, 1}, p = 1, . . . , N}
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costituito da coppie input-output, in cui all'ingresso xp è associata l'etichet-
ta di classiﬁcazione corretta yp. Come spiegavamo in precedenza, il neuro-
ne addestrato con i campioni dell'insieme T è in grado di classiﬁcare nuovi
campioni che non appartengono a tale insieme.
I campioni dell'insieme T sono ben classiﬁcati se i pesi w e la soglia θ
sono determinati in modo che valga:
wTxp − θ ≥ 0 se yp = 1
wTxp − θ < 0 se yp = −1. (2.50)
Queste condizioni da un punto di vista geometrico equivalgono alla ricerca
di un iperpiano di separazione H = {x ∈ Rn|wTx = θ} tra i due insiemi:
A = {xp : (xp, yp) ∈ T, yp = 1} e B = {xp : (xp, yp) ∈ T, yp = −1}.
Sappiamo già dal paragrafo (1.3) che cercare w e θ che soddisﬁno le con-
dizioni (2.50) equivale a richiedere che A e B siano linearmente separabili e
cioè che:
conv(A) ∩ conv(B) = ∅.
Le condizioni (2.50) ammettono soluzione se e slo se è possibile risolvere
il sistema: {
wTxp − θ > 0, xp ∈ A
wTxp − θ < 0 xp ∈ B. (2.51)
Per risolverlo, introduciamo un input ﬁttizio x0 = −1 e rideﬁniamo x e
w come vettori di Rn+1:
x = (x0, x1, . . . , xn)
T e w = (θ, w1, . . . , wn)
così dobbiamo risolvere il sistema:{
wTxp > 0, xp ∈ A
wTxp < 0, xp ∈ B (2.52)
senza perdere di generalità possiamo supporre ‖xp‖ = 1 con p = 1, . . . , N .
Per risolvere (2.52) ci sono molti modi, noi useremo come metodo di ad-
destramento del precettrone un algoritmo di tipo incrementale che consente
di ricavare w dall'insieme di addestramento T . Ad ogni iterazione viene uti-
lizzato un solo campione dell'insieme di addestramento che viene impiegato
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ripetutamente ﬁnché ciascun campione non è ben classiﬁcato. Ad ogni ci-
clo il vettore w viene aggiornato in corrispondenza di un campione xp non
classiﬁcato correttamente, sommando al valore corrente w(k) un termine di
correzione:
w(k + 1) = w(k) + ypxp.
Può succedere che nel corso delle iterazioni alcuni campioni ben classiﬁcati
diventino mal classiﬁcati a causa della regola di aggiornamento del vettore
dei pesi w. Però nel caso in cui A e B siano linearmente separabili vale il
seguente:
Teorema 29. Se gli insiemi A e B sono linearmente separabili, l'algoritmo
termina in un numero ﬁnito di iterazioni, determinando un valore w tale che
tutti i campioni di T risultino ben classiﬁcati, ovvero:
yp = sign(wTxp) ∀p = 1, . . . , N.
Dimostrazione. Supponiamo che A e B siano linearmente separabili, allo-
ra esiste un vettore w che soddisfa (2.52), possiamo supporre che ‖w‖ =
1. Supponiamo per assurdo che l'algoritmo non termini, cioè che per ogni
ﬁssato k, esiste almeno un campione xp mal classiﬁcato per cui continua
l'aggiornamento per w:
w(k + 1) = w(k) + ypxp.
Facciamo il prodotto scalare di w(k + 1) per w:
ww(k + 1) = ww(k) + ypwTxp
≥ ww(k) + δ (2.53)
dove δ = min
p
{ypwTxp} = min
p
{sign(wTxp)wTxp} > 0.
La (2.53) vale ∀k e l'algoritmo inizia con w(0) = 0, dunque, ragionando per
induzione e usando la disuguaglianza di Schwarz otteniamo:
‖w(k + 1)‖ ≥ ww(k + 1) ≥ (k + 1)δ. (2.54)
D'altra parte visto che il punto xp è mal classiﬁcato abbiamo: ypw(k)Txp ≤ 0
e ‖ypxp‖ = 1, dunque:
‖w(k + 1)‖2 = ‖w(k)‖2 + 2ypw(k)Txp + ‖ypxp‖2 ≤ ‖w(k)‖2 + 1
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da cui per indizione si ottiene:
‖w(k + 1)‖2 ≤ k + 1.
Mettendo insieme (2.53) e (2.54):
√
k + 1 ≥ (k + 1)δ
ovvero:
k + 1 ≤
(
1
δ
)2
,
e questo contraddice l'ipotesi che l'algoritmo non termini.
2.4.3 Reti multistrato
L'opera di Rosenblatt stimola una quantità di studi e ricerche, e suscita
un vivo interesse e notevoli aspettative nella comunità scientiﬁca, destina-
te tuttavia ad essere notevolmente ridimensionate allorché nel 1969 Marvin
Minsky e Seymour A. Papert mostrano i limiti operativi delle semplici reti
a due strati basate sul percettrone, e dimostrano l'impossibilità di risolvere
per questa via molte classi di problemi, ossia tutti quelli non caratterizza-
ti da separabilità lineare delle soluzioni: questo tipo di rete neurale non è
abbastanza potente. Di conseguenza, a causa di queste limitazioni, ad un
periodo di euforia per i primi risultati della cibernetica, segue un periodo
di diﬃdenza durante il quale tutte le ricerche in questo campo non ricevono
più alcun ﬁnanziamento dal governo degli Stati Uniti d'America; le ricerche
sulle reti tendono, di fatto, a ristagnare per oltre un decennio, e l'entusiasmo
iniziale risulta fortemente ridimensionato.
Nasce quindi l'esigenza di studiare e di utilizzare strutture più comples-
se, costituite da architetture comprensive di più strati di neuroni connessi a
cascata, denominate reti multistrato (multilayer feedforward networks). Re-
ti di questo tipo, sotto opportune ipotesi sulle funzioni di attivazione dei
neuroni, consentono di approssimare con la precisione voluta qualsiasi fun-
zione continua su un insieme compatto e quindi anche di risolvere problemi
di classiﬁcazione in cui gli insiemi non siano linearmente separabili.
Il contesto matematico per addestrare le reti multistrato fu stabilito dal
matematico americano Paul Werbos nella sua tesi di dottorato del 1974. Il
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processo di addestramento per la determinazione dei parametri di questo tipo
di rete è piuttosto complicato e necessita dell'uso di metodi di ottimizzazione
non lineare. Uno dei metodi più noti ed eﬃcaci per l'addestramento di tale
classe di reti neurali è il cosiddetto algoritmo di retropropagazione dell'er-
rore (error backpropagation), proposto nel 1986 da David E. Rumelhart, G.
Hinton e R. J. Williams, il quale modiﬁca sistematicamente i pesi delle con-
nessioni tra i nodi, così che la risposta della rete si avvicini sempre di più a
quella desiderata. L'algoritmo di backpropagation (BP) è una tecnica d'ap-
prendimento tramite esempi, costituente una generalizzazione dell'algoritmo
d'apprendimento per il percettrone sviluppato da Rosenblatt nei primi anni
'60. Mediante questa tecnica era possibile, come detto, trattare unicamente
applicazioni caratterizzabili come funzioni booleane linearmente separabili.
L'algoritmo di apprendimento si basa sul metodo della discesa del gra-
diente che permette di trovare un minimo locale di una funzione in uno spazio
a N dimensioni. I pesi associati ai collegamenti tra gli strati di neuroni si
inizializzano a valori piccoli e casuali e poi si applica la regola di apprendi-
mento presentando alla rete dei pattern di esempio. Queste reti neurali sono
capaci di generalizzare in modo appropriato, cioè di dare risposte plausibili
per input che non hanno mai visto.
Per l'architettura di una rete multistrato è necessario deﬁnire:
• un insieme di n nodi di ingresso, associati agli n input della rete: xi ∈ R,
i = 1, . . . , n;
• un insieme di cardinalità da deﬁnire di neuroni formali organizzati in
L ≥ 2 strati di cui L− 1 sono nascosti e costituiti da neuroni connessi
con i neuroni dello strato successivo le cui uscite contribuiscono agli
ingressi dei successivi neuroni, mentre l'altro strato è quello di uscita
formato da K ≥ 1 neuroni le cui uscite rappresentano le uscite della
rete yi ∈ R, i = 1, . . . , K;
• un insieme di archi orientati e pesati che rappresentano le connessioni
interneurali e le connessioni con i nodi di input, in particolare si sup-
pone che non esistano connessioni tra i neuroni di uno stesso strato
néconnessioni all'indietro cioè tra gli output dei neuroni di uno strato
e gli input degli strati precedenti.
Adesso che abbiamo deﬁnito gli elementi di una rete multistrato vediamo
di deﬁnire in modo formale come funziona. Indicizziamo con l = 1, . . . , L i
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vari strati della rete. Un arco orientato è l'arco che entra nel neurone j dello
strato l ed esce dal neurone i dello strato l − 1 (o dal nodo di ingresso i); a
ciascun arco orientato è associato un peso w(l)ji ∈ R che rappresenta l'entità
della connessione.
Deﬁniamo una funzione a(l)j che ad ogni strato l combina gli input pesati
con una funzione di soglia w(l)j0 , nel caso del primo strato otteniamo:
a
(1)
j =
n∑
i=1
w
(1)
ji xi − w(1)j0 .
Deﬁniamo anche una funzione z(l)j che determini il valore di output del
neurone, al primo strato:
z
(1)
j = g
(1)
j (a
(1)
j )
dove g(l)j : R→ R è una funzione di attivazione come quella vista in (2.49).
Per il neurone j dello strato l > 1 abbiamo:
a
(l)
j =
M(l−1)∑
i=1
w
(l)
ji z
l−1
i − w(l)j0 ,
z
(l)
j = g
(l)
j (a
(l)
j ),
(2.55)
dove M(l) indica il numero dei neuroni allo strato l.
Come esempio prendiamo in considerazione una rete a 2 strati con un
solo strato nascosto, costituito da M neuroni, caratterizzati tutti dalla stessa
funzione di attivazione g, e con un solo neurone di uscita di tipo lineare.
L'uscita dalla rete è data da:
y =
M∑
j=1
vjg
( n∑
i=1
wjixi − θ
)
=
M∑
j=1
vjg(w
T
j x− θj),
dove abbiamo: wj = (wj1, wj2, . . . , wjn) con wji pesi delle connessioni
tra i nodi di input e quelli dello strato nascosto; θj è la soglia per il neurone
nascosto j; vj sono i pesi delle connessioni tra i neuroni nascosti e il neurone di
output e inﬁne g è la funzione di attivazione. Questa funzione di attivazione
g la supponiamo diﬀerenziabile e sigmoidale, solitamente è scelta tra queste
due possibilità:
• funzione logistica:
g(t) =
1
1 + e− ct c > 0,
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che dà un'uscita in (0, 1);
• funzione tangente iperbolica:
g(t) = tanh
( t
2
)
=
1− et
1 + e−t
,
che dà un'uscita in (−1, 1).
Come aﬀermato all'inizio di questo paragrafo una rete multistrato ha
ottime proprietà di approssimazione. In particolare, è stato dimostrato che,
per un'ampia classe di funzioni di attivazione, le reti neurali a 2 strati sono
degli approssimatori universali per le funzioni continue su insiemi compatti
di Rn.
Poniamo:
S(g) = span{g(wTx− θ), θ ∈ R,W ∈ Rn};
S(g) rappresenta l'insieme di tutte le combinazioni lineari delle funzioni ot-
tenute applicando la funzione di attivazione g ad una trasformazione aﬃne
di x deﬁnita da w e θ. Si può dimostrare che data una qualsiasi funzione
f ∈ C0(Rn), un qualsiasi insieme compatto Ω ⊂ Rn e un qualsiasi ² > 0,
e ﬁssata la funzione di attivazione g continua e non polinomiale, è possibile
scegliere un opportuno numero di neuroni e opportuni valori dei pesi e del-
le soglie per costruire una rete a 2 strati, tale che la funzione input-output
y ∈ S(g) fornita dalla rete veriﬁchi:
max
x∈Ω
| f(x)− y(x) |< ².
Vale infatti il seguente teorema di cui non daremo dimostrazione:
Teorema 30. Sia g ∈ C0(R). Allora S(g) è denso in C0(Rn), nella topo-
logia della convergenza uniforme sugli insiemi compatti se e solo se g non è
polinomiale.
Prima di concludere riportiamo due esempi di reti neurali.
Il primo è un esempio di una semplice rete ricorsiva dovuto a Jeﬀrey L.
Elman (1990). La rete di Elmann costituisce una variazione sul tema del
percettrone multistrato, con esattamente tre strati e l'aggiunta di un insieme
di neuroni contestuali nello strato d'ingresso. Le connessioni retroattive
si propagano dallo strato intermedio nascosto a tali unità contestuali, alle
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quali si assegna peso costante e pari all'unità. In ciascun istante, gli ingressi
si propagano nel modo tradizionale e tipico delle reti feedforward, compre-
sa l'applicazione dell'algoritmo d'apprendimento. Le connessioni retroattive
ﬁsse hanno come eﬀetto quello di mantenere una copia dei precedenti valori
dei neuroni intermedi, dal momento che tale ﬂusso avviene sempre prima
della fase d'apprendimento. In questo modo la rete di Elman tiene conto
del suo stato precedente, cosa che le consente di svolgere compiti di previsio-
ne di sequenze temporali che sono diﬃcilmente alla portata dei percettroni
multistrato convenzionali.
Inﬁne, un'ultima interessante tipologia di rete è costituita dalla cosiddetta
mappa auto-organizzante o rete SOM (Self-Organizing Map). Tale innovativa
tipologia di rete neurale è stata elaborata da Teuvo Kohonen dell'Università
Tecnologica di Helsinki; il suo algoritmo d'apprendimento è senza dubbio una
brillante formulazione di apprendimento non supervisionato (vedi paragrafo
(2.4.4)), e ha dato luogo a un gran numero di applicazioni nell'ambito dei
problemi di classiﬁcazione. Una mappa o rete SOM è basata essenzialmente
su un reticolo o griglia di neuroni artiﬁciali i cui pesi sono continuamente
adattati ai vettori presentati in ingresso nel relativo insieme di addestramen-
to. Tali vettori possono essere di dimensione generica, anche se nella maggior
parte delle applicazioni essa è piuttosto alta. Per ciò che riguarda le uscite
della rete, al contrario, ci si limita di solito ad una dimensione massima pari
a tre, il che consente di dare luogo a mappe 2D o 3D. In termini più analitici,
l'algoritmo può essere agevolmente descritto, come accennato, nei termini di
un insieme di neuroni artiﬁciali, ciascuno con una precisa collocazione sulla
mappa rappresentativa degli output, che prendono parte ad un processo noto
come winner takes all (Il vincitore piglia tutto), al termine del quale il nodo
avente un vettore di pesi più vicino ad un certo input è dichiarato vincitore,
mentre i pesi stessi sono aggiornati in modo da avvicinarli al vettore in in-
gresso. Ciascun nodo ha un certo numero di nodi adiacenti. Quando un nodo
vince una competizione, anche i pesi dei nodi adiacenti sono modiﬁcati, se-
condo la regola generale che più un nodo è lontano dal nodo vincitore, meno
marcata deve essere la variazione dei suoi pesi. Il processo è quindi ripetuto
per ogni vettore dell'insieme di training, per un certo numero, usualmente
grande, di cicli. Va da sé che ingressi diversi producono vincitori diversi.
Operando in tal modo, la mappa riesce alla ﬁne ad associare i nodi d'uscita
con i gruppi o schemi ricorrenti nell'insieme dei dati in ingresso. Se questi
schemi sono riconoscibili, essi possono essere associati ai corrispondenti nodi
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della rete addestrata. In maniera analoga a quella della maggioranza delle
reti neurali artiﬁciali, anche la mappa o rete SOM può operare in due distinte
modalità:
• durante la fase di addestramento si costruisce la mappa, pertanto la
rete si conﬁgura ed organizza tramite un processo competitivo. Alla
rete deve essere fornito il numero più grande possibile di vettori in
ingresso, tali da rappresentare fedelmente la tipologia di vettore che le
sarà eventualmente sottoposta nella seconda fase;
• nel corso della seconda fase ogni nuovo vettore d'ingresso può essere ve-
locemente classiﬁcato o categorizzato, collocandolo in automatico sulla
mappa ottenuta nella fase precedente. Vi sarà sempre un unico neu-
rone vincente, quello il cui vettore dei pesi giace a minor distanza dal
vettore appena sottoposto alla rete; tale neurone può essere determi-
nato semplicemente calcolando la distanza euclidea tra i due vettori in
questione.
2.4.4 Apprendimento di una rete
Dal punto di vista della modalità d'apprendimento, è necessario operare
una distinzione tra almeno tre diverse tipologie. In particolare, si può avere:
• un apprendimento supervisionato (supervised learning). Si parla di
apprendimento supervisonato qualora si disponga di un insieme di dati
per l'addestramento ovvero di un training set comprendente esempi
tipici d'ingressi con le relative uscite loro corrispondenti: in tal modo la
rete può imparare ad inferire la relazione che li lega. Successivamente,
la rete è addestrata mediante un opportuno algoritmo (come vedremo
nel prossimo paragrafo, la backpropagation che è appunto un algoritmo
d'apprendimento supervisionato), il quale usa tali dati allo scopo di
modiﬁcare i pesi ed altri parametri della rete stessa in modo tale da
minimizzare l'errore di previsione relativo all'insieme d'addestramento.
Se l'addestramento ha successo, la rete impara a riconoscere la relazione
incognita che lega le variabili d'ingresso a quelle d'uscita, ed è quindi
in grado di fare previsioni anche laddove l'uscita non è nota a priori;
in altri termini, l'obiettivo ﬁnale dell'apprendimento supervisionato è
la previsione del valore dell'uscita per ogni valore valido dell'ingresso,
basandosi soltanto su un numero limitato di esempi di corrispondenza
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(vale a dire, coppie di valori input-output). Per fare ciò, la rete deve
essere inﬁne dotata di un'adeguata capacità di generalizzazione, con
riferimento a casi ad essa ignoti. Ciò consente di risolvere problemi di
regressione o classiﬁcazione.
• Un apprendimento non supervisionato (unsupervised learning), basato
su algoritmi d'addestramento che modiﬁcano i pesi della rete facendo
esclusivamente riferimento ad un insieme di dati che include le sole
variabili d'ingresso. Tali algoritmi tentano di raggruppare i dati d'in-
gresso e di individuare pertanto degli opportuni cluster rappresentativi
dei dati stessi, facendo uso tipicamente di metodi topologici o proba-
bilistici. L'apprendimento non supervisionato è anche impiegato per
sviluppare tecniche di compressione dei dati.
• Un apprendimento per rinforzo (reinforcement learning), nel quale un
opportuno algoritmo si preﬁgge lo scopo di individuare un certo modus
operandi, a partire da un processo d'osservazione dell'ambiente ester-
no; ogni azione ha un impatto sull'ambiente, e l'ambiente produce una
retroazione che guida l'algoritmo stesso nel processo d'apprendimento.
Tale classe di problemi postula un agente, dotato di capacità di perce-
zione, che esplora un ambiente nel quale intraprende una serie di azioni.
L'ambiente stesso fornisce in risposta un incentivo o un disincentivo,
secondo i casi. Gli algoritmi per il reinforcement learning tentano in
deﬁnitiva di determinare una politica tesa a massimizzare gli incentivi
cumulati ricevuti dall'agente nel corso della sua esplorazione del proble-
ma. L'apprendimento con rinforzo diﬀerisce da quello supervisionato
poiché non sono mai presentate delle coppie input-output di esempi no-
ti, né si procede alla correzione esplicita di azioni subottimali. Inoltre,
l'algoritmo è focalizzato sulla prestazione in linea, la quale implica un
bilanciamento tra esplorazione di situazioni ignote e sfruttamento della
conoscenza corrente.
2.4.5 Addestramento di una rete multistrato
Vediamo come si costruisce una rete multistrato con n ingressi e K uscite.
Dobbiamo distinguere due fasi:
• scegliere l'architettura della rete, cioè il numero di strati e il numero di
neuroni per ogni strato,
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• addestrare la rete sfruttando la disponibilità del solito insieme di cam-
pioni T = {(xp, yp), xp ∈ Rn, yp ∈ RK , p = 1, . . . , N}, cioè determinare
il vettore w ∈ Rm dei pesi delle connessioni e delle soglie dei neuroni
corrispondenti ai parametri incogniti della rete.
La scelta dei parametri si eﬀettua risolvendo un problema di ottimizza-
zione del tipo:
min
w∈Rn
E(w) =
N∑
p=1
Ep(w),
dove Ep è il termine di errore relativo al p-esimo campione dell'insieme di
addestramento T e misura la distanza tra l'output desiderato yp e l'output
y(xp, w) dato dalla rete.
Questo errore può essere calcolato in molti modi diversi, la misura più
usata è quella dell'errore quadratico:
Ep =
1
2
‖y(xp, w)− yp‖2.
In generale si suppone che E sia una funzione diﬀerenziabile con continuità.
Poiché lo scopo dell'addestramento della rete non è quello di interpolare
i dati, sui campioni disponibili, ma quello di modellare il processo che ha
generato i dati, la scelta dell'architettura, la deﬁnizione di E e la strategia
di addestramento sono condizionate dall'esigenza di assicurare buone capa-
cità di generalizzazione della rete, in corrispondenza di nuovi campioni da
classiﬁcare.
Non esistono stime teoriche sul numero minimo di neuroni da inserire
nella rete, che permettano di risolvere il maggior numero di problemi di
classiﬁcazione, pertanto in pratica occorre seguire procedimenti euristici per
compiere la prima fase della costruzione della rete.
Nel caso di reti multistrato vengono seguite due strategie fondamentali.
La prima è detta stabilizzazione strutturale e consiste nello scegliere il
numero di unità computazionali elementari attraverso l'addestramento di una
sequenza di reti in cui viene fatto crescere o diminuire il numero di neuroni.
Per ogni rete i parametri si determinano minimizzando l'errore sull'insieme di
addestramento e le prestazioni delle varie reti vengono confrontate attraverso
una tecnica di cross-validation, valutando l'errore che ciascuna rete commette
su un insieme di campioni disgiunto da T . La rete selezionata è quella che
dà l'errore minimo su questo insieme. Successivamente le prestazioni della
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rete addestrata vengono valutate usando un terzo insieme di campioni, detto
insieme test, sconosciuto ﬁno a quel momento dalla rete, cioè disgiunto sia
da T che dal validation set.
La seconda strategia si basa su una tecnica di regolarizzazione e consiste
nell'aggiungere alla funzione di errore E un termine di penalità sulla norma di
w, che restringa l'insieme in cui scegliere i parametri. Quindi l'addestramento
della rete si eﬀettua minimizzando la nuova funzione:
E(w) =
N∑
p=1
Ep(w) + γ‖w‖2 γ > 0.
Anche il valore ottimale di γ può essere stabilito seguendo una tecnica di
corss-validation.
Per ogni scelta della strategia di addestramento è necessario ripetere la
minimizzazione in corrispondenza a varie architetture o a varie funzioni di
errore. La minimizzazione della funzione di errore di E sull'insieme di ad-
destramento T è in generale un problema complicato di ottimizzazione non
lineare, infatti E è fortemente non lineare, c'è la possibilità di minimi locali
non globali e anche il fatto che le dimensioni di w siano elevate così come il
numero di campioni N non sempliﬁca i calcoli.
Nel caso di una rete neurale di tipo backpropagation l'addestramento di
avviene in due diversi stadi: forward-pass e backward-pass. Nella prima fase
i vettori in input sono applicati ai nodi in ingresso con una propagazione in
avanti dei segnali attraverso ciascun livello della rete (forward-pass). Durante
questa fase i valori dei pesi sugli archi sono tutti ﬁssati. Nella seconda fase la
risposta della rete viene confrontata con l'uscita desiderata ottenendo il se-
gnale d'errore. L'errore calcolato è propagato nella direzione inversa rispetto
a quella degli archi orientati. I pesi di questi archi inﬁne sono modiﬁcati in
modo da minimizzare la diﬀerenza tra l'uscita attuale e l'uscita desiderata
(backward-pass). Come abbiamo già visto tale algoritmo consente di supe-
rare le limitazioni del percettrone e di risolvere il problema della separabilità
non lineare, segnando il deﬁnitivo rilancio delle reti neurali, come testimo-
niato anche dall'ampia varietà d'applicazioni commerciali: attualmente la
rete neurle di tipo backpropagation rappresenta un algoritmo di largo uso in
molti campi applicativi.
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2.4.6 Algoritmi di addestramento
Lo scopo della fase di addestramento è il calcolo dei pesi di una rete neu-
rale, abbiamo già visto nel paragrafo (2.4.1) che esistono due tipi di metodi
iterativi: metodi batch e metodi on-line. I primi sono riconducibili a metodi
di ottimizzazione non vincolata per la minimizzazione di E, possono essere
usati soltanto per l'addestramento fuori linea in cui si dispone di tutto l'insie-
me T prima di avviare il processo di minimizzazione. Invece i metodi on-line
possono essere impiegati sia per l'addestramento fuori linea sia per quello in
tempo reale, cioè quando i dati sui campioni di T vengono acquisiti durante
il processo di addestramento.
Nella letteratura riguardante le reti neurali più recente sono spesso utiliz-
zati metodi eﬃcienti, sviluppati da tempo nel campo dell'ottimizzazione, che
garantiscono la convergenza a punti stazionari della funzione di errore e che
assicurano una buona riduzione del valore della funzione obiettivo rispetto
alla stima iniziale. In particolare, i metodi più appropriati per costruire algo-
ritmi di addestramento sono quelli che richiedono solo la conoscenza delle de-
rivate prime e che possono essere impiegati in problemi a grande dimensione,
cioè nei quali il numero di variabili è dell'ordine del migliaio.
Tra i metodi classici che possiedono questi requisiti troviamo il metodo del
gradiente, il metodo di backpropagation (di cui abbiamo già parlato nei pa-
ragraﬁ precedenti), i metodi delle direzioni coniugate, i metodi quasi-newton
e i metodi di Gauss-Newton.
Il limite di questi metodi sta nel fatto che tutti richiedono un requisito
di monotonicità sulla riduzione di E, e questo comporta alti costi computa-
zionali. Per ovviare a questo problema un'alternativa promettente è quella
di usare metodi non monotoni che consentano anche una crescita occasionale
della funzione di errore ma che allo stesso tempo continuino a garantire le ste-
se proprietà di convergenza dei metodi monotoni e la riduzione dell'obiettivo
rispetto al valore iniziale.
I metodi di ottimizzazione di cui abbiamo parlato assicurano la convergen-
za a punti stazionari per la funzione obiettivo, però possono essere utilizzati
anche altre tecniche di ottimizzazione globale. Queste ultime non hanno
trovato grande fortuna nello studio delle reti neurali perché in generale il
problema di addestrare una rete non ha lo scopo di individuare un punto di
minimo globale del problema associato ma piuttosto quello di determinare
un vettore di parametri al quale corrisponda un valore suﬃcientemente basso
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dell'errore commesso sui campioni dell'insieme T , aﬃnché tale rete presenti
un'adeguata capacità di generalizzazione.
In ogni caso i metodi on-line sono spesso preferiti ai metodi batch anche
nel caso di addestramento fuori linea. Essi consentono di aggiornare itera-
tivamente il vettore w in corrispondenza di ogni singolo termine Ep della
funzione errore senza prima formare la funzione complessiva di E. Ma que-
sto non è l'unico vantaggio di cui godono. Per esempio a grande distanza da
una soluzione può essere preferibile ridurre rapidamente un qualsiasi termine
di errore anziché impegnare molto tempo nel calcolo dell'intera funzione e
delle sue derivate. Inoltre se la cardinalità dell'insieme di addestramento T è
molto elevata il calcolo di E e di ∇E può essere molto complicato. Anche la
dimensione di T può essere signiﬁcativa: se infatti è troppo grande può esse-
re troppo costoso tener conto ad ogni passo di tutti i termini della funzione
errore. Inﬁne la tecnica on-line introduce un certo grado di casualità che può
essere utile per evitare la convergenza verso minimi locali indesiderati.
2.4.7 Reti neurali di funzioni di base radiale
Le reti neurali a funzioni di base radiali (Radial Basis Function Networks
RBFNs) sono un particolare tipo di reti neurali la cui principale caratteri-
stica è che la funzione di trasferimento delle unità dello strato nascosto è
dotata di simmetria radiale rispetto a un punto detto centro. Le RBFNs
hanno interessanti proprietà matematiche come l'essere in stretta relazione
con la teoria della regolarizzazione e la possibilita' di avere un interpretazione
simbolica e statistica. L'interpretabilità multipla le pone all'intersezione fra
diversi approcci e sistemi e consente di trasferire risultati di ottimalità da un
area di ricerca all'altra.
Vediamo innanzitutto cosa si intende per funzioni di base radiale. Dato
un insieme di N punti {xp ∈ Rn, p = 1, . . . , N} e un corrispondente insieme
di N numeri reali {yp ∈ R, p = 1, . . . , N}, il problema dell'interpolazione
consiste nel determinare una funzione y : Rn → R, in una classe di funzioni
assegnata che soddisﬁ la condizione: y(p) = yp per p = 1, . . . , N . Una tecnica
di interpolazione multidimensionale consiste nella scelta di una funzione y
della forma:
y(x) =
N∑
p=1
wpφ(‖x− xp‖),
dove φ : Rn → R è una funzione di base radiale continua e ‖ · ‖ è la norma
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euclidea in Rn. I coeﬃcienti wp costituiscono i pesi e i punti di interpolazione
xp sono denominati centri. La funzione interpolante è rappresentata come
combinazione lineare di N funzioni, ognuna delle quali ha come argomento
la distanza ‖x− xp‖ detta anche raggio. Alcuni esempi di φ(r) sono:
• funzione lineare: φ(r) = r;
• funzione Gaussiana: φ(r) = e−r2 ;
• funzione multiquadrica diretta: φ(r) = (r2 + σ2) 12
• funzione multiquadrica inversa: φ(r) = (r2 + σ2)− 12
dove r > 0 e σ > 0 è una costante.
Solitamente la funzione di trasferimento è a campana pertanto l'attivazio-
ne del neurone ha un massimo nel centro e tende a zero lontano da esso. Ciò
conduce a una proprietà di località che permette variazioni locali della rete
senza che questo inﬂuisca drammaticamente sul comportamento complessivo.
Vediamo adesso in che modo possiamo usare le reti neurali di funzioni di
base radiali regolarizzate per risolvere il nostro problema di classiﬁcazione.
Se inquadriamo lo studio dei modelli neurali nell'ambito delle teoria dell'ap-
prossimazione, il problema della costruzione della rete si può formulare come
un problema di approssimazione funzionale in cui la classe delle funzioni ap-
prossimanti è costituita dalle funzioni realizzabili dalla rete al variare dei
parametri interni. In particolare quello che noi vogliamo fare adesso è ap-
prossimare la funzione g : Rn → R tale che yp = g(xp) per ogni elemento
dell'insieme T = {(xp, yp) ∈ Rn ×R, p = 1 . . . , N}. Le tecniche di regolariz-
zazione determinano la funzione approssimante attraverso la minimizzazione
di un funzionale costituito da due termini:
E(y) = E1(y) + E2(y) =
1
2
N∑
p=1
(yp − y(xp))2 + 1
2
λ‖Py‖2.
Osserviamo che il primo termine misura la distanza della funzione ap-
prossimante dai campioni disponibili mentre il secondo termine misura la
violazione di vincoli imposti sulla regolarità della funzione approssimante y.
λ è il parametro positivo di regolarizzazione e P è un operatore diﬀerenziale
contenente le informazioni che riguardano la funzione da approssimare.
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Sotto opportune ipotesi, la funzione che minimizza il funzionale E è della
forma:
y(x) =
N∑
p=1
wpφ(‖x− xp‖), (2.56)
dove φ : R+ → R è una funzione di base radiale e w ∈ RN è la soluzione del
sistema lineare:
(Φ + λI)w = y
in cui y = y(y1, . . . , yP )T , I è la matrice identità N × N e Φ è la matrice
N ×N il cui generico elemento è φij = φ(‖xj − xi‖).
Le reti neurali di funzione di base radiali sono reti di tipo feedforwar a
due strati, dove i nodi dello strato nascosto eseguono una trasformazione non
lineare mediante funzioni di base radiali. Allora la (2.56) può essere interpre-
tata come l'uscita di una rete feedforward, in cui la funzione di attivazione
dei neuroni dello strato nascosto è φ. Questa prende il nome di rete di funzio-
ne di base radiale regolarizzata, ha un solo strato nascosto e i neuroni dello
strato nascosto hanno come funzione di attivazione una funzione di base e
l'argomento della funzione di attivazione è dato dalla distanza tra il vettore
di input e il centro dell'unità. Osserviamo inoltre che il numero dei neuroni
è pari al numero N degli elementi dell'insieme di addestramento e il neurone
dello strato di output opera una combinazione lineare delle uscite dei neuro-
ni nascosti. Queste reti di funzioni di base radiale sono degli approssimatori
universali per le funzioni continue su insiemi compatti.
Il problema fondamentale dell'output espresso dalla (2.56) è che può ave-
re un costo computazionale troppo elevato nell'implementazione della rete.
Infatti nella relazione input-output vi è corrispondenza uno a uno tra gli
elementi dell'insieme di addestramento T e i termini dell'espansione. Per ov-
viare a questo inconveniente sono state introdotte le reti di funzioni di base
radiale generalizzate, nelle quali il numero M dei termini dell'espansione è
minore di N e i centri ci ∈ Rn non necessariamente coincidono con i vettori
xp ∈ T . Questa
y(x) =
M∑
i=1
wiφ(‖x− ci‖)
è la funzione di output della rete generalizzata, i parametri incogniti sono
rappresentati dai pesi wi ∈ R e dai centri ci ∈ Rn, si può osservare che il
legame input-output dipende in modo non lineare dai parametri.
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2.4.8 Conclusioni
Le reti neurali, per come sono costruite, lavorano in parallelo e sono quindi
in grado di trattare molti dati. Si tratta in sostanza di un soﬁsticato sistema
di tipo statistico dotato di una buona immunità al rumore; se alcune unità
del sistema dovessero funzionare male, la rete nel suo complesso avrebbe delle
riduzioni di prestazioni, ma diﬃcilmente andrebbe incontro ad un blocco del
sistema. I software di ultima generazione dedicati alle reti neurali richiedono
comunque buone conoscenze statistiche; il grado di apparente utilizzabilità
immediata non deve trarre in inganno, pur permettendo all'utente di eﬀet-
tuare da subito previsioni o classiﬁcazioni, seppure con i limiti del caso. Da
un punto di vista industriale, risultano eﬃcaci quando si dispone di dati sto-
rici che possono essere trattati con gli algoritmi neurali. Ciò è di interesse
per la produzione, perché permette di estrarre dati e modelli senza eﬀettuare
ulteriori prove e sperimentazioni. Però c'è anche da tener presente che hanno
alcuni difetti. I modelli prodotti dalle reti neurali, anche se molto eﬃcienti,
non sono spiegabili in linguaggio simbolico umano: i risultati vanno accettati
così come sono, da cui anche la deﬁnizione inglese delle reti neurali come
black box: in altre parole, a diﬀerenza di un sistema algoritmico, dove si
può esaminare passo-passo il percorso che dall'input genera l'output, una rete
neurale e' in grado di generare un risultato valido, o comunque con una alta
probabilità di essere accettabile, ma non è possibile spiegare come e perché
tale risultato sia stato generato. Come per qualsiasi algoritmo di modella-
zione, anche le reti neurali sono eﬃcienti solo se le variabili predittive sono
scelte con cura. Non sono in grado di trattare in modo eﬃciente variabili di
tipo categorico (per esempio, il nome della città) con molti valori diversi. Ne-
cessitano di una fase di addestramento del sistema che ﬁssi i pesi dei singoli
Neuroni e questa fase può richiedere molto tempo, se il numero dei record e
delle variabili analizzate è molto grande. Non esistono teoremi o modelli che
permettano di deﬁnire la rete ottima, quindi la riuscita di una rete dipende
molto dall'esperienza del creatore.
2.5 Separazione sferica e trasformazioni Nucleo
per un problema di classiﬁcazione
Ci occupiamo adesso di un problema di classiﬁcazione binaria, l'obiettivo
sarà quello di discriminare tra due classi di oggetti trovando un'appropriata
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superﬁcie di Rn. Il problema è analogo a quello visto per le SVM (2.3),
in quel caso abbiamo visto che è possibile mappare i dati su uno spazio di
dimensione maggiore delle spazio di partenza, il features space, e separare
gli insiemi trasformati nel nuovo spazio con un iperpiano; tale iperpiano
corrisponde ad una superﬁcie non lineare dello spazio di partenza. Però è
possibile trovare direttamente la superﬁcie non lineare nello spazio dei dati
oppure trovare una superﬁcie non lineare nel features space, ed è di questo
che ci occuperemo in questo paragrafo.
Supponiamo di avere due insiemi ﬁniti non vuoti e disgiunti in Rn: A =
{a1, . . . , am} e B = {b1, . . . , bk}, supponiamo che questi insiemi non siano
ridondanti, nel senso che ognuno di essi è costituito da punti distinti. Vo-
gliamo cercare una superﬁcie sferica come visto in (1.5) in grado di separare
questi due insiemi nello spazio dei dati o nello spazio trasformato. Se il cen-
tro della sfera è ﬁssato il nostro problema può essere risolto con un problema
di programmazione lineare, la stessa cosa vale se ci spostiamo nel features
space: in questo caso il problema agirà sugli insiemi trasformati.
Alcuni studi euristici hanno dimostrato la validità di scegliere la separa-
zione sferica soprattutto se comparata con la separazione lineare. In generale,
se il centro non è ﬁssato, i due approcci si assomigliano molto, infatti in en-
trambi i casi devono essere selezionati n + 1 parametri: il centro e il raggio
della sfera nella separazione sferica e la normale e il parametro di traslazione
nella separazione lineare. Quindi, da un punto di vista euristico, una buona
scelta del centro di una possibile sfera di separazione è più facile da trovare
che un buon candidato per la normale dell'iperpiano. In più la separazio-
ne lineare può essere considerata un caso speciale della separazione sferica
quando la distanza del centro della sfera dall'insieme di dati tende all'inﬁni-
to. Inoltre le trasformazioni di tipo Nucleo possono essere applicate in modo
abbastanza diretto alla trasformazione sferica.
Ora possiamo formalizzare il problema supponendo che il centro x0 della
sfera sia dato, è possibile scegliere il centroide dell'insieme A o B oppure quel-
lo dell'insieme A ∪ B. Possiamo anche assumere senza perdita di generalità
che x0 non coincida con nessuno dei punti di A o B.
Dalla deﬁnizione che abbiamo dato in (1.5) ogni sfera S(x0, R) separa A
da B è tale che:
(ai − x0)T − (ai − x0) ≤ R2 ∀i = 1 =, . . . ,m
(bl − x0)T − (bl − x0) ≥ R2 ∀i = 1 =, . . . , k (2.57)
Di conseguenza possiamo deﬁnire gli errori di classiﬁcazione associati a
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S(x0, R) per ogni punto ai ∈ A e bl ∈ B così:
ξi = max{0, (ai − x0)T − (ai − x0)−R2} ∀i = 1 =, . . . ,m
µl = max{0, R2 − (bl − x0)T − (bl − x0)} ∀i = 1 =, . . . , k (2.58)
Il problema di minimizzare sia il volume della sfera che l'errore di classi-
ﬁcazione è deﬁnito come segue:
min
R,ξ,µ
R2 + C
( m∑
i=1
ξi +
k∑
l=1
µl
)
t.c. R2 − (ai − x0)T (ai − x0) + ξi ≥ 0 ∀i = 1, . . . ,m
(bl − x0)T (bl − x0)−R2 + µl ≥ 0 ∀l = 1, . . . , k
ξi ≥ 0 ∀i = 1, . . . ,m
µl ≥ 0 ∀l = 1, . . . , k
dove C è una costante positiva che determina l'importanza relativa dei due
termini della funzione obiettivo. Possiamo anche considerare lo stesso pro-
blema ma con l'obiettivo di minimizzare il numero di punti mal classiﬁcati
anziché l'errore di classiﬁcazione:
min
R,ξ,µ,u,v
R2 + C
( m∑
i=1
ξi +
k∑
l=1
µl
)
t.c. R2 − (ai − x0)T (ai − x0) + ξi ≥ 0 ∀i = 1, . . . ,m
(bl − x0)T (bl − x0)−R2 + µl ≥ 0 ∀l = 1, . . . , k
0 ≤ ξi ≤Mui ∀i = 1, . . . ,m
0 ≤ µl ≤Mvl ∀l = 1, . . . , k
ui = {0, 1} ∀i = 1, . . . ,m
vl = {0, 1} ∀l = 1, . . . , k
dove M è una costante suﬃcientemente grande.
Facciamo un cambio di variabile: z = R2, z ≥ 0 e deﬁniamo:
ci = (ai − x0)T (ai − x0) ≥ 0 ∀i = 1, . . . ,m
dl = (bl − x0)T (bl − x0) ≥ 0 ∀l = 1, . . . , k
Allora il nostro problema diventa:
fP = min
R,ξ,µ
R2 + C
( m∑
i=1
ξi +
k∑
l=1
µl
)
t.c. R2 − (ai − x0)T (ai − x0) + ξi ≥ 0 ∀i = 1, . . . ,m
(bl − x0)T (bl − x0)−R2 + µl ≥ 0 ∀l = 1, . . . , k
ξi ≥ 0 ∀i = 1, . . . ,m
µl ≥ 0 ∀l = 1, . . . , k
questo è un problema di programmazione lineare il cui duale è il seguente:
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fD = max
α,β
m∑
i=1
ciαi −
k∑
l=1
dlβl
t.c.
m∑
i=1
αi −
k∑
l=1
βl ≤ 1
0 ≤ αi ≤ C ∀i = 1, . . . ,m
0 ≤ βl ≤ C ∀l = 1, . . . , k
Osserviamo che sia il primale che il duale hanno soluzione, ad esempio la
soluzione:
αi = 0, ∀i = 1, . . . ,m
βl = 0, ∀l = 1, . . . , k
è ammissibile per il duale con la funzione obbiettivo uguale a 0. Ricaviamo:
〈 z( n∑
i=1
αi
k∑
l=1
βl − 1
)
= 0
ξi(C − αi) = 0 ∀i = l, . . . ,m
µl(C − βl) = 0 ∀l = l, . . . , k
〉 〈
αi(z − ci + ξi) = 0 ∀i = l, . . . ,m
βl(−z + dl + µl) = 0 ∀l = l, . . . , k
〉
(2.59)
Da adesso in poi indicheremo con α e β i vettori α := (a1, . . . , am) e
β := (b1, . . . , bk) e con ξ := (ξ1, . . . , xim); µ := (µ1, . . . , µk).
Nella proposizione che segue vediamo una proprietà fondamentale della
variabile z:
Proposizione 10. Se z∗ è il valore ottimo della variabile z come soluzione
del problema fP allora vale:
i) Se C < 1
m
allora z∗ = 0,
ii) se C > 1
m
allora z∗ > 0.
Dimostrazione. Per provare i) è suﬃciente osservare che, nel caso C < 1
m
, non
essite nessuna soluzione ammissibile per il problema duale che soddisﬁ con
l'uguaglianza il vincolo
m∑
i=1
αi −
k∑
l=1
βl ≤ 1. La tesi segue tenendo presente
la prima di (2.59): z
( m∑
i=1
αi −
k∑
l=1
βl − 1
)
= 0.
Resta da provare ii). Supponiamo che C > 1
m
e assumiamo per assurdo
che (z∗, ξ∗, µ∗) sia una soluzione ottima per il nostro problema primale con
z∗ = 0. Questo signiﬁca che (ξ∗, µ∗) risolvono il problema:
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min
ξ,µ
C
( m∑
i=1
ξi +
k∑
l=1
µl
)
t.c. −ci + ξi ≥ 0 ∀i = 1, . . . ,m
dl + µl ≥ 0 ∀l = 1, . . . , k
ξi ≥ 0 ∀i = 1, . . . ,m
µl ≥ 0 ∀l = 1, . . . , k
Dalle ipotesi ci > 0 ∀i = 1, . . . ,m e dl > 0 ∀l = . . . , k, segue che:
ξ∗i = ci ∀i = 1, . . . ,m
µ∗l = 0 ∀l = 1, . . . , k
e
fP = C
m∑
i=1
ci.
Adesso consideriamo le soluzioni ammissibili (z, ξ, µ) del nostro problema
primale ottenute ponendo:
z = min{ min
1≤i≤m
ci, min
1≤l≤k
dl} > 0
e calcolando (ξ, µ) come la soluzione ottima di:
min
ξ,µ
z + C
( m∑
i=1
ξi +
k∑
l=1
µl
)
t.c. ξi ≥ ci − z ∀i = 1, . . . ,m
µl ≥ −dl + z ∀l = 1, . . . , k
ξi ≥ 0 ∀i = 1, . . . ,m
µl ≥ 0 ∀l = 1, . . . , k.
I valori ottimi di ξ e µ sono i seguenti:
ξ = ci − z ∀i = 1, . . . ,m
µ = 0 ∀l = 1, . . . , k.
Di conseguenza il valore associato alla soluzione ammissibile (z, ξ, µ) è:
z + c
m∑
i=1
(ci − z) = C
m∑
i=1
ci − (mC − 1)z < C
m∑
i=1
ci = fP
e questo contraddice il fatto che (z∗, ξ∗, µ∗) fosse una soluzione ottimale.
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Poiché non siamo interessati alla soluzione banale, cioè alla sfera di raggio
0, scegliamo di porre C > 1
m
. Allora, tenendo conto della proposizione
precedente e delle condizioni (2.59), il vincolo
m∑
i=
αi−
k∑
l=1
βl ≤ 1 è soddisfatto
con l'uguaglianza dall'ottimo del problema duale. Per questo consideriamo
il problema duale nella forma:
fD = max
α,β
m∑
i=1
ciαi −
k∑
l=1
dlβl
t.c.
m∑
i=1
αi −
k∑
l=1
βl = 1
0 ≤ αi ≤ C ∀i = 1, . . . ,m
0 ≤ βl ≤ C ∀l = 1, . . . , k
Per completezza concludiamo dicendo che, nel caso in cui C = 1
m
, l'ottimo
di z∗ può essere un qualunque valore dell'intervallo chiuso: [0,min{ min
1≤i≤m
ci, min
1≤l≤k
dl}].
2.5.1 Usando le funzioni Nucleo
Possiamo facilmente usare anche nella separazione sferica delle funzioni
Nucleo come quelle viste per le SVM (2.3). Il nostro approccio con i Nuclei
consta di due fasi:
1) mappare i dati in uno spazio di dimensione maggiore, il feature space;
2) separare i due insiemi trasformati con una sfera.
Consideriamo la mappa:
φ : x ∈ X ⊆ Rn → φ(x) ∈ F ⊆ RN
e la funzione Nucleo K che ∀x, y ∈ X soddisfa:
K(x, y) = φ(x)Tφ(y).
Gli insiemi A e B vengono modiﬁcati da φ: Aˆ = {(φ(a1), . . . , φ(am)} e
Bˆ = {φ(b1), . . . , φ(bk)}.
Adesso dobbiamo cercare una sfera in RN con centro in φ(x0) ∈ RN , dove
il centro x0 ∈ Rn è noto, e raggio Rˆ ∈ R. L'obiettivo è quello di minimizzare
sia il volume della sfera che l'errore di classiﬁcazione. Adesso poniamo:
zˆ = Rˆ2
ξˆi l'errore di classiﬁcazione per i punti φ(ai) ∈ Aˆ
µˆl l'errore di classiﬁcazione dei punti φ(bl) ∈ Bˆ
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e
cˆi = (φ(ai)− φ(x0))T (φ(ai)− φ(x0)) =
= K(ai, ai) +K(x0, x0)− 2K(ai, x0) ≥ 0 ∀i = 1, . . . ,m
dˆl = (φ(bl)− φ(x0))T (φ(bl)− φ(x0)) =
= K(bl, bl) +K(x0, x0)− 2K(bl, x0) ≥ 0 ∀l = 1, . . . , k
Così otteniamo il seguente problema:
fˆP = min
zˆ,ξˆ,µˆ
zˆ
( m∑
i=1
ξˆi +
k∑
l=1
µˆl
)
t.c. zˆ − cˆi + ξˆi ≥ 0 ∀i = 1, . . . ,m
dˆl − zˆ + µˆl ≥ 0 ∀l = 1, . . . , k
zˆ ≥ 0
ξˆi ≥ 0 ∀i = 1, . . . ,m
µˆl ≥ 0 ∀l = 1, . . . , k
che è un problema di programmazione lineare dello stesso tipo di quello visto
nel paragrafo precedente. Scriviamo il suo duale:
fˆD = max
αˆ,βˆ
m∑
i=1
cˆiαˆi −
k∑
l=1
dˆlβˆl
t.c.
m∑
i=1
αˆi −
k∑
l=1
βˆl = 1
0 ≤ αˆi ≤ C ∀i = 1 . . . ,m
0 ≤ βˆl ≤ C ∀l = 1, . . . , k
Questo è un problema di programmazione lineare caratterizzato da un solo
vincolo di uguaglianza e dalla presenza di limiti superiori e inferiori per ogni
variabile. E' noto che esiste una soluzione ottima per questo problema con al
massimo una variabile che appartiene all'interno dell'intervallo [0, C]. Grazie
ad un apposito algoritmo possiamo trovare questa soluzione ottima, chiamia-
mo (αˆ∗, βˆ∗) la soluzione del problema duale e (zˆ∗, ξˆ∗, µˆ∗) quella del primale.
Allora la sfera S(φ(x0),
√
zˆ∗) (dove abbiamo posto Rˆ2 = zˆ) può essere usata
per la classiﬁcazione, nel senso che è possibile classiﬁcare un nuovo punto
x ∈ Rn come segue:
• x è un punto dell'insieme A se: (φ(x) − φ(x0))T (φ(x) − φ(x0)) =
K(x, x) +K(x0, x0)− 2K(x, x0) < zˆ∗
• x è un punto dell'insieme B se: (φ(x) − φ(x0))T (φ(x) − φ(x0)) =
K(x, x) +K(x0, x0)− 2K(x, x0) > zˆ∗
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Osserviamo che se x0 ∈ Rn è il baricentro dell'insieme A, oppure dell'in-
sieme A ∪ B allora φ(x0) non è necessariamente il baricentro dell'insieme Aˆ
nédi Aˆ ∪ Bˆ.
Sia Q = {x1, . . . , xq} un insieme ﬁnito di punti dello spazio degli input e
Qˆ = {φ(x1), . . . , φ(xq)} il relativo insieme trasformato nel feature space. Il
baricentro dell'insieme Qˆ è il vettore:
φQˆ =
1
q
q∑
i=1
φ(xi).
Non è possibile dare una rappresentazione esplicita di questo vettore,
come accade per tutti i vettori del feature space, però è possibile calcolare la
sua norma e la sua distanza dell'immagine di ogni punti dell'immagine di x,
utilizzando soltanto il valore del Kernel:
φT
Qˆ
φQˆ =
1
q2
q∑
i,j
K(xi, xj)
(φ(x)− φQˆ)T (φ(x)− φQˆ) = K(x, x) +
1
q2
q∑
i,j
K(xi, xj)− 2
q
q∑
i
K(x, xi).
Se non è dato il punto x0 allora cerchiamo una sfera nel feature space
centrata nel baricentro dell'insieme A oppure dell'insieme A ∪ B, anche in
questo caso esistono degli algoritmi che possono risolvere il nostro problema
con:
cˆi = (φ(ai)− φAˆ)T (φ(ai)− φAˆ) =
K(ai, ai) +
1
m2
m∑
j,s=1
K(aj, as)− 2
m
m∑
j=1
K(ai, aj) ≥ 0, ∀i = 1, . . . ,m
dˆl = (φ(bl)− φAˆ)T (φ(bl)− φAˆ) =
K(bl, bl) +
1
m2
m∑
j,s=1
K(aj, as)− 2
m
m∑
j=1
K(bl, aj) ≥ 0, ∀l = 1, . . . , k
Come nel caso precedente possiamo calcolare le soluzioni ottime (αˆ∗, βˆ∗)
e (zˆ∗, ξˆ∗, µˆ∗) rispettivamente del problema duale e del problema primale, e la
sfera S(φAˆ,
√
zˆ∗) può essere usata per la classiﬁcazione:
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• x è un punto dell'insieme A se:
(φ(x)− φA)T (φ(x)− φA) =
K(x, x) +
1
m2
m∑
i,j
K(ai, aj)− 2
m
m∑
i=1
K(x, ai) < zˆ
∗
• x è un punto dell'insieme B se:
(φ(x)− φA)T (φ(x)− φA) =
K(x, x) +
1
m2
m∑
i,j
K(ai, aj)− 2
m
m∑
i=1
K(x, ai) > zˆ
∗
Risultati sperimentali hanno mostrato che l'uso di Kernel non lineari nella
separazione sferica assicura un netto miglioramento della correttezza della
classiﬁcazione rispetto alla separazione sferica con Kernel lineari e anche
della separazione sferica nello spazio di origine.
2.6 Classiﬁcazione mediante la teoria degli au-
tovalori
Lo scopo di questo paragrafo è descrivere alcune tecniche di classiﬁcazione
binaria e multiclasse che utilizzano metodi per il calcolo degli autovalori come
nucleo computazionale e determinare il loro ruolo nell'ambito dei modelli
matematici per l'apprendimento.
Descriveremo un modello per l'apprendimento che rappresenta una ge-
neralizzazione della classiﬁcazione binaria delle SVM che abbiamo visto nel
paragrafo (2.3).
Dato l'insieme test Sm = (xi, yi)mi=1, con xi ∈ Rn, yi ∈ R deﬁniscano una
funzione di tipo Kernel K(t, s) deﬁnito positivo, come ad esempio il Kernel
di Mercer:
K(x, xT ) = e−
‖x−xT ‖2
2σ2 (2.60)
Allora possiamo introdurre la funzione:
f(x) =
m∑
i=1
ciK(xi, x), (2.61)
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dove c ∈ Rm è soluzione di
(mγI +K)c = y (2.62)
con I matrice identità e K è la matrice deﬁnita positiva con elementi ki,j =
K(xi, xj). Vediamo brevemente cos'è la costante γ. Il condizionamento del
nostro problema è buono se my è grande: infatti (mγI + K) ha gli stessi
autovalori di K traslati di mγ, allora se questata quantità tende all'inﬁnito
il rapporto |λmax||λmin| (che è la sensibilità delle soluzioni alle variazioni dei da-
ti) tende ad 1. Però in questo caso diventa diﬃcile trattare numericamente
una matrice che ha elementi sulla diagonale con molti ordini di grandezza di
diﬀerenza rispetto agli altri. Il nostro problema diventa quindi mal posto e
abbiamo bisogno di un metodo di sempliﬁcazione per poterlo risolvere. Uti-
lizzando la regolarizzazione di Tikonov ricaviamo la costante γ che abbiamo
inserito in (2.62). Questa funzione è tale che f(xi) = yi e per un certo x 6= xi
fornisce un valore y che dipende dall'insieme test (xi, yi)mi=1.
L'algoritmo descritto può essere derivato dal metodo di regolarizzazione
di Tikonov, partendo dalla ricerca della funzione f che minimizza:
1
m
∑
i=1
m(f(xi)− yi)2 (2.63)
e aggiungendo un termine che assicuri che il problema sia ben posto secondo
Hadamar (cioè che esista una soluzione unica e che la funzione che ai dati
associa la soluzione sia continua):
1
m
∑
i=1
m(f(xi)− yi)2 + γ‖f‖2. (2.64)
Nel caso in cui y sia binario e si usi la funzione di perdita: V (f(x, y)) =
(f(x)− y)2, si ottiene una PSVM, come abbiamo visto nel paragrafo psvm;
se si usa V (f(x, y)) = (1 − yf(x))+ si ottiene la stessa classiﬁcazione delle
SVM, come nel paragrafo svm.
Mangasarian ha mostrato come ricondurre il problema di classiﬁcazione
binaria:
min
ω,γ 6=0
‖Aω − γ‖
‖Bω − γ‖ , (2.65)
in cui si cercano due iperpiani paralleli che separino gli insiemi A e B, ad un
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problema agli autovalori generalizzato. infatti, posto:
G = [A− e]T [A− e],
H = [B − e]T [B − e],
z = [ωT γ]T ,
l'equazione (2.65) diventa:
min
z∈Rm
zTGz
zTHz
, (2.66)
quoziente di Raleigh del problema agli autovalori generalizzato Gx = λHx.
Detti zmin = [ω1 γ1] e zmax = [ωm γm] gli autovalori di minimo e massimo
modulo rispettivamente, ne segue che ciascun punto di A dista da xTω1−γ1 =
0 meno che da xTωm− γm = 0 e , allo stesso modo, ciascun punto di B dista
da xTωm − γm = 0 meno che da xTω1 − γ1 = 0.
Questi iperpiani che abbiamo trovato sono tra loro incidenti e quindi
molto diversi da quelli paralleli che si ottengono mediante le SVM. Gli studi
fatti per problemi non separabili continuano ad essere validi ed è possibile
dedurne la formulazione nel caso degli autovalori.
Prima di concludere vogliamo raccontare brevemente i passi in avanti fatti
dalla ﬁne degli anni novanta per implementare algoritmi in grado di calcolare
in maniera eﬃciente gli autovettori corrispondenti ad autovalori estremali di
una matrice M simmetrica, sparsa e di grandi dimensioni. Uno di questi
è basato sul metodo proposto da Lanczor, che utilizza una proiezione su
sottospazi di Krylov, cioè generati dai vettori che si ottengono dalla iterazioni
del metodo delle potenze:
K(M, v) = span{v,Mv, . . . ,Mk−1v}.
In questo sottospazio l'operatore assume forma tridiagonale:
T =

α1 β1
β2 α2
. . .
. . . . . . . . .
. . . . . . βk−1
βk−1 αk

Si può dimostrare che, al crescere di k, gli autovalori di T costituiscono
approssimazioni per difetto sempre migliori degli autovalori estremali della
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matrice M . Poiché T è tridiagonale e di dimensione molto minore di M , è
possibile risolvere problemi di grandi dimensioni in maniera accurata e veloce.
Questo è uno dei metodi più soddisfacenti per la soluzione di questo tipo di
problemi, soprattutto nel caso hermitiano.
Al ﬁne di ottenere potenze di calcolo suﬃcienti per risolvere grandi pro-
blemi in un tempo limitato, è necessario utilizzare multiprocessori a memoria
distribuita, come ad esempio i cluster di PC.
L'algoritmo di Lanczos, nella sua formulazione originaria, non si presta
ad una eﬃciente implementazione su tali calcolatori. Per tale motivo è pos-
sibile prendere in considerazione una versione a blocchi, che utilizza s vettori
alla volta per eﬀettuare le proiezioni; esiste quindi un algoritmo parallelo per
queste architetture. Esso è basato su una distribuzione dei dati tra i proces-
sori di tipo block-column wrap arround, che consiste, nel caso di una matrice,
nell'assegnare blocchi di colonne di ugual dimensione a ciascun processore,
in maniera ciclica. Questa decomposizione dei dati risulta la più conforme
alla topologia sottostante. Grazie a questa distribuzione è possibile eﬀettuare
una parallelizzazione eﬃciente di alcune operazioni dell'algebra lineare nu-
merica di base: il prodotto di due matrici dense, di una matrice sparsa per
una matrice densa e la fattorizzazione QR di una matrice.
I risultati mostrano le potenzialità dell'approccio proposto per la paral-
lelizzazione dell'algoritmo di Lanczos. Inoltre a partire da tali risultati è
stata presentata una riorganizzazione di questo algoritmo a blocchi che, su
architetture a memoria distribuita di tipo cluster, raggiunge prestazioni più
elevate dell'algoritmo originale. Infatti è possibile dimostrare che una diret-
ta parallelizzazione del classico algoritmo di Lanczos a blocchi presenta una
perdita di eﬃcienza quando la sparsità della matrice diminuisce.
Il fatto che un problema sia ben posto nel senso di Hadamar non di-
ce nulla relativamente all'eﬀetto sulle soluzioni delle variazione nei dati. Il
poter determinare una formulazione del problema in cui la funzione che ai
dati associa le soluzioni sia lipschitziana, con costante di Lipschitz picco-
la, assicura una minore sensibilità del problema e una sua miglior soluzione
mediante strumenti di calcolo. A prima vista, le formulazioni mediante pro-
blemi agli autovalori hanno il vantaggio che il condizionamento del calcolo
degli autovettori dipende dalla distanza del relativo autovalore dal resto del-
lo spettro e poiché si è interessati agli autovalori estremali, esistono tecniche
che permettono di migliorare tale caratteristica.
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