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Abstract—The emerging technology of Reconfigurable Intelligent Surfaces (RISs) is provisioned as an enabler of smart wireless environments, offering a highly scalable, low-cost, hardwareefficient, and almost energy-neutral solution for dynamic control of the propagation of electromagnetic signals over the
wireless medium, ultimately providing increased environmental
intelligence for diverse operation objectives. One of the major
challenges with the envisioned dense deployment of RISs in such
reconfigurable radio environments is the efficient configuration
of multiple metasurfaces with limited, or even the absence of,
computing hardware. In this paper, we consider multi-user and
multi-RIS-empowered wireless systems, and present a thorough
survey of the online machine learning approaches for the orchestration of their various tunable components. Focusing on
the sum-rate maximization as a representative design objective,
we present a comprehensive problem formulation based on Deep
Reinforcement Learning (DRL). We detail the correspondences
among the parameters of the wireless system and the DRL
terminology, and devise generic algorithmic steps for the artificial neural network training and deployment, while discussing
their implementation details. Further practical considerations
for multi-RIS-empowered wireless communications in the sixth
Generation (6G) era are presented along with some key open
research challenges. Differently from the DRL-based status quo,
we leverage the independence between the configuration of the
system design parameters and the future states of the wireless environment, and present efficient multi-armed bandits approaches,
whose resulting sum-rate performances are numerically shown to
outperform random configurations, while being sufficiently close
to the conventional Deep Q-Network (DQN) algorithm, but with
lower implementation complexity.
Index Terms—Artificial neural networks, reconfigurable intelligent surface, deep reinforcement learning, smart radio environment, future wireless networks.
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I. I NTRODUCTION
While the 3rd Generation Partnership Project (3GPP) is
finalizing the Release 17 [1] with enhancements on the Fifth
Generation (5G) New Radio (NR) and the major telecommunications operators are deploying 5G wireless networks
around the world [2], academia and industry in wireless
communications are already focusing on the Release 18 [3]
(termed also as 5G-Advanced) and working on the definition
and identification of requirements and candidate technologies
for the Sixth Generation (6G) of wireless communications
[4]. As per the latest consensus [5], [6], 6G networks will
require, among other metrics, higher data rates reaching up
to 1 Tbps peak values with extended coverage, 1000× network capacity as well as 10× energy and cost efficiency
compared to 5G, cm-level positioning accuracy, and 108 /km3
density of wireless connections. To achieve the envisioned
requirements enabling various immersive (e.g., virtual and
augmented reality), massive connectivity [7] (e.g., Internet of
Things (IoT)) in industry and smart cities), Ultra-Reliable and
Low Latency Communications (URLLC) (e.g., autonomous
vehicles and remote surgery), and zero-touch [8] (i.e., increased network automation) applications, 6G networks need
to transform to a unified communication, sensing, and computing platform incorporating artificial intelligence and machine
learning methodologies [9]. This platform will highly likely
integrate spectra from higher than the 5G millimeter Wave
(mmWave) band as well as the Tera-Hertz (THz) frequencies
[10], requiring cost- and power-efficient Radio Frequency (RF)
front-ends and multi-antenna transceiver architectures, as well
as ultra-wideband waveforms and computationally efficient
signal processing schemes [11]–[13].
The potential of Reconfigurable Intelligent Surfaces (RISs)
for programmable Electro-Magnetic (EM) wave propagation
has recently motivated extensive academic and industrial interests, as an enabler for smart wireless environments in the
6G era [4], [14]–[24]. The RIS technology, which typically
refers to artificial planar structures with almost passive electronic circuitry (i.e., without any power amplification), is
envisioned to be jointly optimized with conventional wireless
transceivers [16], [24] in order to significantly boost wireless
communications in terms of coverage, spectral and energy
efficiency, reliability, and security, while satisfying regulated
EM field emissions. The envisioned dense deployment of
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RISs over entities of the wireless environment, other than the
actual network devices, is considered as a revolutionary means
to transform them into network entities with reconfigurable
properties, providing increased environmental intelligence for
diverse communication objectives [21]. The typical unit element of an RIS is the meta-atom, which is usually fabricated to
realize multiple discrete phase states corresponding to distinct
EM responses. By externally controlling the states of the metaatoms in such metasurfaces, various reflection and scattering
profiles can be emulated [19]. The RIS technology up to date
mainly includes meta-atoms of ultra-low power consumption
for tuning [20], in the sense that an RIS does not include any
power amplifying circuitry. Such metasurfaces can only act
as tunable reflectors, and thus, neither receive nor transmit on
their own. While almost passive RISs can enable smart radio
propagation environments, their purely reflective operation
in conjunction with the very limited computing and storage
capabilities induce notable network design challenges [25].
One of the major challenges with RIS-empowered smart
wireless environments including multiple Base Stations (BSs)
and multiple User Equipments (UEs) is Channel Estimation
(CE), which most commonly constitutes a prerequisite for the
optimized orchestration of the phase responses of the unit
elements (i.e., meta-atoms) of the multiple RISs. CE involves
the estimation of multiple channels simultaneously: the direct
channels between each BS and each UE, the channels between
each RIS and BS, and the channels between each RIS and
each UE [26]–[50]. This task becomes more complex when
the deployed RISs are equipped with large numbers of unit
elements having non-linear hardware characteristics [41]. For
example, in [42], a general framework for cascaded CE in
RIS-assisted Multiple-Input Multiple-Output (MIMO) systems
was introduced by leveraging combined bilinear sparse matrix factorization and matrix completion. A control protocol
enabling linear square estimation for the involved channel
vectors in the Multiple-Input Single-Output (MISO) case was
presented in [43]. The authors in [44] designed an optimal CE
scheme, where the RIS unit elements follow an optimal series
of activation patterns. In [45], the authors presented the joint
optimal training sequence and reflection pattern to minimize
the Mean Squared Error (MSE) of CE for RIS-aided wireless
systems, by recasting the corresponding problem into a convex
semi-definite programming one. In [46], an RIS-based activity
detection and CE problem was formulated as a sparse matrix
factorization, matrix completion, and multiple measurement
vector problem that was solved via an approximate message
passing algorithm. In [47], a least squares Khatri-Rao factorization algorithm was presented for RIS-assisted MIMO
systems. A transmission protocol for CE and RIS phase
profile optimization was proposed in [48] for RIS-enhanced
Orthogonal Frequency-Division Multiplexing (OFDM) systems. A holographic version of an RIS was designed in [49]
and its application to THz massive MIMO systems was investigated, along with a closed-loop CE scheme. Very recently,
in [50], a channel tracking scheme for the uplink of RISenabled multi-user MIMO systems was presented, capitalizing
on a tensor representation of the received signal and its
parallel factor analysis. To avoid the inevitably large overhead

of the estimation of high-dimensional channel matrices in
RIS-empowered smart wireless environments, more efficient
approaches based on fast RIS phase profile management are
lately being investigated [51]–[53].
Despite the inevitable challenges for the efficient orchestration of all dynamically reconfigurable entities in smart wireless
environments, several applications of RIS-empowered wireless
communication have been lately considered. Among them
belong the adoption of RISs for extending signal coverage
[54]–[61], enabling or boosting accurate localization [62]–
[73], and enabling physical-layer security [74]–[84]. In [85],
the coexistence of enhanced Mobile Broadband (eMBB) and
URLLC services in a cellular network that is assisted by an
RIS was studied. A passive beamformer that can achieve the
asymptotic optimal performance by controlling the properties
of the incident wave at the RIS was designed in [86], under
a limited RIS control link and practical reflection coefficients.
An asymptotic closed-form expression for the mutual information of a multi-antenna transmitter-receiver pair in the presence
of multiple RISs, in the large-antenna limit, was presented in
[87]. The fundamental capacity limits of RIS-assisted multiuser wireless communication systems were also investigated
in [88]. The authors in [89] considered the application of
RISs to assist the uplink transmission from multiple UEs to
a multi-antenna BS, and devised an optimization framework
for jointly designing the transmit covariance matrices and the
RIS phase profile with partial Channel State Information (CSI).
In [90], [91], active RISs were considered, which can adapt
the phase and amplify the magnitude of the reflected incident signal simultaneously with the support of an additional
power source. A joint optimization of the RIS phase profile
and the BS beamforming vector was presented in [90] with
the objective to minimize the BS transmit power. In [92],
the problem of energy efficiency optimization for a wireless
communication system with distributed RISs was investigated.
RIS-empowered Device-to-Device (D2D) communications underlaying a cellular network were considered in [93], in which
an RIS was employed to enhance the desired signals and
suppress interference between paired D2D and cellular links.
With the increasing capabilities of computing infrastructure
and the wide availability of testbed data sets, machine learning
has been established as a prominent tool of pattern recognition.
Particularly, the advent of deep learning [94] has enabled
Artificial Neural Networks (ANNs) to detect innate structures
over training data and infer underlying models without relying
on domain knowledge. Accordingly, such data-driven methods
have been implemented as alternatives to model-based techniques in various domains of wireless communications with
interesting results [8], [9], effectively shaping the road ahead
for 6G smart wireless environments [95]. For instance, in [96],
[97], ANNs were trained to predict the positions of UEs based
on channel observations under a localization framework. In
[98], the same problem was treated both as a classification
and a regression task, and a more robust methodology was
proposed. In a similar manner, the estimation of large MIMO
channels was facilitated by networks trained on pilot signals in
[99], [100]. Arguably, in the most common scenario in the literature, deep learning methods have been tasked with learning
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optimal digital, analog, or hybrid digital/analog beamforming
practices [101]–[104].
Very recently, researchers from both academia and industry
have exhibited a keen interest in applying deep learning for
the design of RIS-empowered smart wireless environments.
In the light of the large numbers of free parameters to
configure, usually introduced by the phase-tunable RIS metaatoms, it is expected that there are considerable performance
improvements to be exploited with the help of trained ANNs,
compared to conventional non-convex optimization approaches
which are usually iterative, complex, and without convergence guarantees. In particular, deep learning has already
been successfully assessed over a number of pertinent scopes
for smart radio environments, like rate maximization through
analog beamforming [105]–[108], power maximization [109],
compressive sensing estimation [110], channel estimation with
possibly hybrid reflecting and sensing RISs [105], [110]–
[120], secrecy maximization [121], and even real-time imaging
[122]. Most works focus on applications on the physical layer,
whereas others like [106], [123] are intended for deploying
deep-learning-based systems on the Medium Access Control
(MAC) layer. Very recently, [124] presented a meta-learning
approach to jointly design the multi-antenna receiver and
configure the RIS reflection coefficients in the uplink of RISaided multi-user MIMO systems. Focusing on dynamic richscattering conditions in [125], a framework for training a
deep neural network as a surrogate forward model, to capture
the stochastic dependence of wireless channels on the RIS
configuration, was devised.
The vast majority of the deep-learning-based orchestration
methods for RIS-empowered smart wireless environments adheres to the paradigm of supervised learning. Accordingly,
a data collection stage must be introduced prior to the deployment of the orchestration system, in order for the model
to be sufficiently trained. Clearly, it is often inconvenient to
assume a separate training phase for the deployed machinelearning-based systems for various practical wireless communications applications. Not only this has the effect of greater
deployment delays, but the trained orchestration algorithm
is probably less equipped to deal with potential changes
in the environment, resulting in a decoherence between the
training data and the ones observed during the deployment
phase. Alternatively, in this paper, we opt to focus on the
methodology of Reinforcement Learning (RL), which poses
the design objective at hand as an online optimization problem,
by training a model through continuous interactions with the
environment. Orchestration methods based on RL algorithms
are arguably better suited to a wide variety of applications
in wireless networks, and consequently, in RIS-empowered
smart radio environments. First and foremost, they have the
ability to adapt and change their behavior patterns in nonstationary settings. In addition, the data collection process
is embedded in the underlying RL algorithms, which are
designed for more efficient exploration of the parameter space,
as the training evolves. Motivated by the strengths of RL for
wireless communications and the relevant lately increasing
research interest, in this survey paper, we thoroughly overview
the latest advances in Deep Reinforcement Learning (DRL)

approaches for smart radio environments enabled by a plurality
of RISs. The main contributions of the paper are the following:
•

•

•

•

•

•

We present a comprehensive modeling of smart wireless
environments comprising a multi-antenna BS, multiple
single-antenna UEs, and multiple commonly accessible
RISs that are all controlled by the same dedicated network
entity (i.e., the RIS orchestration controller).
A detailed introduction to the RL theory is provided
with the purpose of explaining the principles behind the
most prominent DRL algorithms currently in use by the
increasingly crowded community working on RIS-aided
wireless communications, supplemented by a thorough
taxonomy that emphasizes their different characteristics.
A principled application of DRL to RIS-empowered
smart radio environments is presented, detailing the correspondences among the design parameters of the wireless
system and the DRL terminology. We consider a general
sum-rate maximization problem with individual Quality
of Service (QoS) constraints by the UEs, and a generic
RL algorithmic approach is described as a guideline for
concrete implementations.
An elaborate literature overview of applications of DRL
methods in RIS-based wireless systems is presented, with
the purpose of discussing common algorithmic practices
and use cases. An accompanying discussion focuses on
practical aspects, extensions of the provided DRL-based
formulation, and key open research challenges.
Guided by the careful examination of the theory of
RL and the particularities of the RIS-empowered smart
wireless environments, an alternative methodology is proposed for the sum-rate maximization objective. The problem is cast as a multi-armed bandits setting, which is a
simpler version of the commonly considered Markovianbased formulation.
An extensive numerical investigation of the proposed
and benchmark (D)RL algorithms, including the optimal
policy, is conducted both in the absence and in the
presence of individual QoS constraints, as well as for
either the full or partial CSI availability cases.

The reminder of the paper is organized as follows. Section II introduces the considered RIS-empowered smart wireless environment, channel models, and design optimization
formulation, while Section III includes a thorough overview
of the theory behind key RL approaches for wireless communications. The incorporation of DRL in RIS-empowered wireless settings is presented in Section IV, including a detailed
DRL-based formulation for the general orchestration problem
under investigation, and a comprehensive overview of the
pertinent literature. Practical considerations, design challenges,
and important research directions are discussed in Section V.
Section VI presents our numerical results for the proposed
(D)RL schemes in comparison with benchmarks approaches.
Finally, Section VII concludes the paper.
Notations: Vectors and matrices are denoted by boldface
lowercase and boldface capital letters, respectively. The vectorization, transpose, and Hermitian transpose of A are denoted
by vec(A), AT , and AH , respectively, while In (n ≥ 2) is
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TABLE I
N OTATION U SED FOR W IRELESS C OMMUNICATIONS .
Symbol
C, R
K
NT
M
N , Nh Nv

Ntot , M N
Ngroup
Ncontrol
Hm
gk,m
hk
L(d)

κ1 , κ2
fu (ϕ, ϑ)

λ
dRIS , dBS
b
φm , Φm
F
P
x , Vq

V
yk
ν
nk ∼ CN (0, σ 2 )
f
R̃k
Rkreq

Description
Complex and real number sets, respectively
Number of single-antenna UEs; UEk denotes the
k-th UE with k = 1, 2, . . . , K
Number of BS antenna elements
Number of identical RISs; RISm denotes the m-th
RIS with m = 1, 2, . . . , M
Number of unit elements per RIS with
i = 1, 2, . . . , N : Nh placed in the horizontal and
Nv in the vertical dimensions
Total number of phase-tunable elements of all RISs
Number of RIS elements whose phase
configurations are set together to the same value
Total number of individually controllable elements
from all RISs
N × NT channel matrix for the RISm -BS link
N -element row vector for the UEk -RISm channel
NT -element row vector for the UEk -BS channel
Pathloss attenuation at a certain distance d; dk ,
dm , and dk,m denote the geometrical distances of
the UEk -BS, RISm -BS, and UEk -RISm links,
respectively
Ricean factors of each RISm -BS and each
UEk -RISm link, respectively
Array response row vector for a
multi-antenna/multi-element node
u ∈ {BS, RISm } with azimuth and elevation
angles of arrival/departure ϕ and ϑ, respectively
Signal wavelength
Spacing of adjacent meta-atoms at each RISm and
that of adjacent antenna elements at the BS
Phase resolution in bits of each RIS element
N -element phase profile vector for RISm and
Φm , diag{φm }
Set of discrete phase states at each RIS, i.e.,
[φm ]i ∈ F ∀m, i
Total power budget at the BS for transmission
NT -element transmitted signal vector from BS
composed by the NT × K precoding matrix V
and the K-element symbol vector
P
q , [q1 q2 · · · qK ]T with E{qqH } = K
IK
Set of available NT × 1 BS precoding vectors of
unit norm for all UEs, i.e., [V]:,k ∈ V ∀k
Received signal at UEk in baseband
Attenuation factor for the power of all direct
UEk -BS links such that ν ∈ [0, 1]
Additive White Gaussian Noise (AWGN) at each
received signal with zero mean and variance σ 2
Carrier frequency
Received data rate by user k
Requested data rate by user k

TABLE II
N OTATION U SED FOR M ACHINE L EARNING .
Symbol
t
st ∈ S
dim(st )
a, at ∈ A
Pr[st+1 |st , at ]
rt , R(st , at )
St , At , Rt
T
$(at |st )
G$
t
γ
V $ (s)
Q$ (s, a)
V ∗ (s), Q∗ (s, a)
w, w−
Qw , Q̄w−
τ
Ĝw (s)
J(·)
D
t0
L(w)
L̂(w)
α

U (A)
JPG (w)
τ
A(st , at )
Gt (a)
Nt (a)
ri (a)
c
IA (a)

the n × n identity matrix and 0n is an n-element column
vector with zeros. [A]i,j is the (i, j)-th element of A, [a]i and
kak denote a’s i-th element and Euclidean norm, respectively,
and diag{a} represents a square diagonal matrix with a’s
elements in its main diagonal.
|a| denotes the amplitude of
√
the complex scalar a,  , −1 is the imaginary unit, E{·} is
the expectation operator, and Ex {·} specifies the expectation
with respect to the random variable x. x ∼ CN (a, A)
indicates a complex Gaussian random vector with mean a
and covariance matrix A. O(·) and Θ(·) are the Big-O and
the Big-Θ notations, respectively. The rest of the notations
used throughout the paper are listed in Tables I and II, while
Table III includes the paper’s abbreviations.

Description
Discrete time step
An MDP state at time t chosen from the available
state set S
Dimensionality of an MDP state vector st
MDP actions chosen from the available action
space set A with cardinality card(A); at denotes
the action chosen at time t
MDP transition probability: observing st+1 while
being at st and acting with at
Reward at time t via the reward function
The random variables for the state, action, and
reward at time t
Final time step of a finite MDP
Agent’s policy at time t, i.e., the likelihood of
selecting action at when being at st
Return at time t after using policy $(at |st )
Discount factor such that γ ∈ (0, 1]
Value function of policy for any s ∈ S
Action value function of policy for any s ∈ S and
any action a ∈ A
Optimal value and action value functions
Vectors with the weight parameters of neural
networks
A neural network and a target neural network used
by DQN
“Temperature” of the soft-update of the weights of
the target network used by DQN
Reward-prediction neural network, with weights w,
used by the Neural -greedy algorithm, having an
observation s as input
Abstract objective function of a general DRL
algorithm
Batch of experience tuples
Update interval during training of a DRL algorithm.
Objective function of a DQN
Loss function of the Neural -greedy algorithm
Learning rate of gradient descent or ascent
Probability of selecting a random action
Selection operation from the discrete set A with
probability 1/card(A)
Objective function of a policy gradient method
Trajectory of an MDP episode
Advantage value function at state st using action
at
Running average of achieved reward for action a at
time t
Number of times action a has been selected at time
t
Reward when action a is selected for the i-th time
Width of the confidence interval of the UCB
strategy
Enumeration operator that maps a discrete action a
to its index in the discrete action space A

II. T HE C ONSIDERED S MART R ADIO E NVIRONMENT

In this section, we present the considered smart wireless
propagation environment enabled by multiple RISs and introduce an abstract model for the RIS operation as well
as the channel models used throughout the paper. We also
describe the optimization problem for the joint orchestration
of the reflections from the RISs and the BS precoding, under
investigation.
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TABLE III
T HE A BBREVIATIONS OF THE PAPER .
Abbreviation
5G
6G
ANN
AoA
AoD
AoI
AWGN
BS
CE
CSI
D3 QN
DDPG
DFT
DQN
DRL
EE
EM
eMBB
FET
GPU
IID
IoT
LOS
LSTM
MAC
MAML
MEMS
MDP
MIMO
MISO
mmWave
MRT
MSE
NLOS
NMSE
NOMA
NR
OFDM
PG
POMDP
PPO
QoS
RF
RIS
RL
SINR
SNR
TD
THz
TTI
UAV
UCB
UE
URLLC

Description
Fifth Generation
Sixth Generation
Artificial Neural Network
Angle of Arrival
Angle of Departure
Age of Information
Additive White Gaussian Noise
Base Station
Channel Estimation
Channel State Information
Duelling Double Deep Q Network
Deep Deterministic Policy Gradient
Discrete Fourier Transform
Deep Q Network
Deep Reinforcement Learning
Energy Efficiency
Electro-Magnetic
enhanced Mobile Broadband
Field-Effect Transistor
Graphical Processing Unit
Independent and Identically Distributed
Internet of Things
Line-Of-Sight
Long Short-Term Memory
Medium Access Control
Multi-Agent Reinforcement Learning
Micro-ElectroMechanical System
Markov Decision Process
Multiple-Input Multiple-Output
Multiple-Input Single-Output
millimeter Wave
Maximum Ratio Transmission
Mean Squared Error
Non-Line-Of-Sight
Normalized Mean Squared Error
Non-Orthogonal Multiple Access
New Radio
Orthogonal Frequency-Division Multiplexing
Policy Gradient
Partially Observable Markov Decision Process
Proximal Policy Optimization
Quality of Service
Radio Frequency
Reconfigurable Intelligent Surface
Reinforcement Learning
Signal-to-Interference-plus-Noise Ratio
Signal-to-Noise Ratio
Temporal Difference
Tera-Hertz
Transmission Time Interval
Unmanned Autonomous Vehicle
Upper Confidence Bound
User Equipment
Ultra-Reliable and Low Latency Communications

For quasi-free-space beam manipulation, akin to the main
scenario currently considered for RISs in the wireless communications literature [128], [129], a fine-grained control over
the reflected EM field is essential for accurate beamforming.
This fact motivated researchers to rely on meta-atoms of subwavelength size [19], despite inevitable strong mutual coupling
between meta-atoms (e.g., when the spacing of adjacent metaatoms is dRIS = λ/10 with λ being the signal wavelength).
In contrast, in rich scattering environments, the wave energy
is statistically equally spread throughout the wireless medium
and the ensuing ray chaos implies that rays impact the RIS
from all possible, rather than one well-defined, directions.
Instead of creating a directive beam, the goal becomes the manipulation of as many ray paths as possible. This manipulation
may either aim at tailoring those rays to create constructive
interference at a target location or to efficiently stir the field.
These manipulations can be efficiently realized with λ/2sized meta-atoms, which enable the control of more rays
with a fixed amount of electronic components, as compared
to RISs equipped with their sub-wavelength counterparts.
Additionally, mutual coupling among half-wavelength metaatoms (i.e., dRIS = λ/2) is weaker, if not negligible.
In this paper, we consider M identical RISs each consisting
of N , Nh Nv meta-atoms placed in groups of Nh in the
horizontal dimension, one below the other, such that Nv
meta-atoms exist in the vertical dimension. Following recent
experimental RIS implementations [130], [131], we adopt the
transmission-line circuit model in [132] for the meta-atoms.
According to this model, each i-th element of each m-th
RIS (denoted as RISm from now), with i = 1, 2, . . . , N and
m = 1, 2, . . . , M , behaves like a parallel resonant circuit and
its reflection coefficient [φm ]i determines the fraction of the
reflected EM wave, due to the impedance discontinuity between the free-space impedance and this element’s impedance.
Assuming that b is the phase resolution in bits per meta-atom,
we consider the following 2b -element set for each [φm ]i :
 b −1
F , {exp 21−b πf }2f =0
,
(1)
which results in a total of 2bN phase profiles (also known
as phase configurations) per RIS. It is noted that, in practice,
holds: i) |[φm ]i | ≤ 1 and that the amplitude of each reflection
coefficient depends both on its phase value and the angle of
the impinging wave [22], [132]; and ii) [φm ]i is frequency dependent exhibiting a Lorentzian-like frequency response [133]
(similar to antennas, an RIS element can be a combination of
resonant circuits in series or in parallel [134]).

A. Abstract Modeling of RISs

B. System Model

The typical hardware implementation of RISs is a planar
array of ultra-thin meta-atoms (also known as unit cells or
elements), which have multiple digitalized states corresponding to distinct EM responses [22]. The meta-atoms are usually
printed on a dielectric substrate and their digital control can
be achieved by leveraging semiconductor devices, such as
Positive-Intrinsic-Negative (PIN) diodes, Field-Effect Transistors (FETs), and Micro-ElectroMechanical System (MEMS)
switches (e.g., varactor diodes) [126], [127].

We consider the downlink wireless communication between
a BS equipped with NT antenna elements and K singleantenna UEs, which is empowered by M identical rectangular
RISs. All RISs are assumed to be connected to the same
controller, which is responsible for their joint orchestration
in conjunction with the multi-antenna BS. We consider wired
connections between each RIS and the controller, while the
latter communicates also with the BS via either a wired or
an out-of-band wireless link [23]. As depicted in Fig. 1, we
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the baseband received signal at each UEk can be mathematically expressed as follows:

Controller
RIS1

RIS 3

yk , bk x + nk ,

BS

Attenuation

= bk [V]:,k qk +

K
X

bk [V]:,i qi + nk ,

(3)

i=1, i6=k

UE1

RIS 2

UE2

UEK

RISM

Fig. 1. The considered RIS-empowered smart radio environment comprising
an NT -antenna BS, M identical N -element RISs, and K single-antenna UEs.
We assume that the RISs smartly control signal propagation in space in order
to boost the performance of the targeted UEs which lie in an area where direct
communication from the serving BS is highly attenuated.

where3 Hm ∈ CN ×NT , gk,m ∈ C1×N , and hk ∈ C1×NT
represent the channel gain matrices for each of the links
RISm -BS, UEk -RISm , and UEk -BS, respectively, while Φm is
defined, using (1), as4 Φm , diag{φm } and nk ∼ CN (0, σ 2 )
is the Additive White Gaussian Noise (AWGN). The Signalto-Interference-plus-Noise Ratio (SINR) at each UEk , which
provides a key performance indicator for the considered multiuser wireless communication system, can be easily obtained
from (3) as follows:
SINRk , PK

|bk [V]:,k |

i=1, i6=k

assume that the RISs are placed close to the area where
the UEs are located, enabling stronger wireless links (i.e.,
individual hops) compared to the case where the UEs are
linked to the BS via only direct connections. The geometrical
distances of the UEk -BS, RISm -BS, and UEk -RISm links ∀
k, m are denoted by dk , dm , and dk,m , respectively, and we,
further, assume that dk,m  dk . Without loss of generality,
we consider the free-space pathloss model according to which
L(d) , 20 log10 4πdλ−1 in dB, which represents the power
loss factor at a certain distance d.
We assume narrowband downlink transmissions where the
multi-antenna BS deploys the complex-valued NT × K precoding matrix V to multiplex the information symbols for all
K UEs, which are included in the vector q , [q1 q2 · · · qK ]T .
These symbols, which are herein assumed to be mutually
independent, are usually complex-valued and chosen from a
discrete modulation set. In a similar manner to [135], [136],
we consider that [V]:,k ∈ V ∀ k, where V represents the set
with the available unit-norm NT × 1 BS precoding vectors
for serving all UEs. By assuming, for simplicity, equal power
allocation among the K UE signals1 , i.e., E{|qk |2 } = P/K
∀ k, the NT × 1 transmitted signal vector x , Vq is usually
constrained as E{kxk2 } ≤ P (in our case, the equality
holds), where P denotes the total transmit power budget. Using
the latter definitions and the following complex-valued NT element row vector for the end-to-end channel [16]2 :
!
M q
X
p
bk ,
L (dk )hk +
L (dm ) L (dm,k )gm,k Φm Hm ,
m=1

(2)

1 Multi-user power control (e.g., [137], [138]) provides an extra degree of
freedom for transmission design optimization and is left for future work.
2 The cascaded end-to-end channel model of [16] for each BS-RIS m
UEk link is almost uniquely deployed in all RIS phase profile design
investigations up to date [24]. Very recently (see [139] and references
therein), physics-inspired channel models that describe EM wave propagation
in various complex media (ranging from free space to rich scattering) are
being considered, which cannot be in general decomposed in a cascaded
matrices form. Nevertheless, the DRL framework presented in this paper can
be considered for any RIS-parametrized channel model; its detailed application
for the model in [139] is left for future work.

2
2

|bk [V]:,i | +

Kσ 2
P

.

(4)

When there’s only UEk present in the RIS-empowered communication system, the SINRk formula boils down to the
2
expression SNRk , P |b[V]:,k | K −1 σ −2 , which describes
the Signal-to-Noise Ratio (SNR) (in bps/Hz) received at this
specific UE.
C. Channel Models
We consider frequency-flat fading channel models for all
involved wireless links and assume that channels change
independently from one discrete Transmission Time Interval
(TTI) to another5 . In particular, each channel gain matrix Hm
and each channel gain vector gm,k are modeled as Ricean
faded with factors6 κ1 and κ2 , respectively. Each former
complex-valued N × NT matrix is given ∀m by [150]:
r


κ1 H
D
Hm ,
f
ϕA , ϑA fBS ϕD
m , ϑm
κ1 + 1 RISm m m
r
(5)
1
+
Dm ,
κ1 + 1
D
where ϕD
m and ϑm denote the azimuth and elevation Angle
of Departures (AoDs) of the Line-Of-Sight (LOS) component
leaving the BS, which reaches the RISm with the azimuth and
3 We assume that signals experiencing reflections from more than one RISs
are highly attenuated due to the multiplicative pathloss. Therefore, we neglect
any inter-RIS channel contribution in the received signal model given by (3).
4 When d
RIS  λ/2 (i.e., non-negligible mutual coupling), Φm will
be a full or banded matrix. For those cases, Φm can be expressed as
Cm diag{φm }, where Cm represents the mutual coupling matrix [140],
[141] of the RISm structure. This matrix can be then absorbed in the channel
matrix gm,k in (2), rendering the cascaded channel model in this expression
mutual-coupling aware. In a similar manner, correlated fading can be included
in each involved channel matrix [142]–[144].
5 To capture the essence of time-varying fading channels, the finite-state
Markov channel model can be used [145] that induces channel correlation
in time. Such fading conditions can be intuitively exploited to reduce the
overhead of RIS optimization, similar to beam tracking schemes (e.g., [146]–
[148]) in mmWave systems with hybrid analog and digital beamforming. This
constitutes an interesting research direction for the DRL-based orchestration
of RIS-empowered smart radio environments considered in this paper.
6 Each Ricean factor is defined as the power ratio of the specular component
of the specific channel over the random components [149].
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A
7
elevation Angle of Arrivals (AoAs) ϕA
m and ϑm , respectively .
The N -element row vector aRISm (ϕ, ϑ) for the azimuth and
elevation AoAs/AoDs ϕ and ϑ, respectively, at/from the RISm
can be expressed, for the considered regular rectangular placement of ideal isotropic meta-atoms at each RISm structure, as:

fRISm (ϕ, θ) = fel (θ) ⊗ faz (ϕ) ,

(6)

where fel (θ) is the complex-valued Nv -dimension elevation
steering vector, defined for ω , 2πdRIS cos (θ) as [152]:

1  ω 2ω
fel (θ) , √
e e
· · · eNv ω ,
(7)
Nv
with dRIS representing the spacing of adjacent meta-atoms
in wavelengths in both elevation and azimuth, and faz (φ)
is a complex-valued Nh -dimension vector denoting the azimuth steering vector, which is given using the definition
ψ , 2πdRIS sin (φ) cos (φ) by the expression:

1  ψ 2ψ
e e
· · · eNh ψ .
(8)
faz (φ) , √
Nh
The NT -element row vector fBS (ϕ, ϑ) for the azimuth and
elevation AoDs ϕ and ϑ, respectively, is defined similar to
aRISm (ϕ, θ) by just just replacing dRIS with dBS . Finally,
in (5), the N × NT matrix Dm includes the Non-Line-OfSight (NLOS), i.e., scattering, components of the channel and
is modeled as [Dm ]i,j ∼ CN (0, 1) ∀i = 1, 2, . . . , N and
∀j = 1, 2, . . . , NT . Each N -element row channel vector gm,k ,
referring to each UEk -RISm link, is modeled similar to Hm ,
as follows:
r
r
κ2
1
gm,k ,
fRISm (ϕm,k , ϑm,k ) +
dm,k , (9)
κ2 + 1
κ2 + 1
where ϕm,k and ϑm,k denote the azimuth and elevation AoDs
of the LOS component between the RISm and the position of
the UEk . In addition, the N -element NLOS row vector dm,k
is modeled as dTm,k ∼ CN (0N , IN ).
In accordance with the system model presented in Section II-B, we assume that all direct UEk -BS links are NLOS
channels which are power-attenuated by the same attenuation
factor ν ∈ [0, 1]. To this end, each NT -element row vector hk
is modeled as Rayleigh faded and is given by:
hk ∼ CN (0NT , νINT ) .

(10)

Note that the extreme attenuation cases ν = 0 and ν = 1 refer
to the absence of the direct links and to the non-attenuated
direct links, respectively.
D. Orchestration of Smart Radio Environments
The free parameters of the considered RIS-empowered
smart radio propagation environment in Fig. 1, i.e., the vectors
with the reflection coefficients of the multiple RISs and the
BS precoding matrix, are amenable to optimization according
to certain performance objectives. For example, such smart
environments can be programmed to boost the achievable
rate or energy efficiency; increase signal coverage; enable
7 All AoAs/AoDs in the array response vectors are taken with respect to
the coordinate system defined by the arriving/departing node [148], [151].

localization, sensing, radio mapping, and secrecy; as well
as to provide low EM-field exposure to both intended and
unintended UEs in an area(s) of interest [21].
In this paper, we will be using the maximization of the
achievable sum rate as our exemplary performance metric
to devise the core optimization problem, to derive RL-based
formulations on that (Section IV-A), and to present pertinent
results from extensive numerical simulations (Section VI).
Nevertheless, the orchestration of DRL in smart radio environments, as presented in this survey, is readily applicable
to any of the aforementioned (or other) network utilities, as
long as they can be seen as a function of the responses (i.e.,
the phases in this paper) of the RIS elements. The motivation
behind selecting the particular objective is due to its ubiquity
in multi-user communications, and subsequently, its extensive
use in the comparative literature (Section IV-B).
The sum-rate performance objective can be mathematically
defined using the SINRk expression in (4) as follows:
OP 1 :

max

K
X

{φm }M
m=1 , V

s.t.

R̃k

(11a)

k=1

[φm ]i ∈ F ∀m, i, [V]:,k ∈ V ∀k,
R̃k ≥ Rkreq ∀k,

(11b)
(11c)

where R̃k , log2 (1 + SINRk ) represents the instantaneous
achievable rate for UEk ’s communication link, while Rkreq
denotes the minimum rate request by this UE. In the sequel,
we will treat this design optimization problem both with and
without the individual rate constraints in (11c). It noted that,
even under the perfect CSI availability case at the controller
of the smart radio environment, the latter non-convex optimization problem with the discrete constraints is hard to
solve optimally. It is actually a computationally exhaustive
combinatorial problem, whose special cases have been recently
sub-optimally treated via classical optimization tools in [153]
(the case of a single RIS with a multi-antenna BS) and via Supervised Learning in [154] (multiple RISs and a single-antenna
BS). In this paper, we propose to tackle this problem via the
RL methodology, profiting from its inherit capability to offer
online learning and optimization in non-stationary conditions
(as usually wireless environments are), while avoiding lengthy
training collections. In the sequel, we: i) overview key RL
approaches and their application for wireless communications;
ii) present our DRL-based formulation for dealing with OP 1 ;
and iii) present the latest advances in DRL schemes for RISempowered wireless communication systems.
III. OVERVIEW OF R EINFORCEMENT L EARNING
Artificial intelligence and machine learning are very broad
domains having already enjoyed great success in wireless
communications in general, and very recently in representative
applications of RIS-empowered communication systems in
particular. In this survey paper, the focus is specifically in RL
approaches. We invite the readers to consult [155], [156], and
[157] for tutorials and overviews on deep learning schemes for
communication systems based on RISs, which mainly focus on
supervised learning methodologies. Herein, we do not attempt
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Fig. 2. Taxonomy of the overviewed RL algorithms in this survey. Ellipses signify RL/DRL algorithms, rectangles denote classes of methods, and text between
arrows designates a criterion for the classification. The dashed arrows signify DRL algorithms and explain how deep learning is utilized in each case. The
listed algorithms are additionally marked depending on the type of the action space they admit.

to introduce ANNs, neither the concept of deep learning; we
assume though a broad level of familiarity. In fact, we treat
ANNs as layered black box function approximators that can
be trained via the stochastic gradient descent approach. A
detailed taxonomy of the RL methods discussed in this section
is illustrated in the flowchart of Fig. 2.

useful definitions in formulating RL-based solutions. We also
describe how ANNs can be used in the context of DRL to
obtain approximate solutions, and discuss the main ideas behind the key DRL-based approaches as well as their evaluation
methodology.

The mathematical tool of RL [158] is a machine learning
domain that deals with the problem of iteratively maximizing
a stochastic objective function that decomposes as a discrete
sequence of payoffs. Since such problems are in general nonconvex and NP-hard, RL approaches fall under the broad umbrella of non-convex and stochastic optimization algorithms.
The main difference between RL and classical optimization
is that, in the former, the problem is assumed to be learnable
in the sense that past iterations provide information that can
be exploited to provide more efficient actions/performance
in latter stages. The learning part of the RL algorithms is
commonly handled by deep, or not, ANNs. In this section,
we provide a brief introduction to the RL theory, starting with
the main formalism and problem structure, while including

A. Markov Decision Processes
In a typical RL problem, a decision making agent interacts
with an environment to achieve a predefined goal. Unlike the
paradigms of supervised and unsupervised learning, where
data sets must be acquired prior to the training phase, RL
constitutes a closed-loop approach. An agent continuously
observes the information about the state of the system, usually
using its measurement collection equipment, and chooses one
of the available actions, that is fed back to the system, influencing its evolution in turn. During this interaction, reward
signals are communicated by the environment to the agent,
which indicate the system’s performance at the time of reward
collection. The agent is, thus, tasked to learn actions that
maximize its cumulative reward signal.
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Environment

Agent
Fig. 3. Block diagram of an MDP. The agent observes the state of the
environment at each time step t and selects an action according to its policy.
The action is fed back to environment which sets the next time step t + 1.
A reward is given as a feedback to the agent. The reward function can be
thought either as part of the environment or as external stimulus to the agent.

The field of RL has its roots in optimal control, with the
concept of the Markov Decision Process (MDP) being the
cornerstone of the theory behind sequential decision making
[159]. Formally, an MDP is defined as a 4-tuple (S, A, P, R)
with S and A being the state and action spaces, respectively,
while P constitutes the transition probability of the environment and R(·) is the reward function. Note that the action
and state spaces can be either continuous or discrete, though,
each case requires different treatment and not all algorithms
are applicable to both. At each (discrete) time step t, the agent:
i) observes the state of the environment st ∈ S; and ii) selects
an action at ∈ A, with A including card(A) discrete actions,
which determines the instantaneous reward8 rt , R(st , at ).
At the same time, the environment transitions to the next state
st+1 with probability P , Pr[st+1 |st , at ]. We will be using
the capital letters St , At , and Rt when referring, respectively,
to the random vectors for the state and action, and the random
variable for the reward at time t. Additionally, without loss
of generality, we assume an ordering of the actions within A
using the enumerator operator IA (a) ∈ {1, 2, . . . , card(A)},
which returns the index of a in A (i.e., it maps an action to its
index in the action space). A schematic overview of the MDP
formulation is depicted in Fig. 3.
The distinctive characteristic of an MDP is that the following Markovian property holds for the transition probability:
Pr [St+1 = st+1 |

St = st , At = at , St−1 = st−1 , At−1 = at−1 , . . . ] =

= Pr [St+1 = st+1 |St = st , At = at ] = P.

(12)

This property dictates that the next state at time t + 1 depends
exclusively on the state-action pair at time t, without being
influenced by the history of earlier actions and observations.
In effect, the dependence of st+1 on st describes a time
evolution on the environment. The additional dependence on
at signifies that the agent is able to influence the transitions,
8 It is also conceivable for the reward to depend both on the previous stateaction pair as well as the next state. In this case, the reward signal is delayed
one time step, i.e., rt+1 = R(st , at , st+1 ).

and the Markovian property implies that by observing st , the
agent knows all needed to know to predict the next state. In
RL implementations, it is convenient to assume the existence
of a final time T , which may be infinite. In finite MDPs, a
subset of the state space constitutes the terminal states, for
which no further transitions take place. An agent’s sequence of
interactions from t = 0 to T is termed an episode. Typically,
multiple episodes are needed for an agent to learn to select
good actions.
Formally, the agent selects actions based on a policy function $ : S → A, which describes the mapping from states to
actions. This mapping might be non-stationary (i.e., depend
on t). Without the loss of generality, policies can be assumed
to be stochastic. In this case, $ : S × A → [0, 1] describes
the probability of selecting an action given a state. We will
use the notation $(a|s) when referring to likelihood values
of actions and $ when referring to a policy as a function.
Hence, the objective of typical RL problem formulations can
be expressed as finding the optimal policy that maximizes the
expected return from some time step t:
OP 2 : $∗ , argmax E$ {G$
t },

(13)

$

where the return G$
t is defined as the discounted sum of
rewards, given that the agent takes actions following policy
$:
G$
t ,

T
−t
X

γ k Rt+k+1 = Rt+1 + γG$
t+1 .

(14)

k=0

In the above expression, γ ∈ (0, 1] denotes the discount factor
which makes the sum of rewards finite even in the infinite case.
Conceptually, the discount factor imposes a preference on
larger immediate rewards versus future ones. Typical discount
values reside in the interval [0.9, 0.99], aiming to promote
long-term gains instead of myopic strategies.
The typical MDP formalism assumes that the agent is
capable to observe the state of the environment instantly. This
is evidently an impractical assumption for the majority of realworld applications, and it is especially problematic for wireless
communication systems. The theory of Partially Observable
Markov Decision Processs (POMDPs), apart from the tuple
(S, A, P, R), further supposes an observation space and a
probability density function of collecting a particular observation given the true state. The agent sees only a distorted observation of the true state, making the problem of learning the
value functions exceedingly hard. Even though there are exact
and approximate methods devoted specifically to POMDPs, in
practice, algorithms that have been proposed in the context of
MDPs are also applied to this category, with the assumption
that the noisy observations contain enough useful information
to sufficiently estimate the target functions. DRL approaches,
which deploy ANNs to learn useful representations of the input
states and will be described in the sequel, tackle the problem
of partial observability. They usually equip the agents with
memory units (e.g., by using recurrent networks) to aid them
distinguish the true state of the environments they reside in.
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B. Value Functions
It is common for RL algorithms to keep a notion of value
functions that estimate the benefit of an agent observing a state
or an action-state pair. Specifically, for a given policy $, the
value function at any state s ∈ S is mathematically defined as
V $ (s) , E$ {G$
(15)
t |St = s}
X
X
=
$(a|s)
Pr[s0 |s, a] (R(s, a, s0 ) + γV $ (s0 )) ,
s0 ∈S

a∈A

which describes the expected return when the environment
at time step t is at state s and the agent follows policy
$. In the latter expression, discrete action and state spaces
were assumed, but the notation can be extended to continuous
spaces. Accordingly, the action value function at any state
s ∈ S and action a ∈ A is given by the expression:
Q$ (s, a) , E$ {G$
(16)
t |St = s, At = a}
!
X
X
0
0
0
$ 0
0
=
Pr[s |s, a] R(s, a, s ) + γ
$(a |s)Q (s , a ) ,
s0 ∈S

a0 ∈A

which concerns the expected value when following policy $
and selecting action a when observing state s. The latter two
value functions are connected by the following relationship:
X
V $ (s) =
$(a|s)Q$ (s, a).
(17)
a∈A

In order to solve OP 2 appearing in (13), it suffices to obtain
the optimal value functions, i.e., find the maximum values for
each state (or action-state pair) under any policy. By exploiting
the recursive structure of (15) and (16), the optimal value
functions for any state and any state-action pair can be derived
through Bellman’s principle of optimality, which is expressed
via the Bellman equations:
X
$(a|s)
V ∗ (s) = max
a

×

a∈A

X
s0 ∈S

Pr[s0 |s, a] (R(s, a, s0 ) + γV ∗ (s0 ))

(18)

and
Q∗ (s, a) =

X
s0 ∈S



∗ 0
0
Pr[s0 |s, a] R(s, a, s0 ) + γ max
Q
(s
,
a
)
.
0
a ∈A

(19)
These equations define a pair of dynamic programming problems that can be solved by backward induction. Upon attaining
the optimal value functions, it is straightforward to define
the optimal policy as the one that selects the action which
maximizes the expected return via the Q-function, i.e.:
OP 3 : $∗ (a|s) , argmax Q∗ (s, a).

(20)

a∈A

This optimal solution of the MDP suffers, however, from two
important drawbacks. First, the transition probabilities of the
environment are assumed to be known to the decision maker
(i.e., model-based RL), which is restrictive for real-world
applications. Secondly, the dynamic programming solution
requires iterating over all possible states or state-action pairs,
which is intractable for most demanding practical problems.

Algorithm 1 Training Procedure of a DRL Agent
Require: MDP description (S, A, P, R), final time step T ,
and for the agent: initial ANN parameters w, policy $w ,
collection policy $̂w , objective function J(·), and update
interval t0 .
1: Observe initial state s1 from the environment.
2: for t = 1, 2, . . . , T do
3:
Use $̂w to determine action at .
4:
Feed at to the environment to observe st+1 and rt .
5:
Store experience (st , at , st+1 , rt ) to a set D.
6:
if mod(t, t0 ) = 0 then
7:
Use D to compute w∗ optimizing J(w).
8:
Update as $w ← $w∗ and $̂w ← $̂w∗ .
9:
end if
10: end for
11: return Learned policy $w .

C. Deep Reinforcement Learning Algorithms
Recent advances in the RL field aim to approximate different functions of the MDP formalism in order to derive
inexact, but efficient, solutions. Even though some approaches
may target learning directly the transition function of the
environment (e.g., “World Models” of [160]), the vast majority
of the RL methods employs a model-free strategy, performing
estimates using the experience collected by the agent. In
general, a DRL algorithm is primarily equipped with a policy
function that may be directly parameterized (i.e., using an
ANN) or defined indirectly (i.e., through the maximization
of value functions which are parameterized instead).
During training, the agent uses a collection policy to interact
with the MDP, as well as amasses and stores tuples of observations, actions, and rewards. At certain intervals (potentially
at every time step t), a variant of gradient descent/ascent
algorithm is invoked to learn the parameters of the underlying
ANNs, so that a pertinent objective function over the collected
data is optimized. The collection policy may coincide with
the policy intended to be learned (on-policy algorithms), or
may deviate from it to encourage better exploration (offpolicy algorithms). A generalized description of the DRL
training process of an agent is provided in Algorithm 1. The
algorithm is purposely given in an abstract form, since the
exact scheme varies according to the specifics of each method,
but in principle, all algorithms incorporate ANNs designed to
observe state vectors and output “quality assessements” over
actions.
Ordinarily, DRL approaches are categorized either as valuebased, policy-gradients, or a combination of the two (actorcritic methods). We next present the basic components of certain important methods that are commonly used in the field of
wireless communications and RIS-empowered communication
systems. A detailed walkthrough of the state-of-the-art in DRL
approaches can be found in the recent survey [161].
1) Value-Based Approaches: The Deep Q Network (DQN)
algorithm [162] constitutes the most well-established valuebased DRL method for discrete action spaces. An ANN is
employed to estimate the optimal Q-function of the underlying
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environment, using data collected from the agent’s past interactions. This Q-network receives as input a state representation
and outputs predictions of the Q-values for each action (i.e.,
the output layer has card(A) units). To estimate the action
value function, the agent collects experience tuples of the form
(st , at , rt , st+1 ), which are stored in a replay buffer. At every
iteration, experience tuples are sampled in mini-batches D
from the buffer and the network updates its current estimate
of the Q-value for the pair (st , at ) based on the Temporal
Difference (TD) error; this error indicates the deviation of the
predicted optimal Q-value for the next state from the estimated
Q-value of the current action-state pair. By denoting the ANN
as Qw , with w being the concatenated parameter vector with
the real-valued network’s weights, the loss function to be
optimized is given by
X
L(w) ,
(rt + γ max Qw (st+1 , a).
a∈A
(st ,at ,st+1 ,rt )∈D
(21)
− Qw (st , at ))2 ,
where the summation is over the experience in the mini-batch.
The training of the ANN can be handled by any variation of
the stochastic gradient descent (e.g., Adam [163], RMSprop
[164]), following the generic gradient update rule for k =
0, 1, . . .:
wk+1 ← wk − α∇w L(wk ),
(22)
where α ∈ (0, 1] is the learning rate hyperparameter. This
training procedure is known to converge, under mild assumptions, to the optimal Q-function up to a statistical error that
reflects the fundamental difficulty of the problem [165].
DQN is an off-policy algorithm according to which the
policy the agent uses for collecting experience is not the same
with the one to be ultimately learned. The learned policy is
effectively the selection of the action that maximizes the predicted Q-values, i.e., as in (20). During training, the -greedy
heuristic is used, in which a random action is occasionally
selected instead of the one dictated by the maximum Q-value:

U(A)
with probability 
at ← argmax Q(s , a) with probability 1 −  . (23)
t

a∈A

In this expression, U(A) represents the selection operation
from the discrete set A with probability 1/card(A), and the
value of  is used to balance the exploration-exploitation
dilemma: By only relying on already explored strategies, the
agent is prone to suboptimal performance. Thus, a degree
of random exploration is required. On the contrary, by disregarding previously gained information, the algorithm will
take more ineffective actions than those necessary for training.
Typically,  takes values in [0.01, 0.2], while it is also common
to start the training procedure with a larger value and then
decrease it iteratively.
In [162], the efficacy of DQN was demonstrated by training
it to achieve human-like performance in Atari games. An
important insight from that work is that DQN training can
be fairly unstable, due to frequent updates of the network’s
parameters. Effectively, the same network is generating the
next state target Q-values that are used in updating its current

Q-values, which is known to be prone to oscillations or
divergence. To account on that, an identical network to Qw ,
dubbed the target network Qw− with separate parameters
w− , was employed to predict the current estimate of the
optimal Q-value (i.e., (21)’s term rt + γ maxa Qw (st+1 , a)).
While the original Q-network is updated during every time
step t, the target network is meant to be updated at a lower
frequency, and its new weights are calculated as a “soft-copy”
from the current value of w, according to a “temperature”
hyperparameter τ̂ :
−
wk+1
← (1 − τ̂ )wk− + τ̂ wk .

(24)

This trick offers increased stability when the estimates over
the states change slowly enough for the policy to be able to
adapt to the current estimations. Often, the accompanying
practice of clipping the network’s gradient values within a
specified range is employed to impose more restraint changes
on the network’s predictions.
2) Policy-Gradient Approaches: Policy Gradient (PG)based approaches aim to directly find a policy that maximizes
the expected sum of rewards in episodic tasks. In practice, they
adopt a parametric approximation of the policy function, i.e.,
an ANN that maps states to actions. For notation purposes, let
us rewrite OP 2 ’s objective in (13) as follows:
( T
)
X
w
JPG (w) , Eτ ∼$w
Rt = Eτ ∼$w {G$
(25)
t },
t=1

where the dependency on the network’s parameter vector w
is made explicit. The term τ denotes a trajectory, i.e., a sequence of state-action pairs throughout the episode, generated
by following $w . The optimization of J(w) is carried out
through the gradient ascent iteration (k = 1, 2, . . .):
wk ← wk + α∇w JPG (wk ).

(26)

The Policy Gradient theorem [166] states that the stochastic
gradient of the objective function can be computed as
)
( T
X
w
log ($w (at |st )) .
∇w JPG (w) = Eτ ∼$w
∇w G$
t
t=1

(27)
To approximate this expectation, Monte Carlo sampling can be
used resulting in the on-policy algorithm REINFORCE [167].
Note that the theorem does not consider the discounted case of
infinite MDPs (since the training takes place after the end of
the episode), but PG algorithms may use discounts to compute
the returns of finite MDPs in practice.
3) Actor-Critic Approaches: A problem with Monte Carlo
estimates is that they have high variance with respect to the
true gradient of the objective function. One common technique
to reduce the resulting noisy gradient updates is to adopt
w
an advantage function in place of G$
in (27). The most
t
prominent example is the advantage value function, which
quantifies the benefit of selecting action at at state st when
compared to the (average) value of the state. Specifically, this
function is defined as:
A(st , at ) , Q$w (st , at ) − V $w (st )
(28)
= rt+1 + γV $w (st+1 ) − V $w (st ).
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Again, the true value function is unknown, but it can be
estimated from experience with an ANN. Hence, the actorcritic framework employs two distinct networks: the actor
which learns the optimal policy using a PG-like method, and
the critic that is trained to predict the value of the state,
allowing for (28) to be substituted in (27).
The Proximal Policy Optimization (PPO) algorithm [168]
is a DRL method that further deals with the problem of noisy
updates, by imposing a proximity constraint. According to this
algorithm, the gradient values are clipped within a trust region
which discourages the likelihood of selecting any specific
action under the new policy. The goal of this strategy is not
to deviate substantially from the action’s likelihood given by
the old policy. Apart from being a relatively straightforward
method to implement, PPO has also shown great performance
in multi-agent training scenarios [169].
Designed specifically to handle continuous action spaces,
the Deep Deterministic Policy Gradient (DDPG) algorithm
[170] is another established actor-critic method. It uses a
network (critic) to estimate Q-values similar to DQN. To
deal with the problem of finding the action that maximizes
the value is computationally expensive in the continuous
domain. Therefore, a separate action-selection network (actor)
is used to determine the value of the selected action. The
latter networks are trained concurrently in an off-policy
manner to minimize their respective objectives, each one
having their parameters fixed when computing the gradients
of its counterpart. Target networks are employed in both
subproblems to stabilize the training process, as proposed by
the DQN algorithm.

Remark 1: The value-based methods are, in general, more
straightforward to implement and arguably more interpretable,
since they provide evaluations of the different states (and
actions) of the MDP. On the contrary, the need for computing one value per state-action pair makes them inefficient
in (combinatorially) large and discrete action spaces, even
if discretization is applied. On the other hand, PGs can
adapt to both of those cases, since a parametric probability
distribution is adopted that can allow for efficient action
sampling. Despite that, PG updates are usually less sample
efficient since trajectories of arbitrary length must be collected
through Monte Carlo sampling, and each gradient update
affects only the network’s belief on the action selected. This
is in contrast to value-based methods that may update the
estimation of a state’s value for all actions simultaneously.
Another difference between these two categories arises from
the on-/off-policy distinction of their algorithms. PGs, being
on-policy, are trained strictly when exploring the environment.
Contrarily, value-based methods are flexible to also be trained
completely off-policy (i.e., on previously collected MDP transitions), which might be crucial when online querying of
the environment is expensive or unavailable. Finally, actorcritic methods are designed to capitalize on the benefits of
the above two categories, since they employ both a value
and a policy network. In fact, current state-of-the-art DRL
methods belong to this class of algorithms, notwithstanding

their increased computational needs and added complexity.
A schematic overview of the three main DRL approaches
discussed in this survey is given in Fig. 4. The diagrams
are kept simple, by excluding less important aspects of the
presented methods for the sake of clarity.
D. Multi-Armed Bandits
As previously mentioned, one of the basic principles of
the MDP formalism is that the action selected by an agent
influences the next state of the environment. Hereinafter, we
consider the case where the agent still selects an action to
maximize a cumulative reward signal, and potentially receives
observations, but its actions have no impact on the evolution
of the environment. Such sequential decision making problems
are commonly referred to as multi-armed bandits. Concretely,
at each time step, a decision maker needs to select an action
from a discrete action set. The environment internally keeps a
separate probability distribution of the payoff (reward) for each
action, and provides the agent with a reward sampled from the
distribution corresponding to the selected action. The agent
is again tasked with maximizing the expected (potentially
discounted) reward within a single episode. We note that in the
current version of the formalism there are no states present.
As a result, the notion of policy is not applicable. Instead, the
agent needs to find the most rewarding action(s), as quickly
as possible, to maximize its expected payoff.
The multi-armed bandits problem formulation exemplifies the exploration-exploitation dilemma of MDP-based approaches, since the agent needs to try different actions to infer
the optimal one(s). Most commonly, the algorithms applicable
to this case first keep track of a running average of the achieved
reward for each action. This running average serves as an
estimate of its true expected value and is expressed as:
Nt (a)

1 
1 X a
ri = Gt (a)+
rNt (a) − Gt (a) ,
Nt (a) i=1
Nt (a)
(29)
where Nt (a) is the number of times action a has been selected
up to time t. Note that the MDP formalism has been slightly
altered, by defining the per-action return and by denoting with
ria the reward associated with a when the action is selected
for the i-th time. This learned information is further combined
with an exploration strategy. We briefly describe two of the
most common methods:
1. The -greedy strategy, which was previously described.
We explicitly redefine the strategy to incorporate the
current multi-armed bandits framework as

U(A)
with probability 
at ← argmax G (a) with probability 1 −  . (30)
t


Gt+1 (a) ,

a∈A

2. The Upper Confidence Bound (UCB) heuristic, which
takes into account both the maximum estimated values
and the uncertainty in those estimates:
s
)
(
ln(t)
,
(31)
at ← argmax Gt (a) + c
Nt (a)
a∈A
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Fig. 4. Illustration of the three main approaches of MDP-based DRL methods. Solid lines denote input/output variables of the ANNs and the flow of
information during the MDP cycle. Dashed lines denote the flow of information during the training process in each approach.

where c > 0 controls the width of the confidence
interval, and hence, the amount of exploration. For
completeness, when Nt (a) = 0, only the confidence
bound term is set to 0. It is usually expected from UCB
to perform better than the naive -greedy approach, since
the former has the advantage of an uncertainty-guided
exploration, instead of the random strategy of the latter.
It is noted that the multi-armed bandits problem concerns both
the cases of stationary and non-stationary distributions over
the actions. In the latter case, the agent would benefit by
giving preference to more recent observations. As a result,
the running average of (29) can be modified to an exponential
recency-weighted average [158, Chapter 2].
A more general formulation of the bandits problem admits
observations by the agent. In this contextual bandits case, the
agent receives an observation vector (termed as the context)
from the environment prior to deciding each action, with the
intent of being guided to the optimal selection strategy. Therefore, the notion of policies applies to contextual bandits, but
since there are no transition probabilities between states and
actions, contextual bandits problems are considered relatively
easier than the full-MDP ones. It is also worth mentioning
that the observation vector is not assumed to fully represent
the internal state of the system, but it is rather expected to
have a relationship with the reward values. Conceptually, such
bandit settings can be thought of as episodic MDP problems
with a trajectory of length 1 (i.e., T = 1). Due to that,
standard DRL algorithms can be applied in theory, but bandittailored methods are more suited, since the former algorithmic
approaches are unnecessarily complex.
Indicative in this contextual bandits category is the LinUCB
algorithm [171] which assumes a linear dependency between
observations and actions. Specifically, the expected reward
for each action, which depends on the current observation
(i.e., context), is modeled as a linear relationship between an
unknown coefficient vector and the observation vector. That
coefficient vector is estimated through ridge regression on past
observations-rewards data, and an upper bound of the expected
payoff is derived. As such, the UCB action-selection strategy

is finally employed to determine the chosen action. Unsurprisingly, the assumption of linearity between observations
and rewards can be restrictive in many challenging problems;
this means that the potential representations of the coefficient
vectors are limited. To remedy for that, the authors in [172]
proposed the neural linear bandits algorithm, which utilizes an
encoding neural network to learn the coefficient vector instead
of ridge regression. The network was trained as a regressor to
predict the reward given an observation. To attain the encoding
vector, the outputs of the final hidden layer were extracted, i.e.,
the original output layer was dropped. A Thomson sampling
action-selection strategy was employed instead of UCB, but
the approach can be trivially imported to the LinUCB setting.
Another straightforward approach to incorporate deep learning into the contextual bandits formulation would be via a
reward-prediction ANN. Such a network accepts an observation vector as input at time t and outputs as many real
numbers as the number of possible actions for the agent. Those
numbers are the expected reward values for each action, i.e.,
Gt (a) ∀a ∈ A. Thus, the -greedy strategy of (30) can be
utilized during the learning process. To this end, the network
can be trained using tuples of observation and reward, and the
MSE between predicted and true rewards can be used as the
objective function. Note that the MSE is computed only with
respect to the output neuron that corresponds to the selected
action, and not to the whole output vector of the network. We
will be referring to this approach as the “Neural -greedy”
algorithm in the sequel.
Although MDP and POMDP formulations are the most
popular for wireless communications up to date [112], [173]–
[185], the multi-armed bandits formulations have a substantial
proposition of value, despite their simplicity. The multi-armed
bandits algorithms are more intuitive and explainable compared to DRL methods. Their converge properties are rather
easier to be studied theoretically [186], and their effectiveness
can be demonstrated empirically [187], while being able to
utilize the immense representational power of deep learning
[188]. In the section with the numerical results, different
multi-armed bandits algorithms for the orchestration of the
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Environment

considered RIS-empowered smart wireless environments will
be evaluated.

RIS1

RISM

E. Algorithmic Evaluation
The theoretical analysis of DRL algorithms is an active
topic of research. Convergence results have been established
for well-known methods under fairly mild conditions (e.g.,
[165] for DQN, [166] for PG, and [189] for actor-critic), but
they may be asymptotic, consider only specific families of
MDPs (e.g., [189]), or impose constraints on the underlying
functions. The fundamental obstacle in attaining general results is that the MDP formalism makes almost no assumptions
about the underlying problem. Therefore, the rate and point of
convergence are dependent on the characteristics/difficulty of
the application.
A most useful evaluation practice is that of experimental
evaluation. DRL algorithms are commonly applied to benchmark environments of different levels of difficulty with various
characteristics. Different metrics can be used to assess their
performance, namely the cumulative reward achieved and the
number of samples (expressed in time steps) required up to
a certain performance threshold; the latter provides a notion
of sample efficiency. In general, off-policy algorithms are
expected to be more sample-efficient, since they are able to
iterate over previous experiences multiple times.
In terms of execution time per iteration, the DRL algorithms
are commonly treated as constant time. In general, the time
complexity of a forward pass in an ANN(s), which is required
for a prediction, is of the order of the number of the training
parameters in w with an added Θ(card(A)) cost due to the
argmax operation on discrete spaces, or an equivalent cost of
the sampling from a distribution in the continuous case. The
training involves taking a gradient step and back-propagating
the gradient through the network, which entails the same
complexity as the forward pass, assuming O(1) batch sizes
of potential mini-batches.

UEK
UE1

Controller (agent)

Training Process
Fig. 5. Block diagram of the proposed DRL formulation for the considered
RIS-empowered smart radio environment in Section II-B with the sum-rate
maximization design objective.

•

A. DRL Formulation
Following the theoretical foundations of (D)RL, as presented in Section III, for the considered system model in
Section II-B and its achievable sum-rate maximization design
problem given by (11), we map the parameters of the wireless
communication system with the DRL ingredients, as illustrated
in Fig. 5 and discussed in the sequel:
• The controller, which is assigned the role to orchestrate
the multi-antenna BS, the multiple RISs, and the multiple
UEs as per (11)’s objective, is the agent in the DRL
formulation, being specifically capable of deciding at

each time step t (e.g., per channel coherence time or
performance-based requests) the phase profiles for all
RISs as well as the precoding matrix of the BS. We
redefine the former as {φm,t }M
m=1 and the latter as Vt
to explicitly indicate their dependence on the instant t.
The possible actions, that the controller (i.e., the agent)
can take, are determined by the feasible combinations of
the free design parameters of the wireless system, which
constitute the action space A. For the considered system,
this space includes [φm ]i ∈ F ∀m, i and [V]:,k ∈ V
∀k, resulting in card(A) = 2bNtot Kcard(V). In addition,
an action at any time t can be defined by the following
complex-valued9 KNtot NT -element column vector:
at , [φ1,t ; φ2,t ; . . . ; φM,t ; vec(Vt )]T .

IV. DRL-O RCHESTRATED S MART R ADIO E NVIRONMENTS
In this section, we first present a DRL-based formulation
of the design objective introduced in Section II for RISempowered smart wireless environments, and discuss its applicability for various other performance objectives. Secondly, we
provide a detailed overview of the available DRL approaches
for wireless communication systems including RISs.

BS

•

(32)

The wireless propagation environment corresponds to the
environment10 , whose state can be naturally mapped to
the channel gain coefficients that change per channel coherence time. Consequently, the controller (i.e., the agent)
can observe the environment via performing/collecting
estimates of the elements of the channel matrices. The
state of the environment at a time instant t can be defined
by the following complex-valued column vector with
dimensionality dim(st ) , Ntot (K + NT ) + KNT :
T
st , [vec(H̃t ); gm,k,t
; hTk,t ]T ,

(33)

9 The implementations of the RL algorithms are not designed to handle
complex-valued numbers. Due to this, it is common to concatenate the real
and imaginary parts (or magnitude and phase) of complex-valued vectors into
real vectors, having effectively the double dimension.
10 The environment in the context of RL includes any aspect of a system that
is not under the direct control of an agent. For example, in our system model,
UE properties such as locations, mobility, rate requests, or others constraints
may be considered parts of the environment.
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where we have used the definitions:
H̃t , [H1,t ; H2,t ; · · · ; HM,t ] ∈ CNtot ×NT ,
g̃t ,

h̃t ,
•

T
T
T
[g1,1,t
; g1,2,t
; · · · ; gM,K,t
] ∈ CKNtot ×1 ,
[hT1,t ; hT2,t ; · · · ; hTK,t ] ∈ CKNT ×1 .

(34)
(35)
(36)

In practice, the controller possesses the estimate ŝt of st .
The controller is capable of inferring the outcome of its
actions on the wireless environment at any time instant t.
This is usually quantified via the reward for this instant,
which constitutes the feedback of the controller’s actions
from environment that can be collected by the controller.
For the considered sum-rate maximization objective in
OP 1 , the agent (i.e., the controller) is assumed to be
capable of collecting the SINR measurements of each
UEk at any instant t, denoted by SINRk,t . Focusing first
on the case where the individual UE rate constraints in
(11c) are excluded from OP 1 , the agent uses the latter
measurements to calculate the following reward:
rt ,

K
X

R̃k,t .

(37)

k=1

Note that, since the the controller gathers the CSI state
estimate ŝt of the environment at any instant t, the
SINR values, and hence, the reward for this instant
can be estimated without the intervention of the UEs
(i.e., without the need to collect feedback from them).
Nevertheless, relying on a UE reporting mechanism to
generate the reward signal at the agent ensures that the
pragmatic reward is captured, which in the previous case
would be prone to imperfections due to collection of
partial or erroneous CSI (or even insufficient modeling
of the channel and the control operation).
For the case where OP 1 is considered exactly as it
appears in (11) (i.e., including the (11c) constraints),
the reward function needs to revised to penalize actions
that result in states where any of the individual rate requirements is not satisfied. There exist various techniques
for achieving this goal (e.g., [190]) , which actually
depend on various aspects of the MDP . In this paper,
we choose to reshape the reward function to return −1
for each UEk whose individual SINRk did not satisfy
the specified request (i.e., when the specific constraint in
(11c) was not met). Following this formulation, the agent
was considered to compute the reward:
( PK
req ,
−
1
if ∃k : R̃k < Rkreq
rt = PK k=1 (R̃k <Rk )
, (38)
otherwise
k=1 R̃k ,
where 1(·) denotes the indicator function. It is noted that,
while maximizing the reward in (38) indeed maximizes
OP 1 , the achieved average rewards can no longer be
interpreted as achievable sum rates. This happens because
in the definition of (38), negative scores affect the resulted
metric. Nevertheless, positive values for rewards indicate
that the individual UE rate requests are successfully met;
in this case, the resulting reward equals the optimized
achievable sum-rate performance.

Algorithm 2 DRL-Based Training Solving OP 1 in (11)
Require: Number of UEs K, number of RISs M , initial ANN
parameters w, policy $w , collection policy $̂w , objective
function J(·), final time step T , and update interval t0 .
1: for t = 1, 2, . . . , T do
2:
Estimate hk,t ∀k = 1, 2, . . . , K.
3:
Estimate Hm,t and gm,k,t ∀m = 1, 2, . . . , M and
∀k = 1, 2, . . . , K.
4:
The controller formulates the state vector ŝt similar to
(33) using the channel estimates in Steps 2 and 3.
5:
The controller decides the action at (i.e., φm,t ∀m and
Vt ) using its policy $̂w (at |ŝt ) and shares these
settings with the RISs and BS.
6:
Each UEk measures SINRk,t and sends it to the
controller.
7:
Using Step 6, the controller computes the reward rt
and stores the experience tuple (ŝt , at , rt ) to a set D.
8:
if mod(t, t0 ) = 0 then
9:
The controller uses D to compute w∗ that
optimizes J(w).
10:
It then performs the updates $w ← $w∗ and
$̂w ← $̂w∗ .
11:
end if
12: end for
13: return Learned policy $w .

•

The RIS phase profiles and the BS precoding matrix chosen by the controller at any time instant t (i.e., the agent’s
action) will have no effect on the channel gain matrices
(i.e., the state of the environment) of the next time instant
t + 1. Together with our assumption for Independent and
Identically Distributed (IID) channel realizations (in the
time dimension) in Section II-B, it yields for our DRL
formulation that the Markovian transition probability in
(12) is independent of the previous state st and action at ,
i.e., it holds: Pr[st+1 |st , at ] = Pr[st+1 ]. This constitutes
a special case of the MDP formulation that better adheres to the multi-armed bandits paradigm, as discussed
previously in Section III-D. It is noted, however, that
when time-correlated channels are involved (see, e.g., the
model in [145]), the channel state at each time instance is
dependent on the preceding channel state(s). Considering
that the channel state at each time t + 1 depends only on
the channel state at t, as an indicative example of timecorrelated channels, the Markovian transition probability
is expressed as Pr[st+1 |st , at ] = Pr[st+1 |st ]. Even
though MDP-based algorithms are inherently capable
of capturing such time dependencies, the multi-armed
bandits outlook can still be adopted. In particular, any
algorithm falling into the latter category needs to be
applied in ways such that it updates the expected reward
estimation by emphasizing the most recent observations.
In Section VI-F, the learning capability of the proposed
controllers based on multi-armed bandits will be numerically investigated over IID and time-correlated channels.

From a system architecture and operation perspective, train-
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ing a DRL-based agent entails a non-negligible infrastructure and computational overhead. At every time instant, CSI
measurements need to be performed and collected by the
controller. Leveraging the uplink/downlink channel reciprocity
in time division duplexing systems, channel acquisition can
be implemented by transmitting pilot signals from the UEs in
the uplink and applying estimation techniques for the direct
and the RIS-assisted channels at the BS and/or the controller
sides [127]. With this information at the controller’s disposal,
the sum-rate maximizing phase profiles for the RISs and
the BS precoding matrix are computed and shared with the
involved devices. Finally, the UEs are required to measure their
individual SINR values and feedback them to the controller,
facilitating its training process in a dynamic manner. The
complete DRL training procedure for a time window of
length T is described in Algorithm 2. Note that due to the
consideration of IID state transitions, ŝt+1 needs not be stored
in any experience tuple (see Step 7), as in Algorithm 1, since
it does not provide any instructive information in learning the
environment’s dynamics or determining an appropriate action.
Moreover, the practical aspect of obtaining a CSI estimate ŝt
in place of st poses the current formulation as an POMDP
problem, rather than the simple MDP case. In practice, however, ANN-based algorithms are capable of attaining notable
performance, even in the presence of observational noise (i.e.,
noisy CSI).
After the completion of the training process described
in Algorithm 2, the controller configures the elements of
the smart wireless environment for downlink communication,
according to the learned policy $w . To this end, all steps of
this algorithm, except the Steps 6–10 referring to the ANN
training, can be used for the orchestration with the difference
being that the controller uses $w instead of $̂w in Steps 5 as
its policy. Note that the SINR collection is no longer needed
at the ANN deployment phase, since no training takes place.
Although our DRL formulation considers the sum rate as the
performance objective, it is general enough to be equivalently
applied to any desired performance metric [21] that is a
direct function of the current channel coefficients and RIS
phase profiles (e.g., energy efficiency, low EM-field exposure,
secrecy rate, Normalized Mean Squared Error (NMSE), and
localization/sensing accuracy). It is also important to mention
that (D)RL formulations are by no means limited to observing
CSI and controlling standalone RISs. A wide variety of more
elaborate problems can be conceptualized in which the agent
observes different kinds of information (e.g., current UEs
positions) and controls diverse elements of the environment
(e.g., power allocation and Unmanned Autonomous Vehicles
(UAVs) with mounted RISs). In the following, we discuss
the state-of-the-art in DRL approaches for RIS-empowered
wireless communication systems.
B. Literature Overview
In this section, we provide a brief overview of the literature
in DRL-based orchestration for RIS-empowered smart radio
environments. In the largest portion of the overview, the
presented approaches consider a system model similar to the

one considered in this paper and detailed in Section II. More
specifically, most of the literature employs a DRL agent that
is trained using CSI observations and is assigned the role to
learn to configure the phase shifts of the RIS (possibly along
with other system parameters), thus making the underlying
MDP formulations adhere to the general formalism described
in Section IV-A. Each of the discussed studies considers a
different variation that is based on the peculiarities of the proposed system model. We begin by describing the approaches
that are trained to optimize the UE(s)’ achievable rates, and are
thus more closely related to this paper’s design formulation.
A DRL formulation similar to that of Section IV-A was
adopted in [112]. This work considered continuous RIS phase
profiles and precoding matrices, and as a result, the DDPG
algorithm was deployed to learn the optimal configurations.
The transmission power at every time step was embedded in
the observation vector, and the underlying policy network was
extended with an additional layer that ensured the satisfaction
of the problem’s power constraint. In [179], the same design
formulation with the extension of power allocation was transferred in a multi-RIS communication system with mobile UEs
operating at the THz frequency band. It was shown that DDPG
is capable to find the RIS phase configurations as well as the
BS precoding vectors and power allocation strategies that can
compensate for the severe attenuation of THz signal propagation, outperforming an alternate beamforming benchmark in
terms of total throughput. The authors in [173] considered a
more elaborate system model that consisted of the consecutive
sub-problems of estimating the UEs’ mobility patterns, finding
their optimal allocation into clusters, computing the RIS phase
configuration. Different machine learning algorithms were
devised for each case, with DQN set as the RIS orchestrating
approach. The overall algorithm received the results of the
aforementioned tasks as inputs, apart from the CSI-based
observation vector defined in Section IV-A, in its aim to
maximize the sum-rate performance.
Some works in the area addressed the impracticality of
assuming full CSI knowledge when deploying DRL-based RIS
controllers; this issue will be revisited in the open challenges
in Section V-B. The overhead of the channel estimation
process in RIS-empowered communication systems was the
main focus of the DRL approach in [174]. A hybrid RIS was
adopted with a small percentage of active elements able to perform channel sensing. As a result, the observation space was
comprised of estimates of the true channel state, making the
problem a POMDP. The authors trained the ubiquitous DQN
agent (which is also considered in the numerical evaluation
Section VI in this paper) with quantized rewards (+1 or −1
depending on whether the current (single) UE rate exceeded
the previous value), demonstrating that DRL methods are
applicable even in partial channel knowledge, while requiring
minimal training overhead. In a similar manner, the authors of
[178] investigated the DDPG agent in a scenario with a mobile
UE, without relying on CSI knowledge. Instead, the action
and reward of the past time step constituted the observation
vector. The DRL algorithm was responsible for finding the
(continuous) RIS phase shifts that maximize the SNR, while
the precoder was derived through Maximum Ratio Transmis-
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TABLE IV
TAXONOMY OF THE STATE - OF - THE - ART OF DRL-BASED A PPROACHES FOR RIS-E MPOWERED S MART R ADIO E NVIRONMENTS .
Reference
[173]

Method
DQN

Action
RIS phase profile, power allocation

State
Past action

DQN
DDPG
DQN
(extended)
PG-Based

RIS phase profile
RIS phase profile, beamforming vector
RIS phase profile, beamforming vector

Estimated CSI
CSI, past action, transmit power
Past CSI, past rates

Single meta-atom phase response

Sensing error

RIS phase profiles, power allocation

[178]
[179]

DDPG,
PPO
DDPG
DDPG

RIS phase profile, index of meta-atom,
time counter
Reflected channels
Past SNR value, past action
CSI, past action

SNR
Sum rate, power constraints

[180]

DQN

Energy efficiency

[181]

D3 QN

[182]

DQN

[183]
[184]

PPO
PPO

[185]

Quantile
Regression

Beamforming vectors of UEs, RIS energy
level
Positions of UEs, past phase profile, past
power allocation, past RIS position
Local and neighboring channel powers,
neighboring sum rates
Vehicle positions, velocities, rates
UAV altitude, rate, and AoI of IoT
devices
Received signal power

[174]
[112]
[175]
[176]
[177]

RIS phase profile
Phase profiles of multiple RISs,
beamforming matrix
RIS phase profile, ON/OFF meta-atoms,
transmit power allocation
RIS phase profile, transmit power
allocation, RIS placement
Phase profiles of multiple RISs, transmit
power allocation, beamforming vector
Selection of vehicles to be served
RIS phase profile, UAV height
UAV location

sion (MRT) [191]. A multi-cellular multi-RIS system model
was investigated in [182], where DRL methods were trained
to decide on the BS transmit power and precoder, as well as
the RIS phase configuration that maximize the UEs’ SINR
values. The RIS controller (which was a DQN controller)
was assumed to have access to only local channel states, and
the proposed DRL schemes were evaluated under imperfect
CSI conditions. In Section VI, we follow an approach similar
to [178] in order to evaluate DRL methodologies with and
without CSI-based observations, by devising a strong LOS
scenario with mobile UEs (i.e., time-evolved channels).
In the context of this survey, we have focused on the sumrate maximization as the objective of the (D)RL formulations.
However, a number of works in the RIS field dealt with the
Energy Efficiency (EE) or the secrecy rate design problems
[175], [177], [180], [181]. As discussed in Section V-A, the
general formulation in this work can be modified to account
for other objectives through the pertinent definition of the
reward function. In [180], RIS elements that the controller
can turn ON or OFF, as part of the action space of the RL
formulation, were further considered. In [177], a multi-UAV
system model, in which the UAVs facilitates the downlink
transmission in clusters of UEs alongside an RIS, was investigated. The employed PPO algorithm observed channel states
and controlled the power allocation at the UAVs. The DDPG
and PPO algorithms were compared against each other, both
in a centralized, as well as a decentralized (i.e., Multi-Agent
Reinforcement Learning (MAML)) system architecture. The
EE design problem was also studied in [181] for MISO NonOrthogonal Multiple Access (NOMA) networks with mobile
UEs. Apart from the power allocation, the considered design
problem accounted for displacements of the RIS, and both
were embedded into the action space of the RL formulation.
The proposed approach leveraged the Duelling Double Deep Q

Reward (Objective)
Difference between current and
previous instantaneous rate
Rate (quantized)
Sum rate
Secrecy rate, QoS constraints

Energy efficiency

Energy efficiency
Sum rate minus interference
Minimum average rate
Negative sum AoI
Total received data during
transmission

Network (D3 QN) variant of the DQN algorithm, in which the
Q-network was tasked to learn both the value function as well
as the advantage function to compose the Q-value for each
state-action pair, paired with a decaying -greedy exploration
policy. Finally, the authors in [175] adopted the DQN algorithm under the previously described design formulation, with
the purpose of maximizing the secrecy rate of the legitimate
UEs under an eavesdropping scenario.
Although the DRL-based design formulation in this work
is quite general to account for a large number of applications,
it is worth mentioning that more elaborate systems do not
adhere to this framework. Like [177], the works [183]–[185]
considered mobile RISs and opted for traditional optimization
algorithms for their orchestration, which differs from the
general formulation presented herein. Specifically, the authors
of [183] dealt with the problem of scheduling mobile UEs.
In [185], the RIS was positioned onto a UAV which was
proposed to be controlled by the Quantile Regression DRL
algorithm [192], targeting coverage improvement and datarate boosting. The altitude of the UAV along with the RIS
phase configuration to optimize the Age of Information (AoI)
across IoT devices was considered in [184]. Diversely, the
authors in [176] proposed a DRL-based sensing system in
a RIS-empowered wireless environment, for which the MDP
formulation involved sequentially selecting the phase shifts of
the RIS to identify the intended objects. A PG-based approach
was designed which worked in conjunction with a supervised
learning model that was used for object detection.
It is worth mentioning that the choice between the most
popular DRL-based agents that are utilized by the wireless
communications community (i.e., DQN and DDPG), depends
foremost on the nature of the RIS elements used in the underlying system models, since the aforementioned algorithms
are designed specifically for either discrete or continuous
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action spaces, respectively. A more detailed taxonomy of the
proposed DRL methods is presented in Table IV, in terms
of their respective RL formulations. The majority of the
literature is focused on MISO systems in the presence of a
single RIS and multiple UEs, whereas many works incorporate
additional tasks to the action space of the DRL formulation
(e.g., BS spatial processing and power allocation). Finally,
we would like to note that many of the considered system
models in the aforementioned previous art are characterized
by IID channel realizations (i.e., states of the environment)
and available actions (namely, RIS phase configuration and
BS precoding matrix selection), which do not influence future
states of the system. Therefore, they adhere to the multiarmed bandits formalism firstly considered this paper, although
they have been examined under the MDP-based framework. In
Section VI that follows including the numerical evaluations,
we make use of the newly introduced formulation to assess the
performance of a contextual bandits DRL agent, which will be
shown to perform similar to the DQN algorithm in a number
of scenarios, and with lower implementation complexity.

V. P RACTICAL C ONSIDERATIONS AND O PEN C HALLENGES
Without intending to be exhaustive within the fast-evolving
area of DRL-based orchestration for RIS-empowered smart
wireless environments, we present in this section some key
practical considerations and open challenges arising from our
design formulation previously described in Section IV-A.

A. Extensions with Practical Considerations
In various practical cases, time-varying channels are more
likely to appear instead of the considered, in Section IV-A as
well as in the majority of the available literature, IID channel
realizations. Time evolution re-instates the dependency of each
state st+1 on st (and potentially on more previous states) in the
transition probability, implying that the underlying DRL-based
algorithms must be able to store and be trained on transitions
(i.e., tuples consisting of actions, observations, and rewards)
of a greater length than 1, as appearing in Algorithm 2.
In another respect, in the considered orchestration formulation, a centralized approach has been adopted, in which the
controller is the sole agent, with the intention to facilitate
all UEs. It is, however, conceivable for such a setup to be
extended and studied in more realistic distributed manners,
e.g.: i) with the UEs being the agents, having potentially
conflicting goals; and ii) with multiple controllers, thus again
multiple agents, each controlling a single RIS or a subset
of the RISs or groups of meta-atoms in different RISs. The
latter considerations will naturally lead to MAML and gametheoretic formulations, which are out of the scope of this paper,
although they constitute exciting practical considerations. In
the latter case, the activation and assignment of RISs to
controllers may be dynamic, yielding self-organizing schemes
of spatially distributed RISs for meeting demanding design
objectives [25], like interference management/mitigation.

B. Open Research Challenges
Apart from the lack of theoretical guarantees on the performance of the presented (D)RL approaches in Section III, there
are plentiful of other open problems and challenges related
to their application. Works described in the relevant literature
overview in Section IV-B address some of the following issues,
however, we list the ones we consider most important here to
provide a synopsis of the potential research directions.
1) Environmental Observations and Control Overhead:
The RL formulations assume that the agent is capable of
querying the environment about observations and reward
signals. In wireless communication systems, this entails, on
the one hand, the availability of sensing equipment and the
adoption of relevant signal processing schemes in order to
primarily measure the channel states as well as the desired
performance indicators (e.g., communication rates). On the
other hand, separate channels to and from the system controller
need to be established for the control information exchange.
Evidently, there are trade-offs between the costs associated
with the quality and frequency of CSI estimation, as well as the
achievable performance with the specific RL implementation.
Another aspect to consider is the channel occupancy due
to the potential control and CSI observation exchange processes (in-band or out-of-band [21], [23]), and the associated
degradation in achievable performance. Up to date, in the
vast majority of the DRL-based orchestration approaches for
RIS-empowered smart wireless environments, it is implied
that penalties induced by such system control operations are
negligible. While this is a reasonable assumption for certain
studies, the quantification of the such overheads on the overall
performance is, to our view, a critical issue and presents an
important research direction, especially in complex system
setups, such as the multi-RIS setup considered in this paper.
2) Simulations versus Real-World Deployment: From a
practical standpoint, the numerical evaluation of wireless communication schemes is easier to be performed via simulations
of the signal propagation environment. It is, therefore, a longstanding question on whether the employed channel models
and operation setups capture all important aspects of the
underlying physical systems. This is especially true for the
emerging field of RISs and RIS-empowered smart wireless
environments, for which the exact EM models are well less
understood at the moment (see, e.g., [139] and references
therein). As a result, the transfer of policies learned in simulated environments to physical systems needs to be treated
with care by the RIS community. Crucially, some important
progress has been made in the DRL area. For example, the
domain adaptation problem has been recently dealt with for a
robotic arm manipulation in [193], where further randomness
was imposed on the simulated environments.
3) Combinatorially Large Action Spaces: The RISs to
be deployed in future wireless communication systems are
expected to contain a large number of phase-tunable unit
elements. The same is true about the number of the BS antenna
elements, and thus the dimension of the precoding vectors.
Recall for our DRL formulation in Section IV-A that, when
the controller of multiple RISs plays the role of the agent, the

19

cardinality of the action space is exponential to the total number of the RIS meta-atoms. Clearly, the problem of attaining
optimal performance may become intractable for large enough
RISs (or BS antenna elements), or may require considerable
training periods. To remedy for that, the deployed orchestration
algorithms may need to resort to domain-specific optimization
parts along with DRL components, in order to reduce the
exponential search space. Another algorithmic approach would
be to consider DRL algorithms that are specifically tailored to
large action spaces (e.g., [194], [195]), or actions consisting
of binary vectors [196] since most practical RIS hardware
design involve low phase resolution meta-atoms (e.g., b = 1
and 2 [22]). In the very recent work [197], an RIS with 1bit phase resolution meta-atoms was modeled as a binaryelement vector, resulting in an action space that is linear to
the total number of RIS elements. Leveraging this modeling
that enables individual tuning of each meta-atom, modified
versions of DQN and DDPG were devised.
4) RIS Operation Capabilities and Computational Requirements: An important issue to consider in the envisioned RISempowered smart wireless environments is the physical location of the controller for the RISs, and consequently, the part(s)
of the network connected intelligence equipped with computational capabilities. Taking into consideration the demanding
requirements of ANN training (i.e., Graphical Processing Unit
(GPU)), it is rather assumed that the required computation may
be offloaded to a dedicated mobile edge computing server. This
is, admittedly, the most general approach, though it requires
establishing pertinent communication links, as discussed in
Section IV-A. Conversely, combining the DRL-based intelligent controller of the RIS with the actual RIS may greatly
reduce the overhead of the control information exchange, by
also taking advantage of the recently proposed hybrid RIS
hardware architectures with embedded sensing capabilities
[105], [110]–[120]. In such configurations of smart wireless
environments, far fewer control information exchanges for
realizing DRL will be required, albeit with the added cost
of the computationally and sensingly autonomous RIS. Again,
such overheads are not yet extensively studied, especially for
multi-RIS deployment scenarios.
VI. N UMERICAL R ESULTS AND D ISCUSSION
Having conducted computer simulations for the multi-RISenabled smart wireless environment included in Section II,
we present in this section the performance evaluation of
the proposed DRL methodology, presented in detail in Section IV-A, which has as an orchestration objective the sum-rate
maximization criterion expressed in (11). We have elaborated
on a number of practical aspects for the design of the proposed
(D)RL algorithms as well as the benchmark schemes, including hyperparameter selection and performance evaluation
strategies.
We also present a novel multi-armed bandits methodology
to solve the design problem at hand, leveraging the assumption
of IID transition probabilities discussed in Section IV-A (due
to the considered channel model which assumes independence
of the channel realizations in time). Recall that, since the

Fig. 6. The reward-prediction ANN used by the Neural -greedy algorithm.
The network receives an observation st as input and outputs a vector of reward
predictions r̂t , the i-th element of which corresponds to an estimation of the
expected reward if the action with index i is selected.

RIS phase profiles and the BS precoding matrix, which
need to be designed at every coherent time step by the
orchestration controller, affect only the current time frame,
the online orchestration problem conceptually decomposes to
individual sum-rate maximization problems per time step. This
has the effect of making the optimal policy “myopic,” i.e.,
the greedy strategy which selects the RIS phase profiles and
the BS precoder that maximize the sum rate in each current
channel realization vector st . Consequently, the design of the
optimization problem can be reduced to predicting the sum
rate/reward, given the current CSI state st , for all available
actions. This outlook naturally casts the orchestration problem
of the multi-RIS smart wireless environment to a contextual
bandits setting, in which the goal is to obtain a model capable
to capture the distribution of the reward signals. To solve
this problem, we employ the Neural -greedy agent, which
was briefly discussed in Section III-D and presented in detail
below.
A. Proposed and Benchmark Methods
1) Neural -Greedy: The core of the Neural -greedy
algorithm is a reward-prediction ANN, represented by Ĝw (·)
and parameterized by the network’s weights w, which is tasked
to predict the expected sum-rate performance values for all
RIS phase profiles and BS precoding matrices, given a CSI
observation. In particular, at each coherent time instant t, the
CSI observation vector st ∈ S is fed to the ANN, whose output
r̂t , Ĝw (st ) is a real-valued vector with card(A) elements.
The i-th element, with i = 1, 2, . . . , card(A), of the latter
vector signifies the estimation of the expected reward, if the
i-th action of the action space A is selected. The -greedy
exploration strategy selects the action that corresponds to the
maximum element of r̂t with probability 1 − .
The proposed reward-prediction ANN for the orchestration
controller (i.e., the agent in our DRL formulation) is illustrated
in Fig. 6 and its exact architecture is provided in Table V.
As shown, the ANN is a feedforward neural network with
two convolutional layers (each preceding a max-pooling oper-
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TABLE V
H YPERPARAMETER VALUES FOR THE N EURAL -G REEDY A LGORITHM .

t0
α
Convolutional layer units
Convolution kernel width
Hidden fully connected layer units
Max-pooling patch width
Dropout probability

0.3
32
0.001
64, 64
5, 5
32, 32
4, 4
0.2

ation), followed by two fully connected layers with Rectified
Linear Unit (ReLU) activation functions and a final output
layer. The dropout technique was used for regularization after
each layer apart from the last. The convolutional structure
of the ANN is motivated by the fact that the dimensionality
dim(st ) of the state vector is linear to the size and number of
RISs, leading to high-dimensional input vectors. Furthermore,
since adjacent elements in the channel vectors/matrices correspond to physical properties of adjacent antenna elements,
spatial correlation [142]–[144], [191] is expected to be present
in the ANN’s input state vector, which is appropriately treated
using convolution and max-pooling operations. The values for
the hyperparameters of the proposed Neural -greedy bandits
algorithm are given in Table V. Their values have been
set empirically, upon exploring a small amount of different
combinations of them. Notice that the value of the probability
 of selecting a random action is uncharacteristically high. This
is in light of the very stochastic nature of the wireless channel
realizations, with the purpose of making the controller better
explore the action space and to discourage it to converge early
to potentially sub-optimal actions.
The training of the controller involves fitting the ANN on
the most recent batch of collected experiences. Assuming a
batch size of t0 coherent time steps, the controller spends
them to explore the environment and store experience tuples
of the form (s, a, r) into a batch set D. At the t0 -th time step,
the ANN is partially trained via single-step gradient descent
to minimize the MSE between the actual and the predicted
rewards on the batch. Note, however, that although the network
outputs a vector of predictions, only the true (scalar) reward
(i.e., the one corresponding to the action ultimately selected)
is made known to the controller. As a result, the residual
differences of the MSE calculation are taken only with respect
to the output neuron that corresponds to the selected action.
Concretely, the loss function of the ANN was designed as:
2
i
X h
L̂(w) ,
Ĝw (s)
−r ,
(39)
(s,a,r)∈D

IA (a)

where r̂ = Ĝw (s) is the ANN’s prediction vector with
the card(A) reward values, therefore, [r̂]IA (a) is a scalar
prediction of the reward for the action s actually taken.
The proposed algorithmic steps for training the ANN-based
reward-prediction controller are included in Algorithm 3.
2) DQN: The performance of the proposed multi-armed
bandits algorithm has been compared to the well-known DQN
algorithm, which was described in Section III-C1 and serves

Algorithm 3 Neural -Greedy Algorithm Solving OP 1 in (11)
Require: Probability  of selecting a random action, rewardprediction ANN Ĝw with initial parameters w, learning
rate α, final time step T , and update interval t0 .
1: Initialize D ← ∅.
2: Observe initial state s1 from the environment.
3: for t = 1, 2, . . . , T do
4:
Get the
prediction r̂t = Ĝw (st ).
U(A)
with probability 
5:
at ← argmax{[r̂ ]
}
with
probability 1 − 
t IA (a)

a∈A

6:
7:
8:
9:
10:
11:
12:
13:
14:
15:

Feed at to the environment to observe st+1 and rt .
Store D ← D ∪ {(st , at , rt )}.
if mod(t, t0 ) = 0 then
Compute L̂(w) from (39).
Perform w0 ← w − α∇w L̂(w).
Update Ĝw ← Ĝw0 .
Reset D ← ∅.
end if
end for
return Trained network Ĝw .
TABLE VI
H YPERPARAMETER VALUES FOR THE DQN A LGORITHM .

t0
α
Batch size
Gradient clipping threshold
Target network update interval
Target network temperature τ̂
Convolutional layer units
Convolution kernel width
Hidden fully connected layer units
Max-pooling patch width
Dropout probability

0.3
1
0.002
128
(−1000, 1000)
100
0.18
64, 64
5, 5
32, 32
4, 4
0.2

as a representative MDP-based DRL approach. Note that, even
though the formulation of Section IV-A lends itself to a contextual bandits application scenario, MDP-based approaches are
still applicable, since bandits problems can be seen as special
cases of MDPs with time horizon T = 1. The intention behind
such a comparison is to numerically investigate whether the
added computational complexity, in terms of ANN requirements and hyperparameter tuning, brought by a state-of-the-art
MDP-based DRL algorithm offers any benefits over the more
simplistic approach based on multi-armed bandits.
For a fair complexity comparison with the proposed DRL
approach, we incorporated in DQN a Q-network identical to
the reward-prediction ANN of the Neural -greedy algorithm.
It is noted here that DQN uses two independent copies
of this network. The considered parameters for the DQN
algorithm are given in Table VI. The values of the parameters
for both methods were determined by a hyper-optimization
tuning algorithm over a set of possible values (specifically,
Bayesian optimization [198]), considering a simple scenario
for computational purposes.
3) Random and Optimal Schemes: To ascertain the
applicability of the proposed and benchmark DRL methods
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as intelligent orchestration controllers for the investigated
RIS-empowered smart radio environments, we make use of
the following baseline and upper-bound approaches: i) The
“Random policy” that chooses the RIS phase profiles and the
BS precoders at random at every coherence time interval; and
ii) the “Optimal policy” which computes, at every time step,
the best action from the available ones, through exhaustively
searching among all available RIS phase profiles and BS
precoding matrices for the ones that maximize the achievable
sum-rate performance.
4) UCB: Acquiring observations in the form of CSI estimations may be a demanding task, in terms of time and computational resources, in certain practical wireless communication
systems, especially during the deployment phase of any (D)RL
algorithm (in contrast to the training phase). For this reason,
it is important to investigate whether the considered (D)RLbased approaches are capable of retaining a remarkable portion
of their performance in application scenarios without the
demanding availability of CSI observations; for example, using
only the feedback of SINR measurements from the UEs for
the reward computation. The proposed multi-armed bandits
formulation is actually applicable for this limited-feedback
case (i.e., K real values instead of Ntot (K + NT ) + KNT
complex channel coefficients), as described in Section III-D.
In fact, the SINR values directly yield the reward via (37) or
(38), which implies that, for this simple RL formulation, only
the individual rewards (i.e., rates, and consequently, SINRs)
determine the decision-making process (i.e., the selected actions). Note that, for the proposed Neural -greedy algorithm,
we have used the contextual version of multi-armed bandits,
which requires both the CSI observations and the feedback
of the individual rewards for learning the actions’ selection
policy. Similarly holds for the DQN algorithm.
For the purpose of comparing the proposed Neural -greedy
algorithm against an observation-free approach, we employ the
simple UCB heuristic strategy given by (31), which selects
the action that has the highest upper bound estimate of the
average gain associated with it. The running averages for each
action are then computed via (29), and are initialized randomly
to make the algorithm capable to explore the environment
for the first few coherent time steps. The UCB algorithm
requires only a single parameter c that controls the width of
the confidence intervals, which was empirically set to 0.6 for
our experimentation process. It is noted that this parameter
depends, in general, on various features of the problem (e.g.,
scale and variances of the reward values).
B. Simulation Setup
In all figures that follow, we have considered a BS with
NT = 4 antennas, whose downlink communication with
K = 2 single-antenna UEs was enabled by M = 2 identical
RISs, which were placed close to the UEs. The positions of
the latter were sampled at random and kept fixed throughout
the numerical evaluation process. To lay emphasis on the
capability of RISs to enable wireless communications, we
considered the presence of a blocker that obstructed each BSUEk link, i.e., the respective coefficients of the direct channel

TABLE VII
PARAMETERS ’ S ETTING U SED IN THE S IMULATION R ESULTS .
BS coordinates (m)
RIS1 coordinates (m)
RIS2 coordinates (m)
UE1 coordinates (m)
UE2 coordinates (m)
NT
K
card(V)
κ1 , κ2
P
σk2 (equal for all UEs)
f
Ngroup
Ntot
Ncontrol
card(A)
dim(st )

(10, 5, 2)
(7.5, 13, 2)
(12.5, 13, 2)
(8.775, 14.394, 1.634)
(9.648, 13.281, 1.632)
4
2
4
30 dB
40 dBm
−110 dBm
5 GHz
16
{32, 48, 64, 80, 160}
{2, 4, 6, 8, 10}
{16, 64, 256, 1024, 4096}
{400, 784, 1168, 1552, 1936}

vectors h1 and h2 were set to zero. The rest of the parameters
used in the performance evaluations are included in Table VII.
As discussed in Section II, the design objective of the
proposed multi-RIS-empowered smart wireless environment
is to maximize the sum-rate performance, i.e., solve OP 1 in
(11), by allowing the orchestration controller (i.e., the agent)
to observe the channel matrices per coherent time interval,
and accordingly, configure the profiles of the RISs along
with the selection of the BS precoding matrix. Cases with
and without the constraint in (11c) for the individual rate
requests have been investigated. We have considered a number
of setups varying the total number of RIS unit elements (i.e.,
meta-atoms), in order to primarily investigate the performance
of our DRL approach as the action space increases. The
simulated BS precoding codebook comprised 4 unit-power
beams, i.e., card(V) = 4, which correspond to the columns
of the 2 × 2 Discrete Fourier Transform (DFT) matrix. We
allocated the first (last) two columns of this matrix as the
available precoding vectors for the first (second) UE. Similar
to other works in the field (e.g., [153], [154]), we have also
made the assumption that the meta-atoms of each RIS are
controlled in groups of Ngroup = 16, so that all elements
of the group are set with the same configuration. We will
be referring to the total number of meta-atoms that can be
independently controlled as Ncontrol throughout this section
(i.e., Ncontrol , Ntot /Ngroup ). It is noted that this implementation decision is expected to have a small adverse effect on
the attained performance of all simulated methods, however, it
vastly decreases the dimensionality of the combinatorial action
space, rendering the ANN training, realized at the controller
of the smart wireless environment, computationally tractable.
For both our simulated DRL-based orchestration controllers,
namely the Neural -greedy and DQN algorithms, we have
used a training period (i.e., number of IID channel realizations,
each corresponding to a coherent time step) equal to the number of actions card(A) multiplied by 50 in each trial. Their
performance was then assessed by computing the average sum
rate over 300 time steps, during which the controller acted
with its deterministically greedy learned policy (i.e., without
selecting a random action with probability ). To avoid extreme
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Fig. 7. Average sum-rate performance in bps/Hz versus the total number of
RIS elements, Ntot , for each of the M = 2 identical RISs and the size of the
action space, card(A), achievable by the Neural -greedy, DQN, and UCB
algorithms. The sum-rate curves of the random selection and optimal schemes
are also demonstrated.

initializations for the ANN parameters of the DRL approaches
(see Algorithm 3) with the above evaluation strategy, we
have performed averaging over 5 different trials. Note that
depending on the intended application, the training process
might continue indefinitely, in which case, the controller needs
to be evaluated at certain intervals using its exploration policy.
For the baseline random and the optimal schemes, we have
computed the average sum rates at the beginning of each trial
using 300 IID channel realizations.
C. Sum-Rate Results versus the Size of the Action Space
As discussed in Section IV-A, and particularly from the
definition of the action space vector in (32), the action space
increases exponentially with the number of the phase-tunable
RIS meta-atoms. This implies that the number of observations
required for the DRL-based approaches to associate observations to approximately optimal actions will ultimately lead to
intractable training times. Consider a toy example, using the
parameters in Table VII, with only one group of meta-atoms
per RIS, i.e., Ntot = 32 elements, and 16 different actions,
taking also the selection of the BS precoding matrix under
consideration. Adding one phased-controllable group in each
RIS, up to a total of 10 groups, leads to 160 meta-atoms and
an action space including 4096 choices. Obviously, the action
space can be extensively large even with RISs having metaatoms with the lowest possible phase resolution b = 1.
The achievable average sum rates for the simulation setup
described in Table VII, using all considered orchestration
methods for solving OP 1 without the constraint in (11c)
for the individual rate requests, are depicted in Fig. 7 as
functions of the number Ntot of the meta-atoms for each
RIS and the size card(A) of the action space. The same
results are also included in Fig. 8 in a normalized manner, by

0.0

32
64
96
128
160
Total number of RIS unit elements (Ntot )

Fig. 8. The average sum rates of the Neural -greedy, DQN, and UCB
algorithms, as well as of the random selection scheme illustrated in Fig. 7
when normalized over the sum-rate performance of the optimal scheme.

dividing each method’s sum rate by the rate of the optimal
scheme for all considered Ntot and card(A) values. As
observed in both figures, all RL methods far outperform the
random selection policy for all considered cases. It is also
evident that, both DRL methods are capable of maintaining
sum rates higher than about 80% of the optimal rates in
all cases, while being able to converge to the optimal RIS
phase configurations in the simplest case of 32 meta-atoms per
RIS. In fact, the proposed Neural -greedy method and DQN
exhibit identical performance, confirming our hypothesis: in
smart wireless environments with IID channel realizations,
bandit algorithms are akin to state-of-the-art MDP-based DRL
approaches. Interestingly enough, the performance of our
simple UCB method is capable to consistently outperform
the baseline random selection policy, while being reasonably
close to both DRL algorithms, even without relying on CSI
observations. Nevertheless, a decreasing trend in the relative
performance (w.r.t. the optimal sum rates) can be inferred from
Fig. 8 with increasing values for Ntot and card(A), which
we expect to continue in cases where the sizes of the RISs
increase.
D. Sum-Rate Results versus the Transmit Power
The observation and action spaces, defined in our DRL
formulation in Section IV-A, are independent of the choice
of the BS transmit power budget P . However, it is apparent
from the SINR expression in (4) that the transmit power
affects the reward values (see (37) and (38)) collected by the
controller. Similar to Fig. 8, in Fig. 9, we demonstrate the
normalized achievable sum-rate performance versus different
P values and Ntot = card(A) = 64 for the Neural -greedy,
DQN, and UCB approaches, as well as the random selection
scheme. It is depicted that the considered DRL algorithms (i.e.,
the proposed Neural -greedy and DQN) perform similarly,
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Fig. 9. Average sum-rate performance in bps/Hz versus the transmit power
P in dBm for the Neural -greedy, DQN, and UCB algorithms, as well as the
random selection scheme, normalized over the sum-rate performance of the
optimal scheme. We have considered M = 2 identical RISs with each having
Ntot = 32 meta-atoms, resulting in an action space of size card(A) = 64.

achieving around 75% of the optimum performance, nearly
irrespective of the tested values for P . It is also shown that the
performance of our UCB algorithm improves with increasing
P , ranging from around 45% of the optimum sum-rate at
P = 10 dBm to around 70% when P = 50 dBm. Interestingly,
for the latter large P value, our simple RL method attains
almost equal sum rate with both considered DRL methods.
This implies that the average values of favorable actions
become more easily discriminated from the expected rates of
the on-average unfavorable ones. Finally, it can be observed
that all considered (D)RL algorithms outperform the random
selection scheme, whose normalized sum rate depends on the
transmit power P , but is always below the 45% of the optimum
achievable sum-rate performance.
E. Reward Results versus the Size of the Action Space
By solving OP 1 with the constraint in (11c) for the per
UE rate requests, Fig. 10 illustrates the average reward values
obtained using (38) as functions of the Ntot for each RIS
and card(A), similar to Fig. 7. In this figure, we used the
same simulation parameters with Figs. 7 and 8 and set both
R1req , and R2req appearing in (11c) equal to 0.4 bps/Hz; this
rate value corresponds to about half the optimal achievable
rate when Ntot = 32. As clearly shown, the achieved reward
with the random selection policy falls below zero for all
investigated cases, indicating that the selected combinations
of RIS phase profiles and BS precoders do not meet the UEs’
rate requests. It is also demonstrated that the optimal policy
attains lower average rewards than the achievable sum rates in
Fig. 7, which witnesses that, at certain channel realizations,
the UE rate requests cannot be satisfied. For this problem
formulation including the constraints (11c), it is interestingly
shown in the figure that the performance of the proposed
UCB method is at the same levels with that of the DRL
methods, i.e., the proposed Neural -greedy algorithm and

64
96
128
Total number of RIS unit elements (Ntot )

160

Fig. 10. Average rewards using (38) for all proposed and benchmark
orchestration methods versus the total number of RIS meta-atoms, Ntot , for
each of the M = 2 identical RISs and the size of the action space, card(A).

DQN. We attribute this to the fact that the scale of the
reward values is now larger, due to the introduction of negative
values in (38), thus facilitating the detection of actions of poor
quality. More importantly, a decreasing trend is apparent on
the performance of the considered methods, signifying that
the respective orchestration mechanisms are less efficient than
those in Fig. 7 in learning the environment. It can be finally
concluded from Fig. 10, due to the positive average reward
values, that all methods, expect the baseline random scheme,
are successful in satisfying the per UE rate constraints.
F. Orchestration with Partial CSI Observability
The observation of the evolving states of the wireless
environment from the orchestration controller, via the collection of the CSI vectors in (33), is one of the key practical
challenges with the proposed DRL formulation, as presented
in Section V-B. The role of the controller is to associate the
CSI observations to desirable RIS phase configurations. In
practice, the associated computational cost and latency induced
by the exchange of pilot signals for reliable CSI estimation
are important considerations in deploying the proposed multiRIS-empowered smart wireless environment. Therefore, it is
essential for the envisioned DRL-based controller to rely on
more efficient types of environmental observations.
In this subsection, we compare the performance of the
considered orchestration methods between the original full CSI
availability case and another case of partial CSI observability,
according to which the wireless propagation environment
includes strong LOS components and the controller possesses
the AoDs between each RIS and the UEs. The AoDs between
the BS and each RIS are also assumed known due to the known
placement of the RISs and the BS position. In the context of
the latter partial CSI case, we do not deal with the problem of
accurately estimating the angular channel parameters, instead
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G. Methods’ Execution Time Comparison
To complement the asymptotic time complexities of the
DRL algorithms discussed in Section III-E, we herein quantify
the execution time of each considered method in the simulation setup presented in Section VI-B. For this evaluation,
we have used a desktop computer with an Intel i5-8400
processor, 16 GB of RAM, and an NVidia GTX-1060 with
a 6 GB VRAM, and the DRL algorithms were implemented
in Tensorflow11 . The mean execution time in time steps per
second for all simulated methods is given in Table VIII. As
it can be concluded from the comparison of the two DRL
11 The code for the performance results presented in this paper is available
at: https://github.com/NoesysLab/DRL RIS Tutorial.
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UCB

0.7
0.6
Normalized sum rate

we assume computationally and sensingly autonomous RISs
(e.g., [72], [111], [116], [119]).
Up to this point (see Section VI-B with the simulation
setup), static UEs with fixed positions have been considered.
To properly evaluate the AoD-based partial CSI observability
case, we consider the following mobility scenario: two UEs
are moving with a standard walking speed of 1.4 m/s in
straight-line trajectories, angled at 45◦ and −45◦ , respectively,
with respect to the x axis. When their displacement from
their starting positions exceeds 2m, they turn around and
move to the opposite directions. The channel coherence time
in this setup is approximately 6 ms, which constitutes one
time step in our DRL formulation. The rest of the simulation
parameters and the algorithmic settings remain as described
in the previous subsections, with the following exception
regarding the structure of the ANNs employed by the DRL
algorithms. Since, the dimension of the observation space is
small enough, the two convolutional and max-pooling layers
are not needed. Instead, they are all replaced by one fully
connected layer of 32 units. Since the sum rates depended
on the positions of the UEs, we evaluated the considered
algorithms (including the benchmark schemes) at 15 evenlyspaced intervals during the training process, each consisted of
300 time steps (i.e., CSI realizations), and we considered the
average achievable sum-rate performance across all intervals.
The comparison of the sum rates between the full and partial
CSI observation cases, when considering the DRL methods
Neural -greedy and DQN, are illustrated in Fig. 11 for the
setups with Ntot = {64, 128} total numbers of RIS unit
elements. The performance of the proposed UCB method is
also included, which constitutes an RL algorithm that does
not rely on any type of environmental observation. More
specifically, the individual rewards serve as feedback on the
selected actions. As depicted in the figure, the normalized
performances of the proposed Neural -greedy and the DQN
algorithms are similar when CSI observations are involved.
Interestingly, the former is also shown to perform equally
well when the observations are consisted of AoDs. Conversely,
DQN exhibits a noticeable decrease in performance when
using partial, instead of full CSI, observations. It is finally
shown that the normalized performance of the UCB method
decreases more rapidly, compared to the DRL methods, as
Ntot increases.

0.5
0.4
0.3
0.2
0.1
0.0

Fig. 11. The average sum rates of the Neural -greedy, DQN, and UCB
algorithms, as well as of the random selection scheme, when normalized
versus the sum-rate performance of the optimal scheme. The DRL algorithms
have been evaluated for both the full and partial CSI observation cases,
considering a scenario with two mobile UEs and two values for the total
number of RIS meta-atoms, Ntot . The vertical error bars in the figure indicate
the respective standard deviations.

algorithms, DQN is slower than Neural -greedy, since the
former adopts an additional (second) neural network. However,
both algorithms exhibit performance metrics of the same order
of magnitude. It is also shown that the UCB method is
considerably faster, rivaling the performance of the baseline
random selection scheme. Evidently, the optimal scheme (i.e.,
exhaustive search) runs faster than both DRL methods in the
setups with the smaller action spaces, although it becomes
prohibitively expensive as the sizes of the RISs increase. A
further interesting result that can be inferred from the table is
that the execution time of both DRL methods does not increase
significantly for large numbers Ntot of the RISs’ meta-atoms.
This behavior is justified by the parallel computing capabilities
of the utilized GPU.
VII. C ONCLUSIONS
In this paper, focusing on the emerging RIS technology for
programmable propagation of information-bearing signals in
the era of beyond 5G wireless communications, we studied
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TABLE VIII
E XECUTION T IME OF THE C ONSIDERED M ETHODS IN T IME S TEPS PER
S ECOND .
Ntot
32
64
96
128
160

Neural -greedy
72
61
58
55
48

DQN
45
33
31
25
24

UCB
2603
2100
1532
726
651

Optimal
493
112
28
6
1

Random
3012
2489
1744
661
188

the dynamic orchestration of the promising, but challenging,
multi-RIS-empowered smart wireless environments by means
of state-of-the-art DRL methods. Our comprehensive treatment
included a description of a generic model for such communication systems, which encompasses various crucial aspects of
reconfigurable radio wave propagation. A thorough theoretical
introduction of the RL area was provided to illuminate the
basic principles, categorization, and applicability scenarios
of the most prominent DRL algorithms, with emphasis on
those deployed in the wireless communications field. We
then described the exemplar sum-rate maximization problem
via a quite general DRL formulation, that aligns itself with
the existing literature. Relevant works were discussed and
taxonomized, in order to give a clear overview of the adoption
of the DRL approaches designed by the community working
on RISs and RIS-empowered smart wireless environments.
The literature overview has been accompanied by a discussion
on fundamental challenges, key opportunities, and important
future directions of this evolving research area.
Apart from the survey intention of this paper, our technical
contribution lied in the alternative treatment of the online sumrate maximization objective as a multi-armed bandits problem,
instead of the MDP-inspired DRL formulations typically found
in the field. The proposed framework leveraged the fact that,
at any time instant, the design parameters of the multi-RISenabled smart wireless environment (i.e., the RIS phase profiles and the BS precoding matrix) have no effect on the state
of the environment (i.e., the channel gain matrices) of the next
time instant. Our extensive numerical evaluations showcased
that the proposed multi-armed bandits orchestration controller
is capable of attaining increased performance in a number of
setups. Interestingly, this achievable performance is similar to
DQN-based orchestration, but with simpler implementation,
and consequently, faster execution time. We also presented a
simple UCB strategy, selecting the action that has the highest
upper bound estimate of the average gain associated with it,
which did not require CSI observability, but relied on the
feedback of SINR measurements for the reward computation.
It was demonstrated that this simple orchestration scheme
performs sufficiently close to the considered DRL algorithms
in certain scenarios, while always outperforming the baseline
random selection scheme.
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