This article proposes a joint modeling framework for longitudinal insomnia measurements and a stochastic smoking cessation process in the presence of a latent permanent quitting state (i.e., 'cure'). We use a generalized linear mixed-effects model and a stochastic mixed-effects model for the longitudinal measurements of insomnia symptom and for the smoking cessation process, respectively. We link these two models together via the latent random effects. We develop a Bayesian framework and Markov Chain Monte Carlo algorithm to obtain the parameter estimates. We formulate and compute the likelihood functions involving time-dependent covariates. We explore the within-subject correlation between insomnia and smoking processes. We apply the proposed methodology to simulation studies and the motivating dataset, that is, the Alpha-Tocopherol, Beta-Carotene Lung Cancer Prevention study, a large longitudinal cohort study of smokers from Finland.
Introduction
Insomnia is the most commonly reported sleep problem, which affects millions of individuals worldwide, giving rise to emotional distress, daytime fatigue, and loss of productivity. With the reported prevalence of insomnia ranging anywhere from 10% to 50% in the general population [1] [2] [3] , the number of affected individuals could be quite large. The association between cigarette smoking and insomnia has been reported [4] [5] [6] [7] . First of all, the stimulant effects of nicotine in cigarette contribute to insomnia. Conversely, if smoking cessation is initiated, insomnia is one of the common cigarette withdrawal symptoms. In addition, insomnia could play a role in the motivation to smoke. The clear understanding of the relationship between cigarette smoking and insomnia has important clinical and public health implications. If smoking is causally related to insomnia, smoking cessation interventions have the potential to significantly reduce the occurrence of insomnia and the associated decrement in functioning [5] . The objectives of this article are to characterize the feedback of insomnia upon smoking while accounting for other covariates [8] and to give insight into the potential correlation between the probability of having insomnia and the smoking transition probabilities.
This article is motivated by the Alpha-Tocopherol, Beta-Carotene (ATBC) Lung Cancer Prevention study, a large longitudinal study with 26; 215 current smokers sponsored by National Cancer Institute. Each individual was followed 5 to 8 years and had a clinic visit every 4 months. At each visit, each individual was asked about their smoking status and health status since the last visit. Specifically, smoking status and insomnia status were defined by the questions 'Have you smoked since your last visit?' and 'Have you had the symptom or trouble of insomnia since your last visit?', respectively. The details of this study can be found in ATBC Study Group [9] . The smoking patterns alternate between smoking and nonsmoking states with sojourn time in each state differs within and across individuals. The presence of long trailing nonsmoking intervals before censoring in some individuals indicates the potential existence of permanent quitting. To fully model the stochastic nature of the complex smoking patterns, Luo et al. [10] proposed a discrete-time mixed-effects model with three states: smoking, transient cessation (temporarily nonsmoking with subsequent relapse), and permanent cessation (lifelong smoke-free, latent state due to censoring). Random subject-specific transition probabilities among these three states were used to account for the between-subject variability. Luo et al. [10] developed a computationally fast method of maximizing the marginal likelihood obtained by integrating over the Beta distribution of the transition probabilities among three states. Luo et al. [11] used a different modeling framework to provide subject-specific prediction and correlation among the transition probabilities that cannot be obtained in Luo et al. [10] .
While the previous works [10, 11] provided important model development and inference and presented interesting scientific findings, the transition probabilities among smoking states were assumed timeindependent by including only the baseline covariates, and the modeling frameworks did not account for the dynamic correlation structure of the smoking and insomnia processes. This article proposes a modeling framework for the joint analysis of the longitudinal insomnia process and the stochastic smoking cessation process with a latent cured state (permanent quitting). We use a generalized linear mixed-effects model for the insomnia process and a stochastic mixed-effects model for the smoking process. The correlation between these two processes is modeled via latent random effects. We develop a Bayesian framework and Markov Chain Monte Carlo (MCMC) simulations for parameter estimation. The inclusion of time-dependent covariates allows the smoking transition probabilities, and the probability of insomnia varies at different visits and hence extends the functionality of the models proposed in the previous works [10, 11] . This model enhancement is important and useful in assisting policy making and intervention assessment. For example, we expect the smoking transition probabilities to change after an effective smoking cessation program. We can evaluate the effects of this program via the parameter corresponding to the indicator variable of attending the program. In addition, we can characterize the feedback of one process upon another by including the response of one process in modeling another process while accounting for other covariates. We have posted the R codes to simulate and analyze data at the Web Supplement ‡ . We organize the rest of the article as follows. Section 2 describes the joint model and the Bayesian inference procedure. Section 3 includes simulation studies to evaluate the performance of the joint model under various inter-process correlations. We apply the joint model to the ATBC study dataset in Section 4. Section 5 provides some concluding remarks.
The joint modeling framework

Exploring the correlation between two response variables
We can display the smoking and insomnia patterns in time plots as Figure 1 , in which S and N denote smoking and nonsmoking intervals, respectively, and D and D denote insomnia and non-insomnia, respectively. We define a quit attempt as the nonsmoking interval immediately after smoking intervals, for example, the first, third, and sixth nonsmoking intervals in Figure 1 . The second nonsmoking interval is not a new quit attempt because it does not follow a smoking interval. Similarly, we define a relapse Figure 1 . The smoking and insomnia patterns of one individual with S and N denoting smoking and nonsmoking, respectively, and D and D denoting insomnia and non-insomnia, respectively. The symbols before V 0 denote the baseline smoking and insomnia statuses.
S. LUO to smoking as the smoking interval immediately after nonsmoking intervals, for example, the third and fifth smoking intervals in Figure 1 . Next, we explore the correlation between two time-varying variables smoking and insomnia. Let y i1;t (1 if smoke, 0 otherwise) and y i2;t (1 if insomnia, 0 otherwise) be the smoking and insomnia statuses of individual i (i D 1; : : : ; m, m is the total number of individuals) at visit t (t D 0; : : : ; v i , where 0 is baseline visit and v i is individual i's total number of follow-up visits), respectively. Let y i denote individual i's outcome variable vector including both smoking and insomnia processes across all visits. We compute the correlation at each time lag k by using logarithm of odds ratio (OR) defined as
is the total number of occurrences of y i1;t k D a and y i2;t D b of individual i for t D 0; : : : ; v i C k if k < 0 and for t D k; : : : ; v i if k > 0. For example, the individual displayed in Figure 1 has Table I displays the log OR and the p-values under different time lags k computed from 2849 individuals in the ATBC dataset who made at least one quit attempt and had at least one interval with insomnia symptom. It suggests that the correlation peaks at small lags, that is, 1, 0, and 1, and decreases as the time lag increases. The negative sign in log OR at negative lags indicates that insomnia at the previous visits is associated with nonsmoking at the current visit, while the negative sign at positive lags indicates that smoking at the previous visits is associated with non-insomnia at the current visit. Smoking and insomnia are strongly correlated under small lags as indicated by the extremely small p-values; for example, p D 1:50e 18 at lag 1 and p D 1:83e 18 at lag 1. Therefore, it is essential to consider the association between smoking and insomnia.
The joint model
This section first illustrates a three-state discrete-time stochastic process with P ij;t , j D 1; 2; 3, denoting individual i's transition probabilities at visit t , as in Figure 2 . This process distinguishes transient quitting state (temporarily nonsmoking with subsequent relapse) from permanent quitting state (lifelong smoke-free, latent state due to censoring) because the processes describing them are different and the identification and quantification of the risk factors associated with permanent quitting are more relevant to smoking cessation and public health. Because all individuals in the ATBC study were smokers at baseline, let the stochastic process start from the smoking state. When individual i is in the smoking state, he makes quit attempts at visit t with probability P i1;t . Conditional on making a quit attempt at visit t , the individual may become a permanent quitter with probability P i3;tC1 at visit t C 1. With probability 1 P i3;tC1 , the individual enters the transient quitting state at visit t C 1, from which he has probability P i2;tC1 to relapse back to the smoking state at visit t C 1. For example, the individual in Figure 1 makes a quit attempt at visit 2 (t D 2) with probability P i1;2 . With probability 1 P i3;3 , he enters transient quitting state at visit 3, from which he sustains at visit 3 with probability 1 P i2;3 , and relapses back to smoking at visit 4 with probability P i2;4 . Conditional on the transition probability P ij;t , the transition to the next state is determined only by the current state and the previous state. 
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Insomnia Pattern Figure 3 . The partitioned smoking and insomnia patterns with I and II denoting type I and II geometric processes, respectively, and B denoting unsuccessful quit attempt.
We can describe this modeling structure by using two types of geometric processes corresponding to the sojourn time distributions in the smoking and nonsmoking states. The first type (Type I) of geometric process describes the number of smoking intervals before the next quit attempt. After a quit attempt is made, the individual becomes permanent quitter with probability P i3;tC1 . The second type (Type II) of geometric process models the number of nonsmoking intervals before the next relapse, conditional on being in a transient quitting state. Figure 3 displays the partition of the stochastic smoking pattern and the longitudinal insomnia pattern of the individual in Figure 1 . Visits 1 to 3 are modeled as a Type I geometric processes (denoted by I). The individual has an unsuccessful quit attempt (denoted by B) at visit 3 and enters the transient quitting state, which lasts until visit 5 (denoted by II). Conditional on having a relapse at visit 4, the individual transitions again into a Type I process at visit 5. The modeling continues using the same rules.
We construct the likelihood of the smoking pattern for individual i (denoted by L i1 ) by multiplying the likelihood contribution of both types of processes. For example, the likelihood of the smoking pattern for the individual in Figure 3 is L i1 D .1 P i1;0 /.1 P i1;1 /P i1;2 .1 P i3;3 /.1 P i2;3 /P i2;4 .1 P i1;5 /P i1; 6 .1 P i3;7 /.1 P i2;7 /.1 P i2;8 /P i2;9 .1 P i1;10 /P i1;11 f.1 P i 3;12 /.1 P i 2;12 /.1 P i 2;13 /.1 P i 2;14 / C P i 3;12 g:
The term P i 3;12 at the end accounts for the probability of being a permanent quitter at visit 12.
Let P i4;t be the probability of individual i having insomnia at visit t (referred to as the insomnia probability). Under conditional independence assumption (conditional on the random effect, u i4 , P i4;t 1 , and P i4;t 2 are independent for t 1 ¤ t 2 ), we obtain the likelihood of the insomnia pattern for individual i (denoted by L i2 ) by multiplying the insomnia probabilities at all visits. For example, the likelihood of the insomnia pattern for the individual in Figure 3 is L i2 D .1 P i4;0 /.1 P i4;1 /P i4;2 .1 P i4;3 /P i4;4 P i4;5 .1 P i4;6 / .1 P i4;7 /P i4;8 .1 P i4;9 / P i 4;10 .1 P i 4;11 / .1 P i 4;12 /P i 4;13 P i 4;14 :
For notational ease, the probability vector is denoted by
, where P ij D .P ij;1 ; : : : ; P ij;v i / 0 . The joint model for the smoking and insomnia processes has two sub-models.
g j .P ij;t jx ij;t ; y i2;t 1 ; u ij / D x ij;tˇj 0 Cˇj 1 y i2;t 1 C u ij for j D 1; 2; 3I g 4 .P i4;t jx i4;t ; y i1;t 1 ; u i4 / D x i4;tˇ40 Cˇ4 1 y i1;t 1 C u i4 ;
where the vectors x ij;t and x i4;t are covariate vectors that may include time-dependent covariates and can share part of or all the covariates, y i1;t 1 and y i2;t 1 are the smoking and insomnia statuses at visit t 1, respectively, u ij and u i4 are random effects, and g. / are link functions. Let g 1 . / and g 2 . / be the complementary log-log link function and g 3 . / and g 4 . / be the logit link function. We use the complementary log-log link function to make the transition probabilities between smoking and transient quitting states analogous to hazard functions in a discrete-time proportional hazards model [12] .
To model the feedback effect, we include a single lagged covariate with the lag value being one [13] . Specifically,ˇj 1 denotes the feedback effect of the insomnia symptom at visit t 1 (y i2;t 1 ) on the smoking transition probability P ij;t at visit t conditional on the covariate vector x ij;t and the random effect u ij . Similarly,ˇ4 1 represents the feedback effect of smoking at visit t 1 (y i1;t 1 ) on the insomnia probability at visit t conditional on the covariate vector x i4;t and the random effect u i4 . For notational ease, the coefficient vector is denoted byˇD .ˇ0 1 ;ˇ0 2 ;ˇ0 3 ;ˇ0 4 / 0 , whereˇ0 j D .ˇ0 j 0 ;ˇj 1 / for j D 1; 2; 3,
For individual i, let x i denote the covariate information, and let the multivariate random effect vector be u i D .u i1 ; u i2 ; u i3 ; u i4 / 0 . We link the two sub-models in (1) via the random effect vector u i , which is assumed to be independent and identically distributed with normal probability density function u i j † N 4 .0; †/, where † is a 4 4 covariance matrix with the (l, m)th entry denoted by ¢ lm . As pointed out by Molenberghs and Verbeke [14, Chap. 25 .2], a special case of this model specification for random effects is the shared parameter model, which assumes the same set of random effects for both smoking and insomnia outcomes in this context. While the shared parameter model has relatively lower dimension of the random effects distribution when compared to the previous model, it is based on much stronger assumptions about the association between outcomes, which is difficult to validate in this application.
The joint modeling framework has accounted for three sources of correlation, that is, intra-process correlation (measurements from the same process at different visits), inter-process correlation (measurements from different processes at the same visit), and cross-process correlation (measurement from different processes at different visits). The intra-process correlation is modeled by the process-specific random effect u i . The inter-process correlation is modeled by the association between u i1 , u i2 , u i3 , and u i4 through three covariance parameters ¢ 41 , ¢ 42 , and ¢ 43 . If the covariance parameters are significantly different from zero, it indicates the existence of the inter-process correlation. Finally, the cross-process correlation is modeled by the single lagged covariates y i1;t 1 and y i2;t 1 , as well as three covariance parameters ¢ 41 , ¢ 42 , and ¢ 43 .
It is assumed that the smoking process is independent of the insomnia process, conditional on the covariates and the random effect vector u i . The observed likelihood conditional on
Because this integral cannot be evaluated analytically, we can obtain the samples of the parameter vectorˆby using the Bayesian inference framework via MCMC simulations introduced in Section 2.3.
Bayesian inference
This section proposes a Bayesian approach for the model inference. We use noninformative priors for the parameter vectors. Each component in the coefficient vectorˇis independently assigned normal N.0; 100/ prior distribution. For the ease of sampling for †, we use an approach based on the Cholesky decomposition [15] . Let † D 0 , where is a lower triangular matrix with ! lm being the .l; m/th entry for 1 6 m 6 l 6 4 and zero entries above the main diagonal. Consider a latent vector z i D . ! jl ! kl , 1 6 j; k 6 4, where j^k D min.j; k/. We impose uniform(0, 10) prior distribution on ! l l to ensure non-negativity and N(0, 100) prior distribution on ! lm when l ¤ m to allow for possible negative correlation. For notational ease, let vectors ¢ and ! denote the entries in the lower triangular part of the matrices † and , respectively, and let vector D . 21 ; 31 ; 32 ; 41 ; 42 ; 43 / denote the pairwise correlation coefficients among the components of the random effects vector u i .
The joint distribution of the data and parameters is
where P .ˇ/, and P .!/ are the prior distributions ofˇand !, respectively. The full conditional distributions are derived and the parameters are sampled component-wise using a random walk To assess the convergence of the MCMC chains, we use the trace plots and view the absence of apparent trend in the plots as evidence of convergence. In addition, we run multiple chains with overdispersed initial values and compute the Gelman-Rubin scale reduction statistics b R ensure b R of all parameters are smaller than 1:1 [16] . We assess the length of the burn-in by trace plots and autocorrelation for each parameter.
Simulation studies
In this section, we conduct two simulation studies to compare the performance of the proposed joint model and a separate model, that is, separately fitting a three-state stochastic process model for the smoking pattern and a generalized linear mixed model (GLMM) for the longitudinal insomnia process. In the first simulation study, there is no inter-process correlation (i.e., 41 ; 42 ; 43 D 0), while in the second simulation study, there exists large inter-process correlation. In both simulation studies, we generate 500 datasets with sample size m D 10; 000 and with data structure similar to the ATBC dataset. We consider the case where the smoking transition probabilities only depend on the insomnia status at the last visit and the insomnia probability only depends on the smoking status at the last visit. We generate no missing data. We generate the smoking and insomnia processes by using the following algorithm.
(1) For individual i, simulate the total visit number from a normal distribution with mean 14:2 and standard deviation 6:3 because it resembles the distribution of the number of follow-up visits in the ATBC study. Round the total visit number to the closest integer if it is larger than 1 and round it to 1 if it is smaller than 1. for the first simulation study. (4) Conditional on smoking at visit t 1, simulate the insomnia status at visit t from a Bernoulli distribution with probability P i4;t , and simulate the smoking status at visit t from a Bernoulli distribution with probability P i1;t . (5) Conditional on making a quit attempt at visit t , simulate the quitting status as follows.
(a) With probability P i3;tC1 , the individual becomes a permanent quitter, and all the remaining visits are nonsmoking. Simulate the insomnia status at the remaining visits with probability P i4;tC1 . (b) With probability 1 P i3;tC1 , the individual becomes a transient quitter. The smoking and insomnia statuses at visit t C 1 are simulated with probability P i2;tC1 and P i4;tC1 , respectively. (6) Compute P ij;t C1 for j D 1; 2; 3 and P i4;tC1 at visit tC1 conditional on the smoking and insomnia statuses at visit t . (7) Repeat Steps 4, 5, and 6 until a smoking pattern and an insomnia pattern are generated for each individual.
We apply the Bayesian framework in Section 2.3 to obtain samples from the posterior distributions of the parameters of interest. For each dataset in both simulation studies, we run three parallel chains with overdispersed initial values. We run each chain for 50; 000 iterations, discard the first 20; 000 iterations as a burn-in, and use the next 30; 000 samples to calculate the joint posterior distribution of the parameters of interest.
We compare the results of the separate model and the joint model of the first simulation study with no inter-process correlation in Table II . In this table, we label the average of the posterior means minus the true values as bias, the square root of the average of the variances as SE, the standard deviation of the posterior means as SD, the coverage probabilities of 95% equal-tail credible intervals (CI) as CP, and the square root of the average of the squares of the bias as root mean square error (RMSE). The results suggest that two methods generate comparable results; that is, the bias is negligible, SE is close to SD, the credible interval coverage probabilities are reasonably close to 95%, and RMSE is comparable. The estimates of 41 , 42 , and 43 from the joint model are correctly close to zero although the standard errors of 42 and 43 are slightly underestimated, which leads to conservative credible intervals and the coverage probability being smaller than the nominal value. Table III displays the results of the second simulation study with large inter-process correlation. The results from the joint model indicate that the estimates of all parameters, including the inter-process correlation coefficients, have negligible bias, SE being close to SD. The coverage probabilities of 95% credible intervals are all reasonably around the nominal value. In contrast, the separate model gives biased estimates, low coverage probabilities, and larger RMSE for the insomnia effect in modeling the smoking transition probabilities (ˇ1 1 ,ˇ2 1 , andˇ3 1 , shown in boldface), due to ignoring the inter-process correlation, and the consequent information loss. There is no apparent difference in the estimation of the longitudinal insomnia process comparing the separate model to the joint model. From the simulation studies, the conclusion is that the joint model provides results comparable to the separate model when there is no inter-process correlation, while it provides more accurate estimates for the smoking process than the separate model when the inter-process correlation is large.
Application to the Alpha-Tocopherol, Beta-Carotene study
In this section, we apply the proposed joint model and the Bayesian inference framework to the motivating ATBC dataset. For all the results in this section, we use three parallel chains with overdispersed initial values, and we run each chain for 150; 000 iterations. We discard the first 50; 000 iterations as burn-in, and the inference is based on the remaining 100; 000 iterations. We compare the results from the separate model and from the joint model.
We fit models with the following covariates: smoking or insomnia status at the last visit, and baseline covariates including age, years of smoking, cigarettes per day, alcohol consumption (g/day), and inhalation (yes/no). Table IV shows the estimation results with a negative sign indicating a smaller probability of having a certain event. It is observed that the joint model and the separate model give different estimates (highlighted in boldface) for the insomnia effect in modeling the smoking transition probabilities, although the same set of parameters are identified for significance by both models. For example, conditional on the random effect u i1 , both models indicate that individuals with insomnia at the last visit have higher probability to make quit attempts than those without insomnia. In addition, conditional on u i2 and u i3 , the joint model results suggest that insomnia at the last visit is associated with higher probability of relapse and permanent quitting given the quit attempts, while the separate model results suggest the association in opposite direction. The differences between the results from the joint model and the separate model might be explained by the significant high negative inter-process correlation coefficients The joint model and the separate model produce similar results for other parameters in terms of means, standard deviations, and 95% CIs and identified similar set of significant covariates. The rows labeled P i1 in Table IV display the results of modeling the probability of making quit attempts at a given visit. We conclude that conditional on the random effect u i1 , individuals with insomnia at the last visit or older individuals are more likely to make quit attempts, while years of smoking, cigarettes per day, and alcohol consumption are negatively associated with the probability of making quit attempts. The rows labeled P i2 in Table IV display the results of modeling the probability of relapsing at a given visit for individuals in the transient quitting stage. It suggests that conditional on the random effect u i2 , individuals who smoke more cigarettes per day are less likely to relapse once they make quit attempts. This unexpected results have been identified and reported in the previous works [10, 11] . The rows labeled P i3 in Table IV display the results of modeling the probability of permanent quitting at a certain visit. 
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Conditional on the random effect u i3 , individuals with longer smoking history are more likely to be permanent quitter once quit attempt are made; that is, the OR of permanent quitting for an increase of 8:4 years of smoking history (i.e., one standard deviation) is 1.162 (95% CI: OE1:026; 1:317), holding other covariates fixed. The rows labeled P i4 in Table IV display the results of modeling the probability of insomnia at a certain visit. Conditional on the random effect u i4 , smoking at the last visit is negatively associated with the insomnia probability, while age, years of smoking, cigarettes per day, alcohol consumption, and inhalation show positive association.
The data analysis results suggest the existence of a feedback system. First, conditional on the random effect u i1 , the complement probability of making quit attempts for individuals with insomnia at the last visit is the complement probability for those without insomnia raised to the power 1:324 (95% CI: OE1:219; 1:436). Moreover, conditional on the random effect u i4 , the OR of having insomnia for individuals who did not smoke at the last visit is 1:477 (95% CI: OE1:398; 1:576), compared with those who smoked. Hence, insomnia increases the likelihood of making quit attempts, which further increases the risk of future insomnia in a feedback cycle. These results of the feedback system are consistent with the negative smoking and insomnia correlations displayed in Table I .
Our model identifies a high negative correlation between P i1 and P i3 ( 31 ), and a relative high positive correlation between P i2 and P i3 ( 32 ). We now provide some insight about these high correlations. Consider b 31 first. There are 1501 long-term sustainers (individuals who sustained at least 40 months until censoring) who are more likely to be permanent quitters and hence have high P i3 . Among them, 1453 (96.8%) made only one quit attempt. The association of high P i3 (long trailing nonsmoking intervals) with small P i1 (only one quit attempt) leads to high negative 31 . Consider b 32 next. The 1115 relapsers (individuals who made at least one quit attempt but did not sustain until censoring) had an average smoke-free interval of 2:56 visits (10:2 months) before next relapse. The association of small P i3 (relapse frequently with not trailing nonsmoking interval) and small P i2 (long smoke-free interval) leads to high positive 32 .
Table IV displays strong correlation between the stochastic smoking process and the longitudinal insomnia process, for example, high negative correlation between P i1 and P i4 ( 41 ), between P i2 and P i4 ( 42 ), and between P i3 and P i4 ( 43 ). Here, we provide some insight into this interesting phenomenon. Let us first consider b 41 . There are 6034 ever quitters (individuals who made at least one quit attempt) and 20; 181 never quitters (individuals who never made any quit attempts). In our model, the ever quitters are more likely to have larger probabilities of making quit attempts. The empirical estimate of probability of insomnia is smaller among ever quitters than among never quitters (i.e., mean: 0:131 vs. 0:144; p < 0:001). The association of larger probabilities of making quit attempts and smaller probabilities of insomnia indicates negative correlation of 41 . Next, we consider b 42 . There are 15; 757 non-insomnia individuals (individuals who never had insomnia) and 10; 458 insomnia individuals (individuals who had insomnia at least one visit). In our model, non-insomnia individuals are more likely to have smaller probabilities of insomnia than the insomnia individuals. Among them, there are 3495 and 2539 individuals who made at least one quit attempt, respectively. The non-insomnia individuals have shorter smoke-free intervals before relapse than the insomnia individuals (i.e., 0:6 vs. 2:2 months; p < 0:001). The association of smaller probabilities of insomnia and higher relapse probabilities P i2 (shorter smoke-free intervals) indicates negative correlation of 42 . At last, we consider b 43 . There are 1501 long-term sustainers and 1115 relapsers. In our model, the long-term sustainers are more likely to have higher permanent quitting probabilities than the relapsers. The empirical estimate of probability of insomnia is smaller among long-term sustainers than relapsers (i.e., mean: 0:124 vs. 0:140; p D 0:10). The association of higher permanent quitting probabilities with smaller probabilities of insomnia indicates negative correlation.
Discussion
In this article, we propose a joint model and a Bayesian approach to analyze the longitudinal insomnia process and the stochastic smoking process with a latent cure state. By combining the information from the longitudinal data, the joint model improves the accuracy of the parameter estimates compared with the separate model and provides similar precision, when strong inter-process correlation exists. On the other hand, the joint model produces comparable results to the separate model when there is no inter-process correlation. Our joint model extends the functionality of the modeling framework in Luo et al. [11] by including time-dependent covariates and by accounting for the correlation between the subject-specific smoking transition probabilities and the insomnia probability. Consequently, we identify significant negative correlation between the smoking and insomnia processes. An important but previously unknown finding is the existence of a feedback system between insomnia and smoking; for example, insomnia at the last visit increases the likelihood of making quit attempts at the current visit, which further increases the risk of future insomnia in a feedback cycle. In addition, insomnia at the last visit has shown significant positive association with the probability of making quit attempts but insignificant positive association with the probabilities of relapse and permanent quitting given the quit attempts.
The proposed joint modeling framework is attractive in several respects. First, the joint model provides correction of potential biases in the separate model when the insomnia and smoking processes are strongly correlated. Second, the joint model accounts for and provides insight into the within-subject correlation between the insomnia and the smoking processes. Third, we develop a method to formulate and calculate the likelihood function involving time-dependent covariates. To the best of our knowledge, this article is the first one to propose a joint model for a stochastic process and a longitudinal outcome with time-dependent covariates. Computationally, the proposed Bayesian inference method can account for high-dimensional random effects, and it also allows incorporation of prior information.
The proposed joint model is flexible enough to address many questions of scientific interest. For example, if it is of interest to jointly model more longitudinal measurements of diseases with the smoking process, we could expand P i4;t in model (1) to a vector of probabilities with each component representing the probability of the presence of each disease. Additionally, we can incorporate more timedependent covariates (e.g., the participation of a smoking cessation program or the increase of cigarette tax) into the model to estimate the effects of these covariates.
The smoking and insomnia information in the ATBC dataset is based on 4-month interval, and visitto-visit transitions of smoking status are modeled while some recent articles on the analysis of smoking cessation data modeled the smoking transition in a more continuous manner [17, 18] . One limitation of the proposed model is that the cross-process correlation is modeled by the single lagged covariates and the covariance parameters 41 , 42 , and 43 . It is difficult to distinguish the contribution of each source. We will address this issue in our future research. Another issue is the normality assumption of random effects in our joint model. Some researchers [19, 20] have reported that the statistical inference is generally robust to the departure from the normality assumption. It is of interest to investigate our joint model's performance when the underlying random effects distribution is symmetric non-normal or even asymmetric. Moreover, we assume the random effects covariance matrix to be homogeneous (same for all individuals). However, the covariance matrix may depend on subject-specific characteristics and is thus heterogeneous. Ignoring the heterogeneity can result in biased estimates [21, 22] . As a future direction, we would address the issue of accounting for heterogeneity in the covariance matrix in the proposed joint modeling framework.
