Abstract-A finite-time attitude synchronization problem is considered in this paper where the rotation of each rigid body is expressed using the axis-angle representation. One simple discontinuous and distributed controller using the vectorized signum function is proposed. This controller only involves the sign of the state differences of adjacent neighbors. In order to avoid the singularity introduced by the axis-angular representation, an extra constraint is added to the initial condition. It is proved that for some initial conditions, the control law achieves finite-time attitude synchronization. One simulated example is provided to verify the usage of the control protocol designed in this paper.
I. INTRODUCTION
Motivated by aerospace developments in the middle of the last century [6] , [14] , the rigid-body attitude control has attracted considerable attentions with many promising applications such as aircraft attitude control [2] , [25] , spacial grabbing technology of manipulators [18] , target surveillance by unmanned vehicles [20] , camera calibration in computer vision [17] . Furthermore, the configuration space of rigidbody attitudes is a compact non-Euclidean manifold SO (3) , which poses more theoretical challenges for the attitude system control [3] .
Following many notable results on the control for a single attitude, in last decades the coordination of multiple attitudes has been of high interest. Based on a passivity approach, [21] proposed a consensus control protocol for multiple rigid bodies with attitudes represented by modified Rodrigues parameters. As the attitude system evolves in SO(3) a compact manifold without a boundary, there exist no continuous control law to achieve globally asymptotic stability in closedloop system. In [24] , a proposed methodology based on axis-angle representation obtains almost global asymptotic consensus for attitude synchronization. Besides these agreement results, [15] , [23] provided distributed control for the cooperative formation in attitude space.
Among all the studies about attitude synchronization, finite time convergence problem is an important topic and has been mainly studied using continuous control protocols, see e.g., [11] , [26] . In this paper we shall focus on the finite time attitude synchronization problem using discontinuous control laws. The discontinuous strategy is motivated by the success of binary controller using signum function in the scalar multi-agent systems, see e.g. [7] , [16] , [9] , [13] . Nonsmooth analysis is employed to prove the finite-time synchronization rigorously.
The structure of the paper is as follows. In Section II, we introduce some terminologies and notations in the context of graph theory and stability analysis of discontinuous dynamical systems. Section III presents the problem formulation of finite time consensus problem. The main result of the stability analysis of the finite time convergence are presented in Section IV. In Section V, one example is demonstrated to verify the main result and to show the limitation of it. Then the conclusion follows.
The notation used in this paper is collected here. Notation. With R − and R 0 we denote the sets of negative and nonnegative real numbers respectively. The ith row of a matrix M is denoted as M i . For any matrix M , we denote M ⊗ I asM and M i ⊗ I asM i . The vectors e 1 , e 2 , . . . , e n denote the canonical basis of R n . The set SO(3) = {R ∈ R 3×3 : RR = I, det R = 1}. The vector space of real n by n skew symmetric matrices is denoted as so(3). The vector 1 denotes a column vector with all components equal to one. For any number a ∈ R, the sign function is defined as
For vectors, the signum function is defined componentwisely in this paper. · p denotes the p -norm and the 2 -norm is sometimes denoted simply as · without subscript.
II. PRELIMINARIES
In this section, we briefly review some essentials from rigid body attitude, graph theory, as can be found in, e.g., [4] , [5] , and give some definitions and notations regarding Filippov solutions.
For any real matrix A ∈ R n×n , its exponential e A is a well-defined matrix.
Lemma 1. The exponential map
is surjective.
For any p ∈ R 3 andp given aŝ
the Rodrigues' formula shows that
where θ = p 2 . In other words, ep is the rotation matrix through an angle θ anticlockwise about the axis spanned by p. For R ∈ SO(3) with R = I 3 , the inverse of exponential map (4) is given as
where θ = arccos(
1 R 2 ) F where · F is the Frobenius norm for the matrix. (4), respectively. We call the representation of a matrix in SO (3) in R 3 as its axis-angle representation.
Proposition 2 (Euler). Any orientation R ∈ SO(3) is equivalent to a rotation about a fixed axis
An undirected graph G = (I, E) consists of a finite set of nodes I = {1, 2, . . . , n} and a set of edges E ⊂ I × I of unordered pairs of I. To any edge (i, j) ∈ E, we associate a weight w ij > 0. Next, we say that a graph G is connected if, for any two nodes i and j, there exists a sequence of edges that connects them. If the edges are ordered pairs of I, the graph G is called a directed graph, or digraph for short. An edge of a digraph G is denoted by (i, j) (with i = j) representing the tail vertex i and the head vertex j of this edge. A digraph is completely specified by its incidence matrix B ∈ R n×m , where |E| = m, with B ij equal to −1 if the jth edge is towards vertex i, and equal to 1 if the jth edge is originating from vertex i, and 0 otherwise. The incidence matrix for undirected graphs is defined by adding arbitrary orientations to the edges of the graph.
In the remainder of this section we give definitions and notation regarding Filippov solutions (see, e.g., [12] , [10] ) that will be used in this paper. Let X be a map from R n to R n and let 2 R n denote the collection of all subsets of
where B(x, δ) is the open ball centered at x with radius δ > 0, S is a subset of R n , μ denotes the Lebesgue measure and co{X } denotes the convex closure of a set X . If X is continuous at x, then F
[X](x) contains only the point X(x).
Property 3 (Calculus for F, [19] ). The following properties hold for the Filippov set-valued map (6) :
where
for almost all
is not the result of the truncation of another solution with a larger interval of definition. Since the Filippov solutions of a discontinuous system (11) are not necessarily unique, we need to specify two types of invariant set. A set R ⊂ R n is called weakly invariant for (11) if, for each x 0 ∈ R, at least one maximal solution of (11) with initial condition x 0 is contained in R. Similarly, R ⊂ R n is called strongly invariant for (11) if, for each x 0 ∈ R, every maximal solution of (11) with initial condition x 0 is contained in R. For more details, see [10] , [12] .
Let f be a map from R n to R. We say that the function f is regular at x as in [8] . In particular, a convex function is regular (see e.g., [8] ).
If V : R n → R is locally Lipschitz, then its generalized gradient ∂V :
where ∇ denotes the gradient operator, Ω f ⊂ R n denotes the set of points where V fails to be differentiable and S ⊂ R n is a set of measure zero that can be arbitrarily chosen to simplify the computation. Namely, the resulting set ∂V (x) is independent of the choice of S [8] .
Given a set-valued map F :
If F takes convex and compact values, then for each x, L F f (x) is a closed and bounded interval in R, possibly empty.
The following result is a generalization of LaSalle's invariance principle for discontinuous differential equations (11) with non-smooth Lyapunov functions.
Theorem 4 (LaSalle Invariance Principle, [9] ). Let V : R n → R be a locally Lipschitz and regular function. Let S ⊂ R n be compact and strongly invariant for (11) and assume that max
0 for all x ∈ S, where we define max ∅ = −∞. Let
Then, all solutions x : [0, ∞) → R n of (11) with x(0) ∈ S converge to the largest weakly invariant set M contained in
Moreover, if the set M consists of a finite number of points, then the limit of each solution starting in S exists and is an element of M .
A result on finite-time convergence is stated next, which will form the basis for our results on finite-time consensus.
Proposition 5 ([9]). Under the same assumptions as in
,V is attained in finite time.
III. BASIC MODEL
Consider a multi-agent system composed by n rigid bodies. Denote I = {1, 2, . . . , n}. Suppose the communication network among the agents is an undirected connected graph denoted as G with n nodes and m edges.
Let R i (t) ∈ SO(3) be the attitude matrix of rigid body i, and the corresponding axis-angle representation x i ∈ R 3 is given asx
The kinematics of x i is given bẏ
where ω i is the angular velocity of rigid body i relative to the initial frame F W resolved in body frame F i , and the transition matrix L xi is defined as
where sinc(α) is defined such that α sinc(α) = sin(α) and sinc(0) = 1. The proof can be found in [22] . We note that for
is concave and
Notice that L xi is Lipschitz on B r (0) for any r < π (see [24] ).
System (17) can be written in a compact form aṡ
By defining the consensus space as
we say the states of the system converge to consensus in finite time if for any initial condition there exists a time t * > 0 such that x = [x 1 , . . . , x n ] converge to a static vector in C as t → t * . In this paper, we shall design the control input u i such that the states of the system (19) converge to consensus in finite time. Our method is motivated by a type of discontinuous protocols which fell into one major category of finite time consensus actuator, see e.g., [7] , [9] , [13] . As a result of introducing discontinuity, we shall understand the trajectories of the final closed-loop in the sense of Filippov.
IV. CONTROLLER DESIGN: ABSOLUTE ROTATION CASE
In this section, we shall construct one controller which can guarantee the finite time synchronization for the system (19) . We propose the following discontinuous control protocol
where the sign function is taken component-wise and N i is the set of the neighbors of agent i. Notice that the control law only uses coarse information which is in the similar flavor of binary control [7] . Now the closed loop is obtained by using (22) and (19) 
The stacked version of system (23) can be written aṡ
where B is the incidence matrix of the underlying graph andB = B ⊗ I 3 . To handle the discontinuity of the right hand side of (23), we understand the solution in the sense of Filippov; namely, as solutions of the following differential
where the second equality is based on Property 3 4) and the fact that L xi is continuous for x i ∈ [0, π). By using the Property 3, we can enlarge the differential inclusion F 1 as follows:
where (B ) i is the ith row ofB and the set-valued function F[sign] is defined as
One problem we shall try to avoid for the implementation of control law (22) is the singularity of the axis-angular representation of SO(3) at π. The following lemma provides some strongly invariant sets that will not exhibit this singularity.
2 is strongly invariant for the differential inclusion (25) . Moreover, all the solutions of (25) converge to consensus asymptotically.
Proof. We will employ the Lyapunov functions V (x) =
, which is regular, to show the conclusion holds for the bigger inclusion F 2 .
Since V is smooth, the set-valued Lie-derivative
where the last equality is implied by the fact that L xi is welldefined when x i < 2π, which is satisfied by the elements in S(C), and
which indicates that the sum of the norm is not increasing along the trajectories when C < 4π 2 . Hence the set S(C) is strongly invariant. Notice that the boundedness of the trajectories is also guaranteed.
Finally, by Theorem 4, we have that the Filippov solution of system (25) will asymptotically converge to the set
which is equivalent to the set C. Then the conclusion follows.
As we have seen in Lemma 6, the set S(C) which is defined for the sum of the 2 norm of all the states. Hence if C > π 2 , the max i x i , i ∈ I might be larger than π along the evolution. As we shall show in Section V, this is indeed the case. This phenomenon introduces singularity to the axis-angular representation. Therefore, the method we develop in this paper can only apply to the case where the initial condition of (25) belongs to S(C) with C < π 2 . This is equivalent to assume that the initial rotation of the agents is close enough to the origin in SO(3), namely
2 . Now we formulate our main result as follows. Proof. The assumption of the initial rotation is equivalent to x(0) ∈ S(C) with C < π 2 . By Lemma 6, we have that S(C) is strongly invariant, which implies that x i (t) < π for all i ∈ I and t 0.
Theorem 7. Assume that the underlying graph G is connected and the initial rotations of the agents satisfy
In this proof we use the Lyapunov function
which is convex, hence regular. By definition, the generalized gradient of V is given as
Now the set-valued Lie derivative L F1 V (x) is given as
Next, let Ψ be defined as 
for all t ∈ Ψ, such that the set L F1 V (x(t)) is nonempty for all t ∈ Ψ. For t ∈Ψ, we have that L F1 V (x(t)) is empty, and hence max L F1 V (x(t)) = −∞ < 0 by definition. Therefore, we only consider t ∈ Ψ in the rest of the proof.
This implies that ∀a ∈ L F1 V (x), there existsν such that
Since the vectorν ∈ ∂V (x), then we have for any a ∈
We shall show finite time convergence for the case that x / ∈ C. Without loss of the generality, we assume that the first coordinations of x i , i ∈ I are not synchronized. Denote the set α 1 
Furthermore, for any a ∈ L F1 V (x), equation (37) should hold for all ζ ∈BF[sign(B x)](x), then it should also hold for ζ =ν. This implies that
where λ min is the minimum eigenvalue of all the symmetric part of L xi , i.e., L 
V. SIMULATION
In this section we demonstrate the main result by an example. Consider the system (19) with x i ∈ R 3 defined on the graph given as in Fig. 1 .
In the first scenario we consider the case that the initial condition x i (0), i ∈ I belongs to the set S(C) with C < π 2 . The trajectories of system (25) is depicted in Fig. 2 . Here we can see that the closed-loop achieves finite-time consensus. The evolution of the Lyapunov function V (x) = x i x i is shown in Fig. 3 . Next, we show that if the initial conditions belong to S(C) but only with C > π 2 , the singularity will exhibit, namely max i∈I x i 2 > π. In Fig. 4 , we plot the evolution of max i∈I x i 2 along the trajectories of system (25) . It can be seen that controller (22) makes the maximum norm of x i increase from a number less than π to a number larger than it. This introduces the singularity. 
VI. CONCLUSION
In this paper, we consider the finite-time attitude synchronization problem of a networked rigid bodies system. Motivated by the success of the binary control, we design one distributed discontinuous controller using the signum function. Nonsmooth analysis is employed to prove the stability. However the constraints on the initial condition, namely the initial rotations have to be closed enough to the origin SO (3) , limits the application of this controller. Future work will address the more general case, i.e., allowing the initial condition to be arbitrary in B I (π) in SO (3) .
