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Let (M, w) be a compact symplectic manifold with a Hamiltonian action of a compact Lie group K. Suppose that 
0 is a regular value of the moment map ,u: M + Lie(K)*, so that the Marsden-Weinstein reduction 
Mrcd = p(- ‘(0)/K is a symplectic orbifold. In our earlier paper (Quart. J. Math., 47,1996) we proved a formula (the 
residue formula) for qOeBo[MrCd] for any no E H*(M,,,), where o,, is the induced symplectic form on Mre& This 
formula is given in terms of the restrictions of classes in the equivariant cohomology H+(M) of M to the 
components of the fixed point set of a maximal torus T in M. 
In this paper, we consider a line bundle Y on M for which cl(Y) = w. If M is given a K-invariant complex 
structure compatible with w we may apply the residue formula when no is the Todd class of Mrcd to obtain 
a formula for the Riemann-Roth number RR@‘,,,) of the induced line bundle _Y_,, on Mrcd when K acts freely on 
p- i (0). More generally when 0 is a regular value of p, so that MIcd is an orbifold and Yrcd is an orbifold bundle, 
Kawasaki’s Riemann-Roth theorem for orbifolds can be applied, in combination with the residue formula. Using 
the holomorphic Lefschetz formula we similarly obtain a formula for the K-invariant Riemann-Roth number 
RRK(Y) of Y. We show that the formulae obtained for RR(Y,,,) and RRR(Y) are almost identical and in many 
circumstances (including when K is a torus) are the same. Thus in these circumstances a special case of the residue 
formula is equivalent o the conjecture of Guillemin and Stemberg (Invent. Math. 67 (1982), 515-538) (proved in 
various degrees of generality by Guillemin and Stemberg themselves and others including Sjamaar, Guillemin, 
Vergne and Meinrenken) that RR(Lfp.,,J = RRK(U). Copyright 0 1996 Elsevier Science Ltd 
1. INTRODUCTION 
Let M be a compact symplectic manifold with a Hamiltonian action of a compact 
connected Lie group K. Let T be a maximal torus of K, and let k and t denote the Lie 
algebras of K and T. Let o be the symplectic form on M, and let p: M + k* be a moment 
map for the action of K. The reduced space Mred is defined as 
Mred = P- 1 (0)/K. 
We shall assume throughout this paper that 0 is a regular value of p, so that Mred is 
a symplectic orbifold: it has at worst finite quotient singularities and the symplectic form 
w on M induces a symplectic form o. on Mred. 
Information about the cohomology of Mred may be obtained by using equivariant 
cohomology on M. In particular there is a natural surjective ring homomorphism [28] rcO: 
H$(M) + H*(Mred), where Hg(M) is the K-equivariant cohomology of M. The main result 
of [25] was the residue formula (Theorem 8.1), which for any q. E H*(M,,,) expresses the 
evaluation of rIoewo n the fundamental class of Mred in terms of the restrictions i$q to 
components F of the fixed point set of T in M of any class q E H:(M) which maps to 
q. under rco. The residue formula is an application of the localization theorem of Berline 
and Vergne, a result on the equivariant cohomology of torus actions [S], for which 
a topological proof was later given by Atiyah and Bott [3]. The residue formula is related to 
a result of Witten (the nonabelian localization theorem [40]): like the residue formula, 
Witten’s theorem expresses tfOemOIMred] in terms of data on M. 
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Suppose now that Y is a line bundle on M for which cl(Y) = w, with an action of K on 
9 compatible with the chosen moment map ~1 (cf: [16,6.5.1]). If K acts freely on p-‘(O), we 
get a line bundle Yred on Mred whose first Chern class is wo, where o. is the induced 
symplectic form on Mr._+ In the more general case when the stabilizer in K of every 
x E p- ’ (0) is finite (this is equivalent o the assumption that 0 is a regular value of ,u), .Yred is 
only an orbifold bundle. 
Suppose also that J: TM H TM is an almost complex structure on M which satisfies 
for all x E M and i, 5 E T,M. If for each x E p-i(O) the restriction to the tangent space at 
x to the K-orbit Kx of the symmetric bilinear form o,(., J.) on T,M is nondegenerate (in 
particular, if w is a Klhler form), then J induces an almost complex structure on 
Mrcd compatible with the induced symplectic form oo. When M is a complex manifold and 
9 is a holomorphic line bundle one can define the quantizations A? and Xrcd as virtual 
vector spaces 
Z = ejFO( - lY’H’(M, 9) (1) 
and 
xrcd = 8 j > o( - lY‘H’(Mrec~, yred (2) 
(at least modulo overall signs which reflect the differences between the symplectic and 
complex orientations). The space Z? is a virtual representation of K. The Riemann-Roth 
numbers RRK(9) and RR(P’,,J are then defined by 
R@(Y) = I( - l)idimHj(M, 9)’ 
j 2 0 
R%yred) = 1 ( - ly’dim@(Mred, zre ). 
i > 0 
(4) 
As has been observed by Guillemin [18] and Vergne [37] (see also Duistermaat’s detailed 
exposition in [14]), even when M is not complex, provided it is given an almost complex 
structure as above one can use a spin-@ Dirac operator to define RRK(Y) and RR@?&). 
In [22] Guillemin and Sternberg proved that if (M, o) is a Kahler manifold, if K acts 
freely on ~1~ ’ (0) and if 9 is sufficiently positive, then these two Riemann-Roth numbers are 
equal: 
RR(zPred) = RRK(y). (5) 
This statement was conjectured by Guillemin and Sternberg to hold more generally. It has 
been called the quantization conjecture: that quantization commutes with reduction. 
Let 1 E t* be a dominant weight of K which is a regular value of CL; its coadjoint orbit 
On can be given the usual Kirillov Kahler structure. By the standard “shifting trick”, the 
quantization conjecture applied to the product of M and the coadjoint orbit On with the 
opposite Kahler structure implies that the multiplicity of the irreducible representation with 
highest weight 1 in the virtual representation X is the Riemann-Roth number of the 
induced line bundle on the Marsden-Weinstein reduction 
of M at 1. This is the more general form in which Guillemin and Sternberg stated their 
conjecture. 
The quantization conjecture cannot, however, hold in the full generality discussed 
above: there are counterexamples (pointed out to us by M. Vergne) including the 
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tautological ine bundle on the complex projective line with its standard complex structure 
but minus its standard symplectic structure (see Section 6). 
In this paper we show the following: 
THEOREMS 6.2, 6.5, 6.8, COROLLARY 6.13. Suppose K is a compact connected group, 
acting in a Hamiltonian fashion on the symplectic manifold (M, w), with a moment map p: 
M + k* such that 0 is a regular value of u, and that _Y is a line bundle on M for which 
cl(Y) = CU. Then the Riemann-Roth numbers defined as above satisfy 
RRK(9) = RR(dP,ed) 
(up to a sign depending on orientation conventions) if any of the following conditions hold 
(i) K = T is a torus; or 
(ii) 0 is a regular value of the T-moment map pr and the line bundle _Y is replaced by 
_Y’for a sufficiently large positive integer n (in fact for any positive integer n such that the 
connected component containing 0 of the set of regular values of uT contains (l/n)(6 - w6)for all 
w in the Weyl group W of K, where 6 = ‘1 2 ?, o y is half the sum of the positive roots of K); or 
(iii) for each connected component F of thefixed point set MT of the action on M of the 
maximal torus T of K, the representation of T on the normal to F in M contains a copy of the 
adjoint representation of T on the complexijication of k/t. Only k/t, not its complexification, is 
needed if A? is replaced by LP for a sufficiently large n (and here it is enough for 0 and 
(ljn)(6 - WCS) to lie in the same connected component of the set of regular values of the 
K-moment map p for every w E W). 
When M has a K-invariant spin structure the canonical ine bundle K: on M has a square 
root JC”’ with a natural action of K and it is a standard procedure in the geometric 
quantization literature (e.g. [6, 24, 36, 411) to tensor the prequantum line bundle A? with 
K”*. Thus there is another version of the quantization conjecture (cf: [37]) 
In this paper we show that this form of the conjecture is also true under any of the 
conditions (i)-(iii) above (see Theorem 6.11 and Corollary 6.13). 
Our original motivation for considering Riemann-Roth numbers was to provide a link 
between the residue we had defined and more standard definitions of residues in algebraic 
geometry (such as the Grothendieck residue [23], cc Remark 3.9 below). We had defined the 
residue as the evaluation at 0 (suitably interpreted) of the Fourier transform of a particular 
function on t. We show in this paper (Proposition 3.4) that this residue can also be expressed 
as a sum of iterated one-dimensional residues. Moreover, the special cases that arise in 
computing RR(Yred) may be recast in terms of iterated residues of meromorphic forms on 
products of the Riemann sphere. Similar expressions arise when one computes RRK(9) by 
using the holomorphic Lefschetz formula to give a formula for the character x(k) of the 
action of an element k of K on Y? and then integrating X(k) over the group K to get the 
dimension of the K-invariant subspace *OK. 
Since we first began considering the application of the residue formula to 
Riemann-Roth numbers, several papers have appeared which extend the Guillemin- 
Sternberg result to a wider class of situations, and in which the main tool is localization in 
equivariant cohomology. There are now three alternative approaches, one due to Guillemin 
[18], one due to Vergne [37, 381 and the other [15, 321 using Lerman’s construction of 
“symplectic uts”. 
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Guillemin’s proof uses the residue formula to reduce the verification of (1.5) to a combi- 
natorial identity involving counting lattice points in polyhedra. Guillemin then observes 
that this identity is known when K is a torus acting in a quasi-free manner. Meinrenken has 
subsequently extended this proof to torus actions which need not be quasi-free [31], and 
more recently has found a proof for nonabelian actions 1321 using symplectic uts (see also 
[lS] for a very simple proof along these lines for circle actions). These proofs require the 
symmetric bilinear form defined on the fibres of the tangent bundle TM by the symplectic 
form and almost complex structure to be positive definite (i.e. to give a Riemannian metric 
on Af). In fact, given this positivity hypothesis, our argument shows easily that 
RRK(_Y) = RR(_YJ when K = W(2) or SO(3) (see Remark 6.9 below). 
Vergne [37] has given a different proof of the Guillemin-Sternberg conjecture when K is 
a torus, also using ideas based on localization in equivariant cohomology. Her proof does 
not require the existence of a K-invariant Kdhler structure on M or positivity hypotheses. 
Our earlier paper [26] covered the particular case when the group K has rank one. The 
basic ideas are the same as in this paper but only ordinary one-dimensional residues appear, 
which makes the arguments much more straightforward. 
The layout of this paper is as follows. In Section 2 we review some basic facts about 
equivariant cohomology, and find an equivariant cohomology class q on M mapping to the 
Todd class of Mred under the natural surjection rcO: Hf(M) + H*(M,,,& so that 
rlo = Td(M,,& 
In Section 3 we recall the residue formula of [25] (making a minor correction to it, as 
unfortunately it is not quite correctly stated in [25]) and reformulate it in terms of iterated 
one-variable residues instead of the multivariable residues of [25]. By the Riemann-Roth 
formula we have 
RR(yr,d) = vOeWo[Mredl? (6) 
provided Mred is a manifold, which is true if K acts freely on p- ‘(0); in the more general case 
RR(pr,d) is given by Kawasaki’s Riemann-Roth theorem for orbifolds. In Section 4 we 
apply the residue formula and Kawasaki’s theorem to express the right-hand side of (6) as 
a sum over the components of the fixed point set MT of T. In Section 5, we apply the 
holomorphic Lefschetz formula to obtain a similar fixed point sum for RRK(6p) and finally 
in Section 6 we find conditions under which the two expressions can be identified. 
2. PRELIMINARIES ON EQUIVARIANT COHOMOLOGY 
If M is a compact oriented manifold acted on by a compact connected Lie group K with 
maximal torus T, the K-equivariant cohomology H&M) of M may be identified with the 
cohomology of the following chain complex of equivariant differential forms on M (see 
Chapter 7 of [7]): 
Q;(M) = (S(k*)@Q*(M))K (7) 
with the differential* 
D = d - irx, (8) 
*This (nonstandard) definition of the equivariant cohomology differential is different from that used in [ZS] but 
consistent with that used in [40]. We have found it convenient o introduce this definition to obtain consistency 
with the formulae in Section 5. 
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where XM is the vector field on M generated by the action of X E k. (We take coefficients in 
the field of complex numbers throughout this paper.) Here the symmetric algebra S(k*) may 
be identified with the space of polynomial functions on the Lie algebra k, and thus elements 
of Q;(M) are polynomial functions on k with values in the De Rham complex Q*(M); we 
can call these equivariant differential forms on M. Degrees of elements of Cl;(M) are 
determined by assigning degree 2 to elements of k* and using the usual definition of degree 
on Q*(M). The natural map 
z~: H:(M) --+ H;(M) (9) 
which identifies H;(M) with the Weyl invariant part of H:(M) corresponds to the restric- 
tion map 
(S(k*) @!2*(M))K + S(t*) 0 R*(M). 
Note that the moment map p: M + k* may be interpreted as a linear function from k to 
Q’(M), and then U E Cl:(M) defined by 
satisfies DU = 0 and hence defines an equivariant cohomology class on M. 
We shall make use of equivariant characteristic lasses on M: for their definition see 
Section 7.1 of [7]. In particular we have chosen the lift of the K-action to the line bundle 
_Y so that the equivariant Chern character chk(P’) of _Y is the formal equivariant cohomol- 
ogy class e’ on M; i.e. 
chk(._%‘)(X) = ew+‘@*” (IO) 
where X is a parameter in k. 
Suppose F is a component of the fixed point set of the maximal torus T in M. We may 
(formally) decompose the normal bundle vF to F (using the splitting principle if necessary) as 
a sum of line bundles vF = @y= 1 VF,j, in such a way that T acts on vr, j with weight* BF,j E t*. 
The T-equivariant Euler class eF of the normal bundle vF is then defined for X E t by 
eF(X) = fi (C1(vF,j) + $F.jW)). 
j=l 
(11) 
Recall that the Todd class of a vector bundle V is given in terms of the Chern roots x1 by 
Td(T/) = n-j- = j 1 - eexj 1 Tdi(Vh 
i$O 
where Tdi is a homogeneous polynomial of degree i in the xj. Similarly the T-equivariant 
Todd class of the normal bundle vF is given for X E t by 
‘W(vdW) = n cl (VF, j) + iBF, j(X) 
j l-e- cI(yF.,) - %(X) . (12) 
We may also define the K-equivariant Todd class TdK(V) of any K-equivariant vector 
bundle V on M, and in particular the equivariant Todd class Tdk(M) = Td,(TM) of M. We 
have rM(TdK(V)) = Td,(V) and rM(chK(Z)) = chT(Y), where ry is the natural embedding 
5 Throughout this paper we shall use the convention that weights fiF. j E t* send the integer lattice A1 = Ker(exp: 
t -+ T) to z. 
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of H&U) into H:(M) introduced at (9). Moreover one may define the inverse equivariant 
Todd class 
(Td&‘(J’) = f ((TdK)-‘)j(v) 
j=O 
as the equivariant extension of the class Td-‘(V) given in terms of the Chern roots by 
T&‘(V) = l-+??. 
I Xl 
The surjective ring homomorphism IC o: Hit_(M) --, H*(Mred) mentioned in the introduc- 
tion is the composition of the restriction map from H;(M) to Hz(p- ‘(0)) and the natural 
isomorphism from H&-‘(O)) to H*(M,,,) which exists since K acts locally freely on p-‘(O) 
and we are working with cohomology with complex coefficients. This surjection is zero on 
E&(M) for any j 7 dim,(M& and so it makes sense to apply ICY to formal equivariant 
cohomology classes uch as the equivariant characteristic lasses we have been considering. 
PROPOSITION 2.1. We have 
~oPMW(T&) - ’ &ad 63 k:d) = Td(Mred, 
where no is the natural surjective ring homomorphism from HaM) to H*(M,,,). Here, ked 
denotes the product bundle M x k where k is equipped with the adjoint action of K, and 
k,* denotes the product bundle M x k* where k* is equipped with the coadjoint action of K. 
Proof The normal bundle v(p-‘(0)) to p-‘(O) (which is a submanifold of M since 0 is 
a regular value of p) is isomorphic as an equivariant bundle to k,* (since p: M + k* is an 
equivariant map). Moreover, when K acts freely on p-‘(O), we have the following decompo- 
sition of TM in terms of K-equivariant bundles: 
TM I/r-l(o) = T(P- ‘(0)) 8 k:d 
and T(,u- ‘(0)) = n*TMred @ kad where 71: p-r(O) -+ Mred is the natural projection. 0 
The following is an immediate consequence of (12): 
LEMMA 2.2. For X E t, the T-equivariant Todd class of kad 0 kzd is given by 
Y WI2 
TdT(kad @ka*)(X) = yIJo (1 _ eiy(x)) (1 _ e-iy(X)) 3 (13) 
where the product is over the positive roots” y of K. 
When K is abelian the bundle TdK(kad @ kzd) is equivariantly trivial as well as trivial, 
and so we have in this case 
~0 (TdrAXN = Td(&d). (14) 
t Here the roots of K are the nonzero weights of its complexified adjoint action. Recall the convention explained in 
footnote $ that weights /l E t* satisfy fl E Horn (A’, Z) rather than /I E Horn (A’, 2nZ). This definition of roots differs 
by a factor of 2x from the definition used in [25]: there the roots y satisfy r(A’) t 27% In the terminology of [ll, p. 
1851, the y used here are the real roots whereas the quantities 2xiy: t -+ iR are the infinitesimal roots. 
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We shall also use 
LEMMA 2.3. The restriction to any component F of the fixed point set MT of the 
T-equivariant Todd class TdT(M) decomposes as 
T&(M) IF(X) = ‘%(v,)(X) Td(F) 
where vr is the normal bundle to F in M. 
Proof This follows from the multiplicativity of the Todd class and the fact that the 
action of T on F is trivial. cl 
3. THE RESIDUE FORMULA REVISITED 
In this section we shall recall the main result (the residue formula, Theorem 8.1) of [25] 
and reexpress it using iterated one-variable residues instead of the multivariable residue 
defined in [25] (see Proposition 3.4 and Remark 3.6). 
Let T be a maximal torus of the compact connected Lie group K, and let t be its Lie 
algebra. Let W be the corresponding Weyl group. Let s be the dimension of K and let 1 be 
the dimension of T. Let 
nJ=l+ 
Y>O 
be the product of the positive roots of K, regarded as a polynomial function on t or t@@. 
We fix compatible invariant inner products and orientations on the Lie algebras k and 
t in the usual way. We have induced measures on k and t which we normalize by dividing by 
the induced volumes vol (K) and vol (T) of K and T. 
Let ,u~: A4 + t* be the composition of the moment map p: M + k* with the restriction 
map from k* to t*; then PT is a moment map for the action of T on M. In particular @T is 
constant on any connected component F of the fixed point set MT for the action of T on M. 
The residue formula of [25] takes the following form. Here and throughout this section 
we shall use the symplectic orientations on M and Mred. 
THEOREM 3.1. (Theorem 8.1 of [25], the residue formula.) Let n E L@(M) induce 
no E H*(M,,,). Then we have 
noemOIMred] = noCKres 
( 
m’(X) 1 r$[dX] 
> 
(15) 
FE.9 
where no is the order of the stabilizer in K of a generic point of p-‘(O), and the constantt CK is 
defined by 
.I 
” = (W,:ol(T)* 
(16) 
X is a variable on t @ @, and SP is the set of components of the fixed point set MT of the 
action of T on M. Zf F is one of these components the meromorphic function r% on t@@ is 
+ This constant differs by a factor of (2~4~‘i” from that of [25, Theorem 8.11. The factor of (24-’ is due to our 
different conventions on roots (see Footnote 11 above) and the factor of i” is due to our different conventions on the 
equivariant cohomology differential (see Footnote $ above). 
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deJned by 
r;l(_q = eW(F)(W s if M-W em) F eFcX) (17) 
with iF: F -+ M the inclusion and eF the T-equivariant Euler class of the normal bundle to F 
in M. 
Remark and Correction. In [25] it is stated incorrectly that no is the order of the 
subgroup of K which acts trivially on p- ’ (0) (i.e. the kernel of the action of K on no). In fact 
the proof of Theorem 8.1 of [25] requires no to be the order of the stabilizer in K of a generic 
point of p-r(O) (the relevant point being the proof of [25, Theorem 4.7 in Section 51). When 
K = T is abelian this is an equivalent statement, but in general it is not, as the example of 
the action of K = SU(2) on @tP3 (identified with the space of unordered sequences of three 
points on @Pr) shows: the kernel of the action of K on p-‘(O) is the centre f I of K, 
whereas the stabilizer in K of any point of ,C ‘(0) has order 12 (its quotient by the centre of 
K is isomorphic to the permutation group S,). 
Of course if ‘1 has degree equal to the (real) dimension of Mred then Theorem 3.1 gives us 
a formula for the evaluation qOIMred] of q. on the fundamental class of Mred. 
We still need to recall from Section 8 of [25] the definition of the multivariable residue 
map which appears in the formula (15). Its domain is a class of meromorphic differential 
forms on t @ @. It is a linear map, but in order to apply it separately to the individual terms 
in the residue formula some choices must be made which do not affect the residue of the 
whole sum. Once the choices have been made one finds that many of the terms in the sum 
contribute zero, and the formula can be rewritten as a sum over a certain subset T+ of the 
set $F of components of MT. When the dimension 1 of T is one and t is identified with R, we 
can take F+ to be the set of F E 9 such that the constant value ,aLT(F) taken by pr on F is 
positive, and we have 
qoewo[Mred] = noCKres(x=oja2(X) rg(X)dX 
> 
(18) 
where resCxZo, denotes the ordinary one-dimensional residue at 0 and X is the coordinate 
on t determined by the fixed inner product and orientation. 
To deal with the case when the dimension 1 of T is greater than one, we first note [25, 
2.71 that the reciprocal of the T-equivariant Euler class 6$(X) can be expressed in the form 
1 
---~ 
eF(X) j=l cl(vF,j) + @F,j(x) 
where fiF, 1, . . . > fiF,.Np are the weights of the action of T on the normal bundle to F in M, and 
cI(vF,l), *.*, cl(vF,.,,) E H’(F) are nilpotent. Thus the terms ar2(X)r$(X) appearing in the 
residue formula can all be expressed as finite sums of functions of the form 
ii(X) 
h(X) = q(X)e 
njN= 1 Bjlx) (19) 
where q(X) is a polynomial in X E t and A(X) and PI(X), ,,. , /IN(X) are linear 
functions of X. 
In order to define the residue of h(X) [dX] when h(X) has this form, we first choose an 
element r of t such that bj(l) # 0 for 1 <j < N. Then whenever pi(t) < 0 we can replace 
LOCALIZATION AND THE QUANTIZATION CONJECTURE 655 
flj by - flj and at the same time multiply q(X) by - 1, so that without loss of generality 
Bj(5) > O (20) 
for 1 < j < N. The residue of h(X) [dX] defined in Section 8 of [25] depends on such 
a choice of 5, or rather on the connected component containing < of 
(XEt: bj(X)#O,l <j<N}. 
This connected component is an open cone, A, in t. The assumption (20) is equivalent o the 
statement hat pl, . . . , /IN all lie in the dual cone of A in t*. 
In Section 8 of [25] a choice is also made of a bump function x, but it is shown that the 
residue is actually independent of this choice so we shall ignore it. We shall use the notation 
res4 instead of the notation resA*w used in [25]. 
Provided that I does not lie in any cone of dimension at most I- 1 in t* spanned by 
a subset of {fii, . . . , PN}, we can now define res*(h(X) [dX]). It is shown in Proposition 8.11 
of [25] that it satisfies the following properties, which determine it completely. 
PROPOSITION 3.2. Suppose that PI, . . . , flN E t* all lie in the dual cone of a (nonempty) open 
cone A in t. Suppose also that A E t* does not lie in any cone of dimension at most I- 1 spanned 
by a subset of(fll, . . . , /IN}. Let X = (X,, . . . , X,) be any system of coordinates on t. For any 
multi-index J = ( jl, . . . , j,), where j,, . . . , j, are nonnegative integers, let XJ = X+ . . . X#. 
Then re$ satisfies the following properties, which together with linearity determine it com- 
pletely. 
(0 If GL . . . , bN} does not span t* as a vector space then 
(ii) We have 
(iii) The limit 
lim res* 
xJeWX) [dx] 
s-10+ nj”= 1 BjCx) > 
is zero unless N - I.JI = 1 where JJI = j, + ... + j,. 
(iv) If N = 1 and {PI, . . . , PI} spans t* as a vector space then 
res 
,, 
unless il is in the cone spanned by (bl, . . . , fit>, or equivalently unless A = EC IAjflj with lj > 0 
for each j; and if I is in this cone then 
res 
where fl is an 1 x 1 matrix whose columns are the coordinates of #II, . . . , /I, with respect to any 
orthonormal basis oft defining the same orientation as /?I, . . . , #I,. 
Proof For the existence of res” satisfying these properties ee [25, Proposition 8.111. To 
see that these properties determine resh, note that if {al, . . . , flN) spans t* as a vector space, 
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then any coordinate X, may be expressed as 
Xk = du-w + ... + M&(X) 
for some constants cl, . . . , cN, and then 
Thus by induction on IJI, if N - I.JJ = 1 we can express 
xJe’“(W 
nf=lBjtx) 
as a linear combination of functions of the same form with .J = 0 and N = 1. cl 
As we saw above, we may assume without loss of generality that the terms of the form 
h(X)[dX] appearing in the residue formula all satisfy the condition in Proposition 3.2 that 
B r, . . . , flN all lie in the dual cone of a nonempty open cone A in t. On the other hand, it may 
happen that they fail to satisfy the condition that 1 is not in any cone of dimension at most 
1 - 1 in t* spanned by a subset of (fir, . . . , BN}. However, it is clear from Proposition 3.2 
that if h(X) is of the form (19) then res*(h(X) [dX]) is a piecewise polynomial function of 1, 
so it makes sense to define 
resPyA(h(X) [dX]) = ii-r+ resA(h(X)ei”P’X’[dX]) 
for any p et* such that res”(h(X) [dX]) is smooth as a function of 1 near 1 + sp for all 
sufficiently small s > 0. 
It is shown in [25] (see the remark following Proposition 8.9) that resh*P applied to the 
sum 
F;F m2(X) G(X) cw 
in the statement of the residue formula is independent of the choice of A and p, so we can 
denote the result by 
res 1 a’(X)ri(X) [dX]. 
FE9 
However, when applied to individual terms in the sum it does in general depend on A and p. 
We can express res* (and thus re@‘) in terms of iterated one-dimensional residues using 
the following definition. 
Dejiinition 3.3. Let f(z) be a meromorphic function of z E @ which can be expressed as 
a finite sum 
where gj(Z) is a rational function of z and ij E R - (0) for 1 <j < m. Then 
res: f(z) dz = C C res(gj (z)e”j’; z = b). 
A,>ObeC 
PROPOSITION 3.4. Let 
U(X) 
h(X) = d-we 
ny= 1 Bj(x) 
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for some polynomial function q(X) of X E t and some 2, PI, . . . , flnr E t*. Suppose that I is not 
in any proper subspace oft* spanned by a subset of (jl, . . . , /IN}. Let A be any nonempty open 
cone in t contained in some connected component of 
{X E t: flj(X) # 071 <j < N}. 
Then for a generic choice of coordinate system X = (XI, . . . , Xl) on t for which 
(0, . . . , 0,l) E A we have 
res”(h(X) [dX]) = Ares:, . . . resG,h(X)dXt . . . dXt 
where the variables X1, . . . , Xk_ 1 are held constant while calculating res$, and A is the 
determinant of any 1 x 1 matrix whose columns are the coordinates of an orthonormal basis of 
t defining the same orientation as the chosen coordinate system. 
Remark 3.5. (1) The precise conditions on the coordinate system required in the 
statement of this proposition are as follows. Let X = (X,, . . . , X,) be a coordinate system 
on t such that (0, . . . , 0,l) E A and Iz is not in any proper subspace of t* spanned by the 
union of {PI, . . . , flN} and the basis oft* defined by the coordinate system. We assume that 
if&+ 1, . . . ,jrE (1, . . . , N} are such that 
{X =(X,, . . . )X,) E t: x1 = *.* =X,=O}nx=O 
where 
x = ker&+, n . .. n kerflj, , 
so that x is a k-dimensional subspace of t on which (X,, . . . , X,) can be used as 
a coordinate system, then for any j E { 1, . . . , IV} the restriction 
does not take the value 0 on the element of % with coordinates 
WI, 1.. , X,) = (0, . . . 2 0, 1) 
in this coordinate system on ~7 unless fljlx is identically zero. 
(2) Since the definition of res: above was only for functions of a particular form, we 
must check that the iterated residue in the statement of the proposition is well defined. 
Suppose that pi(X) = bjtXt + 1.. + bjrXt for each j and n(X) = &Xl + ... + 1,Xr in 
a coordinate system satisfying the hypotheses of this proposition (including the conditions 
spelled out in Remark 3.5 (1) above). Then bjt # 0 for each j since 
(0, . . . 9 03 1) E AC{X Et: Bj(X) # 0) 
and AI # 0 by the hypotheses on I. Thus res_$,(h(X)dXt) is zero if ir < 0 and otherwise is the 
sum of the residues with respect to XI of 
at all the points of the form XI = - (bjlX1 + **. + bj,l_1Xt_t)/bjr for 1 <j <N. Let US 
consider the residue at X1 = - (bNIX1 + ... + bN,+ lXI_ JbNI. Without loss of generality 
we may suppose that there is some M such that bj is a scalar multiple of /IN if and only if 
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j > M. Then this residue is the evaluation at XI = - (bNIX1 + .‘_ + bN,I_lXI_l)/bNNI of 
1 dN-M- 1 q(X) ei”‘X’ 
(N-M-l)!dXrJ-“-’ nj<Mflj(X)nj>Mbjl > 
= c 
ro+ +r,=N-M-1 r,!... 
The term in this sum labelled by r,,, . . . , ry is of the form 
4(‘(x) eiW) 
XI = -(b,,X, + ... + b,v,,.,X,_,)/b,, 
for some polynomial g(X). It therefore has the same form as h(X) with I replaced by 1 - 1. 
Note that if Cj E [w for 1 < j d M then 
M 
= 
c .B( ‘J I 
X . . . 9 X1-1, - 
bNlXl + *.. + bN,l- 1X1- 1 
1, 
j=l b NI 
if and only if n(X) = CE 1 cjfij(X) + cNBN(X) for some CN E R, and 
{Bj,, ... 3 BjpIIXI= - hX, + “’ + bx-,X,-,)/h, 
spans R’- ’ if and only if {fij,, . . . , fij,} u {BN} spans t*. Since the coordinate functions 
X 1, ... 7 XI- 1 are unchanged by the substitution XI = - (bNIX1 + ... + bN,+ ,XI_ l)/bNI, 
we see by induction that 
resil . . . res; (h(X) dX1 . . . dXJ 
is well defined under the hypotheses of the proposition. 
Proofof Proposition 3.4. (a) One method of proof is to use the facts (see [25, Proposi- 
tion 8.1 l(i) and (ii) and the remark on normalization before Lemma 3.21) that as a function 
of L = (11, . . . , A,) the piecewise polynomial function res”(h(X) [dX]) satisfies 
res*(X,h(X)[dX]) = ( - i8/&)res”(h(X) [dX]) 
for any coordinate Xk, and if q(X) is identically 1 then i’-NresA(h(X) [dX]) is the funda- 
mental solution H(1) with support in a halfspace oft* containing the dual cone of A of the 
differential equation 
jfil Bj(alan)H(n) = 6O(A) 
where s,(n) is the Dirac delta distribution on t* with support at 0 defined by the fixed inner 
product. These properties determine res”(h(X) [dX]) completely, so it suffices to show that 
Are&, . . . res& (h(X)dX, . . . dXJ satisfies the same properties. It is easy to check that 
resx+, . . . res&(X,h(X) dX1 . . . dXt) = ( - ii3/d&)res:, . . . res:,(h(X)dX, . . . dX& 
for any k~ (1, . . . , l}. It follows that 
resx+, . . . res&(h(X)dX1 . . . dXJ = ( - ia/&) . . . ( - is/an,) resi, . . . 
res$, ‘lx) . . . 
x1 . . . xi 
dX1 . . . dX 1 . 
> 
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Since partial derivatives with respect o 2 commute, we find that if q(X) is identically 1 then 
( - i)N fi /?j(a/c?A)RS~, . . . res$(h(X)dX, .*. dXJ 
j=l 
= ( - ia/aI_,} .. . ( - id/&)res,+, . . . res$ 
( 
&W) 
x 
Xi 
dX, . . . dXI 
1 ..* > 
= ( - ifY/d;lI) . . . ( - i~/~~~)~~~,~~ (&I . . . x~~,&) = (- i)~A-‘~~(~) 
as required. Finally by the definition of res$, we have 
resxf, .. . res,G,(h(X)dX, .. . dXI) = 0 
if A = (A,, . . . , &) with 3LI < 0. Thus res& . . . res,‘,(h(X)dX1 .. . dX[) has support in the 
halfspace where II > 0, which contains the dual cone of A because (0, . . . , 0,l) E A. 
(b) Another method of proof, which is lengthier but perhaps more instructive, is to 
check that res:, . . . res~~(~(X~~X~ . . . dXI) satisfies the conditions (Q-o-(v) of Proposition 3.2. 
For (i) we observe that an iterated residue of a function of the form k(X) /n$Jj(X) 
with k(X) holomorphic is zero unless {PI, . . . , flN f spans t* . This is trivial when 1= 1 and 
follows for general 1 by a straightforward induction as in Remark 3.5(2). Next (ii) follows 
from the elementary fact that if g(z) is a rational function of z E @ with a pole at b then for 
any AEC 
res(g(z)e’“‘; z = b) = c res 
(iLz)m 
g(z)7 ;z = b 
> 
= E lim res 
(iMm islZ 
g(z)7 e ;z=b , 
lUZZ0 mPOs-*O+ > 
For (iii) we use induction again to show that for any multi-index J 
lim resx+, . . . res,$ 
s-+0+ 
~eis”x’/~I flj(X)) = 0 (21) 
unless N - 1JJ = 1. When I = 1 this is clear. For 1 > 1 we saw at Remark 3.5(2) above that 
res$Z(XJei”“‘X’/fljN= 1 fij(X)) 1s a linear combination of terms of the form 
Xi= -(b.mX, + . . . + bx.,_-IX,-,)/bx, 
where r. + ... + rM = N - M - 1. As 
&(XJeisa(x)) = j1 ( ++. (.!I - r0 + 1) xj, eiSa(X) I r,! 1 . . . X+L~J~~-'~ + sql(X) + . . . f s’oq,,(X) > 
where qi(X) is a polynomial in X independent of s, (21) follows if it is true with 1 replaced by 
I -- 1 and N replaced by cjM= 1(Ij + 1) and 1 J 1 replaced by 1.I) - ro. Since 
jiI(rj + 1) - (IJ] - ro) = ji2 + M - IJl = N - A4 - 1 + M - IJI = N - IJI - 1, 
we obtain (21) by induction on 1. 
Finally, for (iv), assume the multi-index J is 0 (equivalently that q(X) is identically 1) and 
thatN =landbl, . . . , PI form a basis for t*. Suppose also that fij(l) > 0 for 1 g j & 1 where 
<=(O, .,.) 0, 1); i.e. that bj, > 0 for 1 <j < I where fij(X) = bjlXl + a** + bj,X,. We need 
to show that if ,I belongs to the cone spanned by {al, . . . , j$} then 
res& . . . res$,(h(X)dX, . . . dXI) = l/ldetfi 
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where fiis the 1 x 1 matrix whose columns are the coordinates b, of /3r, . . . , /II with respect o 
the given coordinate system on t, and otherwise res:, . . . res$(h(X) dXr 1.. dXr) is zero. 
Note first that if we subtract bkl/bjl times the jth column from the kth column of /I for 
k #j, the determinant is unchanged and we find that de@ = + bj,de@” , where pJ1 is an 
(I - 1) x (1- 1) matrix whose columns are the coordinates of 
/%(X)IX,= -(b,,X, +  .‘. +b ,,,_, X,-,)/b,, 
for k # j. Since by hypothesis bj, > 0, we get 
ldet flI = bjrldet /?” I. (22) 
Let L = (A,, . . . , A,) in the given coordinates; A can also be expressed uniquely in the form 
1 = crpr + ..* + &. 
The hypotheses of the proposition (see Remark 341)) imply that 3Lr # 0 and that cj # 0 for 
1 <j < 1. Clearly, res:, . . . resi*(h(X)dXr . . . dXr) is zero if A, < 0, which is what is required 
because the cone spanned by {fir, . . . , fill is contained in the halfspace where A1 > 0. Thus it 
suffices to consider the case II > 0, and in this case the argument of Remark 3.5(2) shows 
that resi, . . . resx+,(h(X) dXr . . . dXr) is equal to 
j!?r bj~~~~~~~(X) lx, = - (b,,X, + ... +b,.,.,X,-,Vb, 
In order to apply induction on I to the jth term in this sum we must replace l//$(X) by 
( - l)/( - A(X)) if A(X) Ix, = - @,,X, + ... + b,.,.,X,-d/b,, takes a negative value when 
(X1, .‘. 9 XI_ r) equals (0, . . . ,O, 1); i.e. if /&(O, . . , 0, 1, - bj,l_ ,/bjl) < 0 or equivalently 
(since bkl > 0) if 
&,I-1 ( bj,r- 1 . 
b kl bjl 
Note that because of the generic choice of the coordinate system (see Remark 3.5(l)) the 
value taken is nonzero; i.e. 
bk 1-1 bjl-1 
L+q b kl 
if j # k. Using (22) and induction on 1, we find that resi, . . . res$(h(X)dX1 . . . dX,) is the 
sum over those j E { 1, . . . ,1} such that 
Ck(bk,l- l/bkl - bj,l- dbjd > 0 
for all k # j, of 
( - l)“j 
m 
where mj is the number of k #j such that bk,+ l/bkl < bj,l_ ,/bjl. Without loss of generality, 
we may reorder /3r, . . . , j?* so that 
br t-1 bz 1-l br 1-1 A<;< . . . <-.Y.--_. 
b II b 21 h 
Then mj = j - 1; and ck(bk. l- I/bkl - bj,l- ,/bjl) > 0 for all k # j if and only if ck < 0 when 
k <j and ck > 0 when k > j; there is no constraint on the sign of cP The sum is then empty 
unless there is some j, E (0, . . . , I} with ck < 0 if k 6 j, and ck > 0 if k > j,; in which case 
there are two possible choices of j for 0 <jr, < 1 (namely, j, and j, + l), and one possible 
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choice ofj forjo = 0 (namely, 1) andjo = 1 (namely, 1). When there are two possible choices 
ofj their contributions occur with opposite signs and cancel. So it remains to deal with the 
cases when the coefficients ck are all positive or all negative. If they are all negative then 
II < 0 so this case has already been covered. Therefore the only case when 
resx+, . . . res,$(h(X)dX1 .. . dXI) iS nonzero iS when A = c:= 1 ckflk with ck > 0 for all k, and it 
is then equal to 
( - 1)O 1 
ldetgl=ldetgl 
as required. This completes the second proof of the proposition. cl 
Remark 3.6. Suppose now that 
h(X) = dX) eiA WI 
nj”= 1 BjCx) 
as in Proposition 3.4, but that 2. is in a proper subspace of t* spanned by a subset of 
{/L ... , fiN}. We can then choose a coordinate system X = (X,, . . . , X,) on t satisfying the 
conditions of Proposition 3.4 (see Remark 3.5), except for the requirement that I should not 
be in a proper subspace oft* spanned by a subset of the union of {fil, . . . , flN} and the basis 
oft* defined by the coordinate system. 
Suppose that p E t* is such that I + sp does not belong to a proper subspace of 
t* spanned by a subset of the union of (fll, . . . , fiN} and the basis of t* defined by the 
coordinate system, for any sufficiently small s > 0 (this will be true for generic p). Suppose 
also that if jk + i, . . . , j, E { 1, . . . , l} are such that 
{X=(X1, . . ..X.)Et:X1 = “’ =&=0)&f=o 
where L#C = ker/Ij,+,n . . . n ker/.Ij,, so that % is a k-dimensional subspace of t on which 
(X1, . . . , xk) can be used as a coordinate system, then for any j E { 1, . . . , N) the restriction 
takes a strictly positive value on 
$1, . . . , X,) = (0, . . . 
the element of x with coordinates 
, 0,l) in this coordinate system on xx. It is easy to check that this will 
bethecaseifp=(Er, . . ..~~)withO<~~<<~~-~<< . . . E~=KE~. Recall that 
re@‘(h(X)[dX]) = lim res”(h(X)ei”P’X)[dX]). 
s-to+ 
If we extend the definition of res: at Definition 3.3 to allow the possibility that some of the 
exponents lj may be zero, then the proof of Proposition 3.4 gives 
res”*P(h(X) [dX]) = Ares;, . . . resi,(h(X)dX, . . . dXI) 
since the value taken by (1 + sp)J, on the element of J? with coordinates 
(X1, ... 9 Xk) = (0, . . , 0, 1) is strictly positive for all sufficiently small s > 0 if and only if the 
value taken by L Ix is nonnegative. Note that we would have got 
res”-P(h(X) [dX]) = Ares:, . . . res$(h(X)dXr . . . dXl) 
if we had taken the sum over Lj > 0 instead of Lj 2 0 in Definition 3.3, since the value taken 
by (1 - sp) IZ is strictly positive for all sufficiently small s > 0 if and only if the value taken 
by L Ix is strictly positive. This change would not have affected Proposition 3.4 because its 
hypotheses ensure that the value taken by I Ix. is never zero. 
Remark 3.7. The residue formula as stated above (Theorem 3.1) applies only to genuine 
equivariant cohomology classes q E Hz(M), not to formal equivariant cohomology classes 
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such as the equivariant Todd classes considered in the last section. However, we have 
already observed (just before Proposition 2.1) that the domain of the natural surjection ICY: 
Hi(M) -+ W*(M,,& taking 7 E Hz(M) to q. E H*(Mred) can be extended naturally to include 
formal equivariant cohomology classes q = & .0$i) with $j) E l!&(M), because rco sends 
E&(M) to zero ifj z== dimRMred. The residue formula is then valid for such q provided that 
we interpret 
as 
which makes sense because there are only finitely many nonzero terms in this infinite sum. 
However, some care is needed here; if we expand the exponential factors eipr(F)fx) appearing 
in the residue formula using the usual power series expansion for the exponential functions 
the infinite summation involved does not necessarily commute with our mult~var~able 
residue res. The reason is that these ~x~nentia~ factors are crucial in dete~~ning which 
components F of the fixed point set MT contribute nonzero terms to the residue formula 
(cf: the proof of Proposition 3.4). Therefore if there is any danger of confusion we shall write 
trunc(q) for the genuine equivariant cohomology class Co Gi Q ,yl(j) for sufficiently large J (in 
fact J > dim(A&) will do), and the residue formula then gives us 
We shall call trunc(& the truncation of u]. 
Note finally that if we use Proposition 3.4 to rewrite res in terms of sums of iterated 
one-variable residues, then the residue formula is valid for formal cohomology classes 
q = Cjaoq(J3 as above, provided again we keep careful track of the exponential factors 
ei“r(p)(x), or else replace g by its truncation trunc(@ before applying the iterated residues. 
Redry 3.8. Recall from Section 2 that a (the product of the positive roots of 1y) may be 
regarded as an element of f-I*(BT) and hence of HffM) , and that ~~(~ may be identified 
with the subset r~~(~~]~ of H&V). It is an immediate consequence of the residue formula 
that if u is any regular value of the T-moment map PT sufficiently close to 0 and if 11 E H$(M) 
induces 1: E /,A; ’ (u)/T then 
where nor is the order of the stabilizer in T of a generic point of & ‘(0). This was first 
observed by Guillemin and Kalkman [19] and by Martin [30], who gave an inde~nd~nt 
proof which also showed that 
where do is the order of the stabilizer in T of a generic point of ,u-‘(0), and 
(vJI~)UT [IE~- ’ f&'Tl = (r=“,;f LG ‘W/T 3 
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for any regular value u of pLT. If u lies in the same connected component of the set of regular 
values of p as 0, then p- '(0)/T and pL- ‘(u)/T are diffeomorphic and 
(23) 
for any q E H*,(M), so we can interpret “sufficiently close to 0” above as “lying in the same 
connected component of the set of regular values of p as 0”. 
By the convexity theorem of Atiyah [2] and Guillemin-Sternberg [Zl] the image p&f) 
of M under the T-moment map c(~ is a convex polytope. Its vertices are points of the form 
pT(F) for F E 9 and its boundary is a union of “walls” of the form ~#f’) where M’ is 
a connected component of the fixed point set of some nontrivial subtorus T’ of T. By the 
convexity theorem applied to M’, the wall pLT(MI) is the convex hull of the points p#) for 
those F ~9 which are contained in M’. In general some of the walls p&M’) are not 
contained in the boundary of the convex polytope pLT(M), which is divided into sub- 
polytopes by these “internal” walls. Since the critical points of any moment map are the 
points with positive-dimensional stabilizers, the interiors of these subpolytopes are the 
connected components of the set of regular values of pLT. If u and v both lie in the interior of 
the same subpolytope then pi ’ (u)/T and p$ ’ (u)/T are diffeomorphic and 
for any 4 E H*,(M). 
If K is nonabelian then the image of M under the moment map p is not necessarily 
a convex polytope, but it meets any positive Weyl chamber t: in t* in a convex polytope 
(see [21,29, 331). Suppose that u E p(M)n t*+ is not a regular value of p; then there is some 
x E p-‘(u) fixed by a positive-dimensional compact subgroup K’ of K. Since p is K- 
equivariant K’ is contained in the stabilizer K, of u under the coadjoint action of K. The 
maximal torus T of K is a maximal torus of K, since u E t*, so if T’ is a maximal torus of K’ 
there is some k E K, such that kT’k-’ is contained in T. Then p(kx) = u and kx is fixed by 
a positive-dimensional subgroup of T, so u is not a regular value of Pi. This shows that the 
set of regular values of p meets the positive Weyl chamber in 
p(M)nt*, - Up(M’)nt: 
where the union is over all connected components M’ of fixed point sets of nontrivial 
subtori of T and each p(M’)n t*+ is a convex subpolytope (of smaller dimension) in the 
convex polytope p(M) n t*+. 
Using the residue formula (Theorem 3.1) and Proposition 3.4 together with Remark 3.7, 
we can rewrite the identity (24) above as 
c resx+l . . . resx+, 
j P 0 
= 1 resx+, . . . resx+, 
j > 0 
F;F eiiMVX) e- iOtx,(ir(X)Y’ 
j! s 
if (q(X) em) dX 
F 4X) 
1 . . . dX, 
> 
or equivalently as 
resx+, . . . res;, I-F9 eij+(F)(X)e-iu(X) F i:(trun@$;(X))e~) d& . . . ,,,) 
s 
= res:, . . . res;, FTseipr(F)(X)e-iu(X) 
s 
F i: (trunc(ei”‘X’?(x))ew) d& . . . dx,), 
4-V 
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These identities are valid for any r) E H?(M) provided that u and 1) lie in the same connected 
component of the set of regular values of the T-moment map pT (but not in general 
otherwise: see Remark 3.7). In particular if 0 is a regular value of pT and if u and 0 lie in the 
same connected component of the set of regular values of pr, these identities tell us that we 
can move eiutX) from outside the truncation to inside. 
The identity (23), which is valid whenever u and 0 lie in the same connected component 
of the set of regular values of the K-moment map p, may be rewritten in exactly the same 
way, but notice that now rl E H*,(M) must be multiplied by zil throughout. 
repark 3.9. If fij E t* - (0) for 1 < j < N let us say that a coordinate system 
x =(X,, . . . , X,) on t makes n$ 1 fij flaglike (c$ [34, Definition 3.11) if for some 
A4 6 min(l, N) we can write nj”= i&(X) = r]lE iak(X) where al(X) is a nonzero constant 
multiple of (X# for some 4 > 0, and for 1 < k Q M the polynomial aL(X) is a nonempty 
product of linear factors of the form clXl + ... + ck_ lXk_ 1 + X, with ci E R. 
Given any /3i, . . . , fiN E t*, we can find an orthonormal coordinate system which makes 
J$-$;P; flaglike by ind UC ion on N as follows. Suppose that the coordinate system t’ 
1, ... 7 X,) on t is such that fly:: ,8j(X) = nf;I= iak(X) with ak(X) of the required form 
for 1 < k < M. If /IN is linearly dependent on fli, . . . , flN_ 1 then there exists K d A4 such 
that /IN(X) = clXl + ss. + cEXK where cK # 0, and then 
j~lB,(x)=CK~,(X)...aK(X)(~X, + .” +CR-IXK-l +XK)QK+l(X)**.a,(x) 
CK 
is of the required form. On the other hand, if bN is not linearly dependent on fil, . . . , &_ 1 
then A4 < 1 and we can make an orthogonal change of coordinates such that Xi, . . . , XM 
(and hence al, . . . , aM and j?i, . . . , &_ 1) are unchanged but &(X) = ciX, + ... + 
cM+iXM+i where cM+] #O, so 
is again of the required form. 
If {A, *** , /IN} spans t* (so that A4 = I) th en the union of the open subsets 
AR = (X E t@@: c&(X) #O> 
is the complement of the origin in t @I@. The splitting of the denominator of 
i.&(X) 
j&q = dXje 
njN= 1 PAX) 
into the product &,uk(X) is then precisely the data needed to define the Grothendieck 
residue of h(X) [dX] (the standard multivariable residue in algebraic geometry, see e.g. [ 17, 
23, 351). The fact that a,(X) depends only on X1, . . . , Xk means that this splitting is what 
Szenes calls “‘flaglike”. Szenes observes [34, Lemma 3.11 that with a flaglike splitting the 
Grothendieck residue can be calculated using iterated one-variable residues as 
resx, . . . r~~~(~(X)~X~ . . . dXr) 
where Xi, . . . , Xk _ i are regarded as constant when calculating res,,, which is the sum of 
the residues with respect to Xk at all poles in C. This can then of course be expressed as 
a sum of iterated residues of the form res:, . . . res;,(h(X) dX, . . . dXr) for all the different 
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possible choices of f . These in turn can be expressed via Proposition 3.4 and Remark 3.6 
in the form res^*P(h(X)[dX]) for suitable A and p. 
4. KAWASAKI’S Racy-ROCH FORMULA 
In this section we shall apply Kawasaki’s Riemann-Roth theorem [27] and the residue 
formula described in Section 3 to obtain a formula for RR(Z’P,,d). 
Recall that we are assuming that 0 is a regular value of the moment map ,u, and that 
therefore Mred is an orbifold and _Yred an orbifold bundle. When M is a complex manifold 
the Riemann-Roth number RR(_Y’,& is given by applying Kawasaki’s Riemann-Roth 
theorem for orbifolds. More generally, Vergne [39] has shown (extending earlier work of 
Atiyah [l]) that Kawasaki’s formula is valid even when M is not a complex manifold if 
RR(Y,,J is interpreted as the index of an elliptic operator on the orbifold Mred. We will 
state the result only as it applies in our particular situation. 
De$niinition. Let Y be a set of representatives s E T for the conjugacy classes in K of 
elements whose fixed point sets M, are not contained in the fixed point set of any subgroup 
of K of dimension at least one. The components of M, are denoted M& where Q E d,; we 
introduce MF#” = M: n P - ’ 6% and N, red = M~*“/K, where I(, is the centralizer of s in K. 
Remark 4.1. Note that the projection ,u~,: M +kf of p:M-+k* onto kt and its 
restriction pK,: Mi --f k,* to M: are moment maps for the action of K, on M and Mi. If as 
usual we use the fixed invariant inner product on k to identify k* with k, the K-equivariance 
of ,U implies that p(x) E k, for all x E ME. Thus 
and Mf,,,d is the reduction of M: by the Hamiltonian action of K,. Moreover if 0 is a regular 
value of 1;1: M + k*, or equivalently K acts with only finite stabilizers on pL- ‘(O), then K, acts 
with only finite stabilizers on Mz n pl;,’ (0), and so 0 is a regular value of ,u~,: Mf + k,* . Note 
also that since K acts with finite stabilizers on pt- ‘(0) we have 
and 
where n: ~1~ ‘(0) --+ Mred and x9: Mf,” + M’&.d are the quotient maps. 
The inclusion of M$* in p- ‘(0) induces a map from M& to Mred. This map is 
finite-to-one onto its image in Mred, since if x, y E My*O and kx = y for some k E K then 
k- ‘sk belongs to the stabilizer of x in K; this stabilizer is finite because x E p- ‘(0), so there 
are only finitely many K, cosets to which k can belong. Let v(Mz) be the normal to Mg in M, 
let vfM2”) be the normal to Mf*” in p-‘(O), and let v(M” s-r& be the normal to the image of 
M&I iu Mted (which is an orbifold bundle). These satisfy 
v(M:) IMM.o.a s vW,o? 2 %%‘(Mi,d 8 @/k,hd @ (k*/‘&%. (25) 
We can formally decompose v(Mz) as a sum of line bundles 
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on which s acts; let us denote by &a,k E H the weight of the action of s on ~2~. Similarly we 
can formally decompose v(Mi, red) as a sum of orbifold line bundles 
4x,red) g 0 v::5 
k E r: rrd 
where, using the isomorphism (25) above we identify ~z with the disjoint union of I&,~ and 
the set of those roots of K which are not roots of K,. This decomposition of v(Mi) is 
a refinement of a K,-equivariant decomposition of v(Mi) as a sum of genuine subbundles 
v(M:) z @ @ v:,“* 
bcZ !fer: 
P r.0.t =b 
Since sB~~~.k # 1 for all s E Sp, a E J$‘~ and k E K:, it follows that 
&’ _ S-B#..,te-c‘&:‘))-r 
is a formal Qequivariant cohomology class on Mi, where Cl denotes the equivariant first 
Chern class. The induced class on M&,d is the product of the formal cohomology class 
J (1 _S-h.,.e-C,(v:ts))-l 
., PC& 
on M&,d and the class induced by 
J-!, (l - 
sreiY(x))(L _ s-ye-iy(X)) 
: I 
where B is the set of positive roots of K and 4p, is the set of positive roots of I(,, identified in 
the natural way+ with a subset of ,P. 
THEOREM 4.2 (Atiyah [l], Kawasaki [27], Vergne [39]). The ~ie~nn-loch number of 
the orbifold bundle d?PVed is given by 
Here the positive integer n,, a is the order ofthe stabilizer of the action of K, at a generic point 
of M:. The class Pa E H*(Mf, rcd) is dejned by 
(271 
where pa is the weight of the action of s on thefibre of _Y over any point in M: and yi,red is the 
induced orbtyold bundle on M&+ The orientations on Mred and M&d are those induced by 
the (almost) complex structure. 
We shall use this theorem and the residue formula of Section 3 to equate RR(5?& with 
a formula for the equivariant Riemann-Roth number RRK($4) which we shall obtain from 
the holomorphic Lefschetz theorem. Meinrenken uses Kawasaki’s theorem in a different 
way to eliminate the quasi-free action hypothesis from the proof given by Gui~lemin in [ 181: 
see [31, Remark 1 following Theorem 2.11. 
First we deal with the term 1 Mrrd ch(Yred) Td (Mred) in Kawasaki’s formula for RR(%‘~,,). 
‘Every s E Y Iies in the maximal torus T of K, and so 7” is also a maximal torus for K, Thus the set of roots of 
KS can be identified with a subset of the set of roots of K, and if the positive Weyl chamber of K, is chosen to 
contain the positive Weyl chamber of K then roots of K, are positive if and only if they are positive as roots of K. 
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PR~PUSITION 4.3. For a suitable choice of ~~~~~~~u~e systm X = (X1, ._. , X,) on t and 
generic p E t*, we have 
(using the symplectic orientations on MrLd and F) where 
i’A 
cK = CRA = 1 Wjvol(T) 
Proc$ By Lemmas 2.2 and 2.3 this equality is the residue formula (Theorem 3.1) applied 
to the formal equivariant cohomology class q = TdK(M)TdK(kad 0 ka*) using Proposition 
3.4 as in Remark 3.7. q 
Remark 4.4. A coordinate system is “suitable” for the purposes of Proposition 4.3 and 
for the rest of this section if it satisfies the conditions of Remark 3.6. 
To deal with the other terms in Kawasaki’s formula we apply the residue formula to the 
action of K, on the symplectic submanifold Mi of M. 
PROPOSITION 4.5. For a suitable choice of coordinate system X = (X,, _.. , X,) on t and 
gelaeric p E t*, we have for all sE Y and a E d, 
(using the symplectic orientations) where TD K, is the product of the positive roots of K, and 
%i = {F E %: F c Mf}. If F E %i the equivariunt Euler class of the normal bundle to F in 
M: is e>ar and 
where cl denotes the equivariunt first Chern class fcjI (IO)). 
Proof: We have already noted in Remark 4.4 that the class induced by 
,,I?i (1 - s-@s,*.*e - G(v%~::,Jf + y EQ_ 9 (1 _ sYeWX))e 
: Ied _ 1 
By Proposition 2.1 applied to the action of K, on M:, the class induced on i’14:,,,~ by 
Td,S(M,“)TdiS1 ((k& @ (k&) is Td(Mz). The result is therefore given by the residue 
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formula (Theorem 3.1) for the action of K, on Mi applied to q”‘“, using Proposition 3.4 and 
Remark 3.7. cl 
Recall from Section 3 that the normal bundle vr to F in M is formally decomposed into 
a sum of line bundles VF = @r <j sNMr~p, j such that T acts on VF, j with weight fiF,j* For 
F c Mi it follows that 
COROLLARY 4.6. For a suitable choice of coordinate system X = (Xl, . . . , X,) on t and 
generic p E t* the Rie~nn-Roth number of the orb~o~d bugle 2TZlred is given by 
RR(yd) = _+ c~~~9,~d,F~~~~ ]im res& . . . resG, eiuP(x)ei”T(F)(X)sCL’(F) 
s u-to+ r 
X s [ trunc nkrsrP(l - syeiy(x) e”Td(F) F nlsi.N,(l _ ,-aP.,e-w.,(x),-C*(YF.,)) ]dX, . . . dX,j 
where the sign depends on orientation conventions and W, is the Weyl group of I& 
Remark. Here we are applying truncation as in Remark 3.7 to something of the form 
[ (X)/e,(X) where c(X) is a formal equivariant cohomology class and er(X) is a polynomial 
function of X; we interpret trunc([ (X)/e,(X)) as trunc(c (X))/+(x). 
ProofofCorollary 4.6. First note that c k, = cKI W//i W,(. Now suppose that FE 9:. By 
Theorem 4.1 and Proposition 4.5 it suffices to show that the restriction to F of 
for X o t is 
&m f~“(X) 
e;"(X) 
#r(F) n kYob(l - syeiy(X))Td(F) 
ntGjGN,(L _s-Bl.ie-ia~.~(X)e-c~(y~.,)). 
First of all we have spO = .@‘) because F E M:. Next note that since we are only interested 
in X E t we may replace Tdz. by TdT. By Lemma 2.3 applied to the action of rC, on Mt we 
have 
TWN)tXNF 
e:"(X) 
= Td(F) n (1 _ e - &.@)e -C,(W))- 1 
l<j<NF 
whereas 
Finally 
because sY = 1 if y E 9,. The result follows. El 
Recall from Definition 3.3 (extended as in Remark 
function of z E @ of the form 
f(Z) = f gj(Z)eiAlz 
j=l 
3.6) that ifj(z) is a meromorphic 
(29) 
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where gj(z) is a rational function of z and ,Ij E 88 for 1 <j < m, then 
res: f(z) Hz = C C res(g~~z)ei~~‘; 2 = b). 
.1,>OtPEC 
The formulae for RR(Yr,J in Proposition 4.5 and Corollary 4.6 involving iterated residues 
of the form res.$ are in general only valid with the formal equivariant cohomology classes 
inside the integral over F truncated as in Remark 3.7. Equivalently, we can expand the 
formal equivariant cohomology classes as power series in X and calculate the iterated 
residue of the resulting infinite sum term by term. Although calculating term by term will 
clearly not affect any individual residues, it may change the exponents lj which appear in 
the expression (29), and thus the iterated residue resxf, .. . res:, may be altered. We shall later 
want to replace the formula of Corollary 4.6 with the corresponding expression involving 
the integral 
syeiy(x)) trunc 
e” Td(F) 
rl[l<j<N,(l-S- 
&de - iPdWe - 4~1 
1 > 
in which the Laurent series nl GjgNF(l - s-BF.~e-iBf.~(x)e-c~(yF,~))-l has been truncated to 
a rational function of X but the power series n f ySB(l - syeiy(‘)) has not. The following 
result gives some circumstances under which this replacement is valid. 
PROPOSITION 4.7. Let 6 = f Cy, oy be half the sum of the positive roots of K. 
(if Suppose that 6 - w6 belongs to the connected component containing 0 of the set of 
regular valves of the moment map p: M -+ k” for every w in the Weyi group W of I(. Then~r 
a suitable choice of coordinate system X = (X,, . . . , X,) on t and generic p E t* the 
Riemann-Roth number of the orbqold bundle _Yred is given by 
RR(ymi) = h cK ,c, a;* $: + lim resx+, . . . resx+, eiUP(X)e’“r(F)(X)S~T(F) 
s u--o+ 
x FYl(l - syei~(‘)) 
f 
x trunc 
~YE8(l - s-Ye-iY’X))e”Td(F) 
nIGjGN,(l _ s-BF.,e-iB~.,(X)e-c~(yF.~)) ]dX, . . . dX,) 
where the sign depends on orientation conventions. (ii) Zf 0 is a regular value of the T-moment 
map pr and 6 - w6 lies in the same component as 0 of the set of regular values of pT for each 
w E W, then for a suitable choice of coordinate system X = (XI, . . . , Xl) on t and generic 
p E t* 
x F +fiy(l - syeiY(‘)) 
s _ 
x trunc 
e”Td(F) 
nI GjGN,(l _ s-BF.ie-iB~.~.iiX)e-C1l”l)) ]dX~ . . . dX+ 
Proof: First note that it follows easily from the Weyl character formula that the weights 
that appear as exponents in the expansion of the product n,,o(l - t’)( 1 - tFY) as a Laur- 
ent series in t are precisely the Weyl group images of 6 - wS. Since the sets of regular values 
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in t* of pr and p are invariant under the Weyl group action and 0 is fixed, if 6 - w6 lies in 
the same connected component as 0 then so do all its Weyl group images. 
By the proof of Corollary 4.6 we can write 
and 
arK,$’ = trunc 
( 
rl[ (1 - syeiytx)) 5”” 
Y@ > 
rrr~,$~’ = trunc 
( &?(l - 
syeiY(X))is,o 
> 
where yS.“ and p” are formal K,-equivariant cohomology classes on Mz. Remark 3.8 
implies that in Proposition 4.5 if the hypotheses of(i) are satisfied we may replace rsiLgylS,* by 
$‘I - 
s~e~~(x)~tr~nc 
( 
fl (1 _ s-re-iY(x)lpa 
“ieB ) 
and if the hypotheses of (ii) are satisfied we may replace s$~@’ by 
+!r(l - syeiy(‘)) trunc(c’“). .-% 
The result then follows by the proof of Corollary 4.6. cl 
Remark 4.8. In fact the proof shows that in Proposition 4.7(i) for each y E 9 we can take 
either (1 - syeiy(‘)) or (1 - s-ye-iy(x)) outside the truncation. 
5. THE HOLOMORPHIC LEFSCHETZ FORMULA 
In this section we shall use the holomorphic Lefschetz formula to obtain an expression 
for the Riemann-Roth numbers RRK(2?) and RRT(Y) as sums of integrals over cycles in 
the complexification Tc of the maximal torus T (see Propositions 5.6 and 6.3). We shall use 
the orientations induced by the (almost) complex structure throughout this section. We 
shall express these integrals first as iterated residues at infinity of meromorphic forms on the 
extended complex plane @ u { cc } (see Proposition 5.12), and then as sums of iterated 
residues near the unit circle (see Corollary 5.22) using the fact that the sum of all the residues 
of any meromorphic l-form on the extended complex plane is zero, and finally via 
appropriate substitutions as sums of iterated residues of the form discussed in Section 3 (see 
(38)). By comparing these formulae to the formulae obtained in Section 4 from Kawasaki’s 
Riemann-Roth theorem and the residue formula, we will be able to deduce in the next 
section that 
RR”(Z) = RR(5f4,,& 
firstly when k; = T is a torus (Theorem 6.2) and then for nonabelian K under suitable 
conditions (Theorems 6.5 and 6.8). 
We first describe the application of the holomorphic Lefschetz theorem in our situation 
(see [14] for more details and background material). Strictly speaking, the title holomorphic 
Lefschetz theorem is usually used only when M is a complex manifold, and in the more 
general situation we are interpreting the virtual representation Z via a Dirac operator and 
using the equivariant index theorem. The first version of the equivariant index theorem was 
proved by Atiyah and Singer ([S, Theorem 4.61) and is based on results of Atiyah and Segal 
[4]: an exposition of the general result from which the theorem follows is given in 
Theorem 6.16 of [7]. More general equivariant index theorems involving equivariant 
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cohomoiogy were proved by Berline and Vergne in [9, lo]. The following statement is in 
a form that will be convenient for us. We introduce the notation that if X E Lie(T) then 
t = exp(X) E T. For any weight 8, we define tS as exp(2r$(X)) E U(1) c C”, where the 
weights fi have been chosen to send the integer lattice A(\’ in t to Z c 88. Then we ueed only 
observe that the action oft on the fibre of .Z above any point in P is given by multiplication 
by f@) (ef: [16, 6.5.1]), so that ~~~h~t~)(~) = ewPtr;). 
THEOREM 5.1 (Holomo~hi~ Lefschetz formula). I& t E; T be s&r &hat ~~~~~~~ point set 
oft in M is the same as ~~~~x~~ 5 ~~ set iJ pE9F F of T in M, then the character x(t) of the 
v~rt~u~ representation oft on S? is giuen by 
where 
x(t) = z: XF(Or 
FEF 
Here the @F,j E Horn (T, U(1)) c t* are the weights of the action of T on the n~rrn~~ bundle 
VF qf F in M, and the T-moment map pT is the composition of p with restriction from k* to t*. 
Remark 5.2. If F E 9 then any element of its image p(F) under the K-moment map p is 
invariant under the ~oadjo~nt action of T on k*. Therefore if we use the fixed invariant inner 
product on k to identify k* with k as usual, we find that p(F) is contained in t. Hence 
p(F) = pT(F) (which we know to be a single point). 
When the T action has isolated fixed points, (30) reduces to 
xF@) =,,,‘“:‘_ a,,) . 
In the general case, the structure of the right-hand side of (30) is given as follows: 
LEMMA 5.3. The expression 
(31) 
(32) 
In particular the only poles occur when tBP,j = 1. 
Prauf: This follows by examining for each j
1 1 
1 _ t--PF.re-CI(Yp~l) = 1 _y(l~+ u) 
-lp!c 
1 _ y,,o(l _y) 
where y = t - h and u = e - c~(vP.~l - 1.Note that c1 (YF.j) is nilpotent, and thus u is nilpotent 
as it is a polynomial in Ci(vF,j) with zero constant term. cl 
Let Tc denote the ~omplexi~~ation f T. If T is identifi~ with U(l)* then TC is identi~ed 
with (C?)‘. 
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PROPOSITION 5.4. The character x(t) extends to a hoiomorphic function on Tc. 
ProoJ: This follows since x is the character of a finite dimensional (virtual) representa- 
tion of T, so when T is identified with U(1)’ it is of the form x(t) = &,nEZjq,,tyl . . . t;“’ for 
some integer coefficients c,, only finitely many of which are nonzero. Cl 
The follo~~g is imm~iate: 
PROPOSITION 5.5. The expression XF given in (30) defines a meromorphic function on 
Tc such that &EFXF(t) agrees with x(t) on the open subset of T consisting of those t whose 
action does notjx any point of M - MT. Hence, by analyticity, X(t) = &.@XF(t) on the dense 
open set in Tc where the XF have no popes. 
As we noted in the previous section, the fixed invariant inner product on k induces 
a measure on t and on T. We normalize these measures by dividing by the induced volume 
vol( T) of T. In coordinates X = (Xi, . . . , X,) on t the normalized measure [dX]/vol (T) on 
t is given by 
AdX, 1.. dXt 
vol(T) 
where A is the modulus of the determinant of any 1 x 1 matrix whose columns are the 
coordinates of an orthonormal basis oft (as in Proposition 3.4). We shall use t as a variable 
on T and Tc, and shall denote the normalized measure on 7’ by 
1 dt 
[1 
- 
(27ci)’ vol (T) t 
by analogy with the usual notation when T = U(1)‘; for if coordinates t = (tl, . . . , tl) on 
U(l)‘and X = (Xl, . . . , X,) on II%” are related by tk = eZniXk for 1 < k < l, then 
dX,, =$. 
k 
PROPOSITION 5.6. The virtual dimension of the T-invariant part of the virtual representa- 
tion &? of K is given by 
RRT(5?) = dimxT = c 
where xF was defined at (30). Here r(c) = exp(X - it: X E t> where 5 E t is chosen so that r(l) 
is a cycle in Tc on which the xt? have no poles. 
Proof This follows by applying Proposition 5.4 and Cauchy’s theorem to the standard 
formula 
1 
RRT(~) =dim ~’ = (2~i)‘vol (T) 
to obtain 
1 
x(t) 
and by applying Proposition 55 to identify x with cFE;QxF on I(<). q 
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Remark 5.7. Note that if < E t is chosen such that fiF,j(l) is nonzero for allj, as in the last 
section, then 
I+1 =I eXp(2~~~,j(~)) # 1 
if t E r(t), and so by Lemma 5.3 x&) has no poles on r(t). 
Following the last section, let us choose a connected component A of 
(XEt: /?F,j#0,Ff9,1 <jGNN,j. 
~~IMMA 5.8. If 4 E It then 
where the sum on the right-hand side is over ali nonnegative integers rl, . . . , rN, satisfying 
@T(F) = cyLl(Yj + f3j)bF.j. H ere if flF,,{Q > 0 then 6, = 0 and flF,j = flF,j and 
c11(vp,j) = C1(Vp,j}, whiie ~~~,~(~) < 0 then 6, = 1 and flp,j = - flF,j and dl(VF,j) = - Cl(vp,j). 
Remark 5.9. (1) Since bF,j(<) > 0 for all j, the fiF,j all lie in an open half-space, so there 
are Only fiIIitdy many possible choices Of nonnegative integerS rl, . . . , rNp satisfying 
p*(F) = cj(rj + Sj)flr,k Thus th e sum in the statement of Lemma is finite. 
(2) Compare Lemma 5.8 with Section 5 of [18] and Section 5 of [31]. 
Proof of Lemma 5.8. Since fiF,l<) # 0 for 5 E A and e-CXfvP.~) - 1is a nilpotent cohomo- 
logy class on F (cJ the proof of Lemma 5.3), we can expand XF(t) on r(t) as 
““‘) s e”Td(F) F n.:Br,,(o , 0( 1 _ t -BF.je - c~(vF./~)~:Bp,,(sI < 0( _ t- fiF.le -Cl(vF.~))( 1 _ tf%.JeCl(YF.I)) 
= t~~‘P(F) s e”Td(F) n F i:&.&) > 0 > 
X j:pFg < o ( _ .zo t@j + ‘)h.i&l + ‘h@P.~~) 
=( _ l)dl+ “‘+JN* 1 pm - mj + 6&L, 
s 
e”Td(F)ex#j + ~I)~I@F.,) 
r,>o,...,r,,ao F 
Now since any positive scalar multiple MC of < lies in A, when calculating 
we can replace 5: by A45 by Cauchy’s theorem. On the other hand, if we integrate the term 
Cl $ ( _1)h + +v,tM) - &P,+& &.i 1 emTd(F)ex,(" + a,)%~) F 
from the expansion above over T(MQ we get its integral over r(t) multiplied by the scalar 
factor 
eXP(Z(M - 1).(&(F) - T(rj + aj)bF,j(s))). 
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Thus the invariance under multiplying 4 by a positive scalar implies that when integrating 
over I(r) we need only consider those terms in the expansion indexed by or, . . , rN, for 
which 
PTtF)(5) = Ctrj + sjJiJFF,j(5)* 
j 
But this is true for any 5 in the open cone A. Since the elements of A span t as a vector space, 
it follows that we need only consider the terms for which 
rUT(F) =C(rj + bj)FFF,j. 
i 
This proves the result, since 
1 dt 1 dt 
(24 ~01 CT ) s [I r(C) t =(2ni)‘vol(T) r t = ” S[ 1
COROLLARY 5.10. If pT(F) does not lie in the cone spanned by bFF, 1, . . . , flF,N, then 
Proof: If pT(F) does not lie in the cone spanned by fir, r, . . . , BF,,,, then the expression for 
(2rci)‘iol (T) jr(<) XF(t) [t] 
in Lemma 5.8 is an empty sum. 
Remark 5.11. Now let us choose a coordinate system X = (X,, . . . , X,) on t satisfying the 
conditions of Remark 3.5 (1) for I = pLT(F) and bj = BF, j, or more generally (if pT(F) lies in 
a proper subspace oft* spanned by a subset of {BF, r, . . . , PF,,,,)) satisfying the conditions of 
Remark 3.6 (though we will later make a different choice of p from that of Remark 3.6: see 
Remark 5.24 below). We can also assume that the coordinate system comes from a rational 
basis of t; furthermore, if we multiply the coordinates by positive rational scalars the 
conditions required are still satisfied. 
Unless the basis is an integral one, we cannot necessarily define coordinate functions 
t = (t1, . . . , 6) on T by 
tk = exp(2rciXk) 
where X = (Xi, . . . , X,) E t maps to t E T under the exponential map exp: t + T. However, 
given a rational basis this formula does give well defined functions tl, . . , tl on a finite cover 
T of T. More precisely for suitable positive integers ml, . . . , ml we can take 7 to be U(1)’ 
with standard coordinates (tl, . . . , tr) and the map 7 + T to be given by 
(rl, . . , td t-+ exp(X) 
where tk = exp(2rciX,) and X = (mIXI, . . . , mlXt) with respect to the given coordinate 
system on t. The induced isomorphism of Lie algebras is then diagonal with entries 
(ml, . . . , ml) with respect o the standard coordinate system on R’ and the given coordinate 
system on t. We can rescale the given coordinate system on t by these positive integers 
ml, . . . , ml so that the map p + T is given by 
01, ... , tf) ++ exp(X) 
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where tk = exp(2xiX,) and X = (X1, . . . , X,) with respect o the given coordinate system on t. 
The matrix of the induced isomorphism of Lie algebras with respect to the standard 
coordinate system on R’ and the given coordinate system on t is then the identity matrix. 
The normalized measure [dX]/vol(T) on t is cdXl . . . dXI where the finite cover F -+ T is 
c to one; in other words, 
Finally, if a weight 1 of T is given in these coordinates by J(X) = &Xi + ‘a* + &Xi 
then II, . . . , Al are integers and the pullback of t” to T is just ttl *-. tp. We shah write 
at 1, . . . , tJ = t:r . . . $1 
in these circumstances, 
PROPOSITION 5.12. If a coordinate system X = (X,, . . . , X,) is chosen as in Remark 5.11 
with C$ a positive scalar multiple of (0, . . . , 0, 1) then 
Proof: As in the proof of Lemma 5.8 we can expand XF(t) on I+({) as 
( - 1)“1’ ... fdNF c r&F) - C,@, +6,)&J 
1 
e”Td(F)e&(‘, + d&(“,,) 
r,>oO,...‘rNFbO F 
If PcF) pulls back to t? .., tf’ on U(1)’ and tpF,J pulls back to ttl . . . t$, we obtain an 
expansion for iF(tl, . . . t[) as 
s eO T’(F) ,~,(*j + %)C^I(~,) F 
By hypothesis 5 = (0, . . . , 0, &) where & > 0, so gjI = (<r)- ‘~~,j(~) > 0 for all j, and (by the 
argument of Lemma 5.8) this expansion is valid for tr near co when tr , . . . , tt- 1 are fixed. 
Thus 
res,, = m 
fF(tl, . ..) t&&l 
t1 > 
= (_ l)h+“‘+$,++1 c t/p - Lx,@, + 4h .,. t~,;-X,cb+VL 
L4 = Ci(‘, + Sj& 
JF 
Since &jl > 0 for ah j, there are oniy finitely many terms in this sum. Therefore 
res,,=m . . . res,+ 
fF@l> . . . , t&it, . . . dt, 
t1 . . . tf > 
= ( _ ,)b+ ... +dN,+l 1 
s 
em Td (F) &j(O + ‘,)C*I(~F,,) 
Pm = x,cq + &,iL., F 
which by Lemma 5.8 equals 
(2&:&T) jr,IxF’t’F] 
as required. 
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COROLLARY 5.13. Zf a coordinate system X = (X,, . . . , X,) is chosen as in Remark 5.11 
with 5 a positive scalar multiple of (0, . . . , 0, 1) then 
for any positive integers nl, . . . , nl. 
Proof: This follows immediately from Proposition 5.12 and the elementary fact that 
res, = m r@./!) = resZcmrZ!Y) (34) 
iff(z) is a rational function of z E C and n is any positive integer. 0 
Remark 5.14. This corollary is equivalent o resealing the coordinate system chosen in 
Remark 5.11 by the integers nl, . . . , nz. 
LEMMA 5.15. Let f(z) be a rational function of z E @ of the form 
if A < 0 whereas ifA > 0 then 
Proof: Since l/(1 - az-@) = zs/(zs - a), it is easy to check that res, = co( f (z) dz/z) = 0 if 
A + Cj:p,<obj < 0 and resZEo(f(z)dz/z) = 0 if A + Cj:B,>ofij > 0. The result then follows 
from the fact that the sum of the residues of any meromorphic l-form on @u{co} 
is zero. 0 
Remark 5.16. The proof also shows that if I = 0 then res,= m( f (z)dz/z) = 0 unless Bj > 0 
for all j, and that 
unless bj < 0 for all j. 
Dejinition 5.17. Suppose that f (z) is a rational function of z E @ expressed in the form 
f(z) = CF’ Ifi where 
with liEZ_{0) and ciE@ for l<i<m and aijEC_{0} and fiijEZ_{0} for 
1 <j < Ni. Then define 
,?,a0 pet-{O] 
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Remark 5.18. The representation off(z) in the form 
i$1 flYL 1 ,fhijZ+Ji,) 
required in Definition 5.17 is not unique: for example 
zU2 z-1/2 
_= -~ 
l-z 1 _ z-1’ 
This means that resl+)(f(z)dz/z) is not a priori well defined, although Lemma 5.15 tells us 
that in fact 
which is well defined. To be more precise, we should use notation indicating that the 
definition depends on a choice of representation off(z) in the required form, but unfortu- 
nately such a notation would prove impossibly cumbersome. The definition of res!+) will 
only be used in this section (it is introduced merely to enable us to obtain (38) below), and 
whenever it is used it will be applied to a function with a chosen representation of the 
required form, either given explicitly or using Lemma 5.19 below. 
LEMMA 5.19. Given (A,, . . . ,A,) E Z’ and Ccj E C - (0) and (bjl, . . . , bj,) E Z, - (0) for 
1 <j < N, let g(tI, . . . , tJ be the meromorphicfunction of(tI, . . . , tl) E @’ defined by 
Suppose that bN, # 0 and that nl, . . . , n,_ I are positive integers all divisible by bN,. Let a E @ 
satisfy ab”’ = aN. Then the residue with respect to t,, for tl, . . . , t,_ 1 fixed, of 
SW, . . ..tli-_.,t,)$ 
at the pole 
t, = at; bNlnllbN1 . . . t~bfr,r-~“~-&w~ 
can be expressed in an algorithmic way as aJinite linear combination of meromorphicfunctions 
of (21, . . . , tl_J in C-l of the same form as g(tI, . . . , t,) with 1 replaced by 1 - 1, 
... ,A,) replaced by 
nIAI 
nl~,bNl 
, . . . ,n,_lL,_l - 
nr-l%v,r-1 
- ~ 
b N1 b Nl > 
and,finally with (bjt, . . . , bj,) replaced by 
-f. nlbjl - 
nlbjrh 
-, . . . ,n,_lbj,,-1 - 
nr- lbjrbN,r- 1 
b Nl b N1 
but perhaps occurring with a different multiplicity, possibly both signs occurring, and omitted if 
(bjl, .*. , bj,) is a scalar multiple of (bN1, . . . , bN,). Moreover, the coeJjTcients trj occurring are 
all roots of unity in @ if this is true for g(tI, . . . , tr). 
Remark 5.20. The introduction here of the exponents nl, . . . , n,_I of tl, . . . , tl_l is 
simply to avoid the occurrence of fractional powers of tl, . . . , t, in the statement and proof 
of this lemma. In fact it is enough to assume that nkbNk is divisible by bN, for 1 < k < 1 - 1, 
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but of course this is satisfied if bNI divides nl, . . . , nt _ 1. There is no need to raise tl to a power 
higher than one. 
Proof of Lemma 5.19. We may suppose that there is some M < N such that 
t, = crt; bN,n,l&, . . . tl_~.,-,ndbNt 
is a solution of the equation 
t;h ... ~~lfJ.l-l~~ = ai 
for all tI, . . . , tl _ 1 E @ - (0) if and only ifj > M. This equation in tl for fixed tl, . . . , tl _ 1 in 
Q= - (0) then has distinct roots tl = e2nik’b~zat-b~Ln1’b’l . . . $1 1 b~~f-l”~-l/b~l for 0 < k < lbjll if 
j > M, so g(Q, . . . , tfq, tr) has a pole of order N - M at 
t, = at;bN&bNl ... tl_~,,-,n,+,lb,,. 
Thus the residue of g(t;l, . . . d4 , ti’q , tl) - at this pole is the evaluation at 
t1 
of 
#-M-l 
( 
g(t;l, ... , eZi, tr)(tl _ a~;b,,~,lb,, ... t-b,.,-,n,&+,,)N-M 
&+M-’ (N - M - l)!t, > 
which equals the sum over all r,, > 0, . . . , rN 2 0 satisfying r. + . . . + rN = N - M - 1 of 
multiplied by 
If 1 <j < M so that tl = at;bN1”libNl t zbN,l-lnr-L’bN1 is not a solution to the equation *.. 1 1 
n,bN, 
t1 . . . t1-1 “I lbN,l-ltp, = aN, then using induction on rj we find that 
d’j 
4 
1 
&;j 1 - a.t -nlbjl 
J 1 
R lbj,l-1 . . . t1-1 t,- ba 
is a finite linear combination of terms of the form 
where pj and qj are nonnegative integers and pj + qj = rj + 1. Note that if we substitute 
into this the denominator becomes a nonzero constant if (bjl, . . . , bjl) is a scalar multiple of 
@Nl, ... , bNI)* 
Now suppose that M < j < N, so that tl = at; bnl”l’bN1 . .. tl:?,J-1”8-1’bxs is a solution to the 
equation 
n,bj, 
t1 
~1 &j I I ‘+a _ 
. . . tl-1 ‘_ tl - Uj 
for all tl, . . . , t,_l E C - {0}, which implies that (b,,, . . . , b,,) is a scalar multiple of 
(&I, . . . , bNI) and abjl = ai. In particular, the integer b,, is nonzero. By the method of partial 
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fractions there exist ck E @ such that 
for any x, where the sign we choose is the sign of bjlv Then 
tl _ at; bNinl/bNl *. . tl_~.i-ini-tJb~t f b,i - 1 
1 - ajt;nA .I. tl-q--lbj.t--l qb, = c 
Ck(tl _ at; b~l~~~b~~ . . . tl~fp+,/b,,) 
k=O 1 _ a i l$W t btstlT bjdbjt . . . tli6jt-snt-xlbat~ I ’ 
By cancellation the term of this sum indexed by k = 0 is either cott or 
_ coat; b~~nhw . .. t,~~.,-,~h,, 
depending on the sign. If k > 0 then by induction on ‘j we find that 
d” 
( 
tl _ Clt;b,,n,ib, ... t~~.,-,n,-,ibnr 
dt;l 1 _ a+‘eZ2G’“‘6 T Mli4~ ‘Iti ..* t,~$-,&b,~ ttF 1 > 
is a finite linear combination of terms of the forms 
1 _ a+le2niklfb,lt~bj,n,/bi, ... tl+_p,n,-,/bj,t,Tl 
and 
for q E Z. On substituting tt = at;bNinribNi . .. tf:~+lni-z~bNz the denominators a11 become 
nonzero constants, the terms of the second form become zero and we get scalar multiples of 
ti- rj+ 1 = (~t;b.w~~lb.wt ..  t~~,~-~+-Jb.w-r,+ 1.
We conclude that if we substitute tl = at; bNlnllbN1 , . . tl:“pl-l”l-l’bN’ into the product of 
1 
_ _. tl~;l-&u--l q 41 
and 
we get a finite linear combination of terms which are the result of making the same 
substitution into expressions of the form 
-r,+N-M 
I.. tl~~-~b~.~-~t~-b~~)PJ(f _ aJ:lt;cb ... t~qb$‘B)qJ 
where r. + 1.. +rN=N-M-l so that ,I!-- 1 -ro- ... --P~+N--M=A~. This 
completes the proof. cl 
Remark 5.21. Notice that if we identify h = (A,, . . . , A,) E Z’ and fij = (bjr, . . . , bj,) E Z’ in 
Lemma 5.19 above with elements of ([w’)*, then 
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IZlbjl 
nlbjibN1 WlbjtbNeI-l 
- ~ 
b 
, **a 3 ni-lbj,l-1 - 
Nl b NI 
are the coefficients of the restrictions i lkelPn and fljlkerp, with respect o the coordinate system 
(nrX1, . . . , nl_ rXI- 1) on kerpN. 
COROLLARY 5.22. Given (A,, . . . 9 1,) E Z” and Clj E C - (0) and (bjl, . . . 2 bjt) E Z’ - {O}for 
1 sQ’ < N, let g(tI, . . . , t,) be the meromorphic function of (tl, . . . , tt) E @’ defined by 
suppose thnt if we ident~y 1 and the flj with ele~nts of (R’)* then I is not in any proper 
subspace of (I@)* spunned by a subset of the union of (PI, . . . , jt&) and the stundard basis of 
(R’)*, and the conditions of remark 3.5(l) are satisfied. Then for suit~le positive integers 
nl, . . . , nt we have 
sh, . . . Jr) 
dt 
res,, = o. . . . rest,= m 
1 . . . dt, 
ti . . . tl > 
= ( - l)‘resi,+) .. . resi,+) 
, . . . ,tf*) 
dt 1 . . . dt, 
tl . . . t, > 
where t It *-- 9 t k- 1 are held constant when calculating res, = m and resl:). The latter is de$ned 
as in Definition 5.17, using Lemma 5.19 to express 
resf:,f . . . res$,+’ 
( 
g(tT, . . . ,t;) f: **. t’l 
..* > 
in the a~~ro~riute form. 
Proof. This follows immediately from (34) and Lemmas 5.15 and 5.19. Note that we may 
take nt to be 1, but that nl, . . . , nt_, (or at least nlbjl, . . . , nl_IbjSl-l; cf Remark 5.20) 
should all be divisible by ntbjt for 1 < j 6 N, and nl, . . . , q _ 2 should all be divisible by 
nl-ibj,l--r - nl-~bk,l-rbj&&l 
for j # k, etc. cl 
Remark 5.23. The hypotheses on A and /I&, . . . , & in this corollary are included in order 
to ensure that when tl, . . . , tk_ 1 are held constant and 
resf*:l) . . . resi,+’ 
( 
g(t!‘, . . . ty)‘i: ‘*. : 
. . . > 
is expressed in the form 
using Lemma 5.19 then each A? is nonzero, so that 
re.$+)resI,:! . . . re.$+) g(@, . . . , t;‘) 
dt 1 . . . dt, 
tj . . . t[ > 
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can be defined using Definition 5.17. They are satisfied if and only if the coordinate system 
satisfies the hypotheses of Proposition 3.4 (see Remark 3.5(l)) with 5 a positive scalar 
multiple of (0, . . . , 0,l). 
Next we need to relate the iterated residue resj:) . . . res$‘) in Corollary 5.22 with 
iterated residues of the form appearing in Proposition 3.4. For simplicity we shall initially 
assume that the integers nl, . . . , n1 can all be taken to be 1 (this can be achieved in any case 
by resealing the coordinates, cf: Remark 5.14). Let {Jj,, . . . , &,} be a linearly independent 
subset of (&, . . . , /IN). Then the hypotheses of Corollary 5.22 imply that the system of 
equations 
4 I tx* ..* tp=OL. Jk (35) 
for 1 < k < I has only a finite number of solutions (ti, . . . , tl), whose coordinates are all 
roots of unity in @ if the aj are all roots of unity. Indeed the equation 
4 I tit ..I t[ bw = tljl 
in tl for fixed tl, . . . , tl _ i has only finitely many solutions, 
ti = S&l f *.. , I-1 t 1 
say, which are all polynomials+ in ti, . , . , tl_ 1, and for each i the equation 
in tldl for fixed tl, . . . , tt _ z has only finitely many solutions, 
ti_1 = Sfj(tl, mf* , tl-2) 
say, which are all polynomials in tl, . . . , tI_ 2, and so on. The iterated residue 
resi:) . . . re$+) 
( 
g(tl, . . . , trJdtl “’ “I 
t1 . . . tt > 
in Corollary 5.22 is then the sum of some (but not in general all possible) terms of the form 
dt 1 **. dt, 
rest,=, . . . .. ‘, .-. resg,_,=s,,,x(f ...,,_,)res,=,,(, ,,..., tl_,) gh, . . . ,tJ t1 .I. t* 
Notice that this iterated residue can be calculated simply from the knowledge of 
Sh * * * , 4) 
dt I . . . dt, 
tl . . . ti 
in a neighbourhood of the solution to the system of equations (35) above given by (sl, . . . , st) 
whereat =S ,,..., i,anda+s =si *,..., tr_i(S~t . . . , sk) for 1 < k < 1. We can therefore calculate it 
by making the substitution (ti, . . . , tl) = (sleixl, . . . , sleixt) for X = (X,, . . . , X,) E Cz near 0. 
The same argument (slightly simplified) shows that the iterated residue 
res:, . . . resx+,(h(X) l3Xl) 
of Proposition 3.4 is a sum of terms 
resx,,o . . . resxl_l =a,_,(~, . . . .. ~,_.~SX,=~,(X, . . . . . x,_,MWC~XI~ 
+ This is because of our assumption that the integers nl, . . . , n, can all be taken as 1: recall from Remark 5.23 that 
n&j,, ... 9 nl_ 1 b,,,_ 1 are all divisible by nlbir for 1 < j < N. 
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for each of which there exists a linearly independent subset I&,, . . . , fij,) of {j?r, . . . , /?N) 
such that the equation 
Pj,(Xl, ... 3 Xl) = 0 
in XI for fixed X1, . . . , Xl_ 1 has a unique solution 
X1 = 4x1, =.*,X2-1), 
and the equation 
Jgir_,tx19 *** 9 xl-l~cTl(xl~ *.* vxZ-l)) = O 
in XI-r for fixed X1, . . . , XI_2 has a unique solution 
XI-, = &1(X1, f.. > XI-21 
and so on. This iterated residue can be calculated simply from a knowledge of h(X) in 
a neighbourhood of 0 in C’. 
Now (sIeix1)6J*1 . . . (sreiXt)bhi = aj, if and only if 
ei@,,,X, +... + b,,,&) = 1 
and for X = (XI, . . . , X,) E Cc’ near 0 this happens if and only if bj,rXr + ... + bj,lXr = 0. 
Thus in the notation above with PI(X) = bjrXr + ... + bj,Xl we have 
si,, .._,i,_,+,(sIeixl, . . . ,sk-rei4-1) = skei”~(x*~~~~~x’-l~ 
for 1 < k < 1. Therefore, the substitution (tr, . . . , tr) = (sIeiy*, . . . ,sreixi) takes 
dt 1 . . . dt, 
res t1 .*. = &,....,I, resf,_, =Sl,.r,(t,. . . . . tr_,)resr,=Si,ft ,,..., i_21 strr, . . . A) tl . . . ti 
to 
i’resxt =. . . . rek, =o,_,(x ,,..., x_ ps,,=.,(, ,,..., x,_,)tgtsleix*, . . . ,wiXt)dXl .-. ,dXJ. , I 
Comparison of Definition 5.17 and Lemma 5.19 with Definition 3.3 and Remark 3.5(2) 
shows that the local iterated residues near s = (sr, . . . , sl) E (C - (O))l which appear in 
resi:’ . . . re$+) 
( 
g(tr, . . . , t~)dtl **’ dti 
tl . . . tt > 
correspond exactly to those that appear in 
resx+, . . . res:,(s”el*‘x’trunc(n&~(:XL~~S~~-ib,lXi))) 
interpreted as in Remark 3.7. Thus we obtain 
. . . dX, 
~js-~le-i~l(x)) (36) 
where the sum is over the (finite) set 9 of solutions s = (s r, . . . , sl) to the system of equations 
(35) above with (pi,, . . . , fij,) linearly independent subsets of {fir, . . . , ~3~). 
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If we no longer assume that the integers n,, . . . , nl can all be taken as 1, a similar 
argument gives exactly the same formula for 
as of course one would expect from (34). For each solution s = (s%, .. . , q) to the system of 
equations (35) above, there are 
to the system of equations 
for 1 < k < 1. After making 
nl . . . nl solutions S = (S,, . . . , S,) satisfying 
(ST, . . . ,S;I)=(s1, .‘.,d 
Qbhl ... ,ybi,, = Kjk (37) 
the substitution (tI, . . . , tr) = (Sle’X1/“l, . . . ,Sle”Y1’“l) for 
x =(X,, 1.. , X,) E Cc1 near 0 we find that each of these nl . . . q solutions contributes 
*t 1 
- resx+, . . . res~,(s*ei”(x)trunc(~~=*(~gS~~~_IPIIII1)) nl . . . nl 
to resil+) . . . resI,+‘(g(@, . . . , tfl)dtl . . . dtl/(ti . . . tl)). We can therefore deduce from Corol- 
lary 5.22 that 
Remark 5.24. In fact in Corollary 5.22 and the argument leading to equation (38) above, 
we do not need to assume that 1 does not lie in any proper subspace of (RI)* spanned by 
a subset of {PI, . . . , flN} if we proceed as follows. As in Remark 3.6 we assume that the 
coordinate system X = (X1, . . . , X,) satisfies the hypotheses of Corollary 5.22 except for the 
requirement hat A does not lie in any proper subspace spanned by a subset of the union of 
(/L ..* , &) and the basis defined by the coordinate system. We can then set 
p = - hfll + “’ + &NbN) 
whereO<&N4&N_l 4 . . . 6 &2 4 Ed so that p satisfies the following requirement. When- 
ever 1 G k g 1 andjk+l, . . . ,&E (1, . . . , N} are such that 
where 
{XE [w’: x1 = +** =Xk=O)nK=O 
K = kcrfij,+,n . . . nkerbj,, 
so that K is a k-dimensional subspace of iT@ on which (X1, . . . , X,) can be used as 
a coordinate system, then the values taken on the elements of K with coordinates 
(X1, *.. ) XjJ = (0, . . . , 0,l) in this coordinate system by the restrictions pJK and &lK are 
nonzero and of opposite sign, where j is the smallest integer in { 1, . . . , N} such that fijlK is 
not identically zero. It then follows from Remark 5.16 that the formula (38) above is still 
valid if we replace 
resxf, .. . res~,(sAeii(x)trunc(n~=~(~~~~~~-i~,~~,,)) 
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lim resx+, . . . res$ eiup(x)s~eiXVtrunc 
u-O+ >) 
with p chosen as above. 
6. CONCLUSION 
In this final section we shall compare the formulae for RR(A?‘,,d) obtained in Section 4 
from Kawasaki’s Riemann-Roth theorem and the residue formula with the formulae for 
RRr(A?) obtained in Section 5 from the holomorphic Lefschetz formula. We will deduce 
that 
RRK(9’) = + RR(2’“,,d) 
when K = T is a torus (Theorem 6.2) and then extend the method to cover nonabelian 
groups K under suitable conditions (Theorems 6.5 and 6.8). The sign reflects the difference 
between the symplectic and complex orientations of M and Mred. Finally, if z&z is a square 
root of the canonical line bundle on A4 we will use similar arguments to equate 
RR’(LZ @ K”‘) and + RR(6P,,e C3 tcf/i). First we need the following result. 
LEMMA 6.1. Let T --f T be a$nite cover of T obtained as in Remark 5.11, with coordinate 
functions (tt, . . . , tl) on F. Then there is a linearly independent subset (br,j,, . . . , fiF,j,} of 
UL *** > /iiF,N,> such that (st, . . . , so E T satisfies the system of equations 
,+.1 ... $4.’ =5 1 
fir I 6 k < I if and only if there is a connected component Mg of the fixed point set of the 
action on M of the image s E T of (sl, . . . , sI) E T such that 
F c M; 
and no subgroup of T of dimension at least one acts trivially on Mi. The normal to F in 
Mf then contains the directions corresponding to the weights fir,j,, . . . , bF,jta 
Proof First note that if (sr, . . . , st) E T satisfies the system of equations 
$‘I,,, 
1 
&I =: 1 
... 1 
for 1 < k 6 1 with {flr,jl, . . . , flF,j,} a linearly independent subset of {&, i,’ . . . , /?F,NR}, then 
(Si, 4.‘) sr) has finite order in 1”. Now let Mf be the unique connected component containing 
F of the fixed point set of the action of the image s E T of (sr, . . . , s,) E rp’ on M. Then the 
normal to F in Mz is spanned by those directions in the normal to F in M corresponding to 
weights pr,j such that 
$1 . . . sr bA =: 1. 
The weights satisfying this condition span t* if and only if no subgroup of T of dimension at 
least one acts trivially on M,“. The result follows. cl 
We can now prove the following theorem. 
THEOREM 6.2. If K = T is a torus then RRr(S?) = If: RR(Y,,,,) where the sign is “ + ” if 
the ratio of the symp~ect~ orientation to the complex orientation on M is equal to the ratio of 
the symplectic orientation to the complex orientation on Mred, and is “ - “I otherwise. 
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PuooJ: Let choose < E t in Remark 5.7, a coordinate system X = IX,, . . . , X2) on 
t as in Remark 5.11 with 5 a scalar multiple of@ II_ f 0, I) , and p E t* as in Remark 5.24. 
For each F E $r let ._?ffl be the set of solutions (sit . . . , s$ e T to the system of equations 
sb.1 *.. $..l = 1 
for 1 < k < 1 with {flF?j,, . . . , flF,j[} linearly independent subsets of (pF, i, . . . , pF,Np}, and let 
Y(F) be the image of g(F) in T. Since the finite cover i”’ + 7’ is c to 1 and the equations are 
pulled back from T, each s E Y(F) has exactly c preimages in $@). Therefore by Proposi- 
tion 5.6, Corollary 5.13, (3@ Lemma 5.3 and the formula (38) combined with Remark 5.24, 
we have (module orientations) 
Now by Lemma 6.1 we have F E 4” and s E 9’(F) if and only ifs E 9’ and F E s: for some 
(unique) a E ,raP, (in the notation of Section 4). Thus in the formula above we can replace the 
sums over F E 9 and s E Y(F) by sums over s E Y and a E J;yl, and F E 9:. Finally by 
Remark 5.11 we have 
A 
c=vol(T). 
Since K = T is a torus it has no roots and trivial Weyl graup, so the result (modulo sign) 
follows from Corollary 4.6. The sign arises because the applications of the Kawasaki’s 
Riemann-Koch formula (Theorem 4.2) and the hdomorphie Lefschetz formula (Theorem 
5.1) require the complex o~entations on M and Mred, whereas the residue formula (Theorem 
3.1) requires the sympleetic orientations. II 
We want also to consider RRK when K is not abelian. For this we need the following 
result. 
PROPOSITION 6.3. Let r et be chosen as in Remark 5.7 SO that 
IY(Q = fez&X + i{): X E tf. Then 
the &? have na poles on 
where W is the Weyl group of K and the product is over all the positive roots y of K. 
Prooj We have by the Weyl integral formula for Lie groups that 
RRK&Y) = dimZK = 
1 
= (27CiYvolV)IWI tee s y,O 
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where y runs over the positive roots of K. As in the proof of Proposition 5.6 we may deform 
the integral over T to an integral over I(<) and write x(t) = LEsxF(t) for t E I’(<) by 
Proposition 5.5. cl 
We would like to imitate the proof of Theorem 6.2 above using Proposition 6.3 in place 
of Proposition 5.6 to show that 
RRK(Y) = 4 RR(8,,d) 
when K is nonabelian. However, as was first pointed out to us by M. Vergne, there are some 
exceptional cases where this is not necessarily true. For example let M be the complex 
projective line with its standard complex structure, K = SU(2) acting in the usual way via 
projective transfo~ations and 2 the tautologi~al line bundle (with w equal to minus the 
standard KHhler form on the complex projective line). Then Mred is empty, so 
but dimti’(M, 9) = 0 and dimH’(M, 9) = 1 so K must act trivially on I-I’@& 9) and 
RRK(Y) = - 1. 
The place where problems arise in the modification of our proof of Theorem 6.2 to the 
case when I( is nonabelian is the application of Lemma 5.15 after the introduction of the 
factor 
n (1 - t’)(l - t-y), 
Y’O 
If factor as a Laurent series t and Lemma 5.15 is applied as it stands to 
the terms in the resulting sum, the proof of Theorem 6.2 using Proposition 6.3 instead of 
Proposition 5.6 gives us the following result (in the notation of Section 4). 
PROPOSITION 6.4. For < E t chosen as in Remark 5.7, a coordinate system 
x =(X,, . . . ) X,) on t chosen as in Remark 5.11 and p E t* chosen as in Remark 5.24, we have 
I#(.$?) = eKsgY .z,rsF:& lim 
s u+o+ 
res& . . . res$ ( eiup(X)~T(F)eiylT(F)(X) 
x fl (1 _ sYeiY(x))(l _ s-Ye-iYW)) 
Y’O 
X 
s ( 
trunc 
e”Td(F)dXr . . . dXl 
F 
n$ 1 (1 _ s -&.I~ - ih( - CI(~PJ)) 
ProoJ: When K is nonabelian Lemma 6.1 tells us that F E F and s E Y(F) if and only if 
there is some element w of the Weyl group W of K satisfying (in the notation of Section 4) 
ws E 9 and F E FcS for some (unique) a E SB,. Since the size of the Weyl group orbit Ws of 
any s E t is 1 W j/j W,] where W, is the Weyl group of K,, the result now follows from 
Proposition 6.3 exactly as Theorem 6.2 followed from Proposition 5.6, by expanding the 
products ny,o(l - t’)(l - tmy) and nYto(l - syeiy(x))(l - s-ye-iY(x)). cl 
Unfortunately, as we observed at the end of Section 4, the formula for RRK(9) given in 
Proposition 6.4 is not in general identical to the formula for RR(Y,& given in Corollary 
4.6. The difference is that in the statement of Proposition 6.4 the power series 
,IIocr - 
syei~(W)(l _ s-ye-iylX)j 
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in X has not been truncated to a palynomiaf @$I Remark 3.7). However, as we saw in 
Proposition 4.7, this does not make any difference provided that 0 is a regular value of the 
T-moment map ptT and the connected component containing 0 of the set of regular values of 
cfT also contains 6 - WC? for every w in the Weyl group W of K, where 6 = l/2~y,0 y is half 
the sum of the positive roots of K. In particular, we obtain the following. 
THEOREM 6.5. Zf 0 is a regular value of the T-moment map pT and ifn is a suficiently large 
positive integer (infuct ifthe confected component containing 0 of the set ofreg~~ur values of 
pT also contains 1 jn(6 - ~8) fir every w E W where S = l/2c,,0y is half the sum of the 
po&ive roots of K) then 
RRK(5?27”) = + RR(c!Y&,) 
where the sign is “ -t ” if the ratio of the symplectic orientation to the complex orientation on 
M is equal to the ratio of the symplectic orientation to the complex orientation on Mrcd, and is 
“ - ” othe~~se. 
Prauf If Y is replaced by Y” then w is replaced by no and the moment map JJ is 
replaced by np> whereas the roots of K are of course unchanged. Since the set of regular 
values of pT cnntains an open neighbourhood of 0 in t*, the result follows from Propositions 
4.7 and 6.4, 0 
Alternatively, we can try to modify Lemma 5.15 to deal with 
instead of XF(t). However, we then have to put in some extra hypotheses, as follows. 
LEMMA 6.6. Let f(z) be a rationalfinction of z E @ of the farm 
?## 
where dl, . . . ,SM,Xandfii, . . . , /IN are nonzero integers and Ej, dk E @ - (0) for 1 6 j < N 
and 1 G k < M. Suppose also that 
4+max&f C fij<O 
j:& < 0 
if A c 0 and that 
;1i-mm&-t- C bj>O 
j:& 2+ 0 
if R > 0. Then res, = M (f(z) dz/z) = 0 tj+ /z < 0 whereas if I > 0 then 
ProoJ As for Lemma 5.15, this follows as res,=,(f(z}dz/z) = 0 if 
X + max 4 + C:fi, < OSj < 0 whereas res,,O(f(z)dz/z) = 0 if A -t min& + Cj:b,>ofij > 0, 
and the sum of the residues of any meromorphic l-form otl C u { CL, f is zero. 0 
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Remark 6.7. As in Lemma 6.6, let f(z) be a rational function of z E @ of the form 
Then the hypotheses of Lemma 6.6 that I + max SI, + Cj:a,<oflj < 0 if A c 0 and that 
A + min & + xj:fl,>$) /? > 0 if 1 > 0 are satisfied for any I E Z - (0) if j 
Using Lemma 6.6 and Remark 6.7, the proofs of Theorems 6.2 and 6.5 can be modifi~ 
in a simple way to give the following theorem. 
THEOREM 6.8. (i) Suppose that for each positive root y of K and for each connected 
component F of the fixed point set MT there exist weights BF,j,,; fur the action of T on the 
normal to F in M which are all scalar multiples of y, say @F,j,j = cb,iy with c&,~ E Q for 
1 G i < My,r, satisfying 
awn for any s~~ciently large positive integer n (in fact for any positive integer n such that 
(l/n)@ - w6) and 0 1 ie in the same connected component of the set of regular values of the 
moment map p for every w in the Weyl group W, where 6 = 1/2c,,0 y is half the sum of the 
positive roots of K; cf Remark 3.8) we have RRK(Y7”) = k RR(P’Xd) where the sign is “ + ” if 
the ratio of the symplectic orientation to the complex orientation on M is equal to the ratio of 
the symp~ectic orientation to the complex orientation on Mred, and is “ - ” otherwise. 
(ii) If, moreover, 
1 Gmin - 2 Cii, C 
i ix:,,<0 ' ix:,,>0 
C$,i 
I 
for all y and F, then RRK(A?) = + RR(Yr,J where the sign is as above. 
Proof: Note first that if we choose coordinates as in Remark 5.11, fix tl, . . . . tl_l and 
expand the product l$, 0( 1 - tY) (1 - t -‘) as a Laurent series cr= 1 dk tp in tl then 
maxI~kl = c hi 
Y’O 
wherey=(yr, . . . . n). If F E @ and flFj,,( = c$,iy with c$,i E Q for each y > 0 then the lth 
coordinate bj,.,/ of flr,j,,, is c$, iyl, and SO if 
for each y > 0 then max ) dk 1 < - c j:bi, < 0 bjr and max I Sk 1 < ~j:a,, < 0 bjt. Similarly, if for each 
y > 0 we have 1 g &c$,il and we expand ny>o(l - t * ‘) (where the sign “ + ” in front of 
y is the sign of & c$, i) as a Laurent series cf= 1 & t$ in t, then max I&I < - &:b,, c: ,, b,, and 
max Iski < &b,,O 31. b. Thus the proof of Proposition 6.4, using Lemma 6.6 and Remark 6.7 
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instead of Lemma 5.15, gives us 
and if the hypothesis of (ii) is satisfied it gives us 
The first part (i) now follows from Propositiun 4.7(i) and Remark 4.8, since the set of reg- 
u1ar values of ~1 contains an open neighbourhood of 0 in k*, while (ii) follows from 
Corollary 4.6. 0 
Remark 6.9, Suppose that the symmetric bilinear form on the fibres of the tangent 
bundle TM defined by the almost complex structure J and the symplectic form o is positive 
definite. In C323 Meinrenken shows that RRK(2’) = RR(9,,d) is always true under this 
hypothesis, It is easy for us to see this for K = SU(2) or SO(3). For suppose that y is 
a positive root of K and that a + ib E k@ @ is a weight vector for the adjoint action of T on 
k @ @ with weight y. By the defining property and K-equivariance of the moment map p we 
have for any F E 9 and x E F that 
where the norm on T,M is defined by the Riemannian metric and “.” denotes the fixed 
invariant inner product on k used throughout o identify k* with k. Thus if pT(F)*y > 0 then 
cz, + Jb, is nonzero and so y occurs as a weight of the action of T of the normal to F in M. 
Similarly, if pT(F). y -c 0 then - y occurs as a weight of this action. 
When K = SU(2) or SO(3) the dimension of T is one, K has one positive root y > 0 and 
by Lemma 5.3 &)(l - ty)(l - t-‘) is a linear combination of terms of the form 
where /IF, r, . . . , j?F,N, are the weights of the action of T on the normal to F in M and 
r1, es*, rNF are nonnegative integers. To prove that RRK(Ai?) = RR(Y,,J it suffices to show 
that each such term, regarded as a rational function of t E @, satisfies the hypotheses of 
Lemma 6.6, This is true since if p*(F) > 0 then fiFVj = y for somej, whereas if p=(F) -=z 0then 
fiF,I = - y for some j. 
A useful variant of Lemmas 5.15 and 66 is the following. 
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LEMMA 6. IO, (i) Let f(z) be a rational function of z E C of the form 
f(z) = 
zi - 3X,h 
nyxl(l - b!jZ-BJ) 
whereL~iZ-{0)andaj~~-~Ojand~j~~-{O)fOr1~j~,<.ThenifA<Owehaoe 
res,= m (f(z)dz,/z) = 0 whereas ifA > 0 then 
f wz res,=, - = - ( > c f (Wz Z reszsP - ( > . pEc-{o) Z 
(ii) Let f (z) be a rational function of z E C of the form 
where dl, . . . ,&, R and PI, . . . , fiN are nonzero integers and dk E @ and aj E C - (0) for 
l<k<Mand l,<j~~.Supposealsothat~+max~~-~~j~~j~<Oif~<Oandthat 
R. + mink& + $Cj}fijl > 0 $2 > 0. Then res,=,(f(z)dz/z) = 0 ifA < 0 and 
ifA. > 0. In particular this is truefor any A # 0 if+cj/pjl 2 maxbk and i&Jfljl 2 - min&. 
ProoJ: The proof is a direct adaptation of the proof of Lemma 5.15. El 
Let K denote the canonical line bundle on M. Suppose that M has a K-invariant spin 
structure, so that there is a line bundle icriz with an action of K such that 1~‘~’ @ rcr” z ic. 
Then for any F E 9 we have 
chr(rcl”)jF(X) = e --~,~j~~~B~,j~X~I:!ch(fcli~)l~. 
Now ej a ,,( - l)jHj(M, 9 @IC”~) is a virtual representation of K, with associated charac- 
ter j(t), say, and Riemann-Roth number 
RRK(B+c ‘12) = C ( - l)jdimH’(M, ~Y@rc”~). 
i 3 0 
The holomorphic Lefschetz formula tells us that the character j(t) is given by 
where 
A straightforward adaptation of the proofs of Theorems 6.2,6.5 and 6.8 using 
6.10 gives the following result, 
Lemma 
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THEOREM 6.11. We have RRK(_Y@~112) = + RR(_Yr,,@ I&!:) (where the sign is “ -t ” if 
the ratio of the symplectic orientation to the complex orientation on M is equal to the ratio of 
the symplectic orientation to the complex orientation on Mred, and is “ - ” otherwise) if 
(i) K = T is a torus; or 
(ii) if 0 is a regular value of the T-moment map pT and 9’ is replaced by 3” for any 
suflciently large positive integer n (in fact for any positive integer n such that (l/n)(6 - ~6) 
and 0 belong to the same connected component of the set of regular values of pT for every 
w E: W, where 6 = 1/2x,,, y is half the sum of the positive roots of K); or 
(iii) iffor each positive root y there exist weights f?F,j,,, for the action of T on the normal to 
F in M which are all scalar multiples of y, say /?F,j,,, = C~,iy with cb,i E Q for 1 < i < My,r, 
satisfying 
The factor f here may be omitted if3 is replaced by Y for a suficiently large positive integer 
n (in fact for any positive integer n such that &(S - ~6) and 0 belong to the same connected 
component of the set of regular values of the K-moment map p for every w E W). 
Remark 6.12. The same argument also gives us RRK(_Y@tc) = + RR(_Y~,a@tc,,d), 
which we would expect to be true from Serre duality. Indeed in Theorem 6.11 we could 
replace the exponent $ by any rational number q E [O, 11 for which rc4 makes sense. 
COROLLARY 6.13. Suppose that whenever x E M belongs to a component F of the fixed 
point set of the action of the maximal torus T on M then the representation of T on the normal 
to F at x contains a copy of the adjoint representation of T on k/t. In particular, this is true if 
a generic point of F is nothxed by any subgroup of dimension strictly greater than T under the 
action of K. Then 
and 
for any sufticiently large positive integer n, where the sign is “ + ” if the ratio of the symplectic 
orientation to the complex orientation on M is equal to the ratio of the symplectic orientation 
to the complex orientation on Mred, and is “ - ” otherwise. 
Supposefurther that the representation of T on the normal to F at x contains a copy of the 
adjoint representation of T on the complex$cation of k/t. In particular this is true ifF is not 
fixed by any subgroup of dimension strictly greater than the complexijication of T under the 
infinitesimal action of the complexiLfication of K. Then 
RRK(Y) = + RR(Yr,J 
and 
where the sign is as above. 
Proof This follows immediately from Theorem 6.8 and Theorem 6.1 l(iii). 0 
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