Making use of theory of differentiable stacks, we study symplectic vortex equations over a compact orbifold Riemann surface. We discuss the category of representable morphisms from a compact orbifold Riemann surface to a quotient stack. After that we define symplectic vortex equations over a compact orbifold Riemann surface. We also discuss the moduli space of solutions to the equations for linear actions of the circle group on the complex plane.
Gromov-Witten invariants of closed symplectic orbifold are defined as integration over a certain compactification of the moduli space of representable pseudo-holomorphic maps from orbifold Riemann surfaces [4] . Therefore it is natural to think about an extension of the SVE such that its adiabatic limit is the equation of representable pseudo-holomorphic maps. But if we put everything into orbifold settings (e.g. orbibundle, etc.) for SVE, then the theory becomes extremely complicated.
To solve this problem, we make use of theory of differentiable stacks. Roughly speaking, the symplectic vortex equations over a Riemann surface Σ can be thought as "differential equations" of maps from Σ to the quotient stack [M/G]: a (representable) morphism of stacks ϕ : Σ → [M/G] corresponds to the 2-cartesian square
where u is a G-equivariant map and π P : P → Σ is a principal G-bundle over Σ.
In this paper, we see that we can replace Σ with a stack corresponding to compact orbifold Riemann surface in the above diagram. One of the advantages of the replacement is that the upper part of the above diagram still belongs to the category of smooth manifolds. Finally we find that we can use the same PDEs for an extension of SVE after several observations on differentiable stacks. This paper is organised as follows. In §2, we review briefly theory of differentiable stacks. In §3, we discuss the category of representable morphisms from an orbifold Riemann surface to a quotient stack. We show that the category is equivalent to a certain category similar to the category of principal G-bundles. In §4, we fix notations for an orbifold Riemann surface by using statements developed in §3, and we consider (representable) pseudo-holomorphic maps from a compact orbifold Riemann surface Σ to a (orbifold) Marsden-Weinstein quotient. After that we define SVE over Σ and discuss the moduli space of solutions to the SVE for the case when the circle group S 1 acts on the complex plane C.
Notations We fix the following notations through this paper.
We denote by ψ any right action map: if we have a right G-space M, then ψ is defined by
Let g be the Lie algebra of a Lie group G. For a G-space M and ξ ∈ g, we define the infinitesimal action ξ M ∈ Vect(M) by Here Vect(M) is the space of vector fields on M. The above convention is the same as Bott-Tu [3] and opposite to Cieliebak-Gaio-Salamon [5] . Set
If the G-action is locally free, then g M is a subbundle of the tangent bundle TM.
For a (2-)fibred product X 1 F 1 × F 2 X 2 , the i-th (i = 1, 2) projection is denoted by pr i .
Differentiable stacks
We review theory of differentiable stacks and geometric objects (e.g. differential forms) on stacks. First we recall the bicategory of Lie groupoids and bibundles. Secondly we introduce the 2-category of stacks over the smooth category and geometric objects on Deligne-Mumford stacks. Finally we describe an orbifold Riemann surface as a Deligne-Mumford stack.
Lie groupoids and bibundles
For details of Lie groupoids and bibundles, see Lerman [12] , Metzler [16] , Moerdijk [20] and Moerdijk-Mrčun [17] .
A groupoid is a category whose arrows are all invertible. We write X 1 ⇒ X 0 for a groupoid whose class of objects and class of arrows are X 0 and X 1 respectively. The source map and the target map are always denoted by src and tgt respectively: for a ∈ Hom(x, y), src(a) = x and tgt(a) = y. We also write a : x → y for such an arrow. Definition 2.1. A groupoid X 1 ⇒ X 0 is called a Lie groupoid if (i) both X 0 and X 1 are smooth manifolds, (ii) both the source and the target map are surjective submersions, and (iii) the composition map X 1 src × tgt X 1 → X 1 ; (a, b) → ab, the unit map x → 1 x (x ∈ X 0 ) and the inverse map a → a −1 (a ∈ X 1 ) are all smooth.
Let X 1 ⇒ X 0 be a Lie groupoid. For an object x ∈ X 0 , the submanifold (X 1 ⇒ X 0 ) x = {a ∈ X 1 | src(a) = x = tgt(a)} of X 1 is a Lie group. The Lie group is called the stabiliser group at x.
Two objects x, y ∈ X 0 are said to lie in the same orbit (x ∼ y) if there is an arrow a : x → y. The quotient space of X 0 with respect to the equivalent relation ∼ is called the underlying space of X 1 ⇒ X 0 and denoted by X 0 /X 1 . If x ∼ y, then the stabiliser group at x is naturally isomorphic to the stabiliser group at y. Example 2.2. Let G be a Lie group and M a right G-space. The action groupoid M G of the G-action on M is a Lie groupoid M × G ⇒ M whose structure maps are given as follows: src(m, g) = mg, tgt(m, g) = m, (m, g)(mg, h) = (m, gh), 1 m = (m, 1) and (m, g) −1 = (mg, g −1 ) for g, h ∈ G and m ∈ M. The stabiliser group at m ∈ M is the ordinary stabiliser group at m and the underlying space of the action groupoid M G is the quotient space M/G.
Definition 2.3.
• A Lie groupoid X 1 ⇒ X 0 is said to be proper if (src, tgt) : X 1 → X 0 × X 0 is a proper map.
• A Lie groupoid is called anétale groupoid if the source and the target maps areétale (locally diffeomorphic).
Next we recall bibundles. Regarding a bibundle as an arrow between Lie groupoids, we obtain the bicategory of Lie groupoids and bibunbles.
Definition 2.4.
A right action of a Lie groupoid Y 1 ⇒Y 0 on a manifold P consists of two maps
The map α is called the anchor map.
A left action of a Lie groupoid can be defined in a similar way. (
(ii) The map π is a surjective submersion.
(iii) The map
is a diffeomorphism. Here α is the anchor map for the action.
Definition 2.6. Let X 1 ⇒ X 0 and Y 1 ⇒ Y 0 be two Lie groupoids. A bibundle (or Hilsum-
• a left action of X 1 ⇒ X 0 with an anchor map α L and
• a right action of Y 1 ⇒Y 0 with an anchor map α R satisfying following conditions.
(ii) The actions of X 1 ⇒ X 0 and Y 1 ⇒ Y 0 are compatible, i.e. (ap)b = a(pb) for any a ∈ X 1 ,
Given two bibundles f = (α L , P, α R ) and f = (α L , P , α R ), a 2-isomorphism from f to f is a diffeomorphism ϕ : P → P which commutes with both (X 1 ⇒ X 0 )-and (Y 1 ⇒Y 0 )-actions.
The composition of bibundles is not strictly associative, but associative up to a (canonical) 2-isomorphism. Therefore Lie groupoids and bibundles do not form a category, but form a bicategory. We denote by Bi the bicategory of Lie groupoids and bibundles.
Any bibundle induces a continuous map between underlying spaces and a group homomorphism between stabiliser groups. Suppose that we have a bibundle f = (α L , P, α R ) from
For any p, p ∈ P and a ∈ X 1 satisfying src a = α R (p) and tgt a = α R (p ), there is a unique b ∈ Y 1 such that ap = pb, tgt b = α R (p ) and src b = α R (p). This fact guarantees that the map
is a well-defined continuous map and the map
is a group homomorphism. (Two isomorphic bibundles induces the same continuous map and the group homomorphism.) If two groupoids X 1 ⇒ X 0 and Y 1 ⇒ Y 0 are equivalent in the bicategory Bi, then the underlying spaces X 0 /X 1 and Y 0 /Y 1 are homeomorphic and the group structures of stabiliser groups at the points corresponding under the homeomorphism are isomorphic. Therefore topological structures on the underlying space and stabiliser groups are invariants of the category Bi.
Differentiable stacks
For details of stacks, see Behrend-Xu [2] , Heinloth [9] , Metzler [16] and Lerman [12] .
Roughly speaking, a stack is a category X equipped with a functor from X to a base site satisfying some conditions including a so-called "gluing condition". Here a site is a category equipped with a Grothendieck topology. Theory of stacks can be discussed for several base sites, but we only use the category Diff of smooth manifolds and smooth maps as a base site in this paper.
We define a Grothendieck topology on Diff as follows. For U ∈ Diff, a family { f i : U i → U} i of smooth maps to U is called a covering family of U if f i : U i → U is a local diffeomorphism for each i and the total map U i → U is surjective. The function K assigning to each object U ∈ Diff the collection K(U) of covering families define a basis of Grothendieck topology (cf Metzler [16, Definition 5] Metzler uses a slightly different definition for covering family, but the Grothendieck topology is the same as our Grothendieck topology. Definition 2.8. A category fibred in groupoids (over Diff) is a category X equipped with a functor F X : X → Diff satisfying the following conditions.
(i) For any f : V → U in Diff and any x ∈ X with F X (x) = U, there is an arrow a : y → x in X such that F X (a) = f . (ii) Suppose we have two arrows a 1 : y 1 → x and a 2 : y 2 → x. For any smooth map f :
there is a unique arrow b :
The functor F X : X → Diff is called the base functor of the category fibred in groupoids.
Omitting the base functor F X , we often say that X is a category fibred in groupoids. Moreover F X is described as " ". Namely x = F X (x) for x ∈ X and a = F X (a) for an arrow a in X.
The collection of all categories fibred in groupoids form a 2-category: Definition 2.9. A morphism of categories fibred in groupoids from X to Y is a functor ϕ : X → Y which commutes with the base functors.
For two morphisms of categories fibred in groupoids ϕ 1 , ϕ 2 : X → Y, a 2-morphism of categories fibred in groupoids is a natural transformation α : ϕ 1 → ϕ 2 such that the horizontal composition F Y * α is the identity transformation of F X .
The fibre of X over U ∈ Diff is the groupoid X U with objects {x ∈ X | x = U} and arrows {arrow a in X | a = id U }.
Given a category fibred in groupoids X, for every object x ∈ X and every f : V → x in Diff we choose an arrow a : y → x in X such that a = f (cf Definition 2.8). The object y is called the pullback of the object x via f and denoted by f * x.
Let a : x → y be an arrow in a fibre X U and f : V → U a smooth map. Then we have two arrows b x : f * x → x and b y : f * y → y which we have chosen. Then by Definition 2.8, there is a unique arrow a : f * x → f * y such that a belongs to X V . The arrow a is called the pullback of the arrow a via f and denoted by f * a.
We can assign the descent category X {U i →U} to each covering family { f i : U i → U} and there is a natural functor from the fibre X U to the descent category X {U i →U} . The category fibred in groupoids is called a stack (over Diff) if for any covering family the natural functor is an equivalence of categories.
The collection of all stacks (over Diff) form a 2-subcategory StDiff of the 2-category of categories fibred in groupoids. We regard two stacks as the same stack if they are equivalent.
Remark 2.10. Some authors say two stacks which are equivalent are isomorphic. But we follow the ordinary terminology of theory of 2-categories.
Let G be a Lie group. For a right G-space M, we can define a stack [M/G] as follows. An object of [M/G] is a pair (π, ε) of a principal G-bundle π : P → U over a manifold U and a G-equivariant map ε :
of smooth map f : V → U and a G-equivariant map f : Q → P which makes the following diagram commutative:
The category [M/G] is a category fibred in groupoid with the base functor
− −− → M gives an object of over V and we have an arrow in [M/G].
We choose the object V
We can show that the category fibred in groupoids [M/G] is a stack. The stack is called the quotient stack associated to the G-space.
An arbitrary manifold M can be considered as a quotient stack [M/{1}]: An object is a smooth map f whose target is M and an arrow from g : V → M to f : U → M is a smooth map a : V → U with f • a = g. Thanks to the 2-Yoneda embedding, the category Diff can be embedded into the 2-category of stacks StDiff. We identify every manifold M with the stack [M/{1}]. A stack X is said to be representable if there is a manifold equivalent to the stack X.
In StDiff we can always take a 2-fibre product. 
An arrow from (y 1 , y 2 , a) to (y 1 , y 2 , a ) is a pair of arrows (b 1 : Definition 2.13. A representable morphism ϕ from a manifold X to a stack X is called an atlas (resp.étale atlas) of X if for any morphism F from a manifold U to the stack X the projection map from the representable stack U F × ϕ X to U is a surjective submersion (resp. surjective local diffeomorphism).
Let ϕ : X 0 → X be an atlas of a stack X. Choosing a manifold X 1 which is equivalent to the representable stack X 0 ϕ × ϕ X 0 , we obtain a 2-cartesian diagram:
We can see that X 1 ⇒ X 0 is a Lie groupoid whose source map and target map are s and t, respectively. The Lie groupoid X 1 ⇒ X 0 is called the presentation of X associated to the atlas.
Two presentations of the same stack associated to two atlases are equivalent in Bi, therefore any invariant of the category Bi (e.g. the underlying space, the stabiliser groups, etc.) is also an invariant of differentiable stacks. See Lerman [12] for more details. Definition 2.14. A a stack X is called a differentiable stack (resp Deligne-Mumford stack) if X has an atlas (respétale atlas) and the presentation associated to the atlas is proper. Definition 2.15. Let X 1 ⇒ X 0 be the presentation of X. Suppose that both X 1 and X 0 have constant dimensions. We define the dimension of X by 2 dim X 0 − dim X 1 . Definition 2.16. Let X 1 ⇒ X 0 be the presentation of X associated to an atlas.
• A differentiable stack X is said to be compact if so is X 0 /X 1 .
• A differentiable stack X is said to be connected if so is X 0 /X 1 .
Definition 2.17.
A stack X is said to be type-R if (i) the stack X is a compact and connected Deligne-Mumford stack, and (ii) a generic stabiliser group of X is trivial. 
Therefore the quotient stack is differentiable. The action groupoid M G is a presentation of the atlas. If the Gaction is locally free, then the quotient stack is Deligne-Mumford. (This does not mean that the natural projection is anétale atlas.)
Differential forms and vector fields over stacks
We describe geometric objects (e.g. differential forms, vector fields, etc) on Deligne-Mumford stacks using sheaves over the stack. The general definition of a sheaves over stacks can be found in Behrend-Xu [2] and Metzler [16] . Kashiwara and Schapira [11] explain a general theory of sheaves over sites. Note that a Grothendieck topology on a stack can be induced by the Grothendieck topology on the category Diff.
Differential forms over a differentiable stack [1, 2]
We define the sheaf Ω k X of differential k-forms on a differentiable stack X as follows. For an object x ∈ X over U, Ω k X is defined by the space Ω k (U) of k-forms on U. For an arrow a : x → y in X with a : U → V, we assign the pullback map a * :
. This presheaf Ω k X : X → (R-Vect) satisfies the conditions to be a sheaf over X. Since the exterior derivative d commutes with pullbacks, d makes the abelian sheaves Ω * X a complex. The complex Ω * X is called the (big) de Rham complex of X. The de Rham cohomology of X is defined as the hypercohomology of X with values in Ω * X . Using the presentation X 1 ⇒ X 0 associated to an atlas of X, we can calculate the de Rham cohomology H * DR (X) more explicitly. The set of (global) k-forms on X is given by
The de Rham cohomology is isomorphic to the cohomology of the complex (Ω k (X), d).
Remark 2.19. In general, the set of global sections of a sheaf F over a stack X is defined by applying the global section functor Γ to F . If X is differentiable, the set is canonically isomorphic to the equaliser of the two restriction maps F (X 1 ) ⇒ F (X 0 ), where X 1 ⇒ X 0 is a presentation associated to an atlas X 0 → X.
Remark 2.20. For any vector space V, we can define the sheaf of differential k-forms on a differentiable stack X in a similar way.
Vector fields over a Deligne-Mumford stack [13]
If we have a Deligne-Mumford stack X, then we can define the tangent sheaf T X as follows. Let Z 1 ⇒ Z 0 be the presentation of X associated to theétale atlas p : Z 0 → X. For x ∈ X U we have the following cartesian diagrams:
According to descent theory, there is a vector bundle E → U (which is unique up to isomorphisms) such that the pullback q * E is isomorphic to f * 0 TZ 0 . Then define T X (x) as the set of global sections of the bundle E → U. For an arrow a :
is naturally defined. Moreover the tangent sheaf T X is independent of the choice of theétale atlas. The set of global sections of the tangent sheaf is denoted by Vect(X) and an element of Vect(X) is called a vector field on X. [13] ). Let X 1 ⇒ X 0 be a presentation of an atlas p : X 0 → X of a Deligne-Mumford stack X. 
Proposition 2.21 (Lerman-Malkin
is the space of the (ordinary) vector fields on X i (i = 0, 1). In particular, if the atlas p : X 0 → X isétale, then Vect(X) is isomorphic to V.
Symplectic forms [13]
Let X 1 ⇒ X 0 be a presentation of a Deligne-Mumford stack X associated to an atlas p : X 0 → X. For a vector field (v 1 , v 0 ) ∈ Vect(X), we can define the interior product
is a linear isomorphism. This is equivalent to the condition that ker ω = A. A closed nondegenerate 2-form ω on X is called a symplectic form on X and a symplectic Deligne-Mumford stack is a pair (X, ω) of a Deligne-Mumford stack X and a symplectic form ω on X.
Orientations and almost complex structures Let X be a differentiable stack of dimension n. The stack X is said to be orientable if Ω n (X) is isomorphic to O(X) as an O(X)-module. For an orientable stack X we define
and we denote by O(X) + the space of (global) positive functions. An orientation of X is a choice of an element of the quotient set Ω n (X) gen /O(X) + . For a Deligne-Mumford stack X, an orientation is nothing but a pair of orientations of Z 0 and Z 1 compatible with the source and target maps.
Let X be a Deligne-Mumford stack. An almost complex structure is an endomorphism J : T X → T X of O X -modules satisfying J 2 = − id T X . For an atlas p : X 0 → X, an almost complex structure J on X induces a complex structure of the vector bundle TX 0 /A compatible with the source and the target map. In particular, for anétale atlas ζ : Z 0 → X, an almost complex structure J induces almost complex structures on Z 0 and Z 1 which are compatible with the source and target maps. Here Z 1 ⇒ Z 0 is an presentation associated to the atlas ζ : Z 0 → X. In particular, an almost complex structure induces a canonical orientation on X.
Integral over a Deligne-Mumford stack [1]
A partition of unity of a properétale groupoid Z 1 ⇒ Z 0 is a smooth function ρ on Z 0 such that src * ρ has proper support with respect to tgt : Z 1 → Z 0 and tgt ! src * ρ = 1. Not all properétale groupoid has a partition of unity, but for any properétale groupoid Z 1 ⇒ Z 0 , we can find a properétale groupoid Z 1 ⇒ Z 0 which is equivalent to Z 1 ⇒ Z 0 and has a partition of unity.
Let X be an oriented and compact Deligne-Mumford stack with anétale atlas ζ : Z 0 → X and Z 1 ⇒ Z 0 a presentation associated to the atlas. If the presentation Z 1 ⇒ Z 0 has a partition of unity ρ : Z 0 → R, then we can define an integral
Here n = dim X = dim Z 0 . This gives rise to a linear map H n (X) → R as usual. Moreover the Poincaré duality holds: The pairing
An orbifold Riemann surface as a stack
In this paper we consider an orbifold Riemann surface as a Deligne-Mumford stack. We describe how to construct the stack in this subsection. We basically follow terminologies of Moerdijk-Pronk [18, 19] for orbifolds.
A compact orbifold Riemann surface is a quadruple Σ = (Σ, j, z, m) of a closed Riemann surface Σ, a complex structure j on Σ, a k-tuple z = (z 1 , . . . , z k ) of distinct points on Σ and a k-tuple m = (m 1 , . . . , m k ) of positive integers. We define the multiplicity m of p ∈ Σ as follows:
A point p ∈ Σ is said to be smooth if its multiplicity is 1.
First we recall an orbifold atlas for the compact orbifold Riemann surface Σ. For a point p of multiplicity m, we choose a complex coordinate system w p : V p → C centred at p so that V p \ {p} consists only of smooth points. We also choose an open disc U p ⊂ C centred at the origin and a holomorphic map π p :
Here z is the standard coordinate function on C. Then the group
acts on U p as multiplication and the map π p induces a homeomorphism from
We consider the tangent bundle TΣ. This is a complex orbibundle over Σ. Choosing a metric compatible with the complex structure, we obtain the S 1 -bundle P consisting of unit tangent vectors. It is easy to see that the total space of the bundle is a smooth manifold. Moreover the circle group S 1 acts locally freely on P as complex multiplication (on the right).
Since the orbifold Σ can be obtained as the quotient of P with respect to the S 1 -action, we regard the quotient stack X = [P/S 1 ] as the orbifold Riemann surface Σ. By the construction of X, the stack X is type-R.
By Proposition 2.21, the sheaf over P induced by the tangent sheaf is the sheaf of sections of N = TP/g P . Here g is the Lie algebra of S 1 . The bundle N is an S 1 -equivariant vector bundle, and N/S 1 → P/S 1 is naturally identified with the tangent bundle TΣ. Therefore the vector bundle N is equipped with a complex structure compatible with the S 1 -action. The complex structure gives the almost complex structure on X which will be denoted by j as well.
The category of representable morphisms
In this section, we discuss the category of representable morphisms of stacks from a (type-R) stack to a quotient stack. The category of (representable) morphisms from a manifold to a quotient stack is a prototype. Let M be a G-space. By the 2-Yoneda lemma and the definition of quotient stacks, any (representable) morphism of stacks ϕ from a manifold U to the quotient stack [M/G] corresponds to the 2-cartesian square
Here π P : P → U is a principal G-bundle and u : P → M is a G-equivariant map. To replace U with a (type-R) stack X, we discuss a certain category P G (X) which is similar to the category of principal G-bundles. After that we show that the group of automorphisms of the category for the type-R base X is the same as the ordinary gauge group action. Finally we discuss the category of representable morphisms from X to the quotient stack [M/G].
The category P G (X)
For a stack X and a compact Lie group G, we construct a category P G (X) as follows.
Definition 3.1. An object of P G (X) is a pair of a morphism π P : P → X from a right G-space P to X and a 2-morphisms of stacks σ :
satisfying the following conditions.
(i) The morphism π P : P → X is an atlas.
(ii) The morphism of stacks
is an equivalence. (Therefore the above square is 2-cartesian.)
(iii) For any p ∈ P, g, h ∈ G with p = g = h, the following identity holds.
Remark 3.2. If (π : P → X, σ) is an object of P G (X), the stack X is equivalent to the quotient stack [P/G]. On the other hand, for any quotient stack [P/G] we can naturally obtain an object
The point of the definition of P G (X) is that we can stick with a fixed base stack X.
Definition 3.3.
An arrow between two objects (π : P → X, σ) and (π :
is a pair of a G-equivariant diffeomorphism ϕ : P → P and a 2-morphism of stacks τ :
• is the horizontal composition and • is the vertical composition. The identity arrow of (π :
Remark 3.4. For a manifold X, P G (X) is the category of principal G-bundles over X. Remark 3.5. A G-stack is defined by Romagny [22] as a generalisation of G-spaces. If we regard a stack X as a trivial G-stack, then any object (π, σ) of P G (X) gives a morphisms of G-stack.
Let (π P : P → X, σ) be an object of P G (X). For any representable morphism F : Y → X, we can construct an object of P G (Y) by taking a pullback. Now we have a manifold Q and the 2-cartesian square
gives a 2-morphism of stacks F • (π • pr 1 ) → π P • ε . Since the above diagram is 2-cartesian, there is a unique smooth map ψ : Q × G → Q and a 2-morphism of stacks σ :
for any (q, g) ∈ Q × G. The following lemma is a direct conclusion of the universality of the 2-cartesian square (2).
Lemma 3.7. Let π : R → Y and ε : R → P be morphisms of stacks. Suppose we have two pairs ( f 1 , β 1 ) and ( f 2 , β 2 ) of a smooth map f i : R → Q with ε = ε • f i and a 2-morphism of stacks
Proof of Proposition 3.6. First we show that ψ (q, 1) = q holds for any q ∈ Q. Define s :
, then we obtain the following 2-commutative diagram (i = 1, 2):
then we obtain the following 2-commutative diagram (i = 1, 2):
Then the identities (1) and (3) 
From now on, ψ (q, g) is denoted by qg. Then we can write the identity (3) in the form
for any (q, g) ∈ Q × G. The identity ε • ψ = ε implies that the smooth map ε : Q → P is G-equivariant. Note that we also obtain the following identity
for any (q, g, h) ∈ Q × G × G in the proof of the above proposition.
Proof. It is sufficient to see that the morphism of stacks
for arrows is an equivalence (over each manifold U). First we show that the morphism ϕ is fully faithful over U. Let (q 1 , g 1 ), (q 2 , g 2 ) ∈ Q × G be objects over U. Suppose that we have an arrow (q 1 ,
Since such an arrow is an identity arrow, we have (q 1 ,
) in (P π P × π P P) U . Therefore g 1 = g 2 and the morphism Φ is fully faithful over U.
Next we show that the morphism Φ is essentially surjective over U.
Since the diagram (2) is 2-cartesian, we can conclude that q 2 = q 1 g and a = σ (q 1 , g), i.e. (q 1 , q 2 , a) = (q 1 , q 1 g, σ (q 1 , g)). Therefore the morphism Φ is essentially surjective over U.
Automorphisms in P G (X)
Let X be a differentiable stack. For an object (π : P → X, σ) of P G (X), we consider the group of automorphisms Aut(π, σ) of (π, σ) in P G (X). Let (ϕ, τ) ∈ Aut(π, σ). Since τ is a 2-morphism of stacks π • id P → π • ϕ, we have a unique smooth map γ (π,σ) = γ : P → G making the following diagram commutative.
Therefore ϕ(p) = pγ(p) for any p ∈ P. Since ϕ is G-equivariant, pγ(p)g = pgγ(pg) for any p ∈ P and g ∈ G. We also have τ(p) = σ(p, γ(p)) for p ∈ P. Now we assume that the stack X is type-R (cf. Definition 2.17). Since [P/G] is equivalent to X, the G-action of P must be locally free and effective. Therefore γ(pg) = g −1 γ(p)g holds for any g ∈ G. Define G(P) by
The space G(P) inherits the group structure from G. It is easy to see that the above assignment (ϕ, τ) → γ (ϕ,τ) gives an injective group anti-homomorphism from Aut(π, σ) to G(P). Suppose
, we can easily check that (ϕ, τ) ∈ Aut(π, σ). Thus the group anti-homomorphism is surjective.
Proposition 3.9. If X is type-R, then Aut(π : P → X, σ) is anti-isomorphic to the group G(P).
The category of representable morphisms
Let M be a right G-space and X a differentiable stack. Making use of the category P G (X) we construct a category which is equivalent to the category of representable morphisms from X to the quotient stack [M/G].
Definition 3.10. We define a category R G (X, M) as follows.
• An object of
• The identity arrow of (π, σ, ε) is defined by the identity arrow 1 (π,σ) in P G (X).
The category of representable morphisms from X to [M/G] is denoted by Mor
Rep (X, [M/G]).
Theorem 3.11. The category Mor Rep (X, [M/G]) is equivalent to the category R G (X, M).
Define a functor Ψ :
, we can choose a manifold P F , a morphism π F : P F → X and a smooth map ε F : P F → M so that the following square is 2-cartesian:
Propositions 3.6 and 3.8 say that there is a 2-morphism of stacks σ F : pr 1 
for any (p, g) ∈ P × G.
Let F 1 and F 2 be representable morphisms X → [M/G] and θ : F 1 → F 2 a 2-morphisms of stacks. Since we have a 2-morphism of stacks α
we obtain a unique smooth map ϕ θ : P F 1 → P F 2 satisfying ε F 2 • ϕ = ε F 1 and a unique 2-morphism of stacks τ θ : π F 1 → π F 2 • ϕ:
Here the 2-morphism of stacks τ θ satisfies
for any p ∈ P F 1 .
). Then we have the following 2-commutative diagrams (i = 1, 2):
On the other hand, we have
Applying Lemma 3.7, we conclude that f 1 = f 2 and
Lemma 3.12. The functor Ψ :
Proof. Let θ and θ be two 2-morphisms of stacks from
Because of Identity (8), we have
for any p ∈ P. Therefore it suffices to show that for any object x ∈ X the arrow θ(x) can be calculated without θ. Let x ∈ X U and {U i → U} be a covering family of U in Diff. Since [M/G] is a stack, θ(x) can be uniquely determined by its pullbacks f * i θ(x). Therefore it suffices to show that f * i θ(x) can be calculated without θ. Choosing a manifold P x equivalent to U x × π F 1 P F 1 , we have a principal G-bundle π x : P x → U, a G-equivariant map ε x : P x → P F 1 and a 2-morphism of stacks
We may assume that the pullback of the principal G-bundle π x : P x → U via f i is trivial:
Here s i : U i → P x is a smooth map corresponding to a trivialisation. Using s i ∈ (P x ) U i , we obtain the following arrows in [M/G] U i :
Because of Identity (8), θ(π F 1 (p i )) can be calculated without θ, and so is f * i θ(x).
Let F be a representable morphism from X to [M/G]. Making use of the atlas P F G of X, we can describe F in an explicit way:
If we identify X with [P F /G], then the morphism of stacks F is isomorphic to the morphism of stacksF defined bŷ
Remark 3.14. There is an embedding B of the bicategory Bi of Lie groupoids and bibundles into the 2-category StDiff of stacks over Diff. For a Lie groupoid
and it is the image of f Q via B( f P ).
The image of the embedding B is the 2-category of differentiable stacks (without the condition to be proper). For details of the embedding B, see Lerman [12, §4] .
Proof. A bibundle corresponding a morphism of stacks can be obtained by by taking the following pullback [12] :
It is easy to see that the morphism of stacks B(pr 1 
Proof. Let (π : P → X, σ, ε) be an object of R G (X, M) and identify X with [P/G]. Consider the morphism of stacks defined by
It is easy to see that the following square is 2-cartesian:
(The identity transformation gives a 2-morphism of stack in the above square.) This also implies that F is representable. Then we have a unique smooth map ϕ : P F → P and a 2-morphism of stacks τ : π P → ϕ • π such that the following diagram is 2-commutative.
Modifying the above discussion for Ψ(θ) slightly, we can show that the pair (ϕ, τ) gives an arrow from
Since ϕ is a G-equivariant diffeomorphism, it is obvious that the following morphism E is an equivalence: 
Symplectic vortex equation
In this section, we define symplectic vortex equations over a compact Riemann surface Σ, regarding Σ as a type-R stack X. First we fix notations for an orbifold Riemann surface. Secondly we see the definition of (representable) pseudo-holomorphic curve from X to a MarsdenWeinstein quotient (also known as a symplectic quotient). After that we define symplectic vortex equations and an energy functional. Finally we discuss the moduli space of solutions to the equations for a linear action of the circle group S 1 on the complex plane C.
In this section, G is a compact and connected Lie group. The Lie algebra of G is denoted by g. We fix an invariant inner product , on g to identify g with its dual g ∨ .
A Hamiltonian G-space is a symplectic manifold (M, ω) equipped with a (right) G-action and a G-equivariant map µ : M → g satisfying
and
Here Ad is the adjoint representation of G. Note that the G-action preserves ω since G is connected. This map µ is called a moment map for the G-action.
An orbifold Riemann surface, revisited
Let Σ = (Σ, j, z, m) be an orbifold Riemann surface and X the type-R stack corresponding to Σ ( §2.4) and (π : P → X, σ) an object of P G (X). Since X is type-R, the right G-action on P is locally free and effective (cf. §3.2). In particular the space of connections
The sheaf over P induced by the tangent sheaf T X is the sheaf of sections of the bundle TP/g P . Note that the bundle TP/g P has a complex structure coming from the complex structure j on X, and we also denote by j the complex structure on TP/g P . Since j is compatible with the source and target maps, the identity (j[v])g = j[vg] holds for any v ∈ TP and g ∈ G.
We will need local slices for integrations over X and §4.4. Let p ∈ P and (U, ϕ, Γ) a triple of (i) a finite subgroup Γ ⊂ G, which acts on C in an orthogonal linear way, (ii) a Γ-invariant open neighbourhood U of 0 in C, and (iii) a smooth map ϕ :
The triple is called a (complex) slice at p ∈ P if the map
We may choose a family {(U i , ϕ i , Γ i )} i of slices so that {ϕ i (U i )G} is an open cover of P. Let Z 0 be the disjoint union i U i and ι : Z 0 → P is the map whose restriction to U i is the inclusion map ϕ i : U i → P. Let Z 1 be a fibred product of the diagram:
Then we obtain a properétale groupoid Z 1 ⇒ Z 0 which is equivalent to P G in the bicategory Bi (cf. Lerman [12, Definition 2.25]). It is easy to see that the composition π • ι : Z 0 → X is an atlas of X, and the groupoid Z 1 ⇒ Z 0 is a presentation associated to the atlas. Note that the groupoid Z 1 ⇒ Z 0 has a partition of unity [1] .
The space of 2-forms on X is given by the space of basic 2-forms on P
In terms of Z 1 ⇒ Z 0 , the space of 2-forms on X is the space
and an explicit correspondence between
We denote by ρ :
is an atlas of P, and a presentation associated to the atlas ε : Z 0 × S 1 → P is given by
Note that the map ε : Z 0 × S 1 → P is S 1 -equivariant with respect to the right S 1 -action on
Pseudo-holomorphic curves in a Marsden-Weinstein quotient
For details of (smooth) Marsden-Weinstein quotients, see McDuff-Salamon [14] . CieliebakGaio-Salamon [5] is also helpful for our setting.
Let (M, ω) be a Hamiltonian G-space with a moment map µ : M → g. Assume that 0 ∈ g is a regular value of µ. Then µ −1 (0) is a G-invariant submanifold of M and the G-action on
The quotient stack M/ /G inherits a symplectic form from (M, ω) as follows. Let ω µ be the restriction of ω to µ −1 (0). A direct calculation shows that the 2-form ω µ is basic: ω µ ∈ Ω 2 (M//G). Since the kernel of the 2-form ω µ at m ∈ µ −1 (0) coincides with g µ −1 (0) (m), ω µ is nondegenerate and therefore ω µ gives a symplectic form on M/ /G. The symplectic DeligneMumford stack M/ /G is called the Marsden-Weinstein quotient.
Choose an almost complex structure J compatible with the G-action and ω i.e. J is an almost complex structure on M such that ψ g • J = J • ψ g for any g ∈ G and the bilinear form
defines a Riemannian metric on M. Since the G-action on µ −1 (0) is locally free, g µ −1 (0) is a trivial subbundle of Tµ −1 (0). The sheaf induced by the tangent sheaf T M/ /G is the sheaf of sections of the quotient bundle Tµ −1 (0)/g µ −1 (0) . The bundle Tµ −1 (0)/g µ −1 (0) inherits a complex structure from TM and it gives rise to an almost complex structure on T M/ /G .
We consider a representable morphism from a compact orbifold Riemann surface (Σ, j, z, m) to the Marsden-Weinstein quotient M/ /G. We regard the compact orbifold Riemann surface as a type-R stack X as Section 2.4. By Theorem 3.11, a representable morphism F from X to M/ /G corresponds to an object of the category R G (X, µ −1 (0)), i.e. a pair of an object (π : P → X, σ) of P G (X) and a G-equivariant map u : P → µ −1 (0):
We will stick with the presentation P G to describe geometric concepts on X (cf. §4.1).
Definition 4.1. The representable morphism F : X → M/ /G is said to be pseudo-holomorphic if the map du : TP/g P → Tµ −1 (0)/g M is compatible with the complex structures:
Remark 4.2. This definition is independent of the choice of the object (π, σ, u) of R G (X, µ −1 (0)) up to isomorphism.
The above condition (12) can be described more explicitly by using a connection. For a connection A ∈ A(P) the covariant derivative d A u ∈ Ω 1 (P, u * TM) of u is defined by
We denote by ∂ A u the complex antiholomorphic part of d A u:
Here d A u • j : TP → TM is defined as follows. For v ∈ T p P there is a tangent vector v ∈ T p P such that
This definition is independent of the choice of v because the identity d A u(ξ P (p)) = 0 holds for any ξ ∈ g. Proof. First we note that we have the orthogonal decomposition
Here
. We can canonically identify the bundle Tµ −1 (0)/g µ −1 (0) with N → µ −1 (0). We denote by ν 1 and ν 2 the projections from N u(p) ⊕ g M (u(p)) to the first and second component respectively. The condition (12) is equivalent to the identity Jν 1 (du(p)v) = ν 1 (du(p)jv) for every p ∈ P and v ∈ T p P.
Suppose a representable morphism F : X → M/ /G to be pseudo-holomorphic. Define a 1-form A ∈ Ω 1 (P, g) by the composition
It is easy to see that A ∈ A(P) and ∂ A u = 0.
Conversely suppose that we have a connection A ∈ A(P) satisfying ∂ A u = 0 i.e.
for any v ∈ TP. Applying the orthogonal decomposition (13) to the above identity, we can easily see that the identity Jν 1 (du(p)v) = ν 1 (du(p)jv) holds for every p ∈ P and v ∈ T p P.
Symplectic vortex equations
The symplectic vortex equations are defined for the following data:
• A Hamiltonian G-space (M, ω) with a moment map µ : M → g.
• An almost complex structure J of M compatible with the G-action.
• A compact orbifold Riemann surface (Σ, j, z, m). We regard it as a stack X.
• A volume form dvol X of X.
• An object (π P : P → X, σ) of the category P G (X).
A volume form dvol X of X is a nowhere-vanishing 2-form on X. Using a G-invariant Riemannian metric on P, we can easily see that a volume form of X always exists. Moreover for any 2-form α on X there is a unique function f ∈ O(X) such that α = f dvol X .
Since X is 2-dimensional, a choice of volume form dvol X gives an orientation on X. On the other hand, the complex structure j on X also gives an orientation on X. Thus we choose a volume form dvol X so that both orientations are the same. More explicitly, we assume that the following inequality holds:
Here v is a tangent vector at p satisfying
, and [ ] is the projection map from TP to the quotient bundle TP/g P . The left hand side of the inequality is independent of the choice of v since dvol X is basic.
Fix a volume form dvol X of X. We define the Hodge * -operator by * :
The Hodge * -operator can naturally extend to a map Ω 2 (X, g) → Ω 0 (X, g).
Definition 4.4.
The symplectic vortex equations are the partial differential equations ) is the space of G-equivariant smooth maps from P to M. Note that the curvature F A belongs to Ω 2 (X, g).
Proof. We follow the notation in §4.1. Let χ ∈ C ∞ (Z 0 ) be a partition of unity. Then
where χ i = χ| U i . Let s + it be the standard complex coordinate on C.
Then the pullback of d A u, F A and dvol X to U i via ϕ i are given by
for some positive function λ i on U i . The rest of the proof is similar to Proposition 3.1 in Cieliebak-Gaio-Salamon [5] .
is a solution of the symplectic vortex equation (15) if and only if E(A, u) = R(ω, µ, u).
Since X is type-R, the group of automorphisms of (π P : P → X, σ) in P G (X) is antiisomorphic to the group G(P) defined as (6) . The group G(P) acts on the space A(P) × C ∞ G (P, M) by
Lemma 4.9. The energy functional E is G(P)-invariant.
This lemma can be shown by direct calculation and implies the following proposition. 
4.4
The case of G = S 1 and M = C In this subsection, we restrict ourselves to the cases when G = S 1 and M = C, and we consider the moduli space of solutions to the symplectic vortex equations by comparing it with the moduli space of Kähler vortices [21] .
First we fix notation for the circle group G = S 1 = {z ∈ C||z| = 1}. The Lie algebra g = iR is equipped with an S 1 -invariant inner product: ξ 1 , ξ 2 = −ξ 1 ξ 2 for ξ 1 , ξ 2 ∈ iR. Fix a positive integer a we define a left S 1 -action on C by
(Therefore the right action is defined as z · t = t −1 · z = t a z.) A moment map is given by
where τ is a positive real number. Then the Marsden-Weinstein quotient C//S 1 is called a weighted projective space P(a) (cf. Sakai [23, Section 3.3] ).
Let X be a compact orbifold Riemann surface (Σ, j, z, m). Choose an object (π : P → X, σ) of P G (X). Then P is a 3-dimensional closed manifold equipped with a locally free S 1 -action, i.e. a Seifert fibred space [21, 24] .
The symplectic vortex equations (15) are given by
where A ∈ A(P) ⊂ Ω 1 (P, iR) is a connection on P, and u belongs to
The gauge group G(P) = {γ ∈ C ∞ (P, S 1 ) | γ(pt) = γ(p) for all p ∈ P and t ∈ S 1 } acts on the space of solutions to the equations (19) by γ * (A, u) = (γ −1 dγ + γ −1 Aγ, γ a u). We denote by M(P) the moduli space of the solutions to (19) :
To consider the moduli space of solutions of the symplectic vortex equations (19), we assume the following condition for X. The reason for the assumption is as follows. As Remark 4.5, a certain limit of the symplectic vortex equations is the equation for pseudo-holomorphic curve in the Marsden-Weinstein quotient C//S 1 :
It is natural to assume that the above equations have a solution. Let (A, u) be a solution. For p ∈ P and a stabiliser t ∈ S 1 at p, the map u : P → C satisfies u(p) = t a u(p). By the second equation we have u(p) = 0, therefore t a = 1. This implies the assumption.
Remark 4.12. If a = 1, then the orbifold Riemann surface X must be non-singular.
To compare M(P) with the moduli space of Kähler vortices, we describe the moduli space M(P) by using slices of the S 1 -space P (cf. §4.1).
Taking pullbacks via the atlas ε of P, we can identify C ∞ (P, C) with the space
By this fact, there is a one-to-one correspondence between C ∞ S 1 (P, C) and the space
The correspondence is explicitly given by f = u • ι.
Moreover the pullback ε * :
gives a linear isomorphism from the space A(P) of connections to the space A(
Let B MC be the Maurer-Cartan form for the product bundle
Define
Then the pullback pr * 1 :
gives rise to the linear isomorphism
Therefore we obtain a one-to-one correspondence between A(P) and Ω 1 (Z 0 , iR) ρ . The explicit correspondence is given by ε * A = B MC + pr * 1 θ (or ι * A = θ) for A ∈ A(P) and θ ∈ Ω 1 (Z 0 , iR) ρ . The gauge group G(P) can be identifies with
and the action of the gauge group G(P) on A(P) × C ∞ S 1 (P, C) can be identified with the following action:
Under the above identification, the equations (19) can be identified the following PDEs by taking pullbacks via ι : Z 0 → P:
Here, for the * -operator on Z 0 , the volume form on Z 0 is the pullback ι * dvol X . Therefore M(P) is identified with
Next we describe the moduli space of Kähler vortices in terms of Z 1 ⇒ Z 0 . The S 1 -action on P × C by (p, x) · t = (pt, t a x) is proper and locally free, and therefore the action induces an orbifold structure on the quotient space P × S 1 C. Moreover the quotient map P × S 1 C → P/S 1 = Σ gives rise to a Hermitian orbifold line bundle. The Hermitian orbifold line bundle can be described as the following properétale groupoid
The space of orbisections is naturally identified with C ∞ (Z 0 , C) ρ , and the space of the compatible orbifold connections is given by Ω 1 (Z 0 , iR) a = {B ∈ Ω 1 (Z 0 , iR) | src * B = −aρ −1 dρ + tgt * B}.
The gauge group is nothing but C ∞ (Z 1 ⇒ Z 0 , S 1 ) and the (right) action of the gauge group on Ω 1 (Z 0 , iR) a × C ∞ (Z 0 , C) ρ is defined by
The equations of Käher vortices over the orbifold Riemann surface (Σ, j, z, m) are the PDEs
for (B, f ) ∈ Ω 1 (Z 0 , iR) a × C ∞ (Z 0 , C) ρ . Therefore the moduli space of Kähler vortices is defined by
Mrowka, Ozsváth and Yu show that the moduli space of Käher vortices has a structure of complex manifold and the complex dimension is equal to the integer called the background degree. To calculate it, we recall briefly Seifert invariants. (The details of Seifert invariants can be found in Mrowka-Ozsváth-Yu [21, Section 2] and Furuta-Steer [7] .)
Orbifold line bundles over an orbifold Riemann surface can be classified by pairs of integers called Seifert invariants: b = (b, β 1 , . . . , β k ).
Here k is the number of singular points of the base orbifold, β i is an integer with 0 ≤ β i < m i , and b is the integer which is called the background degree of the orbifold line bundle. The integer β i is defined by local structure of the orbifold line bundle around the i-th singular point. The background degree b is the degree of the de-singularisation of the orbifold line bundle. For an orbifold line bundle E → Σ with the Seifert invariant (22) , the degree of the line bundle is calculated by the formula
Define d as the real number i 2π [P/S 1 ] F A which is independent of the choice of A ∈ A(P).
Lemma 4.14. The Seifert invariant of the orbifold line bundle P × S 1 C → Σ is b = (ad, 0, . . . , 0).
Proof. Note that the triple (U α × C, ϕ α × id C , Γ α ) is a slice for the S 1 -action on P × C. Here the right action of Γ α on U α × C is given by (z, x) · t = (zt, t a x) = (zt, x).
The last identity follows Assumption 4.11, and therefore β 1 = · · · = β k = 0 in the description of Seifert invariant (22) .
Because of the identity (23), the background degree is equal to the degree of the orbifold line bundle P × S 1 C → Σ. Direct calculation shows that the degree is equal to ad. and it is naturally diffeomorphic to the ad-fold symmetric product of Σ, Sym
Let M(Z 1 ⇒ Z 0 ) and M K be the spaces of solutions to (20) and (21) gives a one-to-one correspondence between M(Z 1 ⇒ Z 0 ) and M K . Moreover the map Ψ satisfies
for θ ∈ Ω 1 (Z 0 , iR) ρ , f ∈ C ∞ (Z 0 , C) ρ and g ∈ C ∞ (Z 1 ⇒ Z 0 , S 1 ). Therefore Ψ induces a welldefined surjective map Ψ : M(Z 1 ⇒ Z 0 ) → M K .
In general, the map Ψ is not injective. Define a covering map σ : S 1 → S 1 by σ(t) = t a and a map σ : In general, the cokernel of σ is complicated, but it is trivial if the underlying space Σ of X is simply-connected. Lemma 4.18. If the underlying space Σ is simply-connected (i.e. of genus zero), then for any g ∈ C ∞ (Z 1 ⇒ Z 0 , S 1 ) there is g 0 ∈ C ∞ (Z 1 ⇒ Z 0 , S 1 ) such that g = g a 0 .
Proof. and it has a smooth structure which is diffeomorphic to the complex projective space CP ad if
