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Liquid–liquid phase separation of proteins underpins the formation of membraneless com-
partments in living cells. Elucidating the molecular driving forces underlying protein phase
transitions is therefore a key objective for understanding biological function and malfunction.
Here we show that cellular proteins, which form condensates at low salt concentrations,
including FUS, TDP-43, Brd4, Sox2, and Annexin A11, can reenter a phase-separated regime
at high salt concentrations. By bringing together experiments and simulations, we demon-
strate that this reentrant phase transition in the high-salt regime is driven by hydrophobic and
non-ionic interactions, and is mechanistically distinct from the low-salt regime, where con-
densates are additionally stabilized by electrostatic forces. Our work thus sheds light on the
cooperation of hydrophobic and non-ionic interactions as general driving forces in the con-
densation process, with important implications for aberrant function, druggability, and
material properties of biomolecular condensates.
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Liquid–liquid phase separation (LLPS) has emerged as animportant organizing principle in biology, where con-densation of proteins and other biomolecules into liquid
droplets has been shown to underlie the formation of membra-
neless subcellular compartments1–3. Beyond compartmentaliza-
tion, these biomolecular condensates have been implicated in
diverse biological processes, including chromatin reorganization4,
noise buffering5, and sensing6, and their misregulation has been
associated with the emergence of diverse pathologies, such as
neurodegenerative diseases and cancer7–9.
LLPS is a thermodynamic process in which weakly interacting
proteins, and in many cases oligonucleotides, minimize their free
energy by demixing into a protein-depleted dilute phase and a
protein-enriched condensed phase10–12. LLPS often becomes
thermodynamically favorable at biomolecular concentrations and
under solution conditions where the free-energy gain from the
dynamic formation of weak attractive intermolecular interac-
tions13, and the increase in entropy associated with the release of
water molecules from the surfaces of biomolecules to the bulk
phase14, become sufficient to overcome the entropy loss due to
the reduction in available solute microstates upon demixing10–12.
This intricate balance of entropic and enthalpic forces raises the
fundamental question about the nature of the molecular inter-
actions that govern protein LLPS and of the factors that
modulate them.
Previous experimental and theoretical studies have shed light on
the molecular grammar underlying LLPS15–17. Accordingly, protein
condensation has been shown to be driven by the action of both
electrostatic and hydrophobic interactions, including charge–charge,
cation–π, dipole–dipole, and π–π stacking interactions. The interplay
of these interactions underlies the phase separation behavior of
proteins at or below physiological ionic strength.
Here, we show that a wide range of proteins, including fused in
sarcoma (FUS)18–22, transactive response DNA-binding protein
of 43 kDa (TDP-43)23,24, Bromodomain-containing protein 4
(Brd4)25,26, sex-determining region Y-box 2 (Sox2)27, and
annexin A11 (A11)28, which are known to undergo LLPS via
homotypic multivalent interactions at low-salt concentrations,
can also undergo LLPS at a high-salt concentration (i.e., above
1.5 M NaCl), reentering into a phase-separated regime from a
well-mixed state at intermediate salt concentrations. This type of
reentrant phase behavior—i.e., where the monotonic variation of
a single thermodynamic control parameter drives proteins from a
phase-separated state to a macroscopically similar state via two-
phase transitions29—is in contrast to the established RNA-
mediated reentrant behavior of protein–RNA coacervates
assembled through heterotypic multivalent interactions, which
are stable only in the presence of intermediate RNA concentra-
tions, but exist as homogeneous solutions at both high and low
RNA concentrations30–33.
LLPS at high-salt concentrations has been observed for a few
polymer systems and proteins, but only at very high polymer/
protein concentrations, typically in the hundreds of micromolar
to the millimolar range, low temperatures, and/or extremes of
pH34–43. Importantly, the reentrant protein LLPS we report here
takes place at the low micromolar protein concentrations, tem-
peratures, and pH values typical of physiological LLPS. While
occurring at salt concentrations higher than those present phy-
siologically (i.e., at ~2–3M), the observation of an additional
phase transition at high-salt underscores the complexity of the
dynamic processes that underlie condensate formation and dis-
solution1–3, and the factors that control them, such as changes in
scaffold concentration44,45, fluctuations in the condensate
environment46,47, and many others32.
Crucially, our data reveal that the molecular interactions sta-
bilizing condensates in the high-salt reentrant regime are
fundamentally distinct from those driving phase separation at low
salt. At high-salt concentrations, LLPS is mainly driven by
hydrophobic and nonionic interactions. This ability of salt to
shift completely the molecular driving forces of protein LLPS is
consistent with the wide body of work demonstrating the
significance of salt in the modulation of protein stability48–51,
protein solubility52,53, protein–protein interactions54,55, and
protein–nucleic acid interactions56–58.
Hence, our work demonstrates that the preferential inter-
actions that the different amino acids establish in LLPS are
heavily context-specific (i.e., they are defined not only by the
amino acid chemical makeup but also by the microenviron-
ment and conditions they are exposed to). For example, we
show that some amino acid pairs transition from establishing
dominant electrostatic attraction or repulsion to engaging
instead in strong hydrophobic attraction, as a function of the
salt concentration.
As such, this dominant role of hydrophobicity and nonionic
interactions in the high-salt regime expands the molecular
grammar governing LLPS, and demonstrates that the driving
forces for protein phase separation are not only dictated by the
amino acid sequence but also by the condensate environment.
Overall, these findings may have wide-ranging implications for
the interactions, druggability, and material properties of biomo-
lecular condensates, and thus broaden our understanding of
biomolecular condensate behavior in health and disease.
Results
Salt-mediated reentrant phase separation of FUS and other
phase-separating proteins. We first discovered reentrant phase
behavior for the protein FUS, when mapping out its phase dia-
gram as a function of KCl concentration (Fig. 1). FUS remains
phase-separated in salt concentrations up to ~125 mM, in line
with previous observations18–22, and then forms a well-mixed
phase between 125 mM and 1.5M, but surprisingly reenters the
phase-separated regime above 1.5 M KCl. Hence, FUS exhibits
two-phase boundaries, at respective upper and lower transition
concentrations of salt. Importantly, condensate formation at high
KCl concentrations is fully reversible. Adjusting the KCl con-
centration back to the 500 mM to 1.5 M range yields a well-mixed
phase, which is also known to occur for condensates at low-salt
conditions upon increasing KCl concentration21.
In addition to FUS, we find salt-induced reentrant phase
behavior in the pathological G156E mutant of FUS18,19, TDP-
4323,24, Brd425,26, Sox227, and A1128 (Fig. 2). Like FUS, all these
proteins phase-separate via homotypic multivalent interactions at
low salt, are involved in essential cellular and developmental
processes59,60, and implicated in neurodegenerative disorders7,28.
Notably, in all cases, high-salt condensates have similar size
distributions and shapes as their low-salt counterparts. An
analysis of droplet shape revealed that both low- and high-salt
condensates exhibit a high degree of circularity (>95%), and have
similar areal distributions (Supplementary Fig. 1), substantiating
their liquid-like character and structural similarities in both salt
regimes.
Interactions driving high-salt phase separation of FUS and the
positively charged PR25 peptide. The observed reentrant phase
behavior provides an opportunity to shed light on the molecular
processes that lead to condensate formation in the high-salt
regime, and to probe whether these phenomena are the same at
high and low-salt concentrations. Condensation at and below
physiological salt concentrations, for example of FUS18,19, is
mainly driven by an interplay of both electrostatics21,61 and
hydrophobic interactions62,63, and can be modulated by RNA20
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and ATP64,65 both of which favor and disrupt phase separation
depending on their concentration. This broad mix of forces that
drive and modulate phase separation at physiological salt con-
centrations is supported by the widespread use of charge-
modifying post-translational modifications in cells to control
the strength of protein–protein66 and protein–DNA interac-
tions67, and the ability of uncharged proteins to fold and self-
assemble into large complexes68.
Fig. 1 Reentrant phase separation of FUS at high salt. Phase diagram (left), representative images (center), and schematic (right) of FUS phase
separation in the presence of increasing concentrations of KCl. In the phase diagram, markers filled with blue indicate concentrations where phase
separation was observed in fluorescence images. Open markers indicate concentrations tested where phase separation did not occur. Darker blue regions
are guides for the eyes indicating regions where phase separation of FUS occurs, and light blue is the region where no phase separation occurs. The
reentrant phase separation regime is indicated. Fluorescent images of FUS (6 μM, EGFP labeled) were taken at 50mM (low salt), 500mM (intermediate
salt), and 2.7M KCl (high salt) in 50mM Tris-HCl (pH 7.2). Scale bar is 20 µm. Each data image (center panel) is representative of the observed behavior
from at least three test replicates of the respective protein/salt conditions.
Fig. 2 Salt-mediated reentrant phase separation of FUS, FUS G156E, TDP-43, Brd4, Sox2, and A11. Representative images of FUS, FUS G156E, TDP-43
at 50mM (low salt), 500mM (intermediate salt), and 2.7M KCl (high salt) in 50mM Tris-HCl (pH 7.2); Brd4 and Sox2 at 50mM (low salt), 500mM
(intermediate salt), and 2.15M KCl (high salt); Brd4 buffer: 5 mM Tris (pH 7.5), 0.2 mM EDTA, 0.5% glycerol; Sox2 buffer: 5 mM Bis-Tris-Propane
(pH 7.5), 0.5% glycerol; and A11 at 22.5 mM (low salt), 225mM (intermediate salt), and 500mM NaCl (high salt) in 20mM HEPES (pH 7.0). For
fluorescence imaging, both FUS variants and TDP-43 were tagged with EGFP and studied at a protein concentration of 6 μM; Brd4 and Sox2 were tagged
with monoGFP and studied at protein concentrations of 6 µM and 12.4 µM, respectively; A11 was labeled with AlexaFluor647 and studied at a protein
concentration of 15 μM. Scale bars are 20 µm in all images. Each data image (center panel) is representative of the observed behavior from at least three
test replicates of the respective protein/salt conditions.
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From these observations, it follows that the molecular
processes that lead to demixing and condensate formation in
the high-salt regime are likely connected to electrostatic
protein–protein interactions becoming negligible and the hydro-
phobic effect is heightened. Indeed, the significant drop in protein
solubility upon the addition of salt, which can result in
precipitation for many proteins (i.e., the salting-out effect), has
been attributed to hydrophobic effects48,69. Thus, we reasoned
that enhanced hydrophobic interactions and weakened ionic
interactions might be the key drivers of protein reentrant phase
separation at high-salt concentration.
To test this hypothesis, we probed the ability of pre-formed
FUS condensates to dissociate when exposed to a range of
additional components acting as phase separation disruptors, as
shown in Fig. 3a. We selected a representative set of compounds
with the ability to modulate both electrostatic interactions, such
as poly-uridine (PolyU) RNA and ATP, both highly negatively
charged molecules previously described to disrupt phase
separation20,64,65, as well as 1,6-hexanediol, an aliphatic alcohol
known to disrupt weak protein–protein hydrophobic interactions
and selectively dissolve liquid condensates but not solid ones70.
At low-salt concentrations, PolyU RNA, ATP, and 1,6-hexanediol
were all able to dissolve FUS condensates, confirming that both
hydrophobic and electrostatic interactions contribute to the
stability of FUS condensates in the low-salt regime. At high-salt
conditions, 1,6-hexanediol was the only disruptor that could
dissolve FUS condensates, while the addition of PolyU RNA and
ATP did not show any effects. These observations, summarized in
Fig. 3b, suggest that reentrant high-salt phase separation of
proteins is indeed primarily a hydrophobically driven process
where electrostatics are screened out.
To understand how modulation of salt concentration impacts
phase behavior more generally, we probed the response of the
highly positively charged PR25 peptide, which is formed by 25
repeats of the proline–arginine dipeptide (Fig. 4a). Unlike FUS,
PR25 does not exhibit LLPS at low-salt concentrations because, in
this regime, its homotypic interactions are dominated by the
Arg–Arg repulsion; instead PR25 requires the addition of co-
factor polyanions such as RNA to form complex coacervates at
physiological salt71,72. However, at KCl concentrations of 2.7 M,
we find that PR25 undergoes LLPS on its own (Fig. 4a). Like FUS
in the high-salt regime, 1,6-hexanediol could dissolve these high-
salt PR25 condensates, while the addition of PolyU RNA and ATP
did not elicit any observable effects (Fig. 4b). These results suggest
that phase separation of PR25 at high salt is also driven by
hydrophobic interactions. Notably, this type of phase transition is
not an example of reentrant phase behavior, yet it provides an
additional demonstration of the occurrence of homotypical
driven LLPS at high salt, enabled by the screening of electrostatic
interactions, in this case, repulsion among Arg residues, and
strengthening of non-charged interactions.
Hofmeister effects on the phase behavior of FUS and PR25 in
the high-salt regime. To explore further the role of hydro-
phobicity in phase separation in the high-salt regime, we sys-
tematically varied the chemical nature of the salts used along with
the Hofmeister series73,74, as was previously done for the low-
complexity domain of FUS at lower-salt concentrations62. The
Hofmeister series is ordered based on the ability of ions to reduce
the solubility of hydrophobic molecules in water75. Salts later in
the Hofmeister series (e.g., Ca2+) increase the solubility of pro-
teins in solution by effectively weakening the strength of hydro-
phobic interactions, as compared to salts earlier in the series (e.g.,
K+), which strengthen hydrophobic interactions. Hence, for a
phase separation process mediated by hydrophobic interactions,
higher salt concentrations should be required to induce phase
separation when ascending the Hofmeister series. To test this
hypothesis, we mapped out the phase behavior of FUS and PR25
in the high-salt regime using chloride salts of various Hofmeister
Fig. 3 Dissolution assay of FUS condensates in the high- and low-salt regime using hydrophobic and electrostatic/polar disruptors. a Representative
images of FUS condensates upon addition of 1,6-hexanediol, ATP, and PolyU RNA are shown. Total protein concentration was 4.5 µM and final additive
concentrations were 10% 1,6-hexanediol, 1.25 mg/mL PolyU RNA, 12.5 mM ATP in 50mM Tris-HCl (pH 7.2) at 50mM (low salt) and 2.7M KCl (high
salt). Conditions at which the disrupters dissolved the condensates are highlighted in green and those where condensates remained intact are highlighted
in red. Scale bar is 20 μm. The images are representative of the observed reproducible behavior from at least three test replicates of the respective protein/
salt conditions. b Schematic representation of the ability for electrostatic/polar disruptor molecules ATP and PolyU RNA to dissolve condensates in the
low-salt regime but not in the high-salt regime, and for the hydrophobic disruptor 1,6-hexanediol to dissolve condensates in both regimes.
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series cations (Fig. 5a, b). The data show that the phase boundary
shifts to higher salt concentrations in the order as given by the
most agreed upon ordering of the series75 (i.e., K+, Na+, Rb+,
Cs+, Li+, Ca2+); hence, condensate formation is disfavored with
salts later in the series, as would be expected for a hydro-
phobically driven process. Similarly, for both FUS and PR25, less
1,6-hexanediol is required to dissolve condensates formed in
solutions containing salts later in the Hofmeister series (Fig. 5c,
d). These observations support the hypothesis that the formation
of FUS and PR25 condensates at high-salt concentration is driven
by hydrophobic interactions, and is thus of a different nature to
the transition observed at low-salt concentrations, which has a
Fig. 4 Phase separation and disruptor-mediated dissolution behavior of the PR25 peptide at high- and low-salt concentrations. a Representative images
of PR25 at 50mM (low salt) and 2.7M KCl (high salt) in 50mM Tris-HCl (pH 7.2). The unlabeled peptide was mixed with a small amount of the same
peptide labeled with AlexaFluor546; total peptide concentration was 72 μM. b Dissolution assay of PR25 condensates in the high-salt regime using
hydrophobic (1,6-hexanediol) and electrostatic/polar disruptors (ATP and PolyU RNA). Final peptide concentration was 54 μM PR25 and final additive
concentrations were 10% 1,6-hexanediol, 1.25 mg/mL PolyU RNA, 12.5 mM ATP in 2.7M KCl, 50mM Tris-HCl (pH 7.2). Conditions at which the
disruptors dissolved the condensates are highlighted in green and those where condensates remained intact are highlighted in red. Only 1,6-hexanediol
dissolves PR25 condensates at high salt. Scale bars in all images are 20 μm. In both panels, the images are representative of the observed reproducible
behavior from at least three test replicates of the respective protein/salt conditions.
Fig. 5 Hofmeister effect in the high-salt phase separation behavior of FUS and PR25. a Phase diagram for FUS as a function of salt concentration of
various salts of the Hofmeister series. Open circles indicate cases where phase separation did not occur, closed circles indicate where phase separation did
occur. Each curve depicts the apparent phase boundary for the particular salt named next to it and is only meant as a guide for the eyes. Even at
the saturation concentration of CaCl2 (gray), the hydrophobic effect is weakened to the extent such that phase separation cannot occur, indicated by the
presence of open circles and absence of closed ones in the phase diagram. b Phase behavior of PR25 as a function of ionic strength of various salts.
The trend is consistent with panel a. c Comparison of the amount of 1,6-hexanediol required to dissolve FUS condensates in solutions of various salts along
with the Hofmeister series. In each solution, the final salt concentration was 4M, and the final FUS concentration was 2 μM. Partially shaded circles
represent conditions where the number of condensates was visibly reduced, but the condensates were not fully dissolved. d Comparison of the amount of
1,6-hexanediol required to dissolve PR25 as a function of salts along the Hofmeister series. The final salt concentration at each point was 4M and the PR25
concentration was 100 μM.
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significant electrostatic contribution. Our results also demon-
strate that, analogous to the salting-out effect, salts across the
Hofmeister series have a different impact on modulating
the solubility limit of phase-separating proteins, and in shifting
the boundary of immiscibility that determines phase separation.
Molecular dynamics simulations of reentrant protein phase
behavior. Next, we investigated the origin of the molecular
driving forces behind reentrant protein phase behavior by
developing a multiscale modeling approach that combines
molecular dynamics (MD) simulations at two complementary
levels of resolution: atomistic simulations of amino acid pairs and
residue-resolution coarse-grained simulations of protein con-
densates (Simulation methods). This combination of simulations
at two levels of resolution allows us to investigate how the relative
contributions of electrostatic and hydrophobic interactions
among atomistic amino acid pairs change as a function of salt,
and subsequently to determine if such changes are consistent with
protein reentrant phase behavior.
Potential of mean force calculations of amino acid pairs as a
function of salt. To this end, we first performed a set of all-atom
umbrella sampling MD simulations of amino acid pairs com-
bining residues with different chemical makeups (i.e., charge,
polar atoms, sp2-hybridized atoms, and aromatic groups) using
the state-of-the-art AMBERff03ws force field76 and explicit sol-
vent and ions. From these simulations, we extract the potential of
mean force (PMF) as a function of the center-of-mass (COM)
distance between amino acids at different salt concentrations. By
monitoring the salt-dependent changes to the various PMF
minima, we estimated how the free energy that stabilizes the
bound configuration of an amino acid pair is modulated by salt
and the chemical composition of the pair. Since we are interested
in probing interaction potentials up to very high-salt concentra-
tions (i.e., from 0 to 3M NaCl), it is important that the solvent
and ion model parameters employed are well-fitted to reproduce
adequately ion solubilities in water at 298 K (i.e., the absence of
unphysical salt crystallization). We used the JC-SPC/E-ion/
TIP4P/2005 force field, which has been optimized for that pur-
pose, and verified that the correct ion solubilities are observed77.
Because of their dependency on polarization, investigating
atomistically the effects of salt on cation–π interactions is not
trivial. Cation–π interactions at low salt involve the electrostatic
attraction between the polarizable quadrupole of the π-electron
cloud of an aromatic ring and a polarizing positively charged
amino acid78. Fixed charge atomistic force fields ignore polariza-
tion effects and are, therefore, unable to properly capture cation–
π interactions79,80. While approximations to incorporate the
many-body effects of polarization in atomistic force fields exist,
these require many iterations at each molecular configuration,
which comes at a huge computational cost, and are not free from
their own inaccuracies81. Furthermore, the polarizing power of
the cation is screened out as the salt concentration increases,
which implies that the cation–π pair is significantly polarized only
at low salt. Therefore, to study cation–π interactions in the
context of salt-dependent protein LLPS, we have developed a
specialized model by refitting the sidechain charges of Tyr and
Phe amino acids when bound to Arg or Lys to describe the post-
polarized state of the pairs in the low-salt regime and assumed no
polarization in the moderate and high-salt regimes, where
significant cation screening is expected (Supplementary Tables 1
and 2; Simulation methods).
The PMF curves (Fig. 6) show that the attractive interaction
energies at short intermolecular distances among oppositely
charged amino acids decrease monotonically with increasing
NaCl concentration (Fig. 6a, b). Conversely, those involving only
uncharged residues, including polar ones, increase significantly
with salt (i.e., Ala–Ala, Pro–Pro, Ser–Ser, and Tyr–Tyr)
(Fig. 6c–f). Notably, interactions among a basic and an aromatic
residue (e.g., Arg–Tyr or Lys–Phe, typically termed cation–π)
exhibited a more complex hybrid (electrostatic–hydrophobic)
behavior (Fig. 6g; discussed below), which yields a high
interaction strength at both low and high salt. Interestingly,
Arg–Arg (Fig. 6h) present a switch-like behavior and become
attractive at high salt. A summary is given in Fig. 6i. In all cases,
the strongest attractive interactions we observe, both at low and
high salt, are those where the two amino acids in the pair have
π–electrons (e.g., Arg–Glu, Tyr–Tyr, and Arg–Tyr/Phe) (Supple-
mentary Fig. 2). Together, these observations support our
hypothesis that, at low salt, protein condensation is stabilized
by a combination of electrostatic and nonionic forces, while at
high salt the hydrophobic contributions are strongest, and further
suggest a dominant role of π–π interactions in both regimes.
Although interactions among cationic amino acids and
aromatic residues are commonly described as mostly electro-
static—with polarization forces playing a significant role82—we
find that they are less sensitive to screening than interactions
between oppositely charged amino acids (Supplementary Fig. 2f).
This finding is consistent with experimental measurements of
peptide helicity showing that cation–aromatic interactions are not
fully disrupted by neutral salts up to concentrations of 2.5 M83,84.
High-level quantum chemical calculations attribute the lower
sensitivity of cationic and aromatic pairs to screening to their
higher orbital coordinate contributions85. Indeed, our results
support the hypothesis interactions between basic amino acids
and aromatic rings switch from cation–π electrostatic in nature at
low salt to hydrophobic at high salt and are, therefore, stabilized.
Despite being universal in nature, the stabilization of hydro-
phobic cation–aromatic interactions at high salt has diverse
molecular origins that depend on the exact chemical makeup of
each pair. Lys–Phe is an example of a pair that establishes a purer
cation–π bond at low salt in which no π-electrons are contributed
from the Lys cation sidechain. This interaction first decreases
significantly from low to moderate salt, alluding to its significant
electrostatic character (Fig. 6g; dashed lines). However, contrary
to solely electrostatic interaction, the Lys–Phe interaction has a
shorter range and, in the high-salt regime, it regains its low-salt
attractive power. This occurs because, at high salt, the π-electrons
in the aromatic ring of Phe interact preferentially and more
strongly with the methyl groups of Lys86.
Remarkably, and in contrast to the Lys–Phe cation–π pair, our
PMF calculations reveal that the Arg–Tyr/Phe bond is better
described as a strongly attractive hybrid cation–π/π–π interaction
that increases monotonically with salt (Fig. 6g; solid lines and
Supplementary Fig. 2). Both the significant strengthening with
salt and the high magnitude of the Arg–Tyr/Phe interaction
throughout are explained by a strong contribution of π–π
bonding between the π–orbitals in the sp2-hybridized guanidi-
nium group of Arg and the π–electrons of the aromatic rings86–89.
This important π–π contribution was further demonstrated by
performing additional PMF calculations in which the sidechain
π–orbitals of Arg and Tyr were maintained in either a parallel
(Supplementary Fig. 3a) or a perpendicular (t-shaped) arrange-
ment that does not favor π–π bonding (Supplementary Fig. 3c). In
contrast to the parallel Arg–Tyr pair interaction (which includes
π–π stacking and, therefore, increases monotonically with
increasing salt), the variation of the t-shaped Arg–Tyr interaction
with salt mirrors that of Lys–Phe and is much weaker than its
parallel counterpart (Supplementary Fig. 3e). Moreover, for
Lys–Phe the interaction is negligibly impacted by the pair
conformation (Supplementary Fig. 3b, d), which further
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underscores the dominant role of π–π bonding in Arg–Tyr/Phe
cation–aromatic interactions, but not in Lys–Phe.
The crucial role of π–π bonds as a driving force for protein
LLPS across all salt regimes, but particularly at high salt, is
evident not only from the deep wells in the PMFs of sp2-
hybridized cation–aromatic and aromatic–aromatic pairs (Fig. 6i)
but also from the behavior of charge–charge pairs with π
electrons. A remarkable example of this is the transition of the
interaction between Arg–Arg from mainly an electrostatic
repulsive interaction at low salt to a weak attractive π–π
interaction88,90 in the high-salt regime (Fig. 6h). This transition
occurs because once the repulsion among positive guanidinium
groups is screened, the sp2-hybridized planar guanidiniums can
interact via their π–orbitals. Glu, Asp, and nucleotides also have
charged groups and π-orbitals, and hence, their homotypic
interaction could similarly exhibit a transition from repulsion to
the attraction as salt increases. Moreover, π–π bonding between
Arg and nucleotides is consistent with the much higher salt-range
stability observed experimentally for droplets co-assembled with
poly-Arg and polynucleotides over those formed with poly-Lys
and polynucleotides89. These unexpected results further illumi-
nate the differences in the molecular interactions stabilizing
protein condensates at high salt versus low salt and put forward
Arg–Arg as an additional force that stabilizes the homotypic
LLPS of PR25 in the high-salt regime. We, therefore, propose that
at ionic strengths where charges are screened, π-driven hydro-
phobic interactions may sustain LLPS.
Coarse-grained molecular dynamics simulations of FUS and
PR25. In the next step, using a coarse-grained modeling
approach, we investigated whether salt-modulation of inter-
molecular interactions, observed atomistically, is indeed
responsible for protein LLPS at high salt. For this purpose,
Fig. 6 Effect of salt (0M, 1.5M, 3M NaCl) on the potential of mean force (PMF) between selected amino acid pairs in explicit solvent and NaCl ions as
a function of the center-of-mass (COM) distance. a Cation–anion (with π–π contributions), b cation–anion (without π–π contributions), c
hydrophobic–hydrophobic, d non-polar–non-polar, e polar–polar, f π–π, g hybrid cation–π/π–π (Arg–Tyr, solid lines) and cation–π (Lys–Phe, dashed lines)
(+pol denotes refitted Tyr/Phe parameters were employed; as described in the text and Supplementary Information), h Cation–cation (with π–π
contribution). The second well in (b) emerges from the interaction of Asp with an additional H atom in the Lys sidechain, which is displaced by ~1.7 Å from
the two H atoms that contribute to the first well. To evaluate (g), a model for the polarized cation–π systems was developed (see “Methods”). The gray
arrows in each panel highlight the general shift direction of the PMF minimum as salt concentration is raised. Upward arrows show the weakening of
cation–anion interactions upon increasing salt. Downward arrows show strengthening of nonionic interactions and of hybrid cation–π/π–π and
cation–cation interactions when both amino acids in the pair have π–orbitals. Statistical errors, mean ± s.d., are shown as bands; obtained by bootstrapping
the results from n= 3 independent simulations. i Variation in the free-energy minimum (obtained from the profiles in a–h, mean ± s.d.) with salt. One-letter
amino acid codes are used to identify each pair interaction. Source data are provided as a Source Data file.
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we conducted direct coexistence simulations of tens of inter-
acting FUS and PR25 polypeptide chains using a reparameter-
ization of the amino acid resolution coarse-grained model of the
Mittal group16,91,92, which considers sequence-dependent elec-
trostatic and hydrophobic interactions; we developed this
reparameterization to recapitulate the higher experimental LLPS
propensity at low salt of FUS over its prion-like domain93
(Simulation methods). To investigate salt-dependent LLPS of
FUS and PR25 (Fig. 7a), we modulated the relative contribution
of electrostatic and hydrophobic interactions among amino acid
pairs in the coarse-grained model, according to the salt con-
centration, based on our atomistic results (Fig. 6i). Consistent
with our experiments at low salt, we observe LLPS for FUS (due
to strong attractive electrostatic cation–anion and cation–π
interactions), but not for PR25, which is highly enriched in
positively charged amino acids that repel each other strongly in
this regime (Fig. 7b, all interactions). To confirm the depen-
dence of LLPS on electrostatic forces at low salt, we scaled down
the charged–charged interactions (as suggested by our PMFs)
and, as expected, observed melting of the FUS condensates
(Fig. 7c; reduced electrostatics); this finding corroborates the key
role of electrostatic interactions in stabilizing protein con-
densates at low salt. Finally, to recapitulate reentrant phase
behavior at high salt, we moderately increased the strength of
the hydrophobic interactions (by only 10% for FUS, including
the hydrophobic attraction from the cation–π pairs at high salt,
and 30% for PR25, as suggested by our PMF calculations), while
keeping the electrostatic interactions scaled down. Indeed, we
observed that this subtle enhancement of hydrophobic attrac-
tion is sufficient to yield a reentrant phase transition for FUS
and induced phase separation for PR25 (Fig. 7d; reduced elec-
trostatics+ increased hydrophobicity). Overall, these results
show that protein LLPS in the high-salt regime is driven by
hydrophobic interactions with the strongest contribution com-
ing from π–π bonds; thereby, providing a molecular explanation
for our experimental observations. Our simulations further
demonstrate that despite the differences in the molecular driving
forces stabilizing FUS condensates at low and high salt, their
molecular organization (Supplementary Fig. 4) and densities
(Supplementary Table 3) are similar in both regimes. Hence, by
approaching either extreme of salt, the system does in fact
reenter a previously encountered phase-separated state.
Discussion
This work demonstrates reentrant protein phase separation
with salt as the control parameter. Our results show that protein
molecules are driven by homotypic multivalent interactions to
demix from a homogeneous phase in the limits of both low and
high electrostatic screening. Previously, a different type of reen-
trant phase transition from the well-mixed to the phase-separated
and back to the well-mixed state has been described for systems
that phase-separate via heterotypic protein–RNA interactions at
intermediate RNA concentrations exclusively30–33. Additional
theoretical and experimental work has predicted the ability for
reentrant phase separation of proteins, peptides, and polymers to
occur as a function of pH94, temperature92,95,96, and
pressure97,98. Our work here presents a reentrant phase transition
in which proteins can phase-separate on their own in two distinct
regimes in response to changes of ionic strength. Analysis of the
nature of the molecular interactions implicated in biomolecular
phase transitions shows that phase separation in the absence of
charge screening at low-salt concentration is driven by the
cooperation of electrostatic and hydrophobic interactions, while
the same process at high-salt concentration is favored mainly by
hydrophobic and nonionic interactions, such as interactions
between Ala–Ala, Pro–Pro, Tyr–Tyr, Ser–Ser, Arg–Tyr, Arg–Arg.
The latter two, as we have shown in this study, become pre-
dominantly hydrophobic in the high-salt regime and interact
under those conditions predominantly through π–π bonds
(Fig. 8). Importantly, we show that π–π interactions, involving
both aromatic and non-aromatic residues, are dominant driving
forces for LLPS in both salt regimes, but most strongly under
high-salt conditions. Our work here thus highlights the role of
hydrophobic and nonionic interactions as non-specific driving
forces for the condensation process and therefore expands the
molecular grammar of interactions governing LLPS of proteins.
The observed salt-mediated modulation of LLPS underscores
the finding that the molecular driving forces for phase separation
are not only dictated by the protein sequence but are also cru-
cially sensitive to solution conditions. Solution conditions are
essential to LLPS because they regulate the competition between
the free-energy reduction stemming from favorable
protein–protein interactions in conjunction with the release of
water molecules to the bulk phase, and the entropic cost of
demixing. Hence, solution conditions modulate the preferential
interactions among amino acids1,14. In particular, our work
shows that the Arg–Arg and Lys–Phe pairs exhibit a salt-
dependent switch-like behavior where they transition from
establishing a dominant electrostatic interaction (cation–cation
repulsion and cation–π attraction, respectively) at low salt to a
hydrophobic attraction at high salt stabilized by a strong π–π
component (for Arg–Arg) or methyl–π interaction (for Lys–Phe).
The tuneability with salt, therefore, highlights the complex
interplay between specific intermolecular interactions that com-
mit proteins to particular phases and the condensate
Fig. 7 Dependence of LLPS on electrostatic versus hydrophobic forces for FUS and PR25 from direct coexistence simulations using a sequence-
dependent protein coarse-grained model. a Illustration of the coarse-grained models for the different proteins with one bead representing each amino
acid. Amino acids are colored according to their chemical identity (aromatics in blue, charged residues in green, all other residues in red; color code shown
at the bottom). Snapshots for simulations with b all interactions, c reduced electrostatics, and d reduced electrostatics + increased hydrophobicity for FUS
(24 proteins) and PR25 (400 peptides). Snapshots were rendered using Ovito124.
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environment, and demonstrates the ability for reentrant phase
transitions to occur in biomolecular systems under conditions of
varying electrostatic screening.
The finding of the existence of salt-dependent reentrant phase
separation thus provides insights on the combined action of
hydrophobic and nonionic interactions as molecular driving
forces for the condensation process and has implications for the
druggability and material properties of biomolecular condensates.
In particular, aberrant phase separation of FUS, TDP-43, and
Annexin A11 has been associated with neurodegenerative dis-
eases7. The discovery of salt-mediated reentrant phase separation
for these systems suggests a crucial feature of protein LLPS
behavior that may be important when developing therapies for
phase-separation implicated diseases99. For example, drugs that
are designed to prevent or reverse-phase separation, yet induce
high electrostatic screening, could in turn trigger reentrant
transitions.
Moreover, pathological liquid-to-solid phase transitions in
FUS, for example, are thought to be linked to the emergence of
strongly-bound arrays of β-sheets, which assemble by a combi-
nation of hydrogen bonding and hydrophobic (e.g., π–π) inter-
actions among aromatic residues within low-complexity
aromatic-rich kinked segments (LARKS) that assemble into
protofilaments100. FUS-derived peptides that contain LARKS
and are devoid of charged residues interact weakly under phy-
siological conditions (i.e., salt and temperature), as shown by
their phase separation being enhanced at higher salt concentra-
tions33. This observation suggests that, under physiological
conditions, LARKS-driven pathological transitions are disfavored.
However, in the reentrant high-salt regime, or conditions in cells
that give rise to similar electrostatic screening or enhancement of
hydrophobic effects (e.g., the presence of multivalent ions or
other charged species and post-translational chemical modifica-
tions), our work suggests that pathological LARKS–LARKS
interactions would be significantly enhanced due to strengthening
of π–π interactions, thereby contributing to pathological phase
transitions.
Interestingly, membraneless compartmentalization of func-
tional protobiomolecules into protocells has been hypothesized as
a potential key step in the emergence of life on earth101,102.
Regarding this hypothesis, and mounting evidence suggesting
that the salt content in early marine waters may have been very
high103,104, likely in the molar regimes, as is still the case in
hypersaline water bodies105,106, reentrant protein LLPS, stabilized
by hydrophobic and non-ionic interactions, could have enabled
the spontaneous formation of prebiotic compartments within
such high salt environments.
Taken together, our study identifies salt-mediated reentrant
phase separation behavior of LLPS proteins that is enabled by
hydrophobic and nonionic interactions. The discovery of high-
salt protein phase separation provides a compelling view of the
plasticity of the molecular driving forces for protein phase
separation, and emphasizes that these forces are not only defined
by the amino acid sequence but also critically influenced by the
condensate environment. Depending on the microenvironment,
the diverse chemical makeups of amino acids allows them to
engage in a multiplicity of molecular interactions (e.g., hydro-
phobic, electrostatic, mixed), going beyond—hence expanding—
Fig. 8 Schematic illustration of the different molecular forces that stabilize condensates in the low-salt versus the high-salt reentrant regime. While
phase separation in the low-salt regime is driven by both electrostatic and hydrophobic interactions, the condensation process in the reentrant high-salt
regime is governed by hydrophobic and nonionic interactions. Note: The asterisks (*) for Arg*–Try and Arg*–Arg* indicate that at high salt, charges are
screened, and interactions become predominantly hydrophobic (i.e., π–π interactions).
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the typical one-way classification they are traditionally given (e.g.,
polar, hydrophobic, charged). These findings highlight the
importance of considering solution conditions to which con-
densates are exposed when aiming at predicting, rationalizing, or
modulating protein phase behavior, and when designing therapies
to ameliorate phase separation-related pathologies.
Methods
Materials. All reagents and chemicals were purchased with the highest purity
available. PolyU RNA with a molecular weight range from 800 to 1000 kDa was
purchased from Sigma Aldrich as lyophilized powder and dissolved into a stock of
5 mg/mL in 50 mM Tris-HCl (pH 7.2) before use. ATP was obtained from Fisher
Scientific and a 50 mM stock solution was prepared in 50 mM Tris-HCl (pH 7.2).
1,6-Hexanediol was purchased from Santa Cruz Biotechnology Inc. and a 40%
(w/v) stock solution was prepared in 50 mM Tris-HCl (pH 7.2). KCl was from
Fisher Scientific and all the chloride salts used in the Hofmeister series experiments
were from Sigma Aldrich. The PR25 peptide containing 25 Pro–Arg repeats was
obtained from GenScript. N-terminally labeled PR25 was obtained by reacting the
peptide with amine-reactive AlexaFluor546 (Sigma Aldrich).
Protein production: FUS and FUS G156E. Expression and purification of FUS
wildtype and FUS G156E were adapted from Patel et al.18. In short, proteins were
expressed in Sf9 insect cells (Expression Systems, Cat#94-001F) using the bacu-
lovirus system107 and produced as C-terminal EGFP fusions with an N-terminal
maltose-binding protein (MBP) tag and a C-terminal hexahistidine (His6) tag. Cells
expressing MBP-FUS-EGFP-His6 and MBP-FUS(G156E)-EGFP-His6 were har-
vested 72 h post infection by centrifugation at 2000 rpm for 5 min and resuspended
in 50 mM Tris-HCl (pH 7.4), 1 M KCl, 5% (w/v) glycerol, 1 mM DTT, 10 mM
imidazole supplemented with EDTA-free protease inhibitor cocktail set III (Cal-
biochem) and 0.25 U/mL benzonase (in-house, provided by the MPI-CBG protein
expression facility). Cell lysis was done with an LM20 shear homogenizer
(Microfluidics) at 5000 psi. The lysate was clarified by centrifugation at 16,000 rpm
for 20 min. The supernatant was loaded onto Protino nickel-nitrolotriacetic acid
(Ni-NTA) columns (Macherey-Nagel) with a peristaltic pump and washed with 10
column volumes of lysis buffer. Elution was done with 50 mM Tris-HCl (pH 7.4),
1 M KCl, 5% (w/v) glycerol, and 500 mM imidazole. His6 and MBP tags were
proteolytically removed with 3C-His6 preScission protease (in-house, provided by
the MPI-CBG protein expression facility). The mixture was incubated at room
temperature for 4 h. The samples were then applied to a Superdex 200 pg 26/600
size-exclusion chromatography (SEC) column (GE Healthcare) equilibrated with
50 mM Tris-HCl (pH 7.4), 500 mM KCl, 1 mM DTT, and 5% (w/v) glycerol using a
BIOCAD 60 chromatography system (Applied BioSystems). Protein fractions were
pooled, concentrated with a 30,000 MWCO Amicon Ultra concentrator (Milli-
pore), then aliquoted in tubes, flash-frozen in liquid nitrogen, and stored at −80 °C
until usage.
Protein production: TDP-43. The protein was expressed in and purified from Sf9
insect cells (Expression Systems, Cat# 94-001F) using the baculovirus system107.
The protein was produced as a fusion protein with an N-terminal MBP tag and a
C-terminal monomeric EGFP followed by a His6 tag. Baculovirus-infected cells
expressing MBP-TDP-43-EGFP-His6 were harvested 72 h post infection and
resuspended in lysis buffer (50 mM Tris-HCl (pH 7.4), 1 M KCl, 5% (w/v) glycerol,
10 mM imidazole, 1 mM DTT) supplemented with Complete protease inhibitor
EDTA-free cocktail (Roche) and 0.25 U/mL benzonase (in-house, provided by the
MPI-CBG protein expression facility). Cells were lysed with an Emulsiflex C5 high-
pressure homogenizer (Avestin) at 20,000 psi. The lysate was cleared by cen-
trifugation at 10 °C for 45 min and 25,000 rpm. The supernatant was incubated
with 5 mL Ni-NTA (Qiagen) equilibrated with lysis buffer. Elution of the bound
protein was done with lysis buffer supplemented with 250 mM imidazole. The
MBP and His6 tags were removed by overnight proteolytic digest at 4 °C with 3C-
His6 preScission protease (in-house, provided by the MPI-CBG protein expression
facility). The protein was then gel-filtrated using a Superdex 200 pg 16/600 column
(GE Healthcare) equilibrated with 50 mM Tris-HCl (pH 7.4), 500 mM KCl, 5%
(w/v) glycerol, 1 mM DTT. Fractions containing the target protein were pooled,
concentrated, aliquoted and stored at –80 °C.
Protein production: annexin A11. The protein was expressed in and purified from
Escherichia coli as an N-terminal His6-Sumo-tagged fusion protein with an ULP
protease cleavage site, as previously described28. Briefly, the pOPINS bacterial
expression vector carrying the His6-Sumo-tagged A11 construct was transformed
into competent E. coli BL21(DE3) cells and expressed overnight at 25 °C in Terrific
Broth (TB) autoinduction media. Cells were harvested by centrifugation for 20 min
at 5000 rpm and lysed in resuspension buffer (25 mM HEPES (pH 7.4), 225 mM
NaCl, 5% glycerol, 1 mM EDTA) by a high-pressure cell disruption system. The cell
lysate was clarified by high-speed ultracentrifugation for 30 min at 45,000 rpm,
prior to loading on a 5.0 mL Ni-Sepharose Advance (Bioserv) gravity column. After
batch binding the protein for 1 h at 4 °C, the column was washed with 10 column
volumes of wash buffer (25 mM HEPES (pH 7.4), 225 mM NaCl, 5% glycerol,
1 mM EDTA, and 25 mM imidazole). Protein elution was done with 25 mM
HEPES (pH 7.4), 225 mM NaCl, 5% glycerol, 1 mM EDTA, and 250 mM imidazole.
Purified column eluates were run on an SDS-PAGE and the fractions containing
the protein were pooled, mixed with ULP protease (at a fusion protein: protease
ratio of 200:1) to remove the tags. After treatment with the His6-tagged ULP
protease and dialysis in 25 mM HEPES (pH 7.4) and 225 mM NaCl, the cleaved
protein was applied onto a second Ni-Sepharose Advance column (Bioserv) to
remove the His6-Sumo tag and the His6-ULP. Purified protein-containing fractions
were pooled and concentrated using a Vivaspin (Generon) concentrator (30,000
MWCO). All purification steps were performed at 4 °C. The concentrated sample
was aliquoted and snap-frozen using liquid nitrogen and stored at –80 °C for
subsequent use. Labeling of purified A11 protein using AlexaFluor647 dye was
performed following the manufacturer’s instructions (Thermo Scientific). Briefly,
2.0 mg of the protein in 25 mM HEPES, 225 mM NaCl pH 7.4 buffer was mixed
with 100 µg of the dye and incubated at 4 °C for 4 h. Following incubation, the
protein was applied on a Superdex 25 column (Biorad) to separate the free dye
from the conjugated protein‒dye complex. The labeled protein was aliquoted, snap-
frozen in liquid nitrogen, and stored at –80 °C until usage.
Protein production: Sox2. The protein was expressed in and purified from Sf9
insect cells (Expression Systems, Cat#94-001F) using the baculovirus system107 and
produced as a C-terminal monoGFP fusion protein with N-terminal His6 and MBP
tags. Cells expressing His6-MBP-Sox2-GFP were harvested 72 h post infection and
resuspended in Sox2 buffer (50 mM Bis-Tris-Propane (pH 7.5), 500 mM KCl, 5%
glycerol, 1 mM DTT) supplemented with EDTA-free protease inhibitor cocktail set
III (Calbiochem) and 0.25 U/mL Benzonase (in-house) and lysed by sonication.
The lysate was clarified by centrifugation for 2.5 h at 13,000×g and 4 °C. The
supernatant was applied to an Econo-Pac gravity columns (Bio-Rad) filled with
amylose resin (NEB). After washing the beads with three column volumes of Sox2
buffer, the protein was eluted with Sox2 buffer supplemented with 50 mM maltose.
The His6-MBP moiety was removed by incubation with 140 U 3C preScission
protease (in-house) on a rotator for 3 h at room temperature. After concentrating
of the protein to about 2.5 mL using a 50,000 MWCO Amicon Ultra concentrator
(Millipore), the protein was diluted again with a solution containing 50 mM Bis-
Tris-Propane pH 7.5, 5% glycerol and 1 mM DTT to a final KCl concentration of
100 mM. Next, cation exchange was performed using a HiTrap SP HP column (GE
Healthcare) and 50 mM Bis-Tris-Propane pH 7.4, 5% glycerol and 1 mM DTT as a
buffer with a KCl gradient ranging from 100 mM to 1M. Fractions containing
Sox2-GFP were pooled and subjected to SEC using a Superdex 200 Increase 10/300
GL column (GE Healthcare) and Sox2 storage buffer (50 mM Bis-Tris-Propane
(pH 7.5), 500 mM KCl, 1 mM DTT, 5% glycerol). As before, protein-containing
fractions were pooled and concentrated with a 30,000 MWCO Amicon Ultra
concentrator (Millipore). The protein was then aliquoted, snap-frozen in liquid
nitrogen, and stored at –80 °C until usage.
Protein production: Brd4. The proteins was expressed in and purified from Sf9
insect cells (Expression Systems, Cat# 94-001F) using the baculovirus system107
and produced as an N-terminal monoGFP fusion protein with His6 and MBP tags.
Cells expressing His6-MBP-GFP-Brd4 were resuspended in Brd4 buffer (50 mM
Tris pH 7.5, 500 mM KCl, 5 mM EDTA, 5% glycerol) supplemented with EDTA-
free protease inhibitor cocktail set III (Calbiochem) and 0.25 U/mL Benzonase (in-
house) and lysed by sonication. The lysate was clarified by centrifugation for 1 h at
13,000 g and 4 °C. The supernatant was applied to an Econo-Pac gravity column
(Bio-Rad) filled with amylose resin (NEB). After washing the beads with three
column volumes of Brd4 buffer, the protein was eluted with Brd4 buffer supple-
mented with 50 mM maltose. The His6-MBP moiety was removed by incubation
with 70 U 3 C preScission protease (in-house) on a rotator for 2 h at room tem-
perature. After concentrating of the protein using a 30,000 MWCO Amicon Ultra
concentrator (Millipore), the protein subjected to SEC using a Superdex 200
Increase 10/300 GL column (GE Healthcare) and Brd4 storage buffer (50 mM Tris
pH 7.5, 500 mM KCl, 2 mM EDTA, 5% glycerol, 1 mM DTT). As before, protein-
containing fractions were pooled and concentrated with a 30,000 MWCO Amicon
Ultra concentrator (Millipore). The protein was then aliquoted, snap-frozen in
liquid nitrogen, and stored at –80 °C until usage.
Sample preparation and generation of phase diagrams. To induce phase
separation, appropriate amounts of salt, water, and additives, as indicated, were
added to the protein/peptide stock solutions and mixed by pipetting. In all cases the
buffer contained 50 mM Tris-HCl (pH 7.2), except for Brd4 and Sox2, which
contained 5 mM Tris (pH 7.5), 0.2 mM EDTA, 0.5% glycerol and 5 mM Bis-Tris-
Propane (pH 7.5), 0.5% glycerol, respectively. Phase-separated samples were pre-
pared in tubes and imaged within 1–5 min to limit any aging effects; Brd4 and Sox2
were imaged after an incubation period of 10–20 min.
Phase diagrams of FUS and PR25 were generated by mixing protein/peptide
stocks with the respective salt solutions in 50 mM Tris-HCl (pH 7.2), as described
above. The resulting sample solutions were then imaged immediately after
preparation. Phase diagrams were constructed by systematically screening through
conditions and assessing conditions in which a dense phase or a well-mixed state
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was detected. Regions close to the phase boundary were mapped out and each point
on the phase diagram was tested at least three times.
Fluorescence imaging. Imaging of FUS, FUS G156E, TDP-43, A11, and PR25
samples was performed on an inverted fluorescence microscope (Zeiss AxioOb-
server D1) equipped with a high-sensitivity camera (Evolve 512 EMCCD, Photo-
metrics) by placing an aliquot of the sample (3 μL) on a microscope slide mounted
on the microscope stage. Images were acquired using the MetaMorph acquisition
software (Molecular Devices). FUS, FUS G156E, TDP-43, and PR25 samples were
imaged using a Zeiss A-Plan 20x/0.30 NA air objective; A11 samples were imaged
on a Zeiss A-Plan 100x/1.25 NA oil-immersion objective. In experiments with FUS
proteins and TDP-43, an appropriate filter set for GFP detection was used (49002,
Chroma Technology). Similarly, labeled PR25 was detected with a filter set for
AlexaFluor546 fluorescence detection (49004, Chroma Technology). A11 was
imaged with a filter set for AlexaFluor647 fluorescence detection (49009, Chroma
Technology). Imaging of Brd4 and Sox2 was performed on a Nikon-Andor Eclipse
Ti inverted spinning disc confocal microscope equipped with an Andor iXON 897
EMCCD camera and a 60x/1.2 NA water-immersion objective (Nikon). Brd4 and
Sox2 samples were transferred to glass slides that were pre-prepared by first cutting
a strip of double-sided tape (Scotch) into 1 × 1 cm squares which were then stuck
onto the glass slides. In total, 2 µL of the sample was pipetted onto each slide and a
PEGylated coverslip was used to seal the chamber in the distance of the tape. For
experiments involving dissolution induced by additives, components were mixed
3:1 with 3 μL of phase-separated protein at the specified salt concentration with 1
μL of the additional component (i.e., 1,6-hexanediol, PolyU RNA, ATP). The final
concentrations of protein and additional components are stated in each figure.
Simulation methods: PMF calculations. PMF calculations were carried out using the
GROMACS simulation package (version 2019.3)108. Amino acids were modeled
using the AMBERff03ws force field76. Since we are interested in probing interac-
tion potentials at very high-salt concentrations (up to 3M NaCl), it is very
important that the solvent and ion model parameters employed are well-fitted to
fairly reproduce ion solubilities in water at 298 K (i.e., an absence of unphysical salt
crystallization). The JC-SPC/E-ion/TIP4P/2005 force field has been optimized for
that purpose, and so it was used in this work77. The N- and C-terminal ends of
each amino acid were capped with acetyl and N-methyl capping groups, respec-
tively. Pairs of amino acids were oriented with their sidechains facing each other,
based on the most common arrangements observed in protein structures. Dimers
were immersed in a cubic box containing TIP4P/2005 water molecules (ca.
1400–3400 molecules) with a minimum distance of 1.0 nm between the dimer
and the edge of the box. When necessary, some water molecules were replaced by
Na+ and/or Cl– ions to produce neutral systems. Energy minimizations (force
tolerance= 500 kJ mol–1 nm–1) were performed for the neutralized systems, with
positional restraints of 20,000 kJ mol–1 nm–2 applied in each dimension to all
amino acid heavy-atoms. Na+ and Cl– ions were then added to yield the desired
salt concentrations (0M, 0.15M, 1.5 M, 3M).
For production runs, positional restraints of 1000 kJ mol–1 nm–2 (in the
directions perpendicular to the pulling direction) were used to constrain amino
acid heavy-atoms. The center-of-mass (COM) distance between amino acid
pairs was restrained with a harmonic umbrella potential (pulling force constant=
6000 kJ mol−1 nm−2). Bonds with hydrogens were constrained using the LINCS
algorithm, permitting an integration time step of 2 fs. Periodic boundary conditions
(PBC) were used during MD simulations and electrostatics were computed using
Particle-Mesh Ewald summations109 with a Coulomb cutoff of 0.9 nm. For each
concentration, ~30 windows, spaced at 0.05 nm from 0.1 to 1.6 nm, were used per
amino acid pair. Each window was simulated for 10 ns. Three independent
simulations were conducted for each umbrella sampling window (i.e., an aggregate
simulation time of 30 ns per window). Umbrella sampling simulations were
analyzed using WHAM110, as implemented in GROMACS. The first 1000 ps of
simulations were used for equilibration and were not included in the WHAM
analysis. Error analysis was performed using the Bayesian bootstrap method111.
Simulation methods: cation–π charge refitting. To study the impact of salt on
cation–π interactions, which are not well captured by standard atomistic force
fields79 because they involve the polarization of the π-electron cloud80 of an aro-
matic sidechain (Tyr, Phe, Trp) due to the cationic sidechain (Lys, Arg), we refitted
the charges on the Tyr and Phe sidechains when bound to Arg or Lys. We first
performed constrained (i.e., backbone and capping group heavy-atoms were fro-
zen) geometry optimizations of each dimer (Arg–Tyr, Arg–Phe, Lys–Phe) at the
MP2/6-31G(d) level of theory using the Gaussian 09 program112. The electrostatic
surface potential (ESP) was then computed for each optimized pair at HF/6-31G(d)
level. Finally, the sidechain charges of Tyr and Phe were refitted based on the
quantum mechanical EPSs using the RESP program in Amber (maintaining the
charge symmetry in the rings)113.
Coarse-grained protein model. We have implemented a reparametrized version
(see ‘Experimental validation and refinement of coarse-grained model’ below) of the
sequence-dependent coarse-grained model of the Mittal group, originally devel-
oped to capture qualitatively the sequence-dependent phase behavior of proteins
that undergo LLPS at physiological salt conditions (~100 mM NaCl)16. The model
implements a resolution of one bead per amino acid and a sequence-dependent set
of parameters derived top-down to approximate the single-molecule experimental
radius of gyration of a wide range of intrinsically disordered proteins. Intrinsically
disordered protein regions are treated as flexible polymers and globular regions as
rigid bodies. Inter-residue bonds within the disordered domains are described
using harmonic springs. Long-range electrostatics are modeled using a Coulombic
term with Debye–Hückel electrostatic screening. Nonbonded pairwise interactions
are modeled using a knowledge-based potential termed hydrophobicity scale (HPS)
model that is based on one of the hydrophobicity scales for amino acids avail-
able114. For the globular protein domains, a 30% scaled-down set of the HPS
parameters was used to account for buried amino acids. Because the model dis-
tinguishes between disordered and globular protein regions and maintains the
secondary structure of globular regions, it requires an initial atomistic model for
the proteins; these are described below.
Initial atomistic models for coarse-grained simulations. We simulated the
phase behavior of the full-length FUS protein (Uniprot code: K7DPS7, 526 resi-
dues, 24 proteins), the prion-like domain (PLD) of FUS for validation only (resi-
dues: 1–163, 100 proteins), and a reduced version of the PR25 protein (13 Arg and
12 Pro residues alternately positioned, 400 proteins). Since the structure of full-
length FUS has not been resolved, we developed an atomistic model by fusing the
intrinsically disordered regions with the resolved structural domains (residues from
285–371 (Protein Data Bank (PDB) code: 2LCW) and from 422–453 (PDB code:
6G99)). An initial intrinsically disordered model for PR25 was developed in
VMD115.
Coarse-grained simulation methods. To evaluate the formation of liquid con-
densates in the different systems, we performed direct coexistence simulations116–118
at constant volume and temperature. The direct coexistence method simulates the
condensate and diluted phases in the same box separated by an interface. The initial
simulation box was prepared by running simulations at constant temperature and a
pressure of 1 bar, using the Berendsen barostat, and then enlarging the simulation box
in one direction approximately four times. The simulation temperatures were chosen
to be just below the correspondent critical temperatures for each system: 400 K for
full-length FUS and 200 K for PR25. For the production runs, each system was
simulated for ~2.5 μs, using a Langevin thermostat with a relaxation time of 5 ps and a
time step of 10 fs119. The LAMMPS software MD package was used to carry out all
the coarse-grained simulations120.
Experimental validation and refinement of coarse-grained model. To verify
that the HPS model captures qualitatively the experimental phase behavior of FUS
at low salt, we first used it to compute the phase diagrams of the PLD of FUS and
the full FUS protein. While experiments demonstrate a higher LLPS propensity of
the full FUS protein than of the PLD15,93, our simulations with the original
parametrization found a ~20% higher critical point for the PLD of FUS versus full
FUS. The PLD is almost completely devoid of charged residues but rich in Tyr, and
its LLPS has been shown experimentally to be stabilized by hydrophobic forces62.
In contrast, full FUS contains three Arg-rich motifs, and experiments demonstrate
that its LLPS at low salt is dependent on Arg–Tyr cation–π interactions21, and
electrostatic screening inhibits LLPS (as demonstrated experimentally in this work).
These findings suggested that enhanced cation–π and electrostatic interactions
were required to achieve a qualitative agreement with the FUS experimental
behavior. When we included an additional term in the potential energy to increase
the strength of cation–π interactions at low salt, as recently proposed121, we
qualitatively recover a higher critical temperature for full FUS versus its PLD. Our
PMFs indicate that when transitioning from low to moderate salt, electrostatic
interactions diminish significantly, while hydrophobic interactions remain strong,
giving rise to reentrant phase behavior. However, when we tested the HPS+
cation–π enhanced model in the extreme scenario of no electrostatic contribution
to the potential energy and constant hydrophobicity, we observed no statistically
significant difference in the critical temperature of FUS (with respect to the normal
HPS+ cation–π enhanced model); suggesting that this combination of parameters
now underestimates the relative electrostatic contribution to the potential energy
for FUS. We thus investigated the modulation of the phase diagram of full FUS in
the HPS+ cation–π enhanced model versus the relative electrostatic contribution
to the potential energy by multiplying the Coulomb interaction by a parameter χ=
0, 1, 2, and 4. We found qualitatively similar phase diagrams for χ= 0, 1 and 2, and
a 4% increase in the critical temperature for FUS with χ= 4; suggesting that in the
HPS+ cation–π enhanced model with χ= 0, 1 and 2 electrostatics still do not play
a significant role in the phase behavior of FUS. Hence, to mimic low salt condi-
tions, we increased the electrostatic contribution to the potential energy by a factor
of four (χ= 4) and used this as our reference model. With this reparameterization,
we recomputed the phase diagrams of full FUS and its PLD at low salt, and
obtained a convincingly higher critical point for the full FUS (~15%) with respect
to that of the PLD, in qualitative agreement with experimental observations15,93.
Based on the salt-dependent trends from our PMFs, we approximate the moderate
salt regime (1.5–3M NaCl) by scaling down the strength of electrostatic interac-
tions with respect to our reference model (i.e., we set χ= 2), and the high-salt
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regime (>3M NaCl) by setting χ= 1 and increasing the hydrophobic contribution
by 10–30%.
Estimation of contact frequencies from coarse-grained simulations. The
average number of protein contacts within phase-separated condensates were
calculated using the MDAnalysis Python library122,123. Amino acids in two dif-
ferent proteins are in contact if they are within a cutoff distance of 0.65 nm of each
other. Using this criterion, we estimated the frequency of contacts between the
different domains of FUS (see Supplementary Fig. 4).
Data availability
Data supporting the findings of this paper are available from the corresponding authors
upon reasonable request. A reporting summary for this Article is available as a
Supplementary Information file. Source Data files can be accessed via the Figshare
repository (https://doi.org/10.6084/m9.figshare.13536884). The sequence of full-length
FUS (UniProt accession code: K7DPS7), as well as the resolved structural domains
(residues from 285–371 (PDB code: 2LCW) and from 422–453 (PDB code: 6G99)) used
in atomistic models for coarse-grained simulations, are available at UniProt (https://
www.uniprot.org/) and the Protein Data Bank (https://www.rcsb.org/), respectively.
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