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Abstract
The problem of approximating symmetrically reciprocal matrices by transitive matrices
has received some attention recently. This problem has applications in multicriteria decision
theory. Several approximation approaches have been suggested and analyzed. We here suggest
another approach, called the multiplicative approach. We show that the optimal approximation
in this sense may be found efficiently by transforming the problem into a known combinato-
rial optimization problem (the minimum cycle mean problem) for which efficient and simple
combinatorial algorithms exist.
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1. Introduction
A positive n × n matrix B is called symmetrically reciprocal, denoted by SR, if
bii = 1 (i  n) and bij = 1/bji (i, j  n). (A matrix is said to be positive if it is
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entrywise positive.) SR matrices were introduced by Saaty [10] in connection with
multicriteria decision making and he suggested an approach called the Analytic Hier-
archy Process. In that setting B may represent pairwise comparisons of n different
alternatives under a certain criterion. Thus, bij represents the relative importance
(dominance, quality) of an alternative (decision) i over another alternative j for a
fixed criterion. It is then natural to ask for numbers giving the absolute weight of each
alternative that “explain” these relative comparisons best possible. This problem was
discussed in [3,6] and in both papers a least squares approach was taken. We refer to
[6] for a further problem background and references to related papers. The goal of
this paper is to suggest another method for finding these absolute weights and we use
a different distance measure than in the least squares approach. An introduction to
the Analytic Hierarchy Process may be found in [12]. We mention that SR matrices
also arise in input-output models in economics, see [7].
We follow [7] and say that a positive n × n matrix A = [aij ] is transitive pro-
vided that aikakj = aij (i, j, k  n). Every transitive matrix is also SR. (In fact, if
i = j = k we get aii = 1 and from the functional equation with i = j we then get
aik = 1/aki .) Several properties of transitive matrices and relations to the class of
SR matrices were established in [7]. Every transitive matrix A has rank one and may
be constructed as follows
A = A(y) :=


1/y1
1/y2
...
1/yn


[
y1 y2 · · · yn
]
, (1)
where y = (y1, y2, . . . , yn) is a vector with positive components. Thus, the matrix
A = [aij ] is given by aij = yj /yi (i, j  n). We letTn denote the set of all transitive
n × n matrices.
An important problem is to approximate a given SR matrix B = [bij ] by a tran-
sitive matrix. A main application is the mentioned setting in multicriteria decision
making. Then one asks for a transitive matrix, which represents consistent judg-
ments of the pairwise comparison of the alternatives. Thus one wants to find positive
numbers y1, y2, . . . , yn such that bij ≈ yj /yi for each i, j . This problem was dis-
cussed in [6]. This approximation problem is not a straightforward task as the set
of all transitive matrices is a complicated nonlinear manifold (in the space of real
n × n matrices). However, by applying the entrywise logarithmic transformation to
transitive matrices one obtains a linear subspace of the set of all n × n matrices since
aikakj = aij translates into log aik + log akj = log aij (i, j, k  n). This transforma-
tion is exploited in [3] for the problem of minimizing ‖B − A‖F where B is the
given matrix and A runs through the setTn of transitive matrices. In this paper we
also use the entrywise logarithmic transformation, but to a different approximation
problem. The structure of this problem makes it possible to take full advantage of
the properties of the logarithmic transformation.
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Remark. As kindly pointed out by L. Elsner there are several connections between
this paper and a recent paper by Elsner and van den Driessche [5]. They also con-
sidered the problem of approximating an SR matrix S by a transitive matrix, but by
minimizing the relative error
max
i,j
∣∣∣∣
sij − yi/yj
sij
∣∣∣∣ ,
over all y1, y2, . . . , yn > 0. This problem is then translated into a max-eigenvalue
problem in a max-algebra: find a positive vector x and a number µ = µ(S) such that
S ⊗ x = µx where S ⊗ x is the vector whose ith component is maxk sikxk . It turns
out that minimizing the relative error above is equivalent to minimizing the distance
measure we propose in Section 2; this is a consequence of Theorem 2 in [5]. How-
ever, our analysis of the problem differs significantly from the one in [5]. We rely
on a logarithmic transformation and convert the problems to a linear optimization
problem with a certain combinatorial structure. Interestingly, the max-eigenvalue
algorithm suggested in [4] is based on Karp’s formula (5) (since µ(S) equals the
maximum geometric cycle-mean of S, see [5]). As a result the final computational
procedures of the approach in the present paper and in [5] are very similar.
Finally, in this introduction, we give some notation used throughout the paper. For
matrices A and B of the same size we write A  B (resp. A < B) if aij  bij (resp.
aij < bij ) for all i, j . An all zeros matrix of suitable dimension is denoted by O.
2. The multiplicative approach
We first introduce a certain distance measure for positive matrices. Let A and B
be two positive n × n matrices and define
δ(A,B) = inf{α  1 : A  αB,B  αA} (2)
or, equivalently, δ(A,B) = inf{α  1 : (1/α)aij  bij  αaij (i, j  n)}. The inf-
imum in (2) is attained; this and other basic properties of this distance measure are
described next.
Lemma 2.1. Let A and B be positive n × n matrices. Then the following statements
hold.
(i) δ(A,B)  1 and δ(A,B) = 1 if and only if A = B.
(ii) δ(A,B) = δ(B,A).
(iii) δ(A,B) = maxi,j max{aij /bij , bij /aij }.
(iv) If A and B are SR matrices, then
δ(A,B) = inf{α  1 : A  αB} = max
i,j
aij /bij .
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Proof. (i) and (ii) follow directly from the definition (or from property (iii)). (iii) Let
α = δ(A,B). So aij  αbij and bij  αaij which gives α  max{aij /bij , bij /aij }.
Since this holds for every i, j , we obtain δ(A,B)  maxi,j max{aij /bij , bij /aij },
and equality must hold due to the minimality of α. (iv) Let A and B be SR matri-
ces and assume that A  αB for some α, i.e., aij  αbij for each i, j . But then
1/aij  (1/α)(1/bij ), and using the SR property we get aji  (1/α)bji , so bji 
αaji . Therefore B  αA holds. This proves that the inequality B  αA is redundant
in (2) for SR matrices and (iv) follows. 
Consider again the problem of approximating a given positive matrix B by a tran-
sitive matrix, i.e., a matrix A(y) as in (1). So we consider the following optimization
problem:
(TA) φ(B) := inf
A∈Tn
δ(A,B) = inf
y>O
δ(A(y), B), (3)
where we ask for a transitive matrix A(y) for which the distance δ(A(y), B) is small-
est possible. We call this the transitive approximation problem and denote it by (TA).
Note that in [6] one considered the nonlinear problem
inf
A∈Tn
‖A − B‖F ,
where the Frobenius norm is used and a Newton method was suggested for solving it.
Thus, these two approximation problem may look similar, but very different distance
functions are used.
Returning to (TA) we see that φ(B)  1 and that φ(B) = 1 if and only if B is
a transitive matrix. We consider φ(B) as a measure on how well B can be approx-
imated by a transitive matrix. We are mainly interested in this problem when the
given matrix B is SR and hereafter we assume that this is the case.
Lemma 2.2. Let B be an SR matrix. Then
φ(B) = inf {α  1 : yj /yi  αbij (i, j  n), yj  1 (j  n)
}
.
Proof. Since A(y) = A(λy) for each λ > 0, we may scale the variables in (TA) so
that yi  1 for each i. Moreover, the approximation matrix A(y) is transitive and
therefore SR, so the result now follows from (iv) in Lemma 2.1. 
In order to solve the optimization problem (TA) it is useful to make a transfor-
mation, the mentioned logarithmic transformation (we use natural logarithms). The
inequality yj /yi  αbij then becomes log yj − log yi  log α + log bij . By intro-
ducing the new variables xj = log yj (j  n), z = log α and the parameter wij =
log bij the mentioned inequality becomes xj − xi  wij + z. Additionally, the
inequalities yj  1 and α  1 mean that all the new variables z, x1, x2, . . . , xn are
nonnegative. Thus, the original problem (TA) is equivalent to the following
optimization problem
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minimize z
subject to xj − xi  wij + z (i, j  n),
z, xj  0 (j  n).
(4)
Let ψ(B) denote the optimal value in this problem. So, if (z, x1, x2, . . . , xn) is an
optimal solution of (4) then α = ez, yj = exj (j  n) is optimal in the original prob-
lem (TA) and φ(B) = eψ(B).
The problem (4) is a linear programming (LP) problem, and therefore it is effi-
ciently solvable, both theoretically and in practice. In the next section we show that
the problem may be solved even more easily by exploiting an interesting relation to
a known combinatorial optimization problem.
3. A relation to the minimum mean cycle problem
We describe how the linear programming problem (4) introduced in the previous
section may be simplified.
First we introduce a combinatorial optimization problem of interest here. Con-
sider a complete directed graph G = (V ,E) with vertex set V = {1, 2, . . . , n} and
arc set E = {(i, j) : i, j  n, i /= j}. Moreover, let w : E → R be a given weight
function where wij denotes the weight of arc (i, j). A directed cycle C in G is a
sequence (i1, i2), (i2, i3), . . . , (ip, i1) of arcs where the only repeated vertex is i1;
we shall identify C with its set of arcs. The weight of a directed cycle C is w(C) :=∑
(i,j)∈C wij , and the mean weight is w¯(C) := w(C)/|C| where |C| is the number
of arcs in the cycle C. The minimum mean cycle problem is to find a cycle C with
smallest possible mean weight w¯(C). This problem was introduced in [8] and plays
an important role in some network flow algorithms. See [1] or [11] for a discussion
of the problem. Karp [8] proved the following result: the minimum mean weight of a
cycle equals
min
i∈V max0kn−1
dn(i) − dk(i)
n − k . (5)
Here dk(i) is the minimum weight of a directed walk with exactly k arcs going from
a vertex s of G to a vertex i using weight function w; the vertex s is a fixed, but
arbitrary vertex of G. We can compute dk(j) using the Bellman–Ford shortest walk
algorithm (see [1,11]) which is the following recursive relationship:
dk(j) = min
i:(i,j)∈E(dk−1(i) + wij ),
where d0(s) = 0 and d0(j) = ∞ for each vertex j /= s. Since dk(i) can be found
efficiently in this way, Karp’s result immediately gives an efficient (polynomial-time)
algorithm for solving the minimum mean cycle problem.
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With this background we now return to the linear programming problem (4) intro-
duced in the previous section. Let again G be the complete directed graph introduced
above and define arc weights wij ((i, j) ∈ E) by
wij = log bij , (6)
where B = [bij ] is the given SR matrix that we want to approximate in (TA). Con-
sider the following constraints from (4):
xj − xi  wij + z ((i, j) ∈ E). (7)
These inequalities are familiar from network flow theory, see e.g. [1] or [11, Chapter
8]. A vector x = (x1, x2, . . . , xn) which satisfies (7) is called a feasible potential with
respect to the “arc costs” wij + z. It is well known (see [11]) that a feasible potential
exists for a given set of arc costs, say cij for each arc (i, j), if and only if the graph has
no directed cycle with negative cost, i.e., a cycle C with c(C) := ∑(i,j)∈C cij < 0.
From this discussion it follows that
ψ(B)= the minimum value of z such that G equipped with arc costs wij + z
has no negative cost directed cycle. (8)
This expression gives a combinatorial interpretation of (the logarithm of) the
approximation error φ(B) in the transitive approximation problem (TA). From this
we may derive the following theorem concerning (TA).
Theorem 3.1. Let B be a given SR matrix and let the associated weights wij be
defined as in (6). Then ψ(B) = log φ(B) is given by
ψ(B) = − min
C
w¯(C),
where the minimum is taken over all directed cycles C in G. This minimum may
be found according to (5) and therefore the (TA) problem may be solved efficiently
using Karp’s minimum mean cycle algorithm.
Proof. Let the cost of the arc (i, j) ∈ E be given by wij + z and consider a directed
cycle C in G. The cost of this cycle equals
w(C) + |C| · z,
where w(C) = ∑(i,j)∈C wij . This cost is nonnegative if and only if z satisfies
z  −w(C)/|C| = −w¯(C).
Thus, G has no negative cost directed cycle if and only if
z  max
C
(−w¯(C)) = − min
C
w¯(C),
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where the maximum and the minimum is taken over all directed cycles C in G.
Combining this with (8) we see that the optimal value z in (TA) must be equal to
−minC w¯(C). This proves the theorem. 
4. The algorithm and an example
Based on the previous sections, using the same notation, we may summarize our
approach in the following way.
Algorithm 1
Input: an SR matrix B = [bij ] of order n.
Output: y ∈ Rn such that A(y) is optimal in (TA).
1. Calculate weights wij = log bij (i, j  n).
Use the Bellman–Ford algorithm to calculate the minimum weight dk(i) of a
directed walk with exactly k arcs going from vertex 1 to vertex i.
2. Find the minimum mean cycle weight minC w¯(C) using Karp’s algorithm.
3. Define new arc weights w′ij = wij − minC w¯(C).
Use the Bellman–Ford algorithm to calculate the distance d ′(i) from vertex 1 to
each vertex i using length function w′.
4. Let xi = d ′(i) and yi = exi (i  n). Output y = (yi) and the matrix A(y).
The correctness of the algorithm follows from Theorem 3.1 and the problem trans-
formation discussed in Sections 2 and 3. We comment on the steps by relating them to
the optimization problem (4). The optimal value z = − minC w¯(C) of (4) is found in
step 2. It then remains to calculate the optimal values x1, x2, . . . , xn and this is done
in step 3. We here use the fact that the shortest path distances xi = d ′(i) represent a
feasible potential, i.e., satisfy the inequalities (7). In the final step we transform back
from (4) to (TA) (inverting the logarithmic transformation).
Some further comments on this approach are summarized as follows:
• Algorithm 1 has complexity O(n3) and is fast in practice. We tested our approach
by implementing the algorithm using MATLAB. As an illustration, for problems
with n = 100 it takes about 0.25 seconds CPU time on a Dell 2650 computer
(running Linux, 2.6 GHz processor). The algorithm is very simple to implement.
• The algorithm solves problem (TA), i.e., it finds a globally optimal solution. In
some other approaches, see e.g. [6], one works with a more difficult nonconvex
approximation problem and may numerically only find locally optimal solutions.
Finally we present a small example which is also found in [6]. The example is due
to Saaty and concerns a multicriteria situation where one considers five criteria for
national welfare (inflation, unemployment, growth, domestic stability, and foreign
relations) and the corresponding SR matrix is
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B =


1 3 5 4 6
1
3 1 4 4 6
1
5
1
4 1 2 2
1
4
1
4
1
2 1 2
1
6
1
6
1
2
1
2 1


.
We here obtain φ(B) = 1.5651 and the optimal solution y = (1.0000, 1.9168,
4.8990, 6.2603, 9.3905) and the corresponding transitive matrix
A(y) =


1.0000 1.9168 4.8990 6.2603 9.3905
0.5217 1.0000 2.5558 3.2660 4.8990
0.2041 0.3913 1.0000 1.2779 1.9168
0.1597 0.3062 0.7825 1.0000 1.5000
0.1065 0.2041 0.5217 0.6667 1.0000


.
It can be of interest to compare this result to the results in [6] (although this means
comparing solutions for different approximation problems). As in [6] we present the
reciprocals of the weights, and the weights are scaled so that
∑
i 1/yi = 1. Consider
the following table
1 2 3 4 5
FLR 0.4027 0.3531 0.0895 0.0929 0.0617
Eig. 0.4767 0.2865 0.1029 0.0819 0.0520
Mult. 0.5020 0.2619 0.1025 0.0802 0.0535
The row denoted FLR contains 1/yFLRi (i  5) where yFLR is the optimal weight
vector obtained using the approach suggested by Farkas et al. [6]. The row denoted
by Eig. contains 1/vPi (i  5) where vP is the Perron eigenvector of B; this vector
is often used in practice for these kind of problems (as suggested by Saaty). Finally,
the last row, denoted by Mult., contains 1/yi were y is the optimal solution found
in our multiplicative approach. Thus, at least in this example, the solution obtained
from the multiplicative approach resembles that of Saaty’s eigenvector method.
5. Concluding remarks
Although our derivation followed a very different path, as explained in Section 1,
our multiplicative approach is closely related to the max-eigenvalue approach in [5].
In general the problem (TA) may have several optimal solutions, and the solution
found by our algorithm may differ from the max-eigenvector. The fact that there
may be several optimal solutions to the approximation problem was pointed out in
the concluding remarks in [5]. We also refer to that same paper for a further compar-
ison of the multiplicative approach/max-eigenvalue approach to Saaty’s eigenvector
G. Dahl / Linear Algebra and its Applications 403 (2005) 207–215 215
method, for instance concerning sensitivity with respect to perturbations in the given
SR matrix.
Our logarithmic transformation corresponds to replacing the max-algebra by the
max-plus-algebra, and the latter subject is treated in the book [2] (including the rela-
tion between eigenvectors and graph theory). Moreover, Olsder et al. [9] discusses
algorithms for finding eigenvectors in the max-plus-algebra via linear optimization.
Finally, we mention that our approach (and the one in [5]) has similarities to a
method for data scaling which is presented in [1].
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