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Abstract
Attentional behavior in complex visual workspaces is driven by the physical and 
temporal characteristics of the display, the goals and knowledge of the operator, and 
task demands. Accordingly, to develop effective displays, designers must understand 
how these factors interact to influence attentional allocation within the display and the 
detectability of critical alerts. The purpose of the current project was two-fold.  First, an 
integrative model of attention was developed to serve as a theory-motivated design tool, 
allowing a designer to investigate the interactions between the many factors that 
influence attentional allocation and noticing behavior.  Second, to fill in gaps in the 
existing theoretic literature and to support model development, the current project 
provided a pair of empirical studies examining the interactions between bottom-up and 
top-down sources of attentional guidance on alert detection and attentional behavior to 
inform the design of information displays.  
Built on the framework of SEEV (Wickens et al., 2003; Wickens & McCarley, 
2008; Wickens et al., 2008), the model integrates elements from several basic 
attentional processes to create a model of attentional behavior in dynamic 
environments.  The model was validated against PDTs from a high-fidelity flight 
simulator study, against miss rates and RTs from Nikolic et al.ʼs (2004) alert detection 
experiment, and data from the current studies. Combined, the results indicated that the 
model can accurately predict attentional behavior within complex environments and 
tasks, using heuristic parameter values selected by either the experimenter or an SME. 
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The two current experiments examined how alert expectancy interacts with 
salience, eccentricity, and workload to influence attentional behavior in an alert 
detection task alert.  Participants performed a central highway-in-the-sky (HITS) manual 
tracking task and a peripheral alert detection task concurrently while alert eccentricity, 
salience, expectancy, and central task workload were manipulated. The results of the 
studies suggested two primary design recommendations: 1) Critical, but low expectancy, 
alerts should be placed close to the central display, but away from other dynamic 
display items. 2) The location of high expectancy alerts should be determined by the 
importance of the alert.  Alerts that require more prompt responses by the operator 
should be located closer to the central display and/or presented away from other 
dynamic display elements. 
iii
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Chapter 1: Introduction
Well-designed displays allow the viewer to readily extract and process 
information required for the task at hand.    Accordingly, a large body of research, from 
both basic and applied domains, has examined factors that facilitate attention to 
relevant display components, providing empirical guidance to inform design decisions. 
For example, many design principles employed in the design of multimedia instruction 
(Mayer, 2005), graphs and statistical displays (Kosslyn, 2006; Tufte, 2001), and human-
machine interfaces (Vicente & Rasmussen, 1992, Wickens & Carswell, 1995) are firmly 
grounded on attentional theory.     
Attention is driven both bottom-up (exogenously) via stimulus salience and top-
down (endogenously) via the operatorʼs goals and knowledge of the task (Wickens and 
McCarley, 2008).   Stimulus salience, or conspicuity, is the signal-to-noise ratio of a 
target to its surroundings in the display.  Physical characteristics including color, 
luminance, orientation, size, and motion (Itti & Koch, 2000; Nothdurft, 2002; Wolfe & 
Horowitz, 2004), can be manipulated to render critical display components more salient. 
However, stimulus salience is inherently contextual and thus can be attenuated by the 
presence of clutter (Yeh and Wickens, 2001), target-distractor similarity, and the 
heterogeneity of distractor objects in the display (Duncan & Humphreys, 1989).  
Consequently, the effectiveness of a manipulation to increase the salience of an 
individual display component is dependent on the visual characteristics of the entire 
display.
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Attention is also guided by top-down factors, including the goals and knowledge 
of the viewer. For example, scanning is a function of the bandwidth and value of 
information channels (Senders,1983; Sheridan, 1970), with operators more frequently 
sampling channels with important and quickly changing information.  Additionally, 
patterns of scanning change dramatically based on the viewerʼs goals (e.g, Yarbus, 
1967; Rayner, et al., 2008), and viewers may also adopt an attentional set for 
perceptual features like color or shape (Folk, Remington & Johnston, 1992; Wolfe, 
1994), facilitating attention to objects that possess the feature of interest.
Given the large number of factors that may influence attentional behavior in 
complex workspaces, designers should be cautious when employing design principles 
that do not adequately account for the physical characteristics of the display, the nature 
of the task, and the knowledge and goals of the viewer. An alternative, but 
complementary approach to design, might be to employ a formal computational model 
of attention to provide predictions of attentional behavior for a given display.  Such a 
model, taking into account both bottom up and top-down factors, could facilitate 
comparative analysis of competing designs and rapid prototyping of displays. 
Over the past several decades, several quantitative models of attention have 
been developed to account for the mechanisms that drive attention within a scene.  The 
models differ in their assumptions of parallel vs. serial processing, the relative 
contribution of bottom-up vs. top-down guidance, their biological plausibility, and their 
usefulness in predicting performance in applied domains. Together, though, they provide 
a strong theoretical foundation for development of an applied, integrative model of 
attention.  
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The purpose of the current project is two-fold.  First, an integrative model of 
attention was developed to serve as a theory-motivated design tool, allowing a designer 
to investigate the interactions between the many factors that influence attentional 
allocation and noticing behavior.  However, in order to validate and optimize the model, 
empirical data was required.  Thus, to fill in gaps in the existing theoretic literature and 
to support model development, the current project provided a pair of empirical studies 
examining the interactions between bottom-up and top-down sources of attentional 
guidance on alert detection and attentional behavior to inform the design of information 
displays.  
The following report is divided into 6 chapters. Chapter 2 provides a literature 
review of both basic and applied attentional research that provide empirical guidance to 
both inform display design and the development of a integrated model of attention.  
Chapter 3 reviews several existing models of attention, highlighting their strengths and 
weakness in predicting human behavior in applied tasks and complex visual 
environments. Chapter 4 describes the development of an integrative model of 
attention.  Chapter 5 details a pair of validation studies (Steelman, McCarley & Wickens, 
2011) comparing the modelʼs performance to empirical data.  The first tested the 
modelʼs ability to predict the steady-state distribution of pilotsʼ attention within an 
automated “glass cockpit” (Sarter, Mumaw, & Wickens, 2007).  The second tested the 
modelʼs ability to predict miss rates and response times in an alert detection task 
(Nikolic, Orr & Sarter, 2004). Chapters 6 and 7 describes a pair of empirical studies 
designed to examine how workload, salience, eccentricity and alert expectancy interact 
to influence the noticeability of peripheral alerts and the distribution of attention within a 
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dynamic workspace.  Data from both experiments were used to further validate the 
integrated model of attention.  Finally, Chapter 8 provides an overview of the findings 
from the two experiments, highlighting both the theoretic and applied contributions of 
these studies to the existing literature and how the results inform future modeling 
endeavors.
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Chapter 2: Literature Review - Basic and Applied Attention
 Research from three areas of basic attentional research - visual search, 
attention capture, and change blindness - are particularly relevant to understanding the 
attentional control mechanisms that influence performance in complex visual domains. 
Additionally, work in more applied settings, like aviation, documents attentional behavior 
in complex visual environments.  The following is a review of the basic and applied 
literature that provides empirical guidance to both inform display design and the 
development of a integrated model of attention
 At least five categories of factors influence attentional behavior: the physical 
properties of the display, the goals and knowledge of the viewer (endogenous 
properties), the eccentricity of relevant display objects relative to the current point-of-
regard, task demands, and individual differences. 
Physical Properties
 The physical properties of a display and its components can influence how 
attention is deployed within the display and the noticeability of individual objects within 
the display. Attention is drawn, bottom-up, to objects that are salient.  Stimulus salience, 
or conspicuity, is the signal-to-noise ratio of a target to its surroundings in the display.  
Physical characteristics including color, luminance, orientation, size, and motion (Itti & 
Koch, 2000; Nothdurft, 2002; Wolfe & Horowitz, 2004), can be manipulated to render 
critical display components more salient. 
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 However, stimulus salience is inherently contextual and thus can be attenuated 
by the presence of clutter (Yeh and Wickens, 2001), target-distractor similarity, and the 
heterogeneity of distractor objects in the display (Duncan & Humphreys, 1989).  
Consequently, the effectiveness of a manipulation to increase the salience of an 
individual display component is dependent on the visual characteristics of the entire 
display.
 The temporal properties of a display also influence attention capture.  Findings 
from the basic attention literature suggest that abrupt onsets can reflexively capture 
attention (Jonides & Yantis, 1988; Yantis & Jonides, 1990).  However, there is 
considerable evidence, most notably from change blindness studies, that even very 
salient onsets can fail to capture attention (e.g., Mack & Rock, 1998; Most, Scholl, 
Clifford & Simons, 2005; Simons & Chabris, 1999.)   A number of factors may influence 
the strength of attention capture by a stimulus transient.  For example, the appearance 
of a new item captures attention more strongly than an equivalent luminance change or 
shape change  (Jonides & Yantis, 1988; Yantis & Jonides,1984). Further, the onset an 
object captures attention more strongly than offsets (Boot, Kramer, & Peterson, 2005).
The effectiveness of an abrupt onset to capture attention can also be attenuated by the 
presence of other dynamic display elements (OʼRegan et al., 1999; Nikolic et al., 2004). 
Endogenous Properties
Attention is also guided by top-down factors, including the goals and knowledge 
of the viewer. For example, scanning is a function of the bandwidth and value of 
information channels (Senders,1983; Sheridan, 1970), with operators more frequently 
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sampling channels with important and quickly changing information.  Sendersʼ (1955, 
1964, 1983) sampling models, as well as Information Theory (Shannon, 1948) assume 
that sampling frequency should be a linear function of an information channelsʼ 
bandwidth, with high bandwidth channels sampled more frequently than low bandwidth 
channels (assuming that there is no coupling between channels).  Additionally, patterns 
of scanning change dramatically based on the viewerʼs goals (e.g, Yarbus, 1967; 
Rayner, et al., 2008) and knowledge of the state of critical display elements.  Display 
elements that approaching a critical limit and may require action by the operator, for 
example, tend to be sampled more frequently (Donk, 1994).  
Similarly, a viewerʼs expectation about the frequency of an onset or change can 
influence the likelihood of attention capture. Work in change blindness has 
demonstrated the failure of unexpected events to capture attention, even when the 
onset or change is perceptually salient  and occurs near the point of current fixation 
(Mack & Rock, 1998; Most, Scholl, Clifford & Simons, 2005; Simons & Chabris, 1999).   
For example, pilots often fail to detect unexpected flight mode changes presented in the 
primary flight display, even when the mode change is accompanied with the onset of a 
salient green box (Sarter, Mumaw & Wickens, 2007). 
Viewers may also adopt an attentional set for perceptual features like color or 
shape (Folk, Remington & Johnston, 1992; Wolfe, 1994), facilitating attention to objects 
that possess the feature of interest.  Adoption of an attentional set may both facilitate 
detection of onsets that perceptually match other relevant target objects in the display 
(Most, et al., 2001) and inhibit capture by task irrelevant onsets (Godijn, & Kramer, 
2008).
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Eccentricity
 The location of a visual event, relative to the observerʼs current point of regard, 
also impacts change detection and the noticeability of onsets.  As eccentricity increases, 
detection of peripheral events is degraded (Nikolic, et al., 2004; Wickens, Muthard,et al., 
2003, Stelzer & Wickens, 2006 ).  Eccentricity effects may arise due to two factors: 
acuity loss in the peripheral retina and/or attentional tunneling. Several studies on 
attentional tunneling have examined the interactions of alert eccentricity and workload 
by measuring the detectability of alerts as central task load is varied (e.g, Crundall et al., 
2002; Rinalducci et al., 1986, 1989; Williams, 1982, Murata, 2004; Schons & Wickens, 
1993; Wickens, Dixon & Seppelt, 2005; Zhang, Smith and Witt, 2006). These studies 
have shown decreased detection performance with increasing eccentricity, with 
amplified eccentricity effects as central task workload is increased. 
Task Demands
 Task demands may also influence the distribution of attention within a display, 
as well as the detectability of abrupt onsets. High visual processing demands, for 
example, reduce the strength of attentional capture by an abrupt onset (Cosman & 
Vecera, 2009), as does cognitive load imposed by auditory loading task  (Boot, 
Brockmole & Simons, 2005). Workload can reduce the size of oneʼs useful field of view - 
the region surrounding the current point of fixation within which information is processed 
(e.g., Atchley & Dressel, 2004). Accordingly, under high central task demands, detection 
of peripheral effects may be impaired (e.g, Crundall et al., 2002; Rinalducci et al., 1986, 
1989; Williams, 1982, Murata, 2004; Schons & Wickens, 1993).
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Individual Differences
 Individual differences can also influence both the distribution of attention within 
a display and the noticeability of an abrupt onset.  Older adults, for example, may 
exhibit a smaller useful field of view (e.g. Sekular & Ball, 1986, Owsley, et al., 1998). 
The size of the useful field of view has been found to predict the detectability of items in 
search task (Leatchenhauer, 1978; Owsley et al. 1998), suggesting that older adults or 
others with a smaller UFOV may show poorer performance in detecting visual events at 
larger eccentricities.  
 Attentional control strategies may also vary as a function of age (McCarley, et 
al, 2004). For example, in dual task situations, older  adults may be less efficient than 
young adults in exploiting target meaningfulness during visual search of natural scenes, 
suggesting that older adults may experience a selective loss in their capacity to search 
endogenously (Humphrey & Kramer, 1997; Pringle et al., 2001, 2004).
 Attentional control strategies may also vary based on the expertise of the 
viewer. Pilot experience, for example, has been demonstrated to alter scanning, via the  
development of better calibrated expectancy and value, and less inhibition of longer 
(and presumably, more effortful) shifts of attention. (Wickens, McCarley et al, 2007).
Interactions among factors
 The distribution of attention within a display and the detectability of visual events 
is a function of many factors.  As is clear from the preceding review, many of these 
factors have been demonstrated to interact.  The noticeability of a peripheral onset, for 
example,  may depend on the presence of display clutter, the viewerʼs attentional set, 
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goals, and expectancy about the bandwidth of the onset, and task demands. Though a 
myriad of basic attentional studies have examined select interactions, few studies have 
provided orthogonal manipulations of more than a few factors.  Several studies from the 
applied literature, however, have examined interactions between multiple factors.
 Eccentricity, Display Size and Highlighting.  Wickens, Muthard,et al., (2003) 
assessed the influence of display size, display highlighting, and event eccentricity in a 
surveillance task.  Subjects were asked to detect changes in weather systems and air 
traffic on an integrated hazard display.  Change detection was found to be best 
supported for highlighted events and performance was degraded with eccentricity.  
Performance was unaffected by display size; however detection was degraded when 
the change was presented near the perimeter of the display. 
 Eccentricity, cognitive load and value. Lee, Lee & Boyle (2007) examined 
change detection in a simulated driving task. Cognitive load, eccentricity, and the value 
of the change (safety-critical vs. non-critical) were all manipulated.  Cognitive load was 
manipulated via an auditory dual task.  Driverʼs sensitivity and confidence in vehicle 
changes was measured. Increased cognitive load led to decreased sensitivity and 
confidence across levels for both safety-critical and non-critical changes.  When the 
screen was blanked briefly at the time of the change, masking the exogenous change 
cues, driverʼs detection of peripheral events decreased, but detection of central changes 
was unaffected.  This finding likely reflects the fact that events at the center of the road 
are typically more safety-critical than events occurring on the side of the road. 
 Eccentricity, clutter, and attentional load. Nikolic, Orr and Sarter (2004) 
demonstrated the role of display clutter and retinal eccentricity on alert noticeability.  
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Subjects monitored a peripheral display for onset of a visual alert while concurrently 
engaged in a game of Tetris.  Alert location and color, the presence of movement in the 
peripheral display, and the operatorʼs level of attentional load were all varied.   Alert 
detection rates were near ceiling when alerts were presented in the absence of clutter.  
However, detection rates dropped by over 20% when the alert was presented among 
distractor objects or when dynamic clutter was introduced. Performance declined even 
further (65%) when distractor objects were presented in the same color as the target 
alert.  Moreover, eccentricity effects were amplified when the alert was presented with 
similarly colored, dynamic clutter.
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Chapter 3: Literature Review - Models of Attention

 Over the past several decades, several quantitative models of attentional 
selection, visual search, and scanning have been developed to account for the 
mechanisms that drive attention within a scene.  The models differ in their assumptions 
of parallel vs. serial processing, the relative contribution of bottom-up vs. top-down 
guidance, their biological plausibility, and their usefulness in predicting performance in 
applied domains. Together, though, they provide a strong theoretical foundation for 
development of an applied, integrative model of attention.  
Parallel Models 
 Theory of Visual Attention. Bundesenʼs (1990) Theory of Visual Attention (TVA) 
is a massively parallel computational model of attentional selection. TVA is a race model 
of selection, derived from a biased choice model of single stimulus recognition (Luce, 
1959) and Bundesen, et al.ʼs (1984) choice model for selection from multi-element 
displays. Selection is viewed as a race between elements in a display for encoding into 
a short term memory store.  TVA posits two mechanisms of attention: filtering and 
pigeonholing.  Filtering entails the selection of a subset of stimulus elements from within 
a display.  Pigeonholing entails the categorization of the selected element as belonging 
to a particular response category.  TVA assumes that filtering and pigeonholing are part 
of the same process and that they are simultaneous rather than sequential.  
The model assumes a front end system that provides sensory evidence (η(x,i)) 
that an item, x, belongs to perceptual category, i.  Filtering is determined by the 
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attentional weight of an object, which is a function of the sensory evidence for each 
possible categorization of x and the pertinence value (or importance) of each of the 
categories.  Pertinence values are assumed to be determined by higher order 
processing and are dependent on the viewerʼs task and previous experience.  The total 
attentional weight of object x, is function of the sensory evidence for all possible 
categorizations of x, weighted by the pertinence of each category:
wx =  ∑j∈R  η(x,j) πj
For example, if the task is to identify the orientation of a red T in a display of 
black Ts and red Ls, the pertinence value should be high for red objects and low for 
black objects, producing a higher attentional weight for red letters than for for black 
letters. 
Once attentional weights have been computed, a race begins between 
categorizations.  A hazard function governs the processing speed of a given 
categorization and is a function of sensory evidence (η(x,i)) that x belongs to i , the bias 
(βi) toward response category i, and the ratio of the attentional weight of object x to the 
the sum of attentional weights across all objects in the display. 
v(x,i) = η(x,i) βi wx/ ∑z∈S  wz
The parameter, βi, is a categorical biasing mechanism (pigeonholing) and affects 
the probability that a particular report category, i, is selected. The effect of beta is to 
raise the rate of processing for a certain categorizations relative.  In the example task 
described earlier, increasing the pertinence value for the red categorizations increases 
the likelihood that red letters will be selected.  Since the task is to report the orientation 
of the red letter, the bias for orientation categories should be high compared to 
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categorizations based on other features (color or letter identity). Thus, the combination 
of pertinence and bias parameters raises the rate of processing for items with a certain 
feature (or set of features) for a certain categorization.  Note that the model is similar to 
early selection accounts in that categorization only occurs for objects that are selected, 
but is similar to late selection accounts in that the likelihood of selection is influenced by 
the sensory evidence for perceptual categorizations of the form "x belongs to i." 
Because categorizations (i) need not be a simple physical features, intelligent selection 
is possible.  
The total processing capacity of the system is equal to the sum of hazard 
functions for all items under processing. When sensory information, response bias, and 
pertinence values are assumed to be constant across a display exposure, processing 
times from perceptual categorization are exponentially distributed, where v(x,i) is the 
exponential rate parameter associated with the categorization that x belongs to i.  
TVA is biologically plausible (Bundesen, Habekost, & Kyllingsbæk, 2005) can 
account for a variety of empirical phenomena, including the effects of visual 
discriminability and bias on single stimulus recognition, object integrality on selective 
report, the number and spatial position of targets in divided attention paradigms, 
selection criterion and the number of distractors in focused attention paradigms, delay 
of selection cue in partial report, and consistent practice in search.  
The model has a number of limitations for application in real-world tasks.  Most 
notably, as a purely parallel model of attention, TVA does not provide predictions of 
serial shifts of attention within a display.  Though TVA acknowledges that attention may 
be shifted serially when the time cost of shifting attention is overcome by the improved 
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sampling rate within smaller subsets of stimuli, it does not predict the order in which 
elements in the display will be sampled, nor does it provide a means for segmenting the 
display into smaller sets of elements for serial processing.  
Nevertheless, TVA provides several features that may be useful in the 
development of an integrative model of attention.  Both attentional mechanisms, filtering 
via pertinence values and pigeonholing via a biasing parameter, should scale up to 
more applied settings, particularly in light of the fact that the feature categories (i) are 
not limited to simple features.  Further, the choice equation and race model provide a 
means of selecting among possible fixation locations and could prove useful in 
developing a stochastic model of scanning and noticing. 
 CODE Theory of Visual Attention. Loganʼs (1996) Code Theory of Visual 
Attention (CTVA) is a massively parallel computational model of attentional selection. 
CTVA integrates the contour detector theory (CODE) of perceptual grouping by 
proximity (van Oeffelen & Vos, 1982, 1983) with  TVA (Bundesen, 1990) to account for 
effects of grouping and spatial proximity not accounted for by TVA.  CODE theory 
represents object locations as Laplace distributions rather than as points.  Bottom-up 
processes sum these distributions across all objects in the display to form a CODE 
surface, and a thresholding operation divides the surface into perceptual groups.  The 
threshold cuts off peaks in the CODE surface, and objects that fall in same above-
threshold region of the surface are assigned to the same perceptual group.  Raising the 
threshold creates smaller perceptual groups, and lowering it creates larger ones. 
Selection is assumed to be parallel within a group, and can be either parallel or serial 
between groups.  The CODE model provides sensory input to TVA. Sensory information 
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is collected from the feature catch of a perceptual object (the area under the above 
threshold region), and determines the strength of the sensory evidence from the items 
in the display.  For example, items that fall within the perceptual group from which the 
feature catch is sampled will contribute a great deal of sensory evidence.  Objects that 
fall outside the perceptual group but are nearby will likely have distributions that fall into 
the feature catch, allowing for the possibility of illusory conjunctions (Triesman & 
Gelade, 1980) and spatial effects like flanker interference (Eriksen & Eriksen, 1974). 
The CODE front end to TVA allows segmentation of a visual display into 
perceptual objects, allowing for modeling of serial visual search behavior.  However, the 
least well-developed part of the model is how attention might be directed serially 
between perceptual objects. Fortunately,  several serial models of attention have been 
developed that predict eye movements within a display and can provide a means for 
understanding the mechanism that govern serial attention shifts. These models assume 
a two-stage model of attention, with a fast, pre-attentive stage of processing followed by  
more comprehensive serial processing.
Two-Stage Models
 Saliency Model. The Itti and Koch Saliency Model (2000) is a completely 
bottom-up model of visual attention.  The Saliency Model operates by filtering the 
display image through center-surround linear filters, of varying spatial scales, to 
calculate local spatial contrast for a three feature dimensions: color, luminance, and 
orientation.  The center-surround output are stored in retinotopic feature maps. A 
winner-takes-all, local inhibition algorithm is applied, instantiating a competition for 
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salience within each feature map and effectively increasing the activation of the most 
salient regions and decreasing the activation of less salient or similarly salient regions. 
The individual feature maps for color, orientation, and intensity are then combined with-
in feature to form three conspicuity maps - one for color, one for orientation, and one for 
intensity.  The winner-takes-all inhibition algorithm is then applied to three conspicuity 
maps.  Finally, the within-feature conspicuity maps are linearly combined into an 
integrated salience map. The model assumes that fixation begins at the region of 
highest salience, independent of the source of the salience.  Inhibition of return is then 
applied at the location of fixation and the model moves on to the next most salient 
region.  Thus, the model predicts a sequence of fixations within a display, beginning at 
the location of highest salience, and continuing to the next salient location until the 
target has been fixated or a time-out criterion has been reached.
The Saliency Model has been tested on standard pop-out and conjunction search 
displays and on high fidelity images of natural scenes. Consistent with human 
performance, the model generates flat response time x set size slopes for feature 
search tasks and increasing slopes for conjunction search tasks (e.g., Triesman & 
Gelade, 1980).  Interestingly, when tested on high fidelity images natural scenes, with a 
tank or military target, the model actually located the target more quickly than human 
subjects, suggesting that the top-down guidance brought to bear by human subjects 
may actually impair search (Itti & Koch, 2000).  
Though this model has proven useful in predicting human performance in 
standard laboratory tasks, it is of limited use for complex, real-world tasks because it 
does not account for any top-down guidance of attention.  However, the Saliency Model 
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provides a computational methodology for assessing the salience of objects in scene 
and thus could serve as one necessary component of an integrative model.
 Guided Search Model. Wolfeʼs (1994; Wolfe, Cave, & Franzel, 1989) Guided 
Search Model (GSM) explains visual search through combination of bottom-up and top-
down mechanisms.  Like the Saliency Model, GSM assumes that the initial processing 
of a display is parallel, resulting in independent representations of basic features. The 
stimulus image is filtered through broadly tuned feature channels for color and 
orientation, with each channel responding to a category like red, yellow, green or blue or 
left, steep, right, and shallow.  Bottom-up activation is calculated separately for each 
feature and stored in a separate map for each feature.  Bottom-up activation increases 
with the similarity between an item and a categorical exemplar and decreases with 
target-distractor similarity and proximity.  Top-down commands are used to select the 
channel for each feature type that will be represented in the feature maps.  The selected 
channel is the one that best differentiates the target from distractors.  For example, if 
the task is to search for a red, horizontal bar, the color feature map would represent red 
objects and the orientation feature map would represent horizontally-oriented objects. 
The final feature maps are then combined to create an overall activation map, by taking 
a weighted sum of all topdown and bottom up activations.  The weightings are based on 
task demands, so if color is irrelevant, for example, the color mapʼs contribution to the 
activation map is reduced. The activation map makes it possible to guide attention 
based on more than one feature, allowing for the possibility of efficiently guided search 
for even conjunctions of features.
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Attention is deployed serially across the activation map from peak to peak until 
the target is found or search is terminated.  Search is terminated by using an activation 
threshold.   Once all locations with activation above the threshold have been searched, 
search is terminated and the simulation will guess, with a target absent guess on a 
majority of trials.  The activation threshold is determined using staircase methodology, 
lowering the threshold following a miss error, and increasing the threshold after correct 
target absent trials (Chun & Wolfe, 1996).  Varying the activation threshold allows for a 
speed accuracy tradeoff.
GSM is able to account for a variety of findings from the visual search literature.  
For example, using a single set of parameters, GSM can account for search 
asymmetries, flanker effects, and the RT x set size slope ratios of near 2:1 that are 
characteristic of serial, self-terminating search.  Further, the model is able to predict 
plausible miss and false alarm rates and can model individual differences by introducing 
noise into the feature maps.
Though the model has been successful at accounting for search with basic 
laboratory stimuli, the model has not been similarly applied to more spatially continuous 
real-world scenes.  However, Wolfe (1994b) examined search performance using more 
complex stimuli designed to resemble arial views of terrain.  Patterns of results for 
feature and conjunction search were consistent with typical findings using basic 
laboratory stimuli presented on a homogenous background; however, serial search 
performance for Ss among backward Ss (designed to resemble rivers) was less efficient 
for items embedded in the complex backgrounds than those presented on 
homogeneous backgrounds.   These results suggest that the theory underlying the 
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model - guiding search through an interaction of bottom-up and top-down factors  - 
should still be applicable for modeling performance in complex, real-world tasks.   
The modelʼs implementation of stopping rules via an activation threshold, also 
provides a means of accounting for false alarms rates and for modeling speed-accuracy  
trade-offs - two performance measures that would be useful to designer in assessing 
the effectiveness of an information display. Finally, two shortcomings of the model are 
that it does not account for reduced acuity in the peripheral retina or the effects of 
workload that may reduce the likelihood of making long attentional shifts.  The model 
also does not provide a computational methodology for determining of the weighting of 
individual feature maps.
 Modeling the influence of task on attention. Navalpakkam and Itti (2005) 
expanded the Itti and Koch (2000) Saliency Model to both incorporate task-specific 
guidance of attention in visual scenes and provide a computational methodology for 
determining the top-down weighting of individual feature maps.  The model is similar to 
the Itti and Koch Saliency Model, except that it incorporates working memory (WM) and 
long term memory (LTM) stores to facilitate target recognition.  The WM store is created 
by providing the model with a task definition in the form of keywords.  LTM is created 
using a simple hand-coded ontology that describes long term knowledge about objects 
and the relationships between them.  Relationship are ranked according to their priority, 
such that 'x is part of y' relationships might be higher ranked than 'x is similar to y' 
relationships.  
The WM and LTM stores enable the model to both learn internal target 
representations and to recognize targets. In order to train the model to recognize targets 
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targets,  the model is run just like the original Saliency Model, except that a cue is used 
to guide attention to the target location. The visual WM learns the center-surround 
features of the location of the target and stores them in LTM.  The model can be trained 
on multiple views of the target to form a general representation of the target. 
Once the WM and LTM databases are formed, the model can be run on novel 
images.  LIke the Saliency Model, feature maps are created for orientation, contrast, 
and color at a variety of spatial scales; however, the contribution of each individual 
feature map to the final salience map is biased by the target's features.   Learned 
representations of the target object are used to render the object in the display more 
salient by weighting more highly the particular feature maps that best define the target.  
Attention is then deployed serially across the salience map from peak to peak 
until the target is recognized.  The model extracts a vector of center-surround visual 
features from the attended location and this vector is matched to vectors of objects 
stored in WM.  If the object is recognized, the task relevance of the object is 
determined.  If the object is not relevant (not the target), the model fixates the next most 
salient region in the map.  If the object is highly relevant, the object is classified as a 
target and the search is terminated.  If the object is not located in WM, the symbolic 
LTM is checked.  The relevance of the attended object can be determined by assessing 
the relationships between that attended object and other objects in LTM.  Objects with 
more distant relationships are determined to be of low relevance.  
The model also has the ability to memorize the locations of objects in a visual 
scene by using a two-dimensional topographic task relevance map to encode the task 
relevance of scene entities.  Note that this type of map is biologically plausible as these 
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types of maps have been found in the superior colliculus and the inferior and lateral 
subdivision of the pulvinar(e.g., Colby & Goldberg,1999; Gottlieb, Kusunoki, & 
Goldberg, 1998). As the model scans the image,  WM and the task relevance map are 
updated.   If an object is deemed irrelevant, the associated location in the task 
relevance map is marked as irrelevant and thereafter is unlikely to be re-fixated in a 
later scene.  The WM component implements IOR within the current scene, preventing 
the same location from being repeatedly re-fixated.  
Like the original Itti and Koch model, the top-down model is able to accurately 
predict human performance on feature and conjunction search tasks.  However, in a 
direct comparison with the Saliency Model, top-down biasing of the salience map for 
target features led to slower detection when distractors shared features with target.  
This result may explain the finding that the Saliency Model outperformed human 
subjects in a search for tanks in naturalistic scenes (Itti & Koch, 2000). Importantly, the 
model has been successfully tested in several visual search tasks using more complex, 
real-world stimuli, including detection of targets amidst clutter and diverse backgrounds, 
classification of targets into categories, and using learned target features to bias the 
attentional system to more efficiently guide attention to the target.  For example, when 
trained on specific instances of handicap signs, the model was able to search novel 
displays and to detect new instances of the sign that varied in size and pose.  The 
model was also able to successfully create a task relevance map based on dynamic 
traffic scenes.  Starting with a uniform task relevance map, the model was run over a 
series of traffic scenes. For each fixated location, a vector of center-surround features 
was extracted and compared to object representations stored in WM and LTM.  Once 
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the object was recognized, the task relevance of the object was determined (high 
relevant for cars, low relevance for sky) and the task relevance map was updated 
accordingly. Over many trials, an average task relevance map was created with regions 
of activation corresponding approximately to the left and right traffic lanes.  
In summary, Navalpakkam and Ittiʼs (2005) model provides a biologically 
plausible architecture that can account for how both bottom-up cues and knowledge of 
the task and target influence the guidance of attention.  Though this model has proven 
successful in many applied visual search tasks, it has several limitations.  First, it does 
not allow for the possibility of directed attentional shifts.  For example, if the task is to 
locate a face, but a foot is recognized, the model doesnʼt allow for a “look higher” top-
down command.  However, it is conceivable that his type of relational information could 
be included in the oncology and used to increase the relevance of associated regions of 
the task relevance map (for example, of regions above the recognized foot).  Another 
limitation of the model is that the object hierarchy in LTM is hand-coded.  Thus, 
application of the model in novel domains is limited by the availability (or ease of 
construction) of a relevant catalogue of object ontologies. 
This model, however, provides several features that would benefit an integrative 
model of attention.  First, the WM and LTM components provide a mechanism for 
recognizing target objects. Second, the model provides a computational methodology 
for determining the top-down weighting of individual feature maps, allowing for biasing 
of salience maps to reflect the operatorʼs attentional set for the target features.
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Applied Models of Attentional Behavior
The models reviewed thus far have typically been developed to account for 
attentional selection and visual search performance in laboratory tasks.   The next 
section provides a review of attention models that have been developed and tested in 
applied domains with more complex visual stimuli. 
 Markov Models and Scanpath Theory. In the visual search models discussed 
thus far, scanpaths are assumed to proceed through a visual display from regions with 
higher activation (bottom up and/or top-down) to regions with lower activation.  
Assuming that bottom-up information and viewer goals remain constant throughout a 
viewing, the models predict identical scanpaths each time a scene is viewed.  This 
prediction is consistent with scanpath theory (e.g., Noton & Stark, 1971).   Scanpath 
theory predicts that when a viewer scans a novel stimulus, the sequence of fixations is 
stored in memory as a spatial model, establishing a scanpath.  Subsequent exposures 
to the stimulus, should therefore result  in the same scan pattern. 
The previously discussed models also generally assume a standard fixation 
duration that is used to calculate overall response/search times.  However, research in 
the effectiveness of advertisements has demonstrated that repeated exposures to print 
advertisements results in wear-out or reduced attention to the advertisements (e.g., 
Rossiter and Percy, 1997).   If scanpath theory holds, then scanpaths remain constant 
across viewings, but the fixation durations and fixation frequency should decrease.  
Statistical models provide one means of examining how factors such as repeat 
exposures impact scanpaths and fixation durations. Pieters, Rosbergen and Wedel 
(1999), for example, were interested in how repeat exposures, viewer motivation, and 
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message quality impacted scanning of print advertisements.  They collected eye 
tracking data from subjects as they viewed a set of print advertisements.  Transition 
probabilities and dwell durations were calculated for each region in the display (text 
body, headline, packshot, and pictorial).
Scanpaths were modeled as a first order, reversible Markov process, with each 
fixation dependent only on the previous one.  Observed saccade frequencies followed a 
negative binomial distribution or Markov NBD.  Several models were tested.  The 
number of elements in the display, saccade origin, saccade destination, repetition, 
motivation, quality, and symmetry were all included as possible factors in the models.  
Model fits were compared using likelihood ratio tests and the Akaike Information 
Criterion (AIC).  For example, to determine whether repeated viewings influences scan 
paths, a model including only the origin and destination factors (OD) was compared to a 
model that included origin, destination, and number of repetitions as a factors (ODR).  If 
the AIC is minimized with the OR model, the results suggest that scanpaths are 
constant across repetitions.  Gaze durations can be described by a  gamma distribution. 
Thus, to test whether gaze durations change across repetitions, competing gamma 
models were tested using similar procedures.  
Results of model testing showed clear evidence that scanpaths were first-order, 
reversible, Markov processes.  Further, scanpaths were found to be stationary across 
repetitions, with fixation durations decreasing with repeated exposures.  The effect of 
motivation was less clear.  Motivation did not influence scanpaths, but high motivation 
readers tended to have longer fixation durations for some advertisements.  
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The benefit of statistical modeling is that it allows the modeler to independently 
assess the influence of many factors on scanpaths and fixation durations.  Use of these 
types of models in information design, however, is likely unrealistic, except for by the 
more mathematically inclined designers.  Further, to determine which factors influence 
performance, the modeler must have a comprehensive data set.  Therefore, in the 
absence of a methodology for simulating eye movements within a given display, this 
type of model is not well suited for rapid prototyping applications.
 UCIE Model. Lohse (1993) proposes a cognitive model of graphical perception to 
account for human performance on graph reading tasks.  The UCIE model 
(Understanding Cognitive Information Engineering) is based on Card, Moran and 
Newell's (1983) model human processor, and predicts task completion time by 
determining the cognitive and perceptual subtasks required for the task.  
The model takes graphs and queries about the graphs as input and generates a 
graphical catalog of all objects in the display and their characteristics.  The catalog 
contains information about the visual primitives of each object (color, shape, position), 
and a semantic label that maps the syntax of the object to its meaning.  For example, a 
particular color may be associated with a certain date (red = 1980s, blue = 1990s, etc). 
UCIE catalogs all of these graphical objects and creates a network of the relationships 
among the objects, their visual primitive, semantic labels, and locations.  For each 
object in the display, the location of nearby objects (and their characteristics) is also 
cataloged for use by UCIE in computing information extraction time.  Once the graph 
elements have been cataloged, UCIE processes the query.  The query can be one of 
three types - point reading, comparisons, and trends.  Point reading queries require 
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reading a single datapoint, comparison queries require comparison of two data points,  
and trend queries require assessment of relationships among multiple data points.  
UCIE matches keywords from the query to graphical semantic information stored 
in the catalog to identify the locations that contain relevant information in the graph, and 
hence must be fixated to complete the task.    UCIE also assumes that people have a 
graph schema that determines the order in which graphical elements will be attended.  
For example, UCIE assumes the legend will be examined before the axis or data 
values. Information from the query, combined with the graph schema, determines the 
sequence of fixations that are required to retrieve the necessary information for the task. 
UCIE assumes an optimum scanpath, with locations fixated in an order than minimizes 
the overall scanning distance. So unlike the previously discussed models, UCIE 
assumes attention is driven exclusively in a top-down manner, based on graph schemas 
stored in LTM that contain learned procedures for using and getting information from a 
graph.  UCIE also takes into account sensory and short term memory limitations, 
allowing for the possibility of information decay in STM and re-sampling of previously 
attended graphical objects.  
For each fixation, UCIE also determines how long it will take the information to be 
extracted.  Like other keystroke level models (like GOMS) (Card, Moran and Newell,
1983), UCIE employs a database of standardized perceptual and cognitive operator 
times to generate estimates for each component of the task; however, UCIE adjusts 
these times based according to the difficulty of discriminating the relevant information.  
These discrimination times are a function of the number, proximity and similarity of non-
target objects within the fixation region, thus allowing the model to predict the impact of 
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clutter and color similarity on task performance.  Again, note that unlike other models, 
bottom-up characteristics of the display do not influence the scan path, but rather 
determines how long it takes to process information from a given location.  
Lohse (1993) conducted an experiment to test the ability of UCIE to predict 
human performance on point, comparison, and trend tasks using  bar graphs, line 
graphs, tables.   Overall UCIE was able to predicts 43% of the variation in subjectsʼ 
mean reaction times.  Consistent with actual subject behavior, the model predicted 
faster graph reading performance for point reading questions, for easy discrimination 
tasks, and for information presented in tables.  One short coming of the model, 
however, is that  it did not predict interactions between query types and graph types as 
would be predicted by the proximity compatibility principle (Wickens and Carswell, 
1995).  Rather, UCIE predicted fastest performance with tables for all task types.  These 
results are likely due to the fact that table look-ups did not require inspection and 
processing of the legend.  Though the bar and line graphs provided quicker perceptual 
inferences of trends and comparisons, this benefit was negated due to the amount of 
time required to comprehend of the legend. Another shortcoming of the model is that it 
fit individual data quite poorly; however, the author hypothesized that individual 
differences could be incorporated into the model by adjusting the the modelʼs assumed 
STM capacity or average reading speed on a subject-by-subject basis.  Despite these 
shortcomings, UCIE is a useful research tool for understanding visual cognition and 
perception  of graphical information and can provide designers with a means comparing 
graphical display formats for a given task.  It also highlights the importance of 
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considering top-down information, in the form of schemas, in modeling attentional 
allocation.
 SEEV. The SEEV model is another applied model of visual attention and has 
been successfully used to model attentional behavior in both aviation and driving tasks. 
SEEV (Wickens et al., 2003; Wickens & McCarley, 2008; Wickens, McCarley, et al., 
2008) is named for the four sources of attentional guidance that it posits: Salience, 
Expectancy (or bandwidth), Effort, and Value.  The model assumes that attention is 
guided towards display locations that are salient and that are expected to contain 
information that is relevant and of value for the task.  Further, attention is inhibited to 
locations that require large shifts of attention.  
To use the model, a given display is first decomposed into areas of interest 
(AOIs).  Each AOI represents a single information channel in the display.  Next the 
modeler defines the bandwidth and value of each AOI.  The value component can be 
decomposed into the importance of the information and the relevance of the information 
to the current task.  For simplicity, the bandwidth and values can be assigned using a 
lowest ordinal algorithm and rank ordering the AOIs for each parameter.  Finally, an 
effort matrix is constructed that specifies the distance between each pair of AOIs. Thus, 
the probability that a given area within a display is attended, is calculated as
P(A) = sS -efEF + (exEX +vV),
with each model parameter weighted by a coefficient that represents how much each 
parameter contributes to overall guidance (Wickens & McCarley, 2008).  
The model has been validated against eye tracking data from both aviation and 
driving experiments.  Wickens, et al., (2003) tested the model against against pilot 
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scanning data from three experiments that required pilots to fly a set course while 
responding to ATC messages presented visually, auditorally or bimodally and detecting 
and avoiding other aircraft.  The cockpit display was segmented into three AOIs: the 
instrument panel, outside world, and CDTI (cockpit display of traffic information.  Only 
the expectancy and value components of the SEEV model were employed, thus SEEV 
predicted that a visual channel will be sampled to the extent that it contains frequently 
changing information that is relevant to a task of high importance.  Two flight tasks were 
considered, aviating and navigating.   The instrument panel and outside world contained 
information relevant to aviating.  The outside world and CDTI contained information 
relevant for navigating.  Thus, visual scanning to an AOI was calculated as the sum 
across these two task of the bandwidth (BW) of an AOI times the product of the 
relevance (R) of the AOI and the task priority (P):  AAOI = ∑tasks(BW*R*P).  
Bandwidths, relevance, and values were assigned to AOIs using a rank ordering 
technique across tasks and AOIs.  Aviating was given the highest value followed by 
navigating.  The instrument panel had the highest bandwidth, followed by the OW and 
CDTI.  Model fits were generally high, with the model accounting for 79% of the 
variance in the data from Experiment 1, and 96% and 95% of the variance in the data 
from Experiments 2 and 3.   Interestingly, when the model was fit against individual 
pilot's data, the results showed that fits were highly correlated with pilot experience.
The model has also been validated against scanning data from a driving 
simulator study in which subjects performed an in-vehicle-technology (IVT) task while 
driving along a single lane rural road (Horrey, Wickens, and Consalus, 2006). The IVT 
task involved reading a phone number presented on a heads down LCD screen located 
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on the dashboard, to the right of the steering wheel.  Both task priority (value) and  
channel bandwidth were manipulated.  Bandwidth was manipulated via the frequency of 
visual events in the IVT and wind speeds in the driving task.  The SEEV model was 
used to predict percent dwell times for the IVT display and outside world.  As in the 
aviation experiment, only the bandwidth and value components of SEEV were 
employed and model parameters were determined using a rank ordering procedure.  
The full model accounted for well over 90% of the variance in the data.  
In summary, the SEEV model provides a simple methodology for predicting 
attentional allocation within a complex visual scene.  Notably, the model has been 
demonstrated to perform quite well using only top-down guidance, particularly in cases 
in which the  environment can be decomposed small number of AOIs, suggesting the 
importance of adequately accounting for operator knowledge when modeling 
performance in applied tasks.   One shortcoming of the model, however, is that it does 
not provide a quantitative means for assessing the salience of each information 
channel.  Using a rank ordering technique may be ineffective, particularly when 
modeling performance in dynamic environments where the relative salience of an AOIs 
changes due to onsets of alerts or other stimulus transients.
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Chapter 4: An integrated model of attentional behavior
Chapter Three highlights several notable models of visual attention that have 
been demonstrated to account for behavior in a variety of tasks.  The models differ in 
their assumptions of parallel vs. serial processing, the relative contribution of bottom-up 
vs. top-down guidance, their biological plausibility, and their usefulness in predicting 
performance with complex stimuli in applied domains. Together, though, they provide a 
theoretical foundation for development of a integrative model of attention. 
To serve as a useful design tool, an integrative model of attention should be able 
to predict both steady-state scanning and the detection of dynamic events within a 
complex visual environment. Designers may be interested in, for example, the 
effectiveness of dynamic side-bar advertisements in capturing a viewerʼs attention on 
websites, the effect of animation on studentsʼ extraction of relevant information from 
PowerPoint presentations, or the noticeability of warnings or alerts in cockpit displays.  
In fact, in many operational domains, including aviation and process control, one of the 
operatorʼs primary tasks is to monitor for the onset, offset, or change of critical visual 
events such as warnings and alerts.  Further, the operator is often required to detect 
these kinds of changes while simultaneously performing a visually demanding control 
task.   
Findings from basic attention capture studies suggest that abrupt onsets 
reflexively capture attention (Jonides & Yantis, 1988; Yantis & Jonides, 1990).  However, 
there is considerable evidence that even very salient onsets can fail to capture attention 
(e.g., Mack & Rock, 1998; Most, Scholl, Clifford & Simons, 2005; Simons & Chabris, 
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1999.)  For example, pilots often fail to detect flight mode changes presented in the 
primary flight display, even when the mode change is accompanied with the onset of a 
salient green box (Sarter, Mumaw & Wickens, 2007).  
Both the basic and applied literature provide insight into the factors that may 
interact to influence the noticeability of a dynamic visual event.  The temporal 
characteristics of the display, for example, can effect the noticeability of an abrupt target 
onset, with poorer detection obtaining when the target onset occurs in the context of a 
highly dynamic display (OʼRegan et al., 1999; Nikolic et al., 2004). The viewer can also 
adopt an attentional set for relevant objects in the display, facilitating the detection of 
onsets that perceptually match other relevant target objects in the display (Most, et al., 
2001) and inhibition of task irrelevant onsets (Godijn, & Kramer, 2008).   The viewerʼs 
perceptual load or workload may also impact detection performance.  High visual 
processing demands, for example, reduce the strength of attentional capture by an 
abrupt onset (Cosman & Vecera, 2009), as does cognitive load imposed by auditory 
loading task  (Boot, Brockmole & Simons, 2005).  Finally, increasing the eccentricity of 
an onset relative to the viewerʼs current point of regard attenuates detection (Nikolic, et 
al., 2004; Stelzer & Wickens, 2006).   
Importantly, many of these factors interact. A study by Nikolic, Orr and Sarter 
(2004), for example, demonstrated the role of display clutter and retinal eccentricity on 
alert noticeability.  Subjects monitored a peripheral display for onset of a visual alert 
while concurrently engaged in a game of Tetris.  Alert location and color, the presence of 
movement in the peripheral display, and the operatorʼs level of attentional load were all 
varied.  Alert detectability varied as an interaction of these factors, suggesting that 
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criteria considering any one factor in isolation may not encourage effective display 
design.
 Accordingly, in order to offer designers a useful tool for assessing performance 
in dynamic workspaces, a integrative model of attention should be able to account for 
the interactions between bottom-up and top-down sources of attentional guidance, as 
well as the effects of eccentricity and workload. The present model integrates elements 
from several of the reviewed models of basic attentional processes (Bundesen, 1987, 
1990; Itti & Koch, 2000; Wolfe, 1994) within the framework of the SEEV visual scanning 
model (Wickens et al., 2003; Wickens & McCarley, 2008; Wickens, McCarley, et al., 
2008) to create a model of attentional behavior in dynamic environments. However, the 
current model modifies and elaborates on the original SEEV model in multiple ways.  
First, it distinguishes between two forms of top-down control: channel prioritization, 
based on the operatorʼs knowledge of the Bandwidth and Value of a given channel (cf., 
Senders, 1983), and feature prioritization, based on the operatorʼs attentional set for a 
given color (cf. Wolfe, 1994).  Second, it determines the Salience of each channel 
computationally using Itti and Kochʼs (2000; Walther & Koch, 2006) salience model.  
Third, it models the effects of effort using a Gaussian spatial filter that simulates acuity 
loss in the peripheral retina and/or attentional tunneling, thereby reducing the probability 
of long attention shifts.  Fourth, it distinguishes between two forms of visual salience: 
static salience, based on local image-based feature contrast  (cf. Itti & Koch, 2000), and 
dynamic salience (cf. Yantis & Jonides, 1990), based on moment-to-moment changes of 
static salience.  Finally, and most importantly, it not only predicts the steady-state 
distribution of attention across display channels, but also predicts the time that the 
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operator will need to notice an event once it has occurred in a given channel. 
Additionally, assumption of a scan rate (ex. 2 fixations per second) and a miss criterion 
(ex. 10 seconds) allows for miss rate predictions.  (e.g., Wickens, Sebok, et al., 2007, 
Wickens, Hooey, et al., 2009). 
Model input and assumptions
 As input, the model accepts one or more image files depicting pre-target onset 
displays, and one or more depicting post-target onset displays; a map of the displayʼs 
information channels or areas of interest (AOIs); and a text file specifying model 
parameters (described below) as well as a coded description of the task and the 
operatorʼs knowledge (e.g., bandwidth and value of the information channels).  The pre- 
and post- target images will generally differ only in on one AOI, the one that contains the 
target event. The AOI map designates meaningful, discrete regions in the display that 
the operator may fixate.  For example, an aviation cockpit display may be decomposed 
into the instrument panel, the outside world, and flight management system or, 
alternatively, may specify the locations of particular information channels like the 
primary flight display and navigation display. For simplicity, the model assumes that the 
predefined AOIs are the only locations in the image that can be fixated and that fixations 
always occur at the center of a given AOI.  In its current form, the model also assumes 
that the target event is noticed once it has been fixated, but this assumption could be 
easily replaced with the assumption of a probabilistic signal detection judgment.
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Operation
 The model operates by first producing a set of base maps representing various 
sources of attentional guidance.  Each of these maps is then assigned a pertinence 
value (Bundesen, 1990) based on the operatorʼs task set, and the pertinence-weighted 
maps are averaged to produce a master map of attentional activation.  Finally, a 
probabilistic choice model (Bundesen, 1987; Luce, 1959) selects the location of the 
operatorʼs next fixation based on the relative attentional activation levels of the various 
AOIs. A schematic diagram of the model is provided in Figure 1.
Figure 1. Schematic diagram of the integrated model of attention.
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Base Maps
 The base maps represent four sources of attentional guidance: channel priority, 
static salience, dynamic salience, and feature priority.
 Channel Priority: Expectancy and Value.  For each information channel in the 
display, the modeler provides estimates of Value and Expectancy on a scale from 0-1.  If 
values and expectancies vary across different segments of the task—for example, 
during different phases of flight—a separate model run is conducted for each segment.  
Though not currently implemented, the value of a given AOI could be dynamically 
updated based on the operatorʼs current stage of progress, effectively allowing the 
model to account for schema-driven scanning in more complex information foraging 
tasks (c.f., Lohse, 1993) . For example, if an operator has a schema for graph reading, 
at the beginning of the task, the value for the legend might be high compared to the 
value of individual data points in the graph.  After the legend is inspected, the value of 
information in the legend will decrease and the value of data points will increase. 
Further, the value map could also be dynamically updated based on the currently fixated 
AOI to allow for the possibility of heuristic-driven scanning.   For example, viewer 
heuristics may include preferences for horizontal saccades over diagonal shifts of 
attention (Donk, 1994). 
 Values and expectancies are considered to be characteristics of the of the 
modeled operatorʼs environment and task.  Accordingly, they are not model parameters 
that can be changed to better fit a set of data, but are estimated before the model is run 
and then held fixed.  Appropriate determination of the Expectancy and Value for each 
display channel is thus an important step in using the model, and requires the modeler 
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to carefully ascertain both the distribution of information across display channels and 
the knowledge of the modeled operator, including the knowledge of task prioritization in 
multi-task contexts (e.g., aviating, navigating, communicating; see Wickens et al, 2003)
 Static Salience. The model estimates the salience of each display channel using 
the computational model of Itti and Koch (2000) , implemented using the Matlab 
Saliency Toolbox (Walther & Koch, 2006). The salience model employs center-surround 
filters to create maps of feature contrast within the luminance, color, and orientation 
dimensions. These maps are then integrated to form a holistic saliency map with 
possible salience values ranging from 0 to 3. For each iteration, i, of the model, a static 
salience map is generated based on the current display image. 
 Dynamic Salience Map. Dynamic Salience is defined as a change in static 
salience resulting from movement or flicker within the display.  The model generates the 
dynamic salience map by first creating a difference map of the pre- and post-change 
images, where differences are measured by Perceptual Euclidean Distance (PED), a 
measure of Euclidian distance weighted to account for differences in the discriminability 
of changes in the red, green, and blue pixel values (Gijsenij, Gevers, & Lucassen, 
2008).  
The difference map is then passed to the salience model to produce the dynamic 
salience map. In the absence of movement or flicker within the display, the dynamic 
salience map contains no activation.
 Feature Priority Map. The feature priority map is created by assessing the 
match between each pixel in the image and a set of prioritized target colors specified by 
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the modeler.  The model currently allows the modeler to select from a set of four colors 
(red, green, blue, and amber) for prioritization, but can be adapted to accommodate a 
different set as necessary for any particular application.  To assess the match for each 
color, the PED is calculated between the target RGB value and each pixel in the image. 
The color match is represented discretely, with a value of 1 indicating a match and zero 
otherwise. Pixels that fall within 40 units of the target color are considered a match.  
This criterion effectively defines a set of categorical colors,  producing a small range of 
RGB values for each color without overlap between, for example, pixels that are 
identified as a match to red and those identified as a match to amber.  After color 
matches are calculated, each individual color map is weighted according to its 
relevance to the task.  For example, if red alerts represent danger (high importance) 
and amber alerts represent potential danger (moderate importance), red may be 
assigned a value of 1 and amber a value of .75.  The weighted color maps are then 
combined to form the final feature priority map.
Master Map
A master map of attentional activation values is created by averaging the activation of 
the base maps, with the input from each base map weighted by a pertinence value 
(Bundesen, 1990). Pertinence values allow strategic changes of attentional policy in 
response to task demands. For example, to allow attentional guidance driven entirely by 
bottom-up salience, the modeler can assign values of 1 to the static and dynamic 
salience maps and 0 to the other maps. Alternatively, to allow guidance based purely on 
top-down influences of Expectancy and information Value, the modeler can assign a 
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value of 1 to the two channel priority maps and 0 to the remaining three maps. 
Assigning equal pertinence values to all five base maps ensures that all five contribute 
equally to attentional guidance.  Pertinence values are assigned by the modeler or an 
SME based on judgments about usefulness of each source of attentional guidance 
within a given task condition.
 Spatial Filter. To simulate the effort required to execute a long attention shift 
(e.g., Ballard, Hayhoe, & Pelz, 1995; Wickens, McCarley et al, 2008) and/or the effects 
of acuity losses in the peripheral retina, a Gaussian spatial filter is applied to the master 
map at the center of the currently fixated AOI (cf., Parkhurst et al., 2002). The standard 
deviation of the filter, σVL, represents the size of the operatorʼs visual lobe (Chan & 
Courtney, 1996) and can be adjusted to model individual differences (e.g., Pringle et al., 
2001) or the influence of workload or stress (e.g., Atchley & Dressel, 2004) on 
attentional breadth. The spatial filter reduces peripheral activation in the master map 
and hence inhibits long movements. 
 Inhibition of Return. To discourage consecutive fixations on the same AOI, an 
inhibition of return (IOR) (Klein & MacInnes, 1999) value between 0 and 1 can be 
applied to the the currently fixated AOI. Activation within that AOI is then multiplied by 
(1-IOR),  reducing the probability of a subsequent fixation in the same AOI.  A value of 
IOR = 1 ensures that the model will never fixate the same AOI consecutively, while a 
value of IOR < 1 allows for consecutive fixations on a single AOI, introducing the 
possibility of long dwells on a channel of high attentional weight (Wickens & Alexander, 
2009).  An IOR value of 0 removes the influence of IOR entirely.
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Attentional Selection
Finally, the mean activation level within each AOI is calculated to determine a 
single activation value, Wj, for each of the j AOIs. This value is the attentional weight of 
the AOI. The choice of an AOI for attentional selection is determined probabilistically 
based on the AOIsʼ relative attentional weights. More particularly, the probability that a 
given AOI is selected as the target for the next attention shift is given by a choice model 
(Bundesen, 1990),
P(select AOIj) = Wj / ∑W,
where Wj  is the attentional weight of AOIj, and ∑W is the summed value of the 
attentional weights for all AOIs. The choice equation effectively implements an 
independent parallel race between AOIs for attentional selection (Bundesen, 1993; 
Luce, 1959). After the new fixation location is selected, a new master map of attentional 
activation is created based on the current fixation location, and the selection process 
repeats.  
 The model can be set to run for any number of fixations prior to target onset, 
providing a distribution of steady-state scanning behavior within the pre-target display.  
After the onset of the target, the model continues to run until the target AOI is fixated or 
a timeout criterion is reached.
Model Output
 As output, the model provides the steady-state distribution of overt attention (i.e., 
oculomotor fixations) among display channels, as measured in percentage dwell time 
(PDT) (McCarley & Kramer, 2006) in each channel prior to target onset; the likelihood of 
41
a scanning transition between any pair of channels prior to target onset; and the number 
of eye movements needed to fixate the target channel after the target has appeared.  
Because the model is stochastic, the number of fixations required to locate the target 
AOI varies between runs, producing a distribution of fixations-to-detection. Once an 
assumption is made regarding the mean number of fixations/second (e.g., 2-4 in many 
operational environments), then this distribution can be used to predict mean cumulative 
target detection proportion as a function of time following target onset (Wickens et al., 
2009). With the further assumption that a target will go undetected if is not fixated within 
S saccades (or T seconds) after its onset, the miss rate can also be predicted. Choice 
of the criterion S establishes the point on the speed-accuracy tradeoff function at which 
the model operates (McCarley et al, 2009).
 To potentially provide more accurate response time and miss rate estimates, 
AOI-specific fixation duration estimates could be employed. For example, one model 
has demonstrated that fixation durations are task dependent and that durations for 
individual task (e.g., checking, evaluation, etc.) can described by Gamma distributions 
with distinct parameters (Ravinder, et al., 2007). For example, “checking” fixations refer 
to fixations on a graphic or number that is used for making a binary decision.  
Evaluation fixations, on the other hand, are directed toward information that needed to 
be compared to an internal representation or stored knowledge.  Thus, if each AOI is 
associated with a specific task, such as checking or evaluating, then fixation durations 
associated with that AOI can be drawn from a specific Gamma distribution, providing a 
more accurate means of calculating total search times in complex, real world tasks.
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Chapter 5: Model Validations
 A pair of validation studies (Steelman, McCarley & Wickens, 2011) compared the 
modelʼs performance to empirical data.  The first tested the modelʼs ability to predict the 
steady-state distribution of pilotsʼ attention within an automated “glass cockpit” (Sarter, 
Mumaw, & Wickens, 2007).  The second tested the modelʼs ability to predict miss rates 
and response times in an alert detection task (Nikolic et al., 2004).
Validation 1: Steady State Attention
 The model was first validated against oculomotor scanning data from 17 
commercial aircraft pilots flying missions in a high fidelity Boeing 747 simulator.  For 
each pilot, PDT was calculated for each of six AOIs during each phase of flight from 
takeoff to approach.  The six AOIs were the primary flight display (PFD), navigation 
display (NAV), out-the-window scene (OW), control display unit (CDU), engine indicating 
and crew alerting system (EICAS), and mode control panel (MCP). 
 High fidelity images of the simulator used in the study were unavailable.  
Therefore, screenshots of a similar cockpit were taken from X-Plane Pro software 
(Laminar Research, Columbia, SC) and edited to approximate the layout of the Boeing 
747 simulator (Figure 2).  Value and Expectancy of each AOI were estimated by a 
subject matter expert (SME), a certified flight instructor with over 4750 hours of flight 
time and 26 years of flying experience.  The Value and Expectancy of an AOI during a 
given phase of flight was estimated with respect to all other AOIs in the display and with 
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respect to that same AOI during another phase of flight.  So, for example, an AOI with a 
Value of 1 had the maximum Value of all AOIs across all phases of flight.  

Figure 2.  Sample input image (upper) and AOI map (lower).
44
 The SME assigned pertinence values using an all-or-none heuristic based on 
judgments about the relative usefulness of various forms of attention-guiding 
information within each phase of flight. More specifically, a pertinence of 1 was assigned 
to each base map that differentiated critical from non-critical information within that 
phase of flight, and a value of 0 was assigned to all the remaining forms of information. 
Because there was no event to be noticed in the flight deck simulation, dynamic 
salience was given a pertinence of zero in all phases of flight. Table 1 presents the 
assigned pertinence values.  
πstatic salience πdynamic salience πvalue πexpectancy πcolor set
Takeoff 0 0 1 1 0
Cruise 1 0 1 1 1
Descent 1 0 1 1 1
Approach 1 0 1 1 1
Table 1. Pertinence values for each phase of flight.
 Preliminary tests of the model were used to identify optimal sigma and ior 
parameter settings.  Model performance varied little across values of IOR, but was 
slightly better with a large spatial filter (σVL = 400 pixels, corresponding to roughly 13 
degrees of visual angle) than with smaller filters. The following results are thus based 
on σVL = 400 and ior = 0 (chosen for parsimony).  The model was run for 1000 
iterations, each with 100 predicted fixations, to generate a distribution of PDTs. 
 For each phase of flight, the modelʼs mean predicted PDTs were compared to 
observed mean PDTs across AOIs (Figure 3). The correlation between predicted and 
observed PDTs, percentage of variance accounted for by the model, and RMSE for 
each phase of flight are reported in Table 2.  Overall, the model accounted for .52 of the 
variance in PDT, and RMSE across all phases of flight was 0.12.  Model performance 
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was best for the Cruise and Descent phases, with the model accounting for .90 and .72 
of the variance in these phases, respectively. 
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Figure 3. Predicted and observed PDTs for each AOI and all phases of flight.
r r2 RMSE
Takeoff 0.70 0.49 0.18
Cruise 0.95 0.91 0.07
Descent 0.85 0.73 0.09
Approach 0.56 0.31 0.12
Overall 0.72 0.52 0.12
Table 2.  Correlations, Spearman rank order correlations, and RMSE between actual 
and model predicted PDTs for each phase of flight. 
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Validation 2: Response Times and Miss Rates
 The model was next validated against miss rates and response times (RTs) from 
the alert detection experiment of Nikolic et al. (2004).  As noted earlier, participants in 
this study played a game of Tetris while monitoring an adjacent display for the onset of a 
green alert, a task that simulated the demands of detecting a change in a flight deck 
flight mode annunciator (Sarter et al, 2007).  Three factors were manipulated: 
eccentricity of the alert relative to the Tetris display (35 vs. 45 degrees of visual angle), 
color similarity between the alert and surrounding display objects (same color vs. 
different color), and dynamism of objects near the alert (static vs dynamic).  Schematic 
images from each of the eight conditions served as input to the model (see Figure 4 for 
an example).  In the high color similarity, condition the 8 gauges and 4 boxes 
surrounding the target were green, the same color as the target alert.  In the low color 
similarity conditions, those objects were white. In the dynamic condition, the pointer 
within each of eight circular gauges moved randomly.  In the static condition, pointers 
were still.  The Value settings of the different AOIʼs were based on the relative 
importance of the two tasks, playing Tetris and monitoring for green-box onsets.  
Expectancy settings were based on the bandwidth of relevant information in each 
channel. 
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Figure 4.  Representative display from the near target location condition. Each display 
contained 15 areas of interest: 1 Tetris game, 8 gauges, 2 possible target locations, and 
4 text boxes. The target was a green box, located between the two rows of gauges.  In 
the low similarity condition, the objects surrounding the target were white.  In the high 
similarity condition, the objects surrounding the target were green. 

 Pertinence values were assigned within each condition using an all-or-nothing 
heuristic based on judgments about the usefulness of each base map for detecting the 
target. A pertinence of 1 was assigned to each map containing information that 
differentiated the target event from non-target events, and a pertinence of 0 was 
assigned to all the remaining map.  For instance, dynamic salience was assigned a 
pertinence of 1 in the static distractor conditions, where the visual transient produced by  
target onset would distinguish the target from the distractors, and was assigned a 
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pertinence of 0 in the dynamic distractor conditions, where the moving distractor gauges 
and the target onset would both produce visual transients.  Two experimenters 
independently assigned pertinence values for each condition and were in 100% 
agreement on all assignments (Table 3).  The same sets of pertinence values were 
used in the near and far conditions.  Preliminary tests indicated that the best model fit 
was achieved with ior = 0 and σVL =  190 pixels, or approximately 15 degrees of visual 
angle.  (The difference in number of pixels between this value and the value used in 
Validation 1 reflects differences in the operatorsʼ viewing distance and the scale of the 
input image.) 
πstatic salience πdynamic salience πvalue πexpectancy πcolor set
High Similarity/
Dynamic 0 0 1 1 0
Low Similarity/
Dynamic 1 0 1 1 1
High Similarity/
Static 0 1 1 1 0
Low Similarity/
Static 1 1 1 1 1
Control 0.5 0.5 1 1 0.5
Table 3. Pertinence values for each condition in Validation 2.
 The model was run for 1000 iterations in each condition.  For each iteration, the 
initial fixation was on a randomly selected AOI.  After 100 fixations, the target onset 
occurred, and the model was allowed to run until the target was fixated.  To calculate a 
miss rate, the number of fixations-to-detection was first converted into a RT by 
assuming a mean fixation duration.  In the experiment, the target was illuminated for 10 
seconds, so if the modelʼs RT was greater than 10 seconds, that iteration was 
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considered a miss. Accordingly, miss rates were dependent on the assumed fixation 
durations.  A fixation duration of 250 ms was assumed (corresponding to 4 fixations/
second), consistent with mean fixation durations in normal scene viewing (Rayner, 
1998). 
 Figure 5 presents the predicted and observed miss rates for each condition. 
Figure 6 presents the same data collapsed across condition to illustrate the effects of 
target eccentricity, target-distractor color similarity, and dynamic distractor content on 
predicted and observed miss rates. The Pearson correlation, Spearmanʼs rank order 
correlation, and root mean square error (RMSE) were calculated between predicted and 
observed miss rates and predicted and observed RTs across the 16 experimental 
conditions. For miss rates, the Pearson correlation was .94, the proportion of variance 
accounted for was .88, and the RMSE was .05, all suggesting a good model fit. As can 
be seen, the model accurately predicted the effects of dynamic noise, target eccentricity, 
and target-distractor color similarity.
Figure 5. Predicted and observed miss rates for all 8 conditions.
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Figure 6. Predicted and observed miss rates, collapsed across conditions to illustrate 
the effects of dynamism of surrounding content, target eccentricity, and target-distractor 
color similarity.
 Observed RTs were also compared to predicted RTs for hit trials (trials in which 
the model fixated the alert within 10 seconds).  The correlation between the predicted 
and observed values was .52, the proportion of variance accounted for was .27, and the 
RMSE was .49.  As illustrated in Figure 7, the model generally over-predicted detection 
times. Figure 8 presents the predicted and observed detection times collapsed to 
illustrate the effects of target eccentricity, target-distractor color similarity, and dynamic 
distractor content on predicted and observed RTs.  The model accurately predicted the 
effects of dynamic display noise and target-distractor similarity (upper left) on detection 
times, but overestimated the cost of retinal eccentricity. 
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Figure 7. Predicted and observed response times for all conditions.

Figure 8. Predicted and observed response times, collapsed across conditions to 
illustrate the effects of dynamism of surrounding content, target eccentricity, and target-
distractor color similarity.
 As a control analysis, the modelʼs fits for miss rate and RTs were compared to fits 
from a control model that employed a fixed set of pertinence values across all 
conditions. For this, the pertinence value for each base map was set to the average 
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value for that map across conditions in the original model runs (Table 3). The control 
model fit the data more poorly than the model with adjustable pertinence values, both 
for miss rates (r2 = .29 vs. .88) and RTs (r2 = .01 vs. .27). This finding supports the 
assumption that attentional policy is context-dependent in ways the model emulates.
 As a final test, the model was run varying the assumed number of fixations per 
second from 1 to 10 (corresponding to fixation durations of 100 ms to 1000 ms).  As 
noted above, average fixation durations in normal scene viewing are approximately 250 
ms.  This implies that the model, to be psychologically plausible, should perform best 
when assumed fixation durations are in the range of 250 ms, and should perform more 
poorly when the assumed fixation durations are significantly longer or shorter.  As 
illustrated in Figure 9, RMSE for miss rates was minimized with an assumed fixation 
duration of 250 ms, and  RMSE for RTs was minimized at 200 ms, with little difference 
between 200 and 250 ms. For miss rates, the correlation varied little across selection of 
fixation duration, ranging from r = .89 to r = .95.  For RT, correlations were poor with 
assumed fixation durations greater than 333 ms (all rs < .38).  For fixation durations less 
than or equal to 333 ms, correlations ranged from .55 to .68. Taken together, these 
results suggest that the model fits were near optimal with the assumed fixation duration 
of 250 ms.  Note also that the current IOR parameter setting (ior = 0) allows for 
consecutive fixations on the same AOI, mimicking the long dwells that are often seen in 
applied settings (Wickens et al, 2003).
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Figure 9. RMSE and r for model runs with assumed fixation durations of 100 ms to 1000 
ms.
Validation Discussion
 Built on the framework of SEEV (Wickens et al., 2003), the current model 
accommodates multiple bottom-up and top-down factors that influence the noticeability 
of a visual event.  It predicts steady-state attentional distribution across display 
channels and the number of eye movements required to fixate a visual event.  The 
model was validated against PDTs from a high-fidelity flight simulator study and against 
miss rates and RTs from Nikolic et al.ʼs (2004) alert detection experiment. Results 
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indicate that the model can accurately predict attentional behavior within complex 
environments and tasks, using heuristic parameter values selected by either the 
experimenter or an SME. 
  Some limitations on the current work are noteworthy. As discussed earlier, the 
model appears to over-predict RTs. The reason for this is not obvious, and further work 
will be necessary to explore the issue. Additionally, the model has a fair number of free 
parameters (five pertinence values; size of the visual lobe; IOR). However, results of 
these initial validations suggest that it may be possible to establish a default value for 
both the size of the visual lobe and the inhibition of return parameter.   In both of the 
current validations, data were well fit by models using a Gaussian visual lobe with a 
standard deviation corresponding to roughly 13-15 degrees of visual angle, and using 
an IOR value of 0.  Should future work produce similar estimates for these parameters, 
these values could simply be assumed to represent an average operator, and would 
need to be adjusted only for select applications of the model (e.g., studies of individual 
differences). Additionally, all of the parameters are psychologically plausible in that all 
correspond to processes known to influence attentional scanning (Wickens & McCarley, 
2008), and the all-or-none heuristic method of assigning pertinence values, as 
employed in these validations, dramatically reduces the modelʼs parameter space. On 
this basis, the work thus far indicates that the model is valid, usable, and useful.
 However, the model requires further testing to ensure that it can predict the 
steady state allocation of attention within a display, response times, and miss rates  for 
a single task, with a single set of parameters.   
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Chapter 6: Experiment 1
 Attention is guided by a variety of factors including the physical and temporal 
characteristics of the display and the goals and knowledge of the viewer.  As previously 
reviewed, attention is drawn to regions in a display that are salient (e.g., Itti & Koch, 
2000; Nothdurft, 2002; Wolfe & Horowitz, 2004), match the viewerʼs attentional set 
(Folk, Remington & Johnston, 1992; Wolfe, 1994), or contain information that is 
important and rapidly changing (Senders,1983; Sheridan, 1970).   Further,  attention 
capture by abrupt onsets and other dynamic changes is mediated by the presence of 
dynamic clutter (OʼRegan et al., 1999; Nikolic et al., 2004), the similarity of the target to 
other critical display components (Most, et al., 2001), the viewerʼs perceptual or 
cognitive workload (Cosman & Vacera, 2009; Boot, Brockmole & Simons, 2005), and 
the eccentricity of the target event  (Nikolic, et al., 2004; Wickens, Muthard, et al., 
2003b).
 The model was developed to serve as a theory-motivated design tool, allowing a 
designer to investigate the interactions between the many factors that influence 
attentional allocation and noticing behavior.  However, in order to validate and optimize 
the model, empirical data are required.  As described earlier, Nikolic et al. (2004) 
examined the effect of display clutter and retinal eccentricity on alert noticeability.  
Subjects monitored a peripheral display for a visual alert while concurrently engaged in 
a game of Tetris.  Alert location and contrast, the presence of movement in the 
peripheral display, and the operatorʼs level of attentional load were all varied.  Results 
indicated that similarity of the target to distractors, the presence of dynamic clutter, and 
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increased eccentricity of the target all reduced detection rates.  Further, the effects of 
target eccentricity were amplified when the target was presented among dynamic 
distractors of the same color as the target.  Results of preliminary model validations  -
presented in Chapter Four - indicate that the current model can reasonably account for 
both the direction and magnitude of these effect.
 The Nikolic et al. study, however, examined only a subset of the many possible 
interactions between factors that influence attentional allocation and noticing.  For 
example, top-down factors like target expectancy and attentional set were not 
manipulated in the experiment.  Further, eye movement data were not collected, 
prohibiting simultaneous validation of the modelʼs predictions of attentional allocation 
(percent dwell times in each AOI) and performance measures (miss rates and RTs).
 Earlier versions of the model have been employed to make predictions about the 
interactions of salience, location bias (bandwidth), and workload on response time and 
miss rates (see McCarley, et al, 2009 for details).  Results of these simulations showed 
interactions between expectancy and eccentricity for both RT and miss rate, with larger 
eccentricity costs for alerts at low-expectancy locations.  Further, miss rate costs were 
greater for lower salience onsets compared to higher salience onsets, particularly at 
smaller eccentricities.  However, a thorough literature review yielded no empirical with 
which to confirm these predictions (McCarley, et al, 2009).
 Thus, the purpose of Experiment 1 was two-fold.  First, to fill in gaps in the existing 
empirical literature that informs the design of information displays, the study 
investigated the interactions between bottom-up and top-down sources of attentional 
guidance on alert detection and attentional behavior.  More particularly, it examined 1) 
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how stimulus salience and spatial attentional bias interact with eccentricity to modulate 
peripheral alert detection, and 2) how workload interacts with bottom-up (salience) and 
top-down factors (feature set, bias) to influence attentional allocation and alert detection 
performance. Second, to provide a more comprehensive data set with which to test and 
validate the current version of the model, the experiment collected both eye-movement 
and behavioral data. 
 The current study is generally modeled after the Nikolic et al. (2004) experiment, 
combining a visually demanding central task with a peripheral alert detection task. 
However, the task and design differ from those of the Nikolic et al. study in several 
ways.  First, the experimental task employed a central highway-in-the-sky manual 
tracking task, rather than the Tetris game used in the original Nikolic et al. (2004) study. 
Second, like the Nikolic study, the current experiment manipulated the eccentricity of the 
peripheral alert, with near and far alerts placed at 35 and 45 degrees of visual angle, 
respectively,  rom the central HITS display. However, rather than a green box, the target 
was a digit presented at one of eight peripheral locations, four at a near eccentricity, 
four at a far eccentricity.  Additionally, a different combination of attentional 
manipulations was tested.  The Nikolic et al. (2004) study included only bottom-up 
attentional manipulations (e.g., target-distractor similarity and the presence of dynamic 
clutter).  Here, to investigate how bottom-up and top-down effects differently mediate 
the noticeability of peripheral alerts, both the effects of salience and spatial bias were 
tested.  Central task workload was also manipulated. 

58
Methods
 Participants. Participants were 24 individuals (16 women, 8 men; mean age = 
24.7, SD = 4.5) recruited from the University of Illinois community.   All participants had 
normal or corrected-to-normal acuity.
 Task. Participants performed 6 blocks of a dual-task experiment comprising a 
central highway-in-the-sky (HITS) manual tracking task and a peripheral alert detection 
task.   Alerts were digits (1-9) that appeared in one of 8 possible locations, each marked 
by a gray box. Four of the potential alert locations were at a near eccentricity, 35 
degrees of visual angle from the center of the central display, and four were at a far 
eccentricity, 45 degrees of visual angle.   Alerts appeared at a rate of approximately 4 
per minute, under the constraint that only one was present at any given time. Alert 
exposure durations were governed by a delayed exponential distribution with a mean of 
10 seconds and an intercept of 8 seconds. 
 Design. The study employed a 3x3x2x2 mixed factor design, with salience (high/
medium/low), lateral bias (no bias/bias), eccentricity (near/far) and workload (high/low) 
as factors.
Alert salience was manipulated within-subjects in a blocked design. In the low 
and medium salience conditions, a continuous stream of gray letters appeared in each 
of the 8 peripheral locations.  In both the low and medium salience conditions, the target 
digit was presented within the stream of letters.  In the low salience condition, the target 
digit was gray, the same color as the distractors.  In the medium salience condition, the 
target digit was red.  In the high salience condition a red target digit was presented in 
one of the 8 possible target locations; no distractor letters were present. In all 
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conditions, the exposure durations of both target digit and distractor letters was 
governed by a delayed exponential distribution with a mean of 10 seconds and an 
intercept of 8 seconds. Figure 10 presents sample displays from the low, medium and 
high salience conditions.
Target expectancy/lateral bias was manipulated between-subjects.  Half of the 
subjects were assigned to the no-bias condition.  The other half were assigned to the 
bias condition, with half biased to the four right-most alert locations, and the other half 
biased to the four left-most alert locations. In the no-bias condition, equal numbers of 
targets appeared in the all alert locations. In the bias condition, alerts were five times 
more likely to appear in one of the possible alert positions on the biased side of the 
display.  
 Workload was manipulated within-subjects in a blocked design by varying flight 
path variability of the highway-in-the-sky task. In the low workload condition, the flight 
paths contained 1 transitions between straight and curved segments per minute, with 
heading changes of 15-30 degrees. In the high workload condition, the flight paths 
contained 2 transitions between straight and curved segments per minute, with heading 
changes of 30-90 degrees.  
 The order of blocks was counterbalanced across subjects using a balanced latin-
square design.
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        (a)
         (b)
Figure 10. Sample stimulus display.  In the low and medium salience conditions (a), the 
target number was presented within a stream of distractor letters. In the low salience 
condition, the target was gray (as illustrated in a).  In the medium salience condition, the 
target digit was red.  In the high salience condition (b), a red target digit was presented, 
unaccompanied by any distractor letters.
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 Apparatus. Stimuli were presented on a 70” Samsung SyncMaster DX-2 LCD 
television.  Eye movement data were recorded using a six-camera Smart Eye Pro 
(Smart Eye AN, Sweden) eye tracker. The Smart Eye Pro provided tracking of gaze 
position across eye and head movements. The trackerʼs cameras were mounted on a 
frame positioned in front of the display.  Neither the frame nor the cameras obstructed 
the participantsʻ view of the central flight display or the peripheral alerts. Manual 
tracking and alert detection responses were collected via a joystick. 
 Dependent Measures. Dependent measures included  alert hit rate and 
response time, percent dwell time (PDT) in each AOI, and central task performance 
(flight path variance). 
Results
 For each measure, data were submitted to two separate ANOVAs.  The first 
included data from both the no bias and bias groups.  The second included only data 
from the biased group, allowing for examination of the effects of low and high 
expectancy target locations.
 Hit Rates. Hit rates were submitted to a mixed-factor ANOVA with workload (high 
vs. low), eccentricity (near vs. far), and salience (low, medium, high) as within-subject 
factors and bias (no bias vs. biased) as a between-subjects factor. The main effect of 
eccentricity was reliable [F(1, 20) = 22.56, MSE = .18, p< .001,η2 =.58], with higher 
detection rates for alerts in the near locations [M = .98, SD = .03] than in the far 
locations [M=.92, SD = .07].  All other main effects and interactions were non-reliable 
[all ps >.15].
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 To assess the effect of target expectancy on hit rates, data from the bias 
condition were submitted to a repeated measures ANOVA with workload, salience, 
eccentricity and expectancy as within-subject factors. The main effect of expectancy 
was reliable [F(1,11) = 13.65, p = .004, MSE = .017, η2 =.55], with higher hit rates for 
targets presented on the high expectancy side of the display [high: M= .96, SD = .03; 
low: M= .92, SD = .04].  The main effect of eccentricity was also reliable [F(1,11) = 7.42, 
p = .02, MSE = .229, η2 = .403], with higher hit rates to targets near the central HITS 
display [Near: M=.97, SD = .02; Far: M = .93, SD = .05].  All other main effects and 
interactions were non-reliable [all ps >.14].
 Response Times. RTs were submitted to a mixed-factor ANOVA with workload, 
eccentricity and salience as within-subject factors and bias as a between-subjects 
factor. The main effects of workload and salience were both non-reliable [WL: F(1,22) = 
1.07, MSE = 1.54, p = 0.31, η2 = 0.05; Salience: F(1.96, 43.03) = 1.58, MSE = 1.71, p = 
0.22, η2 = 0.07].  RTs were reliably shorter for targets in the near locations than in the 
far locations, [F(1,22) = 163.07, MSE = 0.25, p < .001, η2 = 0.88]. This main effect was 
qualified, however, by an interaction of salience and eccentricity [F(1.65,36.31) = 3.75, 
MSE = 0.13, p = 0.04, η2 = 0.15](Figure 11). Simple effects tests indicated no effect of 
salience level on RTs for targets in the far locations [all ps > .17].  For targets in the near 
locations, there was a trend towards shorter RTs in the high salience condition 
compared to both the low and medium salience conditions [high vs. medium: t (23) = 
2.06, p=.051; high vs low: t(23) = 1.75, p= .09].   The effect of bias was non-reliable 
[F(1,22) = .64, MSE = 1.63, p=.43, η2 = .03] as were other interactions [all ps> .22].
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Figure 11. Response times for near and far alerts for the low medium and high salience 
alert conditions.
 To assess the effect of target expectancy on response time, data from the bias 
condition were submitted to a repeated-measures ANOVA with workload, salience, 
eccentricity and expectancy as within-subject factors.  The main effects of eccentricity 
and expectancy were reliable [Eccentricity: F(1,8) = 45.65, p <.001, MSE = .782, η2 = .
85; Expectancy: F(1,8) = 16.435, p=.004, MSE = .732, η2 = .67], with faster RTs for 
alerts located near the central HITS display and in high expectancy locations.  However, 
both effects were mediated by salience.  The interaction between salience and 
eccentricity was marginally reliable [F(1.77, 14.14) = 3.44, p = .065, MSE = .476, η2 = .
30].  As illustrated in Figure 12, there was a trend toward larger eccentricity effects in 
the high salience condition than in the medium salience condition [t(11) = 2.00 p =.071].  
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Figure 12. Response times for near and far alerts by salience in the biased condition.
 The interaction between salience and expectancy was reliable [F(1.59, 15.56) = 
3.89, p =.044, MSE = .409, η2 = .327].  RTs were reliably shorter for targets presented 
on the high expectancy side of the display for high [t(11) = 3.40, p =.006] and low 
salience targets [t(11) =3.15, p =.009] (Figure 13).   There was no reliable RT advantage 
for medium salience targets located on the high expectancy side of the display [t(11) = 
1.18, p =.26]; however, the effects were trending in the right direction.  All other main 
effects and interactions were non-reliable [all ps> .19].
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Figure 13. Response times for alerts in the high and low expectancy locations by 
salience.
 Flight Performance. During the task, participants were instructed to follow the 
flight path, maintaining the aircraftʼs position in the center of the HITS as closely as 
possible. Flight performance data, including the root mean square error (RMSE) for 
heading and lateral position relative to the designated flight path, were assessed.  Data 
were submitted to separate mixed factor ANOVAs, with workload and salience as within-
subject factors and bias as a between-subjects factor. 
For heading RMSE (Figure 14) , the main effects of both workload and salience 
were reliable [WL: F(1, 22) = 8.40, MSE = 1025.73, p = .008, η2 = .28; Salience: [F(2, 
41.22) = 14.48, MSE = 446.32, p < .001, η2 = .40]. A larger RMSE was observed for 
high workload flights compared to low workload flights [high: M = 100.26, SD =12.83, 
low: M = 84.79, SD = 12.75].  Unexpectedly, a lower RMSE was also observed in the 
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medium salience condition compared to both the low and high salience conditions [low: 
t(23) = 4.41, p<.001; high: t(23) = 5.73, p<.001].  Data showed no reliable interactions.
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Figure 14. Heading RMSE by workload and target salience.
 For lateral RMSE (Figure 15), the main effects of both workload [F(1,22) = 7.23, 
MSE = 2.84, p = .013, η2 = .25] and salience [F(1.99, 43.74) = 4.54, MSE = 4.48, p = .
016, η2 = .17] were again reliable.  Participants better maintained their lateral position 
under low workload than under high workload [high: M = 14.29, SD = 2.96; low: M = 
13.63, SE = 2.73]. Contrary to expectations, lateral deviation was greater in the high 
salience condition than in either the low [t(23) = -2.21, p = .04] or medium salience 
conditions [t(23) = -3.02, p = .006]. The effect of bias was non-reliable, as were all 
interactions between factors [all ps> .14]
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Figure 15. Lateral RMSE by workload and target salience.
 Eye Tracking. To determine how salience, workload, and bias influenced the 
distribution of attention within the display, PDTs were calculated the central flight display. 
PDTs were submitted to a mixed-factor ANOVA with workload and salience as within-
subject factors and bias as a between-subjects factor. The effect of workload was non-
reliable [F(1, 20) = .20, MSE = .01, p=.66, η2 = .01], as was the effect of bias [F(1,20) = .
01, MSE = .02, p = .92, η2 = 0].  All illustrated in Figure 16, the effect of salience, 
however, was reliable [F(1.88, 37.62) = .58, MSE = .01, p = .002, η2 = .28] and in the 
anticipated direction, with participants spending more time fixating in the central portion 
of the display during flights with high salience alerts [high vs. low: t(23) = -3.66, p =.001; 
high vs. medium: t(23) = -3.77, p=.001.]
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Figure 16. PDTs to the central flight display by target salience.
PDTs were also calculated for the near and far alert locations and submitted to a 
mixed-factor ANOVA with workload, eccentricity, and salience as within-subject factors 
and bias as a between-subjects factor. The main effects of both eccentricity and 
salience were reliable [eccentricity: F (1, 20) = 72.92, MSE = .003, p < .001, η2 = .79; 
salience: F(2, 36.32) = 5.43, MSE = .003, p = .008, η2 = .21], with larger PDTs to near 
alert locations than far alert locations and larger PDTs in the low and medium alert 
salience conditions compared to the high alert salience condition. The interaction of 
eccentricity and salience was also reliable [F(1.79, 35.83) = 4.97, MSE = .002, p =.015, 
η2 = .20], with smaller eccentricity effects when subjects searched for high salience 
targets than when they searched for low or medium salience targets (Figure 17). All 
other main effects and interactions were non-reliable [all ps > .16].
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Figure 17. PDTs to the peripheral alerts by eccentricity and target salience.
To verify that the bias/expectancy manipulation was effective, a separate analysis 
was conducted for participants in the biased group.  PDTs to the peripheral alerts were 
submitted to a repeated measures ANOVA with expectancy side (high/low), workload, 
and salience as within-subject factors.  The effect of expectancy was reliable [F(1, 10) = 
22.70, MSE = .001, p =.001, η2 = .69], suggesting the bias manipulation was successful, 
with participants more likely to attend to alert locations on the high expectancy side of 
the display.  The main effect of salience was marginally reliable [F(1.91, 19.097) = 3.30, 
MSE = .003, p = .061, η2 = .25], as was the three-way interaction of expectancy, 
salience and workload [F(1.70, 17.02) = 2.91, MSE = 0, p =.088, η2 =.23].  Separate 
follow-up analyses for high and low workload flights were conducted to examine the 
nature of these interactions.  For both high and low workload flights,  the effect of 
expectancy was reliable, with participants attending more to alert locations on the high 
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expectancy side of the display. [high: F(1, 10) = 30.74, MSE = 0, p< .001, η2 = .76; low: 
F(1, 11) = 12.61, MSE = .001, p = .005, η2 = .53].  For high workload flights the main 
effect of salience and the interaction of salience and expectancy were both non-reliable 
[all ps>.494].  However, as illustrated in Figure 18, for low workload flights, the main 
effect of salience was reliable [salience: F(1.69, 18.58) = 4.06, MSE = .01, p = .04, η2 
= .27], and the interaction of salience and expectancy was marginally reliable [F(1.67, 
18.34) = 3.23, MSE < .001, p= .07, η2 = .23]. Expectancy effects (PDThighexpectancy - 
PDTlowexpectancy) were reliably smaller in the high salience condition compared to the 
medium salience condition [t(11) = 2.24, p = .05]. There was no difference in expectancy 
effects between the low and  medium salience conditions [p = .14] or the low and high 
salience conditions [p= .38].
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Figure 18. PDTs to the peripheral alerts by expectancy and target salience for low 
workload flights.
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Discussion
 In a dual-task experiment, participants performed a central HITS manual tracking 
task and a peripheral alert detection task concurrently while target eccentricity, salience, 
expectancy, and central task workload were manipulated.  Higher hit rates and shorter 
RTs were observed for targets at the near eccentricity, consistent with eccentricity 
effects observed in previous studies (e.g., Nikolic, et al., 2004; Wickens, Muthard,et al., 
2003, Stelzer & Wickens, 2006)   The effect of eccentricity on RT, however, was 
modulated by target salience.  For targets in the far locations, there was no benefit for 
medium or high salience targets. For targets in the near locations, there was a trend 
toward shorter RTs in the high salience condition compared to the low and medium 
salience conditions. These results suggest that the absence of dynamic distractors 
allowed more rapid detection of near alerts.  Further, the results indicate that either the 
participants did not successfully adopt an attentional set for the color of the red alert in 
the medium salience condition or that there was no benefit in adopting an attentional set 
for target color in the presence of dynamic clutter.  
 Higher hit rates and shorter response times were observed for targets located on 
the high expectancy side of the display; however, the effect of expectancy on RT was 
modulated by salience, with reliable expectancy effects emerging only for high and low 
salience alerts.  The reason for the null expectancy effect in the medium salience 
condition is unclear; but may be due to a combination of low power due in part to the 
low number of data points from low expectancy targets.  
 Interestingly, effects of workload were not observed for either hit rates or 
response times for target detection, at odds with numerous studies that have found 
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impaired detection of peripheral events under high central task demands (e.g, Crundall 
et al., 2002; Rinalducci et al., 1986, 1989; Williams, 1982, Murata, 2004; Schons & 
Wickens, 1993, Nikolic, et al., 2004).    In the Nikolic, et al., (2004) study, however, an 
interaction was observed between display context and attentional load, with RT effects 
obtaining under high attentional load (increased Tetris speed) for targets presented 
among similarly-colored, dynamic distractors.  Attentional load effects did not obtain 
when the green alert was presented in the absence of dynamic distractors or among 
white distractors. Thus, the absence of a workload effect on alert detection performance 
in the current study, particularly in the low salience condition, suggests that the 
workload manipulation (increasing the number of transitions between straight and 
curved flight segments) may not have significantly increased the demands of the HITS 
tracking task.  Alternatively, participants may have prioritized the alert detection task 
over the tracking task despite experimental instructions to assign both tasks equal 
priority. The data supports this alternative; participants demonstrated poorer flight 
control (increased heading and lateral RMSE) in the high workload condition. Workload 
effects also obtained in the PDT data. For both high and low workload flights, high 
expectancy target locations were attended more than low expectancy locations. 
However, for low workload flights, the expectancy effect was mediated by the salience 
of the alerts, with smaller expectancy effects in high salience condition compared to the 
medium salience condition.  
 Finally, despite higher PDTs to the central flight display in the high salience 
condition, lateral RMSE was actually higher in this condition.  Although the cause of this 
effect is not obvious in the data, one potential explanation is that participants spread 
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their attentional lobe wider in the high salience condition, allowing for better peripheral 
alert detection but with costs to flight performance.  Further testing and analysis is 
required to determine whether alternative strategies or behaviors might account for 
these effects.
Modeling
 Model simulations were run to predict performance for all combinations of 
Salience (low/high), Eccentricity (near/far), and Expectancy (equal/low/high).   
 Pertinence Values. Pertinence values were selected using an all-or-nothing 
heuristic (Steelman et al., 2011). A pertinence value of 1 was assigned to a base map if 
it uniquely characterized the target.  Otherwise, the pertinence for the map was set to 0. 
For example, since targets and distractors in the in the low salience condition were both 
gray, color did not distinguish the target from the distractors.  In the medium and high 
salience conditions, in contrast, targets were red and distractors were gray. Therefore, 
the pertinence value for feature set was set to 0 in the low salience condition and set to 
1 in the medium and high salience conditions, with red designated as the prioritized 
color. Application of the all-or-nothing pertinence heuristic produced the following set of 
model parameters.  
Salience πstatic πdynamic πfeature πexpectancy πvalue
Low Salience 0 0 0 1 1
Medium Salience 1 0 1 1 1
High Salience 1 1 1 1 1
Table 4. Pertinence values for each condition in the experiment.  
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 Expectancy Maps. Expectancy maps represented the rate of relevant 
information in each of the AOIs. Expectancy values on the high expectancy side of the 
display were set to be 4 times larger than those on the low expectancy side of the 
display, reflecting the relative frequencies with which targets actually appeared on each 
side. Note that the Expectancy base map represents the viewerʼs expectation of 
information relevant to the tasks at hand: target detection and flight path tracking. 
Therefore the Expectancy of the peripheral AOIs is determined only by likelihood of the 
target appearing in the channel and is not influenced by the presence of dynamic 
distractors.  
AOI Expectancy Value
High Expectancy AOIs 0.20
Low Expectancy AOIs 0.05
Equal Expectancy AOIs 0.125
HITS AOI 1
Table 5. Expectancy Values for each AOI type.
 Value Maps. A single Value map was employed across all conditions.  
Participants were instructed to equally prioritize the central HITS tracking task and the 
alert detection task.  Accordingly, the Value of of the HITS AOI was set to 1 and the 
Value of the peripheral AOIS was set to .125, such that the overall Value of the 
peripheral AOIs was equivalent to that of the central AOI.
 IOR and Sigma. For parsimony, the IOR parameter was set to zero, allowing for 
consecutive fixations on the same AOI, mimicking the long dwells that are often seen in 
applied settings (Wickens et al, 2003). The model, with the parameters specified above, 
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was run for several sizes of spatial filter (Figures 19 a-c), ranging in size from 125 to 
275 pixels (~14 to 32 degrees).  The amount of variance accounted for by the model 
(r2 ) was highly sensitive to manipulations of sigma; however, the Pearsonʼs rank order 
correlation (rho) was less sensitive to variation in sigma, and, for the no bias condition, 
increased with sigma.  The Spearmanʼs rank order correlation was also generally higher 
than the Pearson correlation, suggesting that the model was able to accurately predict 
the ordering of performance across conditions.   For both miss rate and response time, 
RMSE decreased with sigma.  Although these results did not suggest an obvious choice 
for sigma, a spatial filter setting of 225 pixels (~26 degrees of visual angle) seemed to 
minimize RMSE, without dramatically decreasing rho, particularly in the no bias 
condition.
Figure 19a. Proportion of variance accounted for by the model for miss rate and RT 
across selection of sigma.
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Figure 19b. Rank order correlation for miss rate and RT across selection of sigma.
 Figure 19c. RMSE for miss rate and RT across selection of sigma.  
!"
!#$"
!#%"
!#&"
!#'"
!#("
!#)"
!#*"
!#+"
!#,"
$%(" $*(" %%(" %*(" &%(" &*("
!"
#
$
%"#$&'$()*+,$
-."/0"1234"
5-"/0"1234"
-."1234"
5-"1234"
!"
!#$"
!#%"
!#&"
!#'"
("
(#$"
(#%"
(#&"
($)" (*)" $$)" $*)" +$)" +*)"
!
"
#
$
%
!"#$%&'%()*+,%
,-"./"0123"
4,"./"0123"
,-"0123"
4,"0123"
77
Model Fits
 Miss Rates. To calculate a miss rate, the number of fixations-to-detection was 
first converted into a RT by assuming a mean fixation duration.  In the experiment, the 
target was presented for an average of 10 seconds, so if the modelʼs RT was greater 
than 10 seconds, that iteration was considered a miss. Accordingly, miss rates were 
dependent on the assumed fixation durations.  A fixation duration of 250 ms 
(corresponding to 4 fixations/second) was assumed, consistent with mean fixation 
durations in normal scene viewing (Rayner, 1998; cf. Steelman et al., 2011). 
 Figure 20(a-c) presents the predicted and observed miss rates for each 
condition, separated by expectancy: high, low and equal.  The model over-estimated 
miss rates for the medium and low salience alerts, and under-estimated them for high 
salience alerts.  The r2, rho, and root mean square error (RMSE) were calculated 
between predicted and observed miss rates across the experimental conditions. For the 
bias condition, the model accounted for only .10 of the variance in the data.  The rank 
order correlation was .43 and RMSE was .25. For the no bias condition, model fits were 
better, accounting for .43 of the variance in the data.  The rank order correlation was .71 
and RMSE was .22.
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Figure 20a. Predicted and observed miss rates in the high expectancy condition.
Figure 20b. Predicted and observed miss rates in the low expectancy condition.
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Figure 20c. Predicted and observed miss rates in the equal bias condition.
 Figure 21 presents the same data collapsed across condition to illustrate the 
effects of target salience, eccentricity and expectancy on predicted and observed miss 
rates. For the biased group, miss rates for eccentricity and expectancy were grossly 
over-estimated; however, the model did capture the general pattern of effects with lower 
miss rates for targets near the central AOI and for targets presented on the high 
expectancy side of the display.  The model did not capture the effects of salience, as it 
predicted larger miss rates in the medium and low salience conditions compared to the 
high salience condition, a pattern of results not observed in the data.
For the unbiased group, the model generally captured the pattern of effects seen in the 
data, with higher lower miss rates in the high salience condition than in the medium and 
low salience conditions and lower miss rates for targets presented near the central HITS 
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display.  However, as with the biased group, miss rates were largely over-estimated, as 
were the magnitudes of the salience and eccentricity effects.
Measure Bias Condition r2 rho RMSE
Miss Rate Bias 0.10 0.43 0.25
No Bias 0.43 0.71 0.22
Response Time Bias 0.30 0.58 0.80
No Bias 0.46 0.83 0.86
Table 6. Model fits for miss rate and response time for the bias and no bias conditions.
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Figure 21. Predicted and observed miss rates for the biased (top) and unbiased 
(bottom) groups, collapsed across conditions to illustrate the effects of salience, 
eccentricity, and expectancy.
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 Response Times.  Observed RTs were also compared to predicted RTs for hit 
trials (trials in which the model fixated the alert within 10 seconds).  For the biased 
group, the proportion of variance accounted for  by the model was .30, with rho = .58 
and RMSE = .80.  For the unbiased group, the proportion of variance accounted for  by 
the model was .46, with rho = .83 and RMSE = .86. As illustrated in Figure 22 (a-c), the 
model generally over-estimated detection times for medium and low salience targets. 
Figure 22a. Predicted and observed miss rates in the high expectancy condition.
!"
!#$"
%"
%#$"
&"
&#$"
'"
'#$"
("
)*
+,
"-
./
*0
12
03
4.
5"
)*
+,
"-
./
*0
12
03
6
0.
5"
7
08
*9
:
"-
./
*0
12
03
4.
5"
7
08
*9
:
"-
./
*0
12
03
6
0.
5"
;<
=
"-
./
*0
12
03
4.
5"
;<
=
"-
./
*0
12
03
6
0.
5"
!
"
#$
%
&
#"
'(
)*
"
'+
#"
,%
&
-
#.
'
!"#$%&#"'()*"/'0)12'34$",56&,7'
>508*2?08"
@AB05C08"
83
Figure 22b. Predicted and observed miss rates in the low expectancy condition.
Figure 22c. Predicted and observed miss rates in the equal bias condition
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 Figure 23 presents the RT data collapsed across condition to illustrate the effects 
of target salience, eccentricity and expectancy on predicted and observed response 
times. For the biased group, response times were generally over-estimated. The model 
did not accurately account for the effects of salience, largely overestimating response 
times in the medium and low salience conditions.  The general pattern of effects of 
eccentricity and expectancy were captured by the model with faster response times for 
targets near the central HITS display and for targets in high expectancy locations.
 For the unbiased group, the model captured the effect of eccentricity, with faster 
response times for targets near the central HITS display;  however the model under-
estimated the magnitude of the effect.  The model also captured the effect of salience, 
with larger response times in the medium and low salience conditions compared to the 
high salience condition; however, the model over-estimated the magnitude of the effect.
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Figure 23. Predicted and observed response times, collapsed across conditions to 
illustrate the effects of salience, eccentricity, and expectancy.
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 Parameter Tests.  As a control analysis, the modelʼs fits for miss rate and RTs 
were compared to fits from control models employing a fixed set of pertinence values 
across all conditions. The IOR and Sigma parameters were set to 0 and 225, 
respectively, consistent with the parameters employed in the previous simulations.  
Several simulations were conducted. In the first, all pertinence values were set to 1 for 
all conditions, such that scanning was driven by the full combination of bottom-up and 
top-down factors.  This model accounted for .59 of the variance for miss rate and .85 of 
the variance for response time in the bias condition.  In the unbiased condition, the 
model accounted for .74 of the variance in miss rate and .94 of the variance in response 
time (Figure 24). For both the biased and unbiased conditions, this full model accounted 
for considerably more variance in the data than the model run with condition specific 
pertinence values.  Interestingly, the full model also minimized the RMSE [Biased: MR 
= .04, RT = .31; Unbiased: MR = .13; RT = .74].  Notably, one reason for the more 
optimal fits is that the model largely eliminated the large salience effects present in the 
the original model predictions.  Inclusion of the salience map for low salience model 
runs cannot account for these results.  Since the target and distractors are all gray 
characters, the salience map cannot differentially activated a target over a distractor. 
The feature set parameter also cannot account for this improvement in model fit, since 
the feature map was tuned to detect only the color red, a color not included in the low 
salience condition. Inclusion of dynamic salience in both the medium and low salience 
model runs, however, would have increased the activation in the target AOI at the time 
of the change.   Activation in the dynamic salience map should have been greater in the 
medium salience condition than in the low salience condition since the target was 
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changing from a gray character to a red character rather than from a gray character to a 
new gray character.  Accordingly, the model predicted fewer misses and faster response 
times in the medium salience condition than in the low salience condition, consistent 
with an explanation based on dynamic salience.  
Figure 24: Model fits for miss rates (top) and RT (bottom) for a model guided by 
Salience, Dynamic Salience, Bandwidth, Value, and Feature Set for all conditions.
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 To further investigate why the full model better accounted for the data than the 
model with condition-specific pertinence values, two additional model runs were 
conducted.  In the first, the Bandwidth and Value pertinence values (BV) were both set 
to one across all conditions, such that the model was driven exclusively by top-down 
factors.  Again, this model out performed the original model, accounting for .70 of the 
variance in miss rate and .54 of the variance in response time for the biased condition.  
In the unbiased condition, the model accounted for .84 of the variance in miss rate and .
97 of the variance in RT.   Despite accounting for more variance than the original 
model , the BV-driven model resulted in higher RMSE [Biased: MR =.33, RT = 1.00; 
Unbiased: MR =.24, RT = .89].
 As illustrated in Figure 25, the BV model eliminated all salience effects (because 
no mechanism was included to account for them).  The model did, however, account for 
the eccentricity effects, despite grossly overestimating both miss rate and response 
time. 
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Figure 25: Model fits for miss rates (top) and RT (bottom) by a model guided by the 
combination of  Bandwidth and Value for all conditions.
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 As a final test, a model was run with the pertinence values for dynamic salience, 
bandwidth and value set to 1.  The pertinence values for salience and feature set were 
both zero.  The DBV model accounted for .61 of the variance in miss rates and .87 of 
the variance in response times in the biased condition.  In the unbiased condition, the 
model accounted for .82 of the variance in miss rates and .91 of the variance in 
response times (Figure 26 a and b). Notably, the DBV model also minimized RMSE 
[Bias: MR = .04, RT =.32; No Bias: MR = .02, RT=.15].  These results are consistent 
with those of the full model, further confirming that inclusion of dynamic salience in the 
simulations for the medium and low salience condition was largely responsible for the 
better model fits.  
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Figure 26: Model fits for miss rate (top) and RT (bottom) by a model guided by the 
combination of Dynamic Salience, Bandwidth and Value for all conditions..
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Figure 27: r2 and RMSE for miss rate and response times for each of the control models 
in the biased (above) and unbiased (below) conditions. The bars in red represent the 
model with condition-specific pertinence values. 
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 Despite these results, caution must be taken in assuming that attention is guided 
by dynamic salience, particularly in the low salience condition.  In the calculation of 
dynamic salience, the current implementation of the model calculates the moment-to-
moment differences in salience across the visual display, but only at the time of the 
change.  The reason for this is two fold.  First, for conditions in which the target cannot 
be  distinguished based on  dynamic salience, for example when dynamic distractors 
are present, the pertinence value for dynamic salience is set to zero.  This allows for 
simulation of the distracting effect of the non-relevant onsets by eliminating any 
guidance by dynamic salience.   Second, it simplifies the model runs by requiring only 
pre- and post- change images of the display. If instead, the model assumed guidance by 
dynamic salience even in the low salience condition, the dynamic salience map would 
need to be calculated for all of the time leading up to the change. This would require a 
larger set of input images to represent the continuous stream of distractors in the 
peripheral alert locations and would increase the amount of time required to run a model 
simulation. Notably, this implementation would result in roughly equivalent activation in 
each of the peripheral alert locations in the dynamic salience map, effectively rendering 
the dynamic salience map useless. Additionally, if they dynamic salience map was 
implemented in this manner, the model would predict more fixations to peripheral alert 
AOIs in the low salience condition than in the high salience condition.  The PDT data 
indicated that participants more frequently fixated the alerts in the low and medium 
salience condition than in the high salience condition; however, the increase in PDT to 
the peripheral alerts was only about .04. Given that there are about 48 onsets of 
distractors per minute, if attention were driven strongly by dynamic salience, PDTs to 
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the peripheral AOIs would be expected to be considerably higher in the low salience 
condition.  Therefore, the current implementation of the model, with dynamic salience 
implemented only at the time of the change and only for conditions in which dynamic 
distractors are not present, provides a simplification that both allows the model to run 
more quickly and provides predictions that should approximate model runs with the 
dynamic salience pertinence value set to 1 across all conditions with an expanded set of 
input images.  Therefore, though the DBV model well fits the data, the model fits are an 
artifact of the current implementation of the dynamic salience map - activating only at 
the time of the relevant change. Given that targets are unexpected and presented within 
a stream of dynamic distractors,  it is unrealistic to assume guidance by dynamic 
salience only at the time of the target onset. 
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Chapter 7: Experiment 2
  Experiment 1 found clear effects of eccentricity, with higher hit rates and shorter 
RTs for targets nearer the central display.  Higher hit rates and shorter response times 
were also observed for targets located on the high expectancy side of the display. 
Target salience had only modest effects on alert detection;  the absence of dynamic 
distractors allowed for more rapid detection of near alerts. The effect of expectancy on 
RT was also mediated by salience, with reliable expectancy effects emerging only for 
high and low salience alerts.  The reason for the null expectancy effect in the medium 
salience condition is unclear, but may be due to low statistical power resulting from the 
comparatively low number of data points from low expectancy targets. 
  Experiment 2, thus, was designed to increase the statistical power of the study. 
Experiment 2 is generally modeled after Experiment 1, combining a central HITS 
manual tracking task with a peripheral alert detection task. However, the experimental 
design differs from Experiment 1 in several ways.  First, the number of potential alert 
locations was reduced from 8 to 4, with all alerts placed along the horizontal midline of 
the display. Like Experiment 1, half of the alerts were place at a near eccentricity and 
half were placed at a far eccentricity; however, near alerts were closer to the HITS 
display  (25 degrees of visual angle) than those in the first experiment.  Far alerts were 
again placed at 45 degrees of visual angle from the center of the HITS display. The 
purpose of this change was two-fold.  First, increasing the distance between the alerts 
should increase the eccentricity effects.  Second, increasing the distance between the 
alerts allowed for better classification of fixations to near and far target locations; when 
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the alerts were placed within 10 degrees of each other, fixations that fell between the 
alerts were difficult to classify as being on one AOI or the other. 
 Experiment 2 also employed only two levels of salience - high and low.  The low 
salience condition was the same as in Experiment 1, with gray target digits appearing 
within a stream of gray letter distractors.  In the high salience condition, alerts were gray 
digits, presented without any distractors. Elimination of the red targets allowed for a 
salience manipulation based only on the presence or absence of dynamic clutter. 
 The no-bias condition was also eliminated from the study, as was the workload 
manipulation.  All participants flew the low workload flight paths from Experiment 1.  
Each subject was assigned to either a left or right bias condition, with 4x more targets 
appearing on the side of the display to which they were biased. 
 Finally, each subject flew two flights in the high salience condition and two flights in 
the low salience condition, doubling the number of alerts in each.  Importantly, this 
increased the number of data points in the low expectancy condition (which by the 
nature of the manipulation is low), increasing the statistical power of the experiment.  
Methods
 Participants. Participants were 12 individuals (8 women, 4 men; mean age = 
22.1 years; SD = 1.8) recruited from the University of Illinois community.   All 
participants had normal or corrected-to-normal acuity.
 Apparatus. Stimuli were presented on a 70” Samsung SyncMaster DX-2 LCD 
television.  Eye movement data were recorded using a six-camera Smart Eye Pro 
(Smart Eye AN, Sweden) eye tracker. The Smart Eye Pro provided tracking of gaze 
97
position across eye and head movements. The trackerʼs cameras were mounted on a 
frame positioned in front of the display.  Neither the frame nor the cameras obstructed 
the participantsʻ view of the central flight display or the peripheral alerts. Manual 
tracking and alert detection responses were collected via a joystick. 
 Task. Participants completed 4 blocks of a dual-task experiment comprising a 
central highway-in-the-sky (HITS) manual tracking task and a peripheral alert detection 
task.   Alerts were digits (1-9) that appeared in one of 4 possible locations, each marked 
by a gray box. Two of the alert locations were at a near eccentricity (25 degrees of 
visual angle) and two were at a far eccentricity (45 degrees of visual angle), located on 
the horizontal midline to either side of the central HITS display. Alerts were presented at 
a rate of approximately 4 per minute, under the constraint that only one alert was 
present at any given time.
 Design. The study employed a 2x2x2x2 mixed factor design, with salience (high/
low), eccentricity (near/far), and expectancy (high/low) as within-subject factors.  Biased 
side (right/left) was included as a between-subject nuisance variable.
 Alert salience was manipulated within-subjects in a blocked design, with each 
subject completing two flights in the low salience condition and two flights in the high 
salience condition.  The order of the flights was counterbalanced using an ABBA design. 
In the low salience condition, a continuous stream of gray letters appeared in each of 
the 4 peripheral locations, and the target digit was presented within the stream of 
letters. In the high salience condition the target digit was presented in one of the 4 
possible target locations, but no distractor letters were present. In both the low and high 
salience conditions, the target letter was gray.  The exposure durations of both target 
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digit and distractor letters were governed by a delayed exponential distribution with a 
mean of 10 seconds and an intercept of 8 seconds. Figure 28 presents sample displays 
from the low and high salience conditions.
 Target expectancy was manipulated within-subjects; however,  half of the 
subjects were biased to the four right-most alert locations, and the other half were 
biased to the four left-most alert locations. Alerts were five times more likely to appear in 
one of the possible alert positions on the biased side of the display than in the unbiased 
side; however, on a given side of the display, alerts were equally likely to appear in the 
near and far alert locations.  
 Dependent Measures. Dependent measures included alert detection time and 
miss rate, percent dwell time (PDT) in each AOI, and central task performance (flight 
path variance).
99
Figure 28. Sample stimulus displays.  In the low salience conditions (upper), the target 
digit was presented within a stream of distractors letters. In the high salience condition 
(lower), the target digit was presented, unaccompanied by any dynamic clutter.  In both 
conditions, the target was gray.
 
Results
 Hit Rates. Hit rates were submitted to a mixed-factor repeated measures ANOVA 
with salience, eccentricity and expectancy as within-subject factors and bias side as a 
between-subjects factor. The main effect of salience was non-reliable [F(1, 10) = 2.56, p  
= .14, MSE = .021, η2 = .204].  The main effects of  eccentricity and expectancy were 
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both reliable [ eccentricity: F(1,10) = 13.26, p = .005, MSE = .001, η2 = .57; expectancy:  
F(1,10) = 9.69, p = .011, MSE = .015, η2 = .492], as was the interaction between 
eccentricity and expectancy [ F(1, 10) = 14.01, p=.004, MSE = .006, η2 = .584]. While 
eccentricity effects were observed for both high and low expectancy target locations 
[high: t(11) =2.40, p =.04, low: t(11) = 3.99, p = .002], they were larger for low 
expectancy targets [t(11) = 3.92, p =.002, Mdifference = .13, SDdifference = .11] (Figure 29).  
All other interactions were non-reliable [ps>.21], as was the main effect of bias side 
[ F(1,10) = .065, p = .80, MSE = .021, η2 = .01] .
Figure 29. Hit rates for near and far alerts for the low and high expectancy target 
locations.
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 Response Times. Response times were submitted to a mixed-factor repeated 
measures ANOVA with salience, eccentricity and expectancy as within-subject factors 
and bias side as a between-subjects factor. The main effects of salience, eccentricity 
and expectancy were all reliable (Figure 30), with shorter RTs for targets that were 
highly salient  [F(1,10) = 39.36, p <.001, MSE = 1.30, η2 = .75], near the central display 
[F(1,10) = 32.26, p<.001, MSE = 1.07, η2 = .76], and in high expectancy locations 
[F(1,10) = 23.79, p=.001, MSE = .998, η2 = .70].  The interaction between eccentricity 
and expectancy was also reliable [ F(1,10) = 7.75, p =.02, MSE = .68, η2 = .44], with a 
larger eccentricity cost for alerts in low expectancy locations [t(11) = 2.84, p = .02, 
Mdifference = .79, SDdifference = .96] (Figure 31). As illustrated in Figure 32, the interaction 
between salience and expectancy was marginally reliable [F(1,10) = 3.58, p=.09, MSE 
= .76, η2  = .26], with a trend towards a larger cost of dynamic clutter for targets in low 
expectancy locations [t( 11) = 2.16, p = .054, Mdifference = .67, SDdifference = 1.08]. All other 
interactions were non-reliable [ps>.48], as was the main effect of bias side [F(1,10) = .
89, p = .37, MSE = 2.84, η2  = .08].
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Figure 30. RTs by salience, eccentricity, and expectancy.
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 Figure 31. RTs for near and far alerts for the low and high expectancy target locations.
 Figure 32. RTs for high and low salience alerts for the low and high expectancy target 
locations.
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 Flight Performance. During the task, participants were instructed to follow the 
flight path, maintaining the aircraftʼs position in the center of the HITS as closely as 
possible. Flight performance data, including the root mean square error (RMSE) for 
heading and lateral position relative to the designated flight path, were assessed.  Data 
were submitted to separate mixed factor ANOVAs, with salience as a within-subject 
factor and bias side as a between-subjects factor.  For both heading and lateral RMSE, 
the effect of salience was non-reliable [ heading: F(1,10) = .001, p = .97, MSE =17.86, 
η2 = .00; lateral: F(1,10) = .39, p = .55, MSE = 1.05, η2 = .04].  All other main effects and 
interactions were also non-reliable [all ps > .31].  
 Eye Tracking. To determine how salience and bias impacted the distribution of 
attention within the display, PDTs were calculated within the central HITS display. PDTs 
were submitted to a mixed factor ANOVA with salience as a within-subject factor and 
bias as a between-subjects factor. The main effect of salience was reliable [F(1,10) 
=28.593, p <.001, MSE = .004, η2 =.741], with subjects spending more time fixating the 
HITS display when the peripheral alerts were highly salient (Figure 33).  The main effect 
of bias side was non-reliable [F(1,10) = .154, p =.70, MSE = .001, η2 = .015], as was the 
interaction between salience and bias [F(1,10) = .001, p =.97, MSE =.004, η2 <.001].
105
Figure 33. PDTs to the central HITS display.  
 PDTs were also calculated for the four alert locations and submitted to a mixed 
factor ANOVA with salience, eccentricity, and expectancy as within-subject factors and 
bias side as a between-subjects factor. The main effects of salience, eccentricity, and 
expectancy were all reliable [salience:  F(1,10) = 28.59, p <.001, MSE = .001, η2 =.74, 
eccentricity:  F(1,10) = 27.19, p<.001, MSE = .001, η2 = .73; expectancy:  F(1,10) = 
24.29, p =.001, MSE <.001, η2 =.71]  PDTs to the peripheral alerts were higher in the 
low salience condition than in the high salience condition.  PDTs were also greater for 
the locations nearest to the central HITS display and on the high expectancy side of the 
display.  The main effect of bias side was non-reliable [F(1,10) = .15, p=.70, MSE= .002, 
η2 =.02], as was the interaction between bias and all other factors [all ps>.23].   
However, the interaction between salience and eccentricity [F(1,10) = 21.23, p=.001, 
MSE=.001, eta =.68], eccentricity and expectancy [F(1,10) = 15.25, p =.003, MSE <.
!"
!#$"
!#%"
!#&"
!#'"
!#("
!#)"
!#*"
!#+"
!#,"
$"
-./0" 123"
!
"
#$
"
%
&'
(
)
"
**
'+
,-
"
'
./*,"%$"'
!(+'0'12+.'(,34*/5'
106
001, eta =.60], and expectancy and salience [F(1,10) = 13.67, p=.004, MSE<.001, η2 =.
58] were all reliable, as was the 3-way interaction between salience, eccentricity and 
expectancy [F(1,10) = 9.25, p=.012, MSE<.001, η2 = .48]. 
 To assess the nature of the 3-way interaction (illustrated in Figure 34), PDTs for 
near and far target locations were submitted to separate repeated measures ANOVAs 
with salience and expectancy as within-subject factors.  For near target locations, both 
the main effects of salience and expectancy were reliable [salience: F(1,11) = 28.68, p 
<.001, MSE < .001, η2 =.72; F(1,11) = 29.00, p<.001, MSE <.001, η2 = .725], as was the 
interaction between salience and expectancy [F(1,11) = 16.30, p=.002, MSE <.001, η2 
= .60].  PDTs to the peripheral alert locations were larger in the low salience condition 
than in the high salience condition and were larger for high expectancy locations than 
low expectancy locations.  The effect of salience, however, was greater on the high 
expectancy side than on the low expectancy side of the display [t(11) = 4.037, p =.002].
 For far target locations, the main effect of salience was reliable [F(1,11) = 23.845, 
p<.001, MSE <.001, η2 = .684].  PDTs were higher in the low salience condition than in 
the high salience condition.  The main effect of expectancy [F(1,11) = 3.04, p =.11, MSE 
< .001, η2 = .21] and the interaction between salience and expectancy [F(1,11) = 2.26, 
p=.16, MSE<.001, η2 =.17] were both non-reliable. 
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Figure 34. PDTs to the peripheral alert locations.  
Discussion
 In a dual-task experiment, participants performed a central highway-in-the-sky 
(HITS) manual tracking task and a peripheral alert detection task concurrently while 
target salience, eccentricity and expectancy were manipulated.  
 The effects of eccentricity and expectancy were manifested in both the hit rate 
and response time data.  Targets presented on the high expectancy side of the display 
were more likely to be detected and were detected more rapidly than targets on the low 
expectancy side of the display.  Targets presented 25 degrees from the central HITS 
display were more likely to be detected and were detected more rapidly than targets 
presented at 45 degrees from the central HITS display.  Eccentricity and expectancy 
interacted, with larger eccentricity costs - in both hit rate and response time -for low 
expectancy targets.  
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 The effect of salience was evident in RTs, with longer RTs when targets were 
embedded in a stream of dynamic distractor letters.  There was also a trend toward a 
larger cost for dynamic clutter for targets presented on the low expectancy side of the 
display.
 The salience, eccentricity, and expectancy manipulations did not affect central 
task performance, but did influence the distribution of attention within the display.  PDTs 
were affected by target salience, with participants spending less less time looking at the 
central display and more time inspecting the alert locations when alerts were presented 
within a stream of dynamic distractor letters.  However, the distribution of attention 
among the 4 alert locations was driven by a 3-way interaction between salience, 
eccentricity, and expectancy.  PDTs on all peripheral locations were higher in the low 
salience than in the high salience condition; however, the effect of dynamic clutter was 
observed only for the near alert locations.   Further, the presence of dynamic clutter led 
to a larger increase in PDTs for high expectancy locations than for low expectancy 
locations. For far target locations, expectancy did not influence PDTs. 
 In sum, these results highlight the importance of considering multiple factors 
when designing alerts and display layouts and suggest several design 
recommendations.  First, as expected, lower expectancy targets were detected less 
frequently and more slowly than higher expectancy targets.  However, detection of low 
expectancy targets was improved when the targets were located closer to the central 
HITS display.  Further, the cost of dynamic clutter was greater for low expectancy 
targets.  Therefore, it is recommended that critical, but low expectancy, alerts be placed 
close to the center of the display, but away from other dynamic display items.
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Second, the cost of eccentricity and dynamic distractors, is reduced for higher 
expectancy targets.  However, response times are faster for high expectancy targets 
near the central hits display and presented without dynamic clutter. Therefore, the 
location of high expectancy alerts should be determined by the importance of the alert.  
Alerts that require more prompt responses by the operator should be located closer to 
the central display and/or presented away from other dynamic display elements. 
Notably, these design recommendations are consistent with several established human 
factors design heuristics, but provide insight into the specific conditions under which 
these heuristics might be best employed.  Helander (1987), for example, recommends 
that primary displays be positioned in the eye field (i.e., at near eccentricities) and that 
emergency alerts be isolated from one another such that their information is easily 
detectable.  Further, Helander suggests that important but infrequent (i.e. low 
expectancy) displays can be positioned in less convenient locations.  The current 
results are consistent with these suggestions, however, as illustrated in Figure 35, 
detection of low expectancy alerts is impaired particularly when they are positioned far 
from the central display and embedded in dynamic clutter.  Hit rates for low expectancy 
alerts located near the central display were quite high, even when they were presented 
within a stream of distractors, however response times were more than doubled.  
Therefore, Helanderʼs heuristic should be qualified; if infrequent alerts are time 
sensitive, they should be presented both near the primary display and without 
surrounding clutter.
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Figure 35.  Hit rates and response times by expectancy, eccentricity and salience.  The 
red icons denote conditions in which detection performance is substantially impaired 
and which may not be suitable for alerts carrying time sensitive information.
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MODELING
Model Setup. Eight model simulations were run to predict performance for each 
combination of Salience (low/high), Eccentricity (near/far), and Expectancy (low/high).    
 Pertinence Values. To generate a priori predictions for performance in each 
salience condition, pertinence values (Table 7) were selected using an all-or-nothing 
heuristic. A pertinence value of 1 was assigned to a base map if it uniquely 
characterized the target.  Otherwise, the pertinence was set to 0. Since all alert were 
gray, the pertinence value for feature set was set to 0.  In the low salience condition in 
which the target was presented within a stream of dynamic distractors, the alert could 
not be uniquely characterized by either its salience or by its dynamic salience, therefore 
the pertinence for salience and dynamic salience were both set to zero.  
Salience πstatic πdynamic πfeature πexpectancy πvalue
Low Salience 0 0 0 1 1
High Salience 1 1 0 1 1
Table 7. Pertinence values for each condition in the experiment.  
 Expectancy Maps. Expectancy maps represented the rate of relevant 
information in each of the AOIs.  Expectancy values on the high expectancy side of the 
display were set to be 4 times larger than those on the low expectancy side of the 
display.    Note that the Expectancy base map represents the viewerʼs expectation of 
information relevant to the tasks at hand: target detection and flight path tracking. 
Therefore the Expectancy of the peripheral AOIs is determined only by likelihood of the 
target appearing in the channel and is not influenced by the presence of dynamic 
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distractors.  The Expectancy of the  HITs AOI was based on the number of transitions 
between straight and curved segments, of which there were 2 per minute.  Since there 
were four events per minute in the alerts, the sum total bandwidth of the alert AOIs is 
twice that of the central AOI.
AOI Expectancy Value
High Expectancy AOIs (2) 0.8
Low Expectancy AOIs (2) 0.2
HITS AOI (1) 1
Table 8. Expectancy Values for each AOI type.
 Value Maps. A single Value map was employed across all conditions.  
Participants were instructed to equally prioritize the central HITS tracking task and the 
alert detection task.  Accordingly, the Value of of the HITS AOI was set to 1 and the 
Value of the peripheral AOIS was set to .25, such that the overall Value of the peripheral 
AOIs was equivalent to that of the central AOI.
 IOR and Sigma. For parsimony, the IOR parameter was set to zero, allowing for 
consecutive fixations on the same AOI, mimicking the long dwells that are often seen in 
applied settings (Wickens et al, 2003). The model, with the parameters specified above, 
was run for several sizes of spatial filter, ranging in size from 125 to 300 pixels (~14 to 
35 degrees).  As illustrated in Figure 36, model fits (assessed by the overall r2 and 
RMSE across model runs) varied across values of sigma.  For miss rates, values of r2 
were overall quite high and varied little across selection of sigma, however, the RMSE 
was minimized with high values of sigma.    For response times, however, r2 was 
maximized and RMSE was minimized with a spatial filter set to 225 pixels. A setting of 
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sigma = 225 also resulted in the strongest overall model fit, based on the average of r2 
and RMSE for RT and miss rate. Therefore, the following results are thus based on 
sigma = 225 or approximately 26 degrees of visual angle
Figure 36. Model fits across selection of sigma.  
Model Fits
 Miss Rates. To calculate a miss rate, the number of fixations-to-detection was 
first converted into a RT by assuming a mean fixation duration.  In the experiment, the 
target was presented for an average of 10 seconds, so if the modelʼs RT was greater 
than 10 seconds, that iteration was considered a miss. Accordingly, miss rates were 
dependent on the assumed fixation durations.  A fixation duration of 250 ms was 
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assumed (corresponding to 4 fixations/second), consistent with mean fixation durations 
in normal scene viewing (Rayner, 1998; cf. Steelman et al., 2011). 
 Figure 37a and b presents the predicted and observed miss rates for each 
condition. Figure 38 presents the same data collapsed across condition to illustrate the 
effects of target salience, eccentricity and expectancy on predicted and observed miss 
rates. The r2 and root mean square error (RMSE) were calculated between predicted 
and observed miss rates across the 8 experimental conditions. The proportion of 
variance accounted for by the model was .98, and the RMSE was .05, suggesting a 
good model fit. The model well accounted for the individual effects of salience, 
eccentricity, and expectancy, with r2  >.97 for each condition (see Table 3).
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Figure 37a. Predicted and observed miss rates for the high expectancy conditions.
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Figure 37b. Predicted and observed miss rates for the low expectancy conditions.
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Figure 38. Predicted and observed miss rates, collapsed across conditions to illustrate 
the effects of salience, eccentricity, and expectancy.
116
 Response Times.  Observed RTs were also compared to predicted RTs for hit 
trials (trials in which the model fixated the alert within 10 seconds).  The proportion of 
variance accounted for  by the model was .81 and the RMSE was .49.  
 As illustrated in Figure 39, the model generally underestimated detection times 
for high expectancy targets and overestimated detection times for low expectancy 
targets. This suggests not a problem with the model itself, but rather in the assignment 
of the expectancy values themselves.     Figure 40 presents the predicted and observed 
detection times collapsed to illustrate the effects of target salience, eccentricity and 
expectancy on predicted and observed RTs.  The model accurately predicted the 
general pattern of effects of salience, eccentricity and expectancy on response time; 
however, the model accounted for the least amount of variance for targets that were on 
the high expectancy side of the display or in the far peripheral locations (see Table 9 for 
an overview of r2 and RMSE by condition).
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Figure 39. Predicted and observed response times for all 8 conditions.
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Figure 40. Predicted and observed response times, collapsed across conditions to 
illustrate the effects of salience, eccentricity, and expectancy.
Miss Rates Response Times
Condition r2 RMSE r2 RMSE
Overall 0.98 0.05 0.81 0.49
High Salience 1.00 0.01 0.90 0.55
Low Salience 0.99 0.07 0.88 0.42
Near 0.98 0.07 0.82 0.46
Far 0.98 0.01 0.64 0.53
High Expectancy 0.97 0.01 0.76 0.36
Low Expectancy 0.98 0.07 0.94 0.60
Table 9. Model fits by salience, eccentricity and expectancy.
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 Parameter Tests.  As a control analysis, the modelʼs fits for miss rate and RTs 
were compared to fits from control models employing a fixed set of pertinence values 
across all conditions. The IOR and Sigma parameters were set to 0 and 225, 
respectively, consistent with the parameters employed in the previous simulations.  
Multiple model simulations were conducted. In each, at least one of the pertinence 
values was set to 1, allowing for model predictions based on attentional guidance by 
only Static Salience, Dynamic Salience, Bandwidth or Value, or a combination of these 
four factors.   When the Dynamic Salience pertinence value was set to 1, and all other 
pertinence values were zero, there was no activation in the base map prior to the onset 
of the target, providing no basis for scanning.  Therefore, no model predictions were 
made for this condition.  When Salience was assigned a pertinence value of 1 and all 
other parameters was set to 0, the model never fixated the target AOI within 10 
seconds; the high salience of the central AOI relative to the peripheral alerts, coupled 
with the setting of IOR and sigma, was responsible for this outcome.  Additionally, when 
pertinence values for both Static and Dynamic Salience were set to 1 and all other 
pertinence values were set to zero, miss rates were zero across all conditions, and 
therefore r2 was not calculated for this condition.  Model fits are displayed in Figures 
41-44 below.
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Figure 41. Model fits (r2) for miss rate. Each row label indicates the sources of 
attentional guidance included in the model.
Figure 42. Model fits (r2) for response time. Each row label indicates the sources of 
attentional guidance included in the model.
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Figure 43. Model fits (RMSE) for miss rate. Each row label indicates the sources of 
attentional guidance included in the model.
Figure 44. Model fits (RMSE) for response time. Each row label indicates the sources of 
attentional guidance included in the model.
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 For miss rate, r2 was maximized when scanning was based on either the 
combination of Static Salience/Dynamic Salience/Bandwidth or Dynamic Salience/
Bandwidth/Value (both r2=.81). Both of these sets of pertinence values also minimized 
the RMSE (RMSE = .03).  For response time, however, the best model fit was achieved 
with all pertinence values set to 1 (r2 =.60, RMSE=.73) .  Similar results were achieved 
when Static Salience was assigned a pertinence value of 0 (r2 = .59,  RMSE = .75).  
Notably, the model was not well fit by any  model with a single factor driving attentional 
guidance.  Across all measures of model fit, the combination of bottom-up and top-down 
guidance best accounted for the data. The combination of Dynamic Salience, 
Bandwidth, and Value, in particular, resulted in higher r2 and lower RMSE than other 
combinations of factors.  
 Importantly, the control models all fit the data more poorly than the model with 
modeler-assigned, condition-specific pertinence values.  For miss rate, the modeler 
assigned pertinence values accounted for 17% more variance in the data. For response 
time, the modeler-assigned pertinence values accounted for 21% more variance in the 
data and 33% lower RMSE.   This finding supports the assumption that attentional 
policy is context-dependent in ways the model emulates.
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Chapter 8: General Discussion
Effective display design requires designers to consider the many factors that 
influence the distribution of attention and the noticeability of critical display elements. 
Attention is driven both bottom-up (exogenously) via stimulus salience and top-down 
(endogenously) via the operatorʼs goals and knowledge of the task (Wickens and 
McCarley, 2008).  Attentional behavior can be further affected by the operatorʼs 
workload and individual differences. A large body of research, from both basic and 
applied domains, has examined factors that facilitate attention to relevant display 
components. However, many of these studies have been of limited applicability to large-
scale, complex visual environments.  Studies from basic psychology, for example, often 
use simplified stimuli presented upon a sparse background, rather than in a more 
cluttered visual environment found in real-world settings.  Additionally, few studies 
provide a factorial manipulation of more than a few factors that influence the 
noticeability of onsets.  Together, these limitations make it difficult to speculate whether 
the effects found in basic laboratory tasks will scale up to more complex real-world 
environments.  However, several human factors studies have investigated how multiple 
factors influence the detectability of onsets and changes in applied tasks. For example, 
Wickens, Muthard,et al., (2003) assessed the influence of display size, display 
highlighting, and event eccentricity in a surveillance task.  Lee, Lee & Boyle (2007) 
examined the influence of cognitive load, eccentricity and value on change detection in 
a simulated driving task. Nikolic, Orr and Sarter (2004) demonstrated the role of static 
and dynamic display clutter and retinal eccentricity on alert noticeability.  All of these 
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studies found that increased eccentricity impaired detection for changes and onsets, 
and highlighted the importance of considering multiple factors when designing a display.
Experiments 1 and 2 
 The current studies add to this literature by manipulating a broader set of 
attentional factors, including workload, salience, expectancy and eccentricity.  Although 
there is evidence that detection performance is impaired for low expectancy events 
(Mack & Rock, 1998; Most, Scholl, Clifford & Simons, 2005; Simons & Chabris, 1999, 
Sarter, Mumaw & Wickens, 2007), there is a dearth of empirical work examining how 
expectancy, specifically, may interact with manipulations of workload, salience and 
eccentricity.  Since low expectancy alerts may often carry extremely time-sensitive and 
safety-critical information, from a design perspective it is important to understand 
precisely how salience, eccentricity and workload effects are differently manifested for 
low expectancy alerts. 
 In Experiments 1 and 2, participants performed a central highway-in-the-sky 
(HITS) manual tracking task and a peripheral alert detection task concurrently.  In 
Experiment 1 target eccentricity, salience, bias, and central task workload were 
manipulated. Experiment 2 examined target eccentricity, salience, expectancy.
 Both experiments found main effects of eccentricity.  Targets presented near the 
central HITS display were more likely to be detected and were detected more rapidly 
than targets presented farther from the central HITS display, consistent with eccentricity 
effects observed in previous studies (e.g., Nikolic, et al., 2004; Wickens, Muthard,et al., 
2003, Stelzer & Wickens, 2006). In a meta-analysis of eccentricity effects documented 
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in literature from the International Journal of Human Factors as well as Human Factors 
and Ergonomic Society Proceedings, McCarley, Wickens, et al., (2009) found robust 
effects of eccentricity on both accuracy and response time.  Notably, applied studies by 
(Nikolic & Sarter, 2001; Nikolic et al., 2003) documented increases in miss rate by about 
8% for every 10 degrees increase in eccentricity.  In the current data, however, effects 
of eccentricity on miss rate were considerably more modest, with miss rates near floor 
across all conditions.  In experiment 2, however, eccentricity effects were observed  for 
low expectancy alerts, with miss rates increasing by approximately 5.5% for every 10 
degree increase in eccentricity.  For high expectancy alerts, miss rates were near zero 
across levels of eccentricity.
  Nikolic et al (2004) also found eccentricity effects on miss rates and RT, but only 
when the alerts were surrounded by similarly colored, dynamic distractors. Similarly, 
Experiment 1 also found an interaction between eccentricity and salience, with a trend 
towards short RTs for high salience targets close to the central alert, suggesting that the 
absence of dynamic distractors allowed more rapid detection of near alerts.  This finding 
was not replicated in Experiment 2.  The reason for the lack of interaction between 
eccentricity and salience on miss rate in both experiments and on RT in Experiment 2 is 
not clear.  However, workload-related increases in heading and lateral tracking error in 
Experiment 1 suggest that participants may have prioritized the alert detection task over 
the manual tracking task, despite instructions to equally prioritize the two tasks.  As 
impaired detection of peripheral events is often increased under high central task 
demands (e.g, Crundall et al., 2002; Rinalducci et al., 1986, 1989; Williams, 1982, 
Murata, 2004; Schons & Wickens, 1993, Nikolic, et al., 2004), it is possible that the 
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modest eccentricity effects, particularly in miss rate, in the current experiments are due 
to a combination of the central task imposing too low of task demands and over 
prioritization of the peripheral alert detection task.    
 Experiment 2 found a main effect of salience, with slower RTs when targets were 
embedded in a stream of dynamic distractor letters, consistent with effects found in both 
the basic and applied literature (e.g., OʼRegan et al., 1999; Nikolic et al., 2004).  There 
was also a trend towards a larger cost for dynamic clutter for targets presented on the 
low expectancy side of the display. Targets presented on the low expectancy side of the 
display were less likely to be detected and were detected less rapidly than targets on 
the high expectancy side of the display. Importantly, Experiment 2 also found an 
interaction between eccentricity and expectancy with larger eccentricity costs - in both 
hit rate and response time -for low expectancy targets. 
 Salience, eccentricity, and expectancy also influenced the distribution of attention 
within the display.  In both experiments, PDTs were affected by target salience, with 
participants spending less time looking at the central display and more time inspecting 
the alert locations when alerts were presented within a stream of distractor letters.  
However in Experiment 2, the distribution of attention among the 4 alert locations was 
driven by a 3-way interaction between salience, eccentricity, and expectancy.  PDTs to 
both near and far target locations were higher in the low salience condition; however, 
eccentricity effects were smaller for high salience targets than for low salience targets 
(and medium salience, in Experiment 1). 
 One shortcoming of Experiment 1 was that the workload manipulation primarily 
affected central task performance and not alert detection. This suggests that the 
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subjects may have prioritized the alert detection task over the central flight task, a 
behavior that would be less expected among trained pilots.  Therefore, the results of the 
experiment do not provide as much insight as hoped into how workload manipulations 
may interact with the effects of salience, eccentricity, and expectancy.  One exception, 
however, is in the PDT data in which a 3-way interaction was observed between 
workload, salience and expectancy.  For both high and low workload flights, the effect of 
expectancy was reliable, with participants attending more to alert locations on the high 
expectancy side of the display. For high workload flights, however, salience did not 
influence PDTs to the peripheral alerts.  For low workload flights, there was a main 
effect of salience and an interaction between salience and expectancy.  Participants 
attend more to alert locations on the high expectancy side of the display than on the low 
expectancy side of the display, but the magnitude of this difference was smaller in the 
high salience condition than in the medium salience condition.  There was no difference 
in expectancy effects between the low and high salience conditions; however, so it 
difficult to meaningfully interpret these effects. Clearly, more work is necessary to 
examine the role of central task workload on peripheral alert detection across levels of 
salience and expectancy. In the current study, workload was manipulated by varying the 
difficult of the central flight task and subjects were asked to equally prioritize the flight 
and alert detection tasks. Future studies could, instead, manipulate task prioritization.
Design Recommendations
 Together, these results highlight the importance of considering multiple factors 
when designing alerts and display layouts and suggest several design 
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recommendations.  First, as expected, lower expectancy targets were detected less 
frequently and more slowly than higher expectancy targets.  Further, the cost of 
dynamic clutter was greater for low expectancy targets.  However, detection of low 
expectancy targets was improved when the targets were located closer to the central 
HITS display.  Therefore, it is recommended that critical, but low expectancy, alerts be 
placed close to the central display, but away from other dynamic display items. 
 Second, the costs of eccentricity and dynamic distractors were reduced for 
higher expectancy targets.  However, response times were faster for high expectancy 
targets near the central hits display and presented without dynamic clutter. Therefore, 
the location of high expectancy alerts should be determined by the importance of the 
alert.  Alerts that require more prompt responses by the operator should be located 
closer to the central display and/or presented away from other dynamic display 
elements.  For non-time critical alerts, which manipulation - salience or location - may 
not particularly matter.  Notably, in Experiment 2, there was no reliable difference in hit 
rates for low salience/near targets and high salience/far targets (p=.84).  There was, 
however, approximately a 220 ms RT advantage for high salient targets at far locations 
compared to low salient targets at near locations.  
 Notably, these design recommendations are consistent with several established 
human factors design heuristics and provide further insight into the specific conditions 
under which these heuristics might be best employed.  Helander (1987), for example, 
recommends positioning primary displays in the eye field (i.e., at near eccentricities) 
and isolating emergency alerts (ie., low expectancy) such that their information is easily 
detectable.  This heuristic is compatible with both the eccentricity effects  and the 
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increased cost of dynamic clutter for low expectancy targets observed in the current 
studies.  Further, Helander suggests positioning important but infrequent (i.e. low 
expectancy) displays less convenient locations.  The current results are consistent with 
this suggestion, however, as evident in Experiment 2, detection of low expectancy alerts 
was impaired particularly when they were positioned far from the central display and 
embedded in dynamic clutter.  Hit rates for low expectancy alerts located near the 
central display were quite high, even when they were presented within a stream of 
distractors, however response times were more than doubled.  Therefore, Helanderʼs 
heuristic should be qualified; to the extent that an infrequent alert conveys time sensitive 
information, it should be presented both near the primary display and without 
surrounding clutter. Infrequent alerts that are not particularly time sensitive may be 
placed in less convenient locations; however, to avoid increased miss rates and RTs, it 
may be optimal to avoid placing these type of alerts in regions that are both highly 
cluttered and far from the primarily display.  
 
Modeling
 One of the purposes of the preceding studies was to provide a sufficient data set for 
testing the integrated model of attention.Built on the framework of SEEV (Wickens et 
al., 2003; Wickens & McCarley, 2008; Wickens et al., 2008), the model integrates 
elements from several basic attentional processes to create a model of attentional 
behavior in dynamic environments.  The model was validated, first, against PDTs from a 
high-fidelity flight simulator study and against miss rates and RTs from Nikolic et al.ʼs 
(2004) alert detection experiment. Initial results indicated that the model can accurately 
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predict attentional behavior within complex environments and tasks, using heuristic 
parameter values selected by either the experimenter or an SME. 
 The model was also used to predict results from Experiments 1 and 2. Pertinence 
values were set a priori by the experimenter.  Only the size of the spatial filter was 
varied to improve model fits.  For both experiments, a spatial filter with a standard 
deviation of approximately 26 degrees of visual angle was used. A fixation duration of 
250 ms was assumed (corresponding to 4 fixations/second), consistent with mean 
fixation durations in normal scene viewing (Rayner, 1998; cf. Steelman et al., 2011).
 Experiment 1. For Experiment 1, model simulations were run to predict 
performance for each combination of Salience (low/high), Eccentricity (near/far), and 
Expectancy (equal/low/high).   For the bias condition, the model accounted for only .10 
of the variance in the data.  Miss rates for eccentricity and expectancy were grossly 
over-predicted; however, the model did capture the general pattern of effects with lower 
miss rates for targets near the central AOI and for targets presented on the high 
expectancy side of the display.  The model did not well capture the effects of salience, 
predicting larger miss rates in the medium and low salience conditions compared to the 
high salience condition, a pattern of results not observed in the data.
  For the no bias condition, model fits for miss rates were better, accounting for .43 
of the variance in the data. The model generally captured the pattern of effects seen in 
the data, with higher lower miss rates in the high salience condition than in the medium 
and low salience conditions and lower miss rates for targets presented near the central 
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HITS display.  However, as with the biased group, miss rates were largely over-
predicted, as was the magnitude of the salience and eccentricity effect.
 Observed RTs were also compared to predicted RTs for hit trials. For the biased 
group, the model accounted for .30 of the variance in the data. Response times were 
generally over-predicted; however, the model captured the general pattern of 
eccentricity and expectancy effects, with faster RTs for targets near the central HITS 
display and for targets in high expectancy locations. The model did not accurately 
account for the effects of salience, largely over predicting RTs in the medium and low 
salience conditions.  
 For the unbiased group, the model accounted for .46 of the variance in the data.   
The model accurately captured the effect of eccentricity, with faster response times for 
targets near the central HITS display; however the model under-predicted the 
magnitude of the effect.  The model also captured the effect of salience, with larger 
response times in the medium and low salience conditions compared to the high 
salience condition, but over-predicted the magnitude of the effect.
 As a control analysis, the modelʼs fits for miss rate and RTs were compared to fits 
from control models employing a fixed set of pertinence values across all conditions.   
Of the three control models examined, each fit the data better than the model with 
condition-specific pertinence values set by the modeler.   Notably, one reason for the 
more optimal fits is that the control models largely eliminated the large salience effects 
present in the the original model predictions.  Inclusion of the salience map for low 
salience model runs cannot account for these results.  Since the target and distractors 
are all gray characters, the salience map cannot differentially activated a target over a 
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distractor. The feature set parameter also cannot account for this improvement in model 
fit as the feature map was tuned to detect only the color red, a color not included in the 
low salience condition. Inclusion of dynamic salience in both the medium and low 
salience model runs, however, would have increased the activation in the target AOI at 
the time of the change.   Activation in the dynamic salience map should have been 
greater in the medium salience condition than in the low salience condition since the 
target was changing from a gray character to a red character rather than from a gray 
character to a new gray character.  Accordingly, the model predicted fewer misses and 
faster response times in the medium salience condition than in the low salience 
condition, consistent with an explanation based on dynamic salience. 
 Despite these results, caution must be taken in assuming that attention is guided 
by dynamic salience in both the low and medium salience conditions.  In the calculation 
of dynamic salience, the model calculates the moment-to-moment differences in 
salience across the visual display, but only at the time of the change.  Therefore, though 
the DBV model well fits the data, it does so only due to the current implementation of 
the dynamic salience map - activating only at the time of the relevant change. If 
dynamic salience were to guide attention, particularly in the low salience condition, the 
dynamic salience map would need to be calculated for all of the time leading up to the 
change as well to account for the continuous stream of distractors in the peripheral 
target location. Given that there are about 48 onsets of distractors per minute, if 
attention were driven strongly by dynamic salience, the model would predict 
substantially larger PDTs to the peripheral AOIs in the low and medium salience 
conditions than were observed in the actual data.
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 Model fits in the medium salience condition could alternatively be improved  by 
changing the algorithm used to calculate the feature set map.   In the current 
implementation of the feature map, to distinguish AOIs that contain few red pixels from 
those that contain many red pixels, the average activation across the AOI is calculated; 
however, one consequence of this implementation is that the maximum activation in the 
feature set map is quite low compared to activation from the other maps, effectively 
reducing guidance based on feature set.  One solution to this problem would be to rank 
order the AOIs in terms of their activation (or, “red-ness”), and to normalize them such 
that the AOI with the largest percentage of red pixels would be maximally activated.  An 
alternative solution would be to apply a color threshold (the specific color for which the 
operator has an attentional set), such that any AOI over the threshold would be treated 
as categorically prioritized.  In the case of the current simulation, this change would 
produce the same pattern of effects for the medium salience condition as would turning 
on the dynamic salience map.  One drawback to this change, however, is that 
normalization of the feature set map makes comparison between model runs difficult.  
For example, if we were to compare one display in which the alert was a red letter 
versus a display in which the alert were a filled in red box, both AOIs would receive 
identical activation for the color red.  The model could be updated, to provide image pre-
processing to identify the maximum value of the feature map across all display types 
before running the simulations.  

 Experiment 2.  Overall, model predictions for Experiment 2, were more accurate 
than for Experiment 1.  For miss rates, the model accounted for .98 of the variance in 
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the data. The model also well accounted for the individual effects of salience, 
eccentricity, and expectancy, with r2  >.97 for each condition. For response times, the 
model accounted for .81 of the variance in the data and accurately predicted the general 
pattern of effects of salience, eccentricity and expectancy. However, the model over-
predicted the expectancy effect for both RT and accuracy, suggesting not a problem 
with the model, but rather in the assignment of the expectancy values themselves.   
Further work needs to be done to determine if psychological expectancy simply 
proportional to the event frequencies, as was assumed in the assignment of Expectancy 
values to each AOI.  The pattern of results predicted by the model could be explained, if 
very extreme values tend to be underestimated. Notably, Wickens, Hooey, et al (2009) 
encountered the similar problem in modeling miss rates for unexpected or black swan 
events; however, in their case, the model under-predicted the magnitude of the 
expectancy effect. The authors also attributed this result to the selection of Expectancy 
values used to populate the expectancy map citing that subjective event probabilites, 
particularly at low expectancies, may not be linearly .proportional (e.g., prospect theory 
of Tversky & Kahneman, 1981) as was assumed in the assignment of Expectancies to 
the expectancy map. Further work is required to develop heuristics to aid in translating 
signal bandwidths into the psychological Expectancy values required to populate the 
Expectancy Map.  
 As a control analysis, the modelʼs fits for miss rate and RTs were compared to fits 
from control models employing a fixed set of pertinence values across all conditions. 
Unlike Experiment 1, the model was better fit with the modeler assigned pertinence 
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values than with any of the control models. This finding supports the assumption that 
attentional policy is context-dependent in ways the model emulates.
  Discussion.  Overall, the model did a reasonable job of predicting the results of 
Experiments 1 and 2.  Combined with the validations against PDTs from a high-fidelity 
flight simulator study and against miss rates and RTs from Nikolic et al.ʼs (2004) alert 
detection experiment (Steelman, McCarley, & Wickens, 2011) , the results indicate that 
the model can serve as a useful tool for predicting attentional behavior within complex 
environments and tasks, using heuristic parameter values selected by either the 
experimenter or an SME. Importantly, across all validations the model well accounted 
for eccentricity effects, accurately predicting the direction of the effect.  For both 
Experiments 1 and 2, however, the model over-predicted miss rates, suggesting that 
while the model can accurately capture the general pattern of effects, it provides liberal 
predictions of the actual magnitude of error rates.  Notably, in each of the model tests, 
the model predicts effects in both RT and miss rate; however in the actual data from 
Experiments 1 and 2, effects were primarily observed in RT data.  The calculation of 
miss rates is determined by assuming an average fixation duration as well as a 
detection criterion (i.e. 10 seconds) for noticing the alert.  Accordingly, whether the 
model predicts effects in miss rate and/or RT is function of the detection criterion, the 
assumed average fixation duration, and the distribution of predicted fixations-to-
detection. The criterion is set according to the task at hand and model fits were 
consistently stronger with an assumed fixation duration of 250 ms.  Thus, it is unlikely 
that adjusting the assumed fixation duration can improve the  miss rate RMSE.  It is 
possible, however, that miss rate RMSE can be minimized by assuming AOI-specific 
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fixation durations rather than an average fixation duration across all AOIs (discussed in 
more detail below).
  As noted, the failure of the model to predict the results of Experiment 1, likely had 
much to do with the implementation of the feature set map and the resultant over-
estimation of miss rates and response times in the medium salience condition.  
Experiment 2, in which all targets were gray and the feature set map was not employed, 
produced far better predictions.  The simulations also revealed a potential shortcoming 
in the assignment of Expectancy values to the AOIs.  Based on the model predictions 
and the actual data, it is unlikely that psychological expectancy is simply proportional to 
the event frequencies. Rather, data suggest that participants may have overestimated 
the frequency of targets on the low expectancy display locations and underestimated 
frequency at the high expectancy locations, an effect consistent with the general finding 
that decision makers often tend to overestimate low frequencies and underestimate high 
frequencies (Peterson & Beach, 1967, Sheridan & Ferrell, 1974).  As the contents of the 
Expectancy and Value base maps are assumed to be representative of the task and are 
not parameters that can be varied to improve fits, it is very important that the modeler 
can provide accurate a priori estimates of expectancies to the model. Therefore, in 
order for the model to better capture the magnitude of expectancy effects and to serve 
as a usable model for practitioners, guidelines for the assignment of Expectancies need 
to be developed.  
  One general concern about the model is the large number of parameters (five 
pertinence values; size of the visual lobe; IOR).   However, the validations presented in 
Chapter 5, along with the current modeling results, suggest that it may be possible to 
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establish default values for at least two of these parameters, visual lobe size and IOR, 
that can be applied across a range of settings. In all four simulations, the data have 
been well fit with an IOR parameter set to 0, allowing for the possibility of repeated 
fixations to a given AOI. The combination of allowing for repeated fixations to an AOI 
and assuming short fixation durations of 250ms, allows for response times that reflect 
both quick checks of alerts and long dwells in the primary task display. Further, for a 
given spatial filter, the precise value of the IOR parameter seems to make only minor 
changes to the fit of the model, suggesting that eliminating the IOR parameter all 
together might be a reasonable possibility. An alternative implementation would be to 
set the IOR parameter to 1, disallowing repeated fixations to a given AOI and to instead 
use AOI-specific fixation durations.  For example, Ravinder, et al., (2007) demonstrated 
that fixation durations are task dependent and that durations for individual task (e.g., 
checking, evaluation, etc.) can described by Gamma distributions with distinct 
parameters. For example, checking fixations refer to fixations on a graphic or number 
that is used for making a binary decision.  Evaluation fixations, on the other hand, are 
directed toward information that needed to be compared to an internal representation or 
stored knowledge.  Thus, if each AOI is associated with a specific task, such as 
checking or evaluating, then fixation durations associated with that AOI can be drawn 
from a specific Gamma distribution, providing a potentially more accurate means of 
calculating total search times in complex, real world tasks.
  In both of the validations presented in Chapter 5, data were well fit by models 
using a Gaussian visual lobe with a standard deviation corresponding to roughly 13-15 
degrees of visual angle.  In the current simulations, however, the data were well fit by 
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models using a Gaussian visual lobe with a standard deviation corresponding to 
approximately 26 degrees of visual angle.  However, one notable difference between 
the Nikolic and Boeing validations and the current ones, is the density of objects in the 
display.  In the Nikolic simulation, the alert is surrounded by several distractor objects.  
In the Boeing simulation, all of the AOIs are quite close together.  In the current studies, 
the potential alert locations are spread out across the display and there are no other 
distractor objects present. There is evidence, however, that the size of the visual lobe is 
smaller when a target object is embedded in a cluttered environment (e.g., Mackworth, 
1965).  Accordingly, the density of the visual displays may be able to be used as a 
general heuristic for determining the appropriate size of the visual lobe/spatial filter. 
Should future work produce similar estimates for these parameters, these values could 
simply be assumed to represent an average operator, and would need to be adjusted 
only for select applications of the model (e.g., studies of individual differences). 
Additionally, all of the parameters are psychologically plausible in that all 
correspond to processes known to influence attentional scanning (Wickens & McCarley, 
2008), and the all-or-none heuristic method of assigning pertinence values, as 
employed in these validations, dramatically reduces the modelʼs parameter space. On 
this basis, the work thus far indicates that the model is valid, usable, and useful.
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Chapter 9: Conclusion
  Well-designed displays allow the viewer to readily extract and process 
information required for the task at hand. Accordingly, a large body of research, from 
both basic and applied domains, has examined factors that facilitate attention to 
relevant display components, providing empirical guidance to inform design decisions. 
However, given the many factors that may interact to influence attentional behavior in 
complex workspaces, design principles must adequately address the physical 
characteristics of the display, the nature of the task, and the knowledge and goals of the 
viewer to be useful. An alternative, but complementary approach to design, might be to 
employ a formal computational model of attention to provide predictions of attentional 
behavior for a given display.  Such a model, taking into account both bottom up and top-
down factors, could facilitate comparative analysis of competing designs and rapid 
prototyping of displays. 
 Therefore, the purpose of the current project was two-fold.  First, an integrative 
model of attention was developed to serve as a theory-motivated design tool, allowing a 
designer to investigate the interactions between the many factors that influence 
attentional allocation and noticing behavior.  Built on the framework of SEEV (Wickens 
et al., 2003; Wickens & McCarley, 2008; Wickens et al., 2008), the model integrates 
elements from several basic attentional processes to create a model of attentional 
behavior in dynamic environments.  The model was validated, first, against PDTs from a 
high-fidelity flight simulator study and against miss rates and RTs from Nikolic et al.ʼs 
(2004) alert detection experiment. Initial results indicated that the model can accurately 
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predict attentional behavior within complex environments and tasks, using heuristic 
parameter values selected by either the experimenter or an SME.  The model was also 
used to provide predictions for the two current studies.  For Experiment 1, the model fits 
were generally poor; however, by testing a series of control models, a potential issue in 
one model component - the feature set base map - was identified.  Future work is 
required to determine how the feature set algorithm can be better implemented to more 
accurately predict performance in settings in which a target is denoted by color.  Model 
fits for Experiment 2, however, were quite good, accurately predicting the effects of 
expectancy, eccentricity and salience for miss rate and response time. 
Second, to fill in gaps in the existing theoretic literature and to support model 
development, the current project provided a pair of empirical studies examining how 
alert expectancy interacts with salience and eccentricity to influence attentional behavior 
in an alert detection task alert.  The results of the studies suggested two primary design 
recommendations: 1) Critical, but low expectancy, alerts should be placed close to the 
central display, but away from other dynamic display items. 2) The location of high 
expectancy alerts should be determined by the importance of the alert.  Alerts that 
require more prompt responses by the operator should be located closer to the central 
display and/or presented away from other dynamic display elements. 
Future work is required to see how the effects of salience, eccentricity, and 
expectancy interact under high workload conditions, as the manipulation of workload 
employed in Experiment 1 had no effect on alert detection performance.  Additionally, 
the current experiments manipulated the expectancy of alerts bi-laterally, with all low-
expectancy alerts occurring on one side of the display and high expectancy alerts 
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occurring on the other side.  It is unclear how salience and eccentricity may interact with 
expectancy if, for example, a low expectancy alert is embedded within a group of other 
high bandwidth information sources.   Further, the current experiments manipulated 
alert salience by embedding the alert within a stream of dynamic distractors, but on an 
otherwise sparse display.  Future work should also investigate how the effects of 
salience, eccentricity, and expectancy are impacted by surrounding static and dynamic 
clutter, to mimic more closely the complex visual workspaces found in aircraft and other 
supervisory control settings.
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