We outline a method for the calculation of nonlinear properties such as dynamic hyperpolarizabilities for self-consistent-field (SCF) wave functions. In this method, twoelectron integrals are only addressed in the evaluation of Fock matrices and Fock matrices with one-index transformed integrals. These matrices are determined directly in terms of integrals evaluated in the atomic orbital basis, avoiding expensive integral transformations between atomic and molecular orbital bases as well as storing and retrieving the twoelectron integrals. The method is double direct-direct in the sense of constructing Fock matrices from atomic integrals, and direct in the sense of solving the response equations iteratively using direct linear transformations of a generating matrix times trial vectors. Applications can be performed on species of the same size as in direct SCF. The cost of evaluating a single nonlinear molecular property is comparable to that of optimizing the wave function. Additional properties can be obtained at little extra cost by solving all response equations simultaneously. As a demonstration, we calculate the static and dynamic hyperpolarizabilities of para-nitroaniline.
I. INTRODUCTION
The characterization of nonlinear properties of extended molecules is an important objective in current research. Experimental progress in determining nonlinear molecular spectra and properties has challenged a similar development in theory and computational techniques. Such a development has taken place recently in the area of analytical response theory. Analytical response functions have been derived for a number of electric and magnetic nonlinear response properties and implemented for accurate multiconfiguration self-consistent-field (MCSCF) reference wave functions. \-3 Such calculations have made it possible to interpret nonlinear properties of small systems and have in some cases even advanced the experimental predictions.
Applications of ab initio methods to nonlinear molecular properties have hitherto been confined to small, fewatomic species. Extensions to larger molecules are desirable because it would enable the study of larger model molecules and larger numbers of subunits of extended species and thus prepare for a more systematic modeling of conjugated organic compounds, conducting polymers, and other compounds of technological interest. Similar to the development of direct self-consistent-field (SCF) methods 4 for total energy calculations of large systems, much effort has been devoted to developing methods where such wave functions are used to evaluate second-and higher-order molecular properties. Second-order properties require the solution of linear equations to determine the first·order correction to the wave function. When standard techniques such as the LU decomposition are used for these equations, all matrix elements must be calculated explicitly. This is done most conveniently by storing the integrals in the molecular orbital basis, making it difficult to use SCF wave functions when the atomic integrals cannot be stored.
Alternatively, the linear equations can be solved using iterative techniques. In 1982, Backskay5 showed that the linear transformations needed for the coupled HartreeFock equations can be implemented based on integrals in the atomic orbital basis. In this way, it is possible to solve the coupled Hartree-Fock equations for direct selfconsistent field (DSCF) wave functions. This approach has been implemented by several authors and used for calculating, e.g., static polarizabilities. In 1988, Jensen et al. 6 demonstrated how the linear transformations needed for the random phase approximation (RPA) or linear response SCF matrix equations may be set up in the atomic orbital basis and thus how the RP A equations may be solved for DSCF wave functions. Using a slightly modified algorithm, Feyereisen et al. 7 implemented RP A equations and determined the frequency dependent polarizability for some large organic molecules. Recently Koch et al. \\ have implemented the approach of Ref. 6 for solving the RPA equations and presented calculations of excitation energies, transition moments, and frequency dependent polarizabilities.
The term "direct" is used in two senses in quantum chemistry. In one sense, it means that the Fock matrices or atomic orbital (AO) integrals evaluated on the fly, as in AlmlOf's direct SCF and in the direct RP A codes referred to above. The other meaning of direct describes a particular way of solving ·linear equations and eigenvalue equations which avoid the explicit construction of the coefficient matrices. Instead, the equations are solved iteratively in such a way that the linearly transformed trial vectors are generated directly, bypassing the calculation of the transformation matrix. This is the meaning of direct in direct configuration interaction (CI),8 direct MCSCF,9 direct SCF,5,9 and originally also in direct RPA. II The RP A methods of Koch et al. 6 , 11 and Feyereisen et al. 7 are thus direct in both senses, and may therefore be coined as double direct (DDRPA).
We demonstrate in this paper how the the frequency dependent hyperpolarizabilities, the two-photon matrix elements, and matrix elements between excited states may be determined from DSCF wave functions for closed shell and one-open shell systems. Our derivation shows how the evaluation of the quadratic response functions can be expressed in terms of integrals over atomic basis functions, without storing or transforming them. The method is direct in both senses referred to above. It thus constructs Fock matrices directly from integrals computed in the AO basis and solves sets of RPA matrix equations using direct linear matrix transformations, here the electronic Hessians times trial vectors. Quadratic response calculations also contain a term where the third energy derivative matrix is multiplied on three trial vectors. We calculate this term as a double linear transformation where the third derivative matrix is multiplied on two trial vectors. This transformation is also carried out in terms of integrals in the atomic orbital basis. A suitable acronym for the proposed method is therefore DDQRPA.
In the following section, we outline our double-direct method for solving the quadratic response SCF matrix equations. In Sec. III, we present results for frequency independent (static) and dependent (dynamic) hyperpolarizabilities for para-nitroaniline using a number of different basis sets containing up to 300 basis functions. Finally, in Sec. IV we summarize the paper and discuss some of the prospects of the presented method.
II. METHOD
In this section, we derive the explicit expressions needed to obtain the quadratic response functions based on integrals in the atomic basis. The derivation starts out from the theory of quadratic response functions for MCSCF states presented by Olsen and J0rgensen,12 and later implemented for quadratic response properties by Hettema et al.,2 and very recently for quadratic response properties including singlet-triplet excitations and spin-dependent operators by Vahtras et al. 3 To make a self-contained presentation, we reexpress some of their general formulas for self-consistent field (SCF) closed and one-open shell reference states. In Sec. I A, we describe how the response equations needed for the evaluation of the nonlinear molecular properties are solved iteratively based on a direct technique where the results of the linear transformation are expressed in terms of inactive and active Fock matrices with one-index transformed integrals. We show how these Fock matrices resolve in terms of contractions of density matrices over two-electron integrals evaluated in the AO basis. These expressions are collected in such a way that the computations are integral driven, thus only one batch of integral calculations is needed to construct all necessary entities in each iteration. The present approach can rather straightforwardly be modified for double-direct MCSCF by means of direct constructions of the so-called Q matrices.
However, this case is not implemented and therefore excluded from the derivation given below. In Sec. II B, we give the expressions for the quadratic response functions and in particular demonstrate how the third energy derivative matrix multiplied on two vectors may be described in terms of integral driven double linear transformations.
A. Linear response matrix equations
When evaluating molecular properties from linear response functions for SCF reference wave functions, we need to solve the linear response (RPA) eigenvalue equation 
i.e., in terms of usual electronic gradient elements with a Hamiltonian containing one-index transformed integrals
pq pqrs (4) Here K; is defined in Eq. (21) are one-index transformed one-and two-electron integrals with K, the orbital rotation matrix, as the transforming matrix In Eqs. (5) and (6) 
where the inactive and active Fock matrices are given as 2F~=2kpq+2gkkpq+2gpqkk-gpkkq-gkqpk ,
and k and g denote the one-and two-electron integrals of H in Eq. (7). Recall that to obtain Eq. (9), we have assumed that the two-electron integrals do not possess any permutational symmetry. Equations (7)- (9) show that the terms in the linear transformation (3) may be expressed in terms of inactive and active Fock matrices with one-index transformed integrals. In our recent paper!! on a direct RP A method, we showed in detail how these inactive and active Fock matrices may be constructed from atomic integrals and thus how the RP A matrix equations may be solved for DSCF wave functions.
B. The quadratic response function and its residues
The evaluation of the quadratic response function for a MCSCF wave function can be expressed as
We assume below that A, B, and C refer to one-electron operators. E[31 and S[31 in Eq. (10) 
The double residue gives the transition matrix elements between the excited states (g I and I f) and may be expressed in terms of the solutions vector Na(UJ j-UJ g ) and the eigenvectors X f and X_go
The solution vectors for the RP A matrix equations entering the quadratic response functions and their residues can be determined straightforwardly requiring only twoelectron integrals in the atomic basis as described in Sec. 
Here H o eK,2K) is a Hamiltonian with double one-index transformed integrals
None of the quantities in Eqs. (15 )- (17) contain any reference to two-electron integrals and may straightforwardly be constructed from DSCF wave functions. We refer to Ref. 3 for details. Equation (14) is a gradient vector containing a Hamiltonian with double one-index transformed integrals. Just as Eq. (3) could be expressed in terms of Eqs. (7) - (9), we can express Eq. (14) in terms of the general Fock matrix in Eqs. (7)- (9) containing the double one-index transformed Hamiltonian HO(KI,~). The basic task for evaluating Eq. (14) is therefore to express these inactive and active Fock matrices containing doubly transformed one-and two-electron integrals such that only atomic integrals are required.
We first consider how to evaluate the double one-index transformed inactive Fock matrix (9), we have used the fact that the double one-index transformed integrals have permutational symmetry between particles one and two. Equation (19) may be written in terms of the orbital rotation matrices KI as the (one-index) transforming matrix and the corresponding one-index transformed integrals with ~ as transformation matrix, giving
This expression is conveniently reassembled according to the first one-index transformation matrices K;p, K~" K)p, and K~j U is the index of an inactive orbital) referring to the first one-index transformation
Resolving these expressions according to the second oneindex transformation ~, we obtain the final expression for the double one-index transformed inactive Fock matrix in terms of three intermediate matrices (22) where We thus end up with constructions of pI, p2, and p3" in Eqs. (23), (24), and (25) that have the same structure as the ones in DSCF and DRP A routines. Thus all necessary density matrices are precalculated and used for an integral-driven evaluation of the pI, p2, and p3" matrices in one loop over.!£' srrli. As for DSCF and DRP A methods, the timing will be determined by the LliyDliY.!£' srrli contraction.
Next we consider the double one-index transformed active Fock matrix
F1r= ;; Dxy (srlxy) -2 (sylxr) . (30) As for the double one-index transformed inactive Fock matrix, this matrix is written in terms of KI and the oneindex transformed integrals with ,(1 as the transformation matrix therefore can also be calculated in the atomic orbital basis. The essential steps in the calculation of one nonlinear molecular property are therefore (1) the solution of three sets of response equations (linear or eigenvalue); and (2) the calculation of the linear transformation by the third energy derivative matrix of two vectors. In step 1, it is advantageous to solve the three sets of response equations simultaneously. Improved trial vectors can thus be obtained for all three equations with only one loop through the atomic integrals.
Step 2 requires that Fock matrices with double one-index transformed integrals are constructed. This step may also be carried out with only one loop through the atomic integrals by multiplying all appropriate density matrices on a given batch of integrals. If we want to calculate more nonlinear molecular properties at the same time, this can be done with little additional cost. The response equations for all the molecular properties would then have to be solved simultaneously. It is also worth pointing out that when solving the response equations it is an advantage to use the paired structure of the E(2) matrix as described in Ref. 6. For each linear transformation, this allows us to obtain one linear transformation at little extra cost, and at the same time conserve the paired structure in the reduced space. This is especially important when solving the eigenvalue problem in Eq. (1) as it ensures that complex eigenvalues do not arise in the reduced space.
III. APPLICATION
As a first application of the DDQRPA method, we have carried out a basis set investigation of the static and dynamic polarizabilities of para-nitroaniline (PNA). Our choice is motivated by the strong donor-acceptor character of PNA, responsible for the large polarizability (a) and in particular the large first-and second-order hyperpolarizabilities ({3 and y) of this molecule. PNA has been the subject of a number of experimental studies 13 as well as theoretical calculations.
14 Recently, Kama et af. carried out an ab initio study using the coupled Hartree-Fock method. 15 We refer to their work for references to earlier experimental and theoretical studies.
In this work, we explore a number of basis sets containing up to 300 basis functions of compact, polarizing, and diffuse character:
( (d) Sadlej's basis l7 leaving out the diffuse d functions on C since these give rise to strong linear dependencies. This gave a basis set containing 278 atomic functions-(5s3pId) on C, (5s3p2d) on Nand 0, and (3s2p) on H. Due to linear dependencies, further reductions of the MO basis set had to be made based on the eigenvalues of the atomic orbital overlap matrix. Removing all eigenvectors whose eigenvalues were smaller than 10-2 , we ended up with a set of 230 molecular orbitals; (e) a (5s3p Id) (no diffuse d functions) and (3s) contraction of Sadlej's basis,17 giving a total of 218 functions. No reductions were necessary; (f) basis set e with an extra primitive p function left uncontracted, giving the scheme (5s4pld) and (3s) with a total of 248 functions; (g) basis set f with all s functions on heavy atoms uncontracted (lOs4pld) and (3s) with a total of 298 functions.
We have used experimental coordinates obtained from crystallographic data 18 and two additional coordinates which completely determine the geometryl9 (see Table I Kama et al., IS the choice between the optimized and experimental geometries has little influence on the calculated properties. Table I presents results for static hyperpolarizabilities as well as the dynamic hyperpolarizabilities (3ijk( -2Ctl;Ctl,Ctl) and (3ijk( O;Ctl, -Ctl). In general, the dynamic hyperpolarizability (3ijk( Ctli; Ctl j , Ctlk) , where Ctli= -Ctlj-Ctl/c> exhibits permutational symmetry with respect to the operators and frequencies (i,Ctl;) , (j,Ctlj) , and (k,Ctlk) , e.g., (3ijk(Ctli; Ctl j, Ctlk) =(3jki(Ctl j; Ctlk'Ctl; ) . For static hyperpolarizabilities, the so-called Kleinman symmetry holds, giving equivalence between the xxz and zxx and the yyz and zyy components. For dynamic hyperpolarizabilities, the Kleinman symmetry does not hold. In general, the larger the frequency, the larger the differences. At Ctl=0.650 eV, we find the Kleinman symmetry still to be a good approximation for all basis sets.
We present hyperpolarizability components according to standard definitions. The relationships between these and the experimental susceptibilities are given in, e.g., Ref.
19. In Table I In this paper, we focus on the recent experimental results by Teng and Garito, who measured Ctl in the range 0.650-1.494 eV using l,4-dioxane as solvent. 21 At these frequencies, they find a dispersion of {3 ranging from 9.6 to 40 (10-30 cm S esu). We chose the lower frequency (0.650 eV) to explore the basis set dependency of the computed dispersion. This frequency is well below a resonance excitation with frequency doubling to the first absorption energy level of PNA, and a comparison between experimental and theoretical results is therefore meaningful.
From Table I , we see that the average polarizabilities do not vary substantially with the basis sets. The calculated (3ijk Ctl, Ctl) values are within 20% of the results for basis d, presumably the most accurate. The relative variations are larger for the smaller components, while relatively minor (again about 20%) for the large in-plane {3zzz component. The basis set dependencies of the static and dynamic hyperpolarizabilities are similar, but more pronounced for the latter.
Going into some detail in the results presented by Table I, we find that the contraction schemes among an extended manifold of sand p orbitals work very well (cf. entries e, J, and g). More flexibility among the sand p orbitals increases the {3 value by about 5% (cf. b and e). The polarizing functions, on the other hand, decrease {3 by about 10% to 15% (cf. a with band c with e). The addition of diffuse functions will lead to a further decrease, here 6%. Using the basis set d, we confirm the observation of Kama et al. IS that the order of the dynamic polarizabilities are (3vec( -2Ctl;Ctl,Ctl) >(3vec(O; Ctl, > (3vec( -Ctl;O,Ctl), all three being larger than the static polarizability.
Generally, the differences between theoretical and experimental results tend to increase with dispersion. At higher frequencies, the presence of resonances makes the comparison with experiment more difficult. The experi-mental recordings are carried out at nonzero frequencies, and the static value are arrived at by extrapolation. From a theoretical point of view, it is therefore desirable to compare the frequency dependent hyperpolarizabilities directly. Moreover, the vibrational contributions to the hyperpolarizabilities are small in the dynamic case, while in general significant in the static case. Such contributions are difficult to estimate for a molecule like PNA.
In agreement with previous calculations on PNA and on nitroaniline derivatives using small basis sets,15 the calculated dynamic hyperpolarizability is too low compared to experiment for PNA in solution. The previous calculations indicate roughly a factor of 2 lower value of the first hyperpoiarizability compared to experiment and as much as a factor of 5 for the second hyperpolarizability. We find that our best estimate (the d basis), only departs by 0.1 X (cm s esu) from the value of Kama et al.,15 indicating that the remaining discrepancies are not due to the basis set. We also find indications that further enlargement of the basis set will not expand the variational space, but instead give linear dependencies (which are tested for and removed). An enlargement of the basis set will therefore be difficult. Still, with experimental uncertainties due to solvent effects in mind, we interpret this as an indication that the remaining discrepancy is due to electron correlation. In fact, differences of the order of 50% between RP A and MCQR hyperpolarizabilities have been observed. 26 We are at present exploring the role of correlation on PNA for some of the smaller basis sets using multiconfigurational quadratic response theory P
IV. SUMMARY
We have presented the double-direct quadratic RPA (DDQRPA) method for calculation of nonlinear properties for direct self-consistent-field (SCF) wave functions. The Fock matrices are constructed directly from atomic integrals and the response equations are solved iteratively using direct linear transformations. In this way, we have obtained the same advantages in a nonlinear property calculation as in direct SCF calculations, namely, we avoid integral transformations between atomic and molecular orbital bases as well as the storing and retrieving of integrals. The method addresses the same range of molecular applications as do wave function calculations with traditional direct SCF and at the same cost.
Applications are presented for dynamic hyperpolarizabilities. The method can straightforwardly be applied to other nonlinear effects such as two-photon absorption. We have chosen para-nitroaniline as a demonstration because it has been used as a prime case for theoretical (mostly semiempirical) and experimental investigations (performed in solutions). However, the best applicability of the presently devised DDQRPA method will be for larger systems containing spatially weIl separated subunits. In fact, direct techniques of the kind presented here are more efficient for larger molecules with moderate basis sets than for small molecules with large basis sets due to the performance of integral screening in the former case. The effort in direct nonlinear property calculations will show the same drastic decrease with size as traditional DSCF; for a linear chain, this will go as N 2 , N being the number of subunits, just as in ordinary DSCF calculations. Furthermore, the basis set dependency of the hyperpolarizabilities, notably on the diffuse functions, seems to decrease for larger molecules, as indicated by a recent investigation on polyenes 28 using conventional techniques. We find these indications gratifying for applications of DDQRPA on nonlinear properties of large systems, as will be further demonstrated in the near future.
