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Abstract
Let (Mn, g0) be a n = 3, 4, 5 dimensional, closed Riemannian manifold
of positive Yamabe invariant. For a smooth function K > 0 on M we
consider a scalar curvature flow, that tends to prescribe K as the scalar
curvature of a metric g conformal to g0. We show global existence and
in case M is not conformally equivalent to the standard sphere smooth
flow convergence and solubility of the prescribed scalar curvature problem
under suitable conditions on K.
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1 Introduction
1.1 Overview and related works
We study the problem of prescribing the scalar curvature of a closed Rieman-
nian manifold within its conformal class, called the prescribed scalar curvature
problem. Many work has been devoted to this topic in the last decades and we
refer to [2], [22] and the references therein for an overview. More precisely we
consider the problem of conformally prescribing a smooth function K > 0 as
the scalar curvature in case the underlying manifold already admits a conformal
metric of positive scalar curvature.
The problem has variational structure and solutions of the prescribed scalar
curvature problem then correspond to critical points of a non negative energy
functional J , which does not satisfy a compactness criterion known as the Palais-
Smale condition. So direct variational methods can not be applied. Indeed
considering a minimizing or more general a Palais-Smale sequence the possible
obstacle of finding a minimizer or a critical point of the associated energy func-
tional is, what we call a critical point at infinity - a blow up phenomenon, whose
profile however is well understood [26].
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Figure 1: Blow up at infinity and topological contribution
The problem of prescribing a constant scalar curvature is known as the
Yamabe problem. In this case the critical energy levels, at which a blow up may
occur, are quantized. Thus to prove existence of a minimizer, it is sufficient
to find a test function, whose energy is below the least critical energy level [3],
[25]. Even, if this is not possible, one can show existence of critical points by
analysing the critical points at infinity and their topological contribution to the
underlying space as indicated in the above figure, cf. [7], [8], [9] and [11] for
some genuine algebraic topological argument.
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In addition to these two approaches one may recover solutions by perturba-
tion arguments [1], [16].
Besides pure existence results it is a natural idea to find critical points as
the limit of the gradient flow or more general of a pseudo gradient flow related
to the energy functional. In this context one has to show long time existence
and flow convergence with the crucial task being to ensure, that a flow line does
not escape from the variational space towards a critical point at infinity. In the
Yamabe case the question of flow convergence reduces to proving, that along a
flow line, which becomes highly concentrated, the associated will eventually be
below the critical energy levels, at which blow up may occur, and thus can not
blow up at all [13], [18], [27], [29].
When prescribing the scalar curvature however the critical energy levels are
not necessarily quantized. Nonetheless to show existence of a minimizer one may
construct a test function with energy strictly below the least critical energy like
for the Yamabe problem [5], [19] and one may use as well topological arguments
to show existence of solutions as critical points [4], [10], [12], [23], [24].
The strategy of finding solutions by starting a flow is more complicated. The
first task is to show long time existence. Secondly one has to prove, that the
flow or at least one flow line does not converge to a critical point at infinity
instead of a critical point - the ingredient of quantized energy levels being not
available. To overcome this deficit one may impose assumptions on the function
to be prescribed and therefore on the energy functional to be considered, which
ensure a quantization of the critical energy levels [17].
One may object, that, when using deformations in the context of topological
arguments, some pseudo gradient flow is always used, so there is nothing new.
But the freedom of possibly choosing another more suitable pseudo gradient
flow, in case some lines of a given flow do blow up, as sketched in figure 2, is
lost, once we limit ourselves to considering one fixed pseudo gradient flow. And
a priori there is no equivalence in using different flows.
Jb
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Flow deformation near infinity
Figure 2: Suitable deformation to avoid infinity
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However, if we do not limit ourselves to use pseudo gradient flows with just
the purpose of finding solutions of the prescribed scalar curvature problem, it is
of its own interest to describe the asymptotic behaviour of flow lines qualitatively
- those converging to critical points and those diverging to critical points at
infinity. And this is the aim of this work within its restrictive setting.
We would like to point out, that blowing up flow lines are not an unusual
feature of the prescribed scalar curvature problem. On the contrary only under
very restrictive assumptions blowing up flow lines can be excluded.
1.2 Exposition
We wish to give a quick overview on our main arguments.
In subsection 1.3 we provide the setting of this work, introduce the pseudo
gradient flow to be considered, its basic properties and state two theorems, that
provide full flow convergence and solubility of the prescribed scalar curvature
problem under sufficient conditions on the function K to be prescribed.
Section 2 is devoted to prove long time existence and weak convergence of
the first variation ∂J along a flow line u in a sense to be made precise. The
arguments, we use, are straight forward adaptations from the Yamabe setting
[13], [27]; cf. [17] for a similar reasoning.
Section 3 describes the flow near infinity. Since a flow line u restricted to any
time sequence tending to infinity is a Palais-Smale sequence, well known blow up
and concentration compactness arguments [26] provide a suitable parametriza-
tion. Namely u can up to a small error term v be written as a linear combination
of a solution ω and finitely many bubbles
u = αω + αiδai,λi + v, i = 1, . . . , p,
where locally around ai the bubble δai,λi has the form
δai,λi(x) = (
λi
1 + λ2i d(ai, x)
2
)
n−2
2 .
Thus a blow up corresponds to λi −→∞.
We then refine the representation by choosing more suitable bubbles ϕai,λi
instead of δai,λi and take care of a possible degeneracy of the representation in
the spirit of [13]. Degeneracy in this context refers to the degeneracy of ∂2J(ω).
Subsequently the representation is made unique by means of a Lyapunow-
Schmidt reduction, that implies some orthogonality properties of the error term
v with respect to the solution ω and the bubbles ϕai,λi . In particular we obtain
smallness of linear interactions of v with ω and ϕai,λi - a crucial aspect, that
will enable us to identify the principal forces, that move λi for instance or ai.
Finally we show by Lojasiewicz inequality type arguments [15], [21], that, if a
flow line is precompact, it is fully compact, thus convergent and this generically
with exponential speed.
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In section 4 we then consider the case, that a flow line u near infinity can
up to a small error term v be thought of as a linear combination of bubbles
u = αiϕai,λi + v,
so no solution ω is there. By suitable testing of the pseudo gradient flow equa-
tion in the spirit of [6] we analyse the movement of the bubbles by establishing
explicit evolution equations of those three parameters, that constitute the bub-
bles, namely the scaling parameter αi, height λi and position ai. At this point
the special choice of the Lyapunow-Schmidt reduction implies, that the evolu-
tion equations of the aforementioned parameters are independent of the time
derivative of the error term v, which is difficult to control.
Using the fact, that the second variation ∂2J(u) is positive definite in this
case, when applied to the error term v, we are able to give a suitable a priori
estimate on v - indeed ∂J(u) is square integrable in time, since we are dealing
with a pseudo gradient flow and ∂J(αiϕai) is small.
In conclusion we obtain a precise description of the behaviour of the flow
line in terms of λi as the only non compact variable and ai.
Section 5 deals analogously to section 4 with the case, that a flow line u near
infinity can be written as a linear combination of a non trivial solution ω > 0
and finitely many bubbles - up to a small error term. We then follow the same
scheme as in the previous section. The main difference is, that there are more
parameters to be considered beyond the scaling factor, height and position of
the bubbles. Namely we have to deal with a scaling factor α for the solution
ω plus finitely many parameters βi to describe the degenerate space of the
solution ω and the implicit function theorem yields a suitable parametrization
uα,β = αu1,β for this purpose. So
u = uα,β + α
iϕai,λi + v.
We would like to point out, that generically a solution ω is non degenerate, in
which case uα,β reduces to αω. Moreover the second variation ∂
2J(u) is not
necessarily positive definite. But, since we have taken care of the degenerate
space, the second variation is sort of non degenerate, when applied to the space,
that the error term v lives on. Thence we still get a sufficient estimate on v.
In section 6, subsection 6.1 we proceed considering the flow near infinity and,
under a suitable assumption on the energy functional, that the flow behaves as
one would expect, e.g. that a flow line does not only converge to a solution,
once this is true for a time sequence as seen at the end of section 3, but that
the same holds true for a critical point at infinity. This means, that, if for some
time sequence the flow line blows up, this is true for the full flow line as well.
Moreover we show, that the critical set [∇K = 0] attracts the concentration
points ai of a flow line near infinity.
The following subsection 6.2 contains the very essence of the proof of the
theorem. Under suitable conditions on K, which already imply, that the flow
behaves in the sense of the foregoing subsection, we explicitly construct some
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functions adapted to the dimension and the case, whether ω is trivial or not, with
the basic property of becoming arbitrarily negative in case the flow line blows up,
while on the other hand their time derivative is basically non negative. So they
can be thought of as a way to check the compactness of a flow line near infinity.
This idea originates from [6], where it was used in case M = S3 to exclude
a multi bubble blow up, and our constructions are somewhat technical, but
natural generalisations to the non spherical situation in dimensions n = 3, 4, 5.
For the construction the explicit evolution equations of the parameters λi
and ai of the bubbles ϕai,λi obtained in sections 4 and 5 are used. Besides
the necessity of controlling the error term v there are two basic features to be
considered.
The first one concerns self-interaction phenomen, whereby we mean quan-
tities, which are attributed solely to a one bubble situation. In this case, the
question of what moves a bubble is simply answered by saying, a bubble is
moved, by what prevents a bubble from being a solution. E.g. on the standard
sphere a bubble is a solution of the Yamabe problem, but not of the prescribed
scalar curvature problem for K non constant. Thus we expect a bubble to be
moved by the non vanishing derivatives of K, for instance the gradient of K
moves ai as λi is moved by the laplacian
If in addition we are dealing with an arbitrary manifold we expect other
geometric quantities to move the bubbles as well - thereby the positive mass
theorem comes into play.
The second feature is due to interaction quantities arising from the presence
of several bubbles or from bubbles and a solution ω. On the standard sphere for
example, while each bubble is a solution of the Yamabe problem, their linear
combination is not. Thus the movement of the bubbles is caused solely by the
interaction phenomena and in the context of proving flow convergence, one has
to ensure, that the interaction terms rather decrease the possibly non compact
variables λi instead of increasing them.
In subsection 6.3 we put all the previous informations together and show flow
convergence by contradiction based on the functions constructed in foregoing
subsection 6.2. Thus proving theorem 1. In order to prove theorem 2 we basi-
cally prove the existence of a converging flow line - using the same arguments
as for proving theorem 1.
The final subsection 6.4 exposes a non trivial scenario of a blowing up flow
line. In this example the function K to be prescribed as the scalar curvature
satisfies at one of its maximum points a flatness condition, that due to [19] guar-
antees the existence of a minimizer of J in caseM is not conformally equivalent
to the standard sphere. On the other hand the flow line constructed blows up
at the same maximum point.
1.3 Preliminaries and statement of the theorems
We consider a smooth, closed Riemannian manifold
M = (Mn, g0), n = 3, 4, 5
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with volume measure µg0 and scalar curvature Rg0 . The Yamabe invariant
Y (M, g0) = infA
∫
cn|∇u|2g0 +Rg0u2dµg0
(
∫
u
2n
n−2 dµg0)
n−2
n
,
where cn = 4
n−1
n−2 and
A = {u ∈W 1,2g0 (M) | u ≥ 0, u 6≡ 0},
is assumed to be positive, Y (M, g0) > 0. The conformal laplacian
Lg0 = −cn∆g0 +Rg0
then forms a positive, self-adjoint operator with Green’s function
Gg0 :M ×M −→ R+
and we may assume for the background metric
Rg0 > 0 and
∫
Kdµg0 = 1.
Considering a conformal metric g = gu = u
4
n−2 g0 there holds
dµ = dµgu = u
2n
n−2 dµg0
for the volume element and for the scalar curvature
R = Rgu = u
−n+2
n−2 (−cn∆g0u+Rg0u) = u−
n+2
n−2Lg0u.
Let 0 < K ∈ C∞(M) and
r = ru =
∫
Rdµ, k = ku =
∫
Kdµ, K¯ = K¯u =
K
k
.
Note, that
c‖u‖W 1,2 ≤ ru =
∫
Lg0uudµg0 =
∫
cn|∇u|2g0 +Rg0u2dµg0 ≤ C‖u‖W 1,2
and
c‖u‖
2n
n−2
L
2n
n−2
≤ ku =
∫
Ku
2n
n−2 dµg0 ≤ C‖u‖
2n
n−2
L
2n
n−2
.
In particular we may define
‖u‖ =
∫
Lg0uudµg0
8
and use ‖ · ‖ as an equivalent norm on W 1,2. The aim of this paper is a study of
∂tu = − 1
K
(R− rK¯)u, u(·, 0) = u0 > 0
as an evolution equation for the conformal factor. Obviously
∂tk = ∂t
∫
Ku
2n
n−2 dµg0 = 0.
Thus, if we choose as an initial value
u(·, 0) = u0 > 0 satisfying ku0 =
∫
Ku
2n
n−2
0 = 1,
then the unit volume k ≡ 1 is preserved and in case
u −→ u∞ > 0 in W 1,2g0 (M),
where u∞ is a stationary point, there necessarily holds∫
Ku
2n
n−2∞ dµg0 = 1 and Ru∞ = ru∞K.
In what follows we will simply call any maximal solution
u :M × [0, T ) −→ R, T ∈ (0,∞]
of
∂tu = − 1
K
(R− rK¯), u(·, 0) = u0 > 0 with
∫
Ku
2n
n−2
0 = 1
a flow line with initial value u0. Let us consider the energy
J(u) =
∫
cn|∇u|2g0 +Rg0u2dµg0
(
∫
Ku
2n
n−2 dµg0)
n−2
n
for u ∈ A.
Proposition 1.1 (Derivatives of J).
We have
(i)
J(u) =
ru
k
n−2
n
u
(ii)
1
2
∂J(u)v =
1
k
n−2
n
u
[
∫
Lg0uv −
ru
ku
∫
Ku
n+2
n−2 v]
=
1
k
n−2
n
u
∫
(Ru − ru
ku
K)u
n+2
n−2 v
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(iii)
1
2
∂2J(u)vw =
1
k
n−2
n
u
[
∫
Lg0vw −
n+ 2
n− 2
ru
ku
∫
Ku
4
n−2 vw]
− 2
k
n−2
n
+1
u
[
∫
Lg0uv
∫
Ku
n+2
n−2w +
∫
Lg0uw
∫
Ku
n+2
n−2 v]
+ 4
n− 1
n− 2
ru
k
n−2
n
+2
u
∫
Ku
n+2
n−2 v
∫
Ku
n+2
n−2w.
Moreover J is C2,αloc and uniformly Ho¨lder continuous on each
Uǫ = {u ∈ A | ǫ < ‖u‖, J(u) ≤ ǫ−1} ⊂ A.
The derivatives stated above are obtained by straight forward calculation. More-
over note, that u ∈ Uǫ implies
ǫ2 ≤ ru ≤ ǫ−2 and cǫ3 ≤ k
n−2
n
u = J(u)
−1ru ≤ Cǫ−3.
Thus uniform Ho¨lder continuity on Uǫ follows from the pointwise estimates
||a|p − |b|p| ≤ Cp|a− b|p in case 0 < p < 1
and
||a|p − |b|p| ≤ Cpmax{|a|p−1, |b|p−1}|a− b| in case p ≥ 1.
So the problem of prescribing the scalar curvature has a variational structure,
since a critical point ω > 0 of J satisfies
Rω =
rω
kω
K, where rω =
∫
Lg0ωω, kω =
∫
Kω
2n
2n ,
whence the scalar curvature Rω of gω = ω
4
n−2 g0 equals K up to a coefficient.
Note, that the standard norm of ∂J(u)
‖∂J(u)‖ = ‖∂J(u)‖W−1,2g0 (M)
may be estimated by
1
2
‖∂J(u)‖ ≤ 1
k
n−2
n
‖R− rK¯‖
L
2n
n+2
µ
≤ 1
k
n−2
n
‖R− rK¯‖L2µ .
We therefore define by a slight abuse of notation
|δJ(u)| = 2
k
n−2
n
‖R− rK¯‖L2µ
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as a natural majorant of ‖∂J(u)‖. Since k ≡ 1 along a flow line, we get
∂tJ(u) =∂J(u)∂tu = −2
∫
1
K
|R− rK¯ |2u 2nn−2 ≤ − 1
2maxM K
|δJ(u)|2.
This justifies the notion of ∂tu = − 1K (R − rK¯)u as a pseudo gradient flow
related to J and, since J is bounded from below, we have a priori integrability∫ T
0
|δJ(u)|2dt < C(K)J(u0).
On the other hand the positivity of the Yamabe invariant implies
J(u) >
Y (M, g0)
maxM K
n−2
n
> c.
Thus we may assume, that along a flow line c < J(u) = ru < C due to k ≡ 1.
Recalling proposition 1.1 this shows u ∈ Uǫ for some ǫ > 0 small and fix, whence
J is uniformly Ho¨lder continuous along and close by every flow line.
Consider the following conditions in cases n = 3, 4, 5, which are obviously
satisfied, if M is not conformally equivalent to the standard Sn and K ≡ 1.
They are scaling invariant with respect to K as one should expect due to the
scaling invariance of J .
Hypothesis 1.2 (Dimensional conditions).
Cond3 : M is not conformally equivalent to the standard sphere S
3
Cond4 : M is not conformally equivalent to the standard sphere S
4 and
[∇K = 0] ⊆ [∆K
K
> −c] for some c = c(M) > 0
Cond5 : M is not conformally equivalent to the standard sphere S
5 and
〈∇∆K,∇K〉 > 1
3
|∆K|2
holds on [∆K < 0] ∩ U for an open neighbourhood U of [∇K = 0].
Moreover let Cond′n denote Condn with [∇K = 0] replaced by [K = maxK].
Theorem 1 below generalizes the convergence of the Yamabe flow in these
dimensions proven in [13], however by a different strategy.
Theorem 1.
Let M = (Mn, g0), n = 3, 4, 5 be a smooth, closed Riemannian manifold of
positive Yamabe-invariant. Then for 0 < K ∈ C∞(M) every flow line
∂tu = − 1
K
(R − rK¯)u, u(·, 0) = u0 > 0 with
∫
Ku
2n
n−2
0 = 1
11
exists for all times and remains positive.
Moreover we have convergence in the sense, that
u −→ u∞ > 0 in C∞ solving Ru∞ = ru∞K,
provided the dimensional condition Condn is satisfied.
So Condn implies compactness of the flow, whereas Cond
′
n is at least suffi-
cient to solve the prescribed scalar curvature problem.
Theorem 2.
Let M = (Mn, g0), n = 3, 4, 5 be a smooth, closed Riemannian manifold of
positive Yamabe-invariant. Then for 0 < K ∈ C∞(M) there exists
u∞ > 0 in C∞ solving Ru∞ = ru∞K,
provided the dimensional condition Cond′n is satisfied.
2 Long time existence and weak convergence
In this section adapted from [13] and [27] we derive global existence and weak
convergence in the sense, that ‖R− rK¯‖Lpµ −→ 0 as t −→∞.
2.1 Long time existence
Lemma 2.1 (Lower bounding the scalar curvature).
Along a flow line the scalar curvature R is uniformly lower bounded.
Proof of lemma 2.1.
Letting
R˜ = e
4
n−2
∫
t
0
r
k
(τ)dτR (2.1)
we have in view of lemma 7.1
∂tR˜ =e
4
n−2
∫
t
0
r
k
(τ)dτ [cn∆g
R
K
+
4
n− 2(R− rK¯)
R
K
] +
4
n− 2
r
k
R˜
=cn∆g
R˜
K
+
4
n− 2R
R˜
K
≥ cn∆g R˜
K
.
(2.2)
The parabolic maximum principle then shows
min
{t}×M
R˜
K
≥ min
{0}×M
R˜
K
, (2.3)
whence
min
{t}×M
R ≥ C(K)e− 4n−2
∫
t
0
r
k
(τ)dτ min
{0}×M
R. (2.4)
Since r
k
= r ≥ r∞ > 0 along a flow line, the assertion follows.
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Due to Gronwall’s lemma this lower bound implies an upper bound on u.
Lemma 2.2 (Upper bound).
Along a flow line u there exists C > 0 such, that for 0 ≤ t < T we have
sup
M
u(t, ·) ≤ eCt.
Proof of lemma 2.2.
From lemma 2.1 we infer
∂tu = − 1
K
(R − rK¯)u ≤cu. (2.5)
The claim follows from Gronwall’s inequality.
The Harnack inequality now implies a lower bound on u.
Lemma 2.3 (Lower bound).
Along a flow line u there exists for Θ > 0 some C = C(Θ) > 0 such, that
sup
M×[0,T )
u ≤ Θ =⇒ inf
M×[0,T )
u ≥ C.
Proof of lemma 2.3.
Let us choose c > 0, such that R + c > 0 according to lemma 2.1. Then for
P = Rg0 + cu
4
n−2 (2.6)
we have
− cn∆g0u+ Pu = Lg0u−Rg0u+ Pu = Ru
n+2
n−2 + cu
n+2
n−2 . (2.7)
Thus the weak Harnack inequality gives
k =
∫
Ku
2n
n−2 ≤ sup
M
(Ku
n+2
n−2 )
∫
u ≤ C sup
M
(Ku
n+2
n−2 ) inf
M
u, (2.8)
where C = C(‖P‖L∞). The claim follows.
As a consequence of the positivity of the Yamabe invariant we obtain a
logarithmic type estimate on the first variation of J .
Lemma 2.4 (Logarithmic-type estimate on the first variation).
For p > n2 there exist constants
c = c(p) > 0 and C = C(p) > 0
such, that along a flow line we have
∂t
∫
|R− rK¯|pdµ+ c(
∫
|R− rK¯| pnn−2 dµ)n−2n
≤C(
∫
|R − rK¯|pdµ) 2p+2−n2p−n + C
∫
|R− rK¯|pdµ.
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Proof of lemma 2.4.
In view of lemma 7.1 we have
∂t
∫
|R− rK¯|pdµ
=p
∫
∂t(R − rK¯)(R − rK¯)|R − rK¯|p−2dµ+
∫
|R− rK¯|p∂tdµ
=pcn
∫
∆g
R− rK¯
K
(R − rK¯)|R− rK¯|p−2dµ
+
4p
n− 2
∫
R
K
|R− rK¯|pdµ− 2n
n− 2
∫
|R− rK¯|pR− rK¯
K
dµ.
(2.9)
Integrating by parts we obtain
∂t
∫
|R − rK¯|pdµ ≤ − c(p)
∫
1
K
|∇(R − rK¯)|2g|R− rK¯|p−2dµ
+ C(p)(
∫
|R− rK¯|p+1dµ+
∫
|R− rK¯|pdµ).
(2.10)
Using |∇(R − rK¯)|g a.e.= |∇|R− rK¯||g this gives
∂t
∫
|R− rK¯|pdµ ≤− c(p)
∫
cn|∇|R − rK¯|
p
2 |2gdµ
+ C(p)(
∫
|R− rK¯|p+1dµ+
∫
|R − rK¯|pdµ)
(2.11)
Then Y (M, g0) > 0 implies
∂t
∫
|R − rK¯|pdµ ≤ − c(p)(
∫
|R− rK¯| pnn−2 dµ)n−2n
+ C(p)(
∫
|R− rK¯|p+1dµ+
∫
|R− rK¯|pdµ).
(2.12)
Since p > n2 , we may apply Ho¨lder’s inequality to f = |R− rK¯|p via
‖f p+1p ‖L1g0 =‖f‖
p+1
p
L
p+1
p
g0
≤ ‖f‖λ
p+1
p
LΛg0
‖f‖(1−λ)
p+1
p
LΘg0
≤ ‖f‖
n
2p
L
n
n−2
g0
‖f‖
2p+2−n
2p
L1g0
≤ε‖f‖
L
n
n−2
g0
+ c(p, ε)‖f‖
2p+2−n
2p−n
L1g0
,
(2.13)
where Λ = n
n−2 , Θ = 1, λ =
n
2(p+1) to conclude by absorption
∂t
∫
|R− rK¯|pdµ
≤− c(p)(
∫
|R− rK¯ | pnn−2 dµ)n−2n
+ C(p)[(
∫
|R− rK¯|pdµ) 2p+2−n2p−n +
∫
|R− rK¯|pdµ].
(2.14)
This is the desired result.
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The next proposition is a typical parabolic type estimate.
Proposition 2.5 (Main observation for long time existence).
Along a flow line there holds for 1 ≤ p ≤ n2
∂t
∫
R
p
+
Kp−1
dµ ≤− 4p− 1
p
cn
∫
|∇(R+
K
)
p
2 |2gdµ
− 2n− 4p
n− 2
∫
1
Kp
|R+ − rK¯|p+1dµ.
Here R+ = min{R, 0}.
Proof of proposition 2.5.
In view of lemma 7.1 we have using
∂t
∫
R
p
+
Kp−1
dµ = p
∫
∂tRR
p−1
+ dµ+
∫
R
p
+∂tdµ
=pcn
∫
∆g
R
K
(
R+
K
)p−1dµ+
4p− 2n
n− 2
∫
(R − rK¯)(R+
K
)pdµ
=− 4p− 1
p
cn
∫
|∇(R+
K
)
p
2 |2gdµ
+
4p− 2n
n− 2
∫
(R+ − rK¯)[(R+
K
)p − ( r
k
)p]dµ
+
4p− 2n
n− 2 (
r
k
)p
∫
(R+ − rK¯)dµ.
(2.15)
Due to (ap − bp)(a− b) ≥ |a− b|p+1 and ∫ (R− rK¯)dµ = 0 one obtains
∂t
∫
R
p
+
Kp−1
dµ ≤− 4p− 1
p
cn
∫
|∇(R+
K
)
p
2 |2gdµ
+
4p− 2n
n− 2
∫
1
Kp
|R+ − rK¯|p+1dµ.
(2.16)
This is the desired result.
The following is by now an easy consequence.
Corollary 2.6.
Along a flow line there holds
sup
0≤t<T
∫
R
p
+
Kp−1
dµ+ 4
p− 1
p
cn
∫ T
0
∫
|∇(R+
K
)
p
2 |2gdµdt
+
2n− 4p
n− 2
∫ T
0
∫
1
Kp
|R+ − rK¯|p+1dµdt
≤
∫
R
p
+
Kp−1
dµ⌊t=0
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This implies via Sobolev embedding higher integrability, which applied to
lemma 2.4 proves the following time dependent bound.
Corollary 2.7 (Lp-bound on the first variation).
For 1 ≤ p ≤ n22(n−2) and T > 0 there exists C = C(p, T ) such, that
sup
0≤t<T
∫
|R− rK¯|pdµ ≤C along a flow line.
Proof of corollary 2.7.
From corollary 2.6 for p = n2 we infer
sup
0≤t<T
∫
R
n
2
+dµ+
∫ T
0
∫
|∇(R+
K
)
n
4 |2gdµdt ≤ C. (2.17)
Sobolev’s embedding then implies∫ T
0
(
∫
(
R+
K
)
n2
2(n−2) dµ)
n−2
n dt ≤ C. (2.18)
Since R is uniformly bounded from below according to lemma 2.1 we get∫ T
0
(
∫
|R| n
2
2(n−2) dµ)
n−2
n dt ≤ C, (2.19)
whence ∫ T
0
(
∫
|R − rK¯| n
2
2(n−2) dµ)
n−2
n dt ≤ C. (2.20)
But from lemma 2.4 with p = n
2
2(n−2) >
n
2 we infer
∂t ln
∫
|R− rK¯| n
2
2(n−2) dµ ≤C(
∫
|R− rK¯| n
2
2(n−2) dµ)
n−2
n + C. (2.21)
This proves the claim.
With the above bounds at hand one uses Morrey’s inequality to prove Ho¨lder
regularity.
Proposition 2.8 (Time-dependent Ho¨lder regularity).
Along a flow line there exists for 0 < α < min{ 4
n
, 1} and T > 0 a constant
C = C(α, T )
such, that we have
|u(x1, t1)− u(x2, t2)| ≤ C(|t1 − t2|α2 + d(x1, x2)α)
for all x1, x2 ∈M and 0 ≤ t1, t2 < T with |t1 − t2| ≤ 1
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Proof of proposition 2.8.
Let α = 2− n
p
and n2 < p < min{ n
2
2(n−2) , n}. Lemma 2.1 and 2.6 show∫
|R|pdµ ≤ C (2.22)
with C = C(T ), whence by conformal invariance and lemmata 2.2, 2.3∫
|∆g0u|p ≤ C. (2.23)
On the other hand corollary 2.7 shows∫
|∂tu
u
|pdµ ≤ C, in particular
∫
|∂tu|p ≤ C (2.24)
From this it follows via Morrey
|u(x, t)− u(y, t)| ≤ Cd(x, y)α for all x, y ∈M, (2.25)
where 0 < α < min{ 4
n
, 1}, and
|u(x, t1)− u(x, t2)|
=|t1 − t2|−n2
∫
B√
|t1−t2|
(x)
|u(x, t1)− u(x, t2)|dµg0 (y)
≤|t1 − t2|−n2
∫
B√
|t1−t2|
(x)
|u(y, t1)− u(y, t2)|dµg0(y) + C|t1 − t2|
α
2
≤|t1 − t2|−n2+1 sup
0≤t<T
∫
B√
|t1−t2|
(x)
|∂tu(t, y)|dµg0(y) + C|t1 − t2|
α
2
≤|t1 − t2|−n−22 |t1 − t2|n2
p−1
p sup
0≤t<T
(
∫
|∂tu|pdµ) 1p + C|t1 − t2|α2
(2.26)
for all |t1 − t2| ≤ 1. The claim follows from −n−22 + n2 p−1p = α2 .
With Ho¨lder regularity at hand standard regularity arguments show
Corollary 2.9 (Long-time existence).
Each flow line exists for all times.
Proof of corollary 2.9.
This follows from short time existence and proposition 2.8.
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2.2 Integrability and weak convergence
Now, that long time existence has been established, we examine in which sense
the first variation of J vanishes as t −→∞.
Lemma 2.10 (Integrability and weak convergence).
For 1 ≤ p < n2 we have along a flow line∫ ∞
0
∫
|R− rK¯|p+1dµdt ≤ C and lim inf
tր∞
∫
|R− rK¯|p+1dµ = 0.
Proof of lemma 2.10.
Clearly the first inequality above implies the second one. Note, that∫ ∞
0
∫
|R+ − rK¯|p+1dµdt ≤ C (2.27)
with time independent C according to corollary 2.6. Moreover we have
min
{t}×M
R ≥ C(K)e− 4n−2
∫
t
0
r
k
(τ)dτ min
{0}×M
R, (2.28)
cf. (2.4). Since along a flow line k = 1 and r ց r∞ > 0 this gives
R− ≤ Ce−ct, R− = −min{R, 0} (2.29)
for suitable constants c, C > 0. From this the assertion follows.
Interpolating via lemma 2.4 we obtain weak convergence.
Proposition 2.11 (Weak convergence of the first variation).
Along a flow line we have for any 1 ≤ p <∞
lim
tր∞
∫
|R− rK¯|pdµ = 0.
In particular we have |δJ(u)| −→ 0 as t −→∞.
Proof of proposition 2.11 (cf. [27], Lemma 3.3 and equation (43)).
Due to lemma 2.10 for any max{2, n2 } < p0 < n+22 there holds∫ ∞
0
∫
|R− rK¯ |p0dµdt ≤ C and lim inf
tր∞
∫
|R− rK¯|p0dµ = 0. (2.30)
Thus we may choose a sequence τ0k ր∞ satisfying∫
|R− rK¯|p0dµ⌊τ0
k
≤ 1
2k
and
∫ ∞
τ0
k
∫
|R− rK¯|p0dµdt < 1
4Ck
, (2.31)
where C = C(p) is the constant appearing in lemma 2.4. Define
θ0k =sup{τ > τ0k | ∀τ0k < t < τ :
∫
|R− rK¯|p0dµ < 2
k
} > τ0k . (2.32)
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Then we infer from lemma 2.4 for τ0k < t < θ
0
k∫
|R− rK¯|p0dµ⌊t + c
∫ t
τ0
k
(
∫
|R− rK¯|p0 nn−2 dµ)n−2n dt
≤
∫
|R− rK¯|p0dµ⌊τ0
k
+ C
∫ t
τ0
k
(
∫
|R− rK¯|p0dµ)1+ 22p−n dt
+ C
∫ t
τ0
k
∫
|R− rK¯|p0dµdt
≤ 1
2k
+ 2C
∫ ∞
τ0
k
∫
|R− rK¯|p0dµdt ≤ 1
k
.
(2.33)
If θ0k <∞, then 2k =
∫ |R− rK¯|p0dµ⌊θ0
k
≤ 1
k
, whence θ0k =∞ and∫
|R− rK¯ |p0dµ ≤ 2
k
on [τ0k ,∞). (2.34)
We conclude limtր∞
∫ |R− rK¯|p0dµ = 0 and in particular, cf. (2.33),∫ ∞
0
(
∫
|R− rK¯|p1dµ)n−2n dt <∞ and lim inf
tր∞
∫
|R − rK¯|p1dµ = 0 (2.35)
letting
p1 =
n
n− 2p0. (2.36)
As before we may choose a sequence τ1k ր∞ satisfying
(
∫
|R− rK¯|p1dµ)n−2n ⌊τ1
k
≤ 1
2k
(2.37)
and ∫ ∞
τ1
k
(
∫
|R− rK¯|p1dµ)n−2n dt < n
4Ck(n− 2) , (2.38)
where C = C(p) is the constant appearing in lemma 2.4. Define
θ1k =sup{τ > τ1k | ∀τ1k < t < τ : (
∫
|R− rK¯|p1dµ)n−2n < 2
k
} > τ1k . (2.39)
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Then we infer from lemma 2.4 for τ0k < t < θ
0
k
(
∫
|R− rK¯ |p1dµ)n−2n ⌊t + cn− 2
n
∫ t
τ1
k
(
∫ |R− rK¯ |p1 nn−2 dµ)n−2n
(
∫ |R− rK¯ |p1) 2n dt
≤(
∫
|R− rK¯|p0dµ)n−2n ⌊τ1
k
+ C
n− 2
n
∫ t
τ1
k
(
∫
|R − rK¯|p1dµ)n−2n + 22p−n dt
+ C
n− 2
n
∫ t
τ1
k
(
∫
|R − rK¯|p1dµ)n−2n dt
≤ 1
2k
+ 2C
n− 2
n
∫ ∞
τ1
k
∫
|R− rK¯|p0dµdt ≤ 1
k
.
(2.40)
If θ1k <∞, then 2k =
∫ |R− rK¯|p1dµ⌊θ1
k
≤ 1
k
, whence θ1k =∞ and∫
|R− rK¯ |p1dµ ≤ 2
k
on [τ1k ,∞). (2.41)
We conclude limtր∞
∫ |R− rK¯|p1dµ = 0 and in particular, cf. (2.40),∫ ∞
0
(
∫
|R− rK¯|p2dµ)n−2n dt <∞ and lim inf
tր∞
∫
|R − rK¯|p2dµ = 0 (2.42)
letting p2 = p1(
n
n−2 ). Note, that from this we may start an induction yielding
lim
tր∞
∫
|R− rK¯|pkdµ = 0 (2.43)
and∫ ∞
0
(
∫
|R− rK¯ |pk+1dµ)n−2n dt <∞ and lim inf
tր∞
∫
|R− rK¯|pk+1dµ = 0
(2.44)
letting pk+1 =
n
n−2pk for k ≥ 1. Thereby the claim is evidently proven.
3 The flow near infinity
3.1 Blow-up analysis
For a Palais-Smale sequence of decreasing energy, say uk = u(tk) for a flow line
u and tk −→∞, the lack of compactness is described as follows.
Proposition 3.1 (Concentration-Compactness).
Let (um) ⊂W 1,2g0 (M,R>0) satisfy kum =
∫
Ku
2n
n−2
m dµg0 = 1 and
sup
m∈N
J(um) <∞ and ‖∂J(um)‖ −→ 0.
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Passing to a subsequence we then have
J(um) = rum −→ J∞ = r∞.
and there exist 0 ≤ u∞ ∈W 1,2g0 (M) with either u∞ ≡ 0 or u∞ > 0 solving
Lg0u∞ = r∞Ku
n+2
n−2∞
and for some p ∈ N0 sequences (aim) ⊂M, (λim ) ⊂ R>0, i = 1, . . . , p with
aim −→ ai∞ and λim −→∞ as m −→∞
such, that
‖um − u∞ −
p∑
i=1
δˆaim ,λim ‖ −→ 0,
where
δˆaim ,λim = (
4n(n− 1)
r∞K(ai)
)
n−2
4 ηaim (
λim
1 + λ2im | exp−1aim (·)|2g0
)
n−2
2
with a cut-off function ηaim = η(| exp−1aim (·)|2g0), where
η ∈ C∞(B2(0),R≥0), η ≡ 1 on B1(0).
More precisely there holds for each i 6= j = 1, . . . , p
λim
λjm
+
λjm
λim
+ λimλjmd
2
g0
(aim , ajm) −→∞ as m −→∞.
This characterization is classical and we refer to [26]. The proposition is
proven by straight forward adaptation. For the last statement cf. [14].
3.2 Bubbles and interaction estimates
We refine the definition of blow up functions δˆa,λ given in proposition 3.1, re-
ferred to as bubbles, since they form a spherical geometry around a.
Definition 3.2 (Bubbles).
For a ∈M let ua introduce normal conformal coordinates around a ∈M via
ga = u
4
n−2
a g0.
Let Gga be the Green’s function of the conformal laplacian
Lga = −cn∆ga +Rga , cn = 4
n− 1
n− 2 .
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For λ > 0 let
ϕa,λ =ua(
λ
1 + λ2γnG
2
2−n
a
)
n−2
2 , Ga = Gga(a, ·), γn = (4n(n− 1)ωn)
2
n−2 .
One may expand
Ga =
1
4n(n− 1)ωn (r
2−n
a +Ha), ra = dga(a, ·), Ha = Hr,a +Hs,a.
There holds Hr,a ∈ C2,αloc and in conformal normal coordinates
Hs,a = O

 0 for n = 3r2a ln ra for n = 4
ra for n = 5


In addition it follows from the positive mass theorem, that
Ha(a) = 0 for M ≃ Sn and Ha(a) > 0 for M 6≃ Sn,
so Ha(a) is always non negative with strict positivity unless M is conformally
equivalent to the standard sphere Sn .
For the expansion of the Green’s function stated cf. [22], Theorem 6.5.
Ibidem conformal normal coordinates are introduced in section 5, see also the
improvement due to [20]. Note, that we may and will replace δˆa,λ by ϕa,λ in
proposition 3.1, since
‖ϕa,λ − δˆa,λ‖ −→ 0 as λ −→∞.
The reason for the above redefinition of bubbles is the simple way to calculate
their conformal laplacian in terms of its Green’s function, see the lemma below,
whose proof we delay to the appendix.
Lemma 3.3 (Emergence of the regular part).
One has Lg0ϕa,λ = O(ϕ
n+2
n−2
a,λ ) and on a geodesic ball Bα(a) for α > 0 small
Lg0ϕa,λ =4n(n− 1)ϕ
n+2
n−2
a,λ − 2ncnrn−2a ((n− 1)Ha + ra∂raHa)ϕ
n+2
n−2
a,λ
+
u
2
n−2
a Rga
λ
ϕ
n
n−2
a,λ + o(r
n−2
a )ϕ
n+2
n−2
a,λ ,
where ra = dga (a, ·). Note, that Rga = O(r2a) in geodesic normal coordinates.
We would like to point out, that the term
Rga
λ
ϕ
n
n−2
a,λ is negligible for our
discussion, whereas it plays a crucial role in higher dimensions.
To abbreviate the notation we make the following definitions.
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Definition 3.4 (Relevant quantities).
For k, l = 1, 2, 3 and λi > 0, ai ∈M, i = 1, . . . , p define
(i) ϕi = ϕai,λi and (d1,i, d2,i, d3,i) = (1,−λi∂λi , 1λi∇ai)
(ii) φ1,i = ϕi, φ2,i = −λi∂λiϕi, φ3,i = 1λi∇aiϕi, so φk,i = dk,iϕi
We collect some useful estimates, which are well known, so we delay their
proof to the appendix. They are essential for the rest of our discussion and will
be heavily used.
Lemma 3.5 (Interactions).
Let k, l = 1, 2, 3 and i, j = 1, . . . , p. We have
(i) |φk,i|, |λi∂λiφk,i|, | 1λi∇aiφk,i| ≤ Cϕi
(ii)
∫
ϕ
4
n−2
i φk,iφk,i = ck · id+O( 1λn−2i +
1
λ2i
), ck > 0
(iii)
∫
ϕ
n+2
n−2
i φk,j = bkdk,iεi,j + oε(εi,j) =
n+2
n−2
∫
φk,iϕ
4
n−2
i ϕj , bk > 0, i 6= j
(iv)
∫
ϕ
4
n−2
i φk,iφl,i = O(
1
λn−2i
+ 1
λ2i
) for k 6= l, ∫ ϕ 2nn−2i = c1 +O( 1λn−2i ) and∫
ϕ
n+2
n−2
i φk,i = O(
1
λn−2i
) for k = 2, 3
(v)
∫
ϕαi ϕ
β
j = O(ε
β
i,j) for i 6= j and α+ β = 2nn−2 , nn−2 > α > β ≥ 1
(vi)
∫
ϕ
n
n−2
i ϕ
n
n−2
j = O(ε
n
n−2
i,j ln εi,j), i 6= j
(vii) (1, λi∂λi ,
1
λi
∇ai)εi,j = O(εi,j), i 6= j,
where ǫ = min{ 1
λi
, 1
λj
, εi,j} and
εi,j = (
λj
λi
+
λi
λj
+ λiλjγnG
2
2−n
g0 (ai, aj))
2−n
2 .
Here we used and will use later on a = oǫ(b) as short hand for
|a| ≤ ω(ε)|b| with ω(ǫ) −→ 0 as ǫ −→ 0.
3.3 Degeneracy and pseudo critical points
In order to obtain a precise description of the dynamical behaviour of a flow
line we have to take care of a possible degeneracy of J at a critical point.
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Lemma 3.6 (Spectral theorem and degeneracy).
Let ω > 0 solve Lg0ω = Kω
n+2
n−2 .
Then there exists a set of solutions
Lg0wi = µwiKω
4
n−2wi, µwi −→∞
such, that
〈wi, wj〉Lg0 = δij , 〈wi | i ∈ N〉 =W 1,2g0 (M)
and for any eigenspace Eµ(ω) = 〈wi | µwi = µ〉 we have dimEµ <∞.
Moreover we have ∂J(ω) = 0 and isomorphy
∂2J(ω)⌊
H0(ω)
⊥Lg0
: H0(ω)
⊥Lg0 ≃−→ (H0(ω)⊥Lg0 )∗,
where
H0(ω) = 〈ω〉 ⊕ 〈ei | i = 1, . . . ,m〉
with
〈ei | i = 1, . . . ,m〉 = En+2
n−2
(ω), 〈ei, ej〉Lg0 = δij
denotes the kernel of ∂2J at ω and H0(ω)
⊥Lg0 is the orthogonal of H0(ω) with
respect 〈·, ·〉Lg0 . The case En+2n−2 (ω) = ∅ is generic.
Please note, that due to scaling invariance of the functional the kernel always
contains ω itself. We may thus call ω (essentially) non degenerate, if simply
H0(ω) = 〈ω〉, or equivalently, if En+2
n−2
(ω) = ∅. The foregoing lemma asserts,
that non degeneracy is generic.
Proof of lemma 3.6.
The statement on the basis {wi | i ∈ N} of eigenfunctions is a direct application
of the spectral theorem for compact operators. Moreover
rω =
∫
Lg0ωω =
∫
Kω
2n
n−2 = kω (3.1)
for a solution Lg0ω = Kω
n+2
n−2 . Thus proposition 1.1 shows
∂J(ω), ∂2J(ω)ω, ∂2J(ω)ej = 0, (3.2)
which is easy to check. Likewise for v ⊥Lg0 ω one obtains
1
2
∂2J(ω)vf = k
2−n
n
ω
∫
(Lg0v −
n+ 2
n− 2ω
4
n−2 v)f. (3.3)
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This proves the claim with isomorphy of
∂2J(ω)⌊
H0(ω)
⊥Lg0
: H0(ω)
⊥Lg0 ≃−→ (H0(ω)⊥Lg0 )∗ (3.4)
given by
wi −→ 2k
2−n
n
ω (1− µ−1wi
n+ 2
n− 2)〈wi, ·〉Lg0 . (3.5)
We are left with proving genericity of En+2
n−2
(ω) = ∅.
To that end consider the scalar curvature mapping
R : C2,α(M,Aǫ) −→ C0,α(M) : ω −→ Rω = ω−
n+2
n−2Lω, (3.6)
where Aǫ = (ǫ, ǫ
−1) for some ǫ > 0, with derivative
∂Rω · v =ω−
n+2
n−2 (Lg0v −
n+ 2
n− 2Rωω
4
n−2 v). (3.7)
Note, that for ω ∈ C2,α(M,Aǫ) fixed we have isomorphy of
C2,α(M) −→ C0,α(M) : v −→ ω− n+2n−2Lg0v (3.8)
and compactness of
C2,α(M) −→ C0,α(M) : v −→ Rωω 4n−2 v. (3.9)
Thus ∂R is a Fredholm operator and the Smale-Sard lemma gives
R[∂R 6= 0] = ∩∞k=1Ok (3.10)
with countably many open and dense subsets Ok ⊂ Im(R). Covering
R>0 = ∪∞k=1A 1
k
(3.11)
we obtain the same result for R : C2,α(M,R>0) −→ C0,α(M).
Thus, if K ∈ C0,α(M) is the scalar curvature of a conformal metric
K = Rω = ω
− n+2
n−2Lω, ω ∈ C2,α(M,R>0), (3.12)
then obviously K ∈ Im(R) and generically K ∈ R[∂R 6= 0], so
Lg0v −
n+ 2
n− 2Kω
4
n−2 v 6= 0 for all 0 6= v ∈ C2,α(M), (3.13)
whenever K = Rω. Consequently for a solution Lω = Kω
n+2
n−2
∂2J(ω) =
2
k
n−2
n
(Lg0u−
n+ 2
n− 2ω
n+2
n−2 ) (3.14)
is for a generic K invertible, which is equivalent to En+2
n−2
(ω) = ∅.
Please note, that we may replace C2,α, C0,α by any Ck+2,α, Ck,α. So γ = 1 is
true for any K in a dense subset of Ck,α
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In light of the foregoing lemma the following parametrization is a natural
application of the implicit function theorem.
Lemma 3.7 (Degeneracy and pseudo critical points).
For ω > 0 solving Lg0ω = Kω
n+2
n−2 let
Π = Π
H0(ω)
⊥Lg0
be the projection on H0(ω)
⊥Lg0 .
Then there exist ǫ > 0, an open neighbourhood U of ω
ω ∈ U ⊂W 1,2g0 (M)
and a smooth function h : BR
m+1
ǫ (0) −→ H0(ω)⊥Lg0 such, that
{w ∈ U | Π∇J(w) = 0}
={uα,β = (1 + α)ω + βiei + h(α, β) | (α, β) ∈ Bm+1ǫ (0)}
with
‖h(α, β)‖ = O(|α|2 + ‖β‖2),
where ∇J is gradient of ∂J with respect to the scalar product 〈·, ·〉Lg0 .
We call w ∈ U a pseudo critical point related to ω, if Π
H0(ω)
⊥Lg0
∇J(w) = 0.
Thus the construction above parametrizes in a neighbourhood of ω the set of
pseudo critical points related to ω; and clearly every critical point of J is a
pseudo critical point related to ω as well.
For the sake of clarity consider uα,β > 0 close to ω solving
Π
H0(ω)
⊥Lg0
∇J(uα,β) = 0.
Then
∂J(uα,β)f = 2k
2−n
n
uα,β
∫
(Lg0uα,β −
ruα,β
kuα,β
Ku
n+2
n−2
α,β )f,
so ∇J(uα,β) = uα,β solves
Lg0uα,β = 2k
2−n
n
uα,β (Lg0uα,β −
ruα,β
kuα,β
u
n+2
n−2
α,β ).
Thus Πuα,β = 0 implies
Lg0uα,β −
ruα,β
kuα,β
Ku
n+2
n−2
α,β =
k
n−2
n
uα,β
2
Lg0uα,β
=
k
n−2
n
uα,β
2
〈uα,β , ω‖ω‖〉Lg0Lg0
ω
‖ω‖ +
k
n−2
n
uα,β
2
m∑
j=1
〈uα,β , ej〉Lg0Lg0ej
=[
∫
(Lg0uα,β −
ruα,β
kuα,β
Ku
n+2
n−2
α,β )
w
‖w‖ ]Lg0
w
‖w‖
+
m∑
j=1
[
∫
(Lg0uα,β −
ruα,β
kuα,β
Ku
n+2
n−2
α,β )ej ]Lg0ej
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Proof of lemma 3.7.
The statement is a mere application of the implicit function theorem to
W 1,2(M) = H0(ω)⊕Lg0 H0(ω)⊥Lg0 −→ H0(ω)⊥Lg0 : u −→ Π∇J(u). (3.15)
Indeed Π∇J(ω) = 0, since ∇J(ω) = 0. Moreover
∇(Π∇J)(ω) = Π∇2J(ω). (3.16)
and from (3.4) and (3.5) we have isomorphy
∇2J(ω)⌊
H0(ω)
⊥Lg0
: H0(ω)
⊥Lg0 ≃−→ H0(ω)⊥Lg0 . (3.17)
As Π is the identity operator on H0(ω)
⊥Lg0 , we obtain
∇
H0(ω)
⊥Lg0
(Π∇J)(ω) = ∇2J(ω)⌊
H0(ω)
⊥Lg0
(3.18)
and therefore isomorphy of ∇
H0(ω)
⊥Lg0
(Π∇J)(ω) as well.
Finally the estimate on h follows from (3.2).
Using Moser iteration one may improve this result to a smooth setting.
Proposition 3.8 (Smoothness of uα,β).
For any k ∈ N we have w, ei, uα,β, hα,β ∈ Ck and
‖h(α, β)‖Ck −→ 0 as |α|+ ‖β‖ −→ 0.
Proof of proposition 3.8.
In view of lemma 3.6 let us write
uα,β = (1 + α)ω + β
iei + h(α, β). (3.19)
The equation solved by uα,β is Π∇J = 0, which is equivalent to
Lg0uα,β − (rK¯)uα,βu
n+2
n−2
α,β =[
∫
(Lg0uα,β − (rK¯)uα,βu
n+2
n−2
α,β )
ω
‖ω‖ ]Lg0
ω
‖ω‖
+
m∑
i=1
[
∫
(Lg0uα,β − (rK¯)uα,βu
n+2
n−2
α,β )ei]Lg0ei
(3.20)
In particular Lg0uα,β = Puα,β + vα,β with ‖vα,β‖W−1,2g0 (M) = O(|α|+ ‖β‖) and
‖P‖
L
n
2 (Br(x0))
r→0−→ 0 for all x0 ∈M. (3.21)
Let p ≥ 1 and consider a suitable cut-off function η ∈ C10 (B2r(x0)). For
wα,β = u
2p−1
α,β η
2 and wα,β = u
p
α,βη (3.22)
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one obtains using Young’s inequality and absorption
|∇wα,β |2g0 ≤ cp(〈∇uα,β ,∇wα,β〉g0 + u2pα,β|∇η|2g0) (3.23)
and thus∫
Lg0wα,βwα,β =
∫
cn|∇wα,β|2g0 +Rg0w2α,β
≤cn,p
∫
Lg0uα,βwα,β + u
2p
α,β|∇η|2g0
=cn,p
∫
Puα,βwα,β + vα,βwα,β + u
2p
α,β |∇η|2g0 .
(3.24)
As w2α,β = uα,βwα,β and wα,β = wα,βu
p−1
α,β η one may absorb via (3.21) to get∫
Lg0wα,βwα,β ≤Cn,p(‖vα,βup−1α,β ‖2
L
2n
n+2
+ ‖u2pα,β‖L1g0 ). (3.25)
Suppose uα,β ∈ Lr, r ≥ 2nn−2 . We then get for p = r2 using Ho¨lder’s inequality∫
Lg0wα,βwα,β ≤Cn,p(‖vα,β‖2
L
nr
n+r
g0
‖uα,β‖r−2Lrg0 + ‖uα,β‖
r
Lrg0
)
≤Cn,p(‖vα,β‖r
L
nr
n+r
g0
+ ‖uα,β‖rLrg0 ).
(3.26)
whence using a suitable covering M =
∑m
i=1Bri(xi) we get
‖uα,β‖2
L
n
n−2
r
g0
≤ Cn,p(‖vα,β‖r
L
nr
n+r
g0
+ ‖uα,β‖rLrg0 ). (3.27)
Note, that in case |α|+ ‖β‖ = 0 we have uα,β = ω and vα,β = 0, whence
by iteration of (3.27) one obtains w ∈ Lpg0 for all 1 ≤ p <∞. Due to
Lg0ω = Kω
n+2
n−2 and Lg0ej =
n+ 2
n− 2Kω
4
n−2 ej
this gives ω, ej ∈ C∞ by standard regularity arguments.
Recalling (3.20) this implies vα,β ∈ Ck and
‖vα,β‖Ck = O(|α| + ‖β‖) (3.28)
Thus we obtain by iteration of (3.27)
∀ 1 ≤ q <∞ : sup
|α|+‖β‖<ǫ
‖uα,β‖Lqg0 <∞. (3.29)
and therefore sup|α|+‖β‖<ǫ ‖uα,β‖Ck <∞. Since by the very definition of uα,β
‖h(α, β)‖ −→ 0 for |α|+ ‖β‖ −→ 0, (3.30)
this convergence generalizes to all Ck by compact embedding.
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Note, that due to scaling invariance
Π∇J(ω) = 0⇐⇒ ∀ α > 0 : Π∇J(αω) = 0.
Thus we may reparametrise the pseudo critical points related to ω as
uα,β = α(ω + β
iei + h(β)), h(β) ⊥Lg0 H0(ω),
where ‖h(β)‖ = O(‖β‖2) and ‖h(β)‖Ck −→ 0 as ‖β‖ −→ 0.
3.4 Critical points at infinity
Definition 3.9 (A neighbourhood of critical points at infinity).
Let ω ≥ 0 solve Lg0ω = Kω
n+2
n−2 , p ∈ N and ε > 0 sufficiently small.
For u ∈ W 1,2g0 (M) we define
Au(ω, p, ε) = {(α, βk, αi, λi, ai) ∈ (R+,Rm,Rp+,Rp+,Mp) |
∀
i6=j
λ−1i , λ
−1
j , εi,j , |1−
rα
4
n−2
i K(ai)
4n(n− 1)k |,
|1− rα
4
n−2
k
|, ‖β‖, ‖u− uα,β − αiϕai,λi‖ < ε },
where recalling lemma 3.5 we have
εi,j = (
λj
λi
+
λi
λj
+ λiλjγnG
2
2−n
g0 (ai, aj))
2−n
2 .
In case p > 0 we call
V (ω, p, ε) = {u ∈ W 1,2g0 (M) | Au(ω, p, ε) 6= ∅}
a neighbourhood of a critical point at infinity.
Keep in mind, that k ≡ 1 and r ց r∞ along a flow line. We would like to
make a remark on two special cases.
(i) If ω = 0, then uα,β = 0. So the conditions on α and βk are trivial. Thus
the sets Au(0, p, ε) and V (0, p, ε) naturally reduce to
Au(p, ε) = {(αi, λi, ai) ∈ (Rp+,Rp+,Mp) |
∀
i6=j
λ−1i , λ
−1
j , εi,j, |1−
rα
4
n−2
i K(ai)
4n(n− 1)k |, ‖u− α
iϕai,λi‖ < ε }
and V (p, ε) = {u ∈ W 1,2g0 (M) | Au(p, ε) 6= ∅}.
(ii) V (ω, 0, ε) corresponds to a neighbourhood the critical point line
{αω | α > 0}.
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So proposition 3.1 states, that every sequence u(tk) is precompact with respect
to V (ω, p, ε) in the sense, that up to a subsequence for any ε > 0 we find an
index k0, for which utk ∈ V (w, p, ε) for some p ≥ 0 and all k ≥ k0.
The subsequent reduction by minimization, whose prove we postpone to the
appendix, makes the representation in V (ω, p, ε) unique.
Proposition 3.10 (Optimal choice).
For every ε0 > 0 there exists ε1 > 0 such, that for u ∈ V (ω, p, ε) with ε < ε1
inf
(α˜,β˜k,α˜i,a˜i,λ˜i)∈Au(ω,p,2ε0)
∫
Ku
4
n−2 |u− uα˜,β˜ − α˜iϕa˜i,λ˜i |2
admits an unique minimizer (α, βk, αi, ai, λi) ∈ Au(ω, p, ε0) and we define
ϕi = ϕai,λi , v = u− uα,β − αiϕi, εi,j = (
λj
λi
+
λi
λj
+ λiλjγnG
2
2−n
g0 (ai, aj))
2−n
2 .
Moreover (α, βk, αi, ai, λi) depends smoothly on u.
Thus for a sequence ul ∈ V (ω, p, εl), εl −→ 0 we may assume, that for each ul
there exists an unique representation in Aul(ω, p, ε0), say
ul = uαl,βl + α
i,lϕai,l,λi,l + vl, (αl, βk,l, αi,l, ai,l, λi,l) ∈ Aul(ω, p, ε0)
and we have (αl, βk,l, αi,l, ai,l, λi,l) ∈ Aul(ω, p, ǫl) for suitable ǫl −→ 0.
The error term v = u− uα,β − αiϕi is with respect to the scalar product
〈·, ·〉
Ku
4
n−2
=
∫
·Ku 4n−2 ·
orthogonal to
〈uα,β , ∂βiuα,β, ϕi,−λi∂λiϕi,
1
λi
∇aiϕi〉
and due to |δJ(u)| −→ 0 almost orthogonal with respect to
〈·, ·〉Lg0 =
∫
·Lg0 ·
Definition 3.11 (The orthogonal bundle H(ω, p, ε)).
For u ∈ V (ω, p, ε) let
Hu(ω, p, ε) = 〈uα,β , ∂βiuα,β, ϕi,−λi∂λiϕi,
1
λi
∇aiϕi〉
⊥
Ku
4
n−2
in case ω > 0 and in case ω = 0
Hu(p, ε) = 〈ϕi,−λi∂λiϕi,
1
λi
∇aiϕi〉
⊥
Ku
4
n−2
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Orthogonality of the error term v implies smallness of linear interactions.
Subsequently we will even show, that essentially v is negligible.
Lemma 3.12 (Linear v-type interactions).
On V (ω, p, ε) for ε > 0 small we have
(i)
∫
Lg0φk,iv = o(
1
λ
n−2
2
i
+
∑p
i6=j=1 εi,j) +O(‖v‖2)
(ii)
∫
Lg0uα,βv = o(
∑
r
1
λ
n−2
2
r
) +O(‖v‖2 + |δJ(u)|2)
(iii)
∫
Ku
n+2
n−2φk,i =
∫
K(uα,β + α
jϕj)
n+2
n−2φk,i +O(‖v‖2)
(iv)
∫
Ku
n+2
n−2uα,β =
∫
K(uα,β + α
jϕj)
n+2
n−2uα,β +O(‖v‖2)
and more precisely for u ∈ V (p, ε)
∫
Lg0φk,iv = o(
1
λn−2i
+
p∑
i6=j=1
εi,j) +O(
|∇Ki|2
λ2i
+ ‖v‖2).
We use Ki as a short hand notation for K(ai), ∇Ki for ∇K(ai) etc.
Proof of lemma 3.12.
We first calculate the bubble type interactions. Recall
φk,i = dk,iϕi, where (dk,i)k=1,2,3 = (1,−λi∂λi ,
1
λi
∇ai). (3.31)
By lemma 3.3 one obtains∫
Lg0φk,iv =
∫
dk,iLg0ϕiv
=4n(n− 1)
∫
Bα(ai)
dk,iϕ
n+2
n−2
i v + o(
1
λn−2i
) +O(‖v‖2),
(3.32)
whence with ck > 0∫
Lg0φk,iv =ck
∫
ϕ
4
n−2
i φk,iv + o(
1
λn−2i
) +O(‖v‖2). (3.33)
Moreover we have∫
(K −Ki)ϕ
4
n−2
i φk,iv =o(
1
λn−2i
) +O(
|∇Ki|2
λ2i
+ ‖v‖2) (3.34)
and thus∫
Lg0φk,iv = ck
∫
K
Ki
ϕ
4
n−2
i φk,iv + o(
1
λn−2i
) +O(
|∇Ki|2
λ2i
+ ‖v‖2). (3.35)
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Expanding u
4
n−2 = (αjϕj + v)
4
n−2 in case u ∈ V (p, ε) we have
0 =
∫
Ku
4
n−2φk,iv =
∫
[αjϕj≥v]
K(αjϕj)
4
n−2φk,iv +O(‖v‖2), (3.36)
whence ∫
K(αjϕj)
4
n−2φk,iv = O(‖v‖2). (3.37)
Thus we obtain, since |φk,i| ≤ Cϕi,
O(‖v‖2) =
∫
K(αjϕj)
4
n−2φk,iv
=
∫
[αiϕi≥
∑p
i6=j=1 αjϕj ]
K(αiϕi +
p∑
i6=j=1
αjϕj)
4
n−2φk,iv
+
∫
[αiϕi<
∑p
i6=j=1 αjϕj ]
K(αiϕi +
p∑
i6=j=1
αjϕj)
4
n−2φk,iv
=
∫
[αiϕi≥
∑p
i6=j=1 αjϕj ]
K(αiϕi)
4
n−2φk,iv +O(
p∑
i6=j=1
∫
ϕ
4
n−2
j ϕi|v|)
=
∫
K(αiϕi)
4
n−2φk,iv +O(
p∑
i6=j=1
∫
ϕ
4
n−2
j ϕi|v|).
(3.38)
Using lemma 3.5 we have ‖ϕ
4
n−2
j ϕi‖L 2nn+2 = O(εi,j) for i 6= j. This gives∫
K(αiϕi)
4
n−2φk,iv =o(εi,j) +O(‖v‖2) (3.39)
Plugging this into (3.35) we conclude
∫
Lg0φk,iv =o(
1
λn−2i
+
p∑
i6=j=1
εi,j) +O(
|∇Ki|2
λ2i
+ ‖v‖2). (3.40)
Expanding u
4
n−2 = (uα,β + α
iϕi + v)
4
n−2 in case u ∈ V (ω, p, ε) we have
0 =
∫
Ku
4
n−2φk,iv =
∫
K(uα,β + α
jϕj + v)
4
n−2φk,iv
=
∫
[uα,β+αjϕj≥v]
K(uα,β + α
jϕj)
4
n−2φk,iv +O(‖v‖2)
(3.41)
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and thus
O(‖v‖2) =
∫
K(uα,β + α
jϕj)
4
n−2φk,iv
=
∫
[ϕi≥uα,β+
∑p
i6=j=1 ϕj]
K(uα,β + α
jϕj)
4
n−2φk,iv
+
∫
[ϕi<uα,β+
∑p
i6=j=1 ϕj ]
K(uα,β + α
jϕj)
4
n−2φk,iv
=
∫
[ϕi≥uα,β+
∑p
i6=j=1 ϕj]
K(αiϕi)
4
n−2φk,iv
+O(
∫
[ϕi≥uα,β+
∑p
i6=j=1 ϕj ]
ϕ
4
n−2
i (uα,β +
p∑
i6=j=1
ϕj)|v|
+
∫
[ϕi<uα,β+
∑p
i6=j=1 ϕj ]
(uα,β +
p∑
i6=j=1
ϕj)
4
n−2ϕi|v|).
(3.42)
This gives∫
K(αiϕi)
4
n−2φk,iv
=O(
∫
[ϕi≥uα,β ]
ϕ
4
n−2
i uα,β|v|+
∫
[ϕi≥
∑p
i6=j=1 ϕj ]
ϕ
4
n−2
i
p∑
i6=j=1
ϕj |v|
+
∫
[ϕi<uα,β ]
(uα,β)
4
n−2ϕi|v|+
∫
[ϕi<
∑p
i6=j=1 ϕj ]
(
p∑
i6=j=1
ϕj)
4
n−2ϕi|v|),
(3.43)
whence by Ho¨lder’s inequality, direct integration and lemma 3.5∫
Kϕ
4
n−2
i φk,iv =o(
1
λ
n−2
2
i
+
p∑
i6=j=1
εi,j) +O(‖v‖2). (3.44)
Plugging this into (3.35) we conclude∫
Lg0φk,iv =o(
1
λ
n−2
2
i
+
p∑
i6=j=1
εi,j) +O(‖v‖2). (3.45)
Next we calculate for u ∈ V (ω, p, ε) as before
0 =
∫
Ku
4
n−2uα,βv =
∫
K(uα,β + α
iϕi)
4
n−2uα,βv +O(‖v‖2)
=
∫
Ku
n+2
n−2
α,β v
+O(
∫
uα,β≥αiϕi
u
4
n−2
α,β ϕi|v|+
∫
uα,β<αiϕi
(αiϕi)
4
n−2uα,β|v|+ ‖v‖2)
=
∫
Ku
n+2
n−2
α,β v + o(
∑
r
1
λ
n−2
2
r
) +O(‖v‖2),
(3.46)
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whence due to (3.46) and Π∇J(uα,β) = 0, cf. the remark on lemma 3.7∫
Lg0uα,βv =
∫
(Lg0uα,β − (rK¯)uα,βu
n+2
n−2
α,β )v
+ o(
∑
r
1
λ
n−2
2
r
) +O(‖v‖2)
=
∫
(Lg0uα,β − (rK¯)uα,βu
n+2
n−2
α,β )
ω
‖ω‖
∫
Lg0
ω
‖ω‖v
+
m∑
i=1
∫
(Lg0uα,β − (rK¯)uα,βu
n+2
n−2
α,β )ei
∫
Lg0eiv
+ o(
∑
r
1
λ
n−2
2
r
) +O(‖v‖2).
(3.47)
This gives∫
Lg0uα,βv =
∫
(Lg0u− (rK¯)uα,βu
n+2
n−2 )ω
∫
Lg0ωv
+
m∑
i=1
∫
(Lg0u− (rK¯)uα,βu
n+2
n−2 )ei
∫
Lg0eiv
+ o(
∑
r
1
λ
n−2
2
r
) +O(‖v‖2)
=O(|( r
k
)uα,β − (
r
k
)u|2)
+ o(
∑
r
1
λ
n−2
2
r
) +O(‖v‖2 + |δJ(u)|2).
(3.48)
Note, that∫
(Lg0u− (rK¯)uu
n+2
n−2 )uα,β =
∫
Lg0uα,βuα,β − (rK¯)uu
2n
n−2
α,β
+O(
∑
r
1
λ
n−2
2
r
+ ‖v‖),
(3.49)
whence as a rough estimate
(
r
k
)uα,β − (
r
k
)u =O(
∑
r
1
λ
n−2
2
r
+ ‖v‖+ |δJ(u)|). (3.50)
This proves ∫
Lg0uα,βv = o(
∑
r
1
λ
n−2
2
r
) +O(‖v‖2 + |δJ(u)|2). (3.51)
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Moreover for u ∈ V (ω, p, ε)∫
Ku
n+2
n−2φk,i =
∫
K(uα,β + α
jϕj)
n+2
n−2φk,i
+
n+ 2
n− 2
∫
K(uα,β + α
jϕj)
4
n−2φk,iv +O(‖v‖2)
(3.52)
and we simply estimate
0 =
∫
Ku
4
n−2φk,iv =
∫
K(uα,β + α
jϕj)
4
n−2φk,iv +O(‖v‖2). (3.53)
3.5 Convergence versus critical points at infinity
Due to the Lojasiewicz inequality one has along a flow line either convergence
or a time sequence blowing up.
Proposition 3.13 (Unicity of a limiting critical point).
If a sequence u(tk) converges in L
2n
n−2 to a critical point u∞ of J , then
u −→ u∞ in C∞ as t −→ ∞
with at least polynomial, but generically exponential convergence rate in Ck,α.
More precisely genericity arises from the fact, that generically the second
variation is non degenerate, cf. lemma 3.6, and exponential speed of convergence
holds true, whenever the limiting critical point is non degenerate.
In particular the proposition implies, that in order to show flow convergence
we have to exclude the case of blow up, so we may assume the latter case arguing
by contradiction.
Proof of proposition 3.13. ([13], proposition 2.6)
Suppose ‖u(τl)− ω‖
L
2n
n−2
−→ 0 as τl ր∞, but ‖u− ω‖
L
2n
n−2
6−→ 0 as t −→∞.
For ε0 > 0 small we then find a decomposition
a1 < b1 < a2 < b2 < . . . < bm−1 < am < bm < am+1 < . . . (3.54)
such, that ∑
m
(am, bm) = {t > 0 | ‖u− ω‖
L
2n
n−2
< ε0} (3.55)
and for a subsequence τl ∈ (aml , bml).
‖u(bml)− u(τl)‖
n
n−2
L
2n
n−2
= (
∫
|u(bml)− u(τl)|
2n
n−2 )
1
2
≤c(
∫
|u nn−2 (bml)− u
n
n−2 (τl)|2) 12 = c‖u nn−2 (bml)− u
n
n−2 (τl)‖L2
≤c
∫ bml
τl
‖∂tu nn−2 ‖L2 ≤ c
∫ bml
aml
|δJ(u)|,
(3.56)
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whence according to proposition 2.11 we may assume
bml − aml −→∞. (3.57)
Passing to a subsequence we thus may inductively decompose
[aml1 , bml1 ) =
m1∑
k=1
[sk, tk), 2
k ≤ tk − sk < c2k+1, c ∈ [1, 3) (3.58)
and
[aml2 , bml2 ) =
m2∑
k=m1+1
[sk, tk), 2
k ≤ tk − sk < c2k+1, c ∈ [1, 3) (3.59)
and so on.
By analyticity of J we may use the Lojasiewicz inequality
∃ C > 0, γ ∈ (0, 1] ∀ u ∈ Bε0(ω) : |J(u)− J(ω)| ≤ C‖∂J(u)‖1+γ , (3.60)
cf. [21], Theorem 4.1. Clearly J(ω) = J∞ = r∞ and along a flow line we have
‖∂J(u)‖ ≤ C|δJ(u)|. (3.61)
Thus for t ∈ (sk, tk)
∂tJ(u) ≤− c|δJ(u)|2 ≤ −C(J(u)− J∞) 2γ+1 . (3.62)
Without loss of generality γ < 1, whence ∂t(J(u)− J∞)
γ−1
γ+1 ≥ c and
(J(u(tk))− J∞)
γ−1
γ+1 ≥(J(u(sk))− J∞)
γ−1
γ+1 + c(tk − sk) (3.63)
and in particular J(u(tk))− J∞ ≤ c(tk − sk)
γ+1
γ−1 . We conclude
(
∫ tk
sk
|δJ(u)|)2
≤(tk − sk)
∫ tk
sk
|δJ(u)|2 ≤ c(tk − sk)(J(u(sk))− J(u(tk))
≤c(tk − sk)(J(u(sk))− J∞) ≤ c(tk − sk)(J(u(tk−1))− J∞)
≤c(tk − sk)(tk−1 − sk−1)
γ+1
γ−1 ≤ c22k+1(2k−1)
γ+1
γ−1 ≤ c(2 2γγ−1 )k−1
(3.64)
having used Jensen’s inequality. Consequently
∑
ml
∫ bml
aml
|δJ(u)| =
∑
k
∫ tk
sk
|δJ(u)| <∞, (3.65)
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whence liml→∞
∫ bml
aml
|δJ(u)| = 0. This contradicts (3.56) and we conclude
u −→ ω in L 2nn−2 as t −→∞. (3.66)
Now let x0 ∈M . Then ‖R‖
L
n
2
µ (Br(x0))
= o(r) by proposition 2.11, whence
Lg0u = Ru
n+2
n−2 = Pu with ‖P‖
L
n
2
g0
(Br(x0))
= o(r). (3.67)
Lemma 7.2 then shows supt≥0 ‖u‖Lpg0 <∞ for all p ≥ 1 and due to
−cn∆g0u =(R− rK¯)u
n+2
n−2 + rK¯u
n+2
n−2 −Rg0u (3.68)
and proposition 2.11 it follows, that (−∆u) ⊂ Lp and applying Calderon-
Zygmund estimates, that (u) ⊂W 2,p →֒ L∞ is uniformly bounded.
Then lemma 2.3 shows 0 < c < u < C <∞. Due to proposition 2.11 we
have
∫ |R− rK¯|pdµ −→ 0 for all p ≥ 1. With this at hand one may
repeat the arguments proving proposition 2.8 to show
|u(x1, t1)− u(x2, t2)| ≤ C(α)(|t1 − t2|α2 + d(x1, x2)α), (3.69)
for all x1, x2 ∈M and 0 ≤ t1, t2 <∞, |t1 − t2| ≤ 1, where
0 < α < min{ 4
n
, 1}. (3.70)
By standard regularity arguments then (u) ⊂ Ck,α is uniformly bounded.
As for the speed of convergence note, that as before we have
∂t(J(u)− J∞)
γ−1
γ+1 ≥ c. (3.71)
From this we obtain polynomial convergence of J(u), namely
0 < J(u)− J∞ < C
(1 + t)
1+γ
1−γ
. (3.72)
Moreover
∂t‖u nn−2 − ω nn−2 ‖L2 ≤c|δJ(u)| (3.73)
and applying once more the Lojasiewicz inequality (3.60)
∂t(J(u)− J∞)
γ
1+γ ≤ −c(J(u)− J∞)
γ
1+γ−1|δJ(u)|2
≤− c(J(u)− J∞)− 11+γ ‖∂J(u)‖|δJ(u)| ≤ −c|δJ(u)|,
(3.74)
whence
∂t‖u nn−2 − ω nn−2 ‖L2 ≤ −C∂t(J(u)− J(∞))
γ
1+γ . (3.75)
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We conclude polynomial convergence u −→ ω in L 2nn−2 via
‖u− ω‖
n
n−2
L
2n
n−2
≤C‖u nn−2 − ω nn−2 ‖L2 ≤ C(J(u)− J(∞))
γ
1+γ
≤ C
(1 + t)
γ
1−γ
.
(3.76)
With uniform boundedness at hand we may use Sobolev space interpolation
‖v‖Wk,p ≤ C(k, p)‖v‖
1
2
Wk−1,p
‖v‖ 12
Wk+1,p
(3.77)
to conclude polynomial convergence at least in each Sobolev or Ho¨lder space.
Note, that in case γ = 1 we have
∂t(J(u)− J∞) ≤ −c|δJ(u)|2 ≤ −C|J(u)− J∞|, (3.78)
whence J(u)ց J∞ with convergence at exponential rate. Moreover
∂t‖u nn−2 − ω nn−2 ‖L2 ≤ c|δJ(u)| (3.79)
and
∂t(J(u)− J∞)) 12 ≤ −c(J(u)− J∞)− 12 |δJ(u)|2 ≤ −C|δJ(u)|. (3.80)
By the same arguments as before we conclude u −→ ω at exponential
rate in every Sobolev or Ho¨lder space in case γ = 1.
In the generic case En+2
n−2
(ω) = ∅, cf. lemma 3.6, however the Lojasiewicz in-
equality (3.60) holds with optimal exponent γ = 1.
Indeed J(u) = J(ω) for u ∈ 〈ω〉 = H0(ω) by scaling invariance and
|J(u)− J(ω)| ≤ |u− ω|2 and |δJ(u)| ≥ c|u− ω| (3.81)
for u ∈ 〈ω〉⊥Lg0 = H0(ω)⊥Lg0 = kern(∂2J(ω)).
4 Case ω=0
The starting point in this section is a flow line u ∈ V (p, ε), that we study by
analysing the evolution of the parameters αi, λi, ai in the representation
u = αiϕi + v = α
iϕai,λi + v
given by proposition 3.10. To that end we test the flow equation
∂tu = − 1
K
(R − rK¯)
with ϕi, λi∂λiϕi and
1
λi
∇aiϕi, cf. definition 3.4.
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Lemma 4.1 (The shadow flow).
For u ∈ V (p, ε) with ε > 0 and
σk,i = −
∫
(Lg0u− rK¯u
n+2
n−2 )φk,i, i = 1, . . . , p, k = 1, 2, 3
we have by testing K∂tu = −(R− rK¯)u with u 4n−2φk,i
(i)
α˙i
αi
=
α
n+2
2−n
i
c1Ki
σ1,i(1 + o 1
λi
(1)) +R1,i
(ii)
− λ˙i
λi
=
α
n+2
2−n
i
c2Ki
σ2,i(1 + o 1
λi
(1)) +R2,i
(iii)
λia˙i =
α
n+2
2−n
i
c3Ki
σ3,i(1 + o 1
λi
(1)) +R3,i
with constants ck > 0 given in lemma 3.5 and
Rk,i = O(
∑
r 6=s
ε2r,s + ‖v‖2 + |δJ(u)|2)k,i.
Proof of lemma 4.1.
For each i, j = 1, . . . , p, k = 1, 2, 3 let
(ξ˙1,j , ξ˙2,j , ξ˙3,j) = (α˙j ,−αj λ˙j
λj
, αjλj a˙j) (4.1)
and recall
φk,i = dk,iϕi = (ϕi,−λi∂λiϕi,
1
λi
∇aiϕi). (4.2)
Testing K∂tu = −(R− rK¯)u with u 4n−2φk,i we obtain using
∫
Ku
4
n−2φk,iv = 0
σk,i =
∫
∂tuKu
4
n−2φk,i =
∫
∂t(α
jϕj + v)Ku
4
n−2φk,i
=ξ˙l,j
∫
Ku
4
n−2φl,jφk,i −
∫
Kv[∂tu
4
n−2φk,i + u
4
n−2 ∂tφk,i].
(4.3)
Note, that∫
Ku
4
n−2φl,jφk,i =
∫
K(αmϕm)
4
n−2φl,jφk,i +O(‖v‖)k,i,l,j
=ckα
4
n−2
i Kiδklδij +O(
|∇Ki|
λi
+
1
λ2i
+
1
λn−2i
)k,lδij
+O(
p∑
i6=m=1
εi,m + ‖v‖)k,i,l,j .
(4.4)
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Indeed∫
K(αmϕm)
4
n−2φl,jφk,i
=
∫
[ϕi≥
∑p
i6=m=1 ϕm]
K(αiϕi)
4
n−2φl,jφk,i
+
p∑
i6=m=1
O(
∫
[ϕi≥
∑p
i6=m=1 ϕm]
ϕ
4
n−2
i ϕjϕm +
∫
[ϕi<
∑p
i6=m=1 ϕm]
ϕ
4
n−2
m ϕjϕi),
(4.5)
whence by means of lemma 3.5 we have∫
K(αmϕm)
4
n−2φl,jφk,i
=
∫
[ϕi≥
∑p
i6=m=1 ϕm]
K(αiϕi)
4
n−2φl,jφk,i +O(
p∑
i6=m=1
εi,m)
=
∫
K(αiϕi)
4
n−2φl,jφk,i
+O(
∫
[ϕi<
∑p
i6=m=1 ϕm]
ϕ
n+2
n−2
i ϕj +
p∑
i6=m=1
εi,m)
=α
4
n−2
i
∫
Kϕ
4
n−2
i φl,jφk,i +O(
p∑
i6=m=1
εi,m)
=α
4
n−2
i δij
∫
Kϕ
4
n−2
i φl,iφk,i +O(
p∑
i6=m=1
εi,m)
=α
4
n−2
i δijδkl
∫
Kϕ
4
n−2
i φ
2
k,i + O(
1
λ2i
+
1
λn−2i
)δij +O(
p∑
i6=m=1
εi,m).
(4.6)
From this (4.4) follows. Moreover we may write∫
Ku
4
n−2 ∂tφk,iv = O(‖v‖)i,k,l,j ξ˙l,j (4.7)
using |∂αφk,i|, |λi∂λiφk,i|, | 1λi∇aiφk,i| ≤ Cϕi and estimate
|
∫
Kv∂tu
4
n−2Φk,i| = 4
n− 2 |
∫
v(R − rK¯)u 4n−2φk,i|
≤C
∫
|R− rK¯ |u 4n−2ϕi|v| = C
∫
|R− rK¯|u 4n−2 |u− v||v|
≤C
∫
|R− rK¯ |u n+2n−2 |v|+ C
∫
|R− rK¯|u 4n−2 |v|2
≤C(‖R− rK¯‖
L
2n
n+2
µ
‖v‖+ ‖R− rK¯‖
L
n
2
µ
‖v‖2)
(4.8)
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using |φk,i| ≤ Cϕi, whence according to proposition 2.11 we obtain∫
Kv∂tu
4
n−2Φk,i = O(|δJ(u)|2 + ‖v‖2). (4.9)
Thus plugging (4.4), (4.7) and (4.9) into (4.3) we obtain for
Ξk,i,l,j =ckα
4
n−2
i Kiδklδij
+O(
|∇Ki|
λi
+
1
λ2i
+
1
λn−2i
)k,lδij +O(
p∑
i6=m=1
εi,m + ‖v‖)k,i,l,j
(4.10)
the identity
Ξk,i,l,j ξ˙
l,j = σk,i +O(‖v‖2 + |δJ(u)|2)k,i. (4.11)
For the inverse Ξ−1 of Ξ we then have
Ξ−1k,i,l,j =
α
4
2−n
ckKi
δklδij
+O(
|∇Ki|
λi
+
1
λ2i
+
1
λn−2i
)k,lδij +O(
p∑
i6=m=1
εi,m + ‖v‖)k,i,l,j
(4.12)
and the claim follows, since by definition σk,i = O(|δJ(u)|).
Consequently our task is two folded. We have to carefully evaluate σk,i by
expansion and find suitable estimates on the error term v.
Proposition 4.2 (Analysing σk,i).
On V (p, ε) for ε > 0 small we have with constants b1, . . . , e4 > 0
(i)
σ1,i =4n(n− 1)αi[ rα
4
n−2
i Ki
4n(n− 1)k − 1]
∫
ϕ
2n
n−2
i
+ 4n(n− 1)
p∑
i6=j=1
αj [
rα
4
n−2
j Kj
4n(n− 1)k − 1]b1εi,j
+ d1αi
Hi
λn−2i
+ e1
rα
n+2
n−2
i
k
∆Ki
λ2i
+ b1
rα
4
n−2
i Ki
k
p∑
i6=j=1
αjεi,j +R1,i
(ii)
σ2,i =− 4n(n− 1)αi[ rα
4
n−2
i Ki
4n(n− 1)k − 1]
∫
ϕ
n+2
n−2
i λi∂λiϕi
− 4n(n− 1)b2
p∑
i6=j=1
αj [
rα
4
n−2
j Kj
4n(n− 1)k − 1]λi∂λiεi,j + d2αi
Hi
λn−2i
+ e2
rα
n+2
n−2
i
k
∆Ki
λ2i
− b2 rα
4
n−2
i Ki
k
p∑
i6=j=1
αjλi∂λiεi,j +R2,i
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(iii)
σ3,i =4n(n− 1)αi[ rα
4
n−2
i Ki
4n(n− 1)k − 1]
∫
ϕ
n+2
n−2
i
1
λi
∇aiϕi
+ 4n(n− 1)b3
p∑
i6=j=1
αj [
rα
4
n−2
j Kj
4n(n− 1)k − 1]
1
λi
∇aiεi,j
+
rα
n+2
n−2
i
k
[e3
∇Ki
λi
+ e4
∇∆Ki
λ3i
]
+ b3
rα
4
n−2
i Ki
k
p∑
i6=j=1
αj
λi
∇aiεi,j +R3,i,
where Rk,i = oε(
1
λn−2i
+
∑p
i6=j=1 εi,j)k,i +O(
∑
r 6=s ε
2
r,s + ‖v‖2)k,i.
Proof of proposition 4.2.
By definition and conformal invariance
σk,i =−
∫
(Lg0u− rK¯u
n+2
n−2 )φk,i = −
∫
(R− rK¯)u n+2n−2φk,i. (4.13)
We start evaluating∫
Lg0uφk,i =
∫
Lg0(α
jϕj + v)φk,i = α
j
∫
Lg0ϕjφk,i +
∫
Lg0φk,iv. (4.14)
Using lemmata 3.3 and 3.5 we obtain for α > 0 small
αj
∫
Lg0ϕjφk,i = αi
∫
Lg0ϕiφk,i +
p∑
i6=j=1
αj
∫
Lg0ϕjφk,i
=4n(n− 1)αi
∫
Bα(ai)
ϕ
n+2
n−2
i φk,i
− 2ncnαi
∫
Bα(ai)
(((n− 1)Hi + ri∂riHi)rn−2i ϕ
n+2
n−2
i )φk,i
+ 4n(n− 1)
p∑
i6=j=1
αj
∫
Bα(aj)
ϕ
n+2
n−2
j φk,i + oε(
1
λn−2i
+
p∑
i6=j=1
εi,j)
=4n(n− 1)αi
∫
Bα(ai)
ϕ
n+2
n−2
i φk,i + 4n(n− 1)bk
p∑
i6=j=1
αjdk,iεi,j
− 2ncnαi
∫
Bα(ai)
((n− 1)Hi + ri∂riHi)rn−2i ϕ
n+2
n−2
i )φk,i
+ oε(
1
λn−2i
+
p∑
i6=j=1
εi,j).
(4.15)
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Indeed the curvature related term arising from lemma 3.3 is of order∫
Bα(0)
r2
λi
(
λi
1 + λ2i r
2
)
n−2
2 (
n
n−2+1) = λ−4i O(λi, lnλi, 1) = o(
1
λn−2i
). (4.16)
Thus
αj
∫
Lg0ϕjφk,i
=4n(n− 1)[αi
∫
ϕ
n+2
n−2
i φk,i + bk
p∑
i6=j=1
αjdk,iεi,j ]
− (n− 1)(n− 2)cnαiHi
∫
Bα(0)
rn−2(1,−λi∂λi ,
1
λi
∇)( λi
1 + λ2i r
2
)n
− (n− 2)cnαi∇Hi
∫
Bα(0)
∇rrn−1(1,−λi∂λi ,
1
λi
∇)( λi
1 + λ2i r
2
)n
+ oε(
1
λn−2i
+
p∑
i6=j=1
εi,j)
(4.17)
using γn∇aiG
2
2−n
ai = 2x+O(r
n−1). By radial symmetry we then get
αj
∫
Lg0ϕjφk,i =4n(n− 1)[αi
∫
ϕ
n+2
n−2
i φk,i + bk
p∑
i6=j=1
αjdk,iεi,j ]
− αi(d1 Hi
λn−2i
, d2
Hi
λn−2i
, d3
∇Hi
λn−1i
)
+ oε(
1
λn−2i
+
p∑
i6=j=1
εi,j)
(4.18)
with dk > 0. Inserting this into (4.14) and applying lemma 3.12 gives∫
Lg0uφk,i =
∫
Lg0(α
jϕj + v)φk,i
=4n(n− 1)[αi
∫
ϕ
n+2
n−2
i φk,i + bk
p∑
i6=j=1
αjdk,iεi,j ]
− αi(d1 Hi
λn−2i
, d2
Hi
λn−2i
, d3
∇Hi
λn−1i
) + oε(
1
λn−2i
+
p∑
i6=j=1
εi,j) +O(‖v‖2).
(4.19)
Next from lemma 3.12 we infer∫
Ku
n+2
n−2φk,i =
∫
K(αjϕj)
n+2
n−2φk,i +O(‖v‖2). (4.20)
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Clearly∫
K(αjϕj)
n+2
n−2φk,i
=
∫
[αiϕi≥
∑p
i6=j=1 αjϕj ]
K(αiϕi)
n+2
n−2φk,i +
n+ 2
n− 2(αiϕi)
4
n−2
p∑
i6=j=1
αjϕjφk,i
+
∫
[αiϕi<
∑p
i6=j=1 αjϕj ]
K(
p∑
i6=j=1
αjϕj)
n+2
n−2φk,i
+O(
∫
[ϕi≥ǫ
∑p
i6=j=1 ϕj ]
ϕ
4
n−2
i
p∑
i6=j=1
ϕ2j +
∫
[ǫϕi<
∑p
i6=j=1 ϕj ]
p∑
i6=j=1
ϕ
4
n−2
j ϕ
2
i ),
(4.21)
whence∫
K(αjϕj)
n+2
n−2φk,i
=
∫
K(αiϕi)
n+2
n−2φk,i +
n+ 2
n− 2(αiϕi)
4
n−2
p∑
i6=j=1
αjϕjφk,i
+
∫
K(
p∑
i6=j=1
αjϕj)
n+2
n−2φk,i
+O(
∫
[ϕi≥ǫ
∑p
i6=j=1 ϕj ]
ϕ
4
n−2
i
p∑
i6=j=1
ϕ2j +
∫
[ǫϕi<
∑p
i6=j=1 ϕj ]
p∑
i6=j=1
ϕ
4
n−2
j ϕ
2
i ).
(4.22)
Therefore we obtain applying lemma 3.5∫
K(αjϕj)
n+2
n−2φk,i
=
∫
K(αiϕi)
n+2
n−2φk,i +
n+ 2
n− 2(αiϕi)
4
n−2
p∑
i6=j=1
αjϕjφk,i
+
∫
K(
p∑
i6=j=1
αjϕj)
n+2
n−2φk,i + oε(
p∑
i6=j=1
εi,j).
(4.23)
Moreover note, that for ǫ > 0 sufficiently small
M = ∪pi=1[ϕi > ǫ
p∑
i6=j=1
ϕj ] = ∪pi=1Ai, (4.24)
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whence for Bi = Ai \ ∪pi6=j=1Aj we have M =
∑p
i=1 Bi. This gives
∫
K(
p∑
i6=j=1
αjϕj)
n+2
n−2φk,i =
p∑
i6=j=1
∫
Bj
K(
p∑
i6=j=1
αjϕj)
n+2
n−2φk,i + o(
p∑
i6=j=1
εi,j)
=
p∑
i6=j=1
∫
K(αjϕj)
n+2
n−2φk,i +O(
∑
s6=i,r 6=i
r 6=s
∫
ϕ
4
n−2
r ϕsϕi) + o(
p∑
i6=j=1
εi,j)
(4.25)
and we obtain using Ho¨lder’s inequality and lemma 3.5
∫
K(
p∑
i6=j=1
αjϕj)
n+2
n−2φk,i =
p∑
i6=j=1
∫
K(αjϕj)
n+2
n−2φk,i
+ o(
p∑
i6=j=1
εi,j) +O(
∑
r 6=s
ε2r,s).
(4.26)
Therefore∫
K(αjϕj)
n+2
n−2φk,i =α
n+2
n−2
i
∫
Kϕ
n+2
n−2
i φk,i +
p∑
i6=j=1
α
n+2
n−2
j
∫
Kϕ
n+2
n−2
j φk,i
+
n+ 2
n− 2α
4
n−2
i
p∑
i6=j=1
αj
∫
Kϕ
4
n−2
i φk,iϕj
+ oε(
p∑
i6=j=1
εi,j) +O(
∑
r 6=s
ε2r,s).
(4.27)
By a simple expansion we then get
∫
K(αjϕj)
n+2
n−2φk,i =α
n+2
n−2
i Ki
∫
ϕ
n+2
n−2
i φk,i +
p∑
i6=j=1
α
n+2
n−2
j Kj
∫
ϕ
n+2
n−2
j φk,i
+
n+ 2
n− 2α
4
n−2
i Ki
p∑
i6=j=1
αj
∫
ϕ
4
n−2
i φk,iϕj
+ α
n+2
n−2
i (e1
∆Ki
λ2i
, e2
∆Ki
λ2i
, e3
∇Ki
λi
+ e4
∇∆Ki
λ3i
)
+ oε(
1
λn−2i
+
p∑
i6=j=1
εi,j) +O(
∑
r 6=s
ε2r,s).
(4.28)
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Indeed using (7.11), (7.12), (7.13) we have in case k = 1,∫
(K −Ki)ϕ
n+2
n−2
i φk,i
=
∫
Bλiα(0)
K( 1
λi
·)−K(0)
(1 + r2(1 + 1
λn−2i
rn−2Hai(
·
λi
))
2
2−n )n
+O(
1
λni
)
=
∫
Bλiα(0)
K( 1
λi
·)−K(0)
(1 + r2)n
+O(
1
λn−1i
) = e1
∆Ki
λ2i
+ o(
1
λn−2i
),
(4.29)
where e1 =
1
2n
∫
Rn
r2
(1+r2)n . In case k = 2 we get∫
(K −Ki)ϕ
n+2
n−2
i φk,i
=
n− 2
2
1
λi
∫
Bλiα(0)
(K( 1
λi
·)−Ki)(r2 − 1)
(1 + r2)n+1
+O(
1
λn−1i
)
=e2
∆Ki
λ2i
+ o(
1
λn−2i
),
(4.30)
where e2 =
(n−2)
4n
∫
Rn
r2(r2−1)
(1+r2)n+1 and in case k = 3∫
(K −Ki)ϕ
n+2
n−2
i φk,i =
n− 2
2n
∫
(K −Ki) 1
λi
∇aiϕ
2n
n−2
i
=
n− 2
2n
∇Ki
λi
∫
ϕ
2n
n−2
i +
n− 2
2n
∇ai
λi
∫
(K −Ki)ϕ
2n
n−2
i
=e3
∇Ki
λi
+ e4
∇∆Ki
λ3i
+ o(
1
λn−2i
)
(4.31)
with e3 =
n−2
2n
∫
Rn
1
(1+r2)n , e4 =
n−2
4n2
∫
Rn
r2
(1+r2)n .
Plugging (4.28) into (4.20) gives∫
Ku
n+2
n−2φk,i
=α
n+2
n−2
i Ki
∫
ϕ
n+2
n−2
i φk,i +
p∑
i6=j=1
α
n+2
n−2
j Kj
∫
ϕ
n+2
n−2
j φk,i
+
n+ 2
n− 2α
4
n−2
i Ki
p∑
i6=j=1
αj
∫
ϕ
4
n−2
i φk,iϕj
+ α
n+2
n−2
i (e1
∆Ki
λ2i
, e2
∆Ki
λ2i
, e3
∇Ki
λi
+ e4
∇∆Ki
λ3i
)
+ oε(
1
λn−2i
+
p∑
i6=j=1
εi,j) +O(
∑
r 6=s
ε2r,s + ‖v‖2)
(4.32)
46
and inserting finally (4.19) and (4.32) into (4.13) we conclude
σk,i =− 4n(n− 1)[αi
∫
ϕ
n+2
n−2
i φk,i + bk
p∑
i6=j=1
αjdk,iεi,j ]
+ αi(d1
Hi
λn−2i
, d2
Hi
λn−2i
, d3
∇Hi
λn−1i
)
+ α
n+2
n−2
i
r
k
Ki
∫
ϕ
n+2
n−2
i φk,i +
p∑
i6=j=1
α
n+2
n−2
j
r
k
Kj
∫
ϕ
n+2
n−2
j φk,i
+
n+ 2
n− 2α
4
n−2
i
r
k
Ki
p∑
i6=j=1
αj
∫
ϕ
4
n−2
i φk,iϕj
+ α
n+2
n−2
i
r
k
(e1
∆Ki
λ2i
, e2
∆Ki
λ2i
, e3
∇Ki
λi
+ e4
∇∆Ki
λ3i
)
+ oε(
1
λn−2i
+
p∑
i6=j=1
εi,j) +O(
∑
r 6=s
ε2r,s + ‖v‖2).
(4.33)
The claim follows.
As σ1,i = O(|δJ(u)|) the equations for σ2,i, σ3,i simplify significantly.
Corollary 4.3 (Simplifying σk,i).
On V (p, ε) for ε > 0 small we have with constants b2, . . . , e4 > 0
(i)
σ2,i =d2αi
Hi
λn−2i
+ e2
rα
n+2
n−2
i
k
∆Ki
λ2i
− b2 rα
4
n−2
i Ki
k
p∑
i6=j=1
αjλi∂λiεi,j +R2,i
(ii)
σ3,i =
rα
n+2
n−2
i
k
[e3
∇Ki
λi
+ e4
∇∆Ki
λ3i
] + b3
rα
4
n−2
i Ki
k
p∑
i6=j=1
αj
λi
∇aiεi,j +R3,i,
where
Rk,i = oε(
1
λn−2i
+
p∑
i6=j=1
εi,j)k,i +O(
∑
r 6=s
ε2r,s + ‖v‖2 + |δJ(u)|2)k,i.
Proof of corollary 4.3.
We have
C|δJ(u)| ≥ |
∫
(R− rK¯)u n+2n−2ϕi| = |σ1,i|, (4.34)
whence due to proposition 4.2 for k = 1
rα
4
n−2
i Ki
4n(n− 1)k =1 +O(
1
λn−2i
+
|∆Ki|
λ2i
+
p∑
i6=j=1
εi,j
+
∑
r 6=s
ε2r,s + ‖v‖2 + |δJ(u)|).
(4.35)
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Inserting (4.35) into proposition 4.2 for k = 2, 3 proves the claim, since
∇ai
λi
∫
ϕ
2n
n−2
i , λi∂λi
∫
ϕ
2n
n−2
i = O(
1
λn−2i
). (4.36)
We turn to estimate the error term v. To do so we characterize the first two
derivatives of J at αiϕi = u− v.
Proposition 4.4 (Derivatives on H(p, ε)).
For ε > 0 small let u = αiϕi + v ∈ V (p, ε) and h1, h2 ∈ H = Hu(p, ε).
We then have
(i) ‖∂J(αiϕi)⌊H‖ = O(
∑
r
|∇Kr|
λr
+
|∆Kr|
λ2r
+
1
λn−2r
+
∑
r 6=s
εr,s + ‖v‖2 + |δJ(u)|)
(ii) 1
2
∂2J(αiϕi)h1h2 =k
2−n
n
αiϕi
[
∫
Lg0h1h2 − cnn(n+ 2)
∑
i
∫
ϕ
4
n−2
i h1h2]
+ oε(‖h1‖ ‖h2‖)
Proof of proposition 4.4.
Let in addition h ∈ Hu(p, ε) with ‖h‖ = 1. From proposition 1.1 we then infer
1
2
∂J(αiϕi)h =k
2−n
n
αiϕi
[
∫
Lg0(α
iϕi)h−
∫
(rK¯)αiϕi(α
iϕi)
n+2
n−2h] (4.37)
and
1
2
∂2J(αiϕi)h1h2 =k
2−n
n
αiϕi
[
∫
Lg0h1h2 −
n+ 2
n− 2
∫
(rK¯)αiϕi(α
iϕi)
4
n−2h1h2]
+ oε(‖h1‖‖h2‖),
(4.38)
since, when considering the formula for the second variation, we have∫
Lg0uhi =
r
k
∫
Ku
n+2
n−2hi +O(|δJ(u)|‖hi‖)
=
r
k
∫
Ku
4
n−2 vhi +O(|δJ(u)|‖hi‖)
=O(‖v‖+ |δJ(u)|)‖hi‖.
(4.39)
Using
rα
4
n−2
i Ki
k
= 4n(n− 1) + oε(1) and cn = 4n−1n−2 we obtain
1
2
∂2J(αiϕi)h1h2 =k
2−n
n
αiϕi
[
∫
Lg0h1h2 − cnn(n+ 2)
∫ ∑
i
ϕ˜
4
n−2
i h1h2]
+ oε(‖h1‖‖h2‖),
(4.40)
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This shows the statement on the second derivative. Moreover by lemma 3.12
rαiϕi
kαiϕi
=
r
k
+ o(
∑
r
1
λn−2r
+
∑
r 6=s
εr,s) +O(
∑
r
|∇Kr|2
λ2r
+ ‖v‖2). (4.41)
We obtain with rK¯ = r
k
K = ( r
k
)uK
1
2
∂J(αiϕi)h =k
2−n
n
αiϕi
[
∫
Lg0(α
iϕi)h−
∫
rK¯(αiϕi)
n+2
n−2h]
+ o(
∑
r
1
λn−2r
+
∑
r 6=s
εr,s) +O(
∑
r
|∇Kr|2
λ2r
+ ‖v‖2),
(4.42)
where due to lemmata 3.3 and 3.5
∫
K(αiϕi)
n+2
n−2h =
∑
i
α
n+2
n−2
i Ki
4n(n− 1)
∫
Lg0ϕih
+O(
∑
r
|∇Kr|
λr
+
|∆Kr|
λ2r
+
1
λn−2r
+
∑
r 6=s
εr,s).
(4.43)
This gives
1
2
∂J(αiϕi)h =k
2−n
n
αiϕi
αi(1− rα
4
n−2
i Ki
4n(n− 1)k )
∫
Lg0ϕih
+O(
∑
r
|∇Kr|
λr
+
|∆Kr|
λ2r
+
1
λn−2r
+
∑
r 6=s
εr,s) + ‖v‖2.
(4.44)
From this the assertion on the first derivative follows from (4.35).
The second variation at αiϕi turns out to be positive definite.
Proposition 4.5 (Positivity of the second variation).
There exist γ, ε0 > 0 such, that for any
u = αiϕi + v ∈ V (p, ε) (4.45)
with 0 < ε < ε0 we have
∂2J(αiϕi)⌊H> γ, H = Hu(p, ε).
Proof of proposition 4.5. (Cf. [13], proposition 5.4)
In view of proposition 4.4 there would otherwise exist
ǫk ց 0 and (wk) ⊂ Huk(p, ǫk) (4.46)
such, that
1 =
∫
cn|∇wk|2g0 +Rg0w2k ≤ cnn(n+ 2) limkր∞
∫ ∑
i
ϕ
4
n−2
i,k w
2
k. (4.47)
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We order 1
λ1k
≤ . . . ≤ 1
λpk
and choose γk ր∞ tending to infinity slower than
1
λik
, εik,jk −→ 0 (4.48)
does tend to zero in the sense, that for all i < j
λik
γk
,
λik
λjk
+ λikG
1
2−n (aik , ajk)
γk
ր∞ (4.49)
as k −→∞. Define inductively
Ωj,k = B γk
λjk
(ajk) \ ∪i<jB γk
λik
(aik). (4.50)
Then there exists j = 1, . . . , p such, that
lim
k−→∞
∫
ϕ
4
n−2
j,k w
2
k > 0 (4.51)
and
lim
k−→∞
∫
Ωj,k
cn|∇wk|2g0 +Rg0w2k ≤ cnn(n+ 2) limk−→∞
∫
ϕ
4
n−2
j,k w
2
k. (4.52)
Blowing up on Ωj,k one obtains w˜k ⇁: w˜ locally with w˜ ∈W 1,2(Rn) and∫
Rn
|∇w˜|2 ≤ n(n+ 2)
∫
Rn
(
1
1 + r2
)2w˜2,
∫
Rn
(
1
1 + r2
)2w˜2 > 0. (4.53)
In particular w˜ 6= 0. But due to orthogonality wk ∈ Huk(p, ε) one finds∫
Rn
(
1
1 + r2
)
n+2
2 w˜,
∫
Rn
(
1
1 + r2
)
n+2
2
1− r2
1 + r2
w˜ = 0 (4.54)
and ∫
Rn
(
1
1 + r2
)
n+2
2
x
1 + r2
w˜(x) = 0. (4.55)
This is a contradiction, cf. [28] Appendix D, pp.49-51.
Smallness of the first and positivity of the second derivative give a suitable
estimate on the error term v.
Corollary 4.6 (A-priori estimate on v).
On V (p, ε) for ε > 0 small we have
‖v‖ = O(
∑
r
|∇Kr|
λr
+
|∆Kr|
λ2r
+
1
λn−2r
+
∑
r 6=s
εr,s + |δJ(u)|).
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Proof of corollary 4.6.
Note, that ∂2J is uniformly Ho¨lder continuous on V (p, ε) by proposition 1.1 and
the remarks following, whence in view of proposition 4.5 we have
∂J(u)v =∂J(αiϕi + v)v = ∂J(α
iϕi)v + ∂
2J(αiϕi)v
2 + o(‖v‖2)
≥∂J(αiϕi)v + γ‖v‖2 + o(‖v‖2).
(4.56)
Since v ∈ Hu(p, ε) the claim follows from proposition 4.4 by absorption.
Thus having analysed σk,i and the error term v the shadow flow reads as
Corollary 4.7 (Simplifying the shadow flow).
For u ∈ V (p, ε) with ε > 0 small we have
(i) − λ˙i
λi
=
r
k
[
d2
c2
Hi
λn−2i
+
e2
c2
∆Ki
Kiλ
2
i
− b2
c2
p∑
i6=j=1
αj
αi
λi∂λiεi,j ](1 + o 1
λi
(1))
+R2,i
(ii)
λia˙i =
r
k
[
e3
c3
∇Ki
Kiλi
+
e4
c3
∇∆Ki
Kiλ
3
i
+
b3
c3
p∑
i6=j=1
αj
αi
1
λi
∇aiεi,j ](1 + o 1
λi
(1))
+R3,i,
where
R2,i, R3,i =oε(
1
λn−2i
+
p∑
i6=j=1
εi,j)
+O(
∑
r
|∇Kr|2
λ2r
+
|∆Kr|2
λ4r
+
1
λ
2(n−2)
r
+
∑
r 6=s
ε2r,s + |δJ(u)|2).
Thus the movement of ai and λi is primarily ruled by quantities arising from
self-interaction of ϕi and direct interaction of ϕi with other bubbles ϕj .
Proof of corollary 4.7.
This follows immediately from corollaries 4.3, 4.6 applied to lemma 4.1 and
using (4.35) for the Hi term; we have replaced
d2
4n(n−1) by d2
5 Case ω>0
Analogously to the case ω = 0 we establish the shadow flow.
Lemma 5.1 (The shadow flow).
For u ∈ V (ω, p, ε) with ε > 0 small and
σk,i = −
∫
(Lg0u− rK¯u
n+2
n−2 )φk,i, i = 1, . . . , p, k = 1, 2, 3
we have suitable testing of K∂tu = −(R− rK¯)u
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(i) α˙i
αi
=
α
n+2
2−n
i
c1Ki
σ1,i(1 + o 1
λi
(1)) +R1,i.
(ii)
− λ˙i
λi
=
α
n+2
2−n
i
c2Ki
σ2,i(1 + o 1
λi
(1)) +R2,i
(iii)
λia˙i =
α
n+2
2−n
i
c3Ki
σ3,i(1 + o 1
λi
(1)) +R3,i
with constants ck > 0 given in lemma 3.5 and
Rk,i = O(
∑
r
1
λn−2r
+
∑
r 6=s
ε2r,s + ‖v‖2 + |δJ(u)|2)k,i.
One should not be surprised, that in contrast to lemma 4.1 there appear 1
λn−2r
terms in Rk,i. Indeed, just like εi,j measures the interaction of the bubbles ϕi
and ϕj , the interaction of uα,β and ϕi is measured by
1
λ
n−2
2
i
.
Proof of lemma 5.1.
Let
(ξ˙1,j , ξ˙2,j , ξ˙3,j) = (α˙j ,−αj λ˙j
λj
, αjλj a˙j). (5.1)
Testing as indicated in the statement we get
σk,i =
∫
Ku
4
n−2∂tuφk,i =
∫
Ku
4
n−2 ∂t(uα,β + α
jϕj + v)φk,i
=α˙
∫
Ku
4
n−2 ∂αuα,βφk,i + β˙
m
∫
Ku
4
n−2∂βmuα,βφk,i
+ ξ˙l,j
∫
Ku
4
n−2φl,jφk,i −
∫
Kv[∂tu
4
n−2φk,i + u
4
n−2 ∂tφk,i].
(5.2)
The first two integrals on the right hand side above may be estimated via∫
u
4
n−2ϕi =
∫
(uα,β + α
qϕq)
4
n−2ϕi +O(‖v‖)
≤C
∫
ϕi + ϕ
n+2
n−2
i + C
p∑
i6=q=1
∫
ϕ
4
n−2
q ϕi +O(‖v‖)
≤C
p∑
i6=q=1
‖ϕ
4
n−2
q ϕi‖
L
2n
n+2
+O(
1
λ
n−2
2
i
+ ‖v‖)
=O(
1
λ
n−2
2
i
+
p∑
i6=q=1
εi,q + ‖v‖)
(5.3)
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where we made use of lemma 3.5, yielding
α˙
∫
Ku
4
n−2∂αuα,βφk,i + β˙
m
∫
Ku
4
n−2 ∂βmuα,βφk,i
=

 O(
1
λ
n−2
2
i
+
∑p
i6=q=1 εi,q + ‖v‖)k,i
O( 1
λ
n−2
2
i
+
∑p
i6=q=1 εi,q + ‖v‖)k,i,m

( α˙α
β˙m
) (5.4)
Turning to the third summand on the right hand side of (5.2) note, that∫
Ku
4
n−2φl,jφk,i =
∫
K(uα,β + α
mϕm)
4
n−2φl,jφk,i +O(‖v‖) (5.5)
and∫
K(uα,β + α
mϕm)
4
n−2φl,jφk,i
=
∫
[αmϕm≥uα,β ]
K(αmϕm)
4
n−2φl,jφk,i
+O(
∫
[αmϕm≥uα,β ]
(αmϕm)
6−n
n−2uα,βϕjϕi +
∫
[αmϕm<uα,β ]
u
4
n−2
α,β ϕjϕi)
=
∫
K(αmϕm)
4
n−2φl,jφk,i
+O(
∫
[αmϕm≥uα,β ]
(αmϕm)
6−n
n−2uα,βϕjϕi +
∫
[αmϕm<uα,β ]
u
4
n−2
α,β ϕjϕi).
(5.6)
Using ∫
ϕjϕi ≤ C(
∫
ϕi +
∫
ϕ
n+2
n−2
j ϕi) = O(λ
n−2
2
i + εi,j) (5.7)
and ∫
[αmϕm≥uα,β ]
(αmϕm)
6−n
n−2uα,βϕjϕi
≤C
∫
[αmϕm≥uα,β ]∩[ϕi≥
∑p
i6=q=1 ϕq ]
(αmϕm)
4
n−2uα,βϕi
+ C
∫
[αmϕm≥uα,β ]∩[ϕi<
∑p
i6=q=1 ϕq ]
(αmϕm)
4
n−2uα,βϕi
≤C(
∫
ϕ
n+2
n−2
i +
∫
(
p∑
i6=q=1
ϕq)
n+2
n−2ϕi) = O(λ
n−2
2
i +
p∑
i6=q=1
εi,q)
(5.8)
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we obtain ∫
K(uα,β + α
mϕm)
4
n−2φl,jφk,i
=
∫
K(αmϕm)
4
n−2φl,jφk,i +O(λ
n−2
2
i +
p∑
i6=q=1
εi,j)
=α
4
n−2
i
∫
Kϕ
4
n−2
i φl,jφk,i + O(λ
n−2
2
i +
p∑
i6=q=1
εi,j),
(5.9)
where we made use of (4.6). Plugging this into (5.5) we obtain∫
Ku
4
n−2φl,jφk,i
=α
4
n−2
i
∫
Kϕ
4
n−2
i φl,jφk,i +O(λ
n−2
2
i +
p∑
i6=q=1
εi,j + ‖v‖)
=ckα
4
n−2
i Kiδklδij +O(
|∇Ki|
λi
)δij +O(λ
n−2
2
i +
p∑
i6=q=1
εi,j + ‖v‖).
(5.10)
Moreover arguing as for (4.7) and (4.9) we have∫
Ku
4
n−2 ∂tφk,iv = O(‖v‖)i,k,l,j ξ˙l,j , (5.11)
and ∫
Kv∂tuφk,i = O(‖v‖2 + |δJ(u)|2). (5.12)
Thus plugging (5.4), (5.10), (5.11) and (5.12) into (5.2) we conclude
σk,i =


O( 1
λ
n−2
2
i
+
∑p
i6=q=1 εi,q + ‖v‖)k,i
O( 1
λ
n−2
2
i
+
∑p
i6=q=1 εi,q + ‖v‖)k,i,m
Ξk,i,l,j


T 
 α˙αβ˙m
ξ˙l,j


+O(‖v‖2 + |δJ(u)|2)k,i.
(5.13)
where
Ξk,i,l,j = ckα
4
n−2
i Kiδklδij +O(
|∇Ki|
λi
)k,lδij
+O(
1
λ
n−2
2
i
+
p∑
i6=q=1
εi,q + ‖v‖)k,i,l,j .
(5.14)
Next let
σ = −
∫
(Lg0u− rK¯u
n+2
n−2 )uα,β . (5.15)
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We then have
σ =
∫
Ku
4
n−2 ∂tuuα,β =
∫
Ku
4
n−2 ∂t(uα,β + α
iϕi + v)uα,β
=
α˙
α
∫
Ku
4
n−2u2α,β + β˙
m
∫
Ku
4
n−2 ∂βmuα,βuα,β
+ ξ˙l,j
∫
Ku
4
n−2φl,juα,β −
∫
Kv∂tu
4
n−2uα,β
(5.16)
and therefore recalling α∂αuα,β = uα,β
σ =


∫
Ku
4
n−2u2α,β∫
Ku
4
n−2 ∂βmuα,βuα,β
O( 1
λ
n−2
2
j
+
∑p
j 6=q=1 εi,q + ‖v‖)l,j


T 
 α˙αβ˙m
ξ˙l,j


+O(‖v‖2 + |δJ(u)|2).
(5.17)
Likewise we obtain for σn = −
∫
(Lg0u− rK¯u
n+2
n−2 )∂βnuα,β
σn =
∫
Ku
4
n−2 ∂tu∂βnuα,β =
∫
Ku
4
n−2 ∂t(uα,β + α
iϕi + v)∂βnuα,β
=α˙
∫
Ku
4
n−2 ∂αuα,β∂βnuα,β + β˙
m
∫
Ku
4
n−2 ∂βmuα,β∂βnuα,β
+ ξ˙l,j
∫
Ku
4
n−2φl,j∂βnuα,β
−
∫
Kv[∂tu
4
n−2 ∂βnuα,β + u
4
n−2 ∂t∂βnuα,β]
=


∫
Ku
4
n−2uα,β∂βnuα,β +O(‖v‖)∫
Ku
4
n−2 ∂βmuα,β∂βnuα,β +O(‖v‖)
O( 1
λ
n−2
2
j
+
∑p
j 6=l=q εi,q + ‖v‖)n,l,j


T 
 α˙αβ˙m
ξ˙l,j


+O(‖v‖2 + |δJ(u)|2)n.
(5.18)
Summing up we conclude
(A+R)
T
i,k,j,l,n,m

 α˙αβ˙m
ξ˙l,j

 =

 σσk,i
σn

+O(‖v‖2 + |δJ(u)|2)k,i,n, (5.19)
where
Ai,...,m =

 〈uα,β, uα,β〉 〈uα,β , ∂βmuα,β〉 0〈uα,β , ∂βnuα,β〉 〈∂βnuα,β, ∂βmuα,β〉 0
0 0 Ξ˜

 (5.20)
with
Ξ˜ = akKiα
4
n−2
i δklδij +O(
|∇Ki|
λi
)k,lδij (5.21)
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and
Ri,...,m = O(
∑
r
1
λ
n−2
2
r
+
∑
r 6=s
εr,s + ‖v‖)i,...,m. (5.22)
Using σ, σk,i, σn = O(|δJ(u)|) we obtain
Ai,k,j,l,m,n

 α˙ξ˙l,j
β˙m

 =

 σσk,i
σn

+Rk,i,n (5.23)
with
Rk,i,n = O(
∑
r
1
λn−2r
+
∑
r 6=s
ε2r,s + ‖v‖2 + |δJ(u)|2)k,i,n.
Note, that we may write A = Ai,k,j,l,n,m as
A =

B C 0C D 0
0 0 E

 =

 I CD−1 0CB−1 I 0
0 0 I



B 0 00 D 0
0 0 E

 , (5.24)
whence we obtain via Neumann series
A−1 =

B−1 0 00 D−1 0
0 0 E−1

 ∞∑
k=0
(−1)k

 0 CD−1 0CB−1 0 0
0 0 0


k
. (5.25)
Last note, that the third row of A−1 is just E−1, where E = Ξ˜.
As before our task is two folded, namely to analyse σk,i and to provide a
suitable estimate on v.
Proposition 5.2 (Analysing σk,i).
On V (ω, p, ε) for ε > 0 small we have with constants b1, . . . , d3 > 0
(i)
σ1,i =4n(n− 1)αi[ rα
4
n−2
i Ki
4n(n− 1)k − 1]
∫
ϕ
2n
n−2
i
+ 4n(n− 1)b1
p∑
i6=j=1
αj [
rα
4
n−2
j Kj
4n(n− 1)k − 1]εi,j
−
∫
(Lg0uα,β − rK¯u
n+2
n−2
α,β )ϕi
+ b1
rα
4
n−2
i Ki
k
p∑
i6=j=1
αjεi,j + d1
rα
4
n−2
i
k
αKiωi
λ
n−2
2
i
+R1,i
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(ii)
σ2,i =− 4n(n− 1)αi[ rα
4
n−2
i Ki
4n(n− 1)k − 1]
∫
ϕ
n+2
n−2
i λi∂λiϕi
− 4n(n− 1)b2
p∑
i6=j=1
αj [
rα
4
n−2
j Kj
4n(n− 1)k − 1]λi∂λiεi,j
−
∫
(Lg0uα,β − rK¯u
n+2
n−2
α,β )λi∂λiϕi
− b2 rα
4
n−2
i Ki
k
p∑
i6=j=1
αjλi∂λiεi,j + d2
rα
4
n−2
i Ki
k
αωi
λ
n−2
2
i
+R2,i
(iii)
σ3,i =4n(n− 1)αi[ rα
4
n−2
i Ki
4n(n− 1)k − 1]
∫
ϕ
n+2
n−2
i
1
λi
∇aiϕi
+ 4n(n− 1)b3
p∑
i6=j=1
αj [
rα
4
n−2
j Kj
4n(n− 1)k − 1]
1
λi
∇aiεi,j
−
∫
(Lg0uα,β − rK¯u
n+2
n−2
α,β )
1
λi
∇aiϕi
+ b3
rα
4
n−2
i Ki
k
p∑
i6=j=1
αj
1
λi
∇aiεi,j + d3
rα
n+2
n−2
i
k
∇Ki
λi
+ R3,i,
where Rk,i = oε(
1
λ
n−2
2
i
+
∑p
i6=j=1 εi,j) +O(
∑
r 6=s ε
2
r,s + ‖v‖2 + |δJ(u)|2).
Here and in what follows ωi is short hand for ω(ai) analogously to Ki = K(ai).
Proof of proposition 5.2.
We evaluate by means of lemma 3.12∫
(Lg0u− rK¯u
n+2
n−2 )φk,i
=
∫
Lg0uα,βφk,i + α
j
∫
Lg0ϕjφk,i −
∫
rK¯(uα,β + α
jϕj)
n+2
n−2φk,i
+ o(
1
λ
n−2
2
i
+
p∑
i6=j=1
εi,j) +O(‖v‖2 + |δJ(u)|2).
(5.26)
From (4.18) we infer∫
Lg0uα,βφk,i + α
j
∫
Lg0ϕjφk,i
=4n(n− 1)[αi
∫
ϕ
n+2
n−2
i φk,i + bk
p∑
i6=j=1
αjdk,iεi,j ]
+
∫
Lg0uα,βφk,i + oε(
1
λ
n−2
2
i
+
p∑
i6=j=1
εi,j),
(5.27)
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where (d1,i, d2,i, d3,i) = (1,−λi∂λi , 1λi∇ai). On the other hand we may expand∫
K(uα,β + α
jϕj)
n+2
n−2φk,i =
∫
[uα,β≥αjϕj ]
K(uα,β + α
jϕj)
n+2
n−2φk,i
+
∫
[uα,β<αjϕj ]
K(uα,β + α
jϕj)
n+2
n−2φk,i
=
∫
[uα,β≥αjϕj ]
K(uα,β)
n+2
n−2φk,i +
∫
[uα,β<αjϕj ]
K(αjϕj)
n+2
n−2φk,i
+
n+ 2
n− 2
∫
[uα,β<αjϕj]
K(αjϕj)
4
n−2uα,βφk,i
+O(
∫
[uα,β≥αjϕj]
u
4
n−2
α,β α
jϕjϕi) +
∫
[uα,β<αjϕj ]
(αjϕj)
6−n
n−2u2α,βϕi).
(5.28)
This gives∫
K(uα,β + α
jϕj)
n+2
n−2φk,i
=
∫
K(uα,β)
n+2
n−2φk,i +
∫
K(αjϕj)
n+2
n−2φk,i
+
n+ 2
n− 2
∫
K(αjϕj)
4
n−2uα,βφk,i
+O(
∫
[uα,β≥αjϕj ]
u
4
n−2
α,β α
jϕjϕi) +
∫
[uα,β<αjϕj ]
(αjϕj)
6−n
n−2u2α,βϕi).
(5.29)
Note, that
∫
[uα,β≥c0ϕi]
ϕ2i = o(
1
λ
n−2
2
i
) and for suitable ǫ > 0 we have
∫
[uα,β<αjϕj ]
(αjϕj)
6−n
n−2 (uα,β)
2ϕi
=
∫
[uα,β<αjϕj]∩[ϕi≥
∑p
i6=j=1 ϕj ]
(αjϕ
6−n
n−2
j (uα,β)
2ϕi)
+
∫
[uα,β<αjϕj ]∩[ϕi<
∑p
i6=j=1 ϕj ]
(αjϕj)
6−n
n−2 (uα,β)
2ϕi,
(5.30)
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whence ∫
[uα,β<αjϕj ]
(αjϕj)
6−n
n−2 (uα,β)
2ϕi
≤C
∫
B ǫ√
λi
ai
ϕ
4
n−2
i + C
∫
∪p
i6=j=1B ǫ√
λj
(aj)
(
p∑
i6=j=1
ϕj)
n+2
n−2−ǫϕi
≤o( 1
λ
n−2
2
i
) + |[∪pi6=j=1Bǫ√λj (0)]|
ǫ(n−2)
2n
p∑
i6=j=1
εi,j .
(5.31)
Plugging thus (5.31) into (5.29) we get∫
K(uα,β + α
jϕj)
n+2
n−2φk,i
=
∫
K(uα,β)
n+2
n−2φk,i +
∫
K(αjϕj)
n+2
n−2φk,i
+
n+ 2
n− 2
∫
K(αiϕi)
4
n−2uα,βφk,i + o(
1
λ
n−2
2
i
+
p∑
i6=j=1
εi,j).
(5.32)
Then (4.28) shows∫
K(uα,β + α
jϕj)
n+2
n−2φk,i
=α
n+2
n−2
i Ki
∫
ϕ
n+2
n−2
i φk,i +
∫
Ku
n+2
n−2
α,β φk,i +
p∑
i6=j=1
α
n+2
n−2
j Kj
∫
ϕ
n+2
n−2
j φk,i
+
n+ 2
n− 2α
4
n−2
i Ki
p∑
i6=j=1
αj
∫
ϕ
4
n−2
i φk,iϕj
+ α
n+2
n−2
i (e1
∆Ki
λ2i
, e2
∆Ki
λ2i
, e3
∇Ki
λi
+ e4
∇∆Ki
λ3i
)
+
n+ 2
n− 2α
4
n−2
i
∫
Kϕ
4
n−2
i uα,βφk,i
+ oε(
1
λ
n−2
2
i
+
p∑
i6=j=1
εi,j) +O(
∑
r 6=s
ε2r,s)
(5.33)
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and we obtain letting (d1,i, d2,i, d3,i) = (1,−λi∂λi , 1λi∇ai)∫
K(uα,β + α
jϕj)
n+2
n−2φk,i
=α
n+2
n−2
i Ki
∫
ϕ
n+2
n−2
i φk,i +
∫
Ku
n+2
n−2
α,β φk,i +
p∑
i6=j=1
α
n+2
n−2
j Kjbkdk,iεi,j
+
p∑
i6=j=1
α
4
n−2
i αjKibkdk,iεi,j + α
n+2
n−2
i (0, 0, e3
∇Ki
λi
)
+ α
4
n−2
i
∫
Kdk,iϕ
n+2
n−2
i uα,β + oε(
1
λ
n−2
2
i
+
p∑
i6=j=1
εi,j) +O(
∑
r 6=s
ε2r,s).
(5.34)
Since uα,β(ai) = αω(ai) + oε(1), we get in cases k = 1, 2 with dk > 0∫
Kdk,iϕ
n+2
n−2
i uα,β = dk
αKiωi
λ
n−2
2
i
+ oε(
1
λ
n−2
2
i
), (5.35)
and in case k = 3 by radial symmetry∫
Kω
1
λi
∇aiϕ
n+2
n−2
i = o(
1
λ
n−2
2
i
). (5.36)
We get∫
K(uα,β + α
jϕj)
n+2
n−2φk,i
=α
n+2
n−2
i Ki
∫
ϕ
n+2
n−2
i φk,i +
∫
Ku
n+2
n−2
α,β φk,i +
p∑
i6=j=1
α
n+2
n−2
j Kjbkdk,iεi,j
+ α
4
n−2
i (d1
αKiωi
λ
n−2
2
i
, d2
αKiωi
λ
n−2
2
i
, d3
αi∇Ki
λi
)
+
p∑
i6=j=1
α
4
n−2
i αjKibkdk,iεi,j + oε(
1
λ
n−2
2
i
+
p∑
i6=j=1
εi,j) +O(
∑
r 6=s
ε2r,s).
(5.37)
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Plugging (5.27) and (5.37) into (5.26) yields∫
(Lg0u− rK¯u
n+2
n−2 )φk,i
=4n(n− 1)[αi
∫
ϕ
n+2
n−2
i φk,i + bk
p∑
i6=j=1
αjdk,iεi,j ] +
∫
Lg0uα,βφk,i
− rα
n+2
n−2
i Ki
k
∫
ϕ
n+2
n−2
i φk,i −
r
k
∫
Ku
n+2
n−2
α,β φk,i
− bk
p∑
i6=j=1
rα
n+2
n−2
j Kj
k
dk,iεi,j − bk
p∑
i6=j=1
rα
4
n−2
i αjKi
k
dk,iεi,j
− rα
4
n−2
i
k
(d1
αKiωi
λ
n−2
2
i
, d2
αKiωi
λ
n−2
2
i
, d3
αi∇Ki
λi
)
+ oε(
1
λ
n−2
2
i
+
p∑
i6=j=1
εi,j) +O(
∑
r 6=s
ε2r,s + ‖v‖2 + |δJ(u)|2).
(5.38)
From this the assertion follows.
The equation on σ1,i = O(|δJ(u)|) and the fact, that uα,β is almost a solu-
tion, simplify the equations on σ2,i and σ3,i significantly.
Corollary 5.3 (Simplifying σk,i).
On V (ω, p, ε) for ε > 0 small we have
(i)
σ2,i =d2
rα
4
n−2
i
k
αωi
λ
n−2
2
i
− b2 rα
4
n−2
i Ki
k
p∑
i6=j=1
αjλi∂λiεi,j +R2,i,
(ii)
σ3,i =d3
rα
n+2
n−2
i
k
∇Ki
λi
+ b3
rα
4
n−2
i Ki
k
p∑
i6=j=1
αj
1
λi
∇aiεi,j +R2,i,
where Rk,i = oε(
1
λ
n−2
2
i
+
∑p
i6=j=1 εi,j) +O(
∑
r 6=s ε
2
r,s + ‖v‖2 + |δJ(u)|2).
Proof of corollary 5.3.
Note, that∫
(Lg0uα,β − rK¯u
n+2
n−2
α,β )φk,i =
∫
(Lg0uα,β −
ruα,β
kuα,β
Ku
n+2
n−2
α,β )φk,i
+ ((
r
k
)uα,β − (
r
k
)u)
∫
Ku
n+2
n−2
α,β φk,i
(5.39)
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Due to Π∇J(uα,β) = 0, cf. lemma 3.7 and the remarks following, we have
Lg0uα,β − (rK¯)uα,βu
n+2
n−2
α,β =[
∫
(Lg0uα,β − (rK¯)uα,βu
n+2
n−2
α,β )
ω
‖ω‖ ]Lg0
ω
‖ω‖
+
m∑
i=1
[
∫
(Lg0uα,β − (rK¯)uα,βu
n+2
n−2
α,β )ei]Lg0ei
(5.40)
and there holds∫
(Lg0uα,β − (rK¯)uα,βu
n+2
n−2
α,β )ω
=
∫
(Lg0uα,β − (rK¯)uu
n+2
n−2
α,β )ω +O(|(
r
k
)uα,β − (
r
k
)u|)
=
∫
(Lg0(u− αiϕi)− (rK¯)u(u − αiϕi)
n+2
n−2 )ω
+O(|( r
k
)uα,β − (
r
k
)u|+ ‖v‖).
(5.41)
Clearly ∫
Lg0ϕiω = O(
1
λ
n−2
2
i
) (5.42)
and we have∫
K(u− αiδi)
n+2
n−2ω
=
∫
[u>αiδi]
K(u− αiδi)
n+2
n−2ω +
∫
[u<αiδi]
K(u− αiδi)
n+2
n−2ω
=
∫
[u>αiδi]
Ku
n+2
n−2ω +O(
∑
i
ln
n−2
n λi
λ
n−2
2
i
)
=
∫
Ku
n+2
n−2ω +O(
∑
i
ln
n−2
n λi
λ
n−2
2
i
).
(5.43)
We obtain∫
(Lg0uα,β − (rK¯)uα,βu
n+2
n−2
α,β )ω
=
∫
(Lg0u− (rK¯)uu
n+2
n−2 )ω
+O(|( r
k
)uα,β − (
r
k
)u|+
∑
i
ln
n−2
n λi
λ
n−2
2
i
+ ‖v‖)
=O(|( r
k
)uα,β − (
r
k
)u|+
∑
i
ln
n−2
n λi
λ
n−2
2
i
+ ‖v‖+ |δJ(u)|).
(5.44)
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and the same estimate holds for ω replaced by ei. Plugging this into (5.40) we
obtain for (5.39) the estimate∫
(Lg0uα,β − (rK¯)u
n+2
n−2
α,β )φk,i
=O((|( r
k
)uα,β − (
r
k
)u|+
∑
r
ln
n−2
n λr
λ
n−2
2
r
+ ‖v‖+ |δJ(u)|) 1
λ
n−2
2
i
),
(5.45)
whence using (3.50) we conclude∫
(Lg0uα,β − (rK¯)u
n+2
n−2
α,β )φk,i
=o(
1
λ
n−2
2
i
) +O(
∑
r
1
λn−2r
+ ‖v‖2 + |δJ(u)|2).
(5.46)
Consequently equation (i) of proposition 5.2 shows
rα
4
n−2
i Ki
4n(n− 1)k = 1 +O(
1
λ
n−2
2
i
+
p∑
i6=j=1
εi,j +
∑
r 6=s
ε2r,s + ‖v‖2 + |δJ(u)|). (5.47)
Thus the claim follows from proposition 5.2.
We turn to estimate the error term term v. To do so we first characterize
the first two derivatives of J at uα,β + α
iϕi = u− v.
Proposition 5.4 (Derivatives on H(ω, p, ε)).
For ε > 0 small let u = uα,β +α
iϕi + v ∈ V (p, ε) and h1, h2 ∈ H = Hu(ω, p, ε).
We then have
(i) ‖∂J(uα,β + αiϕi)⌊H‖
=oε(‖v‖) +O(
∑
r
|∇Kr|
λr
+
1
λ
n−2
2
r
+
∑
r 6=s
εr,s + |δJ(u)|)
(ii) 1
2
∂2J(uα,β + α
iϕi)h1h2
=k
2−n
n
uα,β+αiϕ
[
∫
Lg0h1h2 − cnn(n+ 2)
∫
(
Kω
4
n−2
4n(n− 1) +
∑
i
ϕ
4
n−2
i )h1h2]
+ oε(‖h1‖‖h2‖).
Proof of proposition 5.4.
Let in addition h ∈ Hu(ω, p, ε) with ‖h‖ = 1. From proposition 1.1 we infer
1
2
∂J(uα,β + α
iϕi)h
=k
2−n
n
uα,β+αiϕi
[
∫
Lg0(uα,β + α
iϕi)h
−
∫
(rK¯)uα,β+αiϕi(uα,β + α
iϕi)
n+2
n−2h]
(5.48)
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and
1
2
∂2J(uα,β + α
iϕi)h1h2
=k
2−n
n
uα,β+αiϕi
[
∫
Lg0h1h2
− n+ 2
n− 2
∫
(rK¯)uα,β+αiϕi(uα,β + α
iϕi)
4
n−2h1h2]
+ oε(‖h1‖‖h2‖),
(5.49)
since, when considering the formula for the second variation, we have∫
Lg0uhi =
r
k
∫
Ku
n+2
n−2hi +O(|δJ(u)|‖hi‖)
=
r
k
∫
Ku
4
n−2 vhi +O(|δJ(u)|‖hi‖)
=O(‖v‖+ |δJ(u)|)‖hi‖.
(5.50)
By (3.50) there holds
(
r
k
)u = (
r
k
)uα,β + oε(1) (5.51)
and
rα
4
n−2
i Ki
k
= 4n(n− 1) + oε(1) by (5.47). Consequently
1
2
∂2J(uα,β + α
iϕi)h1h2
=k
2−n
n
uα,β+αiϕi
[
∫
Lg0h1h2
− cnn(n+ 2)(
∫
Kω
4
n−2
4n(n− 1)h1h2 −
∑
i
∫
ϕ
4
n−2
i )h1h2)]
+ oε(‖h1‖‖h2‖).
(5.52)
This shows the statement on the second derivative. Moreover by lemma 3.12
(
r
k
)uα,β+αiϕi =
r
k
+ o(
∑
r
1
λ
n−2
2
r
+
∑
r 6=s
εr,s) +O(‖v‖2 + |δJ(u)|2). (5.53)
We obtain
1
2
∂J(uα,β + α
iϕi)h
=k
2−n
n
uα,β+αiϕi
[
∫
Lg0(uα,β + α
iϕi)h−
∫
rK¯(uα,β + α
iϕi)
n+2
n−2h]
+ oε(
∑
r
1
λ
n−2
2
r
+
∑
r 6=s
εr,s) +O(‖v‖2 + |δJ(u)|2),
(5.54)
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whence by estimates familiar by now
1
2
∂J(uα,β + α
iϕi)h
=k
2−n
n
uα,β+αiϕi
[
∫
(Lg0uα,β − rK¯u
n+2
n−2
α,β )h
+
∑
i
αi
∫
(Lg0ϕi − rK¯α
4
n−2
i ϕ
n+2
n−2
i )h]
+O(
∑
r
1
λ
n−2
2
r
+
∑
r 6=s
εr,s + ‖v‖2 + |δJ(u)|2).
(5.55)
Using (5.47) we get
1
2
∂J(uα,β + α
iϕi)h
=k
2−n
n
uα,β+αiϕi
[
∫
(Lg0uα,β − rK¯u
n+2
n−2
α,β )h
+
∑
i
αi
∫
(Lg0ϕi − 4n(n− 1)ϕ
n+2
n−2
i )h]
+O(
∑
r
|∇Kr|
λr
+
1
λ
n−2
2
r
+
∑
r 6=s
εr,s + ‖v‖2 + |δJ(u)|)
(5.56)
and we deduce using lemma 3.3
1
2
∂J(uα,β + α
iϕi)h
=k
2−n
n
uα,β+αiϕi
∫
(Lg0uα,β − rK¯u
n+2
n−2
α,β )h
+O(
∑
r
|∇Kr|
λr
+
1
λ
n−2
2
r
+
∑
r 6=s
εr,s + ‖v‖2 + |δJ(u)|).
(5.57)
We proceed estimating
∫
(Lg0uα,β − rK¯u
n+2
n−2
α,β )h =
k
n
n−2
uα,β
2
〈∂J(uα,β), h〉+O(|( r
k
)uα,β −
r
k
|), (5.58)
to whose end we will improve (3.50). Due to lemma 3.12 we have∫
(Lg0u− (rK¯)uu
n+2
n−2 )uα,β
=
∫
(Lg0(uα,β + α
iϕi)− (rK¯)u(uα,β + αiϕi)
n+2
n−2 )uα,β
+ o(
∑
r
1
λ
n−2
2
r
+
∑
r 6=s
εr,s) +O(‖v‖2 + |δJ(u)|2),
(5.59)
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whence in particular∫
(Lg0u− (rK¯)uu
n+2
n−2 )uα,β
=
∫
(Lg0uα,β − (rK¯)uu
n+2
n−2
α,β )uα,β
+O(
∑
r
1
λ
n−2
2
r
+
∑
r 6=s
εr,s + ‖v‖2 + |δJ(u)|2)
(5.60)
and therefore
(
r
k
)uα,β − (
r
k
)u =O(
∑
r
1
λ
n−2
2
r
+
∑
r 6=s
εr,s + ‖v‖2 + |δJ(u)|). (5.61)
Plugging (5.61) with r
k
= ( r
k
)u into (5.58) gives recalling lemma 3.7∫
(Lg0uα,β − rK¯u
n+2
n−2
α,β )h
=
kuα,β
2
〈∂J(uα,β), h〉+O(
∑
r
1
λ
n−2
2
r
+
∑
r 6=s
εr,s + ‖v‖2 + |δJ(u)|)
=
∫
(Lg0uα,β − (rK¯)uα,βu
n+2
n−2
α,β )ω
∫
Lg0ωh
+
m∑
i=1
∫
(Lg0uα,β − (rK¯)uα,βu
n+2
n−2
α,β )ei
∫
Lg0eih
+O(
∑
r
1
λ
n−2
2
r
+
∑
r 6=s
εr,s + ‖v‖2 + |δJ(u)|).
(5.62)
Applying (5.61) we then get∫
(Lg0uα,β − rK¯u
n+2
n−2
α,β )h
=
∫
(Lg0uα,β − (rK¯)uu
n+2
n−2
α,β )ω
∫
Lg0ωh
+
m∑
i=1
∫
(Lg0uα,β − (rK¯)uu
n+2
n−2
α,β )ei
∫
Lg0eih
+O(
∑
r
1
λ
n−2
2
r
+
∑
r 6=s
εr,s + ‖v‖2 + |δJ(u)|),
(5.63)
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whence∫
(Lg0uα,β − rK¯u
n+2
n−2
α,β )h
=
∫
(Lg0(uα,β + α
iϕi)− (rK¯)u(uα,β + αiϕi)
n+2
n−2 )ω
∫
Lg0ωh
+
m∑
i=1
∫
(Lg0(uα,β + α
iϕi)− (rK¯)u(uα,β + αiϕi)
n+2
n−2 )ei
∫
Lg0eih
+O(
∑
r
1
λ
n−2
2
r
+
∑
r 6=s
εr,s + ‖v‖2 + |δJ(u)|).
(5.64)
Since
∫
Lg0ωh,
∫
Lg0eih = oε(1) as h ∈ Hu(ω, p, ε) and |h| = 1, we conclude∫
(Lg0uα,β − rK¯u
n+2
n−2
α,β )h
=oε(‖v‖) +O(
∑
r
1
λ
n−2
2
r
+
∑
r 6=s
εr,s + |δJ(u)|).
(5.65)
Plugging this into (5.57) proves the statement on the first derivative.
In contrast to the case ω = 0 the second variation at uα,β + α
iϕi is not
necessarily positive definite. It is however sufficient to have non degeneracy.
Proposition 5.5 (Decomposition of the second variation on Hu(ω, p, ε)).
There exist γ, ε0 > 0 such, that for any
u = uα,β + α
iϕi + v ∈ V (ω, p, ε) (5.66)
with 0 < ε < ε0 we may decompose
Hu(ω, p, ε) = H = H+ ⊕Lg0 H− with dimH− <∞
and for any h+ ∈ H+, h− ∈ H− there holds
(i) ∂2J(uα,β + α
iϕi)⌊H+> γ
(ii) ∂2J(uα,β + α
iϕi)⌊H−< −γ
(iii) ∂2J(uα,β + α
iϕi)h+h− = oε(‖h+‖‖h−‖).
Proof of proposition 5.5.
Let H = Hu(ω, p, ε) and note, that H is a closed subspace of W , since
H = 〈υ, υj , υk,i〉⊥Lg0 (5.67)
according to definition 3.11 for υ, υk,i, υj ∈W 1,2g0 (M) solving
Lg0υ = Ku
4
n−2uα,β, Lg0υj =
n+ 2
n− 2Ku
4
n−2 ∂βjuα,β (5.68)
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and
Lg0υk,i = Ku
4
n−2φk,i (5.69)
cf. definitions 3.4 and 3.11. In view of proposition 5.4 we consider
T : H ×H −→ R : (a, b) −→ T (a, b) (5.70)
with
T (h1, h2) =
∫
Lg0h1h2
− cnn(n+ 2)
∫ [
Kω
4
n−2
4n(n− 1) +
∑
i
ϕ
4
n−2
i ab
]
h1h2.
(5.71)
Due to the spectral theorem for compact operators there exist
(hi)i∈N ⊂ H and (µhi) ⊂ R with µhi −→ 0 as i −→ ∞ (5.72)
such, that (hi)i∈N forms an orthonormal basis of H
H = 〈hi | i ∈ N〉 and 〈hi, hj〉Lg0 =
∫
Lg0hihj = δij , (5.73)
and we have Kω
4
n−2hi = µhiLg0hi weakly, so∫
Kω
4
n−2hih = µi
∫
Lg0hih for all h ∈ H. (5.74)
Likewise there exists an orthonormal basis of W =W 1,2(M)
W = 〈wq | q ∈ N〉 and 〈wp, wq〉Lg0 =
∫
Lg0wpwq = δpq (5.75)
satisfying for a sequence (µwq ) ⊂ R with µwq −→ 0 as q −→∞
Kω
4
n−2wq = µwqLg0wq . (5.76)
Below we will prove, that for any q, l ∈ N there holds
(µwq − µhl)〈wq, hl〉Lg0 −→ 0 as ε −→ 0. (5.77)
Moreover recall, that according to proposition 4.5 we have∫
Lg0hh− cnn(n+ 2)
∑
i
∫
ϕ
4
n−2
i h
2 ≥ c
∫
Lg0hh (5.78)
for some positive constant c > 0. Thus for any
h¯ ∈ H1 = 〈hi | n+ 2
n− 2µhi ≤
c
2
〉 (5.79)
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we have T (h¯, h¯) ≥ c2‖h¯‖2. Let ǫ > 0 such, that
{wq | 1− 2ǫ ≤ n+ 2
n− 2µwq ≤ 1 + 2ǫ} = {ej | j = 1, . . . ,m}, (5.80)
where En+2
n−2
(ω) = 〈ej | j = 1, . . . ,m〉, cf. lemma 3.6, and define
H2 = 〈hi | c
2
<
n+ 2
n− 2µhi < 1− ǫ〉 (5.81)
and
W2 = 〈wq | c
2
<
n+ 2
n− 2µwq < 1− ǫ〉. (5.82)
Then for 0 6= h˜ ∈ H2 we have due (5.77)
‖h˜‖2 = ‖ΠW2 h˜‖2 + ‖ΠW⊥2 h˜‖2, ‖ΠW⊥2 h˜‖ = oε(‖h˜‖), (5.83)
whence for h¯+ h˜ ∈ H1 ⊕H2 we obtain
T (h¯+ h˜, h¯+ h˜) =T (h¯, h¯) + 2T (h¯, h˜) + T (h˜, h˜)
≥ c
2
‖h¯‖2 − 2n+ 2
n− 2
∫ ∑
i
ϕ˜
4
n−2
i h¯(ΠW2 h˜)
+ T ((ΠW2 h˜), (ΠW2 h˜)) + oε(‖h¯‖2 + ‖h˜‖2).
(5.84)
Since W2 is fix and finite dimensional, we get∫
ϕ˜
4
n−2
i h¯(ΠW2 h˜) = oε(‖h¯‖2 + ‖h˜‖2) (5.85)
and
T ((ΠW2 h˜), (ΠW2 h˜))
=
∫
Lg0(ΠW2 h˜)(ΠW2 h˜)−
n+ 2
n− 2
∫
Kω
4
n−2 (ΠW2 h˜)
2 + oε(‖h2‖2)
≥ǫ‖(ΠW2 h˜)‖2 = ǫ(‖h˜‖2 − ‖ΠW⊥2 h˜‖
2)
(5.86)
Thus T is positive on H1 ⊕H2. Let
H3 = 〈hi | 1− ε ≤ n+ 2
n− 2µhi ≤ 1 + ε〉 (5.87)
and
W3 = 〈wq | 1− ε ≤ n+ 2
n− 2µwq ≤ 1 + ε〉 = 〈ej | j = 1, . . . ,m〉. (5.88)
Then for 0 6= hˆ ∈ H3 we have due to (5.77) and (5.80)
‖hˆ‖2 = ‖ΠW3 hˆ‖2 + ‖ΠW⊥3 hˆ‖
2, ‖ΠW⊥3 hˆ‖ = oε(‖hˆ‖). (5.89)
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Since ΠW3 hˆ =
∑m
j=1〈ej , hˆ〉Lg0 ej and
〈υj , hˆ〉Lg0 = 0 (5.90)
we obtain
‖ΠW3 hˆ‖ = oε(‖hˆ‖), (5.91)
once we know ‖υj − ej‖ = oε(1) and we will show this below, cf (5.103).
Thus H3 = {0} is trivial for ε > 0 sufficiently small.
Finally let
H4 = 〈hi | n+ 2
n− 2µhi ≥ 1 + ǫ〉 = (H1 ⊕H2)
⊥Lg0 (5.92)
and
W4 = 〈wq | n+ 2
n− 2µwq ≥ 1 + ǫ〉. (5.93)
W4 is fixed and finite dimensional. Arguing as for H2 one obtains, that T is
strictly negative on H4. We conclude for H = H˜1 ⊕ H˜2, where
H˜1 = H1 ⊕H2 and H˜2 = H4, dim H˜2 <∞, (5.94)
that T ⌊H˜1> γ and T ⌊H˜2< −γ for some γ > 0 small, whence
∂2J(uα,β + α
iϕi)⌊H˜1> γ˜ and ∂2J(uα,β + αiϕi)⌊H˜2< −γ˜ (5.95)
for some γ˜ > 0 by proposition 5.4. Moreover for h˜1 ∈ H˜1, h˜2 ∈ H˜2∫
Lg0 h˜1h˜2 =
∫
Kω
4
n−2 h˜1h˜2 = 0, (5.96)
whence
T (h˜1, h˜2) =− cnn(n+ 2)
∑
i
∫
ϕ
4
n−2
i h˜1h˜2. (5.97)
Thus arguing as for (5.85) we get
∂2J(uα,β + α
iϕi)h˜1h˜2 = oε(‖h˜1‖‖h˜2‖). (5.98)
We are left with proving (5.77) and (5.103). First observe, that by definition
Lg0ω = Kω
n+2
n−2 , Lg0ej =
n+ 2
n− 2Kω
n+2
n−2 ej (5.99)
and
uα,β = α(ω + β
jej) +O(‖β‖2). (5.100)
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Consequently (5.68) implies
‖Lg0(υ − α
n+2
n−2ω)‖
L
2n
n+2
, ‖Lg0(υj − α
n+2
n−2 ej)‖
L
2n
n+2
= oε(1). (5.101)
Likewise one obtains recalling definition 3.4 and lemma 3.5
‖Lg0(υk,i − ckα
4
n−2
i Kiφk,i)‖L 2nn+2 = oε(1). (5.102)
Therefore we obtain with oε(1) −→ 0 in W 1,2 as ε −→ 0
υ = αω + oε(1), υj = αej + oε(1) and υk,i = ckα
4
n−2
i Kiφk,i + oε(1). (5.103)
Let us write now
wq = 〈wq, hi〉Lg0hi + αqυ + αk,iq υk,i + αjqυj . (5.104)
Then on the one hand ∫
Kω
4
n−2wqhl =µwq 〈wq , hl〉Lg0 , (5.105)
while on the other one∫
Kω
4
n−2wqhl =〈wq, hi〉Lg0
∫
Kω
4
n−2hihl + αq
∫
Kω
4
n−2υhl
+ αjq
∫
Kω
4
n−2 υjhl + α
k,i
q
∫
Kω
4
n−2 υk,ihl
=µhl〈wq, hl〉Lg0 + oε(|αq|+
∑
j
|αjq|+
∑
k,i
|αk,iq |)l.
(5.106)
The last equality above follows easily from (5.103) and the orthogonal properties
of Hu(ω, p, ε). Combining (5.105) and (5.106) we get
(µwq − µhl)〈wq, hl〉Lg0 =oε(|αq|+
∑
j
|αjq|+
∑
k,i
|αk,iq |)l. (5.107)
Moreover
〈wq, υ〉Lg0 =αq〈υ, υ〉Lg0 + αjq〈υj , υ〉+ αl,pq 〈υl,p, υl,p〉Lg0
≃αq + oε(
∑
j
|αjq|+
∑
l,p
|αl,pq |), (5.108)
likewise
〈wq , υj〉Lg0 =αq〈υ, υj〉Lg0 + αpq〈υp, υj〉+ αl,pq 〈υl,p, υj〉Lg0
≃αpqδp,j + oε(|αq |+
∑
j
|αjq|+
∑
l,p
|αl,pq |) (5.109)
71
and
〈wq, υk,i〉Lg0 =αq〈υ, υk,i〉Lg0 + αjq〈υj , υk,i〉+ αl,pq 〈υl,p, υk,i〉Lg0
≃αl,pj δl,kδp,i + oε(|αq|+
∑
j
|αjq|+
∑
l,p
|αl,pq |)k,i. (5.110)
Summing up we obtain by Parseval’s identity
‖υ‖2 +
∑
k,i
‖υk,i‖2 +
∑
j
‖υj‖2
=(1 + oε(1))[
∑
q
|αq|2 +
∑
q,k,i
|αk,iq |2 +
∑
q,j
|αjq|2]
(5.111)
and the left hand side is uniformly bounded. Thus (5.107) gives
(µwq − µhl)〈wq , hl〉Lg0 =oε(1). (5.112)
The proof is thereby complete.
As before smallness of the first and definiteness of the second variation pro-
vide an appropriate estimate on the error term v.
Corollary 5.6 (A-priori estimate on v).
On V (ω, p, ε) for ε > 0 small we have
‖v‖ =O(
∑
r
|∇Kr|
λr
+
1
λ
n−2
2
r
+
∑
r 6=s
εr,s + |δJ(u)|).
Proof of corollary 5.6.
Note, that ∂2J is uniformly Ho¨lder continuous on V (ω, p, ε) according to propo-
sition 1.1 and the remarks following. Decomposing v = v+ + v− ∈ H+ ⊕ H−
according to proposition 5.5 we readily have
(i) ∂J(u)v+ ≥∂J(uα,β + αiϕi)v+ + γ‖v+‖2 + oε(‖v+‖‖v−‖) (5.113)
(ii) ∂J(u)v− ≤∂J(uα,β + αiϕi)v− − γ‖v−‖2 + oε(‖v+‖‖v−‖). (5.114)
This gives ‖v‖2 = O(|δJ(u)|2+ |δJ(uα,β+αiϕi)⌊H |2) and the claim follows from
proposition 5.4
Next we combine lemma 5.1 and corollaries 5.3, 4.6.
Corollary 5.7 (The simplified shadow flow).
For u ∈ V (ω, p, ε) with ε > 0 we have
(i) − λ˙i
λi
=
r
k
[
d2
c2
αωi
αiKiλ
n−2
2
i
− b2
c2
p∑
i6=j=1
αj
αi
λi∂λiεi,j ](1 + o 1
λi
(1)) +R2,i
72
(ii)
λia˙i =
r
k
[
d3
c3
∇Ki
Kiλi
+
b3
c3
p∑
i6=j=1
αj
αi
1
λi
∇aiεi,j ](1 + o 1
λi
(1)) +R3,i,
where
Rk,i = oε(
1
λ
n−2
2
i
+
p∑
i6=j=1
εi,j) +O(
∑
r
|∇Kr|2
λ2
+
1
λn−2r
+
∑
r 6=s
ε2r,s + |δJ(u)|2).
Proof of proposition 5.7.
This follows from lemma 5.1 and corollaries 5.3, 5.6.
6 The flow on V(ω, p, ε)
6.1 Principal behaviour
For u ∈ V (ω, p, ε) corollaries 4.3 and 5.3 give a hint on the principal terms of
∂J(u). The following definition assumes these quantities to give a lower bound
on the first variation of J .
Definition 6.1 (Principal lower bound of the first variation).
We call ∂J principally lower bounded,
if for every p ≥ 1 there exist c, ε > 0 such, that
|δJ(u)| ≥ c(
∑
r
|∇Kr|
Krλr
+
|∆Kr|
Krλ2r
+
1
λn−2r
+
∑
r 6=s
εr,s) for all u ∈ V (p, ε).
and
|δJ(u)| ≥ c(
∑
r
|∇Kr|
Krλr
+
1
λ
n−2
2
r
+
∑
r 6=s
εr,s) for all u ∈ V (ω, p, ε).
Under this mild assumption we have uniformity in V (ω, p, ε) as follows.
Proposition 6.2 (Uniformity in V (ω, p, ε)).
Assume ∂J to be principally lower bounded.
For u = uα,β + α
iϕi + v ∈ V (ω, p, ε) with ku =
∫
Ku
2n
n−2 ≡ 1 we then have
(i)
λ−1i , εi,j, |1−
r∞α
4
n−2
i Ki
4n(n− 1) |, ‖v‖ −→ 0
(ii) |( r
k
)u1,β − r∞α
4
n−2 |, |δJ(u1,β)| −→ 0
uniformly as |δJ(u)| −→ 0 and J(u) = r −→ J∞ = r∞.
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In view of (i) above and definition 3.9 we would expect to have as well
|1− r∞α 4n−2 |, ‖β‖ −→ 0 (6.1)
as |δJ(u)| −→ 0 and J(u) = r −→ J∞ = r∞.
But, since critical points of J are not necessarily isolated, some uα,β with 0 6=
‖β‖ < ε could be a critical point of J itself.
Proof of proposition 6.2 .
Of course 1
λi
, εi,j −→ 0 as |δJ(u)| −→ 0 by assumption and the same holds true
for ‖v‖ due to corollaries 4.6, 5.6. Then due to (4.35) and (5.47)
1− rα
4
n−2
i Ki
4n(n− 1) −→ 0 as |δJ(u)| −→ 0
(6.2)
as well and ( r
k
)uα,β − ( rk )u −→ 0 as |δJ(u)| −→ 0 due to (5.61). From (5.40)
and (5.44) we infer |δJ(uα,β) −→ 0 as |δJ(u)| −→ 0 and we have ∂J(uα,β) =
αJ(u1,β), since uα,β = αu1,β and scaling invariance of J . Thereby
(
r
k
)uα,β = (
r
k
)u1,βα
− 4
n−2 , (6.3)
whence due to ( r
k
)u = ru −→ r∞ we have ( rk )u1,β − r∞α
4
n−2 −→ 0.
As indicated above ‖β‖ −→ 0 is not necessary. On the other hand we may
assume due to proposition 3.1, that along a flow line
u = uα,β + α
iϕi + v ∈ V (ω, p, ε)
we have ‖βtk‖ −→ 0 for a time sequence tk −→∞.
We then have to show |1− r∞α 4n−2 |, ‖β‖ −→ 0 along the full flow line.
For p = 0 this is true due to the unicity of a limiting critical point, cf. proposition
3.13. The following proposition yields the same result for p ≥ 1.
Proposition 6.3 (Unicity of a limiting critical point at infinity).
Assume ∂J to be principally lower bounded.
If a sequence u(tk) converges to a critical point at infinity of J
in the sense, that
∃ p > 1, εk ց 0 : u(tk) ∈ V (ω, p, εk),
then u converges as well
in the sense, that
∃ p > 1 ∀ ε > 0 ∃ T > 0 ∀ t > T : u(t) ∈ V (ω, p, ε).
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Proof of proposition 6.3.
Since
k ≡ 1, J(u) = r ց r∞ and ∂J(u) −→ 0 (6.4)
along a flow line we have on V (ω, p, ε) according to proposition 6.2
J(u) =
∫
Lg0uu =
∫
Lg0uα,βuα,β +
∑
i
α2i
∫
Lg0ϕiϕi + o(1)
=α2(cω + ‖β‖2 + o(‖β‖2)) + c0r
2−n
2∞
∑
i
K
2−n
2
i + o(1),
(6.5)
where cω =
∫
Lg0ωω. On the other hand
(
r
k
)u1,β =
∫
Lg0u1,βu1,β∫
Ku
2n
n−2
1,β
=
∫
Lg0ωω + Lg0β
ieiβ
jej + o(‖β‖2)∫
Kω
2n
n−2 + 2n
n−2
n+2
n−2Kω
4
n−2βieiβjej + o(‖β‖2)
=
cω + ‖β‖2
cω +
2n
n−2‖β‖2
+ o(‖β‖2) = 1− n+ 2
n− 2
‖β‖2
cω
+ o(‖β‖2)
(6.6)
whence still according to proposition 6.2
α−
4
n−2 (1− n+ 2
n− 2
‖β‖2
cω
+ o(‖β‖2)) = r∞ + o(1). (6.7)
In particular α is fixed in terms of ‖β‖2 by
α2 = (
cω − n+2n−2‖β‖2 + o(‖β‖2)
cωr∞
)
n−2
2 . (6.8)
Plugging this into (6.5) we obtain, since J(u) = r∞ + o(1)
c
n−2
2
ω r
n
2∞ =(cω − n+ 2
n− 2‖β‖
2)
n−2
2 (cω + ‖β‖2)
+ c0c
n−2
2
ω
∑
i
K
2−n
2
i + o(1) + o(‖β‖2)
=c
n
2
ω − n
2
c
n−2
2
ω (1 + o(1))‖β‖2 + c0c
n−2
2
ω
∑
i
K
2−n
2
i + o(1).
(6.9)
Thus, if ‖β‖2 increases significantly, then∑iK 2−n2i has to increase significantly
as well. But
∂tK
2−n
2
i =
2− n
2
K
−n2
i
∇Ki
λi
λia˙i
≤− c |∇Ki|
2
λ2i
+O(
∑
i
1
λ
2(2−n)
i
+
∑
r 6=s
ε2r,s + |δJ(u)|2)
(6.10)
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due to corollaries 4.7, 5.7, whence
∂tK
2−n
2
i ≤ O(|δJ(u)|2) (6.11)
due to definition 6.1. If the proposition were false, there would exist
s0 < s
′
0 < s1 < s
′
1 < . . . < sn < s
′
n < . . .
such, that u⌊[sk,s′k]∈ V (ω, p, ε0) and
u(sk) ∈ V (ω, p, εk), εk −→ 0, u(s′k) ∈ ∂V (ω, p, ε0). (6.12)
However due to proposition 6.2 we may assume
1
λi
, εi,j , 1− r∞α
4
n−2
i Ki
4n(n− 1) , ‖v‖ ≤ εk during (sk, s
′
k). (6.13)
Thus by the very definition 3.9 of V (ω, p, ε) the only possibility for u to escape
from V (ω, p, ε0) during (sk, s
′
k) is, that |1 − r∞α
4
n−2 | or ‖β‖ has to increase
during (sk, s
′
k) for at least a quantity ε0 − εk. This possibility has already been
ruled out for ‖β‖ and is thus as well for |1− r∞α 4n−2 | by (6.8).
The only lack in the discussion so far is a missing compactness result on
the blow up points. A straight forward use of the evolution equations given by
corollaries 4.7 and 5.7 provides at least a weak form of convergence.
Lemma 6.4 (Critical points of K as attractors).
Suppose ∂J to be principally lower bounded.
We then have
K(ai) −→ Ki∞ and |∇K(ai)| −→ 0 for all i = 1, . . . , p
for every flow line u ∈ V (ω, p, ε) converging to a critical point at infinity.
Proof of lemma 6.4.
In case ∂J is principally lower bounded lemmata 4.7 and 5.7 show
∂t
∑
i
Ki =
∑
i
∇Ki
λi
λa˙i = O(|δJ(u)|2) (6.14)
As a consequence
Ki = K(ai) −→ Ki∞ for all i = 1, . . . , p. (6.15)
Then still according to lemmata 4.7 and 5.7 we observe
∂t|∇Ki|2 = 2∇
2Ki(∇Ki, λia˙i)
λi
= O(|δJ(u)|2),
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whence |∇Ki| −→ ci∞ . Letting
P = {1, . . . , p}, Q = {i ∈ P | ci∞ 6= 0} and q = ♯{Q} (6.16)
we may assume without loss of generality, that
Q = {1, . . . , q} and min
i∈Q,j∈P\q
d(ai, aj) > ǫ0 > 0 (6.17)
We then reorder, if necessary, the elements of q by
1
K1
ln
1
λ1
≥ . . . ≥ 1
Kq
ln
1
λq
. (6.18)
In case u ∈ V (p, ε) we consider ψ =∑qi=1 CiKi ln 1λi . Then corollary 4.7 gives
ψ′ =
q∑
i=1
Ci
Ki
[
lnλi
λi
∇Ki
Ki
λia˙i − λ˙i
λi
]
≥c
q∑
i=1
Ci
Ki
[γ1
|∇Ki|2
K2i
lnλi
λ2i
+ γ2
Hi
λn−2i
+ γ3
∆Ki
λ2i
− γ4
p∑
i6=j=1
αj
αi
λi∂λiεi,j ](1 + o 1
λi
(1))
+ oε(
q∑
i=1
1
λn−2i
+
q∑
i=1
p∑
i6=j=1
εi,j) +O(|δJ(u)|)2,
(6.19)
where we made use of the principal lower boundedness of ∂J . We obtain
ψ′ ≥− c(1 + o 1
λi
(1))
∑
i6=j
i∈Q
Ci
Ki
αj
αi
λi∂λiεi,j + o(
∑
i6=j
i∈Q
εi,j) +O(|δJ(u)|2) (6.20)
by definition of q. Note, that for i ∈ Q and j ∈ P \Q we may assume
−λi∂λiεi,j =
n− 2
2
λi
λj
− λj
λi
+ λiλjγnG
2
2−n
g0 (ai, aj)
(λi
λj
+
λj
λi
+ λiλjγnG
2
2−n
g0 (ai, aj))
n
2
≥ n− 2
4
εi,j , (6.21)
since in that case d(ai, aj) ≥ ε0 > 0, and we obtain
ψ′ ≥− c(1 + o 1
λi
(1))
∑
i6=j
i∈Q
Ci
Ki
αj
αi
λi∂λiεi,j + o(
∑
i6=j
i∈Q
εi,j) +O(|δJ(u)|2). (6.22)
Moreover for sufficiently small ε > 0 and C > 1 large we have
−
∑
i6=j
i,j∈Q
Ci
Ki
αj
αi
λi∂λiεi,j ≥ c
∑
i>j
i,j∈Q
εi,j . (6.23)
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To prove (6.23) note, that by definition we have
(Ci − Cj) ln
1
λi
Ki
≤ (Ci − Cj)
ln 1
λj
Kj
(6.24)
for any i > j with i, j ∈ Q or equivalently
Ci − Cj
Ki
ln
1
λi
+
Cj − Ci
Kj
ln
1
λj
≤ 0. (6.25)
We then have
λj
λi
= o(
λi
λj
+ λiλjγnG
2
2−n (ai, aj)). (6.26)
Otherwise we may assume for some c > 0
λj
λi
≥ c(λi
λj
+ λiλjγnG
2
2−n (ai, aj)). (6.27)
This implies
λj
λi
≫ 1≫ λi
λj
and d(ai, aj) = O(
1
λi
). Consequently
Ci − Cj
Kj
ln
λj
λi
≤ O( ln λi
λi
), (6.28)
yielding a contradiction. Thus (6.26) for i > j is established. Write
−
∑
i6=j
i,j∈Q
Ci
αj
αi
λi∂λiεi,j = −
∑
i>j
i,j∈Q
Ci
αj
αi
λi∂λiεi,j +
∑
i<j
i,j∈Q
Ci
αj
αi
λj∂λjεi,j
−
∑
i<j
i,j∈Q
Ci
αj
αi
λi∂λiεi,j −
∑
i<j
i,j∈Q
Ci
αj
αi
λj∂λjεi,j
= −
∑
i>j
i,j∈Q
[Ci
αj
αi
− Cj αi
αj
]λi∂λiεi,j −
∑
i<j
i,j∈Q
Ci
αj
αi
[λi∂λiεi,j + λj∂λjεi,j ].
(6.29)
We have
−λi∂λiεi,j − λj∂λjεi,j = (n− 2)ε
n
n−2
i,j λiλjγnG
2
2−n (ai, aj) > 0 (6.30)
and for i > j due to (6.26)
−λi∂λiεi,j =
n− 2
2
ε
n
n−2
i,j (
λi
λj
− λj
λi
+ λiλjγnG
2
2−n (ai, aj)) ≥ n− 2
4
εi,j . (6.31)
This shows (6.23).
Thus plugging (6.23) into (6.22) shows ψ′ ≥ O(|δJ(u)|2) for C > 1 sufficiently
large, whereas ψ −→ −∞ by definition as a continuous, piecewise differentiable
function in time; a contradiction.
The case u ∈ V (ω, p, ε) is proven analogously.
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The following lemma assures ∂J to be principally lower bounded in the case
the dimensional conditions Condn, on which theorem 1 relies, hold true.
Proposition 6.5 (Principal lower bound of the first variation under Condn).
∂J is principally lower bounded, if Condn as in definition 1.2 is satisfied.
Proof of proposition 6.5.
In case ω = 0 corollaries 4.3, 4.6 and (4.35) show, that
(i)
σ2,i =γ˜1αi
Hi
λn−2i
+ γ2αi
∆Ki
Kiλ
2
i
− γ˜5b2
p∑
i6=j=1
αjλi∂λiεi,j +R2,i (6.32)
(ii)
σ3,i =γ˜3αi
∇Ki
Kiλi
+ γ4αi
∇∆Ki
Kiλ
3
i
+ γ6
p∑
i6=j=1
αj
λi
∇aiεi,j +R3,i, (6.33)
where
Rk,i =oε(
1
λn−2i
+
q∑
i6=j=1
εi,j)
+O(
∑
r
|∇Kr|2
λ2r
+
|∆Kr|2
λ4r
+
1
λ
2(n−2)
r
+
∑
r 6=s
ε2r,s + |δJ(u)|2).
(6.34)
Letting 0 < κ ≤ κi ≤ κ <∞ for |∇Ki| 6= 0 and κi = 0 for |∇Ki| = 0 we get
∑
i
Ci(σ2,i + κi〈σ3,i, ∇Ki|∇Ki| 〉)
≥
∑
i
αiC
i[γ1
Hi
λn−2i
+ γ2
∆Ki
Kiλ
2
i
+ γ3κi
|∇Ki|
Kiλi
+ γ4κi
〈∇∆Ki,∇Ki〉
Ki|∇Ki|λ3i
]
− γ˜5
∑
i6=j
Ciαjλi∂λiεi,j + oε(
∑
r 6=s
εr,s) +O(
∑
i6=j
Ci
λi
|∇aiεi,j |)
+O(
|∆Kr|2
λ4r
+ |δJ(u)|2).
(6.35)
Note, that we do not try to construct a continuous pseudo gradient, so there is
no need to choose κi continuously. As before we order
1
λ1
≥ . . . ≥ 1
λp
. (6.36)
We then have for sufficiently small ε > 0 and C > 1 large∑
i6=j
Ciαjλi∂λiεi,j ≥ c
∑
i>j
Ciεi,j (6.37)
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and ∑
i6=j
Ci
λi
|∇aiεi,j | = O(
∑
i>j
Cjεi,j) (6.38)
To prove (6.37) and (6.38) note, that
−
∑
i6=j
Ci
αj
αi
λi∂λiεi,j = −
∑
i>j
Ci
αj
αi
λi∂λiεi,j +
∑
i<j
Ci
αj
αi
λj∂λjεi,j
−
∑
i<j
Ci
αj
αi
λi∂λiεi,j −
∑
i<j
Ci
αj
αi
λj∂λjεi,j
= −
∑
i>j
[Ci
αj
αi
− Cj αi
αj
]λi∂λiεi,j −
∑
i<j
Ci
αj
αi
[λi∂λiεi,j + λj∂λjεi,j ].
(6.39)
One has
−λi∂λiεi,j − λj∂λjεi,j = (n− 2)ε
n
n−2
i,j λiλjγnG
2
2−n (ai, aj) > 0 (6.40)
and for i > j
−λi∂λiεi,j =
n− 2
2
ε
n
n−2
i,j (
λi
λj
− λj
λi
+ λiλjγnG
2
2−n (ai, aj)) ≥ n− 2
4
εi,j . (6.41)
Thus (6.37) is proven. We are left with estimating
∑
i6=j
Ci
λi
|∇aiεi,j | =
n− 2
2
∑
i<j
Ciεi,j |
(
λj
λi
)
1
2 (λiλj)
1
2 γn∇aiG
2
2−n (ai, aj)
λi
λj
+
λj
λi
+ λiλjγnG
2
2−n (ai, aj)
|
+ o(
∑
i6=j
εi,j),
(6.42)
whence we immediately obtain (6.38).
Plugging (6.38) and (6.38) into (6.35) we obtain for C > 1 sufficiently large
∑
i
Ci(σ2,i + κi〈σ3,i, ∇Ki|∇Ki| 〉)
≥
∑
i
αiC
i[γ1
Hi
λn−2i
+ γ2
∆Ki
Kiλ
2
i
+ γ3κi
|∇Ki|
Kiλi
+ γ4κi
〈∇∆Ki,∇Ki〉
Ki|∇Ki|λ3i λ3i
]
+ γ5
∑
i>j
Ciεi,j +O(
|∆Kr|2
λ4r
+ |δJ(u)|2).
(6.43)
In case ∆Ki ≥ 0 or |∇Ki| > ǫ for ǫ > 0 small we immediately obtain
γi
Hi
λn−2i
+ γ2
∆Ki
Kiλ
2
i
+ γ3κi
|∇Ki|
Kiλi
+ γ4κi
〈∇∆Ki,∇Ki〉
Ki|∇Ki|λ3i
≥c[ Hi
λn−2i
+
|∆Ki|
Kiλ
2
i
+
|∇Ki|
Kiλi
]
(6.44)
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for some c > 0 and all λi > 0 sufficiently large choosing κi such, that
γi
Hi
λn−2i
+ γ4κi
〈∇∆Ki,∇Ki〉
Ki|∇Ki|λ3i
≥ c Hi
λn−2i
(6.45)
Moreover (6.44) holds true as well for n = 3 and by Cond4 for n = 4. For
n = 5, ∆Ki < 0 and |∇Ki| < ε (6.46)
we may according to Cond5 assume, that 〈∇∆Ki,∇Ki〉 > 13 |∆Ki|2. Thus
∆Ki
Kiλ
2
i
>− 3
2
|∇Ki|
Kiλi
− 3
2
〈∇∆Ki,∇Ki〉
Ki|∇Ki|λ3i
. (6.47)
Choosing therefore κi such, that
3
2γ2 < γ3κi,
3
2γ2 < γ4κi, then (6.44) holds true
as well and thus in any case. We conclude∑
i
Ci(σ2,i + κi〈σ3,i, ∇Ki|∇Ki| 〉)
≥c
∑
i
[
Hi
λn−2i
+
|∆Ki|
Kiλ
2
i
+
|∇Ki|
Kiλi
] + c
∑
i>j
εi,j +O(|δJ(u)|2).
(6.48)
Since σk,i = O(|δJ(u)|) by definition, the claim follows.
In case ω > 0 we have due to corollaries 5.3, 5.6 and (5.47)
(i)
σ2,i =γ˜1α
ωi
Kiλ
n−2
2
i
− γ˜3
p∑
i6=j=1
αjλi∂λiεi,j +R2,i (6.49)
(ii)
σ3,i = γ˜2αi
∇Ki
Kiλi
+ γ4
p∑
i6=j=1
αj
1
λi
∇aiεi,j +R3,i (6.50)
where
Rk,i = oε(
∑
r
1
λ
n−2
2
r
+
∑
r 6=s
εr,s) +O(|δJ(u)|2) (6.51)
and the same arguments apply in a simpler way.
6.2 Leaving V(ω, p, ε)
In this subsection we consider a flow line
u = uα,β + α
iϕi + v ∈ V (ω, p, ε)
and we wish to define piecewise differentiable continuous function in time
ψ : (ai, λi)i=1,...,p −→ ψ((ai, λi)i=1,...,p)
with the fundamental properties
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(i) ψ −→ −∞ as λi −→∞ for some i = 1, . . . , p
(ii) ψ′ ∈ L1(R+) is integrable in time.
The existence of such a function implies, that a flow line cannot at once remain
in V (ω, p, ε) for all times and concentrate in the sense, that λi −→∞.
The subsequent propositions are devoted to prove their existence under the
dimensional conditions Condn, cf. definition 1.2.
Proposition 6.6 (Case n = 3, ω = 0).
Let n = 3 and Cond3 hold true. Ordering
1
λ1
≥ . . . ≥ 1
λp
the piecewise differentiable continuous function ψ =
∑
iC
i ln 1
λi
satisfies
ψ′ ≥
∑
i
Hi
λi
+
∑
i>j
εi,j +O(|δJ(u)|2),
provided C > 1 is sufficiently large
In view of corollary 4.7 the positive sign of the mass related terms Hi
λi
is
rather obvious and the ordering 1
λ1
≥ . . . ≥ 1
λp
and choice of C ≫ 1 ensure,
that the interaction related terms are of positive sign as well.
Proof of proposition 6.6.
AsM is not conformally equivalent to the standard sphere S3, the positive mass
theorem holds. Thus Hi > 0 in the statement of corollary 4.7
− λ˙i
λi
=
r
k
[γ0
Hi
λi
− γ1
p∑
i6=j=1
αj
αi
λi∂λiεi,j](1 + o 1
λi
(1))
+ oε(
∑
r
1
λr
+
∑
r 6=s
εr,s) +O(|δJ(u)|2)
(6.52)
for suitable γ0, γ1 > 0. Then for ψ =
∑
i C
i ln 1
λi
, C > 1 there holds
ψ′ =
r
k
[γ˜0
∑
i
Ci
Hi
λi
− γ1
∑
i6=j
Ci
αj
αi
λi∂λiεi,j ](1 + o 1
λi
(1))
+ oε(
∑
r 6=s
εr,s) +O(|δJ(u)|2).
(6.53)
We complete the definition of ψ by ordering
ln
1
λ1
≥ . . . ≥ ln 1
λp
(6.54)
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and claim, that there exists c > 0 such, that for any C > 1 sufficiently large
−γ1
∑
i6=j
Ci
αj
αi
λi∂λiεi,j ≥ c
∑
i>j
Ciεi,j. (6.55)
Readily the statement of the proposition follows from this fact.
To prove (6.55) note, that
−
∑
i6=j
Ci
αj
αi
λi∂λiεi,j = −
∑
i>j
Ci
αj
αi
λi∂λiεi,j +
∑
i<j
Ci
αj
αi
λj∂λjεi,j
−
∑
i<j
Ci
αj
αi
λi∂λiεi,j −
∑
i<j
Ci
αj
αi
λj∂λjεi,j
= −
∑
i>j
[Ci
αj
αi
− Cj αi
αj
]λi∂λiεi,j −
∑
i<j
Ci
αj
αi
[λi∂λiεi,j + λj∂λjεi,j ].
(6.56)
One has
−λi∂λiεi,j − λj∂λjεi,j = (n− 2)ε
n
n−2
i,j λiλjγnG
2
2−n (ai, aj) > 0 (6.57)
and for
λj
λi
≤ 1, so for i > j, and ε > 0 sufficiently small
−λi∂λiεi,j =
n− 2
2
ε
n
n−2
i,j (
λi
λj
− λj
λi
+ λiλjγnG
2
2−n (ai, aj)) ≥ n− 2
4
εi,j . (6.58)
Thus (6.55) follows.
Proposition 6.7 (Case n = 4, ω = 0).
Let n = 4 and Cond4 hold true. Ordering
1
K1
ln
1
λ1
≥ . . . ≥ 1
Kp
ln
1
λp
the piecewise differentiable continuous function ψ =
∑
i
Ci
Ki
ln 1
λi
satisfies
ψ′ ≥
∑
i
Hi
λ2i
+
|∇Ki|2 lnλi
K2i λ
2
i
+
∑
i>j
εi,j +O(|δJ(u)|2),
provided C > 1 is sufficiently large.
The interaction terms are of correct sign again. Differentiating 1
Ki
in time
leads to the quantity |∇Ki|
2 lnλi
K2i λ
2
i
, which enforces a blow up point ai to come
close to [∇K = 0]. Cond4 then ensures the ∆Kiλ2i terms to be controlled by the
positive mass related terms Hi
λ2i
.
Proof of proposition 6.7.
AsM is not conformally equivalent to the standard sphere S4, the positive mass
theorem holds. Thus Hi > 0 in the statement of corollary 4.7
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(i) − λ˙i
λi
=
r
k
[γ0
Hi
λ2i
+ γ1
∆Ki
Kiλ
2
i
− γ3
p∑
i6=j=1
αj
αi
λi∂λiεi,j ](1 + o 1
λi
(1))
+ oε(
∑
r
1
λ2r
+
∑
r 6=s
εr,s) +O(
∑
r
|∇Kr|2
λ2r
+ |δJ(u)|2)
(6.59)
(ii)
K˙i =
r
k
γ2
|∇Ki|2
Kiλ
2
i
(1 + o 1
λi
(1))
+
∇Ki
λi
O(
∑
r
1
λ2r
+
∑
r 6=s
εr,s + |δJ(u)|2)
(6.60)
for suitable γ0, γ1, γ2, γ3 > 0. Then for ψ =
∑
i
Ci
Ki
ln 1
λi
, C > 1 there holds
ψ′ ≥ r
k
∑
i
Ci
Kiλ
2
i
(γ˜0Hi + γ1
∆Ki
Ki
+ γ˜2
|∇Ki|2
K2i
lnλi)(1 + o 1
λi
(1))
− γ3 r
k
∑
i6=j
Ci
Ki
αj
αi
λi∂λiεi,j(1 + o 1
λi
(1))
+ oε(
∑
r 6=s
εr,s) +O(|δJ(u)|2).
(6.61)
We complete the definition of ψ by ordering
1
K1
ln
1
λ1
≥ . . . ≥ 1
Kp
ln
1
λp
and claim, that there exists c > 0 such, that for any C > 1 sufficiently large
−
∑
i6=j
Ci
Ki
αj
αi
λi∂λiεi,j ≥ c
∑
i>j
Ciεi,j . (6.62)
To prove (6.62) note, that by definition for any pair i > j we have
(Ci − Cj) ln
1
λi
Ki
≤ (Ci − Cj)
ln 1
λj
Kj
(6.63)
or equivalently
Ci − Cj
Ki
ln
1
λi
+
Cj − Ci
Kj
ln
1
λj
≤0 (6.64)
We then have
λj
λi
= o(
λi
λj
+ λiλjγnG
2
2−n (ai, aj)), (6.65)
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from which the claim follows as when proving (6.55). Otherwise we have
λj
λi
≥ c(λi
λj
+ λiλjγnG
2
2−n (ai, aj)) (6.66)
for some c > 0. This implies
λj
λi
≫ 1≫ λi
λj
and d((ai, aj)) = O(
1
λi
). Thus
Ci − Cj
Kj
ln
λj
λi
≤O( ln λi
λi
), (6.67)
yielding a contradiction.
We conclude
ψ′ ≥ r
k
∑
i
Ci
Kiλ
2
i
(γ˜0Hi + γ1
∆Ki
Ki
+ γ˜2
|∇Ki|2
K2i
lnλi)(1 + o 1
λi
(1))
+ γ˜3
∑
i>j
Ciεi,j +O(|δJ(u)|2).
(6.68)
Thereby the assertion follows immediately due to Cond4.
Proposition 6.8 (Case n = 5, ω = 0).
Let n = 5 and Cond5 hold true. For ǫ > 0 small let ηǫ ∈ C∞0 (R, [0, 1]) with
ηǫ(r) ≡ 0 for r ≤ ǫ, ηǫ(r) ≡ 1 for r ≥ 2 and 0 ≤ η′ǫ ≤
2
ǫ
and
θi = ηǫ(−λi∆Ki) ln −λi∆Ki
ǫ
≥ 0.
Ordering for some κ > 0
ln 1
λ1
K1
− κθ1 ≥ . . . ≥
ln 1
λp
Kp
− κθp
the piecewise differentiable continuous function
ψ =
∑
i
(
Ci
Ki
ln
1
λi
− κCiθi
)
satisfies for C ≫ 1 and a suitable choice of κ
ψ′ ≥
∑
i
Hi
λ3i
+
|∇Ki|2
K2i λ
2
i
lnλi +
∑
i6=j
εi,j +O(|δJ(u)|2),
provided d(ai, [∇K = 0])≪ 1 is sufficiently small for all i = 1, . . . , p.
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Note, that closeness of the blow up points to the critical set [∇K = 0] is not
a serious restriction, cf. lemma 6.4 and proposition 6.5
The interaction terms however are of correct sign again and one is left with
comparing Hi
λ3i
to ∆Ki
λ2i
. Cond5 then ensures by differentiating in time, that
λi∆Ki can be absorbed.
Proof of proposition 6.8.
AsM is not conformally equivalent to the standard sphere S5, the positive mass
theorem holds. Thus Hi > 0 in the statement of corollary 4.7
(i) − λ˙i
λi
=
r
k
[γ1
Hi
λ3i
+ γ2
∆Ki
Kiλ
2
i
− γ4
p∑
i6=j=1
αj
αi
λi∂λiεi,j ](1 + o 1
λi
(1))
+ oε(
∑
r
1
λ3r
+
∑
r 6=s
εr,s) +O(|δJ(u)|2)
(6.69)
(ii)
K˙i =γ3
r
k
|∇Ki|2
Kiλ
2
i
(1 + o 1
λi
(1))
+O(
∑
r
1
λ3r
+
∑
r 6=s
εr,s + |δJ(u)|2) |∇Ki|
λi
(6.70)
(iii)
(∆Ki)
′ =
r
k
[γ3
〈∇∆Ki,∇Ki〉
Kiλ
2
i
+ γ5
|∇∆Ki|2
Kiλ
4
i
+ γ6
p∑
i6=j=1
αj
αi
∇∆Ki∇aiεi,j
λ2i
](1 + o 1
λi
(1))
+ oε(
1
λi
(
∑
r
1
λ3r
+
∑
r 6=s
εr,s)) +O(
1
λi
|δJ(u)|2)
(6.71)
with suitable constants γ1, . . . , γ6 > 0. Here we have used∑
r
|∇Kr|
Krλr
+
|∆Kr|
Krλ2r
+
1
λn−2r
+
∑
r 6=s
εr,s ≤ C|δJ(u)|
according to lemma 6.5. In view of (6.69) we wish to compare ∆Ki to
Hi
λi
in a
neighbourhood of a critical point with non positive laplacian and this is done
as follows. For ηǫ as in statement of the proposition consider
θi = ηǫ(−λi∆Ki) ln −λi∆Ki
ǫ
≥ 0. (6.72)
Letting si = −λi∆Ki we calculate
θ′i =η
′
ǫ(si)s
′
i ln
si
ǫ
+ ηǫ(si)(ln
si
ǫ
)′
=[ǫη′ǫ(si)
si
ǫ
ln
si
ǫ
+ ηǫ(si)](ln
si
ǫ
)′ = ϑǫ,i · (ln si
ǫ
)′,
(6.73)
where readily
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(i) ϑǫ,i = 0 for
si
ǫ
≤ 1
(ii) 0 ≤ ϑǫ,i ≤ 4 ln 2 + 1 for 1 ≤ siǫ ≤ 2
(iii) ϑǫ,i = 1 for
si
ǫ
≥ 2.
From (6.69) and (6.71) we infer
θ′i =
r
k
ϑǫ,i[−γ1Hi
λ3i
+ (−γ2 + γ3〈∇∆Ki,∇Ki〉|∆Ki|2 )
∆Ki
Kiλ
2
i
+ γ4
p∑
i6=j=1
αj
αi
λi∂λiεi,j
+ γ5
|∇∆Ki|2
Ki∆Kiλ4i
+ γ6
p∑
i6=j=1
αj
αi
∇∆Ki
∆Kiλ2i
∇aiεi,j ](1 + o 1
λi
(1))
+ oε(
∑
r
1
λ3r
+
∑
r 6=s
εr,s) +O(|δJ(u)|2).
(6.74)
Note, that we have −λi∆Ki ≥ ǫ for ϑǫ,i 6= 0, whence
ϑǫ,i
|∇∆Ki|2
Ki∆Kiλ4i
≤ 0 and ϑǫ,i
p∑
i6=j=1
∇∆Ki
∆Kiλ2i
∇aiεi,j = O(
1
λi
∇aiεi,j). (6.75)
This gives
θ′i ≤
r
k
ϑǫ,i[−γ1Hi
λ3i
+ (−γ2 + γ3〈∇∆Ki,∇Ki〉|∆Ki|2 )
∆Ki
Kiλ
2
i
+ γ4
p∑
i6=j=1
αj
αi
λi∂λiεi,j +O(
p∑
i6=j=1
1
λi
∇aiεi,j)](1 + o 1
λi
(1))
+ oε(
∑
r
1
λ3r
+
∑
r 6=s
εr,s) +O(|δJ(u)|2).
(6.76)
Consider for some κ > 0 to be defined later on
ψ = ψ˜ −
∑
i
κCiθi =
∑
i
Ci
Ki
ln
1
λi
−
∑
i
κCiθi. (6.77)
By (6.69) and (6.70) we have
(
ln 1
λi
Ki
)′ =
r
kKi
[γ1
Hi
λ3i
+ γ2
∆Ki
Kiλ
2
i
+ γ3
|∇Ki|2 lnλi
K2i λ
2
i
− γ4
p∑
i6=j=1
αj
αi
λi∂λiεi,j ](1 + o 1
λi
(1))
+ oε(
∑
r
1
λ3r
+
∑
r 6=s
εr,s) +O(|δJ(u)|2),
(6.78)
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whence in conjunction with (6.76) there holds
ψ′ ≥ r
k
∑
i
Ci
Kiλ
2
i
(γ˜1
Hi
λi
+ γ2
∆Ki
Ki
+ γ˜3
|∇Ki|2
K2i
lnλi)(1 + o 1
λi
(1))
− γ4 r
k
∑
i6=j
Ci
αj
αi
[
1
Ki
+ κϑǫ,i]λi∂λiεi,j(1 + o 1
λi
(1))
− κ r
k
∑
i
Ciϑǫ,i(−γ2 + γ3〈∇∆Ki,∇Ki〉|∆Ki|2 )
∆Ki
Kiλ
2
i
(1 + o 1
λi
(1))
+O(
∑
i6=j
Ci
λi
|∇aiεi,j |) + oε(
∑
r 6=s
εr,s) +O(|δJ(u)|2).
(6.79)
We complete the definition of ψ by ordering
ln 1
λ1
K1
− κθ1 ≥ . . . ≥
ln 1
λp
Kp
− κθp (6.80)
and claim, that there exists c > 0 such, that for any C > 1 sufficiently large
−
∑
i6=j
Ci
αj
αi
[
1
Ki
+ κϑǫ,i]λi∂λiεi,j ≥ ǫ
∑
i>j
Ciεi,j (6.81)
and
∑
i6=j
Ci
λi
|∇aiεi,j | =O(
∑
i>j
Cjεi,j). (6.82)
To prove (6.81), (6.82) note, that by definition for any i > j we have
(Ci − Cj)( ln
1
λi
Ki
− κθi) ≤ (Ci − Cj)(
ln 1
λj
Kj
− κθj) (6.83)
or equivalently
Ci − Cj
Ki
ln
1
λi
+
Cj − Ci
Kj
ln
1
λj
+ κ(Cj − Ci)θi + κ(Ci − Cj)θj ≤ 0.
(6.84)
We then have
λj
λi
= o(
λi
λj
+ λiλjγnG
2
2−n (ai, aj)). (6.85)
Otherwise we may assume for some c > 0
λj
λi
≥ c(λi
λj
+ λiλjγnG
2
2−n (ai, aj)). (6.86)
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This implies
λj
λi
≫ 1≫ λi
λj
and d(ai, aj) = O(
1
λi
). Consequently
Ci − Cj
Kj
ln
λj
λi
+ κ(Cj − Ci)θi + κ(Ci − Cj)θj ≤ O( ln λi
λi
), (6.87)
whence due to the definition of θi, see (6.72), there necessarily holds
ln
−λi∆Ki
ǫ
≫ 1, so − λi∆Ki ≫ 1 (6.88)
and we get
Ci − Cj
Kj
ln
λj
λi
+ κ(Cj − Ci) ln −λi∆Ki
ǫ
+ κ(Ci − Cj)ηǫ(−λj∆Kj) ln −λj∆Kj
ǫ
≤ O( ln λi
λi
).
(6.89)
On the other hand d(ai, aj) = O(
1
λi
) and therefore
1≪ −λi∆Ki = −λi∆Kj +O(1) = −λi
λj
λj∆Kj +O(1). (6.90)
This shows at once 1≪ −λi∆Ki ≪ −λj∆Kj and we conclude
Ci − Cj
Kj
ln
λj
λi
+ κ(Ci − Cj) ln −λj∆Kj−λi∆Ki ≤ O(
ln λi
λi
) (6.91)
yielding a contradiction. Thus (6.85) is established, whence (6.81) follows
as when proving (6.55). We are left with estimating
∑
i6=j
Ci
λi
|∇aiεi,j | =
n− 2
2
∑
i<j
Ciεi,j |
(
λj
λi
)
1
2 (λiλj)
1
2 γn∇aiG
2
2−n (ai, aj)
λi
λj
+
λj
λi
+ λiλjγnG
2
2−n (ai, aj)
|
+ o(
∑
i6=j
εi,j),
(6.92)
whence we immediately obtain (6.82).
We conclude for C > 1 sufficiently large
ψ′ ≥ r
k
∑
i
Ci
Kiλ
2
i
(γ˜1
Hi
λi
+ γ2
∆Ki
Ki
+ γ˜3
|∇Ki|2
K2i
lnλi)(1 + o 1
λi
(1))
− κ r
k
∑
i
Ciϑǫ,i(−γ2 + γ3〈∇∆Ki,∇Ki〉|∆Ki|2 )
∆Ki
Kiλ
2
i
(1 + o 1
λi
(1))
+ γ˜4
∑
i>j
Ciεi,j +O(|δJ(u)|2).
(6.93)
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This gives
ψ′ ≥ r
k
∑
i
Ci[
γ2
Ki
− κϑǫ,i(−γ2 + γ3〈∇∆Ki,∇Ki〉|∆Ki|2 )]
∆Ki
Kiλ
2
i
(1 + o 1
λi
(1))
+ c(
∑
i
Hi
λ3i
+
|∇Ki|2
K2i λ
2
i
lnλi +
∑
i>j
εi,j) +O(|δJ(u)|2).
(6.94)
We now decompose P = {1, . . . , p} = P1 + P2 + P3 with
(i) P1 = {i ∈ {1, . . . , p} | −∆Ki < ǫλi }
(ii) P2 = {i ∈ {1, . . . , p} | ǫλi ≤ −∆Ki ≤ 2
ǫ
λi
}
(iii) P3 = {i ∈ {1, . . . , p} | −∆Ki > 2 ǫλi }.
Note, that for i ∈ P2 ∪ P3 we have ∆Ki < 0, whence according to Cond5
〈∇∆Ki,∇Ki〉 > 1
3
|∆Ki|2, (6.95)
in particular ∇Ki 6= 0 for i ∈ P2 ∪ P3.
For i ∈ P1 there holds ϑǫ,i = 0, thus
(
γ2
Ki
− κϑǫ,i(−γ2 + γ3〈∇∆Ki,∇Ki〉|∆Ki|2 ))
∆Ki
Kiλ
2
i
≥ − γ2
K2i
ǫ
λ3i
. (6.96)
For i ∈ P2
(
γ2
Ki
− κϑǫ,i(−γ2 + γ3〈∇∆Ki,∇Ki〉|∆Ki|2 ))
∆Ki
Kiλ
2
i
≥ −2 γ2
K2i
ǫ
λ3i
, (6.97)
since indeed Cond5 imposed on K can be rewritten as
−γ2 + γ3〈∇∆Ki,∇Ki〉|∆Ki|2 ≥ c0 > 0 for ai ∈ U(N ) ∩ [∆Ki < 0], (6.98)
as γ3
γ2
= 3 by precise calculation, see below.
Choosing therefore
ǫ ≤ cmin
a∈M
H(a) with c = c(K) (6.99)
we get
ψ′ ≥ r
k
∑
i∈P3
Ci[
γ2
Ki
− κc0] ∆Ki
Kiλ
2
i
(1 + o 1
λi
(1))
+ c(
∑
i
Hi
λ3i
+
|∇Ki|2
K2i λ
2
i
lnλi +
∑
i>j
εi,j) +O(|δJ(u)|2).
(6.100)
since ϑǫ,i = 1 on i ∈ P3. Letting κ = γ2c0·minM K we get as ∆Ki < 0 for i ∈ P3
ψ′ ≥c(
∑
i
Hi
λ3i
+
|∇Ki|2
K2i λ
2
i
lnλi +
∑
i>j
εi,j) +O(|δJ(u)|2). (6.101)
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We are left with checking γ3
γ2
= 3. γ2 and γ3 arise from differentiating
− λ˙i
λi
= γ2
r
k
∆Ki
Kiλ
2
i
+ . . . and λia˙i = γ3
r
k
∇Ki
Kiλi
+ . . . , (6.102)
where γ2 =
e2
c2
, γ3 =
e3
c3
, cf. corollary 4.7. According to (7.18) and (7.20)
c2 =
(n− 2)2
4
∫
Rn
|r2 − 1|2
(1 + r2)n+2
, c3 =
(n− 2)2
n
∫
Rn
r2
(1 + r2)n+2
, (6.103)
whereas according to (4.30) and (4.31)
e2 =
(n− 2)
4n
∫
Rn
r2(r2 − 1)
(1 + r2)n+1
and e3 =
n− 2
n
∫
Rn
r2
(1 + r2)n+1
(6.104)
One obtains
γ3
γ2
=
c2e3
c3e2
= 3. (6.105)
The proof is thereby complete.
The strategy in case ω > 0 is independent of the dimension the same as
when proving proposition 6.6. Note, that in comparison to propositions 6.6, 6.7
and 6.8 the contribution of the positive mass related term Hi
λn−2
is replaced by
the positive terms ωi
λ
n−2
2
i
.
Proposition 6.9 (Case ω > 0).
Let n = 3, 4, 5. Ordering
1
λ1
≥ . . . ≥ 1
λp
the function ψ =
∑
iC
i ln 1
λi
satisfies
ψ′ ≥
∑
i
ωi
λ
n−2
2
i
+
∑
i>j
εi,j +O(|δJ(u)|2),
provided C > 1 is sufficiently large.
Proof of proposition 6.9.
This follows analogously to the proof of proposition 6.6.
6.3 Proving the theorems
6.3.1 Proof of theorem 1
Let us consider a flow line, which is a solution of the evolution equation
∂tu = − 1
K
(R− rK¯)u, u0 = u(·, 0) > 0 with
∫
Ku
2n
n−2
0 = 1. (6.106)
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The flow line exists for all times according to corollary 2.9 and we know
J(u) = r ց J∞ = r∞ and |δJ(u)| −→ 0 as t −→ ∞. (6.107)
due to proposition 2.11.
Thus a flow line is of Palais-Smale type and due to the concentration-
compactness principle, cf. proposition 3.1, the flow line is precompact in some
V (ω, p, ε), cf. definition 3.9 and the remarks following.
Taking the unicity result on a limiting critical point into account, cf. propo-
sition 3.13, we obtain convergence of the flow line to a critical point of J , once
the flow line is precompact in V (ω, 0, ε). In other words the flow line converges
strongly, if and only if it converges along a sequence in time, and in this case
we are done.
Thus we wish to lead to a contradiction the scenario, that for some p ≥ 1
the flow line is precompact in some V (ω, p, ε).
By assumption of theorem 1 the dimensional condition Condn hold true, so
∂J is principally lower bounded, cf. proposition 6.5. Taking the unicity result
on a limiting critical point at infinity into account, cf. proposition 6.3, we may
assume, that the flow line remains for all times in V (ω, p, ε) and goes deeper
and deeper in the sense, that
∀ 0 < ǫ < ε ∃ T > 0 ∀ t > T : u(t) ∈ V (ω, p, ǫ). (6.108)
In particular the unique representation u = uα,β + α
iϕai,λi + v given by propo-
sition 3.10 is well defined for all times and we have λi −→ ∞ as t −→ ∞.
Moreover the blow up points ai converge to [∇K = 0], cf. lemma 6.4. Recalling
the explanatory introduction of the previous subsection the functions given by
propositions 6.6,6.7,6.8 and 6.9 then yield the desired contradiction.
6.3.2 Proving theorem 2
First of all note, that on V (p, ε) we have according to definition 3.9
J(u) =
∑
α2i
∫
Lg0ϕiϕi
(
∑
i α
2n
n−2
i
∫
Kϕ
2n
n−2
i )
n−2
n
+ oε(1) = c0
∑
i α
2
i
(
∑
i α
2n
n−2
i Ki)
n−2
n
+ oε(1) (6.109)
with α
4
n−2
i =
4n(n−1)k
rKi
+ oε(1). Therefore
J(u) = c0(
∑
i
1
K
n−2
2
i
)
2
n + oε(1). (6.110)
From this it is clear, that the least critical energy level at infinity is
J∞,min =
c0
(maxK)
n−2
n
(6.111)
Thus, if we start a flow line u with u(0, ·) = u0, where
u0 = α0ϕa0,λ0 ∈ V (1, ε), d(a0, [K = maxK]) < ε
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and ε > 0 is sufficiently small, we may assume, that u remains in V (1, ε) for all
times and d(a, [K = maxK]) = oε(1).
Indeed according to definition 3.11 and the remarks following u is precompact
with respect to V (ω, p, ε). Since we want to prove the existence of a non
trivial solution ω > 0, we may argue by contradiction and assume, that no
non trivial solution exists, that is ω = 0. So u is precompact with respect to
V (p, ε). Moreover, if for some time sequence tk −→∞ we had utk ∈ V (p, εk)
with εk ց 0 and p ≥ 2, then (6.110) would imply
J(utk) = c0(
∑
i
1
K
n−2
2
i
)
2
n + oεk(1) ≥ c0
p
2
n
(maxK)
n−2
n
+ oεk(1), (6.112)
whence without loss of generality J(utk) > J(u0); contradicting ∂tJ(u) ≤ 0.
Therefore u is precompact with respect to V (1, ε). Likewise we obtain
d(a, [K = maxK]) = oε(1), since otherwise J(utk) > J(u0).
Repeating now the arguments for proposition 6.5 it is obvious, that ∂J is prin-
cipally lower bounded along the flow line u, since due to Cond′n the dimen-
sional conditions Condn, cf. definition 1.2 are satisfied at the critical level
[K = maxK], to which a is close. Therefore the results on the principal be-
haviour proven in subsection 6.1 hold true for the flow line u, in particular
d(a, [∇K = 0]) −→ 0. On the other hand we have
maxK −K⌊[∇K=0]\[K=maxK]> δ (6.113)
for some δ > 0 and d(a, [K = maxK]) = oε(1). Thus we may assume
a −→ [K = maxK]. (6.114)
Finally note, that the statement of propositions 6.6,6.7 and 6.8 remain valid
for the functions constructed there, since as before Cond′n implies, that Condn
is satisfied at the critical level [K = maxK], to which a is close. Thus we
arrive at the same contradiction as before, whence u has to be precompact in
some V (ω, p, ε) with w > 0 being a non trivial solution. The proof is thereby
complete.
6.4 A diverging scenario
We give a non trivial example of a non compact flow line.
Lemma 6.10 (Non-compact flow line with flatness).
Let n = 5 and u0 = α0ϕa0,λ0 with a0 close to 0 ∈M , where
K(x) = 1−
∑
i=1,...,5
|xi|4
in local normal conformal coordinates.
Then for ε > 0 small there exists 0 < ε0 < ε such, that the flow line u with
initial data u0 remains in V (1, ε) for all times, provided
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(i) α0ϕa0,λ0 ∈ V (1, ε0) and ku0 =
∫
Ku
2n
n−2
0 = 1
(ii) ‖a0‖ < ε0 and λ0‖a0‖2 > ε−10
(iii) (ai)0 = (aj)0 > 0 for all i, j = 1, . . . , 5.
Moreover u converges to a critical point at infinity in the sense, that
λ −→∞ and ‖a‖ −→ 0 as t −→∞.
Note, that K does not satisfy condition Cond5, cf. definition 1.2, since
〈∇∆K,∇K〉 = 7
9
|∆K|2 on Bε(0),
but K satisfies the flatness condition of Theorem 0.1 in [23], cf. [24], [19].
Proof. In order to prove, that u remains in V (1, ε) for all times let us define
T = sup{τ > 0 | ∀ 0 ≤ t < τ : u ∈ V (1, ε), ‖a‖ < ε, λ‖a‖2 > ε−1
ai
aj
<
4
√
5
2
for all i, j = 1, . . . , n}.
(6.115)
We then have to show T =∞.
Note, that we may assume J(u0) ≤ C independent of 0 < ε0 ≪ 1, whence∫ ∞
0
|δJ(u)|2 ≤ c(K) (6.116)
independent of the smallness of 0 < ε≪ 1.
According to corollary 4.7 the relevant evolution equations are
− λ˙
λ
=
r
k
(γ1
H(a)
λ3
+ γ2
∆K(a)
K(a)λ2
)(1 + o 1
λ
(1))
+ o(
1
λ3
) +O(
|∇K(a)|2
λ2
+ |δJ(u)|2)
(6.117)
and
λa˙ =
r
k
(γ3
∇K(a)
K(a)λ
+ γ4
∇∆K(a)
K(a)λ3
)(1 + o 1
λ
(1))
+ o(
1
λ3
) +O(
|∇K(a)|2
λ2
+ |δJ(u)|2),
(6.118)
where r
k
= 4n(n− 1) + o(1) = 80(1 + oε(1)) according to (4.35). Moreover
∇K(a) = −4‖a‖2a, ∆K(a) = −12‖a‖2 and ∇∆K(a) = −24a. (6.119)
We obtain during (0, T ) the simplified evolution equations
− λ˙
λ
= 80γ2
∆K(a)
λ2
(1 + oε(1)) +O(|δJ(u)|2) (6.120)
94
and
λa˙ = 80γ3
∇K(a)
λ
(1 + oε(1)) +O(|δJ(u)|2). (6.121)
First note, that during (0, T )
∂t‖a‖2 =2
λ
〈a, λa˙〉
=c
〈∇K(a), a〉
λ2
(1 + oε(1)) +O(
‖a‖|δJ(u)|2
λ
)
≤O(‖a‖|δJ(u)|
2
λ
),
(6.122)
whence
∂t ln ‖a‖2 ≤ O( |δJ(u)|
2
λ‖a‖ ).
But λ‖a‖ = λ 12 (λ‖a‖2) 12 > cε−1 during (0, T ) by definition. Therefore ‖a‖
remains uniformly small, e.g.‖a‖ ≤ Cε0. Let us calculate
(λ∆K(a))′ =
λ˙
λ
λ∆K(a) + 〈∇∆K(a), λa˙〉
=− 80γ2 |∆K(a)|
2
λ
(1 + oε(1))
+ 80γ3
〈∇∆K(a),∇K(a)〉
λ
(1 + oε(1))
+O((|λ∆K(a)| + |∇∆K(a)|)|δJ(u)|2).
(6.123)
Since |λ∆K(a)| = 12λ‖a‖2 ≥ cε−1 during (0, T ), we obtain
(λ∆K(a))′
80
=(−122γ2(
5∑
i=1
|ai|2)2 + 4 · 24γ3
5∑
i=1
|ai|4)1 + oε(1)
λ
+O(|λ∆K(a)||δJ(u)|2)
≤(−122 · 52 γ2 a4min + 4 · 5 · 24 γ3 a4max)
1 + oε(1)
λ
+O(|λ∆K(a)||δJ(u)|2),
(6.124)
where we used ai > 0 during (0, T ) and let
amin = min{ai | i = 1, . . . , n} and amax = max{ai | i = 1, . . . , n}. (6.125)
Due to γ3
γ2
= 3, cf. (6.105), and a4max <
5
2a
4
min during (0, T ) we get
(λ∆K(a))′ ≤O(|λ∆K(a)||δJ(u)|2). (6.126)
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Therefore
∂t ln(−λ∆K(a)) ≥ O(|δJ(u)|2) (6.127)
and we conclude using (6.116), that
12λ‖a‖2 = −λ∆K(a) ≥ −λ0∆K(a0)e−C
∫∞
0
|δJ(u)|2 = 12λ0‖a0‖2 (6.128)
remains during (0, T ) uniformly large, say λ‖a‖2 ≥ cε−10 . Moreover
− λ˙
λ
=80γ2
∆K(a)
λ2
(1 + oε(1)) +O(|δJ(u)|2)
=− c‖a‖
2
λ2
+O(|δJ(u)|2)
≤− cε
−1
λ3
+O(|δJ(u)|2),
(6.129)
whence
∂tλ
3 + λ3O(|δJ(u)|2) ≥ Cε−1. (6.130)
Letting ϑ = λ3 this becomes
ϑ˙+ ϑO(|δJ(u)|2) ≥ Cε−1. (6.131)
Thus for τ(t) = ϑ(t)e
∫
t
0
O(|δJ(u)|2) there holds
τ˙ (t) =(ϑ˙+ ϑO(|δJ(u)|2))(t)e
∫
t
0
O(|δJ(u)|2) ≥ Cε−1e
∫
t
0
O(|δJ(u)|2) (6.132)
and therefore
τ˙ (t) ≥ cε−1, (6.133)
whence
ϑ(0) = τ(0) ≤ τ(t) = ϑ(t)e
∫
t
0
O(|δJ(u)|2) ≤ Cϑ(t), (6.134)
so ϑ and thereby λ remain uniformly large, say λ ≥ cε−10 . Finally note, that
(
ai
aj
)
′
=
λa˙i
λaj
− ai
aj
λa˙j
λaj
=− c( |ai|
2ai
λ2aj
− ai
aj
|aj |2aj
λ2aj
)(1 + oε(1)) +O(
|δJ(u)|2
λaj
)
=− c ai
aj
1
λ2
(|ai|2 − |aj |2)(1 + oε(1)) +O( |δJ(u)|
2
λaj
),
(6.135)
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whence without loss of generality we may assume
(
amax
amin
)
′ ≤ C |δJ(u)|
2
λamin
in case
amax
amin
≥ 4
√
5
4
.
But during (0, T ) we have
λamin ≥ 4
√
2
5
λamax ≥ cλ‖a‖ (6.136)
and λ‖a‖ = λ 12 (λ‖a‖2) 12 > ε−1, whence
∂t ln(
amax
amin
) ≤ Cε|δJ(u)|2 in case amax
amin
≥ 4
√
5
4
. (6.137)
Consequently we may assume
ai
aj
<
4
√
5
3
during (0, T ). (6.138)
So far we have seen, that during (0, T ) we may assume
‖a‖ < Cε0, λ‖a‖2 > cε−10 , λ > cε−10 and
ai
aj
<
4
√
5
3
. (6.139)
In order to show T =∞ it remains to prove
u ∈ V (1, ε
2
) during (0, T ). (6.140)
By definition 3.9 and the remarks thereafter this is equivalent to showing
|1− rα
4
n−2K(a)
4n(n− 1)k |, ‖u− αϕa,λ‖ = ‖v‖ <
ε
2
. (6.141)
To that end let us expand using k ≡ 1
J(u) =r =
∫
Lg0uu =
∫
Lg0(αϕa,λ + v)(αϕa,λ + v)
=α2
∫
Lg0ϕa,λϕa,λ + 2α
∫
Lg0ϕa,λv +
∫
Lg0vv.
(6.142)
Due to lemmata 3.3 and 3.5 we have with n = 5∫
Lg0ϕa,λϕa,λ = 4n(n− 1)c0 + o 1
λ
(1). (6.143)
Moreover from lemma 3.3 we get∫
Lg0ϕa,λv
4n(n− 1) =
∫
ϕ
n+2
n−2
a,λ v + o 1λ (1) =
∫
Kϕ
n+2
n−2
a,λ v + o 1λ (1)
=α−
4
n−2
∫
K(u− v) 4n−2ϕa,λv + o 1
λ
(1)
=− 4
n− 2α
− 4
n−2
∫
Ku
6−n
n−2ϕa,λv
2 + o(‖v‖2) + o 1
λ
(1)
=− 4
n− 2α
−1
∫
Kϕ
4
n−2
a,λ v
2 + o(‖v‖2) + o 1
λ
(1).
(6.144)
97
We conclude
J(u) =4n(n− 1)c0α2 +
∫
Lg0vv −
32n(n− 1)
n− 2
∫
ϕ
4
n−2
a,λ v
2
+ o 1
λ
(1) + o(‖v‖2)
(6.145)
On the other hand we have
1 ≡k =
∫
Ku
2n
n−2 =
∫
K(αϕa,λ + v)
2n
n−2
=α
2n
n−2
∫
Kϕ
2n
n−2
a,λ +
2n
n− 2α
n+2
n−2
∫
Kϕ
n+2
n−2
a,λ v
+
n
n− 2
n+ 2
n− 2α
4
n−2
∫
Kϕ
4
n−2
a,λ v
2 + o(‖v‖2).
(6.146)
Considering the second summand above we obtain using (6.144)
1 =α
2n
n−2 c0 +
n(n− 6)
(n− 2)2 α
4
n−2
∫
ϕ
4
n−2
a,λ v
2 + o 1
λ
(1) + o(‖v‖2), (6.147)
whence
α = c
−n−22n
0 +
6− n
2(n− 2)c
−n+22n
0
∫
ϕ
4
n−2
a,λ v
2 + o 1
λ
(1) + o(‖v‖2) (6.148)
and therefore
c0α
2 = c
− 2
n
0 +
6− n
n− 2
∫
ϕ
4
n−2
a,λ v
2 + o 1
λ
(1) + o(‖v‖2). (6.149)
We conclude
J(u) =4n(n− 1)c 2n0
+
∫
Lg0vv − 4n(n− 1)
n+ 2
n− 2
∫
ϕ
4
n−2
a,λ v
2 + o 1
λ
(1) + o(‖v‖2)
≥4n(n− 1)c 2n0
+ cn
∫ (
|∇v|2g0 − n(n+ 2)
∫
ϕ
4
n−2
a,λ v
2
)
+ o 1
λ
(1) + o(‖v‖2)
(6.150)
and thus by means of proposition 4.5,
J(u) ≥ 4n(n− 1)c 2n0 + o 1λ (1) + c‖v‖
2. (6.151)
But J(u) ≤ J(u0) = 4n(n− 1)c
2
n
0 +O(
1
λ0
) and therefore
‖v‖2 = o 1
λ
+ 1
λ0
(1) (6.152)
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remains uniformly small during (0, T ). Finally we infer from (6.148), that α
remains uniformly close to c
−n−22n
0 , in particular
rα
4
n−2K(a)
4n(n− 1)k =
α
4
n−2J(u)
4n(n− 1) +O(‖a‖)
=α
4
n−2 c
2
n
0 +O(‖a‖ + ‖v‖) + o 1λ (1)
=1 +O(‖a‖+ ‖v‖) + o 1
λ
(1),
(6.153)
whence
|1− rα
4
n−2K(a)
4n(n− 1)k | (6.154)
remains uniformly small. This completes the proof of T = ∞, which is to say,
that u remains in V (1, ε). Turning back to (6.133) we then get τ ≥ t as t −→∞,
whence according to (6.134)
ϑ = λ3 ≥ ct. (6.155)
Finally (6.119) and (6.122) show
∂t‖a‖2 ≤ −c‖a‖
4
λ2
+O(
‖a‖|δJ(u)|2
λ
) = ‖a|2(−‖a‖
2
λ2
+O(
|δJ(u)|2
‖a‖λ )). (6.156)
Since λ‖a‖2 and therefore λ‖a‖ as well remain large we obtain
∂t ln ‖a‖2 ≤ −c‖a‖
2
λ2
+O(|δJ(u)|2), (6.157)
whence due to (6.119) and (6.120)
∂t ln ‖a‖2 ≤ −c λ˙
λ
+O(|δJ(u)|2) = −c∂t lnλ+O(|δJ(u)|2) (6.158)
Therefore λ −→∞ implies ‖a‖ −→ 0.
7 Appendix
Lemma 7.1.
Let (Mn, g0) be a Riemannian manifold, g(t) = u
4
n−2 (t)g0, u > 0. There holds
(i)
dµg = u
2n
n−2 dµg0
(ii)
gΓ
k
i,j = g0Γ
k
i,j +
2
n− 2u
−1(∂iuδkj + ∂juδ
k
i − ∂lugk,lgi,j)
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(iii)
R˜li,j,k =R
l
i,j,k +
2
n− 2u
−1[∇2i,kuδlj −∇2i,pugl,pgj,k
−∇2j,kuδli +∇2j,pugl.pgi,k]
− 2n
(n− 2)2u
−2[∇iu∇kuδlj −∇iu∇pugl,pgj,k
−∇ju∇kuδli +∇ju∇pugl,pgi,k
+
2
n
|∇u|2gj,kδli −
2
n
|∇u|2gi,kδlj ]
(iv)
R˜i,k = Ri,k +
2
n− 2u
−1[(n− 2)∇2i,ku−∆ugi,k]
− 2
n− 2u
−2[n∇iu∇ku− |∇u|2gi,k]
(v) R = Rg = u
− n+2
n−2 [−cn∆u+Rg0u] = u−
n+2
n−2Lg0u, i.e.
u−
n+2
n−2Lg0(uv) = Lg(v)
(vi) and for ∂tu = − 1K (R− rK¯)u we have
∂tR = cn∆g
R
K
+
4
n− 2(R− rK¯)
R
K
.
Lemma 7.2. [Local bound and higher integrability, cf. [27], Theorem A.1.]
Let P ∈ C∞(M), p > 2n
n−2 and r > 0 small.
There exists C = C(p, r) such, that for u > 0 solving Lg0u = Pu with
‖P‖
L
n
2
g0
(B2r(x0))
<
2n
n− 2
Y (M, g0)
p
we have
‖u‖Lpg0(Br(x0)) ≤ C‖u‖L 2nn−2g0 (B2r(x0))
.
Proof of lemma 3.3.
A straight forward calculation shows
∆ga(
λ
1 + λ2γnG
2
2−n
a
)
n−2
2 =
n
2− nγn(
ϕa,λ
ua
)
n+2
n−2 |∇Ga|2gaG
2n−12−n
a
+ γnλ(
ϕa,λ
ua
)
n
n−2G
n
2−n
a ∆gaGa,
(7.1)
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which is due to
|∇Ga|2gaG
2n−12−n
a = (n− 2)2|∇G
1
2−n
a |2ga and ∆gaGa =
−δa +RgaGa
cn
, (7.2)
where δa denotes the Dirac measure at a, equivalent to
∆ga(
λ
1 + λ2γnG
2
2−n
a
)
n−2
2 =n(2− n)γn(ϕa,λ
ua
)
n+2
n−2 |∇G
1
2−n
a |2ga
+
Rgaγn
cn
λ(
ϕa,λ
ua
)
n
n−2G
2
2−n
a .
(7.3)
Since Lga = −cn∆ga +Rga with cn = 4n−1n−2 we obtain
Lga
ϕa,λ
ua
=4n(n− 1)(ϕa,λ
ua
)
n+2
n−2 γn|∇G
1
2−n
a |2ga
+Rga
ϕa,λ
ua
(1 − λγnG
2
2−n
a (
ϕa,λ
ua
)
2
2−n )
=4n(n− 1)(ϕa,λ
ua
)
n+2
n−2 γn|∇G
1
2−n
a |2ga +
Rga
λ
(
ϕa,λ
ua
)
n
n−2 .
(7.4)
By conformal invariance, cf. lemma 7.1, we conclude
Lg0ϕa,λ =u
n+2
n−2
a Lga
ϕa,λ
ua
=4n(n− 1)ϕ
n+2
n−2
a,λ γn|∇G
1
2−n
a |2ga +
u
2
n−2
a Rga
λ
ϕ
n
n−2
a,λ ,
(7.5)
in particular Lg0ϕa,λ = O(ϕ
n+2
n−2
a,λ ). Expanding
Ga =
1
4n(n− 1)ωn (r
2−n
a +Ha), ra = dga(a, ·) (7.6)
we derive
γn|∇G
1
2−n
a |2ga =|∇(ra(1 + rn−2a Ha)
1
2−n )|2ga
=|∇ra(1 + 1
2− nr
n−2
a Ha +O(|rn−2a Ha|2))
+ ra(−rn−3a ∇raHa +
1
2− nr
n−2
a ∇Ha
+O(|rn−2a Ha||∇(rn−2a Ha)|))|2ga ,
(7.7)
whence
γn|∇G
1
2−n
a |2ga =1−
2
n− 2((n− 1)Ha + ra∂raHa)r
n−2
a + o(r
n−2
a ). (7.8)
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Thus we conclude
Lg0ϕa,λ =4n(n− 1)ϕ
n+2
n−2
a,λ − 2ncn((n− 1)Ha + ra∂raHa)rn−2a ϕ
n+2
n−2
a,λ
+ o(rn−2a ϕ
n+2
n−2
a,λ ) +
u
2
n−2
a Rga
λ
ϕ
n
n−2
a,λ .
(7.9)
For Rga = O(r
2
a) and ∆Rga = − 16 |W (a)|2 cf. [22].
Proof of lemma 3.5.
These kind of expansions are well known, cf. [6]. Using but just slightly modified
bubbles we nonetheless repeat their proves.
(i) We have
(φk,i)k=1,2,3 =(ϕi,−λi∂λiϕi,
1
λi
∇aiϕi), (7.10)
so
φ1,i =uai(
λi
1 + λ2i γnG
2
2−n
ai
)
n−2
2 (7.11)
and
φ2,i =
n− 2
2
λ2i γnG
2
2−n
ai − 1
λ2i γnG
2
2−n
ai + 1
ϕi (7.12)
and
φ3,i =− n− 2
2
uai
λiγn∇aiG
2
2−n
ai
1 + λ2i γnG
2
2−n
ai
ϕi +
∇aiuai
uaiλi
ϕi. (7.13)
Note, that in x ≃ expgai x coordinates
γnG
2
2−n
ai (x) = r
2 +O(rn), (7.14)
cf. definition 3.2 and
γn(∇aiG
2
2−n
ai )(x) = −2x+O(rn−1). (7.15)
Moreover uai = 1 +O(r
2). The assertion readily follows.
(ii) (α) Case k = 1
We have φk,i = ϕi for k = 1 and thus for c > 0 small∫
ϕ
2n
n−2
i =
∫
Bc(ai)
(
λi
1 + λ2i γnG
2
2−n
ai
)ndµgai +O(
1
λni
). (7.16)
102
By definition 3.2 one has passing to x ≃ expgai x coordinates∫
ϕ
2n
n−2
i =
∫
Bc(0)
(
λi
1 + λ2i r
2
)n(1 +O(
λ2iO(r
nHa)
1 + λ2i r
2
)) +O(
1
λni
)
=
∫
Bcλi (0)
1
(1 + r2)n
+O(
1
λn−2i
) = c1 +O(
1
λn−2i
).
(7.17)
(β) Case k = 2
The proof runs analogously to the one of case k = 1 above yielding
c2 =
(n− 2)2
4
∫ |r2 − 1|2
(1 + r2)n+2
(7.18)
(γ) Case k = 3
We have
φk,i =
2− n
2
λiγn∇aiG
2
2−n
ai
1 + λ2i γnG
2
2−n
ai
ϕi +
∇aiuai
λiuai
ϕi, (7.19)
whence using γn(∇aiG
2
2−n
ai )(x) = −2x+O(rn−1) and uai = O(r2)∫
|φk,i|2ϕ
4
n−2
i =
(n− 2)2
n
∫
r2
(1 + r2)n+2
+O(
1
λn−2i
+
1
λ2i
)
=c3 +O(
1
λn−2i
+
1
λ2i
)
(7.20)
(iii) (α) Case k = 1
Due to lemma 3.3 and case (v) we have for c > 0 small∫
ϕ
n+2
n−2
i ϕj =
∫
Bc(ai)
Lg0ϕiϕj
4n(n− 1) + o(εi,j)
=
∫
Lg0ϕiϕj
4n(n− 1) + o(εi,j),
(7.21)
whence by
∫
Lg0ϕiϕj =
∫
ϕiLg0ϕj and backward calculation∫
ϕ
n+2
n−2
i ϕj =
∫
ϕiϕ
n+2
n−2
j + o(εi,j). (7.22)
103
Thus we may assume 1
λi
≤ 1
λj
. We get∫
ϕ
n+2
n−2
i ϕj =
∫
Bc(ai)
(
λi
1 + λ2i γnG
2
2−n
ai
)
n+2
2
uaj
uai
(
λj
1 + λ2jγnG
2
2−n
aj
)
n−2
2 dµgai
+O(
1
λ
n+2
2
i
1
λ
n−2
2
j
).
(7.23)
Clearly λ
− n+22
i λ
− n−22
j = o(εi,j) and in x ≃ expgai (x) coordinates
uai(x) = 1 +O(r
2) and γnG
2
2−n
ai (x) = r
2 +O(rn), (7.24)
whence using case (v)∫
ϕ
n+2
n−2
i ϕj =
∫
Bcλi (0)
uaj (ai)
(1 + r2)
n+2
2
(
1
λi
λj
+ λiλjγnG
2
2−n
aj (expgai
x
λi
)
)
n−2
2 + o(εi,j).
(7.25)
Due to 1
λi
≤ 1
λj
we have
ε
2
2−n
i,j ∼ λiλjγnG
2
2−n
g0 (ai, aj) or ε
2
2−n
i,j ∼
λi
λj
(7.26)
and may expand on
A =
[
| x
λi
| ≤ ǫ
√
γnG
2
2−n
aj (ai)
]
∪
[
| x
λi
| ≤ ǫ 1
λj
]
⊂ Bcλi(0) (7.27)
for ǫ > 0 sufficiently small
(
λi
λj
+ λiλjγnG
2
2−n
aj (expgai
x
λi
))
2−n
2
=(
λi
λj
+ λiλjγnG
2
2−n
aj (ai))
2−n
2
+
2− n
2
γn∇G
2
2−n
aj (ai)λjx+O(
λj
λi
|x|2)
(λi
λj
+ λiλjγnG
2
2−n
aj (ai))
n
2
.
(7.28)
Thus by (7.25) ∫
ϕ
n+2
n−2
i ϕj =
4∑
k=1
Ik + o(εi,j) (7.29)
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with
I1 =
uaj(ai)
(λi
λj
+ λiλjγnG
2
2−n
aj (ai))
n−2
2
∫
A
1
(1 + r2)
n+2
2
(7.30)
and
I2 =−
n−2
2 uaj(ai)γn
(λi
λj
+ λiλjγnG
2
2−n
aj (ai))
n
2
∫
A
∇G
2
2−n
aj (ai)λjx
(1 + r2)
n+2
2
(7.31)
and
I3 =
uaj(ai)
(λi
λj
+ λiλjγnG
2
2−n
aj (ai))
n
2
∫
A
O(
λj
λi
|x|2)
(1 + r2)
n+2
2
(7.32)
and
I4 =
∫
Ac
uaj (ai)
(1 + r2)
n+2
2
(
1
λi
λj
+ λiλjγnG
2
2−n
aj (expgai
x
λi
)
)
n−2
2 . (7.33)
Note, that since λi ≥ λj , A tends to cover Rn as εi,j −→ 0. Thus
I1 =b1
uaj(ai)
(λi
λj
+ λiλjγnG
2
2−n
aj (ai))
n−2
2
+ o(εi,j), (7.34)
whereas I2 = 0 by radial symmetry and I3 = o(εi,j). Moreover
I4 = o(εi,j) (7.35)
in case ε
2
2−n
i,j ∼ λiλj . Otherwise we decompose
Ac ⊆B1 ∪ B2, (7.36)
where for a sufficiently large constant E > 0
B1 =[ε
√
γnG
2
2−n
aj (ai) ≤ |
x
λi
| ≤ E
√
γnG
2
2−n
aj (ai)] (7.37)
and
B2 =[E
√
γnG
2
2−n
aj (ai) ≤ |
x
λi
| ≤ c]. (7.38)
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We then may estimate
I14 =
∫
B1
uaj (ai)
(1 + r2)
n+2
2
(
1
λi
λj
+ λiλjγnG
2
2−n
aj (expgai
x
λi
)
)
n−2
2
≤ C(
λj
λi
)
n+2
2
(1 + λ2i γnG
2
2−n
aj (ai))
n+2
2∫
[| x
λj
|≤E
√
γnG
2
2−n
aj
(ai)]
(
1
1 + λ2jγnG
2
2−n
aj (expgai
x
λj
)
)
n−2
2 .
(7.39)
Changing coordinates via di,j = exp
−1
gai
expgaj we get
I14 ≤
C
(λi
λj
+ λiλjG
2
2−n
aj (ai))
n+2
2
∫
[| x
λj
|≤E˜d(ai,aj)]
(
1
1 + r2
)
n−2
2
(7.40)
and thus I14 = o(εi,j), since we may assume λj ≪ λi. Moreover
I4,2 =
∫
B2
uaj(ai)
(1 + r2)
n+2
2
(
1
λi
λj
+ λiλjγnG
2
2−n
aj (expgai
x
λi
)
)
n−2
2
≤ C
(λi
λj
+ λiλjγnG
2
2−n
aj (ai))
n−2
2∫
[|x|≥
√
λ2i γnG
2
2−n
aj
(ai)]
1
(1 + r2)
n+2
2
=o(εi,j),
(7.41)
since λ2i γnG
2
2−n
aj (ai)≫ 1 in this case. Therefore
I4 ≤ I14 + I24 = o(εi,j). (7.42)
Collecting terms we get∫
ϕ
n+2
n−2
i ϕj =I1 + o(εi,j). (7.43)
Due to conformal invariance there holds
Gaj (aj , ai) = u
−1
aj
(ai)u
−1
aj
(aj)Gg0(ai, aj) (7.44)
and we conclude∫
ϕ
n+2
n−2
i ϕj =
b1
(λi
λj
+ λiλjγnG
2
2−n
g0 (ai, aj))
n−2
2
+ o(εi,j). (7.45)
The claim follows.
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(β) Case k = 2
First we deal with the case 1
λi
≤ 1
λj
. For c > 0 small we get
−λj
∫
ϕ
n+2
n−2
i ∂λjϕj
=
n− 2
2
∫
Bc(ai)
(
λi
1 + λ2i γnG
2
2−n
ai
)
n+2
2
uaj
uai
(
λj
1 + λ2jγnG
2
2−n
aj
)
n−2
2
λ2jγnG
2
2−n
aj − 1
λ2jγnG
2
2−n
aj + 1
dµgai
+O(
1
λ
n+2
2
i
1
λ
n−2
2
j
).
(7.46)
Clearly λ
− n+22
i λ
− n−22
j = o(εi,j), whence as before
−λj
∫
ϕ
n+2
n−2
i ∂λjϕj
=
n− 2
2
∫
Bcλi (0)
uaj (ai)
(1 + r2)
n+2
2
λ2jγnG
2
2−n
aj (expgai
x
λi
)− 1
λ2jγnG
2
2−n
aj (expgai
x
λi
) + 1
(
1
λi
λj
+ λiλjγnG
2
2−n
aj (expgai
x
λi
)
)
n−2
2
+ o(εi,j).
(7.47)
Due to 1
λi
≤ 1
λj
we have
ε
2
2−n
i,j ∼ λiλjγnG
2
2−n (ai, aj) or ε
2
2−n
i,j ∼
λi
λj
(7.48)
and may expand on
A =[| x
λi
| ≤ ǫ
√
γnG
2
2−n
aj (ai)] ∪ [|
x
λi
| ≤ ǫ 1
λj
] (7.49)
for ǫ > 0 sufficiently small
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1(λi
λj
+ λiλjγnG
2
2−n
aj (expgai
x
λi
))
n−2
2
λ2jγnG
2
2−n
aj (expgai
x
λi
)− 1
λ2jγnG
2
2−n
aj (expgai
x
λi
) + 1
= (
λi
λj
+ λiλjγnG
2
2−n
aj (ai))
2−n
2
λ2jγnG
2
2−n
aj (ai)− 1
λ2jγnG
2
2−n
aj (ai) + 1
+
2− n
2
γn∇G
2
2−n
aj (ai)λjx
(λi
λj
+ λiλjγnG
2
2−n
aj (ai))
n
2
λ2jγnG
2
2−n
aj (ai)− 1
λ2jγnG
2
2−n
aj (ai) + 1
+
2
(λi
λj
+ λiλjγnG
2
2−n
aj (ai))
n
2
γn∇G
2
2−n
aj (ai)λjx
1 + λ2jγnG
2
2−n
aj (ai)
+
O(
λj
λi
|x|2)
(λi
λj
+ λiλjγnG
2
2−n
aj (ai))
n
2
.
(7.50)
By radial symmetry we then get with b2 =
n−2
2
∫
1
(1+r2)
n+2
2
−λj
∫
ϕ
n+2
n−2
i ϕj
=
b2uaj(ai)
(λi
λj
+ λiλjγnG
2
2−n
aj (ai))
n−2
2
λ2jγnG
2
2−n
aj (ai)− 1
λ2jγnG
2
2−n
aj (ai) + 1
+ o(εi,j)
(7.51)
and thus by conformal invariance
−λj
∫
ϕ
n+2
n−2
i ∂λjϕj =
b2(λiλjγnG
2
2−n
g0 (ai, aj)− λiλj )
(λi
λj
+ λiλjγnG
2
2−n
g0 (ai, aj))
n
2
+ o(εi,j).
(7.52)
We turn to the case 1
λi
≥ 1
λj
. By the same reasoning as for (7.23)
−λj
∫
ϕ
n+2
n−2
i ∂λjϕj =− λj
∫
ϕi∂λjϕ
n+2
n−2
j + o(εi,j). (7.53)
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For c > 0 small we get
−λj
∫
ϕi∂λjϕ
n+2
n−2
j
=
n+ 2
2
∫
Bc(ai)
(
λi
1 + λ2i γnG
2
2−n
ai
)
n−2
2
uai
uaj
(
λj
1 + λ2jγnG
2
2−n
aj
)
n+2
2
λ2jγnG
2
2−n
aj − 1
λ2jγnG
2
2−n
aj + 1
dµgaj
+O(
1
λ
n+2
2
j
1
λ
n−2
2
i
),
(7.54)
whence
−λj
∫
ϕi∂λjϕ
n+2
n−2
j
=
n+ 2
2
∫
Bcλi (0)
r2 − 1
r2 + 1
(
1
1 + r2
)
n+2
2
uai(aj)
(
λj
λi
+ λiλjγnG
2
2−n
ai (expgaj
x
λj
))
n+2
2
+ o(εi,j).
(7.55)
We may expand on
A =[| x
λj
≤ ε
√
γnG
2
2−n
ai (aj)] ∪ [|
x
λj
| ≤ ǫ 1
λi
]
for ǫ > 0 sufficiently small
(
λj
λi
+ λiλjγnG
2
2−n
ai (expgaj
x
λi
))
2−n
2
=(
λj
λi
+ λiλjγnG
2
2−n
ai (aj))
2−n
2
+
2− n
2
γn∇G
2
2−n
ai (aj)λix+O(
λi
λj
|x|2)
(
λj
λi
+ λiλjγnG
2
2−n
ai (aj))
n
2
.
(7.56)
This gives with indeed b2 =
n+2
2
∫
r2−1
r2+1 (
1
1+r2 )
n+2
2 = n−22
∫
( 11+r2 )
n+2
2
−λj
∫
ϕ
n+2
n−2
i ∂λjϕj =b2
uai(aj)
(λi
λj
+ λiλjγnG
2
2−n
ai (aj))
n−2
2
+ o(εi,j)
(7.57)
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and we conclude by conformal invariance
−λj
∫
ϕ
n+2
n−2
i ∂λjϕj =
b2
(λi
λj
+ λiλjγnG
2
2−n
g0 (ai, aj))
n−2
2
+ o(εi,j).
(7.58)
(7.52) and (7.58) then prove the claim.
(γ) Case k = 3
First we consider the case 1
λi
≤ 1
λj
. For c > 0 small we get
1
λj
∫
ϕ
n+2
n−2
i ∇ajϕj
=
2− n
2
∫
Bc(ai)
(
λi
1 + λ2i γnG
2
2−n
ai
)
n+2
2
uaj
uai
(
λj
1 + λ2jγnG
2
2−n
aj
)
n−2
2
λjγn∇ajG
2
2−n
aj
1 + λ2jγnG
2
2−n
aj
dµgai
+O(
∫
Bc(ai)
ϕ
n+2
n−2
i |
∇ajuaj
uaiλj
|ϕj + 1
λ
n+2
2
i
1
λ
n−2
2
j
).
(7.59)
Due to case (v) we obtain passing to x ≃ expgai (x) coordinates
1
λj
∫
ϕ
n+2
n−2
i ∇ajϕj
=
2− n
2
∫
Bcλi (0)
uaj (ai)
(1 + r2)
n+2
2
λjγn∇ajG
2
2−n
aj (expgai
x
λi
)
1 + λ2jγnG
2
2−n
aj (expgai
x
λi
)
(
1
λi
λj
+ λiλjγnG
2
2−n
aj (expgai
x
λi
)
)
n−2
2 + o(εi,j).
(7.60)
Since
ε
2
2−n
i,j ∼ λiλjγnG
2
2−n (ai, aj) or ε
2
2−n
i,j ∼
λi
λj
(7.61)
we may expand on
A =[| x
λi
| ≤ ǫ
√
γnG
2
2−n
aj (ai)] ∪ [|
x
λi
| ≤ ǫ 1
λj
] (7.62)
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for ǫ > 0 sufficiently small as before to obtain
1
λj
∫
ϕ
n+2
n−2
i ∇ajϕj
=− b3
uaj(ai)
(λi
λj
+ λiλjγnG
2
2−n
aj (ai))
n−2
2
λjγn∇ajG
2
2−n
aj (ai)
1 + λ2jγnG
2
2−n
aj (ai)
+ o(εi,j)
(7.63)
with b3 =
n−2
2
∫
1
(1+r2)
n+2
2
. This gives
1
λj
∫
ϕ
n+2
n−2
i ∇ajϕj = −b3
uaj(ai)λiγn∇ajG
2
2−n
aj (ai)
(λi
λj
+ λiλjγnG
2
2−n
aj (ai))
n
2
+ o(εi,j),
(7.64)
whence by conformal invariance
1
λj
∫
ϕ
n+2
n−2
i ∇ajϕj =
−b3λiγn∇ajG
2
2−n
g0 (ai, aj)
(λi
λj
+ λiλjγnG
2
2−n
g0 (ai, aj))
n
2
+ o(εi,j). (7.65)
We turn to the case 1
λi
≥ 1
λj
. As before
1
λj
∫
ϕ
n+2
n−2
i ∇ajϕj =
1
λj
∫
ϕi∇ajϕ
n+2
n−2
j + o(εi,j) (7.66)
and for c > 0 small we obtain by arguments familiar by now
1
λj
∫
ϕi∇ajϕ
n+2
n−2
j
=− n+ 2
2
∫
Bcλj (aj)
(
1
λj
λi
+ λiλjγnG
2
2−n
ai (expgaj
x
λj
)
)
n−2
2
uai(aj)λjγn∇ajG
2
2−n
aj (expgaj
x
λj
)
(1 + r2)
n+4
2
+ o(εi,j),
(7.67)
whence
1
λj
∫
ϕi∇ajϕ
n+2
n−2
j
=(n+ 2)
∫
Bcλj (aj)
uai(aj)x
(1 + r2)
n+4
2
(
1
λj
λi
+ λiλjγnG
2
2−n
ai (expgaj
x
λj
)
)
n−2
2
+ o(εi,j).
(7.68)
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Expanding on
A =[| x
λj
| ≤ ǫ
√
γnG
2
2−n
ai (aj)] ∪ [|
x
λj
| ≤ ǫ 1
λi
] (7.69)
for ǫ > 0 sufficiently small we derive
1
λj
∫
ϕi∇ajϕ
n+2
n−2
j =b3
uai(aj)λiγn∇ajG
2
2−n
ai (aj)
(
λj
λi
+ λiλjγnG
2
2−n
aj (ai))
n
2
+ o(εi,j) (7.70)
with indeed b3 =
(n+2)(n−2)
2n
∫
r2
(1+r2)
n+4
2
= n−22
∫
( 11+r2 )
n+2
2 . Thus
1
λj
∫
ϕi∇ajϕ
n+2
n−2
j =b3
λiγn∇ajG
2
2−n
g0 (ai, aj)
(
λj
λi
+ λiλjγnG
2
2−n
g0 (ai, aj))
n
2
+ o(εi,j)
(7.71)
by conformal invariance. From (7.65), (7.71) the claim follows.
(iv) Due to (7.11), (7.12), (7.13) and
γnG
2
2−n
ai = r
2 +O(rn), γn∇aiG
2
2−n
ai = −2x+O(rn−1), (7.72)
cf. definition 3.2 we have on Bc(ai) for c > 0 small
(α)
φ1,i =uai(
λi
1 + λ2i r
2
)
n−2
2 +O(rn−2(
λi
1 + λ2i r
2
)
n−2
2 ) (7.73)
(β)
φ2,i =
n− 2
2
uai
λ2i r
2 − 1
λ2i r
2 + 1
(
λi
1 + λ2i r
2
)
n−2
2
+O(rn−2(
λi
1 + λ2i r
2
)
n−2
2 )
(7.74)
(γ)
φ3,i =− n− 2
2
uai
λix
1 + λ2i r
2
(
λi
1 + λ2i r
2
)
n−2
2
+O(rn−2(
λi
1− λ2i r2
)
n−2
2 ) +O(
r
λi
(
λi
1 + λ2i r
2
)
n−2
2 )
(7.75)
(ϕ)
ϕ
4
n−2
i =u
4
n−2
ai (
λi
1 + λ2i r
2
)2 +O(rn−2(
λi
1 + λ2i r
2
)2). (7.76)
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Consequently∫
φ1,iϕ
4
n−2
i φ2,i =
∫
Bc(ai)
φ1,iϕ
4
n−2
i φ2,i +O(
1
λni
)
=
∫
B c
λi
(0)
r2 − 1
r2 + 1
(
1
1 + r2
)n +O(
1
λn−2i
)
=
∫
r2 − 1
r2 + 1
(
1
1 + r2
)n +O(
1
λn−2i
) = O(
1
λn−2i
),
(7.77)
since the integral above vanishes. Alike using radial symmetry∫
φ1,iϕ
4
n−2
i φ3,i,
∫
φ2,iϕ
4
n−2
i φ3,i =O(
1
λn−2i
+
1
λ2i
). (7.78)
Moreover we have readily have∫
ϕ
n+2
n−2
i φk,i = (1,−λi∂i,
1
λi
∇ai)
∫
ϕ
2n
n−2
i = δ1k +O(
1
λi
n−2
). (7.79)
(v) Let α′ = n−22 α, β
′ = n−22 β, so α
′ + β′ = n. We distinguish
(α) ε
2
2−n
i,j ∼ λiλj ∨ ε
2
2−n
i,j ∼ λiλjγnG
2
2−n (ai, aj)
We estimate for c > 0 small∫
ϕαi ϕ
β
j
≤C
∫
Bc(0)
(
λi
1 + λ2i r
2
)α
′
(
λj
1 + λ2jγnG
2
2−n
aj (expai x)
)β
′
+ C
1
λα
′
i
∫
Bc(0)
(
λj
1 + λ2jr
2
)β
′
+O(
1
λα
′
i
1
λ
β′
j
)
=C
∫
Bcλi (0)
(
1
1 + r2
)α
′
(
1
λi
λj
+ λiλjγnG
2
2−n
aj (expai
x
λi
)
)β
′
+ C
1
λα
′
i
1
λ
n−β′
j
∫
Bcλj (0)
(
1
1 + r2
)β
′
+ o(εβi,j).
(7.80)
Thus by
∫
Bcλj (0)
( 11+r2 )
β′ ≤ C 1
λ
2β′−n
j
we get
∫
ϕαi ϕ
β
j
≤C
∫
Bcλi (0)
(
1
1 + r2
)α
′
(
1
λi
λj
+ λiλjγnG
2
2−n
aj (expai
x
λi
)
)β
′
+ o(εβi,j).
(7.81)
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This shows the claim in cases
λj
λi
+
λi
λj
+ λiλjγnG
2
2−n
g0 (ai, aj) ∼
λi
λj
or d(ai, aj) > 3c. (7.82)
Else we may assume d(ai, aj) < 3c and
λj
λi
+
λi
λj
+ λiλjγnG
2
2−n
g0 (ai, aj) ∼ λiλjd2(ai, aj). (7.83)
We then get with B = [ 12d(ai, aj) ≤ | xλi | ≤ 2d(ai, aj)]∫
ϕαi ϕ
β
j
≤C
∫
B
(
1
1 + r2
)α
′
(
1
λi
λj
+ λiλjd2(aj , expai(
x
λi
))
)β
′
+O(εβi,j)
≤C( 1
1 + |λid(ai, aj)|2 )
α′
∫
[| x
λi
|≤4d(ai,aj)]
(
1
λi
λj
+
λj
λi
r2
)β
′
+O(εβi,j)
≤C (
λj
λi
)β
′−n
(1 + |λid(ai, aj)|2)α′
∫
[r≤4λjd(ai,aj)]
(
1
1 + r2
)β
′
+O(εβi,j).
(7.84)
Note, that in case λjd(ai, aj) remains bounded, we are done. Else
∫
ϕαi ϕ
β
j ≤C
(
λj
λi
)β
′−n(λjd(ai, aj))n−2β
′
(1 + |λid(ai, aj)|2)α′ +O(ε
β
i,j)
≤C( 1
1 + |λid(ai, aj)|2 )
α′−n2+β′(
λi
λj
)β
′
+O(εβi,j),
(7.85)
whence due to α′ > n2 the claim follows.
(β) ε
2
2−n
i,j ∼ λjλi .
We estimate for c > 0 small∫
ϕαi ϕ
β
j
≤C
∫
Bcλj (0)
(
1
λj
λi
+ λiλjγnG
2
2−n
ai (expaj (
x
λj
))
)α
′
(
1
1 + r2
)β
′
+ C
1
λ
β′
j
∫
Bc(0)
(
λi
1 + λ2i r
2
)α
′
+O(
1
λα
′
i
1
λ
β′
j
),
(7.86)
which by
∫
Bc(0)
( λi
1+λ2i r
2 )
α′ ≤ C 1
λn−α
′
i
= C 1
λ
β′
i
gives
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∫
ϕαi ϕ
β
j
≤C
∫
Bλjc(0)
(
1
λj
λi
+ λiλjγnG
2
2−n
ai (expaj (
x
λj
))
)α
′
(
1
1 + r2
)β
′
+ o(εβi,j).
(7.87)
By assumption d(ai, aj) ≤ 2λi , whence we may replace as before
γnG
2
2−n
ai (expaj (
x
λj
)) ∼ d2(ai, expaj (
x
λj
)) on Bλjc(0). (7.88)
Thus for γ > 3∫
ϕαi ϕ
β
j
≤C
∫
[γ
λj
λi
≤|x|≤λjc]
(
1
λj
λi
+ λiλjd2(ai, expaj (
x
λj
))
)α
′
(
1
1 + r2
)β
′
+ C(
λi
λj
)α
′
∫
[|x|<γ λj
λi
]
(
1
1 + r2
)β
′
+ o(εβi,j)
≤C
∫
[γ
λj
λi
≤|x|≤λjc]
(
1
λj
λi
+ λi
λj
r2
)α
′
(
1
1 + r2
)β
′
+ C(
λi
λj
)α
′
(
λj
λi
)n−2β + o(εβi,j),
(7.89)
since for |x| ≥ γ λj
λi
we may assume using d(ai, aj) ≤ 1λi
d(ai, expaj (
x
λj
)) ≥ r
λj
. (7.90)
Therefore∫
ϕαi ϕ
β
j ≤C(
λj
λi
)α
′
∫
[|x|≥γ λj
λi
]
r−2n +O(εβi,j) = O(ε
β
i,j). (7.91)
(vi) By symmetry we may assume 1
λi
≤ 1
λj
and thus
ε
2
2−n
i,j ∼
λi
λj
∨ ε
2
2−n
i,j ∼ λiλjγnG
2
2−n
g0 (ai, aj) (7.92)
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We estimate for c > 0 small∫
ϕ
n
n−2
i ϕ
n
n−2
j
≤C
∫
Bc(0)
(
λi
1 + λ2i r
2
)
n
2 (
λj
1 + λ2jγnG
2
2−n
aj (expai x)
)
n
2
+ C
1
λ
n
2
i
∫
Bc(0)
(
λj
1 + λ2jr
2
)
n
2 +O(
1
λ
n
2
i
1
λ
n
2
j
)
=C
∫
Bcλi (0)
(
1
1 + r2
)
n
2 (
1
λi
λj
+ λiλjγnG
2
2−n
aj (expai(
x
λi
))
)
n
2
+O(ln λjε
n
n−2
i,j ).
(7.93)
Thus in cases
λj
λi
+
λi
λj
+ λiλjγnG
2
2−n
g0 (ai, aj) ∼
λi
λj
or d(ai, aj) > 3c (7.94)
we obtain∫
ϕ
n
n−2
i ϕ
n
n−2
j ≤C lnλiε
n
n−2
i,j + C lnλjε
n
n−2
i,j ≤ C ln(λiλj)ε
n
n−2
i,j , (7.95)
thus
∫
ϕiϕj = O(ε
n
n−2
i,j ln εi,j). Else we may assume d(ai, aj) < 3c and
λj
λi
+
λi
λj
+ λiλjγnG
2
2−n (ai, aj) ∼ λiλjd2(ai, aj). (7.96)
We then get with B = [ 12d(ai, aj) ≤ | xλi | ≤ 2d(ai, aj)]∫
ϕ
n
n−2
i ϕ
n
n−2
j
≤C
∫
B
(
1
1 + r2
)
n
2 (
1
λi
λj
+ λiλjd2(aj , expai(
x
λi
))
)
n
2
+O(ε
n
n−2
i,j ln εi,j)
≤C( 1
1 + |λid(ai, aj)|2 )
n
2
∫
[| x
λi
|≤4d(ai,aj)]
(
1
λi
λj
+
λj
λi
r2
)
n
2
+O(ε
n
n−2
i,j ln εi,j)
≤C( 1
1 + |λid(ai, aj)|2 )
n
2 (
λi
λj
)
n
2
∫
[r≤4λjd(ai,aj)]
(
1
1 + r2
)
n
2
+O(ε
n
n−2
i,j ln εi,j)
≤Cε
n
n−2
i,j ln(λjd(ai, aj)) +O(ε
n
n−2
i,j ln εi,j).
(7.97)
The claim follows, as λj ≤ λi by assumption.
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(vii) εi,j = O(εi,j) is trivial and λi∂λiεi,j = O(εi,j) follows readily due to
λi∂λiεi,j =
2− n
2
εi,j
λi
λj
− λj
λi
+ λiλjγnG
2
2−n
g0 (ai, aj)
λi
λj
+
λj
λi
+ λiλjγnG
2
2−n
g0 (ai, aj)
. (7.98)
Last 1
λi
∇aiεi,j = O(εi,j) follows from
1
λi
∇aiεi,j =
2− n
2
εi,j
λjγn∇aiG
2
2−n
g0 (ai, aj)
λi
λj
+
λj
λi
+ λiλjγnG
2
2−n
g0 (ai, aj)
. (7.99)
immediately in case d(ai, aj) > c > 0. In the contrary case we estimate
λjγn|∇aiG
2
2−n
g0 (ai, aj)|
λi
λj
+
λj
λi
+ λiλjγnG
2
2−n
g0 (ai, aj)
≤
λj
λi
+ λiλjγn|∇aiG
2
2−n
g0 (ai, aj)|2
λi
λj
+
λj
λi
+ λiλjγnG
2
2−n
g0 (ai, aj)
(7.100)
with the right hand side being bounded for d(ai, aj) small.
Proof of proposition 3.10(Cf. [9], Appendix A).
Let us denote by w(ε) any quantity, for which |w(ε)| ε→0−→ 0 and consider for
u ∈ V (ω, p, ε) with ε −→ 0 (7.101)
a representation
u = uαˆ,βˆ + αˆ
iϕaˆi,λˆi + vˆ, (αˆ, βˆk, αˆi, aˆi, λˆi) ∈ Au(ω, p, ε), ‖vˆ‖ ≤ ε. (7.102)
Since Au(ω, p, ε) ⊂ Au(ω, p, 2ε0) we have
inf
(α˜,β˜k,α˜i,a˜i,λ˜i)∈Au(ω,p,2ε0)
∫
Ku
4
n−2 |u− uα˜,β˜ − α˜iϕa˜i,λ˜i |2 = w(ε), (7.103)
whence we may consider (α˜, β˜k, α˜i, a˜i, λ˜i) ∈ Au(ω, p, 2ε0) such, that∫
Ku
4
n−2 |u− uα˜,β˜ − α˜iϕa˜i,λ˜i |2 = w(ε). (7.104)
Expanding this gives in a first step∫
K(αˆω + αˆiϕaˆi,λˆi)
4
n−2 |uαˆ,βˆ − uα˜,β˜ + αˆiϕaˆi,λˆi − α˜iϕa˜i,λi |2 = w(ε) (7.105)
and using lemma 3.5 and proposition 3.8 we derive
w(ε) =
∫
Kω
4
n−2 |uαˆ,βˆ − uα˜,β˜ − α˜iϕa˜i,λ˜i |2
+
∑
i
∫
Kϕ
4
n−2
aˆi,λˆi
|αˆiϕaˆi,λˆi − α˜jϕa˜j ,λ˜j |2
(7.106)
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Consequently for at least one j = ji the quantity
λ˜ji
λˆi
+
λˆi
λ˜ji
+ λ˜ji λˆiγnG
2
2−n
g0 (a˜ji , aˆi) (7.107)
has to stay bounded, whereas on the other hand
εˆi,j = (
λˆi
λˆj
+
λˆj
λˆi
+ λˆiλˆjγnG
2
2−n
g0 (aˆi, aˆj))
2−n
2 < ε. (7.108)
Thus for any j = i, . . . , p there exists exactly one ji ∈ {1, . . . , p} such, that
λ˜ji
λˆi
+
λˆi
λ˜ji
+ λ˜ji λˆiγnG
2
2−n
g0 (a˜ji , aˆi) (7.109)
remains bounded and we may assume ji = i. From this we deduce
w(ε) =
∫
Kω
4
n−2 |uαˆ,βˆ − uα˜,β˜|2 +
∑
i
∫
Kϕ
4
n−2
aˆi,λˆi
|αˆiϕaˆi,λˆi − α˜iϕa˜i,λ˜i |2. (7.110)
Note, that∫
Kω
4
n−2 |uαˆ,βˆ − uα˜,β˜ |2 =|αˆ− α˜|2
∫
Kω
2n
n−2 +
∑
i
|αˆβˆi− α˜β˜i|2
∫
Kω
4
n−2 e2i
+
∫
Kω
4
n−2 |αˆh(βˆ)− α˜h(β˜)|2,
(7.111)
whence due to ‖hβˆ‖ = O(‖βˆ‖2) we obtain∫
Kω
4
n−2 |uαˆ,βˆ − uα˜,β˜|2 ≥C(|αˆ− α˜|2 + ‖βˆ − β˜‖2). (7.112)
Moreover in gaˆi normal coordinates with
γ(τ) = τ(α˜i, a˜i, λ˜i) + (1− τ)(αˆi, aˆi, λˆi) (7.113)
we have for some τ ∈ (0, 1)
α˜iϕa˜i,λ˜i − αˆiϕaˆi,λˆi
=

∂α∇a
∂λ

 (αϕa,λ)⌊(α,a,λ=γ(0))

α˜− αˆa˜− aˆ
λ˜− λˆ


+

 ∂2α ∂α∇a ∂α∂λ∇a∂λ ∇2a ∇a∂λ
∂λ ∂λ∇a ∂2λ

 (αϕa,λ)⌊(α,a,λ)=γ(τ)

α˜− αˆa˜− aˆ
λ˜− λˆ


2
,
(7.114)
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whence due to lemma 3.5 (i) and c < λ˜i
λi
< C we obtain
‖α˜iϕa˜i,λ˜i − αˆiϕaˆi,λˆi −


ϕaˆi,λˆi
1
λˆi
∇aˆiϕaˆi,λˆi
λˆi∂λˆiϕaˆi,λˆi




α˜i − αˆi
λˆi(a˜i − aˆi)
λ˜i−λˆi
λˆi

 ‖
=O(|α˜i − αˆi|2 + λˆ2i |a˜i − aˆi|2 + |
λ˜i − λˆi
λˆi
|2).
(7.115)
So lemma 3.5 (ii) and (iv) yield∫
Kϕ
4
n−2
aˆi,λˆi
|αˆiϕaˆi,λˆi − α˜iϕa˜i,λ˜i |2
≥C(|αˆi − α˜i|2 + λˆ2i |aˆi − a˜i|2 + |
λ˜i
λˆi
− 1|2) + w(ε).
(7.116)
Collecting terms we arrive at
|αˆ− α˜|2 + ‖βˆ − β˜‖2
+
∑
i
(|αˆi − α˜i|2 + λˆ2i |aˆi − a˜i|2 + |
λ˜i
λˆi
− 1|2) = w(ε). (7.117)
Consequently, if we consider a minimizing sequence
(α˜l, β˜k,l, α˜i,l, a˜i,l, λ˜i,l)l ⊆ Au(ω, p, 2ε0) (7.118)
for the functional ∫
Ku
4
n−2 |u− uα˜,β˜ − α˜iϕa˜i,λ˜i |2 (7.119)
with u ∈ V (ω, p, ε) fixed, e.g.
u = uαˆ,βˆ + αˆ
iϕaˆi,λˆi + vˆ, (αˆ, βˆk, αˆi, aˆi, λˆi) ∈ Au(ω, p, ε), ‖vˆ‖ ≤ ε, (7.120)
then there necessarily holds
(α˜l, β˜k,l, α˜i,l, a˜i,l, λ˜i,l)l ⊆ Au(ω, p, ε+ w(ε)). (7.121)
for all l sufficiently large. Moreover, since λ˜i,l
l→∞−→ ∞ is not possible due to
| λ˜i,l
λˆi
− 1|2 = w(ε) (7.122)
the infimum of the functional is attained for some
(α, βk, αi, ai, λi) ∈ Au(ω, p, ε+ w(ε)) ⊂ Au(ω, p, ε0), (7.123)
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provided ε≪ ε0 is sufficiently small.
To show uniqueness we argue by contradiction and assume, that for some
u = uαˆ,βˆ + αˆ
iϕaˆi,λˆi + vˆ, (αˆ, βˆk, αˆi, aˆi, λˆi) ∈ Au(ω, p, ε), ‖v‖ < ε, (7.124)
in other words for some u ∈ V (ω, p, ε) with suitable representation there exist
(α, βk, αi, ai, λi), (α˜, β˜k, α˜i, a˜i, λ˜i) ∈ Au(ω, p, ε0) (7.125)
such, that
inf
α¯,β¯,α¯i,a¯i,λ¯i
∫
Ku
4
n−2 |u− uα¯,β¯ − α¯iϕa¯i,λ¯i |2
=
∫
Ku
4
n−2 |u− uα,β − αiϕai,λi |2Ku
4
n−2
=
∫
Ku
4
n−2 |u− uα˜,β˜ − α˜iϕa˜i,λ˜i |2Ku
4
n−2 .
(7.126)
By what was shown before the quantities
A = |α˜− α|, Bk = |β˜k − βk|,
Ai = |α˜i − αi|, Li = | λ˜i
λi
− 1|, D2i = λ˜iλid2(a˜i, ai)
(7.127)
are well defined and we will prove the proposition by showing
A,Bk, Ai, Di, Li = w(ε) (7.128)
and
A+
m∑
k=1
Bk +
p∑
i=1
Ai +Di + Li = o(A +
m∑
k=1
Bk +
p∑
i=1
Ai +Di + Li). (7.129)
The first statement if rather obvious. Indeed (7.117) shows
|α− αˆ|, |α˜− αˆ| = w(ε), (7.130)
so A = w(ε) and the same argument applies to Bk, Ai, Di, Li as well.
We are left with proving (7.129). Note, that
ϕaj ,λj − ϕa˜j ,λ˜j =uaj (
λj
1 + λ2jγnG
2
2−n
aj
)
n−2
2 − ua˜j (
λ˜j
1 + λ˜2jγnG
2
2−n
a˜j
)
n−2
2
=ϕaj ,λj (1−
ua˜j
uaj
(
λ˜j
λj
1 + λ2jγnG
2
2−n
aj
1 + λ˜2jγnG
2
2−n
a˜j
)
n−2
2 )
(7.131)
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and therefore
|ϕaj ,λj − ϕa˜j ,λ˜j | ≤ c(Dj + Lj)ϕaj ,λj . (7.132)
First we make use of
∂α
∫
Ku
4
n−2 |u− uα,β − αiϕai,λi |2 = 0. (7.133)
Differentiating we obtain
0 =
∫
Ku
4
n−2 (u− uα,β − αiϕai,λi)∂αuα,β
=
∫
Ku
4
n−2 (uα˜,β˜ − uα,β)∂αuα,β + (α˜i − αi)
∫
Ku
4
n−2ϕa˜i,λ˜i∂αuα,β
+ αi
∫
Ku
4
n−2 (ϕa˜i,λ˜i − ϕai,λi)∂αuα,β
+
∫
Ku
4
n−2 v˜(∂αuα,β − ∂α˜uα˜,β˜),
(7.134)
whence A = o(A +
∑m
k=1 Bk +
∑p
i=1Ai +Di + Li).
Similarly we make use of
∂βk
∫
Ku
4
n−2 |u− uα,β − αiϕai,λi |2 = 0 (7.135)
yielding Bk = o(A+
∑m
k=1 Bk +
∑p
i=1 Ai +Di + Li).
We proceed using
∂αj
∫
Ku
4
n−2 |u− uα,β − αiϕai,λi |2 = 0. (7.136)
This gives
0 =
∫
Ku
4
n−2 (u− uα,β − αiϕai,λi)ϕaj ,λj
=
∫
Ku
4
n−2ϕaj ,λj (uα˜,β˜ − uα,β) + (α˜i − αi)
∫
Ku
4
n−2ϕaj ,λjϕai,λi
+ α˜i
∫
Ku
4
n−2ϕaj ,λj (ϕa˜i,λ˜i − ϕai,λi)
+
∫
Ku
4
n−2 v(ϕaj ,λj − ϕa˜j ,λ˜j ),
(7.137)
whence due to (7.132) and lemma 3.5
0 =(α˜j − αj)
∫
Ku
4
n−2ϕ2aj ,λj + α˜jKjα
4
n−2
j
∫
ϕ
n+2
n−2
aj ,λj
(ϕa˜j ,λ˜j − ϕaj ,λj )
+ o(A+
m∑
k=1
Bk +
p∑
i=1
Ai +Di + Li).
(7.138)
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Arguing as for (7.115) we obtain passing to gai normal coordinates∫
ϕ
n+2
n−2
aj ,λj
(ϕa˜j ,λ˜j − ϕajλj ) =
∫
ϕ
n+2
n−2
aj ,λj
1
λj
∇ajϕaj ,λj λj(a˜j − aj)
+
∫
ϕ
n+2
n−2
aj ,λj
λj∂λjϕaj ,λj (
λ˜j
λj
− 1)
+ o(Dj + Lj),
(7.139)
whence according to lemma 3.5 (iv) we obtain∫
ϕ
n+2
n−2
aj ,λj
(ϕa˜j ,λ˜j − ϕajλj ) =o(Dj + Lj). (7.140)
We conclude
Aj =o(A+
m∑
k=1
Bk +
p∑
i=1
Ai +Di + Li). (7.141)
Analogously one obtains
Lj, Dj = o(A +
m∑
k=1
Bk +
p∑
i=1
Ai +Di + Li) (7.142)
by exploiting
∂λj
∫
Ku
4
n−2 |u− uα,β − αiϕi|2 = 0 (7.143)
and
∇aj
∫
Ku
4
n−2 |u− uα,β − αiϕi|2 = 0 (7.144)
using ∫
ϕ
4
n−2
aj ,λj
λj∂λjϕaj ,λj (ϕaj ,λj − ϕa˜j ,λ˜j )
=−
∫
ϕ
4
n−2
aj ,λj
|λj∂λjϕaj ,λj |2(
λ˜j
λj
− 1) + o(Dj + Lj)
(7.145)
and ∫
ϕ
4
n−2
aj ,λj
1
λj
∇ajϕaj ,λj (ϕaj ,λj − ϕa˜j ,λ˜j )
=−
∫
ϕ
4
n−2
aj ,λj
(
1
λj
∇ajϕaj ,λj )2 λj(a˜j − aj) + o(Dj + Lj)
(7.146)
Finally we show smooth dependence. To that end consider
F (u, (α¯, β¯k, α¯i, a¯i, λ¯i)) =
∫
Ku
4
n−2 |u− uα¯,β¯ − α¯iϕa¯i,λ¯i |2. (7.147)
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If (α, βk, αi, ai, λi) denotes the minimizer constructed for u ∈ V (ω, p, ε), then
D(α,βk,αi,ai,λi)F (u, (α, βk, αi, ai, λi)) = 0. (7.148)
Moreover in view of lemma 3.5 we easily find, that
D2(α,βk,αi,ai,λi)F (u, (α, βk, αi, ai, λi)) > 0 (7.149)
is positive, provided ε > 0 is sufficiently small. Thus the implicit function
theorem provides a smooth parametrization of
[D(α,βk,αi,ai,λi)F (u, (α, βk, αi, ai, λi)) = 0]. (7.150)
This proves the statement.
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