Human face detection is often the first step in applications such as video surveillance, human computer interface, face recognition, and image database management.
INTRODUCTION
Various approaches to face detection are discussed in [10] . These approaches utilize techniques such as neural networks, machine learning, (deformable) template matching, Hough transform, motion extraction, and color analysis. The neural network-based [11] and view-based [14] approaches require a large number of face and nonface training examples, and are designed to find frontal faces in grayscale images. A recent view-based approach [12] extends the detection of frontal faces to profile views using a learning technique. Model-based approaches are widely used in tracking faces and often assume that the initial locations of faces are known. Skin color provides an important cue for face detection. However, the colorbased approaches face difficulties in robust detection of skin colors in the presence of complex background and variations in lighting conditions. We propose a face detection algorithm which is able to handle a wide variety of variations in color images.
FACE DETECTION ALGORITHM
The use of color information can simplify the task of face localization in complex environments [10, 3] . An overview of our face detection algorithm is depicted in Fig. 1 , which contains two major modules: (i) face localization for finding face candidates; and (ii) facial feature detection for verifying detected face candidates. Major modules of the algorithm are briefly described below.
Lighting compensation and skin tone detection
The appearance of the skin-tone color can change due to different lighting conditions. We introduce a lighting compensation technique that uses "reference white" to normalize the color appearance. We regard pixels with top 5 percent of the luma (nonlinear gamma-corrected luminance) values as the reference white if the number of these reference-white pixels is larger than 100. The R, G, and B components of a color image are also adjusted in the same way as these reference-white pixels are scaled to the gray level of 255.
Modeling skin color requires choosing an appropriate color space and a cluster associated with skin color in this space. Based on Terrillon et al.'s [15] comparison of the nine color spaces for face detection, we use the YCbCr space since it is widely used in video compression standards.
Since the skin-tone color depends on luminance, we nonlinearly transform the YCbCr color space to make the skin cluster luma-independent. This also enables robust detection of dark and light skin tone colors.
A parametric ellipse in the nonlinearly transformed Cb-Cr color subspace is used as a model of skin color. Figure 2 shows an example of skin detection. 
Localization of facial features
Among the various facial features, eyes and mouth are the most suitable features for recognition and estimation of 3D head pose [5] . Most approaches to eye and face localization [7, 13] are template based. However, our approach is able to directly locate eyes, mouth, and face boundary based on measurements derived from the colorspace components of an image.
An analysis of the chrominance components indicated that high Cb and low Cr values are found around the eyes, and that high Cr values are found in the mouth areas. In addition, eyes usually contain both dark and bright pixels in the luma component. Based on these observations, grayscale morphological operators (e.g., dilation and erosion) [8] can be designed to emphasize brighter and darker pixels in the luma component around eye regions. These operations have been used to construct feature vectors for a complete face at multiple scales for frontal face authentication [9] . In our eye detection algorithm, the greyscale dilation and erosion using hemispheric structuring elements at an estimated scale are applied independently to construct EyeMap in the luma. The EyeMap in the chroma is constructed from Cb, the inverse of Cr, and the ratio Cb/Cr. The two resulting eye maps are combined by an AND (multiplication) operation. The resultant eye map brightens both the eyes and suppresses other facial areas, as can be seen in Fig. 3 . Eye candidates are selected by using (i) pyramid decomposition of the dilated eye map for coarse localizations and (ii) binary morphological closing and iterative thresholding on this dilated map for fine localizations.
The mouth region contains more red component and smaller blue component than other facial regions. Hence, the chrominance component C r is greater than C b near the mouth areas. We further notice that the mouth has a relatively lower response in the C r /C b feature but a high response in C r 2 . Therefore, the difference between C r 2 and C r /C b can emphasize the mouth regions. Figure 4 shows the mouth maps of the subjects in Fig. 3 .
The eyes and mouth candidates are verified by checking (i) luma variations of eye and mouth blobs; (ii) geometry and orientation constraints of eyes-mouth triangles; and (iii) the presence of a face boundary around eyes-mouth triangles.
Based on the locations of eyes/mouth candidates, our algorithm first constructs a face boundary map from the luma, and then utilizes a Hough transform to extract the best-fitting ellipse. The fitted ellipse is associated with a quality measurement for computing eyesand-mouth triangle weights. Figure 5 shows the boundary map which is constructed from both the magnitude and the orientation components of the luma gradient within the regions having positive orientations of the gradient orientations. The Hough transform is useful for the detection of parametric shapes; its efficiency depends on the dimensionality of the accumulator. An ellipse in a plane has five parameters: an orientation angle, two coordinates of the center, and lengths of major and minor axes. Since we know the locations of eyes and mouth, the orientation of the ellipse can be estimated from the direction of a vector that starts from midpoint between eyes to the mouth. The location of the ellipse center is estimated from the face boundary. Hence, we only require Each eye-mouth triangle candidate is associated with a weight that is computed from its eyes/mouth maps, ellipse vote and face orientation that favors vertical faces and symmetric facial geometry (see [6] for details).
EXPERIMENTAL RESULTS
Personal photo collections usually contain color images that are taken under varying lighting conditions as well as with complex backgrounds. Further, these images may have quality variations and contain multiple faces with variations in color, position, scale, rotation, pose, and facial expression. We present detection results in Tables 1  and 2 on the HHI MPEG7 image set [1] and the Champion data set [2] . Figure 6 shows that our algorithm can detect multiple faces of different sizes with a wide variety of facial variations. Further, the algorithm can detect both dark skin-tone and bright skin-tone because of the nonlinear transform of the Cb-Cr color space. 
CONCLUSIONS AND FUTURE WORK
We have presented a face detection algorithm for color images using a skin-tone color model and facial features. Our method first corrects the color bias by a novel lighting compensation technique that automatically estimates the reference white pixels. We overcome the difficulty of detecting the low-luma and high-luma skin tones by applying a nonlinear transform to the YCbCr color space.
Our method detects skin regions over the entire image, and then generates face candidates based on the spatial arrangement of these skin patches. The algorithm constructs eye/mouth/boundary maps for verifying each face candidate. Detection results for several photo collections have been presented. Our goal is to design a system that detects faces and facial features, allows users to edit detected faces, and uses the facial features as indices for retrieval from image and video databases.
