We consider attractors for certain types of random dynamical systems. These are skew-product systems whose base transformations preserve an ergodic invariant measure.
Introduction
A random dynamical system (RDS) has two ingredients: (i) a model of the noise in the form of a measure-preserving transformation; and (ii) a model of the deterministic dynamics consisting of a family of continuous transformations. Which transformation is applied depends on the state of the noise at that moment in time. We examine RDSs generated by iterating skew-product maps of the form F (w, x) = (θ(w), ψ w (x)).
(1.1)
We say θ is the base transformation (the noise process) and ψ is the fibre transformation (the forced system). We write ψ w (x) rather than ψ(w, x) for convenience of notation. We assume that θ preserves an ergodic invariant measure P (we are only interested in 'stationary noise') and ψ is continuous in x. The theory of such systems has been developed over the last 15 years as a way to model systems that are forced by random perturbations. For an overview, see Arnold (1998) and references therein.
Many results have been obtained relating to attractors and invariant measures in such systems; this description has advantages over a Fokker-Planck approach in that it retains details of the dynamics of the system, and, moreover, is valid for noise of any magnitude. The Fokker-Planck stationary probability densities only give information about the asymptotic distribution of the trajectory rather than how it moves around the distribution; they also do not give information about 'unstable' trajectories, which can be obtained from study of RDSs. Recent work on RDSs has given definitions for 'random attractors' and has studied how these can lose stability at so-called dynamic or D-bifurcations.
Motivated by totally different questions (notably by synchronization of coupled dynamical systems (see, for example, Ashwin et al . 1994) ), several researchers have studied continuous iterated maps of the form, F (x, y) = (f(x) + h(x, y), g(x, y)), (1.2) for x ∈ R n , y ∈ R m where h(x, 0) ≡ g(x, 0) ≡ 0, and have made a number of interesting observations (note that h(x, y) ≡ 0 gives a skew-product system). Firstly, one can quite robustly find examples of attractors in (1.2) that have so-called riddled basins, i.e. their basins have positive Lebesgue measure but contain no open sets (Alexander et al . 1992) . These attractors are only attractors in the sense of Milnor (1985) . Secondly, chaotic attractors for (1.2) in y = 0 typically lose stability at what has been called a blowout bifurcation of chaotic attractors (Ott & Sommerer 1994) .
In this paper we show that for many RDSs, random attractors (respectively Dbifurcations for multiplicative noise) can be related to Milnor attractors (respectively blowout bifurcations) of (1.1); there are deep connections between the two types of system and we speculate that much progress can be made by transfer of techniques and results between them.
We will assume that the base transformation θ is continuous on some compact metric space, and that the fibre transformations φ are continuous in both variables. This is not usually assumed for RDSs (only measurability is usually assumed), but it is valid for a number of important applications and this assumption gives one a lot of control over the structure of attractors.
The rest of this paper is set out as follows: in § 2 we describe attractors, Milnor attractors, invariant measures and define random dynamical systems. Section 3 discusses definitions of random invariant sets and random attractors for RDSs and relates them to invariant sets and attractors of the skew-product dynamical system. We suggest a definition of a random attractor using the ideas of Milnor for deterministic systems. We define minimal attractors (i.e. those that appear as ω-limit sets for large sets of initial conditions) rather than concentrating on global attractors (cf. Crauel & Flandoli 1994; Schenk-Hoppé 1996a, b) . In § 4 we discuss random invariant measures, introduce the idea of random natural measure, and discuss some exceptional behaviour of trajectories characterized by what we refer to as inner singular measures.
Section 5 considers random dynamical systems with multiplicative noise. We use an elementary example to illustrate a number of connections between RDSs and deterministic dynamical systems. We use Lyapunov exponents to classify the stability of the trivial random invariant set and give an example of the sort of random attractor that results from bifurcation. We show how a D-bifurcation of a random attractor in this example can be seen as a deterministic blowout bifurcation in the skew-product system. Section 6 briefly discusses the results and speculates on extensions and generalizations. Throughout, we concentrate on smooth discrete-time RDSs to keep arguments as simple as possible because we aim to point out connections rather than give optimal or totally general results.
Notation and conventions All measures discussed are Borel measures of a metric space M with metric d M , i.e. they are measurable with respect to the Borel σ algebra generated by the closed subsets of M . If A and B are subsets of M , then we write A) is the Hausdorff metric on compact subsets of M . We define Pr(M ) = {Borel probability measures on M }, i.e. measures with µ(M ) = 1. This can be endowed with the weak- * topology defined by µ n → µ if and only if f dµ n → f dµ for all bounded continuous f (limits as n → ∞). In fact, if M is a Polish space (a separable metric space with complete metric), then this topology on Pr(M ) is also metrizable (see, for example, Dudley 1987).
Attractors and invariant measures
We recall some standard concepts of attractor for deterministic (i.e. non-random) dynamical systems. Let
be a continuous map of a topological space W to itself. Given an initial point w 0 ∈ W , consider the trajectory,
obtained by iterating the map and define the ω-limit set
In general, an attractor for a deterministic dynamical system is a closed invariant subset of the phase space to which most of the trajectories are asymptotic; we will only deal with attractors that are compact for convenience. We need to define what is meant by most and asymptotic in the previous sentence; different definitions give rise to a plethora of different concepts of attractor.
We say a closed invariant set A is an asymptotically stable attractor if for any
In this case, clearly all initial points in U have ω-limit sets contained in A.
A global attractor is the smallest closed connected invariant set A such that every initial condition is asymptotic to it, i.e.
A ⊆ w∈W ω(w).
A minimal attractor contains no proper subsets that are also attractors. Given a global attractor, one needs to find all minimal attractors on this global attractor in order to say what a typical ω-limit set will look like. Most of a global attractor is only seen in the ω-limits of exceptional (if any) trajectories.
For more complicated or chaotic deterministic dynamics it is necessary to take measures into account to get a useful description of the dynamics. We assume that there is a 'background measure' ( · ) and that we will only choose initial conditions from an -full measure subset. If there is an ergodic measure µ that determines the statistics of forward trajectories of a non-zero measure set of initial conditions with respect to , we say µ is a natural measure (see, for example, Ruelle 1989; Eckmann & Ruelle 1985 ) (Sinai-Bowen-Ruelle measures) are natural measures that are absolutely continuous on unstable manifolds). Any ergodic invariant measure that is absolutely continuous with respect to is clearly a natural measure. Although a lot of effort has gone into finding such measures for deterministic dynamical systems, existence has only been shown for relatively few systems (see, for example, Mora & Viana 1993) . For a thorough survey of the ergodic theory of continuous dynamical systems, we refer the reader to the book of Katok & Hasselblatt (1995) .
An example of some of the complexities of chaotic attractors can be seen in the doubling map x → 2x mod 1 on the unit interval. This has uncountably many ergodic invariant measures supported in the interval [0, 1]; even restricting to those ergodic invariant measures whose support is the whole of [0, 1] there are uncountably many such singular measures isomorphic to Bernoulli shifts B(p, 1 − p), p ∈ (0, 1). If we take the Lebesgue measure as the background measure, we find that the Lebesgue measure is itself a natural measure for the transformation, and the only minimal attractor is the whole interval. For more typical transformations, natural measures (if they exist) will be supported only on a subset of the phase space. This definition is slightly different to Milnor (1985) in that he defines a stronger notion of minimality, namely that there is no proper closed invariant subset A with (B (A ) within Pr(W ). Finally, for any µ ∈ E(W ), we define the generic set for the measure µ to be
i.e. all points whose asymptotic statistics are governed by µ. Note that Birkhoff's ergodic theorem implies that G(µ) ∩ supp(µ) has full µ-measure for all µ ∈ E(W ).
Definition 2.2. If (G(µ)) = 0, then we say µ ∈ E(W ) is a natural measure for (2.1).
Observe the similarity between this and the definition of an attractor. As discussed in Ashwin (1997) , if A = supp(µ) is compact and (G(µ)) = 0, it is still possible to have (B(A)) = 0.
(c) Inner singular invariant measures
If an ergodic invariant measure has a zero measure generic set, this does not necessarily mean that we cannot approximate it using orbits of points that are generic for another measure. More precisely, suppose that µ ∈ E(W ) is an ergodic measure and define Pr
Since µ-almost all trajectories will spend arbitrarily long times near the support of measures in E µ , it is reasonable to expect that this set will affect the long-time behaviour of the system in some way. We refer to the set
as the set of inner singular measures with respect to µ. If there are inner singular measures, we refer (rather unconventionally) to the dynamics on supp(µ) as chaotic. The inner singular measures make themselves apparent through the dynamics in the following way. Consider
and define (cf. (2.3))ω
Note that ω meas (w) ⊆ω meas (w).
Lemma 2.3. For all w ∈ G(µ), we have
Proof . Pick any ν ∈ E µ , any z ∈ G(ν) ∩ supp(ν), and let z n = θ n (z). Now consider any w ∈ G(µ); it is clear that ω(w) ⊇ supp(µ). Let w n = θ n (w) and choose a monotonic increasing sequence of n i such that w n i → z as i → ∞. Given any continuous observable f : W → R and any N > 1, continuity of θ implies that
and so ν ∈ω meas (w).
Note thatω meas (w) is contained in the convex hull of E µ . We say that trajectories in G(µ) shadow the generic sets of all inner singular measures with respect to µ; θ needs to be continuous for this shadowing to occur. If µ is a natural measure, then (2.4) will hold for a set of w with non-zero -measure.
(d ) Continuous RDSs
We will concentrate on the case of continuous RDSs in a sense that we make precise below. More general cases, such as where an RDS is generated by a random differential equation or a stochastic differential equation, will introduce a host of technical problems without contributing to the ideas we want to present here. For example, in terms of Arnold (1998) , we deal only with discrete time RDSs that are C ∞ and have extra smoothness assumptions. Nonetheless, many of the following ideas can, presumably, be generalized to other settings, as long as there is continuity in base variables.
We make the following standing assumptions.
(H1) X is a compact region in R n and is a Lebesgue equivalent measure on X.
(H2) W is a compact metric space with metric d W (·, ·), and θ : W → W is a homeomorphism that preserves an ergodic probability measure P ∈ E(W). This measure assigns positive measure to open sets in W .
(H3) ψ : W × X → X is continuous in both arguments and ψ w is a homeomorphism for each w.
Let l( · ) be the background measure on W ×X generated by l(A×B)
defined by (1.1), generates a dynamical system upon iteration. The result of n iterations of F can be written
where φ : Z × W × X → X is a cocycle over the map θ, and one can compute
, for all n ∈ {1, 2, 3, . . . }, w ∈ W and x ∈ X. † Definition 2.4. We refer to the cocycle φ in (2.5) as a random dynamical system or RDS over the transformation θ.
Similar systems are studied in periodically, quasiperiodically and chaotically forced systems (see, for example, Stark 1997) , and in the context of iterated function systems (see, for example, Kifer 1988; Falconer 1997) . If the cocycle has trivial dependence on w, then it defines a (true) dynamical system on X; if it is non-trivial, then many of the ideas of dynamical systems can be reformulated in an w-dependent way.
Random invariant sets and attractors
A random set is a map A : W → 2 X , i.e. a set of subsets of X indexed by W , such that A is P-measurable. A closed random set is such that A(w) is closed for P-almost all w. There is an equivalence relation on random sets by ignoring differences on subsets with P-measure zero; there is a partial ordering A ⊆ as B on closed random sets defined by A ⊆ B if and only if A(w) ⊆ B(w) for P-almost all w. Definition 3.1. A closed non-empty random set A is said to be (forward) invariant under the RDS (1.1) if
If A is a random invariant set, it attracts a random set B (and write
as n → ∞ for P-almost all w (Crauel & Flandoli 1994 ). The random ω-limit set of a random set B is defined to be the random set
Remark 3.2. Note that the ω-limit of a single point (w, x) ∈ W × X is empty unless w is a periodic point for θ. This is one of the main difficulties of defining a random attractor without putting a topology on W ; one needs to consider ω-limits of random sets as above. We give a different definition using instead the metric on W . † We use w ∈ W rather than ω ∈ Ω to denote the random forcing variable; this is to keep a similarity with the RDS literature while using ω for its conventional deterministic use. Definition 3.3. Suppose A is a random invariant set and define the random basin of attraction of A to be the random set
Remark 3.4. We compare this 'pointwise' definition with that of Crauel & Flandoli (1994) and Schenk-Hoppé (1996a) who define the random domain of attraction to be the universe of sets B such that B → A. Suppose we have a B in this random domain; this implies (see, for example, Crauel & Flandoli 1994, lemma 3.4 
as n → ∞, where convergence is in probability. If B(w) were such that convergence (3.1) is almost sure,
then B(w) ⊆ B(A)(w).
If we replace almost sure convergence by convergence in probability in the definition of random basin, we speculate that this corresponds to a definition for a random essential basin of attraction (see Ashwin et al . 1998) .
A random neighbourhood of a random set A is defined to be a random set N (w)
Schenk-Hoppé (1996a, b) discussed a definition of a random attractor in terms of a random invariant set that attracts a random neighbourhood (see also Crauel & Flandoli 1994) . This suggests the following definition.
Definition 3.5. A random compact invariant set A(ω) is a random attractor if B(A) contains a random neighbourhood of A.
A stronger concept of attraction is that of uniform stability where the neighbourhood can be chosen independent of w. In this case, the neighbourhood is independent of w. Note that for a stochastic differential equation, the only non-random neighbourhood containing A(w) will typically be the whole space X. Such stability can, however, be realized in RDSs with bounded noise.
We endow W × X with the product topology and metric
(a) Relating random invariant sets and F -invariant sets
If A is an invariant random set, then graph(A) is not necessarily defined, as A is an equivalence class. However, the (essential) closure of graph(A)
where we take the intersection over all B : W → 2 X with B(w) = A(w) for P-a.a. w (the closure is relative to the topology on W × X). We defineÃ(w) by graph(Ã) = graph(A). This is a set-valued function defined on w ∈ supp(P). It will, in general, be much larger than the fibrewise closure of A(w) (cf. Schenk-Hoppé 1996b). In fact, one can have dim(Ã(w)) > dim(A(w)) almost everywhere. Since we assume that X is compact, graph(A) is also compact. An alternative but equivalent characterization ofÃ is given by the following lemma.
Lemma 3.7. Suppose that A is a random set. ThenÃ(w) is the set of x such that given any S ⊂ W with P(S) = 1, there is a sequence {w i } ⊂ S and
This expresses the closure explicitly in terms of limits.
Proof . By invariance of A we know that
for each i, then by continuity of ψ and θ, any limit (
ThusÃ and, hence, graph(A) are invariant.
Remark 3.9. The set A(w) has properties that depend on the dynamics θ as well as φ. In particular, if θ is uniquely ergodic, then A(w) may be continuous. In the chaotic case (or if θ or ψ are discontinuous), A(w) will typically only be measurable in w.
(b) Random Milnor attractors
We propose a (weaker) concept than definition 3.5 inspired by definition 2.1; this uses the background measure on X. One can relate random and non-random attractors using the following result.
Lemma 3.11. If A is a random attractor, then it is a random Milnor attractor.
Proof . Given a random attractor A, note that for P-a.a. w, B(A)(w) contains an open set and, hence, (B(A)(w)) > 0 on a set of full P-measure. Hence,
Lemma 3.12. Suppose that A is a random invariant set; then
Proof . Observe that
But for P-almost all w, we have d W (θ n (w), supp(P)) = 0, and so, for P-a.a.
w, we have (w, x) ∈ B(graph(A)) if and only if x ∈ B(Ã)(w).

Theorem 3.13. Suppose that A is a random invariant set. ThenÃ is a random Milnor attractor if and only if graph(A) is a Milnor attractor.
Proof . Lemma 3.12 implies that l(B(graph(Ã))) = (B(Ã)(w)) dP(w).
This implies that, ifÃ is a random Milnor attractor, then graph(A) is a Milnor attractor. Conversely, if l(B(graph(A))
) > 0, then there must be a P-positive measure set of w such that (B(Ã(w))) > 0. Let Q = {w : (B(Ã)(w)) = 0}.
Recall that B(graph(A))
is F -invariant, and F is a homeomorphism. Hence, F maps sets of positive l-measure on fibres to themselves, and so Q must be θ-invariant. Ergodicity of P implies that Q must have zero measure and the result follows.
Remark 3.14. The assumption that graph(A) is compact is necessary for the definition of a Milnor attractor. There are, presumably, generalizations of this definition that will allow for the non-compact attractors.
The next lemma relates minimality of A andÃ.
Lemma 3.15. If A is a minimal random Milnor attractor, then graph(A) is a minimal Milnor attractor.
Proof . This follows becauseÃ is the smallest closed set (in the topology on W ×X) that contains A.
Note thatÃ is not necessarily a minimal random Milnor attractor even if graph(A)
is a minimal Milnor attractor. Random attractors according to definition 3.5 are random Milnor attractors but the converse is not necessarily true even in the nonrandom case. The examples of riddled basins in Alexander et al . (1992) and Ashwin et al . (1994) show this by constructing attractors whose basins have positive background measure but which contain no open sets. See proposition 5.1 for an explicit example of this.
Random invariant measures
In § 3 we discussed Milnor attractors for RDSs. In this section we study some invariant measures supported on random attractors and their relation to invariant, and, in particular, natural and inner singular, measures for F . Recall that all measures are Borel measures on the appropriate space.
A random probability measure is a measurable map from W to probability measures on X. The measure µ w is said to be invariant if
for P-almost all w. Note that any probability measure µ on W × X that is invariant under (1.1) and has marginal P on W has a measurable decomposition w → µ w , such that
for any Borel random set B(w) (see, for example, Crauel & Flandoli 1994; Crauel 1995) . This decomposition µ w is P-a.e. uniquely defined. Observe that the correspondence µ → µ w is a map from the subset of Pr(W × X) with marginal P to measurable maps W → Pr(X). The random support of µ w is the random set that is the support of µ w in each fibre.
Remark 4.1. If µ w is a random invariant measure with random support supp(µ w ) then the invariant measure µ has support graph(supp(µ w )).
Definition 4.2.
If µ is a natural measure for F , then we call its decomposition, µ w , a random natural measure. Remark 4.3. It is possible, presumably, to define the concept of a random generic set and, hence, random natural measure by looking at the attraction of random sets; however, we have not found an elegant way of doing this in a pointwise way analogous to the definition of random Milnor attractors, and so we do not attempt to discuss this in any generality.
If we have a random Milnor attractor that is a random point set, A(w) = {a(w)}, then the only probability measure that can be supported on A is the random δ function δ a(w) . In this case, it follows that δ a(w) must be a random natural measure on the attractor. If such an A(w) is invariant, we say A is a random fixed point. Note that a random fixed point is exactly invariant.
(a) Inner singular measures for RDSs
Schenk-Hoppé (1996b) discussed random invariant measures that are unstable, i.e. not attracting in the sense that their supports are not attractors. We consider invariant measures that are singular not only on a set of w of full P-measure but also for w ∈ supp(P). One can use lemma 2.3 to obtain the following result.
Lemma 4.4. Suppose that µ w is a random natural measure for F ; then any initial point (w, x) that is generic for this measure will have
In other words, any trajectory attracted to this natural measure will display arbitrarily long orbit segments that show behaviour typical for another measure that may not even have marginal P. As an example, suppose we force a system by unbiased i.i.d. noise; then we will be able to see arbitrarily long orbit segments where the noise appears to be biased. Furthermore, given any different distribution, there will be arbitrary long segments that appear as though that distribution is governing the noise.
If P is chaotic (i.e. there are inner singular measures Q for the transformation θ with respect to P), one can immediately conclude that there are inner singular measures E(µ) for µ. This is a simple observation, but it says a lot about the structure of random attractors. For example, it will affect uniformity of attraction and continuity of A(w).
Multiplicative noise and the blowout bifurcation
Now suppose we have a multiplicative RDS, i.e.
where
and Ψ w is a linear map on R n . It can be seen that F has a random fixed point at x = 0 and that for fixed n φ (n, w) 
where Φ(n, w) is a linear cocycle. Note that in this case, 0 has been called a 'deterministic' fixed point by, for example, Arnold et al . (1996) ; however, note that the linearization at the fixed point will still fluctuate with w and so we prefer to avoid this terminology. By considering the spectrum of Lyapunov exponents (LEs) of inner singular invariant measures, one can classify attractors and bifurcations of such systems. The rest of this section is as follows; we discuss Lyapunov exponents in general and then concentrate on a particular example of multiplicative noise. We show how Lyapunov exponents can be used to determine whether a trivial random fixed point is an attractor, and how it may lose stability.
(a) Spectrum of Lyapunov exponents
Assume that the matrix valued function Ψ w and its inverse are bounded uniformly in w and x; this is typical for smooth invertible maps, and is sufficient, though not necessary, for what follows. We assume, moreover, that log Ψ w ±1 is uniformly bounded above and below. For w ∈ W and |v| = 1, define
the Lyapunov exponent in the direction v, if this limit exists. By Oseledec's theorem (Oseledec 1968) , given any ergodic measure µ for F , this limit is equal to one of a finite number of possible values for µ-almost all (w, v) ∈ W × X; we define these to be
the set of Lyapunov exponents of the random matrix product along the orbits of µ-almost all initial (w, v) . If θ is differentiable (as often studied in the skew-product case), there are tangential LEs defined for θ; hence, the λ i are sometimes referred to as the transverse or conditional Lyapunov exponents; we refer to them as fibre LEs.
and then
Note that
2) and that Λ max is dependent on the inner singular measures with respect to µ.
Moreover, one can generically expect strict inequality in (5.2) for chaotic invariant measures µ (see Ashwin et al . 1996) . If θ is chaotic, this can cause large deviation phenomena in the convergence of the LEs; effects of this have been studied for example by Pikovsky & Grassberger (1991) and Baxendale (1994) .
(b) Case study for multiplicative noise
We now concentrate on a particular example system that models forcing of a onedimensional invertible map by an i.i.d. process; such and more general settings are often used to model perturbation by noise (see, for example, Kifer 1988; Stark et al . 1997) .
Suppose that W = {0, 1} Z , the space of bi-infinite sequences of zeros and ones. We write w = (. . . , w −1 , w 0 , w 1 , . . . ) and note that this is a metric space with the metric
be the shift on W and P be the Bernoulli measure B(
2 ); this is ergodic for θ. Let X = R and consider the RDS (1.1) where
and h i : R + → R such that ψ w is a homeomorphism for all w. This RDS satisfies the hypotheses (H1)-(H3).
For any such h i (x), there is a random invariant measure supported on 0, i.e. δ 0 . The fibre LEs can be calculated as
). In this context, the following result is elementary to prove. (ii) Now assume that
and so for almost all w, any δ > 0, we can find N with
for n N , as long as 0 < x i < for all i = 0 · · · n−1. Choose δ so that the right-hand side is less than some ξ < 0. Now
with the final inequality holding for n > N, as long as |φ(n, w)x| < for 0 < n < N. By continuity of φ, we can conclude that there is an η(w) > 0 such that if |x 0 | < η(w), then |x n | < for 0 < n < N, and so we conclude that lim n→∞ φ(n, w)x = 0, for all x with |x| < η(w), where η(w) > 0 for P-a.a. w. This means that 0 is a random Milnor attractor.
(iii) This can be proved in a similar way to (ii) by showing that there is an > 0 such that for P-a.a. w and any x = 0, |φ(n, w)x| > for all large enough n.
Remark 5.2. Similar results hold for many maps, even if they are not skew products. All that is really necessary is the invariant subsystem, in this case the subsystem where x = 0. The result (ii) above for C 1+α maps can be shown using Pesin theory (see Alexander et al . 1992) ; the results (i) and (iii) for C 1+α maps are shown in Ashwin et al . (1996) . Note that without the skew-product structure, the proof is considerably more difficult. Moreover, the above can be observed in numerical simulations for a wider range of systems. (Alexander et al . 1992) . Suppose then that Λ max > 0 > Λ for (5.4). By exploiting the non-uniformity of η(w) in (ii) we can show that the basin of attraction of W × {0} for the skew-product system must be locally or even globally riddled.
(c) Branching of random attractors and D-bifurcations
Suppose we have a family of RDSs for multiplicative noise generated by iterating (1.1) parametrized continuously by some α ∈ R. We write the cocycle (5.1) as
Assume that θ is independent of α. We say that α is a normal parameter for the subsystem when x = 0 (Ashwin et al . 1996) . Suppose that (5.1) has a family of random ergodic measures µ w (α). If µ(α) varies continuously in α (in the weak- * topology on Pr(W × X)), then we say supp(µ w )(α) is a branch of random ergodic measures. If µ w are random natural measures, we say supp(µ w )(α) is a branch of random attractors.
Recall that continuity in the weak- * topology implies that if we average any continuous observation from the system, this average will vary continuously with α.
Definition 5.4. Suppose that (5.1) has a branch of random ergodic measures µ w (α) and that these support random attractors if and only if α < α 0 . We say the branch loses stability at α 0 .
If two (or more) branches of random attractors supporting µ w (α) and ν w (α), α < α 0 are such that µ w (α 0 ) = ν w (α 0 ) for P-a.a. w, we say the branches meet at α 0 .
We refer to a parameter value where a branch loses stability, or where two or more branches meet, as a D-bifurcation of random attractors.
Arnold and co-workers (Arnold 1998; Arnold et al . 1997 ) discussed several examples of this type of bifurcation; much work has been done to identify and classify D-bifurcations of attractors in systems, and a surprising number of similarities are found with deterministic bifurcation theory (see Baxendale (1994) , Arnold & Boxler (1990) , Arnold et al . (1996) and Crauel & Flandoli (1998) for some examples).
An easy consequence of proposition 5.1 is as follows. This agrees with Arnold & Xu (1994) , who imply that a necessary condition for Dbifurcation is that a fibre LE is zero. Although fibre LEs for (5.4) will vary smoothly, this is not the case in general. Nevertheless, they will be discontinuous on a set that is small in a certain sense (Arnold & Cong 1994) and for many parametrized systems, the LEs are continuous on open and dense subsets of parameter space.
Corollary 5.5 can be interpreted as saying that the attractor in the subsystem x = 0 undergoes a blowout at α 0 . This idea was introduced by Ott & Sommerer (1994) ; see also Yamada & Fujisaka (1984) and Pikovsky (1984) .
for all w, n 1. Since, by (iii) of proposition 5.1, we know that for P-a.a. w, lim sup x n > 0 and so |ξ n − η n | → 0 as n → ∞. Hence, for |x n − y n | → 0 as n → ∞ for any initial conditions x 0 , y 0 > 0 and any w. Now pick an arbitrary x 0 > 0 and let
By arguments in Crauel & Flandoli (1998) using the monotonicity of ψ, this converges almost surely to some invariant A(w) as n → ∞ and this limit is independent of x 0 . Moreover, lim n→∞ |x n − φ(n, w)A(w)| = 0 for any x 0 > 0 and so (iv) holds.
this is clearly non-positive, implying (ii). Now pick any w and consider n j such that
Almost all w will contain such sequences for all j, and so we can conclude (i).
To show (iii), let
These are open sets where φ(n, θ
By choosing m large, we see that (iii) holds.
The problem is to construct an invariant graph, and, in this aspect, the above result is similar to the proof of existence of invariant graphs of Stark (1997) and Keller (1996) . Note that it is relatively easy to show that for any x 0 and y 0 , |x n − y n | → 0. Note also that for this example, the convergence d X (φ(n, w)x, A(θ n w)) → 0 is almost sure, as required for our definition of a random basin of attraction. Observe also that although the transformation is continuous, the random attractor we obtain is discontinuous in a rather extreme way.
We do not construct invariant measures on A(w), but note that this can presumably be performed using the techniques of Crauel & Flandoli (1998) .
(e) D-bifurcation scenarios
As suggested by studies of blowout bifurcations, there are at least two possible 'generic' scenarios at bifurcation, the hysteretic and non-hysteretic scenarios of Ott & Sommerer (1994) . Roughly speaking, they are analogous to subcritical and supercritical bifurcations of fixed points. However, unlike equilibrium bifurcations, there is no hope of determining criticality by looking at truncated Taylor expansions of the cocycle near 0. This is because both before and after a blowout bifurcation, the attractor will be embedded in an invariant set that has finite size deviations away from 0. The two scenarios of Ott & Sommerer are as follows.
(1) Hysteretic: in this case, there is no other branch of attractors that converges to δ 0 . After the blowout, almost all trajectories leave a neighbourhood of the attractor never to return. Before the blowout, the basin of 0 is riddled (see remark 5.3).
(2) Non-hysteretic: in this case, the stability of δ 0 is transferred to one or more branches of on-off intermittent states that limit to δ 0 (see Platt et al . 1993) . Before the blowout, the basin is locally riddled but not globally riddled. This means that a typical trajectory (w n , x n ) will be such that x n makes finite size deviations infinitely often, but also given any δ > 0, |x n | < δ for arbitrarily long periods. The mean |x| along a trajectory exists and is typically positive.
Note that the stochastic Hopf bifurcations investigated by Baxendale (1994) are forced to be non-hysteretic by hypothesis, as are the bifurcations studied in Arnold et al . (1996) . Moreover, there are other possible generic bifurcations, especially if φ commutes with a group action on X (see, for example, Ashwin 1997) .
One open problem is to classify the scenario of a generic unfolding from properties of the system at bifurcation. Ashwin et al . (1998) suggest that criticality may be related to the presence of an essential basin of attraction at the bifurcation point. This is a positive background measure set of points that limit to the subsystem x = 0 in a rather weaker sense that averages of observables on trajectories are determined only by values of the observables on x = 0.
Remark 5.8. Another issue that we do not consider here is that of two-point stability of random attractors, i.e. given nearby initial conditions in the same fibre, whether their difference goes to zero or not. One-dimensional invertible systems of the form (5.4) will always have attractors that are two-point stable; this is because their fibre LEs are forced to be negative. However, for non-invertible or two-or more-dimensional systems, a random attractor may or may not be two-point stable (Baxendale 1998) . Ashwin et al . (1998) compute a supercritical blowout in a simple piecewise linear (non-invertible) skew-product map and show that the fibre LEs on the bifurcating branches may be negative (giving a random attractor that is a graph) or positive (giving an attractor for the skew-product system that is 'hyperchaotic').
Discussion
In conclusion, we show that there are close parallels between definitions and results for (a) attractors for RDSs and Milnor attractors of deterministic dynamical systems; and (b) D-bifurcations of multiplicative noise RDSs and blowout bifurcations of deterministic dynamical systems with invariant subsystems. We emphasize the role of minimal attractors and show how a random Milnor attractor generalizes the idea of a random attractor.
It should be profitable to exploit the similarities between RDSs and deterministic dynamical systems; for example, the supercritical and subcritical scenarios of branching of attractors in blowouts must also be present in RDSs. Likewise, the fact that blowout bifurcations are usually considered to occur in finite-dimensional deterministic systems is an unnecessary restriction; they will occur in quite general systems. Also, the work on RDSs should be able to illuminate the structure of on-off intermittent attractors.
Work from blowout bifurcations suggests that there are several possible scenarios at loss of stability of a random attractor. There may or may not be nearby branches of attractors and these branches may or may not be stable for two-point motion.
It is an open problem to formulate testable conditions that determine which scenario will appear in a given system. Blowout problems provide examples of deterministic systems where Milnor's notion of an attractor comes into its own, i.e. examples of attractors whose basins are riddled. Since riddled basins are known to be destroyed by arbitrary small noise perturbations, it would be of interest to look at invariant measures and attractors for randomly forced systems showing riddled basins in the unforced case. One surprising result that needs to be better understood is why the branching at blowout bifurcation seems to be relatively robust even to perturbations that break the skew-product structure (see, for example, Ashwin 1995) .
The main assumption made here on the structure of RDSs is that the base transformation is continuous on a compact space and that the RDS is continuous in this base variable; this is very important to give structure to the random attractors. It is a challenge to see if this could be weakened to give information about stochastic differential equations (SDEs) that do not presently fit into this framework. Nevertheless, some schemes for numerical approximation of SDEs do fit into the presented framework.
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