Abstract. In this paper we derive a priori L ∞ (L 2 ) error estimates for expanded mixed finite element formulations of semilinear Sobolev equations. This formulation expands the standard mixed formulation in the sense that three variables, the scalar unknown, the gradient and the flux are explicitly treated. Based on this method we construct finite element semidiscrete approximations and fully discrete approximations of the semilinear Sobolev equations. We prove the existence of semidiscrete approximations of u, −∇u and −∇u − ∇ut and obtain the optimal order error estimates in the L ∞ (L 2 ) norm. And also we construct the fully discrete approximations and analyze the optimal convergence of the approximations in ℓ ∞ (L 2 ) norm. Finally we also provide the computational results.
Introduction
Let Ω be an open bounded convex domain in R d , 1 ≤ d ≤ 3 with a boundary ∂Ω and let 0 < T < ∞ be given. In this paper we consider the following semilinear Sobolev equation: u t − ∇ · (∇u + ∇u t ) = f (x, t, u),
in Ω × (0, T ], (∇u + ∇u t ) · n = 0, on ∂Ω × (0, T ], (1.1)
on Ω, where n denotes the outward normal vector to ∂Ω and u 0 (x) and f (x, t, u) are given functions assumed to be sufficiently smooth so that (1.1) has a unique sufficiently smooth solution. The problem (1.1) represents natural phenomena appearing in the research of the flow of fluids through fissured materials [4] , thermodynamics [6] and other areas. For details about the physical significance and the existence and uniqueness of the solutions of the Sobolev equations, see [4, 5, 6, 12, 16, 28] . In the references [4, 5, 6, 12, 16, 28] , we also find that the study of the properties of the equations (1.1) contributes to the development of the mathematical theories for the inverse problem of the heat equations.
In the past, several mathematicians [2, 3, 15, 17, 19, 20, 21, 26, 27 ] applied the classical Galerkin finite element method or discontinuous Galerkin method to construct the approximations of the scalar unknown u(x, t) of the Sobolev equations combined with the various types of boundary conditions with 1 ≤ d ≤ 3.
Compared with the classical Galerkin finite element method, the advantage of mixed finite element formulations is that one can simultaneously approximate both the displacement and the stress or the pressure and the flux. Another advantage of this procedure is that the flux or the stress can be approximated to the same order of convergence as the unknown scalar u(x, t) itself. Recently due to these advantages, the authors [23, 25] have applied the mixed finite element method (MFEM) to some types of the Sobolev equations, construct the numerical solutions of u and the flux term and proved the optimal order of convergence. By implementing the standard mixed finite element method we may approximate simultaneously the unknown u(x) and the flux term of the form a(x)u(x) [13, 14] . However in the case that a(x) is small which may occur in many circumstances, a(x) is not readily to be inverted to compute ∇u. Motivated by this, Wheeler et al [29] and Arbogast et al [1] proposed an expanded mixed finite element method.
EMFEM expands the classical MFEM in the sense that the scalar unknown, the gradient and the flux are separately treated, so that three variables can be approximated directly. Chen [7] also Independently developed expanded mixed method based on BDM method for elliptic problem. Chen [8, 9] analyzed the error analysis of the expanded mixed method for second-order elliptic problems. Adopting this method Woodward and Dawson [30] approximate the solution of Richards' equation. In the several literatures such as [10, 11, 18] , the authors tried to apply an EMFEM to approximate the three variables corresponding to elliptic equations and semilinear reaction-diffusion equations.
Furthermore, in the case that the flux term contains the mixed derivative with respect to the spatial variable and temporal variable such as the problem (1.1), the classical MFEM is not useful to approximate the gradient from the flux. In this paper, we apply an expanded mixed finite element method (EMFEM) and construct semidiscrete approximations and fully discrete approximations of u, −∇u and −∇u − ∇u t , respectively.
To approximate ∇u and ∇u + ∇u t , instead of computing the derivatives of u h , we construct the approximations of ∇u and ∇u + ∇u t directly, to obtain the optimal convergence results for ∇u and ∇u + ∇u t . Compared to the standard mixed finite element method, our expanded mixed method does not require the LBB condition. The LBB condition is needed in the process of constructing finite element spaces, so that it confines the construction of finite element spaces. As far as we know, this paper will be the first trial to estimate both semidiscrete and fully discrete approximations using an expanded mixed finite element methods for the Sobolev equations and obtain the optimal L 2 error estimates. This paper is organized as follows. In Section 2, we introduce some notations and preliminaries. Next we construct finite element spaces and we construct the weak formulation of (1.1). Then in Section 3, we introduce our expanded mixed formulation, construct semidiscrete approximations and prove the existence of semidiscrete approximations. The results of the optimal error estimates of ∇u and ∇u + ∇u t as well as u in L ∞ (L 2 (Ω)) normed space are derived. In Section 4, we formulate the expanded fully discrete finite element approximations and analyze the optimal error estimates in ℓ ∞ (L 2 ) norm. Finally in Section 5, we provide the computational results to support our theoretical analysis suggested in Section 4. Throughout this paper, the vectors will be denoted by the bold face.
Finite element spaces
For an s ≥ 0, 1 ≤ p ≤ ∞ and Ω, we denote by W s,p (Ω) the Sobolev space equipped with the usual Sobolev norm u
and k i is a nonnegative integer for each 1
s . And also we skip 0 in the notation of the Sobolev norm · 0 , so we simply write · . If for each t ∈ [0, T ], u(x, t) belongs to a Sobolev space X equipped with a norm · X , then we define for
and L ∞ (0, T : X) respectively. And also (f, g) denotes the usual inner product given by (f, g) = Ω f gdx.
We
. . , E N h } be a regular quasi-uniform subdivision of Ω where E i is a triangle or a quadrilateral if d = 2 and E i is a 3-simplex or 3-rectangle if d = 3. Boundary triangles or rectangles (3-simplex or 3-rectangle) are allowed to have a curvilinear edge (a curved surface). Let h i = diam(E i ) be the diameter of E i and h = max{h i | 1 ≤ i ≤ N h }. We assume that there exists a constant δ > 0 such that each E i contains a ball of radius δh i . The quasiuniformity requirement is that there is a constant
the Raviart-ThomasNedelec space associated with E h . Let E ∈ E h and let P k (E) denote the restriction of the polynomials of total degree ≤ k to the set E. Similarly we let Q k (E) indicate the space of the restrictions of the polynomials of degree ≤ k with respect to each one of the d variables x 1 , x 2 , . . . , x d to E. If E ∈ E h is a triangle, we let
Similarly, if E is a rectangle, we let V h (E) = Q k (E),
If E is a rectangular, then the above finite element space coincides with that of Raviart and Thomas [24] . If E is a triangle, then it is the modification due to Nedelec [22] . With the obvious modification, we define
for T being a 3-simplex or a parallelogram in R 3 . Let V h ⊂ V , Λ h ⊂ Λ and W h ⊂ W be the finite element spaces such that
From now on, we concentrate the case that E is a triangle or a 3-simplex, and analyze the approximation results for this case only. Following the similar process, we may obtain the corresponding results for the case that E is a rectangle or parallelogram.
To introduce an expanded mixed formulation, we let λ = −∇u, σ = −(∇u+ ∇u t ) = λ + λ t . Thus the weak form of (1.1) that we shall treat is given by seeking a triple (u, λ, σ) ∈ V × Λ × W such that
3. Optimal L 2 error estimates of the expanded semidiscrete approximations of u, λ and σ
In this section by applying an expanded mixed method we will construct the semidiscrete approximations of u, −∇u and −∇u − ∇u t , prove their existence and analyze the L 2 error estimates of semidiscrete approximations of u, λ and σ.
Raviart and Thomas [24] defined a projection
Then obviously we have (∇ · w, v − P h v) = 0, ∀ v ∈ V, ∀ w ∈ W h , and we know that the following diagram commutes
i.e., div Π h = P h div as functions from W onto V h . And also the following approximation properties hold [24] :
And also we define R h : Λ −→ Λ h be the projection satisfying
Now we formulate the expanded mixed finite element method as follows:
where
(ii) If f satisfies Lipschitz continuous on a domain D containing (x, 0, P h (u 0 (x))), then there exists a unique semidiscrete approximation (u h , λ h , σ h ).
Proof. Let {φ i : 1 ≤ i ≤ ℓ} be an orthogonal basis of V h and {ψ i : 1 ≤ i ≤ m}, (3.8) and (3.9), we obtain a system of ordinary differential equations:
can be represented by
By the invertibility of A, we get r(t
from which we have (3.14) (3.14) can be reduced to
And the equation (3.10) can be represented by
Now we substitute (3.16) into (3.17) to get
where α(0) = α 0 can be determined uniquely from the initial condition that
is positive definite and f is continuous, (3.18) has a solution α(t) by the theory of the system of ordinary differential equations. By combining (3.16) with the relation r(t) = A −1 (Bβ(t) + Bβ ′ (t)), we have
which shows the existence of r(t). To prove the existence of β(t), if we let E = (e ij ) 1≤i,j≤m , e ij = (ψ j , ψ i ), then E is symmetric and positive definite. (3.11) can be reduced to
where β(0) = β 0 can be determined uniquely from the initial condition that
. Therefore β(t) exists which completes the proof of (i).
If f satisfies a Lipschitz condition on a domain D containing x, 0, P h (u 0 (x)) by the theory of the system of ordinary differential equations, (3.18) has a unique α(t). Therefore in a consecutive order, we can prove that r(t) and β(t) exist uniquely, which completes the proof of (ii).
The result of the previous theorem induces the continuity of
with respect to t, so that u h (t) L ∞ is continuous with respect to t. By (3.4), there exists a constant K * such that for sufficiently small h,
holds. Throughout this paper C denotes a generic positive constant dependent on the domain Ω, K * , u(x, t), the constants δ and τ which manage the regularity and quasi-uniformity of the subdivision of Ω, but independent of the discretization sizes of space variable and time variable. If the generic constant C depends on some specific constants besides the ones mentioned already, we will clearly state the dependency.
To continue the analysis of the convergence of semidiscrete approximations and fully discrete approximations, In the rest of this paper, we need to assume that f satisfies the following locally Lipschitz continuous at u(x, t):
Theorem 3.2. If f is locally Lipschitz continuous at u(x, t) and u, λ and σ
where ν = min(k + 1, s), hold.
Proof. By subtracting (3.7) from (2.1), (3.8) from (2.2), and (3.9) and (2.3) respectively, we have the followings:
For the time being, we assume that there exists a sufficiently smallh to be defined below so that
holds. We will prove the adequacy of this assumption (3.23) later. By choosing
Combining (3.24)-(3.26), we get 1 2
from which we obtain 1 2
By taking the integration for both sides of (3.27) with respect to t from 0 to t, we get
By applying Gronwall's Lemma we have (3.28)
which implies, by the approximation results (3.4) and (3.6).
Now by means of contradiction, we will show that the assumption (3.23) is appropriate. Suppose that there exists t * such that 0 < t
To estimate σ−σ h , we differentiate the both sides of (3.20) with respect to t and choose w = Π h σ − σ h then we have 
from which by (3.2) we have the following error equation
which by (3.1) implies the following
Now we subtract (3.30) from (3.31) to get
which yields that,
Then by the Cauchy-Schwarz inequality we have
Error estimates of the expanded fully discrete approximations of u, λ and σ
In this section we construct the fully discrete approximations of u, λ and σ using an expanded mixed Galerkin method and we prove its optimal convergence in ℓ ∞ (L 2 ) normed space. For a positive integer N , we let ∆t = T N , t n = n(∆t) for n = 0, 1, . . ., N , and t n,θ = α 1 t n + α 2 t n−1 , with
. ., N and satisfying
Since the extrapolation method (4.1)-(4.3) requires the previously computed approximations, U 0 , U 1 , Λ 0 and Λ 1 a starting procedure is needed. So we
Concerning the starting procedures (4.4)-(4.6) it can be shown that if u, λ and σ satisfy the hypotheses of Theorem 4.1, then
holds where ν = min(k + 1, s), δ θ0 denotes the Kronecker symbol and the constant C depending on the Sobolev norms of u, λ and σ appearing in Theorem 4.1. The proofs of these estimates are similar to the ones that will be given concerning the principal scheme (4.1)-(4.3), so we omit the proofs.
To analyze the order of convergence we introduce the following notations:
Lemma 4.1.
Proof. By Taylor's expansion, we easily obtain for θ = 0,
holds and for θ ∈ (0, 1],
holds. Therefore if θ = 0, then by (3.4) we have
And similarly for 0
By the similar method we can prove the approximation results of ∇ρ n,θ u . Now we state the following lemmas without proof. The proofs can be obtained by Taylor's expansion easily.
hold.
, then the following holds:
Theorem 4.1. Suppose that f satisfies the locally Lipschitz continuity at u(x, t).
hold where ν = min(s, k + 1).
(
Proof. We will prove below the statement (i) only. Similarly for 0 < θ ≤ 1, we can get the error estimations (4.13)-(4.15) under the appropriate regularity conditions for u, λ and σ. We first prove by mathematical induction that 
Now substitute (4.1) into (4.17) to get
3) and substitute this result into (4.18) to obtain
and combining (4.20) and (2.3) with v = ∇ · w we have
Now we subtract (4.19) from (4.21) to obtain that 
σ ). Applying (3.4), Lemma 4.2 and (4.16), we have
σ ) = 0 and adopt this result, the Cauchy-Schwarz inequality and (4.24) to the equation (4.23) then we have
which by (3.4), (3.3) and Lemma 4.2, implies that
≤ 2 e n,θ u
Now we subtract (4.3) from (2.3) to get the following
which implies by (3.1) that
Therefore we have
from which we deduce the following 
Now we add the both sides of the above inequality from n = 2 to n = m and applying (4.26) we get the following, 1 2 e
from which we have
Since ∆t is sufficiently small, we obtain
By applying the discrete type of Gronwall inequality, we get
holds, so by (4.7) we proved the statement (4.10) as follows:
From (4.26) and (4.27) we get
Therefore by (4.7), we proved the statement (4.12) as follows:
To estimate λ(t n ) − Λ n , we substract (4.2) from (2.2) to get
Adopting this relation to (4.29) and applying (3.5), we have (e n,θ
Now we add the both sides of (4.30) from n = 2 to N to obtain
Therefore for sufficiently small ∆t, by applying Lemmas 4.3, 4.1 and (4.28) we conclude that
Now we apply the discrete-type Gronwall inequality and (4.8) to get
, from which we obtain the statement (4.11)
Numerical results and conclusions
In this section, we will present some numerical results to verify the convergence order of the proposed EMFEM. For the sake of convenience we consider the Sobolev equation (1.1) with Ω = [0, 1] and T = 1.0. The fully discrete scheme (4.1)-(4.6) is characterized by θ. For each θ, we provide a set of numerical results with f (x, t) and f (x, t, u) which is locally Lipschitz continuous in u. And also we choose k = 0 i.e. V h = {v ∈ V | v| E ∈ P 0 (E), ∀E ∈ E h },
(I) In case of θ = 1 (Bachward Euler method).
To prove the order of convergence we choose ∆t = h. (1) with f (x, t) = (1 + 2π
2 )e t cos(πx). With u 0 (x) = cos πx, the solution of (1.1) is given by u(x, t) = e t cos(πx). Tables 1 and 2 show that the approximations of u(x, t), λ(x, t) = −u x and σ(x, t) = −(u x +u x ) converge with convergence order = 1 for the space variable as well as the time variable as we expect from Theorem 4.1(ii). Tables 3 and 4 show that the approximations of u, −u x and −(u x + u xt ) converge with convergence order = 1. (II) In case of θ = 0 (Crank-Nicolson method). (i) with f (x, t) = (1 + 2π
2 )e t cos(πx). Theorem 4.1 shows that for θ = 0, the scheme converges with convergence order 2 in temporal direction. As shown in Table 5 , U N (x) converges to u(t N ) with convergence order 1, since the spatial error O(h) dominates the temporal error O(∆t 2 ). Since with d = 1 Λ h (E) = W h (E) = P 0 (E) ⊕ xP 0 (E) = P 1 (E) holds, so that we have a chance to get the approximations Λ N and Σ N θ of λ(t N ) and σ(t N ) which converge to λ(t N ) and σ(t N ) with convergence order 2 in spatial variable as shown in Table 6 , though U N converges to u(t N ) with convergence order 1.
(2) with f (x, t, u) = u + u 2 + 2e t (2x − 1) − e 2t ( 1 2
2 . As appeared in Tables 7 and 8 , we have the computational convergence results which validate the theoretical proofs of Theorem 4.1 with a locally Lipschitz continuous f (x, t, u) in u.
Conclusions. In this paper, applying the EMFEM to the problem (1.1) we approximate the scalar unknown, the gradient and the flux separately and prove the convergence of optimal order. We prove the convergence of three unknowns theoretically as well as computationally. We present the numerical results with d = 1 which verify the theoretical analysis of the optimal order of convergence of three unknowns. We conclude that the EMFEM accomplishes our purpose in approximating the unknowns of the semilinear Sobolev equations.
