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CARLEMAN ESTIMATE FOR ULTRAHYPERBOLIC OPERATORS
AND IMPROVED INTERIOR CONTROL FOR WAVE EQUATIONS
VAIBHAV KUMAR JENA
Abstract. In this article, we present a novel Carleman estimate for ultrahyperbolic operators,
in Rm
t
×Rn
x
. Then, we use a special case of this estimate to obtain improved observability results
for wave equations with time-dependent lower order terms. The key improvements are: (1) we
obtain smaller observation regions compared to standard Carleman estimate results, and (2) we
also prove observability when the observation point lies inside the domain. Finally, as a corollary
of the observability result, we obtain improved interior controllability for the wave equation.
1. Introduction
1.1. Controllability. The controllability problem for a general PDE is the following: Is it possible
to drive the solution of the system from a given initial state to a final state, using a suitable control?
There can be different choices of control, each of which gives to a rise a different type of control-
lability problem. For example
• Boundary controllability: The control acts on the boundary of the domain. These are
further divided into different cases, depending on the type of the prescribed boundary data.
• Interior controllability: The control acts on a subset of the domain.
In this article, we will address the interior controllability problem for wave equations.
1.1.1. Wave equation. Let T > 0 and n ∈ N. Also, let Ω be a bounded and open subset of Rn. On
the domain (−T, T )× Ω we will consider a wave equation of the following type
(1.1)


−∂2tty +∆xy −∇X y + qy = F1W in (−T, T )× Ω,
y(−T ) = y−0 , ∂ty(−T ) = y−1 , in Ω,
y = 0, on (−T, T )× ∂Ω,
where X := X (t, x) is a vector field, q := q(t, x) is the potential, and W is a non-empty subset
of (−T, T )× Ω. In the above equation, ∇X = X t∂ty + X x · ∇xy, where X t,X x are the Cartesian
components of X . The function F is known as the control function and it only acts on the subset
W . Then, the (exact) controllability problem for the above system can be stated as follows:
Given any initial and final data (y−0 , y
−
1 ), (y
+
0 , y
+
1 ) ∈ H10 (Ω)× L2(Ω) find a control F ∈ L2(W )
such that the (weak) solution of (1.1) satisfies
(1.2) y(T ) = y+0 , ∂ty(T ) = y
+
1 .
We point out a couple more facts about the controllability problem for wave equations.
(a) If (y+0 , y
+
1 ) = (0, 0), then this becomes the null controllability problem. Due to time re-
versibility of wave equations, we see that null and exact controllability are equivalent.
2010 Mathematics Subject Classification. 35L05, 53C50, 93B05, 93B07, 93B27.
1
2 VAIBHAV KUMAR JENA
(b) The finite speed of propagation of wave equation implies that the time of control T should
be large enough, so that the effects of the control can reach all points in the domain.
Remark 1.1. For the above two facts, contrast this with the heat equation, which is not time
reversible. Thus, null and exact controllability are not equivalent. Also, since heat equation has
infinite speed of propagation, there is no such requirement for the time of control. In general, if the
system is null controllable for some time T > 0, then it is null controllable for all time T .
To solve the described control problem, we will use a technique described by the work of Dolecki-
Russell [9]. This result shows that using a duality argument, controllability is equivalent to obtaining
unique continuation properties for the adjoint system of (1.1). Also, Lions [19] describes the process
to obtain such a control using the Hilbert Uniqueness Method (HUM). By HUM, to solve the
controllability problem one needs to prove an observability inequality of the type1
(1.3) ||(φ0, φ1)||L2(Ω)×H−1(Ω) . ||φ||L2(W ),
where φ is the solution of the adjoint system
(1.4)


−∂2ttφ+∆xφ+∇Xφ+ V φ = 0, in (−T, T )× Ω,
(φ, ∂tφ)|t=−T = (φ0, φ1), in Ω,
φ = 0 on (−T, T )× ∂Ω,
for some potential V . If the observability inequality holds, then we say that the adjoint system is
observable. Henceforth, our goal will be to obtain this observability inequality.
1.1.2. General techniques. There are different methods to show that the adjoint system is observ-
able. We discuss some of them briefly here:
• Multiplier estimates: These are integral estimates obtained by multiplying a suitably chosen
multiplier with the adjoint equation and then using integration by parts. See the articles
by Ho [14] and Lions [20] for some of the initial results using multiplier methods.
• Carleman estimates: These are weighted estimates which can be used for showing unique
continuation properties for PDEs. This has been extensively used for solving observabil-
ity/controllability problem for various PDEs. Some related results for wave equations (or
hyperbolic equations, in general) can be found in [4], [12], [13], [26], [17], [29], and [31]. In
particular, we will adapt some techniques from the works of Fu-Yong-Zhang [12], Shao [26],
and Zhang [31].
• Microlocal analysis: These are used for obtaining unique continuation results. A major
work in this direction is the article by Bardos, Lebeau, and Rauch [3], that describes a
certain optimal property known as Geometric Control Condition (GCC). For ω ⊂ Ω, we
say that (ω, T ) satisfies GCC if every ray of geometric optics enters ω in time less than T .
Other related works are [5], [18]. These results assume that the coefficients in the PDE are
time analytic.
Out of the above methods, Carleman estimates are suitable for solving the observability problem
for more general type of PDEs. They can be applied to systems which have lower order terms that
are time dependent. Moreover, we do not need to assume any time analyticity for these terms. In
contrast, although microlocal methods obtain optimal results in terms of the control/observation
region, the coefficients can at best be assumed to be time analytic. As our goal is to obtain
1The notation a . b means that there is some constant C > 0 such that a 6 Cb.
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controllability for a wider class of PDEs, namely with X , V varying in both time and space, we will
use Carleman estimates.
1.2. Main Results. In this section we present our main result and also explain some of the major
ideas used in the proofs. Let x0 ∈ Rn, and ν be the outward unit normal of Ω. Define Γ+ ⊂ ∂Ω as
Γ+ := {x ∈ ∂Ω | ν.(x− x0) > 0}.
Let σ > 0 and define ω as
ω := Oσ(Γ+) ∩ Ω, Oσ(Γ+) := {y ∈ Rn : |y − x| < σ, for some x ∈ Γ+}.
The usual observation region for existing Carleman estimate results (and hence control region as
well) is given by (−T, T )× ω. However, our result improves this particular feature by restricting
the observation region to a smaller set. To elaborate on this discussion, let us define the following
R := sup
x∈Ω
|x− x0|, D := {|x− x0|2 > t2} ⊂ R1+n.
The region D is the exterior of the null cone centered at the point (0, x0). Then, we have the
following observability result:
Theorem 1.2. Let T > R, and x0 ∈ Rn. Fix X ∈ C∞
(
[−T, T ]× Ω¯;R1+n) and V ∈ C∞ ([−T, T ]× Ω¯).
Let φ be solution of the adjoint system (1.4). Then, we have the following:
• If x0 /∈ Ω¯, then there exists a constant C := C(Ω, T, V,X ) such that the following holds
(1.5) ||φ0||2L2(Ω) + ||φ1||2H−1(Ω) 6 C
∫
((−T,T )×ω)∩D
|φ(t, x)|2,
for all (φ0, φ1) ∈ L2(Ω)×H−1(Ω).
• If x0 ∈ Ω¯, then for any neighbourhood W in (−T, T )× Ω satisfying
((−T, T )× ω) ∩D ⊂W ⊂ (−T, T )× Ω,
there is a constant C := C(Ω, T, V,X ,W ), such that the following holds
(1.6) ||φ0||2L2(Ω) + ||φ1||2H−1(Ω) 6 C
∫
W
|φ(t, x)|2,
for all (φ0, φ1) ∈ L2(Ω)×H−1(Ω).
Remark 1.3. Note that, we also consider the case when the observation point x0 lies inside the
domain Ω. This interior observability case has not been addressed by Carleman estimate methods
before, the only exception being the work in [26].
Remark 1.4. From the statement of the above theorem, we can see that in both the cases the
observation region is better than those obtained by earlier Carleman based results. When x0 /∈ Ω¯,
our observation region is restricted to the exterior of the null cone. When x0 ∈ Ω¯, we get a
neighbourhood W, but the difference between ((−T, T ) × ω) ∩ D and W can be made arbitrarily
small.
From our earlier discussion about the equivalence of observability and controllability, a corollary
to the above theorem is the following controllability result.
Corollary 1.5. Let T > R, and x0 ∈ Rn. Fix X ∈ C∞
(
[−T, T ]× Ω¯;R1+n) and q ∈ C∞ ([−T, T ]× Ω¯).
Let y be the solution of system (1.1). Then, we have the following:
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• If x0 /∈ Ω¯, then there exists a function F ∈ L2((−T, T )×ω), such that the control goal (1.2)
is satisfied with the control F acting on the region ((−T, T )× ω) ∩ D.
• If x0 ∈ Ω¯, then for any neighbourhood W in (−T, T )× Ω satisfying
((−T, T )× ω) ∩D ⊂W ⊂ (−T, T )× Ω,
there exists a function F ∈ L2(W ), such that the control goal (1.2) is satisfied with the
control F acting on the region W .
1.2.1. Improvements to established results. The key features of this article are the following:
(1) We present a novel Carleman estimate for ultrahyperbolic operators in Rmt × Rnx .
(2) For the wave equation observability, the observation regions we obtain are smaller than the
observation regions obtained from standard Carleman methods.
(3) We also prove observability when the observation point is in the interior of the domain.
Classical Carleman estimate results do not handle this particular case.
Finally, we point out that, we consider the wave equation with general lower order terms that
are time-dependent.
1.2.2. Proof ideas. As mentioned earlier we will use Carleman estimates to obtain the above ob-
servability result. A Carleman estimate result that is related to our problem is the article by Shao
[26], where the author proved a boundary estimate for (R1t × Rnx) wave operators on a domain
with moving boundary. We need to generalise this particular result to ultrahyperbolic operators
in Rmt × Rnx , for proving Theorem 1.2. Since we will adapt the Carleman weight from [26] to our
setting, we point out two of its notable features:
• The weight function vanishes near the boundary of the null cone.
• This helps us to localise the observation region to the exterior of the null cone.
Now let us see the motivation behind obtaining an estimate for ultrahyperbolic operators. For
convenience, we will use (m,n) to denote the Rmt × Rnx case. From Theorem 1.2, we can see that
we want the L2 ×H−1 energy on the LHS, which can be obtained from a L2 Carleman estimate.
The usual application of Carleman estimates for proving such an observability estimate involves
the following steps:
(a) Find a H10 Carleman estimate for a more regular quantity, say z.
(b) Use the H10 estimate to obtain a L
2 estimate for φ.
(c) Absorb the non-essential terms and use energy estimates for φ.
The standard process for obtaining step (b) above involves dealing with the reciprocal of the Car-
leman weight (see, for example, [12, Section 7]). As we mentioned, the weight we use vanishes near
the null cone boundary. Thus, when we take the reciprocal it will blow up at these points which
creates an issue. Hence, we take a different approach to overcome this problem. We use a method
described by Zhang [31], where a new function z is defined as
(1.7) z(t1, t2, x) :=
∫ t2
t1
φ(s, x)ds.
Now, z is dependent on two time variables, and satisfies an ultrahyperbolic equation (obtained from
the wave equation of φ). Also note that, z has better regularity than φ. Then, we can apply a
suitable H10 Carleman estimate for z, in (2, n) setting. Finally, to get back to φ we have to integrate
out the extra time integral. Thus, it is clear that we must obtain a (2, n) estimate, that is, a two
time variable Carleman estimate. The proof of this estimate is geometric, and can be generalised
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to m-time dimensions through a clever choice of coordinate system. This is the key motivation for
the main (m,n) estimate in this article. Once the (m,n) estimate is proved, we just use the special
case of m = 2 for the above z to solve our observability problem.
Now, let us see the idea for the choice of the coordinate system that allows us to prove such
a result. The proof of the (1, n) Carleman estimate in [26] uses null coordinates in the standard
setting of R1+n:
u =
1
2
(t− |x|), v = 1
2
(t+ |x|).
To generalise this result to (m,n) setting we need to be able to construct null coordinates in Rm+n.
Hence, we base our proof on the idea of using polar coordinate representation for the m-time
components which allows us to define null coordinates in Rm+n. This way we can generalise the
required wave equation features to ultrahyperbolic equations.
Another point to mention is that we first obtain a boundary Carleman estimate in (m,n) setting.
Then, for deriving the interior Carleman estimate we use the hidden regularity argument adapted
to our setting. In this method, the boundary term present in the boundary estimate is estimated
by data on an interior subset of the domain.
To go from the Carleman estimate to the observability inequality, we will use energy estimate
results. While doing this, we have to switch back from z to the original function φ, and one has to
be particularly careful with the order of operations. This is because we have a Carleman estimate
for z but the energy estimate is only applicable for φ. Thus, we have to be very precise while dealing
with the extra time integral introduced in (1.7) and doing the usual absorption of terms.
1.3. Future work and comments. We discuss some future problems and directions in this sec-
tion.
(1) This article only deals with static domains, that is time independent domains. We did not
make any mention of time dependent domains (also called as domains with moving boundary).
However, the Carleman estimate presented in [26] is actually a result for time dependent domains.
Analogously, the (m,n) Carleman estimate of this article also works for time dependent domains.2
However, solving the observability problem in this case is still open. This is mainly because for
time dependent domains the definition of z in (1.7) turns out to be
z(t1, t2, x) :=
∫ t2
t1
φ(s, x(s))ds,
the x(s) inside the integral represents the fact that the domain is now time dependent. For this
case, we get second spatial derivatives of φ which causes serious issues. This seems to suggest that
this might not be the optimal method for solving the interior controllability in the time dependent
case. To obtain controllability for this problem, we need more knowledge of wave equations in
general geometries. We leave this problem to a future work.
(2) On time dependent domains, interior control for wave equations with initial data in the weaker
space L2(Ω) × H−1(Ω) can be solved by directly using the H10 Carleman estimate for the corre-
sponding adjoint system. For this problem, using HUM shows that the control is a distribution and
lies in the space (H1(−T, T ;L2(ω)))′, where ′ denotes the dual space. This is an upcoming result.
2Presenting the moving boundary case involves defining some more technical ideas. We do not present that here, as
our goal is to obtain controllability on static domains.
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1.4. Outline. The rest of the paper is divided as follows:
• Section 2 describes the setting of the adjoint system and associated observability problem.
We also present the geometric setting for the Carleman estimate here.
• Section 3 contains the statement and proof of the (m,n) interior Carleman estimate. We
first state a boundary Carleman estimate in the (m,n) case which is a precursor to the
interior estimate; the proof of the boundary estimate is provided in Appendix A.
• Section 4 describes the process of using the Carleman estimate to prove the observability
result Theorem 1.2. For this purpose, we will use a special case of the interior Carleman
estimate, and take m = 2.
• The appendix contains the proof of the (m,n) boundary Carleman estimate.
1.5. Acknowledgements. The author is grateful to his supervisor, Arick Shao, for his guidance
and the many helpful discussions on this research work.
2. Setting
2.1. Controllability and Observability problem. Fix n ∈ N, and let Ω ⊂ Rn be an open and
bounded subset, with a smooth boundary. The space-time domain we consider is given by:
(2.1) U := R× Ω,
where the domain for the time component is R. Let X ∈ C∞(U¯ ;R1+n) be a vector field and
V ∈ C∞(U¯). We consider X and V to be time dependent. On U¯ , we consider the following wave
equation with initial and boundary condition
(2.2)


−∂2ttφ+∆xφ+∇Xφ+ V φ = 0, in (−T, T )× Ω,
(φ, ∂tφ)|t=−T = (φ0, φ1), in Ω,
φ = 0 on (−T, T )× ∂Ω.
It can be shown by using usual functional analytic methods that the above system is well posed in
L2(Ω)×H−1(Ω) (see [21]). The solution φ is known as the transposition (or ultra-weak) solution.
The observability problem in this context is the following:
Problem 2.1. Let T > 0 be large enough and let φ be the transposition solution of (2.2). Does
there exist a subdomain W ⊂ (−T, T )×Ω, such that for some constant C := C(X , V ) > 0 we have
(2.3) ||φ0||2L2(Ω) + ||φ1||H−1(Ω) 6 C
∫
W
|φ|2dxdt, ∀ (φ0, φ1) ∈ L2(Ω)×H−1(Ω)?
As already discussed in the introduction, the above observability problem is equivalent to solving
the controllability problem for the following system:
(2.4)


−∂2tty +∆xy −∇X y + qy = F1W , in (−T, T )× Ω,
(y, ∂ty)|t=−T = (y0, y1), in Ω,
y = 0, on (−T, T )× ∂Ω,
with initial data (y0, y1) ∈ H10 (Ω) × L2(Ω), a potential q ∈ C∞(U¯), and the control function
F ∈ L2(W ).
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2.2. Geometry for the Carleman estimate. As we briefly mentioned in the discussion centred
around equation (1.7), to solve the observability problem one needs to obtain a two time variable
Carleman estimate. This idea can be generalised to the concept of a m-time variable Carleman
estimate. That is, we can derive a Carleman estimate for operators acting on a space-time domain
with (t, x) ∈ Rm × Rn. In this section, we will present the geometric setting in which our main
Rm × Rn Carleman estimate works.
Definition 2.2. Fix m,n ∈ N. On Rm+n, we define the following:
• Let t := (t1, . . . , tm) and x = (x1, . . . , xn) denote the Cartesian coordinates on Rm+n.
• Let g denote the flat pseudo-Riemannian metric on (Rm+n, g):
(2.5) g = −dt21 − · · · − dt2m + dx21 + · · ·+ dx2n.
• Let r := |x| and τ := |t| denote the spatial and temporal radial functions, respectively.
• The null coordinates u and v are given by:
(2.6) u :=
1
2
(τ − r), v := 1
2
(τ + r).
• Define the function f as:
(2.7) f = −uv = 1
4
(r2 − τ2) = 1
4
(|x|2 − |t|2) .
Remark 2.3. A key idea of the work presented here is the following: to deal with the m-time
coordinates, we represent the time components in polar coordinates as well. This allows us to define
the notion of null coordinates (u, v) in our setting.3 This also helps us to analogously define the
function f to be used later in the Carleman weight (see [26] for the m = 1 case).
Moreover, using polar coordinate representation for t allows us to treat the spatial and temporal
components at the same level, in some sense.
On {τ 6= 0, r 6= 0}, standard polar coordinates are (τ, r, ωx, ωt) and null coordinates are (u, v, ωx, ωt),
where ωx is the spatial angular coordinate with values in S
n−1 and ωt is the temporal angular co-
ordinate with values in Sm−1. Moreover, let ∂τ , ∂r, ∂u, ∂v denote the coordinate vector fields with
respect to these coordinate systems. We can write the metric g in terms of polar and null coordinates
as
(2.8) g = −dτ2 + dr2 + r2γ˚Sn−1 − τ2γ˚Sm−1 = −4dudv + r2γ˚Sn−1 − τ2γ˚Sm−1 .
Now we provide some definitions that are crucial for presenting the Carleman estimate.
Definition 2.4. We use the following conventions-
• Lower case Greek letters (ranging from 1 to m+n) denote spacetime components in Rm+n.
• Lower case Latin letters (ranging from 1 to n− 1) denote spatial angular components cor-
responding to ωx ∈ Sn−1 in any of the above mentioned coordinate systems.
• Upper case Latin letters (ranging from 1 to m − 1) denote temporal angular components
corresponding to ωt ∈ Sm−1 in any of the above mentioned coordinate systems.
Definition 2.5. We use the following notations for denoting objects corresponding to g:
• ∇ denotes the Levi-Civita connection with respect to g.
•  := gαβ∇αβ denotes the wave operator with respect to g.
3Compare this with the case of Lorentzian geometry, where the usual null coordinates are better suited for some
calculations.
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• /∇ denotes the derivatives in the spatial angular components with respect to g.
• ∇˜ denotes the derivatives in the temporal angular components with respect to g.
From (2.7), we can see that the region {f = 0} is the null cone centred at the origin. With this
idea, we make the following definition:
Definition 2.6. Define the region D ⊂ Rm+n as
D := {f > 0}.(2.9)
Remark 2.7. Note that, D is the region exterior to the null cone centred at (0, 0) ∈ Rm+n. That
is, it denotes the region
D = {(t, x) ∈ Rm+n : |x|2 > |t|2}.
The improved observability inequality that we will derive later, is obtained by working with this D.
Remark 2.8. On the region D := {f > 0}, the following are satisfied:
(2.10) 0 < −u < r, 0 < v < r, 0 < f < r2.
This is clear from the definitions of the corresponding functions, see (2.6) and (2.7).
3. Carleman estimate
We have the following estimate for ultrahyperbolic operators in Rm+n.
Theorem 3.1 (Boundary Carleman Estimate). Let U ⊂ Rm+n be such that for some R > 0
(3.1) U ∩D ⊆ {r < R}.
Also, assume that the boundary of U, denoted by ∂U, is smooth and timelike. Let ε, a, b > 0 be
constants such that:
(3.2) a > (m+ n)2, ε≪m,n b≪ R−1.
Then, there exists C > 0 such that for any z ∈ C2(U) ∩ C1(U¯) with
(3.3) z|∂U∩D = 0,
we have
Cε
∫
U∩D
ζa,b;εr
−1(|u∂uz|2 + |v∂vz|2 + fgab /∇az /∇bz − fgCD∇˜Cz∇˜Dz) + Cba2
∫
U∩D
ζa,b;εf
− 12 z2
6
1
a
∫
U∩D
ζa,b;εf |z|2 + C′
∫
∂U∩D
ζa,b;ε[(1− εr)Nf + εfN r]|N z|2,(3.4)
where ζa,b;ε is the Carleman weight defined as
(3.5) ζa,b;ε :=
{
f
(1 + εu)(1− εv) · exp
[
2bf
1
2
(1− εu) 12 (1 + εv) 12
]}2a
,
and N is the outer-pointing unit normal of U (with respect to g).
Remark 3.2. Due to (2.8), gCD∇˜Cz∇˜Dz ≤ 0. Hence, the corresponding term on the LHS of (3.4)
has a good sign.
The proof of the above theorem is analogous to the one presented in [26], the main difference is
that now we have m time variables here. The key idea that we use, as mentioned in Remark 2.3, is
to use polar coordinates for the t-components as well. The proof is provided in appendix A.
CARLEMAN ESTIMATE AND INTERIOR CONTROL 9
3.1. Interior Carleman Estimate. From now on, we assume that our domain is static in time.
We use a type of hidden regularity argument adapted to our setting, to derive an interior Carleman
estimate from Theorem 3.1.
First, let Ω ⊂ Rn be an open and bounded subset, with smooth boundary ∂Ω. Define Γ+ ⊂ ∂Ω
as follows
(3.6) Γ+ := {νr > 0} = {x ∈ ∂Ω|x · ν > 0},
where ν denotes the outward pointing unit normal of Ω.
Theorem 3.3 (Interior Carleman Estimate). Let U be defined as follows
U := Rm × Ω,
and fix R > 0 such that
(3.7) Ω ⊆ {r < R}.
Let ε, a, b > 0 be constants such that:
(3.8) a > (m+ n)2, a≫ R, ε≪m,n b≪ R−1.
Fix σ > 0 and define ω, a subset of Ω, as
(3.9) ω := Oσ(Γ+) ∩ Ω,
where
Oσ(Γ+) := {y ∈ Rn : |y − x| < σ, for some x ∈ Γ+}.
Then, there exists C > 0 such that for any z ∈ C2(U) ∩ C1(U¯) satisfying z|∂U∩D = 0, we have the
following estimate
Cε
∫
U∩D
ζa,b;εr
−1(|u∂uz|2 + |v∂vz|2 + fgab /∇az /∇bz − fgCD∇˜Cz∇˜Dz) + Cba2
∫
U∩D
ζa,b;εf
− 12 z2
6
1
a
∫
U∩D
ζa,b;εf |z|2 + a2R3
∫
(Rm×ω)∩D
ζa,b;εf
−2|∇tz|2(3.10)
+ a4R4
∫
(Rm×ω)∩D
ζa,b;εf
−3z2,
where ζa,b;ε is defined as in (3.5).
Remark 3.4. Note that, Theorem 3.1 is applicable to a domain with moving boundary as well.
But, we assume in Theorem 3.3 that the domain must have a static boundary. This is primarily
done to make the result more suitable for solving the observability problem. However, Theorem 3.3
can be easily generalised to moving boundary domains.
Now we present a lemma which will be used in the proof of the above theorem.
Lemma 3.5. Assume the hypothesis of Theorem 3.3. In the region U ∩ D we have the following
estimate for the Carleman weight
(3.11) |∇αζa,b;ε| . aRζa,b;εf−1,
where α represents derivatives in the Cartesian coordinates.
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Proof. Using the definitions of u, v, f , we get (1 + εu)(1− εv) = (1− εr+ ε2f). Then, (3.5) shows4
∇αζa,b;ε = ∇α
{
f
(1− εr + ε2f) · exp
[
2bf
1
2
(1− εr + ε2f) 12
]}2a
(3.12)
= 2a ζa,b;ε
{
(1− εr + ε2f)
f
∇α
(
f
(1 − εr + ε2f)
)
+∇α
[
2bf
1
2
(1− εr + ε2f) 12
]}
.
Let us evaluate the terms inside the brackets. For the first term,∣∣∣∣∇α
(
f
(1− εr + ε2f)
)∣∣∣∣ =
∣∣∣∣ ∇αf(1− εr + ε2f) − f∇
α(1− εr + ε2f)
(1− εr + ε2f)2
∣∣∣∣
Note that |∇αr| 6 1, and due to (2.7), (2.9), and (2.10) we get |∇αf | . R. The second term is
estimated analogously. Then, the fact that ε≪m,n b≪ R−1 shows that (3.12) gives us
|∇αζa,b;ε| . 2aζa,b;ε
(
(1− εr + ε2f)R
f
+
bR
f
1
2
)
. aRζa,b;ε(f
−1 + bf−
1
2 ) . aRζa,b;εf
−1. 
Proof of Theorem 3.3. Let us assume that the hypothesis of Theorem 3.3 holds. That is, we choose
U, R, a, b, ε, ω, z as in the statement. Note that, this choice of the domain and constants also satisfies
the hypothesis of Theorem 3.1, where we note that (3.7) implies (3.1). Hence, we apply Theorem
3.1 to the above chosen U, R, a, b, ε, z. Recall that N denotes the outer pointing unit normal of U.
Then, under the present hypothesis, the coefficient present in the boundary term on the RHS of
(3.4) reduces to5
(1− εr)Nf + εfN r 6 rνr.
Using the above observation, we bound the boundary term present in equation (3.4) as follows∫
∂U∩D
ζa,b;εrνr|N z|2 6
∫
(Rm×Γ+)∩D
ζa,b;εrνr|N z|2 . R
∫
(Rm×Γ+)∩D
ζa,b;ε|N z|2.
Our goal is to find a bound for
R
∫
(Rm×Γ+)∩D
ζa,b;ε|N z|2,
in terms of integral over Rm × ω. Let h ∈ C1(Ω¯;Rn) be a vector field such that h = ν on ∂U ∩D.
Define cut-off function ρ ∈ C2(Ω¯; [0, 1]), by
(3.13) ρ(x) =
{
1, x ∈ Oσ/3(Γ+) ∩ Ω,
0, x ∈ Ω \ Oσ/2(Γ+).
Then, using integration by parts shows∫
U∩D
zρζa,b;εhz =
∫
U∩D
∇α∇αz(ρζa,b;εhz) = −
∫
U∩D
∇αz∇α(ρζa,b;εhz) +
∫
∂U∩D
N zρζa,b;εhz,
where the integral over U∩∂D on the RHS vanishes because ζa,b;ε vanishes on boundary of the null
cone. This implies
(3.14)
∫
∂U∩D
ρζa,b;ε|N z|2 =
∫
U∩D
zρζa,b;εhz +
∫
U∩D
∇αz∇α(ρζa,b;εhz).
4Even though u, v are not smooth at t = 0, f and f(1− εr + ε2f)−1 are smooth.
5In the general case, N = (νt, νx) = (νt1 , . . . , νtm , νx1 , . . . , νxn ). As we are dealing with the static boundary case
νt = 0, and we get N = (0, νx).
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For the second term in the RHS, we see that∫
U∩D
∇αz∇α(ρζa,b;εhz)(3.15)
=
∫
U∩D
ρζa,b;ε∇αz∇α(hβ∇βz) +
∫
U∩D
∇αz∇α(ρζa,b;ε) · hz
=
∫
U∩D
ρζa,b;ε∇αz∇αhβ∇βz +
∫
U∩D
ρζa,b;ε∇αz · hβ∇αβz +
∫
U∩D
∇αz∇α(ρζa,b;ε) · hz
=
∫
U∩D
ρζa,b;ε∇αhβ∇αz∇βz + 1
2
∫
U∩D
ρζa,b;εh
β∇β(∇αz∇αz) +
∫
U∩D
∇αz∇α(ρζa,b;ε) · hz
=
∫
U∩D
ρζa,b;ε∇αhβ∇αz∇βz − 1
2
∫
U∩D
∇β(ρζa,b;εhβ)∇αz∇αz
+
1
2
∫
∂U∩D
ρζa,b;ε|N z|2 +
∫
U∩D
∇αz∇α(ρζa,b;ε) · hz,
where we used integration by parts, the Dirichlet boundary condition on z, and the definition of h
in the last step. Using (3.15) in (3.14), and also writing the factor in front of the integral, we get
R
2
∫
∂U∩D
ρζa,b;ε|N z|2 = R
∫
U∩D
zρζa,b;εhz +R
∫
U∩D
ρζa,b;ε∇αhβ∇αz∇βz(3.16)
− R
2
∫
U∩D
∇β(ρζa,b;εhβ)∇αz∇αz +R
∫
U∩D
∇αz∇α(ρζa,b;ε) · hz.
Next, we see that
(3.17) R
∫
U∩D
zρζa,b;εhz .
1
a
∫
U∩D
ρζa,b;εf |z|2 + aR2
∫
U∩D
ρζa,b;εf
−1|hz|2.
Now using Lemma 3.5 shows that
∇β(ρζa,b;εhβ) = ∇βρ · ζa,b;εhβ + ρ∇βζa,b;εhβ + ρζa,b;ε∇βhβ . aR(ρ+ |hβ∇βρ|)ζa,b;εf−1,
and also that ∇α(ρζa,b;ε) . aR(ρ + |∇αρ|)ζa,b;εf−1. Using these estimates and (3.17) in (3.16)
shows
R
∫
∂U∩D
ρζa,b;ε|N z|2
.
1
a
∫
U∩D
ρζa,b;εf |z|2 + aR2
∫
U∩D
ρζa,b;εf
−1|hz|2 +R
∫
U∩D
ρζa,b;ε∇αhβ∇αz∇βz
+ aR2
∫
U∩D
(ρ+ |hβ∇βρ|)ζa,b;εf−1∇αz∇αz + aR2
∫
U∩D
(ρ+ |∇αρ|)ζa,b;εf−1|∇αz · hz|.
This implies
R
∫
∂U∩D
ρζa,b;ε|N z|2 . 1
a
∫
U∩D
ρζa,b;εf |z|2 + aR2
∫
U∩D
(ρ+ |∇xρ|)ζa,b;εf−1|∇t,xz|2,
which, after writing out the space and time derivatives separately, reduces to
R
∫
(Rm×Γ+)∩D
ζa,b;ε|N z|2 . 1
a
∫
U∩D
ζa,b;εf |z|2(3.18)
+ aR2
∫
(Rm×Oσ/2(Γ+))∩D
ζa,b;εf
−1(|∇xz|2 + |∇tz|2),
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where the integral region in the LHS is obtained by observing that Rm × Γ+ ⊂ ∂U, and then using
(3.13). Now we will estimate the term
aR2
∫
(Rm×Oσ/2(Γ+))∩D
ζa,b;εf
−1|∇xz|2,
by data restricted to the interior region ω. For this purpose, define the function
η(t, x) := ρ21ζa,b;εf
−1,
where ρ1 ∈ C2(Ω¯; [0, 1]) is the cut-off function given by
(3.19) ρ1(x) =
{
1, x ∈ Oσ/2(Γ+) ∩Ω,
0, x ∈ Ω \ ω.
Then using integration by parts, we have∫
U∩D
ηzz = −
∫
U∩D
z∇αη∇αz −
∫
U∩D
η∇αz∇αz,
where the boundary terms vanish because z = 0 on ∂U ∩D, and ζa,b;ε = 0 on U ∩ ∂D. Then, we
have ∫
U∩D
η|∇xz|2 = −
∫
U∩D
ηzz +
∫
U∩D
z∇tz · ∇tη +
∫
U∩D
η|∇tz|2 −
∫
U∩D
z∇xz · ∇xη.
From the above it follows that∫
U∩D
ρ21ζa,b;εf
−1|∇xz|2 ≤
∫
U∩D
|ηzz|+
∫
U∩D
|z∇tz · ∇tη|+
∫
U∩D
η|∇tz|2 −
∫
U∩D
z∇xz · ∇xη.
We can calculate that
|∇xη| = |∇x(ρ21ζa,b;εf−1)| . ρ1ζa,b;ε
[
f−1|∇xρ1|+ aRρ1f−2
]
,
which implies that the latest integral estimate reduces to∫
U∩D
ρ21ζa,b;εf
−1|∇xz|2 .
∫
U∩D
ρ21ζa,b;εf
−1|zz|+ aR
∫
U∩D
ρ21ζa,b;εf
−2|z∇tz|
+
∫
U∩D
ρ21ζa,b;εf
−1|∇tz|2 +
∫
U∩D
ρ1ζa,b;ε
[
f−1|∇xρ1|+ aRρ1f−2
] |z∇xz|,
where we used (3.11) for estimating ∇tη. Also considering the constant present in (3.18)
aR2
∫
U∩D
ρ21ζa,b;εf
−1|∇xz|2
(3.20)
. aR2
∫
U∩D
ρ21ζa,b;εf
−1|zz|+ a2R3
∫
U∩D
ρ21ζa,b;εf
−2|z∇tz|
+ aR2
∫
U∩D
ρ21ζa,b;εf
−1|∇tz|2 + aR2
∫
U∩D
ρ1ζa,b;ε
[
f−1|∇xρ1|+ aRρ1f−2
] |z∇xz|.
Applying the Cauchy-Schwarz inequality for the last term in the RHS of the above inequality shows
aR2
∫
U∩D
ρ1ζa,b;ε
[
f−1|∇xρ1|+ aRρ1f−2
] |z∇xz|
. aR2
∫
U∩D
ρ1ζa,b;εf
−1|∇xρ1||z∇xz|+ a2R3
∫
U∩D
ρ21ζa,b;εf
−2|z∇xz|
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. a2R2
∫
U∩D
|∇xρ1|2ζa,b;εf−1z2 +R2
∫
U∩D
ρ21ζa,b;εf
−1|∇xz|2 + a4R4
∫
U∩D
ρ21ζa,b;εf
−3z2.
Substituting this into (3.20), and using Cauchy-Schwarz for the other terms in the RHS of (3.20),
we get
aR2
∫
U∩D
ρ21ζa,b;εf
−1|∇xz|2
(3.21)
.
1
a
∫
U∩D
ρ21ζa,b;εf |z|2 + a3R4
∫
U∩D
ρ21ζa,b;εf
−3z2 + a2R3
∫
U∩D
ρ21ζa,b;εf
−2|∇tz|2
+ a2R3
∫
U∩D
ρ21ζa,b;εf
−2z2 + aR2
∫
U∩D
ρ21ζa,b;εf
−1|∇tz|2
+ a2R2
∫
U∩D
|∇xρ1|2ζa,b;εf−1z2 + a4R4
∫
U∩D
ρ21ζa,b;εf
−3z2 +R2
∫
U∩D
ρ21ζa,b;εf
−1|∇xz|2.
The last term on the RHS of the above estimate is absorbed into the LHS. Next, if we consider the
coefficients of z2 without ζa,b;ε, we see that
a3R4ρ21f
−3+a2R3ρ21f
−2 + a2R2|∇xρ1|2f−1 + a4R4ρ21f−3
. a4R4ρ21f
−3 + a2R3ρ21f
−3f + a2R2|∇xρ1|2f−3f2
. a4R4
[|∇xρ1|2 + ρ21] ,
where we also used (2.10) and (3.8). We use similar ideas for the coefficients of ∇tz. Then, (3.21)
implies that
aR2
∫
U∩D
ρ21ζa,b;εf
−1|∇xz|2 . 1
a
∫
U∩D
ρ21ζa,b;εf |z|2 + a2R3
∫
U∩D
ρ21ζa,b;εf
−2|∇tz|2(3.22)
+ a4R4
∫
U∩D
[|∇xρ1|2 + ρ21] ζa,b;εf−3z2.
Next, we use (3.19) to see that (3.22) simplifies to
aR2
∫
(Rm×Oσ/2(Γ+))∩D
ρ21ζa,b;εf
−1|∇xz|2 . 1
a
∫
U∩D
ζa,b;εf |z|2
+ a2R3
∫
(Rm×ω)∩D
ζa,b;εf
−2|∇tz|2
+ a4R4
∫
(Rm×ω)∩D
ζa,b;εf
−3z2.
We put together the above estimate and (3.18) to get
R
∫
Rm×Γ+
ζa,b;ε|N z|2 . 1
a
∫
U∩D
ζa,b;εf |z|2 + a2R3
∫
(Rm×ω)∩D
ζa,b;εf
−2|∇tz|2
+ a4R4
∫
(Rm×ω)∩D
ζa,b;εf
−3z2.
Finally, using this estimate to bound the boundary term in (3.4) concludes the proof of (3.10). 
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4. Observability Estimate Results
In this section, we will prove the main observability result Theorem 1.2. Hence, we go back to
the setting of the PDE problem from Section 2, and consider the original observability problem in
the space-time domain R1+n. We will prove two observability estimates: exterior and interior.
• Exterior observability: This estimate is obtained by applying the Carleman estimate with
the centre point lying outside the domain. This will address the case of Theorem 1.2 when
x0 /∈ Ω¯.
• Interior observability: This estimate is obtained by applying the Carleman estimate with
the centre point lying inside the domain. We will see that we need to apply the Carleman
estimate around two centre points. This observability estimate will help us to prove the
case of Theorem 1.2 when x0 ∈ Ω.
We will prove the above two observability estimates in Section 4.1 and Section 4.2, respectively.
Then, in Section 4.3 we will present the proof of Theorem 1.2. Henceforth we will assume, without
any loss of generality, that x0 = 0.
4.1. Exterior Observability. Here we will consider the case when the observation point lies
outside the domain.
Definition 4.1. Define the region D as
(4.1) D := {|x|2 > t2} ⊂ R1+n.
The key improvement (to the standard Carleman based observability results) in this article is
related to the region D. Specifically, we will show that the observation region is restricted to the
region D.
Theorem 4.2. Let Ω ⊂ Rn and consider the setting of system (2.2). Let U∩D be bounded. Assume
that the observation point 0 /∈ Ω¯. Further,
• Define the following constants:
R+ := sup
Ω
r, R− := inf
Ω
r,
M0 := sup
U
|V |, M1 := sup
U
{
|X t,x|√
R+
, |∇t,xX t,x|
}
,(4.2)
M :=max{1,M0,M1},
where X t,x represents the Cartesian components of X .
• Let ν be the outward pointing unit normal to Ω, and let
(4.3) Γ+ := {νr > 0}.
• Let σ > 0. Define ω ⊂ Ω as
(4.4) ω := Oσ(Γ+) ∩ Ω.
Let T > R+. Then, there exist constants C1 and C2 such that
(4.5) ||φ0||2L2(Ω) + ||φ1||2H−1(Ω) 6 C1a424aMR4a+ eC2MT
∫
((−T,T )×ω)∩D
|φ(t, x)|2,
holds for any solution φ ∈ C2(U) ∩C1(U¯) of (2.2).
Remark 4.3. Due to the exterior observability assumption (0 /∈ Ω¯), we see that R− > 0.
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4.1.1. Energy Results: Now, we present some results related to the energy of the system (2.2). This
will be used towards the end of the proof of observability estimate. Let ′ denote differentiation with
respect to the time component of φ. We have the following results:
Lemma 4.4. Let s1 < s2 < t2 < t1. Then there exists a constant C1 > 0, such that
(4.6)
∫ t2
s2
|φ′(t, ·)|2H−1(Ω) 6 C1(M0 +M1)
∫ t1
s1
|φ(t, ·)|2L2(Ω)dt,
where φ is the transposition solution of the system (2.2).
Lemma 4.5. Let φ be the transposition solution of (2.2) Define the energy of the system to be
(4.7) E(t) :=
1
2
(|φ(t, ·)|2L2(Ω) + |φ′(t, ·)|2H−1(Ω)).
Then, there is a constant C2 > 0 such that the following is satisfied for all s, t ∈ R
(4.8) E(s) 6 eC2(M0+M1)|t−s|E(t).
Lemma 4.4 and Lemma 4.5 are proved using standard energy estimate arguments, and are
analogous to the ones presented in [31].
Proof of Theorem 4.2. Now we will present the proof of Theorem 4.2. First, we provide an
outline of the proof:
(1) We define a new function z to which we will apply the interior Carleman estimate from
Theorem 3.3. The function z will have better regularity than φ.
(2) We apply the Carleman estimate to z. Then we deal with absorbing the necessary terms,
as well as taking care of the spatial derivatives of z.
(3) We go back from z to the original function φ.
(4) We use energy estimate results for φ to prove the observability estimate (4.5).
We will use a special case of the setting and the result mentioned in Theorem 3.3, namely the case
when m = 2. Hence, in the following discussion we have U = R×U = R2 ×Ω. The corresponding
definitions and notations are written analogously.
4.1.2. Defining a new function z. Let φ be the solution of (2.2). Since we are using the special case
m = 2, we get
D = {|x|2 > t21 + t22} ⊂ R2+n.
Next, define a new function z as follows
(4.9) z(t1, t2, x) :=
∫ t2
t1
φ(s, x)ds, ∀ (t1, t2, x) ∈ U.
From the above expression, we can calculate the corresponding derivatives for z as follows
∆z(t1, t2, x) =
∫ t2
t1
∆φ(s, x)ds,
zt1(t, t2, x) = −φ(t, x), zt2(t1, t, x) = φ(t, x),(4.10)
zt1t1(t, t2, x) = −φ′(t, x), zt2t2(t1, t, x) = φ′(t, x).
Using the wave equation satisfied by φ, we get the following equation for z
−z(t1, t2, x) := zt1t1(t1, t2, x) + zt2t2(t1, t2, x)−∆z(t1, t2, x)(4.11)
=
∫ t2
t1
(V (s, x)zt2(t1, s, x) +∇X (s,x)zt2(t1, s, x))ds.
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4.1.3. Application of Carleman estimate. Let δ ≪ 1. Then, we make the following choice of con-
stants: choose a ≥ (n+ 2)2 such that
(4.12) a≫ δ−2R−2− M2R5+, a≫ R−3− MR2+, a≫M2R3+, a≫ δ−1M2R5+, a≫MR+
and choose ε and b such that
(4.13) ε := δ2R−1+ , b := δR
−1
+ .
Now we present a lemma which shows that ζa,b;εf is a decreasing function of t
2. This result will be
used later, while taking care of the extra time integral that was introduced earlier.
Lemma 4.6. Let ξ := (1 + εu)(1− εv) = 1− εr + ε2f . Then we have the following property
(4.14) t2 < t21 ⇒
f
ξ
(t, t2, x) >
f
ξ
(t1, t2, x).
Moreover, we also have
(4.15) (ζa,b;εf)(t, t2, x) > (ζa,b;εf)(t1, t2, x).
Proof. Since (4.15) can be directly obtained from (4.14) and the definition of ζa,b;ε, we only need
to check (4.14). For this purpose, note the following calculation
f
ξ
=
f
1− εr + ε2f =
[
f + (1−εr)ε2
]
− (1−εr)ε2
1− εr + ε2f =
1
ε2
− (1 − εr)
ε2
.
1
(1 − εr + ε2f) .
Due to (4.13), we have (1− εr) > 0. This proves (4.14) and completes the proof of the lemma. 
Now we will apply the Carleman estimate given by Theorem 3.3 to the function z and the region
U∩D, with the above chosen constants a, b, ε. The previous assumptions in this section ensure that
the hypotheses of Theorem 3.3 are satisfied by this choice. In particular, since U ∩D is bounded,
(3.7) is satisfied with R := R+. Using (2.10) and (4.13), we see that (3.10) reduces to
Cδ2
R2+
∫
U∩D
ζa,b;ε(|u∂uz|2 + |v∂vz|2 + fgab /∇az /∇bz − fgCD∇˜Cz∇˜Dz) +
Cδa2
R2+
∫
U∩D
ζa,b;εz
2
6
1
a
∫
U∩D
ζa,b;εf |z|2 + a2R3+
∫
((−T,T )2×ω)∩D
ζa,b;εf
−2(z2t1 + z
2
t2)(4.16)
+ a4R4+
∫
((−T,T )2×ω)∩D
ζa,b;εf
−3z2,
where the integral region for the last two terms on the RHS is obtained by noting that, since
T > R+, we get
(R2 × ω) ∩D = ((−T, T )2 × ω) ∩D.
First we deal with the bulk term, which due to (4.11) is as follows
(4.17)
∫
U∩D
ζa,b;εf |z|2 =
∫
U∩D
ζa,b;εf
(∫ t2
t1
{V (s, x)zt2(t1, s, x) +∇X (s,x)zt2(t1, s, x)}ds
)2
.
For the integral corresponding to the potential term, using (4.10) shows∫
U∩D
ζa,b;εf
(∫ t2
t1
V (s, x)zt2(t1, s, x)ds
)2
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=
∫
U∩D
ζa,b;εf
(∫ 0
t1
V (s, x)zt2(t1, s, x)ds+
∫ t2
0
V (s, x)zt2(t1, s, x)ds
)2
dt1dt2dx
=
∫
U∩D
ζa,b;εf
(∫ t1
0
V (s, x)zt1(s, t2, x)ds+
∫ t2
0
V (s, x)zt2(t1, s, x)ds
)2
dt1dt2dx
6M20
∫
U∩D
ζa,b;εf
(∣∣∣ ∫ t1
0
|zt1(s, t2, x)|2ds
∣∣∣+ ∣∣∣ ∫ t2
0
|zt2(t1, s, x)|2ds
∣∣∣) dt1dt2dx.(4.18)
Our next goal is to take care of the extra time integral. If we only consider the term with
|zt1(s, t2, x)| in the above inequality, after an application of Lemma 4.6, we get
M20
∫
U∩D
ζa,b;εf
∣∣∣ ∫ t1
0
|zt1(s, t2, x)|2ds
∣∣∣
=M20
∫
Ω
dx
∫ r
−r
dt2
{∫ 0
−
√
r2−t22
dt1
(
ζa,b;εf(t1, t2, x)
∫ 0
t1
|zt1(s, t2, x)|2ds
)
+
∫ √r2−t22
0
dt1
(
ζa,b;εf(t1, t2, x)
∫ t1
0
|zt1(s, t2, x)|2ds
)}
6M20
∫
Ω
dx
∫ r
−r
dt2
{∫ 0
−
√
r2−t22
dt1
(∫ 0
t1
ζa,b;εf(s, t2, x)|zt1(s, t2, x)|2ds
)
+
∫ √r2−t22
0
dt1
(∫ t1
0
ζa,b;εf(s, t2, x)|zt1(s, t2, x)|2ds
)}
6M20
∫
Ω
rdx
∫ r
−r
dt2
{∫ 0
−
√
r2−t22
ζa,b;εf(s, t2, x)|zt1(s, t2, x)|2ds
+
∫ √r2−t22
0
ζa,b;εf(s, t2, x)|zt1(s, t2, x)|2ds
}
6M20R+
∫
Ω
dx
∫ r
−r
dt2
∫ √r2−t22
−
√
r2−t22
ζa,b;εf(s, t2, x)|zt1(s, t2, x)|2ds
6M20R+
∫
U∩D
ζa,b;εf |zt1(t1, t2, x)|2dt1dt2dx.(4.19)
Similarly, we can also get the same estimate for the integral term with |zt2(t1, s, x)| in (4.18),
(4.20) M20
∫
U∩D
ζa,b;εf
∣∣∣ ∫ t1
0
|zt2(t1, s, x)|2ds
∣∣∣ 6M20R+
∫
U∩D
ζa,b;εf |zt2(t1, t2, x)|2dt1dt2dx.
Combining (4.18)-(4.20), gives us
(4.21)
∫
U∩D
ζa,b;εf
(∫ t2
t1
V (s, x)zt2(t1, s, x)ds
)2
6M20R+
∫
U∩D
ζa,b;εf(z
2
t1 + z
2
t2)dt1dt2dx.
Next, we consider the first order term in (4.17). Note that, the vector field we have is
X = X (s, x). Hence, we let p represent components in (s, x). Working similar to (4.18), we get∫
U∩D
ζa,b;εf
(∫ t2
t1
∇X (s,x)zt2(t1, s, x)ds
)2
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=
∫
U∩D
ζa,b;εf
(∫ t2
t1
X p(s, x)∇pzt2(t1, s, x)ds
)2
dt1dt2dx
=
∫
U∩D
ζa,b;εf
(∫ t1
0
X p(s, x)∇pzt1(s, t2, x)ds+
∫ t2
0
X p(s, x)∇pzt2(t1, s, x)ds
)2
dt1dt2dx.(4.22)
For the zt1 term in the RHS of the above equation, using integration by parts shows∫ t1
0
X p(s, x)∇pzt1(s, t2, x)ds = −
∫ t1
0
∂sX p(s, x)∇pz(s, t2, x)ds+ X p(s, x)∇pz(s, t2, x)
∣∣t1
0
.
We get an analogous identity for the zt2 term. Then, using both of these in (4.22) shows∫
U∩D
ζa,b;εf
(∫ t2
t1
∇X (s,x)zt2(t1, s, x)ds
)2
(4.23)
=
∫
U∩D
ζa,b;εf
(
−
∫ t1
0
∂sX p(s, x)∇pz(s, t2, x)ds −
∫ t2
0
∂sX p(s, x)∇pz(t1, s, x)ds
+ X p(s, x)∇pz(s, t2, x)
∣∣t1
0
+ X p(s, x)∇pz(t1, s, x)
∣∣t2
0
)2
6M21
∫
U∩D
ζa,b;εf
(∣∣∣ ∫ t1
0
|∇pz(s, t2, x)|2ds
∣∣∣+ ∣∣∣ ∫ t2
0
|∇pz(t1, s, x)|2ds
∣∣∣)
+ 2M21R+
∫
U∩D
ζa,b;εf |∇t1,t2,xz(t1, t2, x)|2,
where we used (4.2) and (4.10), to note that
X p(s, x)∇pz(s, t2, x)
∣∣t1
0
+ X p(s, x)∇pz(t1, s, x)
∣∣t2
0
6 2M21R+|∇zt1,t2,x(t1, t2, x)|,
where the s = 0 terms from the two expressions cancel out. Putting together (4.22) and (4.23), and
applying the method we used for deriving (4.21), we get∫
U∩D
ζa,b;εf
∣∣∣∣
∫ t2
t1
∇X zt2(t1, s, x)ds
∣∣∣∣
2
6 3M21R+
∫
U∩D
ζa,b;εf |∇t1,t2,xz(t1, t2, x)|2dt1dt2dx.(4.24)
Using (4.21) and (4.24) in (4.17), shows∫
U∩D
ζa,b;εf |z|2 6 4M2R+
∫
U∩D
ζa,b;εf(z
2
t1 + z
2
t2 + |∇xz|2)dt1dt2dx.(4.25)
Then (4.16) reduces to
Cδ2
R2+
∫
U∩D
ζa,b;ε(|u∂uz|2 + |v∂vz|2 + fgab /∇az /∇bz − fgCD∇˜Cz∇˜Dz) +
Cδa2
R2+
∫
U∩D
ζa,b;εz
2
6
M2R+
a
∫
U∩D
ζa,b;εf(z
2
t1 + z
2
t2 + |∇xz|2) + a2R3+
∫
((−T,T )2×ω)∩D
ζa,b;εf
−2(z2t1 + z
2
t2)(4.26)
+ a4R4+
∫
((−T,T )2×ω)∩D
ζa,b;εf
−3z2.
From (4.10), it is clear that z, zt1, zt2 are expressed in φ and a time integral of φ. We will see that
these terms can be dealt with conveniently and they yield the term present in the RHS of (4.5).
Hence, it is important to get rid of the other term: the spatial derivative of z. Thus, we will estimate
the ∇xz term by z, zt1, zt2 . We use Lemma 3.5 to conclude that |∇α(ζa,b;εf)| 6 aKR+ζa,b;ε, for
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some K > 0. Also, due to (2.2) and (4.9), we have z = 0 on ∂U∩D. Then using (4.11), integration
by parts, and (4.25) shows
M2R+
a
∫
U∩D
ζa,b;εf |∇xz|2
= −M
2R+
a
∫
U∩D
∇x(ζa,b;εf) · (∇xz)z − M
2R+
a
∫
U∩D
ζa,b;εf∆xz · z + M
2R+
a
∫
∂U∩D
ζa,b;εfN z · z
6 KM2R2+
∫
U∩D
ζa,b;ε|∇xz · z| − M
2R+
a
∫
U∩D
ζa,b;εf(zt1t1 + zt2t2)z
+
M2R+
a
∫
U∩D
ζa,b;εfz
(∫ t2
t1
V zt2 +∇X zt2dτ
)
6 KM2R2+
∫
U∩D
ζa,b;ε|∇xz · z|+ M
2R+
a
∫
U∩D
[∂t1(ζa,b;εf)zt1 + ∂t2(ζa,b;εf)zt2 ]z
+
M2R+
a
∫
U∩D
ζa,b;εf(z
2
t1 + z
2
t2) +
M4R2+
a
∫
U∩D
ζa,b;εfz
2
+
1
4a
∫
U∩D
ζa,b;εf
(∫ t2
t1
V zt2 +∇X zt2dτ
)2
6 2aK2M2R3+
∫
U∩D
ζa,b;εf
−1z2 +
M2R+
8a
∫
U∩D
ζa,b;εf |∇xz|2 +KM2R2+
∫
U∩D
ζa,b;ε|(zt1 + zt2)z|
+
M2R+
a
∫
U∩D
ζa,b;εf(z
2
t1 + z
2
t2) +
M4R2+
a
∫
U∩D
ζa,b;εfz
2
+
3M2R+
4a
∫
U∩D
ζa,b;εf(z
2
t1 + z
2
t2 + |∇xz|2),
where we also used Ho¨lder’s inequality. Then, first absorbing the ∇xz terms into the LHS and then
absorbing the constant K into the inequality sign (6→.), shows that
M2R+
a
∫
U∩D
ζa,b;εf |∇xz|2
. aM2R3+
∫
U∩D
ζa,b;εf
−1z2 +
M2R+
a
∫
U∩D
ζa,b;εf(z
2
t1 + z
2
t2) +
M4R2+
a
∫
U∩D
ζa,b;εfz
2
. aM2R3+
∫
U∩D
ζa,b;εf
−1z2 +
M2R+
a
∫
U∩D
ζa,b;εf(z
2
t1 + z
2
t2),(4.27)
where we used (4.12) to obtain the final constants that appear in front of the integral terms along
with the fact that due to (2.10)
M4R2+
a
∫
U∩D
ζa,b;εfz
2 6
M4R2+
a
∫
U∩D
ζa,b;εf
2f−1z2 6
M4R6+
a
∫
U∩D
ζa,b;εf
−1z2
≪ aM2R3+
∫
U∩D
ζa,b;εf
−1z2.
Applying (4.27) to (4.26), gives us
Cδ2
R2+
∫
U∩D
ζa,b;ε(|u∂uz|2 + |v∂vz|2 + fgab /∇az /∇bz − fgCD∇˜Cz∇˜Dz) +
Cδa2
R2+
∫
U∩D
ζa,b;εz
2(4.28)
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6
M2R+
a
∫
U∩D
ζa,b;εf(z
2
t1 + z
2
t2) + aM
2R3+
∫
U∩D
ζa,b;εf
−1z2
+ a2R3+
∫
((−T,T )2×ω)∩D
ζa,b;εf
−2(z2t1 + z
2
t2)
+ a4R4+
∫
((−T,T )2×ω)∩D
ζa,b;εf
−3z2.
We will use the following notations for convenience
I0 := aM
2R3+
∫
U∩D
ζa,b;εf
−1z2,
I1 :=
M2R+
a
∫
U∩D
ζa,b;εf(z
2
t1 + z
2
t2),
Iω := a
2R3+
∫
((−T,T )2×ω)∩D
ζa,b;εf
−2(z2t1 + z
2
t2) + a
4R4+
∫
((−T,T )2×ω)∩D
ζa,b;εf
−3z2.
4.1.4. Splitting the domain. Since the weight ζa,b;ε vanishes near the boundary of the null cone, the
LHS of (4.28) becomes singular in that region and we cannot capture the L2 norm of z any more.
This will create an issue with absorption of some of the RHS terms into the LHS. To overcome this
problem, we split the domain U ∩D as follows:
U≤ := U ∩D ∩
{
f
(1 + εu)(1− εv) ≤
R2−
64
}
,(4.29)
U> := U ∩D ∩
{
f
(1 + εu)(1− εv) >
R2−
64
}
.
Due to (2.10), (4.29), and (A.22) have the following estimates on U>,
v =
f
−u &
R2−
R+
, − u = f
v
&
R2−
R+
.
Let us write I0 as
(4.30) I0 = aM
2R3+
∫
U6
ζa,b;εf
−1z2 + aM2R3+
∫
U>
ζa,b;εf
−1z2 =: I0,6 + I0,>,
and I1 as
(4.31) I1 =
M2R+
a
∫
U6
ζa,b;εf(z
2
t1 + z
2
t2) +
M2R+
a
∫
U>
ζa,b;εf(z
2
t1 + z
2
t2) =: I1,6 + I1,>.
After restricting the domain on the LHS of (4.28), we get
(4.32)
C
∫
U>
ζa,b;ε
[
δ2R2−
R3+
(−u|∂uz|2 + v|∂vz|2 + vgab /∇az /∇bz − vgCD∇˜Cz∇˜Dz) +
δa2
R2+
z2
]
6 I0 + I1 + Iω .
For I0,>, using (4.12) and (4.29)
I0,> 6 aM
2R3+R
−2
−
∫
U>
ζa,b;εz
2 ≪ δa
2
R2+
∫
U>
ζa,b;εz
2.
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Hence, this term can be absorbed into the LHS of (4.32). For I1,>, using (2.10), (4.12), gives
I1,> 6
M2R2+
a
∫
U>
ζa,b;ε(−u|∂uz|2 + v|∂vz|2 + vgab /∇az /∇bz − vgCD∇˜Cz∇˜Dz)
≪ δ
2R2−
R3+
∫
U>
ζa,b;ε(−u|∂uz|2 + v|∂vz|2 + vgab /∇az /∇bz − vgCD∇˜Cz∇˜Dz),
hence we can absorb this term into the LHS of (4.32). Thus, we have
(4.33)
C
∫
U>
ζa,b;ε
[
δ2R2−
R3+
(−u|∂uz|2 + v|∂vz|2 + vgab /∇az /∇bz − vgCD∇˜Cz∇˜Dz) +
δa2
R2+
z2
]
6 I0,6+I1,6+Iω .
We note that due to (2.6) and (4.2)
r > R−, −u > 3R−
8
, v >
3R−
8
,(4.34)
for any τ ∈ R, with |τ | < 14R−, where |τ | =
√
t21 + t
2
2. Then due to (3.5) and (4.34), we have the
following estimates for the same range of τ
f
(1 + εu)(1− εv) ≥
R2−
16
, ζa,b;ε ≥
(
R−
4
e
bR−
4
)4a
.
This shows that
U ∩
{
|τ | < R−
4
}
⊆ U>.
Taking this, along with an application of Fubini’s theorem, shows that (4.33) reduces to
(4.35) C
(
R−
4
e
bR−
4
)4a ∫∫
{
|τ |<R−4
}
∫
Ω
[
δ2R3−
R3+
|∇t1,t2,xz|2 +
δa2
R2+
z2
]
6 I0,6 + I1,6 + Iω.
Also, due to (4.12) we get
(4.36)
Cδ2R3−
R3+
(
R−
4
e
bR−
4
)4a ∫∫
{
|τ |<R−4
}
∫
Ω
(|∇t1,t2,xz|2 + z2) 6 I0,6 + I1,6 + Iω .
Note that due to (3.5), (2.10), (A.22), (4.13), and (4.29) the following bounds hold on U≤
ζa,b;ε|U≤ ≤
(
R−
8
e
bR−
8
)4a
, ζa,b;εf
−1|U≤ ≤
64
R2−
(
R−
8
e
bR−
8
)4a
, f |U≤ ≤ R2−.
Hence, we have
(4.37) I0,6 + I1,6 .
aM2R3+
R2−
(
R−
8
e
bR−
8
)4a ∫
U6
z2 +
M2R+R
2
−
a
(
R−
8
e
bR−
8
)4a ∫
U6
(z2t1 + z
2
t2).
For Iω , using (4.13) we can estimate the coefficients as follows
ζa,b;εf
−2 6 (4f)2af−2 6 42af2a−2 6 24aR4a−4+ ,
ζa,b;εf
−3 6 (4f)2af−3 6 42af2a−3 6 24aR4a−6+ .
Then, we get the bound
Iω . a
2R3+2
4aR4a−4+
∫
((−T,T )2×ω))∩D
(z2t1 + z
2
t2) + a
4R4+2
4aR4a−6+
∫
((−T,T )2×ω)∩D
z2
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. a224aR4a−1+
∫
((−T,T )2×ω))∩D
(z2t1 + z
2
t2) + a
424aR4a−2+
∫
((−T,T )2×ω)∩D
z2.
Using this in (4.36), and also using (4.37) shows
Cδ2R3−
R3+
(
R−
4
e
bR−
4
)4a ∫∫
{
|τ |<R−4
}
∫
Ω
(|∇t1,t2,xz|2 + z2)(4.38)
6
a2M2R3+
R2−
(
R−
8
e
bR−
8
)4a ∫
U6
z2 +
M2R+R
2
−
a
(
R−
8
e
bR−
8
)4a ∫
U6
(z2t1 + z
2
t2)
+ a224aR4a−1+
∫
((−T,T )2×ω))∩D
(z2t1 + z
2
t2) + a
424aR4a−2+
∫
((−T,T )2×ω)∩D
z2.
4.1.5. Going back from z to φ. Now we go back to the original (wave equation) function φ, using
(4.9). For this purpose, note that due to (4.10)
(4.39)
∫
U6
(z2t1 + z
2
t2) 6
∫
U∩D
(z2t1 + z
2
t2) =
∫
U∩D
|φ(t1, x)|2 + |φ(t2, x)|2.
Let us look at the first term on the RHS∫
U∩D
|φ(t1, x)|2 =
∫
Ω
dx
∫∫
t21+t
2
2<r
2
dt1dt2|φ(t1, x)|2
=
∫
Ω
dx
∫∫
t21<r
2−t22
dt1dt2|φ(t1, x)|2
6
∫
Ω
dx
∫
t21<r
2
dt1
∫
t2
dt2|φ(t1, x)|2
6 2R+
∫
Ω
dx
∫
t21<r
2
dt1|φ(t1, x)|2
= 2R+
∫
U∩D
|φ(t, x)|2.
Similarly, we also get ∫
U∩D
|φ(t2, x)|2 6 2R+
∫
U∩D
|φ(t, x)|2.
For the term containing z2 in (4.38), we have∫
U6
z2 6
∫
U∩D
z2 6
∫
Ω
dx
∫∫
t21+t
2
2<r
2
dt1dt2
(∫ t2
t1
|φ(s, x)|ds
)2
6
∫
Ω
dx
∫∫
t21+t
2
2<r
2
dt1dt2
(∫ t2
t1
|φ(s, x)|2ds
)
6
∫
Ω
dx
∫∫
t21+t
2
2<r
2
dt1dt2
∫ r
−r
|φ(s, x)|2ds
6 4R2+
∫
Ω
dx
∫ r
−r
ds|φ(s, x)|2
6 4R2+
∫
U∩D
|φ(t, x)|2.
CARLEMAN ESTIMATE AND INTERIOR CONTROL 23
We use a similar calculation for estimating the ω-integral term in the RHS of (4.38) to get that
a224aR4a−1+
∫
((−T,T )2×ω))∩D
(z2t1 + z
2
t2) + a
424aR4a−2+
∫
((−T,T )2×ω)∩D
z2
. a424aR4a+
∫
((−T,T )×ω)∩D
|φ(t, x)|2.
Then using the above bounds in (4.38), shows that
Cδ2R3−
R3+
(
R−
4
e
bR−
4
)4a ∫
Ω
∫∫
√
t21+t
2
2<
R−
4
(|φ(t1, x)|2 + |φ(t2, x)|2)
6
a2M2R5+
R2−
(
R−
8
e
bR−
8
)4a ∫
U∩D
|φ(t, x)|2 + M
2R2+R
2
−
a
(
R−
8
e
bR−
8
)4a ∫
U∩D
|φ(t, x)|2(4.40)
+ a424aR4a+
∫
((−T,T )×ω)∩D
|φ(t, x)|2.
For the term in the LHS, if we only consider the first integrand, we see that∫
Ω
∫∫
√
t21+t
2
26
R−
4
|φ(t1, x)|2 >
∫
Ω
dx
∫
max{|t1|,|t2|}6R−64
|φ(t1, x)|2
>
∫
Ω
dx
∫ R−
64
−R−64
dt1
∫ R−
64
−R−64
dt2|φ(t1, x)|2
>
R−
32
∫
Ω
dx
∫ R−
64
−R−64
dt1|φ(t1, x)|2.(4.41)
Similarly, we also get
(4.42)
∫
Ω
∫∫
√
t21+t
2
26
R−
4
|φ(t2, x)|2 > R−
32
∫
Ω
dx
∫ R−
64
−R−64
dt2|φ(t2, x)|2.
Substituting (4.41) and (4.42) in (4.40) shows
Cδ2R4−
R3+
(
R−
4
e
bR−
4
)4a ∫
Ω
dx
∫ R−
64
−R−64
dt|φ(t, x)|2
6
a2M2R5+
R2−
(
R−
8
e
bR−
8
)4a ∫
U∩D
|φ(t, x)|2 + M
2R2+R
2
−
a
(
R−
8
e
bR−
8
)4a ∫
U∩D
|φ(t, x)|2
+ a424aR4a+
∫
((−T,T )×ω)∩D
|φ(t, x)|2.
Due to the condition (4.12), the above estimate becomes
Cδ2R4−
R3+
(
R−
4
e
bR−
4
)4a ∫
Ω
dx
∫ R−
64
−R−64
dt|φ(t, x)|2 6 a
2M2R5+
R2−
(
R−
8
e
bR−
8
)4a ∫
U∩D
|φ(t, x)|2(4.43)
+ a424aR4a+
∫
((−T,T )×ω)∩D
|φ(t, x)|2.
24 VAIBHAV KUMAR JENA
4.1.6. Application of energy estimate lemmas. Next, we apply the energy estimate equation (4.6)
to (4.43) to get
Cδ2R4−
R3+
(
R−
4
e
bR−
4
)4a ∫ R−
100
−R−100
(|φ(t, ·)|2L2(Ω) + |φ′(t, ·)|2H−1(Ω))dt
6
a2C1M
3R5+
R2−
(
R−
8
e
bR−
8
)4a ∫
U∩D
|φ(t, x)|2 + a424aC1MR4a+
∫
((−T,T )×ω)∩D
|φ(t, x)|2.
Using (4.8) for the first term on the RHS, shows
Cδ2R4−
R3+
(
R−
4
e
bR−
4
)4a ∫ R−
100
−R−100
E(t)dt 6
a2C1M
3R6+
R2−
(
R−
8
e
bR−
8
)4a
eC2(M0+M1)R+E(0)(4.44)
+ a424aC1MR
4a
+
∫
((−T,T )×ω)∩D
|φ(t, x)|2.
Applying (4.8) to the LHS of the above estimate results in
Cδ2R4−
R3+
(
R−
4
e
bR−
4
)4a ∫ R−
100
−R−100
E(t)dt >
Cδ2R4−
R3+
(
R−
4
e
bR−
4
)4a ∫ R−
100
−R−100
e−C2(M0+M1)R−E(0)
>
Cδ2R5−
R3+
(
R−
4
e
bR−
4
)4a
e−C2(M0+M1)R+E(0).
Then (4.44) reduces to
Cδ2R5−
R3+
(
R−
4
e
bR−
4
)4a
e−C2(M0+M1)R+E(0) 6
a2C1M
3R6+
R2−
(
R−
8
e
bR−
8
)4a
eC2(M0+M1)R+E(0)
+ a424aC1MR
4a
+
∫
((−T,T )×ω)∩D
|φ(t, x)|2.
To prove the observability inequality (4.5), it is enough to show that the first term in the RHS can
be absorbed into the LHS. For this purpose, we just have to show that
a2C1M
3R6+
R2−
(
R−
8
e
bR−
8
)4a
eC2(M0+M1)R+ ≪ Cδ
2R5−
R3+
(
R−
4
e
bR−
4
)4a
e−C2(M0+M1)R+ ,
which is equivalent to showing[
a2C1M
3R6+
R2−
· R
3
+
Cδ2R5−
](
1
2
)4a (
e
−bR−
8
)4a
e2C2(M0+M1)R+ ≪ 1.(4.45)
To show the above, we see that due to (4.12)
a2C1M
3R6+
R2−
· R
3
+
Cδ2R5−
≪ a
3MR4+
R5−
≪ a
4R2+
R2−
≪ a5R−,
(
e
−bR−
8
)4a
≪ 1, e2C2(M0+M1)R+ ≪ ea,
up to the constants C,C1, C2. Thus, the LHS of (4.45) satisfies[
a2C1M
3R6+
R2−
· R
3
+
Cδ2R5−
](
1
2
)4a (
e
−bR−
8
)4a
e2C2(M0+M1)R+ ≪ a5R−
(
1
2
)4a
ea ≪ 1,
for large enough a. This shows that (4.45) is true. Then, applying Lemma 4.5 once more to go
from E(0) to E(−T ) completes the proof of (4.5), since the LHS of (4.5) is just E(−T ). 
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4.2. Interior Observability. In this section, we prove an observability estimate when the centre
point for the Carleman estimate lies within the domain U.
Shifted coordinate system in R2+n: Before presenting the interior observability, we present a gener-
alised version of Theorem 3.3 where the centre point for the Carleman estimate is taken to be any
point Q ∈ R2+n. Note that, we have the assumption m = 2. We provide some basic definitions in
the shifted coordinate system with respect to Q.
Remark 4.7. We only present the shifted Carleman estimate result in the R2+n case. But, it can
be analogously stated for the Rm+n case as well.
Definition 4.8. Fix Q ∈ R2+n.
• Define the shifted time and spatial coordinates as
(4.46) tQ := t− t(Q), xQ := x− x(Q).
• Analogous to Definition 2.2, we have
(4.47) rQ := |xQ|, τQ := |tQ|, uQ := 1
2
(tQ − rQ), vQ := 1
2
(tQ + rQ), fQ := −uQvQ.
• And also that
g = −d(tQ,1)2 − d(tQ,2)2 + d(xQ,1)2 + · · ·+ d(xQ,n)2(4.48)
= −dτ2Q + dr2Q + r2Qγ˚Sn−1 − τ2Qγ˚S1
= −4duQdvQ + r2Qγ˚Sn−1 − τ2Qγ˚S1 .
• Let DQ, be the domain given by
(4.49) DQ := {fQ > 0}.
• Let ∂τQ , ∂rQ , ∂uQ , ∂vQ denote the coordinate vector fields with respect to the shifted coordinate
system. Also, /∇Qdenotes derivatives in the spatial angular components, and ∇˜Qdenotes
derivatives in the temporal angular components.
Then we have the following interior Carleman estimate in the shifted coordinate system.
Theorem 4.9. Let U be defined as follows
U := R2 × Ω,
and fix R > 0 such that
(4.50) Ω ⊆ {rQ < R}.
Let ε, a, b > 0, be constants, such that:
(4.51) a > (n+ 2)2, a≫ R, ε≪n b≪ R−1.
Let ΓQ+ be defined as follows:
(4.52) ΓQ+ := {νrQ > 0}.
Fix σ > 0 and define ω, a subset of Ω, as
(4.53) ωQ = Oσ(ΓQ+) ∩ Ω.
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Then, there exists C > 0 such that for any z ∈ C2(U) ∩ C1(U¯) satisfying z|∂U∩DQ = 0, we have the
following estimate
Cε
∫
U∩DQ
ζQa,b;εr
−1
Q (|uQ∂uQz|2 + |vQ∂vQz|2 + fQgab /∇
Q
a z /∇Qb z − fQgCD∇˜QCz∇˜QDz)(4.54)
+ Cba2
∫
U∩DQ
ζQa,b;εf
− 12
Q z
2
6
1
a
∫
U∩DQ
ζQa,b;εfQ|z|2 + a2R3
∫
(R2×ωQ)∩DQ
ζQa,b;εf
−2
Q (z
2
tQ,1 + z
2
tQ,2)
+ a4R4
∫
(R2×ωQ)∩DQ
ζQa,b;εf
−3
Q z
2,
where the Carleman weight is given by
(4.55) ζQa,b;ε :=

 fQ(1 + εuQ)(1 − εvQ) · exp

 2bf 12Q
(1− εuQ) 12 (1 + εvQ) 12




2a
,
The proof of the above theorem is exactly the same as that of Theorem 3.3. We just have to use
the shifted coordinate system, instead of the usual coordinate system.
Interior Observability result: Analogous to defining the shifted coordinate system in R2+n, we can
define the shifted coordinate system in R1+n as well. Let P ∈ R1+n. We will attach the letter P
to the corresponding geometric quantities’ symbols to denote them in the shifted coordinates. In
particular,
DP = {|xP |2 > |tP |2} ⊂ R1+n.
Theorem 4.10. Let Ω ⊂ Rn. Consider the setting of (2.2). Fix P1, P2 ∈ U with
(4.56) P1 6= P2, t(P1) = t(P2) := 0.
Also, assume U ∩ (DP1 ∪ DP2) is bounded. Further,
• Define the constants
R+ := max
i=1,2
sup
Ω
rPi , R− :=
1
2
|x(P2)− x(P1)|(4.57)
M0 := sup
U
|V |, M1 := sup
U
{
|X t,x|√
R+
, |∇t,xX t,x|
}
,
M := max{1,M0,M1}.
• Let ν be the outward-pointing unit normal to Ω, and define, for i ∈ {1, 2},
(4.58) Γi+ := {νrPi > 0}.
• Let σ > 0. For i ∈ {1, 2}, define the interior subsets of Ω
(4.59) ωi = Oσ(Γi+) ∩ Ω.
If T > R+, then there exist constants C1 and C2, depending on U , such that
(4.60) E(−T ) = ||φ0||2L2(Ω) + ||φ1||H−1(Ω) 6 C1a424aMR4a+ eC2MT
2∑
i=1
∫
((−T,T )×ωi)∩D
|φ(t, x)|2,
holds true for any solution φ ∈ C2(U) ∩C1(U¯) of (2.2) that also satisfies φ|∂U∩(DP1∪DP2) = 0.
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Remark 4.11. From the statement of Theorem 4.10, it is clear that we now need to apply the
Carleman estimate around two observation points, P1, P2. This is due to the fact that the weights
in the estimate (4.54) vanish at the observation point, which is now inside the domain. Hence, we
must consider the estimate for two interior points and add them to get the contribution from the
whole domain.
Proof of Theorem 4.10. The proof of Theorem 4.10 is similar to that of Theorem 4.2. Hence,
we omit most of the details here and provide an outline of the proof, only giving details where
necessary.
4.2.1. Defining a new function z. Similar to the case of the exterior observability, here we define
the function z to which we apply the Carleman estimate. We define z as in (4.9) and it satisfies
the same wave equation (4.11).
4.2.2. Application of Carleman estimate. Fix i ∈ {1, 2}. Let Qi = (0, Pi). Then, due to (4.57) we
get
(4.61) Ui := U ∩DQi ⊆ DQi ∩ {rQi < R+}.
Let δ ≪ 1, and choose a ≥ (n+ 2)2 large enough satisfying
(4.62) a≫ δ−2R−2− M2R5+, a≫ R−3− MR2+, a≫M2R3+, a≫ δ−1M2R5+.
Also, choose ε and b such that
(4.63) ε := δ2R−1+ , b := δR
−1
+ .
The previous assumptions in this section ensure that the hypotheses of Theorem 4.9 are satisfied.
Applying (4.54) to U and Qi, with the above a, b, ε, and also using (2.10) and (4.63), gives us
Cδ2
R2+
∫
U∩DQi
ζQia,b;ε(|uQi∂uQi z|2 + |vQi∂vQi z|2 + fQigab /∇
Qi
a z /∇Qib z − fQigCD∇˜QiC z∇˜QiD z)(4.64)
+
Cδa2
R2+
∫
U∩DQi
ζQia,b;εz
2
6
1
a
∫
U∩DQi
ζQia,b;εfQi |z|2 + a2R3+
∫
((−T,T )2×ωi)∩DQi
ζQia,b;εf
−2
Qi
(z2t1 + z
2
t2)
+ a4R4+
∫
((−T,T )2×ωi)∩DQi
ζQia,b;εf
−3
Qi
z2.
Now we use an argument similar to the one used to go from (4.17) to (4.28), to conclude that
Cδ2
R2+
∫
U∩DQi
ζQia,b;ε(|uQi∂uQi z|2 + |vQi∂vQi z|2 + fQigab /∇
Qi
a z /∇Qib z − fQigCD∇˜QiC z∇˜QiD z)
+
Cδa2
R2+
∫
U∩DQi
ζQia,b;εz
2 6
M2R+
a
∫
U∩DQi
ζQia,b;εfQi(z
2
t1 + z
2
t2) + aM
2R3+
∫
U∩DQi
ζQia,b;εf
−1
Qi
z2(4.65)
+ a2R3+
∫
((−T,T )2×ωi)∩DQi
ζQia,b;εf
−2(z2t1 + z
2
t2)
+ a4R4+
∫
((−T,T )2×ωi)∩DQi
ζQia,b;εf
−3
Qi
z2.
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We use the notations Ii1, I
i
0 to denote the first and second terms on the RHS of the above estimate
and Iiω to denote the terms with integral over ωi. Partitioning Ui into
U
i
≤ := U
i ∩
{
fQi
(1 + εuQi)(1− εvQi)
≤ R
2
−
64
}
,(4.66)
U
i
> := U
i ∩
{
fQi
(1 + εuQi)(1− εvQi)
>
R2−
64
}
,
and denoting by Ii0,6, I
i
1,6 and I
i
0,>, I
i
1,> the parts of I
i
0, I
i
1 over the regions U
i
≤ and U
i
> respectively,
shows that
C
∫
Ui>
ζQia,b;ε
[
δ2R2−
R3+
(−uQi |∂uQi z|2 + vQi |∂vQi z|2+vQigab /∇
Qi
a z /∇Qib z − vQigCD∇˜QiC z∇˜QiD z) +
δa2
R2+
z2
]
6 Ii0,6 + I
i
1,6 + I
i
ω .(4.67)
Now, on the region |τ | 6 R−4 , we use the notation
V i := Ω ∩
{
rPi >
3R−
4
}
, W i := V i ×
{
(t1, t2) : |τ | 6 R−
4
}
.
Then, due to (4.47) and (4.55), we have the estimates
−uPi |Wi ≥
R−
4
, vPi |Wi ≥
R−
4
,(4.68)
fPi
(1 + εuPi)(1− εvPi)
∣∣∣∣
Wi
≥ R
2
−
16
, ζPia,b;ε
∣∣
Wi ≥
(
R−
4
e
bR−
4
)4a
.
Hence, we get
W i ⊆ Ui>.
Similar to the proof in the exterior observability case, we get
(4.69)
Cδ2R3−
R3+
(
R−
4
e
bR−
4
)4a ∫∫
{
|τ |<R−4
}
∫
Vi
(|∇t1,t2,xz|2 + z2) 6 Ii0,6 + Ii1,6 + Iiω .
Next, due to (4.57), we get
V1 ∪ V2 = Ω,
and then summing over i shows that
(4.70)
Cδ2R3−
R3+
(
R−
4
e
bR−
4
)4a ∫∫
{
|τ |<R−4
}
∫
Ω
(|∇t1,t2,xz|2 + z2) 6
2∑
i=1
(Ii0,6 + I
i
1,6 + I
i
ω).
Then proceeding in the same way as we did in the proof of Theorem 4.2, we find estimates for the
weights inside the integral to take them outside of the integral, and get that
Cδ2R3−
R3+
(
R−
4
e
bR−
4
)4a ∫∫
{
|τ |<R−4
}
∫
Ω
(|∇t1,t2,xz|2 + z2)
(4.71)
6
2∑
i=1
[
a2M2R3+
R2−
(
R−
8
e
bR−
8
)4a ∫
Ui
6
z2 +
M2R+R
2
−
a
(
R−
8
e
bR−
8
)4a ∫
Ui
6
(z2t1 + z
2
t2)
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+ a224aR4a−1+
∫
((−T,T )2×ωi)∩DQi
(z2t1 + z
2
t2) + a
424aR4a−2+
∫
((−T,T )2×ωi)∩DQi
z2
]
.
4.2.3. Going from z to φ. We use the same derivation as done in Section 4.1.5, to go back to the
original function φ and use the fact that Qi = (0, Pi), to obtain
Cδ2R4−
R3+
(
R−
4
e
bR−
4
)4a ∫
Ω
dx
∫ R−
64
−R−64
dt|φ(t, x)|2 6
2∑
i=1
[
a2M2R5+
R2−
(
R−
8
e
bR−
8
)4a ∫
U∩DPi
|φ(t, x)|2
+ a424aR4a+
∫
((−T,T )×ωi)∩DPi
|φ(t, x)|2
]
.(4.72)
4.2.4. Application of energy estimate lemmas. The term on the LHS is the same as we had for the
exterior observability and will be dealt with exactly the same way as before. Since we want to prove
(4.60), the only term that we need to consider is the first term in the RHS of (4.72). For this term,
using an analogous version of (4.8) (with the choice of constants from (4.57)), shows
a2M2R5+
R2−
(
R−
8
e
bR−
8
)4a 2∑
i=1
∫
U∩DPi
|φ(t, x)|2 6 a
2C1M
3R6+
R2−
(
R−
8
e
bR−
8
)4a
eC2(M0+M1)R+E(0).
The rest of the proof proceeds similar to Section 4.1.6, that is we absorb the constants analogous
to (4.45), and conclude that
E(0) 6 C1a
424aMR4a+
2∑
i=1
∫
((−T,T )×ωi)∩DPi
|φ(t, x)|2,
which after another application of Lemma 4.5 (to go from E(0) to E(−T )) completes the proof of
the interior observability estimate (4.60). 
4.3. Conclusion. Now we are all set to present the proof of the main observability result, that is,
Theorem 1.2.
Proof of Theorem 1.2. We assume, without loss of generality, that the observation point is the
origin, that is, let x0 = 0. To prove this theorem, we divide the proof into different cases. Each
case depends on the location of the origin with respect to the domain.
For the first case, let 0 /∈ Ω¯. Then, using the exterior observability result Theorem 4.2 directly
gives us (1.5).
For the second case, we first prove the result if 0 ∈ Ω. We take two distinct points x1, x2 ∈ Ω,
and let Pi = (0, xi) for i ∈ {1, 2}. Now, we can choose P1, P2 sufficiently close enough to each other
as well as to the origin, such that the observation regions from (4.59)-(4.60) satisfy
{((−T, T )× ω1) ∩ D} ∪ {((−T, T )× ω2) ∩D} ⊂W.
Then, applying the interior observability result Theorem 4.10 to this choice shows that (1.6) holds
for this case.
Finally, let 0 ∈ ∂Ω. We choose a point x1 /∈ Ω¯ that is close enough to 0 such that the observation
region, corresponding to x1, obtained from (4.4)-(4.5) is a subset of W . Then applying Theorem
4.2 to this choice shows that (1.6) is true, and this concludes the proof of the theorem. 
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Appendix A.
We present the proof of the boundary Carleman estimate given by Theorem 3.1 in this appendix.
In section A.1, we present the notion of a warped geometry, which is the main idea behind proving
the boundary Carleman estimate in Theorem 3.1. In section A.2, we present a warped Carleman
estimate result, which is then used to prove Theorem 3.1.
A.1. Warped geometry. First, we define the warped geometry, and present some properties and
calculations related to it. Then, we will prove that the quantities in the warped geometry are
conformally related to the corresponding quantities in the original geometry.
Definition A.1. Fix a constant ε ∈ R. This constant will be called the warping factor.
Definition A.2. Define the ε-warped metric on Rm+n \ {r = 0} as follows
(A.1) g¯ := −4dudv + ρ¯2γ˚Sn−1 − τ2γ˚Sm−1 ,
where ρ¯ is the warped radius given by
(A.2) ρ¯ := r + 2εf,
where f is defined by (2.7).
Remark A.3. The polar coordinates are well defined only when τ 6= 0. But, the metric g¯ can be
extended smoothly to include the {τ = 0} region as well.
Remark A.4. The corresponding result presented in [26], for the R1+n case, defines the warped
metric as g¯ := −4dudv + ρ¯2γ˚Sn−1 . In our case, to deal with the extra time dimensions, we will
use polar coordinates for the time components as well. This allows to define null coordinates on
Rm × Rn.
Remark A.5. When ε = 0, we get the original flat metric g as given by (2.5).
We use the following notations for denoting objects corresponding to g¯.
• ∇¯ denotes the Levi-Civita connection with respect to g¯.
• ¯ := g¯αβ∇¯αβ denotes the wave operator with respect to g¯.
• /¯∇ denotes the derivatives in the spatial angular components with respect to g¯.
• ∇ˆ denotes the derivatives in the temporal angular components with respect to g¯.
We will use the notations mentioned earlier in Definition 2.4.
Lemma A.6. For ε ∈ R and g¯ as defined above, we have
• Non zero components of g¯ in the coordinates (u, v, ωx, ωt) are
g¯uv = −2, g¯ab = ρ¯2γ˚ab, g¯CD = τ2γ˚CD,(A.3)
g¯uv = −1
2
, g¯ab = ρ¯−2γ˚ab, g¯CD = τ−2γ˚CD.
• The non-zero Christoffel symbols are
Γ¯uab =
1
2ρ¯
(1 − 2εu)g¯ab, Γ¯vab = −
1
2ρ¯
(1 + 2εv)g¯ab,(A.4)
Γ¯aub = −
1
ρ¯
(1 + 2εv)δab , Γ¯
a
vb =
1
ρ¯
(1− 2εu)δab ,
Γ¯uCD =
1
2τ
g¯CD, Γ¯
v
CD =
1
2τ
g¯CD,
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Γ¯CuD =
1
τ
δDC , Γ¯
C
vD =
1
τ
δDC .
The proof of the above lemma involves elementary computations, hence we do not present the proof
here. Now, we will present some propositions that will be used for deriving a Carleman estimate in
this warped geometry. First, we will look at some properties of the function f .
Proposition A.7. The function f satisfies the following:
• The g¯ gradient of f satisfies
(A.5) ∇¯♯f = 1
2
(u∂u+ v∂v), ∇¯αf∇¯αf = f.
• The nonzero components of ∇¯2f are
(A.6) ∇¯uvf = −1, ∇¯abf =
(
1
2
+
εf
ρ¯
)
g¯ab, ∇¯CDf = 1
2
g¯CD.
• Moreover, we also have
(A.7) ¯f =
n+m
2
+
(n− 1)εf
ρ¯
, ∇¯αf∇¯βf∇¯αβf = 1
2
f.
Proof. For proving (A.5), we have
∇¯♯f = g¯αβ∂αf∂β = g¯vu∂vf∂u + g¯uv∂uf∂v = 1
2
(u∂u + v∂v).
and
∇¯αf∇¯βf = g¯αβ∂αf∂βf = −(−v)(−u) = f.
The first equation in (A.6) holds because Γ¯αuv = 0. For the second equation, by Lemma A.6, we get
∇¯abf = −Γ¯uab∂uf − Γ¯vab∂vf =
(
1
2
+
εf
ρ¯
)
g¯ab.
For the third equation,
∇¯CDf = −Γ¯uCD∂uf − Γ¯vCD∂vf =
v
2τ
g¯CD +
u
2τ
g¯CD =
1
2
g¯CD.
To prove (A.7), we calculate
¯f = 2g¯uv∇¯uvf + g¯ab∇¯abf + g¯CD∇¯CDf
= 1 + (n− 1)
(
1
2
+
εf
ρ¯
)
+
1
2
(m− 1)
=
n+m
2
+
(n− 1)εf
ρ¯
,
and for the last equation, we see that
∇¯αf∇¯βf∇¯αβf = 1
2
∇¯αf∇¯α(∇¯βf∇¯βf) = 1
2
∇¯αf∇¯αf = 1
2
f . 
Now we present some properties of the function f ρ¯−1, which will be used later for obtaining the
pseudoconvexity condition for level sets of f .
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Proposition A.8. We have the following wave equation:
(A.8) ¯
(
f
ρ¯
)
= − (n− 3)
ρ¯3
f +
(n+m− 2)r
2ρ¯2
.
Proof. The (null coordinate) derivatives are as follows:
(A.9) ∂u
(
f
ρ¯
)
= −v
2
ρ¯2
, ∂v
(
f
ρ¯
)
=
u2
ρ¯2
.
The second derivative is
∂u∂v
(
f
ρ¯
)
=
2u(v − u+ 2εf)
ρ¯3
+
2u2(1 + 2εv)
ρ¯3
=
2uv
ρ¯3
= −2f
ρ¯3
.
For the angular components, we have
g¯ab∇¯ab
(
f
ρ¯
)
= −g¯ab
[
Γ¯uab∂u
(
f
ρ¯
)
+ Γ¯vab∂v
(
f
ρ¯
)]
=
n− 1
2ρ¯3
(ρ¯2 − 2f − 2εf ρ¯),
and that
g¯CD∇¯CD
(
f
ρ¯
)
= −g¯CD
[
Γ¯uCD∂u
(
f
ρ¯
)
+ Γ¯vCD∂v
(
f
ρ¯
)]
=
(m− 1)
2τ
(
v2
ρ¯2
− u
2
ρ¯2
)
=
(m− 1)(v + u)(v − u)
2τ ρ¯2
=
(m− 1)r
2ρ¯2
.
Now we can calculate
¯
(
f
ρ¯
)
= −∂u∂v
(
f
ρ¯
)
+ g¯ab∇¯ab
(
f
ρ¯
)
+ g¯CD∇¯CD
(
f
ρ¯
)
= − (n− 3)
ρ¯3
f +
(n+m− 2)r
2ρ¯2
. 
The next proposition gives us bounds for the coordinate functions u, v and the function f .
Proposition A.9. On the region D := {f > 0}, the following are satisfied:
(A.10) 0 < −u < r, 0 < v < r, 0 < f < r2.
If ε ≥ 0, then we also have the following inequality on D:
(A.11) f
1
2 < ρ¯.
Proof. Using (2.6), (2.7), and (2.9) shows that (A.10) is true. Next, due to (A.2)
f < r2 = (ρ¯− 2εf)2.
Since ε ≥ 0, and f > 0 on D, this proves (A.11). 
Definition A.10. On D, define vector fields as follows
T :=
1
2
f−
1
2 (−u∂u + v∂v), N := 1
2
f−
1
2 (u∂u + v∂v).(A.12)
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Proposition A.11. N is everywhere normal to the level sets of f , and T is everywhere tangent to
the level sets of f . We also have
(A.13) ∇¯Taf = ∇¯Naf = ∇¯TNf ≡ 0, ∇¯TT f = −1
2
, ∇¯NNf = 1
2
.
Proof. We see that N is normal to the level sets of f because
N = f−
1
2 ∇¯♯f .
Also, T is tangent to the level sets of f because
Tf =
1
2
f−
1
2 [(−u)(−v) + v(−u)] = 0.
Now, since ∇¯uaf = ∇¯vaf = 0 by (A.6), then ∇¯Taf = ∇¯Naf = 0. We also have
∇¯TNf = 1
4
f−1[(−u)v∇¯uvf + uv∇¯uvf ] = 0.
To check the other terms of ∇¯2f , we apply (A.6) and (A.12), to get
∇¯TT f = 1
4
f−1[2(−u)v∇¯uvf ] = −1
2
, ∇¯NNf = 1
4
f−1[2uv∇¯uvf ] = 1
2
,
which proves (A.13). 
Definition A.12. Define the modified deformation tensor as follows
(A.14) p¯i := ∇¯2f − h¯ · g¯, h¯ := 1
2
+
εf
2ρ¯
.
Also, define the function w¯ as follows:
(A.15) w¯ :=
1
2
¯f − h¯ = (n+m− 2)
4
+
(n− 2)εf
2ρ¯
.
Proposition A.13. The non-zero components of p¯i are
(A.16) p¯iTT =
εf
2ρ¯
, p¯iab =
εf
2ρ¯
· g¯ab, p¯iCD = −εf
2ρ¯
· g¯CD, p¯iNN = −εf
2ρ¯
.
We also have the following wave equation for the quantity w¯
(A.17) ¯w¯ = − (n− 2)ε
2ρ¯
[
(n− 3)f
ρ¯2
− (n+m− 2)r
2ρ¯
]
.
Proof. We compute the following:
p¯iCD = ∇¯CDf − h¯ · g¯CD =
(
1
2
− 1
2
− εf
2ρ¯
)
g¯CD = −εf
2ρ¯
· g¯CD.
Similarly, the rest of the equations in (A.16) can be checked
p¯iTT = ∇¯TT f + h¯ = −1
2
+
1
2
+
εf
2ρ¯
=
εf
2ρ¯
,
p¯iNN = ∇¯NNf − h¯ = 1
2
− 1
2
− εf
2ρ¯
= −εf
2ρ¯
,
p¯iab = ∇¯abf − h¯ · g¯ab =
(
1
2
+
εf
ρ¯
− 1
2
− εf
2ρ¯
)
g¯ab =
εf
2ρ¯
· g¯ab,
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The other components are zero because of (A.13) and the fact that g¯(T, a) = g¯(N, a) = g¯(T,N) = 0.
Moreover, for w¯
¯w¯ =
(n− 2)
2
¯
(
f
ρ¯
)
,
then using (A.8) completes the proof. 
Note that for ε > 0, we have p¯iTT , p¯iab > 0. This property of the tensor p¯i gives us the pseudocon-
vexity condition for the function f .
Now we show that the warped geometry is conformally isometric to the (original) pseudo-
Riemannian geometry. This is helpful because it allows us to switch between the two geometries
using the defined isometry.
Definition A.14. Let R > 0 and choose ε ∈ R such that |ε| ≪m,n R−1. Let ξ be the function
defined as
(A.18) ξ := (1 + εu)(1− εv).
Also, define the map
Φ¯ : D ∩ {r < R} → D,
in terms of null coordinates as follows:
Φ¯(u, v, ωx, ωt) := (u¯(u, v, ωx, ωt), v¯(u, v, ωx, ωt), ω¯x(u, v, ωx, ωt), ω¯t(u, v, ωx, ωt))(A.19)
:= (u(1 + εu)−1, v(1 − εv)−1, ωx, ωt).
Remark A.15. Note that, the map Φ¯ only affects the null coordinates. It leaves the (spatial and
temporal) angular coordinates unchanged.
Remark A.16. We can express ξ in terms of r, f as follows:
ξ = (1 + εu)(1− εv) = 1− εv + εu− ε2uv = 1− εr + ε2f.
Proposition A.17. In the setting of Definition A.14, we have:
• The functions τ, f, ρ¯ satisfy
(A.20) τ ◦ Φ¯ = ξ−1τ, f ◦ Φ¯ = ξ−1f , ρ¯ ◦ Φ¯ = ξ−1r.
• Φ¯ is a conformal isometry between D ∩ {r < R} and an open subset of D. Specifically,
(A.21) Φ¯∗g¯ = ξ−2g|D∩{r<R},
where Φ¯∗g¯ denotes the pull-back of g¯ through Φ¯.
Proof. For τ ◦ Φ¯, we have
τ ◦ Φ¯ = u ◦ Φ¯ + v ◦ Φ¯ = u
(1 + εu)
+
v
(1− εv) =
u+ v
(1 + εu)(1− εv) = ξ
−1τ.
Similarly, we get
f ◦ Φ¯ = (−uv) ◦ Φ¯ = −uv
(1 + εu)(1− εv) = ξ
−1f , ρ¯ ◦ Φ¯ = (r + 2εf) ◦ Φ¯ = ξ−1r.
We calculate the pull-back of the one forms du, dv, and check that they satisfy
Φ¯∗(du) = (1 + εu)−2du, Φ¯∗(dv) = (1 − εv)−2dv.
The proof is completed after using (A.20) and Remark A.15, to get
Φ¯∗g¯ = Φ¯∗(−4dudv + ρ¯2γ˚Sn−1 − τ2γ˚Sm−1)
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= − 4dudv
(1 + εu)2(1− εv)2 + (ρ¯ ◦ Φ¯)
2γ˚Sn−1 − (τ ◦ Φ¯)2γ˚Sm−1
= ξ−2(−4dudv + r2γ˚Sn−1 + τ2γ˚Sm−1). 
The map Φ¯ does not alter the geometric quantities by a lot, as can be seen from the next two
Propositions.
Proposition A.18. Assume the setting of Definition A.14. Then:
• On D ∩ {r < R}, we have the following:
(1 + εu)m+n ≃ 1, (1− εv)m+n ≃ 1, ξm+n ≃ 1;(A.22)
−(u ◦ Φ¯) ≃ −u, v ◦ Φ¯ ≃ v, f ◦ Φ¯ ≃ f ;(A.23)
|∂uξ| ≃ ε, |∂vξ| ≃ ε.(A.24)
• Let W ⊆ D ∩ {r < R} be open and z¯ ∈ C1(W ). If we let z = z¯ ◦ Φ¯, then we have
(A.25)
|∂uz¯| ≃ |∂uz|, |∂v z¯| ≃ |∂vz|, g¯ab /¯∇az¯ /¯∇bz¯ ≃ gab /∇az /∇bz, g¯CD∇ˆC z¯∇ˆDz¯ ≃ gCD∇˜Cz∇˜Dz.
Proof. The first two estimates in (A.22) hold because ε ≪ R−1 and 0 < −u, v < R. The last one
is true because of (A.18).
Using (A.19) and (A.20) proves (A.23). For (A.24), we calculate the corresponding derivatives
and then use (A.22). Finally, we use (A.19) and (A.22) to obtain the comparisons in (A.25). 
Proposition A.19. Assume the setting of Definition A.14, and suppose U ⊂ Rm+n is open and
satisfies
U¯ ∩D ⊆ {r < R}.
Also assume that the boundary of U, denoted by ∂U, is a hypersurface. Then, Φ¯(U ∩D) is an open
subset of D, and its boundary in D is the hypersurface Φ¯(∂U ∩D).
Proof. Since Φ¯ is a conformal isometry and conformal isometries preserve the causal geometry, we
conclude that the proposition holds. 
Now that we have proved that Φ¯ is indeed a conformal isometry, our next goal is to look at how
the wave operator transforms under Φ¯.
Proposition A.20. Assume the setting of Definition A.14. Let W be an open subset of D, let
z¯ ∈ C2(W ), and let z = z¯ ◦ Φ¯. Then, the following equation is satisfied:
(A.26)
[
¯+
(n− 1)(m+ n− 2)ε
2(ρ¯ ◦ Φ¯)
]
(ξ
m+n
2 −1z¯) = ξ
m+n
2 +1z.
Proof. The expression for how the scalar curvature changes under a conformal transformation can
be found in [30, Appendix D, p.446], and it is given by
R¯ ◦ Φ¯ = ξ2{−2(m+ n− 1)gαβ∇α∇β log(ξ−1)− (m+ n− 1)(m+ n− 2)gαβ∇αlog(ξ−1)∇β log(ξ−1)}
= 2(m+ n− 1)ξξ − (m+ n)(m+ n− 1)gαβ∇αξ∇βξ,
where all the derivatives are in the original (pseudo-Riemannian) metric, namely the case when
ε = 0. Then, we compute the following
ξ = gαβ∂αβξ − gαβΓµαβ∂µξ =
(m+ n)
2
ε2 − (n− 1)ε
r
.
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Also,
gαβ∇αξ∇βξ = −∂uξ∂vξ = ε2(1− εv)(1 + εu) = ε2ξ.
Using these in the expression for R¯,
R¯ ◦ Φ¯ = 2(m+ n− 1)ξ
(
(m+ n)
2
ε2 − (n− 1)
r
ε
)
− (m+ n)(m+ n− 1)ε2ξ
=
−2(n− 1)(m+ n− 1)ε
ρ¯ ◦ Φ¯ ,
where we also used (A.20) in last step. The formula for the change of wave operator under conformal
transformation (from [30, Appendix D]) is[
¯− (m+ n− 2)
4(m+ n− 1)(R¯ ◦ Φ¯)
]
ξ
(m+n)
2 −1 = ξ
(m+n)
2 +1.
Using the expression for R¯ ◦ Φ¯ in the LHS of the above equation, shows that[
¯− (m+ n− 2)
4(m+ n− 1)(R¯ ◦ Φ¯)
]
ξ
(m+n)
2 −1 =
[
¯− (m+ n− 2)
4(m+ n− 1) ·
(−2)(n− 1)(m+ n− 1)ε
ρ¯ ◦ Φ¯
]
ξ
(m+n)
2 −1,
which concludes the proof. 
A.2. Boundary Carleman estimate. Now we will present a Carleman estimate in the warped
geometry. This warped estimate will then be used to prove the main boundary Carleman estimate
(3.4) provided in Theorem 3.1, by using the map Φ¯.
Definition A.21. For given constants a, b > 0 define ζa,b, the warped Carleman weight, as
(A.27) ζa,b := f
2ae4abf
1
2 .
We have the following result in the warped geometry.
Theorem A.22. Let U ⊂ Rm+n be open, such that for some R > 0
(A.28) U¯ ∩D ⊆ {r < R},
and assume that ∂U, the boundary of U, is smooth and timelike. Let constants ε, a, b > 0 be chosen
such that
a ≥ (m+ n)2, ε≪m,n b≪ R−1.(A.29)
Then, for any uniformly C1-bounded funtion z ∈ C2(Φ¯(U ∩D)) ∩ C1(Φ¯(U¯ ∩D)) with
(A.30) z|Φ¯(∂U∩D) = 0,
the following Carleman estimate is satisfied
ε
8
∫
Φ¯(U∩D)
ζa,bρ¯
−1(|u · ∂uz|2+|v · ∂vz|2 + f g¯ab /¯∇az /¯∇bz − f g¯CD∇ˆCz∇ˆDz)) +
ba2
4
∫
Φ¯(U∩D)
ζa,bf
− 12 z2
6
1
2a
∫
Φ¯(U∩D)
ζa,bf |¯z|2 +
∫
Φ¯(∂U∩D)
ζa,bN¯f |N¯ z|2,(A.31)
where the integrals are with respect to volume forms induced by g¯, and N¯ denotes the outer-pointing
unit normal of Φ¯(U ∩D), in the warped geometry.
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The proof of Theorem A.22 is analogous to the corresponding proof presented in [26, Theorem
3.22], for the R1+n case. Although the proof that we present here is self contained, we have omitted
some details. The reader may look at [26] for the detailed computations.
Proof. Let us assume that the hypothesis of Theorem A.22 is true and let z ∈ C2(Φ¯(U ∩ D)) ∩
C1(Φ¯(U¯ ∩D)). We define F , a transformation of f , as
F := F (f) := −a(log f + 2bf 12 ),(A.32)
and also define
S¯ := ∇¯♯f , S¯w := S¯ + w¯.
We define the following conjugated function
(A.33) ψ := e−F z,
and the conjugated wave operator L¯, as
(A.34) L¯ψ := e−F ¯(eFψ) = e−F ¯z.
The symbol ′ denotes derivatives with respect to f (in this section). Note that, ψ ∈ C2(Φ¯(U∩D)).
Using (A.27) and calculating the derivatives of F (with respect to f), shows that
(A.35) e−2F = ζa,b, F ′ = −a(f−1 + bf− 12 ).
Note that the above equation also shows that −F ′ > 0.
As per the standard derivation of Carleman estimates, we will now work with ψ and later go
back to z. For the reader’s convenience, we present a layout of the proof:
• Step I: We find a wave type equation for the pair (L¯, ψ). Due to (A.35), it means that
we look at the usual wave operator conjugated with the Carleman weight. Then, we find
estimates for the non-dominating terms to obtain a point-wise inequality which only con-
tains the dominating terms. The resulting inequality will be, roughly speaking, a Carleman
inequality for the conjugated pair.
• Step II:We reverse the conjugation done earlier, to go from (L¯, ψ) to the pair (¯, z). This
will give us a point-wise Carleman estimate for z.
• Step III: Finally, we integrate the resulting estimate from Step II above to conclude the
proof of the Theorem.
Remark A.23. In comparison with [26], here the new information arising from the temporal an-
gular components is included in the tensor p¯i (see Definition A.12 and Proposition A.13 above).
Hence, we can proceed similar to the proof presented in [26] for Steps I and II, apart from some
changes in absorption of few terms. The major change is in the final step when we integrate the
point-wsie Carleman estimate for z.
Step I. We begin by defining the function A and the 1-form P¯ := P¯ [ψ] as follows:
A(f) := f(F ′)2 + (fF ′)′ = a2f−1 + ba
(
2a− 1
2
)
f−
1
2 + b2a2,(A.36)
P¯β := S¯ψ∇¯βψ − 1
2
∇¯βf · ∇¯µψ∇¯µψ + w¯ · ψ∇¯βψ + 1
2
(A∇¯βf − ∇¯βw¯) · ψ2.(A.37)
First, we calculate
∇¯βP¯β = ∇¯β
(
S¯ψ∇¯βψ − 1
2
∇¯βf · ∇¯µψ∇¯µψ + w¯ · ψ∇¯βψ + 1
2
(A∇¯βf − ∇¯βw¯) · ψ2
)
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= ¯ψS¯ψ + ∇¯αβf · ∇¯αψ∇¯βψ − 1
2
¯f · ∇¯µψ∇¯µψ + w¯ · ψ¯ψ + w¯ · ∇¯βψ∇¯βψ − 1
2
¯w¯ · ψ2
+A · ψS¯wψ + 1
2
(fA)′ · ψ2 + εf
2ρ¯
A · ψ2,
where we used the fact that
1
2
∇¯β(A∇¯βf · ψ2) = A · ψS¯wψ + 1
2
(fA)′ · ψ2 + εf
2ρ¯
A · ψ2.
An application of (A.14) and (A.15) shows that
(A.38) ∇¯βP¯β = ¯ψS¯wψ + p¯iαβ∇¯αψ∇¯βψ − 1
2
¯w¯ · ψ2 +A · ψS¯wψ + 1
2
(fA)′ · ψ2 + εf
2ρ¯
A · ψ2.
Using Proposition A.7, Definition A.12, and (A.32), we get
(A.39) L¯ψS¯wψ = ¯ψS¯wψ + 2F ′ · |S¯wψ|2 +
(
A+ εf
ρ¯
F ′
)
· ψS¯wψ.
Then, using (A.38) and (A.39) along with (A.16), shows that (L¯, ψ) satisfies the following equation:
−L¯ψS¯wψ + ∇¯βP¯β = −2F ′ · |S¯wψ|2 + εf
2ρ¯
(|Tψ|2 + g¯ab /¯∇aψ /¯∇bψ − g¯CD∇ˆCψ∇ˆDψ − |Nψ|2)(A.40)
− εf
ρ¯
F ′ · ψS¯wψ + 1
2
[
(fA)′ + εf
ρ¯
A− ¯w¯
]
· ψ2.
Note that the above is an equation for the conjugated wave operator multiplied with the chosen
multiplier function.
Now, we will find estimates for some of the terms in (A.40) to obtain a point-wise estimate. As
a first step in this direction, let us define the operator
(A.41) N˜ := f−
m+n−2
4 Nf
m+n−2
4 .
This will help us to replace the −|Nψ|2 term on the RHS of (A.40), which has a bad sign, with the
term |N˜ψ|2.
Claim 1. The following is satisfied
1
4a
f |L¯ψ|2 + ∇¯βP¯β ≥ εf
2ρ¯
(|Tψ|2 + g¯ab /¯∇aψ /¯∇bψ − g¯CD∇ˆCψ∇ˆDψ) +
1
4
a|N˜ψ|2 + 1
4
ba2f−
1
2 · ψ2.
(A.42)
Proof of claim : Using the definition of ε,N, N˜ , along with equation (A.5), we get the following
estimate for the multiplier term
S¯wψ = f
1
2 N˜ψ +
(n− 2)εf
2ρ¯
· ψ ≥ f 12 N˜ψ − εnCf 12 · |ψ|,
for some constant C > 0. Now we find lower bounds for some of the terms in the RHS of (A.40).
We use equations (A.10), (A.11), (A.17), (A.29), (A.35), and the above estimate for S¯wψ, to show
that
−F ′ · |S¯wψ|2−εf
2ρ¯
|Nψ|2 − εf
ρ¯
F ′ · ψS¯wψ − 1
2
¯w¯ · ψ2
≥ a(1 + bf 12 )
(
1
2
|N˜ψ|2 − ε2n2C · ψ2
)
− εCf 12 · |N˜ψ|2 − εC(m+ n)2f− 12 · ψ2.
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Due to (A.10), (A.28), and the choice of constants b, R from (A.29), we have
b≪ R−1 ⇒ bf 12 ≪ f 12R−1 ≪ rR−1 ≪ 1.
Hence, we conclude that 1 + bf
1
2 ≃ 1. Moreover, using this along with (A.29) again, reduces the
estimate to
(A.43) − F ′ · |S¯wψ|2 − εf
2ρ¯
|Nψ|2 − εf
ρ¯
F ′ · ψS¯wψ − 1
2
¯w¯ · ψ2 ≥ 1
4
a · |N˜ψ|2 − a2εC · f− 12ψ2.
For the remaining terms in (A.40), using the definition of A and equation (A.29), we get
(A.44) (fA)′ + εf
ρ¯
A ≥
(
1
2
b − εC
)
a2f−
1
2 .
Since −F ′ > 0, we use the estimate
− 1
4F ′
|L¯ψ|2 − F ′|S¯wψ|2 > |L¯ψ||S¯wψ|,
and equation (A.40), to get
− 1
4F ′
|L¯ψ|2 + ∇¯βP¯β ≥ εf
2ρ¯
(|Tψ|2 + g¯ab /¯∇aψ /¯∇bψ − g¯CD∇ˆCψ∇ˆDψ) +
1
4
a|N˜ψ|2(A.45)
+
(
1
2
b− εC
)
a2f−
1
2 · ψ2.
Finally, we use (A.35) to obtain the coefficient of the |L¯ψ|2 term, and use the fact that ε ≪ b, to
conclude that the claim is true.
Step II. In this step we will go back from the (conjugated) function ψ to the (original) function z.
Define the 1-form P¯ ⋆ = P¯ ⋆[z] on Φ¯(U ∩D) as
P¯ ⋆β := S¯(e
−F z)∇¯β(e−F z)− 1
2
∇¯βf · ∇¯µ(e−F z)∇¯µ(e−F z) + w¯ · e−F z∇¯β(e−F z)(A.46)
+
1
2
(A∇¯βf − ∇¯βw¯) · e−2F z2.
Due to (A.37), we can see that P¯ ⋆β is related to P¯β by the conjugation (A.33). That is,
P¯ ⋆β (z) = P¯β(e
−F z). The next claim gives us the resulting point-wise Carleman estimate for z. The
idea is to substitute back the conjugation expression (A.33) in terms of z, and carefully estimate
some terms that arise.
Claim 2. On Φ¯(U ∩D), we have
1
4a
fζa,b|¯z|2 + ∇¯βP¯ ⋆β ≥
ε
16ρ¯
ζa,b(|u · ∂uz|2 + |v · ∂vz|2 + f · g¯ab /¯∇az /¯∇bz − f · g¯CD∇ˆCz∇ˆDz)
(A.47)
+
1
8
ba2f−
1
2 ζa,b · z2.
Proof of claim : We start by putting back ψ = e−F z. Writing (A.42) in terms of z, shows
1
4a
fe−2F |¯z|2 + ∇¯βP¯ ⋆β ≥
εf
2ρ¯
e−2F (|Tz|2 + g¯ab /¯∇az /¯∇bz − g¯CD∇ˆCz∇ˆDz) +
1
4
a|N˜(e−F z)|2(A.48)
+
1
4
ba2f−
1
2 e−2F · z2.
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As we can see from (A.31), the first order terms contain only the null coordinates and the angular
coordinate derivatives. We already have the angular components in the above equation. Hence, we
just have to express the remaining derivative terms in (A.48), in (∂u, ∂v). First, we want to replace
the N˜ on the RHS by N . For this purpose, we use (A.5), (A.12), (A.29), (A.35), and (A.41), to
find that
a|N˜(e−F z)|2 + ba2e−2F f− 12 · z2 ≫ εf 12 e−2F |Nz|2 > εf
2ρ¯
e−2F |Nz|2,
where we used (A.11) to get the last inequality. Then (A.48) reduces to
1
4a
fe−2F |¯z|2 + ∇¯βP¯ ⋆β ≥
εf
2ρ¯
e−2F (|Tz|2 + |Nz|2 + g¯ab /¯∇az /¯∇bz − g¯CD∇ˆCz∇ˆDz)(A.49)
+
1
8
ba2f−
1
2 e−2F · z2.
Now, we will estimate the T,N terms by the (null coordinate) vector fields ∂u, ∂v. From (2.7) and
(A.12), we get
|u∂uz|2 + |v∂vz|2 ≤ 8f(|Tz|2 + |Nz|2).
Using (A.49), along with the above estimate, and (A.35) (to get the Carleman weight) completes
the proof of the claim.
We now present some properties of P¯ ⋆ that will be used later when we integrate the point-wise
estimate (A.47); in particular, it comes up when dealing with the boundary integral terms .
Claim 3. If z satisfies (A.30), then
(A.50) P¯ ⋆(N¯ )|Φ¯(∂U∩D) =
1
2
ζa,b · N¯f |N¯ z|2|Φ¯(∂U∩D).
Also, on Φ¯(U ∩D)
(A.51) |P¯ ⋆(S¯)| . R2eaf2a(|∂uz|2 + |∂vz|2 + g¯ab /¯∇az /¯∇bz − g¯CD∇ˆCz∇ˆDz + a2f−1z2).
Proof of claim : Since z|Φ¯(∂U∩D) = 0, we get for P¯ ∗ that
P¯ ⋆(N¯ )|Φ¯(∂U∩D) = e−2F
(
S¯zN¯ z − 1
2
N¯f · |N¯ z|2
)∣∣∣∣
Φ¯(∂U∩D)
.
To check (A.50), we note that S¯z|Φ¯(∂U∩D) = N¯f ·N¯ z|Φ¯(∂U∩D). To prove (A.51), we have to consider
P¯ ⋆(S¯) = S¯(e−F z)S¯(e−F z)− 1
2
S¯f · ∇¯µ(e−F z)∇¯µ(e−F z)+ w¯e−F z · S¯(e−F z)+ 1
2
(AS¯f − S¯w¯) e−2F z2.
For the last term in the above identity, using Proposition A.8, the definition of w from (A.15), and
(A.29), shows that
|(AS¯f − S¯w¯) · e−2F z2| . R2e−2Fa2f−1z2.
For the remaining three terms of P¯ ⋆(S¯), we use equations (A.5), (A.10), and (A.28), to conclude
that all three of them are bounded from above by
R2e−2F (|∂uz|2 + |∂vz|2 + g¯ab /¯∇az /¯∇bz − g¯CD∇ˆCz∇ˆDz + a2f−1z2).
Using (A.29) and the fact that F = −a(log f + 2bf 12 ), shows that the claim is true.
Step III. As mentioned earlier, we will integrate (A.47) over the region Φ¯(U∩D). Technically, we
will integrate the pointwise Carleman estimate on domains that approximate the region Φ¯(U ∩D)
in the limit.
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For this purpose, let δ > 0 be sufficiently small, and define the sets
Gδ := Φ¯(U ∩D) ∩ {f > δ}, Hδ := Φ¯(U ∩D) ∩ {f = δ}.
On Gδ,Hδ, due to (A.10), (A.11), and (A.28), we have that r, ρ¯, f are bounded from both above
and below. Next, we integrate (A.47) over Gδ, take the limit as δ ց 0, and use the monotone
convergence theorem to get
1
4a
∫
Φ¯(U∩D)
ζa,bf |¯z|2 + lim
δց0
∫
Gδ
∇¯αP¯ ⋆α(A.52)
≥ ε
16
∫
Φ¯(U∩D)
ζa,bρ¯
−1(|u∂uz|2 + |v∂vz|2 + f g¯ab /¯∇az /¯∇bz − f g¯CD∇ˆCz∇ˆDz)
+
ba2
8
∫
Φ¯(U∩D)
ζa,bf
− 12 z2,
if the limit term on the LHS exists.
Next, we will look at the limit term in the above equation. For this, note that the space-time
boundary of Gδ consists of
∂Gδ =
(
Φ¯(∂U ∩D) ∩ {f > δ}) ⋃ Hδ.
For the first part, the outward unit normal is N¯ . For Hδ, we see that the region {f = δ} is a
time-like hypersurface of (D, g¯). The outward unit normal of this hypersurface, towards {f > δ},
is given by −f− 12 S¯. Hence, using the divergence theorem shows that∫
Gδ
∇¯αP¯ ⋆α =
∫
Φ¯(∂U∩D)∩{f>δ}
P¯ ⋆(N¯ )−
∫
Hδ
f−
1
2 P¯ ⋆(S¯).
Taking limit for the first term on the RHS of the above equation, and using (A.50) along with the
fact that z is uniformly C1-bounded, shows
lim
δց0
∫
Φ¯(∂U∩D)∩{f>δ}
P¯ ⋆(N¯ ) = 1
2
∫
Φ¯(∂U∩D)
ζa,bN¯f · |N¯ z|2,
which gives us the boundary term present in (A.31), with a factor of half. Then, the limit term in
(A.52) reduces to
lim
δց0
∫
Gδ
∇¯αP¯ ⋆α =
1
2
∫
Φ¯(∂U∩D)
ζa,bN¯f · |N¯ z|2 − lim
δց0
δ−
1
2
∫
Hδ
P¯ ⋆(S¯),(A.53)
where we used the fact that f = δ on Hδ, for the final term. The integral term with P¯ ⋆(S¯) is
estimated using (A.51), to get∣∣∣∣ limδց0 δ− 12
∫
Hδ
P¯ ⋆(S¯)
∣∣∣∣ . R2ea limδց0 δ2a− 12
∫
Hδ
(|∂uz|2 + |∂vz|2 + g¯ab /¯∇az /¯∇bz − f g¯CD∇ˆCz∇ˆDz)
+R2ea lim
δց0
δ2a−
1
2
∫
Hδ
a2f−1z2
. Ceaa2 lim
δց0
δ2a−
3
2
∫
Hδ
1,(A.54)
where C := C(z,R) > 0 is a constant.
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Now, if we can show that the RHS of (A.54) is zero, then the proof will be complete. To show
the limit is zero, first let g¯H denote the metric induced by g¯ on Hδ. Let ∂¯τ denote the coordinate
vector field along τ on Hδ. The vector fields ∂¯τ and T point in the same direction, hence on Hδ
∂¯τ = kT,
for some scalar k. Since T = f−
1
2 (−u∂u + v∂v) and τ = u+ v, we have
1 = ∂¯ττ = kT τ = kf
− 12 (−u+ v) = krf− 12 .
Thus, ∂¯τ = r
−1(−u∂u + v∂v). Then
g¯H(∂¯τ , ∂¯τ ) = −4r−2f ,
and the angular components remain unchanged. Hence, we have the following
g¯H = −4r−2fdτ2 − τ2γ˚Sm−1 + ρ¯2γ˚Sn−1 .
Now we calculate the integral over Hδ as follows
lim
δց0
δ2a−
3
2
∫
Hδ
1 . lim
δց0
δ2a−
3
2
∫ 2R
0
dτ
∫
Sm−1
d˚γωt
∫
Sn−1
√
|g¯H| d˚γωx
. lim
δց0
δ2a−
3
2
∫ 2R
0
dτ
∫
Sm−1
d˚γωt
∫
Sn−1
2f
1
2 r−1τm−1ρ¯n−1|(τ,r=√τ2+4δ,ωx,ωt)d˚γωx
. Rm+n−2 lim
δց0
δ2a−1
∫ 2R
0
r−1|(τ,r=√τ2+4δ,ωx,ωt)dτ
. Rm+n−2 lim
δց0
δ2a−1
∫ 2R
0
δ−
1
2 dτ
. Rm+n−1 lim
δց0
δ2a−
3
2
= 0.
Using this along with (A.52)-(A.54) shows that (A.31) is true and this completes the proof of
Theorem A.22. 
A.3. Proof of Theorem 3.1. Now we will see how the warped Carleman estimate (A.31) can be
used to obtain the Carleman estimate (3.4) (in the original geometry). Mainly, we will be pulling
back terms in (A.31) using the diffeomorphism Φ¯.
Proof. Let us assume that the hypotheses of the Theorem holds. Let z¯ be the uniformly C1-bounded
function defined as
(A.55) z¯ := z ◦ Φ¯−1 ∈ C2(Φ¯(U ∩D)) ∩ C1(Φ¯(U¯ ∩D)).
Then, z¯ satisfies the Dirichlet boundary condition (A.30). Applying Theorem A.22, with z in (A.31)
replaced by ξ
m+n−2
2 z¯, we obtain
ba2
4
∫
Φ¯(U∩D)
ζa,bf
− 12 ξm+n−2z¯2 · dg¯
+
ε
8
∫
Φ¯(U∩D)
ζa,bρ¯
−1[|u · ∂u(ξm+n−22 z¯)|2 + |v · ∂v(ξm+n−22 z¯)|2
+ f g¯abξm+n−2 /¯∇az¯ /¯∇bz¯ − f g¯CDξm+n−2∇ˆCz∇ˆDz
] · dg¯
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6
1
2a
∫
Φ¯(U∩D)
ζa,bf |¯(ξm+n−22 z¯)|2 · dg¯ +
∫
Φ¯(∂U∩D)
ζa,bN¯f |N¯ (ξm+n−22 z¯)|2 · dg¯(A.56)
RHS Terms: The first step is to estimate each term in the RHS of the above equation by terms
with integral over the region U ∩D. For this purpose, note that adding and subtracting the same
term, we get
¯(ξ
m+n−2
2 z¯) =
[
¯+
(n− 1)(m+ n− 2)ε
2(ρ¯ ◦ Φ¯)
]
(ξ
m+n−2
2 z¯)− (n− 1)(m+ n− 2)ε
2(ρ¯ ◦ Φ¯) (ξ
m+n−2
2 z¯).
Then, using the change of wave operator formula from (A.26) gives the following inequality for the
wave operator term in (A.56)
∫
Φ¯(U∩D)
ζa,bf |¯(ξm+n−22 z¯)|2 · dg¯ .
∫
U∩D
ζa,b;ε(ξ
−1f)ξm+n+2|z|2 · ξ−m−ndg
(A.57)
+ (m+ n)4ε2
∫
U∩D
ζa,b;ε(ξ
−1f)ξ2r−2ξm+n−2z2 · ξ−m−ndg
.
∫
U∩D
ζa,b;εf |z|2 · dg + (m+ n)4ε2
∫
U∩D
ζa,b;εr
−2fz2 · dg,
where we used (A.20) to make the following substitutions ρ¯ 7→ ξ−1r, f 7→ ξ−1f, ζa,b 7→ ζa,b;ε. The
factor ξ−m−n arises due to the change of volume forms; any power of ξ that survives is taken care
by using (A.22).
Now we will deal with the boundary integral term in (A.56). Using Proposition A.19, we get
Φ¯(∂U ∩D) Φ¯−17−−−→ ∂U ∩D,
N¯ Φ¯−17−−−→ ξN ,
where N is the outer pointing unit normal of U (with respect to g). Hence, the boundary term
satisfies the following equality
∫
Φ¯(∂U∩D)
ζa,bN¯f |N¯ (ξm+n−22 z¯)|2 · dg¯ =
∫
∂U∩D
ζa,b;ε(ξN )(ξ−1f)|(ξN )(ξm+n−22 z)|2 · ξ−m−n+1dg
(A.58)
=
∫
∂U∩D
ζa,b;εξ
2N (ξ−1f)|N z|2 · dg,
where we used the assumption z|∂U∩D = 0 for the final equality (hence, the only term that survives
from N (ξm+n−22 z) is when N hits z). Also, the factor ξ−m−n+1 comes in because the region ∂U∩D
has dimension m+ n− 1, one less than the dimension of U ∩D.
LHS Terms: Now we will show that the terms in the LHS of (A.56) are bounded from below by
terms with integral over U ∩D. First, for the zeroth-order term and the angular derivative terms,
we use the same argument as we did for showing (A.57), to obtain∫
Φ¯(U∩D)
ζa,bf
− 12 ξm+n−2z¯2 · dg¯ +
∫
Φ¯(U∩D)
ζa,bρ¯
−1f g¯abξm+n−2 /¯∇az¯ /¯∇bz¯ · dg¯(A.59)
−
∫
Φ¯(U∩D)
ζa,bρ¯
−1f g¯CDξm+n−2∇ˆCz∇ˆDz · dg¯
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&
∫
U∩D
ζa,b;εf
− 12 z2 · dg +
∫
U∩D
ζa,b;εr
−1fgab /∇az /∇bz · dg
−
∫
U∩D
ζa,b;εr
−1fgCD∇˜Cz∇˜Dz · dg.
Next, we consider the integral term with the null coordinate derivatives. Using (A.19), (A.22),
(A.24), and (A.25) shows that for the u-derivative term we get the estimate∫
Φ¯(U∩D)
ζa,bρ¯
−1|u · ∂u(ξm+n−22 z¯)|2 · dg¯ ≥ C1
∫
U∩D
ζa,b;εr
−1|u · ∂uz|2 · dg(A.60)
− C2ε2(m+ n)2
∫
U∩D
ζa,b;εr
−1u2z2 · dg,
for some universal constants C1, C2 > 0. Similarly, for the v-derivative, we have∫
Φ¯(U∩D)
ζa,bρ¯
−1|v · ∂v(ξm+n−22 z¯)|2 · dg¯ ≥ C1
∫
U∩D
ζa,b;εr
−1|v · ∂vz|2 · dg(A.61)
− C2ε2(m+ n)2
∫
U∩D
ζa,b;εr
−1v2z2 · dg.
Using (A.57)–(A.61) shows that (A.56) reduces to
Cε
∫
U∩D
ζa,b;εr
−1[|u · ∂uz|2 + |v · ∂vz|2 + fgab /∇az /∇bz − fgCD∇˜Cz∇˜Dz] · dg(A.62)
+ Cba2
∫
U∩D
ζa,b;εf
− 12 z2 · dg − C
′′(m+ n)4ε2
a
∫
U∩D
ζa,b;εr
−2fz2 · dg
− C′′ε3(m+ n)2
∫
U∩D
ζa,b;εr
−1(u2 + v2)z2 · dg
6
1
a
∫
U∩D
ζa,b;εf |z|2 · dg + C′
∫
∂U∩D
ζa,b;εξ
2N (ξ−1f)|N z|2 · dg,
for some positive constants C,C′, C′′. Next, we will absorb some terms in the LHS of the above
equation. By (3.1), (3.2), and (A.10), we get
ε2(m+ n)4
a
· f
r2
≪ ba2f− 12 , ε
3(m+ n)2(u2 + v2)
r
≪ ba2f− 12 .
Thus, both the negative terms in the LHS of (A.62) can be absorbed into the second term, which
is positive. We also calculate that
ξ2N (ξ−1f) = ξNf − fN ξ = (1− εr)Nf + εfN r,
where we used ξ = 1− εr+ ε2f from Remark A.16. Finally, putting together the above expression
and (A.62), and also accounting for the absorption of the negative terms, we get
Cε
∫
U∩D
ζa,b;ε · r−1[|u · ∂uz|2 + |v · ∂vz|2 + fgab /∇az /∇bz − fgCD∇˜Cz∇˜Dz] · dg
+ Cba2
∫
U∩D
ζa,b;ε · f− 12 z2 · dg
6
1
a
∫
U∩D
ζa,b;ε · f |z|2 · dg + C′
∫
∂U∩D
ζa,b;ε[(1− εr)Nf + εfN r]|N z|2 · dg,
for some constants C,C′ > 0. This completes the proof of Theorem 3.1. 
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