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ABSTRACT
We present models for the dark and luminous mass structure of 12 strong lensing early-
type galaxies (ETGs). We combine pixel-based modelling of multiband HST/ACS
imaging with Jeans modelling of kinematics obtained from Keck/ESI spectra to dis-
entangle the dark and luminous contributions to the mass. Assuming a gNFW profile
for the dark matter halo and a spatially constant stellar-mass-to-light ratio Υ? for the
baryonic mass, we infer distributions for Υ? consistent with IMFs that are heavier
than the Milky Way’s (with a global mean mismatch parameter relative to a Chabrier
IMF µαc = 1.80 ± 0.14) and halo inner density slopes which span a large range but
are generally cuspier than the dark-matter-only prediction (µγ′ = 2.01
+0.19
−0.22). We in-
vestigate possible reasons for overestimating the halo slope, including the neglect of
spatially varying stellar-mas-to-light ratios and/or stellar orbital anisotropy, and find
that a quarter of the systems prefer radially declining stellar-mass-to-light ratio gradi-
ents, but that the overall effect on our inference on the halo slope is small. We suggest
a coherent explanation of these results in the context of inside-out galaxy growth, and
that the relative importance of different baryonic processes in shaping the dark halo
may depend on halo environment.
Key words: galaxies: elliptical and lenticular, cD – galaxies: kinematics and dynamics
– galaxies: structure – galaxies: evolution – gravitational lensing: strong
1 INTRODUCTION
Dark-matter-only simulations of a ΛCDM Universe predict
that the dark matter haloes of all galaxies should look nearly
self-similar, regardless of their mass scale, with a density
profile which declines as r−3 at large radii and has a central
r−1 cusp (Navarro et al. 1996, 2010). However, the dom-
inance of baryonic matter in the centres of massive ETGs
may significantly modify the dark matter structure from this
simple expectation, such that the halo may become either
centrally contracted due to the initial infall of gas (Blumen-
thal et al. 1986; Gnedin et al. 2004) or expanded due to dy-
namical heating during satellite infall (El-Zant et al. 2001;
Nipoti et al. 2004; Laporte et al. 2012) or AGN-driven out-
flows (Governato et al. 2012; Martizzi et al. 2012). The halo
structure is therefore key to determining the relative impor-
tance of different physical processes in ETG evolution.
However, since most gravitational probes are only sen-
sitive to the total galaxy mass, determining the halo struc-
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ture relies on robustly decomposing the mass into its dark
and luminous contributions. This problem is complicated
by the fact that the form of the stellar initial mass function
(IMF) in ETGs is not well understood. Whilst the diversity
of environments within the Milky Way are consistent with
having one ‘universal’ IMF (Bastian et al. 2010), evidence
from lensing and dynamics suggests that the IMF of mas-
sive ETGs may be heavy relative to the Milky Way (e.g.
Auger et al. 2010; Cappellari et al. 2012), which stellar pop-
ulation modelling of gravity-sensitive spectral features has
attributed to an excess of low-mass stars (i.e. to the IMF
being bottom-heavy ; van Dokkum & Conroy 2010). More-
over, recent evidence from stellar population modelling of
optical spectra and dynamics has suggested that the IMF
may also vary radially within individual galaxies, (Mart´ın-
Navarro et al. 2015a; van Dokkum et al. 2016; Oldham &
Auger 2017c), with the deviations from a Milky-Way-like
IMF confined to the central regions; however, constraints
from molecular gas kinematics and stellar population mod-
elling at near-infrared wavelengths have not confirmed this
(Zieleniewski et al. 2017; Vaughan et al. 2016; Alton et al.
2017; Davis & McDermid 2017).
c© 2017 RAS
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Knowledge of the IMF in massive ETGs is essential for
probing halo structure; however, it is also critical for under-
standing ETG assembly and evolution, since the IMF is a
key diagnostic of the physical conditions in which a galaxy
first formed stars. Furthermore, the measurement of stellar
population properties in external galaxies depends on knowl-
edge of the IMF, such that the assumption of an incorrect
IMF may lead to systematic biases in properties such as
metallicity and age. Methods to simultaneously determine
the dark and luminous mass structure of ETGs are there-
fore extremely important.
Recently, progress has been made by combining mass
probes across different spatial scales such that, in the con-
text of a well-motivated model, this dark/light degeneracy
can be broken. Due to the need for multiple mass tracers,
these studies have focused on massive systems in dense en-
vironments, where populations of satellite galaxies, globu-
lar clusters and planetary nebulae can be used to dynami-
cally trace the mass out to the virial radius and so comple-
ment stellar kinematic and strong lensing constraints in the
central regions. In BCGs, these studies have found haloes
that are centrally less dense relative to the NFW prediction
(Newman et al. 2013; Oldham & Auger 2016b). On the other
hand, the single study so far of group-scale ETGs has found
their haloes to be mildly contracted (and consistent with
the NFW model within 2σ; Newman et al. 2015). On the
scale of isolated field ellipticals, breaking the dark/light de-
generacy is more difficult due to the absence of large-radius
tracers and the smaller physical size of the Einstein radius,
but one study of a rare double source plane lens has found
evidence for strong contraction on these scales (Sonnenfeld
et al. 2012; see also Grillo 2012, which obtained similar con-
straints by combining aperture mass measurements for an
ensemble of lenses assuming a fixed IMF, and Sonnenfeld
et al. 2015, which made no IMF assumptions but weaker
inference on the halo slope). These differences in the halo
structure as a function of environment may represent a real
trend in the relative importance of baryonic processes; how-
ever, the small number of such studies so far – especially
of isolated systems – makes it difficult to draw meaningful
conclusions. Improved techniques for extracting information
from isolated strong lenses are therefore needed.
This study is a first attempt to address this need. So far,
studies of the halo structure of isolated strong lenses have
condensed the lensing information down to a single measure
of the Einstein radius or a set of conjugate points whose
positions must be focused in the source plane (Grillo 2012;
Sonnenfeld et al. 2012, 2015); however, the extended arcs in
galaxy-galaxy lenses contain much more information than
this, such that a full reconstruction of the lensed images
allows a much more precise inference on the halo (Suyu et
al. 2014). In this study, we construct dark and light mass
models for 12 isolated strong lenses at the pixel level in
order to explore their dark and luminous mass structure in
detail.
The paper is organised as follows. In Section 2, we intro-
duce the data, the mass models and our lensing and dynam-
ical modelling methods. Section 3 presents our main results,
which we discuss in Section 4. Finally, we summarise and
conclude in Section 5. Throughout the paper, we assume a
flat ΛCDM cosmology with Ωm = 0.3 and h = 0.7.
2 DATA AND MODELLING
We construct simultaneous strong lensing and dynamical
models for 12 of the EELs presented in Oldham et al. (2017a)
(we exclude J1619, whose lensed features we were unable to
fully reproduce using a parametric source model). To this
end, we combine imaging and kinematic data as detailed
below.
2.1 Data
The EELs were observed using HST/ACS (GO: 13661, PI:
Auger) as presented in Oldham et al. (2017a). Each EEL
was observed at two dither positions for ∼ 500 seconds
per dither in the F555W/F606W (henceforth V -band) and
F814W (henceforth I-band) filters – with the former depen-
dent on the lens redshift, and chosen to straddle the Balmer
break. These observations were reduced using Astrodriz-
zle with a pixel scale of 0.05 arcsec pix−1. We show postage
stamps of these systems in Figure 1.
The EELs were also observed with ESI/Keck (Sheinis
et al. 2002), and the spectra are presented in Oldham et al.
(2017b). Each EEL was observed for ∼ 1 hour using a 0.75
arcsec slit; the spectra were extracted using a custom-made
Python code and the first and second velocity moments
inferred by modelling the lens and source components si-
multaneously using stellar templates from the INDO-US li-
brary, as described in Oldham et al. (2017b). For this study,
we extract kinematics for the lens galaxies over rectangular
apertures extending 1 arcsec either side of the lens such that
they probe the mass beyond the Einstein radius (which is
∼ 0.5 arcsec for a typical EEL; see Table 2 of Oldham et al.
2017a).
2.2 Mass model
We combine these imaging and kinematic datasets to con-
struct a model in which we are able to disentangle the dark
and luminous contributions to the total mass profile of each
EEL. For the main analysis, we consider the mass profile
that is detailed below; however, in Section 4, we also explore
alternative models in order to investigate the robustness and
limitations of our inference.
We treat the mass density ρtot(r) of the lens galaxy as
the sum of a dark matter halo and a stellar component:
ρtot(r) = ρDM (r) + ρ?(r). (1)
We do not include a black hole because realistic black hole
masses are orders of magnitude smaller than the total Ein-
stein mass and therefore have undetectable effects on the
lensed features. Indeed, we investigate the effects of neglect-
ing the black hole in the Appendix and show that it has
a negligible impact on the inferred halo and stellar mass
parameters.
To allow for astrophysical changes to the halo structure
relative to the dark-matter-only NFW prediction, we model
the halo as a modified gNFW profile:
ρDM (r) = ρ0
( r
rs
)−γ(
1 +
r2
r2s
) γ−3
2
(2)
which is characterised by a scale radius rs, inner slope γ
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and mass scale ρ0. The quadrature in the final bracket rel-
ative to the standard form for the gNFW profile was in-
troduced by Mun˜oz et al. (2001) to make the calculation
of lensing deflection angles analytic, and only modifies the
halo shape near the scale radius (where the profile transi-
tions more sharply); our data only probe the mass at much
smaller radii. To minimise degeneracies between ρ0, γ and
rs, we reparameterise the halo so that the mass scale is spec-
ified by MDM(R< 2.5kpc), the projected dark matter mass
within a circular 2.5 kpc aperture. We additionally assume
that the halo is spherical and concentric with the stellar
mass and light (though we also investigate the limitations
of these assumptions in the Appendix).
We parameterise the stellar mass with a spatially con-
stant stellar-mass-to-light ratio Υ? such that the stellar sur-
face mass density Σ?(R) is related to the stellar surface
brightness I?(R) as
Σ?(R) = Υ?I?(R) (3)
with I?(R) described by either one or two Se´rsic profiles
and fixed by the inference in Oldham et al. (2017a). The
photometry of the lens galaxies is summarised in Table 1.
The 3D mass density is then obtained by deprojecting Σ?(R)
assuming axisymmetry.
2.3 Lens modelling
We make full lensing reconstructions of the HST/ACS imag-
ing using an extension of the methods presented in Oldham
et al. (2017a). Using the results of that study, which de-
scribed the total mass with a power-law profile and inferred
the light distributions of the source and lens simultaneously,
we subtract the flux contribution of the lens; we then param-
eterise the source light using either one or two Se´rsic profiles,
and calculate the deflection angles based on the mass mod-
els presented in Section 2.2 to form the source in the image
plane. We also allow for an external shear to account for per-
turbations due to additional masses along the line of sight,
described by a magnitude Γ and direction θΓ. We use an
unsaturated star in the HST field as a point-spread function
(PSF), which we convolve with the model image to allow
comparison with the data. We note that, in Oldham et al.
(2017a), we tested a subset of systems to verify that the
choice of PSF star did not have any significant influence on
our inference. Since the HST imaging used here is identical
to that study, we do not repeat the test here. For a given
set of non-linear parameters describing the lens mass and
source light profiles, we then determine the best combina-
tion of amplitudes for the source light and a uniform back-
ground component using a least-squares linear inversion. We
model the V and I bands simultaneously (i.e. dictating that
the luminous source structure is the same in both bands),
allowing for a spatial offset between them due to image reg-
istration uncertainties, and calculate the contribution to the
likelihood of the data ~D given the model ~M as
lnL( ~D| ~M) = −1
2
∑
i
(di −mi
ni
)2
(4)
where di, mi and ni are the i
th pixel in the data image,
model image and noise map respectively, and the sum is over
all unmasked pixels (for some systems, bright interloping
objects are masked by hand). We investigate the possibility
of also inferring a weighting term βf for each filter such that
ni,f = βfni, to allow the model to maximise the combined
posterior of the two lensing datasets and the dynamical data;
however, we find that this generally leads to an overfitting
of the kinematics, and we do not include these parameters
in our final modelling. In Appendix A, we also construct
pixellated models in order to verify that our inference on
the lens mass structure does not depend on assumptions
about the luminous structure of the source.
2.4 Dynamical modelling
For a given mass model, we use the spherical Jeans equa-
tion (see e.g. Mamon &  Lokas 2005) to calculate the stel-
lar velocity dispersion within a circular aperture of radius
1 arcsec assuming isotropic orbits. We investigate the pos-
sibility of allowing the anisotropy to take a non-zero but
spatially constant value, but find that our data are not suf-
ficient to constrain this extra parameter (see Appendix A).
We also note that the spherical assumption is an approxima-
tion given that the EELs lenses have light distributions that
are described by elliptical Se´rsic profiles; however, Sonnen-
feld et al. (2015) showed that approximating a Se´rsic profile
with q = 0.85 using the spherical Jeans equation in this way
only gives rise to an uncertainty of a few kms−1.
The likelihood of the observed velocity dispersion given
the model is then measured in a chi-squared sense as
ln( ~D| ~M) = −1
2
(σd − σm
σn
)2
(5)
for observed velocity dispersion σd, model velocity disper-
sion σm and uncertainty σn. We note that, although there
are many lens image pixels and only one velocity dispersion
measurement, the latter still plays an important role in the
inference by guiding it away from models with unreasonably
large or small central 3D masses.
We combine dynamical and lensing likelihood terms to
explore the posterior probability distribution of the model
given the data using Markov Chain Monte Carlo (MCMC)
sampling, as implemented in Emcee (Foreman-Mackey et
al. 2013).
3 RESULTS
Figure 2 shows our inference on the mass parameters for a
typical lens (J1218; left-hand panel), and the image, model
and residuals for the same system (right). Table 2 presents
our inferences on the mass structure for the full lens sam-
ple. In the following subsections, we present these results in
detail.
3.1 Stellar mass
The stellar-mass-to-light ratio Υ? inferred from lensing and
dynamics gives a stellar mass M?,LD = Υ?I?(R), which we
use to test for deviations of the stellar populations from a
Milky-Way-like IMF. We use the stellar masses M?,chab pre-
sented in Oldham et al. (2017a), which were calculated via
stellar population modelling of the photometry under the
assumption of a Chabrier IMF (but with metallicity, age,
c© 2017 RAS, MNRAS 000, 000–000
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lens z mV (mag) mI (mag) mK (mag) Re (kpc)
J0837 0.4248 19.52+0.01−0.01 18.53
+0.02
−0.02 17.58
+0.29
−0.49 7.90
+0.10
−0.09
J0901 0.3108 19.84+0.01−0.01 18.89
+0.01
−0.01 17.43
+0.03
−0.04 3.27
+0.03
−0.04
J0913 0.3946 20.55+0.02−0.02 18.97
+0.01
−0.02 18.41
+0.33
−0.26 5.44
+0.08
−0.11
J1125 0.4419 19.57+0.01−0.01 18.42
+0.01
−0.01 17.44
+0.01
−0.01 6.88
+0.09
−0.06
J1144 0.3715 19.98+0.03−0.03 18.95
+0.03
−0.03 17.38
+0.02
−0.03 3.23
+0.12
−0.12
J1218 0.3177 19.13+0.01−0.02 18.24
+0.02
−0.02 17.26
+0.03
−0.03 7.82
+0.22
−0.18
J1323 0.3192 19.95+0.01−0.01 18.50
+0.01
−0.01 17.35
+0.33
−0.52 6.81
+0.03
−0.02
J1347 0.3974 20.03+0.02−0.01 18.95
+0.02
−0.01 17.84
+0.02
−0.05 4.80
+0.13
−0.11
J1446 0.3175 19.83+0.01−0.01 18.93
+0.01
−0.01 17.51
+0.07
−0.06 3.89
+0.04
−0.02
J1605 0.3065 19.70+0.01−0.01 18.29
+0.01
−0.01 17.14
+0.15
−0.14 5.08
+0.03
−0.03
J1606 0.3810 19.36+0.01−0.01 18.32
+0.01
−0.01 17.73
+0.01
−0.01 5.99
+0.10
−0.10
J2228 0.2387 19.13+0.01−0.01 17.81
+0.01
−0.01 17.22
+0.07
−0.05 7.74
+0.09
−0.09
Table 1. Photometry for the 12 EELs lens galaxies used in this study. Columns specify: lens name, lens redshift z, apparent AB
magnitudes in the V , I and K bands, and total effective radius Re. These measurements are based on the inference presented in Oldham
et al. (2017a), in which the lens and source galaxy light distributions were modelled as either one or two Se´rsic components, and the
lens mass distribution was modelled as a power law. When two Se´rsic components were required, the effective radius given is defined
as the radius within which half the total light (summed from the two components) is contained. The uncertainties given are statistical
uncertainties from the inferences (i.e. not accounting for any systematics). Redshifts are from Oldham et al. (2017b), based on Keck/ESI
spectra.
J0837 J0901 J0913 J1125
J1144 J1218 J1323 J1347
J1446 J1605 J1606 J2228
Figure 1. HST VI images of the 12 EELs studied in this paper. The name used to refer to each is given in the top right-hand corner of
each image.
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Figure 2. Left: Summary of our inference on the mass model parameters for a typical EEL (J1218). We show our 2D and 1D marginalised
inferences on the mean mass-weighted halo slope within the effective radius γ(< Re), the projected dark matter mass within 2.5 kpc,
log(MDM/M), and the total stellar mass M?/1011M, and give the median values and 68% confidence intervals of each above the 1D
histograms. Right: Reconstructed image for the same EEL. We use the V and I HST images (top left) to make inference on the dark
and luminous mass structure of the lens; our best model (top right) describes the data virtually down to the noise (bottom).
reddening and the time constant of an exponentially decay-
ing star formation history as free parameters), and calculate
the IMF mismatch parameter
αc =
M?,LD
M?,chab
. (6)
Note that, with this definition, stellar populations with
Chabrier and Salpeter IMFs have αc = 1 and αc ∼ 1.7
respectively. The mismatch parameters are included in Ta-
ble 2 and Figure 3. Note also that Figure 3 also shows αsalp,
which is normalised by the stellar mass inferred from the
photometry assuming a Salpeter IMF; this is done to facili-
tate a comparison with the previous study of Sonnenfeld et
al. (2015).
We characterise the sample by modelling our inferences
on αc for individual EELs as being drawn from a Gaussian
distribution αc ∼ N(µαc, τ2αc). This constitutes a hierarchi-
cal model with hyperparameters ω = (µαc, ταc) whose pos-
terior probability distribution, given the data D, is given
by
P (ω|D) ∝ P (ω)P (D|ω)
= P (ω)
∏
i
∫
dαcPi(Di|αc)N(αc;ω)
∝ P (w)
∏
i
∫
dαc
Pi(αc|Di)
Pi(αc)
N(αc;ω).
(7)
The first term P (ω) is the prior probability on ω, which we
assume to be uniform; Pi(αc) is the prior on αc for the i
th
EEL, which is uniform and the same for all EELs; Pi(αc|Di)
is the posterior on αc for the i
th EEL as inferred from our
lensing and dynamical modelling. Equation 7 is therefore a
product of i integrals of the trial parent distribution mul-
tiplied by the posterior on αc for the i
th lens, which we
perform via Monte Carlo integration and sample with the
same MCMC methods as in the previous section to find
µαc = 1.80± 0.14 (Table 3); moreover, µαc > 1.3 with 99%
confidence. Under our model assumptions, then, the stellar
masses of the EELs lens sample strongly favour Salpeter-like
IMFs over Chabrier ones, consistent with previous results
from lensing and dynamics (e.g. Auger et al. 2010; Cappel-
lari et al. 2012). We compare our inference with expectations
assuming Chabrier and Salpeter IMFs, and with the SLACS
results from Auger et al. (2010), in Figure 3 (left).
We also note that our sample exhibits a large scatter
in αc – with ταc = 0.49
+0.14
−0.10 – in spite of its small range in
σ? (Figure 3, right). Whilst some previous lensing studies
assuming more rigid forms for the dark matter structure
(i.e. NFW haloes; Treu et al. 2010) have found a positive
correlation between αc and σ? for other ETG samples, Auger
et al. (2010) has shown that this trend is removed when
haloes are allowed to be adiabatically contracted. The small
range of σ? across our sample prohibits an investigation into
such trends in this study, but it is possible that the large αc
scatter in our sample is also due to the increased flexibility
of our halo models. If true, this highlights the sensitivity of
our constraints on the IMF to our ability to disentangle the
dark and luminous mass components in these systems.
c© 2017 RAS, MNRAS 000, 000–000
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Figure 3. Left: inference on the IMF mismatch parameter αc and inner halo slope γ(< Re) for the full EELs sample. Whilst all systems
have stellar masses requiring IMFs which are at least as heavy as Chabrier, two halo structure seems to form an almost bimodal population,
with a small number of systems having sub-NFW haloes (γ(< Re) . 0.5) and the majority having cuspy haloes (γ(< Re) & 1.5). For two
systems, the halo makes a negligible contribution to the lensing, meaning that the halo slope is virtually unconstrained. Right: Variations
in IMF mismatch parameter relative to a Salpeter IMF αsalp as a function of stellar velocity dispersion σ? for the EELs and the SLACS
lenses. Our sample is too small to allow an investigation of whether these quantities are correlated, but they seem broadly consistent
with SLACS.
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Figure 4. Left: Hierarchical inference on the mean global αc of the sample, µαc, as described in Section 3.1, and compared with
expectations assuming Chabrier and Salpeter IMFs (dashed lines) and with the results for SLACS from Auger et al. (2010) (with the
width of the latter constraint due to the different halo models that were considered in that study). The EELs have IMF mismatch
parameters which are consistent with a Salpeter IMF, but inconsistent with a Chabrier IMF at > 99% confidence. Right: Hierarchical
inference on the mean global halo slope within the effective radius, µγ′ , as described in Sections 3.2 (default models) and 3.4.1 (VML
models) and compared with expectations from dark-matter-only simulations and analytic adiabatic contraction models (dashed lines).
When modelled as being drawn from a pair of Gaussians, the EELs clearly separate into two distinct populations with different halo
structures. In both sets of models, one of these populations is consistent with expectations from adiabatic contraction models (labelled
Population A or Pa in the Figure), whilst the other (Pb) is dominated by much shallower slopes.
3.2 Dark matter
For two lenses (J1446 and J1606), the halo makes a negli-
gible contribution to the Einstein mass, such that the halo
properties are virtually unconstrained (Figure 3, left). The
remaining lenses appear to form a virtually bimodal dis-
tribution, with inner slopes which are either very cusped
(γ & 1.5) or cored (γ . 0.5). To make a meaningful com-
parison between systems with different scale radii and inner
slopes, we calculate the mass-weighted slope within the ef-
c© 2017 RAS, MNRAS 000, 000–000
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EEL log(MDM/M) rs (kpc) γ M?(×1011M) αc σ? (kms−1) fDM (< 5kpc)
J0837 10.27+0.09−0.09 88.9
+86.4
−61.5 1.69
+0.15
−0.21 4.07
+0.14
−0.15 2.14
+0.07
−0.08 253.2± 12.7 0.21± 0.01
J0901 10.53+0.05−0.05 4.6
+1.2
−0.8 1.88
+0.06
−0.07 1.63
+0.08
−0.09 2.66
+0.14
−0.15 239.7± 12.0 0.33± 0.02
J0913 10.20+0.05−0.05 156.1
+40.4
−57.2 0.27
+0.26
−0.16 2.59
+0.05
−0.04 2.27
+0.04
−0.04 212.9± 10.7 0.29± 0.01
J1125 10.55+0.02−0.01 187.3
+30.1
−47.2 0.18
+0.16
−0.09 5.27
+0.10
−0.12 1.93
+0.04
−0.04 236.5± 11.8 0.50± 0.03
J1144 9.97+0.18−0.25 100.3
+74.5
−73.7 2.08
+0.10
−0.14 2.32
+0.10
−0.11 1.97
+0.08
−0.10 223.8± 11.2 0.09± 0.00
J1218 10.27+0.03−0.03 3.4
+0.3
−0.4 0.31
+0.29
−0.18 3.02
+0.04
−0.04 2.07
+0.03
−0.03 235.5± 11.8 0.31± 0.02
J1323 10.64+0.01−0.01 182.6
+2.6
−5.3 0.06
+0.01
−0.01 1.74
+0.02
−0.02 1.39
+0.01
−0.01 142.0± 7.1 0.76± 0.04
J1347 9.77+0.10−0.10 56.0
+47.6
−32.7 2.08
+0.17
−0.23 1.89
+0.03
−0.03 1.15
+0.02
−0.02 202.6± 10.1 0.08± 0.02
J1446 7.06+1.33−1.29 99.1
+59.1
−63.7 1.08
+1.05
−0.75 1.42
+0.00
−0.00 1.79
+0.00
−0.00 162.9± 8.1 0.00± 0.02
J1605 10.48+0.06−0.07 67.3
+55.9
−40.4 1.71
+0.09
−0.13 2.13
+0.14
−0.14 1.85
+0.12
−0.12 221.6± 11.1 0.38± 0.02
J1606 8.87+0.35−1.24 115.2
+63.6
−73.2 0.82
+0.88
−0.56 2.77
+0.02
−0.03 1.27
+0.01
−0.01 220.0± 11.0 0.03± 0.02
J2228 9.62+0.06−0.07 0.9
+0.1
−0.1 2.60
+0.12
−0.13 2.89
+0.02
−0.02 1.67
+0.01
−0.01 204.2± 10.2 0.04± 0.02
Table 2. Default models for all the EELs. From left to right, the columns show the system name, the projected dark matter mass within
a 2.5kpc aperture log(MDM/M), the halo scale radius rs, the halo inner slope γ, total stellar mass M?, IMF mismatch parameter
relative to a Chabrier IMF αc, stellar velocity dispersion σ?, and the projected dark matter fraction within a 5 kpc aperture fDM (<5kpc);
uncertainties are statistical only. In the context of this model, most systems have high stellar masses and steep halo slopes (see Table 3).
model X µX1 τX1 µX2 τX2 f1
default αc 1.80± 0.14 0.49+0.14−0.10 – – –
default γ(R < Re) 1.41± 0.30 0.98+0.28−0.19 – – –
default γ(R < Re)† 2.01+0.19−0.22 0.45+0.25−0.13 0.10+0.33−0.10 0.20+0.34−0.11 0.61+0.14−0.15
VML αc 1.64± 0.18 0.64+0.19−0.13 – – –
VML γ(R < Re) 1.12± 0.22 0.68+0.20−0.13 – – –
VML γ(R < Re)† 1.50+0.16−0.19 0.33+0.25−0.14 0.09+0.70−0.09 0.48+0.31−0.36 0.65+0.17−0.26
VML µML 0.02± 0.07 0.22+0.06−0.04 – – –
Table 3. We characterise the EELs lens sample using a hierarchical model in which the property X of each EEL is drawn from either
one or two Gaussian parent distributions X ∼ N(µ, τ2). Where two Gaussians are used, f1 represents the relative weight of the first
Gaussian. In general, the EELs lenses have stellar masses consistent with Salpeter IMFs, dark halo slopes consistent with simple adiabatic
contraction models. † Modelling the EELs as being drawn from two Gaussians, rather than one.
fective radius as
γ′ = γ(r < Re)
= − 1
MDM (r)
∫ Re
0
4pir2ρDM (r)
d log ρDM
d log r
dr
= 3− 4piR
3
eρDM (Re)
M(Re)
(8)
for dark halo 3D mass MDM (r) and density ρDM (r) (e.g.
Newman et al. 2015). We then construct a hypermodel as
in Section 3.1 in which the γ′ distributions of the EELs are
drawn from a Gaussian distribution γ′ ∼ N(µγ′ , τ2γ′). In
this model, we find µγ = 1.41± 0.30, τγ′ = 0.98+0.28−0.19, which
is consistent with expectations from both dark-matter-only
simulations (shown as the vertical line marked ‘NFW’ in
Figure 4) and the adiabatic contraction (‘AC’) models of
Gnedin et al. (2004). However, this does not describe the
near-bimodal distribution of γ′ that is evident in Figure 3
(left). We therefore increase the complexity of our hyper-
model such that the distribution is composed of two Gaus-
sians with different means and dispersions, i.e. P (D|ω) in
Equation 7 becomes
P (D|ω) =
∏
i
∫
dγ′Pi(Di|γi)P (γ′;ω) (9)
where
P (γ′, ω) = f1N(µγ′1, τ
2
γ′1) + (1− f1)N(µγ′2, τ2γ′2) (10)
and the hyperparameters are ω = (µγ′1, τγ′1, µγ′2, τγ′2, f1),
such that f1 describes the relative weighting of the two Gaus-
sians. In this case, we find µγ′1 = 2.01
+0.19
−0.22, µγ′2 = 0.10
+0.33
−0.10
and f1 = 0.61
+0.14
−0.15 (see Table 3 and Figure 4, right). We
discuss possible physical explanations for these results in
Section 4.2.
3.3 Total mass
Previous studies have focused on constraining the profile of
the total mass density, as opposed to that of the separate
components (see Figure 5), either by combining aperture
mass measurements in the form of the Einstein radius RE
and the velocity dispersion (e.g. Sonnenfeld et al. 2013) or
directly from pixel-based lens modelling (e.g. Barnabe` et al.
2011). These studies have generally found that, when the to-
tal mass density is modelled with a power law, the power-law
index γpl is close to isothermal (e.g. Treu & Koopmans 2002;
Koopmans & Treu 2003; Koopmans et al. 2006, 2009). How-
ever, since the total mass density is not scale-free in reality,
our ability to interpret γpl physically has remained limited.
To first order, γpl should represent an approximation to the
average density slope over the radial range in which mass
probes exist (e.g. the region of the Einstein arcs, or between
the Einstein arcs and the aperture in which the velocity dis-
persion is measured). In the case of aperture mass measure-
ments, Sonnenfeld et al. (2013) investigated this assump-
tion more quantitatively and showed that γpl agrees more
closely with the mass-weighted mean density slope within
∼ 0.5 − 1Re (with RE/Re of order 1) than with the local
c© 2017 RAS, MNRAS 000, 000–000
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logarithmic density slope at the Einstein radius, though the
agreement is only approximate. Since we have modelled the
EELs at the pixel level using parameterisations for both the
total mass (Oldham et al. 2017a) and the dark and luminous
mass components separately (this work), we are now in a po-
sition to carry out a similar test for the case of pixel-based
lens modelling. Given that modelling the total mass with a
power law is computationally cheaper than performing the
decomposition using realistic profiles for the individual mass
components, a better understanding of the meaning of γpl
will be valuable for future studies.
We update the Oldham et al. (2017a) models to incor-
porate the kinematic information, and show a comparison of
the inferred projected mass profiles in the total mass (TM)
and composite mass (CM) cases in Figure 5. Whilst the Ein-
stein mass is robustly reproduced by both sets of models, the
slope of the total profile at the Einstein radius clearly differs
in each case. Similarly to Sonnenfeld et al. (2013), then, this
strongly disfavours the view that γpl is tracing the local log-
arithmic density slope at the Einstein radius. To investigate
this further, we use our CM models to calculate
(i) the mass-weighted slope within the Einstein radius,
γ′ = γ(r < RE) (11)
according to Equation 8;
(ii) the local logarithmic slope at the Einstein radius,
γpl(RE) = −d ln ρ
d ln r
∣∣∣
RE
(12)
(iii) the average slope (or power-law interpolation) be-
tween two radii (r1, r2),
γ(r1,r2)avg =
ln[ρ(r2)/ρ(r1)]
ln(r1/r2)
. (13)
These calculations are summarised in Table 4. We find, again
similarly to Sonnenfeld et al. (2013), that the slope estima-
tors which account for the averaging of the slope within radii
. RE provide the best agreement with γpl as measured in
the TM models. However, we also stress that the correspon-
dence is only approximate, and that inference on the mass
distribution is also dependent on the properties of the source
and the lensing configuration.
3.4 Alternative models
Under the assumptions of our default model, we find the
EELs to have Salpeter-like stellar-mass-to-light ratios and
halo structures which are inconsistent with dark-matter-only
predictions, implying both that these ETGs formed their
stars in different physical conditions from the Milky Way
and that baryonic processes play an important role in deter-
mining the central dark matter distribution. However, it is
possible that our modelling assumptions may be biasing our
inference on Υ? and γ(r < Re) (with the latter defined by
Equation 8) – in particular, the stellar-mass-to-light ratio
may not be spatially uniform, and the stellar orbits may not
be isotropic. Here, we investigate the nature of these poten-
tial biases and the extent to which they can be overcome or
quantified. We present a further suite of systematic tests in
Appendix A.
3.4.1 Models with a spatially varying Υ?
A possible explanation for the cuspy halo structure and high
IMF mismatch parameters that we infer for the majority of
the EELs may be the presence of negative radial gradients
in their stellar-mass-to-light ratios, due to trends in stellar
population properties such as the age, metallicity and the
IMF (e.g. Mart´ın-Navarro et al. 2015a; van Dokkum et al.
2016; Oldham & Auger 2017c). As our default model does
not allow for such a gradient, it may, in some cases, be forc-
ing the halo profile to be steep in order to reproduce the
slope of the total mass profile. Equally, it may be driving
our inference to high stellar mass-to-light ratios which may
only really exist in the central regions, where the surface
brightness profile is best constrained. Since strong lensing
and dynamics are purely gravitational probes, we cannot
formally distinguish between gradients in Υ?(R) and ρDM ;
however, by assuming simple parameterisations for each, we
can make some steps to explore the degeneracies between
them. We stress, however, that our results in this scenario
are dependent on the parametric forms that we adopt. With
this limitation in mind, we construct models for the EELs
in which the stellar-mass-to-light ratio is given by
log Υ? = log Υ?,1 − µML logR (14)
where Υ?,1 is the stellar mass-to-light ratio at a radius of 1
kpc. We make the deflection angle computations tractable
by fitting the Se´rsic profiles with multi-Gaussian expan-
sions (MGEs) using the publicly available code of Cappel-
lari (2002), and precalculating the deflections for each MGE
component individually; these can then be scaled by the
value of Υ?(R) at the width σk of the k
th Gaussian. We
note that, although the limiting behaviour of this model is
unrealistic, our data only probe the central regions of each
galaxy, which makes its large-radius behaviour unimportant.
Equally, due to the MGE decomposition, the finite width of
the innermost Gaussian prevents Υ?(R→ 0) from becoming
infinitely large1. We use a uniform prior on the stellar-mass-
to-light ratio gradient −1 6 µML 6 1 to reflect our lack of
prior knowledge of the gradient of Υ?(R). We refer to these
as the varying stellar-mass-to-l ight ratio models, or VML
models, in what follows.
Our VML and default models are nested models, such
that the VML model becomes the default when µML = 0.
Indeed, for eight out of the twelve systems, we infer |µML| <
0.1 which, given the systematic uncertainty due to our im-
posed parametric profile, we take to be consistent with a
spatially uniform stellar-mass-to-light ratio. Of the remain-
ing four systems, three (J0901, J1218, J2228) prefer radially
declining stellar-mass-to-light ratios (µML > 0.1). We there-
fore find them to also have less cuspy haloes than in their
default models (Figure 6). In particular, the inner slope of
J2228’s halo decreases from γ = 2.60+0.12−0.13 to γ = 0.73
+0.08
−0.07
due to its strong declining gradient µML = 0.41±0.03, such
that the halo density no longer becomes steeper than the
stellar mass in the central regions. The final system (J1605)
prefers a radially increasing stellar-mass-to-light ratio and
its halo structure is modified only weakly compared to its de-
fault model. Whilst varying stellar-mass-to-light ratios can
1 Specifically, Υ?(R = 0) = Υ?,1σ
−µML
1 where σ1 is the width
of the innermost Gaussian component in kpc.
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Figure 5. Comparison of the cumulative projected mass for models treating the total mass as a power law (blue) and separating the
dark and luminous components (red, with dark and luminous mass shown by dashed and dotted lines respectively). The Einstein radius
and Einstein mass are marked with black dashed lines. Though all models robustly reproduce the Einstein mass, the composite models
do not resemble power laws at the Einstein radius for all EELs, and the local logarithmic slope does not necessarily agree between the
two models. As shown in Table 4, it is approximately the average slope within the Einstein radius that the total-mass models robustly
recover.
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EEL γpl γ(R = RE) γ
(0.5,1.5RE)
avg γ
(0.05,1.5RE)
avg γ
′(R < RE)
J0837 2.14± 0.01 2.42± 0.12 2.42± 0.12 2.17± 0.11 2.27± 0.11
J0901 1.92± 0.02 2.32± 0.12 2.29± 0.11 2.11± 0.11 2.15± 0.11
J0913 2.08± 0.02 2.69± 0.13 2.62± 0.13 2.03± 0.10 2.29± 0.11
J1125 2.13± 0.01 1.91± 0.10 1.89± 0.09 1.90± 0.10 2.00± 0.10
J1144 2.28± 0.02 2.59± 0.13 2.58± 0.13 2.29± 0.11 2.33± 0.12
J1218 2.23± 0.01 2.32± 0.12 2.33± 0.12 2.08± 0.10 2.19± 0.11
J1323 2.09± 0.03 2.39± 0.12 2.34± 0.12 2.03± 0.10 2.15± 0.11
J1347 1.95± 0.02 2.90± 0.15 2.87± 0.14 2.62± 0.13 2.56± 0.13
J1446 2.16± 0.02 2.51± 0.13 2.48± 0.12 2.20± 0.11 2.27± 0.11
J1605 2.12± 0.02 2.22± 0.11 2.25± 0.11 2.06± 0.10 2.18± 0.11
J1606 2.18± 0.10 2.60± 0.13 2.56± 0.13 2.30± 0.11 2.32± 0.12
J2228 2.09± 0.03 2.71± 0.14 2.63± 0.13 2.16± 0.11 2.27± 0.11
Table 4. Comparison of lens models in which a power law profile with slope γpl is assumed for the total mass with slope estimators from
the composite models. As presented in Section 3.3, we consider the local logarithmic slope γ(R = RE), the average slope or power-law
interpolation between two radii R1 and R2, γ
(R1,R2)
avg , and the mean mass-weighted slope within RE , γ
′(R < RE). In general, the inferred
slopes γpl agree most closely with the average slope within ∼ RE . On the other hand, the local logarithmic slope γ(R = RE) does not
provide an accurate match to γpl. We emphasise, however, that the consistency remains approximate.
be explained by a scenario in which the age, metallicity
or IMF of the stellar populations varies spatially, previous
studies indicate that these effects should cause the stellar-
mass-to-light ratio to rise in the central regions (e.g. Mart´ın-
Navarro et al. 2015a). That our inference on J1605 is counter
to these expectations may indicate variety in ETG stellar
mass structure, but may equally reflect the limitations of
our VML models.
For the population as a whole, our inferences on µγ and
µαc do not change significantly: we now find µαc = 1.64 ±
0.18 and µγ′ = 1.12±0.22 when all systems are modelled as
one population, and µγ′1 = 1.50
+0.16
−0.19, µγ′2 = 0.09
+0.70
−0.09 when
modelled as being drawn from two populations; the latter re-
sults are included in Figure 4 (right). Whilst these results
are consistent with the default model results within 2σ, we
note that the marginally lower value of µγ,1 requires less ex-
treme contraction than the default models. Finally, Figure 7
shows our inferences on µML in this paradigm; we find that
µµml = −0.02 ± 0.07, implying no overall trend across the
population. (Note that removing the outlier, J1605, does not
change the significance of this result.)
On the one hand, then, this experiment shows that it
is possible to reduce the high values of γ′ that we infer for
some lenses. However, the additional flexibility of the VML
model does not change the general need for cuspy haloes
and Salpeter-like IMFs. Even if the stellar-mass-to-light ra-
tios in these systems do vary radially, the inferred deviations
from NFW-like haloes and Chabrier-like IMFs are robust.
We also stress that our inferences here may be dependent
on our choice of parameterisation for Υ?(R), and that thor-
ough systematic tests of this dependence are needed before
any strong claims can be made about the existence of Υ?
gradients in the EELs.
3.4.2 Orbital anisotropy
It is also possible that the assumptions made in our dynam-
ical modelling may bias our inference on the halo slope. In-
deed, Xu et al. (2017) have shown that ETGs in the Illustris
simulation, with similar stellar velocity dispersions to the
EELs, have mildly radial anisotropies β?(< 2Re) ∼ 0.2, and
that modelling their kinematics assuming β? = 0 can lead
to a systematic overestimation of their total density slopes
of order ∆γpl ∼ 0.1. We explore the possibility that a more
flexible dynamical model would reduce the gradient that we
require for some of the EELs’ dark matter haloes by con-
structing models in which the stellar orbital anisotropy β? is
also a free parameter, on which we include a Gaussian prior
such that β? ∼ N(0, 0.32) to encode our expectation, based
on previous observational results, that the stellar kinematics
at the centres of massive ETGs are close to isotropic (e.g.
Cappellari et al. 2007). However, we find that we are un-
able to constrain the anisotropy based on our data and that
whilst, in some cases, we simply recover the prior, in others
the anisotropy tends to a very large value, suggesting that
it is overfitting the data (which is unsurprising given that
our kinematic constraints are weak compared to the lensing
information). On the other hand, we find that fixing β? to a
mildly radial value can reduce our inference by ∆γ ∼ 0.1 in
some systems. We therefore regard the effect of neglecting
the anisotropy as non-negligible, but not a dominating factor
in our inference. We emphasise that more detailed kinematic
observations – and dynamical modelling – of strong lensing
systems will be key to overcoming this source of systematic
uncertainty in the future.
3.5 Comparison with simpler models
Our lens modelling paradigm makes use of a large number
of individual image pixels in multiple HST filters to inform
the mass model, and therefore has significantly more con-
straining power than simpler methods in which only robust
aperture mass measurements – i.e. the Einstein radius or
mass and the stellar velocity dispersion – are used as con-
straints (e.g. Auger et al. 2010; Sonnenfeld et al. 2015). We
can therefore use this simpler, more established method to
verify the robustness of our results.
We remodel the EELs using aperture mass measure-
ments only. For each EEL, we use the Einstein radius, taken
from Oldham et al. (2017a), to estimate the Einstein mass,
and combine this with the stellar velocity dispersion to con-
strain the same default mass model as in Section 2.2. Note
that, though this clearly has many fewer constraints (the
two aperture mass measurements as opposed to all the HST
c© 2017 RAS, MNRAS 000, 000–000
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Figure 6. Shifts in the inference on the mass-weighted halo slope
within the effective radius, γ(R < Re), for the four systems
which strongly prefer non-zero radial stellar-mass-to-light ratio
gradients (i.e. |µML| > 0.1). For three of these systems (J0901,
J1218, J2228), radially declining stellar-mass-to-light ratios are
preferred, resulting in less cuspy halo profiles. For J2228, this
effect is particularly striking, and offers a solution to the prob-
lem of this system’s default model in which the halo profile is
centrally steeper than that of the stellar mass. For the fourth
system (J1605), a radially increasing stellar-mass-to-light ratio is
preferred, but the effect of this shift on the halo profile is weaker.
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Figure 7. Inference on the gradient of the stellar-mass-to-light
ratio, µML, for the sample, as defined in Equation 11. For most
EELs, |µML| < 0.1 within 2σ, but a small number of systems
strongly prefer radially declining gradients. For these systems, the
negative gradient generally reduces the total stellar mass and the
inner halo slope that are inferred. One system (J1605) strongly
prefers an increasing radial gradient; this may be due to short-
comings in the parameterisation of Υ?(R) or in the Se´rsic profiles
describing the surface brightness, or it may be real, but we do not
investigate it further here.
pixels), it also has many fewer free parameters since there
is now no need to infer the source structure. (Effectively,
that was constrained at the same time as the Einstein ra-
dius, but the Einstein radius is very robust against changes
to a smooth source model. For a parametric source, this re-
moves six non-linear and one linear parameter per Se´rsic
component.) Our model therefore consists of parameters
~M = (M?,MDM (R < 2.5kpc), γ, rs). We show a compar-
ison of our inferences in this case with those obtained using
our default model in Figure 8; in all cases, we are consistent
within the 2D 2σ contours, and the uncertainties are many
times smaller when the full pixel data are used. In general,
the upper limit on the inference on M? in the aperture mass
models is set by the Einstein radius, and corresponds to
the case in which all the lensing is due to the stellar mass;
as no dark matter is then required, the contours in the γ
direction in these regions are unconstrained. It is also inter-
esting to note the nature of the degeneracy in the aperture
mass models: the data prefer either high stellar masses or
cuspy haloes, neither of which corresponds to the ‘vanilla’
Chabrier IMF + NFW halo model that might be the zeroth
order expectation.
4 DISCUSSION
We have presented models of the dark and luminous mass
structure of 12 massive ETG lenses, and found evidence that
the sample can be characterised as having (a) haloes which
deviate from dark-matter-only predictions and (b) heavy
stellar-mass-to-light ratios. We now place our results in the
context of previous work and consider their implications for
the physics of ETG evolution.
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Figure 8. Comparison of our inference on the mean halo slope within Re, γ(< Re), and IMF mismatch parameter αc in the case of pixel-
based models (the main subject of the paper, and shown in blue contours) and simpler models using only aperture mass measurements
as constraints (red contours). Our inferences are consistent for all EELs, though the uncertainties are many times smaller when the full
pixel data are used due to the much larger number of constraints. For the aperture mass models, the upper limit on the αc contours is
driven by the Einstein mass and corresponds to the case in which the lensing is entirely due to the stellar mass; in this regime, the halo
structure is unconstrained because it is not contributing to the lensing, which is why the contours are very extended in the γ(< Re)
direction. The shape of the degeneracy between γ(< Re) and αc is also interesting, since it excludes the ‘vanilla’ NFW+Chabrier IMF
model for virtually all systems.
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4.1 Stellar mass and the IMF
All of the EELs lenses have stellar masses which are heav-
ier than those predicted from their photometry assuming a
Milky-Way-like (i.e. Chabrier) IMF. This result is in agree-
ment with a number of other studies of ETGs using strong
lensing, dynamics and stellar population modelling (e.g.
Auger et al. 2010; Cappellari et al. 2012; van Dokkum &
Conroy 2010, but see also Smith & Lucey 2013), though
we are able to make a stronger claim than previous strong
lensing studies, as we have established that the need for a
Salpeter-like IMF is not removed by the implementation of
more flexible halo models than NFW profiles (though see
also Sonnenfeld et al. 2012, in which a similar halo model
was used for a single system, and similar conclusions drawn).
We have furthermore shown that a quarter of the EELs
lenses prefer to have radially declining stellar-mass-to-light
ratio gradients, but that the presence of such gradients does
not significantly reduce the mean IMF mismatch param-
eter of the population as a whole. This, then, underlines
and strengthens previous indications that the IMFs of mas-
sive ETGs are heavier than those in Milky-Way-like systems
– and, in particular, that their IMFs may vary spatially
(Mart´ın-Navarro et al. 2015a; van Dokkum et al. 2016) –
and that star formation must have occurred in correspond-
ingly different physical conditions in these galaxies.
4.2 Halo structure
We find a majority of the EELs lenses to have haloes
that are centrally steeper than the NFW expectation, with
µγ′ = 2.01
+0.19
−0.22, whilst a small number of systems have vir-
tually cored haloes, with µγ′ = 0.10
+0.33
−0.10. In the following
subsections, we consider each of these groups in detail, and
explore a possible explanation for the differences between
them.
4.2.1 Halo contraction in massive, isolated ETGs
That seven out of the ten EELs with well-constrained dark
matter properties have inner halo slopes that are signifi-
cantly steeper than NFW suggests that these haloes may
have been strongly contracted due to the inital cooling and
infall of baryons (Blumenthal et al. 1986; Gnedin et al.
2004). Indeed, we use the adiabatic contraction model of
Gnedin et al. (2004) to calculate the halo inner slope that
would result from a scenario in which both dark and bary-
onic components begin as NFW profiles and the baryonic
mass evolves into the inferred profile, and find that the typ-
ical halo inner slope that we would expect is 1.5 . γ . 2.0,
which is consistent with our inference on µγ′ for this popu-
lation. Our inferences are also in agreement with the more
realistic study of Duffy et al. (2010), which used high-
resolution hydrodynamical simulations to measure the im-
pact of adiabatic contraction on haloes in a cosmological
context. That study found that the haloes of isolated galax-
ies become contracted such that γ ∼ 2 in the presence of
weak supernova feedback, with the action of either AGN or
strong supernova feedback reducing this to 1.4 6 γ 6 2.
The EELs lenses are generally isolated systems (see Section
4.2.2); the cuspy structures that we have inferred may there-
fore be a result of these baryonic processes.
Previous studies of the halo structure of massive iso-
lated ETGs are few, but are nevertheless consistent with
our result. Sonnenfeld et al. (2012) used the larger-radius
constraints available for the rare double source plane lens
J0946+1006 to constrain the halo slope of that system to be
γ = 1.7±0.2, which they interpreted as evidence for contrac-
tion due to the initial infall of gas. Grillo (2012) combined
Einstein radius and velocity dispersion measurements with
simple stellar population models for a sample of 39 strong
lenses to constrain the average logarithmic density slope of
the population, which they found to be steep but depen-
dent on the assumed IMF (γ = 2± 0.2 for a Chabrier IMF
and 1.7± 0.5 for a Salpeter IMF). Additionally, Napolitano
et al. (2010) found an anticorrelation between the central
dark matter density and galaxy size which they interpreted
as evidence for halo cuspiness. In our modelling paradigm,
which allows us to constrain the inner slopes of individual
galaxies with higher precision, we find that the majority of
the EELs are consistent with – and strengthen – these pre-
vious conclusions. In the following subsection, we now turn
to the smaller number of systems whose haloes are not well
described in this paradigm.
4.2.2 Halo expansion in dense environments
On the other hand, the evolution of the smaller group of
systems with cored haloes (J0913, J1125 and J1323) ap-
pears to have been dominated by different processes from
those explored in Section 4.2.1. Whilst the initial infall of
gas onto the halo can cause contraction as described above,
simulations have also shown that dynamical heating due to
the accretion of satellite material and AGN-driven outflows
can remove dark matter from the central regions of ETGs
at later times (Laporte et al. 2012; Martizzi et al. 2012).
It is possible that the systems with shallow haloes have ex-
perienced strong halo heating due to these processes; for
instance, they may reside in denser environments and thus
have experienced higher accretion rates, or have experienced
more significant AGN activity.
Firstly, we note that J1323 is unusual amongst the EELs
as the lens is the bulge of a disky galaxy that has clear spiral
structure at large radii and has an anomalously low central
stellar velocity dispersion. It is therefore possible that this
is a fundamentally different type of galaxy from the other
EELs lenses, and may have been primarily subject to dif-
ferent physical processes in its central regions. The result of
Dutton et al. (2013), which showed that strong lensing and
gas kinematics favour γ < 1 in six massive spiral galaxies,
is consistent with this picture.
We investigate the possibility that the shallow cusps
in the haloes of the other two systems (J0913 and J1125)
are due to particularly high rates of accretion of satellite
material in dense environments by comparing their local en-
vironments with those of the other EELs. For each EEL,
we select all galaxies within a physical projected radius of
X = (0.5,1,1.5) Mpc from the lens and a redshift within
0.05 of the lens using the SDSS/DR9 PhotoObjAll, Photoz
and SpecPhotoAll tables, where we verify the robustness of
our results by considering the three different radii and both
photometric and spectroscopic redshift catalogues.
Whilst J0913’s environment is indistinguishable from
those of the other EELs when this measure is used, J1125 is
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a striking outlier, with almost twice as many nearby galax-
ies as any other lens. Interestingly, J1606 has the next high-
est number of nearby galaxies, offering (weaker) evidence
that this system may also occupy – and indeed be the ‘cen-
tral’ of – a dense environment; in our inference, we find the
central dark matter fraction of this lens to be extremely
low (fDM = 0.03 ± 0.02) and the halo inner slope uncon-
strained, which would be consistent with a scenario in which
dark matter has been removed from the central regions of
this system due to dynamical heating. In Figure 9, we show
VI colour images of J1125, J1606 and J0913 (which repre-
sents a ‘typical’ isolated EEL); these qualitatively support
our initial impression that J1125 and J1606 may occupy
denser environments than the other systems, and suggest
some intriguing hints about the evolution of the dark haloes
of ETGs. A number of observations-based studies have also
found the haloes of brightest-cluster galaxies (BCGs) to be
shallower than NFW in their central regions (Newman et al.
2013; Oldham & Auger 2016b), providing further tentative
evidence for a role for the large-scale environment in shaping
the halo (see also Section 4.2.3).
4.2.3 Systematically varying halo structure?
The results of the previous two subsections motivate us to
consider that ETG halo structure varies systematically with
large-scale environment. As suggested by Newman et al.
(2015), ETGs in the centres of dense environments such as
groups and clusters may have less cuspy haloes than their
counterparts in the field due to the higher accretion and
merging rates experienced by the former, leading to stronger
dynamical heating. This is a scenario which could coher-
ently explain previous results on the scale of isolated ETGs
(Grillo 2012; Sonnenfeld et al. 2012, 2015 and Section 4.2.1)
and group- and cluster-scale ETGs (Newman et al. 2015,
2013; Oldham & Auger 2016b and Section 4.2.2). Since the
EELs for which we infer cuspy halo structures appear not
to reside in the centres of dense groups, whereas one of the
two ETGs with sub-NFW haloes is potentially associated
with a group (we exclude J1323 from this discussion due
to its clear morphological differences from the rest of the
sample), this scenario is broadly consistent with our results.
In Figure 10, we put the EELs in the context of previous
results on cluster- and group-scales (Newman et al. 2013;
Oldham & Auger 2016b; Newman et al. 2015; Sonnenfeld
et al. 2012, 2015) to show that tentative evidence for such
an environmental dependence does seem to persist to higher
masses.
This sequence of increasing halo expansion in increas-
ingly dense environments suggests a scenario in which the
dark matter haloes of ETGs become initially contracted due
to the infall of gas, and are subsequently heated during the
accretion events which also cause them to grow in size, with
the degree to which this heating erases the initial contrac-
tion signature dependent on the amount of accretion that a
particular galaxy experiences. On the other hand, the fact
that we do not have an explanation for the sub-NFW halo
in J0913 highlights the possibility that other processes, such
as AGN-driven outflows, may also play an important role
in evolving the halo. Based on current results, the scenario
suggested here is compelling, but more studies on all mass
scales are needed to test it further. We plan to extend the
models presented here to a ∼ 5 times larger sample of field
ETG lenses from SLACS in a future work. We also note the
progress that is being made in constraining halo properties
in galaxy clusters (Jauzac et al. 2017), which will be highly
complementary to our work.
4.2.4 Limitations at large radii
In terms of the halo, we note that the main limitation of
our current modelling paradigm is that we are unable to re-
cover the halo structure at large radii due to the absence of
mass probes on these scales. The distribution of RE/Re for
the EELs has a median of ∼ 0.5, such that the lensing only
probes the mass in the central regions; though the velocity
dispersion is measured over a larger aperture (∼ 1Re), this
is luminosity-weighted which means that it is also most con-
straining in the centre. Since the majority of the lenses are
isolated systems, there are no substantial dynamical tracer
populations such as satellite galaxies at larger radii, and the
weak lensing signal or X-ray emission of an individual object
at z ∼ 0.3 would be prohibitively low to measure. We are
therefore unable to make meaningful inference on the halo
scale radius rs, and find that its posterior distribution either
resembles the prior (which is uniform for 0 6 rs 6 200kpc;
this is the result for most systems), or becomes unreasonably
small (and comparable to the effective radius of the light).
The former scenario is uninformative and prohibits inference
on larger-radius mass measures such as the virial mass; the
latter scenario leads to virial masses which are unreasonably
low, and may be a sign of a mismatch between the true halo
structure and the gNFW model that we are using to describe
it (indeed, we see a similar effect in simulations when true
and model haloes become particularly mismatched; see the
Appendix).
We note that previous strong lensing studies have also
generally predicted halo masses below abundance matching
expectations based on stellar population modelling of the
galaxy colours (Auger et al. 2010; Sonnenfeld et al. 2015).
One option to make progress would be to use abundance
matching expectations for the virial mass as a large-radius
mass constraint; however, these relations have a large scat-
ter and so do not have much constraining power. Moreover,
the fact that we explicitly find stellar masses which require
a heavier IMF than that assumed in the construction of
abundance matching relations (i.e. heavier than a Chabrier
IMF) makes the physical reasoning behind adding this con-
straint tenuous. We suggest that a better way to connect
these high-precision measurements of the inner halo struc-
ture with constraints on larger scales will be statistically, by
comparing inferences on samples of strong lenses such as the
EELs with inferences on samples in which, for instance, the
weak lensing signal is significant (Sonnenfeld et al. 2017b).
It is likely that making this connection will also require the
investigation and adoption of more flexible halo models than
the gNFW profile.
4.2.5 Halo structure and star formation physics
To facilitate comparison with previous observation- and
simulation-based studies, we compute the projected dark
matter fractions fDM within 5 kpc. Recently, Xu et al.
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(2017) compared the dark matter fractions of ETGs in the
Illustris simulation with those inferred by Sonnenfeld et al.
(2015) for the SLACS+SL2S strong lens samples, and found
that the former have systematically higher central dark mat-
ter fractions at fixed velocity dispersion (fDM ∼ 0.4 − 0.5,
compared to fDM ∼ 0.2 − 0.3 for the SLACS+SL2S sam-
ples at σ? ∼ 220 kms−1, the median velocity dispersion of
the EELs). In that comparison, however, it was not possible
to identify whether this tension was due to limitations in
(a) the strong lens modelling or (b) the star formation and
feedback models in the simulation. Here, our use of more
extensive lensing information and more general mass mod-
els (i.e. a gNFW halo instead of NFW, and a Se´rsic stellar
mass profile instead of de Vaucouleurs) allows us to test
the first possibility. Table 2 includes the dark matter frac-
tions implied by our lens models, and Figure 11 shows where
these inferences place the EELs relative to SLACS+SL2S
and the Illustris ETGs. We find that, though our sample
size is small and our lenses span only a small range in ve-
locity dispersion, they appear to show a similar offset from
the simulated ETGs to that of the SLACS+SL2S samples.
It is possible that the modelling techniques of both Sonnen-
feld et al. (2015) and this study are biased in a similar way,
although this is unlikely given the large differences between
them – most importantly, we use the full pixel information,
whereas the former used aperture mass measurements as in
Section 3.5. This result therefore seems to confirm the find-
ing of Xu et al. (2017) that the star formation and feedback
prescriptions implemented in the Illustris simulation do not
predict realistic central dark matter fractions in ETGs. We
intend to carry out a more detailed comparison with the new
results from IllustrisTNG in the future.
4.3 The evolution of massive ETGs
We have found evidence that massive ETGs have heavy
stellar-mass-to-light ratios, that a significant fraction prefer
radially declining stellar-mass-to-light ratios, and that there
is a dispersion in inner halo slope which may correlate with
environment. These results are consistent with a scenario
in which the halo structure varies systematically across the
ETG population and the stellar populations formed in dif-
ferent physical conditions from Milky-Way-like systems, as
presented in the previous sections. We now attempt to draw
these two results together to develop a coherent picture for
the evolution of both the dark and the luminous mass.
Firstly, the steep central halo slopes of the majority
of EELs suggest that these haloes have been contracted by
the initial infall of gas. On the other hand, previous stud-
ies of ETGs in the centres of (a) groups and (b) clusters
have found theirs haloes to be (a) only mildly contracted
and (b) expanded, and a simple investigation of the environ-
ments of the EELs with expanded haloes suggests that at
least some of them may also reside in denser environments.
This seems to indicate that the large-scale environment of an
ETG may be important in determining the halo structure in
its inner regions such that, though all haloes initially expe-
rience some contraction, those in denser environments are
subsequently subject to stronger heating processes due to
satellite accretion, which undoes some of the initial contrac-
tion. This raises the question of whether the IMF mismatch
should also exhibit an environmental dependence. That is,
10 arcsec
J1125
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J1606
10 arcsec
J0913
Figure 9. HST VI images showing the local environments of
the EELs. J1125 (top) appears to occupy a denser environment
than the other EELs, and this is supported by simple counts
of the number of galaxies within a fixed projected distance and
redshift range from the lens using SDSS. We suggest that the
shallow central dark matter slope in this lens may be a result of
its active accretion history as the massive member of a galaxy
group. J1606 (middle) also appears to occupy a relatively dense
environment, and has a very low central dark matter fraction
and an unconstrained halo slope, whilst J0913 (bottom) has an
environment typical of the remaining EELs (i.e. largely isolated).
Our inferences are consistent with a scenario in which the central
halo structure is related to the large-scale environment, though
our small sample size means that we cannot make a strong claim.c© 2017 RAS, MNRAS 000, 000–000
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Figure 10. A summary of inferences on the stellar mass and
dark matter halo slope for ETGs. The mean mass-weighted halo
slope within the effective radius appears to become increasingly
shallow in ETGs in denser environments. This may reflect a real
environmental dependence of the relative importance of different
baryonic processes, such that the dark halo is more significantly
heated in dense environments where the rate of merging and ac-
cretion events is higher.
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Figure 11. Comparison of the projected dark matter fractions
within 5 kpc, fDM (< 5kpc), of the EELs and SLACS lenses (Son-
nenfeld et al. 2015) and ETGs in the Illustris simulation (Xu et
al. 2017). Similarly to the SLACS lenses, the EELs lenses appear
to have significantly lower central projected dark matter frac-
tions than the simulated galaxies. Note that two lenses, J1323
and J1446, have velocity dispersions σ? < 180kms
−1 and so are
not shown on this plot.
the higher rate of the accretion of lower-mass, Milky-Way-
like satellites – which formed their stars in Milky-Way-like
conditions and so have Milky-Way-like IMFs – in BCGs rel-
ative to field galaxies might also reduce the effective IMF of
the final system (e.g. Sonnenfeld et al. 2017a) in addition to
expanding its halo. If the accreted matter is preferentially
deposited at large radii, it may also lead BCGs to have IMF
gradients as a function of radius. On the other hand, the
much greater spatial extent of the halo relative to the stel-
lar mass may make it more sensitive to the large-scale envi-
ronment. The role of AGN outflows in modifying the dark
and luminous mass structure also remains unclear. These
are questions which we cannot answer on the basis of the
small sample of lenses presented in this work – though we
note that a number of our systems have both cuspy haloes
and high stellar masses – but which we hope to address in
future studies.
5 SUMMARY AND CONCLUSIONS
We have combined pixel-based strong lens modelling with
Jeans dynamical modelling to construct models for the dark
and luminous mass structures of 12 isolated ETGs at z ∼ 0.3
and have reached the following conclusions.
(i) Most of the EELs have dark matter haloes which are
centrally steeper than the NFW profile and are consistent
with being drawn from a Gaussian distribution with mean
γ(R < Re) = 2.01
+0.19
−0.22. This is consistent with a scenario in
which the evolution of their haloes has been dominated by
an early contraction event due to the initial infall of baryons.
(ii) A small number of systems have shallow central halo
slopes, which may be associated with differences in their
morphologies and environments. Moreover, a comparison of
the EELs – which are generally isolated systems – with pre-
vious inferences on the halo slope in group- and cluster-scale
ETGs presents tentative evidence that the halo structure
may vary systematically with environment. In this scenario,
haloes in denser environments would be shallower as a con-
sequence of their more active accretion histories and conse-
quent strong dynamical heating.
(iii) The EELs have stellar masses which universally re-
quire IMFs which are heavier than Chabrier, and are con-
sistent with being drawn from a Gaussian population with
a mismatch parameter relative to a Chabrier IMF αc =
1.80 ± 0.14 (i.e. close to Salpeter). This demonstrates that
allowing flexibility in the halo structure does not remove
the need for non-Chabrier IMFs in ETGs. Furthermore, a
quarter of our sample prefer radially declining stellar-mass-
to-light ratio gradients. This supports previous results im-
plying that the physical conditions in which ETGs first form
stars may be fundamentally different to those in Milky Way.
Extending these methods to larger lens samples will allow
a more thorough hierarchical analysis of the trends within
the population of isolated ETGs and will be the subject of
a future work.
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APPENDIX A: SYSTEMATIC TESTS
In the tables and figures in this paper, we show the statis-
tical uncertainties from our MCMC sampling; however, in
addition to the alternative models that we have explored in
Section 3.4, there are a number of further systematic uncer-
tainties introduced by our modelling assumptions. In reality,
the following effects, neglected in our analysis, will lead to
larger uncertainties:
(i) Non-zero uncertainty on the stellar light distribution
(ii) Non-zero central black hole mass
(iii) The possiblity that the dark halo is flattened and/or
offset from the stellar mass
(iv) Deviations of the halo mass structure from the para-
metric forms used
(v) Deviations of the source luminosity structure from the
parametric forms used.
In this section, we quantify these additional sources of un-
certainty.
A1 Stellar mass
Firstly, to make the lens modelling computationally feasible,
we carry out our lensing and dynamical modelling with the
stellar light distribution fixed according to the maximum-
posterior profile that was inferred in Oldham et al. (2017a).
That study simultaneously modelled the light from the lens
and the source such that the two components were robustly
disentangled; nevertheless, the lens light distribution is only
known as a posterior probability distribution with some fi-
nite width. By treating this distribution as a delta function,
we are underestimating our uncertainty on the mass param-
eters. To quantify this extra uncertainty, we randomly draw
lens light distributions from the posteriors of a subset of the
lenses and rerun the inference. Figure A1 (top left) shows
the scatter in our inference on the mass parameters for 5
independent model runs for a single lens (note that we per-
formed 15 runs overall, but show a representative sample
here for clarity): we find additional uncertainties of ±0.10
in αc, ±0.09 in γ and ±0.04 in logMproj . These are gen-
erally of the order of the statistical uncertainties on those
parameters (i.e. small), and are typical across the sample.
A2 Black holes
A second potential source of bias in our inference on the
mass of the dark and luminous components is the fact that
we are ignoring the presence of the central black hole. Based
on the MBH − σ? relation (McConnell & Ma 2013), the
median velocity dispersion 〈σ?〉 = 223 kms−1 of the EELs
lenses corresponds to a black hole massMBH ∼ 3.9×108M.
In contrast, the median Einstein mass of the EELs lenses
is 〈MEin〉 = 1.1 × 1011M; the black hole mass therefore
makes a negligible (∼ 0.3%) contribution to the total lensing
mass. Equally, since our inference on the central potential is
driven by information at the Einstein radius, the deviation
of the potential from our models at R = 0 should not have
a significant effect.
Nevertheless, given that we infer steep total mass slopes,
it is important to quantify any potential bias that could
arise from ignoring this contribution. We therefore run two
additional tests for a subset of lenses. First, we run mod-
ified models in which a black hole is included. We assume
the black hole to be concentric with the halo and baryonic
components and infer its mass along with the other mass pa-
rameters; in this case, we are unable to obtain meaningful
constraints on the black hole mass and find it to be con-
sistent with zero. Given the very small contribution of any
realistic black hole to the projected mass within the Ein-
stein radius, this is not a surprising result. Secondly, we
rerun a set of models which now include black holes with
fixed mass. To check extreme cases, we consider black hole
masses MBH = (1, 5, 10, 50)×108M; in all these cases, our
inference does not change within the statistical uncertain-
ties. Figure A1 (top right) summarises these tests.
A3 Flattened and offset haloes
A further possible source of bias is our assumption that the
dark matter haloes are spherical and concentric with the
light. It is possible that the halo may be flattened, though
simulations suggest that the halo is generally rounder than
the light (Abadi et al. 2010; Zemp et al. 2012). The median
axis ratio for the EELs lens light profiles, q = 0.8 ± 0.1,
therefore sets a lower limit on the range of halo axis ratios
that we might expect. The halo may also be offset from the
stellar mass due to recent merger events: whilst CDM simu-
lations constrain dark/light offsets to be less than the gravi-
tational softening length of the simulations (350 pc; Schaller
et al. 2015), offsets have been inferred to exist in some strong
lensing galaxy clusters (Harvey et al. 2017, though see also
Massey et al. 2017).
Whilst we do not attempt to constrain the axis ratios
or spatial offsets of the haloes in our sample – we are un-
able to make meaningful inference on the axis ratio, and
allowing spatial offsets would prohibit the use of simple dy-
namical models – we construct a suite of simulated lenses
to investigate the bias that is introduced by modelling flat-
tened, offset haloes using spherical, non-offset lens models.
We generate synthetic high-signal-to-noise HST-like images
of fake lens systems in which the source light is given by a
single Se´rsic profile and the lensing mass is the linear sum
of (1) a stellar mass component with a spatially uniform
stellar-mass-to-light ratio and a Se´rsic light profile and (2) a
gNFW halo which is flattened and/or offset from the stellar
mass. We consider halo axis ratios in the range qh = (0.8, 1)
to span the axis ratio range of the stellar light profiles of
the EELs, and spatial offsets up to 0.1 kpc (corresponding
to ∼ 2% of the half-light radius of a typical EEL).
Figure A1 (bottom) shows the results of these tests.
For the flattened, concentric case, we find that inference
on M?, γ and logMDM is robust against the simplifying
assumption of a spherical halo. For offset haloes, on the
c© 2017 RAS, MNRAS 000, 000–000
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Figure A1. Systematics in the construction of lens models for the EELs. Drawing from the posterior distribution of the lens light
parameters introduces additional uncertainty on the mass model parameters that are of the order to the statistical uncertainties (upper
left); neglecting a massive central black hole has negligible impact on the inference (upper right). Assuming the halo is spherical introduces
a small systematic bias into the inference (though assuming the halo is concentric with the stellar mass could introduce a larger bias;
lower row).
other hand, we find that the accuracy of our inference on
the mass parameters depends on the cuspiness of the halo
but is relatively insensitive to the flattening. Our recovery
of the halo slope deteriorates from ∆γ/γ = 0.04 for cuspy
haloes (γ = 2) to ∆γ/γ = 0.25 for NFW haloes (γ = 1). Our
recovery of logM? and logMDM is worse than this, how-
ever. For cuspy haloes (γ = 2), we find ∆M?/M? ∼ 0.3 and
∆MDM/MDM ∼ −0.3, whereas for NFW haloes (γ = 1),
we underestimate M? and overestimate MDM by a similar
fraction. If the haloes of the EELs lenses are significantly
offset from the baryonic distributions, then, this could lead
to a systematic bias in our results. We emphasise, however,
that there is no theoretical or observational evidence for the
existence of such offsets in field galaxies, and that the BCGs
in which offsets have been tentatively inferred occupy very
different environments from the EELs lenses, which, as iso-
lated systems, are likely to be more dynamically relaxed
than BCGs at cluster centres.
A4 Non-gNFW haloes
We also use our simulations to test the bias introduced by
modelling non-gNFW haloes using a gNFW profile. Whilst
the NFW profile provides a good description of dark haloes
in the absence of baryonic physics, simulations including pre-
scriptions for baryonic processes which reproduce many of
the observed scaling relations in galaxies on dwarf to Milky
Way mass scales are better described by a yet more gen-
eral form of the NFW profile in which the outer slope and
break softening also vary (though the variation can be well
parameterised by the stellar-to-halo mass ratio; Di Cintio et
al. 2014). Comparable studies have not yet been carried out
for massive ETGs (as it is much more computationally ex-
pensive to simulate such massive galaxies in large numbers),
but it is unlikely that a gNFW profile can provide a complete
description of the halo on these scales either. Furthermore,
when we use gNFW profiles to fit the adiabatically con-
tracted haloes that we calculated for the EELs (Section 3),
we find residuals of ∼ 20% at intermediate radii; this is be-
cause adiabatic contraction acts to ‘pinch’ a pristine NFW
c© 2017 RAS, MNRAS 000, 000–000
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halo such that the halo remains NFW-like in these regions,
whereas the gNFW profile forces the halo slope to steepen
monotonically with radius.
We test the robustness of our interpretation of γ as the
inner slope of the dark matter profile by simulating lenses
with haloes described by Jaffe profiles (with inner and outer
slopes γ = 2 and γ = 4 respectively, and a softer break than
our gNFW parameterisation). We find our inference on γ
using gNFW models recovers truth within 4% (Figure A1,
bottom row). This indicates that γ is indeed recovering the
inner halo slope, regardless of the slope at larger radii and
the strength of the break. Though lensing is sensitive to the
projected mass, the contribution of the outer regions, where
the halo structure starts to differ substantially, is sufficiently
small as to have a negligible effect on our inference on the
properties of the central regions.
A5 Parametric versus pixellated models
A further potential source of uncertainty is our requirement
that the background galaxies follow Se´rsic light distribu-
tions. Whilst this is not an unreasonable assumption given
the fact that these sources are also ETGs (i.e. they are pas-
sive), it does restrict the parameter space to some extent.
We therefore construct pixellated source models for all the
systems, using pixellated lens modelling techniques based
closely on Vegetti & Koopmans (2009). The inference in this
case is completely independent of the parametric models,
and the source structure is subject to very different assump-
tions as it is now governed by a regularisation rather than
an analytic profile. In general, we find that our inference on
the mass structure scatters around the posteriors inferred
in our parametric models with a scatter which is of the or-
der of the statistical uncertainties; therefore, the choice of
source model does not appear to be a significant source of
uncertainty in our inference.
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