In this paper we study the so-called random waypoint (RWP) 
Introduction
In this paper we study one of the most popular synthetic mobility models called the random waypoint model (RWP). In the RWP model a node (i.e. a mobile user) moves directly towards the next waypoint at a certain velocity v. Once the node reaches the waypoint the next waypoint is drawn randomly from the uniform distribution over A. Similarly, the velocity for the next leg is drawn independently from a velocity distribution. Furthermore, it is possible to introduce "thinking times" when the node reaches each waypoint.
RWP model was originally proposed in [JM96] and has since then been studied actively, especially within the context of Ad Hoc networks. The spatial node distribution in the RWP model has been studied, e.g. in [BRS03, BW02, NC04] . In [HLNV04] we have derived an analytical formula for the stationary node distribution in an arbitrary convex domain A in plane, and later, in [HV04] the analysis was extended to R n . Furthermore, the connectivity properties of Ad Hoc networks have been studied in [Bet04] (including the RWP model).
To our knowledge, the effects of the RWP model to cellular network models have been only briefly studied in [BRS03] , where the authors limit themselves to study a domain consisting of α×β identical rectangles and are able to derive a brute force equation for the mean number of cell changes during a one transition (leg), which then allows them to determine the mean cell change rate (handover rate) as well. In this paper we take a more general approach and consider a system of n nodes moving according to RWP model in an arbitrary convex domain A ⊂ R 2 which is divided into arbitrary pointwise disjoint partitions corresponding to, e.g., cells in a mobile cellular network. As the nodes in the RWP model are assumed to move independently of each other we can consider a system with a single node without loss of generality. First we concentrate on the characterisation of the RWP process from the point of view of a given cell. The interesting quantities in this case are:
• the mean arrival (and departure) rate into cell j, denoted by λ j = 1/R j , where R j is the mean time between two arrivals to cell j
• the mean sojourn time in cell j, denoted by S j , and its distribution ("service time")
More generally, one could be interested in the distributions of these quantities, but often the mean values are sufficient and in this paper we concentrate on those. Alternatively one can consider the system from the mobile node's point of view. As a corollary of the mean arrival rates into different cells one also obtains the mean handover rate in the network.
The rest of the paper is organized as follows. First, in Section 2 we formally describe the RWP process, make some remarks on its properties, and restate the main results of the earlier work. Then, in Section 3 the analytical formulae for determining the mean arrival rates into an arbitrary cell are first derived. Then, results for some related measures and an extension to a RWP model with thinking times are presented and discussed. Section 4 contains some numerical examples and Section 5 the conclusions.
Random Waypo nt Model
Let random variable P i denote the ith waypoint, P i ∼ U(A), and random variable v i the velocity of the node on the ith leg, v i ∼ v. In the RWP model it is assumed that P i 's and v i 's are all independent. With this notation the RWP process (of a single node) is defined by an infinite sequence of triples,
First we note that in the RWP process the consecutive legs are not independent as they share a common waypoint. However, in many cases, as pointed out in [BRS03] , one can consider independent legs, i.e. the respective independent random point process (IRP),
Furthermore, we note that the RWP process is "time reversible" in the sense that any path along the waypoints P 0 , P 1 , . . . , P n is equally likely to occur as the time reversed path, P n , P n−1 , . . . , P 0 . A direct consequence of this is the fact that arrival rates across any line segment or border are equal in both directions. In other words, the average number of customers moving from cell i to cell j per time unit is equal to the number of customers moving from cell j to cell i per time unit (cf. a detailed balance in Markovian theory [Nor97] ). However, this process lacks the memoryless property of Markov chains, because it is obvious that due to the used mobility model a node arriving from a certain cell is more likely to continue in the same direction and depart the cell at the opposite border of the cell.
Node Distribution in RWP Model
Next let us recap the main results from [HLNV04] . Let a 1 = a 1 (r, φ) denote the distance from point r ∈ A to the border of A in direction φ. Similarly, let a 2 denote the distance to the border in opposite direction, i.e.
The stationary distribution of a node moving according to RWP model is given by (see [HLNV04] )
where parameter C is the normalisation constant,
where is the mean length of leg and A the area of the domain A. Hence, the mean leg length can be obtained by normalisation,
The values of the important constants related to the RWP model for some regular domains (unit disk, unit box and hexagon) are presented in Table 1 .
Mean Transition Times
In the basic form of the RWP process the velocity of the node is assumed to be a constant v = 1 on all legs, in which case the mean transition time is clearly equal to the mean length of leg. In a more general form we have a velocity distribution, denoted by f v (v), from which we draw a velocity for each leg independently. In other words, on each leg i the node travels on a constant velocity v i , which is drawn from the velocity distribution f v (v) at the start of the ith leg. Letting T i denote the transition time on ith leg we have
where i and v i are independent random variables. Hence, the mean transition time, i.e. the time from one waypoint to another, is given by [BHPC04, HLNV04]
where the quantity
corresponds to the probability distribution of the node's velocity at an arbitrary point of time. In the rest of the paper we assume that
as otherwise all the nodes eventually stop moving (see [YLN03, BHPC04, HLNV04] ). A typical choice for the velocity distribution is the uniform distribution from v min to v max , which yields
where we assume that v min > 0 in order to have a finite 
Analysis of the System
We assume that the domain A is partitioned into n subdomains, A j , j = 1, . . . , n. Each A j corresponds to cell j. Without loss of generality we consider a system with a single user. The results for a system with m independent and identically moving users are straightforward to obtain from the single user results.
Handover Rates
As mentioned already, our first aim is to determine the mean handover rates (or arrival rates). To this end, let λ ij denote the handover rate from cell i to cell j, i.e. the average number of nodes moving from cell i to cell j per unit time. Consequently, the total handover rate (or arrival rate) into cell j, denoted by λ j , is given by
From the mobile node's point of view the interesting quantities are, e.g., the mean handover rate (in the network) and the expected number of times a mobile node has to make a handover during a typical call. In our case the mean handover rate in the network is easy to obtain, as it is simply the sum of the arrival rates into different cells,
and the mean number of handovers during a call is λ · T , where T denotes the duration of the call. Note that for a system with m > 1 users the arrival rates into cells are simply m times the respective arrival rate in a single user system. The handover rate from the mobile node's perspective naturally remains unchanged. Furthermore, let random variable H denote the number of handovers occurring within a single leg. For the mean E [H] we have an elementary relationship [BHPC04] 
where
Note that, unlike the handover rates (λ's), the number of handovers within a single leg, denoted by H, is independent of the velocity distribution (term C v exists also in the denominator of λ tot ). 
Mean Sojourn Time
One interarrival cycle to cell j is illustrated in Fig. 1 . Let p j denote the probability of finding a node in cell j.
From Fig. 1 we obtain an elementary relation,
i.e. Little's result for a system with one customer [GH98, Ros00] . Thus, it is enough to know any two unknowns in (7) and the third one can be easily determined. Using the results from [HLNV04, HV04] we can easily compute p j 's and thus we need to find a way to compute either the mean sojourn time S j or the mean time between two consecutive arrivals R j = 1/λ j . In this paper we present a general analytical formula for evaluating λ ij 's and λ j , which then allows us to compute S j as well.
Mean Flow Across a Curve
From (1) one can identify that the quantity
is the specific flux at point r in direction φ, i.e. the expected rate of crossings across a differential line segment perpendicular to direction φ per unit length of the segment and per unit angle. Note that if the velocity of the node is a constant, v = 1, we
which is the flux per unit length across a differential line segment at r pointing to the direction θ. Consequently, the total flux crossing a given curve C from one side to the other is given by
where θ(dr) is the direction of the tangent at point r. In particular, when C is a closed curve, the total flux from outside to inside is given by the contour integral
where the integral is taken in the anti-clockwise direction.
Consider next a line segment S from point r to point r + s as depicted in Fig. 2 . Denote by u s the unit vector along s,
From Eq. (8) one obtains that in this case the flux, i.e. the mean rate of transitions, across the line segment S = (r, r + s) in one direction is given by
(10) Thus, using one of Eqs. (8)- (10) we can compute the mean arrival rate into a cell. Consequently, together with Eqs. (7) and (1), we are also able to determine the mean sojourn time in the cell, S j = p j /λ j . Note that if one is only interested in the mean sojourn time then the normalisation constant C is cancelled, i.e.
where ∂A j is the boundary of A j . Thus, the mean sojourn time in a cell is directly proportional to E [1/v].
Mean Flow Across a Straight Cut
First we make the observation that new legs are generated uniformly at the rate
per unit time and per unit area. This observation gives us an alternative way to determine the total flux into a convex cell A j . In particular, by conditioning on the turning points being outside A j we get (IRP)
where B j (r) represents the area of the set of suitable destination points B j (r),
i.e. the set of such points r that the line segment r → r crosses the cell A j . If A j is a convex set separated from A by a straight line, then Eq. (11) can be further simplified since then the integrand is constant, B j (r) = A j for all r ∈ A\A j , and consequently,
In other words, the flux across any cut obtained by a straight line is a function of the areas, the mean leg length and the mean transition time. Note that it is straightforward to generalise this formula to R n , i.e. to the case where nodes move according to RWP model in a convex subset of R n (see [HV04] ). Furthermore, in R 2 combining Eq. (12) with Eq. (10) gives us the identity,
Let us consider next an arbitrary convex domain A, which has been divided into n partitions by m straight cuts. Each cut j splits the domain into two domains with areas A j and A−A j . Note that in this case A i ∩A j is not necessarily an empty set. The mean arrival rate across cut j, in both directions, is given by Eq. (12),
and hence the mean handover rate in the whole cellular network is given by
Consequently, the mean number of handovers per transition, denoted by E [H], is given by
which is, obviously, independent of the velocity distribution. We emphasize that Eq. (14) holds for an arbitrary convex domain A which has been divided into cells by m arbitrary straight cuts.
Th nk ng T mes
One popular extension to the standard RWP model is to add so-called thinking times at the turning points, i.e. when a node reaches a waypoint it waits a certain random time interval before taking a new direction towards the next waypoint. Assume that the thinking times are i.i.d. random variables, τ i ∼ τ , with mean τ . Formally, the RWP process is now defined by the infinite sequence of quadruples,
Let P m denote the proportion of the time the node is moving, and similarly, let P s denote the proportion of the time the node is still. As the lengths of the movement and the stopping periods are independent and the periods alternate we have, [RS02, BHPC04, HLNV04]
Let p * j and p j denote the probabilities that a node is inside cell j in a model with and without thinking times, respectively. Then,
A similar relation holds for the arrival rates. Let λ j denote the mean arrival rate into cell j without thinking times, and λ * j the mean arrival rate with thinking times. Then it is easy to see that,
The mean sojourn time in a cell again follows from Little's result, i.e.
from which we can identify a quantity corresponding to the mean number of turns a node takes during a visit in cell j, which is clearly independent of the possible thinking times. Accordingly, denoting this quantity by N (T ) j , we have
Note that this quantity includes also such visits where the node takes no turns inside the cell.
Convex Cells and Number of Turns
and consequently,
Also we have
By combining the last two equations with Eq. (15), we obtain a formula for the probability that an arriving node has the next waypoint within the (convex) cell A j ,
In particular, if A j and A \ A j are both convex whence Eq. (12) holds and one obtains P{N By combining the above equations we finally get,
Using the above we can also derive an estimate for the asymptotic behaviour of the sojourn time S j . Namely, for a large enough t we have
from what we deduce that
, when t 1. In other words, the tail distribution of the sojourn time S j decreases approximately exponentially for t 1,
Figure 3: The handovers in 3 × 3 grid occur across 4 identical cuts, each of which separates the unit square into two domains with areas 1/3 and 2/3 (right fig.) 
Scaling the Domain and the Mean Velocity
Assume that the original domain A is scaled by a factor q > 0 in order to obtain a new domain A * . Furthermore, the velocity in the new domain is set to v * instead of constant 1. In other words, the node location at time t is given by r
where r(t) is the node location in the original "mathematical model" and r * (t) the node location in "real life scenario". Then, the following relations between the key performance figures hold:
(17)
Numerical Examples

Regular Grid Cells in Unit Square
Our first example is similar to the one considered by Bettstetter et al. in [BHPC04] , where they consider a rectangular area divided into α × β identical rectangular cells. The authors first present a brute force method for computing the mean number of cell changes (i.e. handovers) per transition by considering so-called Manhattan distance between each pair of cells, and then compute the mean cell change rate (handover rate) using the relation Eq. (6).
However, even a more general case can be easily solved by using Eq. (14).
Example 1: For a regular 3 × 3 grid the partitioning consists of 4 identical cuts with A j = 1/3 and (A − A j ) = 2/3, as depicted in Fig. 3 . Substituting these into Eq. (14) gives us the mean number of handovers per transition,
which matches with the result obtained in [BHPC04] by rather tedious numerical calculations. Example 2: Similarly, it is straightforward to show that for an arbitrary n × m grid consisting of identical rectangular cells the mean number of handovers per transition is given by
which can also be written as
in order to show the asymptotic behaviour. 2 For the symmetric case n = m Eq. (18) reduces to
for which we have the obvious estimate,
Furthermore, combining this with Eq. (6) gives us an estimate for the handover rate in a unit square divided into n × n cells,
Regular Cells in Unit Square
Three possible example applications of Eq. (12) are illustrated in Fig. 4 . In all cases, the flows across the shaded area and each of the white areas can be calculated using Eq. (12), and consequently the total arrival rate into the shaded cell can be determined as a sum of the arrival rates across each border. Hence, with a little effort one obtains
In Fig. 5 the resulting arrival rates are depicted as a function of parameter h. In cases (a) and (b) the resulting arrival rate increases monotonically as h increases from 0 to 1/2. In case (c) the arrival rate first increases and reaches the maximum at point h = 1/3, and then decreases to zero as h → 1. Nonetheless, parameter h is easy to adjust in all cases so that a desired arrival rate into the shaded cell is attained.
Unit Disk: sector cell
In order to verify our results let us next consider a simple example of a unit disk which is split into two areas along the x-axis, i.e. the upper and the lower half disks. Let r = (−t, 0) as depicted in Fig. 6 . Then, the distance to the border in direction φ is
For now assume that the node moves at the constant velocity of v = 1. Then, the mean arrival rate to, e.g. the upper half disk is given by
where we have utilised the symmetry. From Table 1 we obtain that the mean length of leg in a unit disk is = 128/(45π) ≈ 0.905, and hence the mean arrival rate can be determined by evaluating the integral. Numerically we obtain the mean arrival rate of 0.276. On the other hand, this symmetric case can also be obtained from Eq. (12),
Note that the flux in one direction across a radius of the disk is λ/2. Therefore, the flux inside an arbitrary sector of the unit disk is again λ. In particular, let the partitioning be given by a set of central angles, {φ j }, j = 1, . . . , n, where φ j > 0 ∀ j and j φ j = 2π. Due to the symmetry we have
and consequently the mean sojourn time in sector j is
Hence, for the basic case of upper and lower half disk we obtain the mean sojourn time of S j = 256/45π ≈ 1.811.
Unit Disk: circular cell
Consider first a unit disk and a concentric disk with radius r inside it as depicted in Fig. 7 . Without loss of generality we consider point (0, r). It is easy to see that in this case the distance to border in directions φ and φ + π are given by (see [HLNV04] )
where φ is the angle anti-clockwise away from the tangent at point (0, r). It follows that the flux of arriving customers into a cell with radius r is, The mean arrival rate into a concentric circular cell, λ(r), is depicted in Fig. 8 as a function of the cell radius r for the case v = 1 (constant). It can be seen that the mean arrival rate reaches the maximum, λ ≈ 0.511, at a cell radius of r ≈ 0.553. Fig. 9 illustrates the respective mean sojourn time, S(r), which naturally goes to infinity as r → 1. For small values of r we have
and consequently S (0) = π/2 ≈ 1.571. Furthermore, S (r) > π/2 ∀ r > 0.
Translated Disk
Consider next a more general case where the disk representing the cell has a different center. In particular, let λ(r, d) denote the mean arrival rate into a disk with radius r located d units away from the origin. The situation is illustrated in Fig. 10 with two cells. Cell 1 resides totally inside the RWP domain, while the cell 2 is partly outside the RWP domain. The angle α 0 defines the part of the boundary that must be taken into account in the integration, α 0 , . . . , π. Similarly as above, starting from Eq. (8) with a little effort one obtains In Fig. 11 the mean arrival rate into circular cells with different values of the cell (center) distance from the origin is depicted as a function of the cell radius. Obviously, the circular cell having a center at origin obtains the highest mean arrival rate. As the center of the cell moves further way from the origin, the maximum arrival rate is obtained at a larger value of radius r.
Similarly, in Fig. 12 the equivalue contours of the mean arrival rate λ(r, d) into a circular cell are depicted. On the x-axis is the radius of the cell r and on the y-axis the distance from the cell center to the origin.
The resulting mean sojourn times for different values of the cell radius r are illustrated in Fig. 13 as a function of the distance between the centers of the disks. For small values of r the mean sojourn time is essentially a constant until the cell moves near the border of the unit disk. Near the border the mean sojourn time first increases due to the fact that most of the visiting nodes make a turn inside the cell instead of passing through it. Then, as d continues to increase and the intersection of the disks becomes smaller the mean sojourn time decreases smoothly to zero.
Mapping to Pedestrian Model
Suppose that the circular cell in unit disk with radius r corresponds to a cell with a radius of r * = 100 m in a real life scenario. Furthermore, assume that the mobile users move with a constant velocity of 3 km/h = As we are interested in the solutions with 0 < r < 1, we must have 
Hexagonal Cellular Network
The last example serves as a more reasonable model for a cellular network. The node is assumed to move with a velocity of 1 in a unit disk. The cellular network consists of 19 cells arranged symmetrically as illustrated in Furthermore, we assume that a node moves at a constant velocity of 1. By numerical calculation we obtain that the arrival rate into the center cell 1 is approximately 0.352. For comparison, the largest disk which fits inside the hexagon cell 1 has a radius of r 1 = 1/4, while the smallest disk covering the same hexagon cell has a radius of r 2 = 1/2 √ 3. The arrival rates into such circular cells are approximately 0.326 and 0.367, respectively. The rest of the numerical values are presented in Table 2 . Thus, the arrival rate is highest into cell 1 and lowest into cell 3, as the intuition suggests.
The actual handover rates between different cell types are (see Fig. 14 Note that here we mean by λ 2,2 = 0.049 the handover rate from type 2 cell to one of the type 2 neighbouring cells. Hence, the total arrival rate into type 2 cell is Similarly, the handover rate the mobile node experiences is 2.37 per unit time. For example, if we assume that the unit disk corresponds to a disk with 400 m radius in real life, and assume that mobile users move at a constant velocity of 3 km/h, then v = 1/480 and on average 0.59 handovers occur during a typical 2 min call.
From the table one can also note that the mean sojourn time in different cells varies quite a lot. For example the mean sojourn time in cell 4 is almost twice the mean sojourn time in cell 3. Cells 1 and 2 have equal sizes but are in different locations. The mean sojourn time in cell 2 is somewhat longer than in cell 1. This can be explained by the fact that a node arriving to a cell nearer to the border is more likely to have the next waypoint in the same cell, where as in the case of, e.g. cell 1, a considerable proportion of the arriving nodes pass directly through the cell.
In particular, we note that the mean number of turns per visit, denoted by N (T ) j , tends to be strongly dependent on the distance of the cell to the boundary. In the example hexagonal cellular network N 4 . Hence, the visits in the cells 1 and 2 is typically "pass through" type of movement, where as in the cells 3 and 4 the arriving node typically makes one turn before exiting.
Some Remarks on Applicability of the RWP Model
In the RWP model a node takes turns, i.e. changes its direction, on average at the rate of
denote the rate at which turns occur inside a given cell j. As the turning points, i.e. the waypoints, are uniformly distributed over the whole domain A we have
.
is much smaller than the arrival rate to cell, λ j , i.e. if f (T ) j λ j , then the majority of the nodes arriving to cell just pass through it and the usability of the RWP model can be argued. In other words, if the area is much larger than the cell, i.e. A A j , then the RWP model hardly characterises the possible intra cell movement.
Also, as mentioned before, in [YLN03] the authors also pointed out that the velocity distribution of the RWP model should be chosen so that the quantity E [1/v] is finite. Otherwise, in the stationary distribution all the nodes are still.
Composite RWP Mobility Model
As a straightforward extension to overcome the (possible) problem with too straight movement, one could split the area into N overlapping domains denoted by D j . Then, whenever the waypoint belongs to more than one domain, the node first picks the next target domain among those domains the current waypoint belongs to with some fixed probabilities and then the next waypoint is chosen uniformly from the chosen domain. The conditional pdf of the node location for each domain is still given by (1) with appropriate weights, which are easy to determine by considering the mean rate of turns in each cross section.
This kind of approach could be used to model, e.g. big office buildings, inside a city area. One could, e.g. use a 3-dimensional RWP process to model the mobile users inside the buildings and a 2-dimensional process for the mobile users located outside the buildings. The "exchange" area (cross section) would be located at the bottom of the building.
Conclusions
In this paper we have derived analytical formulae for the mean arrival rate into an arbitrary cell of cellular network when the nodes, i.e. the mobile users, move according to the random waypoint mobility model. The mean handover rate in the network, i.e. the rate at which a mobile node moving according to RWP model makes handovers, is a direct corollary from the mean arrival rates into different cells. Furthermore, the knowledge of the mean arrival rate together with previously known formulae for the spatial node distribution allow us to derive also the mean sojourn time a cell. For convex cells we were able to derive the probability that an arriving node has the next waypoint within the cell. This quantity characterises the the frequency of turns along the path from the point of view of a cell. Implications from introducing so-called thinking times at the turning points were also discussed and the corresponding formulae were presented.
The analytical results were illustrated by several numerical examples and some remarks were made concerning the applicability of the RWP mobility model to the simulation of cellular networks. For simulation purposes the formulae allow one to adjust other parameters like the shapes and sizes of the cells, mean velocity and the number of nodes, so that the simulation setup matches, as well as possible, with the modelled system.
