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Abstract
Davis and Knuth in 1970 introduced the notion of revolving se-
quences, as representations of a Gaussian integer. Later, Mizutani
and Ito pointed out a close relationship between a set of points deter-
mined by all revolving sequences and a self-similar set, which is called
the Dragon, from the viewpoint of symbolic dynamical systems. We
will show how their result can be generalized by a completely different
approach.
Introduction
In 1970, C. Davis and D. E. Knuth [1] introduced the notation of revolving
representations of a Gaussian integer: for any z = x+ iy with x, y ∈ Z, there
exists a revolving sequence (δ0, δ1, . . . δn) such that
z =
n∑
k=0
δn−k(1 + i)k,
where δk ∈ {0, 1,−1, i,−i} with the restriction that the non-zero values must
follow the cyclic pattern from left to right:
· · · → 1→ (−i)→ (−1)→ i→ 1→ · · ·
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For instance, they gave the following example:
−5 + 33i = (1 0 0 0 (−i) (−1) i 1 0 (−i) 0)1+i.
It is natural to ask how many representations each Gaussian integer has.
The answer is four, proven by Davis and Knuth [1]. More precisely, one each
in which the right-most non-zero value takes on the values 1,−1, i,−i.
Let W be the set of all revolving sequences and define the set
X :=
{ ∞∑
n=1
δn(1 + i)
−n : (δ1, δ2, δ3, . . . ) ∈ W
}
.
Notice that each revolving sequence determines a complex number and X is
a set of points in the complex plane. The set X is shown in the left half of
Figure 1. Mizutani and Ito [6] proved the following theorem using techniques
from symbolic dynamics:
Theorem 0.1 (Mizutani-Ito, 1987).
(i) The set X is tiled by four Dragons {Dk, k = 0, 1, 2, 3}, that is
X =
3⋃
k=0
Dk =
3⋃
k=0
ikD,
where D = ψ1(D) ∪ ψ2(D) is the self-similar set generated by{
ψ1(z) = (
1−i
2
)z,
ψ2(z) = (
−1−i
2
)z + 1−i
2
.
(0.1)
(ii)
λ(Dk ∩Dk′ ) = 0, for each k 6= k′ .
In the same paper, they mentioned an interesting question. Define an-
other set X∗ by
X∗ :=
{ ∞∑
n=1
δn(1 + i)
−n : (δ1, δ2, δ3, . . . ) ∈ W
}
.
Notice that δn moves on the unit circle counterclockwise instead of clock-
wise. The set X∗ is shown in the right half of Figure 1. Computer simulations
suggested to Mizutani and Ito that X∗ seems to be a union of four Le´vy’s
curves; however, they could not give a mathematical proof.
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Figure 1: X (left) and X∗ (right)
Recall that Le´vy’s curve is a continuous curve with positive area. It was
introduced by Paul Le´vy in 1939 [5]. It is a self-similar set P = ψ1(P )∪ψ2(P )
which can be generated by the similar contractions{
ψ1(z) = (
1+i
2
)z,
ψ2(z) = (
1−i
2
)z + 1+i
2
.
(0.2)
Kawamura in 2002 [4] finally gave a proof of Mizutani and Ito’s conjecture.
It is worth mentioning that the proof is very short and completely different
from Mizutani and Ito’s approach.
Le´vy’s curve and Dragon are very different: one is a continuous curve
while the other is a tiling fractal; however, both are self-similar sets. So, it is
natural to ask if there is a generalized relationship between sets of revolving
sequences and self-similar sets. In particular, we are interested in describing
self-similar sets which arise from more general revolving sequences, where the
90 degree angle of rotation is replaced with a more general angle.
1 Generalized Revolving Sequences
First, let θ be an angle with −pi < θ ≤ pi and a rational multiple of 2pi. More
precisely, there are p, q ∈ IN such that |θ| = 2piq
p
. Define
∆θ := {0, 1, eiθ, e2iθ, · · · e(p−1)iθ}.
Definition 1.1. A sequence (δ1, δ2, . . . ) ∈ ∆INθ satisfies the Generalized Re-
volving Condition (GRC), if
3
Figure 2: Xα,θ : (α, θ) = (
1+i
2
, pi
10
) (left) and (α, θ) = (1−i
2
, pi
3
) (right)
1. δ1 is free to choose.
2. If δ1 = δ2 = · · · = δk = 0, then δk+1 is free to choose.
3. Otherwise, δk+1 = 0 or δk+1 = (e
iθ)δj0(k) where j0(k) = max{j ≤ k :
δj 6= 0}.
Notice that δk moves on the unit circle counterclockwise if θ > 0, and
clockwise if θ < 0. Roughly speaking, j0(k) is the last time before k that δj
is on the unit circle.
Define Wθ as the set of all generalized revolving sequences with parameter
θ:
Wθ := {(δ1, δ2, · · · ) ∈ ∆INθ : (δ1, δ2, · · · ) satisfies the GRC},
and for a given α ∈ C such that |α| < 1, define
Xα,θ :=
{ ∞∑
n=1
δnα
n : (δ1, δ2, δ3, . . . ) ∈ Wθ
}
. (1.1)
Notice that each generalized revolving sequence determines a complex
number and Xα,θ is a set of points in the complex plane. Two examples of
Xα,θ are shown in Figure 2. It is not hard to imagine that Xα,θ is a union of
self-similar sets; however, it is not immediately clear which iterated function
system generates these self-similar sets.
Using a similar approach as in [4], the following theorem is obtained.
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Theorem 1.2. For given parameters α ∈ C such that |α| < 1 and |θ| = 2piq
p
≤ pi,
the closure of Xα,θ is a union of p copies of Kα,θ:
Cl(Xα,θ) =
p−1⋃
l=0
(eiθ)lKα,θ,
where Kα,θ = ψ1(Kα,θ) ∪ ψ2(Kα,θ) is the self-similar set generated by the
iterated function system (IFS):{
ψ1(z) = αz,
ψ2(z) = γz + α,
(1.2)
where γ = αeiθ.
Remark 1.3. Young [7] gave a partial result of Theorem 1.2 under the RTG
Undergraduate Summer Research Program.
Notice that both Mizutani-Ito’s and Kawamura’s results are included in
this setting as special cases. It is clear that Xα,θ is a union of Dragons if
α = 1−i
2
and θ = −pi/2. If α = 1−i
2
and θ = pi/2, then Xα,θ is a union of
Le´vy’s curves generated by{
ψ1(z) = (
1−i
2
)z,
ψ2(z) = (
1+i
2
)z + 1−i
2
.
(1.3)
Notice that (1.3) is different from (0.2). Recall the celebrated theorem of
Hutchinson [3]: For any finite family of similar contractions ψ1, ψ2, . . . , ψm
on Rn, there exists a unique self-similar set X ⊂ Rn, which is a unique non-
empty compact solution of the set equation X = ψ1(X)∪ψ2(X)∪· · ·∪ψm(X).
However, the converse is not true. In fact, a self-similar set can be con-
structed by many different families of similar contractions. One of the chal-
lenges of this type of question is to find a suitable pair of contractions which
matches the position of the set Xα,θ exactly.
Before presenting the proof, let us define some notation. Let the binary
expansion of x ∈ [0, 1] be
x =
∞∑
n=1
ωn(x)2
−n, ωn(x) ∈ {0, 1}.
For those x ∈ [0, 1] which have two binary expansions we choose the
expansion which is eventually all zeroes. However, fix ωn(x) = 1 for every n
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if x = 1. Let q(x, n) =
∑n
k=1 ωk(x). In other words, q(x, n) is the number of
1’s occurring in the first n binary digits of x. By convention, q(x, 0) = 0.
In [4], the present author considered the functional equation:
fα,γ(x) =
{
αfα,γ(2x), 0 ≤ x < 1/2,
γfα,γ(2x− 1) + (1− γ) 1/2 ≤ x ≤ 1,
(1.4)
where α and γ are complex parameters satisfying |α| < 1, |γ| < 1, and proved
the following.
Theorem 1.4 (Kawamura, 2002).
(i) There exists a unique bounded solution fα,γ : [0, 1]→ C of (1.4). It has
the explicit expression
fα,γ(x) = (1− γ)
∞∑
n=1
ωn(x)α
n−1−q(x,n−1)γq(x,n−1), 0 ≤ x ≤ 1.
(ii) The unique bounded solution fα,γ(x) is continuous if γ = 1− α.
Observe that the closure of the image of this bounded solution: fα,γ([0, 1])
is a self-similar set generated by ψ1(z) = αz and ψ2(z) = γz + (1− γ).
Now, consider a slightly different functional equation:
Gα,γ(x) =
{
αGα,γ(2x), 0 ≤ x < 1/2,
γGα,γ(2x− 1) + α, 1/2 ≤ x ≤ 1,
(1.5)
where α and γ are complex parameters satisfying |α| < 1, |γ| < 1.
As a modification of Theorem 1.4, we have
Lemma 1.5.
(i) There exists a unique bounded solution Gα,γ : [0, 1]→ C of (1.5). It has
the explicit expression
Gα,γ(x) =
∞∑
n=1
ωn(x)α
n−q(x,n−1)γq(x,n−1), 0 ≤ x ≤ 1. (1.6)
(ii) The unique bounded solution Gα,γ(x) is continuous if γ = 1− α.
Notice that Gα,γ(x) = (α/(1−γ))fα,γ(x). This can be seen from the func-
tional equations: If Gα,γ(x) satisfies (1.5), set fα,γ(x) = ((1− γ)/α)Gα,γ(x).
Then fα,γ(x) satisfies (1.4).
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Proof of Theorem 1.2.
Let γ = αeiθ. Notice that Cl
(
Gα,αeiθ([0, 1])
)
= Kα,θ.
Let j1 := min{j : δj 6= 0} and define a subset of Xα,θ as follows.
X1,α,θ :=
{ ∞∑
n=1
δnα
n : δj1 = 1, (δ1, δ2, δ3, . . . ) ∈ Wθ
}
.
Now, we prove Cl(Gα,αeiθ([0, 1])) = Cl(X1,α,θ).
From the previous lemma, we have
Gα,αeiθ(x) =
∞∑
n=1
ωn(x)α
n−q(x,n−1)(αeiθ)q(x,n−1)
=
∞∑
n=1
αnωn(x)(e
iθ)q(x,n−1).
Let δn = ωn(x)(e
iθ)q(x,n−1). Since ωn(x) ∈ {0, 1} and q(x, n) =
∑n
i=1 ωi(x),
it is clear that (δ1, δ2, δ3 · · · ) satisfies the GRC with the restriction that the
first non-zero value is 1. Therefore, Gα,αeiθ([0, 1]) ⊂ X1,α,θ.
Conversely, take a point z ∈ X1,α,θ generated by a sequence (δ1, δ2, δ3, · · · ).
Construct a sequence of 0 and 1 by
ωn(x) =
{
0, if δn = 0,
1, if δn 6= 0.
If δn = 0 for infinitely many n, then ωn = 0 for infinitely many n,
and there is a point x with binary expansion x =
∑∞
n=1 ωn(x)2
−n so that
z = Gα,αeiθ(x).
On the other hand, if δn = 0 for only finitely many n, then z can be
approximated arbitrarily closely by points in X1,α,θ with δn = 0 infinitely
often. Therefore, X1,α,θ ⊂ Cl(Gα,αeiθ([0, 1])).
Thus,
Cl(Xα,θ) =
p−1⋃
l=0
(eiθ)lCl(X1,α,θ) =
p−1⋃
l=0
(eiθ)lCl(Gα,αeiθ([0, 1])) =
p−1⋃
l=0
(eiθ)lKα,θ.
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Remark 1.6. From Lemma 1.5, Gα,αeiθ(x) is continuous if αe
iθ = 1− α so
that Gα,αeiθ([0, 1]) is a closed set. Thus, in this case,
Xα,θ =
p−1⋃
l=0
(eiθ)l(Gα,αeiθ([0, 1])) =
p−1⋃
l=0
(eiθ)lKα,θ,
and Xα,θ is closed; however, we do not know if Xα,θ is closed in general.
Many more questions may arise naturally. For instance,
1. Cl(Xα,θ) is a union of a finite number of self-similar sets; however, do
they overlap each other? If so, what is the measure of the overlap?
More precisely, define Kj := (e
iθ)jK1α,θ. If j 6= j ′ , what is λ(Kj ∩Kj′ )?
In fact, Mizutani and Ito proved that λ(Kj ∩Kj′ ) = 0 for the Dragon’s
case. Computer simulation suggests that the answer depends on given
parameter α and θ. Note if |α| < 1√
2
then dimH(K
1
α,θ) < 1, so λ(Kj) =
0 for any j.
2. What is the Hausdorff dimension of Cl(Xα,θ)? If K
1
α,θ satisfies the
open set condition (OSC), we have dimH(Cl(Xα,θ)) = dimH(K
1
α,θ) =
dimB(K
1
α,θ) =
ln 2
− ln |α| . However, how can we check if K
1
α,θ satisfies the
OSC? This is in general a very difficult problem. See the reference [2].
2 Koch’s curve and Signed Revolving Sequences
Theorem 1.2 shows a direct relationship between generalized revolving se-
quences and self-similar sets generated by the IFS (1.2). In other words,
Theorem 1.2 suggests a new parametrized expression of self-similar sets.
However, many interesting self-similar sets are not generated by the IFS
(1.2). For instance, Koch’s curve, a famous self-similar set, is generated by
a different pair of two similar contractions:{
ψ1(z) = αz,
ψ2(z) = γz + α,
(2.1)
where α = 1/2 + (
√
3i/6), γ = 1/2− (√3i/6).
It is natural to ask what kind of sequences are related to Koch’s curve; or
more generally to self-similar sets generated by the IFS (2.1). As an analogy,
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let α ∈ C such that |α| < 1 and γ = αeiθ, where |θ| = |2piq
p
| ≤ pi. Let K2α,θ be
the self-similar set generated by (2.1) and consider
p−1⋃
l=0
(eiθ)lK2α,θ.
Our next goal is describing this finite union of self-similar sets by a suitable
set of sequences.
Consider the following functional equation:
G2α,θ(x) =
{
αG2α,θ(2x), 0 ≤ x < 1/2,
(αeiθ)G2α,θ(2x− 1) + α, 1/2 ≤ x ≤ 1,
(2.2)
where α ∈ C such that |α| < 1 and |θ| = |2piq
p
| ≤ pi.
Lemma 2.1. There exists a unique bounded solution of (2.2), and it has the
following explicit expression.
G2α,θ(x) =
∞∑
n=1
ωn(x)(e
iθ)
∑n−1
k=1 (−1)k+1ωk(x)
n∏
j=1
ηj, 0 ≤ x ≤ 1, (2.3)
where η1 = α and ηj+1 = ηj for j = 1, 2, . . . .
Proof. First, we show that (2.3) is a solution of (2.2).
Suppose 0 ≤ x < 1/2 so that ω1(x) = 0 and ωn+1(x) = ωn(2x). Then
G2α,θ(x) =
∞∑
n=2
ωn(x)(e
iθ)
∑n−1
k=1 (−1)k+1ωk(x)
n∏
j=1
ηj
= α
∞∑
n=1
ωn+1(x)(e
−iθ)
∑n
k=2(−1)kωk(x)
n∏
j=1
ηj+1
= α
∞∑
n=1
ωn(2x)(e
−iθ)
∑n−1
k=1 (−1)k+1ωk(2x)
n∏
j=1
ηj
= αG2α,θ(2x).
Next, suppose 1/2 ≤ x ≤ 1 so that ω1(x) = 1 and ωn+1(x) = ωn(2x− 1).
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Then
G2α,θ(x) = α +
∞∑
n=2
ωn(x)(e
iθ)
∑n−1
k=1 (−1)k+1ωk(x)
n∏
j=1
ηj
= α + α
∞∑
n=1
ωn+1(x)(e
iθ)1−
∑n−1
k=1 (−1)k+1ωk+1(x)
n∏
j=1
ηj+1
= α + (αeiθ)
∞∑
n=1
ωn(2x− 1)(e−iθ)
∑n−1
k=1 (−1)k+1ωk(2x−1)
n∏
j=1
ηj
= α + (αeiθ)G2α,θ(2x− 1).
To show the uniqueness, let B([0, 1]) be the space of bounded functions
f : [0, 1]→ C with the supremum norm:
‖f‖ = sup
x∈[0,1]
|f(x)|.
Define the map T : B([0, 1])→ B([0, 1]) by
(Tf)(x) =
{
αf(2x), 0 ≤ x < 1/2,
(αeiθ)f(2x− 1) + α, 1/2 ≤ x ≤ 1.
Then
(Tf − Tg)(x) =
{
α(f − g)(2x), 0 ≤ x < 1/2,
(αeiθ)(f − g)(2x− 1), 1/2 ≤ x ≤ 1.
So
|(Tf − Tg)(x)| =
{
|α||(f − g)(2x)|, 0 ≤ x < 1/2,
|α||(f − g)(2x− 1)|, 1/2 ≤ x ≤ 1,
and therefore
‖Tf − Tg‖ ≤ |α|‖f − g‖.
Thus, T is a strict contraction on B([0, 1]), and therefore T has a unique
fixed point of f (Tf = f).
Next, define the Signed Revolving Condition.
Definition 2.2. A sequence (δ1, δ2, . . . ) ∈ ∆INθ satisfies the Signed Revolving
Condition (SRC), if
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1. δ1 is free to choose,
2. If δ1 = δ2 = · · · = δk = 0, then δk+1 is free to choose,
3. Otherwise, δk+1 = 0 or
δk+1 =
{
(e+iθ)δj0(k), if j0(k) is odd,
(e−iθ)δj0(k), if j0(k) is even,
where j0(k) := max{j ≤ k : δj 6= 0}.
Notice that δk+1 can move on the unit circle in either direction, depending
on j0(k). For example, the following sequence satisfies the SRC:
0→ 1→ −i→ 0→ 1→ i→ 0→ 0→ 1→ . . . ,
while the following sequence does not:
0→ 1→ −i→ 0→ 0→ −1→ 0→ i→ 0→ . . . .
Note that in the latter sequence, δ3 6= 0, so the next nonzero δ would have
to move counterclockwise along the unit circle; however, the next nonzero δ
actually moves in the opposite direction.
Define W±θ as the set of all signed revolving sequences with parameter θ:
W±θ := {(δ1, δ2, . . . ) ∈ ∆INθ : (δ1, δ2, . . . δk, . . . ) satisfies the SRC},
and for a given α ∈ C such that |α| < 1, define
X2α,θ :=
{ ∞∑
n=1
δn
n∏
j=1
ηj : (δ1, δ2, . . . ) ∈ W±θ
}
,
where η1 = α and ηj+1 = ηj for j = 1, 2, . . . . Four examples of X
2
α,θ are
shown in Figure 3.
Theorem 2.3. Let K2α,θ be the self-similar set generated by the IFS{
ψ1(z) = αz,
ψ2(z) = (αe
iθ)z + α,
where α ∈ C s.t.|α| < 1 and |θ| = 2piq
p
≤ pi. Then
p−1⋃
k=0
(eiθ)kK2α,θ = Cl(X
2
α,θ).
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Figure 3: X2α,θ : (α, θ) = (
1
2
+
√
3i
6
,−pi
3
) (top left), (α, θ) = (1
2
+
√
3i
6
, pi
3
) (top
right), (α, θ) = (1
2
+
√
3i
6
, pi
6
) (bottom left), (α, θ) = (1
2
+
√
3i
6
,−pi
6
) (bottom
right)
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Proof.
Notice that K2α,θ = Cl(G
2
α,θ([0, 1])). Let j1 := min{j : δj 6= 0} and define
X21,α,θ =
{ ∞∑
n=1
δn
n∏
j=1
ηj : δj1 = 1, (δ1, δ2, . . . ) ∈ W±θ
}
. (2.4)
Let δn := ωn(x)(e
iθ)
∑n−1
k=1 (−1)k+1ωk(x) as in Lemma 2.1. The proof that
Cl(G2α,θ([0, 1])) = Cl(X
2
1,α,θ) is similar to the arguments used in the proof of
Theorem 1.2, and is therefore omitted. Thus,
Cl(X2α,θ) =
p−1⋃
l=0
(eiθ)lCl(X21,α,θ) =
p−1⋃
l=0
(eiθ)lCl(G2α,θ([0, 1])) =
p−1⋃
l=0
(eiθ)lK2α,θ.
3 Other types of self-similar sets and alter-
nating sequences
Recall that any similar contraction can be expressed as a composition of
scaling maps, rotations, reflection and translations. Two similar contractions
ψ1, ψ2 : C→ C can be normalized so that z = 0 is the fixed point of ψ1, and
z = 1 is the fixed point of ψ2 without loss of generality. This leads to four
different cases:
{
ψ1(z) = αz,
ψ2(z) = γz + (1− γ),
(3.1)
{
ψ1(z) = αz,
ψ2(z) = γz + (1− γ),
(3.2)
{
ψ1(z) = αz,
ψ2(z) = γz + (1− γ),
(3.3)
{
ψ1(z) = αz,
ψ2(z) = γz + (1− γ),
(3.4)
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where α and γ are complex parameters satisfying |α| < 1, |γ| < 1.
Notice that both (1.2) and (2.1) are slightly different from (3.1) and (3.2)
respectively. However, the corresponding self-similar sets are essentially the
same. To see this, let ψ1, ψ2 : C→ C be contractions with fixed points z = 0
and z = β ∈ C respectively, and let K be the unique compact set satisfying
K = ψ1(K) ∪ ψ2(K). Define
ψ∗1(z) :=
ψ1(βz)
β
, ψ∗2(z) :=
ψ2(βz)
β
,
so that the fixed points of ψ∗1 and ψ
∗
2 are z = 0 and z = 1 respectively. Then,
the set K∗ := K/β satisfies
K∗ =
ψ1(K)
β
∪ ψ2(K)
β
=
ψ1(βK
∗)
β
∪ ψ2(βK
∗)
β
= ψ∗1(K
∗) ∪ ψ∗2(K∗).
We have discussed the first two types of self-similar sets generated by
(3.1) and (3.2), but not the type generated by (3.3). Notice that the self-
similar sets generated by (3.4) are essentially the same as those generated by
(3.3).
As an analogy, let α ∈ C such that |α| < 1 and γ = αeiθ where
|θ| = |2piq
p
| ≤ pi. Let K3α,θ be the self-similar set generated by the IFS{
ψ1(z) = αz,
ψ2(z) = γz + α.
(3.5)
Consider
p−1⋃
k=0
(eiθ)kK3α,θ.
Our interest is describing this finite union of self-similar sets by a set of
sequences in a manner similar to (1.1) and (2.4).
Consider the following functional equation:
G3α,θ(x) =
{
αG3α,θ(2x), 0 ≤ x < 1/2,
(αeiθ)G3α,θ(2x− 1) + α, 1/2 ≤ x ≤ 1.
(3.6)
Lemma 3.1. There exists a unique bounded solution of (3.6), and it has the
following explicit expression.
G3α,θ(x) =
∞∑
n=1
ωn(x)e
iθ(q(x,n−1) mod 2)
n∏
j=1
ξj(x), 0 ≤ x ≤ 1, (3.7)
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where
ξj(x) =
{
α, if q(x, j − 1) = even,
α, if q(x, j − 1) = odd. (3.8)
Remark 3.2. Notice that (3.8) can be expressed as follows. Set ξ1(x) = α,
ξj+1(x) =
{
ξj(x) if ωj(x) = 0,
ξj(x), if ωj(x) = 1,
for j = 1, 2, 3, · · · .
Proof.
First, we show that (3.7) is a solution of (3.6). Suppose 0 ≤ x < 1/2.
Notice that ω1(x) = 0, ωn+1(x) = ωn(2x) and q(2x, n− 1) = q(x, n), so that
ξn+1(x) = ξn(2x). Therefore,
G3α,θ(x) = α
∞∑
n=2
ωn(x)e
iθ(q(x,n−1) mod 2)
n−1∏
j=1
ξj+1(x)
= α
∞∑
n=1
ωn+1(x)e
iθ(q(x,n) mod 2)
n∏
j=1
ξj+1(x)
= α
∞∑
n=1
ωn(2x)e
iθ(q(2x,n−1) mod 2)
n∏
j=1
ξj(2x)
= αG3α,θ(2x)
Next, suppose 1/2 ≤ x ≤ 1. Notice that ω1(x) = 1, ωn+1(x) = ωn(2x− 1)
and q(2x− 1, n− 1) = q(x, n)− 1, so that ξn+1(x) = ξn(2x− 1). Thus,
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G3α,θ(x) = α + α
∞∑
n=2
ωn(x)e
iθ(q(x,n−1) mod 2)
n−1∏
j=1
ξj+1(x)
= α + α
∞∑
n=1
ωn+1(x)e
iθ((q(2x−1,n−1)+1) mod 2)
n∏
j=1
ξj+1(x)
= α + α
∞∑
n=1
ωn+1(x)e
iθ(1−(q(2x−1,n−1) mod 2))
n∏
j=1
ξj+1(x)
= α + (αeiθ)
∞∑
n=1
ωn(2x− 1)e−iθ(q(2x−1,n−1) mod 2)
n∏
j=1
ξj(2x− 1).
= α + (αeiθ)G3α,θ(2x− 1).
The proof to show the uniqueness is very similar to the proof of Lemma 2.1,
and is therefore omitted.
Next, we define the Alternating Condition.
Definition 3.3. A sequence (δ1, δ2, . . . ) ∈ ∆INθ satisfies the Alternating Con-
dition (AC), if
1. δ1 is free to choose,
2. If δ1 = δ2 = · · · = δk = 0, then δk+1 is free to choose,
3. Otherwise, δk+1 = 0 or
δk+1 =
{
(e+iθ)δj0(k), if Nj0(k) is odd,
(e−iθ)δj0(k), if Nj0(k) is even,
where j0(k) := max{j ≤ k : δj 6= 0} and Nj0(k) := #{j ≤ j0(k) : δj 6= 0}.
Roughly speaking, Nj0(k) is the number of times until j0(k) that δj is on
the unit circle. Notice that any δk 6= 0 must alternate between two values on
the unit circle. For example, the following sequence satisfies the AC (with
θ = pi
2
):
0→ 0→ i→ −1→ 0→ i→ 0→ −1→ 0→ . . . .
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Define WAθ as the set of all alternating sequences with parameter θ:
WAθ := {(δ1, δ2, . . . ) ∈ ∆INθ : (δ1, δ2, . . . ) satisfies the AC},
and for a given α ∈ C such that |α| < 1, define
X3α,θ :=
{ ∞∑
n=1
δn
n∏
j=1
ξj : (δ1, δ2, . . . ) ∈ WAθ
}
,
where ξ1 = α and
ξj+1 =
{
ξj if δj = 0,
ξj if δj 6= 0,
for j > 0.
Four examples of X3α,θ are shown in Figure 4. Notice that X
3
α,θ has a
significant difference from Xα,θ and X
2
α,θ: the
∏n
j=1 ξj term found in X
3
α,θ
reflects the behavior of the sequence (δ1, δ2, · · · , δn), while the products in
Xα,θ and X
2
α,θ do not depend on that sequence.
Theorem 3.4. Let K3α,θ be self-similar sets generated by the IFS{
ψ1(z) = αz,
ψ2(z) = (αe
iθ)z + α,
where α ∈ C s.t.|α| < 1 and |θ| = 2piq
p
≤ pi. Then
p−1⋃
k=0
(eiθ)kK3α,θ = Cl(X
3
α,θ).
Proof. Notice that K3α,θ = Cl(G
3
α,θ([0, 1])). Let j1 := min{j : δj 6= 0} and
define
X31,α,θ =
{ ∞∑
n=1
δn
n∏
j=1
ξj : δj1 = 1, (δ1, δ2, . . . ) ∈ WAθ
}
. (3.9)
Now we prove G3
α,αeiθ
([0, 1]) ⊂ X31,α,θ. Let δn := ωn(x)eiθ(q(x,n−1)mod 2) as
in Lemma 3.1. Notice that{
δn = 0, if ωn(x) = 0,
δn 6= 0, if ωn(x) = 1.
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Figure 4: X3α,θ : (α, θ) = (
1+i
2
, pi
2
) (top left), (α, θ) = (1+i
2
,−pi
2
) (top right),
(α, θ) = (2+i
4
, pi
4
) (bottom left), (α, θ) = (2+i
4
,−pi
4
) (bottom right)
Suppose δn+1 6= 0. Let j0(n) := max{j ≤ n : δj 6= 0}. Then we have
δn+1 = e
iθ(q(x,j0(n)) mod 2)
=
{
(e+iθ)δj0(n), if q(x, j0(n)) is odd,
(e−iθ)δj0(n), if q(x, j0(n)) is even.
Notice that Nj0(n) = q(x, j0(n)). Therefore, it is clear that (δ1, δ2, δ3, · · · )
satisfies the Alternating Condition with the restriction that the first non-zero
value is 1.
The proof that X31,α,θ ⊂ Cl(G3α,θ([0, 1])) is similar to the arguments used
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in Theorem 1.2, and is therefore omitted. Thus,
Cl(X3α,θ) =
p−1⋃
l=0
(eiθ)lCl(X31,α,θ) =
p−1⋃
l=0
(eiθ)lCl(G3α,θ([0, 1])) =
p−1⋃
l=0
(eiθ)lK3α,θ.
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