We study the utility of dynamic frequency agility in realworld wireless sensor networks. Many view such agility as essential to obtaining adequate reliability in industrial environments. We quantify the actual utility by identifying the two facets of connectivity graphs that yield potential benefits called Multichannel Links (MCLs) and Multichannel Triangles (MCTs), study how frequently these occur empirically and determine whether multihop provides a comparable solution without the complexity of switching channels. We examine connectivity graphs of live networks over each 802.15.4 channel and find that MCLs and MCTs are extremely rare in practice. Almost no MCLs are found in any connectivity graph while MCTs occur between 0-200 parts per million (ppm). Furthermore, we show that MCLs are rarely important for routing while each MCT has a singlechannel routing solution. We also find that there are channels that are always good for connectivity and offer comparable routing costs, with respect to transmission count, in comparison to multichannel communication. Thus, the justification for channel agility in industrial environments applies in the absence but not in the presence of multihop routing.
Introduction
Reliability is of great concern for wireless sensing in industrial settings -rooms with lots of metal surfaces and rotating machinery make it a harsh environment for radiofrequency (RF) communication. In [21] , Sexton et al. show that RF signals in this environment have a wide dynamic range and vary substantially in stability. Because of the strict reliability requirements of industrial monitoring applications, three standards bodies have formed specifically to address this concern: IEEE 802.15.4e [1] , ISA SP100.11a [2] , and WirelessHART [9] . Largely based on [21] and studies like it [10, 15] , these standards bodies have agreed that frequency diversity is absolutely necessary to provide high levels of reliability in wireless communication.
Beyond the standards groups, there has been much work in the research community to develop multichannel protocols. Many are evaluated in simulation [11, 25, 26] while others have been implemented and evaluated in practice [8, 18, 19] . Each study states various assumptions about the value of multiple channels, with some implicit validation. However, the validation is mostly with respect to network capacity. None of the studies closely examine the contribution of multiple channels with respect to the primary motivation -reliability.
Furthermore, these wireless devices form mesh networks and route over multiple hops. Routing enables communication among devices that cannot communicate directly. Thus, it is an alternative to frequency diversity even for nodes that are in close proximity. It also provides receiver diversity. In this paper we find frequency diversity is not necessary for high reliability in the presence of routing. In practice, we show that even on a single channel, route diversity -multiple choices for routing at each hop -offers the same level of reliability as the multichannel solution.
To show this we distill the multichannel reliability assumption into two observable graph-theoretic objects that we can explicitly test for on live networks: Multichannel Links (MCLs) and Multichannel Triangles (MCTs).These objects capture locations in the network where channel-switching is necessary for the reliability of communication. After identifying instances of these objects we examine them with respect to routing on a single channel to determine if there is also a routing solution. Our results establish the following:
• Although there are many unidirectional links, MCLs -links that are unidirectional or nonexistent on some channel and bidirectional on another -are rare.
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are extremely rare. The graphical facet, an MCT occurs only about 0-200 parts per million (ppm).
• In every instance where a multichannel solution is necessary for communication there is a single-channel routing solution available. This study focuses on communication reliability. That is, the successful delivery of data between nodes. Reliability is a separate concern from latency and throughput. One can obtain perfect reliability with high latency and low throughput by re-transmitting forever, but we want to achieve efficient reliability. Thus, we examine the trade-offs and associated costs between single and multichannel communication from a reliability stand-point. To the best of our knowledge this is the first study to systematically assess the utility of multichannel operation for reliable communication in the presence of routing. Many have looked at link behavior in isolation to evaluate the implications on reliability. However, we consider reliability in the context of the link and network layers by comparing the gains of both frequency and route (space) diversity.
Motivation
Sensornets are deployed in real-world environments, often use batteries as their main power source, and on moteclass devices, the radio consumes the most energy [14] . Communication cost is essential. As background, we describe general approaches to dealing with unpredictability of wireless signal propagation to obtain efficient packet delivery.
Wireless Propagation
Sensornets are deployed in various types of environments over extended periods of time and they are subject to unpredictable internal and external interference, collisions, physical obstructions, and multipath fading. These factors change over time and are non-uniform throughout the network. Different parts of the network may experience different phenomena that cause the connectivity to vary.
Internal interference may occur when nodes in the same network transmit simultaneously. Collisions are a form of internal interference -multiple senders, within transmission distance of one another, transmitting simultaneously to the same receiver -and is avoided with Carrier Sense Multiple Access (CSMA). However, hidden terminal problems may occur and CSMA does not solve the problem entirely. Internal interference can be largely avoided by scheduling transmissions in the network (e.g. time-division multiple access (TDMA)).
External interference occurs when devices outside the network generate RF signals that prevent reception. For example, 802.11 shares the same RF frequency range as 802.15.4. When a mote and an 802.11 client transmit on any overlapping frequency, simultaneously, interference may occur. Microwaves, cordless phones and Bluetooth devices also transmit RF signals in the same frequency range and serve as external interferers to 802.15.4 networks. In industrial environments there may be many unintended source of RF interference.
Placement also contributes to loss. When there is Nonline-of-site (NLOS) communication, signals bounce off surfaces in the environment lengthening the propagation distance, weakening its strength by time the signal reaches the receiver. Moreover, reflections can cause destructive interference in certain locations and these locations change with changes in the environment. This is referred to as multipathinduced narrowband fading and has been demonstrated in various studies.
Diversity Helps
Spatial diversity transforms the propagation problem that causes multipath fading into a feature by using either multiple antennas or various choices for receivers in the network. Multiple-input multiple-output (MIMO) technology uses multiple antennas at the transmitter and receiver to increase the probability of packet reception. Various mechanisms at the sender and receiver, such as spatial multiplexing and precoding, are used to reduce the effects of multipath fading [16] . Similarly, receiver diversity in the form of route choices at each hop is also used. The latter is examined in this paper.
Frequency diversity is used in various forms at different layers of the communication stack. Modulation techniques, such as direct-sequence spread spectrum (DSSS), are used at the physical layer in order to minimize the effects of noise on a given channel. Radios may also use frequency-hopping spread spectrum (FHSS) to communicate using multiple channels. Most multichannel MACs run on radios using wideband modulation techniques and provide the additional frequency diversity by explicit channel hopping at the link layer.
Diversity helps to hide the wireless communication errors. However, it is not clear how much each level of diversity improves communication reliability, as many of the mechanisms are redundant. Early versions of the 802.11 standard used both FHSS and DSSS. However, studies indicated 802.11 FHSS did not coexist well with other FHSS systems [23] and the standard eventually changed the modulation scheme to only DSSS [17] .
Standardization
Three standards bodies have formed to address some of the issues just discussed (mostly in the context of WSN deployments in industrial settings). In their proposals [1, 9] and standards [2], they introduce many forms of diversity. One is frequency diversity and the other is receiver diversity. Many reasons are given to justify each level of redundancy. With largely overlapping sets of goals, we examine the reasons more closely and analyze the underlying assumptions and related issues.
The goals of the standards efforts are include reliable packet delivery, long deployment lifetime, adjustable quality-of-service (QoS), and fault tolerance. However, some goals are fundamentally at odds in their extreme, so mechanisms are proposed to provide a compromise. Several claims can be pulled directly from the standards documents and associated presentations.
First, it is stated that "channel hopping [is used] to provide a level of immunity against interference from other RF devices operating in the same band, as well as robustness to mitigate multipath interference effects" [2] . There are three assumptions made here:
1. There is interference on the current channel.
2. The width of the congested band is small.
3. The sender has a load to offer. If these communication conditions hold then frequencyhopping (FH) may help. FH may be of no help if it switches to another congested channel or may even hurt performance by switching from a good channel to a congested one. The non-zero cost of switching is wasted when there is nothing to send. Second, they explicitly state the use of TDMA "to allow a device to access the RF medium without having to wait for other devices" [2] and multihop mesh networking to "support end-to-end network reliability in the face of changing RF and environmental conditions" [2] . TDMA does reduce internal interference by explicitly causing devices to wait. Local scheduling is sufficient to prevent collisions to a common receiver but more global scheduling is required to avoid hidden terminals. Still external interference remains. FH is natural to include with TDMA but is orthogonal and does not come for free. The more sparse the channel usage, the more costly is the join operation. TDMA prevents collisions when two senders want to send to the same receiver but is still susceptible to hidden and exposed terminal problems, as well as external interference. Multihop mesh networking allows for communication between nodes that are not directly connected for reasons of distance or interference. It is important to note that reliability, when routing over multiple hops is about reachability in the connectivity graph. This is important to consider, as FH fundamentally affects the available connectivity graph, which may also affect overall reliability. Section 5.4 examines the effects of FH on the connectivity graph and link quality.
Third, each standard's goals includes a network lifetime constraint. 802. 15 .4e states that they wish to obtain "long operational life for battery powered device (> 5 years)" [1] . This has deep implications on protocol efficiency. Given a fixed energy budget and lifetime constraints, we want to maximize the transmit efficiency. How does FH affect the communication efficiency and how does it compare with the single-channel case?
Guiding Study
An important study that played a role in the ISA standard, SP100.11a. The authors examine the behavior of wireless links in industrial environments and recommend various forms of diversity -FH being one of them. We revisit the results of the study and argue that the conclusions would have been different had they considered routing as an alternative to FH.
In [21] , Sexton et al. measure the multipath delay spread and link characteristics in several industrial facilities and find that 802.15.4 radios may suffer in these types of environments. The CC2420 transmits at 250 kbps with a chip rate of 2000 kChips/sec [4] . Therefore each chip takes 500 nanoseconds to transmit. If the delay spread is greater than 50 nanoseconds it could present a problem for the CC2420, since it has no equalization. The RMS delay spread was measured between 10-200 nanoseconds and similar results were obtained in [10] .
The study also measures link quality. Six motes were placed in an industrial machine room measuring 43 ft x 66 ft. The observed loss rate for every pair of nodes on every channel in a machine room is reproduced in Figure 1 . A path i j in the figure represents transmission from node i to node j and the loss rate is presented for each channel. A second study in a compressor house shows similar results. [21] link connectivity measurements in an industrial environment. The Path axis is a link in our terminology (i.e. 12 is the directional link from node 1 to node 2). The height shows the loss rate and the y-axis is the channel.
We can observe that many of the paths are well connected on every channel but several have a high loss rate only on specific channels. Although it's difficult to see in the figure (directly pulled from their paper), this pattern is often asymmetric (i.e. the loss pattern from i to j is different than that from j to i).
Study's Conclusions
From this data the following conclusions are drawn:
"[In the first experiment] there was no channel that allowed for reliable communications over all paths for all units throughout the entire test period. [In the second experiment], only channel 15 was clear for all paths. None of the paths were very symmetric for all channels. The results of these experiments clearly show that a frequency agile approach might be more robust than a single channel approach. . . " [21] We may observe that the study focuses on direct connectivity between all pairs of nodes in the network. In this context, the conclusions are, in fact, sound. However, we do not expect direct links between all nodes to be present in wireless meshes. Communication between widely separated pairs of nodes is accomplished by routing over multiple hops. Sometimes multiple hops are required even for nodes in close physical proximity when direct communication is not present. This leads us to examine the utility of frequency agile approaches in the context of routing, not just in the direct case. To do this we first formalize the basis for their observations and then study them in empirical settings that we can examine in depth.
Link Asymmetry
One observation made in this work is that many links are asymmetric and the conclusion states that "a frequency agile approach might be more robust. . . ". Observe figure 2, which shows three links on distinct channels c 1 , c 2 , and c α between nodes i and j. To formalize the notion of a useful asymmetric link we say a link (i, j), with a known packet reception rate (PRR), is a Multichannel Link (MCL) if there exists distinct channels c 1 and c 2 and a link usability threshold T , such that PRR((i, j)) c 1 ≥ T , PRR(( j, i)) c 1 < T and there is at least one channel c α where PRR((i, j)) c α and PRR(( j, i)) c α are greater than some usability threshold. Link (i, j) is also an MCL if on some channel c 2 where PRR((i, j)) c 2 and PRR(( j, i)) c 2 are both below threshold and there is at least one channel c α where PRR((i, j)) c α and PRR(( j, i)) c α are both greater than threshold. In other words, an MCL is a link that is unidirectional or non-existent on some channel and bi-directional on another channel. 
It is important to note that link-level acknowledgements in 802.15.4 utilize the same channel as the packet they cover, so bi-directionality on a single channel is essential for reliability through re-transmission. Therefore, the ability of multichannel communication to construct good bi-directional communication from two unidirectional links is not possible in practice. Only the option of finding a channel with good bidirectional connectivity for this link is a viable option.
Network Connectivity
In a mesh network we are concerned with the connectivity of the entire network even where there is no connectivity between all pairs of nodes. Many pairs of nodes are connected bi-directionally on a single channel and still frequency agility is required for all nodes to communicate with one another in the absence of routing. An example is shown in Figure 3 , where i can communicate bi-directionally with j on c 1 , i can communicate bi-directionally with k on c 2 , and j can communicate bi-directionally with k on c 3 but there is no channel where all three can communicate.
A Multichannel Triangle (MCT) consists of a 3-tuple of nodes (i, j, k) such that (i, j) share a bi-directional link on Observe that for k to communicate with both i and j in our example requires two transmissions, one on channel c 1 and one on channel c 2 . Also observe that with routing this can also be accomplished by two transmission on c 1 first by k and then by i. Similarly, a routing solution exists on c 2 . Routing solutions are not considered in the analysis of [21] .
Note that both MCLs and MCTs are necessary for completeness. MCLs are most important when partitions occur in the network on a single channel. If an MCL exists that bridges the partitions then we have identified a valuable instance where multichannel provides reliability. If the graph is disconnected, reliable packet delivery cannot be obtained. Moreover, MCTs are important for identifying opportunities for general multichannel connectivity, assumed common in real networks. However, MCTs do not cover all opportunities.
We can directly test the existence and prevalence of these graphical facets in real networks by examining their connectivity graphs on each channel. We can also assess their importance by testing whether there exists a single-channel routing solution everywhere an MCT occurs. Furthermore, we can see how often the connectivity graph becomes disconnected and whether there is a multichannel connected graph available in those instances -this identifies the most important MCLs. In the following section we describe our experimental setup and methodology and follow it up with our results.
Experimental Setup and Methodology
To examine RF characteristics and connectivity we placed a set of motes in three distinct environments: an industrial machine room environment with many metal and concrete surfaces and several active engines and pumps. We also deployed in a computer room environment with several computer racks, air conditioners, and storage boxes, and on a testbed with motes sitting amongst several 802.11 access points scattered throughout the ceiling of an office environment.
Each setting is subject to various forms of external interference and narrowband fading. The main source of loss in the industrial setting is due to NLOS communication and multipath-induced narrowband fading. We observed some external interference but activity was sporadic and shortlived. Most of the communication between motes in the computer room and testbed is NLOS. Furthermore, both settings are subject to 802.11 interference from multiple access points and numerous active clients.
The motes used for the deployments in the machine and computer rooms ran with the b6lowpan [12] stack. Motes handle various experiment commands which are delivered over the routing tree constructed by the stack. Data is also collected over the routing tree after each experiment. For the testbed we used the Ethernet back-channel for command delivery and data collection.
Deployment Setup
For the machine room and computer room we placed motes in locations in the network where sensing might take place. In the machine room, we placed motes on top of moving engines and between pipes. The machine room deployment in separated into two separate rooms that are side by side. Both rooms have similar equipment and are separated by a wall. We placed motes in both rooms and tested connectivity among all the motes in the deployment. Similarly, we placed motes inside computer racks, next to active air conditioning units, and at varying heights inside the computer room.
On the testbed we had no choice in node placement. Nodes are scattered on the ceiling across an entire floor in an office environment. The motes sit amongst active 802.11 access points that see a varying number of clients and activity throughout the day. Since the floor is partitioned into several rooms, many of the links are NLOS. We use the WiSpy spectrum analyzer [7] to characterize the RF environment and find some RF noise generated near engines in the room. RF activity is sporadic and spread throughout the frequency band however we do not examine this data very closely, since it does not seem to affect our results.
Industrial Machine Room Setup

Computer Room Setup
Like the machine room, motes were placed in locations where sensing might take place. For example, motes were placed inside racks, near air conditioners, at the extremities of the room and at different heights. The room is 28 ft x 28 ft and we placed 23 telosb motes throughout the room.
The computer room contains two rows of racks and three rows of metal storage shelves. It also contains a pair of running air conditioners and storage boxes filled with computer equipment and lots of wiring in and above the racks. Most of the communication in this environment is NLOS. Figure 5(b) shows the node placement overlayed on the map of the room.
There is an access point sitting on the ceiling in the middle of the computer room. We ran the experiments in the evening during the spring break session, so the RF activity was fairly low for each run.
Testbed Setup
On the testbed, motes are placed to allow for full network connectivity. This is the largest of the 3 deployments we examined, with 55-60 MicaZ [3] motes. Floor dimensions are 128 ft x 128 ft and it is partitioned into multiple rooms in an office environment. Since the testbed is inside the computer science building of the university it sees lots of human traffic and 802.11 activity. There are 7 access points sitting among the motes in the network and connectivity between the motes varies throughout the day.
802.11 interference is a potentially significant factor in the results of our experiment in this environment. We closely examined the RF environment using both the WiSpy Spectrum analyzer and the Cisco Wireless Control System (WCS) [5] which gives us direct measurements from the access points in the building. We found that the peak time of activity is during afternoon hours and that the radio utilization averages between 20-60% over all 7 access points.
Channel Probing
In each experiment we use a set of motes, each with CC2420 low-power 802.15.4 radio. During each run, each mote sends 100 broadcast packets with a 20 millisecond inter-packet interval. Only a single node sends at a time while the rest of the motes log all received packets to local flash memory. Once a mote is done sending, another mote starts and this continues until all motes send 100 packets. Then each mote switches to the next channel and the process repeats. When every mote sends 100 packets on ever channel (11) (12) (13) (14) (15) (16) (17) (18) (19) (20) (21) (22) (23) (24) (25) (26) , the data is collected from each mote for processing. In each deployment we run this experiment several times. We ran the experiment in the machine room twice, the computer room three times and the testbed 17 times continuously over the span of a week.
Analytical Approach
Each broadcast packet contains a sender ID and a local sequence number. When a node receives a broadcast packet it extracts both of these values and logs them along with its own ID and current channel. The testbed experiment also logs timestamp and received signal-strength indicator (RSSI) values. Using this information we separate the data set into bins separated by channel and use each subset to study the connectivity graph on each channel.
For each directional link in the connectivity graph we calculate the packet reception rate (PRR) and set a threshold on link quality to construct the connectivity graph. We then run the MCL and MCT locaters on the traces as well as Dijkstra's shortest-path algorithm. In calculating the cost of transmission over a link, we use the expected transmission count (ETX) metric and compute the sum for all links along a path to determine its cost. Equation 1 shows how to calculate ETX; l f is the forward link PRR and l b is the backward link PRR.
After the construction of a graph for each channel we count the number MCLs. For each link on a particular channel, we search for the same link the exists in only one direction on any channel. If the link is either not found or it exists unidirectionally on some channel, it is added to the set of MCLs. This set enumerates the number of opportunities there are for multichannel to enable communication between a pair of nodes. In addition, we ran connectivity tests for all the observed connectivity graphs using Tarjan's connectivity algorithm.
In the search for MCTs we create various sets that consist of 3-tuples of unique nodes in the network that share bi-directional links between each other. The first set, the single-channel set, takes every set of three nodes in the network that are bi-directionally connected on a single channel. For example, if there exists bi-directional links (i, j), (i, k), and ( j, k) for unique nodes i, j, and k and each link is on the same channel, then it is included in the single-channel triangle set, also referred to as set S.
We also construct another set, similar to set S, except that the constraints on the links are loosened to include triangles that occur across channels. Therefore, if there exists bi-directional links (i, j), (i, k), and ( j, k) for unique nodes i, j, and k on any channel, then it is included in the global multichannel triangle set, hereafter referred to as set M.
Finally we construct the set of interest, the MCT set. This set includes all element in set M that are not in set S. In other words, it includes all sets of 3 nodes that are not connected on a single channel but are connected on multiple channels -the definition of an MCT. We refer to this set at set M u (unique multichannel triangles).
How representative are samples?
Commands from the experimental driver are sometimes lost on the path to a mote, so retries are used. During the testbed experiments, retries sometimes fail, at which point the node is removed from the experiment and not considered in the analysis. This is why the testbed data contained 55-60 motes per experiment. Furthermore, the untethered versions of this experiment has to wait for the underlying routing structure to converge before sending commands on each channel. The warm-up time varies from channel to channel and can last between 0.5 and 15 minutes.
By sampling with a constant inter-packet interval we may raise the concern that our data is statistically biased because of aliasing. However, during each experiment, there are various random stalls and retries by the experimental driver that de-synchronizes the samples. Furthermore, we obtained many samples in each environment and note the similar trends in each run. Therefore, this sampling methodology is sufficient to capture the underlying connectivity of the network.
In capturing directional properties of links it may be worrisome that each link sample (100 packets) may be separated by at 2N + ε sample times, where N is the number of nodes in the network and ε is the a small random wait time caused by stalls and retries. This kind of separation between samples may statistically de-correlate the measurements in both link directions. However, by taking many samples we can bound of the error for the PRR measured in each direction of a bi-directional link. Furthermore, the main sources of uncertainty -external interference and changes in the environment -are effectively removed from the two experiments with the smallest sample sets. The industrial environment and machine room had no random movement or significant RF interference and there were many samples collected from the testbed. . Properties found in these links match those found in each industrial setting examined in [21] . Note the similarities between these graphs and figure 1. We observe much wider bands of fading links.
Experimental Results
In this section, we examine the prevalence and importance of MCLs and find that although bi-directional links are common, MCLs are not. Neither sets are proportionally large enough to affect multihop reachability between the nodes in the network. Furthermore, we observe the existence and prevalence of MCTs and find that they are extremely rare in practice and that each instance of an MCT has a routing solution. Figure 6 shows the equivalent of the connectivity measurements in [21] for our test environments. Since we have many more nodes in our networks, in the figure we take a random sample of 6 nodes and show the loss rate between all pairs in that set on each of the channels. We do see that on some links in a particular direction, connectivity is nearly perfect on some channels while there is almost no connectivity on others. The band of this fading is much less 'narrow' than in the Sexton study. In general, there is less connectivity between our nodes. This does imply that the topology of connectivity seen on one channel may be very different from that on other channels, which is likely to have a serious impact of routing protocols that use multiple channels. In the next few sections we study the observed connectivity of these graphs in greater detail.
Multichannel Links in Practice
Asymmetric links are indeed common in our networks. The number of them also and varies substantially by node placement, channel, link-quality threshold, and time. We define a link between a pair of nodes as unidirectional if the PRR is greater than some threshold, T , in one direction and less than T in the other. Although stronger criteria would be to require a difference of ε around threshold T , we allow even a small difference to be most generous to the prevalence of situations where FH provides benefit. The vast majority of potential links lie far from the threshold regardless.
In examining our connectivity graphs in all environments and thresholds between T = 1% and T = 90% with a step of 10, we observed that 32-36% of the links in the machine room are unidirectional, 18-34% of the links in the computer room are unidirectional, and 10-46% of the links on the testbed are unidirectional.
The distribution of unidirectional links varies substantially by channel. In the machine room, the fraction of unidirectional links, across channels, varies between 8-77%. In the computer room this population varies from 5-42% and on the testbed it is between 10-70%. Still, we were able to maintain connectivity between all the nodes in the network, through routing, for the lifetime of the experiment on every channel in the machine and computer rooms and more than 98% of the time on the testbed.
On any network, the minimum number of directional links needed for routing in a network of N nodes is 2(N − 1). So it is not surprising that we are able to route to every node in the network even with fraction of the nodes being unidirectional. The minimum percentage of links that connects the network in the machine room and the computer room is about 5%, while only about 2% of the links need to be present in the testbed.
MCLs are thought to be common in the industrial setting and it is believed that they exist because of multipath interference that causes narrowband fading. In our environment, only a small fraction of the links are considered MCLs. For each trace collected in each environment, we found that the population of MCLs ranges from about 2-6% of all links in the network. This small fraction suggests that MCLs are actually quite rare and may only play a role in sparse networks.
This may also suggest a small gray region in our deployments [24, 27] -locations in the network where connectivity between the sender and receiver are at the edge of radio connectivity. Generally, the population of links in the gray region is small, since reliable communication is desirable and gray-region links have more unpredictable link quality [13] . Sparser networks have more links at the edge of network connectivity and thus there may be some links that are above the goodness threshold on some channels and not on others, raising the likelihood that they are MCLs. In practice, sparse network deployments should be avoided. The Wireless HART deployment guides specifically suggest that each node have at least 3 neighbors [9] . If these are followed, the network should be very well connected, decreasing the likelihood of MCLs.
Multichannel Link Importance
While the machine and computer rooms were connected for all experiments (all threshold and channels), the testbed became disconnected several times. However, each time there was a partition in the network, there was no channel available to connect the remaining connected components. We explored this further, by examining all the connectivity graphs, for all experimental runs and for all thresholds. On the testbed, only 1.8% of the connectivity graphs (2720 graphs examined) had a corresponding connected multichannel graph. A vast majority of the time, when the graph became disconnected, it was disconnected on every channel, not just the one that the network is currently operating on.
This may indicate much wider noise correlation across channels in the operating frequency band. This also directly addresses the assumption made in the standards about FH's ability to avoid interference. It can only improve reliability if there is an opportunity to transmit on some channel that is interference free. According to our data, that opportunity is quite rare. Furthermore, this number is optimistic since there must not only be a free channel, but the protocol must find it to be successful. The wider the interference is across channels, the smaller the probability of finding a free channel for transmission.
Multichannel Triangles in Practice
MCTs are also important in identifying instances in the network where multichannel offers a communication solution where single-channel communication does not. We examined the connectivity graphs for each environment and all thresholds. As a working example, when the threshold is set to 50%, the diameter of the machine room network is between 5-6 hops, the diameter of the computer room is between 2-3 hops and the diameter of the testbed is between 3-4 hops. Figure 7 (a) and figure 7(b) show the set of non-unique multichannel triangles and corresponding MCTs in the network, respectively, for the industrial machine room facility. The number of MCTs in the network for both runs was extremely small. For example, the figure 7(a) contains 554,578 non-unique multichannel triangles while the figure on the right shows 11 MCTs -an occurrence rate of about 20 parts per million (ppm). The second run has similar results with over 500,000 multichannel triangles and 10 MCTs. Figure 8 summarizes our results. The boxplot shows the distribution of MCT occurrence rates for each run and threshold. Observe that for all three environments, the MCT occurrence rate is extremely small. The rates range from 0-200 ppm. This indicates that MCTs are actually not that important to consider if your deployment is provisioned to be connected on a single channel -since they occur so infrequently. Also observe the effects of thresholding on the MCT occurrence rate. In the machine room, the occurrence rate increases by almost a factor of 6 from T = 1% to T = 80%. Only 2 MCTs were found in the computer room and the testbed did not significant variations.
Initially, one might expect to observe more MCTs as the link population admits more gray-region links. The reason it rises so sharply is related to the link population distribution. A vast majority of the link population is either very high quality or very poor (nonexistent), i.e. a bimodal distribution. As the threshold increases, we exclude more links from the population at a faster rate (for all the links on the "good" portion of the bimodal distribution). On the testbed, this is not as pronounced.
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testbed environment had a higher occurrence rate than either the computer room or the machine room. The difference ranged from a factor of less than 2 to almost a factor of 5. This implies that the effects of 802.11 are more serious to consider than the multipath fading. The testbed surely suffered some loss due to multipath, but it was also exposed to the most dynamic environment of the 3 settings. The testbed was susceptible to RF interference, human movement, and other factors. Table 1 shows the associated routing solution count for each MCT found on testbed (T = 50%). Notice, every MCT has a single-channel routing solution. The vast majority of routing solutions are two hops in length. Similar results are seen for all thresholds in each all environments tested. This demonstrates that there is some channel channel that provides a routing solution to the MCT. However, it does not directly address whether there is a single channel that is good for the entire network to use.
Channel Distribution
We observe that the channel distribution graph shows that every channel where an MCT has an edge there is also a route solution. Furthermore, the machine room and computer rooms connectivity graphs were connected for all experimental runs and the testbed was connected over 98% of the time. On the testbed, channels 25 and 26 were free, for all runs and all experiments. Finding the best communication channel was easier than expected. With a spectrum analyzer and an engineered network deployment (i.e. Wireless HART's recommendation to have 3 neighbors per node), one can likely choose a single channel over which to route over, reliably, for the lifetime of the network.
A Closer Look At Routing Solutions
We take a closer examination of the use of routing in cases where an MCT is present. In our evaluation, we make two important assumptions. First, we assume expected transmission count (ETX) can serve as a proxy for energy consumption. Second, we assume that a vertex in the triangle wants to send the same data to the other two vertices. The multichannel solution only considers sending the packet to either vertex by switching channels. Therefore we add together the ETX of each link from a source to the other two destinations over links with the lowest ETX on any channel in the MCTinstance. For the single-channel solution we pick channel 26, one of the better channels throughout our experiments, and calculate the ETX route cost from that corresponding source and destination, with the third node serving as a forwarder along the path.
In considering each solution we also cycle through each vertex in the MCT and set the other two nodes as destinations. After we consider all 6 source-forwarder-destination paths we compare each solution by source node and rank them according to the ratio of the cost for the single-channel route solution to the cost of the multichannel solution. Figure 9 shows on example of a pair of two-hop singlechannel routing solutions for an MCT. Let cost(i j) c α be the cost of link i j on channel c α . In the figure, the triangle on the left is an example of an MCT where i is the source, k is the destination, and j is the forwarder while the second example swaps the destination and forwarder roles. Lets assume the "best"(lowest ETX) route solution is (i, j, k) (figure on the left). Then the "best" cost ratio calculation is shown in equation 4.
We compare the "best" (lowest ETX) and "worst" (highest ETX) route solutions with the corresponding multichannel solution, and calculate their ratio. When the ratio is below 1, the single-channel route solution is cheaper than the multichannel solution. In other words, remaining on channel 26 is a better option than switching channels. When the ratio is above 1, switching channels is cheaper. Finally, when the ratio is equal to 1, their costs were the same.
Routing Solutions and Costs
For every MCT found in each run of each experiment, there exists a single-channel routing solution. Table 1 , shows the breakdown of the number of MCTs found on the testbed and how many corresponding two and N-hop routing solutions were also found. Every MCT found in every environment has a routing solution on channel 26 (and probably others). Channel 26 is amongst the set of non-overlapping channels with 802.11 on 802.15.4. We chose this channel after a quick examination of our WiSpy data. Figure 10 shows the routings costs for all routing solutions in the each of our environments. These were calculated with the link-quality threshold set at 50%. Observe that each ratio sample is around 1, showing that the routing solution on channel 26 has a comparable cost to the multichannel solution. Figures 10(b) and 10(d) show the distribution for the machine room and the testbed. The average best-case ratio is 0.97. This indicates that if the protocol remains on channel 26 for the entire experiment it can save 3% in energy-cost. The worst-case ratio is 1.22. Therefore, if the routing protocol chooses poor paths on channel 26 then it consumes approximately 22% more energy than using multichannel for transmission.
Of course, this is only part of the cost comparison as there are many other protocol-dependent factors that may lead to inefficiencies in energy consumption. However, this sets a basis for comparison based on transmission links.
Link Threshold Effects On Ratio
Recall that to construct a connectivity graph, one must set an initial threshold on the population of links in the traces. For the results that have thus far been shown, the link threshold was set at 50%.
Fundamentally, we want to observe how changing the connectivity graph affects the population of MCTs population observed and the corresponding routing solutions. In Table 3 . Example code size comparison in bytes between single and multichannel MAC protocols [19, 20] .
varying our link threshold, we noticed changes in the size of the MCT population, especially as the threshold grew closer to 90%. The authors of [13] show that increasing link threshold on a connectivity graph lengthens the number of hops to a destination and reduces the links on the fringes of connectivity. If routes do indeed get longer then the routing cost should increase and the ratio measurements should also increase. However, this is not what we observed. Figure 11 shows the ETX ratio calculation as a function of threshold. Note the slight increase in cost for the testbed routing solution. As the threshold increases, the link-population choice becomes shorter in length and the choices available are essentially the same for both the multichannel and single-channel solutions, so the ratios do not change much.
Other Associated Costs
A good indication of code complexity is code size. Reducing the complexity of the protocol reduces the state and the likelihood of race conditions [20] . Therefore it is desirable to keep code size small. Table 3 shows the code sizes of the original implementation of the default, single-channel MAC in TinyOS, B-MAC, and compares the size against an implementation of a multichannel MAC protocol also written in TinyOS, PracMac [19] . PracMac is almost 5 times larger in RAM and more than twice as large in ROM. Furthermore, motes are resource constrained, and the larger the stack, the smaller the space for applications.
We also simulated FH on the testbed data set, run ID 1, using the first of five pre-set hop sequences in the SP100.11a standard [2] . The links formed by this process were of very poor quality (about 25% or below PRR). With these links, we constructed a sparse, poorly connected graph. Although the simulation is not realistic, it may indicate a problem with FH in an 802.11-rich environment. As mentioned earlier, there are 7 access points sitting amongst the nodes on the testbed. With the access point center frequencies set to 802.11 channels 1, 6, and 11, there are only 4 of the possible 16 channels that do not overlap 802.11 transmissions. Therefore, the hop sequence chooses a "bad" channel 75% of the time. SP100.11a and Wireless Hart are certainly aware of this and make explicit recommendations to blacklist the 802.11 chan- nels a priori. We suspect that if this is done in the testbed environment, the links qualities will not differ from that of remaining on a single, good channel (since the FH protocol is left to choose from only "good" channels). Osterlind et al. [22] show the maximum CC2420 radio send-rate is approximately 225 kbps. Therefore, a 60-byte packet takes about 2.1 ms to transmit. The channel-switch time is approximately 1.4 ms -67% of the time is takes to send a packet. The RSSI read time is almost 500 microseconds, bringing the total-switch plus RSSI-reading time to 1.9 milliseconds, or over 90% of the time it takes to send a 60-byte packet. If a multichannel scheme ranks each channel based on RSSI, the protocol must scan the RSSI on all 16 channels. Scanning takes the same amount of time it take to send over 14 60-byte packets. If the scheme includes hopby-hop communication (control-channel scheme), there is an exchange of at least 2 more packets to negotiate a channel at each hop. Even if the transmission cost is amortized over a large burst of packets on the data-exchange channel, the scanning and negotiation overhead is non-negligible.
In the FH case, the overhead is still non-negligable. SP100.11a uses a send frame of 10 ms. In this frame, approximately 5 packets can be sent. If the offered load is greater than 5 packets (> 300 bytes) the sender and receiver must both switch channels. Switching channels takes 1.4 ms, or 14% overhead. Single-channel communication would not incur any extra overhead if a good channel is chosen.
Of course, single-channel communication is not free. Some provisioning and planning is necessary. One must survey the deployment environment, choose the right channel, and test the connectivity over time. One must also set up the network. However, you have to do this anyway, according to SP100.11a and WirelessHART, as both make recommendations about topology properties and blacklisting. Still, FH may offer higher network capacity, as multiple senders in the same space can transmit simultaneously with interfering with one another.
Related Work
In sensornets, energy consumption is of highest priority and communication consumes the most energy. Therefore reliability and efficiency is of utmost importance. The focus of multichannel work has been to increase packet-delivery reliability. Throughput is a secondary goal as sensor networks mostly transmit at very low data rates and operate at low duty cycles. Several multichannel MACs have been built and studied for sensornets [11, 18, 19, 25, 26] .
Y-MAC [18] and the Time Synchronized Mesh Protocol (TSMP) [8] -the state-of-the-art TDMA-based multichannel protocols -specifically cite reliability as a design goal. Y-MAC partitions time into slots and allocates a fixed inter-val for broadcast messages and another for unicast messages. During the unicast transmission interval, nodes compete using CSMA on a dedicated control channel. Each node has a frequency hopping schedule and given this information both the sender and receiver can hop to the same frequency to continue the transmission of data.
TSMP defines a grid where each row is a frequency and each column is a time-slice. There are 16 total frequencies and 60 time-slots per second. Each nodes generates a pseudo-random hop-sequence and shares this information with its neighbors. Once a schedule is established, each pairwise transmission takes place in a unique slot. To maintain accurate link-quality measurements each node transmits small amounts of data every few minutes. Both of these protocols aim to improve reliability and pay the added synchronization overhead in order to maintain transmission schedules. Our data shows that the added overhead and protocol complexity may be unnecessary to achieve better reliability.
Real-world RF behavior is unpredictable and link qualities can vary over time. However, fundamentally, protocols are constructing connectivity graphs over which to perform routing. We contend that RF and link qualities should not be evaluated in isolation. Instead, one needs to consider the overall set of choices that routing protocols have when routing. If the number of routing choices is small and links become unstable then reliability decreases. Conversely, lots of choices and high-quality links increases reliability and delivery efficiency.
Conclusion
In this study, we examined the utility of dynamic frequency agility in real-world wireless sensor networks. We analyzed the set of assumptions related to the benefit of multichannel with respect to reliable packet transmission. We reduced the problem to graph-theoretic facets that are countable on network connectivity graphs -multichannel links (MCLs) and multichannel triangles (MCTs). Our results suggest that MCLs are rare in practice and that when the graph is disconnected, it is likely to be disconnected on every channel. We also find that MCTs are extremely rare in practice and that there is a routing solution to every MCT on a single channel. We demonstrated this on channel 26. Furthermore, free channels are not difficult to find. We easily determined which channel was the good for transmission at all times during our experiments.
These results strongly suggest that in well-connected networks multichannel communication is not necessary for reliable communication. Standards bodies recommend the use of well-connected networks and even provide a list of rulesof-thumb construct a resilient topology. However, they also recommend the use of FH, which may only be of marginal value if the network setup is done correctly.
