Abstract. A system of delay di erential equations representing a model for a pair of neurons with time delayed connections between the neurons and time-delayed feedback from each neuron to itself is studied. Conditions for the linear stability of the trivial solution of this system are represented in a parameter space consisting of the sum of the time delays between the elements and the product of the strengths of the connections between the elements. It is shown that the trivial xed point may lose stability via a pitchfork bifurcation, a Hopf bifurcation or one of three types of codimension two bifurcations. Multistability near these latter bifurcation is predicted using centre manifold analysis and con rmed using numerical simulations.
model in which each neuron is represented by a linear circuit consisting of a resistor and capacitor, and is connected to the other neurons via nonlinear sigmoidal activation functions. Assuming instantaneous updating of each neuron and communication between the neurons, Hop eld arrived at a system of rst order ordinary di erential equations. Not long afterward, Marcus and Westervelt 19] considered the e ect of including discrete time delays in the connection terms to represent the propagation time between neurons and/or processing time at a given neuron. Due to the complexity of the analysis, this and most subsequent work, for example 3, 12, 27] (and references therein), have focussed on the situation where all connection terms in the network have the same time delay. In the work which has been done on Hop eld neural networks with multiple time delays the analysis is usually simpli ed by either restricting the size of the network (e.g. 20]), or considering networks with simple architectures (e.g. 1, 4, 21] ). Most work which considers networks of arbitrary size with multiple time delays 11, 23, 28] has focussed on establishing the global stability of xed points.
Here we are interested in studying how time delays can a ect not only the stability of xed points of the network but also the bifurcation of new solutions when stability is lost. We thus consider a system consisting of two identical neurons each possessing nonlinear time delayed feedback which are coupled together with nonlinear, time delayed connections. The architecture of this system is illustrated in Figure 1 Here x j represents the voltage of the neuron, , the ratio of the capacitance to the resistance, and and s , the feedback strength and time delay, respectively. Equation (1.1) has been studied by many authors including 4, 17] , where it has been shown that the trivial solution is stable independent of the size of the delay for ? < < , but loses stability to two nontrivial equilibrium solutions for > and to a limit cycle for < ? and s > 1 p 2 ? 2 Arccos( ). Thus by varying the parameters appropriately, this fairly simple model can reproduce two fundamental states of a neuron, quiescence and periodically ring. Coupling two neurons of type (1.1) together with nonlinear, time delayed connections leads to the system that we shall study _ x 1 (t) = ? x 1 (t) + tanh(x 1 (t ? s )) + a 12 tanh(x 2 (t ? 2 )) _ x 2 (t) = ? x 2 (t) + tanh(x 2 (t ? s )) + a 21 tanh(x 1 (t ? 1 )):
We shall refer to 1 > 0; 2 > 0 as the connection time delays, a 12 ; a 21 as the connection strengths, and call a particular connection or feedback excitatory when the corresponding strength is positive and inhibitory when that strength is negative. We note that a rescaling of time can be used to eliminate one parameter from (1.2) (i.e., can be set to 1, or to 1), however we shall leave the equations in their current form to make the role of the various parameters in our results more apparent.
As previously mentioned, our goal is to study the e ects of the time delayed coupling on the behaviour of the system. Our choice of model allows us to study these e ects when the individual neurons are in a quiescent state or a periodically ring state. Moreover, the simplicity of our model allows an in depth analysis, giving insight into possible mechanisms behind the observed behaviour.
The plan for the article is as follows. In Section 2, we consider the linear stability analysis of equation (1.2) and present some theorems about the region of stability of the trivial solution as a function of the physical parameters in the model. In Section 3, we discuss the bifurcations which can occur when stability is lost and, in Section 4, show how interactions between these bifurcations can lead to multistability in the system. In the nal section, we will discuss the implications of our results in the context of the neural network.
2. Linear Stability Analysis. By inspection, we see that (x 1 ; x 2 ) = (0; 0) is a xed point of the nonlinear DDE (1.2). Linearization of (1.2) about the trivial xed point produces the system _ 1 (t) = ? 1 The analysis of equations (2.3) and (2.4) is similar, thus the majority of this section will focus on the characteristic equation (2.3). We will discuss how our results may be extended/modi ed for equation (2.4) at the end of the section. The trivial xed point of the nonlinear DDE (1.2) is asymptotically stable if and only if all the roots, , of the characteristic equation (2.3) satisfy Re( ) < 0. Conditions under which this is true are described in the following two theorems. Since < 0, ! 0, > 0, s 0, 0, 0, 0, sin(! s ) 0, and cos(! s ) > 0, the rst two terms in the rst line of expression (2.11) are non-negative. We now consider the other two in turn. The next theorem helps to determine the full stability region of the trivial xed point by describing its boundary in parameter space. Theorem 4 implies that the subsets of parameter space de ned by the equations = 0 (i.e., (2.3) has a zero root) and = i! (i.e., (2.3) has a pair of pure imaginary roots) form the boundary of the stability region. The next step is thus to describe these subsets.
The case = 0 is simple. Substituting = 0 into the characteristic equation ( 
The third limit requires explanation. The nite limiting value holds for the principal branch of the arctan function (and follows by doing a Taylor expansion in (2.17)), while the in nite case refers to all other branches. Of course, the nite value is in the parameter space only if 0 < < or < 0 and s ? 1 def = s . We shall refer to the branch that corresponds to the nite limit as the exceptional branch.
Remark: If > j j then the`+' sign in (2.17) is associated with the`>' sign in (2.17) and similarly, the`?' sign with the`<' sign. In summary, we have shown 1. that the lines, = 0 , with and s positive and arbitrary, represent the set of points in parameter space for which the trivial xed point of the DDE (1.2) has a zero eigenvalue; 2. that the curve (with multiple branches) de ned by equations (2.16) and (2.17) represents the set of points in parameter space for which the trivial xed point of the DDE (1.2) has a pair of purely imaginary eigenvalues. We shall refer to the lines = 0 , (i.e., equation (2.12) or equation (2.13)) in the -plane as the = 0 lines, and the curve de ned by equations (2.16) and (2.17) as the = i! curve.
We now present two theorems which describe how the real parts of the roots of (2.3) change as one crosses a = 0 line and the = i! curve in the -plane. Proof: The = i! curve de ned by equations (2.16) and (2.17) gives the points in the -plane where the real part of is zero. We can now prove our claim by considering the appropriate derivatives. Di erentiating equation (2.17) , with respect to !, we get: By inspection, we see that the above denominator is always nonnegative. By (2.20), Let us summarize our results so far. Theorems 1 and 2 establish regions in parameter space which form subsets of the stability region of the trivial xed point of (1.2). Theorem 4 shows that the full stability region for xed , s , and may be obtained from the appropriate subsets by increasing until one reaches the = 0 lines, i.e., equation (2.12) or (2.13), or the = i! curve, de ned by equations (2.16) and (2.17). Theorems 5 and 6 describe how the roots of the characteristic equation change as one crosses the boundary of the stability region.
To get a more precise picture of the stability region, one needs to understand the ordering of the = 0 lines and the = i! curve in the -plane for xed , s , and . This is the subject of the next two lemmas. and refer to it as the rst transition point. Note that (1) s s . Furthermore, Lemma 2.2 also applies to = 0, in which case (1) s = 1=2j j. We now have the background to discuss the stability region when j j < , which is the subject of the next two theorems. of the = i! curve cross = ? (i.e., the = 0 line) and hence H attains a minimum value min (which depends on and s ) satisfying ? j j min < ? . De ne the associated values by j;min = j (! min ). We can now state our second stability theorem. (2) s ( s = 3). The stability region is shaded, and the number of roots with positive real parts in other regions is as indicated.
As discussed above, for s (1) s , some portion of the = i! curve lies to the left of the = 0 line = ? , hence the boundary of the stability region must be composed of parts of the = i! curve and parts of this line.
Consider and refer to it as the second transition point.
We can now state our nal stability theorem. We shall not discuss this case in great depth; it su ces to say that Theorems 1, 2, and 3 can be slightly altered so that the conclusions are the same. Furthermore,~ H is de ned exactly the same way as H in (2.16), thus all theorems and lemmas relating to H follow. Moreover, in this case j are de ned similarly to equation (2.17), the main di erence lying in the argument of the arctan function.
Notice that there is no = 0 line. Further, since Theorem 6 applies, the characteristic equation of the trivial xed point gains a pair of complex conjugate eigenvalues when crossing the = i! curve. Therefore, by Theorem 4, the boundary of the stability region must always be the = i! curve. Hence, the stability region of the trivial xed point is the region between the -axis and the = i! curve, where the = i! curve undergoes various qualitative changes depending on the values of the parameters.
In summary, we know that 1. For > 0, 0 < , there is no stability region for all 0, 0, and s 0; 2. For > 0, > , the stability region is de ned by the region between the -axis and the = i! curve, which undergoes one transition: (a) For 0 s < (1) s , the branches of the = i! curve are nested; (b) For (1) s s , the branches of the = i! curve intersect. 3. For < 0, 0 < ? , the stability region is de ned by the region between the -axis and the = i! curve, which undergoes two transitions:
(a) For 0 s < (1) s , the branches of the = i! curve are nested; (b) For (1) s s < (2) s , the branches of the = i! curve intersect, for s > s an exceptional branch appears; (c) For s (2) s , the trivial xed point has no region of stability. 4. For < 0, > ? , the = i! curve undergoes one transition:
(a) For 0 s < (1) s , the branches of the = i! curve are nested; (b) For (1) s s , the branches of the = i! curve intersect, and once again, for s > s an exceptional branch appears.
3. Bifurcations. In the previous section, we determined all points in parameter space where the characteristic equation (2.3) has roots with zero real parts, i.e., where the trivial xed point of (1.2) has eigenvalues with zero real parts. Varying a parameter in the system (1.2) in such a way as to pass through such a point may cause a bifurcation, i.e., a qualitative change in the type of solutions admitted by the DDE. Such points are important, particularly when they lie on the boundary of the stability region of the trivial xed point, as they determine the overall behaviour of the system. We shall choose the parameter as the one to vary to cause the bifurcations. While this seems natural based on the results of the previous section, and, in particular, Figures 2.1{ 2.3, this parameter does not appear explicitly in the original equation (1.2) , thus some extra assumption is required. The discussion of the rest of this section will hence take place under the assumption that the parameters a 12 and a 21 may be written as continuously di erentiable functions of the parameter via a 21 = f( ); a 21 = g( ); (3.1) where f( )g( ) = 2 . Under these assumptions, the standard theory of bifurcations may be applied to (1.2) with as the distinguished parameter. Since we do not need to specify f and g explicitly, we shall be able to make quite general assertions about bifurcations in the system. Note that two particular cases included above are f( ) = = g( ) (3. Since, h(x 1 ) is a continuous function, (3.7) implies that h(x 1 ) has a positive root, call it x 1 . De ne x 2 = f(x 1 ), then (x 1 ; x 2 ) is a nontrivial solution of (3.4) and (3.5). Since h(x 1 ) and f(x 1 ) are odd functions, (?x 1 ; ?x 2 ) is also a solution of (3.4) and (3.5). Proof: The proof is similar to that of Theorem 11, hence we will omit it. Remark: For a given set of parameter values, it is possible to study the existence of nontrivial xed points of (1.2) by plotting equations (3.4) and (3.5) and looking for intersection points. Using this procedure, we have never observed nontrivial xed points for parameter values satisfying 0 < < ? and have observed up to four nontrivial xed points for parameter values satisfying 0 < < ? .
Based on these results, we make the following conjectures. (1) s , then the trivial xed point is stable for 0 < < ? and attracts all solutions.
To determine with certainty the type of steady state bifurcations which occur in this system would require analyzing the stability of the xed points (x 1 ; x 2 ) and (?x 1 ; ?x 2 ). To do this, we would need to linearize the DDE (1.2) about these xed points, produce a new characteristic equation, and analyze its roots. This is a large task, certainly beyond the scope of this paper. Instead, we provide numerical evidence to support our conjectures. where h = maxf s ; g. We have, however, performed experiments using a variety of initial conditions. Experiment 1 : 0 < < We observe that solutions with parameters satisfying < ? tend to the origin. Furthermore, we observe that solutions having parameter values satisfying > ? tend to the nontrivial xed points. These simulations support Conjecture 1, i.e., that there is a supercritical pitchfork bifurcation at = ? . Experiment 2 : 0 < < We observe that solutions always converge to a nontrivial xed point, i.e., the behaviour of the system is una ected by the bifurcation at = ? . This is expected as this bifurcation does not form part of the boundary of the stability region (c.f. Theorem 3). Experiment 3 : < 0, 0 < s < (1) s We nd that solutions with parameter values satisfying < ? tend to the stable xed point at (0; 0), as predicted by our stability analysis. An example is shown in Figure 3.1(a) , where we chose = ?1, = 1=2, s = 0:01, a 12 = 1, a 21 = 1:2, = 1 (corresponding to the`x' in Figure 2.2(a) ) and used (3.8), (3.9) , and (3.10). We further nd that solutions with parameter values satisfying > ? tend to a nontrivial xed point. An example is shown in Figure 3.1(b) , where we let = ?1, = 1=2, s = 0:01, a 12 = 1, a 21 = 2:5, = 1 (corresponding to the`+' in Figure 2.2(a) ) and used (3.8) and (3.10) . In this case, solving equations (3.4) and (3.5) numerically in Maple shows that that the xed point, rounded to three decimal places, is (x 1 ; x 2 ) = (0:496; 0:881), which agrees with Figure 3.1(b) . Using the same parameters values, but initial conditions (3.9) yields a solution which tend toward the stable xed point (?x 1 ; ?x 2 ) = (?0:496; ?0:881). This supports Conjecture 2, namely, that a supercritical pitchfork bifurcation occurs. Experiments for the case < 0, s > (1) s will be discussed in Section 3.2.
3.2. Hopf Bifurcation. In this section, we consider the behaviour of the nonlinear DDE (1.2) in the neighbourhood of the = i! curve. Section 2 showed that the characteristic equation associated with the trivial xed point has a pair of complex conjugate imaginary roots along this curve, thus we might expect (1.2) to exhibit a Hopf bifurcation along this curve. The proof of this fact is the goal of this section. We begin by establishing the usual nondegeneracy conditions on the roots of the characteristic equation. and let a 12 , a 21 be given by (3.1). It is then straight-forward to show that F has continuous rst and second derivatives with respect to both and (see 25] for details). Propositions 3 and 4 imply that (3.16) obeys the conditions of the Hopf bifurcation theorem 14, page 333] and the result follows.
It is well-known 14] that the behaviour of a DDE such as (1.2) in the neighbourhood of a point of the Hopf bifurcation is determined by the following system of ODEs (in polar coordinates) _ r = r + ar 3 _ = !:
In particular, if a > 0, the Hopf bifurcation is supercritical and if a < 0, it is subcritical. Using the centre manifold and normal form techniques, this coe cient may be related to parameters in the DDE (see 2], 5], 26] for details of this computation). We have used a Maple program 5] to determine the coe cient a for the rst four branches of the = i! curve shown in Figures 2.2(b) and 2.3(a) , for the parameterization given in (3.1){(3.3) . We see the following behaviour. In some cases, the bifurcation is supercritical along the whole branch. In other cases, the bifurcation is supercritical for large values of , but becomes subcritical as decreases. In a few cases, we observed several switches between supercritical and subcritical bifurcations along a single branch. The point or points where the criticality changes (which corresponds to a well studied 10] degenerate Hopf bifurcation) usually occur to the right of the = 0 line and thus will not have a large e ect on the observable behaviour of the system. Of particular note is the fact that even when , , s , , and are xed, changing the parameterization of a 12 and a 21 (i.e., changing f and g in (3.1)) can change the criticality of the bifurcation. This is because the coe cient a depends on both a 12 and a 21 independently and not just their product, 2 .
3.2.1. Numerical Simulations Near the = i! Curve. Experiment 1 : 0 < < , a 12 a 21 > 0 or < 0, 0 < s < (1) s , a 12 a 21 > 0 We observe that solutions always converge to a nontrivial xed point. This is expected since, in these cases, the Hopf bifurcation curves occur to the right of the = 0 line, where the trivial xed point is already unstable. Experiment 2 : < 0, (1) s < s < (2) s , a 12 a 21 > 0 or 0 < s < (2) s , a 12 a 21 < 0 In this case, the branches of the = i! curve are qualitatively as shown in We observe that solutions always converge to a periodic orbit or to a nontrivial xed point. This is expected since this bifurcation curve does not form part of the boundary of the stability region (cf. Theorem 9). 4 . Interaction of Bifurcations. In the previous sections, we described the location of various bifurcations in the parameter space. In particular, we showed that pitchfork bifurcations occur along the = 0 lines (2.12) and (2.13) and that Hopf bifurcations occur along the various branches of the = i! curve (2.16) and (2.17) . It is evident from the results of Section 2, as shown for example in Figure 2 .4, that intersections of these various lines and curves may occur. Such intersection points correspond to bifurcation interaction points, also known as codimension two bifurcation points. In this section, we describe the bifurcation interactions which can occur in the DDE (1.2) and show how these interactions in uence the behaviour observed in the system.
There are three main ways in which the bifurcation curves can intersect leading to the following three types of bifurcation interaction points. Using a center manifold reduction 14], it can be shown that the dynamics of systems of delay di erential equations such as (1.2) in the neighbourhood of a bifurcation interaction point are determined by a system of ordinary di erential equations, whose dimension corresponds to the number of roots of the characteristic equation with zero real parts at the interaction point. Using normal form analysis, the behaviour of the system of ODE's corresponding to each of the interaction types described above has been studied in depth ( 13, Chapter 7] , 18, Chapter 8]). The details of these computations and of a Maple program designed to perform them symbolically are described in 5]. In the rest of this section, we use the results of this program to predict the behaviour of system (1.2) in the neighbourhood of interaction points of the three types described above, and compare the predictions with numerical simulations of the full system of delay di erential equations.
4.1. Hopf-Hopf Interaction. Recall from Section 3 that the Hopf bifurcations which occur in system (1.2) on the boundary of the region of stability of the xed point are, for the most part, supercritical. As shown in Guckenheimer and Holmes 13, Section 7.5], the interaction of two such supercritical Hopf bifurcations results in a secondary Hopf bifurcation leading to the creation of a 2-torus. We have applied the Maple program described above to several Hopf-Hopf interaction points on the boundary of the stability region in Figures 2.4 and 2 .5. In all cases, we nd that the parameter values are such that the torus is unstable and coexists with two stable limit cycles (one resulting from each of the primary Hopf bifurcations). This is con rmed by numerical simulations of (1.2) with parameter values near any one of these interaction points. An example is shown in Figure 4 .1 where the parameter values correspond to the intersection point of the lower two branches of the = i! curve in Figure  2 .4. When the initial condition (3.10) is used, the system tends to one limit cycle ( Figure 4.1 (a) ). When the initial condition (3.8) is used, however, the system initially behaves quasiperiodically (Figure 4.1 (b) ) and ultimately settles on a second limit cycle ( Figure 4.1 (c) ).
Hopf-Pitchfork
Interaction. This interaction is also discussed in 13, Section 7.5] where it is shown that when both bifurcations are supercritical (as is our situation, see Section 3) a secondary bifurcation leading to the creation of two limit cycles not surrounding the origin results. Again, applying the Maple program to several interaction points yields the same qualitative results: the parameters are such that these new limit cycles are unstable and coexist with the nontrivial xed points and the limit cycle surrounding the origin, both of which are stable. These results are con rmed by numerical simulations of (1.2), an example of which is shown in Figure 4 .2 4.3. Takens-Bogdanov Interaction. In 13, Section 7.3], it is shown that when the Takens-Bogdanov interaction involves a supercritical Hopf and a supercritical pitchfork bifurcation, one should expect to nd a region of parameter space in which the nontrivial xed points are stable and coexist with a large, stable limit cycle which surrounds them. We observe this behaviour in our numerical simulations of equation (1.2), an example of which is shown in Figure 4 .3.
5. Discussion. In this paper, we have given a detailed analysis of the mathematical properties of the system of delay di erential equations (1.2), emphasizing the implications of having time delays. In this section, we will review some of the important mathematical results obtained and discuss their meaning in the context of neural networks. Perhaps the most interesting aspect of the analysis in Section 2, of the stability of the trivial solution, is the fact that all the results depend on the connection parameters only through the product of the strengths, a 12 a 21 , and the sum of the delays, 1 + 2 . In particular this means that the stability results for a system with two inhibitory connections are identical to those for as a system with two excitatory connections of the same magnitude. Similar results have been observed in ring neural networks 1, 4] with an even number of elements.
The e ect of the feedback on the stability results comes down to a certain critical value, (1) s , of the delay which is determined by the circuit parameter and the strength of the feedback . If the feedback delay, s , is smaller than this value, the system behaves in a similar manner to systems without feedback such as those studied in 1, 12] . That is, its behaviour is characterized by large regions of connection-delay independent stability, regions of global stability (see 25] for details) of the trivial xed point and the only other solutions possible are simple periodic or nontrivial xed points. If the feedback delay is larger than this value, more complicated behaviour may arise, as discussed below.
In Section 3, we showed that increasing the magnitude of the either of the connection strengths, a ij , can cause the trivial xed point to lose stability via a pitchfork bifurcation giving rise to stable nontrivial xed points, or via a Hopf bifurcation giving rise to a stable periodic solution. These latter solutions dominate the parameter space, existing (and most often being the attractor of the system) in all regions in Figures 2.1{2.3 which are neither in the stability region nor in a region marked with \1". The presence of these solutions in our model is primarily due to the presence of time delays, as similar models without delays can be shown to be globally stable 6]. It should be clear from Figures 2.1{2.3 that Hopf bifurcations may also be caused by changing the either of the connection delays, 1 ; 2 . Thus, the common belief that delays can destabilize a stable xed point giving rise to a periodic solution is true in this system. However, contrary to this view, increasing the connection delays in our system can also stabilize the trivial xed point (this can be seen in Figures 2.2(b)  and 2.3(a) ). This phenomenon is quite common in systems with multiple time delays 2] and higher order systems with a single time delay 3, 7] .
In Section 4, we showed that when the feedback delay is larger than the critical value (1) s , interactions of the various bifurcations may occur, giving rise to multistability. Interaction of a pitchfork bifurcation with a Hopf bifurcation gives rise to multistability between a pair of nontrivial xed points and a periodic solution. When the parameters are in this state small perturbations to the variables can cause the system to initiate or terminate oscillations. This type of oscillator death is observed in many systems including in a certain experimental culture of neurons 16]. Interactions of two Hopf bifurcations give rise to bistability between two limit cycles of di erent frequencies. This is interesting as it is generally believed that periodic ring is one mechanism for transmitting information in the nervous system 9], with the frequencies of the oscillations being the \message" transmitted. Thus, bistability between limit cycles provides a mechanism for the system to convey two di erent \messages" in response to di erent stimuli, for the same parameter values.
Finally, we present some other interesting behaviour seen in our system. As noted in the introduction and seen in Figure 2 .3, under certain conditions on the feedback parameters, the system will oscillate even when the connection delays or strengths are zero. In this parameter region, the neurons behave like a system of coupled oscillators and exhibit some of the associated behaviour. For example, it is possible to destroy the oscillations in the system by increasing the connection time delay, as pictured in Figure 5 .1 (a) and (b). This phenomenon of oscillator death due to time delays has recently been noted in a quite di erent system of coupled oscillators 22], and may, in fact, be quite common in oscillators with time delayed coupling. Further, as discussed in Schuster 24] , delayed coupling may introduce a phase shift in the oscillations. This e ect is quite interesting for it can give rise to solutions which are counterintuitive. As an example consider two neurons coupled together with excitatory connections. One might expect that they should oscillate in phase, which is what we observe in our system when the connection delay is zero ( Figure 5.1(a) ). However, if the connection delay is large enough we observe that they oscillate 180 out of phase ( Figure 5.1(c) ).
The opposite e ect is observed when the connections are inhibitory (see 25] for an example). This is important from an experimental viewpoint as it means that two neurons observed to be oscillating synchronously may have excitatory coupling with small time delays, or inhibitory coupling with large time delays.
