Advanced modelling of electro-mechanical systems for energy harvesting (EH) and sensing is important to develop reliable self-powered autonomous electronic devices and for structural health monitoring (SHM). In this perspective, a novel computational approach is here proposed for both real-time and off-line parameter identification (PI). The system response is governed by a set of four partial differential equations (PDE) where the three displacement components and the electrical potential are the unknowns. Firstly, the finite element (FE) method is used to reduce the PDE problem into a set of ordinary differential equations (ODE). Then, a statespace model is derived with the aim to limit the PI problem to a subset of unknowns. After that, an identification error is introduced and the Lyapunov theory is used to derive the PI algorithm. The numerical implementation is based on a sensitivity analysis feedback block. The overall proposed computational strategy is robust and results in an exponential asymptotic convergence. The accuracy of the PI method is demonstrated by analysing the time-domain response of an array of piezoelectric bimorphs subjected to low-frequency structural random vibrations. The selected case-study is an existing cable-stayed bridge, for which an extensive dynamic monitoring campaign has provided the experimental data. Once time histories of the device response are obtained through time-dependent dynamic FE simulations, the PI algorithm is used to determine the unknown lumped coefficients of the state-space model. The comparison between FE method and lumped parameters model in terms of tip displacement and output voltage demonstrates the superior predictive capability of the new PI algorithm. As a result of the sensitivity analysis, guidelines to assess the optimal array configuration are also provided.
Introduction
Electromechanical systems are a fundamental component of a wide class of devices, such as actuators, sensors, controllers, motors and transducers. Several recent scientific researches about electromechanical systems are also focused on energy harvesting technologies with the aim to convert mechanical vibrations into electrical energy, thereby facilitating the development of small electronic autonomous apparatuses [20, 29] . To achieve this result, several prototypes have been built in the last years based on thermoelectric, electromagnetic, pyroelectric, triboelectric and piezoelectric effects [44] . The length of these devices range from the nanoscale to the microscale, up to the macroscale. In this framework, advanced modelling and experimental characterization of the dynamic response are important to enhance the electromechanical systems performances. A reliable modelling is one of the main task in order to predict the response of complex intelligent materials and structures, given external loads and boundary conditions [13] . Furthermore, the continuous growth of the complexity in smart, micro and nano electromechanical devices calls for multiphysics and multiscale numerical simulations [45, 46, 47] . At the same time, experimental data are essential to assess the reliability of the model predictions. Given the model and the experimental data, dynamic system identification can be accomplished.
System identification [4] is the science to build a valid mathematical model capable of describing the essential properties of a given system starting from observed input-output or output-only data [12] . Despite the large amount of significant contributions about system identification [14, 15, 16, 17] , some open issues still exist such as dealing with nonlinear models [11] and large databases (Bayesian and sensor networks [14] ), formulating the estimation method as a convex optimization problem, bridging the gap between the scientific communities involved in model order reduction and system identification [12, 37, 38] . In particular, parameter estimation is the task that concerns with the experimental determination of the numerical values of the parameters governing the static and/or dynamic behaviour of a given system, under the assumption that the system model can be represented by means of a known mathematical structure [15] . Parameter estimation also plays an important role in filtering, state estimation [8] and controller design [9, 10, 11] . Parameter identification (PI) techniques can be classified into two main categories, namely parametric and non-parametric methods [19] . Unlike non-parametric methods (which are adopted when the system model structure is unknown), parametric methods rely on the availability of an accurate system model whose parameters have to be identified. Both frequency-domain (FD) [18] and time-domain (TD) approaches can be employed to this end.
Typical numerical identification approaches adopted in PI problems include Newton methods, least squares and the gradient search techniques [39, 40, 41] as well as soft computing techniques [42, 43] . For example, a generalized computing paradigm based on artificial dynamic models is proposed in [33] , and the computational strategy therein proposed does not fail even when traditional iterative algorithms such as Newton-Raphson are not able to converge due to high nonlinearities. Among the different available approaches, the model reference adaptive systems (MRAS) technique can also be mentioned [50, 51] . It can be used for the direct adaptation of the controller gains [52, 53, 54, 55] as well as for the identification of the parameters of unknown processes [15, 31, 32, 34] . Recently, dynamic modeling of breast tissue with application of the MRAS identification technique based on clinical robot-assisted palpation is described in [5] . Gatto et al. [7] presented an online discretetime PI algorithm suitable for surface-mounted permanent magnet synchronous machines. Liu et al. [6] developed two MRAS estimators for identifying the parameters of permanent magnet synchronous motors based on the Lyapunov stability theorem and the Popov stability criterion, respectively. Lyapunov stability theory in analysis and control of electromechanical systems is discussed in [35, 27, 28] .
During the last decade, even in the framework of smart electromechanical systems modelling [21, 22, 23, 24] , several efforts have been spent in developing and implementing identification techniques based on parametric methods. Actually, the identification of electromechanical modal parameters of piezoelectric structures is important to enable a correct implementation of these devices for energy harvesting, vibration control and health monitoring applications [48] . Reduced-order modal models can usually arise from numerical finite element (FE) [49] or distributed analytical approaches [21, 23] . Porfiri et al. [25] proposed two techniques for estimating piezoelectric modal couplings and piezoelectric modal capacitances. Erturk et al. [21] provided an alternative approach to conventional techniques for damping identification based on closed-form expressions and a single data point of the voltage frequency response function (FRF). Delpero et al. [26] reported that an accurate prediction of the damping is based on a reliable identification of the generalized coupling coefficient and provided experimental proof for shunted piezoelectric elements. A FD technique has been adopted in [24] in order to fit nonlinear algebraic equations derived via the method of harmonic balance.
In this study, we propose a novel computational approach for both real-time or off-line PI in the framework of electromechanical devices employed for energy harvesting and sensing applications [36] . The system response is governed by a set of four partial differential equations (PDE) where the three displacement components and the electrical potential are the unknowns. The FE method is first used to reduce the PDE problem into a set of ordinary differential equations (ODE). Then, a state-space model of the device response is derived with the aim to limit the PI problem to a subset of unknowns. Model order reduction is achieved since the resulting FE equations are projected onto the modal space. An identification error is then introduced and the Lyapunov theory is used to derive the PI algorithm. The underlying principle of the algorithm is to formulate an artificial dynamic system [2, 30] by a proper set of ODE, whose equilibrium points correspond to the problem solutions [1, 3] . Exponential asymptotic convergence to equilibrium points for the artificial dynamic system is also achieved through a proper design, where a sensitivity analysis of the system response with respect to the vector of parameters to be identified is required.
Modelling

PDE for a piezoelectric solid
The governing equations for a linear piezoelectric solid are:
where stress/strain tensor and electric-field/electric-displacement vector components are defined by σ ij , ij , E i and D i , respectively. Moreover, u i are the displacement components (i = 1..3), ρ e is the free electric charge density and φ is the electric potential. The electric entalpy H is defined in terms of strain and electric field vector components as [85] :
where C ijkl , e ikl , µ ik are the elasticity, piezoelectric and dielectric material tensors. Consequently, the constitutive relations are:
The boundary conditions are defined as (see Figure 1 ):
where
e , Γ σ n , Γ D n are the domain boundaries for displacement, ground condition, electric potential, stress and electric displacement, respectively. The vector n is the normal to the domain boundary and u 0 , φ 0 , σ, d are prescribed values of displacement, electric potential, stress and electric displacement. With some algebra, the final system of four coupled equations (strong form) for the three components of the displacement and the electric potential is obtained:
Toward an ODE-based formulation
Strain is obtained by derivatives of displacement, while displacement components and electric potential are defined in terms of shape functions N a and nodal point values u a i and φ a such as:
where n e denotes the number of nodes for each FE. Finally, the equivalent FE equations are written in matrix form as [82] :
where u d and φ φ φ d collect the value of the unknowns at the nodes of the FE discretization (the upper dot indicates the time derivatives) whereas f and f e are the load vectors due to mechanical and electrical Neumann boundary conditions, respectively. Moreover, according to the standard FE procedure, the matrices in Eq. (8) are assembled as:
where:
The symbol
indicates the summation over the N e elements of the finite element mesh whereas the matrices B u , and B φ collect the derivatives of the shape functions. Moreover, c, e and µ µ µ are the elasticity, piezoelectric and permittivity matrices. Viscous damping is assumed in Eq. (8), where C uu is the damping matrix. According to the Rayleigh damping model, C uu is computed via the combination of the linear stiffness matrix and the mass matrix as
The class of Newmark schemes and an implicit solver are used here for the time discretization [56, 57, 84] .
Model order reduction
In the previous section, the general electromechanical PDE are converted into a linear second order system with N g degrees of freedom based on the FE approximation. The differential equation of motion can be written in matrix form as:
For the class of problems of interest in this paper, the mechanical Neumann boundary conditions are given by:
where f is an effective force vector due to the external vibrations,ü g is the horizontal base acceleration, S g is an influence vector whose components that refer to the motion direction are equal to 1, see [58] . In practice, −M uu S g describes the spatial distribution of the effective force andü g (t) is their time variation. The following coordinate transformation is used for the mechanical and electrical degrees of freedom:
thereby allowing the projection of the dynamic equations onto the modal space, where
T is the vector of modal mechanical coordinates,
T is the vector of modal electrical coordinates.
Once Eq. (15) is substituted into Eq. (13), both sides of Eq. (13) are pre-multiplied by Φ Φ Φ T and post-multiplied by Φ Φ Φ, thus obtaining:
, (16) where
is the modal participation vector. In particular, it yields that
, with r = 1...N . Modal shapes Φ Φ Φ r are determined by solving the eigenproblem:
and ω 2 r are the corresponding eigenvalues. If we define the modal mass, damping, stiffness and piezoelectric matrices as:
respectively, the resulting system of equations is decoupled and can be written as:
Similarly, once the time derivative of the electrical equation is performed, its projection onto the modal space is obtained as follows:
where R L is the vector of nodal impedances andQ indicates electrical currents. Now, we define modal resistance and capacitance matrices as:
respectively. Therefore, Eq. (21) becomes:
Derivation of the state-space model
Equations (20) and (23) can be arranged in the state-space form as:
where we can introduce the matrices Ω Ω Ω 2 , Λ Λ Λ and Θ Θ Θ:
and the vectorf such as:
Moreover, the orthogonality condition leads to the following diagonal matrices:
3 Identification algorithm based on sensitivity analysis
The system given by Eq. (24) can be rewritten as follows:
and
The matrix A represents the state matrix whereas the matrix B is the input matrix. Moreover, we can introduce an output vector:
where, for the electromechanical system under consideration, D = 0 and C = I 0 0 0 0 I . Overall, the set of equations:
fully describes the linear time-invariant electromechanical system. Now, let λ be a vector of unknown parameters that characterize the dynamic response of the electromechanical system described by Eq. (24):
where S is the number of parameters to be identified in the matrix A. Our goal is to find the set λ * that minimizes the difference:
where the vector y m (t) includes the values of measured displacements and electrical potentials of the electromechanical system whose parameters we want to identify. The simplest approach to solve this problem is to minimize the sum of the squared residuals. Therefore, the parametric identification process can be formulated as the following minimization problem:
where P m is the number of control/measurement points and ι = 1...P m . Following [33] , we now assume thatλ(t) changes according to the gradient of ψ, that is:
where κ κ κ is a diagonal matrix and D is the directional derivative. Hence, we obtain:
Moreover, observing that ψ is positive-semidefinite and his time derivativeψ negative-semidefinite, the Lyapunov theorem guarantees that if the vector λ(t) evolves according to Eq. (38), it converges to an equilibrium point λ * which is asymptotically stable and represents the solution of the identification problem. However, the directional derivative of the error e(λ, t) with respect to λ must be computed to solve Eq. (38) . It is defined as follows:
and it is strictly connected with the directional derivative of the system dynamic response z(λ, t) with respect to λ. Unfortunately, an implicit dependence exists between z(λ, t) and λ, where the exception is represented by the existence of simplified analytical solutions for z(λ, t) in presence of particular input excitation u(t) (for example, if an harmonic force is applied, then the relation becomes explicit). However, for a general case, the dependence of the state-space system solution with respect to each unknown parameter must be considered and can be computed deriving Eq. (30) using the chain rule:
It can be observed that Eq. (41) has the same form of Eq. (30) . In fact, if we now introduce
Dλ , the set of S equations given by Eq. (41) is recast in the form:
It is here noticed thatQ and Q are second order tensors, while A and z are third and first order tensors, respectively. Furthermore, if the uncertainty in the parameters is high, the convergence of the procedure can be enhanced using in the sensitivity dynamic equation (42), in place of the estimate of the state z(λ, t) directly the experimental values. By combining Eq. (42), Eq. (38) and Eq. (34), the identification problem can be solved looking for the solution of the following set of equations:
A block diagram of the proposed algorithm is provided in Figure 2 .
Benchmark of the method
The configuration considered for the device under investigation is of the cantilevered type and the assumed model relies on the Euler-Beroulli beam theory [20, 23] . Piezoelectric bimorphs mounted as cantilever beam are widely used for energy harvesting applications. A common layout for piezoelectric bimorph consists of two layers joined together with different polarization. The top surface of the beam has an electrode patch, whereas the bottom surface is grounded. The piezoelectric bimorph is made of Polyvinylidene Fluoride (PVDF), whose properties are given in Table 1 . A reference bimorph geometry is now introduced, with length L = 30 mm, width B = 10 mm, thickness H b = 0.2 mm and tip mass M = 25 g. Close to the resonance, the system response given by Eq. (24) is well approximated using its first mode only. Therefore, in order to illustrate the effectiveness of the proposed computing paradigm, we considered here the final single-degree-offreedom (SDOF) electromechanical model resulting from the above assumption. As a consequence, for the device depicted in Figure 3 the electromechanical response is governed by the equations:
where ζ 1 is the first modal mechanical damping ratio, ω 1 is the first undamped natural frequency, θ 1 is the modal electromechanical coupling terms, F 1 is the first modal mechanical forcing function, C 1 is the capacitance, R 1 is the load resistance and υ = (V t − V b ) is the voltage response across the external resistive load. For further information on the device material properties and geometry, the interested reader can refer to [49] . In practice, this is a single input (F 1 ) and multiple output (η 1 and υ) system. In place of the experimental data, we use a predefined set of target parameters to benchmark the proposed method. The obtained trajectories of the relative error e(λ, t) components Figure 4 and Figure 5 . Similarly, the dynamic evolution of the unknown parameters K 1 = M ω 2 1 and θ 1 is depicted in Figure 6 and This benchmark problem demonstrated that the proposed identification algorithm can identify the unknown system parameters and is able to follow the time evolution of the unknown dynamic system.
5 Case-study
Experimental response of a cable-stayed bridge
The selected case-study is an existing cable-stayed bridge that crosses the Garigliano river (Italy). An overview of the bridge is given in Figure 8 . The bridge was built in 1993 and consists of two equal spans whose length is 90 m. The width of the deck is 26.1 m and its height is 2.45 m. The girder is constrained at the central tower, the height of which is 10.85 m from the foundation to the deck extrados and 30 m from the deck to the top. The girder is also simply supported at the other ends and sustained by 18 couples of cables (nine couples for each span). The cross sectional areas of the two shortest cables is 67.5 cm 2 . The longest cable has a cross sectional area of 70.5 cm 2 . The others have a cross sectional area equal to 82.5 cm 2 .
The dynamic response of the bridge under ambient vibrations was recorded by means of an extensive monitoring campaign [86] . The installed network of sensors consisted of piezoelectric uniaxial accelerometers PCB 393B12 with a sensitivity equal to 10 V/g and a frequency range 0.15 Hz -1000 Hz. The sampling rate was equal to 200 Hz. The vertical vibrations of the deck were recorded by installing the accelerometers within the structure along the longitudinal axis. Both horizontal and vertical accelerations of each cable were monitored by placing two accelerometers at an average height of 3.8 m above the deck extrados. The intensity of the dynamic response of the cables was found larger than that of the deck. Therefore, only the vertical accelerations recorded on some cables are used in the present work. The time window of the measured cable response is about 50 s. From the overall database, only five measurement points are selected and used for the following analyses. In Figure 8 , these points are indicated as S1, S2, S3, S4 and S5.
The acceleration records of each sensor are provided in Figure 9 and Figure 10 in the time domain and frequency domain. The maximum value corresponds to 1.13 times the gravitational acceleration (a g = 9.8 m/s 2 ) and it occurs for S5 while the maximum root mean square (RMS) is found to be 0.093a g , see Table 2 and Table 3 . 
Energy harvesting
Array of bimorphs
Energy harvesting is the process of (1) capturing a non-electric form of energy from naturallyoccurring energy sources, (2) converting it into an electric energy, and (3) accumulating this electric energy for future uses [73] . Examples of energy sources typically exploited for energy harvesting applications include thermal, light (solar), wind, mechanical (vibration) and many others. Amongst these scavenging techniques, harnessing energy from vibration is probably the most promising approach to power wireless sensing electronics [69] . Current proposals for vibration-to-electricity conversion are mostly based on electrostatic [71, 76] , electromagnetic [64, 68, 78] or piezoelectric methods [62, 63, 66, 74] . Within this framework, piezoelectric energy harvesting technologies are widely used [67] since the manufacturing processes of piezoelectric films are nowadays mature for large-scale applications. To date, most piezoelectric vibration-based energy harvesting (EH) devices are designed as linear resonators that work efficiently within a limited bandwidth near the targeted resonant frequency [90] . If the identified excitation frequency slightly shifts with respect to the resonant frequency of the harvester, then its performance can decrease drastically [91, 92, 93, 94] . Many factors can jeopardize the optimal tuning. As a matter of fact, the frequency content of the dynamic input is unfortunately not known exactly in many cases. Moreover, the frequency content of many mechanical vibrations can vary in time. Furthermore, the input signal energy can be distributed over a quite large frequency range. Hence, increasing the bandwidth of piezoelectric vibrationbased EH devices is a critical design issue to foster their extensive use [59, 60, 65, 72] . The existing strategies to broaden the bandwidth of EH devices can be grouped into frequency tuning, multimodal energy harvesting and nonlinear energy harvesting [89] . Resonance tuning methods can be further categorized into mechanical, magnetic, and piezoelectric methods [61, 70, 75, 77, 79, 80] . The use of an array of piezoelectric EHs is among the simplest strategies, but its efficient design requires a proper evaluation of the role of mechanical and electrical parameters.
The main advantage of this technique is that the setup is scalable, since it is very easy to add or remove a single cantilever or to adjust their resonance frequencies. Nevertheless, this setup may require a bulky volume causing a limitation for small-scale devices. Therefore, designing an optimal bimorph geometry as well as assessing the optimal number of bimorphs is not a simple task.
It can be seen from the experimental measurements ( Figure 9 and Figure 10 ) that the largest bridge cables vibrations are concentrated in the frequency range 0-12 Hz. A first estimation of the maximum energy that can be extracted from a given base motion is possible based on a deterministic design of the generator as discussed in [81] . Following this approach, a parametric analysis has been performed for a preliminary design of each bimorph in the array. Based on such results, a tuning between the bimorph first natural frequency f 1 and the cable frequency f c (see Table 3 ) with the peak amplitude in the signal spectrum is achieved by selecting a proper thickness of the 
Parameter identification
By tuning f c and f 1 for a given signal spectrum (from S1 to S5), the optimal bimorph thickness H o is calculated. The value is obtained such as (f c − f 1 )/f 1 ≈ 5%, see Table 4 . The shift is introduced in order to obtain a conservative estimation of the energy as well as to prevent the occurrence of high stress levels that would not be compatible with the material strength of the device. For the sake of completeness, it is remarked that the tuning condition can be achieved by designing a feedback controller. Also a change in the electrical boundary conditions (resistance/capacitance) can lead to a bandwidth shift. However, an electronic network (such as rectifier bridges and switches in the circuit) is required for this purpose and consequently both the size and cost of the system would increase [88] . First, FE analyses are implemented by discretizing the device geometry with eight-node coupledfield electromechanical elements. A simple circuit element is introduced between the two layers of each bimorph to simulate the electrical boundary conditions. A mass element is used to model the tip mass while the mechanical boundary conditions (i.e. random accelerations) are globally applied to the model at each time step. Then, the array parameters are identified. Third, the resulting set of ordinary differential equations with updated lumped coefficients is solved using a Runge-Kutta algorithm. According to [87] , the assumption of linear piezoelectric material behaviour in EH made of PVDF layers is valid if the tip displacement is not larger than 0.25L, as in this case-study. Finally, the time histories of tip displacement and output voltage are obtained, see Figure 11 and Figure 12 . The comparison between FE model and lumped parameters model demonstrates the effectiveness of the proposed algorithm.
Sensing
Although reduced order methods neglect local information about stress, strain and electric fields, they can be useful to achieve a compromise between accuracy and computational cost [83] . In the following numerical analyses, we analyze the bimorphs as a sensing apparatus and assess the influence on the response as function of geometrical and electrical variables. Hereafter, FE solutions only are shown for the sake of readability, but lumped parameters models well approximate these results.
Influence of the geometry
A comparison of the bimorph voltage response is provided for two different thicknesses, namely H b (red line) and H o (black line), see Figure 13 . From Figure 13 and Table 5 , it is evident that no difference is obtained for S1 since H b = H o for this case. For a damping value equal to 8% and for Table 5 and Table 6 .
Influence of the damping
In Figure 14 , the optimized thickness H o for each signal (from S1 to S5) is used and damping values equal to 0%, 2% and 4% are considered. It is here observed that different values of damping can be obtained creating a coarse vacuum box that accommodates the bimorphs. Conversely, H b is considered in Figure 15 . For damping values equal to 0%, 4%, 8% and considering the signal S2, the RMS value of the voltage increases from 6.5 V to 10 V up to 26.5 V. The peak value of 107 V corresponds to signal S5 when ζ = 0%. The maximum RMS value is obtained for signal S4 and it is equal to 40 V, 16 V and 10.1 V for damping values equal to 0%, 4%, 8%, respectively. It is clear that mechanical damping can remarkably affect the output voltage for vibration frequencies close to the resonance condition (see Figure 15) . Conversely, the influence of the damping is relatively small for the non-resonance case, see Table 5 , Table 6 and Figure 16 . For signal S3, the peak voltage increases from 12.7 V (4%) to 51 V (0%) when the thickness is optimized while it changes from 10 V (ζ = 4%) to 20V (ζ = 0%) when the thickness is H b .
A note on beating effects
The beat phenomenon occurs when a dynamic undamped system with a proper eigenfrequency is forced with an oscillating external load having a frequency slightly different, i.e. it is excited in a condition close to the resonance. In this work, we considered a 5% mismatch between the natural frequency f 1 of the bimorph and the cable frequency f c with the highest amplitude in the signal spectrum. Consequently, if we focus on the results for the undamped system (black lines), two waves are visible in the time histories of, both, tip displacement and electrical voltage, travelling with frequencies approximately equal to f t =| (f c + f 1 )/2 | and f s =| (f c − f 1 )/2 |, respectively. When f 1 is equal to f c , the system oscillates in phase with the external vibration and, therefore, the energy absorbed from the EH will increase resulting in a monothonic growth of the amplitude being f s = 0, see Figure 17a . On the other hand, if f s = 0 (as common in practice) the amplitude of the first oscillation initially increases until the device is in phase with the external acceleration, and then decreases. To clarify this behaviour, we provide the output voltage for a frequency shift (f 1 − f c ) equal to to 5% and 10% in Figure 17b . For signal S5, this behaviour corresponds to a peak decrease from 65 V to 26.41 V for a mismatch equal to 5% and 10%, while the RMS value decreases from 26 V to 9.85 V, see Table 7 . Hence, this phenomenon can be exploited for applications at the nanoscale where the experimental evidence shows that the damping is very small.
Influence of the input acceleration
In Figure 16 , dynamic voltage responses are compared for different acceleration records from S1 to S5. Additionally, the influence of mechanical damping on the dynamic voltage responses can be again inferred from Figure 16b and 16d (ζ = 4%) and in Figure 16a and 16c (ζ = 0%). It is here highlighted that, for H = H b and ζ = 4%, the maximum voltage is obtained for the signal S1 (10 V) and not S5 (0.65 V), even if the RMS value for the acceleration increases. This behavior is also confirmed for other damping values.
Influence of the electrical resistance
Here, the response is analysed in the frequency and time domains, considering different values for the resistor between the top bimorph layer and the ground. The analyses are limited to the most critical input acceleration S5. Three different resistance loads, namely 10 kΩ, 50 kΩ and 100 kΩ are assumed. The bimorph has a thickness H f = 0.76 mm and a first frequency equal to 9.0747 Hz. See Figure 18 and Table 8 .
Conclusions
This paper has presented a novel computational paradigm for modelling and PI of electromechanical devices employed for energy harvesting and sensing applications. The computational strategy is based on sensitivity feedback analysis. First, we have shown that the identification problem can be formulated by a proper set of ordinary differential equations whose equilibrium points correspond to the problem solutions. We rigorously demonstrated that this artificial dynamic system can be explicitly designed to be stable with asymptotic convergence. Moreover, the resulting equations are computationally simple enough to be easily implemented in online adaptive identification/control applications. Second, in the context of multimodal energy harvesting, the PI algorithm is used to assess the lumped coefficients of a reduced order model for an array of bimorphs implemented in real structural health monitoring conditions. We considered an array configuration with the aim to produce higher energy from broadband ambient vibrations of a cable-stayed bridge. The acceleration time-histories at different bridge locations are experimentally measured while the time histories of tip displacement/velocity and the electrical output are numerically assessed using FE simulations. The FE solutions are then used as an alternative to the experimental data to identify the lumped coefficients of the state-space model of the piezoelectric device. Finally, a numerical study is developed to characterize the response under different technological constraints and beating effects in the dynamic behaviour are also discussed. Comparative evaluations demonstrate the effectiveness of the proposed computational strategy.
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