Abstract. We establish an L ∞ ×L 2 → L 2 norm estimate for a bilinear oscillatory integral operator along parabolas incorporating oscillatory factors e i|t| −β .
Introduction
It is known that the Hilbert transform along curves:
is bounded on L p (R n ), for 1 < p < ∞, where ν(t) is an approprate curve in R n . Particularly, it is known that H ν f p ≤ C f p if ν is a well-curved curve on R n . The reader can see the details in [18] , that is a good survey on this topic. The most recent results and further references can be found in [5] , in which the L p estimates are established for the singular Radon transforms and their maximal analogues over smooth submanifolds of R n with some curvature conditions. Among various curves, one simple model case is the parabola (t, t 2 ) in the two dimensional plane. This work was initiated by Fabes and Riviere [8] in order to study the regularity of parabolic differential equations.
On the other hand, it is an easy fact that the kernel p.v.
1 t of the Hilbert transform can not be replaced by 1/|t|, since the integral mean zero property of p.v.1/t, (together with its size condition) plays a crucial rule in obaining the L p , boundedness of H ν . However, this condition is not necessary if there is an oscillating factor e i|t| −β in the kernel (see [20, 9, 12] ). More precisely, the L p boundedness of the integral also holds if one replaces the kernel p.v.1/t by e i|t| −β 1/|t|.
In [21] , Zielinski studied the oscillatory integral
it −β dt t 1+α , with ν(t) = (t, t 2 ).
He proved that T α,β,ν is bounded on L 2 (R 2 ), if and only if β ≥ 3α. Chandrana [2] improved this sharp L 2 (R 2 ) boundedness of T α,β,ν , on a little more general curve ν(t) = (t, t k ), .k > 1. Most recently, this result was extended to the high dimension on any curves ν(t) = (t k 1 , t k 2 , ..., t kn ) with 0 < k 1 < k 2 < ... < k n (see [3] ).
A very active direction of harmonic analysis in recent years is analysis of multilinear operators. A breakthrough on the bilinear Hilbert transform was made by Lacey and Thiele [13] . And there are a lot of work following Lacey and Thiele's brilliant work on the related bilinear (or multilinear) operators. The reader can see some of them in [11, 13, 19] among numerious references. However, the bilinear Hilbert transforms along curves is a new field, which is still poorly understood. In the bilinear case, the study of the Hilbert transform, even along the parabola (t, t 2 ) , becomes very involved. For instance, Plancherel Theorem, the most powerful method in estimating the L 2 boundedness in the linear case, is totally unvaluable. There is a natural analogue of the bilinear Hilbert transform along parabolas in the ergodic theory setting, that is, the nonconventional ergodic average 1 N N −1 n=0 f (T n x)g(T n 2 x). In [10] , Furstenberg proved that the characteristic factor of the trilinear ergodic averages 1 N N −1 n=0 f (T an )g(T bn )h(T cn ) for all a, b, c ∈ Z is charateristic for the previous nonconventional ergodic average. We are indebted to M. Lacey for bringing these Furstenberg's theorems into our attention. Thus a possible method for the bilinear Hilbert transform along a parabola is to understand the trlinear Hilbert transform first. However, it turns out the trilinear Hilbert transform is very difficult to handle. This indicates that some significant difficulty will be encountered in the study of the bilinear Hilbert transform along curves. It is very interesting to find a proof for the bilinear Hilinear transform along curves without using any information of the trilinear Hilbert transform. It might be possible to obtain such a way by combining time-frequency analysis and the known results for the trilinear oscillatory integrals. This investigation will appear in another paper. In this article, we are interested in the bilinear oscillatory integral along a parabola,
The main theorem that we prove is the following.
We can view this result as a bilinear version of the operator T α,β,ν in the case α = 0. But our proof is much more difficult than those in the linear case and we observe that all proofs of the L 2 boundedness metioned in [2, 3, 21] are mainly based on Plancherel's Theorem. Moreover, our method can also be used to handle the kernel 1/|t| 1+α with stronger singularity. The method also works for the operator along a polynomial curve if one replces t 2 by a polynomial P (t) with a little more technical modification. For simplicity, we only concentrate on t 2 case here. We do not know yet what is the best lower bound for β. A natural guess would be 0, however, the method in this paper does not give any lower bound better than 1. By the time-frequency analysis, it is possible to get L p × L q → L r estimats for T β for all p, q > 1 and 1/r = 1/p + 1/q. The more general curve case and L r estimates will be appeared in the subsequent papers. However, a more interesting problem is the following, which yields L r estimates immediately. 
Does there exist positive constants C and ε independent of f, g and j such that
holds for some p > 1, q > 1 and 1/p + 1/q = 1/r?
It is natural to ask this type of questions. It seems possible to get an affirmative answer to this question if β is large enough, say β > 6. There are two possible ways to solve this questions. One of them is to ask whether there exists a positive number ε such that
holds for all
where L is some suitable differential operator and χ is a suitable bump function on some bounded set. However this seems to be a quite challengeable way. When L is ∂ m ∂ n /∂x m ∂y n , a lot of work had been done by many people. For example, some of this type of work can be found in [1] and [14] . A more promising way is to consider the phase function by delicate analysis on the stationary phase. The main difficulty seems in the stability of the critical points of the phase function aξt + bηt 2 + f (t) for some a, b ∈ R and C ∞ function f , when the second order derivative of the phase function can be very small. By stability, we mean that some properties of the critical points can not be destroyed when there is a perturbation of the variables (ξ, η). The desired stability can be obtained when the second order derivative of the phase function is large, which is one of the crucial points in this paper. A further investigation on the stability of the critical points will be carried.
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Reductions
In this section, we first show that Theorem 1 can be reduced to the following Theorem 2. 
Recall that ρ be a suitable standard bump function supported on the intervals
where K 0 (t) is a bounded function supported in 1/4 < |t| < 1. Then clearly Theorem 1 is a consequence of Theorem 2 and the following theorem.
Theorem 3 is not difficult to obtain. Indeed, we may without loss of generality restrict x, hence likewise the supports of f, g, to fixed bounded intervals. This is possible because of the restriction |t| ≤ 1 in the integral. The trouble is at a neighborhood of t = 1/2 since the Jocobian
∂(x,t) = 1−2t if u = x−t and v = x−t 2 . We only prove the bounds for the integral operators with 1/2 < |t| < 1 since another part 1/4 < |t| < 1/2 can be handled similarly. Let ψ be a standard bump function supported in [−100, 100]. By changing variables, we only need to show that
for p > 1, q > 1 and r > 1/2 with 1/p + 1/q = 1/r. Let ρ be a suitable standard bump function supported in 1/8 < |t| < 1/2. It suffices to prove that there is a positive ε
for all j ≥ 1, p > 1, q > 1 and r > 1/2 with 1/p + 1/q = 1/r, since (2.2) follows by summing for all j ≥ 1. Let
, we can restrict x in one of A N only so that it suffices to show that
for all j ≥ 1, p > 1, q > 1 and r > 1/2 with 1/p + 1/q = 1/r, where 
Hence an interpolation then yields a bound C2 −εj for all triples of reciprocal exponents within the convex hull of (1, 1, 2), (1, 0, 1), (0, 1, 1) and (0, 0, 0). This finishes the proof of Theorem 3.
A Decomposition
It is more convenient to write
Note that
Let Θ be a Schwarz function supported on (−1, 1) such that Θ(ξ) = 1 if |ξ| ≤ 1/2. Set Φ to be a Schwartz function such that
Then Φ is a Schwartz function such that Φ is supported on {ξ : 1/2 < |ξ| < 2} and
and for any m 0 ∈ Z,
We decompose the operator T j,β into
where T m,m ′ ,j,β is defined by
where [x] denotes the largest integer no more than x. We then decompose T j,β into T j,β = Heuristically, we decompose the operator according to the occurrence of the critical points of the phase function φ ξ,η (t) = 2 m ξt + 2 m ′ ηt 2 − |t| −β and φ ′ ξ,η for ξ, η ∈ supp Φ. Definẽ
φ ξ,η depends on m, m ′ andm depends on j but we suppress the dependence for notational convenience.
We will treat T j,β,1 in a different way. Actually if T j,β,1 is removed, then |φ ′′ ξ,η | ≥ C or |φ ′ ξ,η | ≥ C in all other cases. This simplifies our problem a lot. In fact, it is easy to see that for T j,β,2 , T j,β,3 , T j,β,5 , T j,β,6 there are no critical points for the phase function, and these four cases are the simplest cases sincem provides O(2 −N βj ) (see Section 5) . For other cases T j,β,4 , T jβ,7 , T j,β,8 , the critical point may happen and it should bring a stationary phase to the corresponding Fourier integral. If there is no high oscillation in the stationary phase, then the situation is almost same as the simplest cases. Otherwise, we will use the high oscillation caused by the stationary phase to get some desired decay by dealing with some trilinear oscillatory integrals.
Sum of T j,β,1 's
Observe that T j,β,1 equals to
If j is large enough (larger than some constant depending on β), then 2 m ′ +βj+2j−3 ≤ |ξ + η| ≤ 2 m ′ +βj+2j+3 whenever ξ, η are in the supports of Θ and Φ respectively. Let Φ 3 be a Schwartz function such that Φ 3 is supported in (1/16, 9) ∪ (−9, −1/16) such that Φ 3 (ξ) = 1 if 1/8 ≤ |ξ| ≤ 8. Then for large j, we have
We can also write T j,β,1 , h by
Summing all j and applying Cauchy-Schwartz ineqaulity, we dominate j T j,β,1 , h by
which, by one more use of Cauchy-Schwartz inequality, is clearly majorized by
Littlewood-Paley Theorem then yields
Therefore we obtain
The Simplest Cases
In this section we deal with the simplest cases T j,β,2 , T j,β,3 , T j,β,5 , T j,β,6 .
Lemma 1. Let j, β ≥ 0 and ℓ = 2, 3, 5, 6. For any positive integer N there is a constant C such that
holds for all 1 < p, q ≤ ∞ and 1/r = 1/p + 1/q.
Proof. First we prove the case ℓ = 3. From (3.3), we see that (5.2)
where φ 3,j,ξ,η equals to
And it is clear by the definition of b β that
be a Schwartz function supported on |ξ| < 3/2 and Θ 1 (ξ) = 1 if |ξ| ≤ 1. An integration by parts gives that
holds for all nonnegative integers α 1 , α 2 and N . Then we expand this function into its Fourier series to obtain
where the Fourier coefficients C n 1 ,n 2 's satisfy
for all N ≥ 0. Changing variables, we obatin
And then we can write T j,β,3 as a product, i.e.,
where
Clearly (5.6) yields (5.1) since it is trivial to get the L r estimates for the product of two functions.
We now turn to the proof for the case ℓ = 6. From (3.3), we have that (5.7)
Letm 6,j,β be defined bym 6,j,β (ξ, η) = ρ(t)e −i2 βj φ 6,j,ξ,η (t) dt where
Then the definition of b β and the fact m ′ > b β gives
Let Φ 6 be a function such that Φ 6 is a Schwartz function supported on 1/4 < |ξ| < 5/2 and Φ 6 (ξ) = 1 if 1/2 ≤ |ξ| ≤ 2. By integration by parts we get that
holds for all nonnegative integers α 1 , α 2 and N . By Fourier series we can expand the function as following.
for all N ≥ 0. Change of variables then yields
). And hence T j,β,6 can be written as a product, i.e.,
(5.1) follows immediately from (5.11) because each term in the sum is trivially bounded.
The case ℓ = 5 is similar to the case ℓ = 6 by symmetry. The case ℓ = 2 can be obtained similarly. We omit the details for these two cases. Therefore we finish the proof.
From the definition of T j,β,4 , we have that T j,β,4 equals to (6.1)
We need to show the following lemma. Lemma 2. Let j ≥ 0, β > 1 and −b β < m < b β . There is a positive number ε 0 and a constant C such that
holds for all f ∈ L ∞ and g ∈ L 2 .
Letm j,β be defined by
DefineT 4,m,j,β by
By a rescaling argument, to prove Lemma 2, it is sufficient to show
6.1. Reduce to the trilinear form. To prove (6.5), we first reduce the problem to the L 2 estimate of a trilinear form. Let Λ 4,m,j,β be the trilinear form defined by (6.6)
We claim that it is sufficient to prove
Indeed, notice thatT 4,m,j,β equals to
where f j,β and g j,β satisfy
Let ψ be a nonnegative Schwartz function such that ψ is supported in [−1/100, 1/100] and satisfies ψ(0) = 1. And for n ∈ Z, define
Let 1 I be the characteristic function of the set I. Define It is clear that
1 * n can be considered as essentially 1 In . We thus can write T 4,m,j,β (f, g), h as
which is equal to
where Λ k 1 ,k 2 ,n,m,j,β,4 (f, g, h) equals to
Let ε be a small positive number. When we sum all |k 1 | > 2 εj or |k 2 | > 2 εj in the previous sum, just put absolute value throughout to estimate the sum by
for all positive integre N . Notice that t ∼ 1 when t is in the support of ρ. Thus, for max{|k 1 |, |k 2 |} > 2 εj , we estimate this sum by
We now turn to sum all |k 1 | < 2 εj and |k 2 | < 2 εj for Λ k 1 ,k 2 ,n,m,β,j,4 . Note that when j large, 1 * n+k 1 f j,β 's Fourier transform supported in a small neighborhood of the support of f j,β . 1 * n+k 2 g j,β has a similar property. Thus we have
. And then (6.7) yields (6.8)
which is clearly bounded by
Since ε can be chosen to be very small, we thus obtain (6.2) if (6.7) is assumed to be right. Therefore the remaining thing we need to prove is (6.7) for the boundedness of the operator T j,β,4 .
Define m 4,β,j to be
Define the triliner form Λ j,β,m,4 by
By rescaling, to get (6.7), it is sufficient to prove that there exists a positive number ε 0 such that 
since we have (6.11) and a trivial upper bound when ξ, η are in the supports of Φ and Θ respectively. The stationary phase gives a high oscillation and we will see that it yields a desired estimate for us. To prove (6.10), it is enough to show the following lemma.
Lemma 3. Let −b β < m < b β . And letΛ j,β,m,4 be defined by
Suppose that β > 1. Then there exist a positive number ε 0 and a constant C β independent of j such that
holds for all functions
The rest part of the section is devoted to the proof of (6.15).
6.3. Some lemmata. We need some lemmata for the proof of (6.15).
Lemma 4. Let φ(t, ξ, η) = aξt + bηt 2 + f (t) for some C ∞ function f and a, b ∈ R. Let t 0 (ξ, η) be a critical point of φ(·, ξ, η) such that
where φ ′′ is the second order derivative with repect to t. Define
Then the determinant of the Hessian matrix of Q vanishes.
Proof. t 0 (ξ, η) is implictly defined by the equation
Thus we have
.
By the chain rule and the fact that t 0 (ξ, η) is a critical point, we have ξ, η) .
Clearly, the determinant of the Hessian maxtrix of Q vanishes.
Lemma 5. Let t 0 be a critical point of φ 4,ξ,η . Define Q by
And letQ τ be defined bỹ
If j is large enough (larger than a constant), then the determinant of the Hessian maxtrix ofQ τ satisfies
where H(Q τ ) denotes the Hessian maxtrix.
Proof. Using Lemma 4, it is easy to see that the determinant of the Hessian ofQ τ is equal to
where C =
A simple computation as what we did in Lemma 4 then yields that
It is easy to see
. Let 2suppΘ be an interval generated by dilating of the interval suppΘ into an interval with twice length. For all η ∈ 2suppΘ and t ∈ [1/32, 19/32], we have (6.24) φ ′′ 4,ξ,η (t) ∼ C β due to the definition of b β . If j is large enough, then v + α2 −j τ ∈ 2suppΘ since v ∈ suppΘ. (6.24) then yields
Thus to finish the proof it is sufficient to show that
We claim first that there is a critical point of φ 4,u−τ,v in [1/32, 19/32]. In another word, this means that t 0 (u − τ, v) ∈ [1/32, 19/32] exists. We prove this claim by contradiction. Assume that such a critical point does not exist, that is, We now turn to prove (6.25). The triangle inequality yields that the left hand side of (6.25) is bigger than or equal to (6.27 
By the mean value theorem, we have
for some θ ∈ [0, 1]. From (6.18), it is easy to see that
Similarly, the mean value theorem and (6.18) also yield
(6.29) and (6.30) then gives (6.25). Therefore we finish the proof of the lemma. 
Thus by Cauchy-Schwartz we dominate |Λ j,β,m,4 | by
where T j,β,m,4 is defined by
equals to
Changing variables η 1 → η and η 2 → η + τ , we see that
Changing coordinates to (u, v) = (ξ − η, b 1 ξ + b 2 η), the inner integral becomes
. By Lemma 5, we know that
By the well-known Hörmander theorem on the nondegenerate phase, we then dominate
By Cauchy-Schwartz inequality it is bounded by
2 , for any ε > 0. Thus we have
i.e.
Define m 8,β,j to be
Define the triliner form Λ j,β,8 by
By rescaling, to get (7.4), it is sufficient to prove that there exists a positive number ε 0 such that
holds if m ≥ b β and β > 1.
7.1. The Trilienar Oscillatory Integral. As before, for simplicity, we suppose that ρ is supported on [1/8, 1/2]. The good thing about the phase function φ 8,ξ,η is that 
for all positive integers N , which trivializes (7.6).
The difficult case is when there is a unique critical point of φ 8,ξ,η in [1/16, 9/16]. Let us call this critical point t 0 = t 0 (ξ, η). The method of stationary phase yields that
since we have (7.7) and a trivial upper bound when ξ, η are in the supports of Φ. The high oscillation from the stationary phase should yield a desired estimate for us. To prove (7.6), it is enough to show the following lemma.
Lemma 7. Let m ≥ b β . And letΛ j,β,m,8 be defined by
7.2. A Lemma. As the case T j,β,4 , we need a lemma on the stability of the critical points of the phase function.
Lemma 8. Let m ≥ b β . And let t 0 be a critical point of φ 8,ξ,η . Define Q by (7.12) Q(ξ, η) = φ 8,ξ,η (t 0 )
Let j > 0, |τ | ≤ C, (u, v) ∈ supp Φ × supp Φ. Suppose that t 0 (u, v), t 0 (u − τ, v + 2 −j τ ) ∈ [1/16, 9/16] exist. And letQ τ be defined bỹ
We omit the proof of this lemma since it is simlar to the proof of Lemma 5. It is also easy to see the trivial estimate for some ε 0 > 0. We thus complete the proof of Lemma 7, and therefore the proof for the case T j,β,8 .
