Let Q(n) be the n-dimensional hypercube, and X a set of points in Q(n). The Steiner problem for the hypercube is to find the smallest number L(n,X) of edges in any subtree of Q(n) which spans X. Let W(k,n) be the set of points in Q(n) having weight k, where we normalize k+1 ≤ n 2 . We apply a result of Frankl and Rödl on the generalized Turan problem for hypergraphs to show that
show that L(n,W(k+1,n)) ≤ ( )
We also show that this is within a factor of log(k) from optimal in a certain strong sense.
1.Introduction
Let G = (V,E) be an undirected graph with vertex set V and edge set E. The Steiner problem for G ( first introduced in [H] ) is: given a subset X of V find the minimum number L(X,G) of edges in any subtree of G which contains X among its vertices. Apart from its intrinsic interest as a graph theory problem, the Steiner problem is motivated by various layout problems in VLSI design and in communication networks.
This problem has been considered for various classes of graphs G ( see the survey [Wi] ).
In this paper we continue a study, begun in [MP] , of the Steiner problem in the case where G is the n-dimensional hypercube Q(n). Among the results in the latter paper were "formulas" for L(X,Q(n)) when |X| ≤ 5, and NP-completeness even in the subproblem when X is only permitted to be an arbitrary subset of the points of weight 2 in Q(n).
By definition, Q(n) is the graph whose point set is the set of all 2 n n-tuples over the alphabet {0,1}. Two points of Q(n) form an edge if and only if the corresponding n-tuples differ in exactly one coordinate. The weight of a point is the number of 1's among its coordinates. We let W(k,n) be the set of all points in Q(n) of weight k. As more convenient notation, given any set X Q(n), we let L(n,X) = L(X,Q(n)).
One of the results in [MP] was the bound L(n,W(k+1,n)) ≤ ( )
under the restriction that k is at most roughly O(n 1/2 ). That result made use of a result of Frankl and Rödl [FR] related to the generalized Turán problem for hypergraphs. Their result involves the construction of a set D W(k,n) of size at most (1+o(1))       log(k) k ( ) n k (as k ) which dominates W(k+1,n); that is, such that for every w W(k+1,n) there is a v W(k,n) for which vw is an edge of Q(n). In this report we obtain the improved bound L(n,W(k+1,n)) ≤ ( ) n k+1 + (1+o(1))       log(k) k ( ) n k with k restricted only by k+1 ≤ n 2 . When k+1 > n 2 , the symmetry of the hypercube then implies the dual bound obtained by replacing each occurrence of k in the second term of the right side by k+2. We make an analysis of the connected components structure in the subgraph of Q(n) induced by D W(k+1,n). The results of this analysis imply that by adding to D a set E of negligibly smaller size, the resulting set D E W(k+1,n) induces a connected subgraph of Q(n).
The improved bound follows.
In the last section we show that this bound is in a certain strong sense within a factor of log(k) from optimal.
The Upper Bound
In this section we apply a result of Frankl and Rödl [FR] on the generalized Turán problem to get an upper bound for L(n,W(k+1,n)).
Observe first that a trivial upper bound for L(n,W(k+1,n)) is obtained by noting that the
Of course one would expect to improve on this fairly crude bound. A better approach is to use a result of [FR] that provides a subset Z W(k,n) which dominates W(k+1,n) and has size |Z| ≤ (1+o (1)
The hope is then that by adding not too many more points to Z we might obtain a set Z' such that the graph induced by Z' W(k+1,n) is connected. Indeed, the main result of this section is that such a Z'
exists having an additional number of points which is negligible compared to the bound for |Z| given above.
As background, recall the Turán problem for graphs. This is to find the maximum number of edges a graph G on n points can have so that G contains no subgraph isomorphic to K t (the complete graph on t points). This problem was solved in [Tu] . Equivalently one may ask for the smallest size of a set T of edges in K n such that every K t subgraph of K n contains some edge from T.
A possible generalization of the Turán problem to hypergraphs, coming from the case t=3 where we are covering triangles (i.e. 3-sets) by edges (2-sets), is as follows. What is the minimum size C(n,k) among all collections T of k-sets from a ground set X on n points so that every (k+1)-subset of X contains at least one element from T? The connection with hypercubes is then natural.
First we view the elements of X as the coordinate positions used in describing the points of Q(n). Each subset G of X then corresponds to a point of Q(n), which we denote p(G), having 1's in the coordinates belonging to G and 0's in the remaining coordinates. Similarly for a collection T of subsets of X we let p(T) be the subset G T p(G) of the point set of Q(n). Now C(n,k) may be viewed as the minimum size of a set V W(k,n) which dominates W(k+1,n), i.e. such that for any w W(k+1,n) there is a v V such that vw is an edge of Q(n).
We now describe the construction of [FR] . The following notation will be needed. Let X = {1,2,...,n} be a ground set of n elements, and let ( ) X m denote the collection of m-subsets of X for any m, 1≤m≤n. Consider an integer r<k to be chosen later, and assume for convenience that n=rt, where t is some positive integer. Now partition X as X = X 0 X 1 X 2 ... X r-1 where X i ={c: Theorem 1: [FR] For any 0 ≤ e ≤ r-1, the set p(V e ) dominates W(k+1,n).
Proof: We paraphrase the proof given in [FR] .
Consider any e and any G ( ) X k+1 . It suffices to show that there exists a corresponding F V e such that F G. For any g G let y(g) = e + x G-{g} x . The numbers {y(g): g G} form a set of s(G) distinct numbers modulo r. Hence by the pigeon hole principle there exists w such that y(w) i (mod r) for some i satisfying 0≤i≤r-s(G). The set F = G-{w} then satisfies F V e and F G, as required.
For any 0≤e≤r-1, let R e be the subgraph of Q(n) induced by p(V e ) W(k+1,n) (with V e defined as above) . Since p(V e ) already dominates W(k+1,n), the subgraph R e is a good start towards constructing a subtree of Q(n) which spans W(k+1,n). Should R e be connected, we would have the bound L(n,W(k+1,n)) ≤ |R e | = ( ) n k+1 + |p(V e )| . But even when R e turns out to be disconnected, a bound for L(n,W(k+1,n)) will be obtained by addending to R e a modest number of points of Q(n) so as to induce a connected subgraph. Therefore we introduce the following notation toward analyzing the structure of the connected components of R e .
For a given r, 0≤e≤r-1, and a given G X with |G| = k, we define the congruence vector of G as the vector C(G) = (c 0 , c 1 ,..., c r-1 ), where c i = |G X i | is the number of elements of G congruent to i mod r. For a congruence vector D we let the block of D be {H X: C(H) = D}, and the term block will refer to any collection B of k-subsets from X such that B is the block of D for some congruence vector D. Again, such a B may also be viewed as a subset of W(k,n). Abusing our notation somewhat, we will refer to a block B by the congruence vector D defining B when there is no chance of confusion. As an example with k=4 and r=3 and n large enough, we have the subset (of X) G={3,6,4,8} with C(G) = (2,1,1) and associated block B = (2,1,1) (consisting of all H X satisfying C(H) = (2,1,1) ). For a block B we let s(B) be the number of nonzero entries in the congruence vector defining B (so that s(B) = 3 for the block of the preceding example). Note that each of the sets V e defined above partitions as a disjoint union of blocks since if G V e then any H ( ) X k satisfying C(H) = C(G) must also belong to V e . As k is arbitrary in these definitions, we can speak about blocks which are subsets of W(t,n) for any t. Finally for any subset M W(k,n) we let Nb(M)={u W(k+1,n): uv E(Q(n)) for some v M }.
Lemma 1: For any block B, the subgraph of Q(n) induced by p(B) Nb(p(B)) is connected. Proof: Let G,H B. We will construct a sequence of "exchanges" leading from G to H.
Corresponding to this sequence is a path in Q(n) from p(G) to p(H) whose points alternate between p(B) and Nb(p(B)).
Let G\H = {x 1 ,x 2 ,..,x c } and H\G = {y 1 ,y 2 ,..,y c }where x i y i (mod r) for all i≤c. Now let G 0 = G, and inductively let G i = G i-1 {y (i+1)/2 } for i odd and G i = G i-1 \{x i/2 } for i even, 1≤i≤2c.
An easy induction shows that G 2c = H, while G i B for i even, and p(G i )p(G i+1 ) is an edge of
and Nb(p(B)), as desired.
The preceding lemma motivates the following approach to clarifying the connected components structure in the graphs R e . Let B = (c 0 , c 1 ,..., c r-1 ) and B' = (d 0 , d 1 ,..., d r-1 ) be two blocks in the disjoint block decomposition of V e . Also let f i be the r-dimensional vector having a 1 in coordinate i and 0's everywhere else, and let e it = f i -f t . We will say that that B and B' are related if they satisfy B = B' + e it (*) for some 0≤i,t≤r-1, where + denotes vector addition. We then define the block graph BG(e) as the graph whose vertices are the blocks in the disjoint block decomposition of V e , and whose edges are unordered block pairs BB' for which B and B' are related (in the above sense). When S is a set of points in a graph G, we denote by <S> the subgraph of G induced by S.
Lemma 2: Let F BG(e). Then <p(F) Nb(p(F))> is a connected subgraph of Q(n) <F> is a connected subgraph of BG(e).
Proof: : Suppose BB' is an edge of <F> with B and B' satisfying (*) for some i and t. Then the block B" = B' + f i ( note that B" W(k+1,n) ) satisfies In view of lemma 2, we can determine the connected components structure of R e by instead determining the connected components structure of BG(e). To facilitate this, we will use the following terminology. We will view a block B = (c 0 , c 1 ,..., c r-1 ) as an ordered set of r piles of "chips". We will refer to these piles as "pile 0", "pile 1", ...,"pile r-1". Alternatively, view a block of a block to another (possibly empty) pile a move. Depending upon which two piles are involved, a move may or may not result in a block which lies in V e . A move will be called legal iff both its starting and ending blocks (B' and B) are legal (i.e., they lie in V e ). By definition, then, a move is legal iff B and B' are legal, i.e. sum(B) (resp. sum(B')) 0,1,2,...or r-s(B) (resp. s(B')) mod r. We will refer to the set {B BG(e): s(B)=i } as level i. For a given i, 2 ≤ i ≤ r, we let ω(i) = r-i+1. Thus for fixed e, ω(i) is the "first" disallowed sum value for any block of V e lying in level i, the others being ω(i)+1, ω(i)+2,... through r-1. When i = 1, any sum value is allowed for a block at level i, i.e.
all blocks in level 1 are legal.
Lemma 3: Let r ≥ 6. Then for any e, the vertices of BG(e) lying in level 1 are in the same connected component of BG(e).
Proof: Let B be a vertex in BG(e) all of whose chips are in pile i. It suffices to find a sequence of legal moves ending with the vertex all of whose chips are in pile i-1. (Notice that all blocks lying in level 1 are legal.) As notation in this proof, we augment the r-tuple (c 0 , c 1 ,..., c r-1 ) denoting a block B by (c 0 , c 1 ,..., c r-1 ; z), where z = sum(B). Also a "long" sequence of consecutive 0's among the coordinates will be written in exponent form; e.g. (0 t , c t ,..., c t+m , 0 r-t-m-1 ; z) will denote a block whose first t and last r-t-m-1 piles are empty.
We move chips from pile i to pile i-1 one at a time (reducing the sum by 1 mod r each time) until we reach a block with sum ω(2)+1 or until pile i is exhausted, whichever comes first. In the latter case we would be done, so suppose we arrive at a block B' with sum ω(2)+1 lying in level 2, and represent B' by ( 0 i-1 , x i-1 , x i , 0 r-i+1 ; ω(2)+1 ). (Possibly x i-1 = 0 if the original block B already had sum ω(2)+1, and then B'=B.)
We now make the move B' → ( 0 i-3 , 1, 0, x i-1 , x i -1, 0 r-i-1 ; ω(2) -2 ), which is legal since ω(3) = ω(2) -1. Now again move one chip at a time from pile i to pile i-1, until either pile i is exhausted or the sum reaches ω(2)+1, whichever comes first.
Assume first that pile i is exhausted. At that stage we are at a block C = ( 0 i-3 , 1, 0, k-1, 0 r-i ; z ), where the k-1 entry indicates the number of chips in pile i-1, and where z is neither ω(2) nor ω(2)-1 mod r. Thus C V e since s(C) = 2 while sum(C) is not the (single) disallowed value ω(2). The move C → ( 0 i-1 , k, 0 r-i ) is then legal since the resulting block lies in V e , and we are done.
So suppose that pile i was not exhausted, and we have reached a block D = ( 0 i-3 , 1, 0, y i-1 , y i , 0 r-i-1 ; ω(2) + 1 ). Now make the moves D →( 0 i-1 , y i-1 +1, y i , 0 r-i-1 ; ω(2) + 3 ) → ( 0 i-1 , y i-1 +2, y i -1, 0 r-i-1 ; ω(2) + 2 ) → ( 0 i-1 , y i-1 +3, y i -2, 0 r-i-1 ; ω(2) + 1 ) = E, where if either y i -1 or y i -2 is 0 then we stop and are done with the proof. In the final block of the sequence we must have y i -2 < x i . Substituting E for B' and repeating the process starting from B', we are done by induction.
Lemma 4: Every block B BG(e) satisfying s(B) ≤ r-1 is joined by a path in BG(e) to some block B' in BG(e) having exactly two nonempty piles, these piles being consecutive.
Proof: Call a block in BG(e) having exactly two nonempty piles, these being consecutive, a 2-block.
Observe that for any B BG(e) we can assume s(B) ≥ 2, since when s(B) = 1 we can just move a chip from the nonempty pile to either of the two piles next to it, obtaining a 2-block. (At least one of these moves must result in a legal block.)
The basic plan is to make moves which "compress" the piles of chips until we reach a 2- Let C be the block resulting from executing whichever of (2) or (3) is applicable.
B' C
Repeat step (1).
end
We claim that this procedure is valid; that is, the block B' returned has the properties specified in the description of the output.
Observe first that if all the moves made in this procedure were legal, then we would be done.
For then, each execution of step (2) or (3)b moves a chip from the extreme right to the left or from the extreme left to the right. On applying (3)a, the resulting block C satisfies sum(C) > 0, so when we repeat step (1) we will either be done (with the desired block) or (2) Suppose first that (2) is executed. Then s(C) ≤ s(B) +1 while sum(C) = sum(B) -1. Hence it follows from 0 < sum(B) ≤ ω(s(B)) -1 and ω(t+1) = ω(t) -1 for any t, that 0 ≤ sum(C) ≤ ω(s(C)) -1. Thus C is legal. Now suppose (3) is executed. If ω(s(B)) = 2, then after executing (3)a we have ω(s(C)) ≥ ω(s(B)) = 2 (since a chip transfer was made between nonempty contiguous piles), and sum(C) = sum(B) + 1 = 1. Hence C is legal. Otherwise, after executing (3)b we get sum(C) = 1 and ω(s(C)) ≥ ω(s(B)) -1 ≥ 2. Hence again C is legal. The validity of Procedure Compress is thus proved.
We have shown so far that there is a path in BG(e) from any block B satisfying r 2 + 1 < s(B) ≤ r -1 to some block B' satisfying s(B') ≤ r 2 + 1. The proof of the lemma is now completed by observing that for any such B' there is a path in BG(e) joining it to some 2-block of BG(e). The proof of this observation consists in just applying a trivially modified version of
Compress, which we call Compress', to B'. Compress' is the same as Compress, except that the phrase " If s(B') ≤ r 2 + 1" in step (1) is replaced by "If B' is a 2-block". The validity of B' is proved in the same way, and in fact consideration of step (3)a can be omitted since the condition
Theorem 2: For any r ≥ 6, and any 0 ≤ e ≤ r-1, the graph BG(e) has the following connected components:
(1) A "large" component L(e) = {B BG(e): s(B) ≤ r-1} {B BG(e): s(B) = r, and B has at least one pile containing exactly one chip}.
(2) A singleton component {B} for each block B BG(e) satisfying s(B) = r and having at least two chips in each pile. We denote the collection of such components I(e).
Proof: Let B be an arbitrary block of BG(e) satisfying s(B) ≤ r-1. By lemma 4 we know that B is in the same connected component of BG(e) as some 2-block B', the latter having all its chips in, say, piles i and i+1. Now proceed as in the proof of lemma 3 to show that there is a path in BG(e) from B' to a block B" in level 1. (Move one chip at a time from pile i+1 to pile i until the sum reaches ω(2) + 1, etc.) It follows by lemma 3 that all vertices B in BG(e) satisfying s(B) ≤ r-1 are contained in a single connected component.
Now take a vertex B of BG(e) satisfying s(B) = r. Then sum(B)=0, since 0 is the only allowable sum value for blocks at level r.
Suppose first that every pile of B has at least two chips. Then any single chip move from B results in a block C for which s(C) is still r, but sum(C) ≠ sum(B) = 0. Hence C is not legal. Thus {B} must be a singleton connected component of BG(e), proving statement (2).
On the other hand suppose B has some pile i containing exactly one chip. Then moving this chip to (the nonempty) pile i+1 gives a block C satisfying s(C) = r-1 and sum(C) = sum(B)+1 = 1. Hence C is legal, and B belongs to the same "large" connected component of BG(e) as C, proving statement (1). This completes the proof of the theorem. Corollary 1.1: Suppose r ≥ 6 and k ≤ 2r -1. Then the graph BG(e) is connected for every e, 0 ≤ e ≤ r-1.
Proof: Let B be a block of BG(e) at level r. Then k ≤ 2r -1 implies that some pile of B has exactly one chip. Thus the "large" component of BG(e) is all of BG(e).
We now proceed to our upper bound for L(n,W(k+1,n)).
Theorem 3:
Proof: Recall the partition of BG(e) into the "large component", which we called L(e), and the set of isolated blocks, which we called I(e). Our first step is to show that there is a subset C e of Q(n) such that |C e | = |V e | + O( |I(e)| ) and C e W(k+1,n) induces a connected subgraph of Q(n).
Let B I(e). Suppose we remove two chips of B from pile 0, and place one of them at some pile i ≠ 0 and the other at some pile j ≠ 0, where i+j = r. Then the resulting block B 1 belongs to L(e) I(e), and there must be vertices x 0 p(B) and x 1 p(B 1 ) joined by a path of length 4 whose vertices have weight k, k-1, or k-2. Repeat this procedure on B 1 in place of B (where the i and j in this step need not be the same as they were in the previous step -they need only sum to r), obtaining a block B 2 {B, B 1 } and a vertex x 2 p(B 2 ) at distance 4 from x 1 . Continue this process We note that there must exist an m for which B m+1 L(e) since the successive removal of chips from pile 0 must eventually lead to a block ( which we called B m+1 ) having either one chip or no chips in pile 0. This block must belong to L(e) by theorem 1. We also get a path in Q(n) from x 0 to the set p(L(e)), every fourth point of which belongs to p(I(e)) ( starting with x 0 ). Call this path P(B).
We now construct the set C e as follows. We now observe that the graph induced by C e W(k+1,n) is connected. This follows from the following facts.
(a) The graph induced by p(L(e)) Nb(p(L(e))) is connected by lemma 2 and theorem 2. Plugging in the choice r =  k/log(k)  , the first inequality of the theorem follows.
Consider now the equality in the theorem. Using standard bounds on binomial coefficients we have       k- k/log(k)  -1  k/log(k)  -1 ≤ (elog(k)) k/log(k) and ( ) n k ≥       n k k . Now taking logarithms and simplifying, it follows easily that the ratio of the right side of the first inequality to the right side of the second approaches 0 as k .
This completes the proof of the theorem.
Optimality
We now show that the upper bound for L(n,W(k+1,n)) given in Theorem 3 is asymptotically optimal to within a factor of log(k) in a certain strong sense. Let M(k) = min{ |H\W(k+1,n)| : H is a connected subgraph of Q(n) spanning W(k+1,n) }, so that M(k) = L(n,W(k+1,n)) -( ) n k+1 . We will show that (1+o (1) 
