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1 Well known examples include the ultimatum game (Roth, 1995) , the dictator game (Roth, 1995) , VCM public goods games without thresholds (Ledyard, 1995) , experimental labor markets (Fehr, Kirchler, and Weichbold, 1998) , and trust games (Berg, Dickhaut, & McCabe, 1995) . 2 It is somewhat of a misnomer to refer to the "fairness" hypothesis, since the theory encompasses a wide variety of emotions such as envy, spite, and reciprocity. The "interpersonal comparisons" hypothesis would be a more accurate (if unwieldy) characterization of this approach. 3 See also Falk and Fischbacher (1998) , Levine (1998) , and Charness and Rabin (2000) .
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I.
Introduction: Over the last twenty years, experimental economists have identified a wide variety of games in which subjects display "other-regarding" behavior that violates standard game theoretic predictions. 1 Explaining these results has become a major focus of experimental economics and the related areas of economic theory. The two primary approaches to explaining this anomalous behavior can be characterized as the "fairness hypothesis" and the "learning hypothesis." The fairness hypothesis maintains the assumption of full rationality but eliminates the equivalence between monetary payoffs and utility, instead allowing a player's utility to depend on the payoffs of others. 2 Sophisticated versions of this approach, such as Bolton and Ockenfels (2000) and Fehr and Schmidt (1999) , give unified explanations of results from a wide variety of experiments. 3 The learning hypothesis takes the opposite approach, relaxing the assumption of full rationality but maintaining the equivalence between monetary payoffs and utility. Under the learning hypothesis, players have bounded rationality, only gradually learning to behave optimally. As shown by Roth and Erev (1995) and Binmore, Gale, and Samuelson (1995) , the learning hypothesis also provides a unified explanation of results from a wide variety of experiments. Although both hypotheses provide an adequate explanation of existing experimental data, the two approaches rely on very different interpretations of the factors underlying subjects' behavior. As such, there exists a need for experimental work which allows us to determine whether subjects' behavior is best explained by the fairness hypothesis, the learning hypothesis, or a synthesis of both approaches.
This paper examines experiments with a three player sequential step-level public goods game. We focus on the behavior of "critical" third players -third players whose decisions determine whether or not the public good will be provided. This case is of particular interest because critical third players face no strategic uncertainty. The game creates a strong tension between monetary payoffs and fairness for critical third 4 The MCS game was first introduced in a simultaneous form by Van de Kragt, Orbell and Dawes (1983) and in a sequential form by Erev and Rapoport (1990) .
2 players. Applying the fairness and learning hypotheses to this game allows us to make sharp predictions about the observed behavior of critical third players. In particular, existing models of fairness, static by their very nature, predict no change in behavior over time, while existing learning models predict that contributions by critical third players, a strictly dominant strategy, must increase over time. Our results unequivocally indicate that neither approach can explain the experimental data by itself -we observe consistent movements in critical third players' play, including a strong decrease in the contribution rate for one of the treatments. We propose a model which synthesizes the fairness and learning hypotheses. Using maximum likelihood analysis, we show that this hybrid model provides a better explanation for our data than either a pure fairness or learning approach.
To the best of our knowledge, our data set is unique in showing robust movement away from a dominant strategy. The existing experimental literature on other-regarding behavior generally reports no observable dynamics, in part due to the relatively small number of repetitions typically employed. To the extent that any dynamics are observed, they involve movement towards a dominant strategy.
We initially viewed our MCS game experiments as a contest between the fairness and learning hypotheses, but discovered that neither approach is wholly satisfactory. Rather than saying both approaches are wrong, it would be more accurate to say that both are partially right. By synthesizing the best features of the fairness and learning hypotheses, our model hopefully not only improves our ability to fit the current experimental data, but also improves our ability to understand interactions between learning and fairness.
II.
The MCS Game, the Experimental Design, and Predicted Results: The Minimal Contributing Set (MCS) game we study is a 3-person step-level public goods game. 4 Each player is given an initial endowment of 12 tokens. Players sequentially choose whether or not to contribute to provision of a public good. Contribution is a binary choice; players choose to either contribute or not contribute, and a predetermined cost of contribution is deducted from a player's initial endowment following contribution. The public good is provided if at least 2 of the 3 players contribute. If the public good is provided, then each of the players receives an additional 18 tokens regardless of whether he contributed to the public good. Costs of contribution are deducted regardless of whether or not the public good is provided. Players are given perfect information -they know all players' payoff tables and the moves of preceding players.
The pre-set cost associated with contribution for player i is c i tokens, i 0 {1,2,3}, where the index gives the player's position in the game (Player 1 moves first, Player 2 moves second, and Player 3 moves third). We use three different cost structures, as summarized in Table 1 . Only one cost structure is used in any given experimental session. We will refer to the treatments by the cost structure, giving us the "3/6/9 treatment," the "1/3/9 treatment," and the "1/3/16 treatment." Note that costs of contribution are increasing in player's position for all three treatments. Although payoffs for all treatments are set so that all players earn more money if the public good is provided (c i < 18, oe i), each player earns more if he can free-ride on the contributions of the other players.
Restricting our attention to pure strategy equilibria, and assuming that utility is a function solely of a player's monetary payoff, the MCS game has four Nash equilibria. In one equilibrium none of the players contribute and the public good is not provided. In the remaining three equilibria exactly two of the three players contribute and the public good is provided. Only the equilibrium in which the last two players contribute is a subgame perfect equilibrium.
The position contingent contribution costs and the sequential nature of the game create tension between payoff maximization and other-regarding preferences. Consider the position of a "critical" third player -a third player who knows that exactly one of the two preceding players has contributed. A critical third player knows that the public good will be provided if and only if he contributes. If this player cares solely about his monetary payoffs, he should always contribute. However, this player also knows that a preceding player with a lower cost of contribution has not contributed and will free-ride on provision of the public good. We can easily imagine that a critical third player might resent this, and therefore not contribute to punish the earlier player who did not contribute. A critical third player must also consider that his decision to contribute or not contribute affects the preceding individual who did contribute, an individual whom he may wish to help. Thus, the desire to maximize one's own monetary payoffs, the desire to punish free riders, and the desire to reward other contributors all can affect the behavior of critical third players. The resulting behavior depends on which of these forces carries the greatest weight.
The three different cost structures are designed to place differing emphasis on maximizing one's own payoffs versus fairness for critical third players. Compare the 3/6/9 treatment with the 1/3/9 treatment. In both cases, the monetary benefits of contributing are identical for critical third players. However, in the 1/3/9 treatment the preceding players' costs of contribution are lower. Holding the identity of the contributing player fixed, we would expect a critical third player to feel greater resentment when the non-contributing player's cost of contribution is lowered. A critical third player should also be less concerned about harming a player who has contributed when that player's cost of contribution is reduced. We therefore would expect fairness considerations to play a greater role in the 1/3/9 treatment than the 3/6/9 treatment, lowering contribution rates by critical third players. Likewise, compare the 1/3/9 treatment with the 1/3/16 treatment.
While the costs of contribution are identical for Player 1s and Player 2s across the two treatments, the cost of contribution has increased for Player 3s in the 1/3/16 treatment. Since the monetary incentives to contribute have been reduced, we expect fairness considerations to play a more important role in determining the choices of critical third players in the 1/3/16 treatment than in the 1/3/9 treatment. We therefore anticipate lower contribution rates by critical third players in the 1/3/16 treatment than in the 1/3/9 treatment.
By their very nature, existing models of fairness predict no change in the behavior of critical third players over time. These are all models in which individuals have fixed utility functions over their own payoffs and the payoffs of others. Since there is no uncertainty about other players' payoffs to be resolved for critical third players, there is no reason for their behavior to change.
The preceding arguments have all been made on an intuitive basis, but can also be placed on a more formal footing. For example, we can apply Bolton and Ockenfels' (2000) ERC model, a leading model of fairness, to the MCS game. Bolton and Ockenfels model a player's utility from a game as a function of his monetary payoff and his payoff share. The latter term captures a player's concern with fairness. Making some standard assumptions, we prove the following two propositions. The proofs are available from the authors upon request.
Proposition 1:
If an individual ever contributes as a critical third player in the 1/3/9 treatment, they must always contribute as a critical third player in the 3/6/9 treatment.
Proposition 2:
If an individual ever contributes as a critical third player in the 1/3/16 treatment, they must always contribute as a critical third player in the 1/3/9 treatment.
It follows from these propositions that the ERC model predicts contribution rates by critical third players to be non-increasing as we go from the 3/6/9 treatment to the 1/3/9 treatment and then to the 1/3/16 treatment. Because a player's utility function only depends on his own monetary payoff and the monetary payoffs of the other two players, information which is known to a critical third player, the ERC model predicts no systematic change over time in contribution rates by critical third players.
Our predictions for the MCS game are not driven by the fine details of the ERC model, and wouldn't change if a different model of fairness was used. For example, Proposition 1 and Proposition 2 can both be proved using Fehr and Schmidt's (1999) Since it is a strictly dominant strategy to contribute as a critical third player regardless of the treatment, we expect that the contribution rate for third players will increase (on average) over time regardless of the treatment. However, we do expect that the rate of increase will be slower in the 1/3/16 treatments than in the other two since the reinforcement for contributing is smaller in this treatment.
To summarize, both a pure fairness approach and pure learning approach make strong predictions about the data. Considering fairness by itself, we predict that contribution rates by critical third players should be decreasing as we move from the 3/6/9 treatment to the 1/3/9 treatment and then the 1/3/16 treatment. A fairness only approach predicts no change over time in contribution rates. A learning model with no fairness component makes no predictions about the starting distribution of strategies across the three treatments, but predicts that contribution rates should be rising for critical third players in all three cases. It also predicts that the rate of increase will be slowest in the 1/3/16 treatment.
III. Experimental Procedures:
Four replications of each of the three cells of the design have been run using a total of 234 subjects. Between fifteen and twenty-four subjects participated in each session and each subject was allowed to take part in only one session. Subjects were recruited from the University of Pittsburgh undergraduate population using newspaper ads, posters, and electronic bulletin board postings.
The average session lasted about 1½ hours, and the average subject earned about $15, including a $5 participation fee. These earnings were adequate to ensure a steady supply of subjects.
Before the beginning of a session, instructions were read aloud to all subjects. Subjects were also given a written copy of the instructions and of the payoff tables. All substantive questions about the instructions were answered out loud to ensure common knowledge. Subjects were asked to complete a short payoff quiz to verify their ability to read the payoff tables.
Each session consisted of forty periods of play of the sequential MCS Game. Subjects were told the number of periods to be played. We randomly determined each subject's player position (Player 1, Player 2, or Player 3) before the first round of play. A subjects' position remained unchanged throughout the course of the session. Subjects knew their own position and that there were an equal number of subjects in each position, but did not know the position of any other subject. At the beginning of each round of play, we randomly and anonymously assigned subjects to three person groups containing one subject for each position.
The instructions emphasized that the three person groups would be randomly rematched in every round. This was intended to preserve the one-shot strategic character of the MCS game. After each round of play, subjects were informed of the decisions made and the payoffs earned by the other members of their group.
Subjects were given record sheets on which to record their outcomes. While we did not require subjects to fill out the record sheet, we observed that most did.
To avoid any framing effects, neutral terms were used wherever possible. For example, players were asked to choose between "X" and "Y" rather than "contribute" and "don't contribute." No explicit mention was ever made of "provision" or "public goods". Instead, the payoff table refers solely to "your choice" and "total number of other players choosing X."
Subjects were paid privately, in cash, based on their token earnings in two periods randomly chosen from the forty periods of play. Each token was worth $0.30 to subjects.
IV.
Experimental Data: Figure 1 shows the evolution of contribution rates for Player 1s, Player 2s contingent on Player 1's decision, and critical Player 3s. Our data analysis concentrates on the choices of critical third players. Unlike other players, third players face no uncertainty about the play of others. We therefore don't need to worry about the unobservable beliefs of subjects in analyzing their behavior. Only for third players can we make strong predictions about how behavior should vary across treatment and across time and draw strong conclusions about the effects of fairness and learning on subjects' behavior.
After sorting themselves out over the first few rounds, contribution rates by critical third players are decreasing as the asymmetry of costs increases. These differences emerge early --aggregating over the first ten periods, the contribution rates by critical third players are 82%, 76%, and 73% in the 3/6/9, 1/3/9, and 1/3/16 treatments respectively --and increase over time. For the 3/6/9 and 1/3/9 treatments, the contribution rate for critical third players rises over time, reaching 90% and 83% respectively for the final ten periods. In the 1/3/16 treatment, the contribution rate for critical third players falls substantially over time, dipping to 50% in periods 21-30 and then rebounding somewhat to 60% in the final ten periods. This decline in contribution rates is not due to anomalous behavior in a single session -for all four sessions of the 1/3/16 treatment the contribution rate by critical third players was lower in the final ten periods than in the initial ten periods.
Rather than capturing a substantive feature of subjects' behavior such as reputation building, the late 5 We can also refute the reputation hypothesis by looking at play by critical third players in the 40 th period. Since this is the last period of play, there is nothing to be gained by maintaining a reputation. None the less, only 8 of 15 critical third players in the 40 th period of the 1/3/16 treatment contribute to the public good. By way of comparison, 20 out of 20 critical third players contributed in the 40 th period of the 3/6/9 treatment and 13 out of 14 critical third players contributed in the 40 th period of the 1/3/9 treatment. 8 increase of the contribution rate for critical third players in the 1/3/16 treatment illustrates the deceptive effects of aggregation over sessions. In later periods of the experiment, the probability of being a critical third player is endogenous. If learning by the first two players moves them towards strategies with higher expected payoffs, there will be positive correlation between the initial probability that critical third players contribute in a session and the probability that third players are critical in later periods. It follows that observations of critical third players in later periods are more likely to come from sessions in which critical third players tend to contribute. This aggregation effect biases estimated changes in the contribution rate for critical third players upwards.
The rise in contribution rates for 1/3/16 critical third players in the final ten periods is largely due to the aggregation effect described above. When contribution rates are broken down by session, no clear pattern of change emerges over the second half of the experiment, but the percentage of observations coming from sessions with relatively high contribution rates rises steadily over time. As such, we see little support for the hypothesis that reputation effects are driving our results.
5
To control for individual effects (and for the aggregation effects), we examine the behavior of critical third players using probit analysis with a random effects specification. This analysis is summarized in Table   2 . Each observation corresponds to a play of the game for which the third player was critical. For all three models the dependent variable is the critical third player's decision (0 = don't contribute, 1 = contribute).
The random effects term is significant at the 1% level in all three regressions, but is not reported in Table 2 since it is of little economic significance.
Model 1 is a baseline regression looking for general differences between the treatments. The only regressors are dummy variables for treatment (Payoff 3/6/9=1 if 3/6/9 treatment, 0 otherwise; Payoff 1/3/16=1 if 1/3/16 treatment, 0 otherwise). Using the 1/3/9 treatment as a base, this regression finds that 6 Throughout this paper, all tests of significance for individual parameters are two tailed z-tests. All tests of joint significance use a log likelihood ratio test. 7 To test this hypothesis, we reran Model 2 with the 1/3/16 treatment as the base. The parameter estimate for period is -.0295 with a standard error of .0063. This parameter is significant at the 1% level.
9 contribution rates are higher in the 3/6/9 treatment and lower in the 1/3/16 treatment with both dummies significant at the 1% level.
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Model 2 adds a regressor for the period in which the decision was made as well as two variables which interact period with a treatment dummy (period 3/6/9 and period 1/3/16). Once again the treatment dummies are significant at the 1% level, indicating that statistically significant differences between treatments are present from the beginning of play. Jointly, the three new variables are significant at the 1% level (P 2 = 31.756, 3 d.f., p < .01). The parameter for period is positive and significant at the 5% level, while the period 3/6/9 parameter is not significant at any standard level. Together, these parameters indicate that contribution rates are rising in the 3/6/9 and 1/3/9 treatments with the difference between the two treatments remaining roughly constant. The parameter for period 1/3/16 is negative and significant at the 1% level. Additionally, the overall rate of change in 1/3/16 sessions is negative and significant at the 1% level, indicating that contribution rates are falling significantly over time in the 1/3/16 treatment. gives the percentage of previous periods in which the third player has been critical. In a reinforcement learning model without fairness (reinforcements equal monetary payoffs), the contribution rate by critical third players should be positively correlated with chance. Intuitively, the more opportunities you have had to learn that contributing yields higher payoffs than not contributing, the more likely you should be to contribute. When the reinforcement includes a fairness component, the model predicts that more chances to be critical should accelerate learning but not affect the direction. Since contribution rates by critical third players move in different directions in the different treatments, the variable chance is interacted with the treatment dummies to generate the variables chance 3/6/9 and chance 1/3/16.
The results for Model 3 indicates that which player contributed prior to Player 3 does not have any significant effect on a critical third player's decision. The three chance variables are not jointly significant at any standard level (P 2 = 4.46, 3 d.f., p > .10). Examined individually, only the parameter estimate for chance 1/3/16 is significant even at the 10% level. The positive sign of the parameter estimate for chance 1/3/16 does not fit with any sort of reinforcement learning model, given that contribution rates for critical third players in the 1/3/16 sessions decrease over time.
Overall, the regression results reinforce our observations from Figure 1 . Both the level of contribution rates for critical third players and the direction of change for these contribution rates depend on the asymmetry of contribution costs. For the treatments with relatively symmetric costs (3/6/9 and 1/3/9 treatments), contribution rates for critical third players are relatively high and rise over time. For the treatment with relatively asymmetric costs (1/3/16 treatment), critical third player contribution rates are initially low and fall over time.
The experimental results can only be partially explained by the existing theories of fairness. The initial differences in play by critical third players between treatments are consistent with the predictions of fairness models like the Bolton-Ockenfels ERC model. However, these initial differences are quite small, only becoming economically significant with the passage of time. The existing models of fairness are static in nature, and therefore cannot track the dynamics.
A pure learning approach also fails to explain all of the major features of the data. As noted previously, such an approach predicts a rising contribution rate for critical third players in all three treatments, when in fact the contribution rate falls sharply in the 1/3/16 treatment.
V. Learning and Fairness:
While neither the pure fairness hypothesis nor the pure learning hypothesis captures all of the major features of the experimental data, both are able to explain some of the major features.
While unable to explain the changes in subjects' behavior, the pure fairness hypothesis does correctly predict that contribution rates for critical third players are decreasing as the costs of contribution become more asymmetric. Likewise, while unable to predict the decrease in contribution rates for critical third players in the 1/3/16 treatment, the pure learning hypothesis correctly predicts that behavior will change over time with the differences between treatments growing. These partial successes suggest that a hybrid model synthesizing the best of the fairness and learning hypotheses might fit the data well.
This section presents a reinforcement learning model and explores whether the addition of fairness to the model improves its ability to fit the data. Because the dynamics generated by the learning model are probabilistic in nature and sensitive to how the learning model is specified, the model must be formally specified and appropriate econometric tests must be applied to cleanly reject the null hypothesis of pure learning in favor of a hybrid between learning and fairness.
The Learning Model:
We use a variation of the reinforcement learning model developed by Roth and Erev (1995) . There exist a wide variety of learning models in the literature, and which of these best tracks the behavior of experimental subjects remains an open question. 8 Our concern is not to determine whether the reinforcement learning model is the best model of learning, but rather to study whether or not the observed data is best explained by a learning model that allows for fairness considerations. The reinforcement learning model is particularly well suited to this purpose since it has been used previously to study similar issues and is easily modified to incorporate fairness considerations. We strongly conjecture that our conclusions will hold for any learning model which puts increased weight over time on strategies that do well.
The reinforcement learning model studies how behavior changes over time for a population of individuals who are repeatedly matched in small groups to play a game. Individuals are assumed to always play the same role within this game, but the groups matched with each other change from round to round.
Formally, consider an N player normal form game. Let M i be the number of strategies available to the i-th player. In round t, the j-th individual in the i-th role has propensity q ij t (m) for choosing his m-th strategy.
The probability of the j-th individual in the i-th role choosing his m-th strategy in round t is obtained by dividing the associated propensity for this strategy by the sum of the propensities in round t. To help pick up the individual effects in the data, we modify the model by adding an autocorrelation parameter p same . This "inertia" parameter allows for the possibility that the draws are not independent across periods, but instead correlated. The addition of this parameter affects how strategies are selected in each period. With probability p same , the same strategy is chosen in period t as was chosen in period t -1 (F ij t = F ij t-1 ).
Otherwise, the formula in (eq. 1) is used to pick a new strategy. In other words, (eq. 1) now gives the probability for each strategy being used subject to the individual choosing a new strategy. 10 The frequency of contribution for third players when both preceding players contribute is 3.1% in the 3/6/9 treatment, 13.2% in the 1/3/9 treatment, and 3.2% in the 1/3/16 treatment. The frequency of contribution for third players when neither preceding player contributes is 4.2% in the 3/6/9 treatment, 18.7% in the 1/3/9 treatment, and 1.5% in the 1/3/16 treatment.
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Fitting the reinforcement learning model: Before fitting parameters for the reinforcement learning model, we must make some decisions as to how the model will be formulated for the MCS game. The model is written down in terms of normal form strategies, but can be equally well stated in terms of behavioral strategies. For an extensive form game like the MCS game, this might seem like a more natural choice. However, to give the pure learning hypothesis its best possible chance, we use normal form strategies. This decision increases the probability of a decline in critical third players' contribution rates as observed in the 1/3/16 treatment.
The two approaches differ on the critical issue of whether or not third players reinforce the decision they would have made if they had been critical even when they are not critical. Using normal form strategies allows this sort of "accidental" reinforcement while using behavioral strategies does not. 9 As a neutral force, accidental reinforcement works against the natural direction of the dynamic. Since contributing is a dominant strategy for critical third players with no fairness considerations, the natural direction of the dynamic is towards increasing contribution rates. Thus accidental reinforcement works to our benefit if we are trying to generate decreasing contribution rates.
In this paper, the model will only be fit for third players since this is the primary focus. Results on fitting the model for Players 1 and 2 are available from the authors upon request. In the full normal form game, Player 3s have sixteen available strategies. To make the estimation less unwieldy, the strategy set is simplified by forcing third players to choose the same action whenever they are not critical. In other words, a third player who is not critical cannot condition his strategy on whether both or neither of the previous players have contributed. Given that contribution rates are about the same in both cases, and given the low proportion of contributions observed in either case, this assumption is unlikely to have any substantial effect on our conclusions. 10 The remaining eight strategies tell a Player 3 what action to take when not critical,
critical following a contribution by Player 1, or critical following a contribution by Player 2.
We fit two variations of the reinforcement learning model to the data for third players using standard maximum likelihood techniques. In the first version of the model, the learning model without fairness, reinforcements equal the players' monetary payoffs. In the second version, we incorporate fairness into the learning model by using a version of Bolton and Ockenfel's ERC model to generate the reinforcements. In particular, the reinforcements for the learning model with fairness are given by equation 3. Let B i be the monetary payoff for the i-th player. Note that if " = 0, we get the learning model without fairness.
The results of the maximum likelihood estimation are contained in Table 3 . All Player 3 observations were used in fitting the models. Separate initial propensities are fit for each of the three treatments. Given that the inclusion of p same probably does not fully control for individual effects in the data, the standard errors have been corrected for clustering using techniques due to Moulton (1986) and White (1994) . The initial propensities are of little economic interest, and hence are not reported.
The critical parameter in the maximum likelihood estimation is ", the weight put on fairness in the reinforcement function. Even after correcting the standard errors for clustering, we can reject the null hypothesis that " = 0 at the 1% level using either a z-test (z = 3.34, p < .01) or a log-likelihood ratio test (P 2 = 11.91, 1 d.f., p < .01). Adding fairness to the reinforcement function significantly improves the model's ability to fit the data. This improvement does not depend on the precise details of how fairness is added to the reinforcements. We have done analogous analysis using several alternative specifications of the ERC model and several specifications of the Fehr-Schmidt model, and get identical qualitative results. The details of these additional fitting exercises are available upon request.
The ability of the reinforcement learning model with fairness to better fit the data follows from the basic properties of the model. Reinforcement learning models tends to move in the direction of higher reinforcements. Because contributing always provides a higher monetary payoff for critical third players, the learning model without fairness is strongly predisposed toward rising contribution rates. This makes it difficult for the model to track the falling contribution rates in the 1/3/16 treatment. With fairness added to the reinforcement function, it becomes possible for not contributing when critical to generate a higher reinforcement than contributing. For the fitted value of ", this is indeed the case for the 1/3/16 treament, but not for the other two treatments.
11 The model therefore can track both the rising contribution rate for critical third players in the 3/6/9 and 1/3/9 treatments and the falling contribution rate in the 1/3/16 treatment.
The preceding argument should make it clear why use of reinforcement learning versus some other learning model is not an essential ingredient of the hybrid model. What make the hybrid model work is its ability to change which strategy is dominant in the 1/3/16 treatment. As long as the learning model has the tendency of moving towards a dominant strategy, the specifics of the dynamics aren't crucial.
VI. Conclusions and Discussion:
This paper has presented experiments with a sequential step-level public goods game, the MCS game. It explores whether the observed data can best be explained by the pure fairness hypothesis, the pure learning hypothesis, or some combination of both approaches. While neither approach by itself captures the major features of the data, a hybrid model that combines the dynamics of the learning hypothesis with the sensitivity to relative payoffs of the fairness hypothesis provides a significantly better fit for the experimental data. In particular, this model is consistent with declining contribution rates for critical third players in the 1/3/16 treatment.
The novelty of our work comes from two sources, one empirical and one theoretical. Empirically, we find strong movement towards a dominated strategy, a unique result as far as we know. For the most part, games with other-regarding behavior yield no discernable dynamics. One case for which strong dynamics are typically observed is in VCM public goods games without a threshold (Ledyard, 1995, pp. 146-148) .
However, these dynamics involve movement towards the dominant strategy of not contributing. Only 12 The observed dynamics in VCM public goods games do not allow us to reject the pure fairness hypothesis in any substantive manner. Because VCM games are simultaneous play games, subjects face strategic uncertainty. It is consistent with the fairness hypothesis to build a model in which players are completely rational and have other-regarding preferences, but have to learn about the preferences (and by extension play) of others. Such a Bayesian learning model can fully explain the observed dynamics in VCM public goods games. Because critical third players in MCS games face no strategic uncertainty, a similar approach cannot explain the observed changes in contribution rates over time. Roth and Slonim (1998) and Cooper, Feltovich, Roth, and Zwick (2000) report learning by proposers in ultimatum games. As with VCM public goods games, these changes can be explained as a response to uncertainty about responders' preferences.
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because of the significant shift in the 1/3/16 treatment away from the dominant strategy of contributing for critical third players can we reject the pure learning hypothesis.
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The primary theoretical innovation of this paper is driven by the empirical results. The data make it clear that fairness and learning do not act in isolation, but instead interact with each other. This suggest the need to develop a theory that incorporates both fairness and learning and allows us to model the interaction between these two factors. Our hybrid model, the reinforcement learning model with fairness, takes a first step towards building a unified theory of fairness and learning.
An important implication of the learning model with fairness is that fairness and learning are not distinctly separate phenomena, but instead must be considered as aspects of a unified whole. Understanding the dual nature of subjects' behavior allows us to reconcile the contradictory conclusions reached by earlier papers comparing the fairness and learning hypotheses. Two preceding papers have studied variants of the ultimatum game to compare these hypotheses. Abbink, Bolton, Sadrieh, and Tang (1997) conclude that punishment is a better explanation of responder behavior than learning. They find clear evidence that fairness matters for responders and no firm evidence of learning by responders. In contrast, Cooper, Feltovich, Roth, and Zwick (2000) find support for the pure learning hypothesis. Their main treatment effect is in the direction predicted by the pure learning hypothesis and they find strong evidence that responders' actions respond to their past experience as a learning model predicts. Within the framework of our hybrid model, these opposing results can happen quite naturally. Trying to discern the relative importance of fairness and learning from a single experiment is closely akin to the famous anecdote about blind men trying to determine the nature of an elephant by feeling a single body part. Depending on exactly which experiment is considered, different conclusions will be reached about the relative importance of fairness and learning. 13 We speculate that the learning model with fairness captures something about the behavioral foundations of critical third players' choices. Unlike many settings where strong dynamics are observed, it is somewhat puzzling that the behavior of critical third players changes so dramatically. After all, what is there to learn for a critical third player? Usually when strong learning effects are observed, subjects face either substantial uncertainty about parameters of the game or substantial strategic uncertainty. Neither of these conditions applies to critical third players in the MCS game. In settings which involve fairly complex optimization problems, we observe learning because subjects must develop a good heuristic for solving the difficult maximization problem. This scarcely applies to critical third players who face a straightforward binary choice. We cannot even justify the observed dynamics through a decrease in random errors. The relatively weak increases in contribution rates for critical third players in the 3/6/9 and 1/3/9 treatments might be attributed to a decrease in random errors, but it hard to square the strong decrease in contribution rates for critical third players in the 1/3/16 treatment with a decrease in random errors.
14 Just about the only thing left that subjects could be learning is their preferences. Indeed, recent advances in cognitive psychology suggest that subjects will not enter our experiment with well-formed preferences.
Economists typically assume that preferences are an innate characteristic of individuals, and hence stable. Over the past few decades, cognitive psychologists have largely abandoned this rigid view of preferences in favor of the more flexible notion of constructive preferences.
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The basic idea can be summarized as follows. Individuals are not assumed to carry around pre-specified preferences in their heads.
They cannot simply look up the appropriate preferences from some master list when faced with a novel problem. At best, individuals may have well defined attitudes towards the primary attributes of a novel problem. However, they lack any coherent notion of how these attitudes combine into a single preference measure. Instead, preferences must be constructed on the spot.
The concept of constructive preferences applies naturally to the decision facing inexperienced subjects who are critical third players in the MCS game. The primary attributes of their choices are monetary payoffs and fairness. Contributing to the public good generates higher monetary payoffs but lower fairness.
Presumably most subjects know that (ceteris paribus) they prefer outcomes that are more fair to outcomes that are less fair. They also can be assumed to prefer outcomes that (ceteris paribus) give higher monetary payoffs to those that give lower monetary payoffs. However, we speculate that subjects lack a complete preference ordering over combinations of fairness and monetary payoffs and must construct said preferences as needed.
Put simply, rather than entering our experiment knowing how they feel about tradeoffs between fairness and monetary payoffs, we suspect that our subjects must learn their preferences. In particular, many critical third players in the 1/3/16 treatment realize with experience that they prefer a slightly lower monetary payoff with equal relative payoffs over a slightly higher monetary payoff with very unequal relative payoffs.
Given this story, the reinforcement learning model with fairness is natural approach to capturing the process of critical third players resolving their preferences. Consider the position of a subject playing as a third player in the 1/3/16 treatment. He is in an unfamiliar environment facing a problem he's never seen before. He must resolve a difficult tradeoff between fairness and monetary considerations. We might reasonably expect that he will be somewhat confused. While it is possible that our subject uses a very sophisticated strategy for resolving his confusion, it seems at least as plausible that he muddles along before settling on a strategy that seems to do well. This is essentially the learning strategy of a reinforcement learner.
Our current experiments do not allow us to directly confirm this conjecture that changes in the choices of critical third players reflect the construction of preferences. More generally, they do not allow us to state with any certainty that the reinforcement learning model with fairness is the best possible method of synthesizing fairness and learning, to determine the best possible specification for this model, or to determine the range of settings in which the hybrid model is applicable. In future work with the MCS game and other related games, we plan to explore these issues. 
