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Introduction
Recently, hierarchical architectures have become ubiquitous in NLP. They have been applied to a wide variety of tasks such as language modeling and generation (Lin et al., 2015; , neural machine translation (NMT) (Wang et al., 2017) , summarization (Celikyilmaz et al., 2018) , sentiment and topic classification (Tang et al., 2015; , and spoken language understanding (Raheja and Tetreault, 2019; Shang et al., 2019) , to cite only a few examples. All hierarchical architectures capitalize on the same intuitive idea that the representation of the input text should be learned in a bottom-up fashion by using a different encoder at each granularity level (e.g., words, sentences, paragraphs), where the encoder at level l + 1 takes as input the output of the encoder at level l. 0.48 terrible value , not a seafood place . 0.16 terrible value , I had scallops and mussels entree . 0.08 terrible value , size was an appetizer size . 0.06 terrible value , no salad , no bread no vegetable . 0.22 terrible value , shellfish had just been defrosted .
8/10/2019 yelp_trick file:///C:/Users/mvazirg/Desktop/cahan_plots/yelp_tricky_sum_bidir.html 0.49 terrible value , not a seafood place . 0.25 terrible value , I had scallops and mussels entree . 0.10 terrible value , size was an appetizer size . 0.06 terrible value , no salad , no bread no vegetable . 0.10 terrible value , shellfish had just been defrosted . One of the earliest and most influential examples is the Hierarchical Attention Network (HAN) of (see Fig. 3 and section 2). It is a two-level architecture, where at level 1, each sentence in the document is separately encoded by the same sentence encoder, resulting in a sequence of sentence vectors. That sequence is then processed at level 2 by the document encoder which returns a single vector representing the entire document. The sentence and document encoders are both self-attentional bidirectional Recurrent Neural Networks (RNNs), with different parameters.
Observed problem HAN was highly successful and established new state of the art on six largescale sentiment and topic classification datasets. However, it has a major weakness: at level 1, each sentence is encoded in isolation. That is, while producing the representation of a given sentence in the document, HAN completely ignores the other sentences. This lack of communication is obviously suboptimal. For example, in Fig. 1 , the same highly negative feature ("terrible value") has been repeated at the beginning of each sentence in the document. Because it encodes each sentence independently, HAN has no choice but to spend most of its attentional budget on the most salient feature every time. As a result, HAN neglects the other aspects of the document. On the other hand, CAHAN is informed about the context, and thus quickly stops spending attention weight on the same highly negative pattern, knowing that is has already been covered. CAHAN is then able to cover the other topics in the document ("seafood","scallops" and "mussels"; "entree" and "appetizer"; triple negation in the fourth sentence).
As another example, consider the edge case of a document containing the same sentence repeated several times, as shown in Fig. 2 . With HAN, the exact same embedding is produced for each instantiation of the sentence, as a result of the context-blind self-attention mechanism always making the same alignment decisions. However, the context-aware sentence encoder of CAHAN allows it to extract complementary, rather than redundant information, from each instantiation of the sentence. This results in better coverage ("reasonably priced", "arrived late"), in a richer document representation, and ultimately in a more accurate prediction (positive instead of very positive).
One may argue that in basic HAN, the document encoder at level 2 already does capture some notion of context, by assigning importance scores to sentences. However, at level 2, the sentence vectors have already been formed, and it is too late to modify them. Since the document encoder can only rank the sentence representations, it cannot address issues like high redundancy. In that case, important subtopics or details in the document will not be covered, no matter sentence scores.
Context-aware HAN In this work, we propose and evaluate several modifications of the HAN architecture that allow the sentence encoder at level 1 to make its attentional decisions based on contextual information, allowing it to learn richer document representations. Another significant contri- bution is the introduction of a bidirectional version of the document encoder, where one RNN processes the document forwards, using the preceding sentences as context, and another one processes it backwards, using the following sentences as context. The remainder of this paper is structured as follows. We start by formally introducing basic HAN (section 2), we then explain our contributions (section 3), and detail our experimental setup (section 4). Finally, we interpret our results and list areas of future development (sections 5 and 7). Related work is reviewed in section 6.
HAN
The baseline HAN model as introduced by is shown in Fig. 3 along with our modifications (disregard the bold lines for the baseline). The sentence and document encoders, used respectively at level 1 and level 2, have different parameters but share the exact same architecture. Thus, in what follows, we only describe the sentence encoder in detail.
Notation Next, we use boldface upper case for tensors, upper case for matrices, boldface lower case for vectors, and lower case for scalars. We define a document X ∈ R N ×T i ×d as a sequence of N sentences (S 1 , . . . , S N ). Each sentence S i is a sequence of
Sentence encoder
First, the sentence-level bidirectional RNN f s processes the input sentence S i and returns a sequence of T i 2d s -dimensional hidden states (h i1 , . . . , h iT i ) ∈ R T i ×2ds . f s is composed of two non-stacking RNNs − → f s and ← − f s with Gated Recurrent Units (Cho et al., 2014) , respectively parsing S i from left to right and right to left:
− → f s and ← − f s have the same hidden layer dimensionality d s , but different parameters. At each time step t, the word annotations they return are concatenated, producing 2d s -dimensional annotations that summarize the immediate context surrounding each word:
Then, a self-attention mechanism computes the representation s i of sentence S i as a weighted sum of its word annotations:
Where the vector of attentional coefficients α is a softmax-normalized version of the alignment vector e, which itself is obtained by passing the word annotations through a dense layer (parameterized by W s ∈ R 2ds×2ds ) and comparing the output with a trainable vector u s ∈ R 2ds :
u s is initialized randomly. It can be interpreted as a "super-word" whose vector contains the ideal combination of latent topics, on average. The closest the annotation of a word is to this ideal representation, the more attention that word will be given.
The sentence encoder is applied to all sentences in document X, producing a sequence of N sentence vectors (s 1 , . . . , s N ) ∈ R N ×2ds .
Document encoder
The document encoder is a self-attentional bidirectional GRU-RNN, like the sentence encoder, but it has different parameters. The dimensionality of its hidden states is 2d d . The document encoder is applied only once, to the sequence of sentence vectors, to produce the sequence of sentence annotations (h 1 , . . . , h N ). Then, a self-attention layer outputs the final document vector.
Proposed architecture: CAHAN
As was previously explained, each sentence is encoded independently by HAN, without considering any kind of contextual information. To solve this issue, we inject a context vector c i into the self-attention mechanism, to guide the model during the computation of the word alignment coefficients. In effect, Eq. 5 becomes:
We propose two approaches for computing c i , namely CAHAN-SUM and CAHAN-RNN, shown as the two bolded connections in Fig. 3 .
Summed context (CAHAN-SUM)
We introduce two settings, (1) left-to-right and bidirectional. Whenever there is no preceding/following sentence, i.e., at the beginning/end of a document, the context vector is initialized with zeroes.
Left-to-right (LR)
In the LR case, the context vector is computed as the sum of the preceding sentence representations:
Bidirectional (BI) In the BI case, we compute two context vectors, respectively by summing the representations of the sentences preceding and following the current sentence S i . These two vectors are passed to two identical context-aware selfattention mechanisms (Eq. 6) with different parameters. The resulting forward and backward sentence representations are then processed respectively by the forward and backward RNNs of the document encoder at level 2, and the resulting annotations are concatenated to produce the final sentence annotations. CAHAN-SUM was inspired by the coverage vectors of seq2seq architectures, which have been shown very effective in addressing under(over)-translation in NMT (Tu et al., 2016) , and repetition in summarization (See et al., 2017) . Such coverage vectors are typically computed as the sum, over all previous decoder steps, of the attention distribution over the source tokens. However, in our case, we cannot keep track of the attention distribution history, since sentences are unique and cannot be aligned. This is why we work with sentence representations instead.
Centroid version (µ) − → c i , as defined by Eq. 7, grows larger in magnitude as i increases (the sum has more and more terms), which can blur the alignment decisions for the sentences at the end of a document (LR case), or both at the end and beginning of a document, when reading forwards and backwards (BI case). Therefore, we also experiment with a centroid, rather than sum, context vector:
Recurrent Context (CAHAN-RNN)
Here, we capitalize on the capability of RNNs, especially when equipped with LSTM or GRU units, to keep track of information over long time periods. We simply use as context vector the document encoder annotation at the preceding/following time step. That is, we have, in the LR case:
By design, h i−1 summarizes the entire history (s 1 , . . . , s i−1 ) of sentence vectors, with a preference for the most recent time steps. If the sequence is very long though, even a GRU-RNN will eventually forget about the first elements. However, for the relatively short documents we experiment with (see Table 1 ), we can assume the annotations of the document encoder to faithfully represent the entire sequence.
Gated context
In NMT, introduced a gating mechanism to allow the decoder to balance the contribution of the source and target information in generating the next word. The same idea can be found in numerous other NMT studies, e.g., (Wang et al., 2017; Voita et al., 2018; Yang et al., 2019) . Inspired by this line of research, we propose a modification of Eq. 6 to let our model explicitly decide how much contextual information it should take into account in making its alignment decisions:
) λ is produced by a trainable mechanism taking as input the word annotations and the context vector:
The sigmoid activation ensures that λ plays a filtering role, by squashing all its entries to [0, 1].
The gate gives more expressiveness to the attention mechanism. Indeed, contextual information should not always be given the same importance, depending on the situation. E.g., when most of the document has been processed, context is likely to be very important, in order to limit redundancy and increase coverage. However, at the beginning of a document, or in the case of a very short or focused sentence, context might not be useful as only one single topic might be extractable from the sentence anyways.
From an optimization perspective, λ also has the desirable effect of regulating the magnitude of the context vector, preventing it from pushing the tanh to regions of very small gradient. This is especially useful with CAHAN-SUM, as in that case, c i gets large towards the end/beginning of documents (forwards/backwards reading).
Complexity and sequentiality
Assuming that d ∼ 2d s and that d s ∼ d d , which holds in practice under reasonable settings, all matrix multiplications in the network have similar complexity, of order of magnitude O(d 2 ). Moreover, since we use GRU-RNNs, there are 6 matrix multiplication per encoder. This number is doubled, as we use bidirectional RNNs. Finally, the two self-attention mechanisms, one at each level, add two multiplications 2 . Therefore, in the HAN baseline architecture, there are a total of 26 matrix multiplications (13 at each level).
To that, CAHAN-SUM and CAHAN-RNN simply add one matrix multiplication (W c c i in Eq. 6) in the LR case and two in the BI case. This corresponds to negligible 4% and 8% increases in total computational cost. On top of that, gating adds two multiplications in the LR case (W λ 1 h it and W λ 2 c i in Eq. 11) and four in the BI case. All in all, this represents three and six extra multiplications compared to basic HAN, resp. in the LR and BI cases. Again, this corresponds to small increases in computational cost, of 11.5% and 23%, respectively.
However, with CAHAN-SUM, the representations of the preceding/following sentences are now required before computing the current sentence representation. With CAHAN-RNN, one even has to wait until the level 2 RNN has processed the preceding/following sentence vectors before being able to encode the current sentence. Therefore, the sentence encoding process, which was parallelizable with basic HAN due to independence, has now become a sequential process. This is why in practice, we observe slightly greater runtime increases, in the range 5-22% (see Table 3 ).
Experimental setup 4.1 Datasets
We evaluate the quality of the document embeddings learned by the different variants of CA-HAN and the HAN baseline on three of the largescale document classification datasets introduced by Zhang et al. (2015) and used in the original HAN paper . They fall into two categories: topic classification (Yahoo) and fine-grained sentiment analysis (Amazon, Yelp). Dataset statistics are shown in Table 1 . Classes are perfectly balanced, for all datasets.
Model configuration
This subsection describes the preprocessing and hyperparameter setting we used.
Preprocessing and word embeddings For preprocessing (and the HAN baseline), we used the publicly available implementation of Tixier (2018) 3 , which closely follows the description and details given in the original HAN paper 4 . More precisely, on each dataset, we randomly split the training set into training (90%) and validation (10%). Documents are then tokenized into sentences and sentences are tokenized into tokens. The tokens appearing less than 5 times in the corpus are replaced with a special UNK token. Finally, we pre-train our own word vectors with word2vec (Mikolov et al., 2013) on the training and validation splits.
Hyperparameters We do not tune any hyperparameter except the learning rate (see subsection 4.3). We set the hidden layer dimensionality of the two RNN encoders to d s = 50 and d d = 50. Thus, the word annotations, sentence vectors, sentence annotations and document vector all have size 100.
With regularization in mind, we set the dimensionality of the word embeddings to d = 200 on the very large datasets (Amazon and Yahoo!) and to d = 100 on Yelp, as shown in Table 1 . We also use a greater batch size of 128 on the large datasets, versus 64 on Yelp.
Training details
We zero-pad sentences and documents. Like in , to make the most out of each batch, we ensure they are as dense as possible by using a bucketing strategy. More precisely, we build each batch so that it contains documents of approximately the same size, in number of sentences. For regularization, we use dropout (Srivastava et al., 2014) with a rate of 0.5 at each layer. For classification, the document vectors are passed to a dense layer with softmax activation, whose dimensionality is equal to the number of categories to be predicted.
Initialization has a significant impact on performance. To make sure the differences we measure are due to differences in the models and not in initial condition, we use the same initialization weights for each model. SGD with cyclical learning rate To minimize the categorical cross-entropy loss, we use the stochastic gradient descent optimizer with a triangular cyclical learning rate schedule and opposite triangular momentum schedule (Smith, 2017 (Smith, , 2018 regularization constant. Also, the cyclical schedule injects beneficial stochastic noise to the gradient updates, which improves generalization (Jastrzkebski et al., 2017) . We use cycles of 12 epochs, and an early stopping strategy, monitoring the test loss, with a patience of slightly more than one cycle. We set the maximum number of epochs for all models to 50.
Results
As can be seen in Table 2 , the best version of CA-HAN (SUM-BI-Σ) consistently outperforms the HAN baseline, which shows that taking contextual information into account helps producing better document representations.
Model
Amazon Yelp Yahoo! Also, the two unidirectional variants (LR) slightly underperform the baseline and are clearly inferior to BI, which illustrates the value added by processing the document forwards and backwards, using preceding and following sentences as context.
Summing vs. averaging
In the unidirectional case, it is surprising to note that CAHAN-SUM-LR-µ is slightly better than CAHAN-SUM-LR-Σ, i.e., the centroid-based context vector (Eq. 8) is better than the sum-based one (Eq. 7). Indeed, from an information theory standpoint, it should be the opposite, as summing keeps track of all information whereas averaging is lossy. We hypothesize that towards the end of a document, the sumbased context vector grows large in magnitude, which perturbs the alignment decisions and deteriorates the quality of the sentence vectors. 5 On the other hand, the centroid-based vector, which has constant magnitude, does not suffer from this issue. We further hypothesize that this issue is attenuated in the bidirectional case (CAHAN-SUM-BI-µ and CAHAN-SUM-BI-Σ are on par) due to a counterbalancing phenomenon. Indeed, the last sentences processed by the left-to-right encoder are the first ones processed by the right-to-left encoder. Therefore, through concatenation, the overall quality of the sentence embeddings stays constant.
Gating As expected, gating improves performance, especially for the Σ variants of CAHAN-SUM (and especially the LR ones). To be noted are significant boosts of 0.45 and 0.24 in accuracy respectively for CAHAN-SUM-LR-Σ and CAHAN-SUM-BI-Σ on Yelp. On Amazon, gating also offers CAHAN-SUM-LR-Σ a nice 0.27 improvement. These positive results give a clue that regulating the magnitude of the context vector c i is indeed beneficial. Nevertheless, gating also improves the performance of the µ variants of CAHAN, which do not suffer from the context vector magnitude issue. This shows that gating is also helpful via giving more expressiveness to the model. For instance, on Amazon, gating boosts the performance of CAHAN-SUM-BI-µ by 0.12.
It is interesting to note that overall, gating is mostly effective on Yelp and Amazon. We attribute this to the difference in task. Sentiment analysis may rely more on contextual information than topic classification.
CAHAN-RNN-BI
The consistently bad performance of CAHAN-RNN-BI is to be noted. This was unexpected, as an equivalent approach was used by Raheja and Tetreault (2019) for dialogue act classification, with significant improvements. We hypothesize that in our case, CAHAN-RNN-BI is not effective because, unlike utterances in a speech transcription, sentences in a document are not ordered in a temporal fashion. In other words, sentences far away from the current sentence are not necessarily less relevant than closer sentences. Thus, considering each sentence equally is better than imposing an implicit time-decay via a RNN.
Runtimes We compare the average runtime per iteration of some variants of CAHAN to that of basic HAN in Table 3 . For CAHAN-SUM-Σ, we observe that the unidirectional variant (LR) is 5.7% slower than basic HAN (37 vs. 35ms per iteration), whereas the bidirectional variant (BI) is 23% slower (43 vs. 35 ms). When gating, these number increase to 14.3% and 37% (40 and 48ms vs. 35ms). These differences are not far from our theoretical expectations (see subsection 3.4), especially for LR. Indeed, recall that based on matrix multiplication counts, we had forecasted increases of 4% and 8% (11.5% and 23% when using gating), respectively for LR and BI. The gap for BI can be explained by a probable bottleneck in the implementation.
CAHAN-RNN adds the same number of matrix multiplications as CAHAN-SUM, so we should in principle observe the same increases. However, as was explained in subsection 3.4, with CAHAN-RNN we have to wait until the level 2 RNN has processed the preceding or preceding/following sentence vectors (LR or BI case) before being able to encode the current sentence. This explains the extra-time needed (40 vs. 37ms and 49 vs. 43ms 
Related work
In what follows, we provide a review of the relevant literature. One should note that by context, in this paper, we do not refer to the intra-sentence or internal context vector of seq2seq encoders Yang et al., 2019) . Rather, we refer to the cross-sentence, external, or document-level context. A few studies only have focused on developing models that take that type of context into account. Most of these studies originate from NMT. We briefly describe them next. Wang et al. (2017) obtain a global context vector by feeding a fixed number of the previous source sentences to HAN. They then compare two ways of injecting it into the encoderdecoder model. First, they propose a warm-start approach, in which the encoder and/or decoder hidden states are initialized with the context vector. Second, they experiment with an auxiliary strategy in which the intra-sentence context vector of the encoder is concatenated with the global context vector and passed either (i) directly to the decoder, or (ii) after going through a filtering gate. However, unlike our mechanism and that of Voita et al., 2018; Yang et al., 2019) , which all feature two coupled gates, the mechanism of Wang et al. (2017) has only one gate. All strategies proposed by Wang et al. (2017) significantly improve performance, but first place is reached by a combination of the warm-start and gated techniques. Jean et al. (2017) use an approach similar to the auxiliary approach of Wang et al. (2017) , but they compute the context vector only from the sentence immediately preceding the current source sentence. They then pass it to a dedicated encoder featuring a customized attention mechanism. Voita et al. (2018) and Zhang et al. (2018) both extend the Transformer architecture (Vaswani et al., 2017 ) with a context encoder featuring selfattentional and feed-forward layers. Then, Voita et al. (2018) combine the context representation with the source representation produced by the basic Transformer encoder via a gating mechanism. They do not modify the decoder part of the Transformer. Zhang et al. (2018) go one step further by passing the contextual information both to the encoder and the decoder. In both cases, they add a selfattention mechanism over the context representation. For the decoder though, they also replace the residual connection after the context self-attention with a gating mechanism, to limit the influence of the context information on the source information.
One piece of work closely related to our study is Celikyilmaz et al. (2018) . The authors also use a hierarchical attention architecture, where at level 1, each paragraph of a document is encoded by a dedicated encoder. All encoders share the same stacking bi-RNN architecture. Moreover, they communicate at each layer to produce context-aware annotations of the words in their paragraphs. More precisely, at a given layer of the stacking RNN, a given encoder is passed the average of the representations learned by the other encoders at the corresponding layer (like with CAHAN-SUM-µ). This context vector is then combined with the hidden states and passed as input to the upper RNN layer. At level 2, the top RNN layer annotations are passed to a word attention mechanism followed by a paragraph attention mechanism. A major difference with our work is that the authors combine the encoder with a decoder, to perform abstractive summarization of long documents, whereas we only focus on the encoding part. The word and paragraph attentional decisions at level 2 are thus made by the decoder. Another significant difference is that the authors use reinforcement learning for training, instead of SGD.
Context-aware models have also been proposed in other NLP domains. E.g., for spoken language understanding, Shang et al. (2019) prepend and append the current utterance with two special word vectors respectively summarizing the C preceding and following utterances (respectively), where C is a hyperparameter. This indirectly initializes the hidden states of the leftto-right and right-to-left components of a bidirectional RNN, like with the warm-start approach of Wang et al. (2017) . On the other hand, Raheja and Tetreault (2019) rely on a mechanism equivalent to LR-CAHAN-RNN. They find that it significantly boosts dialogue act classification accuracy. As discussed in section 5, we hypothesize that CAHAN-RNN is not effective in our application because sentences in a document are not ordered in a temporal manner.
Discussion and next steps
While bidirectional CAHAN-SUM systematically outperforms HAN, margins are modest. We attribute this to the fact that the datasets used in our experiments contain short documents (see Table 1 ) featuring simple sentences. Thus, the superior expressiveness of CAHAN is not able to show. To address this issue, we plan in future work to experiment on datasets featuring long documents containing complex sentences.
Moreover, the tasks of sentiment and topic classification do not require a deep understanding of the input documents. Even if a given document contains some complex sentences with multiple clauses and subtopics, capturing the polarity of only one simple, unambiguous sentence or pattern may be enough to accurately predict the category of the entire document (e.g., "hated", "loved", "definitely recommends", "will never come back", etc.). Thus, we hypothesize that when trained to solve such tasks, CAHAN does not learn to use its context-aware capabilities to the fullest extent.
One solution, and promising area of future work, would consist in explicitly giving CA-HAN knowledge about coverage, diversity, and redundancy. This could be done by modifying the sentence attention mechanism and/or by adding a term to the loss. Another natural next step is to experiment on tasks requiring a deeper understanding of text, such as end-to-end abstractive summarization. Some other ideas for improvement include combining CAHAN-SUM with CAHAN-RNN, and/or the mean and centroid vectors; for CAHAN-SUM, obtaining the centroid vector through a trainable mechanism rather than via pooling; and experimenting with a trainable matrix (instead of vector) in the self-attention at both level 1 and level 2, like in Lin et al. (2017) . Finally, the context vector could be seen as an external, general summary of the document, and be pre-computed offline by a dedicated encoder.
Conclusion
In this paper, we proposed several modifications of the HAN architecture that make the sentence encoder context-aware (CAHAN). Results show that taking context into account is beneficial. Specifically, the bidirectional version of the document encoder, that processes the documents forwards and backwards, using the preceding and following sentences as context, outperforms the HAN baseline on all datasets and is superior to the undirectional variant. Moreover, the computational overhead is small. Experiments on tasks requiring a deeper understanding of the input documents should better highlight the superiority of CAHAN.
