Abstract. Further extension of the Levinson transformation theory is performed for partially dissipative periodic processes via the fixed point index. Thus, for example, the periodic problem for differential inclusions can be treated by means of the multivalued Poincaré translation operator. In a certain case, the well-known Ważewski principle can also be generalized in this way, because no transversality is required on the boundary.
1. Introduction. The problem of transforming the existence of forced oscillations to the verification of some stability properties has been usually connected with the name of Norman Levinson, because of his pioneering article [21] . It is, for example, well-known (see e.g. [26, p. 172] ) that, under some natural regularity assumptions, the periodic dissipative first-order system admits a harmonic. By the dissipativity we mean here the one in the sense of N. Levinson, i.e. when all solutions are (uniformly) ultimately bounded.
This classical result was formalized in the most abstract setting, i.e. in terms of 2. Fixed point index for multivalued decomposable mappings. In this section we introduce the topological degree of so-called decomposable mappings that will be our main tool for carrying out the future results, concerning differential inclusions. Definition 1. A nonempty subset A of a metric space X is of the R δ type if it is the intersection of a decreasing sequence of compact contractible subsets of X.
Note that in case X is an ANR space, then A is R δ , provided it is the intersection of a decreasing sequence of compact AR's. It is also convenient to point out that the product of two R δ sets is an R δ set as well. Definition 4. We say that a single-valued map f : X → Y is an ε-approximation of ϕ : X → Y on its graph if the following condition holds:
The following approximation theorem (cf. [11] ) is of a particular importance for defining a fixed point index.
Theorem 1. If ϕ : X → Y is admissible, then for every ε > 0 there exists a continuous map f ε : X → Y , that is an ε-approximation of ϕ. Moreover , there is an ε 0 > 0 such that every two ε 0 -approximations of ϕ are homotopic.
Assume we have a map ϕ : X → X, having a decomposition:
where each ϕ i is admissible in the sense of Definition 3. In such case we say that ϕ is decomposable. Let A be an open subset of X with no fixed points of ϕ on its boundary and let f i , i=1,. . . ,n, be ε-approximations of ϕ i for an ε > 0. Let us call the map: f = f n . . . f 2 f 1 the ε-decomposable approximation of ϕ. Using Theorem 1, one can show that there exists an ε 0 > 0 such that every two ε 0 -decomposable approximations of ϕ are homotopic with the homotopy χ :
Now, following [5] , we define an index of ϕ over X with respect to A:
where ind indicates the ordinary fixed point index of maps on compact ANR's and f is an arbitrary ε 0 -decomposable approximation of ϕ. The remarks above prove the correctness of (1). Below we collect some properties of Ind:
, n are open, disjoint subsets of A and all fixed points of ϕ |A lie in n j=1 A j then, Ind X (D ϕ , A j ), j = 1, . . . , n, are defined and :
(iii) (Homotopy invariance) Suppose that the decompositions D ϕ and D ψ are homotopic, that is:
and there is a decomposable homotopy:
where:
and
(v) (Units) Suppose that ϕ is admissible. If ϕ is constant, that is: for every x ∈ X ϕ(x) = B ⊂ X then:
One can see that the definition (1) depends on the decomposition D ϕ . However, when it is clear, which decomposition we mean, we will usually write:
A fixed point theorem.
The following theorem is an improved version of Lemma 1 in [4] and will be applied to the Poincaré operator, defined in the next section.
Theorem 3. Let E 1 and E 2 be two finite dimensional normed spaces. Assume we have:
u.s.c. mappings with R δ values such that the following conditions hold : (i) the maps ϕ 0 = ϕ(0, · ) and ψ 0 = ψ(0, · ) are projections onto the spaces: E 1 and E 2 , respectively.
(that is: A, B are star-shaped with respect to the origins),
Then the map (ϕ T , ψ T ) :
P r o o f. Take K 1 and K 2 being the closed balls in E 1 and E 2 , centered at the origins and large enough to contain the sets A and B, respectively. (We also demand that ∂A∩ ∂K 1 = ∂B ∩ ∂K 2 = ∅.) Set: r 1 : E 1 → K 1 , r 2 : E 2 → K 2 to be the radial retractions onto K 1 and K 2 , respectively. Consider the homotopy:
where ϕ T = ϕ(T, · ) and ψ T = ψ(T, · ). This homotopy is decomposable in the sense of the fixed point index (compare Theorem 2 (iii)). It is not difficult to see that the map
is u.s.c. with R δ -values, so the convex hull of its image is a compact ANR contained in E 1 . The same is true for the mapping
Hence,
is a decomposition of H. The fact that H has no fixed point on the boundary of R follows from (ii) and (iii). By the homotopy invariance of fixed point index we obtain the following equality:
which by the multiplicativity and units properties is equal to:
Define the homotopy:
Recalling (iv) and using the homotopy invariance property once again, this time for the index on K 1 , we have:
which, by (i) is equal to:
where deg denotes the Brouwer topological degree, K is a sufficiently small ball in E 1 and j indicates the dimension of E 1 (finite under the hypothesis).
We are now in a position to write the following equality:
By the existence property of the fixed point index, the result follows.
R e m a r k 1. Theorem 3 is also valid if we replace the assumption of E 1 to be finite dimensional by the compactness of the map ϕ. In both cases E 2 must be finite dimensional.
Multi-valued Poincaré operator.
In this section we proceed with the study of the existence of periodic solutions to the problem:
where S : [0, T ] × R n → R n is a multivalued mapping (cf. [6] , [10] , [12] ).
By the solution of (3) we mean the solution in the sense of Carathéodory, i.e. the absolutely continuous function x : [0, T ] → R n , satisfying x (t) ∈ S(t, x(t)) almost everywhere in t ∈ [0, T ] and such that x(0) = x(T ).
Consider the map P :
Below we present a generalization of the well-known theorem due to Aronszajn, dealing with the case of differential inclusions (see [10] , [12] ). We define the evaluation map:
and have the following diagram:
The composition Q t = e t P is called the Poincaré translation operator. Assuming that the conditions of Theorem 3 are satisfied and taking a compact, convex set K ⊂ R n and a retraction r : R n → K onto K such that:
we obtain the decomposable map rQ T : K → K, to which we can apply the fixed point index theory, described in Section 2. Namely, by the existence property, we have:
Theorem 5. If A ⊂ K is such that ∂A ∩ ∂K = ∅ (the boundaries with respect to R n ) and Ind K (rQ T , A) is defined and different from 0, then (3) has a solution x with x(0) ∈ A.
Consider a system of differential inclusions, given by a multivalued map
with λ ∈ [0, 1]. For every λ ∈ [0, 1] we can set the map P λ :
for x 0 ∈ R n , and the map Q λ t = e t P λ , which is the Poincaré operator for (6) and λ ∈ [0, 1]. The following theorem (see [10] ) corresponds to Theorem 4: Theorem 6. If S is bounded , u.s.c. with nonempty, compact, convex values, then the map P :
Assume that S is as in Theorem 4 and that P 1 splits in the following way:
where P 11 and P 12 have R δ values. Define ϕ(t, x 0 ) = e t P 11 (x 0 ) and ψ(t, x 0 ) = e t P 12 (x 0 ), x 0 ∈ R n , t ∈ [0, 1]. Then, under the assumptions (ii)-(iv) of Theorem 2, one can obtain:
The proof of this fact is exactly the same as the one of Theorem 2, although the maps ϕ and ψ are no more u.s.c. with R δ values. Still, they are the compositions of such maps with the evaluation mappings, that makes the homotopies H and H decomposable in the sense of the fixed point index, as it was before. Now, we reformulate (7):
. In view of Theorem 5, H is a decomposable homotopy, linking rQ 0 T with rQ 1 T . If for each λ ∈ [0, 1) and every x ∈ ∂R, x ∈ Q λ T (x), then by the homotopy invariance we obtain:
which implies, in view of Theorem 4, that the inclusion x (t) ∈ S(t, x(t), 0) has at least one T -periodic solution with the initial value in R. Using the "a priori estimates" technique (see [10] ), we can avoid the assumption of boundedness of the map S. Namely, let S satisfy all the assumptions above with the integrable boundedness instead of the boundedness condition.
Recall that S is said to be integrably bounded if there exists a Lebesgue integrable function µ ∈ L 1 ([0, T ], R) such that:
for a constant M > 0. Then S is as it was considered before. Moreover, one can prove (see [10] ), that if M is large enough then the Poincaré operator P for the problem (6) coincides with the Poincaré operator for that system with S replaced by S. Consequently, the inclusion x (t) ∈ S(t, x(t), 0) has a T -periodic solution x with x(0) ∈ R. Now, we turn to the case when S is no longer an u.s.c. map, but l.s.c. instead. In what follows, we will employ the result due to A. Bressan (cf. [6] ).
Theorem 7. Let A be a closed subset of R × R n and let G : A → R n be a bounded , l.s.c. multifunction with nonempty, closed values. Then there exists an u.s.c., bounded map F : A → R n with nonempty, compact, convex values such that every solution of x (t) ∈ F (t, x(t)) is also a solution of x (t) ∈ G(t, x(t)).
Consider system (6) with S :
s.c., bounded and nonempty, closed-valued. From the proof of Theorem 7 (see [6] ) it follows, that we can find a multivalued map S :
c., bounded with nonempty, compact, convex values such that the Poincaré operator P (defined in Theorem 6) for the system (6) with S replaced by S is a selector of the Poincaré operator P for (6) . Assume that the previous conditions for P hold and, additionally, P 1 splits in the same way as P 1 . Then P 0 has a fixed point, which implies the existence of a T -periodic solution to the inclusion x (t) ∈ S(t, x(t), 0). An example of such a situation will be given in Section 5.
5. Applications to ordinary differential equations and inclusions. The main difficulty in applying the results obtained in Section 4 lies in giving the sufficient conditions for the right-hand side map of the system (6) to make the Poincaré operator P 1 split. Below we present three possible examples.
Example 1 (Uniqueness case). S is such that the uniqueness of solutions to the problem:
x (t) ∈ S(t, x(t), λ), x(0) = x 0 is guaranteed for every λ ∈ [0, 1] and every initial value x 0 ∈ R n . This case, with the additional restriction imposed on S to be single-valued is considered in details in [2] , [4] .
For the application to the large-period forced oscillations of the systems and higherorder equations see [1] , [3] , where the sufficient conditions, imposed on the right-hand sides, have been obtained in an effective way.
Example 2 (U.s.c. splitting case). The mulivalued map S (u.s.c. with compact, convex, nonempty values) splits itself when λ = 1, that is:
. This case will be treated in more general setting, with respect to obtaining the effective conditions, by the authors elsewhere.
Example 3 (L.s.c. splitting case).
S is l.s.c. with nonempty, closed values. In such a case the Poincaré operators, namely the one for the inclusion x (t) ∈ S(t, x(t)) and another for the inclusion corresponding to the above in the sense of Theorem 7, split. Also this case will be treated in details by the authors elsewhere.
In order to overcome the mentioned difficulties in a more general situation practically, the best tool seems to us the application of two bounding functions, one guaranteeing the partial retraction, while the second partial repulsivity, both on the boundary of R (see Theorem 5) . This has also a lot to do with the so called "viability theory", where such models are under intensive study, today.
The second possibility consists in the application of two guiding functions giving the same asymptotically (for a big multiple of the period T ), but this time only the existence of subharmonics can be proved, because the appropriate fixed-point theorem in section 3 cannot be so easily modified as in [4] .
