ABSTRACT GPS (or GNSS) networks are invaluable tools for monitoring natural hazards such as earthquakes. However, blunders in GPS observations may be mistakenly interpreted as deformation. Therefore, robust networks are needed in deformation monitoring using GPS networks. Robustness analysis is a natural merger of reliability and strain and defined as the ability to resist deformations caused by the maximum undetectable errors as determined from internal reliability analysis. However, to obtain rigorously correct results; the correlations among the observations must be considered while computing maximum undetectable errors. Therefore, we propose to use the normalized reliability numbers instead of redundancy numbers (Baarda's approach) in robustness analysis of a GPS network. A simple mathematical relation showing the ratio between uncorrelated and correlated cases for maximum undetectable error is derived. The same ratio is also valid for the displacements. Numerical results show that if correlations among observations are ignored, dramatically different displacements can be obtained depending on the size of multiple correlation coefficients. Furthermore, when Yetkin, M. et al. Bol. Ciênc. Geod., sec. Artigos, Curitiba, v. 19, n o 3, p.434-451, jul-set, 2013. 4 3 5 normalized reliability numbers are small, displacements get large, i.e., observations with low reliability numbers cause bigger displacements compared to observations with high reliability numbers. Keywords: Robustness; Strain; Displacement; Reliability; GPS Network. RESUMO Redes GPS (ou GNSS) são ferramentas valorosas para monitorar desastres naturais, tais como terremotos. No entanto, erros nas observações GPS podem ser erroneamente interpretados como deformação. Portanto, redes robustas são necessárias no monitoramento de deformação. Análise de robustez é uma fusão de confiabilidade e de tensão e definida como a capacidade de resistir as deformações causadas pelos erros máximos não detectáveis, tal como é determinado a partir de análise de confiabilidade interna. Para obter resultados rigorosamente corretos, no entanto, as correlações entre as observações devem ser consideradas ao calcular erros máximos não detectáveis. Assim, propõe-se utilizar os números de confiabilidade normalizados em vez de números de redundância (abordagem de Baarda) na análise de robustez de uma rede GPS. Uma relação matemática simples que mostra a razão entre os casos não correlacionados e correlacionados para o erro máximo não detectável é derivada. A mesma razão também é válida para os deslocamentos. Os resultados numéricos mostram que se as correlações entre as observações são ignoradas, diferentes deslocamentos podem ser obtidos, dependendo da dimensão dos múltiplos coeficientes de correlação. Além disso, quando os números de confiabilidade normalizados são pequenos, são obtidos grandes deslocamentos, ou seja, observações com números baixos de confiabilidade causam deslocamentos maiores em comparação com observações com números elevados de confiabilidade.
INTRODUCTION
GPS (Global Positioning System) and GLONASS (Global Orbiting Navigation Satellite System) were developed by early 1970's, and with the inception of GALILEO (Europe's upcoming Global Navigation Satellite System) a new name to encompass all these three systems have born that is GNSS (Global Navigation Satellite System). Thanks to advancements in technology over the years GNSS devices got smaller and inexpensive. As a consequence, nowadays, GNSS became integral part of daily life. It is used for wide variety of applications. One of the applications is monitoring natural hazards. In order to monitor natural hazards continuously, or in near real-time, continuous GNSS observations are needed. Hence, GNSS systems are installed at permanent sites to measure the movement of these sites continuously. Networks of continuously operating permanent sites are established all over the world and these networks have been used to detect disasters such as earthquakes, tsunamis etc. When earthquake is detected, GNSS data are used to calculate its vital characteristics including details about the fault rupture. Accurate and rapid identification of earthquakes is crucial for disaster response and mitigation efforts (HU et al., 2005; HASHIMOTO et al., 2006; SNAY and SOLER, 2008; LIM et al., 2010) .
Using GNSS measurements of ground displacements, the time needed to locate and characterize the damage might be reduced. In order to be able to that crustal strain may be determined by finding the relative displacements between GNSS stations. In other words, GNSS measurements are used to observe ground movement and strain. Strain is defined as the ratio of increase in length to its original length and strain analysis has been used with geodetic networks in the past. Here, the length means the distances or connections between reference sites. One example of use of strain analysis with geodetic networks is robustness analysis (VANÍČEK et al., 1991; KRAKIWSKY et al., 1993; VANÍČEK et al., 2001; HSU and LI, 2004; BERBER et al., 2008; HSU et al., 2008; VANÍČEK et al., 2008; YETKIN, 2012; YETKIN and BERBER, 2013) . In robustness analysis, strain analysis is used to portray the effect of undetected errors because strain technique is independent of adjustment constraints and reflects only the network geometry and accuracy of the observations . One thing must be clarified at this point that in robustness analysis a virtual displacement (potential deformation that could be introduced by the undetected errors in the observations and this is considered as a kind of potential 'displacements') is examined.
To measure robustness of a network, displacements of individual network points are portrayed by strain. This technique is known as robustness analysis (BERBER et al. 2009 ). Robustness analysis has two building blocks; one is reliability analysis and another is strain analysis. Reliability theory that is developed by Baarda (1968) is based on the assumption that observations are uncorrelated. Nevertheless, correlated observations are very often encountered in geodesy; for instance, simultaneously observed baseline vectors in GPS campaigns are correlated. Therefore, neglecting correlations among the observations may falsify the results in a reliability analysis. Reliability analysis can be separated into two as internal and external reliability. A good and homogeneous internal reliability does not automatically guarantee reliable coordinates of network points. Thus, the effects of undetectable errors on the parameters are to be estimated by external reliability. However, external reliability criterion depends on the definition of internal reliability meaning that if internal reliability is defined for correlated observations, the external reliability and therefore robustness analysis will yield different results.
Baarda's redundancy numbers are larger than zero and smaller than one as long as the observations are uncorrelated. However, this situation may not be valid in the case of correlated observations. Hence, Wang and Chen (1994) proposed to use the reliability numbers instead. Nonetheless, the range for these reliability numbers may exceed the unit interval. To combat this drawback, Schaffrin (1997) introduced modified version of reliability numbers to make them more comparable to redundancy numbers (Baarda's approach) that are only valid for uncorrelated observations. They are called normalized reliability numbers and lie in the interval of [0, 1] .
In the case of correlated observations, internal reliability is calculated using normalized reliability numbers and this is substituted into external reliability equation. Thus, strain matrix at each point of the network is obtained by considering the correlations. Then, following the procedure outlined in displacements of network points are obtained. In this study, maximum undetectable errors for correlated observations are incorporated and using them robustness analysis is performed.
ROBUSTNESS ANALYSIS
The maximum undetectable errors in observations which would not be detected by a statistical test is given by Baarda (1968) as
where 0 δ is the lower bound for the non-centrality parameter that is a function of Type I and II errors. The value of the non-centrality parameter depends on the levels of probability assumed for the data snooping procedure, i.e., the chosen probability levels for decision errors affect the non-centrality parameter. As well known, it is possible to commit two kinds of decision errors when using statistical tests. Rejecting an unbiased observation as one that is biased is called a Type I error. On the other hand, accepting a biased observation as an unbiased one is called a Type II error (GHILANI and WOLF, 2010 
where A design matrix and P is the weight matrix of the observations. Nevertheless, the problem with the displacements is that their estimates are datum dependent. Thus, Vaníček et al. (1991) and (2001) developed robustness analysis. Robustness analysis uses the strain technique as it is independent of adjustment constraints and reflects only the network geometry and accuracy of observations. Here robustness analysis is given in general form in 3D. However, 1D and 2D cases are also investigated in . Let us consider the 3D displacements of a point P by
Then, the gradient with respect to position is 
where all the partial derivatives as well as the absolute terms a i ,b i and c i and the coordinates X i ,Y i and Z i refer to point P , and P is connected (by an observation) to the point of interest, point P . In matrix form: 
Assembling them into a hypermatrix and using Eq. 
In a 3D network, the dimensions of the , and matrices are 1 4, 4 1 and 9 3 3 , respectively. As mentioned earlier, is the number of connections.
The displacements can be computed using the elements of strain matrix E . However, first "initial conditions" X 0 , Y 0 and Z 0 must be determined to be able to compute displacements induced by the maximum undetectable errors. In other words, displacements are calculated from a system of first order differential equations, and these equations should be integrated to solve them. Therefore, initial conditions are needed . Initial conditions are the coordinates that are obtained minimizing the norm of displacement vector at all points in the network. This means that to calculate X 0 , Y 0 and Z 0 , the displacements in the network points should be minimized and this is explained in Berber et al. (2009) . Once X 0 , Y 0 and Z 0 have been determined u i ,v i and w i are calculated from: In robustness analysis, one moves from displacement field to strain field by using strain analysis. Thus, the elements of the strain matrix can be obtained. However, some threshold values are needed to assess the network robustness. So, one has to return from strain field to displacement field in order to obtain displacement values of the points. This is realized by Eq. (10). Unlike displacements obtained by external reliability values, displacements obtained from robustness analysis that is a purely geometrical approach are strain based and they can be compared with threshold values to assess the robustness of the network .
After computing the displacements u,v and w for each point in the network, we obtain the amount of total displacement at each point from:
The displacement values are desired to be as small as possible because the smaller the displacement at network points, the more robust the network at these points. Bol. Ciênc. Geod., sec. Artigos, Curitiba, v. 19, n o 3, p.434-451, jul-set, 2013. 4 4 1
RELIABILITY MEASURES FOR CORRELATED OBSERVATIONS
As it is well known, the redundancy numbers of the observations ( ) 
where I is the identity matrix. In the case of uncorrelated observations, they lie between 0 and 1 (BAARDA (1967) and (1968)):
If the observations are correlated, the redundancy numbers are no longer bound to the interval of [0,1] and may even be negative. Therefore, Wang and Chen (1994) introduced the reliability numbers i r as follows:
where i h is an n by 1 vector containing zeros with a one corresponding to an observation. The bounds of these reliability numbers are ( )
where i ρ is the multiple correlation coefficient and is defined by If the observations are correlated, no change of Eq. (2) is required, but obviously, Eq. (1) is invalid. In this case, the maximum undetectable errors are computed using the normalized reliability numbers as follows:
where ii p is the ith diagonal element of the matrix P (Schaffrin 1997).
EVALUATION OF STRAIN MATRIX IN THE CASE OF CORRELATED OBSERVATIONS
As it is mentioned in section 2, robustness analysis uses Baarda's external reliability criterion as the local displacement field. This means that the computation of maximum undetectable errors in Eq. (1) and consequently the external reliability vector in Eq. (2) assumes uncorrelated observations for which the covariance matrix is diagonal. Realistically; however, one must consider the correlations among the observations in many applications such as GPS networks. Thus, the elements of the strain matrix must be computed by using maximum undetectable errors that are computed with the normalized redundancy numbers as seen in Eq. (18). 9. On the other hand, a general expression for maximum undetectable errors can be seen in Teunissen (2000) . Then the strain matrix at each point can be obtained using the equation below ( ) ( )
Next, the displacements at network points are computed as explained in section 2. Finally, similar to uncorrelated cases, only the largest displacement at each point is retained as a measure of strength of the network. Bol. Ciênc. Geod., sec. Artigos, Curitiba, v. 19, n o 3, p.434-451, jul-set, 2013. 4 4 3
RELATIONSHIP BETWEEN THE UNCORRELATED AND CORRELATED CASES
Let us consider the ratio of Eq. (1) increases as well. This indicates that while doing the reliability analysis, the correlations must be taken into account. Similarly, since the same parameters are used for robustness, the results of robustness analysis change accordingly.
NUMERICAL RESULTS
A GPS network example given in Snow (2002) is used to test the proposed approach. The network consists of 6 Continuously Operating Reference Stations (see Figure 1 ). There are a total of 15 measured baseline vectors. The variancecovariance matrix for this GPS network is a block-diagonal type, with an individual ( ) 3 3 × matrix for each measured baseline on the diagonal. All other elements of the matrix are zeros. A summary of the baseline measurements obtained from the Least Squares adjustment carrier-phase observations can be found in Snow (2002) . While holding the coordinates of station DET1 fixed, the original 15 baseline vectors were used to generate the coordinates of other five stations. (12), (17) and (16) respectively. These values are shown in Table 1 . The range of multiple correlation coefficients is 0.0717-0.9540.
Maximum undetectable errors are calculated for both using redundancy numbers (Eq. 1) and normalized reliability numbers (Eq. 18), and their ratios are shown in Table 2 .
As can be seen in Table 1 
. The displacements obtained using normalized reliability numbers are denoted as i d . Yetkin, M. et al. Bol. Ciênc. Geod., sec. Artigos, Curitiba, v. 19, n o 3, p.434-451, jul-set, 2013. 4 4 7 ρ is close to 0. In addition, the ratio of the displacement for the same observation is the same as the ratio of the maximum undetectable errors in Table 2 . Similar results have been obtained for other observations. . Maximum undetectable error corresponding to these normalized reliability numbers are computed using Eq. (18) as 1 m and 100 m respectively. The displacements of network points are shown in Table 6 . As seen from Table 6 , very big displacements are obtained for low reliability numbers as opposed to the displacements for high reliability numbers. These displacements with low reliability numbers are 100 times bigger than their counterparts with high reliability numbers. This is because the ratio between the highest and lowest reliability numbers is 10,000. Since the other elements are neutral, this ratio between high and low reliability numbers is directly reflected to the displacements. As reliability numbers decrease as shown above, maximum undetectable errors increase and this cause larger displacements at network points. Seemkooei (2001a) and Seemkooei (2001b) have reported that this conclusion is also valid for robustness primitives in the case of uncorrelated observations. Robustness analysis portrays this relationship and this proves that robustness analysis is a powerful technique to detect deformations at network points.
( ) X Δ 7. CONCLUSIONS While Baarda's reliability theory is applied to geodetic networks, it is assumed that there is no correlation among observations. However, correlated observations are possible. Consequently, measures of reliability must be considered for correlated observations in a reliability related application such as robustness analysis.
Reliability numbers for correlated observations have been modified to make them more comparable to the Baarda's redundancy numbers that are only valid for uncorrelated observations. The maximum undetectable errors and subsequently the influence of these maximum undetectable errors on the parameters are computed based on normalized reliability numbers. We proposed to use measures of reliability that are obtained in this manner in robustness analysis because observed baseline vector components might be correlated such as in the network example used in this study.
It has been shown that maximum undetectable errors for correlated observations differ from their uncorrelated counterparts depending on the size of their multiple correlation coefficients. Only difference with the calculation of maximum undetectable errors in correlated cases is the use of normalized reliability numbers and since these maximum undetectable errors in correlated cases are used in the calculation of strain matrix in correlated cases, displacements change with the same ratio. In addition, it was shown that the displacement values are larger when the normalized reliability numbers are low.
