The support vector machine has received wide acceptance for its high generalization ability in real world classification applications. But a drawback is that it uniquely classifies each pattern to one class or none. This is not appropriate to be applied in classification problem involves overlapping patterns. In this paper, a novel multi-model classifier (DR-SVM) which combines SVM classifier with kNN algorithm under rough set technique is proposed. Instead of classifying the patterns directly, patterns lying in the overlapped region are extracted firstly. Then, upper and lower approximations of each class are defined on the basis of rough set technique. The classification operation is carried out on these new sets. Simulation results on synthetic data set and benchmark data sets indicate that, compared with conventional classifiers, more reasonable and accurate information about the pattern's category could be obtained by use of DR-SVM.
Introduction
Conventional machine learning methods, such as Support Vector Machine (SVM), neural network and bayesian network, categorize object precisely into one class or not. However, classification problem in many applications involves an unknown number of overlapping patterns which can be defined as boundary pattern. They represent a subset of patterns that straddle the two classes and take on some interesting characteristics [1] , [2] . For example, in medical data set, the boundary patterns belonging to positive class may denote a subset of population that have just developed a kind of disease, and moreover, they are in the early stage of the disease. The remaining boundary patterns belonging to negative class may denote the population that have the tendency to develop the disease, but until now they do not. Special attention is certainly warranted for this set of boundary patterns. However, following the classification regulation of conventional classifiers, the boundary patterns can not be recognized and receive special attention.
Meanwhile, in the classification problem, the difficulty of making decision lies in the overlapped region. Much attention has been focused on how to learn a classifier that has better generalization ability. Then test accuracy over the whole data set was used as a criterion to evaluate the performance of the classifier at hand. However, if the problem involves boundary patterns, the test accuracy used for evaluation is the overall accuracy of pattern which lies both in overlapped region and non-overlapped region. This would lose some valuable information which can be used in real application. In fact, the test accuracy in non-overlapped region is much higher than that in overlapped region. Therefore, it is necessary to recognize whether the pattern lies in non-overlapped region or overlapped region. In addition, the test accuracy of non-overlapped region and overlapped region also need to be presented respectively. For example, if a patient's data pattern is classified into non-overlapped region, the doctor would be more confident about whether or not the patient suffers from the disease. On the contrary, if it is classified into overlapped region, due to the lower test accuracy of overlapped region and the characteristic of boundary pattern we have related above, the doctor would be uncertain about whether or not the patient suffers from the disease, and he should pay more attention to this patient. Maybe further medicinal examination should be carried out. Therefore, we expect that the classifier can not only classify each pattern correctly, but also identify whether the pattern lies in overlapped region or non-overlapped region. Multimodel classifier is the choice. Multi-model classification method have been developed recently. Different models were combined to construct a classifier with two or more separate model parts, each of which explains part of a given data set. For example, decision tree induction [3] consists of many branches and each branch explains a certain number of patterns. RIONA [4] , which combining rule induction and k nearest neighbors (kNN) method, considers all minimal decision rules and makes decision on the basis of the support set restricted to a neighborhood of a test example.
Support vector machine, developed by Vapnik and coworkers, has become a popular tool in pattern recognition and machine learning. Based on the Structural Risk Minimization (SRM) principle, SVM has shown better generalization ability than other learning techniques in pattern classification. However, similar with the other classifiers, patterns which were wrongly classified lie near the separation hyperplane, especially in the overlapped region. In order to improve classification performance, we should make use of local information provided by patterns that lie in the overlapped region. A commonly used local instance-based learning method is k nearest neighbor algorithm (kNN). The class for a test pattern is inferred from the k nearest neighbor patterns in the sense of a similarity measure. Therefore, in this paper, a new multi-model classifier named dual rough support vector machine (DR-SVM) is proposed which combines SVM with kNN algorithm under rough set technique.
In practice, in the field of pattern classification and machine learning, much works have been carried out on the combination of rough set technique and SVM. Most of them were focused on the problem of feature reduction by use of rough set technique [5] , [6] . In [2] , [7] , a rough set interpretation of SVM was proposed and applied in binary and multi-class classification. The proposed method allows one to create three equivalence classes and define a rough set based approximation space. However, it is a soft margin SVM classifier in essence, and the SVM classifier is still trained by use of original two classes' patterns, in addition, how to make use of boundary region has not been discussed.
In this study, the new DR-SVM deals with classification problem under the theory of uncertainty set. A schematic view of steps required in DR-SVM is presented in Fig. 1 . First, boundary patterns are extracted by use of kNN algorithm. Then, on the basis of the boundary patterns and the remaining patterns in each classes which are named positive region pattern, the lower and upper approximation set of both classes are created. Different from conventional SVM which is trained with patterns belonging to original two classes, the DR-SVM composes two SVM classifiers that trained with the patterns belonging to the upper approximation set of one class and the lower approximation set of the other class. A pair of separation hyperplane are obtained. They are interpreted as the lower and upper bounds of one class respectively, and the upper and lower bounds of the other classes too. Therefore, by use of rough set technique, we can deal with binary classification problem on the basis of uncertainty set theory. At last, the overlapped region and non-overlapped region can be distinguished. According to the final decisions, the classification results will show out whether or not a pattern lies in the overlapped region. In addition, the test accuracy of overlapped region and nonoverlapped region could be obtained respectively.
The rest of paper is organized as follows: In Sect. 2, the approach of noisy patterns elimination on the basis of reverse k-nearest neighbor algorithm and boundary patterns extraction on the basis of k-nearest neighbor algorithm are introduced. In Sect. 3, dual rough support vector machines are introduced in detail. In Sect. 4, simulations over a range of synthetic and benchmark data sets are shown. Conclusions as well as future work are provided in Sect. 5.
Noisy Pattern Elimination and Boundary Pattern Extraction
In binary classification problem, boundary patterns straddle two classes. If a pattern has neighbors belonging to different class from the class of the given pattern, it would be possible to lie in the boundary region and become boundary pattern. Pattern A shown in Fig. 2 is an example of boundary pattern. However, the above criterion does not hold if the pattern is an outlier which stretches into the region of the other class, such as the pattern C shown in Fig. 2 . Intuitively, because the pattern deviates too much from patterns belonging to the same class as the pattern, it may have less relevance to the characteristic of this class. Therefore, it can be regarded as potential noisy pattern and should be eliminated before the procedure of boundary pattern extraction. In this paper, reverse k-nearest neighbor algorithm (RkNN) [8] is applied to look for potential noisy patterns and k-nearest neighbor algorithm (kNN) [9] is applied to extract boundary patterns. The sketched procedure of noisy pattern elimination and boundary pattern extraction is presented in algorithm 1. Algorithm 1: Noisy pattern elimination and boundary pattern extraction.
Step1: Find the k-nearest neighbor patterns of each pattern in the data set. Output a kNN-file. Step2: Calculate every pattern's reverse k-nearest neighbor patterns. For a pattern p, if the following two conditions are satisfied, p would be eliminated as noisy pattern. C1: All of the pattern p's k-nearest neighbor patterns belong to the other class than pattern p. C2: The number of the pattern p's reverse k-nearest neighbor patterns is less than a threshold K-noise. Step3: If the number of the pattern p's k-nearest neighbor patterns belonging to the other class is greater than a threshold K-boundary, the pattern p would be extracted as boundary pattern.
It proceeds as follows. Firstly, kNN algorithm is carried out to find the k-nearest neighbors for each pattern in the data set. The output information of k-nearest neighbors for all patterns is saved in a kNN-file.
Secondly, noisy patterns are eliminated by applying RkNN algorithm. In the classification application, we limit the calculation of RkNN within the patterns belonging to the same class. The reverse k-nearest neighbors of an object pattern p are patterns that look upon p as one of their k-nearest neighbors. A property of RkNN is to examines the neigh-borhood of an object with the view of the entire data set instead of the object pattern itself. As a result, the number of a pattern's reverse k-nearest neighbors varies by the data distribution. Therefore, it can capture the distribution property of the underlying data set and allow the identification of potential noisy patterns. An example of noisy pattern is shown in Fig. 2 . None of patterns belonging to the same class as C look upon C as their 5-nearest neighbor. This indicates that C lies far from the class to which C belongs. Therefore, C is likely to be noisy pattern and should be eliminated. In addition, if a pattern is an outlier, such as the pattern D shown in Fig. 2 , it does not stretch to the region of the other class. Though the number of its reverse 5-nearest neighbor is zero, it would not be regarded as noisy pattern.
Thirdly, according to each pattern's k-nearest neighbor information saved in the kNN-file, the original pattern set is filtered by applying the kNN algorithm and the boundary patterns are extracted. If all of the k-nearest neighbors of one pattern belong to the same class as the pattern itself, such as pattern B shown in Fig. 2 , this pattern won't be regarded as boundary pattern. On the contrary, if some of a pattern's k-nearest neighbors belong to the other class than the proceed pattern, such as pattern A shown in Fig. 2 , the pattern lies in the overlapping region and should be extracted as the boundary pattern.
However, the complexity of naive kNN algorithm is O(n 2 ) and the complexity of naive RkNN algorithm is O(n 3 ), that means it is relatively slow and would be the bottleneck in finding k-nearest neighbors and reverse k-nearest neighbors. To the best of our knowledge, "GORDER" is an efficient algorithm for kNN processing [10] . So we utilized "GORDER" to calculate the k-nearest neighbors for each pattern. Due to the page limit, it will not be illustrated in this paper.
DR-SVM Classifier Based on Rough Set Theory

Support Vector Machine
Support vector machine is a statistical classification method proposed by Vapnik et al. in 1995 [11] . Given training patterns:
and y ∈ {−1, 1}. SVM is able to generate a separation hyperplane that has maximum generalization ability. Mathematically, the decision function is of the form:
Where α i and b stand for the parameters determined by SVM's learning algorithm, K(·, ·) stands for the kernel function which implicitly maps the training patterns to a higher dimensional space.
Rough Set Theory
Rough set theory, proposed by Pawlak, provides a formal tool for dealing with imprecise or incomplete information by means of employing a boundary region of a set [12] . Let U denote the universe (a finite ordinary set) and let R ⊆ U × U be an equivalence relation on U. The equivalence relation R partitions the set U into disjoint subsets. In the binary classification application, such a partition of the universe can be denoted by U/R = E 1 , E 2 , where E i is an equivalence class of R [13] - [15] . Three basic concepts of rough set theory are given below: C1: The lower approximation of a set E (with respect to R) is the set of all patterns, which can be for certain classified as E with respect to R. It can also be called as positive region of set E. A formal definition is:
The upper approximation to a set E (with respect to R) is the set of all patterns, which can be possibly classified as E with respect to R. A formal definition is:
The boundary region of a set E (with respect to R) is the set of all patterns which can be classified neither as E nor as -E with respect to R. A formal definition is:
If the boundary region of set E is empty, then set E is crisp; otherwise the set E is rough. Due to the granularity of knowledge, rough sets can not be characterized by using available knowledge. Therefore, two crisp sets named the lower and upper approximation set are associated with rough set.
Rough Set Theory for Binary Classification Problem Involves Overlapping Patterns
Intuitively, the lower approximation of a set consists of all elements that surely belong to the set; the upper approximation of the set consists of all elements that possibly belong to the set; the boundary region of the set consists of all elements that can not be classified uniquely to the set or its complement, by employing available knowledge. Thus, rough set, in contrast to crisp set, has a non-empty boundary region.
Enlightened from these characteristics, we applied rough set technique into the binary classification problem involves in overlapping patterns. For the simplicity of presentation, an example of binary classification problem with patterns of dimensionality 2 is shown in Fig. 3 . Given a set of patterns: {(x 1 , y 1 ), (x 2 , y 2 ), · · · (x n , y n )}, where x i ∈ R d and y i ⊆ {−1, 1}. Let X be the set of class 1 and Y be the set of class -1. We can characterize the two class pattern sets of X and Y with respect to a hidden equivalence relation R which may lead the patterns belonging to the same class to have the tendency of clustering. According to the three concepts C1-C3 described above, the rough set technique is used to create three equivalence classes for set X and set Y. As shown in Fig. 3 , RX is the pattern set which lies in the positive region where patterns can be for certain classified to the set X, BN R X is the pattern set which lies in the boundary region where patterns can not be classified uniquely to the set X. RX = RX BN R X, which represents that patterns in RX can not be surely classified to the set X. Similar description are also fit to set Y.
Five properties are satisfied in binary classification problem: P1: Any pattern p belongs to at most one lower approximation set.
P2: If a pattern p belongs to the lower approximation set of one class, it belongs to the upper approximation set of this class.
P3: If a pattern p does not belong to any lower approximation set, it belongs to both of the upper approximation sets.
p RX and p RY ⇒ p ∈ RX and p ∈ RY.
P4: Overlapped region between the lower approximation set of one class and the upper approximation set of the other class does not exist any more.
P5: The boundary regions of the two classes are equivalent.
Properties P1-P3 show that the definition of the lower and upper approximation set defined in this paper follows the three basic rough set properties. Therefore, the definition of rough set in this paper is feasible to be applied. In addition, according to properties P4-P5, there is no overlapped region between the lower approximation set of one class and the upper approximation set of the other class. Hence, it is possible to distinguish between positive region and boundary region.
Dual Rough Support Vector Machines and Final Decision
According to the above five properties P1-P5, dual SVMs on the basis of rough set technique are applied. The first SVM classifier is trained with the patterns belonging to RX and RY. We set y i = 1 for the pattern (x i , y i ) ∈ RX and y i = −1 for the pattern (x i , y i ) ∈ RY. The decision function is of the form:
The second SVM classifier is trained with the patterns belonging to RY and RX. Similar with the first SVM, We set y i = 1 for the pattern (x i , y i ) ∈ RY and y i = −1 for the pattern (x i , y i ) ∈ RX. The corresponding decision function is of the form:
Final decision regulation in the new DR-SVM can be defined by the following three regulations: R1: If f 1 (x) ≥ 0, classification of pattern x is +1 and x belongs to RX which represent that x belongs to class X with high confidence. R2: If f 2 (x) ≥ 0, classification of pattern x is +1 and x belongs to RY, which represent that x belongs to class Y with high confidence.
R3: If f 1 (x) < 0 and f 2 (x) < 0, classification results of pattern x are both −1, x belongs to RX and RY. This represents that x lies in the boundary region and the classification of x is uncertain. Under this circumstance, k-nearest neighbor classifier is applied to classify those patterns. Due to the paper's limitation, k-nearest neighbor classifier will not be considered further in this paper. The interested reader is referred to Cover [9] and Duda [16] for information.
The new DR-SVM classifier allows us to create three equivalence sets for each class based on rough set technique. This extension of SVM classifier could not only identify whether a pattern lies in the boundary region or the positive region, but also provide higher confidence on the pattern's classification result than conventional SVM classifier. These would be proved in the following experiments. In fact, if BN R X = BN R Y = ∅, then RX = RX, RY = RY, the pattern set is crisp. DR-SVM degenerates into conventional SVM. Therefore, conventional SVM could be viewed as a special case of DR-SVM.
Simulations
In this section, experimental results on synthetic and benchmark data sets from the UCI Machine Learning repository [17] are presented. The SVM training algorithm was implemented based on Steve Gunn's SVM Matlab toolbox [18] . Although the classification performance of SVM varies as kernel function varies, Gaussian kernel function performed relatively well in most time. Gaussian kernel function has two desirable properties: (1) It is a unitary invariant and translation invariant kernel function; (2) Gaussian kernel defined on a domain of infinite cardinality, with no a prior restriction on the number of training patterns, produces a feature space with infinite dimension. Therefore, in the experiments, Gaussian kernel function is used in training the SVM.
Synthetic Data Set
The synthetic data set is a continuous XOR problem with four Gaussian densities. In this experiment, a total of 1200 patterns were generated randomly and there were about 25% patterns in the overlapped region. The XOR problem was described as follows. 
. Figure 4 shows the distribution of original data set. Three parameters were used in the procedures of noisy pattern elimination and boundary pattern extraction. They were set as follows: K-noise=2, K-nearest=20, K-boundary=5. Firstly, RkNN algorithm was applied in the procedure of noisy pattern elimination. Because of stretching into the other class than the class of them, 24 patterns were regarded as noisy patterns and eliminated from the original data set. Figure 5 shows the distribution of the patterns left. The following procedures were all carried out on these patterns. Then, kNN algorithm was applied in the procedure of boundary pattern extraction. About 26.3% patterns were extracted as boundary pattern which is shown in Fig. 6 . It is easy to see that they lie in the boundary region between the two classes. In the new DR-SVM, these patterns would make up boundary pattern set BN R X or BN R Y. Meanwhile, as shown in Fig. 7 , the patterns left after the procedure of boundary pattern extraction lie in the positive region of the two classes. These two classes patterns would respectively make up the lower approximation set of the corresponding class, RX and RY. Obviously, these two positive regions lie apart and there isn't noisy pattern. Therefore, it is possible to obtain higher classification accuracy in the positive regions.
According to the method presented in Sect. 3, dual SVMs were trained. Gaussian kernel was used with width parameter σ = 1 and the tradeoff parameter C = 10. The first SVM classifier was trained with the patterns belonging to RX and RY. We set y i = 1 for the pattern (x i , y i ) ∈ RX and y i = −1 for the pattern (x i , y i ) ∈ RY. The separation hyperplane of the SVM is shown in Fig. 8 . Nearly all of the patterns classified to RX belong to X in deed. Therefore, we can conclude that DR-SVM can get high classification accuracy in the positive region. The second SVM classifier was trained with the patterns belonging to RY and RX. The separation hyperplane of the SVM is shown in Fig. 9 . It also confirmed our conclusion. In addition, if a pattern is classified to RX and RY, the pattern lies in the boundary region. This can also be confirmed from Fig. 8 and Fig. 9 . In this way, we can identify whether a pattern lies in the overlapped region.
Further experiments about the classification performance of DR-SVM were conducted on the XOR problem. A total of ten data sets with 1200 patterns were generated randomly from the same statistically identical distribution as the above data set. The average performance was evaluated using 10-fold cross validation method [16] . According to the distribution of the XOR data set, it is obviously that the classification accuracy in positive region should be relatively higher and the classification accuracy in boundary region should be lower. However, using conventional SVM classifier, only one test accuracy could be obtained. The average test accuracy in this experiment was 89.83%. In addition, conventional SVM can not distinguish between positive region and boundary region. It classifies each pattern to one of the two classes directly. This can not reflect the true distribution of the data set.
Correspondingly, using DR-SVM proposed in this paper, about 25.5% patterns were extracted as boundary pattern and the rest 74.5% patterns were regarded to lie in the positive region. The average test accuracy in the positive region is up to 96.89%, 7.06% higher than that of conventional SVM. Meanwhile, kNN classifier was applied to classify the patterns in the boundary region. The average test accuracy is 68.56%. According to the classification results, whether a pattern lies in positive region or boundary region can also be obtained. In addition, according to the characteristic of XOR problem, the test accuracies in positive region and boundary region shows that the classification result is more reasonable than that of conventional SVM. Figure 10 presents experiment which evaluates the in- fluence of the parameter K-nearest on the classification result. The other parameters were set as follows: K-noise=2, K-boundary=5. The increase of the parameter K-nearest causes the increase of the number of patterns extracted as boundary pattern and the increase of the test accuracy in positive region, as well. The reason is intuitive. For a pattern p, as the parameter K-nearest is increased, more patterns would be regarded as the nearest pattern to the pattern p. The new added nearest patterns may include some patterns belonging to the other class than the proceed pattern p. Therefore, p will be extracted as boundary pattern and joined into the boundary pattern set. The number of boundary pattern increases as well. Correspondingly, the number of patterns in positive region will decrease. Due to more patterns lie in or near the boundary region are extracted as boundary pattern, the test accuracy in positive region increased for certain, just as it is shown in Fig. 10 (b) . Similarly, Fig. 11 presents experiment which evaluates the influence of the parameter K-boundary on the classification result. The other parameters were set as follows: K-noise=2, K-nearest=20. The increase of the parameter K-boundary causes the decrease of the number of patterns extracted as boundary pattern and the decrease of the test accuracy in positive region, as well. Because K-boundary is the threshold in the procedure of boundary pattern extraction, the increase of parameter K-boundary will result in less patterns which can fit to the regulation of boundary pattern extraction. Therefore, the number of boundary pattern decreases and the test accuracy in positive region decreases. In addition, when K-boundary is greater than 15, the number of boundary patterns will be less than 50. The lower approximation sets of each class is almost equivalent to the upper approximation sets of them. The DR-SVM degenerates to the conventional SVM. Therefore, the test accuracy in the positive region preserves almost the same as that of conventional SVM.
Benchmark Data Sets
The DR-SVM classifier was also evaluated by experiments on 5 benchmark data sets form UCI Machine Learning Repository. We used Gaussian kernel function with width parameter σ = 1 and the tradeoff parameter C = 10 in the following experiments. The performance of DR-SVM was tested 10 times on each data set with the use of 10-fold cross validation method. The average results are shown in Table 1 .
Using DR-SVM, except for the classification result about whether a pattern lies in the boundary region or the positive region, three kinds of valuable information can be obtained. The first is the percentage of boundary patterns which shows the degree of data overlapping in the data set. Then, the test accuracy in positive region shows the reliability of the classification result when a pattern is classified into positive region. Similarly, the test accuracy in boundary region shows the reliability of the classification result in boundary region. Meanwhile, the overall test accuracy of the whole data set is also presented. According to Table 1 , one can see that the average test accuracy in positive region is 4.35% higher than the overall test accuracy. When there are more boundary patterns, such as Breast cancer dataset, PIMA data set and BUPA-liver dataset, the average test accuracy in positive region is 8.24% higher than the overall test accuracy. Therefore, by means of rough set technique, DR-SVM classifier can obtain higher test accuracy in positive region. Meanwhile, the test accuracy in boundary region maintains low. Such classification results are more reasonable compared with that of conventional classifiers. Therefore, DR-SVM is more suitable for the classification problem involving overlapping patterns.
In fact, this is very useful in real world classification applications. We use the Pima Indians Diabetes data set for instance. In this data set, each of the 768 patterns has 8 attributes. A binary valued class variable indicates the presence (1) or absence (−1) of diabetes. DR-SVM could classify new patterns into the positive region or the boundary region with different accuracy. In positive region, a more reliable classification result could be obtained. For example, for a new patient's data pattern, conventional classifier such as SVM gives it unique classification result whereas the test accuracy is 76.51%. This result can not give doctors convinced information. However, DR-SVM brings out the information about whether the pattern lies in the positive region or the boundary region. Because the test accuracy in positive region was 87.12%, DR-SVM will give doctors more reliable information about whether the patient is presence of diabetes when the pattern is classified into positive region. On the contrary, if the pattern is classified into boundary region, because the test accuracy in this region is 58.55%, the classification result is unreliable. According to the characteristic of boundary pattern as we have related in Sect. 1, this patient should be paid more attention on and further examination should be carried out to him.
In essence, DR-SVM is a multi-model classifier com- bining SVM and kNN algorithms on the basis of rough set technique. Therefore, we also performed experiments by the single-model classifier SVM, 3-NN and another multistrategy classifier RIONA for comparison. RIONA, which combines kNN method with rule induction, induces a distance measure and distance-based rules in classification. In this experiment, each classifier was tested 10 times on each data set with the use of 10-fold cross-validation. The average results were shown in Table 2 . The accuracy for 3-NN and RIONA are taken from the paper [4] . On average DR-SVM outperform 3-NN and RIONA and are almost the same as SVM. Experimental results confirmed that DR-SVM can obtain better performance than traditional learning machines.
Conclusion
This paper presents a new multi-model classifier DR-SVM, which combines SVM with kNN under rough set technique, to deal with the classification problem involves overlapping patterns. After boundary patterns are extracted and joined to a boundary pattern set, each class in the original data set is represented by a lower approximation set and an upper approximation set on the basis of rough set technique. DR-SVM classifier is trained with the patterns belonging to these new rough sets. In this way, it overcomes the shortcoming of the conventional classifier in two aspects: First, DR-SVM can distinguish between boundary region and positive region. Therefore, according to the classification result, it can estimate whether the proceeded pattern lies in boundary region or positive region. The second, the test accuracy in positive region and boundary region can be obtained respectively. The confidence in the data to be classified into the positive region of a class is increased, while the confidence in the data to be classified into the boundary region is decreased. This result is more reasonable and valuable than that of conventional classifier in the applications involving overlapping patterns. That is, if a pattern is classified into the positive region, the classification result would be more reliable. Meanwhile, if a pattern is classified into the boundary region, due to characteristic and the lower accuracy of this region, the classification result is unreliable, special attention is certain to be paid on this pattern. Experimental results also confirmed that DR-SVM can achieve better classification performance than single-model classifier SVM and kNN, as well as multi-model classifier RIONA. However, two important issues are noteworthy and we will devote more work to them in future:
(1) Parameter setting in kNN impacts directly on the extraction of boundary pattern, and also on the classification performance of DR-SVM. Some other problems may also impact the extraction of boundary pattern such as the pattern's distribution density in the overlapped region and uneven class pattern size. How to extract boundary patterns on the basis of the application background and the distribution of the data set is one of our future work.
(2) kNN algorithms is used to extract boundary patterns in DR-SVM. However, nearest neighbor method would be invalid as pattern's dimensionality increase. For the problem with high-dimensional data set, how to extract the boundary pattern is the second problem needed to be solved. We give some possible solutions here. The first idea is based on subspace analysis and indexing-based strategy which have been used in nearest neighbor method. The second idea is based on feature selection method. By use of feature selection method, irrelevant and redundant features are eliminated. Only features which have the most relevance to classification are retained. The merit of this method is that the selected features retain their original physical meaning. When the pattern's dimensionality is decreased as low as possible, conventional nearest neighbor method would be valid to be applied in DR-SVM.
