Abstract. We prove that the cover ideals of all unimodular hypergraphs have the nonincreasing depth function property. Furthermore, we show that the index of depth stability of these ideals is bounded by the number of variables.
Introduction
Let R=k[x 1 , ..., x n ] be a polynomial ring over a given field k, and let I be a homogeneous ideal in R. It is known by Brodmann [3] that depth(R/I s ) takes a constant value for large s. Moreover, Two natural questions arise from Brodmann's theorem: (1) What is the nature of the function s →depth R/I s for s dstab(I)? (2) What is a reasonable bound for dstab(I)? On the nature of the function s →depth R/I s for s 1, which is called the depth function of I, Herzog and Hibi [10] conjectured that the depth function of ideals can be any convergent nonnegative integer valued function. The answer is affirmative for bounded increasing functions (see [10] ) and non-increasing functions (see [8] ).
The behavior of depth functions, even for monomial ideals, is complicated (see e.g. [1] ). Squarefree monomial ideals behave considerably better than monomial ideals in general, and Herzog and Hibi [10] asked whether depth functions of any squarefree monomial I is non-increasing, that is depth R/I s depth R/I s+1 for all s 1.
Kaiser, Stehlík and Škrekovski [18] gave a graph whose cover ideal is a counterexample to this question (see also [9] for more counterexamples).
It is an interesting problem to characterize squarefree monomial ideals I with non-increasing depth function. This problem is difficult, and the characterization now has focused on certain families of monomial ideals, such as: ideals with all powers having a linear resolution (see [10] ); cover ideals of bipartite graphs (see [6] ); and ideals with constant depth function (see [8] , [14] and [22] ).
In this paper we prove that the cover ideal of a unimodular hypergraph has non-increasing depth function. Before stating our result we recall some terminology from graph theory (see [2] for more detail).
Let V ={1, ..., n}, and let E be a family of distinct nonempty subsets of V. The pair H=(V, E) is called a hypergraph with vertex set V and edge set E. Notice that a hypergraph generalizes the classical notion of a graph; a graph is a hypergraph for which every E ∈E has cardinality two. One may also define a hypergraph by its incidence matrix A(H)=(a ij ), with columns representing the edges E 1 , E 2 , ..., E m and rows representing the vertices 1, 2, ..., n where a ij =0 if i / ∈E j and a ij =1 if i∈E j . A hypergraph H is said to be unimodular if its incident matrix is totally unimodular, i.e., every square submatrix of A(H) has determinant equal to 0, 1 or −1.
A vertex cover of H is a subset of V which meets every edge of H; a vertex cover is minimal if none of its proper subsets is itself a cover. For a subset τ ={i 1 , ..., i t } of V, set x τ :=x i1 ...x it . The cover ideal of H is then defined by:
It is well-known that there is one-to-one correspondence between squarefree monomial ideals of R and cover ideals of hypergraphs on the vertex set V.
The first main result of this paper is the following theorem.
Theorem 2.3. Let H be a unimodular hypergraph. Then, J(H) has nonincreasing depth function.
We next address the question of when depth R/I s becomes stationary. Effective bounds of dstab(I) are known only for a few special classes of ideals I, such as complete intersection ideals (see [5] ), squarefree Veronese ideals (see [10] ), polymatroidal ideals (see [13] ), edge ideals (see [25] ). For any cover ideal of a unimodular hypergraph H, we establish the universal and effective bound for dstab(J(H)). Namely,
Theorem 3.2. Let H=(V, E) be a unimodular hypergraph with the vertex set
In particular, dstab(J(H)) n.
When H is a bipartite graph G, this bound can be improved significantly by looking deeper into the structure of G. Let ν 0 (G) be the ordered matching number of G (see Definition 3.3). Then, we prove the following result. Theorem 3.6. Let G be a bipartite graph with n vertices. Then,
In particular, dstab(J(G)) ν 0 (G).
Moreover, this bound is sharp (see Proposition 3.7). It is worth mentioning that Herzog and Qureshi in [13] conjectured that dstab(I)< (I) for any squarefree monomial ideal I. Note that ν 0 (G)= (J(G))−1 by [7, Corollary 2.9], so dstab(J(G))< (J(G)) by Theorem 3.6. Thus, the conjecture holds for J(G).
Our approach is based on a generalized Hochster's formula for computing local cohomology modules of arbitrary monomial ideals formulated by Takayama [24] . Using this formula we are able to investigate the depth of powers of monomial ideals via the integer solutions of certain systems of linear inequalities. This allows us to use the theory of polytopes as the key role in this paper (see e.g. [15] and [16] for this approach).
The paper is organized as follows. In Section 1, we set up some basic notation and terminology for simplicial complex, the relationship between simplicial complexes and cover ideals of hypergraphs; and a generalization of Hochster's formula for computing local cohomology modules. In Section 2, we prove the non-increasing property for cover ideals of unimodular hypergraphs. In Section 3, we establish an upper bound for dstab(J(H)) of any unimodular hypergraph H.
Preliminary
We first recall a relationship between cover ideals of hypergraphs and simplicial complexes. A simplicial complex on V ={1, ..., n} is a collection of subsets of V such that if σ∈Δ and τ ⊆σ then τ ∈Δ. Definition 1.1. The Stanley-Reisner ideal associated to a simplicial complex Δ is the squarefree monomial ideal 
For n 1, the n-th symbolic power of I Δ is
Let H=(V, E) be a hypergraph. Then, the cover ideal of H can be written as
By this formula, when consider J(H) without loss of generality we may assume that H is simple, i.e., whenever
Let m:=(x 1 , ..., x n ) be the maximal homogeneous ideal of R and I a monomial ideal in R. We can represent depth R/I via its local cohomology modules by 
Let H be a hypergraph on the vertex set V :=V \F with the edge set E ={E ∈E |E ∩F =∅}. By (1) we obtain:
In the sequel we also need the following two lemmas that will enable us to do induction on the number of variables. 
The non-increasing property of depth functions
In this section we prove the non-increasing property of cover ideals of unimodular hypergraphs. Throughout this section, let e 1 , ..., e n be the canonical basis of R n .
Let H=(V, E) be a unimodular hypergraph on the vertex set V ={1, ..., n}. 
Let C t be the closure of C t in R n with respect to the Euclidean topology. Then, C t =tC 1 and C 1 =∅. Moreover, C t is solutions in R n of the following system:
In particular, C t is a convex polyhedron in R n .
Lemma 2.1. C 1 is a polytope and dim C 1 =n.
Proof. First we prove C 1 is bounded in R n . Indeed, let y=(y 1 , ..., y n )∈C 1 . For
.., V \E r is not acyclic, it is not a cone over i, hence i∈E j for some j =1, ..., r. Together with the system (5) we get 0 y i q∈Ej y q < 1, so C 1 is bounded, as claimed.
Therefore, C 1 is bounded too, and therefore C 1 is a polytope in R n . Now we 
is a submatrix of A(H) T , the transpose of A(H). Thus, it is totally unimodular, and thus the matrix of the system (7) is totally unimodular. This yields either D=−1 or D=1. Consequently, β 1 , ..., β n ∈N n , i.e. β is an integer point.
We are now ready to prove the main result of this section.
Theorem 2.3. Let H be a unimodular hypergraph. Then, J(H) has nonincreasing depth function.
Proof. Fix any s 1. We prove by induction on n=|V| that 
If n 2, then depth R/J(H) s =depth R/J(H)
Suppose that E ={E 1 , ..., E m }. By (2) 
This implies depth R/J(H)
s+1 d=depth R/J(H) s . The proof is complete.
In the case H is a bipartite graph. Then, it is unimodular by [2, Theorem 5] . As a consequence of Theorem 2.3 we recover [6, Theorem 3.2].
Corollary 2.4. J(G) has non-increasing depth function for any bipartite graph G.

The index of depth stability
In this section we establish the upper bound of dstab(J(H)) for the cover ideal of any unimodular hypergraph H. Recall that the analytic spread of a homogeneous ideal I of R is defined by We are in position to prove the main result of this section.
(I) := dim R(I)/mR(I), where R(I)=
Theorem 3.2. Let H=(V, E) be a unimodular hypergraph with the vertex set
Proof. Since H is unimodular, by Theorem 2.3 and Lemma 3.1 we have
Thus, it remains to show that dstab(J(H)) n. 
Together with Theorem 2.3, this fact follows that depth S/J(H ) s =depth S/J(H ) p . Hence, the inequalities above yields depth R/J(H) p =depth R/J(H) s . By combining this with (11), we get s p.
On the other hand, p |V |<|V| by the induction hypothesis. Thus, s<n, and the assertion holds for this case.
Suppose that E ={E 1 , ..., E m }. By (2) and Lemma 1.2 we may assume that
.., V \E r } for some 1 r m. For every t 1, let C t the set of solutions in R n of the following system of linear inequalities (12)
Let C t be closure of C t in R n . Then, by (12) , C t is the set of solutions in R n of the following system of linear inequalities
By Lemmas 2.1 and 2.2, we conclude that C 1 is a polytope of full dimensional in R n with all integer vertices.
If C 1 has no supporting hyperplanes of the form i∈Ej x i =1 for all j =r+ 1, ..., m. In this case, we imply that the zero vector β=(0, ..., 0)∈C 1 , and so β∈ C 1 ∩N n .
If C 1 has a supporting hyperplane of the form i∈Ej x i =1 for some j =r+ 1, ..., m. We may assume such a supporting hyperplane is i∈Em x i =1; and let F be the facet of C 1 determined by this hyperplane. Now take n vertices of C 1 lying in F , say α 1 , ..., α n , such that they are affinely independent. Let β:=(α 1 +...+α n )/n∈ C 1 . Then, β is a relative interior point of F , so that it does not belong to any another facet of C 1 . Thus, By (13), β satisfies the following system:
This forces β∈C 1 . Thus, nβ∈C n ∩N n .
Let γ =nβ∈C n ∩N n . Then, by (14) and Lemma 1.3 we have Δ γ (J(H)
Together with Lemma 1.2 we deduce that
depth R/J(H)
n =d, and thus s n by (11) , as required.
In the case H is a bipartite graph we will establish a better bound for dstab(J(H)). We first recall some terminology from the graph theory. Let G= (V (G), E(G) M ={{a i , b i }|i=1, . .., m} be a nonempty matching of G. According to [7] , we say that M is an ordered matching if:
• {a 1 , ..., a m } is a set of independent vertices,
Definition 3.3. The ordered matching number of G is:
Assume that G is bipartite with
n and s 1, in more explicit way, for every edge {i, j} of G we let
and by Lemma 1.3 we obtain Proof. We prove by induction on ν 0 (G). If ν 0 (G)=1, then G is an edge, and then the lemma is obvious.
Assume that ν 0 (G)=m 2. Let {{x i , y i }|i=1, ..., m} be an ordered matching of G such that
• {x 1 , ..., x m } is an independent set of G; If G be a bipartite graph, then by Theorem 3.2 we have dstab(J(G)) n. This bound is refined as dstab(J(G)) 2ν 0 (G)−1 by [15, Theorem 3.4] . By the same method we improve this bound as follows. Theorem 3.6. Let G be a bipartite graph with n vertices. Then,
In particular, dstab(J(G)) ν 0 (G). Finally, we construct an example to show that the bound in Theorem 3.6 is sharp. Therefore s m, as required.
Proof.
