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RÉSUMÉ 
Dans ce travail, nous nous intéressons aux séries rationnelJes et aux matrices gé­
nériques non commutatives. 
Dans le premier chapitre, on étudiera les polynômes de cliques du graphe pondéré. 
Soit C un graphe simple non orienté (sans boucles), on lui associe la somme des monômes 
(-l)i CiX i où Ci est le nombre de sous-graphes complets (cliques) sur i sommets. En 
pondérant les sommets par des entiers non négatifs, on définit les polynômes de cliques 
du graphe pondéré C comme étant la somme des monômes (_1)11:1 1xcleg(B), où B est un 
sous-graphe complet de C. On va montrer que J'ensemble de tels polynômes coïncide 
avec l'ensemble des polynômes réciproques des polynômes caractéristiques de matrices 
à coefficients entiers non négatifs. 
Au chapi tre 2, on va généraliser ce polynôme une fois de plus en pondérant les 
sommets du graphe simple par des monômes de la forme exxd , où ex est un réel positif 
et d, un entier non négatif. On va lui associer le polynôme de cliques généralisé comme 
la somme (_l)IBI (nSEB exsxds ), où B est un sous-ensemble commut;üif de Cet s est 
un sommet de B. On va montrer que l'ensemble de ces polynômes coïncide exactement 
avec l'ensemble des polynômes réciproques des polynômes caractéristiques à. coefficients 
réels non négatifs. 
Le troisième chapitre porte sur la N-rationalité de certaines classes de séries. Tout 
d'abord, on va établir les conditions nécessaires et suffisantes nous permettant de décider 
de la N-rationalité d'une série de la forme (1 - ax +bxk)-l, où a E N, b E :2:, Je ~ 2 . Pal' 
Ja suite, on fera de même pour les séries de la forme (1 - ax + bx2 + cx3 )-1, où a E N 
et b, cE :2:. 
Au Chapitre 4, on étudiera les propriétés des fonctions zêta associées aux auto­
mates et aux codes. On va montrer que le nombre de chemins bi-infinis dans A dont la 
période est n est égal au rang stable d'un certain mot non vide w; i.e. le rang de w7l 
pour un n suffisamment grand. Par ailleurs, on montrera plusieurs propriétés de cette 
série telles la N-rationalité, l'apériodic:ité ou la divergence. Étant donné que plusieurs de 
ces résultats sont valides pour des automates non ambigus, ceux-ci s'appliqueront aux 
codes. On y présenteri't les propriétés de la fonction zêta des codes complets, des codes 
purs, c1es codes circulaires et des codes bifixes. 
Le chapi tre [) portera sur les matrices génériques stochastiques, i.e. les matrices à 
variables non commutatives soumises aux conditions stochastiques (somme des éléments 
de chaque ligne vaut 1). Il est bien connu dans la littérature que toute matrice stochas­
tique a 1 comme valeur propre dont le vecteur propre à droi te associé est t (l, ... , 1). 
IX 
Mais qu'en est-il du vecteur propre à gauche associé à cette même valeur propre? Dans 
le cas commutatif, on montrera que ce vecteur de la matrice j\;j est le vecteur ligne des 
mineurs principaux M - In. Dans le cas non-commutatif, on montrera que les éléments 
de ce vecteur sont les inverses des dérivations des codes reconnus par l'automate dont 
Nf est la matrice associée, p.valués dans un corps libre. 
Mots clés: Séries rationnelles, codes à longueurs variables, fonct.ion 7,êti'l., automate, 
corps libre, matrices génériques, polynômes de cliques. 
INTRODUCTION 
Les séries formelles sont ut.ilisées dans plusieurs branches des mat.hématiques incluant. la 
combinat.oire algébrique et. énumérative. Les séries rationnelles en variables non commu­
tatives comport.ent plusieurs propriétés similaires à celles des langages rationnels. Cit.ons 
pa.!' exemple le t.héorème fondamental de Schützenberger qui est. l'analogie du théorème 
cle Kleene, (Kleene, 1956). On peut consulter (Salomaa et Soittola, 1978), (Berstel et. 
Reutenauer, 1984) ou (Bers tel et Reut.enauer, 2008b). 
Parmi ces séries, on retrouve les séries rationnelles à coefficients entiers non négatifs 
di tes les séries N-rationnelles. On verra que ces séries sont complètement caractérisées 
par les théorèmes de Berstel (Berstel, 1971) et Soittola (Soittola, 1976). Dans (Gessel, 
2003), on trouve llne façon combinatoire d'obtenir une telle série, notamment la théo­
rie des monoïdes partiellement. commutatifs libres de Cartier-Foata (Cartier et Foata, 
1969). Dans (Barcucci et a!., 2001), on retrouvEO un algorithmEO nous permettant de déci­
der si une série est N-rationnellEO. Finalement, C. I<outschan (I<outschan, 2005), (I<O\1t­
schan, 2008), a implémenté l'algorithme décrit dans la preuvEO du théorème de Soittola. 
Ce package, RLangGFun (Maple), est disponible sur à l'adresse http / jwww.risc.uni­
1im. aU:éltl reseélrch j combi natjsoftwarejD LangGFun 1. 
L'importance de ces séries vient en partie clu fait que les séries N-rationnelles sont pré­
cisément les séries génératrices des langages rationnels ((Berstel et Reutenauer, 2008b), 
Lemme 2.1.4, (Salomaa et Soittola, 1978), Cor. II. 5.4). 
La première partie de ce travail portera sur l'études de certaines classes de séries N­
rationnelles. Tout d'abord, on caractérisera lEOs séri(~s de la forme (det(l - xlvI))-l, où 
)\1 est une matrice à coefficients entiers non négat.ifs. Ces séries sont l''i-rat.ionnelles étant 
clonné qu'eJles coïncident avec les séries génératrices des mono'ides gradués pélrtiellement 
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c:ommutal:ifs libres. On montrera que les polynômes det(1 - xM) coïnc:ident avec: les 
polynômes de diques pondérés. 
Par la suite, on étudiera les séries de la forme (det(l- xiVI))-l, où LV! est une matrice à 
coefficients réels non négatifs. On montrera que les polynômes de la forme det(1 - xM) 
coïncident avec les polynômes de cliques généralisés. 
Ensuite, on s'intéresse aux conditions nécessaire et suffisante permettant de décider de 
la N-rationalité des séries de la forme (1 - ax + bxk)-l, où a E N, b E Z, k ~ 2 et 
(1 - ax + bx2 + CX:3)-l, où a E N et b, cE Z. 
Finalement, on étudiera les propriétés de la fonction zêta d'un automate. Ceux-ci étant 
valides pour des automates non ambigus, on pourra les appliquer aux codes. 
La seconde partie porte sur les matrices génériques stochastiques, des matrices dont les 
entrées sont des variables non commutatives dont la somme des éléments de chaque ligne 
vaut 1. Il est connu dans la littérature que toute matrice stochastique a le vecteur propre 
PL droite /(1, ... , 1) associé à la valeur propre 1. On s'intéressera au vecteur propre il 
gauche associé à 1, tout d'abord dans le cas commutatif et par la suite, dans le cas non 
commutatif. Dans ce dernier cas, on aura recours cl la théorie des corps libres (au sens 
de Cohn) puisque les entrées de ](l, matrice; des expressions rationnelles, seront plongées 
dans un c:arps libre. 
Ce trâwlil est divisé comme suit. Au Chapitre 1, on fera une introduction il. la théorie 
des langage~ et des séries rationnelles en variables non commutatives (voir (Eilenberg, 
1974), (Salomaa et Soittola, 1978) ou (Berstel et Reutenauer, 1984)). 
Au Chapitre 2, on définira le polynôme de cliques. On va généraliser œ polynôme Ilne 
première fois en pondérant les sommets du graphe simple non orienté C par des monômes 
de la forme xd, où dEN. Afin de simplifier l'éc:riture, on va étiqueter les sommets de 
C par d. On va lui associer le polynôme de cliques du graphe pondéré défini c:omme la 
somme des monômes (_I)IBI Xdeg(B), où B est un sous-graphe complet du graphe simple 
pondéré. On va montrer que l'ensemble de tels polynômes coïncide avec l'ensemble des 
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polynômes réciproques des polynômes caractéristiques de matrices il coefficients entiers 
non négatifs. L'inclusion d'un sens nécessite la théorie des mono·ides partiellement com­
mutatifs, introduite par Cartier et Foata (Cartier et Foata, 1969), où on utilisera la 
constfIJction du graphe des circuits. Cette construction n'étant pitS surjective, pour mon­
trer l'inclusion dans l'autre sens, on vit devoir utiliser un théorème de Kim, Ormes et 
Roush (Kim, Ormes et Iloush, 2000) établissant les conditions nécessaire et suffisante 
pour qu'un ensemble de nombres complexes soit le spectre d'une matrice il coefficients 
entiers non négatifs. Entre autres, on va utiliser un résultat de Lalonde (Lalonde, 1995) 
pour montrer que le polynôme de cliques pondéré satisfasse l'une des conditions de ce 
théorème. 
Au Chapi tre 3, on va généraliser une fois de plus le polynôme de cliques en pondérant 
les sommets par des monômes de la forme Ct xd , où Ct est un réel posi tif et d, un en­
tier non négatif. On va lui associer le polynôme défini comme la somme des monômes 
(_1)IBI (TIsEB CtsXds ), où B est un sous-ensemble commutatif du graphe et s est un 
sommet de B. Ces polynômes seront appelés polynômes de cliques généralisés. On va 
montrer que l'ensemble de ces polynômes coïncide exactement avec l'ensemble des po­
lynômes réciproques des polynômes caractéristiques de matrices il coefficients réels non 
négatifs. L'idée de la preuve est exactement la méme que la démonstration du théorème 
principitl du Chapitre 2 à l'exception qu'on va utiliser le théorème spectml de Boyle et 
Handelman (Boyle et Handelman, 1991) (au lieu du théorème de Kim, Ormes et Roush) 
afin de montrer l'inclusion dans j'autre sens. Afin de montrer que le polynôme de cliques 
généralisé vérifie l'une des conditions du théorème spectral, on va utiliser un résultat 
provenant de la théorie des empilements de Viennot (Viennot, 1986). 
Au Chapi tre 4, on va s'intéresser aux candi tians nécessaire et suffisante permettant de 
décider si une série de la forme (1-ax+bxk)-I, où a EN, b E Z, k 2: 2 est N-rationnelle. 
La motivation de ce problème provient du fait que (1 - ax + bx2)-1 est N-rationnelle si 
et seulement si a2 2: 4b. Cette condition est reliée il la théorie des graphes extrémaux; 
en effet, iVIantel (voir (Bollobas, 1998)) a démontré qu'il existe un graphe simple non 
orienté ayant a sommets et b arêtes sans trianglp. si et seulement si 4b ::; a2 . On va 
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démontrer qu'une telle série est N-rationnelle si et seulement si kkb :::; (k - l)k-l ak La 
condition nécessaire se base sur le nombre de racines réelles du polynôme réciproque 
k kdu dénominateur, x - a X - 1 + b. La condition suffisante se démontre directement pRr 
calculs. Par la suite, on fera de même pour les séries de la forme (1 - ax +bx2 + cx3 )-l, 
2où a E N et b, c E Z. On va séparer ce problème en deux parties: a ~ 3b et a2 < 3b. 
Dans le premier cas, on a que le polynôme réciproque du dénominateur p(x) possède un 
maximum et lin minimum locaux. Par la suite, on applique les Théorêmes de Berstel et 
Soittola selon le nombre de racines réelles de ce polynôme. Dans le second cas, on a qlle 
p(x) est strictement croissant sur tout son domaine. Ce ras se restreint IIniquement ft la 
situation où b > 0 et c < O. En effet, si b < 0, la condition 3b > a2 n'est jamais satisfaite 
3et si c> 0, p(x) a une seule racine réelle qui est négative, donc (1 - ax + bx2 + CX )-l, 
n'est jamais N-rationnelle. 
Dans le Chapitre 5, on va démontrer plusieurs propriétés de la fonction zêta d'un auto­
mate définie comme la série exp {f= an ~}, où an est le nombre de chemins bi-infinis 
n=l 
dans A dont la période est n. On va montrer que an est égal ail rang stable d\m cer­
ntain mot non vide w; i.e. le rang de w pour un n suffisamment grand. Par ailleurs, on 
mon trera plusiems propriétés de cette série telles la N-rational ité ou concernant l'apé­
riodicité ou la divergence. Étant donné que plusieurs de ces résultats sont valides pour 
des automates non ambigus, ceux-ci s'appliqueront aux codes, en particulier aux codes 
complets, aux codes purs, aux codes circulaires et aux codes bifixes. Finalement, on 
va montrer que ((A) est. une spécialisation de la fonction zêta Zq;, d'un morphisme de 
systèmes dynamiques définie dans (Doyle, 1989). 
Au Chapitre 6, on va identifier le vecteur propre à gauche associé à la valeur propre 1 
d'une matrice générique stochastique. Dans le cas commutatif, on va montrer que les 
éléments de ce vecteur sont les mineurs principaux de la matrice. Ce résul tat est bien 
connu en probabilités puisqu'il permet de calculer la probabilité limite d'un procédé de 
Markov fini, en remplaçant la matrice st.ochastique !VI par !VI - J. On peut calclller 
ces probabilités en utilisant le t.héorème des arbres des chaînes de Markov (iVIarkov 
chain trees theorem), voir (Leighton et Rivest, 1983), (Broder, 1989), (Anantharam et 
Tsoucas, 1989) ou (Aldous, 1990) où ce calcul est donné en termes d'arbres générateurs. 
La preuve du cas commutatif qu'on retrouve dans ce travail est entièn:~ment algébrique 
étant donné qu'e]]e se base uniquement sur la formule du déterminant impliquant les 
matrices adjoin tes. 
Dans le cas non commutatif, les éléments de ce vecteur propre sont les inverses des déri­
vations des codes reconnus par l'automate dont 1'\1 est la matrice de cet automate. Pour 
ce faire, on va utiliser des résultats provenant de la théorie des c:orps lihres, l'analogue 
non commutatif du corps des fractions. Il existe plusieurs constructions du corps libre, 
(voir (Amitsur, 1966), (Bergman, 1970), (Malcolmson, 1978), (Cohn, 1971) et (Cohn, 
1995)) Les éléments inversibles d'un corps libre sont les matrices pleines; i.e. soit MIme 
telle matrice, il n'existe pas de matrices P et Q de dimensions n x (n - 1) et, (n - 1) x n 
respectivement telles que NI = PQ. Par la suite, on va constrllirp. une certaine matrice 
F et suite à des transformations élémentaires de lignes et de colonnes, on va montrer 
que F est équivalente cl une matrice creuse. 
CHAPITRE l 
LANGAGES ET SÉRIES FORMELLES 
Ce chapitre est une introduction aux langages et aux séries rationnelJes en un nombre fini 
de variables non commutatives. La dernière section de ce chapitre portera sur la classe des 
séries N-rationnelles, une sous-classe des séries rationnelles. Tous les résult.ats concernant. 
les séries proviennent du livre de Berstel et Reutenauer (Berstel et R.eut.enauer, 1984); 
il est possible de consulter la version électronique de ce livre, disponiblr. sm la pagr. web 
de .lr.an Berstel 
1.1 Langages 
Soit A un ensr.mble fini appr.lé alphabet, ]r.s élémr.nts sont appelés dr.s lfttres. Un mot 
west une suite finie de lettres et la longllem' de 'W, notée Iwl est égale à la longueur 
de cette suite. On note 1 le mot vide. Soit u = al· .. an et v = bl ... bm deux mots; 
on définit le prod1lit (concaténation) comme étant le mot w = uv = al ... an bl ... bm. 
Ainsi; J'<:msemble des mots, muni de ce produit est un monoïde, appelé le monoïde hbre 
engendré par A. On le note A* 
Un lo:nqo..qe L est un sous-ensemble de A*; L est fini s'il contient un nomhre fini d'élé­
ments. Soient Li et L 2 deux langages. On définit ]e produit de Li et L2 c:omme le langage 
{W1W2 1 Wl E Li, W2 E L2}. On appelJe l'~toile de L le langage 
L* = {Wl ... 'Wn Wi EL, n 2 O} = U Ln,1 
n2'û 
7 
Un langage est rationnel s'il est obtenu à partir des langages finis par les opérations 
rationnelles: union; produit et étoile. 
Les opérations rationnelles non ambigv.i?·s sont l'union disjointe, le produi t non ambigu 
(i.e. tout mot w E L 1L 2 a une unique factorisation w = WIW2 telle que Wl E LI 
et W2 E L 2 ) et l'étoile non ambiguë (i .e. tout mot de L' a une seule factorisation 
WIW2 ... W n , Wi EL). On montre qu;un langage rationnel peut être obtenu en utilisant 
seulement des opérations rationnelles non ambiguës ((Eilenberg, 1974) Thm. VII 8.2). 
1.2 Séries formelles 
Définition 1.1. Un demi-anneau est un ensemble lK muni de deux opérations binaires, la 
somme (+) et le produit (-) et deux éléments notés 0 et 1 ayant les propriétés suiYilntes : 
(i) (lK, +, 0) est un monoïde commutatif, 
(ii) (lK, " 1) est un monoïde, 
(iii) le produit est distributif en respect de l'addition, 
(iy) O, x = x ·0 = 0, pour tout x E oc. 
Un demi-anneau est commutatif si le produit j'est. 
Définition 1.2. Soit A un alphabet et lK un demi-anneau. Une série formelle S est une 
fonction 
S : A* IK.---4 
L'image d'un mot W par S est appelée le coefficient de W dans S et est dénoté (S, w). 
La série S s'écrit elle-même comme la somme formelle 
S = L (S, w)w. 
wEA* 
L\:msemble de toutes les séries formelles sur A* ayant des coefficients dans lK est dénoté 
lK((A)). 
Sur l'ensemble lK((A)), on définit la somme et le produit (de Cauchy) des séries S = 
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L (5, w) w et T = L (T, w) w par: 
wEA* wEA* 
5+T L ((5, w) + (T, w)) W, 
wEA* 
5T 
respectivement. L'addition dans IK étant commutative, 5 + T = T + 5. Cependant, le 
produit n'est généralement pas commutatif. 
Définition 1.3. Soit L un langage. La série caractéristique L de L est la série formelle 
L= LW. 
wEL 
L'ensemble IK((A)), muni de l'addition et de la multiplication est un demi-anneau dont 
J'élément neutre pour Ja somme est la série 0 = L Ow et J'élément neutre du produit 
wEA* 
est la série l = l, où 1 est le mot vide. 
Définition 1.4. Une série 5 E IK( (A)) est dite propre (ou quasi-réguliére) si le coefficient 
du mot vide est nul; i.e. (5, 1) = O. 
On peut munir IK((A)) d'une structure topologique au sens de Ja convergence d'une suite 
5J, 52, ... d'éléments de lK((A)). La suite converge à la limite 5; i.e. 
lim 5i = 5 <=> 'in EN, 3M E N, 'iw E An, \;lm> M,(5m , w) = (5, w). 
,~oo 
Soit 5 une série propre. On s'intéresse à la suite des puissances de 5 : 5° = l, 51 = 5, 
52 = 5·5, ... , qui converge à 0 puisque le coefficient pour tout mot 'LU de longueur n 
vaut 0 dans toute série sm, m> n. Ainsi, la série 
m 
5* = lim '1\"' 5n 
m---4oo ~ 
n=O 
existe et est nommée l'e5toi/f'; de 5. De façon similaire, on définit 
m 
5+ = lim '1\"' 5n . 
m->(X) ~ 
n=1 
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Ces deux séries sont liées via les relations 
5* = 1 + 5+, 5+ = 55* = 5* 5. 
Donc, si OC est un anneau, on a 5* = (1 - 5)-1 puisque 
5* (1 - 5) = 5* - 5+ = 1. 
Définition 1.5. Les opérations rationnelles dans OC((A)) sont la somme, le produit et 
l'étoile. Un sO\ls-demi-anneau de OC( (A)) est rationnellement fermé s'il est fermé sous les 
opérations rationnelles. La clôture rationnelle d'un sous-ensemble M ç OC ((A)) est le 
plus petit sous-ensemble de OC((A)) contenant M et qui est rationnellement fermé. Une 
série formelle 5 E OC( (A)) est OC-rationnelle si c'est un élément de la clôtme rationnelle 
de OC((A)). L'ensemble de toutes les séries IK-rationnelles est dénoté par OCTot((A)). 
Proposition 1.6. (voù' (Berstel et Reutena'IIJ:'X, 2008/;), Prop. III.2.1) La SëTÙ; came­
téristique d'un langage rationnel est une série rationnelle. 
Définition 1.7. Une série formelle S E OC((A)) est dite reconnaissable s'il existe un 
entier n 2: l, un morphisme de monoïdes 
et deux matrices À E J(lxn et 1 E J(nx1 telles que pour tout mot w, le coefficient de w 
dans 5, noté (5, w) est égal à 
(5, w) = ÀM(wh. 
Dans ce cas, le triplet (À, M, 1) est appelé la représentation linéaire de 5 et n, sa dimen­
sion. 
Le résultat fondamental suivant est dü à Schützenberger (Schützenberger, 1961). 
Théorème 1.8 (Schii tzenberger). Une série formelle est rationnelle si et seulr;ment si 
elle est reconrw.issahle. 
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1.3 Séries rationnelles en une variable 
Soit IK un corps. Lorsqu'on se restreint à une seule variable, on a IK( (A)) IK[[x]] 
(IK(A) = II([x]) , l'anneau des séries (polynômes) en une variable. 
Proposition 1.9. (voir (I3erstel et Reutenauer, 2008b), Prop. Vi.l) Une série S est 
rationnelle si et seulement s'il e:J:iste dew; polynômes ?(x) et Q(x) dans IK[x] tels que 
Q(O) = 1 et que S est la séri(', obt(',nu(', en dé7Jeloppant lafradion rationnell(', ?(x)/Q(x). 
00 
nThéorème 1.10. (voir (I3er'Stel et Re7ûena.uer, 2008b), Prop. Vl.2) Soit S = Lan x . 
n=O 
S est rationnelle si et sevüment s'i! e.riste ql, q2, ... , qA: E IK tds que pO'lI.r n sv.[fisa.m-
À la relation de récurrence linéaire an+k: = ql an+k:-l + ... + qk an la plus courte corres­
00 
A .k l' 1 lA". 1d S _ npond 1 e polynome x - qlXk-I - ... - qk, appe e e po ynome mll1lma e - ~ anx . 
n=O 
Définition 1.11. Une série rationnelle est régulière si elle admet une représentation 
linéaire (À, /-L, ;) telle que /-L(x) est une matrice inversible. 
Définition 1.12. Le produit de Hadamard de deux séries formelles S et T est la série 
SOT définie par 
(S 0 T, w) = (S, w) (T, w). 
Définition 1.13. Supposons que IK soit de caractéristique O. Soit A le groupe mul­
tiplicatif IK \ 0 et soit x une variable. Considérons l'algèbre IK[x][A] du groupe A sur 
l'anneau IK[x]. C'est en particulier une algèbre sur IK. Un élément de IK[xl[1\.] est appelé 
un polynôme exponentiel. 
Théorème 1.14. (vo'ir (Berstd et R(',utenauer, 2008b), Prop. V2.1) Sod IK un rorps 
alqébr'iquement dos. La fond'ion qui associe à un polyniJm(', eTponentiel 
L ?À(x) À E IK[x][1\.] 
ÀE!I. 
la. série rationnelle régulière 
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d(~finie par 
an = L P).Jn) Àn 
>'E/\ 
est un isomorphisme de ll{-algèbres de ll{[xl[A] vers l'algèbre de Hadamard des séries 
rationnelles réqulières. 
2Définition 1.15. Soit f(x) = ~i~\ une série rationnelle, où Q(x) = l - q1 X - q2 x ­
., . - qk xk . Les racinps de Q(x) sont appelées les pôles de f(x) tandis que les racinps du 
polynôme réciproqup Q(x) sont appelées les vale1lrs propres dp f (x). 
Remarque 1.16. La multiplicité de la valeur propre À est égale à l + deg(P>,), où P>, 
pst lp polynôme associé à À défini au Théorème précédpnt. 
Corollaire 1.17. Soit S = 2: an xn une série rationnelle sur un r:orps algébriquement 
dos de r:arartl!rist'ique nulle TI{. 
(i) Pour un n suffisamment grand, on a 
p 
an = L Pi(npr, (1.1) 
i=l 
(ù:) L 'e:J:pn:ssion (1.1) est unique S'l les valeurs propres À i sont dis t'indes. En par­
t?:cuher, les valeurs propres non nulles de S sont les Ài telles que Pi -=1- O. 
1.4 Séries N'-rationnelles 
On va s'intérpsspr à une sous-classe particulière des séries rationneJJps pn unp variable: 
lps séries N-rationnplles ; i.e. les séries à copfficients pntiers non négatifs obtenups par unp 
suitp finip d'opérations rationnpl!ps de polynômps à coefficic..mts entiers non négatifs. 
Définition 1.18. Une série est N-rationnelle (en une variable) si elle pst obtpnue par 
un nombre fini de sommes, de produits et d'étoiles de polynômes à coefficipnts dans N. 
Définition 1.19. Soit Q(x) un polynôme de degré k, on définit le polynôme réciproque 
de Q(:r:) comme étant le polynôme Q(x) = xk Q(x- k ). 
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Lr- théorèmr- suivant, dü à Berstr-l (Br-rstr-l, 1971), établit unr- condition néœssairr- des 
sérir-s N-rationnr-llr-s. 
Théorème 1.20 (Br-rstel). Soü f(x) une fonction N-rationnelle qui n'est pas un poly­
nôm.e. Soit p le minimum des modules des pôles de f(x). Alors p est un pôle de f(x) et 
tout pôle de f de module p est de la forme pB, où B est Uni'; racine de l'unité 
On rr-marque qur- Ir- minimum des modules dr-s pôlr-s d'unr- série rationnelle r-st Ir- rayon 
dr- convergencr- dr- la sérir- associée. Unr- conséqur-nœ diœcte dr- ce théorèmr- nous assurr­
qu'unr- série N-rationnellr- a un pôle rér-l positif qui r-st dr- module minimum. 
Définition 1.21. Une valr-ur propre de f(x) est dite dominantr- si e]]r- est unique, réellr-, 
positive et strictement plus grande que le module de toute autrr- valeur propre de f(x). 
Le théorème suivant, dû à Soittola (Soittola, 1976) énonœ une condition suffisante a..c;­
surant la N-rationalité d'une série formelle. 
Théorème 1.22 (Soittola). Une série Z-rationnelle ayant une valeur propre dorrànante 
et tous ses coefficients posibJs ou nuls est N-raUonnelle. 
On retrouve une autre démonstration dans (Katayama, O. et Enomoto, 1978) et plus 
réœmment, dans (Derstel et neutenauer, 2008a). Par définition, une série N-rationnelle 
a néœssairement des coefficients dans N mais une série à coefficients entiers non négatifs 
n'est pas en général N-rationnelle. Par exemple, considérons la série suivante due à Gr-ssel 
(Gesse], 2003) 
f(x) = x + 4x2 + x:3 + 144x4 + 361 x 5 + 484x6 + 19321 x7 + 28224xs + 128881 x 9 + ... 
est une série à coefficients entir-rs non négatifs engendrée par la fraction 
1 + x - 5 x 2 - 125 x3 ' 
n'étant pas une série N-rationnelle. En effet, les valeurs proprr-s sont 5, -3 + 4i et 
-3 - 4i; ces 3 valeurs propres sont toutes de module 5; ainsi, il n'y a donc pas de 
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valeur propre dominante. On trouve d'autres exemples dans (Eilenberg, 1974), Exemple 
VIII.5.1, (Salornaa et Soittola, 1978) Exercice II.10.2 ou (Berstel et Heutenauer, 1984) 
Exercice V.2.2. 
CHAPITRE II 
POLYNÔMES DE CLIQUES DE GRAPHES PONDÉRÉS 
La caractérisation des polynômes Càl'i'lctéristiqlles, connue dans la littérature sous l'àp­
peJlation (N)IEP ((nonnegittive) inverse eigenvalue problem) est un problème qui per­
dure depuis longtemps. Ce problème consiste F1. déterminer les conditions nécessaires et 
suffisantes afin qu'un ensemble de nombres complexes soit le spectre d'une matrice. Par­
ticulièrement, on s'intéresse au cas où les matrices doivent être non négatives. Doyle et 
Handelman (Boyle et Handelman, 1991) ont défini ces conditions permettant de nous 
garantir qu'un ensemble de nombres complexes soit le spectre d'une matrice carrée à 
coefficients réels non négatifs. Kim, Ormes et Roush (Kim, Ormes et n.oush, 2000) ont 
établi et démontré les "onditions nous assurant qu'un ensemble de nombres complexes 
soit le spectre d'une matrice carrée à coefficients ent'iers non négatifs. 
On va rappeler la définition d'un polynôme de cliques associé à un graphe simple non 
orienté C et on Vil généraliser ce polynôme en pondérant chaque sommet de C par des 
entiers positifs. On appeJle ce polynôme le polynôme de cliques de graphes pond~T(~s. Le 
Théorème 2.4 stipule que l'ensemble des polynômes de cliques pomlérés coïncide avec 
l'ensemble des polynômes de la forme det(l - x N!), où Nf est une matrice à coefficients 
entiers non négatifs. 
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2.1 Polynômes de cliques et polynômes caractéristiques 
Soit C un graphe simple non orienté. Le polynôme de cliques, également appelé polynôme 
de dépendance, a été introduit par Fisher (Fisher, 1989) et est défini comme la somme 
des monômes (-1 ri x·i , où i est une clique de degré i de C; i.e. un sous-graphe complet 
sur i éléments de C. 
3Exemple 2.1. Le polynôme de diques du graphe suivant vaut 1 - 4x +4x 2 - x . 
c=~
 
Figure 2.1 Graphe simple. 
Pour connaître des propriétés et résultats concernant ce polynôme on peut consulter (Ha­
jialbolhassan et !VIehrabadi, 1998), (Goldwurm et Santini, 2000), (Goldwurm et Saporiti, 
1998) et (Levit et Mandrescll, 2005) 
On va généraliser ce polynôme en pondérant chaque sommet S de C par un entier positif 
ds dit degré de S. Soit B une clique, on définit le deqré de B : deg(B)-la somme des 
degrés des sommets de B. 
Définition 2.2. Soit C un graphe simple dont les sommets sont pondérés par ries entiers 
positifs. Le polynômf; df; cliquf;s du graphe pondéré C, noté Pc(x) , est la somme ries 
monômes (_I)IBI xdeg(B), où B est une clique de C. Si tous les ds = 1, on est ramené au 
polynôme de diques. 
Exemple 2.3. D.eprenons l'exemple précédent et pondérons chaque sommet par un 
entier positif 
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1 2 
Figure 2.2 Graphe simple pondéré. 
Le polynôme de cliques du graphe pondéré C est 
3	 4 4Pc(x)	 1 - (2x + x 2 + x ) + (x 2 + 2x3 + x ) _ x 
1 - 2x + x.3 
Considérons maintenant une autre classe de polynômes. Soit NI une matrice carrée à 
coefficients entiers non négatifs, considérons le polynôme det (1- x NI), où 1 est la matrice 
identité de la taille appropriée. Ce polynôme est le polynôme réciproque du polyntJme 
caractéristique de NI. 
Théorème 2.4. Les polynômes de digues pondérés coi:ncident aveC les ré(;1,progues de 
polynômes mractùistiques de matrices carrées il. coefficients enf7:ers non né(jatiIs. A utn:­
ment dit, les sàies génératrices des monoi:des gradués parhellement tomm7/,tahfs libres 
coi,n,cident avec les séries de la forrn,e det(1-x M)-l, où NI est 'une matrice à coefficients 
dans N. 
Remarque 2.5. On sait par la théorie de Cartier-Foata que si f = 1/ det(l- x 1'\1), où 
NI est une matrice à coefficients entiers non négatifs, alors F(x) est N-rationnelle. La 
réciproque n'est pas valide. En effet, soit: 
1F(x) =	 .1 - 3 x + 5 x 2 - 8 x 3 
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Cette série, provenant de (Barcucci et al., 2001): est N'-rationnelle puisque 
F(x) = 1 + 3x + 4x2 + 5x3 + 19x4 + 64x5 + 137x6 + 243x7 + 17745x12 
24 I4+ AB (2287904 x 18 + 171059648 x + 33080 x 13 + 2637120 x I9 + 392 x8 + 50944 X 
+ 1344 x 9 + 70848 X I5 + 3032 x Iü + 144704 x I6 + 5512 x ll + 487424 x 17 ) 
I8 I3+A (727545 x + 9963 x + 164 x8 + 205 x9 + 779 x lO + 2624 x ll )
 
+A2 B (1ü192728000x3ü + 139579200x25 + 2297600x2ü + 2872000X2I + 10913600x22
 
+36761600 x 23 ) ,
 
où 
A (41 x6 )*,
 
B (812:: 6 + 7616 X I2 + 574400 x 18 A)*.
 
Cette expression rationneJJe a été obtenue à l'aide du paquetage RLangGFlLn (Maple): 
créé par C. Koutschan (Koutschan, 2(05) ou (Koutschan, 20(8). Il est impossible de 
construire nn graphe simple ayant 3 sommets tous pondérés par 1, et 5 arêtes. Ainsi, 
par le Théorème 2.4, il n'y a pas équivalence entre l'ensemble des séries de la forme 
(det(1 - x 1111))-1, où M est une matrice cl coefficients dans N' et l'ensemble des séries 
N'-rationnelles qui sont des inverses de polynômes. 
2.2 Monoïdes partiellement commutatifs libres 
On va introduire la théorie des monoïdes partiellement commutatifs libres de Cartier et 
Foata (Cartier et Foata, 1969). On peut consulter la version électronique de ce livre sur 
Je site du séminaire lotharingien de combinatoire. 
Définition 2.6. Un circuit est une classe de conjugaison de chemins fermés sans point 
double dans un graphe orienté. 
Soienl: C un gmphe simple non orienté et A J'ensemble des sommel-s de C. Considérons le 
mono'ide libre A* sur A. On définit la congruence rvc engendrée par les relations ab rvc ba 
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si {a, b} est. une arête de C. On définit ainsi le monoïde partiellement commlltat4libre 
A* / ~c On note [a] la classe d'équivalence de la lettre a. 
Un sous-ensemble B de A est une pa.rtie commlltative si elle est finie, non vide et si 
deux de ses éléments commutent deux à deux modulo ~c On pose alors [B] = II [a] 
aEB 
et [1] = 1. 
Définition 2.7. Soit OC((A*/ ~c)) la OC-algèbre des séries partiellement commutatives 
On définit les séries partiellement commutatives 
p = 2..= (_1)1 8 1[B], 
SÇA 
où la somme est sur toutes les parties commutatives B de A. 
Théorème 2.8 (Cartier-Foata). 
p(=(p=1. (2.1) 
Soit D un graphe orienté, on construit Je .'}raphe des circuits C (graphe non orienté) de 
D comme suit: les sommets de C sont les circuits de D et deux sommets sont reliés 
par une arête si les circuits correspondants sont disjoints dans D. On pondère chaque 
sommet de C par la longueur du circuit de D correspondant à ce sommet. Nous noterons 
C = 7f(D). 
Soit NI la matrice d'adjacence de D. En développant le déterminant det(l - x M) en 
utilisant la formule impliquant les permutations et en décomposant celles-ci en cycles, 
on Cl 
det(1- xMl = 
{C 1, ... , Ck} 
où kEN, {Cl, ... , cd est un ensemble de k circuits, où Ici 1représente la longueur de 
Ainsi, c\et(l - x M) est le polynôme de cliques du graphe pondéré C. 
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Exemple 2.9. Considérons le graphe orienté D ci-dessous: 
Figure 2.3 Graphe orienté D. 
1 : 
~ 
Q 1 
Figure 2.4 Graphe des circuits C. 
2Son polynôme de cliques de graphe pondéré est Pc (x) = 1 - 2x - x - x3 + x2 + X'I = 
1 1 0 0 
1 1 1 041 - 2 x - x3 + x = det(1 - x NI), où NI = la matrice d'adjacence de D. 
0 0 0 1 
0 1 0 0 
Dans le but de prouver que tout polynôme de cliques de graphes pondérés est de la forme 
det(1 - x 1\.1), on ne peut pas inverser la dernière construction. En effet, l'application 
7r : D ----> C de l'ensemble des graphes orientés vers l'ensemble des graphes simples n'est 
pas surjective, comme le montre l'exemple suivant. 
Exemple 2.10. Soi t C le graphe 
• • 
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1 
1
• 
1 
Figure 2.5 Graphe simple. 
dont les sommets sont tous de degré 1. Son polynôme de cliques vaut 1- 3 x + x 2 . Or, il 
n'y a pas de graphe orienté D tel que 1T(D) = C; sinon D aurait 3 boucles de longueur 
1 tel qu\,x::lctement 2 d'entre e]]es seraient disjointes, ce qui est impossible Cependant, 
00 a 1-3x + x' ~ det (1 - x [~ :]) 
2.3 Théorème de Kim, Ormes et Roush 
Dans leur caractérisation des polynômes de la forme det(l- xM), où M est une matrice 
primitive à coefficients dans ~, Kim, Ormes et Iloush (Kim, Ormes et Ilollsh, 2000) ont 
démontré en particulier le théorème suivant. 
k 
Théorème 2.11 (KOR). Un polyn6me P(x) = II (1- Ài x), où les Ài sont des nomhres 
i=l 
comple,Tes non mûs, est de la forme det( 1 - x 1'\1) où id est une matrice carrée à coeffi­
cients entiers non n(;qa.t'ifs si les r.ondû'lons suivantes sont sat'lsfaites : 
(1) les coefficients de P (x) sont t011,S entiers; 
(2) il Y a lm indice i tel qlLe Ài > IÀj l, pour tout j i- i;
 
(.1) trn(À 1 , ... , /\k) 2': 0, pour tout n 2': l, où
 
trn(À 1 , ... , Àk) = L fI (~) (À~ + ' .. + À%) . 
dln 
On va démontrer que Pc(x) vérifie ces trois conditions afin de démontrer qu'il est le 
polynôme réciproque de det(1 - xiV!). Par sa constI'llct.ion, Pc( x) satisfai t la première 
condition. 
Soient B un sous-ensemble commutatif de A et deg(B) son degré. En appliquant la 
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transformation a ---t xdeg(a) à J'équation (2.1), on obtient 
xlvi = 1 = 1 (2.2)
L(_1)IB 1 xdeg(B) Pc(x)" 
B 
Ainsi, Pc\x) est une série génératrice d'un monoïde partiellement commutittif libre. La­
londe (Lalonde, 1995) a démontré que tout monoïde partiellement commutatif libre se 
factorise en éléments de Lyndon. 
Théorème 2.12. Soit M un monoïde partiellement commutat~f libre. Il e.7:iste 7Ln sous­
ensemble L de NI totalement ordonné tel que que tout élément m E M a une unique 
factorisation m = el .. ,en, où , ei E L, i E [n] et el 2 ... 2 en. 
Corollaire 2.13. La sér'ie génératrice d'un monoi,de partiellement r:ommntat'if lihre M 
s'~cr-it 
00 ( 1 ) Qn11 1-x" 
OÙ O'n est le nombre de eE L de deqT'f. n. 
Démonstrntion. Du théorème précédent, on a 
rI (1 +e+ p2 + ...) 
CEL 
En envoyant chaque lettre de Psur x l on a 
00 ( 1 ) QnL IlU - 1- xn 
v.EA·/~c n=1 
où an est Je nombre de mots de L de degré n. 
Corollaire 2.14. 
(2.3) 
où 
trn (À1, ... , Àk) = L IL G) (Àf + ... + À%) . 
dln 
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Démonstration. Du corollaire précédent, on a 
L U = d 1 = fi C~ x 
n 
) Qn (2.4) 
uEA'/~c II(l-"'i X ) n=1 
i=1 
Du côté gauche de l'équation (2.4) on a 
1 
= exp {~ ln ( 1 ) } ~ 1-'" x 
i=l 'II 
d 
(1 - "'i x) 
'i=1 
(2.5) 
k 
où trj(.>'l, ... , /\k) = L À~. Prenons la dérivée logarithmique et multiplions par x de 
d=1 
part et d'autre de l'équation (2.5). Du côté gauche on a 
L00 tr j ("'1, ... , "'k) x) (2.6) 
j=1 
Du côté droi t on a 
00 -n xn ­ 1 00 n xn 
X ~ ~ -a n l _ xn - ~ - ~ a n - ­l _ xn 
n=1 n=1 
00 00
L Lam 7nX mn. (2.7) 
n=1 m=1 
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En combinant les équations (2.6) et (2.7), on obtient 
00	 00 00 j	 mnL trj(>'l, ... , ÀIJ x = L Lam mx 
j=l	 n=l m=l 
nEn comparant les coefficients de x de part et d'autre, on a 
trj(Àl, ... , Àk ) =	 L dad' 
dln 
En utilisant la formule d'inversion oe Mobius, on a 
nan L IL (:) (Àf + ... + À~) 
dln 
Ç:} an 
1 
trn(À l , " . , ÀiJ· 
n 
Du Corollaire 2.14, on a 
où an désigne un certain nombre de mots; d'où an ~ Q. Ainsi, le polynôme de cliques 
pondéré satisfait la 3e condition du Théorème 2.11. 
La vérification que Pc(x) satisfasse la seconde condi tian nécessi te certai ns résul tats 
provenant. notamment de la théorie des séries rationnelles, de la théorie des graphes, de 
la t.héorie de Perron-Frobenius ainsi que du résultat suivant que nous démontrerons plus 
loin. 
00 1nProposition 2.15. Soit la série formelle F(x) = L In x = Pc(x)' Si le graphe r;om-
n=O 
plémentaire C est connexe et si les degrés ds des sommets s dl; C sont 7-e!ativl'.mnJ.l 
premiers, a.lors cette série a une racine dominante unique q111: est simple. 
Une lettre a est. liée à une partie B de A si soit a E B , soit. il exist.e une lett.re de B avec 
laquelle a ne commute pas. Si B l et B2 sont 2 sous-ensembles commutatifs de A, on dit 
que B2 est. lié à B l si toute lettre de B 2 est liée à B l . 
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Définition 2.16. Le graphe de Cartier-Foato. D est le graphe orienté dont les sommets 
sont les sous-ensembles commutatifs de A, avec une arête BI -} B2 si B2 est lié à BI, 
L'ensemble des chemins de ce graphe s'identifie à l'ensemble des formes normales de 
Cartier-Foata (voi r la notion de V -décomposition dans (Cartier et Foata, 1969), Section 
1.3), 
Théorème 2.17 (Cartier-Foata). Tout élément W E A'j "'c admet une unique forme 
normalf de Cart?:er-Foata w = [B I ][B2 ] ... [Bk], où Bi+ l est lié à Bi, i = 1, . ,. , k - 1. 
Définition 2.18. Un graphe orienté est fortement conner,e si pour tous sommets s et t 
de ce graphe, il existe un chemin de s vers t. 
Lemme 2.19. Soit C le graphe des non comm1ltat1:ons. Si C est conne.xe, D est un 
graphe fortement connexe. 
Démonstration. JI suffit de montrer que le graphe orienté D de Cartier-Foata a un sous­
graphe DI tel que DI soit fortement connexe et que pour tout sommet s de D, il existe 
un chemin de s il DI et un chemin de DI il. S. 
Construisons DI il partir de l'ensemble B de tous les singletons de D : B = {a}, a E A. 
Notons que si a, b E A ne commutent pas modulo la congruence "'c ou si a = b, alors 
{b} est lié avec {a}. Ainsi, Dl a des arêtes a --t b et. b --t a pour toutes lettres a, b E A 
telles que a - b soit une arête de C. Donc, si C est connexe, Dl est fortement connexe. 
Maintenant, soit B un sommet de D, Si b E B, alors {b} est lié il B, donc, il y a 
une arête B -) {b} dans D. JI reste il. montrer qu'il y a un chemin dans D de Dl 
vers B. On peut supposer que IBI 2:: 2. On le démontre par récurrence sur IBI et sur 
d(B) = min{d(b l ? b2 ) 1 bl , b2 E B, bl =1 b2}, où d est la distance dans le graphe C; 
puisque B est un sous-ensemble commutatif de A, d(B) 2:: 2. 
Soit a E A. Définissons BI = {b E B 1 a - bEC} et BI = (B \ Bil u {a}, Donc BI est 
commutatif. De plus B est lié avec BI: en effet, si b E B alors soit b E B \Bl ç BI, soit 
b E BI et b ne commutent pas avec a par construction, D'où BI --t B dans D, 
• • 
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Supposons tout d'abord que d(B) = 2. Alors, il existe 2 sommets bl , b2 E B tels que 
d( Ul, Ù2) = 2 et on peu t trouver a E A et les arêtes Ùl - a - Ù2 dans C. Alors BI ci-dessus 
satisfait IBII :::: 2 :::} IB'I < IBI et on peut conclure par induction sur IBI· 
Supposons que d(B) :::: 3. On peut trouver 2 sommets bl , b2 E B tels que d(b l , b2) = d(B) 
et d'où a E A tel que a - b] dans C et d(a, b2) = d(b], b2) - 1 :::: 2. Alors BI satisfait 
IB]I :::: 1, d'où IB'I :s IBI· De plus, a, ~ E B' (puisque b2 t/. BI, autrement d(a, b2) = 1), 
donc d(B') < d(B), Et on conclut par récurrence sur d(B). 0 
Exemple 2.20. Soit C le graphe a 
•C= 
b c 
Figure 2.6 Graphe des commutations. 
Son graphe complémentaire est a 
C=~
 
b c 
Figure 2.7 Graphe complémentaire, 
Lessous-ensemblescommutatifsdeCsontB] = {a}, B2 = {b}, B3 = {c} etB4 = {b, c}. 
Le graphe de Cartier-Foata est 
Figure 2.8 Graphe de Cartier-Foata. 
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Définition 2.21. Une matrice ent'ière non négative polynomiale est une matrice carrée 
dont les entrées sont dans x N(x); i.e. les entrées sont des polynômes en la variable x de 
terme constant nul à coefficients entiers non négatifs. 
Soit NI = Yli ,] une telle matrice, on va construire lIne matrice N il. coefficients entiers non 
négatifs. Cette construction est appelée le procédé de linéarisation. Soit l' la dimfmsion de 
M, on construit r sommets étiquet.és de l à T. Prenons l'entrée Mi,j qui est de la forme 
k
al x + 0.2 x 2 + ... ak x En rajoutant des nouveaux sommets entre i et j, un const.ruit. 
ah chemins de longueur h entre les sommets i et j, h = 1, ... , k. On obtient ainsi un 
graphe orient.é dont. la mat.rice d'adjacence est. N. 
Proposition 2.22. (1)o'ir (Boyle, 199.1), Sect'i.on 5..9) Soienl M el N de71.x malriœs 
d~finies 0.71. paragraphe précédent, alors det(l - M) = det (1 - x N). 
2 
Exemple 2.23. Soit NI = x ] . On a det(l - M) = l - x - x3 - 2 x5 . On 
3x + x
lui associe le graphe 
l 
Figure 2.9 Graphe orienté obt.enu par le procédé de linéarisation. 
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Sa matrice d'adjacence N pst. 
0 1 0 0 0 0 0 0 0 
0 0 1 0 0 0 0 0 0 
0 0 1 1 0 1 0 1 0 
0 0 0 0 1 0 0 0 0 
N= 0 0 1 0 0 0 0 0 0 
0 0 0 0 0 0 1 0 0 
1 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 1 
1 0 0 0 0 0 0 0 0 
On a det(l - x N) = 1 - x - x3 - 2x5 = det(l - M). 
Définition 2.24. Une matrice M est dite TP,duct?:!ile s'il existe une matrice de permu­
tations P telle que 
P M p-l ~ [; ~], 
où A et C sont des matrices carrées de dimensions supérieures ou égales à 1. S'il n'existe 
pas une telle matriœ de permutations, alors !VI est di tp irrfd1J.ctible. 
Définition 2.25. Un graphe orienté est dit irréd1lctible si sa matrice d'adjacence est 
une matrice irréductiblp. 
Le résultat suivant pst bien connu. 
Lemme 2.26. Soit NI une matrice, M est irréductible si et seulement si le graphe G 
dont J'vi est sa matrice d'adjacence est fortement connexe. 
Définition 2.27. Une matrice non négative M est dite primitive s'il existe un entier 
k 2: 1 tel que tous les coefficients de M k soient strictement positifs. J] s'ensuit qu'une 
matrice primitive est irréductible. Un graphe est pT1:mit~f si et seulpment si la matrice 
d'adjacence est primitive. 
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Définition 2.28. L"indice d'impr-imitivité d'un graphe fortement connexe est le plus 
grand commun diviseur des longueurs des chemins fermés de ce graphe. 
Théorème 2.29. (Voir (JV!arr.us, Roth et Siegel, 2001), Prop. 8.8) Un graphe irréductible 
est primitif si et sell.lf.ment si l'indiœ d'imprimitim:té est 1r;al à 1. 
Définition 2.30. On appelle rayon spectral d'une matrice carrée le maximum des mo­
dules des valeurs propres. 
Théorème 2.31 (Perron). (voir (Boyle, 2005), Thm 2.2) Sod M une matrif.(', pn:mitive 
il r.oeffir.ients dans IR+ de rayon sper.tral À. Alors À est une rar.inf'. simple du polynôme 
r.aractérist?:que qui est strictement supérieure au module de toute autre va.leur propre. De 
plus, le vecteur propre associé à À comporte uniquement des valeltrs stn:ctement posit·;'ves. 
Démonstration de la. Proposition 2.15. 
1. Soient A l'ensemble des lettres et D le graphe de Cartier-Foata. À ce graphe, on 
associe la matrice d'ad.iaœnce lVl, où les lignes et les colonnes sont indexées par les sous­
ensembleéi commutatifs de A, et la donnée en la position (BI, B 2 ) est x deg (B2). Cette 
matrice est une matrice non négative polynomiale. Soit /\B le vect.eur ligne ayant des 1 
en position B et 0 ailleurs, et Ile vecteur colonne ayant seulement des 1. 
2. Soit (J un nouveau symbole et définissons un nouveau graphe orienté El en ajoutant 
le sommet. (J et les arêtes (J --> B pour tout sommet B dans DI. Clairement, l'ensemble 
des formes normales de Cartier-Foata est en bi.iection avec l'ensemble des chemins dans 
El débutant en (J. 
3. Il s'ensuit que la série de Hilbert de A' / "Je est 
1 + 2..:= xcleg(B) /\B M* 1, 
B 
où B parcourt l'ensemble de tous les sous-ensembles commutatifs de A. 
4. Par le procédé de linéarisation, on associe à NI une matrice carrée iV à coefficients dans 
N telle que tout coefficient de NI' est égal à la somme des coefficients de (xiV)'. Puisque 
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C est connexe, on a du Lemme 2.19 que D est fortement connexe. Par conséquent, N 
est une matrice irrfductible par le Théorème 2.26. De plus, comme les entrées de la 
xdsc!iagonale de NI contiennent et comme les ds sont supposés relativement premiers, 
alors N est une matrice primitive par le Théorème 2.29. 
5. On en déduit que cette série formelJe s'écrit comme 1+ une somme non triviale de 
termes de la forme xk (xN):j' kEN. 
6. Comme N est primitive, on a du théorème de Perron que ses valeurs propres, comptées 
avec leurs mull:iplicités sont )'1, ... , .Àm , avec .À[ > 1/\21,···, l.Àml et .À 1 est simple. Par 
la forme normale de Jordan et du Théorème de Schiitzenberger, chaque série (xN):j est 
nrationnelJe. Du Corollaire 1.17, ces séries sont de de la forme L 2:ü an x , avecn 
m 
an = h.À1+ ~ Ps(np~, 
s=2 
pour n suffisamment grand. 
7. Le coefficient dominant h, c!oit être positif. En effet, comme N est primitive, on 
a NCf strictement positif pour une certaine puissance q. Alors, pour tous indices 'li, v, 
an+2Cf = (Nn+ 2Cf kj 2': (NCf)i,u (Nn)u,v (NCf)v,j; donc (Nn)l/,V ::; C an+2Cf' pour une 
certaine constante C. Donc, si h = 0, alors Rn s'accroît plus lentement que .À11 contra­
diction. Donc h -1- 0 et h > 0 puisque an 2': 0 et an '" h NI' lorsque n ----+ CXJ. 
8. Notons que si an a un coefficient dominant positif, alors x k an également. Ce qui 
implique par l'étape 5 que (in) a .À 1 comme racine dominante, qui est simple. 
o 
On peut maintenant démontrer que Pc(x) vérifie la condition (ii) du Théorème de Kim, 
Ormes et noush. Supposons d'abord que les deux conditions de la Proposition 2.15 soient 
satisfaites: i.e. C est connexe et les degrés ds des monômes x ds , où s est un sommet, 
nsont relativement premiers. La Proposition 2.15 implique que Pc\x) = L 2:ü ln x etn 
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pour un n suffisamment grand, 
e 
In = h Àf +I: Pi(n) Àf, 
i=2 
avec /\1 > 1À21, ... , IÀel et h of- O. Il s'ensui t que 2: 2:û In xnest la somme d'un polynôme,n 
de 1-~1 x et d'une combinaison <C-linéaire de fractions de la forme (I_~: x)" i 2: 2. Donc, le 
dénominateur Pc(x) , est un produit de (1- À1 x) avec des facteurs de la forme (1- Ài x)t, 
ce qui démontre (ii). 
Il reste à relaxer les deux hypothèses de la Proposition 2.15. Si C n'est pas connexe, 
alors le polynôme de cliques pondéré de C est un produit de plus petits polynômes de 
cliques pondérés. Il suffit alors de prendre pour M la somme diagonale des matrices 
correspondantes. 
Si les entiers ds ne sont pas relativement premiers, soit p leur plus grand diviseur commun 
et on prend comme nouveau degré ~ ds . Cela suffit pour montrer que toute matrice carrée 
M ayant des coefficients entiers non négatifs, det(l - x M) l:l.'->xP est aussi de la forme 
det(l- x MI), pour une quelconque matrice MI sur N. Ce qui est démontré en appliquant 
une fois de plus Je procédé de linéarisation. 
CHAPITRE III 
POLYNÔMES DE CLIQUES GÉNÉRALISÉS 
On va définir les polynômes de cliques généralisés et on va montrer que l'ensemble de ces 
polynômes coïncide avec les polynômes de la forme det(1 - x M), où iV! est une matrice 
à coefficients réels non négatifs (Théorème 3.3). La démonstration de ce résultat est. 
similaire à celle du Théorème 2.4 sauf qu'on va utiliser le t.héorème spectral de Boyle et 
Handelman (Doyle et Handelman, 1991) au lieu de celui de Kim, Ormes et Iloush (Kim, 
Ormes et. Housh, 2000). Par ailleurs tous les résultats utilisant les monoïdes partielle­
ment commu tatifs li bres (Cartier et Foata, 1969) seront utilisés de man ière analogue en 
appliquant la spécialisation a f---4 aa x da à toute lettre du monoïde A* / ~C. 
3.1 Polynômes de cliques généralisés 
Nous avons vu au Chapitre 2 le polynôme de cliques associé à un graphe simple C. On 
va généraliser ce polynôme en associant à tout sommet s de C un monôme de la forme 
as Xds laS E 1R+ et ds E f'::!. Si tous les as valent 1, on est ramené au polynôme de cliques 
de graphes pondérés Pc(x). De plus, si tous les ds = 1, on retrouve le polynôme de 
dscliques. Soit B un sous-ensemble de sommets, on définit le degré de B par II as x . 
sES 
Définition 3.1. Soit C un graphe simple dont les sommets sont pondérés par des mo­
nômes de la forme as x ds , as E 1R+ et ds E f'::!. Le polynôme de cliques qénémlisé de C 
est défini par 
PGc(x) = 1 + ~ (_I)IBI 
B 
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où la somme parcourt tous les sous-graphes complets B de C.
 
Exemple 3.2. Le polynôme de cliques généralisé du graphe pondéré suivant
 
Figure 3.1 Graphe simple pondéré 
Considérons mainten:=tnt une :=tutre classe de polynômes. Soit NI une matrice c:=trrée ci 
coefficients réels non négatifs et soit le polynôme c\et(l - x M), où 1 est la matrice 
identité de la taille appropriée. Ce polynôme est le polynôme réciproque du polynôme 
caractéristique de NI. 
Théorème 3.3. Les polynômes de cliques généralisés coïncident a.vec les réciproquf;s de 
polynômes caractéristiques de matrices carrées à. coefficients réels non néqabJs. 
Soit LVI une matrice ci coefficients réels non négatifs; on va montrer que det(l- xN!) est 
un polynôme de cliques génér:=tlisé. 
Soient D un graphe orienté et M sa matrice d'adjacence. On construit le graphe des 
circuits C de D de la même manière qu'au chapitre précédent. On pondère chaque 
sommet s de C par Qs xds , où Qs E IR+ est le produi t des poids de chaque arête du 
circuit correspondant à s et ds est la longueur du circuit. 
En développant le déterminant det(l- x NI) par l:=t formule impliquant les permutations 
et en décomposant celles-ci en cycles, on a 
det(l - x M) = . L (_l)k (fI QC,) xICJI++lckl, 
{Cl" cd ,-1 
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où k E N, {Cl, ... , cd est un ensemble de k circuits simples (sans sommet répét.é) 
k 
disjoints: où ICil représente la longueur de Ci et où II a Ci est le poids total des circuits 
'i=l 
composant la permutation. Par définition du polynôme de cliques généralisé, on a det(l ­
xiV!) = PGc(x). Ce qui démontre que det(l-xM) est un polynôme de cliques généralisé. 
a 13 0 0 
l "( 0 0 
Exemple 3.4. Soit M = , où a, /3, " 0, tE !R+. NI est la matrice d'ad­
o 0 0 l 
o ê 0 0 
jacence du graphe D suivant. 
Figure 3.2 Graphe orienté pondéré. 
Son graphe des r.ircuits C est@ 
Qa ~ 
Figure 3.3 Graphe des circuits. 
Son polynôme de cliques généralisé vaut 
PGc(x) 
det(l- x M). 
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Dans le but de prOllver que tout polynôme de cliques généralisé est de la forme det(1 ­
x M), il ne suffit pas d'inverser la dernière construction. L'exemple 2.10 montre qu'un 
graphe simple n'est pas toujours le graphe des circuits d'un graphe orienté. 
3.2 Théorème de Boyle et Handelman 
Ainsi, afin de que le polynôme de cliques généralisé est le polynôme réciproque de det(l ­
xM), où M est une matrice à coefficients réels non négatifs, on va utiliser le résultat 
fondamental suivant de Boyle et Handelman (Doyle et Hanctelman, 1991). 
k 
Théorème 3.5 (Boyle et Handelman). Un polynôm.e P(x) = II (1 - À i x), où. les /\; 
i=l 
sont des nombres complexes non nv,ls, est de la forme det(l- x NI) où NI est une matrice 
carnie à coefficients rr.els non négai7:.fs 51: les candit-ions suivantes sont satl:sfaites' 
(1) les coefficients de P(x) sont tous réels,. 
(2) il Y a. un indù;e i lel que À i > IÀjl, p07lr t07d j i- i,. 
(8) soient n ~ 1 d m ~ 1 deux entiers posûi.f" 
k 
(1) tr 'n(/\1, ... , /\k) = I: Àj' ~ 0, 
i=1 
On va démontrer que PGc(x) vérifie ces trois conditions. 
Remarque 3.6. Il est connu qu'une série F(x) de la forme (det(1 - x M))-1 avec NI 
une matrice ul.rrée n'elle non négative, est IR+-rationnelle. Cependant, la réciproque n'est 
pas vraie. En effet, soit 
1F(x) = 1 - 3 x + 5 x2 - 8 x3 . 
Au chapitre 2, on a. vu que cette série est N-rationneJie. On a 
PGc(x) = 1+L00 (-Ir ei Xi, 
i=1 
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où ei est la i e fonction symr5-trique élémentm:re (voir (Macdonald, 1995)). Puisque Pn = 
k 
trn(/\l, ... , Àk) = L Àf, où Pn est la ne fonction symétrique somme de puissances, si 
i=l 
on suppose que 1 - 3x + 5x2 - 8x3 est de la forme det(1 - xM), on aurait que 
P2 = ei - 2 e2 = 32 - 2 ·5 = -1 < O. 
Du Théorème 3.5, 1 - 3 x + 5 x2 - 8 x3 n 'p.st pas le spectre d'une matrice carrée à 
cop.ffic:ip.nts réels non négatifs. 
Par construc:tion de PGc(x), la première condition du Théorème 3.5 est satisfaite. Pour 
vérifip.r que le spectre de PGc(x) satisfasse la seconde condition du Théorème 3.5, il va 
fc:dloir utiliser un résultat suivant qui est une généralisation de la Proposition 2.15 et que 
nous démontrerons plus loin. 
n
Proposition 3.7. Soit F(x) = L00 in x = G 1 ( ) 'Ilne série formelle. Si le graphe
 
n=O P c x
 
complémentaire C est conne,!:e et S1: les degrés ds des poids as x ds des sommets s de
 
C sont rdati'IJement pr·emiers, alors cette série a une racine dominante unique qui est 
simple. 
Remarque 3.8. Le procédé de linéarisation défini ail chapitre précédent s'applique 
égalp.ment à une matrice réelle non néqative polynomiale. En effet, soit !VI unp. telle 
matriœ, on va construire une matrice à coefficients rép.ls non négatifs. 
Soit r la dimension de !VI, on construit r sommets étiqup.tés de 1 à r. Prenons l'entrée 
k!VIi,j qui est de la forme al x + a2 x 2 + ... ak x . En ajoutant des nouveaux sommets, 
on consl:ruit k chemins entre les sommets i et j comme suit. Chaque chemin sera de 
longuellf h, h = 1, ... , k, la première arête de ce chemin aura le poids ah tandis que 
les autres arêtes seront toutes de poids 1. On obtient ainsi un graphe orienté dont la 
matriœ adjacente est N. 
Proposition 3.9. Soient M et N deux matrices #finies au paraqraphe précéd.ent, alors 
det(1 - M) = det(l - x N). 
La preuve est identique à celle de la démonstration de la Proposition 2.22 
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2 
CtxExemple 3.10. Soit M = [ 0 ] . On lui associe le graphe 
/3 x3 'Y x + 15 x3 
'Y 
/3 --~ 1 
1 
1 1 
Figure 3.4 Graphe orienté pondéré obtenu par le procédé de linéarisation. 
Sa matrice d'adjacence N est 
0 /3 0 0 0 0 0 
0 0 1 0 0 0 0 
0 0 'Y 15 0 Ct 0 
N= 0 0 0 0 1 0 0 
0 0 1 0 0 0 0 
0 0 0 0 0 0 1 
1 0 0 0 0 0 0 
On a det(l- M) = det(l- xN) = l-'Yx - 15x3 - Ct{3xs. 
DfmOrJ.simtion de la Proposii'lon S.7. 
Soit C le graphe simple non orienté pondéré associé à PGc(x). Soit CI le graphe obtenu 
de C en étiquetant. chaque sommet par une lettre. Supposons C connexe, alors C' est 
ronnexe. Supposons également que les ds sont relativement premiers. Soient. DI le graphe 
de Cartier-Foata associé à CI et MI sa matrice d'adjacence. On applique la spécialisation 
da ~ Cta x " à MI et on obtient. une matrice IvI. La suite de 18. démonstration est identique 
à celle de la Proposition 2.15 à la différence qu'on utilise le procédé de linéarisation défini 
ci-haut.. 
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o 
On peut maintenant démontrer la condition (2) du théorème 3.5. On peut supposer que 
les 2 conditions de la Proposition 3.7 sont satisfaites: i.e. C est COnnexe et les degrés 
ds des monômes Qs x ds , où s est un sommet, sont relativement premiers. La Proposition 
n3.7 implique que PG~(x) = ~n::::O ln x et pour un n suffisamment grand, 
e 
In = h)..~ + L Pi(n) Ni, 
i=2 
navec)..l> 1)..21, ... , I)..ei et h # o. Il s'ensuit que ~n::::O ln x est lasomme d'un polynôme, 
de 1-/~ et d'une combinaison C-linéaire de fractions de la forme (l-f)l, i 2 2. Donc,
l'lX tX 
le dénominateur P(x) est un produi t de (1-)..1 x) avec des facteurs de la forme (l-)..i X)L, 
ce qui démoJ1tre (2). 
Il reste il montrer qu'on peut se ramener aux deux hypothèses de la Proposition 3.7. 
Si C n'est pas connexe, alors le polynôme de cliques généralisé de C est un produit de 
plus petits polynômes de cliques généralisés. Il suffit alors de prendno pour NI la somme 
diagonale des matrices correspondantes. 
Si les entiers ds ne sont pas relativement premiers, soit TJ leur plus grand diviseur commun 
et On prend comme nOuveau degré ~ ds . Cela suffit pour montrer qlle toute matrice 
carrée M ayant des coefficients réels non négatifs, det(l - x M) Ix-xp est aussi de la 
forme det(l - x MI), pour une quelconque matrice MI sur ~+. Ce qui est démontré en 
appliquant une fois de plus le procédé de linéarisation. 
Il reste à démontrer que le polynôme de cliques généralisé vérifie la troisième condition 
du théorème 3.5. 
Définition 3.11. Dans A* / ""'c, une pyramide à gauche est un élément p # 1 tel que: 
1) il existe une lettre a E A et un élément u E A*/ ""'c tels qlle p = au; 
2) pom toute lettre b E A et tout élément v E A' / ""'c tels que p = bv, on il. a = b. 
Cette définition est équivalente cl celle de Viennot (Viennot, 1986); en effet, une pyramide 
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cl gauche est l'image miroir d'une pyramide de Viennot, qui a donné cette définition 
dans le cadre des empilements, dont la théorie est équivalente il celles des monoïdes 
partiellement commu tatifs libres. 
Théorème 3.12 (Viennot). La série formelle inde.rée par les pyram?:des est donnée par 
(3.1 )2,= I~I ~'='m ln ( ~=r-~ )1 8 1B ) ,p 
où =comm si,qnifie que l'identité a lieu dans le monoi:rle r.ommutat'tf l'ibre sur A. 
Voir (Viennol~, 1986) ou (KrattenthaJer, 2006). 
Vérifions que PGc(.r) vérifie la condition 3(i). Puisque P(O) = 1, on a P(x) = II" (1 ­
i=l 
ln 
(1)1 k koo nln - ÀD X 
k 1 - Ài X - nE E?; iII (1- /\x) 
i=l 
Appliquons la spécialisation 1/J : a f---+ CtaX da de chaque côté de l'équation (3.1). Du côté 
droit, on a 
Du côté gauche, on a 
1L l'ip(p)I1/J(P), 
p 
da daoù 1/J(p) = II Ct a x . Définissons le de,qré d'nne pyramide par deg(P) = II x . On a 
aEp aEp 
donc 
1 1 daL 1?jJ(p)l'ljJ(P) L II Cta xpipI aEp 
, 1 deg(p) II 
p 
~ 1 1 x Ct a · 
p p a.Ep 
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En combinant ces résultats, on a l'égalité 
L 2- Xdeg(P) il aa 
pipI aEp 
nPour tout n 2 1, comparons les coefficients de x de part et d'autre, on a 
trnp'l, ... ,Àd=n L il aa20. 
p,lpl=deg(p)=n aEp 
Pour vérifier la condition 3 (ii), on va utiliser le résultat suivant. 
Proposition 3.13. p est une pyramide gauche si et seulement si dans sa forme normale 
D(~monstration. (=?) Supposons que p = [BII [B2 J ... [Bk] est une pyramide cl gauche, 
Alors nécessairement IBII = 1. En effet, si IBII 2 2, alors pour tout a, b E BI tels que 
a i= b, on aurait p = au = bv, contradiction car p est une pyramide cl gauche. 
({:::) Supposons p = [B I ][B2] ... [Bk ] où IBII = 1. Écrivons BI = {a}, on a p = 
a[B2] ... [BÙ Par l'unicité de la forme normale de Cartier-Foata (Théorème 2.17), si 
p = au = bv, alors a = b. Donc p est une pyramide gauche. o 
Vérifions maintenant la condition 3(ii). Supposons trn(À I , ... , Àk) > 0, il existe donc 
une pyramide gauche p de degré n. Alors, pour tout m 2 1, on peut construire une 
pyramide gauche de degré nm en concaténant m pyramides gauches p. 
En effet, soit p = [B I ][B2] ... [Bk] une telle pyramide gauche, on peut supposer k 2 2. 
De la proposition 3.13, BI = {a}. Considérons les deux cas suivants. 
1. Si a est liée à Bk, pm a la forme normale de Cartier-Foata 
v 
mfois 
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2. Si a n'est pas lié à Bk, alors a rf- Bk et Bk U {a} est un ensemble commutatif. On a 
que B2 lié il BkU {a}; en effet, si b E B2 , b est lié à BI = {a}, donc soit b = a, soit b 
ne commute pas avec a. Dans les deux cas, b est lié avec Bk U {a}. Donc, pm Cl la forme 
normale de Cartier-Foata 
[B2] ... [Bk U {a}] [B2] ... [Bk U {a}] 
./
........
 
m-l fois 
Dans les deux cas, puisque BI = {a}, on a de la Proposition 3.13 que pm est une 
pyramide gauche de degré nm. Ainsi, on a trnm (>'1, ... , Àk ) > O. 
CHAPITRE IV 
N-RATIüNALITÉ DE CERTAINES SÉRIES. 
Au premier paragraphe, on va déterminer une condition nécessaire et suffisante pOlll' 
qu'une série de la forme (1 - ax + bxk)-l soit N-mtionnelle, a E f':l, b E Z et k ~ 2 
(Théorème 4.3). A la deuxième section on fera de même pour les séries dc., la forme 
(1- ax + bx2 + CX3 )-l, a EN, b,c E Z (Théorème 4.12). 
4.1 N-rationalité des séries de la forme (1 - ax + bXk)-l 
Théorème 4.1 (Mantel). Soient a, bEN. Alors 'il existe un .r;raphe simple non ori.enté 
ayant a sommets et b arêtes sans trianr;le si et seulement si 4b ::; 0.2 . 
On peut consulter (Bollobas, 1998), Théorème 1.2 pour la démonstration. Ce résultat a 
été généralisé par Turan dans la théorie des graphes extrémaux; (voir (Dollobas, 1998), 
Chapitre 4). 
La condition du Théorème de Mante1 est liée à la N-rationalité des séries de la forme 
(1 - ax + bx2 )-l, où a E N et b E Z. 
Théorème 4.2. Soit f(x) = (1 - ax + bx2)-1, où a E N et b E Z,. a.lors f(x) est 
N-mt7:onndle S7: et seulement 87: 4b::; a2 . 
2Démonstration. (Ç=) Supposons 4b ::; a Si a est pair, 
1 1 1 
2 21 - ax + bx2 
. (ax) a 2 a 2 2 aX)2 ) 2l - 2 - + -x - -x + bx (1- 2 - (a"4 2 - b x2 4 4 
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Comme 4b ~ 0.2 par hypothèse, tous les coefficients de la série sont non négatifs. Donc 
f(x) est N-rationnelle. 
Si a est impair, l'hypothèse devient 4b ~ 0.2 - 1. 
1 1 
21 - o.x + bx2 0.- 1 ) ( 0.+1) (0. - 1 ) 21 - -2-x 1 - -2-x - -4- - b x( 
(a; lx)' 
2 21 - o.; 1 x _ (0. ; 1 _ b) (a; 1 xrx
(o.;lx)* (o.;lx+ (0.2;1_b) (0.;lx)*x2)* 
Comme 4b ~ 0.2 - 1 par hypothèse, tous les coefficients de la série sont non négatifs. 
Donc f(x) est N-rationneJle. 
(=?) Supposons que f(x) soit N-rationnelle. Soit p(x) = x2 -o.x+b le polynôme réciproque 
du dénominateur de f(x). Puisque f(x) est N-rationnelle, du Théorème de Derstel, on a 
que le module maximal des racines de p(x) est une racine de p(x). Il s'ensuit que p(x) a 
deux racines réelles. Il s'ensuit que le discriminant 0.2 - 4b de p(x) est non négatif, d'où 
o 
On va généraliser ce résultat en déterminant une condition nécessaire et suffisante pour 
qu'une série de la forme (1 - o.x + bxk)-l, où a E N, b E Z et k 2: 2 E N soit N­
rationnelle (Théorème 4.3). Ce résultat nous a été suggéré par des expérimentations par 
ordinateur en utilisant le paquetage RLangGFun (Maple) de Koutschan (Koutschan, 
2005) ou (Koutschan, 2008) 
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Théorême 4.3. Soû 
1 f(x) = 1 _ ax + bxk ' a E N, b E 2, k 2: 2. 
f(x) est N-rationnelle si et seulement si 6 2: o. 
Remarque 4.4. Le disr:riminant du polynôme réciproque du dénominrüeur de f(x) est 
si k == 0 mod 4 ou k == 1 mod 4, 
si k == 2 mod 4 ou k == 3 mod 4. 
Démonstration. Soient p = p(x) = an xT! + ... + al x + ao et q = q(x) = 6171 xm + ... + 
61 x + 60 deux polynômes de degré n et m respectivement. La matn:œ de Sylvester de p 
et q, notée S(p, q) est la matrice carrée de dimension n + m définie par 
an an-1 ao 0 0 
0 an an-1 ao 0 0 
0 
0 0 an an-1 ao 
S(p, q) = 
6171 6m - 1 61 60 0 0 
0 6171 6171 - 1 61 60 0 0 
0 
0 
0 
0 0 6rn 6m ­ 1 61 60 
Il est connu dans la littérature que 
n(n-l) 1 
disc(p(x)) = (-1)-2- det(S(p, p )). 
On peut consulter (Coste, 2001) pour la démonstration de ce résultat. Posons p = 
xk - ax k - 1 + 6, on a p' = kx k - j - a (k - 1)xk - 2 . Calculons tout d'abord le déterminant. 
On a det(S(p, pl)) = 
1 
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-a o o b o 0 000 
o 1 -a o o b 0 000 
0 0 1 -a 0 0 0 0 0 b 0 
0 0 1 -a 0 0 0 0 0 b 
k -(k -1)a 0 0 0 0 0 
0 k -(k ­ l)a 0 0 
0 0 k -(k - l)a 0 
0 0 k -(k - l)a 0 0 
Considérons tous les b situés dans le bloc supérieur droit. Pour chaque b, considérons 
la matrice cofacteur qui lui est associée. Étant donné que tous les b se situent sur la 
même diagonale, toutes les matrices cofacteurs associées aux b sont de même signe. 
Considérons le b situé dans la dernière colonne. Puisqu'il est situé à la position (2k + 
l, k + 1); le signe de sa matrice cofacteur associée est (-1 )(2k-l)+(k-l) = (-1 )3k-2 = 
(_1)3k = (-l)k. Comme il y a exactement (k - 2) éléments b sur cette diagonale, on 
a (( _1)k)k-2 = (-1)k2 = (_l)k En utilisant la formule du déterminant impliquant les 
matrices cofactelll's, le déterminant vaut 
1 -a 0 o b 
k -(k-1)a 0 o o 
0 k -(k - l)a 0 o(_l)k bk-2 
0 o k -(k - l)a 0 
0 o k -(k - l)a 
~----------~v,-------------" 
A 
où A est une matrice carn::e d'ordre k + 1. Appliquons l'opération L2 - k LI: on a 
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1 -a 0 0 b 
0 a 0 0 -kb 
0 k -(k - l)a 0 0 
(_1)kbk-2 0 0 k -(k - l)a 0 0 
0 0 k -(k - l)a 0 
0 0 k -(k - l)a 
a 0 o -kb 
k -(k - l)a 0 o 
0 k -(k - l)a 0 o(_l)k bk-2 
0 o k -(k - l)a 0 
0 o k -(k - l)a 
'------------.,v~------------' 
B 
où B est une matrice carrée d'ordre k. Appliquons l'opération 
On obtient 
(k - 1)k-2 ak- 1 
0 0 o -kbkk-2 
k -(k - l)a 0 o 
0 k -(k - l)a 0 o(_1)kbk-2 
0 o k -(k - l)a o 
0 o k -(k - l)a 
Considérons les (k - 2) entrées k situées sur les lignes L2 , ... , Lk-l' Chacune d'entre 
elles a une matrice cofacteur associée de signe négatif puisque tous les k sont situés 
directement sous la diagonale principale. Il s'ensuit que 
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(k - 1)k-2 ak - 1 
det(S(p, pl)) (_l)k (_1)k-2 bk- 2 kk-2 kk-2 -kb ] 
[ k -(k - 1)0. 
bk-2 kk-2 (_ (k - l)k-l a k + k2b) 
kk-2 
_bk-2 ((k _l)k-l ak _ kkb) 
_bk-26.. 
k (k-l)
Il reste à évaluer le signe de (-1)-2-, Soit mEN 
4m (4m-l) 
1) Sik=O mod 4,k=4met(-1) 2 =1. 
(4m~I)(4m) 
2) Sik=l mod 4,k=4m+1et(-1) 1 =1. 
(4m+2)(4m+l)
3) Sik=2 mod 4,k=4m+2et(-1) 2 =-l. 
(4m+3) ('im+2)
4) Sik=3 mod 4,k=4m+3et(-1) 2 =-1. 
o 
L 4 5 .. S 't ( ) - k - k-l +,b un l 't' e d 'k >_ 3 ' emme oz, p x - x a x Apo ynome 7lnz ,Q.1,re d eqre ,ou 
aENetbEN, 
(i) S'i k est pair, 
(1) 6. ~ 0 Ç:? p(x) a 2 raônes réelles posibves. 
(2) 6. < 0 Ç:? p(:r) n'a aucune racine réelle.
 
(ù) Si k est impair,
 
(l) 6. ~ 0 Ç:? p(x) a S racines réelles dont une est négative et deu.'!; sont positùJes, 
(2) 6. < 0 Ç:? p( x) a une seule racine réelle et celle- ci est n~qative, 
l 2Démonstr-al'ion, Dérivons p(x) par rapport à x, on a pl(X) = kXk - _ (k -1)axk - . Les 
, cl 1 At, - 0 t - (k-l) a Cd l e ce po ynome son, Xl e, X2 -k-'eux sell s zeros - - omme 
k 1pl/(X2) = k(k-1) C-k )a)k-l -a(k-1)(k-2) Ck -k 1)a)k-3 
(k - ll- 1 ak- 2 (k - 2) (k - 1)k-2 ak- 2 
kk-3 kk-3 
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(k - l)k-l ak - 2 
kk-3 ((k - 1) - (k - 2)) 
(k - l)k-l ak - 2 
kk-3 > 0, 
on él un minimum local fn X2. Comme pl/(xd = 0, on nf Pfut pas conclure par le tfst 
kdf la dérivéf sfconde. Or, 8.U voisinage df 0, p(x) = b - ax - l + O(xk ). 
(i) Si k pair, k - 1 fst impair, on a un point d'infifxion en x = O. Ainsi If gril.phique de 
p(x) fst de 18. f01'mf 
x=o 
X'-~ 
- k 
k kFigure 4.1 Graphique de p(x) = x - ax - l + b, k pair. 
Puisque Xl et X2 sont les uniques racines de p'(x), il s'ensuit que le minimum est un 
(k )k-L k 
minimum global. Si p(X2) = - -~k a + b > 0, alors p(x) n'a ,WCune ril.cine réelle. Si 
P(X2) :::; 0, alors p(x) il. eXil.ctfment dfUX racines n'~elles. Celles-ci sont positives car pour 
tout x S; 0, p(x) > p(O) = b > O. 
(ii) Si k est impair, k - 1 est pair. Comme -a < 0, on a un maximum local en x = 0; 
donc, le graphique de p(x) est de la forme 
x= 
-~X 
- k 
k kFigure 4.2 Graphique de p(x) = x - ax - l + b, k imp8.ir. 
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Ét.ant donné que Xl et X2 sont les 2 seules racines de p'(x), le minimum local en X2 est 
le seul de p(x). Si P(X2) > 0, alors p(x) a une unique racine réelle, qui est négative. Si 
p(X2) S 0, <'llors p(x) a 3 racines réelles, 2 positives et une négative. o 
Démonstration d1f. Théorème 4..'1 
k
=}) Supposons que f(x) soit N-rationnelle. Si b S 0, on a kk b S (k - 1)k-1 a Pour le 
reste de la preuve, on va supposer b > O. 
Soient p(x) = xI. - axh:-1 + b le polynôme réciproque du dénominateur de f(x) et p Je 
module maximal de ses racines. Comme f(x) est N-rationnelle, on a du Théorème de 
Derstel que p E JR+ est une r<'lcine de f(x). Il s'ensuit du Lemme 45 que 2,. ~ o. 
<=) Supposons que pour tout k ~ 2, 2,. ~ O. On a f(x) = (ax + (-b)xh:)* est 7l­
rationneJle. Par ailleurs, f(x) est IRrmtionnelle puisque 
p = 1 - ax + bxh: 
k - 1 ) ( ~ (k - 1)i-1 i i kb .k-1) 2,. k-1 ( 1 - k ax 1 - L.J k i a x - (k _ l)a x xkk-1(k - l)a
·,=1 
En invers8.nt tout, on a 
1f(x) = 
k - 1 ) ( k-2 (k - 1)i-1 .. kb k"_ ) _ 2,. x k - 11 - ax 1 - '\"' . a"x" - x 1( k L.J k" (k-1)a kI.-1 (k - l)a
t=l 
(k:;:l axr 
h:-2(k li)i-1 ~ ) ()*(k 1 ) k-l. - i kb k-1 - 2,.1 - . a x - x - ax x( ~ kt (k - l)a k kk-1(k - l)a 
k-1 )* '" ( k ax g, 
où 
(k - 1 t i i kb k-1 k - 1 2,. k-lk-2 )-1 ()*()
= . a x + x + ax x .9 ~ kt (k - l)a k kk-1(k - l)a 
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Comme f (x) est une série IR+ à coefficients entiers, elle est N-rationnelle; ceci découle 
des Tht>Ol't>rnes de Berstel et Soi t tola. 
o 
Remarque 4.6. La démonstration de la condition suffisante montre que 1 - ax + bxk 
est un dénominateur de Soitto!a (voir (Perrin, 1992) ou (Derstel et R.eutenauer, 2008b) 
Chap. VIII Exercice 3.3). 
4.2 N'-rationalité des séries de la forme (1 - ax + bx2 + CX3)-1 
On va déterminer les conditions nécessaire et suffisante caractérisant la N-rationalité de 
toute série de la forme (1 - ax + bx2 + CX3)-1, où a E N et b, cE Z. 
Contrairement à la décidabilité de la N'-rationalité des séries de la forme (1- ax +bxk)-l, 
3le discriminant de x - ax2 + bx + c ne suffit pas pour décider si une série de la forme 
(1 - ax + bx2 + CX3 )-1 est N-rationnelle. Les deux exemples suivants illustrent cette 
situation lorsque b> 0 et c < 0 . 
2 3 2 + xExemple 4.7. f(x) = (1 - x + x - x3 )-1. Le discriminant x - x - 1 vaut -16. 
Celte série est N-rationneJle puisque 
1 1 1 + x 1 + x ( ) ( 4)' 
1 - x + x2 - x3 (1-x)(1+x2) (1 - x2) (1 + x2) = 1 _ XLl = 1 + x x . 
Exemple 4.8. f(x) = (1- 4x + 4x2 - X3 )-1. Le discriminant x3 - 4x2 + 4x -1 vaut 
5. La série f(x) est N-rationnelle puisque 
3f (x) = 1 + 2 A x (B + 1) + A2 B x , A=(2x)*, 
Cette expression rationnelle a été obtenue à J'aide du paquetage RLangGFun. 
3Lemme 4.9. Soû p(x) = x - ax2 + bx + c, où a E N, b, cE Z. Si a2 2: 3b, p(x) Il un 
,. !! . - a-VOJ=3b t ", !! . - a+VOJ=3b S' 2 3bmO..Tlmum oca. en Xl - 3 e un m1,mmum .oca. en X2 - 3 . 1, a < , 
p(x) est strictement r;raissante sur tout son domaine. 
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D~monst'T'O.tion. Supposons a2 2: 3b. Dérivons p(x) par rapport à x, on a 
p'(x) = 3x2 - 2ax + b. 
Les zéros de la dérivée sont 
2a ± v4a2 - 12b 2a ± 2va2 - 3b a ± va2 - 3b 
x = 6 6 3 
a-va2-:3b a+vJl!=)b E' d' 1 d . t'l' tPosons Xl = :3 et X2 = :3 . tu Ions a nature e ces racmes, en u 1 lsan 
le test de la concavité. La dérivée seconde de p(x) par rapport cl x est pl/(x) = 6x - 2a. 
2a - 2va2 - 3b - 2a = -2va2 - 3b < 0, 
2)a2 - 3b > O. 
On a donc un maximum local en Xl et un minimum local en X2. Ainsi, p(x) se comporte 
selon le graphique 
Figure 4.3 Graphique de p(x) = x:3 - ax2 + bx + c lorsque a2 2: 3b. 
Si a2 < 3b, la dérivée ne possède aucun zéro. Il s'ensuit que p(x) est st.rictement croissante 
sm tout son domaine car p(x) est un polynôme de degré 3. o 
Lemme 4.10. Si a2 < 3b, l'unique racine réelle de p(x) sem négative si c > 0 et positive 
81: c < O. 
D(~monst'T'O.tion. Du Lemme précédent, p(x) est. strictement croissant sm IR.. Comme 
p(O) = c, la racine réelle sera négative si c> 0 et positive si c < O. 
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1 
2 -	 a+1bPosons 6 =	 a - 3b et supposons 6 ~ O. Evaluons le polynôme au point X2 = 3 
p(X2)	 (X2)3 - a(x2)2 + bX2 + c
 
(a+ lb) 3 (a + lb) 2 (a + lb)
3 -a 3 +b 3 +c 
4a3 4a2 Ir b Ir ab 2a3 ab 2a2 Ir ab b Ir 
- + -v6 - -v6 - - - - + - - -Y6 + - + -v6 + c 
27 27 9 3 9 3 9 3 3 
-2a3 2a2 Ir 2b Ir ab
----y6+-y6+-+c
27 27 9 3
 
3 2
 
-2a _ ~(6)3/2 + ab + c. 
27 27 3 
-2a3 2a2 abPosons 6 =	 -- - _(6)3/2 + - + c. 
27 27 3 
Du Lemme 4.9 et du calcul de 6, on en déduit le résultat suivant. 
Lemme 4.11. Soit p(x) = x3 - ax2 + bx + c, a E N, b, CE Z tel que a2 ~ 3b. 
(1) Si C>	 0, 
(i) 6 ::; 0 Ç:} p( x) a 3 racines réellP-s, 1 n~qative et 2 pos'itives.
 
(i1:) 6 > 0 Ç:} p( x) a une sP-l1.le racine réelle q1Ji est np.gative.
 
(2) Si C < 0, 
(i) 6 ::; 0 Ç:} p( x) a 3 racines réelles positives.
 
(i7:) 6 > 0 Ç:} p( x) a une seule racine réelle qU't est positl:ve.
 
1 n 
Théorème 4.12. Soit f(x) = 2 3 = '" fnxn, a EN, b, cE Z.l-ax+bx +cx ~ 
n=O 
(1) Si a2 ~	 3b, 
(i) S't f(x)	 est N-rationnwe, 6 ::; O. 
(ii) Si 6 ::; 0 et c ::; a3, f (x) est N-rationnelle. 
(2) Si a2 < 3b, 
(i) Si b3 < -a3 c, f(x) est N-mt'tonnelle si et seulem.ent S't fn ~ 0, Yn ~ 0 
(ù) Si b3 = -a3 c, f(x) est N-rat'tonnelle si et seulem.ent Sl: 2b = a2 ou b = a
(iù) Si b3 > -a3 c, f(x) n'est .jamais N-rat'tonnelle. 
2 
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4a3 
Remarque 4.13. Si b = 0, alors a2 2': 3b et 6 = - 27 +c ::; O. On retrouve la condi tion 
nécessairp et suffisante du théorème 4.3 pour k = 3. 
3 2 +Remarque 4.14. On retrouve le cas (1) lorsque toutes les racines de p(x) = x - ax
bx +c sont l'épiles et le cas (2) si une seule racine est réelle. Cptte dernière est dominante 
en (i), est égale au module de la racine complexe en (ii) et est strictement inférieure à 
ce module en (iii). 
Exemple 4.15. Considérons la série suivante 
1 1 + 3x + 4x2 + 3x3 
1 - 3x + 4x2 - 3x3 1 - x 2 - 2x4 - 9x6 . 
Cette série, provenant de (Rinaldi, 1999), est N-rationnelle par l'égalité. On a 3b > a2 , 
64 = b3 < -ca3 = 81 et tous les coefficients sont positifs. 
L'exemple suivant montre que la condition c::; a3 n'est pas nécessaire. 
Exemple 4.16. 
J(x) 
1 ­
1 
x + 5x2 + 2x3 
1 + 6x2 + (7AB + 30A) x 4 + 10AaBx6 -+ 54A 2 Bx8 
+x (1 + 9x2 + (45A + 25AB) x 4 + 13ABx6 + 81A 2Bx8 ) , 
où 
3On trouve 6 = -4,48 < 0 et 2 = c > 13 = a . 
L'exemple suivant montre que la condition 6 ::; 0 n'est pas suffisante.
 
Exemple 4.17. On prend a = 1, b = -5 et c = 6, on trouve 6 = -0,48 < O. Les racines
 
3 2du polynôme x - x - 5x + 6 étant 2, 1,3028 et -2,3028, la série (1 - x - 5x2 + 6x3 )-1 
n'est pas N-rationnelle. 
La démonstration du Théorème 4.12 nécessite les résultats suivants. 
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Définition 4.18. Un ent'ier alqélm:que À est une racine d'un polynôme unitaire il coef­
ficients dans 7L. 
Définition 4.19. Une extension finie K de IQ est appelée un corps de nombres algé­
briques. Les entiers algébriques contenus dans K forment un anneau dénoté Al(. K peut 
s'écrire sous la forme K = Q(À), où À E AK. Le degré de /\ sur K est Je degré du 
polynôme minimal ayant À comme racine. 
Théorème 4.20 (Kronecker). Sod À un ent?:er a.lgébrique td que /\ et tous ses conju­
g7/.f-S soient de module:::; 1, alors À est une racine de l 'v.ndé. 
Voir par exemple (Berstd ct Rcutcnauer, 1984) Exercice V.2.1. 
Proposition 4.21. Soit 
1 00 
f(x) = l-ax+bx2 +cx3 = 2...= fll xn , a, b, cE N. 
n=O 
Sodp(x) =x3 -ax2 +bx+c le polynôme réciproque du dénominateur de f(x). S'ip(x) 
0. une racine domàwnte alors, pour tout n ;::: 0, fn > O. 
Démonstrahon Dénotons par À la racine dominante. Comme p(O) = c ;::: 0 et que 
p'(x) = 3x2 - 2ax + b;::: 0, si x < 0, alors p(x) est croissant sur l'intervalle] - 00,0[. 
Donc p(x) a Ilne racine réelle négative. Comme p(x) a une racine dominante, il s'ensuit du 
Lemme 4.11 que p(x) a 3 racines réelles, une qui est négative et deux qui sont positives. 
Supposons par l'absurde que À :::; 1. On a du Théorème cie Kronecker que cou ces les 
racines de p(x) sont des racines de l'unité. Ainsi, 1 et -1 sont les deux seules racines 
réeJles. On aurait 1- a +b+ c = 0 et -1 - a - b+ c = 0; la seule possibilité est b = -1 ; 
contradiction car bEN. Ainsi, on a À > 1. Puisque À est une racine de p(x), on il. 
Définissons la propriété P(i) comme suit: 
fi i = 1, ... , n.P(n) : fi-l > À, 
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Démontrons cette propriété pàr récurrence. 
(i) Vérifions que P(l) est vraie. On a 
(ii) Supposons P(n) vraie. Montrons P(n + 1) vraie; i.e. ff, > À, i = l, ... , n + 1. 
,-1 
. h th' cl '. . f, \' - 1 Il t' t fn+1 \PàI ypo, ese e r<xurrence, on a l'i-l > /1,1 - , ... , n. res e a mon ,rel' que fn > /\. 
On a j~ > Àk- l fn-HI, k:S n. On en déduit que 
1 fn-l -b b fn-l 
À > fn {=> À < - fn' 
1 fn-2 -c fn-2 
>À2 fn {=> À2 < -c fn . 
Du numérateur et du dénominateur de f(x), on en déduit que les coefficients fn satisfont 
la récurrence : 
fn = afn-l - bfn-2 - Cfn-3, fn = 0, n < 0, fa = 1. 
Ainsi, on obtient 
fn+l afn- b fn-l- c fn-2= _bfn-l_ c fn-2 _b_ c =À 
fn fn a.fn .fn > a À À2 . 
Ainsi, P(n) est vraie pour tout n E W. Comme fn > Àn fa > l, alors tous les coefficients 
fn de f (x) son t posi tifs. 
Lemme 4.22. Si 1tne racine ne de l'unûé est racine d'un polynôm.e P(x) E Q[x] avec 
deg(P) = 2, alors n = l, 2,3, 4 ou 6. 
Dém.onstration. On doit avoir i.p(n) :S 2, où i.p(n) est la jonction d'EuleT. Par (Lang, 
2002) p.279, le polynôme minimal d'une racine primitive ne est de degré i.p(n). 
S· - nI n2 1 ( ) - ( ni nl-l) (n2 n2-1) C > 51 n - Pl P2 "') a ors i.p n - Pl - Pl P2 - P2 .... omme pour P _ , 
m 2 l, on a (pm - pm- l ) = pm-l(p -1) 2 4. Il s'ensuit que n = 2x3Y. 
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1	 1Si Y ~ 2, 3Y -3y - = 3y- 1 (3-1)	 ~ 6. Doncy = °ou 1. Si x ~ 3, 2x _2x - = 2x - 1(2-1) ~ 
4. On a donc x = 0, 1 ou 2. En combinant les x et y, on trouve TI, = 1, 2, 3, 4, 6 ou 12. 
Or <p(12) = 4. o 
Dëm.onsiration du Thl!oTl~m.e 4.12 
Si p(x) a trois racines réelles dénotées 0:, (3 et "(. On a 
p(x) = x3 - ax2 + bx + c (x - o:)(x - (3)(x - "() 
= x3 - (0: + (3 + "()x 2 + (0:(3 + 0:"( + (3"()x - 0:(3"(. 
En rornparant les c:oeffic:ients de part et d';mtre, on obtient les relations 
a 0:+,6+"(, (4.1) 
b 0:(3+0:"(+(3"(, (4.2) 
c -0:(3"(. (4.3) 
Si p(x) a une unique racine réelle dénotée "(, 
3p(x) = x - ax2 + bx + c	 (x - o:)(x - a)(x - "() 
(x 2 - (0: + a)x + 10:1 2)(x - "() 
(x 2 - 2iR(0:)x + 10:1 2 )(x - "() 
x 
3 
- (2iR(0:) + "()x 2 + (2Î'iR(0:) + 10:1 2 )x _10:1 2 "(. 
Comparons les coefficients, on trouve 
a 2 iR(o:) + "(, (4.4) 
b 2"(iR(0:) + 10:1 2 , (4.5) 
c _10:1 2 "(. (4.6) 
(i) Supposons f(x) N-rationnelle. Soit p le module maximal des racines de p(x) = x3 ­
ax2 + bx + c. Du Théorème de Berstel, p est une racine de p(x). 
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(1) c 2' O. p(x) a llne racine réelle négative. Comme p E IR+ est llne racine de p(x), il 
s'ensuit que p(x) a trois racines rf.elles. Par conséquent, 6 ~ 0 du Lemme 4.11. 
3(2)	 c < 0 et b < O. f(x) = (1 - ax + bx2 + CX )-1 est N-rationneJle et 
-2a3 2 2 3/2 ab6 = -- - - (a - 3b) + - + C < O.27 27 3 ­
(3) C < 0 et b 2' o. Supposons par l'absurde que 6 > O. Du Lemme 4.11, p(x) a une 
seule racine réelle positive 'Y = p. Le graphique de p(x) se c.omporUmt comme suit. 
x3	 2Figure 4.4 Graphique de p(x) = - a x2 + bx + c, où a 2' 3b et C 2' O. 
On remarque que 
a - ja2 - 3b a 
'Y < Xl = 3 < 3· 
De l'équation (4.4), 
a 2~(Cl') + 'Y 
a 
=} a < 2~(Cl') + 3 
2a 
<=> 3 < 2~(Cl') 
a 
<=> 3 < ~(a). 
a 
Ainsi on il. 'Y < 3 < ~(a) < lai· On il. contradiction car 'Y = lai = p; donc 6 ~ O. 
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3(ii) Supposons 6 :s; 0 et c:S; a . Considérons les 4 cas suivants. 
(1) b:;:, 0 et c> O. Comme 6 :s; 0, on a du Lemme 4.11 que p(x) a trois racines réeJ]es, 
une négative et deux positives. Posons a < 0 et j' > ;3 > O. 
Supposons par J'absurde que -a:;:' T De (4.2), on a 
b	 a;3 + œy + ;3--y 
a(;3 + --y) + ;3--y 
a(a-a)+;3--y 
Comme -a :;:, --y et -a > ;3, a2 > ;3 --y <=? -a2 + ;3 --y < O. Comme a a < 0, on 8mait 
b = a a - a2 + ;3 j' < O. Contradiction car b :;:, 0 piU' hypothèse. Ainsi --y est une racine 
dominante. De la Proposition 4.21, tous les termes de la série (1 - ax + bx2 + cx3 )-1 
sont positifs. Finalement, comme f(x) = (1 - a x +bx2 +C x3 )-1 est Z-rationnelle, alors 
f(x) est N-rationnelle par le Théorème de Soittola. 
(2) b < 0 et c> O. Comme 6 :s; 0, on a du Lemme 4.11 que p(x) a trois racines réelles, 
une négative et deux positives. Posons a < 0 et --y> ;3 > O. 
SUppO::iOIlS !Jar J'absurde que -a> T 
o > a +--y 
<=?;3 > a+--y+;3 
<=?;3 > a 
<=? c -a;3--y > ;33 > a3 . 
On a une contradiction car c :s; a3 par hypothèse. Il s'ensuit que --y :;:, -a. Si --y > -a, 
on a une une racine dominante. Supposons --y :s; 1, du Théorème de Kronecker, on aurait 
a = -1 et ;3 = --y = 1. Contradiction car --y > a. Ainsi, --y > 1. Il reste à vérifier la non 
co 
négativité de chaque coefficient de la série f(x) = L fnxn 
n=O 
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fo	 1, 
fI	 a> 0, 
1'2 =	 a2 - b > 0, 
1'3	 a3 - 2ab - e = (a3 - e) - 2ab :::: 0, 
Du Corollaire 1.17, on a pour un n suffisamment grand que J'J' l "', > 1. Il s'ensuit que 
n 
pour tout n :::: 0, fn :::: O. Comme f(x) est une série Z-rationnelle, elle est N-rationnelle 
par le théorème de Soittola. 
Si, = -Œ, a = Œ+ (3 +, = (3. Il s'ensuit que a est une racinp de p(x). On trouvp donc 
p(a) = ab + e = 0, d'où e = -ab. 
nr) = 1 2 '3 1 2) = (ax )* (- bx2). . 
. 1 - ax + bx + ex' 1 - ax + bx2 - abx3 (1 - ax )( 1 + bx 
Cptte série pst N-rationnellp car b < 0 pi1r hypothèse. 
(3) b < °et e < O. f = (1 - ax + bx2 + ex3 )-1 pst N-rationnellp. 
(4) b :::: °pt c < ° Comme .6 S; 0, on a du Lemme 4.11 que p(x) a trois racinps 
réelles positives. Ainsi, "( est une racine dominante. Supposons, :::::: 1, du Théorème de 
Kronecker, on aurait a = i et a = -i. On trouve 
3 2 + x ­p(x) = (x - i)(x + i)(x - 1) = x - x 1. 
Il s'ensuit que a2 - 3b = 1 - 3 = -2 < O. On il une contradiction; i1insi, , > 1. Il reste 
à vérifiPf ]a non négati vi té de chaque coefficient. On a 
.fI	 a> 0, 
1'2	 a2 - b :::: 3b - b = 2b :::: 0 
3h	 a - 2ab - e = (Œ + (3 + ,)3 - 2(Œ + (3 + ,)(Œ(3 + œy + (3,) + Œ(3Î' 
a 2(3 + a 2,' + Œ(32 + (32, + a,2 + (3,2 + a 3 + (33 + ,3 + a(3, > 0, 
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Pour un n suffisamment grand, on a lin 'Y > 1. Donc, tous les coefficients de f(x)rv 
n-l 
sont non négatifs. Comme f(x) est Z-rationnelle, elle est N-rationncllc par le Théorème 
de Soi t toI a. 
(2) a2 < 3b 
Si b < 0, la condition 3b > a2 n'est jamais satisfaite. 
3Si b ::::: °et c > O. On a/)3 > -ca . Soit p le module maximal des racines de p(x) Du 
Lemme 4.10, p(x) a une seule racine réelle qui est négative. Ainsi, p n'est pas une pl.eine 
de p(x), par conséquent, f(x) n'est pas N-rationnelJe. 
Si b ::::: °et c < 0, on considère les trois cas suivants. 
=?-) Supposons f(x) N-rationnelle, tous les coefficients .In sont non négat.ifs. 
<=) Supposons que tous les coefficients soient non négatifs. Comme b3 < -c a3, 
b3 
< -c3a 
b3 /)2 b 
<=? - - a - + b- + c < 0 
a3 a2 a 
<=?p(1) < 0 
b 
<=?­ < 'Y 
a 
<=?b < 'Ya. 
Par l'équation (4.5), on trouve 
Par conséquent, 
11 s'ensuit que 'Y est une rel.cine dominante. Comme .1 est une série Z-rationnelle à. coef­
ficients non négatifs, .1 est N-rationnelle par le Théorème de Soi ttola. 
GO
 
3(ii) b3 = -a c. 
=?) Supposons f(x) N'-rationnelle. On a 
b3 b3 b2 b 
-c <=> - - a- +b- + c = 0 
a3 a3 a2 a 
<=>p(~) O<=>~=T 
On trouve que b est un multiple (positif) de a. En effet, supposons par J'absurde que 
3 
b n'est pas un multiple de a, ~ est une fraction irréductible. Ainsi, -c = b3 est aussi a a' 
une fraction irréductible car b3 et a3 ont exactement It~s mi'mes facteurs que b et a 
respectivement. Contraciiction car -c est un entier Écrivons b = ma. Le Lemme 4.10 
nous assurant l'unicité de la racine réelle, il s'ensuit que m = "(. On trouve alors b = m.a 
3et c = _m
Par hypothèse, a2 < 3b, du Lemme 4.10, on a a (j. IR et --y> O. Puisque 
b 2--y~(a) + lal 2 = --y(a - --y) + lal2 = --ya - --y2 + lal2 
<=> ma ma - m2 + lal 2 
lal2 
<=> m a. 
La série étant N'-rationnelle par hypothèse, on a du Théorème de Derstel que ~ et ~ 
sont des racines de 1. 
Elles sont racines du polynôme à coefficients rationnels 
3 2 bH (x) = x - ax + x - c 
x---y 
Du Lemme 4.22, ~ est une racine de J'unité avec n = 1, 2, 3, 4 ou 6. Comme a (j. IR, 
n = 3, 4 ou 6. On a donc 
H(x) x2 + x + 1 = q)3(X), 
ou x2 + 1 = cD 4 (x), 
ou x2 -x+l=cD6(x). 
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Il s'ensuit que 
Si H(x) = <P3(X), on a 
On trouve 0,= °et b = 0, ce qui contredit l'hypothèse 0,2 < 3b. 
Si H(x) = <P4(X), on a 
On trOllve a = , et b = ,2 = 0,2 
Si H(x) = <P6(X), on a 
{:::) Supposons b = 0,2 ou 2b = 0,2 Si b = 0,2 alors b3 = 0,6 = -o,3c =? _0,3 = c. 
1 1 1f = l - o,x + bx2 + cx3 
1 + o,x 1 + o,x 1 + o,x ( ( 4 4 * 
= = 1 + o,x a x(1 + o,x)(1 - o,x)(l + o,2 x2 ) (1 - o,2 x2 )(1 + o,2 x2 ) 1 - o,4 x4 ). ) . 
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2 2Si 2b = a , alors 2ma = a =} 2m = a. On trouve 
1 1 1f = 1 - ax + b.r2 + ex3 (1 - mx)(1 - mx + m2x2) 
1 +mx 
2 2(1 + mx)(1 + mx + m x ) _ (.)( 2 2)( _ 6 .6)*(1 _ m6x6) - 1 + mx 1 + m.r + m x 1 m x . 
Dans les 2 ca..s, f(x) est N-rationnelle. 
3('iii) Si b3 > -a e, soit "( est la racine réelle de p(x), alors 
b3 b2 b OÇ:} 3-a 2+b +e>O
a' a a 
> 0 =} b > "( Ç:} b > "(a. 
a 
Par J'équation (4.5), on trouve 
Par conséquent, 
Ainsi, p(x) n'a pas de racine dominante, ce qui implique que f(x) n'est pas N-rationnelle. 
o 
l 00 
Conjecture 4.23. Soit f = b 2 3 = '\' fn xn , a = 2,3,4, b, C E N el
1 - ax + x - ex L
n=O 
a2 < 3b. Alors f(x) esl N-mt1:onnelle si et seulement si b3 ::; ea3 et h = é-2ab+e 2: 0 
L'implication directe se démontre de la même façon que la condition nécessaire du Théo­
l'ème 4.12. 
Cette conjecture a été énoncée à la suite de simulations faites à J'aide du paquetage 
RLangGFun. 
CHAPITRE V 
FONCTION ZÊTA D'UN AUTOMATE 
n 
La fonction 7:êta d'un automate fini A est la série génératrice exp {I=. an : }, où an 
n=1 
est le nombre de chemins bi-infinis dans A ayant la période n. On va montrer que an est 
égal à la somme des rangs stables des mots w de longueur n. Par ailleurs, on montrera 
plusieurs propriétés de cette série telle la N-rationalité ou concernant l'apériodicité, la 
nil-simplicité et l'existence d'un zéro dans le monoïde des relations. Étant donné que 
ces résultats sont valides pour des automates non ambigus, ceux-ci s'appliqueront aux 
codes. En effet, on aura dans ce cas que an désigne le nombre de séquences bi-infinies 
des mots du code, dont l'évaluation est un mot bi-infini sur A de période n. Une fois de 
plus, les propriétés de la fonction 7:éta se refléteront aux codes: complNion de codes, 
codes purs, codes circulaires et codes bifixes. 
5.1 Rang stable dans les automates finis non ambigus 
Soit A un alphabet, un automate A sur A est composé d'un ensemble d'ét.at.s Q, d'un 
sous-ensemble I de Q (états initiau.x) , d'un sous-ensemble T de Q (états term'inaU.7; ou 
.finaux) et d'un ensemble d'arêt.es F c Q x A x Q. L'aut.omat.e est dénoté A = (Q, I, T) 
et un aut.omate est. fini si Q l'est.. 
Un rhemin dans J'automat.e A est une séquence c = (fI, h, ... , fn) d'arêtes consécutives 
fi = (qi, ai, qi+d· Le mot w = al ... an est l'étiquette du chemin c. L'état ql est ['origine 
de c et J'état qn+l, Ja fin de c, on écrit ql >- qn+l . Par convention il exist.e pourW 
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tout état q E Q un chemin de longueur 0 de q vers q. Son étiquette est le mot vide. 
Un arête f = (p, a, q) est aussi dénotée par pa> q , où p, q E Q sont deux états de 
A. 
Un mot bi-inJini est un élément de A Z. De façon similaire, un chem1:n bi-infini est un 
élément de pZ, avec les conditions de compatibilité semblables à celles d'un chemin. 
Clairement, il existe une application J-.l de pz vers AZ ; ainsi, on définit l'ét1:quettp. d'un 
chemin bi-infini p comme étant le mot bi-infini J-.l(p). Soit w un mot non vide, on dénote 
oowoo le mot bi-infini ... WW. wwww ... , où le point désigne la position du O. 
À tout automate A, on associe la série formelle SA = L (SA, w) w, Où le coefficient 
wEA* 
(SA, w) du mot w, est le nombre de chemins bi-infinis dans A étiquetés ... www . ... 
À tout automate A = (Q, 1, T), on associe la fonction 'PA : A -+ NQxQ définie par 
si (p, a, q) E P, 
sinon. 
Cette fonction s'étend en un morphisme <PA de A* vers le monoïde multiplicatif NQxQ 
des matrices de dimension Q x Q à coefficients dans N. JI est bien c:onnu que pour tout 
mot w, le coefficient <PA(W)p,q est égal au nombre de chemins de p vers q étiquetés w. 
On dit que l'automate A = (Q,I, T) sur A est non ambigu si, pour tous p, q E Q et 
W E A*, <PA(W)p,q E {D, l}Qx q Aut.rement. dit., il existe au plus un chemin d'ét.iquette 
W de p vers q. On identifie la matrice <PA(W) et la relation sur Q qu'elle représente. 
Soit A un automate non ambigu. On appelle le rang du mot W le plus petit entier T' 
tel que 'PA(W) = cl, où c E NQXT et l E WXQ. On a que rang(uvw) :::; T'ang(v) (voir 
(Derstel et Perrin, 1984), Section IVA); en particulier, on a que pour tout n E N, 
rang(w"+l) :::; rang(w"). 
On définit le rang stable de w, dénoté T'gst(w) c'est le le rang de w" pOUI' un n 
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suffisamment grand; autrement dit 
Tgst(W) = Jim Tang(w n ). 
n->oo 
Soit A un automate non ambigu; on dénote TA la série formelle telle que le coefficient 
de west le rang stable de w. Autrement dit, 
TA = L Tgst(W) W. 
wEA* 
Proposi tion 5.1. Soit A un av,tomate non ambi.rJ7j. Le T'an.r; stable de west égal au 
oonombTe de chemins bi-infinis dans A ét'iqv,etés oow . 
Remarque 5.2. Un a7Jiomate déteTministe est un automate non ambigu. Dans ce cas, 
le rang de w, qui agit sur l'ensemble des états, est égal à la cardinalité de l'image de 
w. De plus, le rang stable de west égal à la cardinalité des états finaux des chemins 
étiquetés w N , où N est un entier suffisamment grand. 
La démonstration de la proposition 5.1 nécessite les résultats suivants. 
Soit m une relation entre P et Q. On dit que m est une Telation non ambi.r;uë si m E 
{ü , l} PxQ n monoz"d ,e Te a,zons non am nques 1,''' sur Q es1. un sous-mono! lU e dit; "d l'>.TQXQ. e ce 1'1 
1. b' '1. e 1'1 '11.,e1que ,ous ses e '1 emen ' 1.,s son 1. non am Igus. P' "1 d RoTQ x Q , 1\llsque ces, un sous-monOIC e 
contient l'identité 1Q. Soient p et q deux états. Afin de simplifier l'écriture, on écrit pmq 
au lieu de (p, m, q). Par non ambiguïté, si on a pmTnq et pmsnq, alors T = S. 
Soit m une relation non ambiguë sur Q. Un point ,fixe de m est un élément (état) q E Q 
tel que qmq. On note Fix(w) l'ensemble des points fixes de w; i.e. l'ensemble des états 
q tels que q w > q . On dénote tT( w) = lFix(w) 1. Finalement, une relation m est 
idempotente si m 2 = m. 
Proposition 5.3. (voiT (BeTstel et Perrin, 1984), PTOp. IV.S.3) Sod M un mono'ide 
de relations non ambi.r;uës SUT Q. Soient m EMet S = Fix(m). On a les équivalences 
suivantes. 
(i) m est une Telation idempotente. 
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(ii)	 POUT tout p, q E Q, on a pmq S'i. et seulement si il e.1:iste un SES tel que pms 
et smq. 
(iii)	 On a
 
m= cl, lc = Is,
 
où c E {a, l}QxS et 1 E {a, l}SxQ sont les restrictions de m à Q x S et S x Q 
Tespect?:vement. 
Si m est une relation idempotente, on a en plus les formes matr"icielles 
IS II : 
m = [Cl cil' ' 
où, Cl E {a, l}(Q-S)xS et II E {a, l}Sx(Q-S) el l'cl = a 
Lemme 5.4. S1: CPA(W) est une relat1:oT/, 1:dempotente et si p~q~r, alors q E 
Fix(w). 
Démonstration. Comme <PA(W) est une relation idempotente, on il P ~ l' . Par la 
proposition 5.3, il existe ql E Fix(w) tel que p tu ql et ql ~ T . Par non ambiguït.é, 
q = q'. Donc q E Fix(w) 0 
Lemme 5.5. Soient p, q E Fix(w) et P ~ q ; aloTs p = q. 
Démonstration. Soient p, q E Fix(w), on il P ~ P ~ q et P ~ q ~ q . Puisque 
j'automate est non ambigu, le chemin étiqueté w2 entre p et q est unique. Donc, p = q. 0 
Proposition 5.6. (v01:r (Berstel et Pernn, 1984), Prop. IV4·3) Sod m une relation 
non amhiguë 'i.dempotente, alors 
rang(m) = IFix(m)l. 
Démonstration de la. proposition 5.1 
Il existe un entier n 2 1 tel que <PA(Wn ) est une relation idempotente. Ainsi, on peut 
supposer que <PA(W) est elle-même une relation idempotente. En effet, il y a une bijection 
67 
évidente entre les chemins étiquetés oowco et les chemins étiquetés co (wn)co. Soit q E 
Yix(w) ; alors on a le chemin hi-infini étiqueté cowco 
Inversement, soit Ir un chemin bi-infini étiqueté cowco. Ce chemin se décompose comme 
. .. q_2 W >- q_1 "tU >- qo w>- ql W >- q2 .... 
Du lemme 5.4, chaque état qi E Fix(w). Du Lemme 5.1 les qi sont tous égaux. Ainsi, 
pOll!' chaque état q E Fix(w) il existe un et un seul chemin bi-infini étiqueté cowco 
passant par q. Il s'ensuit que le nombre de tels chemins est lFix(w)l. 
Comme IfJA(W) est une relation idempotente, rang(w) = rang(wn), pOll!' tout entier 
n 2: 1; donc, on a Tgst(W) = rang(w). De la Proposition 5.6, le rang de cette relation 
est le nombre de points fixes de IfJA(W). Par conséquent, le rang stahle de west égal au 
nombre de chemins hi-infinis étiquetés cowco. 
D 
La démonstration montre aussi le résultat suivant 
Proposition 5.7. Soient A un automate, w un mot et n 2: 1 tel que IfJA(Wn) soit une 
relation idempotente. Alors rgst(w) = IFix(wn)l. 
5.2 Fonction zêta d'Un automate 
Soit A un automate. On définit la fonction ûta de l'automate A : c'est la série formelle 
con} (5.1 )((A) = exp .~ an: ' { 
où an est la somme des rangs stables de tous les mots de longueur n. 
Proposition 5.8. ((A) est une série N-rationnelle. 
La démonstration de cette proposi tion exige les définition et résul tat suivants. 
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Définition 5.9. Un langage L est cyclique si pour tous mots u, v, w et tout entier 
n 2: l, les conditions suivantes sont satisfaites: 
uv EL<=? Vll E L; 
nw EL<=? w E L. 
La conju.qaison dans d'un mono'ide libre est la relation d'équivalence uv "-' VLl; une classe 
de conjugaison est appelée mot r;7:rr;7JlaiTf~. 
Théorème 5.10. (Re1denauer, 1997) La fonct'/'on zêta d'1Jn langage rationnel cycl'ique 
est N-rationnelle. 
Dr.monstmtion de la proposùion 5.8 
Soit Li le langage composé de tous les mots de rang stable i. On va montrer que Li est un 
langage rationnel pour tout entier i. Notons NI le monoïde fini 4?A(A*) et: Pi l'ensemble 
des relations dans NI de rang stable i. On a Li = 4?A 1(Pi). Donc Li est: reconnaissable. 
Du Théorème de Kleene, Li est rationnel. 
Soient u, v E A* des mots, et n un entier; comme OO(uv)OO = OO(vu)OO, et oowoo = 
OO(wn)OO, pour n 2: l, rgst(uv) = rgst(vu) et rgst(w) = rgst(wn). Par conséquent, Li 
est un langage cyclique. Soit (.i = ((Li) la fonction zêta du langage Li, où 
pour un langage L. Du Théorème 5.10, (; est une série N-rationnelJe. 
Soit Ln(i) le nombre de mots de longueur n dans Li; en calculant ((A), on obtient 
((A) = exp{f an ~} = exp{f (L rgst(w)) ~'} 
n=l n=l Iwl=n 
exp {~ (2,= L,,(i) i) ~} ~ exp { 2,= i~ Ln « } 
If [exp {~ L,,«}r 
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If [exp {~ILi n A<}]' 
II ((Li)i = II (i-
Il s'ensuit que ((A) est une série N-rationnelle, puisque Li est vide pour un i suffisamment 
grand, donc, le produit est fini. 
o 
Nous iî.llons calculer sur un exemple la fonction ( d'un automiî.te. Nous avons besoin de 
quelques notions. 
Soit A un automate, la trace de A est la série non commutative énumérant le nombre 
de points fixes de chaque mot: 
tr(A) = L lFix(w) 1 w. 
wEA+ 
Exemple 5.11. Considérons l'automate suivant 
a a 
Figure 5.1 Un automate. 
La trace de A est la série dont le coefficient de west 2 si west une puissance de a, 1 si 
west un mélange de a et d'un mot de la forme (bc)i ou (cb)' , i ~ 1 et 0 sinon. 
Théorème 5.12. (Berstel et Reutenauer, 1990) La série caractéTistique d'un langage 
cyclique Tégulier est une combinaison linéaire SUT Z de traces d'automates .finis déter-mi­
nistes. 
Soit 'P : Z( (A)) ........ Z[[A]] la transformation rendant commutatif le produit des lettres;
 
par exemple, 'P(2ab - ba) = ab. Soit S une série non commutative, on aS = L00 Sn, où 
n=O 
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Sn est la partie homogène de degré n de S. La fonction zêta généralisée de S est la série 
commutative 
Z(S) ~ exp {~ "(~n) } . 
Rappelons que L est la série caractéristique du langage L, définie par L = LWEL w. 
De (DersteJ et Reu tenauer, 1990), on a que si L est un langage, (L = 8( Z (L)), où 
e: Z((A)) f---7 Z[[z]] l'homomorphisme défini par e(a) = z, pour toute lettre a E A. 
Le déterminant d'un automate est le déterminant de la matrice 1- zl\1, où l est la 
matrice identité de ]a taille appropriée et NI, la matrice de l'automate. C'est une version 
en plusieurs variables du déterminant de (Perrin, 1976). 
Proposition 5.13. (Berstel et Rel1tenauer, 1990) La fonction zêta .r;énéralisée de la 
trace d ''/1,17, automate ,(7>ni est égale ri l"inverse du déterminant de cet automate. 
Exemple 5.14. Considérons l'automate 
a~
 
b 
Figure 5.2 Un automate. 
On a SA = tr(A) - tr(Ad + 2tr(A2), où Al et A2 sont respectivement les automates 
b 
0===:0 
b 
Figure 5.3 Les automates Al et A2. 
En effet, on le vérifie facilement avec le mot w = bn , puisque ce mot est de rang stable 
2. Considérons maintenant un autre mot w, si rgst(w) = 1, alors west de la forme 
(5.2) 
Où il, i2, ... , i n - l et io + in sont pairs. Ce qui implique ]a formule pour SA- De cette 
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formule, on trouve que 
(A = det(1 - Mlz) 
det(1 - Mz) det(1 - lv'hz)2' 
où 111, lv'h, j\12 sont les matrices adjacentes de A, Al et A2. respectivement. On trouve 
ainsi 
1+z 
= (1 - z - z2)(1 - z) . 
5.3 Apériodicité 
Un monoïde est apériodique si ses sous-groupes sont tous triviaux (on note que les 
éléments identité du monoïde et d'un SOlls-groupe peuvent différer). Un monoïde fini M 
est apériodique si et seulement si pour tout x E NI, il existe un entier n 2 0 tel que 
n n +lx = x . Un automate est apér'iodique si son monoïde des relations l'est. 
Proposition 5.15. Les trm:s candit'ions suivantes sont équival(';'ntr.s pour un automate 
.fini non ambigu : 
(l) A est 1J.n automate apén:odique 
(2) SA = tT(A), 
(3) ((A) est l'inveTse du déterrm:nant de A. 
La démonstration nécessite le résultat suivant. 
Lemme 5.16. Soit w un mot agissant SUT les états d'un automate. Alors la tmce de 
w,. (i. e. le nombre de points .fixes de w) est supérieur ou égal au rang stable de w. On a 
égalité si et seulement si west apériod1:que ,. i. e. le sous-monoïde engendTé paT la relation 
induûe par west apériod1:que. 
Démonstmtion. 
1. Chaque point fixe de west également un point fixe de w N , pour tout entier N. On 
peut choisir N de façon à ce que wN soit idempotent. Par la Proposition 5.7, Tgst(W) = 
lFix(w N )I· 
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2. Supposons que w soi t apériodique. Alors wk = wk+l = wk+2 = ... pour un entier 
k suffisamment grand. Puisque toutes les puissances de wN sont idempotentes, on peut 
N+ 1 Nsupposer en augmentant N que wN = w . Soit q un point fixe de w . On a donc 
un chemin 7f : q = qo 'W >- ql 'W >- q2 >-... w >- qN-l 'W >- qo . On a cependant le'W 
N+l 
chemin 7f': qo 'W >- qo . Si 7f n'est pas un préfixe de 7f', on obtient deux chemins distincts 
7fN+l et 7f'N étiquetés wN(N+l) ayant les mêmes états initial et final. Ce qui contredit 
la non ambiguïté. Donc, 7f est un préfixe de 7fl Donc, il y a un chemin qo W >- qo . Par 
conséquent, q est un point fixe de w et on a l'égalité du lemme. 
3. Inversement, supposons qu'on a l'égalité. Alors tout point fixe de wN (N est l'entier 
de let partie 1.) est un point fixe de w. Soit qo W >- ql 'W > ... 'W >- qo un 
chemin fermé dans le graphe de la relation sur Q induite par w. Alors qo est un point 
fixe d'un certaine puissance de w, donc de wN (puisque wN = w2N = ... ). Donc qo est 
un point fixe de w. On a donc le chemin qo 'W >- qo W >-... >- qo . En comparant ce'W 
chemin au premier, on obtient par non ambiguïté que qo = ql = q2 = .... Ce qui montre 
qu'il n'y a aucun chemin fermé dans le graphe de w à l'exception de ceux qui sont des 
répétitions de boucles. Si on enlève ces boucles du graphe, on obtient un nouveau graphe 
sans chemin fermé; donc, il existe un entier k tel qu'il n'existe aucun chemin de longueur 
k dans ce graphe. On va montrer que wk = wk+l. En effet, un chemin de longueur k 
ou k + 1 dans le graphe de w a nécessctirement une boucle. Donc, par répétition ou 
'Wk wk+l 
suppression de la boucle, on a que P >- q est équivctlent à P >- q . Donc west 
ctpériodique. 
Dpm,onstmtion de la proposition 5.15 
1) =? 2) On utilise directement le Lemme 5.16. 
2) =? 3) on ct an = L Tgst(W) = L lFix(w)1 tT(lVr), où M est la mcttrice 
Iwl=n l'Wl=n 
d'incidence de l'automctte A. Donc. 
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par la formule de .J acobi exp 0 tr 0 ln = det . 
., 1) =? ., 3) Du Lemme 5.16, pour tout mot w, on a lFix(w)1 < rgst(w). Également du 
Lemme 5.16, on a an 2': tr(NJT') pour tout n, et pour au moins un n, on a l'inégalité 
CO {CO
stricte. Donc ((A) = exp Lan:n} > exp L tr(Mn):n} et par les mêmes calculs{
n=l n=l 
faits ci-haut, on en déduit que ((A) > det((I - zA1)-l). 
o 
5.4 Relation nulle 
TIappelons que le s1lpport de la série S = L aww, dénoté SllPP(S), est l'ensemble des 
wEA­
1mots dont Je coefficient aw est non nul, S1.lpp(S) = {w E A* aw le O}. 
Proposition 5.17. Les énoncés sllivants sont équivalents. 
(1) La relation nulle est élément du monoïde des rela.tions de l 'mltomate A. 
(3) (A converge pov,r z = I~I) où lAI est la ca.rdina.l7:té de l'alphabet A. 
Démonstra.tJ:on. 1) =? 2) Supposons que la relation nulle est élément du monoïde des 
relations de l'automate A. Alors, il existe un mot w qui induit la relation nulle. Donc, 
rgst(w) = 0 et w rf- SllPP (SA)' 
2) =? 1) Supposons SllPP (SA) le A*. Alors il existe un mot w tel que rgst(w) = O. Donc, 
pour un entier N suffisamment grand, on a rang(w N) = O. Par conséquent, wN induit 
la relation nulle. 
2) =? 3) Soient L = SllPP (SA) le A* et q = Card(A). Soit w E A* un mot qui induit la 
relation nulle. Si 1l E L,ll E A*\A*wA*; autrement, 1l est la relation nulle et rgst(ll) = O. 
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(-1 
On aL = ULi, où g = Iwl, Li = Ln Ai(Ae)*. On obtient donc Li ç Ai(Ae\ w)*. Ainsi 
i=O 
puisque i ::; .f. - 1. D'où, pour tou t N 
IL n ANI::; qe-1 ((l- l)el)N . 
00 N}On a CA = exp 
{ 
L aN ~ ,où aN = ~lul=N Tgst(U). Puisque le rang sta.ble Tgst(U) 
N=l 
est bornE>, il existe un entier D tel que pour tout u, Tgst(U) ::; D. D'où 
D'où 
(A < exp {Dqe-I E(q'-I)l( ~} 
(exp {fI (ql-I)) ( ~} rH 
c_(/_ 1)1z) Dq'-I 
(j;';, (c! - 1) ~ zN ) Dq'-l 
Si on pose z = q-1 = (Card(A))-l, la série entre parenthèses converge ca.r 
1 (qe 1) t(qe _ 1) eq-1 = - < l, 
q 
puisque qe - 1 < qe, donc (qe -1)t < q. 
---,2) =? ---,3) Supposons Supp (SA) = A*. Pour tout mot w, Tgst(W) 2: 1; d'où an 2: IAin. 
On obtient donc 
(A > exp {E lAI" ~.} 
1 
1-IAlz' 
Donc CA diverge pour z = IAI-1. D 
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5.5 Nil-simplicité 
Soient NI un mono'ide fini et J son idéal minimal bilatéral. On dit que NI est un monoïdf 
nil-simplf s'il existe un entier n 2: 1 tel que (NI \ l)n C J. Autrement dit, si chaque 
élément of- 1 du monol'de a une puissance dans l'idéal minimal. Comme (M \ l)n est un 
idéal bilatéral et que J est minimal, il s'ensuit que (M \ l)n = J, on a alors (M \ l)n = 
(M \ l)'Ml 
Proposition 5.18. (voir (Berstel et Perrin, 1984), Prop. V,g1) Les énonâs suivants 
sont équivalents 
(i) M est nil-simple,
 
(ù) Tous les idempotents de M sont dans l'idéal minimal J de M.
 
Le rang minimal de NI est le minimum des rangs de NI autre que la relation nulle, on 
le dénote r(M). 
Théorème 5.19. (voir (Berstel et Perrin, 1984), Thm Iv'4-11) So'it M le mono'i:de des 
rf!ations non ambigup:s sur Q de rang minimal fini ne contenant pas la relation nulle. 
L'ensfmble des éléments de rang r(M) est dans l'idéal minimal de NI. 
Proposition 5.20. Soit A un automate. Les (moncfis suivants sont équivalents. 
(i) Le mono'lde des relations df A est nü-simplf. 
(ii) SA = dA *, p07tr 7tn certain entier non-négatif d. 
Dfimonstration. (i) =} (ii) Soit d le rang commun des éléments de l'idéal minimal du 
monoïde des relations NI de A. De la proposition 5.18, on a que si NI est nil-simple, 
chaque élément de west de rang stable d. 
(ii) =} (i) Soit e un idempotent de l'idéal minimal de NI. Du théorème 5.19, le rang de 
e est le rang minimal de NI. De plus, ce rang est égal au rang stable de e. Puisque le 
rang stable est constant et est égal à d, on conclut que le rang minimal est d. Puisque 
tout élément w du monoïde a le rang stable rgst(w) = d, une certaine puissance de w 
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est de rang d. Donc, cette puissance appartient à l'idéal minimal de jl;f par le théorème 
519. 0 
5.6 Applications aux codes 
Rappelons qu'un sous-ensemble X du monoïde libre A* est un code si et seulement si 
m, n E N* = N \ {a}, Xj, X2, . .. , Xm , y], Y2, ... , Yn E X, la condition 
Xj X2· .. Xm = YIY2 ... Yn 
implique 
n = m, et Xi = Yi, 1 :::; i :::; n. 
On note 1 le mot vide et x* le sous-monoïde libre engendré par X. 
L'ensemble reconnu par A, dénoté par L(A) est J'ensemble des étiquettes des chemins 
c: i ----> t, où i E 1 et t E T. On associe à l'automate A = (Q, I, T) la série formelle 
lAI = L (lAI, w) w, 
tuEA* 
où (lAI, w) est le nombre de chemins c : i ----> t, où i E I et t E T d:étiquette w. Si A: 
est un automate non ambigu, on identifie la série lAI associée à A avec l'ensemble L(A) 
reconnu par A. 
Proposition 5.21. ((Berstel et Perrin, 1984), Prop. IV.1.4) Soit X c A* et A l'auto­
mate tel que lAI = X. Alors IA'I = (X)', où X est la sfirie caraetërist'i.q71e de X. 
Il s'ensuit que X est un code si et seulement si A * est non ambigu. 
ooSoient X un code fini et w E A+ un mot non-vide, Une X -factoTisal7:on F de oow
est un sous-ensemble F de Z tel que F contienne des entiers arbitrairement grands et 
arbitr8.irement petits et que pour deux entiers consécutifs i, j dans F, Xi Xi+l ... Xj-l E 
X Définissons la série formelle Sx par 
Sx= L (Sx,w)w, 
wEA* 
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où (Sx, w) est le nombre de X-factorisations du mot bi-infini oowoo . 
Rappelons que la série indicatrice Lx = L (Lx, w) w d'un code X, où (Lx, w) est le 
1vEA' 
nombre d'analyses du mot w; i.e. le nombre de triplets (ll, m, v), tel que w = vmll et 
VEA*\NX, mE X·, llEA·\XA*. 
Le deqré de X est le nombre max{(Lx, w) w E A·}.1 
Remarque 5.22. Dans (Vincent, 1985), Vincent considère déjà les X-factorisations 
des mots bi-infinis périodiques. Il montre que pour un mot donné, œs X -factorisations 
sont disjointes. De plus, le nombre minimal de X -factorisations est égal ail degré de X. 
Un automate à. pétales A = (Q, (1, 1), (1, 1)) de X est défini par 
Q = {(ll, v) E A+ X A+ Illv E X} U {(1, 1)}, 1= T = {(1, 1)}, 
et quatre types d'arêtes 
(ll, av) a l (lla, v) forllav E X, II -=1­ 1 and v -=1­ 1, 
(1, 1) a l (a, v) for av E X, v -=1­ 1, 
(ll, a) a l (1, 1) forlla E X, II -=1­ 1, 
(1, 1) a l (1, 1) for a E X. 
Autrement dit, chaque pétale est un cycle d'état initial (1, 1) et a comme étiquette un 
mot de X. Il s'ensuit que le nombre de pétales est le nombre de mots de X. 
Exemple 5.23. Considérons le code X = {a, ab, bb}. Son automate à pétales est 
a 
Figure 5.4 L'automate à pétales du code X = {a, ab, bb}. 
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Théorème 5.24. (v01:r (Berstel et Perrin, 1984), Thm IV.2.1) Les !'.nonc!'.s suivants 
sont équivalents 
(i)	 X est un code. 
(ii) L'a1domate à pétales est non ambigu. 
Proposition 5.25. Soit A l'automate à pétales de X, alors SA = Sx­
ooDrimonstro.t'ion. JI Y a une bijection entre les X -factorisations de oow et les chemins 
oohi-infinis de A étiquetés oow .	 D 
Remarque 5.26. Il est possible de démontrer que le résultat précédent est aussi valide 
pour tout automate non ambigu connexe A = (Q, l, 1) reconnaissant X*. 
Définition 5.27. Soit L un sous-ensemble de A*. La fermeture cyclique de L est l'en­
semble défini par 
{vu U, v E A*, uv EL}.1 
Les mots uv et vu sont appelés des conj1Jq1Lés 
Corollaire 5.28. Supp(Sx) est ~qal à la fermeture cycliq1Le de X*' 
Drimonstration. 
Ç)	 Soit w E SUPP(Sx); alors il existe au moins une X -factorisation du mot bi-infini 
oooow . Soit A l'automate à pétales reconnaissant X*. De la proposition 5.25, il existe un 
oochemin bi-infini étiqueté oow dans A. Soit Q l'ensemble des états de A. Comme Q est 
fini, il existe un entier positif nE N* et i E Q tels que i w n ,... i est un chemin dans A. 
Soit 1 l'état initial et final de A. Puisque A est un automate à pétales, le chemin 
n	 nétiqueté w passe nécessairement par 1. Soient u, v E A* deux mots tels que w = uv 
et i ~ 1 ~ i pour n et i choisis plus haut. Alors, on a 1 ~ i ~ 1 . Donc, il 
existe un mot w' = vu conjugué à wn tel que w' E X'. Par conséquent, w appartient à 
la fermeture cyclique de X*. 
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:2) Supposons que w appilrtient à la fermeture cyclique de X*. Alors il existe un entier 
positif n E N* et un mot w' tels que w' soit conjugué à wn et w' E X*. Puisque 
o 
La fonction zêta ((X) d'un code fini X est défini comme la fonction zêta de son automate 
à pNales. Autrement dit, ((X) = exp (L an ~), où 0.71 est le nombre total de X­
factorisations des mots bi-infinis oowoo , tels que Iwl = n. Le prochain corollaire est une 
conséquence directe des propositions 5.8 et 5.25. 
Corollaire 5.29. ((X) est une série N-rationnelle. 
Un mot west un fadeur d'un mot x s'il existe des mots 71., v E A* tels que x = 71.wv. 
Un code est complet si tout mot w E A * est un facteur d'un mot de X*. 
Corollaire 5.30. Soit X un code fini. Les conditions suivantes sont équivalentes. 
(1) X est un code complet. 
(2) S71.pp (Sx) = A*
 
(.7) La fonction zêta de X diverge pour z = PD' où lAI est la co.rdinalité de l'alphabet
 
A. 
On a que X est complet si et seulement si la reliltion nulle 0. 'est pas élément du monoïde 
des relations de son automate à pétales. Le corollaire découle alors directement de la 
proposition 5.17. 
Rappelons que X est la série caractéristique de X, définie par X = LWEX w. Soit 
() : Z((A)) Z[[z]] l'homomorphisme défini pilr 8(0.) = z, pour toute lettre a E A. Unt--' 
sous-monoïde IvI de A* est dit pur si pour tout x E A* et n ~ 1, xn E 1\1 =? x E M. 
Proposition 5.31. Soit X un code .fini. Les énoncés suivants sont éq1Livalents. 
(1) x* est un code pur. 
1(2) (x = l-Ii(K)' 
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Cette proposition provient de (Berstel et Perrin, 1984), Prop. VII.3.3, (BéaI, 1993), 
Prop.9.6 et (Stanley, 1986) Prop. 4.7.11. La démonstration de cette proposition nécessite 
les résultats suivants. 
Proposition 5.32. (Restivo, 1973) Soit X c A+ un code .fini. X* est p1Lr si et seulement 
S1. le monoi:de des relations <p(A*) ne contient pas de sous-groupe trivial. 
Proposition 5.33. (voir (Berstel et Perrin, 1984), Prop. VIIJ.2.1) 
1 - e(X) = det(I - zM). 
D(~monstration de la Proposition 5.31 
1) =} 2) Soit X* un code pur. Par la proposition 5.32, le monoïde des relations de son 
automate cl pétales est apériodiquc. Dc la proposition 5.15, on a (x = (det(J - zM))-l, 
où NI est la matrice d'incidence de l'automate A. De la proposition 5.33, ex = l-k.'(). 
2) =} 1) De la proposition 5.33, ex = (clet(J - zNI))-l Par la proposition 5.15, j'auto­
mate cl pétales de X est apériodique. Par la proposition 5.32, X· est PUI'. 
o 
Un rode X est dit ôrwlaire si pour toutn, m 2: 1 et Xl, X2, ... ,Xn E X, YI, Y2, ... ,Ym E 
X, p E A* et s E A+, les égalités 
SX2X3 ... XnP = YIY2 ... Ym, Xl = ps, 
impliquent n = m, P = 1 et Xi = Yi, 1 ::; i ::; n. De façon équivalente, un code circulaire 
satisfait la condition suivante 
uv E X*, vu E X· =} u, v E X*. 
Proposi tion 5.34. So'â X un code .fini. Les énonds suiva.nts sont (~q1J:i1Ja.lents. 
(1) X est un c'ode c'·irc.ulo:ire. 
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(2) (Sx, W) E {D, 1} pour tout mot w. 
Dans œ cas, Sx est la fermeture sous la conjugaison de X*. 
La démonstration nécessite le résultat suivant. 
Proposition 5.35. (voir (Derstel et Perrin, 1984), Prop. VIII.1.2) Soit X un code et 
<p la représentation associée de l'automate à pétales de X. Les énoncés suivants sont 
équivalents. 
(1) X est un code circulaire. 
(2) Pour tout w E A +, la relation <p(w) a au plus 'Iln point fixe. 
D(~monstro.tion de la Pmpos'ition 5.84 
(1) =} (2) Soit X un code circulaire. Par la proposition 5.35, (Sx, w) E {D, l}. 
(2) =} (1) Soit A l'automate à pétales de X. Alors, tout mot w a seulement un seul 
point fixe. En effet si w avait an moins 2 points fixes, son rang stable serait supérieur à 
1. Par la proposition 5.35, X n'est pas circulaire. 
o 
Rappelons qu'un code X est préfixe si X n X A+ = cP. A11 trement di t, X est un code 
préfixe si aucun mot de X est un facteur gauche d'un autre mot de X. De façon similaire, 
un X est suffixe si X n A+ X = cP. Un code est b~fil;e s'il est préfixe et suffixe. 
Un code X est ma1:ima.l si pour tout mot w rf- X, X u {w} n'est pas un code. 
Proposition 5.36. Sad X ?ln code maximal. Les énoncés suiva.nts sont équ'lvalents. 
(i) X est bifi.re. 
(ii) Sx = dA *, pour un certain entier d. 
Dans ce cas, on a ((X) = (1 - zIAI)-d, où. lAI est la cardinalité de l'alphabet A. 
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La démonstration exige le résultat suivant. 
Théorême 5.37. (voir (Berstel et Perrin, 1984), Thm V. 3. 3) Soient X un code .fini 
maximal et A un automate non ambigu reconnaissant X*. On a les équivalences sui­
vantes. 
(i) X est un code b~fixe. 
(ii) Le sem:i-grou.pe <p(A+) est nil-simple. 
Démonstration. C'est une conséquence directe de la Proposition 5.20 et du Théorème 
5.37. D 
5.7 Exemples 
DMinition 5.38. Un morphisme de Bernoulli sur A* est un morphisme If : A* ---4 IR.+ 
satisfaisant 
L If(a) = 1. 
aEA 
Un morphisme If est positif si If(a) > 0, pour tout a E A. 
La distribution uniforme If est un morphisme de Bernoulli défini par If(a) = DrJ' où lAI 
est 1a cardinali té de A. 
Théorême 5.39. (Sch?itzenberger, voir (Berstel et Perrin, 1984) Thm 1.5.11) Soit X 
un code m'ince et If un morphisme positif de Bernoulli. N'importe quelles deux des trois 
conditions sU'ivantes impl-iquent la troisième. 
(i) X est v,n code.
 
(ù) If(X) =- 1.
 
(iii) X est complet. 
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Exemple 5.40. Soit X = {aa, ab, b}. Posons 1f(a) = 8 et 1f(b) = t = 1- 8. Puisque 
1f(X) 52 +8(1-8)+(1-8) 
1, 
il s'ensuit du Théorp.me 5.39 que X est un code complet. Du corollaire 5.30, Supp(Sx) = 
A*. Le sous-monoïde X· est reconnu par l'automate suivant: 
b 
a, b
 
Figure 5.5 Automate complet reconnaissant le sous-monoïde X* = {aa, ab, b}*.
 
Cet automate étant déterministe, on utilise le fait que le rang stable de west égal à 
la cardinali té des états finaux des chemins étiquetés wn , pour un entier n suffisamment 
grand. Ainsi, on trouve que rgst(a+) = 2 et rg8t(A*ba*) = 1. De la remarque 5.26, 
Supp(Sx) = SUPP(SA) = A*, par conséquent, Sx = 2a+ + A*ba*. 
Soit an le nombre total de X -factorisations des mots bi-infinis cowco, tels que Iwl = n. 
De Sx, on a an = 2n + 1 et 
COn } { co n n} {oo 2n n} {oo n} (x = exp {,; an: = exp ~ (2 + 1): = exp .~ ---f:- exp ?;: 
exp {ln C~ 2Z)} exp {ln (1 ~ z)} = (1 - 2Z~(1- z)' 
Exemple 5.41. Considérons le code X = {aa, ab, aab, abb, bb}. Une fois de plus, en 
posant 1f(a) = s et 1f(b) = t = 1 - 8, on trouve 1f(X) = 1. Il s'ensuit du Théorème 5.39 
que X est un code complet; et, du corollaire 5.30, SUPP(Sx) = A*. Le sous-monoïde 
X* est reconnu par l'automate suivant 
__ 
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a 
Figure 5.6 L'automate reconnaissant le sous-monoïde X* = {aa, ab, aab, aM, bb}* 
a et b induisent sur A les relations a = (1 2) et b = (1 2 3). Puisque a2 
2 13 3 13 1 
(1 2) _2 (1 2 3)et b sont des relations idempotentes, on a rgst(a+) 13 2 1 13 3 
rgst(b+) = 2. En écrivant les relations ab et ba sous une forme matricielle, on a 
101 1 000 o 
ab = 1 0 1 1 [1, 0, 1], ba = 0 1 0 1 [0, 1, 0]. 
000 o 010 1 
Par définition du rang d'une relation, un mot contenant a et b (ou ayant ab ou ba comme 
fadeur) aurait un rang stable d'au plus 1. Puisque X est un code complet, du Corollaire 
5.30, on a S'uPP(Sx) = A*. Donc, pour tout mot w tel que Iwlai- 0, Iwlb i- 0, son rang 
stable vaut 1. Par ronséquent, on obtient 
w. 
'UlEA* 
Iwla~O, Iwlb~O 
Soit an le nombre de X-factorisations des mots bi-infinis oowoo tels que Iwl = n. On 
obtient directement an = 2n + 2 et 
00 n 00 n 00 2n n 00 n 2 
(x exp ?; an : = exp ?; (2n + 2): = exp ?; ~ exp ?;:{ } { } { } { } 
1 
exp { ln (1 ~ 2Z) }exp { ln C~ z) r (1 - 2z)(1 ~ z)2' 
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5.8 Fonction zêta et systèmes dynamiques 
La fonction zêta d'un système dynamique a été introduite par Smale et elle permet 
de compter les orbites périodiques. Elle constitue un invariant par isomorphisme de 
systèmes dynamiques. La nltionalité cie la fonction zêta d'un système sofique a été établie 
par A. Manning (Manning, 197]) ainsi que par J. I3erstel et C. Reutenauer (Derstel et 
Reutenauer, 1990) où la démonstration est adaptée à la fonction zêta généralisée d'un 
langage cyclique. 
Soient A un alphabet fini et Al l'ensemble des mots bi-infinis. Un dù;alage est une 
application Œ: AZ --+ Al définie par 
Un système dynamique (S, Œ) est une partie S cie Al qui est fermée et invariante sous 
Œ, i.e. Œ(S) = S. 
Soient (S, Œ) et (T, T) deux systèmes dynamiques, un homomorphisme cP de systèmes 
dynamiques est une application continue cP : S --+ T qui commute avec les décalages; 
i.e·,cP°Œ=TocP· 
Mike Boyle (Boyle, 1989) associe à chaque homomorphisme de systèmes dynamiques une 
fonction zêta en plusieurs variables. On va vérifier que la fonction zêta de l'automate 
(équation (5.1)) est une spécialisation de celle de M. Boyle. 
Soit A un automate non ambigu. On lui associe deux systèmes dynamiques (S, Œ) et 
(T, T), où Set T sont les ensembles des chemins bi-infinis dans A et des étiquettes (mots 
bi-infinis) de ces chemins respectivement, et où Œ et T sont les décalages définis par la 
translation (an)nEZ = (an+dnEZ' Définissons cP : S --+ T par l'étiquetage d'un chemin 
bi-infini, on a cP 0 Œ = T 0 cP· 
Un morphisme cP de deux systèmes dynamiques est fini ("finite-to-one") (resp. borné 
("bounded-to-one")) si pour tout t E T, la cardinalité de cP-1(t) est finie (resp. bornée). 
Proposition 5.42. (voir (Béai et Perrin, 1997), Prop. 16) Soit A un automate transit~f. 
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On a les équivalences s7ûvantes. 
(i) A est non ambigu. 
(ii)	 Le morphisme qui envoie les chemins bi-infinis de A vers lev,rs ét7;quettes est 
.fini. 
Proposition 5.43. (voir (Béai et Perrin, 1997), Prop. 17) Sod f : S ----> Tune appli­
cation finie réalisée par un transducteur wr n états. Le nombre de pré-images de tout 
élément de T est borné par n 2 
Définition 5.44. Un mot bi-infini west périodique de p~riode k si k est le plus petit 
entier positif tel que (Jk(w) = w. 
Soi t t E T un mot p~riodique de période n, cP- 1(t) est fermé sous (Jn. Par défini tion 
de cP, chaque élément de cP- 1 (t) est périodique. En effet, cP commute avec les décalages, 
cP 0 (J = T 0 cP, donc cP 0 (Jn = Tn 0 cP. Or 
Donc le d~calage (Jn induit une permutation sur J'ensemble fini cP-1(t) et on d~note 
par À(t) le partage À1 , ... , Àk où les longueurs des cycles de cette permutation sont 
À1 , ... Àk , avec les multiplicit~s. 
Soit x), une variable, une pour chaque partage À. Par les deux dernières Propositions, 
puisque A est non ambigu alors, cP est un morphisme borné. Puisque cP- 1(t) est de 
cardinalit~ bornée, on a un nombre fini de partages. Fixons À et considérons tous les 
t E T de période n tels que À(t) = À. Dénotons par Nn(À) leurs cardinalités. Doyle 
d~fini t la fonction zêta partieIJe de À par 
et la fonction zêta de cP par 
Z</J = II (~\ 
), 
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où on utilise les développements usuels des séries de la forme (1 + al Z + a2 z + .. .JI. 
Tou.ioms par Boyle, les fonctions zêta de (5, (J) et (T, T) sont obtenues de ZI/> par 
(T(Z) II (,\(z), 
,\ 
(a(z) = II ((,\(z))IFix('\)1 . 
,\ 
Autrement dit, pom le système (T, T), on envoie chaque x,\ sur 1 et pour le système 
(5, (J), on envoie x,\ sm le nombre de parts de À égales à 1; i.e. Je nombre de points fixes 
de (Jn agissant sur q;-l(t). 
Montrons que la spécialisation x,\ IÀI = L:= Ài envoie ZI/> vers (A. En effet., on a que IÀIt--> 
est le nombre de point.s fixes de q;-l(t). Donc, L Nn(À) 1/\1 égale le nombre d'éléments 
,\ 
de T étant des étiquettes de période n dans T; L Nn(À) IÀI = an, où an est la somme 
,\ 
des rangs stables de tous les mots de longueur n. 
Ainsi Zq, se spécialise à 
Cette spécialisat.ion de ZI/> peut être définie directement. en termes de systèmes dyna­
miques via la formule 
eXP{L L 1q;-l(t)I~}' 
n2l Tn(t)=t 
Cette fonction est. N-rationneJle par la Proposition 5.8. 
Exemple 5.45. Heprenons l'automate de la section 5.2. Si t = ooboo , alors la plus petite 
période de test 1 et q;-l(t) a 2 éléments. Si n est impair, (Jn agit tri1.nsitivement Sllr 
q;-l (t) et si n est. pair, il y a deux orbites. EJles correspondent à À = 2 et. À = Il. Ainsi, 
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pour tout autre t, cP- I (t) a 0 ou 1 élément, on a donc: Nn (2) = 1 si n est impair, 0 
autrement; Nn (11) = 1 si n est pair, 0 sinon. Choisissons t tel que cP-I(t) a un élément. 
ooCe correspond au cas où t = oow , où west de la forme (5.2). Donc NI (1) est le nombre 
de tels mots et (1 est la fonction zêtC1 de L, l'ensemble de ces mots. 
La série caractéristique L de Lest égC1le à tr(A) -tr(A I ), avec les notations de la Section 
5.2. Par les méthodes de (Berstel et Reutenauer, 1990), on 
1 - z2
 
1 - z - z2'
 
Ainsi, la fonction zêta de Doyle est 
Zq, = 
::.u ::.u :>:.2­(1 - z - z2)x 1 (1 - z) (1 + z) (1 z)2 2 - 2 
:>:.2- ::.u(1 + z) 2 ~ 2 +x 1 
::.u " ':l.'(1 - z - z2)x 1 (1 - z) -.q+ 22 
En spécialisant. XA à IÀI, i.e. Xl 1, Xll et X2 f---l 2, cette fonction se spécialise àf---l 
l+z 
CHAPITRE VI
 
MATRICES GÉNÉRIQUES NON COMMUTATIVES
 
STOCHASTIQUES
 
Dans ce chapitre, on étudie les matrices génériques stochastiques; en particulier, on s'in­
téresse au vecteur propre à gauche associé à la valeur propre 1. Dans le cas commutatif, 
on montrera que ce vecteur propre de la matrice IvI est le vecteur ligne des mineurs 
principaux de la matrice M - In (Proposition 6.7). La démonstration est purement al­
gébrique. Dans le cas non-commutatif, on montrera que Jes éléments de ce vecteur sont 
les inverses des dérivations des codes reconnus par l'automate dont j\lf est la matrice de 
cet automate (Théorème 6.12). La démonstration des parties (iv) et (v) du Théorème 
6.12 est complètement différente que celle de (Lavallée et al., 2008). 
La démonstration du cas non-commutatif nécessite des résultats provenant de la théorie 
des corps libres, des matrices génériques stochastiques et des corps libres stochastiques. 
6.1 Corps libres 
Soit OC un corps. Si le groupe multiplicatif de OC est commutatif: OC est un corps com­
mutatif. Lorsqu'il n'y a pas de commutativité: OC est appelé r:orps ga1u;h.e ou anneau de 
division. L'anneau des séries rationnelles à variables non commutatives Qrat((A)) n'est 
pas un corps gauche. Cependant, il existe des corps gauches contenant Q(A); parmi 
ceux-ci: il yale corps libre, dénoté F. Le corps libre est un objet non commutatif dont 
l'analogue commu tatif est le corps des fractions de l'anneau des polynômes commuta­
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tifs. On retrouve plusieurs constructions du corps libre, citons celle d'Amitsur (Amitsur, 
1966), Bergman (Bergman, 1970), Malcolmson (Malcolmson, 1978), Cohn (Cohn, 1971) 
et (Cohn, 1995). 
Définition 6.1. Une matrice carrée d'ordre n est pleine si elle ne peut pas être écrite 
c:omme un produit de matrices n x n - 1 par n - 1 x n. Une matrice qui n'est pas pleine 
est dite non pleine. 
Les corps libres sont caractérisés par la propriété suivante due à Cohn : toute matrice M 
à coefficients dans IK(X) qui est pleine est inversible dans le corps libre (( Cohn, 1995) 1 
Théorème 4.5.8.). 
Définition 6.2. Une matrice carrée d'ordre n est creuse s'il existe une sous-matrice de 
ode dimension p x q telle que p + q 2:: n + 1. 
001 
Exemple 6.3. La matrice 0 0 1 est creuse puisqu'il y a un bloc de 0 de dimensions 
III 
2 x 2 et 4 > 3 
Le résultat suivant est évident. 
Proposition 6.4. Une matr'tee creuse est non pleine. 
V 1xn Vnx1Proposition 6.5. Soient À E , M E vnxn et "( E , où V est un corps 
gauche. On .,uppo." que M e.,i in,,'sible Alor.' [: ~] cst i..",sible si et "ulement 
si ÀM-1Î' i- O. 
Dr5.monstmtion. 
(<c) Supposons quec ~ ÀM-1,,' 0, a1o,,; J'inverse de [: ~] est 
M- l - NI-1"(C l ÀlvI-l M-l"(C 1]. 
[ c-1ÀM-1 _Cl 
91 
En effet, cette matrice est l'inverse à droite de M puisque 
M "(] [M- l - M-l"{c- l )"M- l M-l"{C- l ] 
[ ).. 0 c- l )"M- l -Cl 
M(M- I - M-l"{c- l )..j1;J-I) + "(Cl )"M-I NI (NJ-I"{c- l ) - "(C- I ] 
[ )"(M-I - M-I"{c- l )"NJ-I) )..j1;J-I"{C- 1 
I - "{Cl )"NJ- I + "{Cl )"M-l Ic-l -,C- I ] 
)"M- I _ ~C-I)..M-l ~c-l 
r 
[~ ~] 
Cette matrice est également l'inverse à gauche de M car 
I IM- I - M-I"{C~1 )"M- M-l"{C ] [M "(][ Cl )"NI- I _Cl).. 0 
(M- I - M- I, c- I )..j1;I- I )j1;I + lVI-l,c- l ).. (M-I - M- l "{C- I )..j1;I- I h] 
[ (cl)"M-I)M - Cl).. (cl)"M-Ih 
I - M-'~c-' À + M-l~C-l À M-'~ - M-'~c-' ~] 
Cl).. - c- l ).. cl)"M l"{ 
r '-v---/ =c 
NJ' "{,](0;) Supposoos que [: ~] soit iove"ible. Soit son inverse. Alors on a [ )..' ex 
o 
o 
1 
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Donc Moi +~" ~ [~ ~ 0 et À~' ~ 1. Il s'ensuit que 
1 
-M-1iexi 
-ÀM-1iex = 1 
On en déduit le résultat suivant. 
Corollaire 6.6. Soient À, M et i des matrices à coefficients dans IK(A) où M est pleine. 
Si [: ~] eM non pleine (en parlier,zier si [: ~] esl 'quivalenle par lransformation.\ 
~lémenta?:res de l'ignes et de colonnes à lLne matrice crelLse) alors ÀJvI- 1"( = °dans le 
r:orps WJre. 
6.2 Matrices génériques stochastiques 
Soit NI une matrice carrée ayant un vecteur propre à droite donné pour une certaine 
valr:mr propre donnée. On s'intéresse au vecteur propre à gauche de NI pour cette même 
valeur propre. Puisqu'on peut toujours se ramener il une matrice stocho.stiq·ue (i.e. la 
somme des éléments de chaque ligne vaut 1), on va se ramener au vecteur propre à 
droite (1, 1, ... , If associé à la valeur propre 1. En effet, supposons que la matrice 
n 
carrée M = (aijh::Oi,J::on soit stochastique; i.e. pour tout i = 1, ... , n, I: aij = 1. On a 
j=1 
M .1(1, ... , 1) '(t a'J" ton!) 
t (1, ... , 1) 
In t(l, ... , 1) 
{:::> (M - In) . t(1, ... , 1) t (0, ... , 0), 
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où In est la matrice identité d'ordre n. Dans le cas commutatif, on a le résultat suivant 
Proposition 6.7. Soient NI 1l7W matrice stochastique et N = NI - In = (bij h~i,j~n; 
n 
i. e. pour tout i = 1, ... , n, L bij = O. Le vecteur ligne des mineurs principau.'E Ni de 
j=1 
N est v.n vectellr propre ri. gauche de N associé à O. 
Démonstration. Par définition de N, det(N) = O. On va montrer que 
Vérifions cette équation avec la Fe colonne de N, on a 
b22 b23 b2n bll b12 b 1,n-1 
b32 b33 b3n b21 b22 b2,n-1
 
b11 + ... + bn1
 
bn2 bn3 bnn bn-1,1 bn-1,2 bn-1,n-1 
b22 b23 b2n 
- Z'j=2 b1j b12 b1,n-1 
b32 b33 b3n - ZJ=2 b2j b22 b2,n-1 
bu + ... + bn1 
bn2 Ùn3 bnn - Z'j=2 bn - 1,j bn -1,2 bn -1,n-1 
b22 b2.3 b2n b12 b12 b 1,n-1 
b32 b33 b3n b22 b22 b2,n-1
 
b11 + ... - bn1
 
bn2 bn3 bn-1,2 bn - 1,2 bn - 1,n-1 
~' ­ "'V" 
=0 
h,n-1 b1n b12 
b2,n-1 b2n b22 
bn1 -
bn - 1,n-1 bn - 1,2 bn - 1,n-1 bn-1, n bn-1,2 bn-1,n-1 
~ 
"'V" 
=0 
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b22 b23 ... b2n bln b12 Ul,n-l 
b32 b33 b3n b2n b22 b2, n-l 
bll bnl- ... ­
bn2 bn3 bnn bn-l,n bn - l ,2 bn-l,n-l 
b22 b3 b2n b12 Vl3 bln 
b32 b33 b3n bn U23 V2n 
bu - ... - (-lt- 2 Uni 
Un2 Un3 Unn Un -I,2 Vn -l,3 bn-l,n 
b22 b23 b2n U12 b13 bln 
V32 b33 b3n V22 U23 V2n bu - ... + (_l)n+l bnl 
Un2 Vn3 Vnn bn- l ,2 bn -l,3 bn-l,n 
det(N) 
O. 
Ce résultat est bien connu en probabilités puisqu'il permet de calculer la probabilité 
limite d'un procédé de Markov fini, en remplaçant la matrice stochastique !vI par 1'v1 - 1. 
On peut calculer ces probabilités en utilisant le Théorème des arbres de chaînes de 
Markov (Markov chain trees theorem), voir (Broder, 1989), (Anantharam et T<;ollcas, 
1989) ou (AldOlJil, 1990), où ce cakul est donné en termes d'arbres gé:mérateurs. 
On va énoncer une version non-commutative de ce résultat. Soit Iv! = (ai] h:Si,j:Sn une 
matTice génériqv.e non commutative; i.e. les a;j sont des variables non commutatives. 
On dénote :F le corps libre correspondant. On associe à !vI la matrice S : c'est la même 
matrice sauf qu'on suppose que les a'ij sont soumis aux Teiations stochastiqup.8 
n 
Vi = l, ... , n, L a'ij = 1. (6.1 ) 
j=l 
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Autrement dit, la somme de chaque ligne de S vaut 1; donc S est une matrice sto­
chastique. On appelle S une matrice générique non commutative stochastique. L'algèbre 
sur Q engendrée par ces coefficients est une algèbre associative libre, puisqu'isomorphe 
à l'algèbre Q(a;j, i #- j). En effet, on peut éliminer les a;; par les relations (6.1). On 
dénote cette algèbre Q(a;j/(6.1)), en référence aux relations (6.1). Ainsi, il y a un corps 
libre correspondant appelé corps libre stochastique dénoté S. 
6.3 Existence des éléments et identités dans le corps libre stochastique 
On veut vérifier que certaines expressions rationnelles ont un sens dans le corps libre 
stochastique libre S. Par exemple, soient a, b, cet d quatre variables non commutatives 
soumises aux relations stochastiques a + b = 1 et c + d = 1 et (1 + bd*)-1 = (1 + b(1 ­
d)-1 )-1 une expression rationnelle. On veut montrer que cette expression existe dans S. 
On va démontrer l'existenœ de certaines spécialisations des variables, compatibles avec 
les relations stochastiques de S de façon à ce que les expressions rationnelles spécialisées 
ont un sens dans S. Reprenons l'exemple précédent, posons b = 0, alors bd* se spécialise 
à 0 et 1 + bd* à 1. Ainsi, l'expression (1 + bd*)-1 est définie sous cette spécialisation. 
Définition 6.8. Un morphisme de Bernoulli est un morphisme 7f de Q-algèbres de 
l'algèbre associative libre Q(a;J) vers IR tel que 
n 
(i) pour tout i = 1, ... , n, L 7f(a;j) = 1; 
j=1 
(ii) 7f(a;j) > 0, pour tout i, j = 1, ... , n. 
Un tel morphisme induit naturellement un morphisme de Q-algèbres de Q(a;j/(6.1)) 
vers 1Ft 
Lemme 6.9. Il existe un sous-anneau Sn du corps libre stochastique S tel que 
(i) Sn contient Q(a;j/(6.1)) ,. 
(li) il el:iste un prolongement de 7f vers Sn (qu'on dénote 7f) " 
(iii) si f E Sn and 7f(f) #- 0, alors 1- 1 E Sn' 
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Démonstration, C'est une conséquence du fait que 5 est un corps libre, donc le corps 
universel des fractions Q(aij (6,1)), Ce qui implique qu'il existe une spécialisation 5 -> IR. 
prolongeant rr : Q(ajj/(6,1)) -> IR., et le lemme s'ensuit. Voir (Cohn, 1971) 7,2 et Cor. 
7,5,11. 
Corollaire 6.10. Soientrr un morphisme de Bernoulli et S = LW, où L est un langage 
wEL 
rationnel d'Il monoi,'de lilJr'e {aij}' td q7Le L rr(w) < 00, Alors, p071T toute e.rpression 
wEL 
rationnelle de S, œUe e:r:pression est d~fim:e dans le corps l'ibre stochasi'l:q71,e 5, 
Démonstration, On le démontre par récurrence sur la taille de l'expression rationnelle 
de S, Comme rr est un morphisme positif, pour chaque sous-expression et série corres­
pondante SI, rr(SI) converge et est> 0, On applique par récurrence le lemme et on voit 
que pour chaque sous-expression, que l'élément correspondant est dans 5 rr , 
Lemme 6.11. Soit S 7J,ne série rationnelle dans Q( (aij)) ayant une eTpression ration­
nelle définie dans 5, Alors elle est définie dans F De p17J,.9, si S = 0 dans F, alors S = 0 
dans 5. 
Démonstration. Il existe une spécialisation F -> 5, car F est le corps universel des 
fractions de Q(aij), voir (Cohn, 1971), Chapitre 7. Donc, il existe un sous-anneau H de 
F et un morphisme surjectif de Q-algèbres 5 : H -> 5 tel que: \j f EH, 5(H) i- 0 =? 
f- 1 EH, et tel que H contienne Q(aij), 
On prouve donc par induction sur la taille de l'expression rationnelle que S existe dans 
F et que 5(S) est un élément de 5 défini par l'expression rationnelle. Il s'ensuit que si 
S = 0 dans F, alors S = 0 dans 5. 
6.4 Chemins 
Soit NI = (aijh::;i,j::;11 une matrice générique non commutative, Soit A l'automate à n 
a· . 
états ayant les flèches i 'J> j , i, j = 1, . , . , n. La matrice NI est donc la matrice de 
l'automate A. 
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Soit Ci l'ensemble des étiquettes de tous les chemins i ----> i. Puisque que Ci est un langage 
reconnu par A, sa série caractéristique Ci est une série reconnaissable; du Théorème de 
Schützenberger, Ci est une série rationnelle. Il s'ensui t que cette série est un élément du 
corps libre F. 
Soit Pi la somme des chemins partant de i et ne repassant pas par i, alors Pi est l'ensemble 
des préfixes propres de Ci. Du même raisonnement que Ci: Pi est un élément de F. 
Soit W IH! mot, on définit Iii dérivation À de W par À(w) = Iwi w. Du Théorème 7.5.17 
de (Cohn, 2005), À se prolonge de façon unique dans le corps libre F, que nous noterons 
encore À. 
Cette fonction a les propriétés suivantes: 
À(PQ) À(P) Q + P À(Q), 
À (P*) P* À(P) P*, 
où Pet Q sont deux expressions rationnelles non commutatives. Démontrons la première 
propriété; soient u et v deux mots, on a 
À(uv)	 luvluv 
(lui + Ivl)uv 
= luluv +ulvlv 
= À(u) v + U /\(v). 
Démontrons la seconde propriété, on a 
00 
À (P*) =	 ~ À (pn )
 
n=O
 
00 
~ (À(P) p n - 1 + P À(P) p n - 2 + ...) 
n=O 
00 00 
~ ~ piÀ(P)pj 
i=O j=O 
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00 00L pi À(P) L pj 
i=O j=O 
P* À(P) P'. 
Soit A un automate ayant n sommets et soit M la matrice de A. Soient Cl, C2 , ... , Cn 
les n langages reconnus par A. Si A est non ambigu, les langages Ci sont des codes 
par la Proposition 5.21. Soient Àl = À(Cl ), À2 = À(C2 ), ... , À" = À(Cn ) les longueurs 
moyennes des codes Cl, C2, ... , Cn respectivement. 
Théorème 6.12. Soit IV! = (aijhS;i,jS;n (matrice générique non commutative) la ma­
trice de l'a71tomate A. Soient Ci et Pi les langages définis ci-ha71t. 
(i) Les Pi- 1 sont définis dans le corps libre stochastique S. 
(ii) Les Ci sont définis dans S et sont égaux à 1. 
(iii) À(Ci) p.st dp.fi:n.i dans S f'.t f'.st P.go.l à Pi. 
(iv) On a dans S 
(6.2) 
(v) On 0. dans S 
nL ~-l = 1. (6.3) 
i=l 
Exemple 6.13. Soit A l'automate 
b 
a d 
c 
La mat';ce de A est M ~ [: :1 Sa; t S = M avec 0. + b ~ 1 et c + d ~ 1. 0 n tm uve 
0.+ bd'c, C2 =d+ca'b, 
1 + bd', P2 = 1 + ca'. 
Vérifions la condition (ii), 
Cl = a + bd' c = (1 - b) + bd' (1 - d) = 1 - b + b = 1. 
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Dr. la même façon on trouve C2 = 1. 
Vérifions la condition (iii), 
À(Cd	 À(a) + À(bd* c) 
a + bd*c + bÀ(d*)c + bd*c = a + 2bd*c + bd*dd*c 
(1 - b) + 2bd* (1 - d) + bd* dd* (1 - d) 
1 - b + 2b + bd* d = 1 + b + bd* d = 1 + b( 1 + d+) = 1 + bd* = H. 
Dr. façon simib.irr.; on trollVp. À(C2) = P2 = 1 + ca*' Vérifions la condition (iv), pour CP. 
faire, on va montrer que le système suivant satisfait 
(p-I p'-I) M = (p-I P'- I )I , 2 l , 2 . 
De ce système, on a les 2 équations suivantes: 
Pl-l a + P2-
I (1 - d) p- I (6.4)I , 
P1-
1 (1 - a) + P2- 1 d = p.2 - 1 . (6.5) 
Vérifions l'équation (6.4), 
IPI- a + P2-
I (1 - d) p- I I 
{:;> P2-
I (1 - d) 
a* H (6.6) 
{:;> d* (1 + ca*) = a* (1 + bd')
 
{:;> d* + d* (1 - d) a* a* + a* (1 - a) d*
 
{:;> d* + a* a* + d*.
 
Ainsi, l'équation (6.4) est satisfaite. Vérifions maintenant l'équation (6.5), on a 
I I d p'- IPI- (1 - a) + P2- 2 
{:;> P - 1 (1 - a)1 
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Puisqu'on obtient encore l'équation (6.6), il s'ensuit que l'équation (6.5) est également 
satisfai te; ainsi, le système l'est aussi. 
Finalement, il reste à vérifier la condition (v). 
p-1 _, p,-l P1-
1 + P1-
1 (1 - a)d* par l'équation (6.6)1 ' 2 
p-1+ P-1bd*1 1 
Démonstration du Théorème 6.12. 
Soit M = (aijh~i,j~n la matrice de l'automate A. Soit aij l'étiquette de l'arête joignant 
i il j. Considérons le monoïde libre {aij}*. On peut identifier une somme infinie de 
chemins étiquetés avec leurs séries correspondantes dans Q( (aij)). 
Soit Pij l'ensemble des chemins de i vers j ne passant pa..s par i. On a Pi = L Pij . On 
observe que chaque chemin de i vers j peut être décomposé comme la concaténation 
d'un chemin de i vers i (un élément de Cn et d'un chemin de i vers j ne passant pas 
par i (élément de Pij ). 
Comme (iVI*)ij est la somme de tous les chemins de i vers j, on obtient l'identité dans 
Q((aij)) : (M*)ij = Ct Pij . 
On a Pii = 1. Les Pij , i =1 j n'ont pas de termes constants; d'où (P;j)h~i,j~n est 
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inversible dans Q((aij)). On a 
C*l o o Pu 
o 
lVJ* 
0 
0 0 C'n Pnl ... Pnn 
1 - CI 0 0 Pu PIn 
o (1 - NI) 
o 
o 0 1 - Cn Pnl ... .. . Pnn 
Cl -1 0 0 Pu ... .. . PIn 
0 
~ (M -1) 
0 
0 0 Cn -1 Pnl ... .. . Pnn 
~ (Cl - l, ... , Cn - 1) (Pij)l~i,j~n (NI - 1) 'Y, (67) 
où 'Y t(l, ... , 1). Cette dernière égalité est valide dans Q((aij)) ainsi que dans sa 
sous-algèbre des séries rationnelles puisque les Ci et les Pij sont des séries rationnelles. 
Donc, cette égalité est valide dans le corps libre F. 
Montrons que les Ci, ?ij et les À(Ci ) sont bien définis dans le corps libre stochastique S. 
Soit n un morphisme de Bernoulli. Soit 1 ::; i ::; n, considérons l'ensemble E des chemins 
ne passant pas pM i. Alors n(E) < (X) puisque la matrice N, obtenu de M en enlevant 
la i e ligne et la ·i e colonne satisfait n(N) < 1. Il s'ensuit que n(Ci ) et n(?ij) sont finis. 
Pour À(Ci ), il est facile de voir par induction sur la taille de l'expression rationnelle de 
C; que À(Ci ) est défini dans S puisque Ci l'est. On a aussi n(Pi ) > 0, donc ?i est non 
lnul dans S; d'où Pi- est un élément de S. Ceci démontre (i). 
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Appliquons la dérivation À de part et d'autre de l'équation (6.7), on a 
(À(C1 - 1), ... , À(Cn -1)) (À(Pijh~i,j~n) (j'vI - lh + (~jh~i,j~n À(M - 1h 
? (À(Cd, ... , À(Cn )) (À(Pijh~i,j~n) (M - 1) 'Y + (~jh~i,j~n j'vI 'Y 
(À(Pijh~i,j~n) (j'vi"( - 'Y) + (Pijh~i,j~n M'Y 
car M'Y = 'Y dans S 
Ce qui démontre (ii) et (iii). 
Démontrons maintenant (iv). Soient M = (aijh~i,j~n la matrice de l'automate A et. ~, 
le langage reconnu par A auquel on enlève toutes les ft~ches arrivant à l'état i. On a 
n 
Pi=LLij , i=l, ... ,n, 
j=1 
où 
SI % =], 
si i =1- j. 
Soit (Si) le système composé des n équations définissant Pi, Li1 , ... , Li,i-l, Li, -i+1, ... , Lin' 
Multiplions à gauche par ~-1 chacune des équations de Si , on obtient le système 
n 
1 = Pi-
1 + LPi-l Lij , i = 1, ... , n, 
j=l 
#i 
n 
Pi-
1Lij = Pi- 1 aij + L Pi- 1 Lik akj' 
k=1 
ki'i 
Posons Qij = Pi- 1 Lij , le syst~me (Td devient 
n 
1 = ~-1 + L Qij, i = 1, ... , n, 
j=! 
(Ti) : #i n 
1Qij = Pi- aij + L Qik akj' 
k~! 
ki'i 
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Réécrivons ce système sous la forme 
n 
1 = Pi-
l + L Qij, i = 1, ... , n, 
j=l 
#i 
n 
l0= Pi- aij + Qij (ajj - 1) + L Qik akj' 
k=l 
k#i, k#j 
On veut démontrer que 
n 
'" p-l _ p- l ~ kakI = 1 . 
k=l 
Posons 
n 
l lR = L Pk- akl - Pl- . (6.8) 
k=l 
On va montrer que R = O. Tout d'abord, on réécrit la dernière équation comme 
n 
R - p - l (1 - an) - L Pk- l akl = O. (6.9)t 
k=2 
Considérons le système des n 2 + 1 équations constitué de l'équation (6.9) et des n sys­
tèmes (Ul ), ... J (Un)' On représente ce système sous la forme matricielle suivante 
1 o o o o 
1 - an 1 
o o o 
0 
1 
-a2l 1 
E o o o o 
0 
1 
1 
o o o 
o 
1 
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amI am 2 am,m-l am,m+l 
an - 1 al2 al,m-l al,m+1 
a2I an - 1 a2,m-1 a2,m+1 
Am 
am-l,l a m -l,2 am-I,m-l - 1 am-l,m+l am-I,n 
am+l,l a m +I,2 am+l,m-1 a m +l,m+I- 1 am+l,n 
- 1 
où m = 1, ... , n et À. (0, ... ,0,1, ... ,1). E est une matrice carrée d'ordre n 2 + l. 
an,m-l ann 
'- -v- -' 
n jois 
On a R = À. E- 1 "f, "f = t(1, 2, '..;' ~ et F = [~ ~]. Cette dernière matrice est de 
n 2 jois 
dimension n 2 + 2. Par ailleurs, E est congrue modulo les relations stochastiques à 
1 o o o o 
1 
o o o 
o 
1 
1 
E o o o o 
o 
1 
1 
o o o 
o 
1 
105 
amI a m 2 am,m-l am,m+l 
n 
- Lalk al2 al,m-l al,m+l 
k=l
 
k,él
 
n 
a21 
- L a 2k a2,m-1 a2,m+1 
k=l 
k,é2 
Bm = 
n 
am-l,l a m -I,2 L am-l,k am-l,m+l am-l,n 
k=l 
k-iém-l 
n 
am+l,l a m +I,2 am+l,m-l L am+l,k am+l,n 
k=l 
k,ém+ 1 
n 
an,l an ,2 an,m-l an, m+l 
Afin de montrer que R = 0, on va montrer que la matrice F est creuse. On va effectuer 
des transformations élémentaires de lignes et de colonnes sur F de telle façon à ce qu'elle 
contienne une sous-matrice de 0 de dimensions s x t telles que s + t 2: n2 + 3. 
1 o o o o 1 
aI2+···+ a ln 1 
o 
o o 
1 
o o 
1 
F o 
o o o 
1 
o o 
1 
o 
o o o 
1 
o 
o o o o 1 1 1 
Étape 1. On élimine la première ligne et la dernière colonne de F, on obtient ainsi la 
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matrice carrée FI d'ordre n2 + 1 (s + t 2:: n2 + 2). 
a12 + ... + aln 
BI 0 
1 
1 
0 
1 
0 
1
=-a2l 1 
0 B2 0 0 0 
FI 
= 
1 
-anl 1 
0 0 Bn 0 
0 
1 
0 0 0 0 1 ... 1 
Étape 2. On veut obtenir un bloc n x n de 0 dans le coin supérieur droit. Pour ce faire, 
on va procéder comme suit. Considérons la je ligne de FI (correspondant à la f ligne de 
Bd. Par la construction de BI, le premier indice des éléments de la je ligne de ce bloc 
est j. Par la suite, on considère la ligne passant par le bloc B2 dont le premier indice 
des éléments de cette ligne B2 soit j. Une telle ligne existe par construction de B2. On 
répète l'opération pour chaque ligne des blocs B3 , ... , Bn . On additionne chacune de 
ces lignes à la f ligne de FI, Il s'ensuit que les n derniers éléments des je premières 
lignes sont tous des 1. Il reste à soustraire chacune des j premières lignes de FI par la 
dernière ligne de FI, On obtient la matrice 
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a12 + ... + aln 0 
0El C 2 C n 
0
=-a21 1 
0 E 2 0 0 0 
F2 1
= 
-anl 0 1 
0 0 En 0 
0 
0 1 
0 0 0 0 1 ... 1 
où 
n 
- L alk a12 al,m-l al,m+l 
k=1 
kil 
n 
a21 - L a2k a2,m-l a2, m+l 
k=1Cm k;i2 
n 
an, ,m-l an,m+l - L ank 
k=l 
k;in 
m = 2, ... , n. On réduit F2 en supprimant la dernière ligne et la ne colonne à partir de 
2la droite. On obtient ainsi la matrice carrée F3 d'ordre n , (s + t :::: n + 1). 
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Ql2 + ... + QIn 
0BI C2 Cn 
=-Q21 1 
0 B 2 0 0 F3 
1
= 
Étape 3. Considérons les lignes Li de Fa, où i > n et i 'i:- 0 mod n. On veut que les 
(n - 1) derniers éléments de ces lignes soient tous O. Soit i = kn + m, où 0 ~ m ~ n - l, 
on va faire Li - L(k+l)n = Lkn+m - L(k+l)n, on obtient la matrice 
a12 + ... + al n o o 
o o
= 
o o o 
1 o 
o 
o 
o 1 
où pOlir tout m. = 2, ... , n, 
En supprimant les (n - 1) lignes Li où i > net ni i et. les (n - 1) dernières colonnes de 
2 2F4 on obt.ient. mat.rice carrée F5 d'ordre n - n + l, (s + t 2. n - n + 2). 
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a12 + ... + aln 
El C2 Cn 
=-a2l Fs DI0 020 
DI 
n 
où D'm est la matrice obtenue de Dm en enlevant la dernière ligne. 
Étape 4. Dénotons par C;, la première colonne de la matrice Cm et dm, la colonne de Fs 
qui est le prolongement de C;'. On veut que C;, devienne un vecteur nul, m = 2, ... , n. 
Pour ce faire, on fai t dJ + C2 + C3 + ... + Cn , où C.i est la i e colonne de F3 . 
Finalement on vent que les n premiers éléments de la première colonne de Fs soient 
tous 0; il suffit de faire Cl - C2 - ... - Cn. On obtient la matrice F6 d'ordre n 2 - n + 1 
2(8 + t 2: n - n + 2) suivante 
0 q 0 CI n 
o DI 2 0 
-anl 
DI 
n 
où C'm est la matrice obtenue de Cm en enlevant la première colonne. 
Étape 5. On veut que toute matrice C'm contienne uniquement des O. À toute colonne 
non nulle q de C'm, dénotée (C'm)q correspond la colonne dq = !((C'm)q, *, ... , *) de 
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F6 · Par construction de Cm (donc de C:n), il existe une colonne bq de F6 te]]e que 
bq = L((c.;,,)q, 0, ... ,0). Ainsi pour tout q, on fait dq - bq- On obtient la matrice F7 
2 2d'ordre n - n + 1 (8 + t ~ n - n + 2). 
o o 
DIo 2 o 
DI 
n 
Étape 6. Permutons la première et la ne colonne de F7 , on obtient la matrice Fs d'ordre 
n2 - n + 1 (8 + t ~ n2 - n + 2). 
Bn BI 01 1 
-a21 
Fs 0 0 o 
0 
1 ~ 
DI 
n88sJCJ 
où B~ est le bloc obtenu de BI en enlevant la première colonne. On trouve une sous­
matrice de 0 située dans le coin supérieur droit de dimensions n x (n - 1)2 + 1 telles 
que 
2 2n + (n - 1)2 + 1 = n - n + 2 ~ n - n + 1 = dim(Fs). 
lIl s'ensuit que F est une matrice creuse. Du Corollaire 6.6, R = ÀE-lÎ' = Z~=l Pk- akl­
Pl- = O. Ce qui démontre l'équation (6.2), d'où (iv). l 
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Démontrons (v). Posons 
n 
RI = 1 - L Pk-l, 
k=l 
on va montrer 
n 
1RI + L P - = 1.k 
k=l 
On remplace la première colonne de la matrice E par le vecteur 
1(1, 1,0, ... ,0, 1,0, ... , 0, ... , 1,0, ... ,0) 
et le premier élément de À par 1. Dénotons El et X ces deux matrices. Considérons la 
matrice pl = [El '"'1-, on refait les étapes 1 Il 6 Il l'exception de la dernière de l'étape 
X 0 
4, concernant la 1re colonne. On montre de la même façon que la matrice pl est creuse. 
Par conséquent, du Corollaire 6.7, RI = O. Ce qui démontre l'équation (6.3). 
o 
L'exemple suivant illustre la démonstration de l'élément (iv) du Théorème 6.12 pour 
une matrice générique stochastique d'ordre 3. 
Exemple 6.14. Soit M = une matrice générique non commutativer::: ::: :::1 
a3l an a33 
dont les variables sont soumises aux relations stochastiques ail +ai2 +ai3 = l, i = l, 2, 3. 
On lui associe l'automate 
a33
 
Figure 6.1 L'automate associé à M.
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Pl est Je langage reconnu par l'automate 
a33 
Figure 6.2 L'automate reconnaissant le langage Pl' 
Soit L ij l'ensemble des mots allant de i vers j, on a PI = Lll + LI2 + L 13, où 
Lll l, 
On a Ir. système 
Pl =1+L12+ L l3, 
(SI): L I2 = a12 + L12 a22 + L l3 a32, 
En multipliant à gauche chaque équation de SI par PI-l, on obtient le système 
l1 = P l- + P I-
l L I2 + P l-
l L l3 , 
(Td: P I- I L12 = P l- I a12 + P I- l L 12 an + P l- l L 13 a32, 
P-lL p-I P-IL P-lL1 13 = 1 a13+ 1 l2 a 2.3+ 1 1.3 a 33· 
Posons Qij = p\-I L ij , le système devient 
1 = P1-
1 + Q12 + Q13, 
1TI: Q12 = P1- a12 +Q12 a22 + Q13 a32, 
I Q13 = P l- al3 + QI2 an + Ql3 a33· 
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On réécrit ce système sous la forme 
1 = Pl-
1 + Q12 + Q13, 
(U l ): 0 = P l- l a12 + Q12 (an -1) + Ql3 a32, 
o = P l-
l 
a13 + Q12 a23 + Q13 (a33 - 1). 
En permutant les indices des équations de Ul on obtient les systèmes 
1 = P2-
l + Q2l + Q23, 
(U2) 0 = P 2-
l 
a2l + Q2l (aH -1) + Q23a3l, 
o = P 2-
l 
a23 + Q2l al3 + Q23 (a33 - 1), 
1 = P 3-
l + Q3l + Q32, 
o = P 3-
1
a3l + Q31 (an - 1) + Q32 a2l, 
o = P3-
1 
a32 + Q3l a12 + Q32 (a22 - 1). 
1 lPour montrer que (Pl-l, P 2- , P 3- I )lvl = (Pl-l, P 2- , P3- l ), il suffit de montrer que 
1Pl-lan + P2-la21 + P3-la3l = P l- Posons 
P -l + D-l p-l p- lR = 1 an '2 a21 + 3 a3l - l ' 
alors 
Réécrivons le système constitué de la dernière équation et des systèmes (Ud, (U2) et 
(U3) sous la forme matricielle. On a 
où 
.À = (0, 0, 0, 0, 0, 0, 0, 1, 1, 1), 
et 
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1 0 0 0 0 0 0 0 0 0 
1 - aIl a12 a13 0 0 0 0 1 0 0 
0 a22 - 1 a23 0 0 0 0 1 0 0 
0 a32 a33 - 1 0 0 0 0 1 0 0 
-a21 0 0 a21 a23 0 0 0 1 0E= 
0 0 0 aIl - 1 al3 0 0 0 1 0 
0 0 0 a31 a33 - 1 0 0 0 1 0 
-a31 0 0 0 0 a31 a32 0 0 1 
0 0 0 0 0 an - 1 a12 0 0 1 
0 0 0 0 0 a21 a22 - 1 0 0 1 
On a R = >"E-Ly, où "Y = t(1, 0,0, 0, 0, 0, 0, 0, 0, 0) et que E est congrue (modulo les 
relations stochastiques) à 
0 0 0 0 0 0 0 0 0 
a12	 + a13 al2 a13 0 0 0 0 l 0 0 
0 -all - alJ a23 0 0 0 0 l 0 0 
0 an -a31 - a32 0 0 0 0 l 0 0 
-a21 0 0 a21 a23 0 0 0 l 0 
0 0 0 -a12 - a13 al3 0 0 0 0 
0 0 0 a3! -a31 - a32 0 0 0 l 0 
-a31 0 0 0 0 a31 a32 0 0 
0 0 0 0 0 -a12 - a13 a12 0 0 l 
0 0 0 0 0 a21 -a21 - Œ23 0 0 
So;t F~ [E ~] , 00 va mootre' que Fest creuse. 
/\ 
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o o o 0 0 o 000 
alZ 000 000 0 
-aZI - an 000 000 0 
an 000 000 0 
-aZl o o aZI aZ3 0 o 000 
F= o o o -alZ - al3 al3 0 o 000 
o o o a3l -a31 - an 0 o 000 
o o o 0 a3l an 0 0 0 
o o o o 0 -aiZ - al3 al2 0 0 0 
o o o o 0 aZI -a2l - a23 0 0 0 
o o o 000 o 0 
alZ + al3 alZ al3 0 o 0 000 
o -aZI - aZ3 aZ3 0 o 0 o 0 0 
o a32 -a3l - an 0 o 0 o 0 0 
-a21 0 0 a21 aZ3 0 000 
o 0 0 -aIZ-aI3 al3 0 000 
o 0 0 a31 -a31 - an 0 000 
-a3l 0 0 0 o a31 an 0 0 
o 0 0 0 o -a12 - al3 al2 0 0 
o 0 0 0 o a21 -a21 - a2J 0 0 
o 0 0 0 o 0 o 
a12 + al3 al2 al3 -a12 - al3 al3 -alZ - al3 alZ 0 0 0 
o -a21 - an a23 a2l a23 aZI -aZI - aZ3 0 0 0 
o an -a31 - an a31 -a3l - an a31 a3Z 0 0 0 
-a21 0 o aZI a23 o 000 
o 0 o -a12 - al3 al3 o 000 
o 0 o a31 -a31 - an o 000 
-a31 0 o o o a.JI a3Z 0 0 
o 0 o o o -aiZ - an alZ 0 0 
o 0 o o o aZl -aZ! - aZ3 0 0 
o 0 o o o o o 
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al2 + a13 alZ al3 -alZ - a13 al3 -alZ - al3 alZ 0 0 
0 -aZI - aZ3 a23 aZI aZ3 aZI -aZI - aZ3 0 0 
0 a32 -a31 - a32 a3l -a3l - a3Z a31 a3Z 0 0 
-a2l 0 0 aZl a23 0 0 0 
F3 = 0 0 0 -alZ ­ al3 al3 0 0 0 
0 0 0 a31 -a31 - an 0 0 0 
-a31 0 0 0 0 a31 an 0 
0 0 0 0 0 -a12 - al3 al2 0 
0 0 0 0 0 a21 -aZl - a23 0 
alZ + al3 alZ al3 -alZ ­ al3 al3 -alZ ­ al3 alZ 0 0 
0 -aZI - a23 a23 a21 an a21 -a21 - a23 0 0 
0 a3Z -a31 - a3Z a31 -a31 - a32 a3l a32 0 0 
-a21 0 0 a21 - a31 aZ3 + a3l + a32 0 0 0 0 
F4 0 0 0 -a12 - a13 - a31 a13 + a31 + a3Z 0 0 0 0 
0 0 0 a31 -a31 - a32 0 0 0 
-a31 0 0 0 0 a31 - a21 an + a21 + an 0 0 
0 0 0 0 0 -a12 - al3 - a21 al2 + a21 + an 0 0 
0 0 0 0 0 a21 -a21 - a23 0 
a12 + a13 a12 a13 -alZ - al3 al3 -alZ ­ al3 al2 
0 -a2l - aZ3 a23 aZ1 a23 a21 -a21 - a23 
0 a32 -a31 - a3Z a3l -a31 - a32 a31 a32 
Fs -a21 0 0 a2! - a:jl a2J + aJl + an 0 0 
0 0 0 -alZ - a13 - a31 a13 + a3l + a32 0 0 
-a31 0 0 0 0 a31 - a21 a3Z + a21 + an 
0 0 0 0 0 -a12 - aL) - a21 alZ + a21 + an 
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0 0,12 0,13 0 0,13 0 0,12 
0 -0,21 - 0,23 0,23 0 0,23 0 -0,21 - 0,23 
0 0,32 -a3! - 0,32 0 -0,31 - 0,32 0 0,32 
P6 -0,21 0 0 0,21 - a3! 0,23 + 0,31 + 0,32 0 0 
0 0 0 -0,12 - 0,13 - 0,31 0,13 + 0,31 + 0,32 0 0 
-0,31 0 0 0 0 0,31 - 0,21 0,32 + 0,21 + 0,23 
0 0 0 0 0 -0,12 - 0,13 - a2! 0,12 + 0,21 + 0,23 
0 0,12 0,13 0 0 0 0 
0 -0,21 - 0,23 0,23 0 0 0 0 
0 aj2 -0,31 - aj2 0 0 0 0 
P7 = -0,21 0 0 0,21 - 0,31 0,23 + 0,31 + 0,32 0 0 
0 0 0 -0,12 - 0,13 - 0,31 0,13 + 0,31 + 0,32 0 0 
-0,31 0 0 0 0 0,31 - 0,21 0,32 + 0,21 + 0,23 
0 0 0 0 0 -0,12 - 0,13 - a2! 0,12 + 0,21 + 0,23 
al3 0,12 0 0 0 0 0 
0,23 -0,21 - 0,23 0 0 0 0 0 
-0,31 - 0,32 0,32 0 0 0 0 0 
P8 =	 0 0 -0,21 0,21 - 0,31 0,23 + 0,31 + 0,32 0 0 
0 0 0 -0,12 - 0,13 - 0,31 0,13 + 0,31 + 0,32 0 0 
0 0 -0,31 0 0 0,31 - 0,21 0,32 + 0,21 + 0,,23 
0 0 0 0 0 -0,12 - 0,13 - a2! 0,12 + 0,21 + 0,23 
On a un bloc de 7,~ros de dimensions 3 x 5 et 8 > 7, Il s'ensuit	 que Fest lIne matrice 
lcreuse, Du Corollaire 6,6, R = Pl-lall + P2-la21 + P3-la3l - P l- = 0, 
CONCLUSION 
Dans ce travail, nous avons étudié dans un premier temps différentes classes de séries 
rationnelles à coefficients non négatifs. 
La première classe des séries rationnelles est l'ensemble des séries de la forme (det(l ­
xivI) )-1, où M est une série à coefficients entiers non négatifs. Ce sont les séries gé­
nératrices des monoïdes partiellement commutatifs libres. Il s'ensuit que ces séries sont 
N-rationnelles. On a montré que l'ensemble de ces séries coïncide avec l'ensemble des 
polynômes de cliques de graphes pondérés (Thm 2.4). L'inclusion d'un sens était déjà 
connu; en effet, il suffit d'utiliser la théorie des monoïdes partiellement commutatifs 
libres où il est démontré que det(l - xM) est égal au polynôme de cliques pondéré du 
graphe des circuits. Cette transformation n'étant pas surjective, on ne pouvait pas inver­
ser le processus. La preuve de l'inclusion inverse était entièrement basée sur un résultat 
de (Kim, Ormes et Roush, 2000), établissant les conditions nécessaires et suffisantes 
afin qu'un ensemble de nombres complexes soit le spectre d'une matrice à coefficients 
entiers non négal;ifs. Ce résulcat avait été conjecturé par Boyle et I-Iandelman ((Boyle et 
Handelman, 1991)). 
La seconde classe son t les séries de la forme (det(l- xM)) -1, Où M est une série à coeffi­
cients réel non négatifs. On a montré que l'ensemble de ces séries coïncide avec l'ensemble 
des l'ensemble des polynômes de cliques généralisés (Thm 3.3). Par construction, ces sé­
ries sont !R+-rationnelles. Le polynôme de clique généralisé est une généralisation du 
polynôme de cliques étant donné que l'on pondère chaque sommet du graphe par un 
monôme de la forme Ct x d , où Ct est un réel positif et d, un entier non négatif. La dé­
monstration de ce théorème est exactement la même que celle du Théorème 2.4 à la 
différence qu'on utilise le théorème de Boyle et Handelman (Boyle et Handelman, 1991) 
au lieu de Kim, Ormes et Roush pour démontrer l'inclusion inverse. Ceux-ci ont toutefois 
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établi les conditions nécessaires et suffisantes afin qu'un ensemble de nombres complexes 
soit le spectre d'une matrice à coefficients réels non négatifs. 
Les troisième et quatrième classes des séries rationnelles étudiées sont les ensembles 
des séries de la forme (1 - ax + bxk)-l, où a E N, b E Z, k ~ 2 et de la forme 
(1 - ax + bx2 + cx3 )-1, où a E N et b, c E Z. On a caractérisé ces deux ensembles de 
séries en établissant les condi tions nécessaires et suffisan tes nous permettant de décider 
de la N-rationalité. 
La cinquième classe des séries rationnelles est l'ensemble des fonctions zêta associées 
e
:x: {, f:~~e}s, :: :e:;ts~~t n~m::e a::o::::n:nb:;::~:' S;a::n:i:::t'~: ~:::::
 
n=l 
est n. On montre qu'une telle série est N-rationnelle (Prop. 5.8). Par la suite on définit 
plusieurs propriétés de cette série concernant l'apériodicité et la divergence. Étant donné 
que le langage reconnu par un automate non ambigu est un code (Thm 5.24), on a défini 
la fonction zêta d'un code. On a montré que cette série est N-rationnelle (Cor 5.29). On 
a démontré plusieurs propriétés de cette série lorsque X est un code complet, un code 
pur, un code circulaire ou un code bifixe. Finalement, on a montré que ((A) est une 
spécialisation de la fonction zêta Zq, d'un morphisme de systèmes dynamiques définie 
dans (Boyle, 1989). 
La seconde partie portait sur les matrices stochastiques : la somme des éléments de 
chaque ligne vaut 1. Il est connu dans la littérature que toute matrice stochastique a 1 
comme valeur propre dont le vecteur propre à droite associé à 1 est t(1, ... ,1). On s'est 
s'intéressé au vecteur propre à gauche associé à 1. Soit M une telle matrice. Dans le cas 
commutatif, on a montré que ce vecteur est composé des mineurs principaux de l'II - In 
(Prop 6.7). La preuve est purement algébrique. 
Dans le cas non commutatif, on a montré que les éléments du vecteur propre à gauche 
sont les inverses des dérivations des codes reconnus par l'automate dont M est la matrice 
de cet automate. On dit que l'II est une matrice générique non commutative stochastique; 
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i.e. ses éléments sont des variables non commutatives telles que la somme de chaque ligne 
vaut 1. La démonstration nécessite des résultats provenant de la théorie des corps libres 
(au sens de Cohn). En effet, on a plongé chaque expression rationnelle dans un corps 
libre, on a prouvé que cette évaluation est bien définie dans ce corps libre. Soit f..l ce 
vecteur propre à gauche, l'équation f..lN! = f..l est vue comme un système d'équations où 
chacune d'entre elles a une représentation linéaire ÀE-1"{, où E est une certaine matrice 
générique non commutative stochastique et À et "{ sont des vecteurs ligne et colonne 
cespeetivement, On a dèmontc'é que la mateiee F ~ [: ~] est une mateice ceeuse, elle 
est donc non pleine. Ce qui implique qu'elle n'est pas inversible dans le corps libre. Il 
s'ensuit que f..lM - f..l = 0 dans le corps libre. 
ANNEXE A 
NOTATIONS 
1 : mot vide ou matrice identité, 
a : lettre, 
[a] : classe d'équivalence de a dans le mo­
noïde A* / """c, 
A : alphabet fini,
 
A* : ensemble des mots finis,
 
A = (Q, l, T) : automate,
 
lAI = L (lAI, w) w, où (lAI, w) est le
 
wEA' 
nombre de chemins i t étiquetés w, i E 1----l 
et t E T,
 
an : nombre de mots de L de longueur n,
 
A* / """c : mono'ide libre: partiellement com­
mutatif gradué,
 
b : lettre, 
B : sous-ensemble commutatif de A* / """c, 
c: circuit,
 
Ici: longllell1' du circuit c,
 
C: graphe simple non orienté, 
C : graphe complémentaire de C, 
<C : ensemble des nombres complexes, 
D : graphe orienté,
 
Dl : sous-graphe de D,
 
V : corps gauche,
 
ds : degré du sommet s,
 
deg : degré d'un ensemble,
 
disc(p(x)): discriminant de p(x),
 
lEI: cardinalité de l'ensemble E,
 
ei : i e fonction symétrique élémentaire,
 
F : corps libre, 
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F(x) = I:00 fn xn : série, 
n=l 
Fix(w) : ensemble des points fixes par w,
 
oc : demi-anneau,
 
OC[x] : ensemble des polynômes en la va­
riable x à coefficients dans OC, 
OC[[x]] : ensemble des séries en la variable x 
à coefficients dans OC, 
OC(A) : ensemble des polynômes non com­
mutatifs en les variables de A à coefficients 
dans OC,
 
OC( (A)) : ensemble des séries non cornmu­
tatives en les variables de A à coefficients
 
dans OC,
 
À : valeur propre,
 
À(W) = Iwlw : dérivation de w,
 
L: langage, 
L : série caractéristique du langage L, 
li : élément de Lyndon,
 
Li : i e ligne d'une matrice,
 
m: mot,
 
Iml : longueur d'un mot
 
1\1 : matrice,
 
jJ : fonction de M6bius, 
N : matrice, 
P : état, 
Pc : polynôme de cliques du graphe pon­

déré C,
 
PGc(x) polynôme de cliques généralisé
 
de C,
 
c/J(n) : fonction d'Euler,
 
<pn(x): ne polynôme cyclotomique, 
Pn : ne fonction symétrique somme de puis­
sances, 
</J : spécialisation a f---+ C\:.s x da , 
q : état, 
Q : ensemble des états d'un automate, 
Q : ensemble des nombres rationnels,
 
IR : ensemble des nombres réels,
 
IR+ : ensemble des nombres réels positifs,
 
rgst(w) : rang stable de w,
 
p : module maximum des racines, 
S : sommet, 
S : corps libre stochastique, 
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S(p, q) : matrice de Sylvester de pet q, 
wEA* 
le nombre de chemins bi-infinis étiquetés 
OOW OO dans A, 
Supp(S) : support de la série S,
 
Sx = L (Sx, w) W : (Sx, w) est le
 
wEA* 
oonombre de X -factorisations de oow , 
TA = L rgst(w) w, 
wEA* 
tr = lFix(w) l, 
tr(A) = L tT(W) W, 
wEA* 
trn(À 1, ... , I\d = L
k 
I\f, 
i=l 
k 
tTn(À1, ... , I\k) = Lf.1 (~) tTn, 
dln 
u: mot, 
v: mot, 
<PA (W )p, q : nombre de chemins de p vers q 
dans A étiquetés w, 
w: mot, 
OOW OO : mot bi-infini ... ww.www ... , où le 
point désigne la position du 0, 
x : élément de X, 
X : code, 
X' : sous-monoïde libre de A* engendré par
 
X,
 
X+ = X* \ {l},
 
((A) : fonction zêta de l'automate A,
 
Z(S) : fonction zêta généralisée de la série
 
non commutative S. 
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alphabet, 6 conjugués 
anneau mots, 78 
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à pétales, 77 gauche, 89 
apériodique, 71 libre, 89 
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C corps de nombres algébriques, 53 
chemin D 
bi-infini, 64 dénominateur de Soittola, 49 
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circuit, 17 degré 
clôture rationnelle, 9 d'une clique, 15 
clique, 15 d'une pyramide, 38 
code sous-ensemble commutatif, 31 
bifixe, 82 demi-anneau, 7 
circulaire, 80 discriminant, 43 
complet, 79 distribution 
maximal, 81 uniforme, 82 
pur, 79 E 
concaténation, 6 état 
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128 
129
 
terminal ou final, 63
 
étiquette
 
d'un chemin bi-infini, 64
 
du chemin: 63
 
étoile
 
d'un langage, 6
 
d'une série, 8
 
entier algébrique, 53
 
Euler
 
fonction d', 54
 
F 
facteur, 79
 
fermeture
 
cyclique, 78
 
fonction
 
symétrique élémentaire, 35
 
symétrique somme de puissances, 35
 
zéta d'un code, 79
 
zêta d'un automate, 67
 
zêta généralisée, 70
 
forme normale de Cartier-Foata: 24
 
G
 
graphe
 
complet: 15
 
connexe, 24
 
de Cartier-Foata, 24
 
des circui ts, 18
 
cles non commutations, 24
 
fortement connexe, 24
 
irréductible, 27
 
H 
1
 
L 
M 
primitif, 27
 
simple, 14
 
homomorphisme de systèmes dynamiques,
 
85
 
indice d'imprimitivité, 28
 
langage, 6
 
cyclique, 68
 
fini, 6
 
rationnel, 7
 
lettre, 6
 
liée, 23
 
longueur d'un mot, 6
 
matrice
 
creuse, 90
 
d'un automate, 96
 
de permutations, 27
 
de Sylvester, 43
 
entière non négative polynomiale, 26
 
générique non commutative, 94
 
générique non commutative stochas­
tique, 95
 
irréductible, 27
 
non pleine, 90
 
pleine, 90
 
primitive, 27
 
réductible: 27
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réelle non négative polynomiale, 35 
stoc:hastique, 92 
monoïde 
apériodique, 71 
de relations non ambiguës, 65 
libre, 6 
nil-simple, 75 
partiellement commutatif libre, 17, 
18 R 
morphisme 
borné,85 
de Bernoulli, 82, 95 
fini, 85 
mot, 6 
bi-infini, 64 
circ:ulaire, 68 
multiplicité 
de Ja valeur propre, 11 
o 
opération rationnelle non ambiguë, 7 
p 
périodique 
mot, 86 
partie commutative, 18 s 
Perron-Frobenius., 23 
point fixe, 65 
polynôme 
caractéristique, 16, 32 
de cliques, 15 
de cliques de graphes pondérés, 15 
de cliques généralisé, 31 
de dépendance, 15 
exponentiel, 10 
minimal, 10 
réciproque, 11, 16,32, 43, 53 
unitaire, 46 
procédé de linéarisation, 26, 35 
pyramide à gauche, 37 
racine dominante, 12 
rang 
d'un mot, 64 
minimal, 75 
stable, 64 
rayon spectral, 28 
relation 
idempotente, 65 
non ambiguë, 65 
nulle, 73 
stochastique, 94 
relation de récurrence linéaire, 10 
représentation 
linéaire, 9 
série 
N-rationnelle, 11,42, 67, 79 
caractéristique, 8 
formelle, 7 
génératrice, 16 
propre, 8 
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quasi-régulière, 8� 
régulière, 10� 
rationnelle, 9, 10� 
reconnaissél.bJe, 9� 
support d'une série, 73� 
système� 
dynamique, 85� 
T 
trace� 
d'lin automate, 69� 
v� 
valeur propre, Il 
x� 
X -factorisation, 76� 
