In this paper, coupled with Reynolds-averaged Navier-Stokes equations and ballistic equations, the numerical simulations of high-speed water entry of projectiles under different conditions have been conducted. The water-gas flow was modeled by the mixture multiphase model. The numerical results indicated that the simulations agree well with analytical solutions by two cavity models, which validates the model applied. Then the effects of variations of project length, entry angle and velocity on the entry process of projectiles were further investigated. The results show that, for small water entry angles, the cavity wall interacts with the projectile, affects the trajectory of the projectile, and even ricochets for projectiles with small length (5D). On the other hand, the projectile vibrates during the whole process of water entry; the vibration amplitude decreases with the increase of projectile length and entry angle; however, it is the contrary for the vibration period. Furthermore, after the initial impact period, the influence of these parameters on the drag coefficient is not obvious.
Introduction
When a projectile enters water from the air at a high speed, a series of complicated phenomena occur, such as the appearance and evolution of cavity or super cavitation, jet flow and projectile vibration and instability, etc., all of which depend on the projectile configuration and entry conditions. There have been many investigations performed on the water-entry phenomena concerning the cavity evolution and conditions of water entry.
Lee et al. [1] presented a method for modeling the cavity formation and collapse induced by high-speed impact and penetration of a rigid projectile entering water, and found that the cavity induced by a high-speed water-entry projectile is characterized by a cavity that experiences a deep closure prior to surface closure. Lee [2] extended the cavity dynamics model, and calculated the cavity pressure from the one-dimensional quasi-steady flow model, and predicted the time of surface closure. Wei et al. [3] recorded the cavity shape and measured the velocity of steel spheres' water entry by using high-speed photography, and developed a theoretical model for velocity attenuation of steel spheres with cavity. Yan et al. [4] investigated the dynamics of the air cavity created by vertical water entry in the rage of relatively low Froude number, and made a complementation to asymptotic theory by using an axisymmetric boundary integral equation. Yao et al. [5] studied the process of vertical water entry of projectiles, developed a theoretical model to describe the evolution of the cavity shape. Duclaux et al. [6] characterized the dynamics of the cavity from its creation until its collapsed.
Bergmann et al. [7] investigated the transient surface cavity which is created by a disk on a surface at Froude numbers below 200, and presented a model for the radial dynamics of the cavity based on the collapse of an infinite cylinder. Gao et al. [8] simulated the vertical water entry problems of long cylinder and cylinder with 135 • cone nose shape with the initial velocity of 60 m/s, discussing the cavity shape, vapor evolution and pressure distribution.
In addition, Truscott et al. [9] reviewed and surveyed experimental, theoretical, and numerical studies over water entry investigations, a wide range of regimes, from low-speed entry phenomena dominated by surface tension to high-speed ballistics have been introduced. Aristoff et al. [10, 11] experimentally and theoretically investigated the process of the vertical impact of low-density spheres on a water surface, and characterized the sphere dynamics and the influence of its deceleration on the shape of the resulting air cavity. Guo et al. [12, 13] experimentally and theoretically studied the behaviors of high-speed horizontal water entry of different nose shapes projectiles, and proposed a drag coefficients model independent on the cavitation number. Shi et al. [14] experimentally studied projectile penetrated water with the high speed of 342 m/s where a noninvasive optical measurement technology was used to investigate the formation and collapse of the super-cavitation. Truscott et al. [15] experimentally investigated the hydrodynamics of water entry by shooting down a spinning sphere at the horizontal free surface under low Froude number, where the effect of the spin rate and impact velocity were studied.
Until now, most investigations about water entry mainly focused on the vertical cases, and investigation on the effects of entry angle and velocity of projectile on its ballistic characteristics is far from satisfactory. In Sections 2.1-2.3, we introduce governing equations, turbulence model, ballistic equations and the cavitation model. Section 2.4 describes the computational method and the studied problem. In Section 2.5 the model applied is validated. In Section 3, the entry process of projectiles with different lengths, entry angles and velocities is examined, and their effects on the variations of projectile trajectory, velocity and stability are discussed.
Numerical Methods and Theoretical Model

Governing Equations
In this paper, the thermal effect is neglected, mixture multiphase is applied. The continuity and momentum equations are given below.
where ρ m is the mixture density, U m is the mass-averaged velocity, α k is the volume fraction of phase k.
where n is the number of phases, g is the acceleration of gravity, F is the body force, µ m is the viscosity of the mixture, U dr,k is the drift velocity for secondary phase k.
Transport equation for vapor volume fraction was used to simulate vapor generation and condensation rate in the cavitating flow, expressed as follows [16] [17] [18] :
where α v is the vapor volume fraction, R B = 1 × 10 −6 m is the radius of bubble, F vap = 50 and F cond = 0.001 are the empirical evaporation and condensation coefficients respectively. α nuc = 5 × 10 −4 m is the nucleation site volume fraction. P ad P v are the local far-field pressure and saturation vapor pressure respectively, and ρ l is the liquid density.
Turbulence Model
The standard k-ε model has become the workhorse of practical engineering flow calculations since it was proposed by Launder and Spalding [19] . It is popular for its robustness, economy and reasonable accuracy for a wide range of turbulent flows, and is proven to be valid to simulate the turbulent flow generated during the water entry [20] . Therefore, the standard k-ε model with standard wall functions is implemented to provide turbulence closure.
In these equations, G k represents the generations of the turbulence kinetic energy due to the mean velocity gradients, G b is the generation of turbulence kinetic energy due to buoyance, C eε = 1.44, C 2ε = 1.92 and C 3ε = 0.09 are constants. σ k = 1.0 and σ ε = 1.3 are the turbulent Prandtl numbers of k and ε, respectively [19] .
Ballistic Equations
Considering the projectile as a rigid body, and according to Newton's second law of motion, the projectile ballistic equations can be set to be two-dimensional. Since the projectile velocity is high and time is very short, the gravity force can be neglected.
.
where V = {V x , V y } is the velocity vector of the projectile, {X, Y} is the position of the center of mass of the projectile, F and M z are the force vector and moment acting on the projectile respectively, I z and m are the moment of inertia and mass of the projectile respectively, ω z is the angular velocity and θ is the pitch angle of projectile.
Cavity Dynamic Modeling
Two cavity models will be presented to validate the results. Based on Rayleigh-Besant Problem and some empirical considerations, a cavity model was developed to describe the cavity dynamics of high speed water entry problem by Guo [12] . The cavity radius in their method can be presented as
where 0 < α < 1 is a correction for different projectile nose shape, R 0 is the cavitator radius, C d is the drag coefficient, N is a dimensionless geometric parameter that defines the range of the disturbances caused by the water impact, σ is the cavitation number. Savchenko et al. [21] developed an empirical formula to calculate the cavity shape, the formulation describing the cavity as:
where
, R 0 is the cavitator radius. In this paper, the cavitator radius is the radius of projectile head, these two cavity models will be used later to validate the cavity shape of our numerical simulation results.
Problem Description and Computational Method
The computational domain and projectile geometry are shown in Figure 1a Two cavity models will be presented to validate the results. Based on Rayleigh-Besant Problem and some empirical considerations, a cavity model was developed to describe the cavity dynamics of high speed water entry problem by Guo [12] . The cavity radius in their method can be presented as ( )
where 0 < α < 1 is a correction for different projectile nose shape, R0 is the cavitator radius, Cd is the drag coefficient, N is a dimensionless geometric parameter that defines the range of the disturbances caused by the water impact, σ is the cavitation number.
Savchenko et al. [21] developed an empirical formula to calculate the cavity shape, the formulation describing the cavity as:
is the cavitator radius. In this paper, the cavitator radius is the radius of projectile head, these two cavity models will be used later to validate the cavity shape of our numerical simulation results.
The computational domain and projectile geometry are shown in Figure 1a An unstructured grid consisting of 383,800 cells is used to calculate the simulation and the local mesh near the projectile is shown in Figure 1b . Three other grids consisting of 232,500, 306,300 and 437,300 cells are also used to check the grid sensitively of the solutions. According to the number of cells, the cell density from sparse to dense is numbered as I, II, III, IV, respectively. The comparison of the cavity shape at T = 30 under different cell density conditions is shown in Figure 1c . By comparing the cavity shapes for these grids, it can be found that the cavity shapes for cell density III and IV are almost the same. Considering the calculation accuracy and cost, the cell density III will be used to carry out the following simulation.
For numerical simulation, we use the commercial CFD software Fluent [22] to solve the governing equations. The top of the computational domain is specified as pressure inlet boundary; while the sides and bottom of the domain are set to be pressure outlet boundary with the pressure equals to the local static pressure. The time-dependent governing equations are discretized by using the finite volume method, and the PISO scheme is used to solving the pressure-velocity coupling algorithms. The second order upwind scheme is used for the convection terms and the centraldifferenced for the diffusion term in the momentum equations. The PRESTO scheme is used for the pressure interpolation. The QUICK scheme is used for the transport equation for the volume fractions.
In this research, the minimum cell size of the grid is set about 5 × 10 −6 m, the time interval (Δt) of the simulation is calculated based on the CFL condition (Courant number is less or equal to one.).
Validation of Numerical Simulations
In this paper, for convenience we define non-dimensional time T = V0t/D, t is the real water entry time. The comparison of time histories of velocity and penetration depth of vertical water entry with initial velocity of 100 m/s obtained by analytical method [12] and our numerical simulation is shown in Figure 2 . An unstructured grid consisting of 383,800 cells is used to calculate the simulation and the local mesh near the projectile is shown in Figure 1b . Three other grids consisting of 232,500, 306,300 and 437,300 cells are also used to check the grid sensitively of the solutions. According to the number of cells, the cell density from sparse to dense is numbered as I, II, III, IV, respectively. The comparison of the cavity shape at T = 30 under different cell density conditions is shown in Figure 1c . By comparing the cavity shapes for these grids, it can be found that the cavity shapes for cell density III and IV are almost the same. Considering the calculation accuracy and cost, the cell density III will be used to carry out the following simulation.
For numerical simulation, we use the commercial CFD software Fluent [22] to solve the governing equations. The top of the computational domain is specified as pressure inlet boundary; while the sides and bottom of the domain are set to be pressure outlet boundary with the pressure equals to the local static pressure. The time-dependent governing equations are discretized by using the finite volume method, and the PISO scheme is used to solving the pressure-velocity coupling algorithms. The second order upwind scheme is used for the convection terms and the central-differenced for the diffusion term in the momentum equations. The PRESTO scheme is used for the pressure interpolation. The QUICK scheme is used for the transport equation for the volume fractions.
In this research, the minimum cell size of the grid is set about 5 × 10 −6 m, the time interval (∆t) of the simulation is calculated based on the CFL condition (Courant number is less or equal to one.).
In this paper, for convenience we define non-dimensional time T = V 0 t/D, t is the real water entry time. The comparison of time histories of velocity and penetration depth of vertical water entry with initial velocity of 100 m/s obtained by analytical method [12] and our numerical simulation is shown in Figure 2 . From Figure 2 , it can be found that the variations of both our numerical velocity and penetration depth agree well with their corresponding analytical results. However, there are still deviations between the velocity variations. This is mainly because the analytical method considers the drag coefficient as constant; however, it is actually variable and larger than the constant value of analytical method especially at the early stage of water entry, which means that the numerical velocity after entering the water is smaller than the analytical results.
Comparison of the cavity evolution of numerical and analytical results for the case 45_8D_V500 at different time T = 20, 30 and 40 are shown in Figure 3 . It can be clearly seen that the results of the cavity shapes of numerical and analytical results also agree well near the projectile, but there are discrepancies near the water surface, which are due to the assumptions that the analytical methods neglecting the uplift of the water surface and the influence of atmospheric pressure and surface tension.
According to the above studies of this sub-section, the numerical simulations in this paper can be considered to be reliable [23, 24] , and the further numerical results will be presented as follows. T= 20 T= 30 T= 40
Cavity Shape predicted by Guo et al. [12] Cavity Shape predicted by Savchenko et al. [20] Cavity Shape of current numerical result Figure 3 . between the cavity evolution of numerically result and predicted by the analytical cavity models.
Results and Discussions
Cavity evolution of water entry for different entry angles, lengths and velocities of projectiles are shown in Figure 4 and 5. The initial time T = 10, and the time interval T Δ between each cavity contour is 20. From Figure 4a , the entry angle of projectile is 10°, during the water entry process, at From Figure 2 , it can be found that the variations of both our numerical velocity and penetration depth agree well with their corresponding analytical results. However, there are still deviations between the velocity variations. This is mainly because the analytical method considers the drag coefficient as constant; however, it is actually variable and larger than the constant value of analytical method especially at the early stage of water entry, which means that the numerical velocity after entering the water is smaller than the analytical results.
Comparison of the cavity evolution of numerical and analytical results for the case 45_8D_V500 at different time T = 20, 30 and 40 are shown in Figure 3 . It can be clearly seen that the results of the cavity shapes of numerical and analytical results also agree well near the projectile, but there are discrepancies near the water surface, which are due to the assumptions that the analytical methods neglecting the uplift of the water surface and the influence of atmospheric pressure and surface tension. From Figure 2 , it can be found that the variations of both our numerical velocity and penetration depth agree well with their corresponding analytical results. However, there are still deviations between the velocity variations. This is mainly because the analytical method considers the drag coefficient as constant; however, it is actually variable and larger than the constant value of analytical method especially at the early stage of water entry, which means that the numerical velocity after entering the water is smaller than the analytical results.
According to the above studies of this sub-section, the numerical simulations in this paper can be considered to be reliable [23, 24] , and the further numerical results will be presented as follows.
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Results and Discussions
Cavity evolution of water entry for different entry angles, lengths and velocities of projectiles are shown in Figure 4 and 5. The initial time T = 10, and the time interval T Δ between each cavity contour is 20. From Figure 4a , the entry angle of projectile is 10°, during the water entry process, at According to the above studies of this sub-section, the numerical simulations in this paper can be considered to be reliable [23, 24] , and the further numerical results will be presented as follows.
Cavity evolution of water entry for different entry angles, lengths and velocities of projectiles are shown in Figures 4 and 5 . The initial time T = 10, and the time interval ∆T between each cavity contour is 20. From Figure 4a , the entry angle of projectile is 10 • , during the water entry process, at the early stage, the water surface is ascending quicker than the descending of cavity, and its interface appears relatively coarse, later, the projectile tends to touch and disturb the cavity surface, which in consequence interact with each other, the pitch angle of projectile changes remarkably, and the projectile will ricochet.
Comparing the Figure 4a with Figure 4b , the projectile with the large length (8D) has better stability, and the variation of its pitch angle is decreased, even though it still vibrates. the early stage, the water surface is ascending quicker than the descending of cavity, and its interface appears relatively coarse, later, the projectile tends to touch and disturb the cavity surface, which in consequence interact with each other, the pitch angle of projectile changes remarkably, and the projectile will ricochet.
Comparing the Figure 4a with Figure 4b , the projectile with the large length (8D) has better stability, and the variation of its pitch angle is decreased, even though it still vibrates. With the increase of its entry velocity (Figure 4c,d) , the cavity wall during the whole water entering process keeps relatively smoother even the projectile still plans on the cavity surface; however, the shorter length projectile still has the tendency to ricochet (Figure 4c ), while the long projectile moves stable along its entry angle. With the increase of its entry velocity (Figure 4c,d) , the cavity wall during the whole water entering process keeps relatively smoother even the projectile still plans on the cavity surface; however, the shorter length projectile still has the tendency to ricochet (Figure 4c ), while the long projectile moves stable along its entry angle.
Appl. Sci. 2019, 9, x FOR PEER REVIEW 7 of 12 the early stage, the water surface is ascending quicker than the descending of cavity, and its interface appears relatively coarse, later, the projectile tends to touch and disturb the cavity surface, which in consequence interact with each other, the pitch angle of projectile changes remarkably, and the projectile will ricochet. Comparing the Figure 4a with Figure 4b , the projectile with the large length (8D) has better stability, and the variation of its pitch angle is decreased, even though it still vibrates. With the increase of its entry velocity (Figure 4c,d) , the cavity wall during the whole water entering process keeps relatively smoother even the projectile still plans on the cavity surface; however, the shorter length projectile still has the tendency to ricochet (Figure 4c ), while the long projectile moves stable along its entry angle. With the increase of its entry angle to 45°, the projectile moves more stable after the entry. The deep seal of cavity appears for low speed projectile (Figure 5a,b) , and the time of deep seal for short projectile (L/D = 5) is almost the same with the long one (L/D = 8). With the increase of velocity ( Figure  5c,d) , the appearance of deep seal is delayed. Meanwhile, smoothness of cavity surface can be maintained for longer. On the other hand, for a long projectile, its distance to the entry point is larger than that of the short one at the same time period, which shows that the decrease of velocity gradient of 8D projectile is smaller than that of projectile with short length ( Figure 5D ). Figure 6 shows the trajectories of water entry at different conditions. From Figure 6a , it is clear that, when the entry angle is small (10°), the projectile with L/D = 5 ricochets for both the entry velocity of 100 and 500 m/s, and with L/D = 8, even there is no appearance of ricochet, its deviation from the initial trajectory which is the line along the initial water entry angle is still large. With the increase of entry angle (Figure 6b,c) , the trajectory deviations become small for both projectiles; therefore, the projectile length does not have much effect on its trajectory deviation at large entry angles. With the increase of its entry angle to 45 • , the projectile moves more stable after the entry. The deep seal of cavity appears for low speed projectile (Figure 5a,b) , and the time of deep seal for short projectile (L/D = 5) is almost the same with the long one (L/D = 8). With the increase of velocity (Figure 5c,d) , the appearance of deep seal is delayed. Meanwhile, smoothness of cavity surface can be maintained for longer. On the other hand, for a long projectile, its distance to the entry point is larger than that of the short one at the same time period, which shows that the decrease of velocity gradient of 8D projectile is smaller than that of projectile with short length ( Figure 5D ). Figure 6 shows the trajectories of water entry at different conditions. From Figure 6a , it is clear that, when the entry angle is small (10 • ), the projectile with L/D = 5 ricochets for both the entry velocity of 100 and 500 m/s, and with L/D = 8, even there is no appearance of ricochet, its deviation from the initial trajectory which is the line along the initial water entry angle is still large. With the increase of entry angle (Figure 6b,c) , the trajectory deviations become small for both projectiles; therefore, the projectile length does not have much effect on its trajectory deviation at large entry angles. With the increase of its entry angle to 45°, the projectile moves more stable after the entry. The deep seal of cavity appears for low speed projectile (Figure 5a,b) , and the time of deep seal for short projectile (L/D = 5) is almost the same with the long one (L/D = 8). With the increase of velocity ( Figure  5c,d) , the appearance of deep seal is delayed. Meanwhile, smoothness of cavity surface can be maintained for longer. On the other hand, for a long projectile, its distance to the entry point is larger than that of the short one at the same time period, which shows that the decrease of velocity gradient of 8D projectile is smaller than that of projectile with short length ( Figure 5D ). Figure 6 shows the trajectories of water entry at different conditions. From Figure 6a , it is clear that, when the entry angle is small (10°), the projectile with L/D = 5 ricochets for both the entry velocity of 100 and 500 m/s, and with L/D = 8, even there is no appearance of ricochet, its deviation from the initial trajectory which is the line along the initial water entry angle is still large. With the increase of entry angle (Figure 6b,c) , the trajectory deviations become small for both projectiles; therefore, the projectile length does not have much effect on its trajectory deviation at large entry angles. Figure 7 shows the time histories of velocity magnitude during the water entry process. It is clear that the velocity decay with L = 5D is faster than that of L = 8D, the velocity variations caused by the entry angles are small compared with that by its length modification.
The pitch angle of projectile vibrates during the water entry process. At the initial stage of oblique water entry, the contact area at the head is asymmetric, the bottom side of the projectile head touches the water first, which generates the pitch moment and increases the pitch angle, then the attitude of projectile modifies, till its tail impacts the cavity surface and generates the opposite pitch moment, which make the pitch angle decrease and vibrate periodically. Figure 7 shows the time histories of velocity magnitude during the water entry process. It is clear that the velocity decay with L = 5D is faster than that of L = 8D, the velocity variations caused by the entry angles are small compared with that by its length modification.
The pitch angle of projectile vibrates during the water entry process. At the initial stage of oblique water entry, the contact area at the head is asymmetric, the bottom side of the projectile head touches the water first, which generates the pitch moment and increases the pitch angle, then the attitude of projectile modifies, till its tail impacts the cavity surface and generates the opposite pitch moment, which make the pitch angle decrease and vibrate periodically. The variations of pitch angle at different entry conditions are shown in Figure 8 . It is clear that, as the initial entry angles increase, the fluctuation amplitude of pitch angles decrease, and their vibrating periods become longer. When the entry angle is 10° (Figure 8a ), the pitch angle grows quickly for short length projectile L = 5D, it touches the upper cavity wall earlier, and make the time taken for pitch angle begin to decrease, and its vibration period is shorter than that of projectile with L=8D. With the increase of entry angles (Figure 8b for 45°, Figure 8c for 80°), the variations of pitch angles become small.
Zoom-in view of the initial entry stage in Figure 8a -c, it is clear that, compared with the short projectile (4D), the long projectile (8D) has small initial pitch angle and better stability. (Figure 8a ), the pitch angle grows quickly for short length projectile L = 5D, it touches the upper cavity wall earlier, and make the time taken for pitch angle begin to decrease, and its vibration period is shorter than that of projectile with L = 8D. With the increase of entry angles (Figure 8b for 45 • , Figure 8c for 80 • ), the variations of pitch angles become small.
Zoom-in view of the initial entry stage in Figure 8a -c, it is clear that, compared with the short projectile (4D), the long projectile (8D) has small initial pitch angle and better stability. The variations of pitch angle at different entry conditions are shown in Figure 8 . It is clear that, as the initial entry angles increase, the fluctuation amplitude of pitch angles decrease, and their vibrating periods become longer. When the entry angle is 10° (Figure 8a ), the pitch angle grows quickly for short length projectile L = 5D, it touches the upper cavity wall earlier, and make the time taken for pitch angle begin to decrease, and its vibration period is shorter than that of projectile with L=8D. With the increase of entry angles (Figure 8b for 45°, Figure 8c for 80°), the variations of pitch angles become small.
Zoom-in view of the initial entry stage in Figure 8a -c, it is clear that, compared with the short projectile (4D), the long projectile (8D) has small initial pitch angle and better stability. The time histories of drag coefficients during the water entry process are given in Figure 9 . The drag coefficient is defined as Cd = 2F/ρV 2 A, where F stands for the drag force, ρ means the density of the water, and A denotes the characteristic area. It is clear that the initial impact causes very high drag and it grows quickly with the increase of entry angle and velocity.
After the initial impact, the drag coefficients tend to decrease slowly for all cases and the value is almost constant. It can be concluded that, after the projectile entering into water, its drag is only related to its hydrodynamic shape, the influence of entry velocity and angle on the drag coefficient is not obvious.
Conclusions
Water entry is an interesting and complex topic in fluid dynamics for more than a century, and until now most investigations about water entry mainly focus on the vertical cases, while oblique water entry, especially for high velocity cases, have not been investigated widely. Compared to the process of the vertical water entry, the evolution and stability of the oblique cavity and the projectile trajectory are more difficult to predict.
In this paper, the oblique water entry of projectiles with different lengths, entry angles and velocities were numerically simulated based on solving coupled Navier-Stokes equations and ballistic equations. The numerical results agree well with available analytical results for the cavity shape near the projectiles. The influences of initial water entry velocity, entry angle and projectile length on the cavity shape, projectile trajectory and stability were discussed.
For small water entry angles, the projectile touches the cavity wall and makes the cavity wall less smooth, and a projectile with small length (5D) will ricochet. With the increase of water entry angle, the projectile becomes stable. Under the same entry conditions, the projectile with the large length (8D) has better stability and its decrease of velocity gradient is smaller.
The pitch angle of projectile vibrates during water entry, the amplitude decreases with the increase of projectile length and entry angle, and the contrary is the case for the vibration period. Furthermore, the initial impact of entering water generates very high drag and it grows quickly with the increase of entry angle and velocity.
Our results provided a better understanding of the process of the oblique water entry which can be essential for the design of air-to-sea projectiles.
