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Abstract—EEG based brain-computer interface (BCI) allows
people to communicate and control external devices using brain
signals. The application of BCI ranges from assisting in disabil-
ities to interaction in a virtual reality environment by detecting
user intent from EEG signals. The major problem lies in correctly
classifying the EEG signals to issue a command with minimal
requirement of pre-processing and resources. To overcome these
problems, we have proposed, BCINet, a novel optimized con-
volution neural network model. We have evaluated the BCINet
over two EEG based BCI datasets collected in mobile brain/body
imaging (MoBI) settings. BCINet significantly outperforms the
classification for two datasets with up to 20% increase in accuracy
while fewer than 75% trainable parameters. Such a model with
improved performance while less requirement of computation
resources opens the possibilities for the development of several
real-world BCI applications with high performance.
Index Terms—Convolutional neural network, deep learn-
ing, EEG, brain-computer interface, MOBI, cognitive conflict,
BCINet.
I. INTRODUCTION
Brain-Computer Interface (BCI) allows people to commu-
nicate and control external devices using brain signals. Origi-
nally BCI was envisioned to help individuals with disabilities
such as amyotrophic lateral sclerosis, cerebral palsy, stroke, or
spinal cord injury. BCI has proven to be significantly useful in
rehabilitation and social cognition after strokes such as Atten-
tion deficit hyperactivity disorder (ADHD) and Autism [1]. In
recent years, more application has been proposed not limited
to the user with a disability but also health users, e.g., BCI
based drone flying, in gaming like car racing, three color
matching, interaction in virtual reality, etc. A BCI recog-
nizes the user’s intent through the electrophysiological signals,
which are usually recorded over the scalp, underneath the
scalp, or within the brain. Other types of physiological signals
can be recorded by magnetic sensors, infrared sensors, or
by other means. One such method of recording physiological
signals is the electroencephalogram (EEG). EEG records the
change in the postsynaptic potential of cortical neurons across
the scalp using electrodes [2]. EEG is widely famous in
BCI research, and its applications, because of its noninvasive
method with high temporal resolution. EEG has also preferred
choice because of its portability and affordability, but one the
other hand, it is highly susceptible to electrical noise and has
low spatial resolution [3]. The use of EEG signals to develop
BCI poses several challenges which usually overcome with the
help of machine learning.
The past few years have seen an increased number of deep
learning applications in understanding and classifying brain
signals [4]. Deep learning is already shown a high number of
successful applications in the field of natural language process-
ing [5] and computer vision [6]. Deep learning has a property
to learn valuable information from raw data without manual
labour [7], which is very useful in EEG signal processing
for BCI. Convolutional neural network (CNN) is one of the
prevalent methods in the field of deep learning. It has proven
to effective model in several applications of BCI, such as
epilepsy/seizures prediction [8], [9], for detection of visual-
evoked responses [10], motor imagery classification [11], and
speller [12]. Although deep learning can learn from raw
EEG data, it required pre-processing signals to reach the
optimal performance level. The processing method is highly
dependent on individual data sets and domain knowledge,
which could vary task by task. On the other hand, it is also
possible that the pre-processed data does not contain all the
information and potentially could be excluded the relevant
EEG features depend on the choice of pre-processing such
as different filtering [13], channel referencing [14], etc. The
use of methods that can learn from raw EEG data without
the hand-crafted method for pre-processing is highly desirable,
particularly for BCI applications.
However, deep learning methods have shown promising re-
sults to automate the process to learn from raw EEG data [10]–
[12] with high performance but come with a considerable
resources cost such as computation and space. Such a cost
poses a hurdle to develop real-world BCI applications with
limited resources. It is also crucial to develop a method
that can show high performance by utilizing deep learning
to get richer representation while minimizing resources re-
quirements. There could be two significant ways to reduce
the resource cost with deep learning methods. By using the
fixed weight matrices with deep learning methods like CNN
using approximations such as SVD [15]. Another possible
way, which this paper is focused on, by reducing the com-
plexity of deep learning network itself while preserving the
high performance. There have been several works proposed
particularly in the past [16]–[18] to reduce the complexity of
model but no work found focused on the model developed for
EEG-based BCI applications.
In the line of this work, we have introduced BCINet for
BCI applications with the property of significantly reduced
complexity of model with better performance. The proposed
model has been evaluated with two noisy EEG datasets col-
lected in MoBI [19] settings of different sizes. Our results
from the BCINet show a significant reduction in trainable
parameters such that an optimized model and significantly
improved performance to classify EEG signals compared to
some of the popular deep learning model [20]–[22]. The
significant contributions of presented work are as follows:
1) A novel optimized deep learning model, BCINet is
proposed for EEG based BCI applications.
2) The significantly less trainable parameters compare to
existing models for EEG based BCI applications.
3) The significantly improved performance compare to
existing models for EEG based BCI applications.
II. MATERIALS AND METHOD
A. Data description
The proposed method has been tested on two datasets
collected in MoBI settings in cognitive conflict task. The
description of datasets is below:
1) CC-dataset: Cognitive Conflict in the 3D object selection
task: The 62-channel EEG dataset (sampling rate 1000 Hz)
is collected with 16 participants while performing 3D object
selection tasks with their dominant hand tracked by the Leap
Motion controller in virtual reality (VR). Fig. 1(top) displays
the scenario where the user is performing the task wearing an
EEG cap together with a VR headset, while Fig. 1(bottom)
displays the whole task in a trial. The trial starts with a cube
appearing on the table, and the participants were instructed to
reach out and select (touch) the cube in VR. The cube would
turn red when it was touched by the participant and identified
as a normal condition in EEG signals. In other cases, the
cube would turn red prematurely and identified as a cognitive
conflict condition in EEG signals. For more detail about the
experiment and data, please see [23], [24].
For the proposed CNN model, the trial has been extracted
from EEG signals 200 ms prior to the onset of cube touch
to 1000ms after it, and about 500 trials have been extracted
from each participant data. Overall, the dimension of the total
data was 62 x 1200 x 6841, where 5,075 trials belonged to
non-conflict class and 1,766 for conflict class.
2) pHRC-dataset: Cognitive Conflict in physical human-
robot collaboration (pHRC): The 32-channel EEG dataset
(sampling rate 1000Hz) is collected with 10 participants while
Fig. 1. An experiment scenario in CC-dataset where the participant is trying
to touch a cube in VR environment. (see more detail in [23], [24])
performing a swing game task using pHRC. Fig. 2(top)
displays the participant is performing the task holding a robotic
arm in the hand and Fig. 2(bottom) displays the structure of
the task. In the task, the participant needs to move the robotic
arm from the center to left or right randomly as instructed on
the project screen represented by a green target. Once the user
reaches the target, the target would turn red as a sign to finish.
The blue circle represents the point the nozzle of the robot is
aiming at. In order to keep the user more engaged additional
input from the user was asked to perform like holding the back
handle known as the robot end-effector. All the trials where
participants successfully move and reach the target identified
as normal in EEG signals while in other cases, the task was
suddenly stopped by a virtual object and identified as a conflict
in EEG signals. For more detail about the whole experiment,
please check [25].
For the proposed CNN model, the 250 trials have been
extracted from 200ms prior to the onset of cube touch to
1000ms after it. The overall dimension of the data for a
participant was 32 x 1200 x 5600, where 3,354 trials belonged
to non-conflict class and 2,246 for conflict class.
CC and pHRC-dataset have been divided into 60%, 20%,
20% for training, validation, and testing respectively for binary
conditions using stratified sampling method [26] to avoid the
imbalanced class problem. See Table I for data description
summary.
TABLE I
DESCRIPTION OF CC AND PHRC-DATASET USED
Datasets Channels Sampling Rate Classes Dimension
CC 64 1000 2 62 x 1200 x 6841
pHRC 32 1000 2 32 x 1200 x 5600
Fig. 2. An experiment scenario in pHRC-dataset where participant is using
a robot to perform a task. (see more detail in [25])
B. Proposed model -BCINet
As shown in Fig. 3, the BCINet contains two parallel layers
of the 2D convolution layer for the spatial conversion of
data with a filter of size 64 and 32. The output of both 2D
convolution layers has been concatenated. The output of 2D
convolution layers also uses to create a squeeze and excitation
layer with the help of global average pooling, followed by a
full-connected layer. The concatenated layer and excited layer
have been multiplied to get a richer representation of features.
The resultant input is fed into one sequential and two parallel
2D depthwise separable convolution layers with different filter
= 32, 32, and 64 with kernel = 3, 64, 32. The output of
the 2D depthwise separable convolution has been flattened to
receive reshaped tensor for classification. The resultant output
use ‘softmax’ for classification. The activation layer utilizes
the exponential linear unit (elu) with a linear dropout layer at
each layer of 0.5 for classification.
The BCINet is fitted using Adam optimizer, using default
parameters defined in [27]. We ran 300 training epochs and
performed validation on each epoch, saving the model weights,
which lowest validation set loss. All models were trained on
NVIDIA Quadro P5000 GPU, with CUDA 9 and cuDNN v7,
in TensorFlow [28], using the Keras API [29].
C. Baseline model description
EEGNet. The EEGNet [20] is CNN based model that con-
tains 2D convolution layer, 2D depthwise convolution layer,
and 2D separable convolution layer followed by ‘softmax’ for
classification with ‘adam’ as an optimizer. As per the model’s
recommendation, we have used a batch size of 16, kernel
length of 500, and a 0.5 dropout rate. Other parameters used in
EEGNet included F1 = number of EEG channels, D = 2, and
F2 = F1*D. With F1 being the number of temporal filters, D
the number of spatial and F2 the number of pointwise filters.
DeepConvNet. It consists of four convolutional blocks and a
classification block. The first convolutional block is to handle
EEG inputs, followed by three standard convolution layers.
The classification is performed using a softmax with Adam
optimizer. We have used batch size = 16, dropout rate =
0.50 with 300 epochs. The number of filters used in four
convolution layers was 25, 50, 100, and 200, respectively, with
each layer consist of five kernels [21].
ShallowNet. It is a shallow version of DeepConvNet, in-
spired by filter bank common spatial patterns. It consists of
two convolution layers, followed by a fully connected layer.
The classification is performed using a softmax with Adam
optimizer. We have used batch size = 16, dropout rate = 0.50
with 300 epochs. The number of filters used in two convolution
layers was 40, respectively, with each layer consist of kernel
size =13 [22].
D. Evaluation metrics
The parameters for all the classifiers compared in this paper
have been set up before training and testing for all participants.
In this work, the classes are imbalanced; therefore, stratified
random sampling [26] has been used on the data with the
aforesaid machine learning algorithms. To compare the results
of different classifiers, we have evaluated overall accuracy,
precision, recall, and F1-score for a targeted class.
III. RESULTS AND DISCUSSION
A. Comparison between parameters
We have compared the parameters required by the BCINet
model with EEGNet, ShallowNet, and DeepConvNet. As
shown in Table II. It can be seen that BCINet needed about
72% less trainable parameters compare to EEGNet, 75% less
trainable compare to DeepConvNet, and 55% less trainable
parameters compare to ShallowNet for CC-dataset. Similarly,
BCINet required about 70% less trainable parameters com-
pared to DeepConvNet, 17% less trainable than ShallowNet,
and 8% less trainable parameters compare to EEGNet for
pHRC-dataset.
In summary, BCINet required up to 75% fewer parameters
for CC-dataset and about 70% fewer parameters for pHRC-
dataset than baseline models. Less requirement of parameter
also implies less necessity of computational resources such as
time and complexity. It is also known that fewer parameter
requirements also suggest less need for data to learn new
features in deep learning.
On the other hand, the BCINet has 69% less prediction time
compare to EEGNet while no improvement compared to Shal-
lowNet and DeepConvNet for CC-dataset. Similarly, BCINet
has 50% less prediction time compared to EEGNet, while
again, there is no improvement compared to ShallowNet and
DeepConvNet for pHRC-dataset. The major reason behind no
improvement in prediction time in BCINet compare to Shal-
lowNet and DeepConvNet is the use of a depthwise separable
convolution layer that generally requires significantly higher
computation time compared to normal convolution layer [30].
The better prediction time could speed up the whole system’s
Fig. 3. Architecture of BCINet
TABLE II
COMPARISON OF PARAMETERS REQUIRED BY EEGNET, SHALLOWNET, DEEPCONVNET, AND BCINET FOR CC AND PHRC-DATASET
EEGNet ShallowNet DeepConvNet BCINet
Params CC pHRC CC pHRC CC pHRC CC pHRC
Trainable 180,794 58,754 112,642 64,642 199,527 180,777 50,674 53,704
Non-Trainable 63,736 32,896 600 600 875 875 8,088 8,238
Total 244,530 91,650 113,242 65,242 200,402 181,652 58,762 61,942
Fig. 4. Time required for prediction in EEGNet, ShallowNet, DeepConvNet,
and BCINet on CC and pHRC-dataset
performance, which is very improvement for BCI applications
with higher information transfer rate (ITR) [31].(Also see
Fig. 4).
B. Classification performance
We have also evaluated the classification efficacy of the
BCINet with EEGNet, ShallowNet, and DeepConvNet. It can
be seen from Fig. 5 and Table III that, BCINet significantly
outperformed compare to baseline models. BCINet shows an
accuracy improvement by 10% for EEGNet, 5% for Deep-
Convnet, and a slight increase in ShallowConvNet for CC-
dataset. Similarly, BCINet shows an accuracy improvement
by 20% for EEGNet, 31% for ShallowNet, and 9% for
DeepConvnet pHRC-dataset. This is a significant improvement
in classification compare to the baseline model while using
significantly fewer parameters.
Fig. 5. Accuracy, precision, recall, and F1-score for EEGNet, ShallowNet,
DeepConvNet, and BCINet on CC and pHRC-dataset
As mentioned earlier, CC and pHRC-datasets has an im-
balanced class problem. Therefore, we also look at other
performance indicators such as precision, recall, and F1-score
for BCINet and all baseline models. Again, as shown in
Fig. 5, BCINet outperformed compare to all baseline models in
these indicators. However, interestingly, BCINet only slightly
improved compared to ShallowNet for CC-dataset similar to
accuracy. One potential reason could be fewer convolution
layers, which generally better if classes are imbalanced.
It is also noted that EEG signals are known to have a poor
signal to noise ratio, and the dataset used in evaluation has
been collected in MoBI settings. The MoBI settings create
additional challenges in terms of artifacts and even further
degradation in the signal-to-noise ratio. Although, the BCINet
can perform significantly better compared to the model like
EEGNet, DeepConvNet, and ShallowNet in terms of perfor-
mance and resource requirements. Such a model poses a high
potential for BCI applications. These BCI applications do not
necessarily need to be limited to a laboratory environment but
could be from a real-world environment (MoBI settings).
TABLE III
ACCURACY FOR CC AND PHRC DATASET WITH RESPECT TO EEGNET,
SHALLOWNET, DEEPCONVNET, AND BCINET
Datasets EEGNet ShallowNet DeepConvNet LighConvNet
CC 0.6377 0.7407 0.6881 0.7421
pHRC 0.7857 0.6705 0.8973 0.9857
IV. LIMITATIONS AND FUTURE WORK
The BCINet shows several promising properties with high
performance compare to the established models. However,
to generalize and evaluate the efficacy with all type of BCI
applications, several steps are required to take in the future as
follows:
1) The current datasets were collected in two distinct MoBI
settings but it lacks varieties of other BCI applications;
in the future, we will evaluate the efficacy of the model
with multiple kinds of BCI datasets such as motor
imagery (MI), SSVEP, cognitive workload, etc. with
extensive measures [1].
2) In this paper, we have only shown the performance of
the BCINet as a whole in terms of performance form the
machine learning point of view. In the future work, the
output of different layers will be evaluated and compared
with traditional EEG features such as topography, event-
related spectral perturbation (ERSP) [32], etc. as well as
evaluation will be performed for each layer such as the
impact of hyper-parameters.
3) The current proposed model shows a significantly im-
proved performance with EEG signals. In the future,
we also wanted to evaluate this model with similar
time-series data such as electrocardiography (ECG),
electromyography (EMG), etc. to evaluate efficacy and
robustness.
V. CONCLUSION
In this paper, we have proposed a novel BCINet model that
outperforms the established model like EEGNet, ShallowNet,
and DeepConvNet to classify data collected in MoBI setting.
We have also shown that BCINet can outperform baseline
models with up to 75% reduction in trainable parameters
and up to 20% improvement in accuracy. Such a model has
vast potential in the development of real-world (MoBI) BCI
applications with higher performance but with comparatively
limited resource requirements.
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