Abstract: This paper deals with the analysis of the uncertainty of the fundamental matrix.
Introduction
The study of the fundamental matrix is very recent in computer vision. It was introduced in FLM92] as a generalisation of the essential matrix described in LH81] to uncalibrated images. The importance of the fundamental matrix becomes evident in the case of two the uncalibrated cameras. In this case the fundamental matrix is the key concept, as it contains all the geometrical information relating two di erent images. It determines and is determined by the positions of the two epipoles and the epipolar transformation mapping an epipolar line of the rst image to its corresponding epipolar line in the second image. It can be computed from a certain number of point correspondences obtained from the pair of images using some correlation based algorithms, independently of any other knowledge about the world.
In the rst part of this paper we describe some methods to compute the fundamental matrix from a pair of images assuming that some image point correspondences are known. The methods are not detailed more than necessary because they have been already presented in the literature ( Luo92, HGC92, Ols92, Har95]).
In the second part two di erent methods are presented to compute the covariance matrix of the fundamental matrix. The stability of the fundamental matrix has already been studied by Q.-T.Luong ( Luo92], LF94]), but the corresponding covariance matrix was not accurately estimated, in particular the variances were too much overestimated to be used in further computations.
We shall show in the last part of this report that using the two methods we propose we obtain a much better estimation of the uncertainty of the fundamental matrix.
The fundamental matrix
The camera model used is the classical pinhole model. If the object space is considered to be the 3-dimensional Euclidean space R 3 embedded in the usual way in the 3-dimensional projective space P 3 and the image space the 2-dimensional Euclidean space R 2 embedded in the usual way in the 2-dimensional projective space P 2 , the camera is then described as a linear projective application from P 3 to P 2 (see Fau93] ). If we denote byP the 3 4-matrix representing this application, we have: 
where e 0 ] is a 3 3 matrix representing the cross-product with the vector e 0 ( e 0 ] x = e 0 x). F is the fundamental matrix which describes this correspondence between an image point in the rst image and its epipolar line in the second (see also Luo92]). It is of rank 2 because e 0 ] is an antisymmetric matrix which leads to det(F) = 0. Its eigenvector associated to the zero eigenvalue is the epipole of the rst image represented by: e = H ?1 p 0 ? p Geometrically (see gure 1), we see that, as M lies, by de nition, on the line (Cm), its projection m 0 necessarily lies on the image of (Cm) by the second camera, that is the epipolar line. Moreover, all the epipolar lines go through a same point, the epipole, which is the image of C by the second camera.
Then pairs (m; m 0 ) of corresponding points satisfy:
up to a nonzero scalar factor, as the unique solution of the system of equations, derived from equation (3):
(5) This system can be solved as soon as seven such correspondences are available: only eight coe cients of F need to be computed, since F is de ned up to a nonzero scalar factor, while equation (5) supplies one scalar equation per correspondence and det(F) = 0, the eighth. If there are more correspondences available, which are not exact, as it is the case in practice, the goal of the computation is to nd the matrix which approximates best the solution of this system according to a given criterion. A more detailed study is to be found in ( Luo92]).
The linear criterion
Denoting by F ij the coe cient of F located at line i and column j, x i ; y i and x 0 i ; y 0 i the image coordinates of m i and m 0 i respectively, equation (5) If more than eight correspondences are available, say n, the use of equation (6) as a criterion leads to a linear least squares problem, that is the minimization of:
which is solved the usual way: the solution is the eigenvector of: UU T where U = u i i=1;:::;n associated with the smallest eigenvalue.
The advantage of the linear criterion is that it leads to a non-iterative computation method and its disadvantage, is that it is quite sensitive to noise, even with a large set of data points. This is due to the fact, on the one hand, that the constraint det(F) = 0 is not necessarily satis ed and, on the other hand, that the criterion is not normalized.
3.2 The nonlinear criterion 3.2.1 A parameterization of the fundamental matrix De nition. As underlined above, the use of the linear criterion does not take into account the rank constraint on the fundamental matrix. One way to do this is to parameterize the problem such that we are only searching for the right matrix among the 3 3-matrices of rank 2. 
Condition (9), as a non-existency condition, cannot be expressed by a parametrization: we shall only keep condition (8) and so extend the parametrized set to all the 3 3-matrices of rank strictly less than 3. A parametrization of F is then given by (c j 1 ; c j 2 ; 1 ; 2 ). This parametrization implies to divide the parametrized set among three maps, corresponding to j 0 = 1, j 0 = 2 and j 0 = 3. Indeed, the matrices of rank 2 having, for example, the following forms : Obviously, the 3-vector whose coordinates are 1 , 2 , in this order, and 1 at the j th 0 , position is the eigenvector of F, thus the epipole in the case of the fundamental matrix.
Using such a parametrization implies to directly compute the epipole which is often the useful quantity, instead of the matrix itself.
To make the problem symmetrical and since the epipole in the other image is also worth being computed, the same decomposition as for the columns is used for the rows, which divides the parametrized set into 9 maps, corresponding to the choice of a column and a row as linear combinations of the two columns and two rows left. A parametrization of the matrix is then formed by the two coordinates x and y of the rst epipole, the two coordinates At last, to take into account the fact that the fundamental matrix is de ned only up to a scale factor, the matrix is normalized by dividing the four elements de ning the epipolar transformation by the biggest in absolute value.
Choosing the best map. Giving a matrix F and the epipoles, or an approximation of it, we must be able to choose, among the di erent maps of the parametrization, the most suitable for F. Denoting by f i 0 j 0 the vector of the elements of F once decomposed like in equation (10), i 0 and j 0 are chosen in order to maximize the rank of the 9 8 jacobian matrix: J = df i 0 j 0 dp where p = x; y; to a nonlinear least squares problem: the minimization of (7) must proceed iteratively. As the linearity is lost anyway, we can tackle the problem of the normalization of the criterion underlined above. This is done by minimizing the sum of the squares of the distance of m to the epipolar line of m 0 and the distance of m 0 to the epipolar line of m:
where
so that multiplying F by a nonzero scalar does not change the value of the sum.
The minimization is performed by a classical Levenberg-Marquardt method (see PFTV88]).
During the process of minimization, the parametrization of F is susceptible of change: the parametrization chosen for the matrix at the beginning of the process is not necessarily the most suitable for the nal matrix.
The outliers rejection method
An outliers rejection method is used to eliminate some possible outliers among the correspondences. The technique exploited is the least median squares, which is described in detail in ZDFL94].
The covariance matrix
In order to quantify the uncertainty related to the estimation of the fundamental matrix by the method described in section 3.2.2, we modelize the fundamental matrix as a random vector f of R 7 whose mean is the exact value we are looking for. Each estimation is then assimilated to a realization of f and the uncertainty is given by the covariance matrix of f.
INRIA
We recall, in this section, the usual techniques used to estimate the covariance matrix of a random vector y of R p and to graphically represent the uncertainty from the covariance matrix.
Computing the covariance matrix
The covariance of y is de ned by the positive symmetric matrix y = E (y ? E y])(y ? E y]) T ]
where E y] denotes the mean of the random vector y.
The statistical method
The statistical method consists in using the well-known law of the large numbers to approximate the mean: if we have a large enough number N of realizations y i of a random vector y, then E y] can be approximated by the discrete mean
and y is then approximated by
4.1.2 The analytical method The general case. We now take into account the fact that y is computed from another random vector x of R m using a C 1 function ': y = '(x) Writing the rst order Taylor expansion of ' in the neighborhood of E x] yields to:
where the function t ! "(t) from R into R p is such that lim t!0 "(t) = 0. By considering now that any realization of x is su ciently close to E x], we can approximate ' by the rst order terms of equation (15) which yields:
We have then
which gives us a rst order approximation of the covariance matrix of y in function of the covariance matrix of x:
The case of an implicit function. In some cases, ' is implicit and we have to make use of the well-known implicit functions theorem to obtain the following result (see chapter 6 of 
The case of a sum of squares of implicit functions. If C is of the form: Considering that the mean of the value of C i at the minimum is zero and under the somewhat strong assumption that the C i 's are independent and have identical distributed errors 1 , we can then approximate C i by its sample variance: S n ? p where S is the value of the criterion C at the minimum. Although it has little in uence when n is big, the inclusion of p in the formula above aims to correct the e ect of a small sample set. Indeed, for n = p, we usually always can nd an estimate of y such that C i = 0 for all i, which makes the estimation of the variance using this formula, senseless. Equation (18) ZF92] ). Given a scalar k, we thus know the probability, equal to P 2 (k; r), that y appears between 0 and k 2 . In other words, we have the following property:
1 It is under this assumption that the solution given by the least-squares technique is optimal.
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Property 1 If we consider that y follows a Gaussian distribution, the probability that y lies inside the k-hyper-ellipsoid de where r is the rank of y .
The k-hyper-ellipsoid makes possible to graphically represent the uncertainty related to y . For that, we usually come down to the bi-or tridimensional case by choosing two or three coordinates of y and extracting from y the corresponding submatrix, in order to draw an ellipse or an ellipsoid.
Experimentation
To compute the covariance matrix of the fundamental matrix, the two methods of section 4 have been tested and compared on both synthetic and real data.
In the case of statistical method, to obtain the N realizations, we added N times independent Gaussian noise of a certain level to the set of image points and computed each time the parameter vectors fand the corresponding covariance matrix using the equation (14).
Applying this to exact data means that we estimate the exact covariance matrix as best as possible under the condition that we take N large enough. Applying this to real data makes us add noise to data that are already noisy. But, as we shall see when using synthetic data, if the level of noise is not too high, the resulting covariance matrix is still close to the one which is computed from the exact data. This shows us that this method is applicable in the case of real data. The only observation is that it is very costly.
To apply the analytical method, we rst observe in the section 3.2.2 that F is computed using a sum of squares of implicit functions of n point correspondences. Thus, referring to the section 4.1.2, we have p = 7, m = 4n and the criterion function C(m; f), wherê m = (m 1 ; m 0 1 ; ; m n ; m 0 n ) T and f is the vector of the seven chosen parameters for F, is given by equation (12). The analytical method is much faster than the statistical one, but, as it is a rst order approximation, it sometimes gives an under-estimation or an overestimation of the covariance matrix. Nevertheless, the experimental results in the case of synthetic data are good enough to be accepted.
To show the quality of a covariance matrix, we look into what extent the property (1) is veri ed. For that, we compute 1500 realizations of f and calculate the ratio of the number of realizations lying inside the k-hyper-ellipsoid to the number of realizations lying outside the k-hyper-ellipsoid. This ratio is then compared to P 2 (k; r). Here, P 2 (k; r) is taken equal to 0:75, which gives k = 0:002079 for r = 7, k = 0:31272 for r = 2 and k = 0:13862 for r = 3. We have to mention here that the realizations used to compute the above ratios are completely di erent from the realizations used to compute the covariance matrix of the exact data.
INRIA
When confronted with real data, we do not have the mean of f and thus must use the best approximation we have as the center of the hyper-ellipsoid. That is why we also show the quality of the covariance matrix when the center is approximated by the discrete mean of a certain number of realizations of f.
We graphically represent the covariance matrix by showing the ellipses of uncertainty corresponding to the parameters x; y and x 0 ; y 0 (see section 3.2.1), characterizing the epipoles, and the ellipsoid of uncertainty corresponding to the parameters a; b; c; d divided by the biggest in absolute value (see section 3.2.1), characterizing the epipolar transformation.
All this is done for four levels of noise to see how the quality degrades with noise. In order to do this, the points used to compute the fundamental matrix are considered as random vectors following a Gaussian distribution of covariance matrix equal to (M), the covariance matrix computed from the set of points M, using the statistical method. We take the set of exact pairs of points M and, adding noise, we compute the covariance using equation (14) with y i = v((M ) i ).
((M ) i ), the covariance matrix computed from the set of points (M ) i , using the statistical or analytical method. In the case of the statistical method we added again independent noise of level to the set of points (M ) i and computed the covariance matrix of the parameters v((M ) i ). 
We have the same cases (excepted S 0 ) for the analytical method.
Synthetic data The above two images have been obtained as projection of 3D-points of a synthetic 3D-scene.
In what follows we use this pair of images to study the two proposed methods: the statistical method and the analytical method. In each case we present in a table (Tables 1 and 2 ) the ratio of the number of realizations lying inside the k-hyper-ellipsoid to the total number of realizations (taking about 1500 realizations). We have done our experimentation for four levels of noise ( = :5; 1; 2; 3). In order to give a direct perception of the results, we provide graphical representation of the uncertainty in the case of epipoles and the epipolar transformation. Unfortunately, due to the high dimensionality it is di cult to visualize the results in the case of the 7-hyperellipsoid of uncertainty corresponding to the seven parameters. In each graphical representation we have plotted the estimated ellipse or ellipsoid and, for comparison, also the ellipse or ellipsoid corresponding to the covariance matrix (M) obtained by the statistical method from the exact data, which is assumed to be the correct ellipse or ellipsoid. Tables 1 and 2 . Let us rst see the cases where we take the mean of several results (S 1 n ,S 2 n ,A 2 n and A 2 n ). In the case of the statistical method, we have a good estimation for the epipoles if 2 (e and e 0 in Table 1 , Figures 4,6,8 and 10). If we take = 3 we overestimate the uncertainty of the epipoles (Table 1 ). The uncertainty of the epipolar transformation and the fundamental matrix (h and f) are more and more overestimated when we increase the level of noise (Table 1, Figures 16 to 19 ). In the case of the analytical method, the estimation of the epipoles is good enough even in the case of = 3 (e and e 0 in Table 2 Figures 32 to 35 ). This is not unreasonable because we have not to forget that we add noise to noisy data and if we add noise of level 1 to data with noise of level 1 the resulting points become very far from the real ones and of course the computed fundamental matrix too. So we conclude from here that it is not a good idea to use the statistical method if the noise level is high.
The tables 1 and 2 also show the results for two randomly chosen examples (S 1 i 1 , S 2 i 1 , S 1 i 2 , S 2 i 2 , A 1 i 1 , A 2 i 1 , A 1 i 2 and A 2 i 2 ) since, in practice, one cannot or does not want to take a mean. In this case, analyzing the plotted k-hyper-ellipsoid is more signi cant. Unfortunately in the case of the epipolar transformation to plot more than two ellipsoids is useless 2 and for k > 3 we have di culty to plot even one.
In the case of the epipoles, we see that the obtained ellipses are very close one to each other if 2 ( Figures 5,7 , 9,11,12 to 14,21,23, 25,27 and 28 to 30). If = 3, we see that, in the case of the analytical method, the orientation of the ellipses are preserved but not their size (Figure 31) , while, in the case of the statistical method, several ellipses have a Table 1 : We compute n = 50 matrixes of covariance ( ((M ) i 1 ) and ((M ) i 2 ) are two of them chosen randomly) and their mean (E n v((M ) i )]). We plot the corresponding k-hyperellipsoids and we show N = 1500 di erent realizations. We compute the ratio of the number of realizations lying inside the k-hyper-ellipsoids to the total number of realizations (shown above). Ideally, the ratio should be 0.75. . Of course these are 9 9 matrices but we decided to show only their diagonal elements which are enough to estimate the size of the uncertainty by comparing them to the elements of the fundamental matrix. We have to mention here that obviously the fundamental matrix is normalized, we could not speak otherwise about an uncertainty. In the case of the statistical method we estimated that we have noise of level :2, in the case of the gure 36 where we know the points position with a subpixel precision and 1, in the other cases. Each time we added noise to our points correspondences and computed the covariance ((M ) i 1 ). As we saw in the case of the synthetic data if we want to improve this we repeat this process several times and take the mean E ((M ) i 1 )]. (1,1) -9.319e-08 1.829e-16 2.905e-12 -8.973e-08 1.835e-16 1.043e-15 (1,2) 6.792e-06 3.172e-13 1.169e-11 6.605e-06 3.185e-13 1.811e-12 (1,3) -2.167e-03 2.013e-08 2.123e-04 -2.118e-03 2.023e-08 1.132e-07 (2,1) 2.605e-07 3.299e-13 1.091e-11 4.537e-07 3.313e-13 1.891e-12 (2,2) 1.275e-07 1.460e-15 4.214e-14 1.268e-07 1.463e-15 9.029e-15 (2,3) -7.592e-02 2.097e-07 1.607e-05 -7.609e-02 2.110e-07 1.167e-06 (3,1) -1.084e-03 2.403e-08 3.262e-04 -1.139e-03 2.414e-08 1.355e-07 (3,2) 7.291e-02 2.149e-07 1.494e-05 7.308e-02 2.161e-07 1.203e-06 (3,3) 9.944e-01 4.736e-09 3.473e-07 9.944e-01 4.788e-09 2.656e-08 Table 3 : The fundamental matrices and their covariance matrices for the rst pair of images. (1,1) -1.325e-06 1.092e-14 2.713e-14 -1.324e-06 1.093e-14 9.751e-14 (1,2) 1.430e-04 2.240e-11 1.246e-10 1.430e-04 2.242e-11 9.461e-10 (1,3) -1.454e-02 3.302e-07 1.878e-06 -1.453e-02 3.304e-07 1.585e-05 (2,1) -1.432e-04 2.309e-11 1.260e-10 -1.432e-04 2.311e-11 9.183e-10 (2,2) -2.134e-06 1.526e-13 3.725e-13 -2.135e-06 1.528e-13 8.0135e-13 (2,3) 7.077e-02 1.212e-06 2.708e-06 7.077e-02 1.213e-06 4.16e-06 (3,1) 1.325e-02 2.892e-07 1.531e-06 1.325e-02 2.894e-07 1.288e-05 (3,2) -7.081e-02 1.005e-06 2.241e-06 -7.081e-02 1.006e-06 3.533e-06 (3,3) 9.948e-01 2.478e-08 5.760e-08 9.948e-01 2.479e-08 1.216e-07 Table 4 : The fundamental matrices and their covariance matrices for the second pair of images. (1,1) 6.722e-06 8.854e-14 3.318e-13 6.722e-06 8.854e-14 3.278e-13 (1,2) -1.743e-05 1.578e-11 6.265e-11 -1.743e-05 1.578e-11 6.534e-11 (1,3) 6.842e-02 2.308e-06 8.631e-06 6.842e-02 2.309e-06 8.041e-06 (2,1) 1.837e-06 1.291e-11 5.166e-11 1.837e-05 1.291e-11 5.356e-11 (2,2) -2.044e-06 3.082e-14 1.098e-13 -2.044e-06 3.082e-14 1.104e-13 (2,3) -3.193e-02 1.296e-06 5.039e-06 -3.193e-02 1.296e-06 8.502e-07 (3,1) -7.023e-02 2.075e-06 7.729e-06 -7.023e-02 2.075e-06 7.241e-06 (3,2) 3.303e-02 1.437e-06 5.574e-06 3.303e-02 1.437e-06 5.706e-06 (3,3) 9.941e-01 6.770e-08 2.524e-07 9.941e-01 6.770e-08 2.394e-07 Table 5 : The fundamental matrices and their covariance matrices for the third pair of images.
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6 Conclusion A fundamental matrix determines completely the epipolar geometry between two images, which allows 3D projective reconstruction or 3D invariants computation. However, the precision of the estimated fundamental matrix depends upon a number of factors, for example, the number of point correspondences, the con guration of points or the precision of the extracted points. Thus a key issue is to characterize correctly the uncertainty of the fundamental matrix in order to use it appropriately in the subsequent stages.
In this paper, we have presented two methods for estimating the covariance matrix of the fundamental matrix. The rst method assumes that the noise level of data points is known, which implies that the precision of the corner detector used has to be estimated. Then, by simulation, we carry out a su ciently large number of experiments by adding independent noise to data points. A fundamental matrix is estimated for each experiment, and nally the covariance matrix is estimated through classical statistical techniques. The second method is more general, which only assumes that the noise in each data point is independent and identically distributed. The covariance matrix is estimated through a rst order approximation. If the noise level of data points is known, the rst method can be used, which usually yields better results than the second one. However the rst method is computationally very expensive and the noise level is usually not known in practice; it is thus merely of theoretical importance. In this paper, we have used synthetic data with known level noise, and compared two methods. It appears that, if the noise level is moderate (the standard deviation is less than two pixels), the two methods yield very similar results, which implies that the rst order approximation used in the second method is reasonable. The two methods have also been validated with real data.
Future work will consist in using the covariance matrix of the fundamental matrix estimated with the second method for projective reconstruction and computation of threedimensional invariants. 
