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Abstract
While Software Defined Networks (SDN) has been introduced to facilitate innovation in
networking, and to simplify the creation of new applications, there are domains in which
these SDN promises are far from being realised. One such area is Quality of Service
(QoS) routing and Traffic Engineering (TE). Despite the vital importance of QoS and TE
in today’s networks, SDN currently does not provide sufficiently powerful abstractions
and interfaces to facilitate the development of QoS and TE applications.
This thesis addresses this gap by introducing a new northbound interface for SDN. A
northbound interface provides the connection between network services and applications
that use them. The northbound interface proposed here is based on constraint program-
ming techniques to provide a robust, declarative interface for stating networking problems
in SDN. It is called Software-defined Constrained Optimal Routing (SCOR) which is pro-
posed with its corresponding routing framework in this thesis. This routing framework is
based on SDN’s architecture model and uses SCOR as its northbound interface.
The main advantage of SCOR, hiding the complexity of solving the problem from the
user, is inherited from its constraint programming roots. Accordingly, the user only
states the constraints and utility functions of the routing problem and the solution is
provided by a powerful generic solver. SCOR is implemented in the MiniZinc constraint
modelling language consisting of nine fundamental constraint programming predicates,
which cover different aspects of the routing problems. It is shown that this interface (set
of predicates) is sufficiently expressive to handle all the known and relevant QoS routing
problems. Furthermore, the practicality and scalability of the approach are demonstrated
via a number of example scenarios, with varying network topologies, network sizes and
number of flows. Real-world applications are also modelled by implementing the proposed
routing framework in a carrier-grade SDN controller, ONOS, to demonstrate the practical
feasibility and benefits.
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Chapter 1
Introduction
1.1 Motivation
Computer networks have revolutionised the way we live. Every aspect of modern human
life is affected by the networks including the way we communicate, we learn, we socialise,
we entertain and many other aspects of our life. Networks have always been under an
almost constant change to cope with the continuous increase in traffic volume and di-
versity. The control requirements of this networking equipment have led to a significant
complexity, which in turn has caused networks to be hard to manage and to evolve very
slowly.
To deal with the complex requirement of today’s networking, proprietary devices with
heterogeneous hardware, firmware and functionality have appeared that necessitate slow
development and long time-to-market. This has caused many aspects of the networks to
be stuck in the past. Routing algorithms, for instance, have changed very slowly during
last two decades, network management is extremely primitive, and networks are still hard
to manage [1, 2].
The networking community proposed Software Defined Networking (SDN) as a major
change to empower innovation in networks, improve network programmability, simplify
network management, enhance network operation and reduce cost. The main idea behind
SDN is to decouple the control plane from the data plane, which are bonded together
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in traditional networking devices. SDN places the control of the network in a logically
centralised node, called SDN controller. Consequently, the SDN controller has a global
view of the network, which facilitates the rapid development and deployment of new
network services and applications [3, 4, 5].
SDN has not only received a lot of attention in academia; it has found a significant mo-
mentum in the networking and Internet industry. Due to the software-centric approaches
of SDN to control computer networks, many companies are turning to SDN to support
their cloud computing requirements from their decades-old infrastructure. The SDN mar-
ket size for 2017 has been around $6.6 Billion, and for 2018 it is estimated to reach
to $7.9 Billion [6]. One of the frontiers in implementing and using the software-defined
approach in networking is Google, the Internet search giant. They have used merchant
silicon switches in their data centers and a flow scheduling system to increase their bi-
section bandwidth to 96% of optimal bandwidth [7]. In another major project, Google’s
networking team have designed, implemented and evaluated a private WAN that connects
their data centers across the planet based on SDN. They have managed to increase the
link utilisation to about 100% with an average of 2-3× efficiency improvements compared
to standard practice [8].
Despite SDN’s continuous improvement from its emergence, there are aspects of network-
ing technology that have not been well developed in SDN. Today’s networking environ-
ment necessitates using various Quality of Service (QoS) and Traffic Engineering (TE)
techniques to optimise the traffic flow for different applications and traffic types such as
voice and video. The implementation of these applications, which can be very compli-
cated in some cases, is not readily supported by current northbound interfaces. Despite
the vital importance of these applications, they still require a lot of low-level effort and a
high degree of skills to be implemented in SDN.
In order to address this gap, this thesis introduces a new northbound interface for SDN
that facilitates the development of QoS routing applications. This interface is based on
Constraint Programming (CP) techniques to provide Software-defined Constrained Opti-
mal Routing (SCOR). The goal here is to create a set of modules that realise the needed
abstractions for the implementation of such applications. The main idea behind using
2
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CP methods is to provide a level of abstraction that hides the complexity of application
development from the user. In CP, users only state the goal and constraints that the
solution should meet, rather than specifying a step-by-step solution of the problem, as in
the case of procedural programming. As a result, users are only concerned with expressing
or declaring their networking problem, and they do not need to know how to solve the
problem. The solution is provided by a robust general purpose CP solver.
SCOR provides an interface for expressing QoS routing applications, consisting of nine
basic building blocks, i.e. SCOR predicates. This interface can model both basic and
complex QoS routing problems, in a straightforward and compact manner. The scalability
of SCOR is evaluated through several example applications in different experiments. A
series of networks with various sizes and topologies are utilised in these experiments and
SCOR manages to solve various routing problems on these networks efficiently.
Although SCOR creates abstractions that sufficiently express QoS routing problems, its
real utilisation includes much broader applications. The CP language used by SCOR
to realise its modules can be used to create abstractions for implementing many other
networking problems, including security policies, network management and even newer
applications such as energy-efficient networking.
1.2 Research Question
The main question investigated in this PhD research is if the constraint programming
paradigm can be utilised to simplify the network programming in SDN. While constraint
programming has been successfully applied to solve questions in many research and science
fields such as scheduling of air traffic, network security, vehicle routing, etc., it has not
been used in SDN before this thesis.
One of the main characteristics of constraint programming is the separation of the problem
statement from its solution. The solution of the problem stated in constraint programming
is provided by general solver programs which have been researched and developed for many
years. Since the users only need to state the problem and do not need to know how to
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solve the problem, constraint programming significantly reduces the complexity of solving
many problems.
Based on the above assumption, this PhD research explores the use of CP for stating the
QoS routing, traffic engineering and other network optimisation problems in SDN domain
and tries to make network programming in SDN simpler than the current state.
1.3 Research Contributions
1.3.1 Introducing Constraint Programming in SDN
Constraint programming is considered as one of the strategic directions in computer re-
search. It is a programming paradigm in which computational systems are studied based
on constraints. In this paradigm, the solution does not need to be programmed in a step
by step manner, as is the case in procedural programming. The user only states the
problem in the form of constraints that the solution should satisfy. This means the user
does not need to know how to solve the problem. The solution of a problem stated in CP
is found by a general purpose solver that has been researched for years and can efficiently
solve a wide range of problems.
This technique has been efficiently used to solve combinatorial search problems in many
fields. There are some suggestions to use CP in legacy networks. Recently, routing
algorithms were implemented in CP and utilised in legacy networks. In SDN though, this
technique has not been used before this thesis. Due to the efficient and straightforward
solving of optimisation problems in CP, it has a high potential for application to various
networking problems. The range of networking domains that can effectively benefit from
CP includes optimal routing, efficient implementation of security policies and network
management. The solution proposed in this thesis has opened the door to use these
facilities to improve SDN and realise its promises. The idea has been even extended
further by introducing a CP modelling language, MiniZinc [9], that provides many useful
features.
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1.3.2 New Northbound Interface for QoS Routing
The current status of QoS and TE in SDN environment is far from SDN’s goal to simplify
network management and facilitate innovation. Since this is one of the requirements of
today’s multi-media saturated networks, it demands more attention in SDN. Most of the
current facilities provided for QoS routing and TE in SDN, either in the controllers or
their corresponding northbound interfaces, lack the powerful and simple abstractions.
The new northbound interface introduced in this thesis, SCOR, includes nine CP pred-
icates which model nine fundamental concepts in routing and QoS routing algorithms.
Although there is no limitation for modelling other networking concepts in SCOR and it
can be easily extended for newer applications, the current set of the predicates efficiently
models all the relevant QoS routing algorithms. The modularity and brevity of these
models make it possible to combine them to create a new routing model in a few lines
of code. All routing models are based upon a predicate that models the concept of the
network path. Other predicates which model various constraints are added to implement
their corresponding routing model.
The simplicity of expressing complex QoS routing problems in SCOR is inherited from its
CP roots. Since in CP it is not needed to implement the solution, different QoS routing
problems can be stated in a similarly simple manner. While implementation of a routing
algorithm such as the Least Cost Path [10] is simple in the procedural programming
paradigm, the Maximum-Residual-Capacity-Path [11] routing algorithm requires complex
programming and algorithms knowledge. In SCOR however, despite their fundamental
differences, they both are stated in three lines of code that implement the SCOR predicates
to express their corresponding constraints. This is because these CP models do not include
the solution and each model expresses the needed constraints on the path.
1.3.3 A New Routing Framework for SDN
Another contribution of this thesis is the proposal and implementation of a new SDN
routing framework, which uses SCOR as its northbound interface. The proposed rout-
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ing framework provides an architecture for the simple implementation of various routing
models that can be easily applied in many SDN controllers. Although it uses SCOR as
its northbound interface and consequently employs the routing applications modelled in
SCOR for its routing algorithms, it can use any routing algorithm with the minimum
modifications.
While SCOR provides an interface for QoS routing in SDN, applications implemented
using SCOR models need to interact with the SDN control and data planes. These
requirements are provided by services available in most of the SDN controllers, such as
the topology discovery and the network state information collection. The proposed routing
framework suggests an architecture that includes all the required services for a routing
application regardless of the underlying controller.
Although this routing framework uses controllers services/modules, it is generic and can
be implemented using most of the available SDN controllers. The main contribution of
this routing framework is creating a unique architecture that redeems future network
developers from designing modules for a routing platform. Users can use this framework
to implement their new routing platforms in SDN even without using SCOR.
1.3.4 Implementation of New QoS Routing Algorithms in SDN
In order to evaluate and demonstrate the expressive power, completeness and efficiency
of SCOR, a number of QoS routing algorithms have been implemented in SCOR as use
cases. A list of implemented algorithms is shown in Table 1.1 (some of them are explained
and some are implemented and only mentioned in this thesis). The majority of these QoS
routing algorithms are currently not available in SDN. With the traditional approach,
the implementation of each of these individual algorithms requires a significant amount
of effort, often presented as an individual piece of research [12, 13, 14, 15].
While SCOR can be used to model variety of QoS routing algorithms in SDN, the selected
routing algorithms were modelled to illustrate the expressive power and completeness of
SCOR. A small set of these models were selected to evaluate various aspects of SCOR in-
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Table 1.1: QoS routing algorithms implemented in this thesis using SCOR
Item QoS Routing Problem Discussed in Chapter
1 Shortest Path Chapter 6
2 Widest Path [10] Chapter 7
3 Bandwidth-Guaranteed [16] Chapter 6
4 Bandwidth-Constrained [10] Chapter 6
5 Minimum-Loss Path [17] Chapter 6
6 Minimum-Fixed Delay Path [17] Appendix-A2
7 Minimum-Total Delay Path [15] Chapter 6
8 Delay-Constrained [10] Chapter 6
9 Least-Cost [10] Chapter 6
10 Maximum Residual Capacity [11] Chapter 6
11 Half-Duplex Maximum Residual Capacity Chapter 6
12 Minimum Link Utilisation [18] Chapter 6 & 7
13 Delay-Constrained Least-Cost [10] Chapter 6
14 Delay-Delay Jitter-Constrained [10] Chapter 6
15 Bandwidth-Delay-Constrained [10] Chapter 6
16 Bandwidth-Constrained Least-Delay [10] Appendix-A2
17 Minimum-Cost Bandwidth-Constrained [14] Chapter 6
18 Delay-Constrained Bandwidth-Optimisied [10] Appendix-A2
19 Widest Shortest Path [19] Chapter 6
20 Shortest Widest Path [19] Chapter 6
cluding performance and conciseness. These models are explained in detail along with the
theoretical background and evaluation results. Implementing other QoS routing models is
equivalently possible in SCOR by combining different predicates with the predicate that
defines the network path. Although the current set of predicates supports modelling of
almost every previously proposed QoS routing algorithm, there is no limitation in defining
new predicates that might be needed to address modelling of new routing problems.
1.3.5 Implementation of New Routing Framework
Apart from proposing the routing framework for SDN, this thesis provides implementa-
tions of the framework in two common SDN controllers. The first controller that the
routing framework was implemented for is POX [20], which is an open source platform
developed in the Python programming language. Since POX is a common controller in
academic research, due to its simplicity and relative ease of use, the routing framework
was firstly implemented in POX.
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ONOS [21], on the other hand, is one of the most common SDN controllers in industry that
has been used in Wide-Area and Transport as well as datacenter networks. Accordingly,
the proposed routing framework was implemented in ONOS as well, and SCOR was used
to implement several QoS routing algorithms. Since routing models implemented in SCOR
are controller independent, the same set of QoS routing models are used in ONOS as well.
1.4 Methodology
Although a theoretical approach is used for proposing and designing the new northbound
interface and routing framework, the methodology used for evaluation in this research is
mainly experimental. The planning and design of the northbound interface and the rout-
ing framework is accomplished by investigating the related theoretical background in fields
such as graph theory, algorithms and network optimisation [22]. The use of constraint-
programming techniques [23] and the selected CP modelling language, MiniZinc [9], is also
accomplished by exploring the theoretical backgrounds. The Quality-of-Service routing
theory is also investigated to extract the required abstractions to be modelled in the new
northbound interface.
For implementation and evaluation, experimental methods are the primary approach fol-
lowed in this research. Components of various parts of the framework are realised through
different prototypes. The essential tools and software used to develop prototypes and run-
ning experiments are introduced in this section.
As mentioned, POX and ONOS were used as the SDN controllers. ONOS is a carrier-grade
SDN controller that is designed to accommodate requirements of operators for building
Software-Defined Networks. It is a platform with a set of applications that are developed
in Java. It works as a modular SDN controller that can be easily extended to support
new functionalities. Since ONOS provides simplified configuration and deployment of new
software and it is one the most common SDN controllers in the networking industry, it is
selected for the implementation of the routing framework and the northbound interface
in this research. The IntelliJ [24] with its rich features for programming was also used for
developing the Java programs.
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MiniZinc [9] is the CP language utilised in the implementation and evaluation of ideas
in this research. MiniZinc is a declarative CP modelling language for stating problems
independently of any solving methodology, that is widely used by CP users for modelling
real-world scenarios. It includes a rich library of global constraints, similar to methods
or functions in procedural languages, that speed up problem modelling. Apart from the
three solvers provided along with MiniZinc in its package, it is compatible with many
high-end solvers that can be added and used for finding CP solutions. MiniZinc was
selected as the CP modelling language for the proposed northbound interface and QoS
routing applications due to these features that facilitate implementation and evaluation
of ideas in CP. MiniZinc also offers an IDE with the possibility to integrate and employ
either a default or a new solver program.
In network engineering, usually, the first step to evaluating a new protocol or system,
is to apply it to a simulated or emulated network. The key emulator platform used in
this study is the Linux based Mininet network emulator [25]. Because of its lightweight
virtualisation, it is commonly used in SDN studies. It can emulate a big network of virtual
hosts, switches and links on a single PC. While it supports a wide range of predefined
topologies, it is possible to create arbitrary topologies. Since Mininet emulates a network
rather than simulating it, the setup, configurations and programs tested in Mininet can
be directly applied in the real test-beds.
Mininet uses Open vSwitch [26], a widely supported software SDN switch, that uses the
OpenFlow [27] protocol to communicate with the controller. The OpenFlow protocol
is one the most common southbound interfaces in SDN and is a key SDN standard.
Southbound interfaces provide the communications between the controllers and the data
plane elements. OpenFlow is commonly used by both virtual and physical switches and
routers that interact with SDN controllers. The proposed routing framework in this
research also communicates with the switches through the OpenFlow protocol.
Most of the experiments accomplished in this research were performed in a virtual machine
(VM), particularly in Oracle VirtualBox Hypervisor [28]. Running experiments on a VM
rather than a physical machine provides more control of experiments, and if something
goes wrong, it can be easily reversed using facilities provided by the VM manager tools.
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Table 1.2: Languages, Software and tools used in this research
Software
Version Used in
MiniZinc 2.0 Implementation & Evaluation
POX betta branch Implementation & Evaluation
ONOS 1.10.0 Implementation & Evaluation
G12 (MIP) 2.1.6 Test-bed (Evaluation)
Gecode (MIP) 4.4.0 (5.0) Test-bed (Evaluation)
Mininet 2.0.0 Test-bed (Evaluation)
Oracle VirtualBox 4.3.10 Test-bed (Evaluation)
Open vSwitch (OVS) 2.7.0 Test-bed (Evaluation)
Linux (Ubuntu) 3.16 (14.04) Test-bed (Evaluation)
Since most of the software and tools used in the experiments are open source packages
that are mostly provided for the Linux operating system (OS), it was selected as the main
OS in all experiments. The key tools, components and languages used in this research
are summarised in Table 1.2.
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1.5 Thesis Structure
The remainder of this thesis is organised as follows:
• Chapter 2 provides a short background on SDN concepts and structure, the Open-
Flow protocol, QoS routing algorithms, constraint programming methodology and
the MiniZinc constraint modelling language.
• Chapter 3 summarises some of the most significant previous works relating to QoS
routing and Traffic Engineering (TE) in SDN, and also reviews key SDN northbound
interfaces relevant to QoS routing and TE.
• Chapter 4 presents the design of SCOR and the routing framework.
• Chapter 5 illustrates the implementation of SCOR and the routing framework.
• Chapter 6 explores use cases of QoS routing applications implemented using SCOR
to evaluate different aspects of this new northbound interface.
• Chapter 7 discusses implementation of SCOR and the routing framework in the
ONOS SDN controller, and illustrates some real-world applications developed using
SCOR.
• Chapter 8 concludes the thesis and provides directions for future work.
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Background
Since this research investigates the QoS routing in Software Defined Networking (SDN),
it is needed to explain several background fields in this chapter. Firstly, it is necessary
to introduce the SDN concepts, structure and how it is different from the traditional
networking. Considering the popularity and availability of SDN concepts in both academic
and industrial networking societies, the SDN is explained very briefly in this chapter.
One of the main building blocks of SDN which has evolved with SDN is the OpenFlow
protocol. Since it is frequently utilised in different parts of this thesis, particularly in the
implementation of the routing framework, it is shortly explained when introducing the
SDN.
The next subject to be introduced in this chapter is the QoS routing as one of the main
questions of this research. While there are a lot of theoretical background on routing and
QoS routing such as graph and optimisation theory, the material presented in this chapter
provides a short overview of these concepts. Constraint programming (CP) is the next
background field explained in this chapter. Similar to QoS routing, CP also has a wast
theoretical background that requires a dedicated chapter to be described. The section on
CP provides an overview of the CP concepts, jargon and the methodology used to model
real-world problems. The last part of the CP section introduces the MiniZinc constraint
modelling language that is used in this thesis for constraint programming.
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2.1 Software Defined Networking
Software Defined Networking (SDN) has primarily evolved to empower innovation in
networks which have been locked mostly due to bonding data and control planes in a
single platform in legacy networks. SDN suggests a paradigm shift by separating these
layers which then makes it possible to program the control layer independent of the data
plane. Figure 2.1 illustrates this paradigm shift. In the left side, traditional networking
devices are shown in which control and data planes are attached in a single platform; and in
the right side, logical architecture of the SDN is depicted that shows the separated layers.
The SDN architecture consists of three layers as infrastructure, control and application.
The infrastructure layer includes data plane or forwarding elements that without their
control planes are now brain-less switches which cannot forward the packets unless they
receive forwarding instruction from the controller. The communications between these
devices, to ask for forwarding instruction for new flows, and the SDN controller is done
via an interface which is called the southbound interface. The southbound interface can
be seen as a layer of device drivers for managing both physical and virtual devices. The
OpenFlow protocol, which is the most common southbound interface, is the only standard
Infrastructure layer
Control layer
Application layer
Southbound API
Network  Application
Northbound API
Network  Application
Network  Application
Network  Application
Network  Application
Network  ServiceNetwork  Service
Network  ServiceNetwork  Service
Network  ServiceNetwork  Service
Software Defined Networking
Control Plane
Traditional Networking
Data Plane
Networking Devices
Figure 2.1: The networking paradigm shift and the SDN architecture
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southbound interface.
The control layer (SDN controller) acts as the network brain that monitors the networking
elements and creates a graph of network topology. It collects various statistics about the
network elements and flows and augments the created graph with this information. It
computes and installs forwarding rules for the new flows in the forwarding elements via the
southbound interface. The SDN controller also provides network abstractions and services
for the upper layer, application, through the northbound interface. There is a range of
SDN northbound interfaces with various functionalities, but no dominant standard has
evolved so far [29]. The application layer is the place where the high-level policy decisions
such as routing, traffic engineering, and security are implemented [3]. In this way, the
application layer includes network applications such as load balancing that are part of the
control plane in the legacy networking devices.
2.1.1 OpenFlow
OpenFlow [27] is a communication protocol, which is considered one of the first SDN
standards. It provides access to the forwarding plane, network elements, for SDN con-
troller to communicate with them. This SDN southbound interface protocol provides an
interface between the control layer and the infrastructure layer.
Essentially, OpenFlow is a wire protocol that allows the SDN controller and SDN switches
to interact with each other. For example, the SDN controller can manage and configure
switches via OpenFlow, i.e. via the installation of packet forwarding rules [30]. SDN
switches also can notify the controller about different events using OpenFlow protocol,
e.g. receiving a packet that does not match any installed rule.
To initialize a connection between an SDN controller and SDN switches, it is presumed
that OpenFlow switches are configured with the IP address and TCP port number of their
SDN controller. At initialisation, switches will contact their controller via this IP address
and TCP port, and establish a Transport Layer Security (TLS) session for a secure con-
nection. Afterwards, the controller sends an OpenFlow OFPT FEATURES REQUEST
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message to each switch as part of the initial protocol handshake. Using this message,
the controller requests configuration information, including the number of switch ports
and corresponding MAC addresses from the switches. This initial handshake allows the
controller to know about the existence of the nodes (switches) in the network.
As mentioned earlier, SDN controller can access and configure the forwarding rules (flow
tables) in SDN switches via OpenFlow, and by this means the controller can provide fine-
grained control over how packets are forwarded through the network. An OpenFlow switch
should support the basic match-action paradigm. In this paradigm, each incoming packet
is matched against a set of rules, and an action or list of actions related to the matching
rule will be executed. The supported match fields by OpenFlow consist of the switch
ingress port, various packet header fields such as IP source and destination address, MAC
source and destination address, UDP/TCP source and destination port numbers etc. One
of the significant actions supported by an OpenFlow switch is forwarding a packet to a
particular switch port which can either be physical ports or virtual ports including: ALL
(sends packet out on all physical ports), CONTROLLER (sends to the SDN controller
via an OpenFlow Packet-In message), FLOOD (same as ALL, but excluding the ingress
port).
An SDN switch can encapsulate the data packet it has received in an OpenFlow Packet-In
message and forwards it to the controller. For example, if the switch receives a packet with
no matching forwarding rule, it sends the packet to the controller by default. Comple-
mentary to the Packet-In message, OpenFlow also supports a Packet-Out message. The
controller decides on how to forward the packet by installing the appropriate forwarding
rules via a Packet-Out message, via which the controller can send a data packet to a
switch, together with instructions (action list) on how to forward it.
2.2 QoS Routing
Routing in general, SDN-based or not, involves two entities, network state information and
routing algorithms. The network state specifies the resource availability at network nodes
and links such as bandwidth, delay and packet loss ratio of links. Routing algorithms use
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the state information to find paths with enough free resources for accommodating new
network flows [31, 32].
Network state dynamically changes due to the transient load fluctuations, connections in
and out and links up and down, so it constitutes a significant part of the traffic load in
legacy networks and uses considerable resources of routing devices. Network state infor-
mation is gathered via distributed routing protocols in legacy networks, which acquire
and distribute it from and to routing devices. In SDN though, the network state infor-
mation is centrally collected and updated by the controller that directly communicates
with routing devices. Consequently, maintaining and updating network state information
through SDN controller frees the resources from the network and devices [33].
Routing algorithms employ routines or formulas concerning network paths. Due to finite
resources in the networks such as capacity, fair routing is a general objective in network
routing. However, main attributes of a routing algorithm are determined by the flow’s
characteristics such as demand, and other parameters, such as the type of application data
that flow is carrying. These parameters along with the network policies for applying QoS,
define the constraints in finding network paths for flows. In real-world scenarios, these
constraints implement Service Level Agreement (SLA) in contract between providers and
customers [34].
Network flow routing problems can be mathematically stated using the flow optimisation
notations. In these problems, usually a parameter optimisation, e.g. minimising a linear
cost function, is performed subject to some constraints. In some of these problems, a con-
dition on a single or multiple parameters should be satisfied rather than to be optimised.
If the constraint satisfaction or optimisation in finding paths include parameters to fulfil
the service quality or QoS, the routing algorithm is called the QoS routing algorithm [31].
Examples of these algorithms along with their mathematical statements are presented in
Chapter 6.
One of the most useful classifications of QoS routing problems/algorithms is proposed
by [10] that is shown in Figure 2.2. In this scheme, the main criteria for classifying the
unicast QoS routing problems is the number of constraints considered in determining the
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Figure 2.2: Basic and composite QoS routing problems
path. As such, the first group that engages only one constraint in finding the path is
called basic routing problems. Accordingly, the second group, which uses more than one
constraint in finding the path, is called composite routing problems.
The basic routing problems group is divided into two sub-categories based on whether
the QoS metric applied in the path-finding problem is a link or path parameter. The
path parameters include metrics such as the end-to-end delay that relates to the whole
path of the traffic flow. The link parameters include metrics such as Bandwidth that
enables a single link to characterise the whole path. Each sub-category is further divided
into two groups based on whether the selected metric is optimised or constrained. In
this way, a basic group of unicast routing problems is identified in two stages, its metric
and the method that is applied in the routing problem. For instance, in the widest path
routing (or maximum bandwidth routing) [10], the selected metric is bandwidth, i.e. a
link parameter, and the method that the parameter is used in the problem is optimisation
(maximised). As such, the widest path routing belongs to the first group of basic routing
problems, i.e. link-optimisation routing problems. Similarly, a delay-constrained-routing
algorithm [10], which finds the paths with the end-to-end delay less than a specified value,
belongs to the path-constrained routing problems group.
The second category of QoS routing problems, shown in the right side of Figure 2.2, is
composite routing problems. The routing problems in this group employ two or more
metrics in finding the path. Similar to the basic routing problems, the metrics are either
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path or link parameters that are either optimised or constrained. While optimisation
is logically meaningful for only one metric, multiple metrics can be constrained in a
composite QoS routing problem. Consequently, various combinations of a single metric
optimisation with a single or multiple metric constraints can be utilised to create different
multi-constraint QoS routing problems. Bandwidth-constrained minimum-delay routing
[10] is an example of such routing problems in which a path parameter (delay) is optimised
and a link parameter (bandwidth) is constrained. It is also possible to apply multiple link
or path metric constraint in a single routing problem without optimising any. An example
of such routing is delay-delay jitter-constrained routing [10] where two path parameters
(delay and delay jitter) are constrained.
2.3 Constraint Programming
Constraint programming (CP) is considered as one of the strategic directions in computer
research. It is a programming paradigm in which computational systems are studied based
on constraints. In CP, problems are solved by stating the requirements (constraints) about
the problem area, and the solution is found by satisfying all the constraints [23].
CP has been an efficient tool in solving combinatorial search problems that are discussed
in many fields such as operations research, artificial intelligence and computer graphics
[35]. The early research around CP techniques was introduced in the 1960s and 1970s in
computer graphics. It was actively researched in the 1980s, and from 1990s it has been
developed and used in commercial systems [36]. Since then CP has been successfully used
to solve many practical problems in a number of fields such as scheduling of air traffic,
network security, vehicle routing, planning, chemistry, biology and bioinformatics [35, 37].
The main idea behind CP as stated by E. Freuder, “Constraint Programming represents
one of the closest approaches computer science has yet made to the Holy Grail of pro-
gramming: the user states the problem, the computer solves it.”, is to redeem the user of
knowing how to solve the problem, i.e. to separate stating the problem from its solution
[38]. Features of CP such as [36]
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• It is declarative.
• The target to be constrained defines the constraints and solution.
• Relies on the efficient searching.
• Its prototyping is easy.
has made it a choice to deal with difficult combinatorial problems encountered in fields like
scheduling and routing that are beyond the access of conventional programming techniques
[38].
In CP, constraints can be seen as partial information, and variables as unknown objects
that are explained and their relationships are described by this information. A user states
a problem as a series of constraints on variables and the solution satisfying all of them is
found by constraint solvers. Constraints are usually embedded within the programming
languages or provided via separate software libraries. Though, there are languages which
are dedicated to constraint modelling and one such language is discussed in the next sub-
section. Constraints solvers are usually an independent general-purpose software designed
for this purpose. Constraints, which are generally realised as predefined predicates, differ
from the primitives of imperative programming languages. In the latter, a sequence of
steps is specified to be executed, while in CP, only the properties of the solution are
expressed.
The essential step in modelling a real-world problem as a CP model, which can be solved
using CP techniques, is to determine the decision variables of the problem and their rela-
tionship in terms of constraints [35, 37]. The decision variables then represent resources
of the real world such as tasks and metrics with a finite domain or set of possible values,
and constraints represent the restrictions on the values that all decision variables can
have [23]. Accordingly, solving a CP model means to find those values of the decision
variables that simultaneously satisfy all the constraints, and thus CP problems are called
Constraint Satisfaction Problems (CSP).
However, in many occasions there may be many subsets, and not a single subset, of the
variable domains that satisfy all the constraints. The solver program can be tuned to
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provide the first subset of values, which satisfies all the constraints without any further
processes, or all possible subsets. If an objective function is defined on decision variables,
the solver program can also be asked to provide a subset of values that maximises or min-
imises a parameter, and the CP problem is called a Constraint Satisfaction Optimisation
Problem (CSOP). So, a CSOP includes a standard CSP and an optimisation function
[23].
To solve a CP problem, a solver program needs to identify possible variable-value combi-
nations intelligently. This can be done by systematically searching the variable domains.
The search methods are realised by exploring the space of partial value assignments, or
by stochastically testing the space of complete value assignments (to all variables). The
performance of these search methods not only depends on the solver technology and how
intelligent they are, but it also depends on the statement of the problem [35].
2.3.1 MiniZinc Constraint Modelling Language
MiniZinc [9] is a constraint modelling language designed for expressing constraint satisfac-
tion and optimisation problems in a high-level, solver-independent way. The main features
of MiniZinc include its extensive library of pre-defined constraints and its compatibility
with various solvers. The compatibility with the solvers is achieved by transforming an
input MiniZinc model and its data file into a FlatZinc model. FlatZinc is a solver input
language that is understood by a wide range of solvers. MiniZinc models are customised
to individual solvers during their compilation into FlatZinc models.
MiniZinc expressions, syntax and a wide range of examples are explained in details in
the comprehensive MiniZinc tutorial [39]. The syntax and the structure of the MiniZinc
language are briefly introduced in this section by modelling a Sudoku puzzle in MiniZinc
as an example. Sudoku is a logic-based combinatorial number-placement puzzle in which
the objective is to fill a 9×9 grid with digits from 1 to 9 so that each column, each row
and each 3×3 sub-squares contains all digits from 1 to 9. The initial board includes a set
of numbers, and there is only a single solution for the remaining digits (for a well-posed
puzzle). An example of a Sudoku puzzle is shown in Figure 2.3-A [39].
20
Chapter 2: Background
A B
Figure 2.3: A)A sample Sudoku puzzle B)The corresponding MiniZinc data file
A Minizinc model for the Sudoku puzzle is shown in Figure 2.4 [39]. A MiniZinc model
usually consists of multiple items that can occur in any order and each item ends with a
“; ”. There are 7 kinds of items that can be used in Minizinc models. The include item,
the first code chunk in Figure 2.4, makes it possible to insert the content of another file
to the model. The syntax of an Include item is
include 〈filename〉;
Variable declaration, as seen in the 2nd and 3rd code chunks of Figure 2.4, is another item
used in a MiniZinc Model. Since items can be stated in any order, variable declaration
can occur even after variables are used or even at the end of the model. There are two
types of variables, parameters that are assigned a fixed value and decision variables that
are unfixed and their values are found when model is solved. The assignment of values
to parameters in the model can be done as part of their declaration or in a separate line.
The syntax of variable declaration is
〈type inst expr〉: 〈variable〉 [= 〈expression〉];
Arrays in MiniZinc can be one, two or more dimensional and can be declared like other
variables. For example, consider the two below array declarations:
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SUDOKU.MZN
% Include item
include "alldifferent.mzn";
% Parameters declaration
int: S;
int: N = S * S;
int: digs = ceil(log(10.0,int2float(N))); % digits for output
set of int: PuzzleRange = 1..N;
set of int: SubSquareRange = 1..S;
array[1..N,1..N] of 0..N: start; % initial board 0 = empty
% Decision variables declaration
array[1..N,1..N] of var PuzzleRange: puzzle;
% Constraint items 
% fill initial board
constraint forall(i,j in PuzzleRange)(
if start[i,j] > 0 then puzzle[i,j] = start[i,j] else true endif );
% All different in rows
constraint forall (i in PuzzleRange) (
alldifferent( [ puzzle[i,j] | j in PuzzleRange ]) )
% All different in columns.
constraint forall (j in PuzzleRange) (
alldifferent( [ puzzle[i,j] | i in PuzzleRange ]) )
% All different in sub-squares:
Constraint forall (a, o in SubSquareRange)(
alldifferent( [ puzzle[(a-1) *S + a1, (o-1)*S + o1] |
a1, o1 in SubSquareRange ] ) )
% Solve item
solve satisfy;
% Output
output [ show_int(digs,puzzle[i,j]) ++ " " ++
if j mod S == 0 then " " else "" endif ++
if j == N /\ i != N then
if i mod S == 0 then "\n\n" else "\n" endif
else "" endif
| i,j in PuzzleRange ] ++ ["\n"];
Figure 2.4: Modelling Sudoku in MiniZinc
array[1..N,1..M] of 0..W: example1;
array[1..N,1..M] of var float: example2;
In the first declaration, a two-dimensional array example1 in the range of 0 to W is
declared whose rows are numbered from 1 to N and columns 1 to M. In the next line,
a two-dimensional array example2 of float variables with rows numbered 1 to N and
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columns 1 to M is declared. The element of the array in the ith row and jth column can
be accessed using an expression like example1[i, j].
There are two possible methods to model a real-world problem in MiniZinc. In the first
method, the known parameters of the problem are declared inside the model, and their
values are also given in the same file. While this is simpler than the next method, it is
only suitable for single-case or small problems. To create parametric models that can
be used for a series of problems, e.g. a routing model for networks of different sizes and
topologies, another method is used. In this method, the problem statement including
parameters and decision variables declaration and constraints are included in the model
file (model filename.mzn) but values of the parameters are given in a separate file that
is called model data (data filename.dzn). This makes it possible to use the model for
various cases of the same problem by supplying their corresponding data files. The model
data for the this Sudoku example is shown in Figure 2.3-B. This method allows using
the implemented Sudoku model to solve any Sudoku example with various Sudoku model
data files.
If value assignment is done in a separate line, either in the model or model data file, an
assignment item is used. The assignment item has the syntax
〈variable〉 = 〈expression〉;
Examples of variable assignment (in a separate file) is shown in Figure 2.3-B.
The next item is the constraint item which establishes the heart of a MiniZinc model.
Constraints are expressed as
constraint 〈Boolean expression〉;
Constraint items can state complex expressions using the Global constraints such as alldif-
ferent and cumulative, MiniZinc functions such as forall and sum and arithmetic operators
such as div and mod. Examples of constraint items can be seen in the 4th code chunk in
Figure 2.4. The first constraint item assigns the values of the initial board and the next
three constraint items force having different digits in the rows, columns and sub-squares
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respectively. In case a decision variable is assigned a value, it is considered as a constraint
item (even if the constraint is not declared explicitly)
constraint 〈variable〉 = 〈expression〉;.
Each MiniZinc model needs to have exactly one solve item to specify the kind of needed
solution. The Solve item can be stated as either of the three below syntaxes
solve satisfy
solve maximize 〈arithmetic expression〉;
solve minimize 〈arithmetic expression〉;
where in the case of the first syntax, the problem is a CSP and in the case of the next
two syntax it is a CSOP.
Finally, the output items are used to present the result of model execution in the desired
format. An example of the Output item can be seen in the last code chunk in Figure 2.4.
The general syntax of the Output item is
output [ 〈string expression〉,...,〈string expression〉 ];
The last MiniZinc item used in this work is the Predicate item that is stated as
predicate 〈predicate− name〉 ( 〈arg − def〉,...,〈arg − def〉 ) = 〈bool − exp〉
Predicates will be thoroughly discussed in Chapter 5.
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3.1 Quality of Service and Traffic Engineering in
SDN
Due to the high complexity of the management of distributed routing protocols, the ef-
ficient implementation of QoS and TE mechanisms has not been feasible in traditional
large-scale networks [59]. In SDN however, the global view of the network in the SDN
controller with information regarding the network state and topology, has created great
possibilities for this purpose. Accordingly, many researchers in industrial and academic
SDN societies have worked on this topic to improve the current situation in different
aspects. The range of these activities includes proposition of new or modification of
the routing and QoS routing algorithms up to suggesting routing frameworks and archi-
tectures. While reviewing all the related works is not possible in this thesis, Table 3.1
summaries some of the major challenges in this regard.
These challenges can be divided into four dominant categories. The first category in-
cludes two significant large-scale SDN projects, B4 [8] and SWAN [40] ran by Google
and Microsoft companies respectively. Since the activities in these two projects included
all the steps from the design, implementation, test and production-network TE applica-
tions, they are separated from other reports which do not include similar operations. The
second group includes reports that propose systems for the implementation of TE. Next
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Table 3.1: Researches on QoS and TE in SDN
Group Contribution Title
1
Large-Scale production
network TE implementation
Achieving High Utilization with Software-driven WAN
[40]
B4: Experience with a Globally-deployed Software De-
fined WAN [8]
2
Systems for implementation
of TE
A Load Balanced Congestion Aware Routing Mecha-
nism for Software Defined Networks [41]
OpenFlow Based Load Balancing for Fat-Tree Net-
works with Multipath Support [42]
Traffic Engineering in Software Defined Networks [43]
3
Routing and QoS routing
algorithms
Adaptive Routing for Video Streaming with QoS Sup-
port over SDN Networks [44]
An Enhanced Path Computation for Wide Area Net-
works based on Software Defined Networking [45]
BaProbSDN: A probabilistic-based QoS Routing
Mechanism for Software Defined Networks [46]
Bidirectional Multi-Constrained Routing Algorithms
[47]
Multi-criteria Routing in Networks with Path Choices
[48]
OpenFlow-based Multipath Networks in the WAN [49]
Quick Incremental Routing Logic for Dynamic Net-
work Graphs [50]
WCMP: Weighted Cost Multipathing for Improved
Fairness in Data Centers [51]
4
Architectures and
frameworks for SDN, QoS
and TE
An OpenNaaS Based SDN Framework for Dynamic
QoS Control [52]
Application Aware Routing in Software Defined Net-
working [53]
Online and Global Network Optimization: Towards
the Next-Generation of Routing Platforms [54]
OpenQoS: An OpenFlow Controller Design for Mul-
timedia Delivery with end-to-end Quality of Service
over Software-Defined Networks [32]
Outsourcing the Routing Control Logic: Better Inter-
net Routing based on SDN Principles [55]
QoS-based Routing over Software Defined Networks
[56]
SDN-Based QoS Aware Network Service Provisioning
[57]
Software-defined Internet Architecture: Decoupling
Architecture from Infrastructure [58]
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group includes researches which design and/or implement the routing and QoS routing
algorithms in SDN and the last group include studies suggesting architectures for routing,
QoS and TE in SDN.
3.1.1 Large-Scale Production Network TE Implementation
These are highly complicated implementation of TE with many elements, precise de-
sign and requirements of high knowledge of software and various network mechanisms
such as load balancing, flow scheduling and traffic redistribution. The first paper in
this group reports the project performed by Microsoft networking team to increase their
inter-data center links’ utilisation using SDN techniques [40]. They call their proposed
system Software-driven WAN (SWAN). The main idea in SWAN is to centrally control
the size and timing of traffic forwarding between Microsoft data centers and frequently
re-configuring the forwarding elements for coping with the variation of the traffic demands.
They use the architecture shown in Figure 3.1 [40] for their traffic-engineering system to
centrally orchestrate all activities. In their design, they use service hosts, service brokers
and network agents to estimate current demands of the services and track topology and
traffic through switches. Each service broker collects demands from corresponding hosts
and updates the controller every five minutes. It is also possible for a service broker to
ask for more bandwidth from the controller whenever there is an abrupt large demand
from a host. Network agents, on the other hand, collect and report traffic information
at the OpenFlow rules’ granularity every five minutes. They also update switch rules as
Figure 3.1: Architecture of SWAN
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updates are sent from the controller. Finally, the controller uses the service demand and
network topology information to compute allocation of services and forwarding element
configurations, and update services whose allocations have been changed.
Since the time each switch applies the updates might be different from other switches,
these reconfigurations can create serious transition congestions. In order to overcome this
issue, they allocate a part of link capacities, which is called scratch, for reconfiguration
purpose and do not utilise it for the traffic transportation. Then they use this scratch
capacity for congestion-free updating the forwarding elements. The other challenge they
faced and addressed in this project was the limitation of number of rules in their com-
modity switches. The state that the number of rules required to fully exploit their inter
data center network exceeded the limits of even next-generation SDN switches. They use
the dynamic changes in the network paths based on the flow demands. They report their
system can carry 60% more traffic than MPLS TE and 2% less than an optimal method
with an infinite number of forwarding rules in switches.
The next project in this group is the Google’s B4 project in which a private WAN between
Google’s data centers is implemented with high link utilisation as shown in Figure 3.2
[8]. This private WAN has unique features which make the solution provided for traffic
engineering fit it. Since it connects Google’s data centres together, it requires massive
bandwidth between a few sites. In addition, its elastic traffic demand necessitates the
maximum average bandwidth. There is another unique feature in B4 that distinguishes it
from other global WANs, and it is the control over the edge server and networks enabling
at the edge rate limiting and demand measurements.
As seen in Figure 3.2 [8], B4 is designed in three layers as the switch hardware, site
controllers and global. The switch hardware layer in each site is responsible for traffic
forwarding only and does not take part in complex traffic control. The site controller layer
consisted of Network Control Servers (NCS) that run both OpenFlow controllers (OFC)
and Network Control Applications (NCAs). The distributed routing and centralised traffic
engineering are both performed by NCSs. The OFCs are responsible for maintaining
the network state according to the requirements of NCA and switch events and send
the forwarding rules to the switches accordingly. While software replicas are placed on
28
Chapter 3: Literature Review
Figure 3.2: B4 Architecture
different physical servers, the Paxos consensus algorithm previously developed by Google
[60], elects the primary instance and enables the tolerance of individual servers and control
processes faults.
The centralised TE architecture used in B4 project is shown in Figure 3.3 [8]. The main
block in their TE architecture is a TE optimisation algorithm. They state that the optimal
Linear Programming (LP) solution for allocating max-min fair share [61] between flow
group (FG) is not well scalable and they have designed a new algorithm for this purpose.
According to their report, their new algorithm can achieve at least 99% of bandwidth
Figure 3.3: B4 Centralised TE Architecture
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utilisation, similar fairness and 25× faster performance to optimal LP [62].
Although the solutions provided in this group of SDN researches are performing well on
the specific aspects of TE that are designed for, they do not provide a general purpose
platform to address all the requirements needed in the networking. While these solutions
perform well, even in the real large-scale production networks, since they are designed for
private WANs with defined specifications, they are not generalizable to all SDNs and all
WANs.
3.1.2 Systems for Implementation of TE
The first report in this group is a load balancing mechanism for SDN using congestion-
ware flow re-routing [41]. They calculate all the possible paths between a flow source-
destination nodes. While they are monitoring the network condition periodically by calcu-
lating the links utilisation, they re-route flows to avoid congestion. They use a threshold
for the link utilisation and when a link traffic passes the threshold, the controller computes
the amount of flow to be shifted to proper backup paths that are already calculated. The
shortest path that can accommodate the shifting flows is selected and flows are moved to
the new paths. They report an experimental evaluation of their system shows throughput
improvement and packet loss decrease compared to not using their load balancing system.
Although this research has truly recognised the need for TE and specifically, maximisation
of link utilisation, and they provide a solution to address this gap, no scalability evaluation
is provided for their solution. The results of their evaluation, which only shows the
throughput and packet loss, is provided for a prototype SDN network implemented in
a small network emulated in mininet. They have not provided analytical results to the
route calculation performance that constitutes a significant step in their proposed system.
While they need to calculate all the possible paths between source and destination of each
new arriving flow, and compute the available capacity in each path, this seems very time
consuming and impractical in large-scale production networks.
The next study in this group proposes an OpenFlow based load balancing system for
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data centers with Fat-Tree topology [42]. They use a dynamic routing algorithm in their
load balancer to distribute new flows in multiple paths. Their flow scheduler system
sends an equal amount of traffic to multiple paths selected from the fat-tree topology.
This load balancing obtains real-time traffic statistics from the network via OpenFlow
protocol. It uses this information and, by relying on the hierarchical feature of fat-tree
networks, recursively searches for the paths and makes decisions. They implemented their
system as traffic monitoring and flow scheduling modules of the Beacon controller. The
result of their evaluation based on prototype networks implemented in mininet indicates
its superiority over none or static load balancing schemes in maintaining high rate data
transmission and avoiding network latency.
Although this report, similar to the previous research, acknowledges the need for TE
and QoS mechanisms in SDN, and try to address this by proposing and implementing
a system for load balancing, it has a very limited scope. Furthermore, the path search
algorithm is designed for a specific topology which makes it inefficient for using on other
network topologies. However, the main issue with this report is the lack of scalability
results. While this load balancing solution is designed for data centers, the time period in
which solution is found needs to be practical in a real-world size data center network. The
report does not include either analytical or experimental results regarding the scalability
of the proposed solution.
The last work in this group proposes a system for implementing TE mostly suitable when
SDN controller controls only part of a network. In other words, this research targets the
TE implementation when SDNs are incrementally introduced into an existing network
[43]. They propose fast Fully Polynomial Time Approximation Schemes (FPTAS) for
solving SDN controller’s optimization problem. The reason for using a new algorithm
for solving the optimisation problem instead of using LP is stated as the scalability of
the LP, especially on medium and large sized problems. They state that FPTAS runs
significantly faster than a general programming solver in this scale. They also provide an
algorithm for optimal placement of the SDN-based forwarding elements in the existing
network. Their results indicate considerable gain in delay and loss performance, even for
a small number of deployed SDN forwarding elements.
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Although this report targets a broader goal for implementing TE in SDN, it still does not
cover general purpose QoS and TE objectives. The main objective addressed by this report
is the maximisation of all links’ utilisation. While this research uses Equal Cost Multipath
(ECMP) load sharing scheme to split the traffic between links, it is shown that ECMP
necessitates some prerequisites such as a balanced, regular, and fault-free topology. since
these assumptions are not valid in the real production networks, ECMP causes substantial
performance degradation and changes the flow bandwidths, even for flows with the same
initial bandwidth[51]. Finally, no results are provided for the scalability evaluation and
most of the provided results are based on networks with less than 25 nodes. To summarise
these studies, none of the solutions provided in this group can be seen as a general platform
for applying QoS and TE objectives or developing such applications in SDN. Accordingly,
we continue our investigation of such platform in the next group of QoS studies in SDN
in the next sub-section.
3.1.3 Routing and QoS Routing Algorithms
This group of studies mostly rely on proposing and implementing new routing and QoS
routing algorithms for supporting the QoS over SDN. The first work in this group is an
adaptive routing scheme for video streaming data over SDN [44]. Their proposed routing
algorithm is illustrated in Figure 3.4 [44]. The algorithm starts by finding the shortest
Figure 3.4: The Adaptive routing Flowchart
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path based on a path cost, and both levels of QoS flows, level 1 and 2, are forwarded along
that path. When a selected path does not meet the jitter (delay variation) requirement,
the algorithm searches for another feasible path based on jitter constraint. If such path is
found, the algorithm then checks if its available bandwidth can accommodate QoS level-1
flows without packet loss. If the answer is yes, the QoS level flows are shifted to the new
path. Otherwise, the QoS level 2 flows are shifted to the new path to free the capacity
on the shortest path for QoS level 1 flows.
The second study uses network state information, and application requirements to state
the path computation problem as an integer linear program [45]. A module in their
proposed controller which is called Path Computation Element (PCE) is responsible for
solving this problem and computing the feasible paths. They compare the performance of
their proposed algorithm with Constrained Shortest Path algorithm on ONOS controller
and conclude that they achieve a high level of load balancing due to the fairer shared traffic
over all links. However, they do not provide quantitative results for their performance
comparison or the network size on which they have tested their algorithm.
The next research proposes BaProbSDN, a mechanism for QoS routing based on prob-
abilities [46]. They use the Bayes’ theorem for choosing routes that satisfies a given
bandwidth constraint, by modelling the network as a Bayesian network and finding the
link probabilities. This method uses a link update policy based on triggering according to
a threshold and a hold-down timer. They evaluate the performance of their probabilistic
QoS routing algorithm in a simulation-based test bed. By comparing their methods to
widest-shortest path algorithm they state their method achieves 8.02% less bandwidth
blocking rate in the presence of time delay and link update inaccuracies of threshold.
The next study proposes bidirectional search for multi-constrained routing algorithms
[47]. They investigate the efficient QoS routing in SDN subject to multiple additive
constraints by employing this bidirectional search. They make three contributions in
this regard and the first is a k-shortest path algorithm using bidirectional search with a
complexity ofO(
√
k|N |log(|N |)+k|L|) where |N | and |L| represent the number of network
nodes and links respectively. As their second contribution, they show that employing
bidirectional search in several existing multi-constrained QoS routing algorithms such as
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Chen’s algorithm [63], limited path heuristic algorithm [64] and TAMCRA(k) algorithm
[65], reduces the convergence time. Finally, they propose a new bidirectional multi-
constrained routing algorithm that supports stateless QoS routing in IP networks via IP
tunnelling. As an alternative, it can route flows through label stacks and constraints-based
paths in MPLS networks. They provide performance evaluation of their bidirectional
routing algorithm in terms of network sizes with less than 200 nodes, various levels of
constraints, success ratio and inefficiency. They state that their proposed algorithm has
the fastest known on-line running time. However, they do not provide route calculation
time in terms of different network sizes or number of constraints.
The next study investigates the multi-criteria routing in networks with path choices [48].
They propose an algorithmic foundation for the efficient computation of Pareto-optimal
[66] paths. In the optimisation problems, when there are multiple objectives, the Pareto-
optimal solution is one for which improving any objective function results in degrading
one or more other objectives. Hence, in the multi-criteria routing problems it is possible
to have multiple paths where each one is optimal in terms of a specific metric which is
called Pareto-optimal path. The solution provided in this study is one order of magnitude
faster than Hansen’s algorithm [67] in finding the Pareto-optimal paths when there are
large number of simultaneous Pareto-optimal paths as the case in Figure 3.5 [48]. They
provide analytical results of their algorithm’s performance and implement it on a small
Figure 3.5: Comparing the running time of the proposed algorithm with Hansen’s algo-
rithm for one additive and one concave metric on topologies with one parallel edge
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prototype network of 5 nodes on GENI [68] test bed. The results of connection setup time
for their test topology is in the range of 20 ms which is considered practical for routing
purposes.
The next study in this group investigates the multipath routing in the field of wide
area networks [49]. They modified and extended the topology management of OLiMPS
[69] controller to apply a modified Dijkstra algorithm [70] to find the link-disjoint paths
between the source-destination nodes. Then, they allocated flows to the founded path
based on the round-robin scheme. They used SURFnet test bed to implement their multi-
path algorithm. Though, they have not provided any results regarding the performance
or scalability of their proposed solution.
The other research in this group provides a fast incremental routing logic for the cases
where network graph is dynamic [50]. They model the changing network as an evolving
graph to state the routing problem as a dataflow in which vertices are routing operations
and edges are flow of data between them. Then they use Naiad [71] to run arbitrary
iterative computation of path finding in graphs efficiently. The core logic of their routing
algorithm is an all-pairs shortest path algorithm that works as a continuous incremental
dataflow operation. They state their proposed solution is able to handle 160 edge weight
updates per second on a three-layered fat-tree topology of 1280 32-port switches and
16384 links.
The last work in this group of QoS and TE studies in SDN is another Google’s SDN project
in which Weighted Cost Multipaths (WCMP) are used to enhance the load balancing in
data center networks [51]. Since this project is implemented in large-scale production
networks, it could be presented in the first group as well. Though, due to the nature
of the provided solution that belongs to QoS routing algorithms, it is presented in this
subsection. They show that the most common practice in load balancing, Equal Cost
Multipath (ECMP), results in the imbalanced distribution of traffic due to the unrealistic
assumptions about the network topology. Accordingly, they propose a solution to use the
protocol’s view of topology to allocate fair per-flow bandwidth.
Figure 3.6 [51] shows the architecture of the proposed solution. They use Onix controller
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Figure 3.6: The architecture of Google’s Weighted Cost Multipath routing
[72] that provides the updated network topology information, computes the paths between
end nodes, and the weights for distributing the traffic. The updated network topology
information is collected by controller’s (Network Information Base) NIB module that
subscribes to the adjacency updates from switches. The Path Calculator module reads
the topology graph from NIB and computes the paths and weights for traffic distribution.
Finally, the Forwarding Manager converts the computed routes to the flow rules to be
installed in the switches. The evaluation of the solution is based on a prototype network
consisting of six non-blocking 10Gb/s switches that are interconnected by six non-blocking
10Gb/s switches which connect 30 hosts with 10G interfaces. The results based on this
prototype network indicates WCMP can reduce performance difference between flows
when compared to ECMP.
Reviewing the researches in this group makes it clear that none of these studies provides a
general solution for implementing QoS and TE in SDN. The first study, adaptive routing
for video streaming [44], has a very limited scope and includes no scalability results. The
second study, the enhanced path computation for WAN [45], does not include any perfor-
mance results and its scope is limited to only OSPF-TE. The third research, BaProbSDN
[46] does not include scalability evaluation and the performance is also provided for a
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single QoS routing algorithm. The fourth work, bidirectional multi-constrained routing
algorithms, [47], has a broader scope and covers more QoS routing and TE objectives.
However, it only supports additive QoS metrics while concave and multiplicative met-
rics are not supported. Furthermore, the report does not provide any scalability results
in terms of calculation speed which is considered fundamental for its application in real-
world production networks. In addition, no performance results are reported for multi-flow
routing which constitutes a significant part of multipath and load balancing mechanism’s
objectives.
While the next research, multi-criteria routing [48], covers a much broader objective in
QoS routing, it still cannot be considered as a general platform for developing all QoS
routing algorithms. For instance, it does not support constrained metric and constrained
metric combination routing, neither its combination with optimised metrics. Similar to
the previous study no result is provided for multi-flow routing in this study. The next
study [49], has a very limited scope and only covers shortest path. Furthermore, it uses
a round robin manner for load sharing between paths which is shown to be inefficient in
real-production networks. In addition, this report does not provide quantitative results
that can be used for the evaluation of its performance and scalability.
The next study [50], that provides an efficient algorithm for iterative routing updates is
also suffering from the same issue, limitation of the scope. It can only calculate shortest
path and does not support major QoS routing methods. Finally, the WCMP [51], despite
its advanced architecture and novel techniques for improving the load balancing in SDN,
is targeting only one objective which is suitable for their specific project’s goal. This
study, similar to all previous researches in this group, does not provide a general purpose
QoS and TE application development platform and we will investigate the next group of
studies to find such platform for SDN.
3.1.4 Architectures and Frameworks for SDN, QoS and TE
This group of researches mostly propose a framework or architecture for the implementa-
tion of QoS and TE in SDN rather than specifying a solution for routing and QoS routing.
The first study in this group proposes a Network Control Layer (NCL) and framework
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based on SDN, OpenFlow and Network as a Service (NaaS) [52] as shown in Figure 3.7
[52]. The main elements of NCL include the resource allocator module, provisioning mod-
ule, QoS tracker module, application request engine and traffic engineering database. The
resource allocator makes routing and load balancing decisions and provisioning module
allocates the needed resources. The QoS tracker customises the QoS to the traffic type
and application request engine responds to applications request for QoS services. Finally,
the TE database stores various TE algorithms and calculates their corresponding routes
that can be used by NCL.
The next study is a proposal for application-aware routing in SDN [53]. It suggests
leveraging the application-level characteristics and intelligence to build content-routing
applications. It specifically points out the service availability, content availability and
bandwidth management possibilities of SDN that can be used for this purpose.
The third research in this group proposes an architecture for SDN control plane that
makes it possible to perform online and global network optimisation [54]. It consists of
three main sub-systems for routing, monitoring and analysis. The routing sub-system
Figure 3.7: The architecture of NCL
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iteratively solves the optimisation problems with multiple constraints such as network
capacity, QoS and protection to find the feasible paths. The monitoring sub-system
provides the most accurate network state for the routing sub-system in terms of traffic
and topology. Finally, the analysis sub-system is responsible for larger-time scale traffic
estimation and fault protection provisioning. In this framework, the SDN controller should
solve various multi-commodity flow (MCF) with several different constraints.
The next study presents a new OpenFlow controller design that supports end-to-end
QoS for multimedia delivery as shown in fig 3.8 [32]. They use a QoS routing approach
to provide optimised routes for multimedia services dynamically. Since they use a QoS
routing algorithm, their method does not need resource reservation or priority queuing
and hence does not degrade non-QoS flows. They define the QoS routing problem as
a constrained shortest path problem and use Lagrangian Relaxation Based Aggregated
Cost algorithm to solve it. They state that this algorithm can solve the above-mentioned
NP-complete problem in O([n +mlog(m)]2) time [73]. They evaluate their controller on
a network of three switches and provide the results of streaming video quality with and
without QoS.
The next research suggests a routing model for SDN for using in Autonomous Systems
Figure 3.8: The architecture of OpenQoS controller
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(AS) to replace the Border Gateway Protocol (BGP) [55]. They suggest that the routing
between ASes to be outsourced to external contractor body which can be done in a
logically centralised manner to simplify the routing management and improve scalability.
They believe the feasibility of such model is strongly motivated by financial reasons.
The next research investigates the use of QoS-based routing in the SDN framework [56].
Their proposed controller consists of five main modules. The topology block uses Link
Layer Discovery Protocol (LLDP) to collect the network topology information. The Stats
block keeps track of network traffic loads and the Path Weight block calculates the weights
of paths based on the available link capacities. The next block, QoS Path Compute, finds
flows and Set of rules and the last block, Path Install, sends the computed paths to the
switches. They present their performance evaluation based on a real test bed of four
nodes.
The next study proposes a data plane QoS architecture for network service provisioning
based on QoS in SDN [57]. They combine prioritisation-based QoS mechanisms and a
constant bit rate algorithm to approximate DiffServ-enabled MPLS-TE. They use a test
bed of two switches and two hosts to validate their proposed data plane QoS mechanism
and evaluate their system in terms of the traffic throughput.
The last study in this group provides an architecture for the Internet based on SDN by
decoupling architecture from infrastructure [58]. They use MPLS as a model and suggest
to decompose Internet service into several well-defined tasks that can be implemented in
a modular manner. They divide the Internet connectivity to Inter-domain, Intra-domain
transit and Intra-domain delivery tasks and propose models for modular implementation
of these task in SDN.
None of the architectures, frameworks and proposals presented in this group of studies
provides a scalable platform for the implementation of QoS and TE in SDN. The first
study that suggests a framework for dynamic control of QoS in SDN [52], does not provide
any specific TE algorithm and it is postponed for their future works. In addition, the
report does not include any scalability and performance evaluation in this regard. The
second study [53], is a general idea about SDN routing that does not go further than
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providing a proposal for application-aware routing. No implementation or evaluation is
provided. Although the online and global network optimisation platform [54] recognises
the need for a platform in SDN that supports the QoS and TE and suggests to use MCF, it
does not provide a mechanism or algorithm for routing based on MCF. The scalability of
such MCF solvers with multiple constraints is a serious issue in the production networks.
The report does not provide any implementation and evaluation results in this regard
that can be used for the scalability assessment.
Next study, the OpenQoS controller [32], despite its admirable idea about using QoS
routing, has a very limited scope and only provides shortest path. Furthermore, its
implementation needs a modified OpenFlow protocol which is not a preferred solution in
many conditions. In addition, no performance evaluation results are provided, particularly
in terms of scalability and route calculation time for large-scale networks. Although the
next research, outsourcing the routing control logic [55], is addressing one of today’s
networking true shortcomings its scope is limited to inter-AS routing and is not providing
suggestions for QoS and TE implementation in SDN. The QoS-based framework for SDN
[56] does not have a clear scope and the provided evaluation is very limited, its efficiency
and scalability cannot be evaluated. The next study, the SDN-based QoS framework [57]
does not provide any performance evaluation results and not any scalability measures. It
has very limited scope in terms of QoS routing algorithms. Finally, the last proposal, the
Software-Defined Internet architecture [58] is a useful framework for the Internet but does
not investigate QoS routing and TE mechanisms.
While these studies constitute a significant part of researches on QoS and TE in SDN, there
still is a part of SDN that can be investigated in search for such proposals. Northbound
interfaces that are used to provide communications between network applications and
network services, are another field that must be reviewed for this purpose.
3.2 QoS and TE in the Northbound Interfaces
The SDN architecture and its global view of the whole network, has made it possible
to implement QoS routing algorithms much easier than the legacy networks. Since the
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network topology graph is part of the information available in the SDN controller, imple-
menting these routing algorithms in SDN is rather solving graph theory problems. QoS
routing applications, on the top layer of the SDN architecture, can use the northbound
interfaces to communicate with the controller to acquire network topology. These appli-
cations can then apply user/application required policies in the routing and return to the
controller via the northbound interface. This necessitates the northbound interfaces to
be equipped with the needed abstractions for implementation of QoS and TE.
However, to the best of our knowledge and as it is shown in this section, none of the exist-
ing northbound interfaces provides such facilities for creating QoS and TE applications.
Some of the controller proprietary northbound interfaces offer limited routing functional-
ity for their corresponding controller. Other proposed northbound interfaces, which deal
with routing problem, mostly focus on the packet and port-level manipulations and do
not provide higher-level QoS routing abstractions.
The three controllers, Floodlight [74], NOX [75] and OpenDaylight [76] have proposed and
defined their own northbound interfaces with the specific definitions. They mostly focus
on low-level configurations. Even the QoS module provided by the Floodlight controller
mostly concentrate on hardware, packet level details and low-level controls.
Some programming languages such as Frenetic [77], Pyretic [78] and Hierarchical Flow
Tables (HFTs) [79] also provide an abstraction of the controller functions and data plane
behavior for the upper layer. These are examples of declarative northbound programming
languages with facilities for expressing packet forwarding policies. They also provide facil-
ities for parallel and sequential composition of various non-overlapping modules. However,
despite the provided facilities, they still work at the packet level, and no high-level ab-
straction of QoS functions is provided yet. Furthermore, implementing routing and QoS
routing algorithms in these languages is done through the same algorithms that are cur-
rently applied in legacy networks, e.g. Dijkstra algorithm for the shortest path routing in
Pyretic [12].
The PANE controller [80] provides an interface that allows applications such as VoIP and
video to request network resources and reserve bandwidth for specific QoS requirements.
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Although PANE truly recognises the need for an interface between the network’s control-
plane and its users, applications, and end-hosts, the functionalities that it provides is
limited to a few features.
SFNet [81] is another northbound interface that emphasises on the close interaction be-
tween the applications and network. It provides some network services to the applications
through a high-level interface that hides the details of the implementation. The main
idea in this northbound interface is to provide a software-friendly networking (SFNet)
paradigm in which applications can reserve bandwidth or query network congestion state.
Though, it has a very limited scope. Indeed, bandwidth reservation along the shortest
path between two network nodes is the only functionality of the QoS component of SFNet.
Despite the importance of QoS routing applications in today’s networking, their imple-
mentation in current northbound interfaces is still far from the SDN’s promises. In fact,
for most of the northbound interfaces, developing QoS routing applications require many
low-level implementations that makes it similar to developing desktop applications in As-
sembly language. The users not only have to find an efficient way to state the problem,
but they also have to find the optimal solution for each QoS routing problem, which might
require hundreds of lines of code. As such, it necessitates both theoretical knowledge of
the competent algorithms for each QoS routing application and the ability for its efficient
implementation. Furthermore, since these northbound interfaces are mostly compatible
with their corresponding controller, applications are needed to be reimplemented for each
new controller.
A recently proposed solution for the carrier-grade networks, which is called DEFO [82],
has used CP to address QoS routing problem in the non-SDN network efficiently. DEFO
intelligently uses a declarative and expressive approach for controlling the forwarding
path that makes applying QoS routing policies much easier. Furthermore, using CP
and new heuristics has significantly improved its scalability and flexibility in traditional
networks. The idea proposed by DEFO, using CP to address QoS routing problem in the
network, has illustrated its significant advantages in the non-SDN environment. However,
since DEFO has not been designed for SDN, the problem of implementing QoS routing
algorithms in SDN has not been addressed so far.
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The idea to apply CP techniques for the network optimisation objectives has been in
fact suggested much earlier in [83]. They investigated the possibility of using CP for
efficient solving of various problems in legacy networks such as TE and network design.
Nonetheless, it had never been put to practice before DEFO which realised this idea for the
legacy networks. Accordingly, the proposed northbound interface in this thesis, SCOR,
is the first work which suggests and implements CP for solving networking problems in
SDN.
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4.1 Notation
The network flow routing problems are usually stated in terms of graph notations. A
graph G(N ,L) is a set of nodes (vertices) N and a set of Links (arcs) L. The set of links
L is represented by a set of ordered pairs of distinct nodes, i.e. L = {(u, v)|u, v ∈ N}.
The number of nodes is N = |N | and the number of links is L = |L|. A link is an ordered
pair so, the link (u, v) is distinguished from the link (v, u). All the graphs in this text are
assumed to be directed, and undirected graphs are replaced with directed graphs where
every undirected link (u, v) is replaced with two directed links (u, v) and (v, u) [22].
A graph can be represented in two ways, an adjacency matrix or an adjacency list. The
adjacency list is a set of lists, one for each node in N , where adj[u] is the adjacency list
of node u that contains all the nodes v for which there is a link (u, v) in L [84]
adj[u] = {v| v ∈ N , (u, v) ∈ L} for u ∈ N (4.1.1)
In the algorithms implemented in this thesis the adjacency-list representation is used for
all the graphs. We use a sample graph, which represents a network topology, shown in
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Figure 4.1-A to illustrate the adjacency list concept here and also for other definitions
and notations introduced later. The graph has five nodes which are connected using six
bidirectional links. The adjacency list for this graph can be stated as
adj[u] =

{2, 4, 5}, u = 1
{1, 3}, u = 2
{2, 4}, u = 3
{1, 3, 5}, u = 4
{1, 4}, u = 5
By using the individual correspondence between nodes and links in the given graph, this
adjacency list can be expressed as a set of list of links, instead of list of nodes
adj[u] =

{(1, 2), (1, 4), (1, 5)}, u = 1
{(2, 1), (2, 3)}, u = 2
{(3, 2), (3, 4)}, u = 3
{(4, 1), (4, 3), (4, 5)}, u = 4
{(5, 1), (5, 4)}, u = 5
As seen, in this representation bidirectional links can be expressed as two unidirectional
links. This link representation of the graph can also be extended to include link weights.
1
2 3
5
4
w2 = 30
w1 = 1 
w2 = 100
w1 = 1
w2 = 30
w1 = 1
w2 = 20
w1 = 2
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Figure 4.1: A sample network graph and its adjacency list in the form of a table of links
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The link weights represent link parameters such as capacity, loss, cost and so on that are
discussed later. The extended link representation of the graph shown in Figure 4.1-A can
be stated as
adj[u] =

{(1, 2, 1, 30), (1, 4, 2, 10), (1, 5, 2, 20)}, u = 1
{(2, 1, 1, 30), (2, 3, 1, 100)}, u = 2
{(3, 2, 1, 100), (3, 4, 1, 30)}, u = 3
{(4, 1, 2, 10), (4, 3, 1, 30), (4, 5, 2, 20)}, u = 4
{(5, 1, 2, 20), (5, 4, 2, 20)}, u = 5
Finally, the above adjacency list can also be represented in the form of a table as presented
in Figure 4.1-B. The table states the graph in the form of a list of its links (adjacency
list). Each row consists of 4 entries, the first two entries indicate the start and end nodes
of the links and the remaining entries include link weights (that can include even more
weight parameters).
A path in a directed graph is a sequence of k ≥ 2 nodes (n1, n2, ..., nk) and a corresponding
sequence of k − 1 links under condition that the ith link is either (ni, ni+1) or (ni+1, ni).
The path P can be mathematically represented as
P = {ni | (ni, ni+1) ∈ L, i = 1..k, k ≥ 2} (4.1.2)
Since we use adjacency lists to represent graphs in this study, we use the list of links to
represent a path as well. As an example, the path highlighted in yellow in Figure 4.1-A
can be stated as the below link list
P = {(1, 2), (2, 3), (3, 4)}
If a node is visited in the path more than once, the path includes loops.
The flow of a link (u, v), shown by f(u, v), is a variable that measures quantity of data
flowing through link (u, v) (from node u to node v). While studying data networks,
sometimes flows of data are limited by the network. In this cases, there is another measure
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that identifies the flow. The maximum value that a flow can get, if there is no limitation,
is called the flow demand which is a non-negative integer number. If the network does
not limit the flow, the flow demand is equal to the flow, the amount of data flowing in
the network. In this way, a flow is identified with at least three parameters, the source,
destination and its value, that can be equal or not to its demand. In this study, the
f(u, v) is used for the flow value and whenever demand is used, another symbol is used
to represent it.
If the flow source and destination are located on the start and end nodes of a single link,
it is called a link flow. Otherwise, it is called the path flow that is the set of (equal) link
flows connecting a flow source to its destination. Hence, a path flow is a series of packets
sent along a number of links, i.e. a path, connecting a source to a destination node. For
a path flow, the set of links which corresponds to its link flows is called the path of flow.
The flow paths are represented in the same way as the other paths, that is adjacency lists
and adjacency matrix.
There are many constraints/relationships that are discussed in studying the flows and
among them the two major constraints are studied in this work. The first constraint is
called the capacity constraint which limits the flow values to an upper bound as [22]
f(u, v) ≤ c(u, v) ∀(u, v) ∈ L (4.1.3)
in which c(u, v) is the capacity of link (u, v). The second constraint is called the conser-
vation of flow that states [22]
∑
{v|(u,v)∈A}
f(u, v)−
∑
{v|(u,v)∈A}
f(v, u) = Su ∀u ∈ N (4.1.4)
In the above equation if Su > 0, it indicates node u is a flow source and Su is called the
supply of the node u. If Su < 0, node u is a flow sink and the scalar −Su is called the
demand of the node u (flow demand is a non-negative integer). The flow conservation
simply states that the total (value of) flows exiting a node is equal to the total (values
of) flows entering the node, unless the node is either a flow source or sink.
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4.2 Routing Framework
Figure 4.2 shows integration of SCOR in a routing framework based on the SDN archi-
tecture. The routing framework consists of three layers of the Network Operating System
(NOS), the Northbound Interface (SCOR) and the Network Applications. The NOS layer
directly communicates with the network elements through common protocols such as
OpenFlow. It uses the three components Network State Monitor, Network State Database
and Route Calculator to acquire network state such as traffic loads and flow demands
from the network elements and provide them for the applications.
The Network State Monitor collects the state information by using its four modules Host
Tracker, Topology Discovery, Traffic Load Calculator and Flow Demand Estimator. The
Host Tracker and Topology Discovery are two standard modules present in many SDN
controllers which provide network topology information [85]. The Traffic Load Calculator
module periodically reads the flow statistic of ports and keeps track of network links’
utilisation and available network resources. The last module, Flow Demand Estimator,
provides periodic estimations of the flow demands in the network inputs.
The network state information provided by the above components is recorded in the
Network State Database component which is queried by the network applications through
the Route Calculator component. This information is needed by any network application
that modifies routing or other parameters of the network. The Route calculator also
receives network routes from the applications and translate them to flow rules. These
flow rules are then installed in the network elements through a sub-module, the Flow
Installer.
The next layer up is SCOR, the proposed northbound interface. Since its design and
structure includes many details, it is explained as a separate subsection. Finally, the top
layer of the framework is the Network Applications. This layer contains different QoS
routing applications that are created using SCOR. These are in fact CP models that state
the constraints and utility function of a specific networking problem. The range might
include common QoS routing and TE applications such as maximum bandwidth path,
maximum residual capacity path, link utilisation optimisation, and even least cost path
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Figure 4.2: The routing framework based on SCOR
routing. Though, it might also include applications that implement newer services such
as service chaining. These applications get the network topology and state information
from the NOS through route calculator component, calculate the route and return it to
route calculator.
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4.3 SCOR
Proposing to use constraint-programming methodology in SDN and designing the required
primitives in the form of a CP-based northbound interface is the main contribution of
this research. This includes designing the northbound interface itself and an interface
specifically targeting the QoS routing application development. While implementing the
routing framework as seen in Figure 4.2, which includes modules of NOS, depends on the
SDN controller, the SCOR layer is controller independent.
As seen, SCOR is divided into two layers, i.e. a generic CP-based programming language
and a QoS Routing and TE interface. These layers represent two levels of programming
abstractions. The CP programming language, which is also the first layer of this north-
bound interface, has been used for modelling various real world problem in CP paradigm.
SCOR uses this layer for stating general networking problems, particularly those not ad-
dressed in the QoS routing interface. Because of the unique features of CP techniques,
many networking and routing problems can be stated in this level in a simple and effi-
cient format [83]. Indeed, here users are able to state their problems in a wide range of
networking domains by focusing on ‘what should be done’ rather than ‘how they should
be done’.
The next layer, QoS Routing and TE Interface, consists of predicates or constraints created
in the previous layer to address QoS routing problems. Currently there are 9 predicates,
as listed in Table 4.1, which cover various aspects of QoS routing in SDN. They implement
constraints such as the flow conservation, capacity constraint and cost, that are needed
to realise both basic and composite QoS routing problems.
Hence, apart from the choice of the CP-based language for the first layer, the main focus
of the design of SCOR is the design of predicates. Since modelling all routing problems in
CP requires a constraint that models the concept of a network path, it is the first predicate
designed and implemented. In order to model this concept, it is assumed that directional
links represent their own flows and a flow path represents a flow passing through it. Hence,
the flow conservation rule (Eq. 4.1.4) can be equivalently applied on directional graph
links to find a set of links which constitute a flow path, i.e. transfer a network flow from
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Table 4.1: Set of predicates forming QoS routing interface
Item Predicate Name Implemented Constraint/Defined Value
1 network path
∑
{v|(u,v)∈L}
f(u, v) −
∑
{v|(u,v)∈L}
f(v, u) = Su ∀u ∈ N
2 defined capacity c(u, v) ≥ c0 ∀(u, v) ∈ Pf
3 residual capacity r(u, v) = c(u, v)− f(u, v) ∀(u, v) ∈ L
4 capacity constraint f(u, v) ≤ c(u, v) ∀(u, v) ∈ L
5 path bottleneck cB[Pf ] = min
(u,v)∈Pf
{c(u, v)}
6 path cost
a[Pf ] =
∑
(u,v)∈Pf
a(u, v)f(u, v)
7 link delay D(u, v) =
1
c(u, v)− f(u, v) ∀(u, v) ∈ Pf
8 link utilisation U(u, v) =
f(u, v)
c(u, v)
∀(u, v) ∈ Pf
9 node capacity
∑
{v|(u,v)∈L}
f(u, v) +
∑
{v|(u,v)∈L}
f(v, u) ≤ Cu ∀u ∈ N
c(u, v) is the capacity of link (u, v);
f(u, v) is the total flow from node u to node v;
a(u, v) is the cost of link (u, v);
Pf is the path of the flow f(u, v);
c0 is the predefined minimum required capacity;
Cu is the capacity of node u
a flow source to a flow sink. The network path predicate defines a flow path by applying
this constraint, and finds a loop-free path from a flow source to its sink.
The next two predicates, the defined capacity and residual capacity create abstractions
relating to capacity that are frequently used in the QoS routing applications. The defined
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capacity makes sure that all the links selected for a flow path have capacities at least equal
to a pre-defined value c0. This is particularly useful when calculating routes with two or
more metrics including the bandwidth limitation. Applying this predicate, removes some
links, reduces the network graph and makes the application of next constraints faster. The
residual capacity predicate defines the amount of the available bandwidth of all network
links according to specified link flows.
The capacity constraint (Eq. 4.1.3) is the other rule which flows need to comply with,
in some routing algorithms. The capacity constraint predicate (item no. 4 in Table 4.1)
applies this constraint on flows and the resulting path includes only those links whose
flows comply with the rule. Although it was possible to implement this constraint in the
path predicate, we decided to implement it in a separate predicate. It lets the network
path predicate to be used even for those routing algorithms which do not take into account
capacity constraint, e.g. shortest path routing.
The path bottleneck predicate defines the bottleneck capacity for a given path, which is
required when considering the bandwidth optimisation problem in QoS routing. For a
given set of links which constitute a specified path, the path bottleneck predicate defines
the minimum capacity of all links as the bottleneck bandwidth of the path. It is also
possible to define this predicate based on minimum available bandwidth rather than the
capacity. However, many routing algorithms which deal with widest path use the minimum
capacity rather than available bandwidth.
The cost of a network path is an important concept utilised in many QoS routing algo-
rithms. A wide range of network parameters including additive parameters such as delay,
concave parameters such as bandwidth or multiplicative parameters such as packet loss
ratio are applied in routing algorithms and protocols as cost metrics. The path cost pred-
icate assumes an additive cost metric such as in the case of Routing Information Protocol
(RIP) that uses the number of hops to destination. For the case of Open Shortest Path
First (OSPF) protocol which uses either of throughput, link availability or Round-Trip
Time (RTT) as the cost metric and the Interior Gateway Routing Protocol (IGRP) that
uses a combination of node delay and available bandwidth, other predicates such as the
path bottleneck predicate can be used to model the cost concept.
53
Chapter 4: Design of the SCOR and the Routing Framework
There is another group of QoS metrics that not only depend on the static network param-
eters, such as capacity, but they also dynamically change with the flow demand variations.
For instance, while the transmission delay of links is a static parameter, depending only on
the capacity of the links, the queueing delay changes with the capacity of network paths
and the size of the current flows in the network. Accordingly, a group of predicates which
includes link delay, and link utilisation are designed to model these concepts. While the
static network delay, i.e. transmission and propagation delays, can be modelled using the
path cost predicate, dynamic delay, that is the queueing and processing, can be modelled
using link delay predicate. These two predicates take into account the residual capacity
of the links in a flow path.
The last predicate, node capacity, is designed to address an abstraction required to model
half duplex and shared media access networks such as Ethernet. The main objective is
to create a model that implements a constraint on the node capacity for handling the
traffic. In this predicate the total traffic entering and leaving a node is constrained, i.e.
the amount of traffic entering a node is not only limited by its link capacity, but it also
is limited by the amount of traffic leaving the node. This is the case when ingress and
egress traffic to a node share the same media such as Ethernet.
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The routing framework is initially implemented based on the POX controller. Nonetheless,
it does not bond to any specific feature in POX and can be easily adapted for the other
SDN controllers. This is especially the case with the ONOS [21] and its intent subsystem.
The implementation of the routing framework in ONOS is explained in Chapter 7 which
also includes real-world applications that are developed in ONOS using the SCOR. This
section provides the implementation of the routing framework in the POX controller only.
5.1 Implementation of the Routing Framework
There are two possible approaches for implementing the routing in a network. In the first
method, the routing is done after a flow arrives in a switch and the switch request the
instruction from the controller. This is called the Reactive routing. In the second method,
it is assumed that flows are known and routing is done accordingly. This approach which
is called Proactive routing does not require an instruction request from the switch and
installs routes even if there is no current flow. The latter can be combined with a flow
scheduler system that periodically re-routes flows in the network to optimise resource
utilisation.
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5.1.1 Reactive Routing
Figure 5.1-A shows the overall functionality of the reactive routing framework. When a
new flow arrives in a network element, if there is no rule installed to specify the required
action for that flow, a PacketIn message is sent to the SDN controller. The routing frame-
work, as a module of POX, is listening to the POX core events and receives the PacketIn
events. It extracts the flow specifications (network protocol, source and destination IP
addresses, and upper layer source and destination ports) from the packet and passes them
along with network state information to the Route Calculator module. Retrieving and
recording the network state information starts from the beginning of the SDN controller’s
operation through Topology Discovery and Host Tracker modules of POX that are called
in the routing framework (Figure 4.2). The Route Calculator module uses this informa-
tion along with the constraint and utility function to find the appropriate route for the
flow, and the output is the flow rules which should be installed in the switches.
The details of the operations that Route Calculator performs to find a route is shown
in Figure 5.1-B. The network state and the new flow information are combined with the
MiniZinc model to create the MiniZinc model data which states the routing problem for
the given flow, topology and the constraints expressed in MiniZinc model. The model data
indicates the network topology as a graph adjacency list similar to the example explained
in Section 4.1. In the current implementation, a previously selected MiniZinc model is
defined in the routing framework and used for the experiments explained in Chapter 6.
Though, it is possible that the model to be automatically selected based on the traffic
type or other network requirements. The model data and model files are supplied to a
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Figure 5.1: A) The overall functionality of the routing framework. B) The detailed
processes of the Route Calculator)
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chosen CP solver. The Route Calculator calls the solver through command line and passes
the model and data files as arguments of the command.
Then the solver finds the solution for the problem of the given model and model-data and
returns the output in the form of an array of 0s and 1s which is called Link Path Member-
ship (LPM). There is a one by one correspondence between the elements of LPM and the
rows of the list of network graph links, i.e. adjacency list (stated in the MiniZinc model-
data file supplied to the solver). A 1 value in the LPM array indicates its corresponding
link is determined as part of the flow path by the solver, and a 0 means it is not on the
flow path. The output of the solver is translated back to the flow rules to be installed on
switches that constitute the flow path. This sequence of flow rules for the switch-ports is
then passed to the flow installer module to install them on their corresponding network
elements.
5.1.2 Proactive Routing
While the reactive forwarding of packets is necessary and is used in many networks, it can
only be used for a single flow routing. When it comes to load balancing and multi-flow
routing, proactive routing is the appropriate solution. Figure 5.2 shows the functionality
of the Route Calculator in the case of the proactive routing. As seen, there is no major
difference in the implementation of the routing framework in this two approaches. While
the reactive approach extracts the flow information from the message sent from the switch,
Route Calculator
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Figure 5.2: The Proactive routing functionality in the Route Calculator
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the proactive method receives this information from another module such as the flow
scheduler.
However, the main difference comes from the fact that the messages from SDN switches
include information relating to a single flow while a flow scheduler can provide information
pertaining any number of concurrent flows. This makes it possible to calculate the routes
for multiple flows simultaneously which is part of applications such as load balancing and
multi-path routing.
There are other solutions that can use the combination of the reactive and proactive
methods for the routing of multiple flows. In this approach, the route calculator needs
to keep the record of all the previously routed alive flows. When a new flow route is
requested by a switch, the route calculator needs to find the path for the new flow and all
the previously routed alive flows together. However, this might create issues in practical
scenarios as it might interrupt previous flows by routing them in a new path. This
approach requires a complex flow scheduling system such as those explained in [7] that is
a separate research topic.
5.2 Implementation of SCOR
As mentioned earlier, SCOR consists of two layers and the first layer is a CP-based
programming language that is also used to create SCOR’s predicates. The main criteria
for choosing the CP language was ease of implementation, expressiveness and simplicity.
The compatibility with multiple solvers was also considered as a privilege. The declarative
CP modelling language MiniZinc, which fulfilled these requirements, selected as the basis
of SCOR. The rich library of global constraints of MiniZinc that model high-level CP
abstractions along with its compatibility with various solvers have made it a proper choice
for this purpose. While the MiniZinc package includes some strong solvers such as Gurobi
[86] and Gecode [87], other major solvers such as JaCoP [88], ECLiPSe [89] and Google’s
Operations Research tools, OR-Tools [90], can be smoothly used with it.
The global constraints of MiniZinc can be added to a MiniZinc model (by using an include
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Table 5.1: Parameter and variable names used in the predicates
Name Type Description
N Integer Number of nodes
L Integer Number of links
F Integer Number of flows
Nodes 1D Array of integers List of node (numbers)
Links 2D Array of integers List of start and end node (numbers) of
links with their cost and capacity
LPM 2D Binary Array Link-Path-Membership array
Flows 1D Array of integers List of flow demands
s 1D Array of integers List of flow source (numbers)
t 1D Array of integers List of flow targets (numbers)
Limit Integer Lower bound of link capacities
item) to include those constraints in the models. New constraints can also be defined
and included in the models through MiniZinc predicates in a similar manner. MiniZinc
predicates that can consist of one or more constraints, are comparable to functions or
methods in the procedural programming languages. They add abstraction, modularity
and code reuse to MiniZinc and make programming the constraints simpler and more
efficient.
The second layer of SCOR, the QoS interface, is a set of building blocks which state
predefined constraints. These blocks can be combined to create models of various QoS
routing algorithms. The predicates, which constitute SCOR’s building blocks, use a few
common parameters and decision variables. These variables are listed in Table 5.1 that
Table 5.2: Some common MiniZinc expressions
Expression Description
constraint applies conditions to be done
forall(A)(B) do B under condition A
include include library files
index set gives the index of a 1D array
index set1of2 gives the index of a 2D array for the 1st dimension
index set2of2 gives the index of a 2D array for the 2nd dimension
solve states the needed solution
sum(A)(B) do summation on B under condition A
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describes their types and meaning. To facilitate user to understand the predicates’ and
Minizinc code that comes in a later section, some common MiniZinc expressions are also
explained in Table 5.2. These predicates are explained in the remaining part of this
section.
5.2.1 Network Path
The network path predicate plays a fundamental role in SCOR. All routing applications
in SCOR rely on this predicate for the network path definition. They use the network
path predicate for identifying network paths and then by applying additional constraints
based on their objectives find the specific path accordingly.
It is possible to implement the network path concept in various methods. The implemen-
tation in this thesis is based on Eq. 4.1.4, the flow conservation rule, that necessitates the
continuity of link flows. Definition of a network path (Eq. 4.1.2) also requires each pair
of the neighbouring nodes to have a link between them, that is the continuity of the path.
Selecting the links for a flow path based on the flow conservation rule guarantees the
continuity of the path from the flow source to its destination that satisfies path definition
requirements.
The path concept expressed in terms of graph nodes and links in Eq. 4.1.2 does not
provide its relationship to the graph, which is already stated in terms the adjacency list
and can be used in the implementation. Since a path is a subset of its graph, it can be
easily expressed in terms of its graph using a membership function. In this representation,
a link flow can be stated as
f(u, v) = dx(u, v) x(u, v) ∈ {0, 1}, ∀(u, v) ∈ L (5.2.1)
in which d is an integer indicating the flow demand and x(u, v) is a binary membership
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function which indicates if flow f is passing through link (u, v) as
(5.2.2)x(u, v) =
0 (u, v) ̸∈ Pf1 (u, v) ∈ Pf
where Pf is the path of flow f that can be stated as
Pf = {(u, v)|x(u, v) = 1,∀(u, v) ∈ L} (5.2.3)
that means the path of flow f consists of only those elements whose membership value
is equal to 1. Eq. 5.2.3 states a path in terms of link flows’ membership to path flows
or equivalently by link’s membership to (flow) paths. As stated in Section 4.1, the path
of a flow f is defined as the set of links whose link flows constitute the flow f . In other
words, if a link flow is part of a path flow, its corresponding link is part of the (flow)
path. Representing path using membership notation makes it possible to use the graph
statement, i.e. the adjacency list, and to state the flow paths.
The graph of the network is represented by the Links array that states the list of graph’s
links, i.e. the graph adjacency list. The network links are assumed multi-weighted similar
to Figure 4.1. The weights are scalars which represent the two link parameters, cost and
capacity correspondingly. It can be mathematically represented using a L × 4 matrix
Links = (lkn) in which L is the number of graph links and row k of the matrix can be
stated as
(5.2.4)lkn =

u (the link k′s start node) n = 1
v (the link k′s end node) n = 2
w1 (the link k′s cost) n = 3
w2 (the link k′s capacity) n = 4
According to Eq. 5.2.3, the path of each flow can be represented by the membership
function, x(u, v). Accordingly, the decision variable in this predicate is the link path
membership (LPM) that defines which link belongs to path of which flow. The LPM
is a 2-dimensional array (matrix) of binary decision variables whose columns correspond
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to various flows. The network path predicate is implemented as it can find paths for
multiple flows simultaneously, to support solving of multi-flow problems. The LPM can
be mathematically stated as a L× F binary membership matrix LPM = (xkj) in which
(5.2.5)xkj =
0 (u, v) ̸∈ Pj1 (u, v) ∈ Pj
where (u, v) is the link k, Pj indicate the path of the flow j and F is the number of
concurrent flows.
The body of the MiniZinc code for the network predicate is shown in Predicate 1 (there are
additional lines as per predicate expression syntax that was explained in Section 2.3.1).
Parameter and variable names are as explained in Table 5.1. The first line of the code
(Predicate 1) is a forall MiniZinc function which performs the expression in the second
parenthesis, that is line 2 to 9, under the condition specified in the first parenthesis, i.e.
Predicate 1: Network Path
1: forall(i in 1..N)(
2: forall(j in 1..F)(
3: flow in links[i] = sum(k in 1..L)(
4: if Links[k,2]=i then LPM[k, j] else 0 endif
)
∧
5: flow out links[i] = sum(k in 1..L)(
6: if Links[k,1]=i then LPM[k, j] else 0 endif
)
∧
7: flow in links[i] + (if i = s[j] then 1 else 0 endif) =
8: flow out links[i] + (bfif i = t[j] then 1 else 0 endif)
∧
9: flow in links[i ] <= 1
)
);
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for all nodes. The second line is another forall function which performs line 3 to 9 for
all flows. Lines 3 and 4 find the total number of the links bringing flow j into node i. This
is done in node i by summing up the xkj over k only for those links in which lk2 = i, that
is node i is the end node of link k. Lines 5 and 6 similarly calculate the total number of
links that emit flows j from node i. The Boolean operator ∧ represents the conjunction,
i.e. the logical AND. Then lines 7 and 8 apply the flow conservation rule by equalising
the sum of ingress and egress links. If node i is either the source of the flow j (i = s[j]) or
its sink/target (i = t[j]), a 1 is added to the corresponding side of the equality, to include
the effect of the flow source or sink.
The definition of the path via the flow conservation rule expressed in lines 3-8 does not
prohibit routing loops. To prevent loops of flow paths, each flow should not enter a node
more than once. The additional constraint in line 9, which states for each flow j the total
number of links that can bring the flow to the node i is at most 1, guarantees the paths
are loop-free.
5.2.2 Defined Capacity
While the network path predicate determines the path for a given source-destination
nodes, this predicate can be seen as an additional constraint for finding network paths.
The Defined Capacity predicate applies a pre-defined minimum capacity limit as an ad-
ditional criterion when finding the path. It can be mathematically stated as
c(u, v) ≥ c0 ∀(u, v) ∈ Pj (5.2.6)
which indicates the capacity of every link (u, v) belonging to Pj, the path of flow j, should
be at least equal to c0. It is a necessity in practical routing problems when a selected
path should be able to accommodate a pre-defined flow demand. Applying this predicate,
as an additional constraint in finding network paths, guarantees every link in the final
selected path has the required capacity.
There is an additional advantage in the way the predicate is implemented. This predicate
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Predicate 2: Defined Capacity
1: forall(k in 1..L)(
2: forall(j in 1..F)(
3: if Links[k,4] < Limits[j] then LPM[k,j] = 0
4: else true endif
)
);
implements the above constraint (Eq. 5.2.6) by removing links of the network graph that
do not satisfy the condition. This reduces the network graph and might speed up applying
other constraints. This predicate uses the same representation of the path that was used
in the network path predicate (Eq. 5.2.3), i.e. using the membership function and hence
the decision variable is the LPM . Then the path of flow j can be stated as
Pj = {(u, v)|x(u, v) = 1,∀(u, v) ∈ L, c(u, v) ≥ c0} (5.2.7)
The body of the MiniZinc code for this predicate is shown in Predicate 2. The first line is
a forall function that performs line 2 to 4 for all links. Line 2 is again another forall
function which performs line 3 to 4 for all flows. Finally, lines 3 and 4 compare the
capacity of links (the 4th entry of each row of the Links array, i.e. lk4, is capacity) to the
pre-defined needed value corresponding to each flow (Limits[j]). If the capacity of link
k is less than Limits[j], the corresponding membership entry, xkj, is set to zero (line 3,
LPM [k, j] = 0), which means link k is no more on the path of the flow j.
5.2.3 Residual Capacity
The residual capacity is a common concept in many congestion-related routing algorithms.
This predicate defines the residual network for a set of given concurrent flows, that is the
network in which capacity of the links is reduced by the value of total flows passing
through them. It defines the residual capacity of each link as its initial capacity minus
the sum of demands of all flows that are being routed through the link.
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When there are multiple concurrent flows, routing flows with different demands can result
in various residual networks. It means routing a flow with demand d1 in a network creates
a residual network which might be different from the one created by another flow with
demand d2. When the capacity constraint (Eq. 4.1.3) is considered in a routing algorithm,
placing flows on a link is only possible if there is enough (available/residual) capacity on
that link. Consequently, in routing multiple concurrent flows, finding a flow path is not
only affected by the original network capacities, but it also changed by other flows and
the order in which flows are routed.
The residual capacity of a link (u, v) is given by:
r(u, v) = c(u, v)− f(u, v) ∀(u, v) ∈ L (5.2.8)
where c(u, v) indicates the (initial) capacity of the link and f(u, v) indicates the total flow
on this link. For a multi-concurrent-flow network, the total flow on the link (u, v) can be
stated as:
f(u, v) =
∑
j=1..F
fj(u, v) ∀(u, v) ∈ L (5.2.9)
in which fj(u, v) is the flow j on link (u, v) assuming F concurrent flows. The flow j using
membership representation (Eq. 5.2.1) can be stated as
fj(u, v) = djxj(u, v) xj(u, v) ∈ {0, 1} (5.2.10)
where dj is the demand of flow j and xj(u, v) indicates if the flow j is passing through
link (u, v). Hence, the total flow of the link (u, v) can be stated as
f(u, v) =
∑
j=1..F
djxj(u, v) ∀(u, v) ∈ L (5.2.11)
We use this representation of the link flows in the implementation of this predicate as
it is in line with the definition of the path in the network path predicate. The body of
the MiniZinc code for this predicate is shown in Predicate 3. In this implementation it
is assumed that the LPM values are fixed/known, i.e. all flows are already routed, and
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Predicate 3: residual Capacity
1: forall(k in 1..L)(
2: if sum(j in 1..F)(LPM[k,j])=0
3: then Residuals[k] = Cmax
4: else Residuals[k] = Links[k,4] - sum(j in 1..F)(Flows[j] × LPM[k,j])
5: endif
);
the predicate finds the residual capacity of the links, Residuals, accordingly. The first
line is a forall function that performs line 2 to 5 for all links. The second line finds the
sum of link-path-membership values over its second argument, that is the flow number.
This is equal to the total number of links which have a flow (a zero membership value
means no flow is passing through the link). It then checks if this sum is zero sets the
corresponding value of the Residual array to Cmax (line 3). Otherwise, the residual
capacity is calculated through Eq. 5.2.8 and 5.2.11 in line 4.
The Cmax value is the biggest (initial) capacity of the network and assigning it to the
links with no flow prevents some issues that might happen in using this predicate in non-
uniform network topologies (networks in which links have different capacities). Suppose
there is a link with no flow, and its capacity is less than the minimum residual capacity of
other links (links with flows). In this case, an algorithm looking for the minimum residual
capacity of the network will choose the link as part of its flow path, despite there is no
flow on the link. Assigning a big value like Cmax to the residual capacity of these links
prohibits their selection by such algorithms.
5.2.4 Capacity Constraint
This predicate implements the capacity constraint (Eq. 4.1.3) which sets an upper bound
on the the flow demands that can be routed through the links. Again, for the purpose of
implementation we need to use the path definition proposed in the network path predicate.
Hence, we need to state the link flows in terms of the membership function. In a multi-
concurrent-flow problem, the link flows can be stated in the form of the Eq. 5.2.11 and
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Predicate 4: Capacity Constraint
1: include “Predicate residual capacity.mzn”;
2: residual capacity( LPM, Flows, Links, Residuals );
∧
3: forall(k in 1..L)(
4: Residuals[k]>0
);
hence the Eq. 4.1.3 can be stated as
∑
j=1..F
djxj(u, v) ≤ c(u, v) ∀(u, v) ∈ L (5.2.12)
which indicates only those entries of the flow membership function xj(u, v) can be non-zero
that satisfy this inequality. In other words, only those flows are placed on link (u, v) that
sum of their demands is less than the link capacity c(u, v). When the capacity constraint
is considered in a routing problem, this predicate is used along with other constraints to
guarantee that any final selected route can accommodate the flow demands.
The implementation of this predicate is an example of using a predicate in a MiniZinc
code. In fact, this is a nested predicate which has included the content of the residual
capacity predicate in its code. The body of the MiniZinc code for this predicate is shown in
Predicate 4. The first line is an include item that calls the residual capacity predicate. The
decision variables in this predicate include the LPM and Residuals. In the second line the
residual capacity of the links, Residuals, is found by the residual capacity predicate along
with the corresponding LPM array. The next line is a forall function that performs line
4 for all links which is to apply Residuals[k] > 0. When solver applies this constraint,
only those values of LPM will be chosen as a final solution that satisfies the constraint.
5.2.5 Path Cost
The link cost metric in this predicate is assumed a known predefined parameter such as
delay, number of hops, lease price, etc. It is given along with the network graph definition
(adjacency list) as the first link weight or lk3 in Eq. 5.2.4. If cost of the link (u, v) is
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shown by a(u, v), then for additive cost metrics such as transmission delay, the total cost
of a flow along its path is given by [22]
a[P ] =
∑
(u,v)∈P
a(u, v)f(u, v) (5.2.13)
Similar to the previous predicates, in order to state the path P in terms of the already
stated graph’s adjacency list, we need to use the Eq. 5.2.1 that takes into account the
membership relationship. Then, the Eq. 5.2.13 using the membership function can be
stated as
a[P ] = d
∑
(u,v)∈L
a(u, v)x(u, v) (5.2.14)
where
x(u, v) =
0 (u, v) ̸∈ P1 (u, v) ∈ P
and d indicates the demand flow f .
The MiniZinc code for this predicate is shown in Predicate 5. Again, to support multi-flow
problems, the implementation is done for a scenario of F concurrent flows. The decision
variable in this predicate is Total Cost which is a 1×F one-dimensional array containing
total cost of flows. The LPM array is assumed fixed/known variable that is used to
indicate if a flow j is passing through link k and the link costs are given in Links[k, 3].
The first line is a forall function which performs line 2 to 4 for all flows that implement
Predicate 5: path cost
1: forall(j in 1..F)(
2: Total Cost[j] =
3: sum(k in 1..L)(
4: Links[k,3] × LPM[k,j] × Flows[j]
)
);
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Eq. 5.2.14 and find cost of flows.
5.2.6 Path Bottleneck
A link with the minimum capacity on a path is called the path bottleneck or simply the
bottleneck. This predicate finds the bottleneck capacity for a given flow path. While it is
possible to define this predicate based on the available bandwidth of the bottleneck, our
implementation is based on its (original) capacity, as it is necessary for the implementation
of some applications such as the widest path routing or the maximum bandwidth routing
[10]. The bottleneck capacity, in a similar way to path definition in Eq. 5.2.3, can be
mathematically stated as
cB[Pf ] = min{c(u, v)|x(u, v) = 1, ∀(u, v) ∈ L} (5.2.15)
in which x(u, v) is membership of link (u, v) to the path of flow f that is Pf and c(u, v)
is its capacity.
The body of the MiniZinc code for this predicate is shown in Predicate 6. Similar to all
the previous predicates, to support multiple-flow problems, the implementation is done
for multiple flows. The first line is a forall function which performs line 2 to 6 for all
Predicate 6: path bottleneck
1: forall(j in 1..F)(
2: forall(k in 1..L)(
3: Width[k] = Links[k,4] × LPM[k,j]
)
∧
4: forall(k in 1..L, where Width[k] !=0)(
5: Bandwidth[k] = Width[k]
)
∧
6: Bottleneck[j] = min(Bandwidth)
);
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flows. Line 2 is another forall function that performs line 3 for all links. Line 3 defines
a dummy variable Width for each link which is its capacity multiplied by the value of its
membership to flow j. Line 4 is a conditional forall function. It sets the value of the
Bandwidth variable equal to non-zero values of Width (line 5). That is only for those
links which are part of the path of flow j. Finally, the bottleneck capacity or bandwidth
(Bottleneck), is defined as the minimum of Bandwidth (line 6).
5.2.7 Link Delay
The formulations used to define all the previous predicates are based on the exact mea-
sures. However, there are network metrics such as delay and utilisation that do not have
exact measures, or there are several formulations that are used by various references. To
implement the link delay and link utilisation predicates one of the most commonly used
estimates, as stated in references, is selected. These formulations do not provide exact
measures, and they approximate the link delay and utilisation.
In this group of the predicates, it is assumed that the network flow behaviour can be
modelled by an M/M/1 process. This is an assumption made and utilised in highly cited
references such as [91] and [84]. In queueing theory, an M/M/1 system consists of a
single queueing station with a single server, requests arrive according to a Poisson pro-
cess, and the server passes customers in the exponentially-distributed independent times.
Adopting M/M/1 system for modelling network flow behaviours requires accepting the
Poisson distribution for the network flows which might not be the case on some occasions.
Though, other assumptions about the network flow statistics that may result in different
formulations can be similarly implemented in SCOR. Hence, the current implementation
of these two predicates, based on the adopted formulation, is an example of different
possible implementation of these concepts.
The end-to-end delay of a flow path is the sum of the delays experienced by the flow
at each node from the source to destination. The delay at each node consists of a fixed
and a variable component. The fixed part includes the transmission/serialisation and
propagation delays, and the variable element comprises of the processing and queueing
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delays at each node [92]. The average variable delay is closely related to the congestion
and link utilisation that depends on the flow demands. The fixed part of the end-to-end
delay can be defined through the path cost predicate by assigning the link cost metric as
the transmission and propagation delays. In this case, the fixed part of the end-to-end
delay for a flow is sum of the delays (costs) of those links which constitute the flow path.
The delay a flow j experiences from its source to its destination can be explained in terms
of the delay that it experiences between each consecutive nodes. That is the total average
variable delay of a flow path for an M/M/1 system can be estimated by [93]:
D[Pj] =
∑
(u,v)∈Pj
D(u, v) (u, v) ∈ Pj (5.2.16)
where
D(u, v) =
1
c(u, v)− f(u, v) (u, v) ∈ Pj (5.2.17)
represents the delay between each consecutive nodes, i.e. links, where c(u, v) is the link
capacity and f(u, v) is the total flow passing through the link (u, v) given by Eq. 5.2.11.
Hence, the delay can be stated as
D(u, v) =
1
c(u, v)− ∑
j=1..F
djxj(u, v)
∀(u, v) ∈ L (5.2.18)
which states it in terms of the link capacity c(u, v) and the demand of all flows passing
through the link (using the membership function xj(u, v)).
This predicate implements the link delay concept based on Eq. 5.2.18 that can be used
to estimate the total average variable delay of a flow through its path. The body of
the MiniZinc code for this predicate is shown in Predicate 7. Since the denominator of
Eq. 5.2.18 is equal to the residual capacity of the link (u, v); we can use either of the
capacity constraint or the residual capacity predicate to find the value of the denominator.
Though, the capacity constraint has an extra constraint which prohibit the denominator
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Predicate 7: link delay
1: include “Predicate capacity constraint.mzn”;
2: capacity constraint( LPM, Flows, Links, Residuals );
∧
3: forall(k in L)(
4: if sum(j in 1..F)(LPM[k,j])=0
5: then Delay[k] = 0
6: else Delay[k] = 1 / Residuals[k]
7: endif
);
from being zero and that makes it a better choice. So, we include the capacity constraint
predicate (line 1), which uses the residual capacity predicate in turn and provides the
value of the denominator.
The main decision variable in this predicate isDelay which is found by using the two other
variables, LPM and Residuals. The second line calls the capacity constraint predicate
which applies Eq. 4.1.3 and defines the Residuals. Line 3 is a forall function that
performs line 4 to 7 for all links. Line 4 finds the total number of flows passing through
link k (i.e. sum of their corresponding row in LPM) and checks if it is equal to zero. If
this is the case, line five 5 sets the value of the queueing delay for these flow-less links to
zero. Line 6 defines the link delay as the inverse of the residual capacity of the link.
5.2.8 Link Utilisation
The link utilisation is another dynamic network parameter that takes into account both
static network metrics such as link capacities and the size of current flows in the network.
In order to define the link utilisation, this predicate also models the network flow as an
M/M/1 system and uses the below equation to estimate the link utilisation in the path
of a flow j as [94]:
U(u, v) =
f(u, v)
c(u, v)
∀(u, v) ∈ Pj (5.2.19)
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in which c(u, v) is the link capacity and f(u, v) is the total flow passing through the link.
Assuming F concurrent flows in the network and taking into account Eq. 5.2.11, the
above equation can be stated as
U(u, v) =
∑
j=1..F
djxj(u, v)
c(u, v)
∀(u, v) ∈ L (5.2.20)
where dj is the demand of flow j and xj(u, v) is the membership function which defines if
flow j is passing through link (u, v). Although link utilisation is defined for a single flow
path, it considers the effect of all other current flows in each link throughout the whole
path of the flow. It gives a number (percentage) for each link in a flow path.
The link utilisation of a path can be defined as the average of link utilisation of the links
on the path; or other metrics that can be used for network optimisation. Similar to the
previous predicates, using the membership function has made it possible to state the link
utilisation in terms of the network graph, i.e. the adjacency list. The body of the MiniZinc
code for this predicate is shown in Predicate 8. The first line is a forall function which
performs for all links, line 2 to 6 that implement the above equation (Eq. 5.2.20). The
main decision variable in this predicate is the Link Utilisation that is defined based on
other variables such as LPM ( which is seen as a known value in this predicate). The
summation in line 3 is done for all flows, and it performs summation over the product of
flow demands and their membership values. The result of the summation is divided by
the link capacity in line 5.
Predicate 8: link utilisation
1: forall(k in 1..L)(
2: Link Utilisation[k] = (
3: sum(j in 1..F)(
4: Flows[j] × LPM[k,j]
5: )/ Link[k,4]
6: ) × 100
);
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5.2.9 Node Capacity
The node capacity predicate is implemented to address the requirements raised in the
implementation of half-duplex routing applications in SCOR. It assumes the amount of
traffic that can be received by a network node is constrained by the amount of traffic
simultaneously being transmitted from the node and vice versa. Practically, many wireless
and Ethernet networks operate in the half duplex mode, i.e. they can either send or receive
the traffic at a time. Such systems behave like they have a constraint on the sum of their
receive and transmit traffic, that is if the sending rate increases the receiving rate will be
decreased and vice versa. This is the main idea behind the implementation of the node
capacity predicate.
This concept can mathematically be stated as
∑
{v|(u,v)∈L}
f(u, v) +
∑
{v|(u,v)∈L}
f(v, u) ≤ Cu ∀u ∈ N (5.2.21)
where the first summation indicates the total egress flows from node u, the second sum-
mation indicates the total ingress flows to node u and Cu is the corresponding limit of
the node that we call it the node capacity. Again, using the membership function we can
state the above equation in terms of graph links by using Eq. 5.2.11 that allows us to
smoothly implement it:
∑
{v|(u,v)∈L}
∑
j=1..F
djxj(u, v) +
∑
{v|(u,v)∈L}
∑
j=1..F
djxj(v, u) ≤ Cu ∀u ∈ N (5.2.22)
The body of the MiniZinc code for the implemented predicate is shown in Predicate 9.
The decision variable in this Predicate is the LPM array which indicates if a flow passes
through a link or not. The first line is a forall function that performs line 2 to 10 for all
nodes. Line 2 to 5 sums up the number of links, where node i is a link’s end node (that
is Link[k, 2] = i), over all flows and links multiplied by their membership values and thus
finds the total ingress flows to node i, i.e. the first summation in Eq. 5.2.22.
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Predicate 9: node capacity
1: forall(i in 1..N)(
2: node flow in[i] = sum(k in 1..L, j in 1..F)(
3: if Links[k,2]=i then LPM[k, j] × Flows[j]
4: else 0
5: endif
)
∧
6: node flow out[i] = sum(k in 1..L, j in 1..F)(
7: if Links[k,1]=i then LPM[k, j] × Flows[j]
8: else 0
9: endif
)
∧
10: node flow in[i] + node flow in[i] <= Node Capacity[i]
);
Line 6 to 9, in a similar way, finds the value of the second summation in Eq. 5.2.22 that
is the total egress flows from node i. Finally, line 10 sums up the total ingress and egress
flows of the node i and constraints it to be less than or equal to the value of the node
capacity (Cu in Eq. 5.2.22). The forall function in line 1 cause this procedure to be
performed on all nodes and thus every node in the network will be limited by the value
of its node capacity.
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6.1 Use cases: QoS Routing Applications
The SCOR’s predicates are designed to address various constraints needed in modelling
basic and composite QoS routing applications. They serve as building blocks whose
various combinations create models for various QoS routing applications. One of the main
motivations of proposing the SCOR is to facilitate QoS routing application development
in SDN which is not currently well addressed in the available northbound interfaces. By
using a few examples, it is shown in this section that, how basic and composite QoS
routing and TE applications are easily implemented in SCOR.
The overall procedure of modelling a QoS routing application in SCOR includes three
main steps. In the first step, since every routing application requires to define the path,
each QoS-routing-SCOR model starts by adding the network path predicate to create the
definition of the path. Then, based on the objective of the QoS routing application and
types of the constraints which it applies in finding paths, one or more other predicates
are included in the model. Finally, the utility function of the routing problem is stated
in the solve item of the SCOR model based on the variables defined in the model.
To illustrate the power of the abstractions created by SCOR, we use two cases. In the
first case, we demonstrate this by showing how a basic-QoS-routing-SCOR model can
be converted to a composite-QoS-routing-SCOR model, by simply including one or more
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additional predicates. As an example, we model the Least Cost Path Routing (LCPR),
then by adding another predicate to this model, we model the Least Cost Path with
Defined Capacity Routing (LCPDCR) in SCOR.
In the second case, we illustrate SCOR’s abstraction level by showing how complex routing
applications can be easily modelled in SCOR in just a few lines of code. While the first
case indicates the modularity and simplicity of modelling QoS routing applications in
SCOR, the second case demonstrates SCOR’s conciseness. As an example of the second
case, we model the Maximum Residual Capacity Routing (MRCR) in SCOR. This is a
complex QoS routing application which requires 100s of lines of code as implemented in
some references. The simplicity and efficiency of the SCOR’s model indicate the power
of abstractions created by this northbound interface.
Finally, in a similar manner to the first two cases, LCPR and LCPDCR, the MRCR
is extended by adding another predicate to include the effect of half-duplex networks.
The procedure is identical to creating LCPDCR from LCPR except for the name of the
newly added predicate which in this case it is the node capacity predicate. This example
indicates that the modularity of the abstractions created by SCOR is not related to any
specific aspect of the QoS or routing problems and it works for any QoS routing problem.
6.1.1 Least Cost Path Routing
This SCOR model implements the least cost path routing (LCPR) algorithm [10]. Using
different parameters as the cost metrics allows to use exactly the same model for modelling
several different routing algorithms such as minimum (transmission) delay routing [17] ,
minimum loss routing [17] and shortest path routing. Shortest path routing is one of the
most applied routing algorithms in networking which is used in common routing protocols
such as OSPF, RIP and IGRP. Several algorithms such as Dijkstra and Bellman-Ford have
been proposed to solve this problem in procedural programming efficiently.
We use our previously described representation of a network as a graph G(N ,L) with
multi-weighted links to demonstrate this routing model in SCOR. The LCPR problem for
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a single flow is stated as finding a set of link flows that minimise a linear cost function as
[22]
minimise
∑
(u,v)∈L
a(u, v)f(u, v) (6.1.1)
subject to
∑
{v|(u,v)∈L}
f(u, v)−
∑
{v|(u,v)∈L}
f(v, u) = Su, ∀u ∈ N (6.1.2)
in which Su is the supply or demand of node u (Section 4.1) and f(u, v) is the total flow
on link (u, v). Stating link flows in terms of their membership function using Eq. 5.2.11
for a single flow f1 with demand d1 will result in
f(u, v) = f1(u, v) = d1x1(u, v) (6.1.3)
where x1(u, v) is the membership function which indicates if flow f1 is passing through
link (u, v). By placing Eq. 6.1.3 in Eq. 6.1.1 and Eq. 6.1.2, the mathematical statement
of the LCPR will become
minimise
∑
(u,v)∈L
a(u, v)x1(u, v) (6.1.4)
subject to
∑
{v|(u,v)∈L}
x1(u, v)−
∑
{v|(u,v)∈L}
x1(u, v) = Su/d1, ∀u ∈ N (6.1.5)
Then the problem is to find those values of x1(u, v) which satisfy the above equations
(link costs a(u, v), flow demand d1 and the node supply Su are known/fixed parameters).
The summation in Eq. 6.1.4 and the whole Eq. 6.1.5 are modelled in SCOR in the
path cost and network path predicates respectively. Consequently, the LCPR can be
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modelled in SCOR by including these two predicates and stating the objective function,
the minimise, in the solve item. The SCOR model for the LCPR is shown in Model
1. The first two lines are include items which make it possible to use two predicates,
network path and path cost (lines starting with a % are comments). Lines 3-8 declare the
parameters which are required to model the LCPR problem (defined in Table 5.1). Lines
9-10 also declare the two decision variables Cost and LPM as explained in Section 5.2.
The main body of the program includes the Constraints item (lines 11-12) and the Solve
item (line 13). The first constraint, network path predicate, defines the path from the
source to destination. The second constraint, path cost predicate, defines the cost asso-
ciated with each path. The solve item indicates to solver program to find the minimum
value of Cost variable that satisfies constraints stated in lines 11 and 12.
Model 1: Least Cost Path Routing in SCOR
% Include items
1 : include ”Predicate network path.mzn”;
2 : include ”Predicate path cost.mzn”;
% Parameters
3 : array[int, 4] of int : Links;
4 : int : L =max(index set 1of2(Links));
5 : array[int] of int : Nodes;
6 : int : Flows;
7 : int : s;
8 : int : t;
% Decision Variables
9 : var int : Cost;
10 : array[1..L, 1] of var 0..1 : LPM ;
% Constraints items
11 : constraint network path(LPM,Links,Nodes, s, t);
12 : constraint path cost(LPM,Links, Cost, F lows);
% Solve item
13 : solve minimize Cost;
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6.1.2 Least Cost Path with Defined Capacity Routing
The SCOR’s predicates serve as building blocks that can be appended together to model
various QoS routing applications. The model explained in this section illustrates the
modularity of SCOR by showing that only 3 additional lines of code are required to turn
the LCPR model into the least cost path with defined capacity routing (LCPDCR) model.
The path selected by the previous model, LCPR, does not necessarily provide sufficient
bandwidth for a flow demand. This may cause issues when flows carry bandwidth sensitive
applications such as streaming video. If QoS is considered in finding the flow paths, one
criterion for the path selection can be the guaranteed bandwidth for the flow demands.
Then the output of the previous model needs to be subjected to an additional constraint,
to have a minimum pre-defined capacity. Hence, a new routing application is created,
which finds the path with the minimum cost and a specified guaranteed capacity.
The LCPDCR can be formally stated as the LCPR subject to the below additional con-
straint:
c(u, v) ≥ d1 ∀(u, v) ∈ P1 (6.1.6)
where d1 is the demand of flow f1 and P1 is its path. By incorporating Eq. 5.2.7 in the
above equation it can be stated as
c(u, v)/d1 ≥ x1(u, v) ∀(u, v) ∈ L (6.1.7)
since
x1(u, v) =
0 (u, v) ̸∈ P11 (u, v) ∈ P1
Eq. 6.1.7 indicates only links with a capacity bigger than or equal to the flow demand d1
can have x1(u, v) = 1, that is to be selected for the flow path. Hence, the LCPDCR can
be formally stated as
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minimise
∑
(u,v)∈L
a(u, v)x1(u, v) (6.1.8)
subject to
∑
{v|(u,v)∈L}
x1(u, v)−
∑
{v|(u,v)∈L}
x1(u, v) = Su/d1, ∀u ∈ N (6.1.9)
x1(u, v) ≤ c(u, v)/d1 ∀(u, v) ∈ L (6.1.10)
As mentioned in describing the previous model, the summation in Eq. 6.1.8 and Eq. 6.1.9
are already modelled in SCOR. Eq. 6.1.10 also is modelled by defined capacity predicate.
This means modelling the LCPDCR in SCOR only needs to add the defined capacity
predicate to the LCPR model.
Model 2 shows the new lines that are added to LCPR to create the LCPDCR in SCOR.
The first line is an include item to include the defined capacity predicate in the model.
The second line declares a new parameter, Limit, which defines the lower bound on the
capacity of the links on the path of flow f1. While d1 is the lower bound on link capacities
as stated in Eq. 6.1.10, using the arbitrary value of Limit allows desirable increase or
decrease in this regard. The last line applies this new constraint (Eq. 6.1.10) in the model.
This constraint removes the links with capacities less than Limit from the network graph
and the output is the least cost that has a minimum bandwidth of the specified Limit.
Model 2: Least Cost Path with Defined Capacity Routing in SCOR
...
% Include item
1 : include “Predicate defined capacity.mzn”;
...
% Parameters
2 : int : Limit;
...
% Constraints item
3 : constraint defined capacity(LPM,Links, F lows, Limit);
...
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6.1.3 Maximum Residual Capacity Routing
The two previous models illustrate the efficiency of the abstractions and modularity in
SCOR. They also illustrate the level of compliance of stating the problem in SCOR and
its statement in natural language. In this section, we model a complex QoS routing
application in SCOR and compare to an implementation in procedural programming that
also illustrates SCOR’s conciseness in modelling complex routing problems.
The Maximum Residual Capacity Routing (MRCR) [11] belongs to a group of routing
problems that aim to route the maximum number of concurrent inseparable flows in a
given network. In these problems, usually, the given flows must be routed between single
or multiple source-destination pairs and either of congestion minimisation or utilisation
maximisation should happen.
The objective of this application is to route all flows in a way that the minimum residual
capacity of all links is maximised [84]. Maximising the minimum residual capacity of
the network is intuitively equivalent to placing flows on links that have bigger (initial)
capacities. When there are multiple concurrent inseparable flows, this becomes a very
complicated network routing problem that can be numerically unmanageable even for
small networks of a few nodes [11].
The problem can be seen as an optimisation problem in which various placements of flows
result in different minimum residual capacities. The objective function tries to maximise
this minimum residual capacities. When there is F concurrent inseparable flows that
should be routed in a given graph G(N ,L), by taking into account the Eq. 5.2.11, the
problem can be mathematically stated as [11]:
maximise{Z} (6.1.11)
subject to the below three constraints
Z ≤ r(u, v) ∀(u, v) ∈ L (6.1.12)
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∑
{v|(u,v)∈L}
xj(u, v)−
∑
{v|(u,v)∈L}
xj(v, u) = S
j
u/dj ∀u ∈ N , j = 1..F (6.1.13)
∑
j=1..F
djxj(u, v) ≤ c(u, v) ∀(u, v) ∈ L (6.1.14)
that means Z is the minimum residual capacity which is defined for the link (u, v) as
r(u, v) = c(u, v)− f(u, v) ∀(u, v) ∈ L
in which f(u, v) is the total flow on link (u, v) defined as
f(u, v) =
∑
j=1..F
fj(u, v) =
∑
j=1..F
djxj(u, v) ∀(u, v) ∈ L
where dj is a positive value that identifies the demand of flow fj and xj(u, v) is the
membership function of link (u, v) to the path Pj of flow fj stated as
xj(u, v) =
0 (u, v) ̸∈ Pj1 (u, v) ∈ Pj
In the above formulation, c(u, v) is the capacity of link (u, v) and Sju is the supply or
demand of node u due to flow fj which is defined as (section 4.1)
Sju/dj =

1 u = sj,
−1 u = tj, u ∈ N , j = 1..F
0 otherwise
where sj ∈ N is the source of flow fj and tj ∈ N is its destination (target).
The above formulation states the problem for the graphs in which all links have equal
capacity (homogeneous or uniform networks). In non-uniform networks it is possible to
have a link (w, y) with no flow, i.e. f(w, y) = 0, that has a capacity less than the minimum
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residual capacity of all other links, i.e.
r(w, y) = c(w, y) < r(u, v) ∀(u, v) ∈ L − (w, y) (6.1.15)
Applying Eq. 6.1.12 in this condition makes Z to be less than c(w, y), i.e.
Z ≤ c(w, y) = r(w, y) (6.1.16)
which means if c(w, y) is removed from L, bigger values can be given to Z without affecting
any flow path, as c(w, y) does not carry any flow. In order to implement this, we modified
Eq. 6.1.12 for non-uniform networks in a way that Z has to be less than or equal to the
residual capacity of only links which carry flows (the total flow passing through the link
is bigger than zero)
Z ≤ r(u, v) ∀(u, v) ∈ L and f(u, v) > 0 (6.1.17)
Equations 6.1.13 and 6.1.14 are modelled in SCOR by the network path and capacity
constraint predicates respectively. The capacity constraint also provides the residual
capacity of the links by including the residual capacity predicate in its code. The residual
capacity predicate models the residual capacity concept in a way that satisfies Eq. 6.1.17
by replacing the value of r(u, v) with a big number when f(u, v) = 0 (explained in Section
5.2.3). This means modelling the complex MRCR algorithm in SCOR will only require
to include these predicates and state the objective (Eq. 6.1.11) in the solve item of the
model.
Our implementation of this application is shown in Model 3. Lines 1-2 are include items
for the network path and capacity constraint predicates. Lines 3-9 declare parameters and
lines 10-11 declare the two decision variables, Residuals and LPM . The two parameters
s and t, which were a single integer in the two previous models, are arrays in this model
to facilitate multiple flow sources and targets. The main body of the program consists of
the two constraints (lines 12-13) and the solve item (line 14). The solve item indicates the
solver should find values of decision variables that maximises the minimum of Residuals.
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Model 3: Maximum Residual Capacity Routing in SCOR
% Include item
1 : include “Predicate network path.mzn”;
2 : include “Predicate capacity constraint.mzn”;
% Parameters
3 : array[int, int] of int : Links;
4 : int : L =max(index set 1of2(Links));
5 : array[int] of int : Nodes;
6 : array[int] of int : Flows;
7 : int : F = max(index set(Flows));
8 : array[1..F ] of int : s;
9 : array[1..F ] of int : t;
% Decision Variables
10 : array[1..L, 1..F ] of var 0..1 : LPM ;
11 : array[1..L] of var int : Residuals;
% Constraints item
12 : constraint network path(LPM,Links,Nodes, s, t);
13 : constraint capacity constraint(LPM,Links, F lows,Residuals);
% Solve item
14 : solve maximize min(Residuals);
As seen, modelling this complex optimisation problem in SCOR is as simple as the least
cost path routing model (Model 1), with the key difference contained to lines 13 and 14.
Our implementation can be compared with an implementation of the maximum concurrent
flow routing in [95], that can be adopted to solve this problem. It includes 400 lines of
code in Python language which is implemented based on a solution proposed in [96].
6.1.4 Half-duplex Maximum Residual Capacity Routing
The Half-duplex Maximum Residual Capacity Routing (HMRCR) model aims to extend
the previous model, by considering the half-duplex nature of many wireless and Ethernet
networks. In half-duplex networks, a node can either send or receive, but not both at
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the same time. This essentially limits the capacity of the node. We have modelled this
constraint in the new node capacity predicate in SCOR, and we will demonstrate its usage
for the residual capacity routing in half-duplex networks.
The mathematical formulation of the problem is similar to previous problem, maximum
residual capacity routing, with the addition of a new constraint, i.e. the Equation 5.2.21:
∑
{v|(u,v)∈L}
f(u, v) +
∑
{v|(u,v)∈L}
f(v, u) ≤ Cu ∀u ∈ N
in which Cu is the node u capacity/limit that indicates the total traffic flow that a node
can handle. This equation constraints the total flows entering and leaving a node to be
equal or less than Cu. This extra constraint is implemented in the node capacity predicate
and is added to Model 3. The implementation of HMRCR is shown in Model 4. The first
added line (line 1) calls the node capacity predicate, the second line (line 2) declares a
new parameter, Node Capacities, which defines the acceptable amount of flows for each
node, and line 3 applies the above constraint (Eq. 6.1.4).
In order to illustrate how adding the new constraint affects the paths found by the model
and consequently the network performance, we use the below scenario. The network
topology shown in Fig. 6.1 is generated by Waxman method [97] that makes it possible
to generate random topologies with control over the probabilities of the node connections
and distance. There are three concurrent flows with similar demands of 1 Mbps to be
Model 4: Half-duplex Maximum Residual Capacity Routing in SCOR
(Only lines not included in maximum residual capacity routing)
...
% Include item
1 : include “Predicate node capacity.mzn”;
...
% Parameters
2 : array[int] of int : Nodes Capacities;
...
% Constraints item
3 : constraint node capacity(LPM,Links, F lows,Nodes Capacities);
...
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routed from node 1 to node 15. All links are bidirectional with an equal capacity of
1 Mbps in each direction (bidirectional links are mathematically represented using two
unidirectional links). To illustrate the concept, we assume nodes 1 and 15 have no node
capacity limitations, e.g. they are equipped with faster or multiple network interfaces.
The Shortest path routing, which uses only one of the three similar shortest paths from
node 1 to node 15, theoretically can send up to 1 Mbps as shown in Fig. 6.2.
For this scenario, the MRCR model declares the paths as the below sequence of links
(shown in Fig. 6.1-a): 
f1 : {1, 11, 13, 2, 10, 15}
f2 : {1, 4, 14, 5, 15}
f3 : {1, 13, 11, 3, 8, 7, 9, 15}
The declared paths are not the shortest possible paths from node 1 to node 15, though, it is
a valid path according to the criteria for the maximum residual capacity routing. Although
links (11, 13) and (13, 11) are both connecting node 11 and 13, they are considered separate
links in full duplex transmission. So the three concurrent flows of 1 Mbps are successfully
transported to the destination node.
However, in the networks which use half-duplex transmission the situation is different.
(a) (b)
Path for f1
Path for f2
Path for f3
Figure 6.1: Paths found for three concurrent flows from node 1 to node 7 using a) Max-
imum residual capacity model (MRCR), and b) Half-duplex maximum residual capacity
model (HMRCR)
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Figure 6.2: Theoretical throughput for three concurrent flows of 1 Mbps in a half-duplex
network with a topology as shown in Fig. 6.1 (node 1 is the source and node 15 is destina-
tion) in the case of Shortest path routing, MRCR and HMRCR models
For these networks, the traffic received by a node limits the amount of traffic that can be
sent by that node. In this case, the theoretical throughput from node 1 to node 15 using
the three paths found by MRCR model is about 2 Mbps as shown in Fig. 6.2. The reason
for the limited performance, in this case, are nodes 11 and 13, which need to receive and
transmit two flows simultaneously and hence are the bottleneck.
Now we use Model 4, HMRCR, to find the paths. Since it considers the half-duplex
nature of links, modelled as a node capacity limit of 2 Mbps, the HMRCR model finds
the following three flow paths (shown in Fig. 6.1-b):
f1 : {1, 13, 2, 10, 15}
f2 : {1, 4, 14, 5, 15}
f3 : {1, 3, 8, 7, 9, 15}
As in the previous case, all links have the capacity of 1 Mbps, and we impose a node
capacity limit of 2 Mbps except node 1 and node 15. As a result of the half-duplex
constraint in the HMRCR, the impact of node bottlenecks can be minimised, and the
aggregate throughput achieved by the above shown three paths is 3 Mbps, instead of 2
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Mbps of MRCR.
This example tries to show how easy it is to add/model new network constraints and
features in SCOR, and consequently how easy it is to implement complex QoS routing
problems. Our HMRCR example is very simple, and it only addresses one particular
aspect of typical wireless networks, i.e. the half-duplex nature of transmission. The mod-
ularity and extendibility of SCOR allow us to easily add further predicates and building
blocks, which can model more complex aspects of wireless networks, such as interference.
6.2 Evaluation
By proposing and implementing SCOR, we have introduced a new northbound interface
that can be used for creating different network applications, particularly QoS routing. We
have specifically claimed that this new northbound facilitates and simplifies QoS routing
application development in SDN. We thoroughly illustrated SCOR’s abstraction power
by showing how simple is to model complex QoS routing algorithms in SCOR in Section
6.1. Nonetheless, it is needed to evaluate SCOR’s practicality in two important aspects,
completeness and scalability. Evaluating SCOR’s completeness means to find out the
range of QoS routing applications that can be modelled in SCOR and if it covers main
and major routing applications. Since QoS routing problems are mostly discussed in the
carrier-grade or data centre networks, which include a large number of nodes, SCOR’s
scalability forms the basis of its practicality.
6.2.1 Completeness
In Section 4.3 we discussed that using the current set of implemented predicates we are
able to model many QoS routing problems. This is particularly the case with the QoS
routing problems as identified in Figure 2.2. Even though, SCOR’s modelling capability
covers a much broader range of networking problems such as the MRCR that does not
belong to the above categories. To investigate SCOR’s completeness, we searched for
various previously proposed (basic and composite) QoS routing algorithms, modelled
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them in SCOR and summarised the result in Table 6.1. The use cases modelled and
discussed in Section 6.1 are just examples of the models explained in this table. The first
column is the name of QoS routing algorithm, the second column includes the predicates
of SCOR that has been used to implement its corresponding model, and the last column
is the number of lines in the main body of the implemented SCOR model (network path
predicate that is used in all models is not included in the second column).
Although we have used the list of QoS routing algorithms in Table 6.1 to illustrate SCOR’s
completeness, it can be easily seen that modelling any other QoS routing application,
which uses parameters addressed by SCOR’s predicates, is similarly possible. Apart from
its completeness, the table also exhibits SCOR’s expressiveness and briefness for modelling
complex QoS routing problems in just a few lines of code. As seen, most of the routing
Table 6.1: QoS routing algorithms and predicates to model them in SCOR
QoS Routing Problem SCOR Predicates Number
of Lines
Shortest Path path cost 3
Widest Path [10] path bottleneck 3
Bandwidth-Guaranteed [16] capacity constraint 3
Bandwidth-Constrained [10] defined capacity 3
Minimum-Loss [17] path cost 3
Minimum-Delay [17] path cost 3
Minimum-Delay [15] delay 3
Delay-Constrained [10] path cost 3
Least-Cost [10] path cost 3
Maximum Residual Capacity [11] capacity constraint 3
Minimum Link Utilisation [18] link utilisation 4
Delay-Constrained Least-Cost [10] path cost ×2 4
Delay-Delay Jitter-Constrained [10] path cost ×2 4
Bandwidth-Delay-Constrained [10] defined capacity
path cost
4
Bandwidth-Constrained Least-Delay [10] defined capacity
path cost
4
Minimum-Cost Bandwidth-Constrained [14] capacity constraint
path cost
4
Delay-Constrained Bandwidth-Optimisied [10] path cost
path bottleneck
4
Widest Shortest Path [19] path cost
path bottleneck
6
Shortest Widest Path [19] path cost
path bottleneck
6
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problems are encoded in SCOR in 3 or 4 lines. The two last entry with six lines of
code is actually the result of applying the optimisation algorithm for two times. The
small number of code lines required for modelling any QoS routing application is due to
SCOR’s high level of abstraction and its CP root that redeems us from implementing the
solution.
6.2.2 Scalability
The carrier and data centre networks not only include a large number of nodes, but there
are also usually many routes between each pair of nodes in their networks. Accordingly,
there are two aspects of a network which should be considered to evaluate SCOR’s scala-
bility, the network topology and size. If the modelled problem includes routing of multiple
concurrent flows, the number of concurrent flows is another scalability factor that should
also be considered.
Network Topology
Since the number of paths between node pairs can be different for the networks with
the same number of nodes in various topologies, the network topology is an important
parameter in the evaluation of routing algorithms. Topologies used in this study include
grid and fat-tree topologies. The grid or mesh topology is common in computer networks
such as sensor networks. Since it provides a variety of paths between source-destination
pairs, which might be challenging for finding the appropriate path, it is selected for the
solve-time evaluation of the implemented applications. A sample grid topology is shown
in Figure 6.3-A. In this topology, internal nodes are connected to their neighbours through
four links, and border links using two or three links. In our experiments, the flow sources
and destinations (targets) are placed at the ends of the grid’s diagonal.
The fat-tree topology used in this evaluation, which is defined in [98] for interconnecting
the SDN switches in data centres, is a special instance of the original fat-tree topology.
In the main fat-tree topology each layer is connected to the higher layer through a single
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Grid Order Nodes Links
2 4 4
3 9 12
4 16 24
5 25 40
6 36 60
7 49 84
8 64 112
9 81 144
10 100 180
11 121 220
12 144 264
13 169 312
14 196 364
15 225 420
16 256 480
17 289 544
18 324 612
19 361 684
S
t
(A) (B)
Figure 6.3: A) A sample grid topology of order 6 B) Network sizes used for the grid
topologies.
link with higher capacity. This necessitates using higher capacity switching devices for
the core and aggregation layers. The main idea in the adopted fat-tree topology is to use
the identical-cheap-commodity switches in the core and aggregation layers. Since these
switches do not have high capacity ports, to compensate for the lack of high capacity
links, each switch is connected to multiple upper layer switches.
This topology is parametrised based on the number of ports (k) of its identical switches.
A sample adopted fat-tree topology using 4-port (k = 4) switches is shown in Figure
6.4-A [98]. The fat-tree topology order k includes k pods consisting of k/2 switches in the
edge and aggregation layers. Each switch in the pod is connected to k/2 nodes/switches
in the lower and k/2 in the higher layer. Finally, each core switch is connected to all k
pods and each pod is connected to all core switches. While this topology has a real-world
application, it provides a large number of paths between nodes and this makes it a good
candidate for the evaluation of routing models in SCOR.
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S t
Pod 0 Pod 1 Pod 2 Pod 3
Edge
Aggregation
Core
Fat Tree Order Nodes Links
2 7 6
4 36 48
6 99 162
8 208 384
10 375 750
(A)
(B)
Figure 6.4: A) The adopted fat tree topology for SDN switches of order k=4 B) Network
sizes used for the fat tree topologies.
Network Size
Size of the network is important in such evaluations as it is one of the parameters which
determine how many paths are available from a node to the other. Indeed, the number of
available paths between network nodes defines the degree of hardness of routing problem,
the larger number of network paths, the bigger the solution space and consequently the
harder problem to solve. The network sizes used in this study for the grid and fat tree
topologies are shown in Figure 6.3-B and 6.4-B respectively in terms of the number of
network graph nodes and links.
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Number of Concurrent Flows
If flow demands are considered in a routing algorithm, e.g. MRCR, then the number of
concurrent flows is another effective parameter in the evaluation. One significant aspect
of routing multiple flows is the effect of selecting order. In this case, not only a flow’s
constraints are considered, but the various cases for the residual network (Section 5.2),
that might happen corresponding to each flow, must be considered too. It is important in
the evaluation of algorithms as it extends the solution space. Routing each flow creates
its corresponding residual networks. The order in which flows are routed creates various
possibilities for choosing a path and so the complexity of the problem is increased, and it
significantly affects the solve time of the routing applications.
Solve times
The set up used in these experiments includes a virtual machine with four virtual CPUs,
each with 100% execution capacity, and 11 GB of memory. The virtual machine runs on
a host computer with a 64-bit quad core CPU at a clock speed of 3.6 GHz and 16 GB of
memory. The host machine runs a 64-bit Windows 7 Enterprise operating system, and the
guest machine is a Linux with the kernel version of 3.13.0-24-generic. The virtualisation
platform is the Oracle VirtualBox hypervisor version 5.0.2. SCOR is running on version
2.0.9 of G12 MiniZinc package, and the implemented applications are evaluated through
an interface developed in Python 2.7. The two solvers used in these experiments include
Gecode version 4.4.0 and mzn-g12mip (mixed integer programming) which come with
MiniZinc version 2.0.9.
There are network emulation environments such as Mininet [25] that are commonly used
in SDN to implement various network topologies in a single PC. Although theoretically,
Mininet can scale up to hundreds or thousands of switches, when there are resource-
consuming applications, the practical limit is much smaller due to limitations in system
resources such as RAM and CPU [25]. In this case, the resources might not suffice for the
applications, and the solve-time evaluation might be inaccurate.
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To avoid this, we evaluated these applications without the routing framework. We created
network graphs of different topologies and sizes and sent their adjacency lists to the routing
applications along with various flow statistics through a separately developed interface in
Python. The graphs in all experiments include links with a unique capacity of 1000 Mbps
in both network topologies. The flow demands are also set equal to 10 Mbps in all tests.
The result of our first experiment is shown in Figure 6.5. The experiment compares the
performance of two SCORmodels implementing two routing algorithms with various levels
of routing complexity, LCPR and LCPDCR. The horizontal axis indicates the number
of nodes which represents the network size, and the vertical axis is the solve time in
milliseconds. The solve time comprises three parts: modelling, i.e. converting the model
to a set of finite constraints, solving, and mapping the solution to the original problem.
The term solve time in CP references is mostly used for the second part of these three
stages. However, in this work, it is used for the total time spent to call the routing
application from the Python interface until receiving the results. As seen, the solve times,
i.e. the total time required to find the route for flows, are similar for both SCOR models,
despite the relative complexity of LCPDCR. This result is consistent over both grid and
fat-tree topologies of various sizes. There is another important aspect of the results shown
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Figure 6.5: Solve times for the two SCOR models, LCPR and LCPDCR, in fat-tree and
grid topologies of various network sizes
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here, the practical feasibility of using SCOR models in real-world-sized networks. The
solve time for all network configurations, various sizes and topologies, stays below 500 ms
even for the most massive networks with around 400 nodes.
Nonetheless, the graph of the solve time for both topologies tend to be exponential, the
results are still practical for the network sizes indicated in the figures. The illustrated
results are generated by applying the routing application on uniform networks which is the
worse case in terms of route calculation. In the more realistic scenarios, networks are not
uniform, and the capacity of the links are most probably different. In this case, the defined
capacity predicate, which is used in both LCPR and LCPDCR, might remove some links
from the network which results in smaller network topology, i.e. a smaller search scope
and shorter solve time. Although using non-uniform networks might improve the solve
time, it might bind the solve time to the selected capacity values.
The effect of the number of concurrent flows on solve time investigated by our second
experiment on MRCR model. The result of the second experiment is illustrated in Figure
6.6. It shows the solve times for the various number of concurrent flows in the fat-tree
topology of different sizes. The horizontal axis indicates the network size in the number of
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Figure 6.6: Solve time for the MRCR problem per various number of concurrent flows in
the fat tree topologies of different network sizes
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nodes and the vertical axis indicates the solve time in milliseconds. As seen, for the small
network sizes such as 7 and 36 nodes, adding new flows moderately affects the solve times.
For instance, for ten concurrent flows, the solve time is about three times of a single flow.
But for the more extensive network sizes, the ratio of the solve time grows faster. For
example, for a network size of 375 nodes, the solve time of 10 concurrent flows is more
than 13 times of a single flow. Nonetheless, the solve time for ten simultaneous flows is
still quite practical. It is 622 ms for a network with 99 nodes and 9.7 s for a network with
375 nodes. This is considered practical for the cases where SCOR is used for network
optimisation by routing/re-scheduling large flows which might last for minutes, and not
for routing micro flows. It is clear that for the case of single micro flows, faster SCOR
models such as those discussed in this chapter with solve times less than 500 ms, can be
used to support the required efficiency.
Figure 6.7 and Figure 6.8 show solve times for two other routing algorithms modelled
in SCOR, the constrained total delay path routing and minimizing the maximum link
utilization path routing. Implementation of these routing models in SCOR is not explained
here in order to save the space, though the latter is explained in the next chapter, in
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Figure 6.7: Solve time for the Constrained Total Delay Path routing problem for various
number of concurrent flows in grid topologies of different network sizes
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Figure 6.8: Solve time for the minimizing the maximum link utilization routing problem
for various number of concurrent flows in grid topologies of different network sizes
Section 7.3. As seen, the range of solve-time values are typically in the same range or
even less than the MRCR, which indicates SCOR’s power for problems with different
levels of hardness.
While these solve times might look like very long time for instance for a decision about ten
concurrent flows, in fact, it is considered excellent when compared to other available solu-
tions (such as algorithms implemented in procedural programming). Indeed, a key benefit
of SCOR is that it shields the user from the complexity of solving hard optimisation prob-
lems. SCOR leverages the power of highly sophisticated constrained optimisation solvers,
such as those provided with MiniZinc. The advantage of our approach is particularly
significant for QoS routing problems for which no efficient solution/algorithm exists, and
which rely on heuristics. The MRCR problem is an example of such problems.
To illustrate SCOR’s efficiency in finding the solution to the above problem, we ran
another experiment in which SCOR was compared to an algorithm implemented in linear
programming (LP). The LP algorithm for maximum concurrent flow proposed in [11] was
implemented in Python based on NetworkX and PuLP ( LP modeler) [99] libraries and
solved through PuLP’s default solver. Similar to the previous experiments, graphs of
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Figure 6.9: The solution time for the MRCR application in the Grid and fat tree topology
of different network sizes (number of nodes)
the fat-tree and grid topologies of various network sizes were created, and the LP and
the MRCR model were used to find the flow paths. The results are shown in Figure 6.9
where the horizontal and vertical axis is same as before. Since the MRCR’s solve time is
smaller by multiple orders of magnitude, a logarithmic scale was used to enable detailed
comparison of the methods. For the cases where network size was larger than 50, the LP
algorithm was not able to provide a solution within 24 hours, so the experiment stopped,
and the results were not included in the Figure. However, the MRCR found the solution
for a network of around 400 nodes in less than a second. These results are in-line with the
previous comparisons between CP solver and LP approach in solving routing problems in
traditional, non-SDN networks [82]. Similar to our results, authors report multiple orders
of magnitude faster solve times for the CP techniques.
Our last experiment investigates the previous model in Section 6.1, HMRCR, that is
created by adding an extra constraint to MRCR model. While the first test clearly
indicates that adding additional constraints does not significantly change the solve time
of a simple model, it is needed to be investigated for complex models such as MRCR as
well. Figure 6.10 shows the comparison of solve times of the MRCR and HMRCR model.
The figure compares the solve times for different network sizes and various numbers of
concurrent flows in each sub-figures. Figure 6.10-a, compares the solve times for routing a
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Figure 6.10: The solution time for the Maximum Residual Capacity Routing (MRCR)
model and Half-duplex Maximum Residual Capacity Routing(HMRCR) model in grid
topologies with various network sizes in the case a) One flow, b) Two concurrent flows,
c) Three concurrent flows, and d) Four concurrent flows
single flow, Figure 6.10-b two concurrent flows, Figure 6.10-c three concurrent flows, and
finally Figure 6.10-d , compares the solve time for routing four concurrent flows. These
results indicate added constraint does not increase the solve time significantly, it even
reduces the solve time in some cases (Figure 6.10-b and c).
These experiments show the proposed and developed solutions for the network optimisa-
tion using CP are scalable to the size of practical networks. As mentioned, the primary
power of this method is coming from the highly sophisticated constrained optimisation
solvers that have been researched and developed for years. Similar results regarding the
ability of CP solvers, supporting our findings, are also reported in [82]. The authors
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consider the use of CP programming to solve routing problems in traditional, non-SDN
networks, and publish a multiple order of magnitude faster solve-time of the CP solver
compared to an LP approach. In summary, this chapter demonstrated SCOR’s expres-
siveness and solving efficiency by applying it on complex QoS routing problems.
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The Practical Significance of SCOR
In the previous chapters a new northbound interface, SCOR, was proposed and imple-
mented for the simple and efficient modelling of QoS routing and Traffic Engineering
(TE) solutions in SDN. In addition, a routing framework was proposed and designed for
leveraging SCOR, and the QoS routing models created in SCOR. As explained in Chapter
4, SCOR is controller independent and can be used with any SDN controller, while the
routing framework is implemented as a module of the corresponding controller that uses
the standard services provided by all SDN controllers, such as topology discovery and
gathering of other network state information.
This chapter illustrates the practical significance of SCOR by showing how it facilitates
network routing application development. Since SCOR is controller independent, SCOR
models developed in the previous chapters can be directly used with other controllers. To
achieve this, it is only required to implement the routing framework for each controller
to get the network state and pass it to SCOR and in return translate SCOR’s output to
flow rules. In this way, it is possible to create a single SCOR model for any QoS routing
or other hard and complex networking problem, and use it for any controller without any
modification.
To illustrate this, the Open Network Operating System (ONOS) was selected for the
implementation of routing and QoS routing applications based on SCOR models. ONOS is
one of the most common SDN controllers in the networking industry and academic studies,
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and applications developed in ONOS can be used for real-world purposes. Figure 7.1
shows the functional relationship between ONOS, the routing framework, the Constraint
Solver and SCOR (details of the figure will be explained in the next sub-sections). As
can be seen, a new module, i.e. the Routing Framework Module, is added to ONOS, that
makes it possible to communicate with SCOR (through the Constraint Solver). Hence,
implementation of the real-world routing and QoS routing applications, even for the most
complex problems, involves no more than calling the corresponding SCOR model through
the routing framework, which is similar for all routing applications. Using SCOR shields
users from dealing with the inherent complexities of developing efficient algorithms to
solve these problems. Hence, implementing a new QoS routing algorithm in ONOS, and
equivalently in any other SDN controller, is reduced to implementing the proposed routing
framework.
Figure 7.1: The functional relationship between the routing framework, ONOS and SCOR
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ONOS is the first carrier-grade open-source network operating system. It has rapidly
found momentum in both the networking industry and academic studies of SDN [100].
Despite its rich set of features, ONOS only includes shortest path routing which is provided
in its default routing and forwarding applications. In this chapter, we show how easy it is
to implement complex routing algorithms using SCOR. This requires only the controller
specific implementation of the routing framework. SCOR models of any type of routing
problem can then easily be reused and applied in any SDN controller. This chapter
illustrates this by describing the implementation of two routing problems, Maximum-
Bandwidth Routing and Minimising Maximum Link Utilisation Routing in ONOS. A
further 3 examples are provided in Appendix-A2.
7.1 ONOS Controller
This section provides a brief introduction to ONOS, required for the discussion, later
in this chapter. ONOS is an extensible, modular, distributed SDN controller that was
originally developed by Open Networking Lab (ON.Lab) and industry partners such as
AT&T and NTT Communications, and was released to the open source community in
December 2014 [101].
ONOS has several important features which differentiate it from most of other SDN
controllers. It provides high availability through clustering and distributed state man-
agement. It can use the CPU and memory resources of multiple servers, as a distributed
system, which enables it to be fault tolerant in the case of the server failure. This also
allows ONOS to support live software and hardware upgrade without interrupting net-
work traffic. The other aspect of ONOS is its scalability which is also provided by using
clustering. ONOS is the only SDN controller that supports the incremental transition
from legacy networks to SDN [102].
ONOS provides a Graphical User Interface (GUI) that can not only present multi-layer
networks, it can also indicate connectivity, network errors and network state for all net-
work elements. The modularity of ONOS makes it possible for other partners to customise
the software more easily. It also supports an extensive list of southbound interfaces includ-
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ing OpenFlow, Programming Protocol-independent Packet Processors (P4) [103], NET-
CONF [104], Transaction Language 1 (TL1) [105], Simple Network Management Protocol
(SNMP) [106], Border Gateway Protocol (BGP) [107], RESTCONF [108] and many more.
ONOS also provides innovative applications such as application intent framework and
global network view. Intents are policy-based directives that abstract network complexity
from higher layers and applications. An intent compiler translates intents received from
the applications to actionable operations on the network environment [109]. Intents can
also be easily combined to provide more complex functionalities.
While the intent framework and SCOR have similar approaches, SCOR is much more
powerful and has a much broader scope. The intent framework only includes shortest-
path routing and does not provide routing for TE or QoS. SCOR, however, provides a
platform for developing and implementing QoS routing and TE applications and even
network security and other applications. As explained in the previous chapters, users/ap-
plications state their requirements in SCOR in terms of high-level/global network policies
without requiring to know how to implement them, and SCOR compiles them to instal-
lable network flow rules. Adding SCOR to ONOS will provide a unique opportunity for
implementing network optimisation applications in real-world networking environments
with an ease, simplicity, scalability and performance that has not been provided before.
In the next section, the structure of ONOS will be briefly introduced and the Command
Line Interface (CLI) and GUI of ONOS will be explained, which is important for the
following discussion of our implementations.
7.1.1 The Structure of ONOS
ONOS is developed in Java [110] to provide a distributed SDN application platform on
top of the Apache Karaf OSGi container [111]. OSGi is a framework for developing and
deploying modular software programs and libraries. ONOS is designed in a three-layer/tier
structure as shown in Figure 7.2 [112] including:
• Tier 1: includes modules related to protocols which interact with the network
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Tier 1
Tier 2
Tier 3
Figure 7.2: The layered structure of ONOS and the various subsystems in its core
• Tier 2: constitutes the core of ONOS and provides network state without relying
on any specific protocol
• Tier 3: includes applications, ONOS apps, which use network state information
provided by Tier 2
Each layer consists of multiple subsystems that constitute the core functionality of ONOS,
and applications use the services provided by them. A unit of functionality in ONOS is
called a ‘Service’, which is a vertical slice through the tier. The collection of components
that create the service is called a ‘Subsystem’. The main subsystems of ONOS include:
• Device subsystem: responsible for the inventory of devices
• Link subsystem: responsible for the inventory of links
• Host subsystem: responsible for the inventory of hosts and nodes their locations (on
the network)
• Topology subsystem: responsible for creating time-ordered snapshots of the network
graph
• Path Service: responsible for computing the paths between devices or hosts based
on the most recent topology graph snapshot
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• Flow Rule subsystem: responsible for inventory of the match/action flow rules in-
stalled on devices and flow metrics
• Packet subsystem: makes it possible for the applications to listen to received data
packets and to emit them out via network devices
The main methods for interacting with ONOS includes the CLI, GUI and REST API
(REpresentational State Transfer - Application Programming Interface). The ONOS CLI,
which is an extension of Karaf’s CLI, provides programmatic extensibility, the load and
unload bundles capability, and SSH access. It makes it possible to enable or disable
applications and see the list of devices, links and flows per devices. It also makes it
possible to add and remove various predefined intents including intents for establishing
connectivity between hosts, single to multi, point, optical and MPLS connections.
The GUI of ONOS is a visual interface to the cluster of ONOS controllers which represent
the network in a single-page web-application. It consists of several parts as shown in
Figure 7.3. The Navigation Menu button provides a drop-down menu including various
views (information) that can be represented in the page such as Applications, Settings,
ONOS Cluster 
Node
Navigation Menu Button User Name
Summary Panel
Topology View
Slide-out Topology Toolbar
Figure 7.3: The Graphical User Interface (GUI) of ONOS
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Packet Processors, Topology, Devices, Links, Intents, etc. The Topology view represents
the network graph with devices, links and hosts. The Slide-out Topology Toolbar provides
control over what can be presented in the view. It can add layers of information about
the devices, flows and traffic or cycle through packet layer, optical layer or all together.
In the next subsections, the implementation of QoS routing applications in ONOS using
SCOR is explained.
7.2 Maximum-Bandwidth Routing
Maximum-Bandwidth Routing (MBR) or ‘Widest-Path Routing’ [10] makes it possible to
select the path which provides the maximum end-to-end bandwidth. This subsection is
divided to three parts. First, the problem formulation and how it is modelled in SCOR are
explained. Next, the implementation of MBR app in ONOS is demonstrated. Finally, the
app’s functionality is validated by using network emulation and measuring the network
throughput and latency via tools such as iperf [113] and ping.
7.2.1 Problem Formulation
Widest-path routing can mathematically be stated in the form of the below optimisation
problem. The problem formulation uses the same notation and terminology used in Sec-
tion 5.2.6 for the formulation of the ’Path Bottleneck’ predicate. The network topology is
represented by the graph G(N ,L) in which N and L represent the set of network nodes
and links respectively.
maximise cB[Pf ] (7.2.1)
where
cB[Pf ] = min{c(u, v)|x(u, v) = 1, ∀(u, v) ∈ L} (7.2.2)
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subject to
∑
{v|(u,v)∈L}
x(u, v)−
∑
{v|(u,v)∈L}
x(u, v) = Su/d, ∀u ∈ N (7.2.3)
in which x(u, v) is the membership function of link (u, v) to flow f , Pf indicates the path
of flow f , cB[Pf ] is the bottleneck of the flow path, d is the flow demand and Su represents
the supply or demand of node u related to flow f (section 4.1).
The corresponding SCOR model is shown in Model 5. Like previous SCOR models, the
main body of the code includes the Constraint items (lines 10-11) and the Solve item (line
12). As before, the first constraint, network path predicate, defines the network path and
the second constraint, path bottleneck (line 11), finds the bottleneck bandwidth of the
path. Then the solve item indicates to the solver program to find the maximum value of
the BottleNeck variable that satisfies constraints stated in lines 10 and 11. The MiniZinc
Model 5: Maximum-Bandwidth Routing in SCOR
% Include item
1 : include ”Predicate network path.mzn”;
2 : include ”Predicate path bottleneck.mzn”;
% Parameters
3 : array[int, 4] of int : Links;
4 : int : L =max(index set 1of2(Links));
5 : array[int] of int : Nodes;
6 : int : s;
7 : int : t;
% Decision Variables
8 : var int : BottleNeck;
9 : array[1..L] of var 0..1 : LPM ;
% Constraints item
10 : constraint network path(LPM,Links,Nodes, s, t);
11 : constraint path bottleneck(LPM,Links,BottleNeck);
% Solve item
12 : solve maximize BottleNeck;
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code is passed to the Gecode solver, which comes with the MiniZinc package, and the
solution is generated in the form of a path stated in terms of membership of the links, as
explained in the next subsection.
7.2.2 Implementation of the Routing Framework
As mentioned earlier, implementation of any routing application using SCOR is no more
than implementation of the routing framework in the respective SDN controller and calling
the corresponding SCOR model via the routing framework. ONOS is not an exception
and to create the MBR app, it is enough to add the routing framework module to ONOS
and call the ‘Widest Path’ SCOR model through it, similar to what is shown in Figure
7.1.
The overall procedure for the implementation of the proposed routing framework in a
controller is thoroughly explained in Chapter 5 for both reactive and proactive routing
methods. This subsection explains the proactive routing framework implementation using
the ONOS subsystems. This explanation focuses on a functional approach and a more
detailed low level explanation is also provided in the Appendix-A2. The procedure for
the implementation of the framework from activation till installing flow rules in the SDN
switches is performed in three stages. First, network state and flow information are col-
lected via the relevant controller services. Then, this information is processed, formatted
and sent to the Constraint Solver. Finally, the Constraint Solver finds the solution and
returns it back to the framework, where it is re-formatted and converted to flow rules that
are then installed in the switches. This is explained in detail in the next three sub-sections.
Collecting Network State and Flow Information
Figure 7.4 shows the modules engaged in this stage along with the flow of information.
The Flow Scheduler module, which is activated by routing application, initially reads
information relating to the flow demand matrix, routing method (SCOR model name) and
name of the solver. Then it inquires the Topology and Host services from ONOS to create
the network graph. Then it uses the Network State Database to augment the graph with
additional information such as link capacities, costs, etc. In the current implementation
110
Chapter 7: The Practical Significance of SCOR
Figure 7.4: First stage of the procedure to install flow rules in the SDN switches via the
routing framework
this information is pre-recorded in a text/json file and is used along with the simulated
networks. While computing theses values is beyond the scope of this thesis, they have
been already addressed and can be easily computed based on approaches defined in [114]
and [115].
In this way, the Flow Scheduler creates a graph of the network topology which includes
link weights such as link capacity and other needed parameters. To use the SCOR models
for solving the routing problems, the topology graph needs to be translated into a format
readable by the SCOR model, that is the adjacency list stated in the form of 0s and 1s.
The translation of topology graph is performed in two stages in this implementation. In
the first step, it is converted to an array of numbers, similar to what explained in Section
4.1, that identify adjacency lists, and then to an array of 0s and 1s. The first stage is
performed by the Graph Translator module and the second translation is done by the
Call MiniZinc module. Finally, the Flow Scheduler sends the topology graph and flow
source and destinations switch-ports to the Graph Translator.
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Figure 7.5: Second stage of the procedure to install flow rules in the SDN switches via
the routing framework
Invoking the Solver
Figure 7.5 shows the second stage of the routing framework’s implementation in the ONOS
controller. As seen, the Graph Translator module converts the topology graph to an array
of node IDs which represents the graph adjacency list, and finds the node ID of the flow
source and destinations, and returns them back to the Flow Scheduler. Then, the Flow
Scheduler formats and packs all the relevant information, including, the graph adjacency
list, flow specifications such as demand, sources and destinations, SCOR model name and
the constraint solver name. It sends this information to the next module, Call MiniZinc.
The translated adjacency list is expressed as an array of node IDs, so it still needs to be
converted to a binary adjacency matrix for the usage of the solver program. The Call
MiniZinc module formats the information, calls the Constraint Solver program through
the Operating System subroutines and passes the formatted information as parameters.
This is explained in detail in the Appendix-A1.
Flow Rule installation
As stated earlier and also can be seen in Figure 7.1, SCOR and the Constraint Solver pro-
gram are independent from the ONOS controller. All the previous procedures which are
performed inside ONOS, including collecting and formatting network state and flow infor-
mation, are similar for all routing problems. The individual part of the implementation
of a routing problem is its SCOR model, which is independently created and equivalently
used by all controllers. In this way, SCOR has created an abstraction layer for defining
112
Chapter 7: The Practical Significance of SCOR
routing and QoS routing problems which hides underlying controller and also routing
complexities from the user. Once a user develops a model in SCOR for any networking
problem, without the requirement of knowing how to solve it, the model can be used
with any controller. This is specifically important when a single routing application is
developed for an SDN controller via SCOR. Then, all the next routing applications can
be created in that controller only by changing the name of corresponding SCOR model.
Figure 7.6 shows the last stage of the implementation of the routing framework in the
ONOS controller. The Constraint Solver uses the SCOR model name to choose the
model file and finds the corresponding solution based on the model data, sent by the
Call MiniZinc module. The solution is a binary Link-Path Membership (LPM) array that
indicates links belonging to the path of each flow. The Call MiniZinc module translates
back the binary LPM array to a list of switch-ports that designate flow paths. This list
is then converted to flow rules by Flow Scheduler module and is forwarded to the next
module. The Flow installer creates appropriate OpenFlow rules and installs them in the
switches and the network is ready to forward packets along the installed paths.
Figure 7.6: The last stage of the procedure to install flow rules in the SDN switches via
the routing framework
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7.2.3 Functional Validation
The main goal of this section is to validate the functionality of the implemented MBR
ONOS app by using it in a practical situation. Since performance comparison requires
an existent app in ONOS with a similar functionality, and this is not the case at the
moment, validation of the functionality is the only objective followed in this section. The
methodology used for this validation is based on a simulated network and forwarding the
traffic using the MBR ONOS app. Then, the traffic throughput is compared to that of the
default ONOS forwarding app to illustrate how using MBR increases the throughput by
choosing the path with the maximum bandwidth. Results of the simulation, screen-shots
from the ONOS GUI and statistical measurements, are provided as evidences for this
validation.
The topology chosen for this scenario is a random Waxman [97] network topology of 15
nodes and 28 bidirectional links (56 unidirectional links). A series of four different link
bandwidths as 100, 50, 20 and 10 Mbps were selected to be assigned to the links. Different
values were chosen for the link bandwidths to allow MBR app to find the path with
maximum bandwidth. It is clear that when all links have similar bandwidth, all paths are
equivalent in terms of bandwidth, and MBR’s functionality cannot be validated. While
these bandwidth values reflect practical bandwidths in many networks, any set of different
bandwidth values can be equivalently used for this validation.
The link delays were also assigned to the network links since they were necessary for the
validation of further routing apps explained in Appendix. The values of link delays were
selected from 20, 10, 5, 2 and 1 ms and assigned to the links. Different delay values were
also selected for a similar reason as for bandwidths, to allow apps working based on delay
values to be evaluated.
The resulting topology is shown in Figure 7.7 which is an augmented ONOS GUI screen-
shot. Host nodes are identified with their IP addresses which are shown in red colour.
Switches are identified with their Switch-IDs that are shown beside them. The value
of link bandwidth and delay are shown beside each link in green and blue respectively.
These values are not available in the ONOS GUI and are manually added to the captured
screen-shot later.
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Figure 7.7: The scenario 1 network topology using Waxman method, used in all single
flow routing experiments
The designed topology along with the value of link bandwidths and delays were imple-
mented in Mininet. Using the Traffic Control (TC) utility in Mininet makes it possible
to specify the bandwidth limit as well as delay, loss and the maximum length of queue
[116] for the emulated network links. Though, this is not perfect and the limitations will
be explained.
The Mininet emulator version 2.2.1 was set up on a Virtual Machine (VM) that ran by
Oracle VirtualBox [28] version 5.1.26. The VM Operating System (OS) was the Linux
with a Kernel version of 3.13.0-24-generic. The experiment VM was supported with 16
GB memory and 2 cores of an Intel Core i7 CPU with a clock rate of 3.60 GHz on a host
machine that ran Windows 10 Enterprise 2016 LTSB. ONOS version 1.10.0 was used as
the basis of the implementation and all apps were implemented in the same ONOS server.
Figure 7.8 shows the path selected by the MBR ONOS app from a source host with IP
address 192.168.10.1 to the host destination with an IP address of 192.168.10.9. To create
this figure, the iperf tool was run in both hosts to generate and send the TCP traffic
from the source and to receive it in the destination host and then the screen-shot was
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Figure 7.8: The Path selected by the Widest Path ONOS app for iperf traffic
captured from the ONOS GUI in the experiment VM. The thick green line is automatically
created when traffic monitoring is enabled in ONOS. ONOS can visualize the traffic in
three modes as Flow Stats (bytes), Port Stats (packets / second) and Port Stats (bits /
second). The values on links indicate the Port Stats in Mbps which is close to 100 Mbps,
the link capacities as shown in Figure 7.7. It can be seen that the selected path has the
biggest capacity in its bottleneck, compared to any other path between the same pair of
source-destination hosts.
In this section, the functionality of the MBR app is validated by using it in a emulated
network. The experiments show when MBR app is used for traffic forwarding, selected
paths have the maximum bandwidth among all the paths between the same source des-
tination. This is in full compliance with the expectation and clearly indicates the true
implementation of the ‘widest path routing’ in ONOS.
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7.3 Minimising Maximum Link Utilisation Routing
This section discusses the Minimising Maximum Link Utilisation Routing (MMLUR) as
an example of multi-flow routing problems. While MBR represents SCOR’s capability for
implementing single flow routing problems, this routing problem was selected to demon-
strate SCOR’s facility for multi-flow routing problems.
The maximum link utilisation qualitatively expresses the level of congestion, and reducing
or minimising it, reduces the bottlenecks, and increases the chance of successful trans-
mission of the new flows. Minimising the maximum of the link utilisation is considered a
natural and intuitive objective for routing [117]. Since in this routing problem the net-
work resources usage is optimised and the congestion level is minimised, it is considered
one of the most important Traffic Engineering (TE) problems [118] and it has been the
objective of many TE and network optimisation challenges. For example, it has been used
in [94] to minimise the average packet delay and in [119] for the efficient TCP throughput
maximisation. To the best of our knowledge, MMLUR has not been implemented in SDN.
In the following section, we describe the formulation and implementation of MMLUR in
ONOS.
7.3.1 Problem Formulation and ONOS Implementation
Minimising Maximum Link Utilisation Routing problem can be stated as the below op-
timisation problem of F concurrent flows in the graph G(N ,L) where N and L indicate
the network nodes and links respectively
minimise{W} (7.3.1)
subject to the three below conditions
W ≥ U(u, v) ∀(u, v) ∈ L (7.3.2)
∑
{v|(u,v)∈L}
xj(u, v)−
∑
{v|(u,v)∈L}
xj(v, u) = S
j
u/dj ∀u ∈ N , j = 1..F (7.3.3)
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∑
j=1..F
djxj(u, v) ≤ c(u, v) ∀(u, v) ∈ L (7.3.4)
Which indicates W is the maximum of link utilisation, U(u, v), stated for link (u, v) as
U(u, v) =
∑
j=1..F
djxj(u, v)
c(u, v)
∀(u, v) ∈ L (7.3.5)
where xj(u, v) is the membership function of link (u, v) to flow fj, whose demand is dj,
and other variables of link (u, v) such as its capacity c(u, v) are the same as defined and
explained in the previous chapters. The parameter Sju is the supply or demand of node u
due to flow fj. As shown in section 4.1, xj(u, v) and S
j
u are defined as
xj(u, v) =
0 (u, v) ̸∈ Pj1 (u, v) ∈ Pj (7.3.6)
Sju/dj =

1 u = sj,
−1 u = tj, u ∈ N , j = 1..F
0 otherwise
(7.3.7)
where sj ∈ N is the source, tj ∈ N is destination (target) and Pj is path of flow fj.
The SCOR model for implementing this routing is shown in Model 7. The main body
of the model consists of the constraint items, line 12 to 14, and the solve item in line
15. Line 12 defines the network path, line 13 defines the utilisation of the path, line 14
enforces the utilisation to be less than 100% and the solve item indicates to the solver
the required optimisation which is to maximise the minimum of the link utilisation. It
can be seen that the big complexity in the mathematical statement of the problem does
not make the model implementation significantly different from simple Least Cost Path
Routing discussed in Section 6.1.1. In this way, SCOR hides the complexity of stating
such complicated TE problems from the user.
As mentioned earlier, the implementation in ONOS includes only the routing framework
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Model 7: Minimising Maximum Link Utilisation Routing in SCOR
% Include items
1 : include “Predicate network path.mzn”;
2 : include “Predicate link utilization.mzn”;
% Parameters
3 : array[int, int] of int : Links;
4 : int : L =max(index set 1of2(Links));
5 : array[int] of int : Nodes;
6 : array[int] of int : Flows;
7 : int : F = max(index set(Flows));
8 : array[1..F ] of int : s;
9 : array[1..F ] of int : t;
% Decision Variables
10 : array[1..L, 1..F ] of var 0..1 : LPM ;
11 : array[1..L] of var int : Utilization;
% Constraints items
12 : constraint network path(LPM,Links,Nodes, s, t);
13 : constraint link utilization(LPM,F lows, Links, Utilization);
14 : constraint max(Utilization) <= 100;
% Solve item
15 : solve minimize max(Utilization);
implementation that is explained in Section 7.2.2. In fact, the only difference is the
name of the SCOR model used for this app, which is MMLUR. The abstraction layer
created by SCOR, and its independence from the controller, dramatically simplifies the
implementation of routing apps in ONOS. This is due to the fact that a single routing
framework can be leveraged for the creation of many different apps for various routing
problems and TE solutions.
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7.3.2 Functional Validation
The main objective of creation of this ONOS app is to minimize the network congestion
and increase the throughput by achieving maximum concurrent flows. Accordingly, the
main goal of this section is to verify this objective by using a new scenario that makes it
possible to investigate the multi-flow functionality of the implemented ONOS app. The
implemented ONOS app is used in a emulated network to forward the traffic of multiple
flows. In our experiment, we consider four different scenarios, with 1,2,3 and 4 concurrent
flows, i.e. iperf sessions. The resulting paths established by our ONOS routing app are
illustrated via the ONOS GUI (Topology View).
In this new scenario, which is shown in Figure 7.9, the same topology of the previous
experiment was used but all the links were assigned an equal bandwidth of 10 Mbps. In
addition, since the main concern in this routing problem was the throughput, no link delay
was emulated on Mininet links. The reason for selecting the same bandwidth for all the
links was to highlight the throughput increase due to the multi-flow routing capability
of this app. To illustrate this feature, two hosts were selected that allowed for more
link-disjoint paths. In this way, it would be possible to gradually increase the number of
(10 Mbps)
(10 Mbps)
(10 M
bps)
(10 M
bps)
(10 Mbps)
Figure 7.9: The scenario used for the multi-flow routing experiments
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concurrent flows and visualise them using the ONOS GUI.
The host with IP address 192.168.10.1 was selected as the source and the host with IP
address 192.168.10.9 was chosen as the destination of the flows. The experiment started
by activating the ONOS app via the ONOS command line, and establishing one iperf
session between the source and destination in the terminals of their corresponding hosts.
To illustrate the multi-flow routing capabilities of the app, two, three and four iperf
sessions were established between the same source-destination hosts on two, three and
four different TCP ports correspondingly.
The paths found by this ONOS app for the above iperf flows are shown in Figure 7.10
and 7.11 respectively. The ONOS GUI does not differentiate between various traffic flows,
and it only highlights the links based on their instantaneous Port Stats in dark green.
Colours of the flow paths are manually changed for illustration purposes. Figure 7.10-a
shows the path selected for iperf traffic on TCP port 4000 and Figure 7.10-b is the paths
selected for iperf traffic on TCP ports 4000 and 6000. Similarly, Figure 7.11-a shows path
selected for iperf traffic on TCP ports 4000, 6000 and 8000, and Figure 7.11-b depicts the
path selected for iperf traffic on TCP ports 4000, 6000, 8000 and 10000.
A similar scenario was used to transmit multiple concurrent flows across the network using
the default ONOS forwarding app. Since the default forwarding app in ONOS uses the
shortest path routing, all flows from the same source to the same destination are routed
in the same path (of:0000000000000001, of:0000000000000004, of:0000000000000009).
Clearly, the total throughput, cannot exceed the path bottleneck which is 10 Mbps.
The above experiment clearly shows the congestion reduction, load balancing and con-
current flow routing capabilities of the implemented ONOS app which is not currently
provided by in ONOS. Hence, it is not possible to perform a side by side comparison of the
capabilities provided by this app, and the experiments only validate the basic function-
ality of the app. The focus here is to demonstrate the ease in which routing applications
can be implemented in ONOS using SCOR.
The set of two ONOS apps implemented in this chapter is an example of possible routing
apps that add QoS routing capabilities to ONOS which is not provided so far. The apps
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explained in this chapter illustrate the abstraction power of SCOR and the simplicity of
the app creation. The range of new QoS routing and Traffic engineering applications that
Figure 7.10: Paths found by MMLUR app for a) one iperf flow on TCP port 4000, b)
Two concurrent iperf flows on TCP ports 4000 and 6000.
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Figure 7.11: Paths found by MMLUR app for a) Three concurrent iperf flows on TCP
ports 4000, 6000 and 8000 and b) Four concurrent iperf flows on TCP ports 4000, 6000,
8000 and 10000 (Paths are manually coloured for differentiation between various flows).
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can be implemented using SCOR is much wider and includes all of those shown in Figure
2.2.
This chapter clearly shows how SCOR has simplified the creation of complex QoS routing
applications in SDN. Any complex routing, QoS routing or TE problem can be simply
stated in SCOR by combining the current predicates and/or creation of new predicates.
Development of the models for these routing applications in SCOR alleviates the re-
quirement for the development of complex algorithms to solve them. This significantly
simplifies designing routing and QoS routing algorithms in SDN. The controller indepen-
dence feature of SCOR also simplifies the implementation of these applications in any
controller. The ONOS controller, chosen as an example in this chapter, along with the
implemented routing framework, can provide all routing algorithms by calling their cor-
responding SCOR models. Therefore, it is possible to create a store of SCOR models
by modelling different routing, QoS routing and TE applications and use them with any
SDN controller only by implementing the routing framework in that SDN controller. This
is illustrated in this chapter by using SCOR models created for the POX controller to
create routing applications for the ONOS controller without any modification.
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Conclusion
This PhD research investigates the hypothesis that using the constraint programming
(CP) paradigm in SDN facilitates simple network programming. It suggests a new north-
bound interface based on CP techniques and implements corresponding abstractions in
the form of an interface for QoS routing and Traffic Engineering (TE) applications. This
new northbound interface, SCOR, includes nine building blocks/predicates that represent
various required high-level network abstractions and constraints. Using these predicates,
complex QoS routing algorithms such as maximum residual capacity routing and mini-
mizing the maximum of the link utilisation are implemented in just a few lines of code.
This clearly illustrates SCOR’s main design objective, i.e. to reduce the complexity and
simplify developing QoS routing and traffic engineering applications in SDN.
A powerful aspect of SCOR, which it inherits from its constraint programming roots, is
the separation of the problem formulation and its solution. SCOR’s layer of abstraction
hides the complexity of solving the problem from the user, and therefore greatly sim-
plifies the implementation of new QoS routing and traffic engineering applications. The
increased level of abstraction and simplicity does not at all come at a cost of reduced
efficiency. Through the use of powerful generic constraint programming solvers, solutions
to complex QoS routing problems can be found faster than through traditional procedural
programming solutions, in some cases by orders of magnitude, as it is shown in this thesis.
The SCOR northbound interface is proposed with a routing framework that provides
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the required network services for the QoS routing applications developed in SCOR. This
routing framework uses a network state database which stores network topology, capacities
and other needed information. It also includes a module for converting network states into
a format understandable by the QoS routing applications. This module is also responsible
for translating the computed routes received from these applications into forwarding rules
and installing them into forwarding elements.
This routing framework is implemented in two different controllers, POX and ONOS.The
routing framework itself is controller dependent, as it uses the controllers’ services, and
its elements are implemented as new modules in the host controller. However, SCOR’s
QoS routing models, which are complex to implement without SCOR, are not controller
dependent. These QoS routing models were used in both controllers via the routing
framework without any changes. This has made it possible to use a SCOR model of a
complex QoS routing algorithm, such as the maximum residual capacity, in two completely
different SDN controllers, without a single line of code modification. The same SCOR
models, which were initially developed and utilised in the POX controller, were later used
in the ONOS controller to create ONOS apps without any modification. This clearly
illustrates our success in achieving the defined objective of simplifying the development
of QoS routing applications in SDN. In this way, SCOR enables users to design and
develop models for network optimisation, traffic engineering and QoS routing problems
independent from the SDN controllers.
The routing framework and SCOR models were also used to create various ONOS
applications (apps). The default forwarding app in the ONOS controller uses the
shortest path routing algorithm and these new apps added new routing capabilities,
such as widest path, minimum delay, widest path with limited delay and the min-
imum delay path with defined bandwidth, to ONOS. These apps are examples of
the capabilities that can be added to existing controllers such as ONOS, and the true
potential of created by SCOR is not, in fact, limited to these implemented models or apps.
Due to the features explained above, in particular the controller independence of the
SCOR models, SCOR can be considered as a promising solution for integration in many
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open source projects. An important validation of the concepts proposed in this thesis,
is their adoption in the Open Network Optimisation Platform (ONAP) project [120].
ONAP was initially developed by AT&T under name Enhanced Control, Orchestration,
Management and Policy (ECOMP) platform and then transferred to the Linux Foundation
where many major network industry players joined the project [121]. ONAP is an open
source software platform that facilitates the design, implementation, orchestration, and
monitoring of Virtual Network Functions (VNFs), carrier-scale SDNs containing them,
and the higher-level services. While ONAP is an open source platform, it is tested in
real-world deployments and is shown to be mature, feature-complete and secure [120].
Based on publication of our initial results in [122], we were contacted by AT&T research
and asked to contribute to the ONAP project. The idea of using CP and MiniZinc for
network optimisation was adopted by the ONAP Optimisation Framework team in 2017.
The adoption of our solution for the Optimisation Framework of such a significant platform
is a clear indication of the validity and practicality of this solution. SCOR has opened a
new door to network optimisation in SDN that can be utilised for different purposes. The
application of this platform is not limited to routing and, in future work, has the potential
to be extended to various networking aspects such as security and policy management.
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Appendix-A1: Routing Framework
Implementation in Detail
The overall procedure for the implementation of the proposed routing framework in the
POX controller is explained in Chapter 5 for both reactive and proactive routing methods,
and in Chapter 7 for the proactive routing in the ONOS controller. This subsection
provides a more practical explanation of the latter using the ONOS subsystems explained
in Chapter 7. Though, this text does not provide a line by line code explanation or a
tutorial on the ONOS apps, rather it describes the methods and classes that constitute this
ONOS app. The structure of the app’s code is shown in Figure A1.1. As can be seen, the
app consists of two main classes, AppComponent and FrameWork. The AppComponent
is the template class name provided by ONOS that running the apps start by running
it. The FrameWork class implements the main structure of the routing framework and
includes all the required methods as explained in Chapter 7.
AppComponent class - Services Instantiation
The first part of the application code begins with the creation of instances of ONOS
services which will be used in the code. This app uses the coreService, hostService,
topologyService and flowRuleService classes that indicate Core, Host, Topology and Flow
Rule subsystems respectively.
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Figure A1.1: The overall structure of the implemented routing framework in ONOS. ‘c’
indicates the ‘Class’ and ‘m’ indicates the Method
AppComponent class - Activate and Deactivate Meth-
ods
Then the next part is the Activate and Deactivate methods’ definition which identify
what happens when an ONOS app is activated or deactivated. The Activate method is
the place where the main functionality of the app takes place. For instance, registering
to the ONOS core service, subscribing to the packet service and calling the app’s main
routine are performed in this method. In ONOS, any rules installed by an app should be
removed when the app is deactivated. This is the main task performed in the Deactivate
method.
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AppComponent class - flowScheduler Method
Since in proactive routing method, flow rules are installed regardless of whether there
is a packetIn message, the packet service is not used here. The Activate method calls
the flowScheduler method which is responsible for the main functionality of the app.
The flowScheduler calls other methods to calculate requested route in the given topology.
While, in essence, it is possible to include all the code in a single method, using func-
tional form and separation of tasks improve the debugging and readability of the code.
Hence, the required tasks are separated in four different methods as graphTranslator,
graphDataBase, callMiniZinc and flowsInstaller which constitute a new class called the
FrameWork.
The flowScheduler initially acquires the topology from the Topology subsystem. While
the Topology subsystem automatically detects SDN switches using discovery protocols
such as LLDP and includes them in the topology graph, hosts need to send a message to
be detected by the Host subsystem. So, an initial script is prepared and run that sends
Internet Control Message Protocol (ICMP) messages from the flow source and destination
hosts. A separate setup file is created that includes information relating to the flows,
such as demand, source and destination IP addresses and other default parameters such
as the name of the SCOR model, etc. The flowScheduler reads the flow source and
destination IP addresses and finds the location of the corresponding hosts in the network,
that is the switch and port the hosts are connected. Then, the flowScheduler calls the
graphTranslator method from the FrameWork class and passes the source and destination
to it.
FrameWork Class - graphTranslator Method
The graphTranslator converts the graph into an adjacency list similar to what expressed
in Section 4.1 and specifies the location of the flow source and destination in terms of
the translated graph. In the current implementation, the link capacities, costs and other
link weights are assumed known and are recorded in the graphDataBase. As mentioned in
Chapter 7 computing these values is beyond the scope of this thesis. They have already
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been implemented and can be computed based on approaches defined in [114] and [115].
The flowScheduler sends the translated topology graph along with the link weights such
as capacity and costs to the callMiniZinc method of the FrameWork class. It also reads
the routing method, flow demands and the solver name from the setup file and passes
them with the adjacency list to the callMiniZinc method where it runs the SCOR model.
FrameWork Class - callMiniZinc Method
A MiniZinc model can be run in the Linux CLI using the below syntax:
minizinc [< options >] < model > .mzn [< data > .dzn]
whereminizinc is the solver name, such as eithermzn-g12fd, mzn-g12lazy, mzn-g12mip
and mzn-gecode that comes with the MiniZinc package, or the other solvers that can be
added to it. The last part of the command, [< data > .dzn], is a separate file name
that includes all the parameters in the < model > .mzn file which are declared without
assigning the values. It is also possible to pass all these parameters in the form of a single
string in the command line.
The callMiniZinc uses the ProcessBuilder class, which is used in Java to create operating
system processes such as running external programs, to call the solver and pass the needed
parameters. It converts the adjacency list to a binary adjacency matrix and then to it
equivalent string array and packs it with all other parameters needed for the model,
e.g. MBR model, in the form of a single string called the dataString. Then the solver
name, model file name (MBR model) and the dataString are passed to the ProcessBuilder
instance to run the model and return the results.
FrameWork Class - flowsInstaller Method
The output of the solver is the Link Path Membership array stated as a string of 0s
and 1s and the callMiniZinc method translate them back to switches and ports number
and then to both forward and reverse flow rules that should be installed in the switches.
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These rules are returned to the flowScheduler which uses the flowsInstaller method of the
FrameWork class to install them. The flowsInstaller creates corresponding match rules
using the trafficSelector service, defines the actions using TrafficTreatment service, packs
them into flow rules using FlowRule Subsystem and installs them in each switch using
FlowRuleService.
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Applications in ONOS
This appendix extends Chapter 7 by explaining development of three other QoS routing
applications in ONOS using SCOR. These applications include:
• Minimum-Delay Routing
• Maximum-Bandwidth Delay-Constrained Routing
• Minimum-Delay Bandwidth-Constrained Routing
Minimum-Delay Routing
The first ONOS app implemented in this appendix is the Minimum-Delay Routing (MDR)
[17] which finds a path with minimum total (fixed) delay from a source host to a destina-
tion host. The type of delays considered in this app only includes fixed delays consisted
of serialisation/transmission and propagation delays (explained in section 5.2.7).
Problem Formulation and ONOS Implementation
The problem formulation is similar to that of the Least-Cost Path routing, stated in
Section 6.1.1, with link delays assigned as ‘cost’. The implementation of the routing
framework in ONOS is the same as its implementation for Maximum-Bandwidth Routing
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(MBR), which was explained in Section 7.2.2 and in Appendix-A1, except the SCOR
model used in this implementation is the Least Cost Path.
Functional Validation
To validate the functionality of the app, a scenario similar to that of the MDR app as
depicted in Figure 7.7. In this experiment, instead of iperf traffic that was used in previous
experiments, ICMP traffic was used that allowed us to measure the delay. Figure A2.1
shows the path selected by the MDR app for the ICMP packets sent from a host with IP
address 192.168.10.1 to the host with IP address 192.168.10.9. While the selected path is
not the shortest, in terms of number of hops, it has the minimum end-to-end delay, based
on the link delays as shown in Figure 7.7. The total one-way latency of the links on the
selected path is equal to 6 ms consisting of 2 links with 2 ms delay and 2 links with 1 ms
delay.
The path selected by the default ONOS app for the ICMP packets sent from the
same host to the same destination is again the same as before, i.e. the shortest path
(of:0000000000000001, of:0000000000000004, of:0000000000000009). The total one-way
Figure A2.1: The Path selected by the MDR App for ICMP packets
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latency of the links in this path is equal to 20 ms consisting of 2 links with 10 ms delay
each, based on the scenario shown in Figure 7.7.
This clearly validates the functionality of the MDR app. It is shown that creating a com-
pletely new routing algorithm in ONOS using SCOR does not require more than replacing
the utilised SCOR model’s name. In the next section, we continue this demonstration by
implementing two more complex single-flow QoS routing problems in ONOS.
Maximum-Bandwidth Delay-Constrained Routing
In this section we demonstrate implementation of a more complex QoS routing problem
in ONOS using SCOR. The path selected by the Maximum-Bandwidth Routing (MBR)
is suitable only for those bandwidth thirsty applications that are not sensitive to delay.
While it chooses the widest possible path between the source-destination hosts, it does
not include any metric related to path latency or delay in finding paths. Since there
may be other paths between the same source-destination hosts with similar bottleneck
bandwidth and less end-to-end delay, it is possible to define another type of routing
which meets delay constraint while choosing the widest path. This routing method is
preferred by the applications with both large bandwidth requirements and sensitivity to
delay/latency.
The Maximum-Bandwidth Delay-Constrained Routing (MBDCR) [10] considers both
metrics, the capacity and the end-to-end delay and finds a path that has the biggest
bottleneck bandwidth among all the paths that their end-to-end latency satisfy the delay
constraint. In this way, the selected path will satisfy the delay requirements, and also pro-
vides the maximum possible bottleneck bandwidth. Clearly, this will be useful for many
applications, in particular video streaming applications, which require high bandwidth
and are sensitive to delay as well.
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Problem Formulation and ONOS Implementation
The Problem formulation is similar to MBR and the same notations used in Section 7.2.1
are used here. The MBDCR can mathematically be stated in the form of the below
optimisation problem. For the given network topology represented by graph G(N ,L) in
which N and L indicate the network nodes and links, MBDCR problem is
maximise cB[Pf ]
where cB[Pf ] is the bottleneck bandwidth of path Pf stated as
cB[Pf ] = min{c(u, v)|x(u, v) = 1, ∀(u, v) ∈ L}
subject to below two constraints
∑
{v|(u,v)∈L}
x(u, v)−
∑
{v|(u,v)∈L}
x(u, v) = Su/d, ∀u ∈ N
∑
(u,v)∈L
a(u, v)x(u, v) ≤ D
in which x(u, v) is the membership function of link (u, v) to flow f , d is its demand, a(u, v)
is the delay of link (u, v) and D is the specified maximum acceptable delay of the path.
The above problem is modelled in SCOR as shown in Model 6. While the model uses
all lines of Model 5 code, it has two more constraints stated in lines 16 and 17. Line 16
defines the cost of each path as the sum of its link costs, which in this case are assigned
the link delays, and line 17 enforces the cost to be less than the specified value Limit. The
Limit is the maximum acceptable delay for the path and must be defined beforehand. The
implementation in ONOS is completely similar to Section 7.2.2 and Appendix-A1 except
the used SCOR model, which in this is Model 6.
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Model 6: Maximum Bandwidth Delay-Constrained Routing in SCOR
% Include item
1 : include ”Predicate network path.mzn”;
2 : include ”Predicate path bottleneck.mzn”;
3 : include ”Predicate path cost.mzn”;
% Parameters
4 : array[int, 4] of int : Links;
5 : int : L =max(index set 1of2(Links));
6 : array[int] of int : Nodes;
7 : int : Flows;
8 : int : Limit;
9 : int : s;
10 : int : t;
% Decision Variables
11 : var int : BottleNeck;
12 : var int : Cost;
13 : array[1..L] of var 0..1 : LPM ;
% Constraints item
14 : constraint network path(LPM,Links,Nodes, s, t);
15 : constraint path bottleneck(LPM,Links,BottleNeck);
16 : constraint path cost(LPM,Links, Cost, F lows);
17 : constraint Cost <= Limit
% Solve item
18 : solve maximize BottleNeck;
Functional Validation
To examine the functionality of the implemented ONOS app, a scenario similar to the
previous scenarios was used, except for the source-destination hosts. The reason for
choosing different source and destination was to allow full capabilities of the path selection
by the SCOR model to be illustrated. In this scenario, with the same topology, the source
is the host with IP address 192.168.10.14 and the destination is the host 192.168.10.13 (as
illustrated in Figure 7.7). An end-to-end delay of 10 ms was set as the delay constraint
and the MBDCR app was used for packet forwarding. Then, the ICMP and iperf traffic
were separately used to measure the practical values of delay and throughput respectively.
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The path selected by MBDCR app is shown in Figure A2.2 consisting of nodes
{of:000000000000000e, of:0000000000000006, of:0000000000000003, of:0000000000000001,
of:000000000000000b, of:000000000000000d}. Since the total delay value from the source
to node of:0000000000000001 is 3 ms, there are two paths from node of:0000000000000001
to the destination that both satisfy delay requirement. The first path is the direct link be-
tween node of:0000000000000001 and node of:000000000000000d with a delay value of 5 ms
resulting in an end-to-end delay of 8 ms, and the second path is via {of:000000000000000b,
of:000000000000000d} with a delay value of 4 ms resulting in an end-to-end delay of 7
ms. The first path has a maximum bandwidth of 20 Mbps, while the second path has a
bandwidth of 50 Mbps. As seen, the path selected by MBDCR app is the second path
which provides larger bandwidth while satisfying the delay constraint. As per previous
experiments, the values shown on links are the instantaneous Port Stats values captured
from ONOS GUI. Comparison to path selected by default ONOS forwarding app will
clearly validate the path selected by the MBDCR app that is the path with the maximum
bandwidth and meets the defined delay constraint.
As per ONOS default forwarding app, the selected path is the shortest path between the
source and destination in terms of the number of hops, which is {of:000000000000000e,
Figure A2.2: The Path selected by the MBDCR App, highlighted for the iperf traffic by
ONOS GUI
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of:0000000000000002, of:000000000000000d}. Based on Figure 7.7, the bottleneck
bandwidth in this path is 10 Mbps (the link between of:0000000000000002 and
of:000000000000000d) and the total one-way latency is equal to 15 ms.
Minimum-Delay Bandwidth-Constrained Routing
This section explains implementation of another complex QoS routing algorithm in ONOS
using SCOR, to further demonstrate the facilities it has provided for this purpose. While
the path selected by the previous ONOS app might be suitable for applications such as
video streaming, there are applications such as Voice over IP (VoIP) that do not require
high bandwidth but they are sensitive to delay. In this case, having a routing application
that can find a path with the minimum delay and a guaranteed predefined bandwidth is
more useful. The Minimum-Delay Bandwidth-Constrained Routing app (MDBCR) [10] is
created to address this requirement. It chooses the path with the minimum delay among
different paths, which all satisfy a defined minimum bandwidth requirement, between a
pair of source-destination hosts.
Problem Formulation and ONOS Implementation
The Problem formulation and corresponding SCOR model, Least Cost Path with Defined
Capacity Routing, are explained in Section 6.1.2. The link cost metric assigned in this app
is the delay and hence, the minimum-cost path is equivalent to the minimum-delay path.
Similar to all the previously implemented apps, implementation in ONOS includes only
the routing framework, which is explained in Sections 7.2.2 and Appendix-A1, except in
this case the used SCOR model is MDBCR.
Functional Validation
To investigate the functionality of the implemented ONOS app, the same topology was
used along with a defined minimum bandwidth requirement of 20 Mbps. However, since
the minimum delay path with the defined bandwidth matched exactly on the path selected
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by the previous app, a different pair of source-destination hosts were selected to illustrate
this app’s individual capabilities. In this scenario, the host with IP address 192.168.10.3
was the source and the host with IP address 192.168.10.9 was selected as the destination.
The MDBCR app was used for packet forwarding in ONOS, and the ICMP and iperf
traffic were separately sent from the source to destination to identify the selected path
and measure the practical values of delay and throughput.
Figure A2.3 shows the selected path, for the given source-destination hosts and band-
width requirement, by this app. The selected path consists of links with 100 Mbps
capacity except the link (of:000000000000000e, of:000000000000000a), which has the ca-
pacity of 50 Mbps, and therefore the path bandwidth is 50 Mbps. The total one-way
latency of the selected path is equal to 6 ms consisting of 5 links with 1 ms delay and
a link with 2 ms delay. Comparing these theoretical values of the path throughput and
delay with all other paths between the same source-destination pair clearly validates
the output of the MDBCR app. The ONOS default forwarding app chooses the short-
est path, consisting of {of:0000000000000003, of:0000000000000001, of:0000000000000004,
of:0000000000000009} with a path bandwidth of 10 Mbps and a total delay of 21 ms. This
clearly illustrates the facilities that SCOR has provided for the implementation of QoS
routing applications, which are easily created and provide complex routing solutions.
Figure A2.3: The Path selected by MDBCR app, highlighted for the iperf traffic by
ONOS GUI
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