The existing methods to estimate the magnitude of spin-orbit coupling for arbitrary molecules and multiconfigurational wave functions are reviewed. The form-factor method is extended from the original singlet-triplet formulation into arbitrary multiplicities. A simplified version of the mean-field method (the partial two-electron method, P2E) is formulated and tested versus the full two-electron operator on a set of representative molecules. The change of the one and two-electron spin-orbit coupling down the Periodic Table is investigated, and it is shown that the computationally much less demanding P2E method has an accuracy comparable to that of the full two-electron method.
A study of the relative importance of one and two-electron contributions to spin-orbit coupling
I. INTRODUCTION
As computational capabilities improve, the ability to do more accurate calculations and study finer features of molecular structure is facilitated. One of the features that has begun to be widely studied relatively recently for molecules rather than atoms is spin-orbit coupling ͑SOC͒. It is one of several interactions violating the commonly used adiabatic approximation, since SOC allows mixing states with different spin multiplicity, and it is the adiabatic approximation that introduces the conservation of electron spin. As such, it provides valuable information about dynamics of processes otherwise forbidden ͑such as transitions at energy surface crossings͒. As a consequence of relativistic effects, as can be seen directly from the reduction of the full relativistic Dirac equation, it provides a correction to the energy levels, generally growing with the nuclear charge. Whereas the general theoretical aspects of spin-orbit coupling have been known for a long time, there has been a lack of generally available tools with which it can be calculated.
In this work a general hierarchy of spin-orbit coupling methods is described. These methods have been developed and implemented into the electronic structure code GAMESS. 1 An approximate one-electron method developed by Koseki in GAMESS was previously described for both main group 2 and transition elements. 3 The early studies by Blume et al. 4 considered the one-and two-electron contributions to spinorbit coupling in atoms. Veseth 5 and Ross et al. 6 studied spin-orbit coupling for a number of atoms. Langhoff studied core and valence contributions to spin-orbit coupling in molecular oxygen. 7 A recent direct determinantal approach to spin-orbit coupling has been suggested by Sjøvoll 8 et al. Although full two-electron Pauli-Breit SOC calculations ͑vide infra͒ have been done by many researchers, 9-11 their codes have not been generally available. As a result of the present work general SOC calculations can now be performed with GAMESS, as described below. Several advances in calculation methods have been made. The code is fully capable of running in parallel with TCGMSG 12 and MPI 13 libraries.
II. GENERAL DESCRIPTION OF THE METHODS
The Pauli-Breit spin-orbit coupling operator is given by 14 
where ⍀ is the fine structure constant, Z ␣ are the nuclear charges, r i and r ␣ are the electron and nuclear coordinates respectively, p i is the electron momentum operator, Ŝ i is the electron spin operator.
The first double sum is known as the one and the second as the two-electron SOC operators. The computational expenses of SOC calculations are considerably different ͑by one order of magnitude͒ for one-and two-electron operators. In addition, due to the local nature of the operator and the explicit dependence of the one-electron operator upon the nuclear charges, the one-electron contribution to SOC tends to grow rapidly with the nuclear charge, whereas the twoelectron part grows much more slowly, due to increased electron density in the regions close to the nuclei. This has motivated the development of several approaches wherein the complexity grows from just one-electron ͑1E͒ to the full oneand two-electron ͑2E͒ operators through an intermediate partial two-electron contribution method ͑P2E͒.
The following quantity based upon the Fermi golden rule is useful for the description of the dynamics of SOC-induced transitions ͑such as reaction dynamics͒. 
͗S͉L͉SЈ͘

. ͑2͒
͑Dirac notation is used throughout, L denotes the molecular angular momentum operator, defined below.͒ This quantity is hence called the SOC constant ͑SOCC͒. Note that SЈ is either equal to S or to Sϩ1, so there is no real asymmetry in the formula. More details are given below. Since many modern quantum-chemical methods are based upon Slater determinants, with the total wave function being a linear combination thereof, the methods below are based on calculation of spin-orbit coupling matrix elements between two determinants. Spin-adapted linear combinations of determinants are known as configuration state functions ͑CSFs͒. Two different approaches can be taken. Given the total wave function and an operator Â , consider ͗⌿ 1 ͉Â ͉⌿ 2 ͘:
• Direct approach ͉⌿͘ϭ⌺ I C I D I . The individual matrix elements between two determinants or CSFs ͗D I ͉Â ͉D J ͘ are calculated one by one using the Slater rules, which reduces a matrix element to a sum of MO integrals.
• Indirect approach ͗⌿ 1 ͉Â ͉⌿ 2 ͘ϭTr͓AP͔ϭ⌺ i, j A i j P ji or ⌺ i jkl A i jkl P lk ji for one-and two-electron operators. Here, ⌿ can be a single determinant, a CSF or their linear combination, A are integrals in the basis of molecular orbitals ͑MOs͒ ͑i.e., A i j ϭ͗ i ͉Â ͉ j ͘) and P is the generalized density.
The advantage of the indirect method is that it does not require storing of the 2e integrals usually kept in memory in the direct method. The penalty for this advantage is having to calculate, sort, and store the form-factors ͑vide infra͒, from which the generalized density is calculated. This effectively restricts the practical applicability of the indirect approach to the complete active space ͑CAS͒ type of wave function. Thus, the indirect method is best used with small active spaces and large basis sets, whereas the direct approach may not be able to handle large basis sets due to limited computer memory.
A recent determinant approach by Sjøvoll et al. 8 could be classified as indirect in the terminology of this paper. This approach provides considerable advantage over the previously existing form-factor method briefly discussed below, as it provides the means of effectively calculating the generalized density factors without having to sort them. On the other hand, it takes no advantage of avoiding adding negligible contributions as discussed in the threshold section below and is limited to orthogonal orbitals. Nevertheless, this determinantal approach appears very promising, especially for wave functions consisting of a large number of determinants.
An intermediate method also exists, known as the symbolic matrix element method, 15 wherein the CSFs are divided into classes according to occupation schemes, and each scheme is then treated with the indirect approach. While found to work well, this method is not considered below as its practical implementation requires an appropriate underlying configuration interaction ͑CI͒ scheme currently not available in GAMESS. The foregoing discussion is summarized in Table I .
Except for computation of the full 1e and 2e matrix elements, the indirect approach is at a disadvantage compared with the direct method, so it has not been implemented for the other approaches. The indirect one-and two-electron operator approach requires exponentially growing resources as the number of active orbitals ͑i.e., all variably occupied orbitals͒ increases, so the actual implementation is still limited to 26 active orbitals at most ͑denoted by*in Table I͒ .
Throughout this work, it is assumed that the two sets of molecular orbitals ͑MOs͒ ͑the sets for bra and ket͒ are biorthogonal with identical core ͑doubly occupied space in all configurations͒. It is only possible to biorthogonalize MO sets for a pair of multiplicities in the CAS case 16 ͑or full CI, FCI͒. In all other cases identical MO sets have to be used to avoid having to deal with nonorthogonal orbitals. In principle, it is possible to work with nonorthogonal orbitals, 17 with the computational expense increased by an order of magnitude. Then a one-electron SOC nonorthogonal calculation would cost as much as a two-electron one with orthogonal orbitals.
III. SYMMETRY SUMMARY
By application of the Wigner-Eckhart theorem 18 and by using the hermiticity of Ĥ so , it is possible to reduce the number of matrix elements to be calculated from (2Sϩ1) ϫ(2SЈϩ1) where S and SЈ are the bra and ket Ŝ 2 quantum numbers, to at most two. 19 Application of symmetry selection rules can further reduce this number. It has been found that the double group does not offer any advantage over the point group formalism, 19 if the matrix elements are calculated in the real-valued CI state basis. The matrix elements reduce to
where ␣, ⌫, and i are the symmetry labels of the CI states and (SЈ,1,M s Ј ,q͉S,M s ) is a Clebsch-Gordan coefficient, Ŝ is the reduced spin-operator and L q is an angular momentum operator, whose exact definition is not needed since the symmetry properties are contained in the Clebsch-Gordan coefficient. ͗␣⌫iS͉L q Ŝ ͉␣Ј⌫ЈiЈSЈ͘ is a so-called reduced matrix element ͑RME͒, with the property that RME(qϭ1) and RME(qϭϪ1) are connected by a simple relation, so that only two need to be explicitly calculated ͑e.g., qϭ0 and q ϭ1). An important consequence of this formula is that for a pair of states ͑e.g., determinants͒ only one q in the above sum survives, namely qϭM s ЈϪM s .
The point group selection rules are deduced from the product ⌫ϫ⌫ L q ϫ⌫Ј of the irreducible representations, to which bra, angular momentum L q and ket belong. Matrix elements between two singlets are zero. Provided that the wave function is real, the matrix elements for bra equal to ket are zero.
It is worth keeping in mind that usually the CI states are not pure symmetry-wise, i.e., they belong to several irreducible representations with different weights, so the point group symmetry rules hold only approximately if a state is assumed to belong to only one of them.
Integral index permutational symmetry is discussed below when the integrals are defined for the indirect method.
IV. INDIRECT METHOD
Furlani derived and coded a limited version of this method as a part of his PhD thesis. 20 The method itself was derived for singlet and triplet states only. The code was limited to 10 A brief review of the generalized method is now given. ⌿ is taken to be a linear combination of CSFs with coefficients q, each of which is a linear combination of Slater determinants ⌬ with coefficients C. 
The ͑3͒ ⌫ i jkl IJ are zero unless ͑i͒ all indices are in the active space or ͑ii͒ two indices are from the core and two from the active space ͑of which there are four combinations͒. In the latter case they are independent of the core indices ͑This is analogous to the direct method: These coreactive form-factors correspond to the partial two-electron direct method considered below.͒ and are proportional to
The MOs are taken as linear combination of atomic orbitals ͑AO͒ , and by using the index permutational symmetry the final result for the matrix element in Eq. ͑4͒ is
where
Note that for atoms L q ϭL q (1) , where L q is the total electronic angular momentum.
͑following Furlani's convention with a few extra definitions for use below͒. The c are MO→AO expansion coefficients for the active orbitals: c without superscript refers to the core orbitals ͑as-sumed to be independent of M s ). The superscripts ''c'' and ''a'' refer to core and active, respectively. Rapidly growing computational expenses can be seen in Table II .
It should be noted that the FFs are first generated and then sorted by MO indices. The number of FFs for a given set of MO indices is not known a priori, but the code has to allocate space before the generation starts. This can be done in two ways. One is to allocate a sufficiently large amount of space, however, this increases the size of the disk file. Another option is to first generate the form factors and save the number of form factors for each set of indices while not saving the FFs themselves. Then the proper space is allocated and during the second run the FFs are actually generated and sorted. In Table II the last line ͓͑10/10͔͒ shows the disk space associated with the second ͑disk saving͒ option: all other lines reflect the fixed space option.
V. DIRECT METHODS
A. Introductory definitions
Similarly to the indirect case ͓Eq. ͑4͔͒
͑9͒
The Slater rules are now applied dynamically, for each pair of determinants. While there may be a very large number of them, it has to be recognized that for large CI expansions many products of CSF coefficients will be very small in magnitude. Keeping in mind that these coefficients themselves are obtained with finite precision, one is justified in omitting contributions from such very small coefficients. This is achieved via introduction of a threshold value; the details are given below. becomes pseudo-oneelectron after summing over the core. The exact algebraic definitions of all of these quantities are given below. The one-electron method is usually implemented by introducing semiempirical parameters ͑charges͒, Z eff , in order to make up for the neglect of the two-electron terms. It is shown below that the partial two-electron method provides reasonable accuracy without the need for fitted parameters.
Recall the Slater rules for a pair of determinants. First, the spin-orbitals in the second determinant are reordered in such a way as to put them in the same order as the first determinant, with different ͑discoincident͒ orbitals being placed at the end. The number of these discoincident orbitals needs to be less than or equal to the number of coupled particles in the operator ͑i.e., one or two͒, for a matrix element to be nonzero. For the partial two-electron method ͑P2E͒ the number of discoincidences should be less than or equal to one, because two discoincidences can only come from two active orbitals and this term is omitted in the P2E method. The cases for 0, 1, and 2 discoincidences are given below ͑note that only one spin-discoincidence is allowed, as the spin operators couple only one electron͒: By convention, the Greek indices are used for molecular spin-orbitals ϭ and Roman indices for molecular orbitals . Greek indices are also used for atomic orbitals. ⌬ v and ⌬ denote determinants different by one spin-orbital (v and ͒.
It is worth remembering that SOC between two identical states is zero by hermiticity, therefore, in case of orthogonal ͑rather than biorthogonal͒ orbitals for bra and ket states the case of zero discoincidence need not be considered, because the contribution vanishes by symmetry.
B. Spin summation
From the symmetry rules it is seen that only one specific q survives from the sum ͓Eq. ͑3͔͒, i.e., ĥ so → l Ϫq ŝ q where q ϭM s ЈϪM s for a matrix element ͗SM s ͉Ĥ so ͉SЈM s Ј͘. Each spin-orbital ͑with a Greek index͒ is now written as a product of an orbital times the spin function ͑␣ or ␤͒, and the summation index is changed to Roman to signify this. It is then possible to take scalar products over the spin variables. The equations are simplified considerably especially for the core orbitals.
The following elementary form-factors are introduced as matrix elements of spin-operators in the spin-function basis ( i denotes the spin part of ith orbital͒. These elementary form-factors are similar to the form-factors ⌫ introduced for the indirect method except that they effectively connect two determinants rather than CSFs and ␥ are unsorted.
͑12͒
They are straightforward to calculate, e.g.,
There are only 16 of these for each ⌬M s , for ⌬M s ϭ0, see Table III . Consider the one-electron case for zero discoincidence, ⌬M s is 0 in this case, so ␥ ␣␣ 0 ϭϪ␥ ␤␤ 0 ϭ1/2 and
Thus any doubly occupied orbital ͑including all core orbitals͒ does not contribute to the one-electron spin-orbit coupling term. Similarly, the two-electron core-core contribution vanishes. H core-act 1e ϭ0, because overlaps between core and active orbitals ͗ c ͉ a ͘ϭ0.
The following integral quantities are introduced:
The superscripts c and a refer to core and active spaces, respectively. Symmetry properties of the integrals are
͑i.e., antisymmetric and symmetric for the first and second particle, respectively͒. This property holds for core integrals, too, so A i j caca ϵ0.
In the code, l Ϯ operators ͑defined as in the indirect case͒ are written as ϯ( l x Ϯ l y )/&, and the program actually calculates matrix elements of Ϫil x , Ϫil y , and Ϫil z operators ͑multiplied by imaginary unity i to get real-valued integrals, as lϭ͓rϫp͔ and pϭϪi-. Note that -is anti-Hermitian, whereas p is Hermitian͒. Subsequently, l Ϯ are reconstructed.
It is possible to rewrite the matrix elements as
Note that a factor of 2 appears because of symmetry in sums:
With a little algebra it can be seen that ͑Table III͒
Thus the expressions for the matrix elements are simplified to ͑using A i j caca ϵ0)
and finally one arrives at the final formulas
Now it can be seen that the core-active two-electron contribution may be formally expressed in exactly the same fashion as the one-electron active-active term.
for zero discoincidence and similarly for one and two discoincidences.
C. SOC integrals
The atomic integrals are calculated by the integral code developed by Furlani 20 for his form factor method ͑in the AO basis͒. The code has been slightly modified to allow up to g-type orbitals in the basis set.
The usage of AO integrals is different between direct and indirect methods. The indirect method is AO-integral based, i.e., each integral is multiplied by the density and added to the matrix element being calculated. The direct methods store the AO integrals on disk: The one-electron integrals are stored as a triangular matrix and the nonzero two-electron integrals are stored as an integral list, with orbital labels.
Transformation into the MO basis is accomplished for active orbitals in the standard way by doing two and four index transformations.
where c i are LCAO coefficients. The core-active transformations are reduced from four to two indices by doing the core summation
where the sum over the core yielded the core density, D c .
͑23͒
using the following notation:
Thus three four-index transformations are converted into three ͑to contract the core density͒ plus one ͑to contract active MO coefficients͒ two-index transformations, a considerable savings.
D. Effective core potentials "ECP…
In the effective core potential method, the core inner shell orbitals are replaced by a potential. The primary contribution to SOC comes from the one-electron part that does not explicitly include core orbitals, since the core-core and core-active one-electron contributions to SOC are zero. However, the shape of the active orbitals in the core region is lost in most ECP implementations, and this decreases the calculated spin-orbit coupling by orders of magnitude for heavier elements if the Pauli-Breit Hamiltonian is used. Several approaches have been developed to cope with this problem:
͑a͒ Ermler et al. 21 applied a method wherein the SOC operator itself is changed by utilizing relativistic atomic calculations to obtain the effective one-electron spinorbit coupling operator and, alternatively, a spin-orbit operator to be used with the pseudo-orbitals is derived by Kühle et al. 22 ͑b͒ Model potentials ͑MP͒ 23 instead of ECPs do retain the proper shape in the core region. 
͑c͒ By using two related basis sets, an all-electron and an ECP set, the integrals calculated for the all electron basis set can be back-transformed for the ECP basis set, 24 thus circumventing the core shape problem. ͑d͒ Koseki et al. 3 further developed an effective nuclear charge method, originally developed in Ref. 25 wherein the true nuclear charges appearing in the oneelectron SOC operator are replaced by empirical parameters.
E. Empirical parameters
There are several reasons why it can be desirable to introduce some empirical parameters into the spin-orbit coupling calculations:
͑1͒ ECP produces nodeless orbitals. ͑2͒ The first-order perturbative treatment and the omission of other interactions ͑spin-spin͒ can be corrected to some extent. ͑3͒ In cases for which the two-electron contribution is either fully ͑1E͒ or partially ͑P2E͒ neglected, these approximations can be partially compensated by the empirical data. The empirical parameters are optimized using the available atomic and molecular spectral data. The parameters for the first through the third rows of the Periodic Table  are available for both ECP and an all-electron basis set, 3 to be used with the one-electron method.
F. Thresholds
As pointed out above, thresholds avoid the calculation of very small contributions to SOC, thus saving computational time. One parameter controls all thresholds, denoted by ⑀ below. This parameter establishes relative errors in the matrix elements; for example, if ⑀ is set to 10 Ϫ4 and the matrix element is 100 cm Ϫ1 then the absolute error introduced by thresholds should be less than 0.01 cm Ϫ1 . This parameter is used in the following steps:
• CSFs with coefficients smaller than ⑀/N p N a are ignored ͑ N p is 2 for the 2E method and 1 for the 1E and the P2E methods͒. • In the loop over CSF pairs the calculation proceeds only if the product of two CI coefficients is larger than ⑀/N p N a 2 . • In the loop over determinant pairs the calculation proceeds only if the product of two CI coefficients times the determinant's coefficients times the overlap,
where N o is the number of occupied orbitals in the active space ͓i.e., N e for FOCI ͑first-order configuration interaction͒ or SOCI ͑second-order configuration interaction͒ and N a for CAS or FCI͔.
If there are several CI states with a given multiplicity, the maximum value of the CI coefficient product over these states is taken.
A benefit of using thresholds is the indirect use of symmetry. In many cases, the symmetry used by GUGA has to be lowered, e.g., in case of non-Abelian groups or when several states of different symmetry are requested for the same multiplicity. In such cases the threshold filters out the CSFs with coefficients equal to zero by symmetry ͑along with the ones allowed by symmetry but simply small in magnitude͒. The effect of introducing these thresholds can be seen below in the numerical examples.
It is cumbersome to calculate the matrix elements between two CSFs directly, and determinants provide a simpler alternative. The number of CSFs, however, is usually much smaller than the number of determinants so that the use of thresholds as shown above provides a means for substantial savings. And, the smaller size of the Pauli-Breit Hamiltonian matrix in CSF basis can be advantageous; for example, for contraction of the matrix elements in the CSF basis with CI coefficients.
G. Computational algorithm in detail
The current algorithm is shown in schematic form in Fig.  1 . In order to to reduce the memory demand, drags and passes are introduced. If sufficient memory is available, there is only one pass and only one drag. If the amount of memory is insufficient to store all integrals at once, at first the code tries to break the 2e SOC l x , l y , l z integrals not forbidden by symmetry into passes. Passes are used to divide the work for the components of l and drags divide the work for each component of l. The following decision is made in the order of decreasing memory available:
one pass: all of symmetry allowed l x , l y , l z two passes: pass 1: l x , l y ; pass 2: l z three passes: each l i individually in the order x, y, z. ͑Note that ''forbidden by symmetry'' as applied to integrals here refers not to integrals themselves, but to CI states. The meaning is that none of the CI state pairs requested will require these particular l integrals.͒ If insufficient memory is available for 2e integrals at the maximum number of passes ͑three or less if all CI states do not require some integrals͒, the minimum number of passes is used, and to reduce the amount of memory the integrals themselves are divided into chunks. During each drag, a fraction of 2e MO integrals is kept in memory and zeros are substituted via an index array in place of integrals not in memory͒.
VI. COMPARISON OF THE INDIRECT METHODS
A. General comments
The one-electron method is the least resource consuming. The partial two-electron method in practice requires little more resources than the one-electron method. This is true for several reasons:
͑1͒ The number of determinant pairs to be considered is the same as for the one-electron method ͑at most one discoincidence allowed͒. ͑2͒ The four-index integral transformation can be done with the expense of a two-index transformation. ͑3͒ There is no need to store four-index two-electron integrals in the MO basis in memory.
Additional expenses include having to calculate twoelectron integrals in the AO basis. They can be stored on disk while being calculated and read while doing the fourindex transformation. This does not require a noticeable amount of memory, although if available, larger buffers can be used to speed up the calculation. These expenses ͑inte-grals and transformation͒ are usually insignificant, especially when compared to the expenses of the further matrix element calculation for a large CI.
On the other hand, the full two-electron method requires treating many more determinant pairs as the number of discoincidences can be two, the four-index transformation is not trivial and most importantly the two-electron integrals are to be kept in memory ͑for an efficient program͒ and their number is N a 4 /4 for orthogonal and N a 4 for biorthogonal orbitals. When comparing the methods numerically it is worth remembering that the first-order perturbative SOC treatment and neglect of other interactions ͑spin-spin etc.͒ can introduce errors comparable in magnitude to the error of the partial relative to the full two-electron method even for the first row of the Periodic Table. The partial two-electron method developed here can be compared to the mean-field method. 26 The mean-field method is more general in the treatment of the active-active two-electron contribution. In the partial two-electron method, only the CAS core orbitals ͑spin-orbital occupation of 1͒ are included in the two-electron contribution. In the mean-field method, all active orbitals are assigned fixed occupation numbers ͑between 0 and 1͒. In both methods, the two-electron part is then summed over the coincident orbitals with these occupation numbers as weight factors. Both methods neglect contributions due to active-active discoincidences. The mean-field method introduces an approximation to the integrals as well ͑namely, only one-center integrals are computed and the rest are discarded; this is justified as the SOC operator is short-ranged͒. In the present partial twoelectron method, no such approximation is made. The extra degree of freedom of the mean-field method ͑the freedom to choose occupation numbers͒ may be useful.
In the numerical examples below no empirical parameters are used ͑true nuclear charges͒. For the notation in the tables in this section, consult Table IV . The results are obtained with 0.1% relative error threshold.
B. Introductory numerical examples
XH 2 , XÄC, Si, Ge, Sn, Pb
Spin-orbit coupling between 1 A 1 and 3 B 1 states has been studied for a series of XH 2 molecules. The geometries are for the minimum energy potential surface crossing, as found in the previous ECP-based study. 27 The active space used here is ͓6/6͔, i.e., 6 electrons in 6 active orbitals. CASSCF ͑complete active space self-consistent field͒ spinorbit coupling calculations have been performed using biorthogonal orbitals with the core optimized for the singlet. The second order CI ͑SOCI͒ SOC calculations were performed with singlet orbitals. Two basis sets have been used. The first ͑Table IV͒ is the MINI basis set developed by Huzinaga et al. 28 The second is the WTBS minimal basis set for X and cc-ptvz for H, developed by Huzinaga et al. 29 with two s and two p functions on each heavy atom uncontracted; in addition, one d on Ge, Sn, and Pb and one f on Pb are uncontracted. It is possible to study SOC at both CAS and SOCI levels for the second basis set since this is not a minimal basis set. The results obtained using the larger basis are given in Table V and Table VI . A study of relativistic effects without separating scalar and vector contributions for similar species was conducted by Dyall. 30 Note that for both basis sets and at both levels of theory ͑CAS, SOCI͒, the agreement between P2E and 2E methods is quite reasonable for all Group IV A elements, and the relative error decreases with increasing mass. The use of SOCI has only a small effect relative to the CASSCF results.
X 2 ¿ , XÄO, S, Se, Te
For these species, spin-orbit coupling is studied at the CAS level. The basis set is 6-21G 31 Table VII .
As for the XH 2 species, the partial two-electron method is seen to provide reasonable accuracy relative to the full 2E method. The first row of the Periodic Table may require full two-electron treatment if high accuracy is sought after. Al and aug-cc-pVTZ on H. The results are summarized in Table VIII and Table IX , for BH 2 and AlH 2 , respectively. The results for these molecules demonstrate the general trend that the choice of orbitals and CI level can have a dramatic impact on the splitting between the two adiabatic levels. Because two similar numbers are subtracted, high accuracy in both is required for an accurate difference. At the same time the spin-orbit coupling is not a property obtained as a difference and thus a much smaller effect of both orbitals and CI level is observed. Nonetheless, the SOC constants Table X 10 and Table XI , respectively.
C. Effect of orbitals and CI level on SOC
At the 10 Ϫ4 threshold, the preceding CI takes 0.32 and the 1E method 0.23 in the units of the 2E method. Thus, the P2E method takes comparable time with the 1E method ͑0.26 vs 0.23͒, the difference coming from two-electron integrals and four-index transformation.
The results obtained in this subsection demonstrate that the threshold values are set properly, that is, the relative error in SOC is not greater than the threshold value used. Some feeling for the increase in computational expense ͑time͒ as a function of the threshold value is gained as well. It can be seen that the timings for the P2E method is far less dependent upon threshold as compared to the 2E method, at the SOCI level of theory.
E. Comparison with the mean-field method
The PdCl system was investigated with the mean-field method in Ref. 26 . The relative error of the mean-field method relative to the full two-electron result (E 2e ,%) is 0.02. In Table XII the results obtained with the methods described in this work, using the MINI basis set and full valence active space ͓17/10͔ are given. The geometry has been optimized for the term of interest, 2 ⌬. As expected, the mean-field method works better than P2E, as it has an extra degree of freedom and treats activeactive contributions rather than omit them as the partial method does. The neglect of some two-electron integrals in the mean-field method did cancel the error introduced by neglecting the two discoincidence case. The partial twoelectron method appears to provide sufficient accuracy, although for Ni the full two-electron approach may be desired for highly accurate calculations. A very interesting observation is made here: The two-electron contribution for transition metals ͑at least for the molecules considered in this subsection͒ is much larger than that for the main group elements in the analogous rows in the periodic table.
F. Magnitude of SOC
The question of whether the spin-orbit coupling interaction can be expected to be large or small can be addressed in general. The expressions for the SOC ͓Eqs. ͑9͒ and ͑19͔͒ suggest that the magnitude of the spin-orbit coupling interaction can be traced to the magnitude of spin-orbit coupling integrals in the molecular orbital basis. These integrals ͑or their atomic orbital counterparts͒ are undoubtedly dependent upon the local nature of the spin-orbit coupling operator that has a built in r Ϫ3 dependence. Therefore, it can be seen that one-center integrals are the major contributors to the interaction. Thus, the SOC integrals in the MO basis are expected to be in general larger for bra and ket MOs localized on the same atom. This leads to a suggestion of using localized orbitals for the approximations of neglecting multicenter integrals.
Second, it can be expected that for atoms the magnitude of SOC is expected to be larger in general than for molecules. Interestingly, some molecules are known to exhibit a SOC interaction virtually identical to that of a single atom. 26 Still, as the atomic weight increases, the inner shell core orbitals become less and less changed by chemical bonding, hence it is the core orbitals on these heavy elements that provide the major contribution to the SOC regardless of chemically active valence orbitals. It is expected that molecular complexes involving the interaction of atoms in the middle of the periodic table with light element molecules retain to a large extent their atomic spin-orbit coupling interactions. The magnitude of these spin-orbit couplings is expected to be larger in general than those in molecules where the middle-sized atoms form bonds and lose their atomic character. Certainly, symmetry plays an important role in determining the magnitude of SOC because large contributions can occur with opposite phases and the value of SOC is then determined by smaller contributions. The effect of orbital shape upon the magnitude of SOC has also been studied. 37 
VII. DISCUSSION AND SUMMARY
It is found that the two-electron contribution to the spinorbit coupling grows roughly as a linear function of the nuclear charge. The one-electron part exhibits a more complicated dependence upon the nuclear charge in the range between linear and square. As expected, the partial twoelectron method systematically underestimates the twoelectron matrix elements, with the relative error systematically decreasing down the Periodic Table. It can be seen that already for the second period the error introduced by the partial two-electron method becomes negligible or at least comparable to other approximations ͑nonrelativistic unperturbed wave function, first order perturbative treatment, etc.͒. With a set of reoptimized empirical parameters, a semiempirical partial two-electron method may offer much better performance ͑for heavier elements͒ than the one-electron semiempirical method, for the first row of the periodic table. For the second row, the ab initio partial two-electron method is expected to deliver sufficient accuracy. There does not seem to be any real necessity to include two-electron terms for the last row.
Various aspects of the dependence of spin-orbit coupling upon various factors are discussed in the above subsections with appropriate numerical examples.
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