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A DYNAMIC LAGRANGIAN, FIELD‐SCALE MODEL OF DUST
DISPERSION FROM AGRICULTURE TILLING OPERATIONS
J. Wang,  A. L. Hiscox,  D. R. Miller,  T. H. Meyer,  T. W. Sammis
ABSTRACT. Dust exposure in and near farm fields is of increasing concern for human health and may soon be facing new
emissions regulations. Dust plumes of this nature have rarely been documented due to the unpredictable nature of the dust
plumes and the difficulties of accurately sampling the plumes. This article presents a dynamic random‐walk model that
simulates the field‐scale PM10 (particle diameter <10 m) dust dispersion from an agriculture disking operation. The major
improvements over traditional plume models are that it can simulate moving sources and plume meander. The major inputs
are the friction velocity (u*), wind direction in the simulation period, atmospheric stability, and source strength (g s-1). In
each time step of the model simulation, three instantaneous wind velocities (x, y, and z directions) are produced based on
friction velocity, mean wind speed, and atmospheric stability. The computational time step is 0.025 times the Lagrangian time
scale. The resulting instantaneous wind vectors transport all the individual particles. The particle deposition algorithm
calculates if a particle is deposited based on the particle settling speed and vertical wind velocity when it touches the ground
surface. The particle mass based concentration in 3‐D can be obtained at any instant by counting the particle numbers in
a unit volume and then converting to mass based on the particle size and density. Simulations from this model are verified
by comparison with dust dispersion and plume concentrations obtained by an elastic backscatter LIDAR. The simulated plume
spread parameters ( y,  z) at downplume distances up to 160 m were within ±73% of those measured with a remote aerosol
LIDAR. Cross‐correlations between a modeled plume and LIDAR measurements of the actual plume were as high as 0.78 near
the ground and decreased to 0.65 at 9 m above ground, indicating close pattern similarity between the modeled and measured
plumes at lower heights but decreasing with elevation above the ground.
Keywords. Disking, Dust, Field scale, Lagrangian transport, Laser radar, LIDAR, Near‐field, Particulate matter, PM10,
Random walk model.
articulate matter (PM) of aerodynamic diameter less
than or equal to 10 microns, PM10, is regulated by
the U.S. Environmental Protection Agency (EPA) as
part of the National Ambient Air Quality Standard
(NAAQS) pollutants. PM10 is directly emitted from a wide
range of industrial point sources (e.g., power plants, incinera‐
tors, cement plants), mobile sources (e.g., automobiles and
trucks), and nonpoint sources such as agricultural operations
(e.g., field operations, harvesting, cattle ranches) and
construction sites. PM10 emitted from agriculture field op‐
erations (e.g., disking, listing, leveling, planting, harvesting)
is first dispersed downwind in the near‐field in high‐
concentration plumes and is then dispersed in lower con‐
centrations further downwind in the far‐field (i.e., >1 km)
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(Hanna et al., 1982). Plume movement from the source to the
boundary between near‐field and far‐field is dynamic and de‐
pends on the temporal and spatial dynamics of the wind, tur‐
bulence, and stability conditions. PM10 exposure to farmers
in their fields and people nearby is generally expected to be
high‐density, short‐event doses (Hiscox et al., 2008).
The theoretical ensemble average represented by Gaus‐
sian dispersion is made up of individual events that are wide‐
ly distributed in their initial path directions and speeds and
are changing on time scales of seconds to minutes. Only lim‐
ited attempts to model individual near‐field dispersion events
have been made, and the majority of these have been in urban
areas (Coirier and Kim, 2006a, 2006b; Flaherty et al., 2007;
Hamel et al., 2006; Haupt et al., 2007). Several near‐source
unpaved road dust modeling studies have been conducted
with steady‐state Gaussian models, such as the EPA ISCST3,
or Industrial Source Complex Short Term model (EPA,
1995), by considering the road dust as a constant line source
(Verdanth et al., 2004; Etyemezian et al., 2004; Etyemezian
et al., 2003; Chow et al., 1999). Drawbacks to using Gaussian
models for modeling near‐field dust dispersion from agricul‐
ture operations are the model requirements of steady‐state
environmental  conditions and releases from a continuous
fixed‐location line or point source. Agriculture sources of
PM10 are most often moving sources because the operation
equipment is traveling continuously in the field.
Eulerian dynamic models, based on the atmospheric diffu‐
sion equation, have also been developed to simulate unpaved
road dust dispersion (e.g., Veranth et al., 2004; Etyemezian
P
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et al., 2003). However, applying Eulerian models for estimat‐
ing scalar transfer by turbulence has been limited by their in‐
ability to accurately model the dispersion of material from
near‐field sources (Van den Hurk and Baldocchi, 1990).
Lagrangian models do not suffer from this deficiency be‐
cause they explicitly consider the diffusion of material in
both the near‐field and the far‐field (Van den Hurk and Bal‐
docchi, 1990). Lagrangian models that simulate gas and par‐
ticle trajectories in three dimensions from steady‐state
continuous, fixed point, line, and area sources have been re‐
ported (e.g., Aylor and Flesch, 2001; Aylor and Ferrandino,
1989; Wilson and Shum, 1992). In these models, particle
movements are driven by wind velocities calculated in each
time step ( t) from inputs of mean wind speed, direction, and
turbulence statistics. The final particle or puff number con‐
centration at a point is calculated as the particle number di‐
vided by the local volume. Wang et al (1995) utilized a
Lagrangian model to describe the movement of spray aero‐
sols released from a moving aircraft. The model prediction
was adequate in two‐dimensional steady wind conditions, but
was less accurate in variable wind conditions. However, to
our knowledge, no Lagrangian model has been reported to
predict the dynamics and concentrations of individual near‐
field events during agriculture tilling operations. We have de‐
veloped a dynamic field‐scale (near‐field) model for dust
dispersion simulations from an agriculture operation (disk‐
ing). The objective of this article is to present the model and
its initial validation.
SIMULATION MODEL
A Lagrangian simulation model was developed to simu‐
late the dynamic, three‐dimensional PM10 near‐field dust
dispersion and concentrations (g m-3) from agricultural
field preparation operations (fig. 1). The model physics fol‐
low the theory and methods of Aylor and Ferrandino (1989),
Wilson and Shum (1992), Wang et al. (1995), and Aylor and
Flesch (2001). The model described here adapts the previous
theory to moving sources and is driven by dynamic, rather
than steady‐state, meteorological inputs. This model was
programmed in the C++ computer language as a user‐friendly
software package and excludes any particles generated by the
farming equipment that are larger than 10 m b ecause most
(96%) of the total dust mass in the air is PM10 (Holmén et al.,
2008).
Figure 1. Simulation coordinate systems.
The model consists of three major components (submo‐
dels): the turbulent wind field and Lagrangian time scale,
particle flight, and particle deposition. The overall structure
of the model is depicted in figure 2. By taking source
strength, atmospheric data, and simulation time period length
as inputs, the model predicts the dynamic three‐dimensional
PM10 concentrations. The PM particle flights are driven by
the turbulent wind field, and each simulation time step length
is determined by the Lagrangian time scale. During each par‐
ticle flight in each time step, the deposition algorithm judges
if the particle will be deposited on the ground. The model first
simulates the 2000 nm particle flight, deposition, and con‐
centration.  Then, the concentrations of other PM10 size
classes are estimated from the 2000 nm simulation. Finally,
the concentrations are scaled by the source strength, and their
sums are outputted as the PM10 concentration. The detailed
theoretical  considerations of the model are described as in the
following paragraphs.
INPUTS AND OUTPUTS
The model inputs include simulation time period length
t(s), PM10 source strength Q (g s-1), friction velocity u*
(ms-1), mean wind direction  (°), and Monin‐Obukhov
length L (m) for each 1 s period of the simulation. The model
outputs are the 3‐D concentration values c(X, Y, Z, t) (g m-3)
in both space and time. The symbols and definitions are listed
in the Appendix.
Figure 2. Flowchart of the overall model.
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MODEL FORMULATIONS
Simulation Coordinate Systems
Two Cartesian coordinate systems were adopted (fig. 2).
One was a fixed right‐hand coordinate system (X, Y, Z) that
defines the coordinates for the inputs and outputs. The posi‐
tive X axis points in the direction that the tractor moves, and
positive Z is the height above ground (ground level = 0). The
second coordinate system (x, y, z) is also a right‐hand system,
but it is adaptive through the modeling process. The positive
x axis points in the direction that the wind is blowing toward
for each simulation period. Following the normal meteoro‐
logical convention, the wind direction (, °) is the direction
that the wind is blowing from. The parameter  is one input
of the model. The two coordinate systems share the same Z
axis. The angle between the x and X axes is  (°), which shows
the mean wind direction. The coordinate conversion from the
x, y, z system to the X, Y, Z system is:
 
zZ
yY
yX
=
θ+θ=
θ−θ=
)cos()sin(
)sin()cos(
 (1)
Particle Flight
Turbulent airflow along a particle trajectory is simulated
by a three‐dimensional Lagrangian stochastic model. The
model follows Wang et al. (1995) and satisfies the well‐
mixed criterion (Thompson, 1987). “Simply stated, the well‐
mixed criteria requires that an initially well‐mixed cloud of
particles in an infinite domain should remain well‐mixed.
The importance of the criteria is that it states the constraint
implied by the Eulerian probability density functions upon
possible Lagrangian stochastic models” (Flesch and Wilson,
1992). Since PM10 particles are small (<300 m), the inertia
“crossing trajectory” effect is ignored (Csanady, 1963; Saw‐
ford and Guest, 1991) and the particles are treated as passive
scalars, i.e., the particles are only moved by the wind and no
particle inertia is considered.
The random flight of each dust particle is simulated as a
Markov process in a sequence of short time steps after Wilson
and Shum (1992), during each of which the particle moves
by:
 
dtu(z)udx )( += , vdtdy = , dtsvwdz )( −=  (2)
where )(zu  is the mean wind velocity for the modeling period
(m s-1); u, v, and w are the instantaneous along‐wind, cross‐
wind, and vertical turbulent velocities, respectively (m s-1);
vs is the settling velocity of the particle (m s-1); and dt is the
time duration of a time step (s).
The velocity fluctuations are formulated as (Wilson and
Shum, 1992):
 uuqu σ= , vvqv σ= , wwqw σ=  (3)
where u, v, and w are the standard deviations of u, v, and
w; the q values are dimensionless parameters from:
 ][)( dttwwdttuutudttu rcrcqq +++ +β+α=  (4)
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where  L (s) is the passive fluid Lagrangian time scale, de‐
fined in the next section, and dt = 0.025 L (s) after Aylor and
Flesch (2001).
The , 	, and 
 parameters in equations 4 through 6 are de‐
fined by Wilson and Shum (1992) as follows:
 
L
dt
τ
−=α 1
 (7)
 
21 α−=β  (8)
 
α−=γ 1
 (9)
The r values, dimensionless random Gaussian variables,
in equations 4 through 6 are mutually independent, each hav‐
ing zero mean and unit variance. Parameters cu and cw in
equation 4 are defined from (Wilson and Shum, 1992):
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Turbulent Wind Field and Lagrangian Time Scale
The mean wind speed variation with height above ground
is described by the traditional, stability‐adjusted logarithmic
profile, )(zu , and calculated by:
 ⎥⎥⎦
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where k is the von Karman constant (0.4; Stull, 2001), and z0
is the roughness length of the operating field (0.002 m;
Campbell and Norman, 1998; Stull, 2001).
The Lagrangian time scale of the passive fluid,  L, is a
function of stability and inversely related to the vertical ve‐
locity perturbations given by Wilson and Shum (1992):
 
w
L
l
σ
=τ
 (13)
where the length scale l is given by:
 
1
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−
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During stable conditions, the standard deviations of veloc‐
ity (u, v, and w, m s-1) are assumed constant in the surface
layer, and:
 
*4.2 uvu =σ=σ  for L > 0 (16)
 
*25.1 uw =σ  for L > 0 (17)
For convective conditions, the formulations of Panofsky
et al. (1977) and Panofsky and Dutton (1984) are used:
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where the mixing layer height, zi, is estimated as 1000 m un‐
less measurements are available.
Particle Deposition
The particle deposition algorithm follows Aylor and Fer‐
randino (1989). If the height z of a particle at the beginning
of a time step is within the range 0 < z < (-w + vs) · dt, then
the particle will reach the ground during the time step. The
fraction of these actually deposited (PG) is:
 )/(2)( wvvwP ssG −⋅= , svw −≤  (20)
 1)( =wPG , svw <  (21)
A random number Rn is chosen from a uniform distribu‐
tion between 0 and 1 for each line‐of‐flight segment. If Rn is
less than PG, then the particle is deposited on the ground. If
the particle is not deposited, it is reflected. The new height of
the particle is:
 
dtvzz st 21 −= −  (22)
where zt- 1 is the position of the particle at the previous time
step.
RELEASE HEIGHT FOR THE DISKING EXPERIMENT
Examination of photos, such as figure 3, showed continu‐
ous dust swirls behind the tractor as it moved across the field.
Since the transport solutions are quite sensitive to the height
above the ground, this initial particle rise at the source is gen‐
erally parameterized by raising the particle release height
above the ground level. For example, Etyemezian et al.
(2004) set their initial plume height center line at 1.5 m for
a Gaussian model of unpaved road dust from a passing ve‐
hicle (EPA IST3 model). We estimated the particle release
height (H) from the product of the implement‐induced up‐
wardly displaced air velocity (Vd) and the maximum time for
a particle to disperse to the downwind edge of the implement
(t max). Vd is taken as equal to the tractor speed (average
speed= 1.4 m s-1), and t max (1.1 s) is the quotient of the im‐
plement width (4 m) divided by the mean wind speed (3.7 m
s-1):
 
mtVH d 5.1)1.1)(4.1(max ===  (23)
SIMULATION IMPLEMENTATION FOR THE DISKING
EXPERIMENT
The tractor movement on the X axis, from origin to the X
positive direction or from the X positive direction to origin,
is divided into segments. Each segment is 0.5 m in length and
is assumed to be an instantaneous puff source. When the trac‐
tor moves into a segment, 30,000 particles are released from
the particle class with geometric mean diameters 2000 nm.
These values are based on measurement near the source. The
PM10 particle size distribution, in the simulation shown here‐
in, was measured by Holmén et al. (2008) and is presented in
table 1. For the case of a disking implement, each point re-
Figure 3. Disking operation and resulting dust plume.
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Tractor
travel
direction
Hitch
Disks
(0.53 m dia.)
1.7 m 3 m
2 m
0.5 m
Frame
Center
point
Figure 4. Spatial locations of disks (John Deere T0310, Deere and Co., Mo‐
line, Ill.).
lease is 30,000/32 based on the 32 disks on the implement, as
shown in figure 4.
The wind direction, speed, and atmospheric stability are
not steady over the simulation period, which in this case is the
3 min required for the tractor to traverse the field. Thus, we
use short time periods, on the scale of 1.0 s, to input atmo‐
spheric data to drive the simulation. One‐second averages of
u*, wind direction, and L measured by an in‐field sonic
anemometer  are used (fig. 5).
CPU resources are generally limited; therefore, we only
simulate the flights of the particle class of geometric mean di‐
ameter of 2000 nm, with a settling velocity of 0.0003 m s-1,
because the final output is the weight‐based concentration
and 2000 nm particles have the largest weight proportion in
the particle classes (table 1). Particles less than or equal to
Table 1. Source PM10 particle size distribution during disking
experiments based on data in Holmén et al. (2008).
The settling speeds were calculated by Stoke's law.
Dp[a]
Range
(nm)
Particle
GMD[b]
(nm) Pnumber[c]
Total
Weight
(μg)[d]
Total
Weight
Ratio[e]
Settling
Speed
(m s‐1)
         7 < Dp < 28.8 14.2 2.70E+06 0.01 0.00003 1.3E‐08
    28.8 < Dp < 56.4 40.3 9.00E+05 0.06 0.00025 1.0E‐07
    56.4 < Dp < 95.1 73.2 3.30E+05 0.14 0.00054 3.4E‐07
  95.1 < Dp <159 123 3.00E+05 0.58 0.00233 9.5E‐07
   159 < Dp < 266 205.7 2.70E+05 2.46 0.00979 2.7E‐06
   266 < Dp < 387 320.8 3.00E+04 1.04 0.00413 6.5E‐06
   387 < Dp < 621 490.2 1.50E+04 1.85 0.00736 1.5E‐05
  621 < Dp <960 772.1 1.20E+04 5.78 0.02301 3.8E‐05
  960 < Dp <1620 1247.1 3.00E+04 60.90 0.24245 9.8E‐05
1620 < Dp <2420 2000 30000 251.20 1.00000 3.0E‐04
2420 < Dp <6660 4014.6 300 20.32 0.08088 1.0E‐03
 6660 < Dp <10060 8185.3 90 51.66 0.20565 4.2E‐03
Summation 396.00
[a] Dp = particle diameter.[b] GMD = geometric mean diameter.
[c] Pnumber = corresponding particle number in source, when there are
30,000 particles of 2000 nm GMD in a source release.
[d] Total weight = Pnumber × each particle weight; each particle weight = ρV,
where V is the volume of each corresponding particle (eq. 25).
[e] Total weight ratio = total weight of particles in the Dp range / total weight
of 2000 nm particles.
10m are all small enough that their settling speed is near
zero and inertial effects are absent. Therefore, they all move
in the turbulent atmosphere in the same manner, and it was
necessary to model only one particle size class to simulate the
entire PM10 distribution. If particles larger than PM10 were
being modeled, it would be necessary to model the cross‐
streamline trajectory of the particles larger than ~300 m
(Wang et al., 1995, and others). But the measurements of
North
Horizontal
scan angle(~60°)
Experimental
field 1
Experimental
field 2
100 m
3D sonic
anemometer
LIDAR
Figure 5. Experimental farm with field and sensor locations.
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Holmén et al. (2008) showed that 96% of dust particles pres‐
ent, at the measurement height of 1.5 m, were <10 m, and
all of the remaining 4% were nearly as small.
SIMULATED CONCENTRATIONS
In each simulation, the random‐walk model tracks each
particle until it is deposited on the ground or until the simula‐
tion time runs out. For calculating the 2000 nm particle con‐
centration c 2000(X, Y, Z, t) (g m-3) at a point (X, Y, Z) and
at time t, a “detection cube” is defined with a side length of
1 m and volume V∇  = 1 m3. The 2000 nm particle number
(P N 2000) in the cube at time t is counted, and the concentra‐
tion c 2000(X, Y, Z, t) (g m-3) is:
 
VPVtZYXc N ∇ρ= /),,,( 200020002000  (24)
where ρ is the particle density, which is assumed to be 2 ×
10-12 g nm-3 (2 g cm-3) for the soil type in the field study
used for comparison (Wagner and Hagen, 1998), and V 2000
is the volume of each 2000 nm particle assuming the particle
is a sphere:
 
3
2000 3
4
rV π=
 (25)
where r is the radius of the particle (2000/2 = 1000 nm).
Concentrations for Other Particle Size Classes
The concentrations in size classes other than 2000 nm are
obtained by scaling their measured mass proportion by the
2000 nm simulation. For example, the concentration for the
size class of geometric mean diameter 4014.6 nm at
coordinate (X, Y, Z) and time t, c 4041.6(X, Y, Z, t), is calculated
by scaling equation 24:
 
VRPVtZYXc N Δρ= /)(),,,( 20006.40416.4041  (26)
where V 4041.6 is the volume of each 4041.6 nm particle,
calculated using equation 25, and R is the particle number
ratio of 2000 nm to the 4041.6 nm in each source puff
(300/30000, table 1).
The procedure above is repeated for the other size classes.
The total concentration c total(X, Y, Z, t) of all the particle
classes in table 1 is the summation of concentrations in all the
size classes.
Scaling the Simulated Concentrations by Source Strength
The model is run with an input Q = 350 g s-1. Actual
PM10 concentrations c PM 10(X, Y, Z, t) (g m-3) can only be
obtained when the results are scaled to the true source
strength. The source strength in the simulation (Q si, g s-1)
is the total mass of particles released in each source puff
(396g, table 1) divided by the release time T re (T re =
0.5m/V tr), where V tr (m s-1) is the tractor speed (m s-1).
(The 0.5 m is the previously mentioned release segment
length along the tractor path). Then:
 
re
si T
Q 396=
 (27)
and the PM10 concentration c PM 10(X, Y, Z, t) is:
 
( ) ( )tZYXcQ
Q
tZYXc total
si
PM ,,,,,,10 ×=  (28)
FIELD VERIFICATION EXPERIMENTS
The model simulated the 2005 dynamic dust dispersion
experiments from disking operations in an irrigated cotton
field near Las Cruces, New Mexico, described by Holmén et
al. (2008) and Hiscox et al. (2008). The experimental field
was ~2.8 ha. Figure 5 presents an aerial photo of the site
annotated with the location of the field and instrumentation.
Experimental field 1 was used in the spring 2005 to measure
dust emissions from the field preparation and planting
operations. The field was worked six times in the spring for
plowing (21 March), crushing (28 March), disking
(31March), leveling (4 April), listing (7 April), and planting
(11 April) operations. The field was a mixture of Armijo clay
loam and Harkey loam soil types (USDA, 2005). The soil
moisture was 43% ±18%.
A 3‐D sonic anemometer (CSAT3, Campbell Scientific,
Inc., Logan, Utah) was located at 1.5 m height at the field
edge (fig. 5) to measure the 20 Hz wind component velocities
(u, v, w). The friction velocity (u*), Monin‐Obukhov length
(L), and wind direction were obtained for each sampling pass
and each second.
Dust plume size, shape, and movement were measured
remotely via the University of Connecticut portable
backscatter elastic LIDAR at approximately 45 s intervals.
The LIDAR specifications are listed in Hiscox et al. (2006).
The LIDAR is capable of scanning in either horizontal or
vertical planes. For this disking operation, a series of
horizontal slices was designed to scan the entire plume
(fig.5). The lowest elevation of the scan was a horizontal
slice just above the field, and successive horizontal slices
were collected at increasing elevations at ~3 m intervals. A
full scan consisted of 5 to 15 different elevations depending
on weather conditions, and the full scans were repeated 5 or
6 times for each pass depending on the dust's persistence. A
full scan (15 elevations) was completed in approximately
45s. The slices from each scan were combined in LIDAR
data analysis software to characterize the three‐dimensional
plume on this time scale (Hiscox et al., 2006).
LIDAR sampling was conducted during each pass and
afterwards for several minutes. At the end of the pass, the
tractor was stopped at the end of the field and its engine was
turned off until all sampling was completed and the generated
dust plume had moved out of the sampling area. Then another
pass across the field was made.
The average source strength Q was 350 g s-1 for
23disking passes, determined from measurements of a
GT640A sampler (Met One Instruments, Inc., Grants Pass,
Ore.) and a ELPI low‐pressure, cascade impactor, sampler
(Dekati, Ltd., Finland) (Holmén et al., 2008; Hiscox et al.,
2008).
RESULTS AND DISCUSSION
MODEL EVALUATION
The model performance was evaluated by comparing the
modeled plume characteristics with those measured remotely
with the University of Connecticut Elastic Backscatter
LIDAR. Plume dispersion, plume shape, and plume
concentrations and locations were compared. The average
atmospheric conditions for each pass are listed in table 2.
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Table 2. Average atmospheric conditions for each pass.
Pass Time ψ (°) u* (m s‐1) L (m)
1 11:40:40‐11:43:55 17.42 0.44 ‐0.6
2 11:47:52‐11:50:36 3.28 0.36 ‐0.5
3 11:57:58‐12:00:52 4.52 0.46 ‐2.3
4 12:04:49‐12:07:43 21.42 0.33 ‐0.7
5 13:48:51‐13:51:35 353.06 0.36 ‐1.3
6 14:00:53‐14:03:36 359.82 0.27 ‐0.7
7 14:13:29‐14:18:35 19.51 0.39 ‐0.7
8 14:34:40‐14:37:34 359.68 0.35 ‐1.4
9 14:45:23‐14:48:15 349.03 0.43 ‐1.0
10 14:58:30‐15:01:00 4.02 0.32 ‐0.9
11 15:13:32‐15:16:20 3.39 0.32 ‐0.7
12 15:44:07‐15:46:57 10.31 0.33 ‐1.3
13 15:57:10‐15:59:50 20.47 0.32 ‐1.1
14 16:18:50‐16:21:31 14.51 0.39 ‐1.2
15 16:46:54‐16:49:45 7.42 0.38 ‐3.3
16 16:55:37‐16:58:30 6.38 0.36 ‐1.9
17 17:18:22‐17:21:01 19.52 0.36 ‐3.1
18 17:27:32‐17:30:16 36.37 0.32 ‐3.3
19 17:39:40‐17:42:27 16.19 0.32 ‐7.1
20 17:49:20‐17:52:03 35.14 0.26 ‐3.1
21 17:59:47‐18:02:25 41.67 0.35 ‐5.4
22 18:09:13‐18:11:53 45.94 0.41 ‐18.3
23 18:21:31‐18:24:32 63.4 0.32 11.0
PLUME DISPERSION COMPARISON
During each pass simulation, source strength, the 1 s
averaged u* (m s-1), wind direction (°), and L (m) were input
to the model. The average atmospheric parameters for each
pass are listed in table 2.
Outputs were first compared with the LIDAR data by
comparing the LIDAR‐measured Gaussian plume dispersion
parameters ( y and  z) with those calculated from the model
run. Parameter  y (m) is the standard deviation of the cross‐
plume concentration distribution, and  z (m) is the standard
deviation of the concentration distribution in the vertical
direction. The dispersion parameters for the model were
calculated directly from the output data. Corresponding  y
and  z values were calculated from the LIDAR
measurements of plume maximum concentrations ( max),
horizontal (or vertical) plume edge concentrations (), and
the distance between the points of maximum and the edge
concentrations ( i∇ ) after Hiscox et al. (2008):
 η−
⎟⎠
⎞⎢⎝
⎛ ∇
=σ
ln2
2
2i
i  (29)
where  = / max, and i = y, z.
The comparisons of  y and  z were made at 10, 20, 40,
80, and 160 m in the downplume direction.
Overall, the ratio of simulated  to measured  ranged
from 0.44 to 1.24, generally increasing with distance from the
source, as shown in table 3. The table provides the measured
and simulated mean plume  y and  z values at different
distances. In the horizontal direction ( y), on average, the
simulated value was smaller than the measured plume
dispersion by 55% at 10 m and 39% at 20 m from the source,
but was very close at farther distances. In the vertical
direction ( z), the simulation underestimated the
measurements (28%) near the source, was nearly equal at
80m, and overestimated by 24% at 160 m away. The model
prediction near the source was poorer than the prediction
farther away. This was likely due to the motions of the tractor
and the disking equipment modifying the nearby wind field
and thus affecting the near‐source plume dispersion.
PLUME SHAPE COMPARISONS
Figure 6 shows a simulation of the model and the
corresponding LIDAR measurements for pass 20. It plots
(x,y) relative concentrations in horizontal slices through the
plume at three heights and demonstrates the spatial patterns
of the dust plume. Source strength was 350 g s-1 and the
simulation was run for 102 s from the tractor start time. The
tractor speed was 1.47 m s-1, mean u* = 0.26 m s-1, mean L=
-3.1 m, and mean wind direction  = 35° during the whole
102 s simulation period. Figure 6 demonstrates similar
patterns from the LIDAR measurements and from the model
simulation in the location of the plume centerline and the
maximum concentrations, which was further down plume at
higher elevations. In addition, both show plume width
increases with distance. These characteristics were expected,
and the model captures them.
The LIDAR measurements show a bend in the plume
downwind from the source where the dust plume was
oriented in different directions at different distances,
especially at the 3 m height. The model was able to capture
these basic direction meanders due to the input of the short‐
time wind direction fluctuations. However, the model
simulations were smoother with less spatial variability than
the LIDAR observations. At the 15 m height, the LIDAR
plume was broken up, most likely due to turbulent surface
layer structures (eddies) on the scale of the plume. However,
the model‐simulated plume was a single connected plume. At
9 m height, the LIDAR measurements showed considerable
spatial variability of concentration, especially showing a
number of points of relatively large concentration, whereas
the simulated plume demonstrated a more consistent
dispersion inside the plume. Even at the 3 m height, the large‐
value points were more scattered in their distribution than the
simulated plume.
We believe that much of the difference between the
observations and the simulations is due to the fact that the
Table 3. Measured and simulated plume parameters and comparisons for the disking operations.
Downplume
Distance
(m)
σy Means (SD in parentheses) σz Means (SD in parentheses)
Measured
(m)
Simulated
(m)
Ratio
(meas./sim.)
Measured
(m)
Simulated
(m)
Ratio
(meas./sim.)
10 7.9 (3.3) 4.0 (2.8) 0.44 (0.17) 6.1 (4.5) 3.8 (1.6) 0.72 (0.22)
20 9.3 (6.1) 5.3 (2.7) 0.61 (0.46) 6.8 (5.9) 4.7 (1.2) 1.01 (0.56)
40 8.5 (2.2) 9.3 (2.9) 1.2 (0.55) 9.3 (3.5) 6.3 (1.5) 0.85 (0.42)
80 14.9 (4.2) 13.9 (3.4) 1.06 (0.51) 9.8 (4.1) 9.1 (2.4) 1.02 (0.40)
160 22.3 (6.8) 17.6 (3.0) 0.91 (0.44) 11.0 (4.7) 11.8 (2.8) 1.24 (0.31)
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At 9 m height
At 15 m height At 15 m height
At 3 m heightAt 3 m height
At 9 m height
Figure 6. Comparison of model simulation (left) and observation (right) of instantaneous normalized dust concentration at different heights from a
disking operation (pass 20) at 102 s after tractor started. LIDAR and simulated concentration data were divided by its maximum value at each height.
Tractor traveled from right to left. Tractor start point is at (246, 0). Tractor speed = 1.47 m s-1. The short‐time (1 s) u*, wind direction, and L were the
model atmospheric inputs.
dynamic wind field and local convective eddies were not
accurately represented over the whole simulation domain by
measurements at one point in the field. Therefore, the model
smoothes the dispersion spatially. To better simulate the dust
dispersion, vertical wind speed, heat flux, and wind direction
profiles at multiple horizontal points for dynamic wind
variations are needed.
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x (m)y (m)
(a) 3 m height
LIDAR autocorrelation Modeled autocorrelation
(b) 9 m height
LIDAR autocorrelation Modeled autocorrelation
(c) 15 m height
LIDAR autocorrelation Modeled autocorrelation
Figure 7. Two‐dimensional autocorrelation for the modeled domain in the x, y plane at (a) 3 m above ground, (b) 9 m above ground, and (c) 15 m above
ground.
STATISTICAL COMPARISON OF PLUME CONCENTRATIONS
AND LOCATIONS
Two‐dimensional spatial autocorrelation coefficients,
shown in figure 7, were calculated (after Mayor et al., 2003)
across the simulation domain for both the simulated
concentrations (x, y) and the corresponding measured
concentrations (x, y). The two dimensional autocorrelation,
E, is:
  ( ) ( ) 2/1222/122 ⎥⎦⎤⎪⎣⎡ −⎥⎦⎤⎪⎣⎡ −
−
=
∑ ∑∑ ∑
∑ ∑ ∑
iiii
iiii
bbNaaN
babaN
E
 (30)
where a and b are the shifted x‐y‐oriented arrays, i is the index
in either array (i.e., a i and b i are the ith elements in either
array), and N is the number of points in either the a or b array
(after Mayor et al., 2003).
Comparison of these coefficient plots allows the
visualization of how closely matched are the intensity and
locations of spatial clustering in the modeled and measured
plumes. The following discussion describes these
comparisons for one sample tractor pass (pass 20). The
remaining passes from the field experiment are currently
being analyzed, and their pass‐to‐pass characteristics and
variability will be reported in a future article.
Figure 6a shows that the intensity and locations of spatial
clustering are similar at 3 m above ground. But at 9 and 15m
above ground, the similarity breaks down. The steep
variation of the autocorrelation coefficients with distance
from the perfect correlation (1.00) at location (0,0) in the
measured data versus the slow variation in the modeled data
demonstrates that the model smoothes the dispersion process
by moving individual particles rather than moving high‐
concentration clumps of particles as measured by the
LIDAR. The clumping of aerosols is caused by eddies and
gusts breaking up the plume, which the model does not
capture.
In order to quantify the pattern correlation between the
simulated and measured concentrations, two‐dimensional
spatial cross‐correlations were calculated after Mayor et al.
(2003) and are shown in figure 8. Equation 30 was used where
the a array was the LIDAR data and the b array was the
simulated data.
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x (m)y (m)
(a) 3 m height
Maximum cross-correlation coefficient = 0.78
(b) 9 m height
Maximum cross-correlation coefficient = 0.65
(c) 15 m height
Maximum cross-correlation coefficient = 0.44
Figure 8. Two‐dimensional cross‐correlation between the LIDAR
measured and the modeled dust concentrations at (a) 3 m above the
ground, (b) 9m above the ground, and (c) 15 m above the ground.
Figure 8a shows the 3 m cross‐correlation coefficients,
which have a peak coefficient of 0.78. This high correlation
implies a close spatial pattern similarity between the
measured and modeled plumes. The peak location (at -6 m,
58 m) indicates that the modeled plume was offset from the
measured plume by 6 m in the x direction and 58 m in the y
direction.
Figure 8b and 7c show lower peak correlations, 0.65 at
9m height and 0.44 at 15 m height, farther from the origin
(0,0), indicating a decreasing pattern correlation with
increasing height above the ground. The maximum
coefficient is at (x = 20 m, y = 44 m) at the 9 m and 15 m
heights, indicating that the offset distances are larger than at
the 3 m height.
As discussed earlier, we believe that the lower similarity
at higher heights between measured and modeled
concentration patterns is due to the fact that the dynamic
wind field was not accurately represented at higher heights
by a sonic wind measurement at a single height (1.5 m).
Finally, neither the point measurements nor the LIDAR
measurements included dust suspended closer to the ground
than 1.5 m (Holmén et al., 2008). Therefore, only the
particles reaching that height were modeled. It is likely that
larger particles were emitted into the air by the disk but fell
to the ground quickly, or remained suspended near the
ground, never reaching the sensor height. Based on Stoke's
law, when the dust particle size is 20 m, the settling speed
will be 0.025 m s-1 , 0.057 m s-1 for 30 m, 0.1 m s-1 for 40
m, and 0.4 m s-1 for 80 m. Therefore, particles up to 40 m,
which would take longer than 15 s to fall (1.5 m / 0.1m s-1),
could have drifted off the field near the surface and not been
included in this modeling effort.
CONCLUSIONS
The dynamic Lagrangian PM10 transport model presented
here is capable of simulating near‐field dust dispersion from
agriculture field operations. Its major advantages over other
existing near‐field models are that it can simulate moving
sources and plume meander. The simulated plume spread
parameters ( y,  z) at downplume distances up to 160 m were
within ±73% of those measured with a remote aerosol
LIDAR. Cross‐correlations between a modeled plume and
LIDAR measurements of the actual plume were as high as
0.78 near the ground and decreased to 0.65 at 9 m above
ground, indicating close pattern similarity between the
modeled and measured plumes at lower heights above
ground. The model can be used to predict and assess the dust
emissions and in‐field and near‐field human exposures from
field agriculture operations. To better simulate the dust
dispersion, vertical wind speed and wind direction profiles at
multiple horizontal points for dynamic wind variations
should be considered.
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APPENDIX
SYMBOLS USED IN THE RANDOM‐WALK MODEL.
 ai = ith element of the shifted x‐oriented
array
 bi = ith element of the shifted y‐oriented
array
 c2000(X, Y, Z, t) = 2000 nm particle concentration at
point (X, Y, Z) and time t (g m-3)
 c4041.6(X, Y, Z, t)= 4041.6 nm particle concentration at
point (X, Y, Z) and time t (g m-3)
 ctotal(X, Y, Z, t) = simulated total concentration (PM10)
at point (X, Y, Z) and time t (g m-3)
 cPM 10(X, Y, Z, t)= actual (scaled by input source
strength) PM10 concentration at point
(X, Y, Z) and time t (g m-3)
 cu = parameter for turbulence velocity
calculation (dimensionless)
 cw = parameter for turbulence velocity
calculation (dimensionless)
 dt = time step of one flight (s)
 dx = displacement on x axis during dt (m)
 dy = displacement on y axis during dt (m)
 dz = displacement on z axis during dt (m)
 E = two‐dimensional autocorrelation
(dimensionless)
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 H = particle release height (m)
k = Karman constant (0.4)
 L = Monin‐Obukhov length (m)
 l = length scale (m)
 PG = fraction of a grain deposited which
reaches ground (dimensionless)
 PN2000 = 2000 nm particle number
 Q = source strength input (350 g s-1)
 Qsi = source strength in the simulation
(g s-1)
 qu = parameter for along‐wind turbulence
calculation (dimensionless)
 qv = parameter for cross‐wind turbulence
calculation (dimensionless)
 qw = parameter for vertical turbulence
calculation (dimensionless)
 Rn = random number chosen from a
uniform distribution between 0 and 1
(dimensionless)
 ru, rv, rw = random Gaussian variables
(dimensionless)
 t = time (s)
 t max = maximum time for a particle to
disperse to the downwind edge of a
implement (s)
 Tre = puff release time (s)
 u* = friction velocity (m s-1)
 
)( zu = mean horizontal wind velocity at
height of z (m s-1)
 u = along‐wind turbulent velocity (m s-1)
 v = cross‐wind turbulent velocity (m s-1)
 Vd = implement‐induced upwardly
displaced air velocity (m s-1)
 V2000 = volume of each 2000 nm particle (m3)
 vs = settling velocity of a particle (m s-1)
 Vtr = tractor speed (m s-1)
 w = vertical turbulent velocity (m s-1)
 X = coordinate in tractor traveling
direction (m)
 x = coordinate in wind direction (m)
 Y = coordinate in the direction
perpendicular to the tractor traveling
direction (m)
 y = coordinate in the cross‐wind direction
(m)
 Z = height above ground (m)
 z = height above ground (m)
 zi = mixing layer height (m)
 zt-1 = position of the particle at the previous
time step (m)
 z0 = roughness length (m)
  = parameter for turbulent velocity
calculation (dimensionless)
 	 = parameter for turbulent velocity
calculation (dimensionless)
 
 = parameter for turbulent velocity
calculation (dimensionless)
  = / max (dimensionless)
 max = LIDAR measured maximum
concentration for plume parameter
calculation (dimensionless)
  = LIDAR measured edge concentration
for plume parameter calculation
(dimensionless)
  = angle between the x and X axes
(degrees)
 ρ = particle density (g nm-3)
 i = plume parameter, I = y, z (m)
 u = standard deviation of wind velocity in
mean wind direction (m s-1)
 v = standard deviation of wind velocity in
cross‐wind direction (m s-1)
 w = standard deviation of vertical wind
velocity (m s-1)
  L = Lagrangian time scale (s)
  = stability correction term
(dimensionless)
  = random Gaussian variable
(dimensionless)
  = wind direction (degrees)
 
i∇ = distance between the points of
maximum concentration and the edge
concentration,  I = y, z (m)
 
V∇ = detection cube volume (m3)
