We prove that nonsaturated, presaturated ideals can exist at inaccessible cardinals, answering both a question of Foreman and of Cox and Eskew. We do so by iterating a generalized version of Baumgartner and Taylor's forcing to add a club with finite conditions along an inaccessible cardinal, and invoking Foreman's Duality Theorem.
prevents κ from being weakly compact). Subsequently, Boos showed that an exactly κ + -saturated ideal on κ can exist at a non-weakly compact κ in [3] .
As for successor cardinals, the consistency results are more striking. Certain arguments show that if κ carries a κ-saturated ideal, then κ must be weakly Mahlo, and hence not a successor. Proofs can be found in [2] and [17] . However, κ + -saturated ideals can occur at successor κ; the known ways to achieve this come from forcing over models with huge cardinals as done by Kunen in [13] and Laver in [14] .
Ideals on arbitrary sets Z project downwards to subsets Z ′ of Z, and it is natural to ask whether regularity of the inverse embedding implies nice saturation properties of the projected ideal: Question 1.1 ([8] , Question 13 of Foreman). Let n ∈ ω and let J be an ideal on Z ⊆ P(κ +(n+1) ). Let I be the projection of J from Z to some Z ′ ⊆ P(κ +n ). Suppose that the canonical homomorphism from P(Z ′ )/I to P(Z)/J is a regular embedding. Is I κ +(n+1) -saturated?
The answer is no; prior work by Cox and Zeman in [6] established counterexamples. Later work by Cox and Eskew provided a template for finding counterexamples as follows. We observe that I a κ +n+1 -saturated ideal on κ +n induces a wellfounded generic ultrapower and preserves κ +n+1 . So we will say that an ideal I on κ +n is κ +n+1 -presaturated if I induces a wellfounded generic ultrapower and preserves κ +n+1 . Our template is then: ([4] , corollary of Theorem 1.2). Any κ +n+1 -presaturated, non-κ +n+1 saturated ideal on κ +n provides a counterexample to Question 1.1.
To construct such ideals for successor cardinals κ = µ + (with µ regular and mild assumptions on cardinal arithmetic), Cox and Eskew in [4] generalized a forcing of Baumgartner and Taylor in [1] to add a club subset C of κ with < µ-conditions. (Baumgartner and Taylor's original version in [1] was for µ = ω.) This C prevented κ + -saturated ideals on κ from existing in the generic extension. At the same time, their forcing was strongly proper ; with use of Foreman's Duality Theorem [8] , a powerful tool for computing properties of ideals in generic extensions, Cox and Eskew were then able to argue that their forcing preserved the κ + -presaturation of a large class of ideals (including κ + -saturated ideals) in the generic extension.
This produces a generic extension in which all κ +n+1 -saturated ideals on κ +n in the ground universe have induced κ +n+1 -presaturated, non-κ +n+1 -saturated ideals in the generic extension.
It remained open as to whether the above could be done for n = 0 and κ an inaccessible cardinal; this was the content of Question 8.5 of [4] and further clarifications provided in [5] . 
We can further generalize Theorem 1.2(ii) as follows: 
Here, IA <δ is the collection of internally approachable structures of length < δ; we will give a precise definition later. Remark 1.4. It will turn out that the same Q will work for both Theorem 1.2 and Theorem 1.3. Remark 1.5. In [4] , the analogous theorem (Theorem 4.1(2)) argued that there is an S ∈ I + such that
The use of such an S was required there due to the forcing involved not being κ-cc.
This paper is structured as follows. Section 2 presents the preliminary definitions and facts pertinent to this paper. Section 3 introduces the forcing iteration Q of Theorems 1.2(i), 1.2(ii), and 1.3. Section 4 shows that saturated ideals are sundered from V Q . Section 5 proves that a portion of presaturated posets remain presaturated in V Q . Section 6 concludes and catalogs some conjectures.
Preliminaries and notations
Here are some definitions, theorems, and notations we use.
For a cardinal κ, we will write Reg κ for the set of regular cardinals below κ, and cof (κ) for the proper class of cardinals of cofinality κ.
If P is a notion of forcing in V , we will variously use V P or V [G] to refer to the generic extension of V by P.
We will further take for granted that the reader is familiar with forcing, iterated forcing, and ultrapowers. is also in I.
The ideal I is said to be normal if whenever A α | α < κ ⊆ I, we have that the diagonal union
An ideal is principal if it contains a cofinite set; for our purposes, ideals are always assumed to be nonprincipal.
For an ideal I on κ, we define
For example, N S κ , the collection of nonstationary sets on κ, forms a normal ideal; its dual filter is the club filter on κ, and (N S κ ) + is the collection of stationary sets on κ. 
We say that
We may consider the equivalence classes P(κ)/I := {[A] ≃I | A ⊆ κ} as a poset with partial order ≤ I .
Given I an ideal on κ, we will write B I := (P(κ)/I) \ [∅] ≃I ; when thinking of B I as a poset, we will implicitly use the partial ordering ≤ I and in many cases, B I will be a separative notion of forcing (or even a complete Boolean algebra).
The above two definitions are Definitions 2.1, 2.17, and 2.18 1 of [8] .
The following definition summarizes some forcing properties of posets that will come in handy:
Definition 2.3 (Chain condition, presaturation, and closure). Let (P, ≤) be a poset. We say that:
, as Theorem 4.2) P is µ-presaturated if for every λ < µ and every family A α | α < λ of antichains, there are densely many p ∈ P such that for all α, {q ∈ A α | p q} has cardinality < µ.
Note that µ-cc implies µ-presaturation.
, a different version of normality is taken to be definitional, and the equivalence of these two versions is Proposition 2.19 of [8] .
Some of these properties have analogues for ideals as well. For I an ideal on κ, we will say that I is
For ideals, these notions relate to each other and yet another notion:
These properties have the following chain of implications:
Theorem (Folklore). Let I be a κ-complete normal ideal on κ. Then:
Presaturation can be pushed downwards through an iteration:
Whether the converse holds is currently an open problem; this appears as Question 8.6 of [4] .
Next we go over the notion of properness and relate properness and closedness to presaturation.
Let δ be regular uncountable, and let H δ. Then we write P δ (H) for all subsets of H of size < δ, and P * δ (H) to denote the set of all x ∈ P δ (H) such that x ∩ δ ∈ δ.
Definition 2.6. Let P be a notion of forcing, θ sufficiently large so that P ∈ H θ , and M ≺ (H θ , ∈, P).
We say that p ∈ P is an (M, P)-master condition if for every dense D ∈ M , D ∩ M is predense below p;
Additionally, we say that p is an (M, P)-strong master condition if for every p ′ ≤ p, there is some
We say that P is (strongly) δ-proper on a stationary set if there is a stationary subset S of P * δ (H θ ) such that for every M ∈ S, M ≺ (H θ , ∈, P) and P is (strongly) proper with respect to M .
; so a forcing being δ-proper on a stationary set really only depends on the properness condition.
Fact 2.7. If P is δ-proper on a stationary set, then P is δ-presaturated. This fact appears as Fact 2.8 of [4] , with proof; their proof, in turn, generalizes a result of Foreman and Magidor in the case of δ = ω 1 (namely, Proposition 3.2 of [9] ).
For the posets we will be working with, we will have a specific stationary subset witnessing δ-properness: Definition 2.8. For δ regular and θ >> δ, we say that IA <δ ⊆ P * δ (H θ ), the "internally approachable sets of length < δ", is the collection of all M ∈ P * δ (H θ ), with |M | = |M ∩ δ|, that are internally approachable, i.e. such that there is a ζ < δ and a continuous ⊆-increasing sequence N α | α < ζ whose union is M , such
In a sense, internal approachability is preserved by any generic extension:
It is a standard fact that IA <δ is stationary. The following lemma makes clear its utility: Lemma 2.10. Let δ be regular and uncountable. Then:
(iii) If P is δ-proper on IA <δ and P "Q is δ-cc or P "Q is < δ-closed then P * Q is δ-proper on IA <δ . This is roughly Fact 2.9 out of [4] . The following proof is largely reproduced from [4] as well.
Proof. For part (i), let A ∈ M be a maximal antichain in P. Since |A| < δ and M ∩ δ ∈ δ, we have that A ⊆ M . Thus 1 P M [Ġ] ∩V = M , so 1 P is a master condition for M . Part (ii) is due to Foreman and Magidor in [9] .
As for part (iii), let G be P-generic over V . Suppose that M ≺ (H θ , ∈, P * Q) and M ∈ IA <δ . By Fact 2.9, combined with (i) and (ii), P forces thatQ is proper with respect to M [Ġ]. Hence P * Q is proper with respect to M .
Presaturation has a useful corollary:
The above fact has a partial converse. We will not make use of it, but it is another known way to argue that certain iterations of presaturated forcings are presaturated:
Fact 2.12. If P is λ +ω -cc for some regular λ ≥ ω 1 and
This appears as Fact 2.11 in [4] , which in turn is a generalization of Theorem 4.3 of [1] .
This follows from Propositions 2.9 and 2.14 of [8] .
We will sometimes write U lt(V, I) to denote U lt(V, U ), and will also write j I to denote j U : V → U lt(V, U ).
If I ∈ V is an ideal on κ and P is a notion of forcing understood from context, then we will write
The following two simplified versions of Foreman's Duality Theorem will be useful later:
This appears as Corollary 7.21 in [8] . This statement appears in [4] as Fact 2.24, and is a corollary of Theorem 7.14 of [8] .
The Forcing Iteration
Through the rest of this paper, suppose GCH and fix κ to be an inaccessible cardinal.
Over cardinals below κ, we will define a forcing iteration that will destroy κ + -saturation but preserve κ + -presaturation for ideals on κ, by adding, for each µ < κ, µ regular, a club subset C µ of µ + using < µconditions. This club C µ will fail to contain certain ground model sets, in the sense that if X ∈ V and |X| ≥ µ then X ⊆ C µ . 
Towards this end:
We say (s, f ) ≤ (t, g) if s ⊇ t and whenever ξ ∈ t, f (ξ) ⊇ g(ξ).
For each (s, f ) ∈ P(µ), s can be thought of as approximatingĊ µ , in the sense that (s, f ) s ⊆Ċ µ (in fact, we will later define C µ = (s,f )∈G s, for G a P(µ)-generic filter over V ).
Additionally, f can be thought of as "banning" certain ordinals from ever appearing inĊ µ , in the sense that if α ∈ s, β > α, and f (α) ∋ β, then:
• it must be the case that s ∩ (α, β] = ∅. Otherwise, if γ ∈ s ∩ (α, β], we would have that β ∈ f (α) and β / ∈ γ. Hence f (α) ⊆ γ, contradicting conditionhood of (s, f ).
• Additionally, (s, f ) Ċ µ ∩ (α, β] = ∅. This is since for every (t, g) ≤ (s, f ), β ∈ g(α); hence t ∩ (α, β] = ∅.
Lemma 3.2. If µ is a regular cardinal, then P(µ) has the following properties:
(1) |P(µ)| = µ + hence P(µ) has the µ ++ -cc.
Proof. The proofs are exactly as in Lemma 4.4 in [4] , where here (1) follows from assuming GCH.
For the sake of clarity, we will prove (3) and (4).
To see that (3) We now must argue that (s ′ , f ′ ) is a strong master condition for (M, P(µ)). Let (t, h) ≤ (s ′ , f ′ ). Then
Hence, as (t, h) is a condition in P(µ) (namely, by part (2) 
To complete the proof of strong properness, let (u, g) ∈ M ∩ P(µ), (u, g) ≤ (t M , h ↾ t M ). Then let
Since (u, g) was arbitrary, we have shown that every extension of (t M , h ↾ t M ) in P(µ) ∩ M is compatible with (t, h). Thus (s ′ , f ′ ) is a strong master condition. This completes our proof of (3).
To see that (4) holds, we have three things to show:
To see (i), let (s, f ) ∈ P(µ) and let α < µ + . By definition of P(µ), |s| < µ and for each β ∈ s, f (β) is a < µ-sized subset of µ + . Hence sup β∈s sup f (β) < µ + , so let δ be such that sup β∈s sup f (β) < δ < µ + . Then
is a condition below (s, f ) such that p δ ∈Ċ µ ; thus C µ is unbounded.
To see (ii), we argue contrapositively. Let β ∈ µ + \ (µ + 1) and suppose (s, f ) ∈ P(µ) is such that (s, f ) β / ∈Ċ µ . We will argue that (s, f ) β / ∈ Lim(Ċ µ ). Observe that there must be an α ∈ s ∩ β such that f (α) ⊆ β; for otherwise, we would have that for all α ∈ s ∩ β, f (α) ⊆ β, hence (s ⌢ β, f ⌢ (β → ∅)) would be a condition below (s, f ) forcing β ∈Ċ µ . By conditionhood of (s, f ), there is a unique such α and α is the largest element of s ∩ β. Additionally, no extension (t, g) of (s, f ) can have that t ∩ (α, β) = ∅, and hence (s, f ) "α is the largest element ofĊ µ ∩β". Thus (s, f ) β / ∈ Lim(Ċ µ ).
To see (iii), let X ∈ V with |X| V ≥ µ and let (s, f ) ∈ P(µ). Observe that without loss of generality we may assume that X ⊆ µ + \ (µ + 1). Further, by taking an initial segment of X we may assume that otp(X) = µ and hence that cf (sup(X)) = µ. Since |s| < µ and sup(X) has cofinality µ, s ∩ sup(X) is bounded below sup(X). Now we have two cases. If there is a ξ ∈ s ∩ sup(X) such that f (ξ) ⊆ sup(X), let ρ ∈ f (ξ) \ sup(X). Then
Otherwise, let ζ = sup{sup f (ξ) | ξ ∈ s∩sup(X)}. Since each f (ξ) ⊆ sup(X) and µ is regular, ζ < sup(X).
Let p = (s ⌢ ζ, f ⌢ (ζ → {sup(X)})). Then p ≤ (s, f ) and p max(Ċ µ ∩ sup(X)) = ζ. Hence p X ⊆Ċ µ .
Thus X ⊆ C µ . This completes our proof of (4). Proof. This breaks into three cases:
(1) ν is inaccessible
(2) ν = τ + , for τ a regular cardinal
If ν is inaccessible, then by Lemma 3.2(1), for all µ < ν, C(µ) is µ ++ -cc, hence is ν-cc. Thus by Easton support, Q ν is also ν-cc so preserves ν.
If ν = τ + where τ is regular, we may decompose Q ν as
Since τ is regular, |Q τ | = τ hence is ν-cc. Thus Q τ preserves ν. By Lemma 3.2(3),Ṗ(τ ) preserves ν. Thuṡ Q ≥ν preserves ν.
Here, the situation is more complicated, since now |Q λ | = λ + = ν. So we must verify more directly that ν is preserved.
So observe that if ν is collapsed, then V Q λ |= |ν| ≤ |λ| and since λ is singular, we would have a Q λ -namė f :δ →ν for a cofinal sequence inν for some regular cardinal δ < λ.
But we may decompose Q λ into Q δ * Ṗ(δ) * Q >δ + Now,Q >δ + is < δ + -directed closed, soQ >δ could not have added such an f . Additionally,Ṗ(δ) satisfies the δ ++ -cc, hence is ν-cc. ThusṖ(δ) also could not have added f . Finally, Q δ satisfies the δ + -cc, hence is also ν-cc. Thus Q δ could not have added such an f either.
As in the successor of a regular case,Ṗ(ν) andQ ≥ν preserve ν as well.
Corollary 3.5. Q preserves cardinals.
Proof. Since κ is inaccessible, Q is, by Lemma 3.2(1), an Easton support iteration of κ-cc posets hence is κ-cc. Thus Q preserves cardinals ≥ κ.
For ν < κ regular, we have that Q = Q ν * Ċ(ν) * Q >ν . By the preceding proposition, Q ν preserves ν. By Remark 3.6. Note that |Q| = κ so Q preserves GCH ≥κ .
By Lemma 3.2, each P(µ), µ < κ regular, preserves GCH; hence Q preserves GCH <κ as well.
Destroying Saturation
Since Q projects to each Q µ * Ṗ(µ), µ < κ regular, we may, for each such µ, let G µ be the restriction of the Q-generic G to P(µ) and define C µ = {ξ | ∃(s, f ) ∈ G µ ξ ∈ s}. By Lemma 3.2(4), C µ is a club subset of µ + in V Qµ * Ṗ(µ) and for every X ∈ V Qµ such that X ⊆ [µ, µ + ) and X has V Qµ -cardinality ≥ µ, X ⊆ C µ . 
Before we prove this, it will be helpful to isolate a lemma on what j I (Q) looks like in U lt(V, I): Proof. This follows from the elementarity of j I . cardinal, we would have that j J (λ) = λ + . The argument can be found in [8] .
Proof of Proposition 4.1. By Lemma 4.2, in V BI ,j I (Q) ∼ = Q * Ṙ, whereṘ is an Easton support iteration
So by Lemma 2.14, in V Q , I is not κ + -saturated.
We now prove Theorem 1.2(i). Let E ′ = lim(E) ∩ ran(φ).
Then E ′ ⊆ D and |E ′ | V = κ since κ is inaccessible. Further, j(φ) ∈ N and j(φ) ↾ κ : κ → j"α is also in N .
Thus ran(j(φ) ↾ κ) ∈ N and j"E ′ ⊆ ran(j(φ) ↾ κ) ⊆ j"α.
But j"E ′ = ran(j(φ) ↾ κ) ∩ j(E ′ ) ∈ N ; and since E ′ = {β ∈ ran(φ) | j(β) ∈ j(E ′ )}, we have that E ′ is a subset of C κ with |E ′ | N = κ and E ′ ⊆ [κ, κ + ). (1), and hence J cannot be κ + -saturated.
This contradicts Statement

Preserving Presaturation
We now prove Theorem 1.2(ii). Easton support iteration R λ * C(λ) | λ ∈ [κ + , j(κ)) , such that if λ is regular, C(λ) = P(λ), and C(λ) is the trivial forcing otherwise.
We will argue that B I * j I (Q) is κ + -proper on a stationary set, and hence is κ + -presaturated.
Observe that B I is κ + -cc. Since B I is < κ-closed, in U lt(V, U ), Q is still κ-cc (hence κ + -cc). Thus, in 
