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Introduction
Nous pre´sentons dans cette introduction les motivations, mode`les et re´sultats
obtenus dans cette the`se. Nous avons choisi de de´finir brie`vement le formalisme
mathe´matique de`s maintenant sans entrer dans les de´tails. Les notations, re´fe´rences
et re´sultats de´taille´s seront e´nonce´s dans chacun des chapitres. Ainsi, chacun des cha-
pitres pourra eˆtre lu inde´pendamment.
Cette the`se porte sur deux exemples issus de la me´canique statistique. La motiva-
tion principale est la compre´hension mathe´matique du comportement de ces mode`les.
Les deux exemples traite´s portent sur deux questions bien distinctes en me´canique sta-
tistique : le comportement de syste`mes a` l’e´quilibre et hors e´quilibre ; nous verrons en
particulier que les outils utilise´s pour traiter ces questions diffe`rent notablement.
D’une part, un syste`me me´canique a` l’e´quilibre a` tempe´rature T a une probabilite´
eH/T /Z d’avoir une e´nergie H. La quantite´ eH/T est appele´e facteur de Boltzmann et
la mesure de probabilite´ associe´e mesure de Gibbs. Cette mesure sera l’objet central du
mode`le des polyme`res dirige´s, sujet du premier chapitre de cette the`se.
D’autre part, l’e´tude des syste`mes me´caniques incite a` se poser la question sui-
vante : e´tant donne´ un syste`me me´canique, atteint-il un e´tat stationnaire ? Ainsi, si l’on
place une barre me´tallique entre deux thermostats, comment va e´voluer la tempe´rature
a` l’inte´rieur de cette barre ? Va-t-on finir par observer un gradient de tempe´rature a`
l’inte´rieur du mate´riau ? Cet e´tat stationnaire sera-t-il unique ? Au bout de combien de
temps va-t-on l’observer ? Pour re´pondre a` ces questions, nous e´tudions les e´quations
qui re´gissent le comportement des re´seaux conducteurs de chaleur hors e´quilibre. Nous
nous inte´ressons a` la question de l’existence et de l’unicite´ d’un e´tat stationnaire.
Dans les lignes qui suivent, nous pre´sentons brie`vement les re´sultats principaux qui
seront de´veloppe´s dans le corps de la the`se.
Les polyme`res dirige´s en environnement ale´atoire
Conside´rons une marche ale´atoire ω de longueur n, e´voluant dans l’espace Zd. Tracer
le graphe de la marche ale´atoire en mettant en valeur sa dimension temporelle revient a`
tracer une succession de points dans Zd+1 (voir la figure I.1). Cet ensemble de points est
utilise´ pour mode´liser une succession de monome`res, soit un polyme`re de longueur n.
Ce polyme`re vit dans un environnement ale´atoire. Ainsi, en tout point (i, x) de N×Zd,
la variable ale´atoire g(i, x) repre´sente la valeur de l’environnement. Intuitivement, on
peut imaginer un polyme`re constitue´ d’une suite de monome`res hydrophiles se trouvant
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dans un me´lange huile/eau. Le polyme`re va pre´fe´rer les positions ou` ses monome`res
se trouvent sur des particules d’eau. Ainsi, nous allons de´finir l’e´nergie du polyme`re
comme e´tant la somme des valeurs de l’environnement visite´ : Hn(ω) =
∑n
i=1 g(i, ωi).
Supposons que g soit faible lorsqu’une goutte d’huile est pre´sente, e´leve´ lorsqu’il y a une
goutte d’eau. Le polyme`re va donc se trouver pre´fe´rentiellement dans des e´tats d’e´nergie
maximale.
La difficulte´ majeure de ce genre de mode`les est sa non consistance. En effet, il se
peut qu’un chemin optimal de longueur 2n ne suive, lors de ses premiers pas, aucun des
chemins optimaux de taille n : il vaut peut-eˆtre mieux sacrifier ses premiers monome`res
si l’on souhaite que les suivants se trouvent dans une majorite´ de sites aqueux.
Conforme´ment au facteur de Boltzmann introduit ci-dessus, nous allons e´tudier,
lorsque le nombre de monome`res devient tre`s grand, le facteur de Boltzmann moyen,
appele´ fonction de partition, pour une tempe´rature T donne´e,
Zn(T ) = P
[
eHn/T
]
.
Nous pouvons de`s a` pre´sent remarquer que 3 parame`tres principaux vont re´gir le com-
portement du polyme`re : la tempe´rature, la forme de l’environnement et la dimension
d dans laquelle il e´volue (rappelons que les marches ale´atoires sont re´currentes en di-
mensions 1, 2 et transientes en dimensions supe´rieures).
Il a e´te´ de´montre´ que, pour ce mode`le de polyme`re, il existe une transition de phase.
Lorsque la tempe´rature est supe´rieure a` une tempe´rature critique Tc, le polyme`re ne
tient pas compte de son environnement et son comportement est diffusif : il ressemble
a` celui d’une marche ale´atoire. En dec¸a` de la tempe´rature critique, le polyme`re va
se localiser sur des sites ou` l’environnement est e´leve´. La tempe´rature Tc de´pend de
l’environnement et de la dimension. Un moyen de mieux comprendre cette tempe´rature
critique est d’utiliser la me´thode des re´pliques ou me´thode du moment d’ordre 2. Cette
technique permet de trouver une borne supe´rieure T2 ≥ Tc.
La premie`re partie sera consacre´e a` l’e´tude d’un crite`re permettant d’assurer que la
tempe´rature critique n’est pas la tempe´rature T2.
The´ore`me (cf. The´ore`me I.1). En dimension d plus grande que 3, lorsque l’entro-
pie du re´seau sur lequel e´volue le polyme`re est plus faible que l’entropie du milieu, la
tempe´rature critique est diffe´rente de la tempe´rature T2.
La seconde partie de ce chapitre sera consacre´e a` l’e´tude de l’e´nergie libre. Cette
e´tude sera effectue´e dans le cadre de polyme`res a` temps continu e´voluant dans un envi-
ronnement gaussien (nous noterons maintenant t la variable temporelle). Nous verrons
comment l’e´tude de ces polyme`res permet de mieux comprendre la fonction de Lyapu-
nov de l’e´quation d’Anderson parabolique. La de´monstration que nous donnerons du
the´ore`me suivant pre´sentera l’avantage d’eˆtre tre`s succincte.
The´ore`me (cf. The´ore`me I.4). Soient u0 une fonction borne´e, u(t, x) la solution
de l’e´quation (I.11) d’Anderson parabolique satisfaisant u(0, x) = u0(x). Il existe une
fonction γ telle que, pour toute fonction borne´e u0,
lim
t→∞
1
t lnu(t, x) = γ.
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Enfin, en notant pt(T ) = 1t lnZt(T ) l’e´nergie libre du syste`me, nous montrerons
l’e´quivalent asymptotique suivant via une me´thode de changement d’e´chelle.
The´ore`me (cf. The´ore`me I.3). Soit p(T ) = limt→∞ pt(T ). Il existe une constante α
telle que lorsque T tend vers 0,
p(T ) ∼ −α
2
8
1
T 2 lnT
.
Les re´seaux conducteurs de chaleur
Les re´seaux conducteurs de chaleur mode´lisent un re´seau d’atomes dont certains
sont en contact avec des thermostats. Le re´seau d’atomes sera repre´sente´ par un graphe
connexe de sommets V et d’areˆtes ∼ ; le sous-ensembles des atomes constitue´ des atomes
relie´s a` un thermostat sera appele´ bord du graphe et note´ ∂V. Nous supposerons que
tous les atomes sont de masse unite´ et nous noterons qi (resp. pi) la position (resp. la
quantite´ de mouvement) de l’atome i.
A` ce re´seau d’atomes est associe´e une e´nergie H. Naturellement, H est la somme
de l’e´nergie cine´tique et de l’e´nergie potentielle. L’e´nergie potentielle est elle-meˆme
de´compose´e en deux parties : une partie d’interaction entre atomes voisins de´pendant
de la distance inter-atomes et une partie d’accrochage, chacun des atomes e´tant attire´
vers sa position favorite. Ainsi, on de´finit
H(q, p) =
∑
i
p2i
2
+ V (qi) + 12
∑
j∼i
U(qi − qj).
Les potentiels d’interaction et d’accrochage U, V seront suppose´s attractifs, nous dirons
qu’ils sont confinants, i.e. lim
|x|→∞
U(x) = lim
|x|→∞
V (x) = +∞.
En l’absence de contact avec les thermostats, l’e´volution du syste`me est de´crite par
une dynamique hamiltonienne. La quantite´ de mouvement est la de´rive´e de la position,
l’acce´le´ration de´rive de la force a` laquelle est soumise la particule i ∈ V,{
q˙i = ∂piH = pi,
p˙i = −∂qiH.
Conside´rons maintenant l’interaction entre atome et thermostat. On notera Ti la
tempe´rature du thermostat relie´ a` l’atome i. Intuitivement, l’atome relie´ avec un ther-
mostat est freine´ par ce contact (le coefficient de frottement est note´ γi) alors que l’agi-
tation mole´culaire proportionnelle a` la tempe´rature de ce dernier engendre un terme de
diffusion. Ainsi, pour tout atome i relie´ a` un thermostat a` tempe´rature Ti, on remplace
l’e´quation pre´ce´dente par
dpi(t) = −∂qiH dt− γipi dt+
√
Ti dBi(t),
ou` (Bi)i∈∂V est une famille de mouvements browniens inde´pendants.
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L’objectif de ce mode`le est de montrer que la description pre´ce´dente permet d’obtenir
la loi de Fourier, c’est-a`-dire que lorsque le syste`me a atteint son e´tat stationnaire, le
courant de tempe´rature traversant le re´seau est proportionnel (via la conductance) au
gradient de tempe´rature. Nous nous sommes inte´resse´s a` l’existence et a` l’unicite´ d’un
tel e´tat stationnaire. Mathe´matiquement, cela revient a` re´pondre a` la question : la
diffusion de´finie par l’e´quation diffe´rentielle stochastique pre´ce´dente posse`de-t-elle une
unique mesure de probabilite´ invariante ?
Dans un premier temps, nous de´crirons le cas ou` les potentiels sont harmoniques
(i.e. U(x) = V (x) = x2/2). Nous de´finirons une condition alge´brique permettant de
ve´rifier que les thermostats sont dispose´s de manie`re asyme´trique dans le re´seau. Nous
montrerons, via un the´ore`me de point fixe, le the´ore`me suivant.
The´ore`me (cf. The´ore`me II.3). Supposons que les potentiels U, V soient harmo-
niques. Lorsque le graphe (V,∼, ∂V) satisfait la condition (II.6) d’asyme´trie, le syste`me
converge exponentiellement vite vers un unique e´tat d’e´quilibre.
De plus, lorsque la condition d’asyme´trie n’est pas satisfaite, il existe une quantite´ inva-
riante par le flot hamiltonien qui permet de de´finir une infinite´ de mesures de probabilite´
invariantes.
Remarquons de`s a` pre´sent que la de´monstration de ce the´ore`me propose une
manie`re constructive pour de´finir une infinite´ de mesures invariantes lorsque la condition
d’asyme´trie n’est pas satisfaite.
Nous utiliserons ensuite dans un premier temps le principe de Lasalle et la contrac-
tion de la diffusion, puis dans un deuxie`me temps une me´thode de controˆlabilite´ faible
pour montrer le the´ore`me suivant.
The´ore`me (cf. The´ore`me II.13). Lorsque le potentiel U est un monoˆme et V est
un polynoˆme, si la disposition des thermostats dans le graphe est asyme´trique, l’e´tat
d’e´quilibre, s’il existe, est unique.
Enfin, nous ge´ne´ralisons les re´sultats d’existence d’une mesure invariante obtenus
pour des chaˆınes d’oscillateurs au cadre des re´seaux conducteurs de chaleur. Nous serons
pour cela amene´s a` effectuer une hypothe`se supple´mentaire de rigidite´ : on supposera
que lorsque les atomes du bord du re´seau sont contraints a` l’immobilite´, le re´seau est
alors obligatoirement immobile.
The´ore`me (cf. The´ore`me II.17 & The´ore`me II.20). Lorsque la condition (II.14)
de rigidite´ est satisfaite et que le potentiel d’interaction est plus puissant que le potentiel
d’accrochage, il existe un unique e´tat stationnaire.
Lorsque le potentiel d’interaction est harmonique et le potentiel d’accrochage est
deux fois plus fort, on ne pourra pas obtenir de convergence exponentielle vers la mesure
invariante.
On remarque cependant que la convergence exponentielle vers l’e´tat d’e´quilibre n’a
pu eˆtre obtenue lorsque le potentiel d’interaction est plus fort que le potentiel d’accro-
chage.
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Quelques conventions
Dans la suite de cette the`se, nous utiliserons les conventions de notation suivantes.
un ³ vn : pour toutes suites de re´els (un), (vn), 0 < lim inf unvn ≤ lim sup unvn < +∞.
|A| : pour tout ensemble A, |A| de´signe son cardinal.
‖x− y‖1 : pour tout couple de vecteurs x = (x1, . . . , xd), y = (y1, . . . , yd) ∈ Zd, de´signe
la norme 1,
∑d
i=1 |xi − yi|.
f ≡ c : pour tout z ∈ Rn, c ∈ Rm et f : Rn → Rm, f(z) = c.
(ei)i∈{1,...,n} : la base canonique de Rn.
B(z, ε) : pour tout z ∈ Rn, ε > 0, la boule de centre z et de rayon ε.
[·, ·] : pour tout couple de champs de vecteurs (X,Y ), on note [X,Y ] le crochet de Lie
entre X et Y , [X,Y ] = X(Y )− Y (X).
◦
A : pour tout ensemble A de Rn,
◦
A de´signe l’inte´rieur de A.
Nn, Zn : pour tout entier n, Nn = {i ∈ N, i ≤ n} et Zn = {i ∈ Z, |i| ≤ n}.
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I - Les polyme`res dirige´s
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g(n, ωn)
10
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Zd
g(1, ω1)
Fig. I.1 – Polyme`re dirige´ dans Zd
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Chapitre I. Les polyme`res dirige´s
I.1 Introduction
Les polyme`res dirige´s en environnement ale´atoire ont e´te´ introduits dans la
litte´rature par D. Huse et C. Henley [HH85] pour mode´liser l’interface dans un mi-
lieu ale´atoire. Le formalisme mathe´matique a e´te´ introduit par J.Z. Imbrie et T. Spen-
cer [IS88]. Il s’agit d’un mode`le de marche ale´atoire qui cherche a` optimiser son trajet
dans un environnement qui est e´galement ale´atoire. Nous proposons, dans cette partie,
une description de l’interaction entre la marche ale´atoire et son environnement. Nous
rappelons ensuite les principaux the´ore`mes connus sur ce mode`le. Enfin, nous terminons
par un re´sume´ des re´sultats que nous de´montrons dans cette the`se.
I.1.1 Le mode`le
Le polyme`re dirige´
Notons Ωn l’ensemble des chemins de marches ale´atoires dans Zd, i.e. l’ensemble des
chemins issus de 0, de longueur n, dont les sauts sont de longueur 1,
Ωn =
{
ω ∈
(
Zd
)n+1
; ω0 = 0, ∀ i = 1, . . . n, ‖ωi − ωi−1‖1 = 1
}
.
Nous appellerons polyme`re dirige´ tout chemin ω ∈ Ωn. Nous e´voquerons e´galement
le mode`le des polyme`res dirige´s e´voluant sur des arbres, i.e. nous substituerons a` Zd un
arbre re´gulier a` d branches et forcerons le polyme`re, a` chacun de ses pas, a` se diriger
dans la direction oppose´e a` la racine (cf. [BPP93] et figure I.2).
g(2, ω2)
g(1, ω1)
g(3, ω3)
0
Fig. I.2 – Polyme`re sur un arbre re´gulier a` 2 branches
L’environnement ale´atoire
Le polyme`re e´volue dans un environnement ale´atoire note´ (g(i, x))i∈N,x∈Zd . Nous
supposons dans la suite que ces variables sont inde´pendantes et suivent une meˆme
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loi de probabilite´ Q. Pour tout β ∈ R nous appelons cumulant le logarithme de la
transforme´e de Laplace de la loi de la variable ale´atoire g,
λ(β) = lnQ
[
eβg
]
.
Nous supposons que cette quantite´ est finie pour tout β positif. Cette hypothe`se permet
d’utiliser les arguments ge´ne´riques sur les martingales. Pour une autre approche issue
de la percolation dirige´e et permettant de supprimer en partie cette hypothe`se, nous
renvoyons le lecteur a` l’article de V. Vargas (cf. [Var07] Theorem 3.1).
Remarque. Nous supposerons dans la suite que β est positif. En effet, lorsque β est
ne´gatif, il suffit de conside´rer l’environnement ou` −g est substitue´ a` g.
Pour tout chemin ω ∈ Ωn, nous de´finissons l’e´nergie associe´e au polyme`re comme
e´tant la somme des valeurs de l’environnement qu’il visite. Cette quantite´ est appele´e
l’hamiltonien du syste`me :
Hn(ω) =
n∑
i=1
g(i, ωi).
La fonction de partition
En notant P la loi de la marche ale´atoire simple, nous appelons fonction de partition
du syste`me la quantite´
Zn(β) = 1(2d)n
∑
ω∈Ωn
eβ
Pn
i=1 g(i,ωi)
= P
[
eβHn(ω)
]
,
ou` β de´signe l’inverse de la tempe´rature. Nous oublierons souvent la de´pendance en β
pour alle´ger les notations.
La fonction de partition permet de de´finir la mesure polyme`re µn de´finie par
µn(·) =
P
[ · eβ Hn]
Zn(β)
.
L’e´nergie libre
Une autre quantite´ importante permettant de de´crire le comportement du polyme`re
dirige´ est l’e´nergie libre de´finie pour toute tempe´rature inverse β ≥ 0 par :
pn(β) = 1n ln
(
Zn(β)e−nλ(β)
)
.
D’un point de vue physique, la quantite´ ayant meˆme dimension qu’une e´nergie
est 1nβ lnZn(β). Cependant, pour alle´ger notre propos, nous adopterons la notation
pre´ce´dente.
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I.1.2 Les transitions de phase
Nous re´sumons ci-dessous l’ensemble des re´sultats obtenus pour les polyme`res dirige´s
en environnement ale´atoire qui motivent les diffe´rentes parties de cette the`se. La plupart
de ces re´sultats sont rappele´s avec leur de´monstration dans l’article [CSY04].
La fonction de partition
E. Bolthausen (cf. [Bol89]) a remarque´ que Wn = Zne−nλ(β) est une martingale
positive, donc cette quantite´ converge vers une variable ale´atoire positive, finie presque
suˆrement, que nous noterons W∞. De plus, une version de la loi du 0 − 1 permet de
montrer que pour tout β ∈ R+ (cf. [Bol89] Lemma 2),
Q (W∞ = 0) ∈ {0, 1}.
En utilisant l’ine´galite´ FKG (d’apre`s Fortuin, Kasteleyn et Ginibre), F. Comets et
N. Yoshida (cf. [CY06] Theorem 3.2) ont montre´ que la fonction β 7→ Q
[√
W∞(β)
]
est
de´croissante. Nous pouvons donc de´finir une tempe´rature inverse critique βc ∈ [0,+∞]
telle que
W∞(β)
{
> 0Q-p.s. , si β < βc
= 0Q-p.s. , si β > βc
.
La zone β < βc est appele´e zone de faible de´sordre, la zone β > βc est appele´e zone
de fort de´sordre. Pour comprendre dans un premier temps cette terminologie, on peut
remarquer que lorsque β = 0 (i.e. lorsque la tempe´rature est infinie), le polyme`re se
comporte comme une marche ale´atoire simple. Tous les chemins ont alors la meˆme
probabilite´, il n’y a pas de de´sordre, et W∞ = 1.
Pour les dimensions 1 et 2, Ph. Carmona et Y. Hu (cf. [CH02] Theorem 1.1) dans le
cadre d’un environnement gaussien (puis F. Comets et N. Yoshida, cf. [CSY03] Theo-
rem 1.1, dans un environnement quelconque) ont montre´ que βc = 0.
Pour caracte´riser la phase de faible de´sordre, Ph. Carmona et Y. Hu (cf. [CH02]
Proposition 5.1) ont montre´ qu’il y a e´quivalence entre « se trouver dans la phase de
faible de´sordre » et « la martingale (Wn) est uniforme´ment inte´grable ». Nous utiliserons
cette proprie´te´ pour obtenir une meilleure description de la tempe´rature inverse critique
βc dans la partie I.2, lorsque la dimension du re´seau Zd est supe´rieure ou e´gale a` 3.
L’inte´reˆt de cette transition de phase re´side dans un principe d’invariance. En effet,
dans la phase de faible de´sordre, F. Comets et N. Yoshida (cf. [CY06] Theorem 1.2) ont
montre´ que sous la mesure polyme`re, la marche ale´atoire (ωn)n se comporte lorsque n→
∞ comme un mouvement brownien. Son comportement est donc diffusif. D’autre part,
lorsque le polyme`re se trouve dans la phase de fort de´sordre, les chemins se localisent
(cf. [CH02] Theorem 1.1, [CSY04] Theorem 2.2.1 et [CH06] dans le cadre des polyme`res
a` temps continu), i.e. il existe une constante c0 ∈ (0, 1) telle que pour deux marches
ale´atoires inde´pendantes ω1, ω2,
lim supµ⊗2n−1(ω
1
n = ω
2
n) ≥ c0.
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L’e´nergie libre
Dans l’article [Bol89], E. Bolthausen utilise la proprie´te´ de Markov des marches
ale´atoires et le fait que l’environnement est i.i.d. pour montrer, via le the´ore`me de
suradditivite´ qu’il existe une fonction p telle que
pn(β)
L1−→ p(β).
Ph. Carmona et Y. Hu ([CH02], Proposition 1.4) ont e´galement montre´ que pn satisfait
une e´galite´ de concentration qui permet de passer de la convergence L1 pre´ce´dente a` la
convergence presque suˆre. Plus pre´cise´ment, pour tout ν > 1/2, il existe n0 = n0(β, ν) ∈
N tel que pour tout n ≥ n0,
P (| lnWn −Q lnWn| ≥ nν) ≤ e− 14n
2ν−1
3 .
Enfin, comme pour la fonction de re´partition, l’ine´galite´ FKG (cf. [CY06] Theo-
rem 1.1) permet de montrer que la fonction β 7→ p(β) est de´croissante.
Ainsi, il existe une constante β˜c ∈ [0,+∞] telle que p(β) = 0 si β < β˜c, et p(β) < 0
β > β˜c. On remarque que lorsque W∞ > 0, p(β) = 0. Nous appellerons ainsi (0, β˜c) la
zone de tre`s faible de´sordre et (β˜c,+∞) la zone de tre`s fort de´sordre.
F. Comets et V. Vargas, dans [CV06] ont montre´ en utilisant les cascades
(cf. [Liu98]) qu’en dimension 1, la tempe´rature inverse critique β˜c est nulle. Savoir
si, quelle que soit la dimension, les phases de faible et tre`s faible de´sordre co¨ıncident
(i.e. si βc = β˜c) est a` ce jour une question ouverte.
L’inte´reˆt d’une bonne description de cette phase re´side dans le re´sultat de localisa-
tion. Dans la phase de tre`s fort de´sordre, les polyme`res se « concentrent » sur les sites ou`
les environnements sont e´leve´s. Plus pre´cise´ment, on (cf. [CSY03] Corollary 2.2, [CH06])
montre que lorsque p(β) < 0, il existe une constante c ∈ (0, 1) telle que
lim inf
n
1
n
n−1∑
k=0
µk−1(ω1k = ω
2
k) ≥ c.
V. Vargas [Var07] montre un re´sultat plus fort en conside´rant les ε-atomes, i.e. l’en-
semble des points de Zd qui sont charge´s par la mesure polyme`re d’un poids au moins
e´gal a` ε.
Pourquoi e´tudier ces quantite´s ?
Nous allons rappeler brie`vement les liens e´troits qui existent entre principe de
grandes de´viations et e´nergie libre (cf. [Car08]).
On de´finit la mesure suivante, ou` δx de´signe la masse de Dirac au point x ∈ R :
νn = 12n
∑
ω∈Ωn
δHn
n (ω)
.
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On peut alors re´e´crire la fonction de partition du syste`me de la manie`re suivante :
Zn(β) = 12n
∑
ω∈Ωn
eβHn(ω)
= 12n
∑
ω∈Ωn
enβ
Hn
n (ω)
=
∫
Ωn
enβ
Hn
n
(ω)P(dω)
=
∫
R
enβxνn(dx).
Rappelons que d’apre`s la de´finition de l’e´nergie libre,
lim
n→∞
1
n lnZn(β) = p(β) + λ(β).
Comme νn suit un principe de grandes de´viations avec une bonne fonction de taux I,
si la loi Q ve´rifie une ine´galite´ de Sobolev logarithmique, on aura :
p(β) = I∗(β), I(x) = p∗(x).
C’est en ce sens que nous pouvons dire que les informations importantes sur le
comportement du syste`me sont contenues dans la fonction de partition et l’e´nergie
libre.
Re´sume´
En guise de re´sume´, nous pouvons construire le tableau re´capitulatif suivant :
ββc β˜c
?
0
p(β) = 0 ?p(β) = 0
W∞ = 0 p.s.W∞ > 0 p.s. W∞ = 0 p.s.
p(β) < 0
?
d = 1, 2, βc = 0.
d = 1, β˜c = 0.
Arbre, βc = β˜c.
I.1.3 Plan du chapitre
Pour e´tudier la transition de phase associe´e a` la fonction de partition, la me´thode
des re´pliques consiste a` calculer son carre´ puis a` regarder les deux facteurs du produit
comme deux re´alisations inde´pendantes du syste`me. Cette me´thode s’appelle e´galement
la me´thode du moment d’ordre 2. Elle permet d’obtenir une borne infe´rieure β2 pour
la tempe´rature inverse de transition de phase βc. Savoir si l’e´galite´ β2 = βc a lieu
de´pend du mode`le conside´re´. Par exemple, dans le cas du mode`le des verres de spin
de Sherrington-Kirkpatrick l’e´galite´ a lieu lorsqu’il n’y a pas de champ exte´rieur alors
qu’il n’y a pas e´galite´ dans le Random Energy Model (correspondant a` un mode`le de
Sherrington-Kirkpatrick ou` l’on a moyenne´ le champ), cf. [Tal03]. Pour les polyme`res
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dirige´s en environnement ale´atoire, nous savons qu’en ge´ne´ral ces tempe´ratures sont
diffe´rentes pour les mode`les sur un arbre (cf. [BPP93], [DES93]). Dans cette partie,
nous montrons comment, en utilisant une me´thode de calcul des moments introduite
par B. Derrida et M.R. Evans (cf. [DE92]), nous pouvons trouver une condition qui
permet de montrer que la tempe´rature inverse critique βc est strictement infe´rieure a`
β2.
Dans un deuxie`me temps, nous nous inte´ressons a` un mode`le continu de polyme`re
dirige´ en environnement ale´atoire gaussien. Ce mode`le a notamment e´te´ utilise´ par
Ph. Carmona et Y. Hu [CH06] pour montrer la localisation des polyme`res par une
me´thode e´le´gante utilisant principalement la formule d’Itoˆ. L’e´tude de la fonction de
partition de ce mode`le permet d’e´tablir un lien entre l’e´tude de l’e´nergie libre d’un
polyme`re dirige´ et les exposants de Lyapunov de l’e´quation d’Anderson parabolique.
Des re´sultats sur l’inde´pendance de la fonction de Lyapunov par rapport a` la condition
initiale ont e´te´ obtenus par R. Carmona, L. Koralov et S. Molchanov [CKM01] puis
ge´ne´ralise´s par M. Cranston, T. Mountford et T. Shiga [CMS02] en utilisant des ar-
guments de percolation. Nous pre´sentons une de´monstration de ces re´sultats succincte
utilisant les proprie´te´s des polyme`res dirige´s. Nous de´duisons de ces proprie´te´s le com-
portement asymptotique de l’e´nergie libre lorsque la tempe´rature inverse β → 0. Cette
dernie`re proprie´te´ sera obtenue par un simple argument de changement d’e´chelle.
I.2 Une meilleure borne sur la tempe´rature critique
Soient ω1, ω2 deux marches ale´atoires inde´pendantes issues de 0. Pour (t, x) ∈ N×Zd,
nous noterons p(t, x) la probabilite´ que ces marches ale´atoires se rencontrent pour la
premie`re fois a` l’instant t, au point x, i.e.
p(t, x) = P⊗2
(
ω1j 6= ω2j , 1 ≤ j < t, ω1t = ω2t = x
)
. (I.1)
De´finissons alors pour α ∈ (1, 2],
ρ(α) =
∑
t,x
p(t, x)α/2. (I.2)
En utilisant une me´thode de moment d’ordre 2, E. Bolthausen (cf. [Bol89]) a
trouve´ une borne infe´rieure β2 pour la tempe´rature inverse critique βc. En utilisant
le the´ore`me pre´ce´dent, nous formulons une condition suffisante qui assure que β2 n’est
pas la tempe´rature inverse critique. Nous introduisons pour cela les deux entropies
suivantes :
hν(α) = −
∑
t,x
p(t, x)α/2
ρ(α)
ln
p(t, x)α/2
ρ(α)
, (I.3)
hQ(α) = Q
[
eαβαg
Q[eαβαg]
ln
eαβαg
Q[eαβαg]
]
, (I.4)
ou` βα sera de´fini en (I.10).
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Nous allons montrer le the´ore`me suivant (la de´monstration se trouve dans la par-
tie I.2.3).
The´ore`me I.1. En dimension d plus grande que 3, si
hν(2) < hQ(2),
alors β2 < βc.
Pour de´montrer ce the´ore`me, nous utilisons le re´sultat d’uniforme inte´grabilite´ sui-
vant dont nous rappellerons la de´monstration dans la partie I.2.1.
The´ore`me I.2 ([DE92]). On suppose que la dimension d est plus grande que 3. Soit
β ∈ R+. S’il existe α ∈ (1, 2] tel que
λ(αβ)− αλ(β) < − ln ρ(α),
alors (Wn(β))n est uniforme´ment inte´grable et β ≤ βc.
Remarques.
• La quantite´ hν(2) ne de´pend que du graphe dans lequel e´volue le polyme`re. Les
re´sultats pre´sente´s ci-dessous sont donc valables pour des formes de re´seaux plus
ge´ne´rales que Zd, de`s que les marches ale´atoires sur ce re´seau sont transientes.
Nous e´voquerons par exemple le cas des graphes re´guliers qui est traite´ dans
[BPP93].
• Ce the´ore`me pre´sente une me´thode rapide et peu couˆteuse en calcul pour ve´rifier
que la me´thode du moment d’ordre 2 n’est pas optimale. En effet, le calcul de la
quantite´ hν(2) est a` effectuer une fois pour toutes, quel que soit l’environnement
dans lequel e´volue le polyme`re et le calcul de hQ(2) repose sur celui de β2 qui est
obtenu par re´solution d’une e´quation.
• Lorsque l’environnement est gaussien, nous verrons (cf. partie I.2.4) que l’ine´galite´
entropique est une condition ne´cessaire et suffisante. Plus pre´cise´ment, la me´thode
des moments fractionnaires introduite par B. Derrida et M.R. Evans fournit une
meilleure borne que celle du moment d’ordre 2 si et seulement si hν(2) < hQ(2).
• Nous tenons a` e´voquer brie`vement la borne infe´rieure obtenue par M. Birkner (cf.
[Bir04] ainsi que les re´fe´rences contenues dans cet article). L’ide´e est la suivante.
E´tant donne´e la fonction de partition Wn, nous e´tudions la variable ale´atoire
W˜n = P1
[
eβ(Hn(ω
1)+Hn(ω2))
]
e−nλ(β),
ou` ω1, ω2 de´signent deux marches ale´atoires inde´pendantes, P1 la mesure uni-
forme sur les chemins de marches ale´atoires ω1. La quantite´ W˜n est ainsi
une variable ale´atoire de´pendant de l’environnement g mais e´galement de la
marche ale´atoire ω2. M. Birkner montre que l’uniforme inte´grabilite´ de (Wn) est
e´quivalente a` la tension de la loi de (W˜n). Ainsi, il conside`re la tempe´rature inverse
critique β? = sup
{
β; supn∈NQ
[
W˜n
]
< +∞
}
. On introduit alors une quantite´ α?
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telle que λ(2β?)− 2λ(β?) = − lnα?. Cependant, le the´ore`me permettant de mon-
trer que α? = 1 +
(∑
n≥1 e
−Px pn(x) ln pn(x))−1 repose sur un the´ore`me de Sanov
conditionnel dont la preuve est incomple`te. Si cette valeur pour α? est ave´re´e,
l’ine´galite´ de Jensen permet de montrer que β2 < β? ≤ βc.
I.2.1 La me´thode des moments fractionnaires
Pour faciliter la compre´hension des parties suivantes, nous commenc¸ons par
pre´senter une de´monstration du the´ore`me I.2 des moments fractionnaires. Pour mon-
trer l’uniforme inte´grabilite´, B. Derrida et M.R. Evan ont utilise´ la condition ne´cessaire
suivante (par exemple [Wil91] 13.3 (a)) : S’il existe α > 1 tel que
sup
n
Q(Wαn ) < +∞,
alors (Wn)n est uniforme´ment inte´grable.
Nous restreindrons notre e´tude a` des α ∈ (1, 2] ; cela nous permettra de nous ramener a`
la me´thode du moment d’ordre 2 pour laquelle nous savons faire des calculs explicites
via les re´pliques.
Dans la suite, lorsque deux marches ale´atoires inde´pendantes ω1, ω2 se rencontrent
aux instants t1 < · · · < tm et sont alors en x1, . . . , xm (cf. figure I.3), i.e.{
ω10 = ω
2
0 = 0, ω
1
ti = ω
2
ti = xi, i = 1, . . .m, ω
1
j 6= ω2j , j 6∈ {t1, . . . , tm}
}
,
nous e´crirons r = ((t1, x1), . . . , (tm, xm)) ∈
(
N× Zd)m et
ω1
r= ω2. (I.5)
ω1
ω2
tempst2
t1
x2
x1
Zd
Fig. I.3 – Sche´ma de deux marches ale´atoires se rencontrant en (ti, xi)
De´monstration du the´ore`me I.2. Nous commenc¸ons par e´valuer le moment d’ordre 2
de la fonction de partition Zn. Pour cela, nous introduisons deux marches ale´atoires
15
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inde´pendantes puis se´parons les espe´rances en fonction de leurs instants de rencontre :
Z2n = P
[
eβ(Hn(ω
1)+Hn(ω2))
]
=
n∑
m=0
∑
1≤t1<···<tm≤n
∑
(x1,...,xm)
P
[
eβ(Hn(ω
1)+Hn(ω2))1
ω1
r
=ω2
]
=:
n∑
m=0
∑
r
Y (r).
Remarque. On retrouve ici une version plus e´labore´e du calcul du moment d’ordre 2
effectue´ par E. Bolthausen dans [Bol89].
Nous calculons ensuite les moments d’ordre α de la fonction de partition Zn lorsque
α ∈ (1, 2], en utilisant l’ine´galite´ classique(∑
xi
)γ ≤∑xγi , γ ∈ [0, 1], xi ≥ 0. (I.6)
Nous obtenons,
Q [Zαn ] = Q
[
(Z2n)
α/2
]
= Q
{ n∑
m=0
∑
r
Y (r)
}α/2
≤
n∑
m=0
∑
r
Q
[
Y (r)α/2
]
.
Regardons plus en de´tail la quantite´ Y (r). Nous de´finissons les hamiltoniens partiels :
Hj2j1 (ω) =
j2∑
i=j1+1
g(i, ωi).
Notons ωi,j = (ωk)k∈{ti,...,tj}, t0 = 0, tm+1 = n et ω
1
m,m+1 6= ω2m,m+1 de`s que ω1i 6= ω1i
pour tout i ∈ {tm, . . . , tm+1}. Nous pouvons ainsi de´composer, en utilisant la proprie´te´
de Markov,
Y (r) = P
[
m∏
i=1
e
β
“
H
ti
ti−1 (ω
1)+H
ti
ti−1 (ω
2)
”
1
{ω1i−1,i
(ti,xi)= ω2i−1,i}
×eβ(Hntm (ω1)+Hntm (ω2))1{ω1m,m+1 6=ω2m,m+1}
]
.
=
m∏
i=1
Yi−1,i × Y˜m,n,
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ou` nous avons note´
Yi−1,i = P
[
e
β
“
H
ti
ti−1 (ω
1)+H
ti
ti−1 (ω
2)
”
1
{ω1i−1,i
(ti,xi)= ω2i−1,i}
]
,
Y˜m,n = P
[
eβ(H
n
tm
(ω1)+Hntm (ω
2))
1{ω1m,m+1 6=ω2m,m+1}
]
.
Ainsi, en utilisant l’inde´pendance des environnements par rapport a` la dimension tem-
porelle,
Q [Zαn ] ≤
n∑
m=0
∑
r
m∏
i=1
Q
[
Y
α/2
i−1,i
]
Q
[
Y˜ α/2m,n
]
.
Dans l’expression pre´ce´dente, les marches ale´atoires ne se rencontrent plus apre`s
l’instant tm. Ainsi, en utilisant l’ine´galite´ de Jensen,
Q
[
Y˜ α/2m,n
]
≤ P (ω1j 6= ω2j , tm < j ≤ n)α/2 eα(n−tm)λ(β).
Nous obtenons ainsi la borne supe´rieure
Q [Wαn ] ≤
n∑
m=0
∑
r
P
(
ω1j 6= ω2j , tm < j ≤ n
)α/2 m∏
i=1
Q
[
Y
α/2
i−1,i
]
e−tmαλ(β)
=
n∑
m=0
∑
r
{
P
(
ω1j 6= ω2j , tm < j ≤ n
)α/2 m∏
i=1
Q
[
e−α(ti−ti−1)λ(β)Y α/2i−1,i
]}
En majorant la probabilite´ par 1 et comme les environnements sont inde´pendants et
identiquement distribue´s,
Q [Wαn ] ≤
∞∑
m=0
 ∑
t1∈N,x1∈Zd
Q
[
e−αt1λ(β)Y α/20,1
]
m
.
Or, nous verrons a` la fin de ce calcul que cette suite est sommable de`s que λ(αβ) −
αλ(β) < − ln ρ(α). Ainsi, en utilisant le the´ore`me de convergence domine´e, on pourra
passer a` la limite n→∞ dans l’expression pre´ce´dente.
D’une part, en dimension d plus grande que 3, les marches ale´atoires sont transientes
et il existe une quantite´ qd ∈ (0, 1) telle que
lim
n→∞P
(
ω1j 6= ω2j , tm < j ≤ n
)
= P
(
ω1tm = ω
2
tm = xm, ω
1
j 6= ω2j , j > tm
)
.
=: qd
D’autre part, nous pouvons utiliser l’inde´pendance des environnements, en notant
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(t, x) = (t1, x1) et en utilisant l’ine´galite´ de Jensen,
Q
[
Y
α/2
0,1
eαtλ(β)
]
= e−αtλ(β)Q
[
P
[
eβ
Pt−1
i=1 g(i,x
1
i )+g(i,x
2
i )e2βg(t,x)1
ω1
(t,x)
= ω2
]α/2]
= e−αtλ(β)eλ(αβ)Q
[
P
[
eβ
Pt−1
i=1 g(i,x
1
i )+g(i,x
2
i )1
ω1
(t,x)
= ω2
]α/2]
≤ eλ(αβ)−αtλ(β)QP
[
eβ
Pt−1
i=1 g(i,x
1
i )+g(i,x
2
i )1
ω1
(t,x)
= ω2
]α/2
= eλ(αβ)−αtλ(β)e2
α
2
λ(β)(t−1)P(ω1
(t,x)
= ω2)α/2
= eλ(αβ)−αλ(β)p(t, x)α/2.
Ainsi, nous avons obtenu la borne supe´rieure (rappelons que ρ est de´fini en (I.2)) :
lim sup
n
Q
[
Wα/2n
]
≤ qα/2d
∞∑
m=0
{
eλ(αβ)−αλ(β)ρ(α)
}m
.
Finalement, s’il existe α ∈ (1, 2] tel que
λ(αβ)− αλ(β) < − ln ρ(α),
la martingale (Wn(β))n est uniforme´ment inte´grable, et le the´ore`me est de´montre´.
Remarques.
• On remarque que ce calcul reste valable de`s que le polyme`re e´volue sur un graphe
pour lequel les marches ale´atoires simples sont transientes.
• Lorsque α = 2, ρ(2) = 1 − qd. La condition pre´ce´dente est donc la meˆme que
celle obtenue par E. Bolthausen dans [Bol89] en utilisant la me´thode du moment
d’ordre 2,
λ(2β)− 2λ(β) < − ln(1− qd).
• Les valeurs nume´riques de qd peuvent eˆtre trouve´es dans l’article de P. Grif-
fin [Gri90] avec une grande pre´cision. Nous les utiliserons par la suite.
I.2.2 Une e´tude de fonction
Nous allons commencer par e´tudier la fonction ρ.
Les valeurs caracte´ristiques
On de´finit la borne infe´rieure du domaine de de´finition de ρ :
α0 = inf {α ∈ (1, 2]; ρ(α) < +∞} . (I.7)
Proposition I.2.1. 1. ρ(2) = 1− qd < +∞.
2. La fonction α 7→ ρ(α) est de´croissante sur (α0, 2].
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Fig. I.4 – Graphe de la fonction ρ en dimension d = 3
3. Il existe α1 ∈ (α0, 2) tel que
ρ(α1) = 1.
De´monstration. 1. Pour α = 2, on a (rappelons que d ≥ 3)
ρ(2) = P
(
∃ t ∈ N, x ∈ Zd; ω1t = ω2t = x
)
= 1−P (∀ t ∈ N, ω1t 6= ω2t )
= 1− qd
< 1.
2. Comme ρ est de´rivable sur son domaine de de´finition,
ρ′(α) = 12
∑
t,x p(t, x)
α/2 ln p(t, x)∑
t,x p(t, x)α/2
est une quantite´ ne´gative car p(t, x) < 1, pour tout (t, x) ∈ N× Zd.
3. Lorsque d ≥ 3, nous montrons dans la proposition I.2.2 suivante que
lim
α↓α0
ρ(α) = +∞.
La monotonie de ρ ainsi que sa valeur pour α = 2 permettent de conclure graˆce
au the´ore`me des valeurs interme´diaires.
Remarque. Lorsque le polyme`re vit sur un arbre re´gulier, la quantite´ ρ est tre`s facile a`
calculer. En effet, soit les marches ale´atoires se rencontrent au premier pas, soit elles ne
se rencontreront jamais. Ainsi, ln ρ(α) = (α− 1) ln(2d) et α0 = α1 = 1.
Proposition I.2.2. Pour d ≥ 3, nous avons l’encadrement
4/d < α0 ≤ 1 + 2/d.
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Dans la suite, dans un souci de lisibilite´, nous noterons pt,x = p(t, x).
De´monstration de la proposition I.2.2. Comprendre comment se comportent les quan-
tite´s pt,x lorsque t est grand n’est pas aise´. En effet, la condition d’e´vitement est difficile
a` traiter et nous renvoie aux notions de marches ale´atoires autoe´vitantes. Nous donnons
ici le meilleur encadrement que nous avons pu e´tablir sur α0.
• Pour e´tablir la borne infe´rieure, nous utilisons l’ine´galite´ (I.6). En effet, on rappelle
que
ρ(α) =
∑
t∈N
∑
x∈Zd
p
α/2
t,x .
Comme α ∈ (1, 2], nous obtenons
ρ(α) ≥
∑
t∈N
∑
x∈Zd
pt,x
α/2
=
∑
t∈N
P
(
ω1t = ω
2
t , ω
1
j 6= ω2j , j < t
)α/2
=
∑
t∈N
P(ω2t = 0, ωj 6= 0, j < 2t)α/2,
ou` ω de´signe une marche ale´atoire simple sur Zd issue de x. Enfin, comme d ≥ 3
(cf. [Gri90] Appendix 7),
P(ω2t = 0, ωj 6= 0, j < 2t) ³ P(ω2t = 0)
³ t−d/2.
Ainsi, de`s que α ≤ 4d , nous avons ρ(α) = +∞ et ainsi
α0 ≥ 4
d
.
• Pour e´tablir la borne supe´rieure, nous supprimons la condition d’autoe´vitement.
En effet, soit
rt,x = P
(
ω1t = x
)
.
Nous avons alors
pt,x ≤ r2t,x.
Rappelons que d’apre`s le the´ore`me central limite (cf. [Law91] Lemma 1.2.1),
∣∣P(ωt = x)− r¯t,x∣∣ = Ot→∞( 1
t1+d/2
)
,
ou` r¯t,x := 2
(
d
2pit
)d/2
e−
d‖x‖2
2t .
20
I.2. Une meilleure borne sur la tempe´rature critique
Ainsi, uniforme´ment en x, rt,x ³ r¯t,x. De plus, nous remarquons que r¯t,x ne de´pend
que de la norme de x et notons
N
(√
R
)
=
∣∣∣{x ∈ Zd, ‖x‖2 = R}∣∣∣ , ρ¯(α) =∑
t,x
r¯αt,x.
ρ¯ converge si et seulement si
∞∑
t=1
1
tαd/2
t2∑
R=0
N(R)e−
αdR
2t converge.
Comme α ∈ [1, 2) et d ≥ 3,∑∞t=1 tαd/2 est convergente, et on peut donc supprimer
le terme en R = 0 dans le calcul pre´ce´dent. Apre`s une inversion de sommes, nous
devons donc e´tudier le comportement de la se´rie
∞∑
R=1
N(R)
∞∑
t=b√Rc
1
tαd/2
e−
αdR
2t .
L’e´tude des variations de la fonction t 7→ 1
tαd/2
e−
αdR
2t permet de majorer cette
dernie`re expression par
∞∑
R=0
N(R)
{∫ ∞
b√Rc
1
tαd/2
e−
αdR
2t dt+
1
Rαd/2
e−
αd
2
}
.
Enfin, un changement de variable dans la partie inte´grale permet d’obtenir la
majoration
∞∑
R=0
N(R)R−
αd
2
+1
∫ ∞
1/b√Rc
1
uαd/2
e−
αd
2u du+ cα,d
∞∑
R=0
N(R)R−αd/2.
Or, lorsque R tend vers l’infini, on a la majoration, N
(√
R
)
≤ CdRd/2−1 (voir
par exemple [IK04], Theorem 20.9 et Theorem 20.15). Cette se´rie converge donc
de`s que
d
2
− 1 + 1− αd
2
≤ −1.
Ainsi, ρ¯(α) < +∞ de`s que α ≥ 1 + 2d . Finalement, comme ρ ≤ ρ¯, on obtient
comme annonce´
α0 ≤ 1 + 2
d
.
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I.2.3 La condition entropique : de´monstration du The´ore`me I.1
Rappelons la condition d’uniforme inte´grabilite´ obtenue pre´ce´demment dans le
the´ore`me I.2,
il existeα ∈ (1, 2] tel que λ(αβ)
αβ
− λ(β)
β
<
− ln ρ(α)
αβ
. (I.8)
Rappelons e´galement les notations des entropies (I.3), (I.4) :
hν(α) = −
∑
t,x
p(t, x)α/2
ρ(α)
ln
p(t, x)α/2
ρ(α)
,
hQ(α) = Q
[
eαβαg
Q[eαβαg]
ln
eαβαg
Q[eαβαg]
]
.
Remarques.
• Nous utiliserons l’expression suivante pour ces entropies :
hν(α) = ln ρ(α)− 2ρ
′(α)
ρ(α)
, hQ(α) = αβαλ′(αβα)− λ(αβα).
• Comme p(t, x)α/2/ρ(α) ≤ 1 et x 7→ x lnx est concave, les quantite´s hν(α) et hQ(α)
sont positives.
Le domaine de de´finition de la borne infe´rieure
Pour tout α ∈ [α1, 2] la tempe´rature inverse critique βα (qui peut eˆtre infinie) est
de´finie par
βα = sup {β ∈ R+, λ(αβ)− αλ(β) < − ln ρ(α)} . (I.9)
Remarque. Quand βc < +∞ (par exemple dans le cas d’un environnement gaussien
cf. [CSY04], Exemple 2.2.2), βα < +∞ et satisfait
λ(αβα)− αλ(βα) = − ln ρ(α). (I.10)
Nous supposerons dans la suite que βc < +∞ et nous utiliserons la de´finition pre´ce´dente
pour de´finir βα. Nous pouvons ve´rifier cette dernie`re hypothe`se en utilisant la borne
supe´rieure
βc ≤ inf
{
β ∈ R+, ln(2d) < βλ′(β)− λ(β)
}
.
Remarquons tout d’abord qu’une simple application de l’ine´galite´ de Jensen assure
que λ est strictement convexe et λ(0) = 0, donc
β 7→ λ(β)
β
est croissante.
Ainsi, une condition ne´cessaire pour obtenir le crite`re (I.8) d’uniforme inte´grabilite´ est
d’avoir ln ρ(α) > 0, soit
ρ(α) < 1.
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Proposition I.2.3. La fonction α 7→ βα est de´finie sur [α1, 2]. De plus, lorsque α = α1,
βα1 = 0.
De´monstration. En utilisant la de´finition,
λ(α1βα1)
α1βα1
− λ(βα1)
βα1
= 0.
Comme β 7→ λ(β)β est croissante et α1 > 1,
α1βα1 = βα1
βα1 = 0.
La de´monstration du the´ore`me I.1
Dans cette partie, nous e´tudions le comportement de α 7→ βα quand cette quantite´
est finie sur (α1, 2].
En notant
ψ(α, β) = λ(αβ)− αλ(β) + ln ρ(α),
la re`gle de la chaˆıne combine´e a` la de´finition (I.10) de βα donne
∂βα
∂α
= −∂αψ
∂βψ
(α, βα).
Comme λ est strictement convexe, λ′ est croissante et pour tout α ≥ α1 > 1,
∂ψ
∂β
= α(λ′(αβ)− λ′(β)) > 0.
Ainsi, les variations de α 7→ βα de´pendent uniquement du signe de
∂ψ
∂α
(α, βα) = βαλ′(αβα)− λ(βα) + 12
∑
t,x
ln p(t, x)p(t, x)α/2∑
t,x p(t, x)α/2
.
La fonction α 7→ βα atteint son maximum sur (α1, 2) de`s que
∂βα
∂α
∣∣∣∣
α=2
< 0,
i.e.
β2λ
′(2β2)− λ(β2) + ρ
′(2)
ρ(2)
> 0.
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Ainsi, en utilisant la de´finition (I.10) de β2,
2β2λ′(2β2)− λ(2β2)︸ ︷︷ ︸
hQ(2)
− ln ρ(2) + 2ρ
′(2)
ρ(2)︸ ︷︷ ︸
−hν(2)
> 0,
compte tenu des de´finitions des entropies (I.3) et (I.4). Nous obtenons ainsi la condition
suffisante
hν(2) < hQ(2).
Ceci conclut la de´monstration du the´ore`me I.1.
Remarques.
• Lorsque l’environnement est gaussien, nous montrons dans la partie I.2.4 que cette
condition suffisante est en fait ne´cessaire en prouvant que la fonction α 7→ βα est
concave. Nous pensons que ce re´sultat est toujours vrai pour des environnements
beaucoup plus ge´ne´raux, mais nous n’avons pu mener a` bien les calculs.
• Lorsqu’il existe, nous pouvons de´finir le couple optimal note´ (αc, βαc). Il satisfait
la relation ∂ψ∂α (αc, βαc) = 0, que nous pouvons re´e´crire :
βαcλ
′(αcβαc)− λ(βαc) = −12
∑
t,x
ln p(t, x)
p(t, x)α/2
ρ(α)
.
Finalement, en utilisant la de´finition (I.10) de βα, nous obtenons
αcβαcλ
′(αcβαc)− λ(αcβαc) = hν(αc).
• Lorsque le polyme`re vit sur un arbre re´gulier avec 2d branches, la fonction ρ atteint
son maximum en αc = α1 = 1, et la tempe´rature inverse critique βtc satisfait la
relation suivante :
βtcλ
′(βtc)− λ(βtc) = ln(2d).
L’entropie et la dimension
Nous terminons cette partie avec un lemme concernant le comportement de hQ(2)
par rapport a` la dimension d.
Lemme I.2.4. On conside`re un polyme`re de´fini sur le graphe Zd. La fonction
d 7→ hQ(2) est croissante.
De´monstration. Pour commencer, remarquons (cf. [OS96] Lemma 1) que la fonction
d 7→ 1− qd est de´croissante. Ainsi, d 7→ − ln(1− qd) est croissante.
Par ailleurs, comme la fonction λ est strictement convexe, β 7→ λ(2β) − 2λ(β) est
croissante. Ainsi, d 7→ β2 est croissante.
Finalement, nous pouvons ve´rifier que β 7→ 2βλ′(2β) − λ(2β) est croissante, ce qui
permet de conclure que d 7→ hQ(2) est croissante.
Nous pensons que la fonction d 7→ hν(2) est de´croissante, ce qui permettrait de
montrer l’existence d’une dimension critique au-dela` de laquelle la tempe´rature inverse
β2 n’est pas la tempe´rature inverse critique.
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I.2.4 L’environnement gaussien et la condition suffisante
Proposition I.2.5. Lorsque l’environnement est gaussien, la fonction α 7→ βα est
concave. Ainsi, la me´thode des moments fractionnaires permet de montrer que β2 < βc
si et seulement si hν(2) < hQ(2).
Lorsque l’environnement suit une loi normale centre´e re´duite, nous pouvons inverser
aise´ment la condition (I.10) d’uniforme inte´grabilite´. En effet, le cumulant vaut
λ(β) =
β2
2
.
La condition d’uniforme inte´grabilite´ permet ainsi de de´finir la quantite´
β2α
2
= − ln ρ(α)
α(α− 1) .
De´monstration. Les variations de α 7→ βα sont les meˆmes que celles de β2α/2 et nous
remarquons que
∂α
(
β2α
2
)
= −
∑
t,x ln p
1/2(t, x)p
α/2(t,x)
ρ(α)
α(α− 1) +
2α−1
α2(α−1)2 ln ρ(α)
= 1
α2(α−1)2
{
(2α− 1) ln ρ(α)− α(α− 1)
∑
t,x
ln p1/2
pα/2
ρ(α)
}
=:
Ψ(α)
α2(α− 1)2 .
Ainsi, il suffit d’e´tudier le signe de Ψ. Pour cela, nous e´tudions ses variations :
∂αΨ(α) = 2 ln ρ(α) + (2α− 1)
∑
t,x
ln p1/2
pα/2
ρ(α)
− · · ·
· · · − (2α− 1)
∑
t,x
ln p1/2
pα/2
ρ(α)
− · · ·
· · · − α(α− 1)
∑
t,x
(ln p1/2)2
pα/2
ρ(α)
+ · · ·
· · ·+ α(α− 1)
(∑
t,x
ln p1/2
pα/2
ρ(α)
)2
= 2 ln ρ(α)− α(α− 1)V arνα
(
ln p1/2
)
≤ 0,
ou` nous avons note´ να la mesure sur N× Zd de´finie par να(t, x) = p(t,x)
α/2
ρ(α) .
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I.2.5 Des exemples d’environnements
Pour illustrer les re´sultats the´oriques pre´ce´dents, nous pre´sentons quelques environ-
nements particuliers. Ces simulations nume´riques montrent que le comportement de
α 7→ βα est relie´ a` la loi de l’environnement. Quand la dimension d est plus grande que
3, il existe un environnement pour lequel βc > β2.
Nous renvoyons a` la partie I.2.6 pour la description des simulations et la construction
effective du tableau re´capitulatif suivant. On rappelle que βc 6= β2 de`s que hν(2) <
hQ(2).
d hν(2) hQ(2)
binomial poisson gaussien
3 5.18 4.96 6.42 2.16
4 4.08 7.59 10.30 3.29
5 3.52 9.17 12.73 4
L’environnement binomial
Nous conside´rons dans cette partie un environnement binomial B(n, p). Ainsi, nous
supposons g ∼ B(n, p), i.e.
Q =
n∑
j=0
Cjnp
j(1− p)n−jδj ,
ou` δ de´signe la masse de Dirac. Le cumulant de l’environnement binomial de´crit ci-
dessous n’est pas de´fini en tout point de la droite re´elle. Cependant, nous pouvons
effectuer tous les raisonnements pre´ce´dents sur son intervalle de de´finition.
Nous avons ainsi :
λ(β) = n ln
(
1− p+ peβ
)
.
Remarques.
• Meˆme si l’environnement est borne´, le comportement du polyme`re est diffe´rent du
comportement d’un polyme`re plonge´ dans un environnement de Bernoulli {±1}
pour lequel β2 = +∞.
• Nous pouvons e´galement remarquer que le comportement du polyme`re est lie´ au
parame`tre p. En effet, lorsque p = 1/2 et d = 5, β2 = +∞.
Un environnement poissonien
Soit |g| ∼ P(k), i.e. Q = e−kδ0 + 12
∑
j∈Z? e
−k k|j|
|j|! δj . Nous obtenons,
λ(β) = ln
e−k
2
+ ln
{
eke
β
+ eke
−β}
.
Nous choisissons k = 0.01 (cf. figure I.2.5).
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Fig. I.5 – La loi de Poisson de parame`tre 0.01
Les simulations nume´riques montrent que le crite`re (I.10) d’uniforme inte´grabilite´
est meilleur que la me´thode du moment d’ordre 2 quelle que soit la dimension.
L’environnement gaussien
Lorsque l’environnement est gaussien N (0, σ2), toutes les e´quations pre´ce´dentes
peuvent eˆtre inverse´es aise´ment. En effet,
λ(β) =
β2σ2
2
, β22 =
− ln ρ(1− qd)
σ2
.
Ainsi, on obtient la valeur
hQ(2) = −2 ln(1− qd).
Remarque. Pour les environnements pre´ce´dents, changer le parame`tre de la loi in-
fluenc¸ait le comportement de βαc . En particulier, plus l’environnement est concentre´
autour de 0, plus hQ(2) est grand. Au contraire, pour les environnements gaussiens,
l’entropie ne de´pend pas de la variance.
I.2.6 Programmes
Les simulations nume´riques nous permettent d’obtenir une valeur de hν(2). Pour
obtenir ces valeurs, nous simulons N marches ale´atoires en dimension d, de longueur n et
regardons leur premier point d’intersection. Nous notons q˜d l’approximation nume´rique
de qd ainsi obtenue.
d qd q˜d − qd hν(2) n N
3 0.34 −2.8 · 10−4 5.18 50 000 1 000 000
4 0.19 −1.3 · 10−4 4.08 50 000 1 000 000
5 0.14 −2 · 10−4 3.53 50 000 100 000
Les lignes qui suivent pre´sentent le programme (re´dige´ en scilab) qui permet de
calculer p(t, x). Le re´sultat obtenu est un vecteur ligne contenant la probabilite´ que
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deux marches ale´atoires se rencontrent pour la premie`re fois en (t, x). Ce vecteur ne
contient plus l’information concernant le t et le x conside´re´s.
function [y] = P(d,n,N)
//P(d,n,N) 1<i<n
//d : dimension du probleme
//n : longueur maximale des m.a.
//N : nombre de m.a. simulees
//Initialisation du compteur
//colonne : [coord du point d’intersection; instant; compteur]
c=zeros(d+2,1);
for i = 1:N;
// Construction de 2 m.a. de longueurs n
// direction du saut de la m.a. (\pm 1)
x = 2*floor(2*rand(1,2*n))-1;
// numero de la coordonnee qui saute (dans 1,...,d)
j = floor(d*rand(1,2*n))+1
// Matrice des increments n colonnes pour chacun des increments,
// 2d lignes pour chacune des ma
xi = zeros(2*d,n);
// numero de la coord qui saute (numerotation des elements
// de la matrice permiere colonne, puis deuxieme colonne, etc...)
j = j+(0:d:d*(2*n-1));
// construction des sauts
xi(j) = x;
X = cumsum(xi,’c’);
// on fait un peu de nettoyage
clear xi;clear j; clear x;
// vecteur ligne : 0 si les m.a. sont au meme point, 1 sinon
// (les marches aleatoires se rencontrent lorsque toutes leurs
// coordonnees sont egales)
z = prod(X(1:d,:)==X(d+1:2*d,:),’r’);
// on ne garde en memoire qu’une des 2 m.a.
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X=X(1:d,:);
if z==zeros(1,length(z)) then
;
else
I = find(z); //Instants de rencontre
T = I(1); //Instant de la premiere rencontre
//On regarde si des m.a. se sont deja rencontrees en ce point
s = size(c);
m = s(2);
v = [X(1:d,T);T]*ones(1,m); //matrice pleine du vecteur rencontre
//w vaut 1 a la colonne k si les deux vecteurs sont egaux
w = prod(c(1:d+1,:)==v,’r’);
if w==zeros(1,length(w)) then
c(:,m+1) = [X(1:d,T);T;1]; //On rajoute un point de rencontre
else
I = find(w);
k = I(1);
c(d+2,k)=c(d+2,k)+1;
end;
end;
end;
//Proportion des m.a. se rencontrant en un point (t,x)
s = size(c);m=s(2);
y=c(d+2,2:m)/N
endfunction
Le programme permettant de calculer l’entropie.
function [y]=entropie(d,n,N)
// entropie(d,n,N)
// Calcul de l’entropie du reseau Zd
// d : dimension du probleme
// n : longueur des m.a.
// N : nombre de couples de m.a. simulees
getf("P.sci","c");
P1=P(d,n,N);
// les valeurs theoriques de pd de [G90] a 10^(-6) pres
pd=[0,0,0.340537,0.193202,0.135179];
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// la valeur empirique de pd trouvee par simulation
pd_chap=sum(P1);
// la valeur de l’entropie du reseau
h=-sum(log(P1/pd(d)).*(P1/pd(d)));
// en retour l’erreur commise sur pd et la valeur de l’entropie
y=[d n N pd_chap-pd(d) h];
fd=mopen(’entropie.txt’,’wb’);
y=string(y);
mputl(y,fd);
mclose(fd);
Le programme permettant de ve´rifier que β2 est finie.
clear
x0=1;
// Definition du cumulant de diffe´rentes lois de probabilite´
// Binomiale symetrisee
p=0.01;n=5;
deff(’[y]=l(b)’ , ’y= log((p*exp(b)+1-p)^n+(p*exp(-b)+1-p)^n)-log(2)’);
deff(’[y]=Dl(b)’,’y=(n*p*exp(b)*(p*exp(b)+1-p)^(n-1)-n*p*exp(-b)*
(p*exp(-b)+1-p)^(n-1))/((p*exp(b)+1-p)^n+(p*exp(-b)+1-p)^n)’);
// Gaussienne
deff(’[y]=l(b)’ , ’y= b^2/2’);
deff(’[y]=Dl(b)’,’y=b’);
// Poisson symetrisee
x0=0.001;
k=0.01;
deff(’[y]=l(b)’ , ’y=log(exp(-k)/2)+log(exp(k*exp(b))+exp(k*exp(-b)))’);
deff(’[y]=Dl(b)’,’y=(k*exp(b)*exp(k*exp(b))-k*exp(-b)*exp(k*exp(-b)))
/(exp(k*exp(b))+exp(k*exp(-b)))’);
// Bernoulli
p=1/9;
deff(’[y]=l(b)’ , ’y=log(p*exp(b)+(1-p)*exp(-b))’);
deff(’[y]=Dl(b)’,’y=(p*exp(b)-(1-p)*exp(-b))/(p*exp(b)+(1-p)*exp(-b))’);
// Lorsque l’erreur em n’est pas proche de 0, c’est que c¸a diverge...
// Poisson normale
x0=0.001;
k=1000;
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deff(’[y]=l(b)’ , ’y= k*(exp(b)-1)’);
deff(’[y]=Dl(b)’,’y=k*exp(b)’);
// Il semblerait qu’il n’y ait pas de k qui permette de tuer l’entropie du re´seau
// Binomiale normale
n=5;p=0.001;
deff(’[y]=l(b)’ , ’y=n*log(1-p+p*exp(b))’);
deff(’[y]=Dl(b)’,’y=n*p*exp(b)/(1-p+p*exp(b))’);
//n=5;p=0.001; suffit a` battre tout le monde de`s la dimension 3.
// Quand p diminue, visiblement, l’entropie augmente
// Definition des vecteurs dimension et probabilites de retour
d=[3,4,5];
pd=[0.34,0.193,0.135];
for i=1:length(pd)
// Definition de la fonction auxilliaire
deff(’[y]=g(b)’,’y=l(2*b)-2*l(b)+log(pd(i))’);
// Calcul de b2
b2(i)=fsolve(x0,g);
e2(i)=g(b2(i));
// Calcul de la borne superieure sur bc
deff(’[y]=f(b)’,’y=l(b)-b*Dl(b)+log(2*d(i))’);
bm(i)=fsolve(x0,f);
em(i)=f(bm(i));
// Calcul de l’entropie de l’environnement
h(i)=2*b2(i)*Dl(2*b2(i))-l(2*b2(i));
end
h
e2
em
I.3 Le temps continu et l’e´quation d’Anderson parabo-
lique
On conside`re dans cette partie un polyme`re dirige´ de´fini non plus de manie`re discre`te
mais avec une e´chelle de temps continue. On suppose que ce polyme`re e´volue dans un
environnement dont les valeurs sont des mouvements browniens. Bien que ne re´pondant
pas au souhait des physiciens qui pre´fe`rent les mode`les a` temps discret, les mode`les
en temps continu pre´sentent l’avantage d’arguments souvent plus faciles a` lire. Une
illustration de ce fait peut-eˆtre consulte´e dans l’article [CH06] ou` Ph. Carmona et Y. Hu
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utilisent la formule d’Itoˆ pour donner une caracte´risation de la phase de fort de´sordre.
Plus pre´cise´ment, on note ω une marche ale´atoire a` temps continu sur Zd de taux de
saut κ, i.e. les temps entre deux sauts de la marche ale´atoire sont inde´pendants et de loi
exponentielle de parame`tre κ. Pour tout point x de Zd, on note Px la loi de la marche
ale´atoire issue de x. En particulier, on notera pt(x) = P0(ωt = x). Nous noterons L le
ge´ne´rateur de la marche ale´atoire et ∆ le laplacien discret, i.e. pour toute fonction f ,
Lf(x) = κ
2d
∑
y∼x
(f(y)− f(x)) = κ∆f(x),
ou` y ∼ x signifie que x et y sont voisins sur le graphe Zd , i.e. x, y ∈ Zd et ‖x−y‖1 = 1.
On de´finit e´galement la tribu engendre´e par la marche ale´atoire jusqu’a` l’instant t,
Ft = σ {ωs, s ≤ t} .
En tout point de Zd on de´finit l’environnement comme e´tant une famille de mouve-
ments browniens inde´pendants
(
Bx(t), t ≥ 0, x ∈ Zd
)
. On noteraQ la loi de cette famille
de mouvements browniens. Pour ce mode`le de polyme`res, on conside`re l’hamiltonien
Ht =
∫ t
0
dBωs(s).
La fonction de partition modifie´e est de´finie pour toute tempe´rature inverse β ≥ 0 par
Wt(β;x) = Px
[
eβ
R t
0 dBωs (s)−tβ2/2
]
.
La mesure polyme`re est alors donne´e par
µt(·) =
P
[
· eβHt−tβ2/2
]
Wt
.
tempst
τ2τ1
ωt
Zd
ω0
Fig. I.6 – Polyme`re dirige´ en temps continu : τ1, τ2 − τ1, . . . sont i.i.d. de loi Exp(κ)
On appellera fonction de partition point a` point la fonction de partition des po-
lyme`res conditionne´s a` se trouver en un certain point a` l’instant t, i.e. pour tout couple
(x, y) ∈ Zd × Zd,
Wt(β;x, y) = Px
[
eβ
R t
0 dBωs (s)−tβ2/21ωt=y
]
.
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Remarque. Par la suite, nous oublierons souvent la de´pendance en β et noterons
Wt(β;x, y) =Wt(x, y).
On se propose d’e´tudier la limite de l’e´nergie libre 1t lnWt lorsque t → ∞, puis
d’e´tablir une asymptote de cette limite lorsque β →∞ (i.e. a` tempe´rature nulle). Nous
de´montrons dans le the´ore`me I.8 l’existence de la quantite´
p(κ, β) = lim
t→∞
1
t lnWt(β).
The´ore`me I.3. En utilisant les notations de´finies pre´ce´demment, pour κ > 0 :
p(κ, β) +
β2
2
∼β→∞ α
2
8
β2
lnβ
,
ou` α est une constante de´finie dans le the´ore`me I.11.
Remarque. Un re´sultat analogue a e´te´ obtenu par D. Ma´rquez-Carreras, C. Rovira et
S. Tindel [MCRT08]. Cependant, dans les notes qui suivent, nous utiliserons unique-
ment les proprie´te´s de changement d’e´chelle des marches ale´atoires et du mouvement
brownien, e´vitant ainsi de nombreux calculs.
On rappelle que u est solution de l’e´quation d’Anderson parabolique si{
du = κ∆u(t, x) dt+ u(t, x) dBx(t)
u(0, x) = u0(x).
(I.11)
Nous utiliserons les proprie´te´s de convergence des fonctions de partition des po-
lyme`res dirige´s pour retrouver le re´sultat de [CMS02] (cf. Corollary 2.13) sans faire
appel a` la percolation.
The´ore`me I.4. Il existe une fonction κ 7→ γ(κ) telle que pour toute fonction u0 positive
borne´e,
lim
t→∞
1
t lnu(t) = γ.
Nous montrerons que γ(κ) = p(κ, 1) + 12 .
Dans un premier temps, nous rappellerons le lien entre fonction de partition point
a` point et e´quation d’Anderson parabolique. Ensuite, nous montrerons l’existence de la
limite de l’e´nergie libre en utilisant les re´sultats de concentration du calcul de Malliavin.
Enfin nous montrerons dans la partie I.3.3 (resp. I.3.4) le the´ore`me I.3 (resp. I.4) e´nonce´
pre´ce´demment.
I.3.1 Les polyme`res dirige´s et l’e´quation d’Anderson parabolique
Dans cette partie, nous nous proposons de rappeler le lien qui relie l’e´quation d’An-
derson parabolique aux polyme`res dirige´s.
The´ore`me I.5. Les fonctions de partition point a` point satisfont l’e´quation d’Anderson
parabolique : pour tout β ∈ R+, x ∈ Zd,
dWt(0, x) = LWt(0, ·)(x) dt+ βWt(0, x) dBx(t).
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De´monstration. Notons Mωt la martingale exponentielle
Mωt = e
βHt(ω)−tβ
2
2 .
On obtient ainsi en utilisant la formule d’Itoˆ,
Wt(0, x) = P [1ωt=xM
ω
t ]
= P
[
1ωt=x
(
1 +
∫ t
0
Mωs β dBωs(s)
)]
= P(ωt = x) + βP
[∫ t
0
1ωt=xM
ω
s dBωs(s)
]
= pt(x) + βP
[∫ t
0
P [1ωt=x|Fs]Mωs dBωs(s)
]
= pt(x) + βP
[∫ t
0
pt−s(x− ωs)Mωs dBωs(s)
]
,
ou` nous avons utilise´ la proprie´te´ de Markov puis les proprie´te´s de syme´trie des marches
ale´atoires simples.
On remarque ensuite que la de´finition du ge´ne´rateur nous permet d’obtenir,
pt−s(y) = p0(y) +
∫ t
s
∂upu−s(y) du
= 1y=0 +
∫ t
s
Lpu−s(y) du.
En injectant cette dernie`re relation dans l’expression pre´ce´dente,
Wt(0, x) = pt(x) + βP
[∫ t
0
∫ t
s
Lpu−s(ωs − x) duMωs dBωs(s)
]
+ · · ·
· · ·+ β
∫ t
0
Ws(0, x) dBx(s).
Or, comme la quantite´
∫ ∫
(Lpu−s(ωs − x)Mωs )2 du ds est finie, on peut utiliser le
the´ore`me de Fubini stochastique (cf. [RY05] p. 175)
P
t∫
0
t∫
s
Lpu−s(ωs − x) duMωs dBωs(s)=
t∫
0
LP
 u∫
0
pu−s(ωs − ·)Mωs dBωs(s)
 (x) du
=
∫ t
0
L{Wu(0, ·)− pu(·)} (x) du.
et on a bien le re´sultat attendu,
Wt(0, x) =W0(0, x) +
∫ t
0
LWs(0, ·)(x) ds+ β
∫ t
0
Ws(0, x) dBx(s).
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I.3.2 Quelques re´sultats de convergence
On se propose, dans cette partie, de ve´rifier que les the´ore`mes de convergence vrais
dans le cadre discret sont toujours ve´rifie´s dans le cadre continu.
La convergence L1
On commence par s’inte´resser a` la convergence de l’e´nergie libre. La convergence en
norme L1 repose sur une proprie´te´ de sous-additivite´ he´rite´e de la proprie´te´ de Markov.
Lemme I.3.1 (Proprie´te´ de Markov). Pour tous s, t > 0,
Wt+s(β;x) =
∑
z∈Zd
Wt(β;x, z)Ws(β; z, θtB), (I.12)
ou` θtB de´signe le mouvement brownien translate´ d’un temps t.
De´monstration. On utilise la proprie´te´ de Markov de la marche ale´atoire ω :
Wt+s(β;x) = Px
[
eβHt+s(ω,B)−(t+s)β
2/2
]
= Px
[
eβHt−tβ
2/2eβ
R s
0 dBω(t+u)(u)−sβ2/2
]
= Px
[
eβHt−tβ
2/2Ws(β;ωt, θtB)
]
=
∑
z∈Zd
Wt(β;x, z)Ws(β; z, θtB).
The´ore`me I.6 (Convergence L1). Il existe une fonction (κ, β) 7→ p(κ, β) telle que :
lim
t→∞
1
tQ [lnWt(0)] = p(κ, β) dans L
1.
De´monstration. On va utiliser un re´sultat de sous-additivite´ a` partir de la pro-
prie´te´ (I.12) de Markov :
Wt+s(0) = Wt(0)
∑
z∈Zd
µt(ωt = z)Ws(z, θtB)
lnWt+s(0) = lnWt(0) + ln
∑
z
µt(ωt = z)Ws(z, θtB)
≥ lnWt(0) +
∑
z
µt(ωt = z) lnWs(z, θtB)
Q [lnWt+s(0)] ≥ Q [lnWt(0)] +
∑
z
µt(ωt = z)Q [lnWs(z, θtB)]
≥ Q [lnWt(0)] +Q [lnWs(0)] .
On conclut en utilisant le the´ore`me de convergence des suites sous-additives (cf. [Dur96],
Lemma 9.1 p. 69).
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Quelques rappels sur le calcul de Malliavin
Soit H un espace de Hilbert muni d’un produit scalaire 〈·, ·〉. On conside`re un pro-
cessus gaussien (Bh, h ∈ H) tel que pour tous g, h ∈ H, Q [BhBg] = 〈h, g〉. Le calcul
de Malliavin permet de de´finir une notion de diffe´rentielle sur de tels espaces.
Soit F : Rn → R une fonction de classe C1. On de´finit
DF (Bh1 , . . . , Bhn) =
n∑
i=1
∂xiF (Bh1 , . . . , Bhn)hi.
On note D1,p la fermeture de l’espace de Schwartz des fonctions de classe C∞ a`
croissance polynomiale S = {f : R→ R, f ∈ C∞p (R)} par rapport a` la norme
‖F‖1,p = (Q [|F |p] +Q [‖DF‖p])1/p .
On peut alors de´finir l’ite´re´e de D et conside´rer l’espace Dk,p munit de la norme
‖F‖pk,p = Q [|F |p] +
k∑
j=1
Q
[‖DjF‖p
H⊗j
]
.
On note D∞ = ∩p≥1 ∩k≥1 Dk,p.
Proposition I.3.2 (cf. [Nua98] Proposition 1.1.1). Soient ϕ : R→ R une fonction
de classe C1, p ≥ 1 et F une variable ale´atoire de D1,p. Alors, ϕ(F ) ∈ D1,p et
D (ϕ(F )) = ϕ′(F )DF.
On utilisera e´galement le re´sultat de concentration suivant,
The´ore`me I.7 (cf. [U¨Z00] Theorem B.8.1). Soient p > 1, F ∈ D1,p avec DF ∈ L∞.
Alors, nous avons l’estime´e de la queue de probabilite´
Q (|F −Q [F ] | > c) ≤ 2e−
c2
2‖DF‖2∞ .
La convergence p.s.
Pour passer de la convergence L1 a` la convergence p.s., on va utiliser le re´sultat de
concentration pre´ce´dent. On notera pour simplifier Wt =Wt(β;x).
Lemme I.3.3 (Ine´galite´ de concentration). Pour tout u > 0,
Q (|lnWt −Q [lnWt]| ≥ u) ≤ 2e−
u2
2β2t .
De´monstration. On commence par fixer le cadre dans lequel nous utilisons les re´sultats
du calcul de Malliavin.
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Soit Ω l’espace des chemins pouvant eˆtre emprunte´s par les marches ale´atoires de
longueur t, i.e.
Ω =
{
ω : [0, t]→ Zd; ‖ωs − ωs−‖1 ≤ 1
}
,
pour x ∈ Zd, on notera ω(s, x) = 1ωs=x la fonction de [0, t] × Zd → R qui donne la
composante de ω en x au temps s.
Par abus de notation, on note
Ω =
ω : [0, t]× Zd → {0, 1}; ∑
x∈Zd
‖ω(s, x)− ω(s−, x)‖1 ≤ 1, ∀s ∈ [0, t]
 .
Pour γ, τ ∈ Ω, on de´finit le produit scalaire :
〈γ, τ〉 =
∑
x∈Zd
∫ t
0
γ(s, x)τ(s, x)ds.
On remarque que, pour γ, τ ∈ Ω, 〈γ, τ〉 ≤ t.
On note H l’espace de Hilbert L2([0, t]× Zd) muni de la norme
‖h‖2 =
∫
[0,t]
∑
x∈Zd
|h(s, x)|2 ds.
On note e´galement H =
{
Bγ :=
∑
x∈Zd
∫ t
0 γ(s, x)dBx ds, γ ∈ H
}
. On a bien
Q
∑
x∈Zd
∫ t
0
γ(s, x) dBx(s)
∑
y∈Zd
∫ t
0
τ(s, y) dBy(s)
 = ∑
x∈Zd
∫ t
0
γ(s, x)τ(s, x) ds
= 〈γ, τ〉.
On remarque enfin que pour γ ∈ Ω et en notant (ti) les instants de saut de γ, on a
Bγ =
∑
x∈Zd
∫ t
0
1γ(s)=x dBx(s)
=
∑
x∈Zd
∑
i
∫ ti+1
ti
1γ(s)=x dBx(s)
=
∑
i
∑
x∈Zd
∫ ti+1
ti
1γ(s)=x dBx(s)
=
∑
i
∫ ti+1
ti
dBγ(s)(s)
=
∫ t
0
dBγ(s)(s).
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On note Mγt la martingale e
β
R t
0 dBγs (s)−tβ2/2. On a ainsi
Wt =
∫
Ω
Mγt P(ω ∈ dγ).
En utilisant la proposition I.3.2 de de´rivation des fonctions compose´es,
D (lnWt) =
DWt
Wt
=
∫
DMωt P(dω)
Wt
=
1
Wt
∫
βωeβ
R t
0 Bωs (s)−tβ2/2P(dω)
= βµt(ω),
ou` on rappelle que µt de´signe la mesure de Gibbs du polyme`re.
On obtient ainsi :
〈D lnWt, D lnWt〉= 1
W 2t
〈∫
βγeβ
R t
0 dBγs (s)−tβ2/2P(dγ),∫
βτeβ
R t
0 dBτs (s)−tβ2/2P(dτ)
〉
=
β2
W 2t
∫
〈γ, τ〉eβ
R t
0 dBγs (s)−tβ2/2
eβ
R t
0 dBτs (s)−tβ2/2P(dγ)P(dτ)
=β2µ⊗2 (〈γ, τ〉)
≤β2t.
Finalement, en utilisant le the´ore`me I.7 de concentration du calcul de Malliavin,
Q (| lnWt −Q [lnWt] | ≥ u) ≤ 2 exp
(
− u
2
2β2t
)
.
The´ore`me I.8 (Convergence presque-suˆre). En utilisant les notations pre´ce´dentes,
on a la limite presque-suˆre suivante
lim
t→∞
1
t
lnWt = p(κ, β), Q− p.s.
De´monstration. On de´finit pour cela le processus :
Vt = lnWt −Q [lnWt] .
Pour ω1, ω2 deux marches ale´atoires inde´pendantes, on note Is leur probabilite´
d’intersection a` l’instant s sous la mesure polyme`re, i.e. Is = µ⊗2s (ω1s = ω2s). La formule
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d’Itoˆ permet alors d’obtenir
d lnWt =
1
Wt
dWt − 12W 2t
d [W,W ]t
=
1
Wt
dWt − β22 It dt,
lnWt = Mt − 12 [M,M ]t ,
ou` [M,M ]t ≤ β2t.
Soit tn une suite croissante, tn →∞, 1/2 < γ < 1,
Q
[
sup
tn≤s≤tn+1
|Vs − Vtn |
]
≤ Q
[
sup
tn≤s≤tn+1
|Ms −Mtn |
]
+ β2(tn+1 − tn)
≤ C tγn + β2(tn+1 − tn),
ou` on a utilise´ la majoration de [M,M ]t combine´e avec l’ine´galite´ de Burkholder-Davis-
Gundy (cf. [RY05] Theorem 4.1 p. 160).
On utilise ensuite le lemme de concentration :
Q(|Vtn | ≥ tγn) ≤ 2 exp
(
− t
2γ−1
n
2β2
)
.
On utilise enfin le the´ore`me de Borel-Cantelli et on choisit : tn+1 = tn+t
γ
n pour conclure.
La convergence de l’e´nergie libre point a` point
On rappelle la de´finition de la fonction de partition point a` point :
Wt(x, y) = Px
[
eβ
R t
0 dBωs (s)−tβ2/21ωt=y
]
.
Comme pre´ce´demment, on montre la proprie´te´ de Markov suivante.
Lemme I.3.4 (Proprie´te´ de Markov). Pour tous s, t > 0,
Wt+s(x, y) =
∑
z∈Zd
Wt(x, z)Ws(z, y, θtB) (I.13)
On va s’inte´resser a` une marche ale´atoire qui revient en 0. Nous noterons ainsi
Wt =Wt(β; 0) et W 0t =Wt(β; 0, 0). On e´tablit ainsi le the´ore`me suivant :
The´ore`me I.9 (Convergence L1). Il existe une fonction (κ, β) 7→ p1(κ, β) telle que :
lim
t→∞
1
tQ
[
lnW 0t
]
= p1(κ, β) dans L1.
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De´monstration. Il suffit d’e´tablir une relation de sous-additivite´ :
Wt+s(0, 0) =
∑
z
Wt(0, z)Ws(z, 0, θtB)
≥ Wt(0, 0)Ws(0, 0, θtB)
Q [lnWt+s(0, 0)] ≥ Q
[
lnW 0t
]
+Q
[
lnW 0s
]
.
On obtient ainsi le re´sultat annonce´ en utilisant le lemme de suradditivite´.
On peut, comme pre´ce´demment, e´tablir l’ine´galite´ de concentration suivante. Notons
Y 0t le processus lnW
0
t −Q
[
lnW 0t
]
.
Lemme I.3.5 (Ine´galite´ de concentration). Soit t > 0. Alors,[
Y 0, Y 0
]
s
≤ β2s.
Ainsi, on obtient
Q
(∣∣lnW 0t −Q [lnW 0t ]∣∣ ≥ u) ≤ 2 exp(− u22β2t).
De´monstration. La construction des espaces de Hilbert est similaire dans ce cas. En
notant
µt,0(·) = 1
W 0t
P
[
·1ωt=0 eβHt−t
β2
2
]
,
le seul changement est le suivant :
〈D lnW 0t , D lnW 0t 〉 = β2µ⊗2t,0 (〈γ, τ〉)
≤ β2t.
The´ore`me I.10 (Convergence p.s.). En utilisant les notations pre´ce´dentes,
lim
t→∞
1
t lnW
0
t = p1(κ, β), Q− p.s..
De´monstration. Posons V 0t = lnW
0
t − Q
[
lnW 0t
]
avec lnW 0t = M
0
t − β
2
2 At ou` M
0
t
de´signe la partie martingale, A0t le processus a` accroissements finis. On utilise les meˆmes
arguments que dans la partie pre´ce´dente car l’e´quation d’Anderson parabolique permet
d’obtenir les majorations A0t ≤ t, M0t ≤ t.
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I.3.3 Le comportement asymptotique de l’e´nergie libre
Quelques rappels autour d’une fonction du mouvement brownien
Pour I = [a, b] ⊂ R, x ∈ Zd et k ∈ N, on note ΩxI,j l’ensemble des chemins de
marches ale´atoires de´finis sur l’intervalle de temps [a, b] qui sautent exactement j fois,
i.e.
ΩxI,j = {γ : I → Zd, γ(a) = x, ‖γs − γs−‖1 ≤ 1, pour tout s ∈ I, N(γ, I) = j}.
On notera N(γ, I) le nombre de sauts de la marche ale´atoire γ durant l’intervalle de
temps I. On de´finit alors l’e´nergie maximale des polyme`res de´finis par ces chemins,
AxI,j = sup
γ∈ΩxI,j
∫ b
a
dBγs(s).
On montre alors le the´ore`me suivant en utilisant le the´ore`me de sous-additivite´ de
Kingmann (cf. [Lig85] Theorem 2.6 p. 277).
The´ore`me I.11 (cf. [CMS02] Theorem 1.3). Soit A0,n = A0[0,n],n. Il existe une
constante α telle que
lim
n→∞
A0,n
n
= α.
L’e´nergie libre et taux de saut
Pour utiliser les re´sultats de´ja` obtenus pre´ce´demment par [CKM01] et [CMS02], on
note
γ(κ) = lim
t→∞
1
t lnZt(1)
= lim
t→∞
1
t lnWt(1) +
β2
2
= p(κ, 1) +
β2
2
.
Dans [CKM01], les auteurs montrent dans le Theorem 1.1 qu’il existe une constante
c0 telle que γ(κ) ∼0 c0ln 1/κ . Ce re´sultat est raffine´ dans [CMS02] ou` les auteurs montrent
le the´ore`me suivant.
The´ore`me I.12 (cf. [CMS02] Theorem 2.14). Rappelons que γ(κ) = p(κ, 1) + β
2
2 .
On a alors,
lim
κ→0
γ(κ) ln
(
1
κ
)
=
α2
4
,
ou` α est de´finie dans le the´ore`me I.11.
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Le changement d’e´chelle, le taux de saut et la tempe´rature
L’utilisation du re´sultat pre´ce´dent pour obtenir le comportement asymptotique sur
l’e´nergie libre repose sur les proprie´te´s de changement d’e´chelle des marches ale´atoires.
Lemme I.3.6. Soit c > 0. Si ω est une marche ale´atoire continue de taux de saut κ,
alors ω./c est une marche ale´atoire continue de taux de saut κc .
De´monstration. Notons Pt le semigroupe de la marche ale´atoire, L son ge´ne´rateur et ∆
l’ope´rateur laplacien sur Zd.
Comme limt→0 1t (Ptf − f) = κ∆f , en notant P˜t, L˜ les caracte´ristiques de ω˜ :
L˜(f) = lim
t→0
1
t
(
P˜tf − f
)
= lim
t→0
1/c
t/c
(
Pt/cf − f
)
=
κ
c
∆f.
Nous pouvons maintenant de´montrer le the´ore`me I.3 annonce´.
De´monstration du the´ore`me I.3. Soit ω une re´alisation de la marche ale´atoire de taux
de saut κ ; τ1, . . . , τn, . . . ses temps de saut, ωi = ω(τ+i ). On remarque que
Ht(ω,B) =
∫ t
0
dBωs(s)
=
∞∑
i=0
(Bωi(τi+1 ∧ t)−Bωi(τi ∧ t)) .
On conside`re le mouvement brownien change´ d’e´chelle B(c)x (s) = 1√cBx(cs)
L= Bx(s),
Ht(ω,B(c)) = 1√c
∞∑
i=0
(Bωi(cτi+1 ∧ ct)−Bωi(cτi ∧ ct)).
La proprie´te´ de changement d’e´chelle permet d’effectuer les changements de temps
suivants,
τ1 = inf{s : ‖ωs − ωs−‖1 = 1},
cτ1 = inf{cs : ‖ωs − ωs−‖1 = 1}
= inf{s : ‖ωs/c − ωs/c−‖1 = 1}, . . .
Ainsi, en notant la marche change´e d’e´chelle ω˜s = ωs/c dont les instants de saut sont
(τ˜i)i et en utilisant les proprie´te´s pre´ce´dentes,
Ht(ω,B(c)) = 1√c
∞∑
i=0
(Beωi(τ˜i+1 ∧ ct)−Beωi(τ˜i ∧ ct))
= 1√
c
Hct(ω˜, B).
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On obtient ainsi
p(κ, β) = lim
t→∞
1
tQ
[
lnP
[
eβHt(ω,B)
]]
− β
2
2
= lim
t→∞
1
tQ
[
lnP
[
eβHt(ω,B
(c))
]]
− β
2
2
= c lim
t
1
ctQ
[
lnP
[
e
β√
c
Hct(eω,B)]]︸ ︷︷ ︸
p
„
κ
c ,
β√
c
«
+β
2
2c
−β
2
2
= β2 γ
(
κ
β2
)
− β
2
2
,
ou` on a choisi c = β2 dans la dernie`re e´galite´.
Or, d’apre`s le the´ore`me I.12, γ(κ) ∼0 α
2/4
ln(1/κ) . Finalement, on obtient bien
p(κ, β) +
β2
2
∼β→∞ α
2
8
β2
lnβ
.
I.3.4 Les solutions de l’e´quation d’Anderson parabolique
The´ore`me I.13. Avec les notations pre´ce´dentes,
p(κ, β) = p1(κ, β).
De´monstration. D’apre`s la de´finition, W 0t ≤Wt, soit
p1(κ, β) ≤ p(κ, β).
Il suffit donc de montrer l’ine´galite´ inverse. Pour cela, nous nous inspirons des calculs
effectue´s dans [CH04].
Tout d’abord, d’apre`s la proprie´te´ de Markov (I.13), pour tout x ∈ Zd,
W 02t ≥ Wt(0, x)Wt(x, 0, θtB)
Q
[
lnW 02t
] ≥ Q [lnWt(0, x)] +Q [lnWt(x, 0)] ,
soit, comme la marche ale´atoire est e´quilibre´e,
Q
[
lnW 02t
] ≥ 2Q [lnWt(0, x)] . (I.14)
43
Chapitre I. Les polyme`res dirige´s
Par ailleurs, pour toute constante positive M , et t ≥ 1,
Q [lnWt] = 1tQ lnW
t
t
≤ 1t lnQ
[
W tt
]
= 1t ln
Q
 ∑
|x|≤Mt
Wt(0, x)t
+Q
 ∑
|x|≥Mt
Wt(0, x)t

≤ 1t ln
Q
 ∑
|x|≤Mt
et lnWt(0,x)
+QP [etβHt−t2 β22 1[Mt,+∞] (N(ω, t))]
 .
D’une part, comme la variable ale´atoire N(ω, t) (nombre de sauts de la marche
ale´atoire ω durant l’intervalle de temps [0, t]) suit une loi de Poisson de parame`tre κt,
l’ine´galite´ de Markov nous permet d’obtenir,
Q
[
P
[
etβHt−t
2β2/2
1[Mt,+∞](N(ω, t))
]]
= P
[
Q
[
etβHt−t
2β2/2
1[Mt,+∞](N(ω, t))
]]
= P (N(ω, t) ∈ [Mt,+∞))
≤ e−MtQ
[
eN(ω,t)
]
= e−(M+κ−eκ)t.
D’autre part, on a :
Q
 ∑
|x|≤Mt
et lnWt(0,x)
 = Q
 ∑
|x|≤Mt
et[lnWt(0,x)−Q lnWt(0,x)]+tQ lnWt(0,x)

≤ c
∑
|x|≤Mt
etQ lnWt(0,x)
≤ c
∑
|x|≤Mt
e
t
2Q lnW
0
2t
≤ c(2Mt+ 1)de t2Q lnW 02t ,
ou` la premie`re ine´galite´ est une conse´quence de l’ine´galite´ de concentration et la seconde
est la conse´quence de l’ine´galite´ (I.14) e´tablie pre´ce´demment.
Ainsi, on obtient la majoration
1
tQ [lnWt] ≤ 12tQ
[
lnW 02t
]
+ 1t ln
{
c(Mt+ 1)d + e−(M+κ−eκ)t−
1
2Q[lnW 02t]
}
.
Finalement, en choisissant M assez grand, on obtient bien l’ine´galite´ manquante,
lim
t→∞
1
tQ [lnWt] ≤ limt→∞
1
2tQ
[
lnW 02t
]
.
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De´monstration du The´ore`me I.4. E´tant donne´e une condition initiale u0 borne´e par 1,
positive, non nulle, on a
δ10(x) ≤ u0(x) ≤ 1.
On obtient ainsi l’encadrement suivant,
1
tQ ln
[
W 0t
] ≤ 1tQ lnP [u0(ωt)eHt− t2 ] ≤ 1tQ ln [Wt] .
Soit finalement en utilisant le the´ore`me pre´ce´dent a` tempe´rature 1,
lim
t→∞
1
tQ lnP
[
u0(ωt)eHt
]
= γ(κ).
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II.1 Introduction
II.1.1 Le mode`le
Les oscillateurs
On conside`re un re´seau de N oscillateurs de masse unite´ nume´rote´s {1, . . . , N}. On
munit V := {1, . . . , N} d’une relation d’e´quivalence ∼ et on dit que deux atomes i, j
du re´seau sont voisins si i ∼ j. Le couple G := (V,∼) sera appele´ le graphe ou re´seau.
La position (resp. quantite´ de mouvement) de la particule i est note´e qi (resp. pi).
L’hamiltonien
L’hamiltonienH du syste`me est fonction du potentiel d’interaction U et du potentiel
d’accrochage V (cf. figure II.1).
H(q, p) =
∑
i∈V
p2i
2
+
∑
i∈V
V (qi) +
1
2
∑
j∼i
U(qi − qj).
Nous supposerons que ces potentiels sont des polynoˆmes convexes, confinants (i.e.
lim|x|→∞ U(x) = lim|x|→∞ V (x) = +∞). Ils ont donc des moments exponentiels ne´gatifs
de tout ordre par rapport a` la mesure de Lebesgue.
Remarque. Lorsque le re´seau conside´re´ est une chaˆıne a` N atomes, on obtient l’expres-
sion suivante pour l’hamiltonien :
H(q, p) =
N∑
i=1
p2i
2
+ V (qi) +
N∑
i=2
U(qi − qi−1).
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Les e´quations
Parmi les atomes de V, on distingue ceux qui sont en contact avec des thermo-
stats. On notera ∂V l’ensemble de ces atomes et pour tout atome i ∈ ∂V, Ti ∈ R?+ la
tempe´rature du thermostat auquel il est relie´. L’interaction entre l’atome et le thermo-
stat est mode´lise´e par un processus d’Ornstein-Uhlenbeck. On de´crit ainsi l’e´volution
de ce syste`me me´canique via la diffusion : pour tout i ∈ V,{
dqi = pi dt
dpi = −∂qiH dt+
(−pi dt+√2Ti dBi)1i∈∂V , (II.1)
ou` (Bi)i∈∂V est une famille de mouvements browniens inde´pendants.
J.-P. Eckmann, C.-A. Pillet et L. Rey-Bellet [EPRB99a], ont obtenus des e´quations
analogues comme approximation markovienne d’un mode`le microscopique de re´seau
d’oscillateurs en contact avec de grands thermostats. Suivant les notations introduites
dans [MNV03] et [Car07], nous conside´rons le syste`me simplifie´ pre´sente´ ci-dessus.
On remarque que comme U est paire,
∂qiH = V
′(qi) +
1
2
∑
j∼i
U ′(qi − qj)− 12
∑
j∼i
U ′(qj − qi)
= V ′(qi) +
∑
j∼i
U ′(qi − qj),
On notera Z = (q, p) ∈ Rn, ou` n = 2N .
II.1.2 Le semigroupe et le ge´ne´rateur
Pour fixer les notations, nous rappelons ici quelques re´sultats ge´ne´raux sur les se-
migroupes de diffusion (cf. [RY05] par exemple).
Le semigroupe
Soit le semigroupe (Pt)t≥0 de la diffusion (Zt)t≥0, i.e. pour toute fonction mesurable
positive φ, pour tout z ∈ Rn,
Ptφ(z) = Ez [φ(Zt)] .
Nous conside´rons le noyau associe´ au semigroupe de´fini via l’action
Ptφ(z) =
∫
φ(y) Pt(z, dy).
Lorsque la fonction φ est une fonction indicatrice, nous noterons pour tout ensemble
bore´lien A,
Pt(z,A) = Pt1A(z).
Les re´sultats dont nous aurons besoin par la suite utilisent les proprie´te´s de re´gularite´
des semigroupes.
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De´finition II.1 (Fortement fellerien). Un semigroupe (Pt)t≥0 est dit fortement
fellerien si pour toute fonction mesurable borne´e f et tout t > 0, la fonction z 7→ Ptf(z)
est continue.
L’adjoint formel du semigroupe (Pt)t≥0 agit sur l’espace des mesures de probabilite´
via la formule suivante. Soient µ une mesure de probabilite´, A un ensemble bore´lien,
P ?t µ(A) =
∫
Pt(z,A) µ(dz).
De´finition II.2 (Mesure invariante). Une mesure µ est dite invariante pour la
diffusion si pour tout re´el strictement positif t,
P ?t µ = µ.
Le ge´ne´rateur
Nous noterons L le ge´ne´rateur de la diffusion (Zt)t≥0 et DL son domaine. Rappelons
que la diffusion stochastique (II.1) a pour ge´ne´rateur l’ope´rateur diffe´rentiel du second
ordre
Lf = {H, f} −
∑
i∈∂V
pi∂pif +
∑
i∈∂V
Ti∂
2
pif, ∀f ∈ DL, (II.2)
ou` {H, f} de´signe le crochet de Poisson de H et f , c’est-a`-dire,
{H, f} =
∑
i∈V
∂piH ∂qif − ∂qiH ∂pif.
Nous conside´rerons l’adjoint formel L? du ge´ne´rateur L de´fini pour toute fonction f ∈
DL? par
L?f = −{H, f}+
∑
i∈∂V
(f + pi∂pif) +
∑
i∈∂V
Ti∂
2
pif. (II.3)
Les e´quations de Fokker-Planck
Semigroupe et ge´ne´rateur sont relie´s via l’e´quation de Fokker-Planck. Pour toute
fonction f ∈ DL,
∂tPtf = LPtf = PtLf. (II.4)
II.1.3 La non-explosion de la diffusion
Pour montrer que la diffusion est bien de´finie, nous utilisons la caracte´risation sui-
vante.
De´finition II.3 (Fonction de Lyapunov). Une fonction W de Rn est appele´e fonc-
tion de Lyapunov si
1. pour tout z ∈ Rn, W (z) ≥ 1,
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2. W est confinante, i.e.
lim
|z|→∞
W (z) = +∞.
The´ore`me II.1 (Non-explosion, cf. [RB06] Theorem 5.9 ou [MT93] Theorem
2.1). S’il existe une fonction de Lyapunov W de classe C∞ et une constante C > 0
telles que
LW ≤ CW,
alors la diffusion est de´finie pour tout temps t ≥ 0 et satisfait
PtW (z) ≤W (z)ect.
De plus, le domaine DL contient toutes les fonctions de classe C2 domine´es par W .
Remarque. Comme une fonction de Lyapunov est toujours supe´rieure a` 1, il suffit de
ve´rifier que LW ≤ c.
Corollaire II.1.1. La diffusion associe´e aux re´seaux conducteurs de chaleur de´finie
par l’e´quation (II.1) est bien de´finie.
De´monstration. On remarque que
LH = {H,H} −
∑
i∈∂V
pi∂piH +
∑
i∈∂V
∂2piH
=
∑
i∈∂V
(
Ti − p2i
)
≤
∑
i∈∂V
Ti.
La remarque et le the´ore`me II.1 pre´ce´dents nous permettent donc de conclure.
II.1.4 Les mesures invariantes
Un moyen pratique
En utilisant les de´finitions pre´ce´dentes, nous obtenons la proposition suivante.
Proposition II.1.2. Une mesure µ est invariante pour le semigroupe (Pt) si et seule-
ment si
L?µ = 0.
Cette proprie´te´ est tre`s utile pour prouver l’existence de mesures invariantes expli-
cites pour les diffusions hamiltoniennes, comme le montre l’exemple suivant.
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A` tempe´rature constante
The´ore`me II.2. Soit T > 0. Lorsque toutes les tempe´ratures sont e´gales, Ti = T, ∀ i ∈
∂V, la mesure de Gibbs
µH(dz) =
e−βH
Z
dz
est invariante, ou` β = 1/T et Z =
∫
Rn e
−βH dz est la constante de normalisation.
De´monstration. Il s’agit d’un simple calcul. En effet,
L?e−βH
e−βH
= β{H,H}+
∑
i∈∂V
(1− βpi∂piH) +
∑
i∈∂V
T
(
β2(∂piH)
2 − β)
= 0 +
∑
i∈∂V
(
1− βp2i + βp2i − 1
)
= 0.
Remarques.
• On constate que la mesure ainsi de´finie est a` densite´ C∞ par rapport a` la mesure
de Lebesgue.
• La pre´sence du potentiel d’accrochage dans l’expression de l’hamiltonien assure
que, pour des potentiels polynomiaux par exemple, la mesure de Gibbs est bien
de´finie.
Les re´sultats pre´ce´demment obtenus
Les principaux re´sultats obtenus a` ce jour concernent les chaˆınes d’oscillateurs. Dans
ce mode`le, la relation d’e´quivalence∼ s’e´crit simplement i ∼ j si et seulement si j = i±1.
Les thermostats sont alors dispose´s a` chacune des extre´mite´s de la chaˆıne. De`s l’article
fondateur [EPRB99a], les auteurs ont montre´ l’existence d’une mesure invariante mais
avec des hypothe`ses relativement fortes de croissance quadratique des potentiels : l’exis-
tence de´coule de proprie´te´s de compacite´ (nous verrons par la suite, dans le cadre des
potentiels harmoniques, comment obtenir l’existence de la mesure invariante via un
the´ore`me de point fixe), l’unicite´ est obtenue par perturbation a` partir du cas ou` les
tempe´ratures sont constantes. Cette dernie`re hypothe`se est supprime´e dans [EPRB99b].
Les me´thodes utilise´es alors sont relativement proches de celles que nous pre´sentons dans
cette the`se. Les auteurs montrent la re´gularite´ du semigroupe via l’hypoellipticite´ puis
son irre´ductibilite´ forte via la controˆlabilite´. Le controˆle est montre´ par propagation le
long de la chaˆıne. Nous ne pourrons utiliser une telle me´thode dans le cas d’un graphe
ge´ne´ral. J.-P. Eckmann et M. Hairer [EH00] ge´ne´ralisent les re´sultats pre´ce´dents en sup-
primant l’hypothe`se de croissance quadratique des potentiels. Ils sont alors contraints
de supposer que le potentiel de couplage est plus fort que le potentiel d’accrochage.
Enfin, L. Rey-Bellet et L. Thomas [RBT02] ont propose´ une version simplifie´e de ces
preuves et ont montre´ que la convergence vers la mesure invariante a lieu a` une vitesse
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exponentielle. Ces re´sultats ont e´te´ utilise´s par Ph. Carmona [Car07] pour des variations
autour du mode`le initial propose´es par C. Bernardin et S. Olla [BO05] d’une part, et
R. Lefevere et A. Schrenkel [LS04] d’autre part.
Re´cemment, M. Hairer et J. Mattingly [HM07] ont montre´ qu’une convergence ex-
ponentielle ne pourra pas avoir lieu dans le cas ou` le potentiel d’accrochage est plus
fort que le potentiel d’interaction. D’autre part, ils ont obtenu l’existence de la mesure
invariante dans le cas d’une chaˆıne a` 3 oscillateurs.
Les re´seaux d’oscillateurs ont e´te´ introduits par [MNV03] puis e´voque´s dans [RB03].
Dans ce cadre, les auteurs proposent une hypothe`se qui relie potentiel d’interaction et
ge´ome´trie du graphe pour montrer l’unicite´ de la mesure invariante. Nous verrons que,
dans le cadre de re´seaux harmoniques, leur hypothe`se est trop forte. Un des objectifs de
cette ge´ne´ralisation aux re´seaux est de comprendre quels sont les crite`res qui re´gissent
l’existence et l’unicite´ des mesures invariantes.
II.1.5 Plan du chapitre
Nous commencerons par pre´senter le cadre des re´seaux harmoniques. Meˆme si ces
re´seaux ont de´ja` e´te´ e´tudie´s (voir par exemple [EZ04]), nous proposons une nouvelle
me´thode pour montrer l’existence d’une mesure invariante utilisant la comple´tude des
espaces de Wasserstein. Cette me´thode pre´sente l’avantage d’eˆtre intuitive car elle uti-
lise la contraction du flot hamiltonien. Nous n’avons cependant pas pu l’e´tendre a` des
potentiels anharmoniques. Nous proposons e´galement une condition ne´cessaire et suffi-
sante d’existence et d’unicite´ de la mesure invariante, re´pondant ainsi a` une question
pose´e par L. Rey-Bellet [RB03]. Cette me´thode permet d’exhiber une quantite´ inva-
riante par le flot hamiltonien. Toutes ces conditions s’expriment en termes purement
alge´briques et seront relie´es a` une condition ge´ome´trique de disposition des thermostats
dans le graphe.
Ensuite, nous ge´ne´raliserons partiellement ces re´sultats au cadre des potentiels an-
harmoniques. Nous discuterons ainsi dans un premier temps la re´gularite´ du semigroupe
via la condition de Ho¨rmander. Nous montrerons que lorsque les tempe´ratures sont
toutes e´gales, cette condition implique l’unicite´ de la mesure invariante. Nous nous li-
miterons cependant au cadre des potentiels analytiques et ne pourrons atteindre les
potentiels localement constants envisage´s par [BRO07]. Nous verrons comment traduire
cette condition en termes alge´briques.
Dans la partie II.4, une me´thode dynamique de la preuve de l’unicite´ des mesures
invariantes reposant sur le principe de Lasalle sera pre´sente´e. Nous verrons que cette
me´thode ne´cessite l’utilisation d’une hypothe`se de rigidite´ supple´mentaire, mais qui
n’est pas tre`s contraignante. En effet, nous en aurons besoin dans la partie concernant
l’existence des mesures invariantes. Le proble`me de l’unicite´ de la mesure invariante
sous la condition de Ho¨rmander sera ensuite e´tudie´ dans la partie II.5 via la de´marche
propose´e par M. Hairer [Hai05] et utilise les notions de controˆlabilite´. Nous de´taillerons
cette de´marche en pre´cisant les preuves de certains the´ore`mes, montrant en particulier
la re´currence de certaines diffusions.
Enfin, nous ge´ne´raliserons brie`vement la me´thode d’existence d’une mesure inva-
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riante propose´e par L. Rey-Bellet et L. Thomas [RBT02] graˆce a` l’hypothe`se de rigidite´
e´voque´e pre´ce´demment. Cependant, nous ne pourrons pas montrer la compacite´ de la
re´solvante dans un espace L2 ponde´re´ et nous n’obtenons donc pas de convergence ex-
ponentielle vers la mesure invariante comme dans [EH00], [EPRB99a]. Nous montrerons
e´galement que, comme l’ont obtenu M. Hairer et J. Mattingly [HM07], nous ne pouvons
pas espe´rer obtenir une convergence exponentielle vers la mesure invariante lorsque le
potentiel d’accrochage est plus fort que le potentiel d’interaction.
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Re´sume´ sche´matique des re´sultats de ce chapitre
Re´seau d’oscillateurs
Stabilite´ (II.11)
Partie II.4
Principe de LasalleHo¨rmander
Partie II.3
Asyme´trie (II.6)Mesure de Gibbs
Ti > 0, ∀ i ∈ ∂V H strictement
convexe
Controˆlabilite´ faible
Partie II.5
Thm II.10
Unicite´
c ∈ Supp µSupp µ = Rn
Re´seau d’oscillateurs
Unicite´ Existence
Convergence
exponentielle
Controˆlabilite´ forte
[EPRB99a] Partie II.3
Rigidite´ (II.14)
V .∞ U
Propagation
(seulement pour la chaˆıne)
Ho¨rmander Krylov-Bogoliubov
Partie II.3
Thm II.17
Thm II.13
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II.2 Les oscillateurs harmoniques
Dans cette partie, nous de´crivons le comportement des oscillateurs harmoniques, ce
qui signifie que nous supposons les potentiels U et V harmoniques, U(x) = V (x) = x
2
2 .
Nous de´duisons une condition ne´cessaire et suffisante pour que le re´seau ait une unique
mesure invariante. Cette condition s’exprime en fonction de la ge´ome´trie du re´seau. Pour
plus d’informations sur les flux thermiques dans le cadre des oscillateurs harmoniques,
il faut se re´fe´rer a` l’article de J.-P. Eckmann et E. Zabey [EZ04].
The´ore`me II.3. Lorsque les potentiels sont harmoniques, il existe une unique me-
sure invariante si et seulement si le graphe (V,∼, ∂V) satisfait la condition (II.6)
d’asyme´trie.
Nous commenc¸ons par de´crire la condition d’asyme´trie avec des exemples. L’exis-
tence d’une unique mesure invariante sous la condition d’asyme´trie sera montre´e (cf.
partie II.2.2) en utilisant un the´ore`me de point fixe. Nous montrerons l’unicite´ sous la
condition d’asyme´trie dans la partie II.2.2 en construisant un contre-exemple.
II.2.1 L’asyme´trie
Dans toute la suite, on notera (ei)i∈V la base canonique de RN . On de´finit Λ la
matrice d’adjacence du graphe, i.e. pour tous i, j ∈ V, (Λ)ij = δi∼j . Pour tout atome
i ∈ V, on note di son nombre de voisins et on conside`re la matrice
D = diag(d1, . . . , dN ).
On notera ∆ le Laplacien associe´ au graphe G, i.e.
∆ = D − Λ. (II.5)
Exemple II.1. Dans le cadre du diamant de la figure II.1, nous avons
D = 2

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 , Λ =

0 1 0 1
1 0 1 0
0 1 0 1
1 0 1 0
 .
Condition (Condition d’asyme´trie). On dit qu’un graphe muni d’un bord G =
(V,∼, ∂V) satisfait la condition d’asyme´trie si
E∆,∂V := V ect
{
∆kei, k ∈ N, i ∈ ∂V
}
= RN . (II.6)
Remarque. E∆,∂V est le plus grand espace vectoriel contenant les (ei, i ∈ ∂V) stable par
∆.
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1 2 3
1
3
1
5
4
2 4
3
2
Fig. II.2 – Exemples de graphes satisfaisant la condition d’asyme´trie (en noir les atomes
relie´s a` des thermostats)
Les premiers exemples de graphes asyme´triques
On remarque que les graphes de la figure II.2 satisfont la condition (II.6) d’asyme´trie.
En particulier, pour qu’une chaˆıne satisfasse cette condition, il suffit qu’une de ses
extre´mite´s soit relie´e a` un thermostat.
Un exemple de graphe ne satisfaisant pas la condition (II.6) d’asyme´trie est le dia-
mant propose´ dans la figure II.1.
Pour simplifier la ve´rification de la condition (II.6) d’asyme´trie, on aimerait sup-
primer la matrice des degre´s dans son expression. Cependant, comme le montrent les
remarques suivantes, ceci n’est pas possible en ge´ne´ral.
Proposition II.2.1. Si le graphe est re´gulier (i.e. tout atome a le meˆme nombre de
voisins), alors E∆,∂V = EΛ,∂V .
De´monstration. Lorsque le graphe est re´gulier (i.e. tous les atomes ont le meˆme nombre
d de voisins), la matrice D est une homothe´tie et on a alors
E∆,∂V = V ect
{
Λkei, k ∈ N, i ∈ ∂V
}
=: EΛ,∂V .
En effet, on remarque que pour tout k ∈ N,
∆kei =
k∑
j=0
(
k
j
)
(−1)k−jdjΛk−jei
Λkei =
k∑
j=0
(
k
j
)
(−1)k−jdj∆k−jei
Remarque. Les matrices D et Λ commutent si et seulement si le graphe est re´gulier. En
effet, on remarque que (DΛ)ij = di1i∼j et (ΛD)ij = dj1i∼j .
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1 2 3 4 5
Fig. II.3 – Chaˆıne a` 5 atomes
Exemple II.2. Les re´seaux suivants montrent que la proposition est ge´ne´ralement
fausse lorsque le graphe n’est pas re´gulier.
Dans le cadre d’une chaˆıne a` 5 e´le´ments dont le thermostat est situe´ sur l’atome 2
(cf. figure II.3), on obtient
E∆,2 = R5,
EΛ,2 = V ect{e2, e4, e1 + e3, e3 + e5}.
4 3
21
Fig. II.4 – Re´seau a` 4 atomes
Dans le cas d’un carre´ muni d’une de ses diagonales dont le thermostat est situe´ sur
l’atome 2 (cf. figure II.4), on obtient
E∆,2 = V ect{e2, e1 + e3 + e4},
EΛ,2 = V ect{e2, e4, e1 + e3}.
Le cercle
Conside´rons le cas ou` les atomes sont dispose´s circulairement (cf. figure II.5) et
e´tudions la condition sur la position des thermostats pour que la condition (II.6)
d’asyme´trie soit satisfaite. Cet exemple permettra de traiter le cas simple ou` un cycle
est pre´sent au milieu d’une chaˆıne (cf. [LL07]).
Proposition II.2.2. Lorsque des thermostats sont place´s en position (ki)i∈∂V sur un
re´seau circulaire de N oscillateurs, la condition (II.6) d’asyme´trie est satisfaite si et
seulement si le groupe engendre´ par les (ki − kj)i, j∈∂V est Z/NZ.
On remarque que ce graphe est re´gulier (tout atome posse`de 2 voisins). La condition
d’asyme´trie s’e´crit ainsi EΛ,∂V = RN . Nume´rotons les atomes {1, . . . , N} dans le sens
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k1
1
atomes relie´s a` des bains de tempe´rature
0
atomes obtenus par ite´ration de Λ
Fig. II.5 – La condition d’asyme´trie sur un re´seau circulaire d’oscillateurs
trigonome´trique. Pour simplifier les notations, notons e
2i(k−1)
N
pi l’affixe de l’atome k.
Nous dirons indiffe´remment que ek, k ou e
2i(k−1)
N
pi est dans EΛ,∂V .
De´monstration. Supposons qu’il y ait un unique thermostat dispose´ sur l’atome 1. L’ap-
plication successive de la matrice Λ permet d’obtenir,
• Λe1 = eN + e2 ∈ EΛ,∂V ,
• Λ2e1 = e1 + eN−1 + e1 + e3, soit eN−1 + e3 ∈ EΛ,∂V ,
• Λ(eN−1 + e3) = eN + eN−2 + e2 + e4, soit eN−2 + e4 ∈ EΛ,∂V ,
• . . .
• eN−i + e2+i ∈ EΛ,∂V et eN/2+1 ∈ EΛ,∂V si N est pair.
Ainsi, la pre´sence d’un seul thermostat ne suffit pas a` rendre le graphe asyme´trique.
Supposons qu’il y ait un deuxie`me thermostat et notons k1 sa position. La pre´sence
d’un thermostat en 1 et d’un thermostat en e
2i(k1−1)
N
pi assure que le syme´trique de
e
2i(k1−1)
N
pi par rapport a` la droite passant par 0 et 1 est e´galement dans l’espace vectoriel
(cf. figure II.5). Or, ce point a pour affixe e
−2i(k1−1)
N
pi. Puis, l’image de ce point par la
syme´trie d’axe passant par 0 et e
2i(k1−1)
N
pi est e´galement dans EΛ,∂V . Ce point a pour
affixe e2
2i(k1−1)
N
pi. On obtient ainsi par re´currence, pour tout k ∈ Z, ek 2i(k1−1)N pi appartient
a` l’espace.
Finalement, en pre´sence de deux thermostats, la condition d’asyme´trie est satisfaite
si le groupe engendre´ par (k1 − 1) engendre Z/NZ.
En pre´sence de plusieurs thermostats nume´rote´s k1, . . . , kr, on montre de meˆme que
la condition d’asyme´trie est satisfaite si et seulement si
〈ki − kj , i, j ∈ {1, . . . , r}〉 = Z/NZ.
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L’ordre d’un graphe
Dans [MNV03], les auteurs s’inte´ressent a` l’ordre d’un graphe. On dit que ω est
l’ordre du graphe a` bord (G, ∂V) si c’est le plus petit entier tel qu’il existe une suite
(v1, . . . , vr) satisfaisant
V = ∂V unionsq {v1, . . . , vr}
v1 ∼n1 ∂V, n1 ≤ ω
v2 ∼n2 ∂V ∪ {v1}, n2 ≤ ω
...
...
...
vr ∼nr ∂V ∪ {v1, . . . , vr−1}, nr ≤ ω
ou` i ∼n A signifie que i 6∈ A et qu’il existe j ∈ A qui soit relie´ a` i et a` n − 1 autres
atomes en dehors de A.
Exemple II.3. Le cycle a` 5 atomes pre´sente´ pre´ce´demment figure II.2 est d’ordre 2.
Dans le cas ou` les potentiels sont harmoniques, [MNV03] sugge`re que la mesure
invariante du syste`me sera unique si le graphe est d’ordre 1. On montrera par la suite
que lorsque les potentiels sont harmoniques, la condition d’asyme´trie est e´quivalente a`
l’unicite´ de la mesure invariante (cf. the´ore`me II.3). Comme le montre la chaˆıne a` 5
atomes, la condition propose´e par [MNV03] est donc trop forte.
Une proprie´te´ de projection
Dans la suite de ces notes, on note I∂ la matrice du projecteur sur l’espace vectoriel
engendre´ par les (ei, i ∈ ∂V). D’un point de vue matriciel, pour tout i, j ∈ V, (I∂)ij =
δij1i∈∂V .
Remarque. On notera dans la suite de ces notes Γ = I +∆. On remarque que EΓ,∂V =
E∆,∂V .
Lemme II.2.3 (Projection). Si le graphe satisfait la condition (II.6) d’asyme´trie et
q ∈ RN est tel que pour tout k ∈ N, I∂(I +∆)kq = 0, alors q = 0.
De´monstration. Soit v ∈ E∆,∂V . Par de´finition, il existe des re´els λik tels que v =∑
i∈∂V,k λikΓ
kei. Ainsi,
〈q, v〉 = 〈q,
∑
i∈∂V,k
λikΓkei〉
=
∑
i∈∂V,k
λik〈Γkq, ei〉
= 0.
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Ainsi, q ∈ E⊥∆,∂V . Lorsque la condition d’asyme´trie est satisfaite, E∆,∂V = RN et
E⊥∆,∂V = {0}, soit q = 0.
Remarque. Re´ciproquement, si E∆,∂V 6= RN , il existe un vecteur non nul q ∈ E⊥∆,∂V et
la proprie´te´ pre´ce´dente est fausse.
A` propos de valeurs propres
Pour des raisons de stabilite´ d’e´quations diffe´rentielles, on s’inte´resse aux valeurs
propres de la matrice Γ. Le premier lemme rappelle que les valeurs propres du laplacien
sont re´elles positives, le deuxie`me sera utilise´ pour montrer la stabilite´ d’e´quations
diffe´rentielles line´aires.
Lemme II.2.4. La matrice Γ a toutes ses valeurs propres positives.
De´monstration. Soit q ∈ RN . On remarque que
〈Γq, q〉 =
∑
i
(1 + d(i))q2i −∑
j∼i
qiqj

=
∑
i
q2i +
1
2
∑
i
∑
j∼i
(
q2i − 2qiqj + q2j
)
=
∑
i
q2i +
1
2
∑
i
∑
j∼i
(qi − qj)2
≥ 0
Lemme II.2.5 (Stabilite´). Lorsque le graphe satisfait la condition (II.6) d’asyme´trie,
les valeurs propres de la matrice (
0 I
−Γ −I∂
)
sont de partie re´elle strictement ne´gative.
De´monstration. Soit (q, p) 6= 0 un vecteur propre associe´ a` la valeur propre λ. On ve´rifie
que ce couple de valeurs satisfait l’e´quation{
p = λq
−Γq − I∂p = λp.
En remplac¸ant p par λq puis en effectuant le produit scalaire avec q, on obtient
λ2‖q‖2 + λ‖I∂q‖2 + 〈Γq, q〉 = 0.
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Ainsi, en utilisant les relations coefficients/racines, les valeurs propres λ sont soit de
meˆme signe (ne´gatif), soit complexes conjugue´es (de partie re´elle strictement ne´gative).
La partie re´elle des valeurs propres est nulle si et seulement si
‖I∂q‖ = 0,
soit en projetant la premie`re e´quation I∂p = 0, puis en projetant la deuxie`me, I∂Γq = 0.
On peut alors multiplier la premie`re e´quation par Γ pour en de´duire que I∂Γp = 0, puis
multiplier la seconde par Γ pour en de´duire que I∂Γ2p = 0, puis par re´currence pour
tout k ∈ N, I∂Γkq = I∂Γkp = 0.
Ainsi, d’apre`s le lemme II.2.3 de projection, q = 0 et p = 0, ce qui est impossible !
II.2.2 La comple´tude et l’existence de mesures invariantes
Dans le cadre harmonique, on prouve l’existence d’une mesure de probabilite´ in-
variante via un the´ore`me de point fixe. La convergence vers cette mesure est alors
exponentielle.
Quelques rappels sur les espaces de Wasserstein
Soient (X, d) un espace me´trique se´parable complet, P l’ensemble des mesures de
probabilite´ sur les bore´liens de X. On de´finit pour tout couple de mesures µ, ν, la
quantite´
W (µ, ν) = inf
G∈C(µ,ν)
∫ ∫
d(x, y)G(dx, dy), (II.7)
ou` C(µ, ν) de´signe l’ensemble des couplages de (µ, ν), i.e. l’ensemble des mesures de
probabilite´ sur X ×X ayant pour marginales µ et ν.
W de´finit une distance sur l’ensemble P1 des mesures de probabilite´ telles que pour un
x0 ∈ X (et donc pour tous), W (δx0 , µ) < +∞.
On rappelle le the´ore`me suivant.
The´ore`me (cf. [Bol07], par exemple). L’espace (P1,W ) est complet.
Dans la suite de ces notes, nous noterons abusivement d(µ, ν) =W (µ, ν).
La contraction du flot et la de´monstration du the´ore`me II.3
Rappelons que pour tout z ∈ Rn, (Zzt )t≥0 de´signe le processus issu de z, solution de
l’e´quation diffe´rentielle stochastique II.1.
The´ore`me II.4. Lorsque les potentiels U, V sont harmoniques et le graphe satisfait la
condition (II.6) d’asyme´trie, il existe µ0, c > 0 tels que pour tous x, y ∈ Rn, t > 0,
‖Zxt − Zyt ‖ ≤ ce−µ0t‖x− y‖,
ou` nous avons note´ ‖ · ‖ la norme euclidienne sur Rn.
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De´monstration du the´ore`me II.3. Soit t > 0.
On e´tablit tout d’abord le re´sultat de contraction pour des mesures ponctuelles. En
effet, en utilisant le couplage trivial G qui utilise le meˆme mouvement brownien pour
des solutions partant de x et y, on obtient la majoration
‖P ?t δx − P ?t δy‖ = inf
G∈C(P ?t δx,P ?t δy)
∫ ∫
‖u− v‖G(du, dv)
≤
∫ ∫
‖u− v‖Pt(x, du)⊗ Pt(y, dv)
= E‖Zxt − Zyt ‖
≤ ce−µ0t‖x− y‖,
d’apre`s le the´ore`me II.4 de contraction du flot pre´ce´dent.
On utilise ensuite l’argument classique qui consiste a` controˆler la distance entre deux
mesures quelconques en fonction de la distance entre les masses de Dirac. Soient µ, ν
deux mesures de probabilite´ sur Rn. Notons Q ∈ C(µ, ν) qui minimise la distance de
Wasserstein entre µ et ν,
‖P ?t µ− P ?t ν‖ ≤
∫
‖P ?t δx − P ?t δy‖Q(dx, dy)
≤ e−µ0t
∫
‖x− y‖Q(dx, dy)
= e−µ0t‖µ− ν‖.
Ainsi, il existe un re´el α ∈ (0, 1) tel que
‖P ?t µ− P ?t ν‖ ≤ α‖µ− ν‖.
L’application µ 7→ P ?t µ est donc contractante sur un espace complet. Le the´ore`me de
point fixe assure donc qu’il existe une unique mesure µ telle que
P ?t µ = µ.
De plus, pour tout s ≥ 0,
P ?t+sµ = P
?
t P
?
s µ
= P ?s P
?
t µ
= P ?s µ,
Ainsi, P ?s µ est une mesure Pt-invariante. Comme Pt admet une unique mesure inva-
riante, on obtient
P ?s µ = µ, ∀s ≥ 0.
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L’asyme´trie et la de´monstration du the´ore`me II.4
On note DZzt la diffe´rentielle du flot stochastique par rapport a` la condition initiale
z..
Lemme II.2.6. Si la condition (II.6) d’asyme´trie est satisfaite, il existe µ0 > 0 tel que
pour tous t > 0, z ∈ Rn,
‖DZzt ‖ ≤ e−µ0t.
Remarque. La de´monstration suivante utilise la diffe´rentielle du flot alors que, dans le
cadre de cette partie, l’harmonicite´ des potentiels permet d’utiliser la line´arite´ du flot.
Cependant, nous avons garde´ cette version plus lourde dans l’espoir de ge´ne´raliser ces
re´sultats a` des versions ou` la re´gularite´ serait asymptotique (cf. proposition II.3.4).
De´monstration du the´ore`me II.4. Soient x, y ∈ Rn. Notons γs = sx + (1 − s)y. On
remarque que pour tout t > 0, Zγst est un chemin qui relie Z
x
t a` Z
y
t . Ainsi, en utilisant
le the´ore`me fondamental du calcul diffe´rentiel,
‖Zxt − Zyt ‖ ≤
∫ 1
0
‖DZγst γ˙s‖ ds
≤
∫ 1
0
e−µ0t‖γ˙s‖ ds
= e−µ0t‖x− y‖.
On conclut cette partie en de´montrant le lemme II.2.6.
De´monstration du lemme II.2.6. Notons Jt = DZxt .
Formellement on intervertit les signes diffe´rentielles et de´rive´e au sens d’Itoˆ et Jt
satisfait l’e´quation diffe´rentielle stochastique (cf [Bas98] p.30),{
dJt = M(Zxt )Jt dt
J0 = Id,
ou` M(Zxt ) est la matrice de´finie par
M(Zxt ) =
(
0 I
−HessE(Zxt ) −I∂V
)
,
ou` E(q, p) =
∑
i∈V V (qi) +
1
2
∑
j∼i U(qi − qj) de´signe l’e´nergie potentielle du syste`me,
HessE la hessienne de l’e´nergie potentielle.
Comme les potentiels sont harmoniques, la hessienne est une fonction constante et
il suffit donc d’e´tudier les valeurs propres de la matrice(
0 I
−Γ −I∂V
)
.
Finalement, le lemme II.2.4 assure que les valeurs propres de cette matrice sont de
partie re´elle strictement ne´gative. On obtient ainsi la de´monstration du lemme II.2.6.
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II.2.3 La non-unicite´
Dans le cadre harmonique, lorsque les tempe´ratures sont toutes e´gales, la condition
d’asyme´trie est ne´cessaire pour prouver l’unicite´ des mesures invariantes, comme le
montre la proposition suivante.
The´ore`me II.5 (Non-unicite´). On suppose ici que les potentiels U et V sont har-
moniques et que les tempe´ratures Ti sont identiques e´gales a` T .
Si le graphe ne satisfait pas la condition (II.6) d’asyme´trie, alors il existe une infinite´
de mesures invariantes.
Ce the´ore`me est une conse´quence directe du lemme suivant.
Lemme II.2.7. Sous les hypothe`se du the´ore`me II.5, il existe une quantite´ invariante
K par le flot hamiltonien qui ne de´pend pas des oscillateurs du bord du re´seau.
De´monstration du the´ore`me II.5. Notons β = 1/T l’inverse de la tempe´rature. En uti-
lisant le lemme II.2.7 pre´ce´dent, il existe une fonction K telle que pour tout re´el γ > 0,
µβ,γ soit invariante, ou`
µβ,γ(dz) = e−βH(z)−γK(z)/Z dz,
Z = Z(β, γ) e´tant la constante de normalisation.
De´monstration du lemme II.2.7. On de´compose l’adjoint formel de l’ope´rateur L,
L?ef
ef
= −{H, f}+
∑
i∈∂V
{
1 + pi∂pif + T
(
∂2pif + (∂pif)
2
)}
=: −{H, f}+ LT f.
On cherche K sous une forme quadratique
K(q, p) = α〈z, q〉2 + 〈z, p〉2,
ou` 〈z, q〉 = ∑Ni=1 ziqi de´signe le produit scalaire usuel, α est un re´el et z un vecteur.
On cherche a` de´terminer α, z tels que K ne de´pende pas des (pi, i ∈ ∂V) pour avoir
LTK = 0 et telle que {H,K} = 0.
Un simple calcul permet d’obtenir
{H,K} =
∑
i
∂piH∂qiK − ∂qiH∂piK
=
∑
i
pi∂qiK − ∂piK
qi +∑
j∼i
(qi − qj)

=
∑
i
pi2ziα〈z, q〉 − 2zi〈z, p〉 (Γq)i
= 2α〈z, q〉〈z, p〉 − 2〈z, p〉〈z,Γq〉,
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Comme Γ est syme´trique, nous avons
{H,K} = 2〈z, p〉〈αz − Γz, q〉.
Comme le graphe ne satisfait pas la condition (II.6) d’asyme´trie, dim(E⊥∆,∂V) ≥ 1 et Γ
a un vecteur propre z ∈ E⊥∆,∂V de valeur propre α ∈ R :
Γz = αz.
Alors, z ∈ V ect {ei, i ∈ ∂V}⊥, et K(q, p) ne de´pend pas des variables pi, i ∈ ∂V.
Remarque. Supposons que, lorsque les tempe´ratures sont distinctes, il existe une mesure
invariante µ. On montre de manie`re analogue que si le graphe ne satisfait pas la condi-
tion (II.6) d’asyme´trie, alors pour tout γ > 0, les mesures e−γKµ/Z sont invariantes.
La mesure invariante n’est donc pas unique.
Exemple II.4. Dans le cadre du diamant repre´sente´ figure II.1, on retrouve le contre-
exemple obtenu dans [MNV03]. En effet, le vecteur (0, 1, 0,−1) est un vecteur propre
de Γ associe´ a` la valeur propre 3. Ainsi, la quantite´
K(q, p) = 3
(p2 − p4)2
2
+
(q2 − q4)2
2
est invariante par le flot hamiltonien et inde´pendante des valeurs de (q1, q3, p1, p3).
II.3 La re´gularite´ et l’unicite´ de la mesure invariante
Dans cette partie, nous e´tudions la re´gularite´ du semigroupe. Dans un premier
temps, nous expliquons comment la condition de Ho¨rmander permet de montrer la
re´gularite´ du semigroupe de la diffusion. Nous reprenons ensuite la de´marche de M. Hai-
rer [Hai05] pour montrer que sous la condition de Ho¨rmander, lorsque les tempe´ratures
sont constantes, la mesure invariante est unique. Finalement, nous montrerons comment
ve´rifier la condition de Ho¨rmander en pratique a` l’aide de conside´rations ge´ome´triques
sur la disposition des thermostats dans le graphe.
Le the´ore`me principal de cette partie est le suivant dont on rappellera les grandes
lignes de la de´monstration.
The´ore`me II.6 (Support plein, cf. [Hai05] Corollary 3.4). Supposons que la
condition (II.9) de Ho¨rmander est satisfaite. Si le semigroupe posse`de une mesure in-
variante de support plein µH , alors µH est l’unique mesure invariante. De plus, cette
mesure est ergodique.
II.3.1 L’hypoellipticite´, Ho¨rmander et la re´gularite´
Dans cette partie, nous nous inte´ressons a` la re´gularite´ du semigroupe de la diffusion.
Rappelons (cf. De´finition II.1) que le semigroupe est fortement fellerien de`s que pour
tout t > 0 et toute fonction bore´lienne borne´e f , z 7→ Ptf(z) est continue. Pour montrer
la continuite´ du semigroupe, on utilise les notions d’alge`bre de Lie et d’hypoellipticite´.
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De´finition II.4 (Hypoellipticite´, cf. [Ho¨r83] p. 110). Un ope´rateur L est dit
hypoelliptique si pour toute distribution v,
sing supp v = sing suppPv,
ou` le support singulier de v est le comple´mentaire de l’ensemble des points z ∈ Rn tels
que pour tout ouvert A 3 z, v restreinte a` A est de classe C∞.
En particulier, on remarque que lorsque L est hypoelliptique toute solution de Lv =
0 est de classe C∞.
Ho¨rmander et les alge`bres de Lie
Dans toute la suite, nous noterons pour une constante c ∈ R et des champs de
vecteurs (Xi)0≤i≤r,
L = c+X0 +
r∑
i=1
X2i . (II.8)
De´finition II.5 (Alge`bre de Lie). L’alge`bre de Lie L0 ge´ne´re´e par les champs de
vecteurs (Xi, 0 ≤ i ≤ r) est la plus petite alge`bre contenant (Xi, 0 ≤ i ≤ r) stable par
crochet de Lie.
En particulier, pour tout point z ∈ Rn, L0(z) est un sous-espace vectoriel de l’espace
tangent a` Rn.
On rappelle que le crochet de Lie [·, ·] entre deux champs de vecteurs X, Y de Rn
est de´fini par
[X,Y ] = XY − Y X.
Condition (Condition de Ho¨rmander). On dit que l’alge`bre de Lie L satisfait la
condition de Ho¨rmander si pour tout z ∈ Rn, sa dimension vaut n,
dim L(z) = n, ∀ z ∈ Rn. (II.9)
On rappelle le the´ore`me fondamental suivant.
The´ore`me II.7 (cf. [Ho¨r85] Theorem 22.2.1. p. 353). Soit (Xi, 0 ≤ i ≤ r) une
famille de champs de vecteurs, c ∈ R. Si l’ope´rateur c + X0 +
∑r
i=1X
2
i satisfait la
condition (II.9) de Ho¨rmander, alors il est hypoelliptique.
Nous utiliserons par la suite l’alge`bre de Lie L(z) ge´ne´re´e par les champs de vecteurs
(Xi, 1 ≤ i ≤ r) stable par crochet de Lie interne ainsi que par crochet de Lie avec X0.
Nous dirons que le ge´ne´rateur L satisfait la condition de Ho¨rmander si l’alge`bre de Lie
L0 satisfait la condition (II.9) de Ho¨rmander.
Remarque. On utilisera la notation X ∼ Y lorsqu’il existe Z ∈ L(z) tel que X = Y +Z.
Dans le cadre des re´seaux conducteurs de chaleur, X0f = {H, f} −
∑
i∈∂V ∂pi et pour
i > 1, Xi = Ti1i∈∂V∂pi . Ainsi, pour e´tudier l’alge`bre de Lie, nous conside´rerons X0f ∼
{H, f}.
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Ho¨rmander et la re´gularite´
Proposition II.3.1. Si le ge´ne´rateur L de la diffusion satisfait, pour tout z ∈ Rn,
dim L(z) = n, le semigroupe (Pt) est fortement fellerien et la mesure invariante (si elle
existe) est a` densite´ C∞ par rapport a` la mesure de Lebesgue.
De´monstration. • On rappelle que pour toute fonction f ∈ DL,
∂t
∫
f(y)Pt(x, dy) =
∫
Lf(y)Pt(x, dy),
soit (∂t − L?)Pt(x, ·) = 0. Ainsi, si ∂t−L? est hypoelliptique, le semigroupe admet
une densite´ pt(x, y) par rapport a` la mesure de Lebesgue, et
(t, y) 7→ pt(x, y) est de classe C∞.
• On remarque alors que
∂t
∫
f(y)pt(x, y) dy =
∫
f(y)L pt(x, y) dy,
soit (∂t − L) pt(·, y) = 0. Ainsi, si ∂t − L est hypoelliptique,
(t, x) 7→ pt(x, y) est de classe C∞.
• Comme pour toute mesure invariante µ,
L?µ = 0,
de`s que L? est hypoelliptique, µ admet une densite´ de classe C∞ par rapport a`
la mesure de Lebesgue.
En particulier, en utilisant le the´ore`me pre´ce´dent, de`s que dim L(z) = n, on a
dim L?(z) = n et ainsi, sous les hypothe`ses du the´ore`me L? est hypoelliptique.
De meˆme, en notant Lt l’alge`bre de Lie associe´e a` ∂t − L, de`s que dim L(z) = n,
X0 ∈ L(z) ⊂ Lt(z) et ainsi, comme ∂t − X0 ∈ Lt(z), on a bien (∂t − L) et (∂t − L?)
hypoelliptiques.
La re´gularite´ sans Ho¨rmander : asymptotiquement fortement fellerien
Lorsque les potentiels ne sont pas polynomiaux, on pourrait utiliser la notion
d’asymptotiquement fortement fellerien pre´sente´e dans ce paragraphe. Cependant, cette
condition n’est pas facile a` ve´rifier en pratique.
Les semigroupes asymptotiquement fortement felleriens ont e´te´ introduits pas
M. Hairer et J. Mattingly [HM06] pour e´tudier l’e´quation de Navier-Stokes stochas-
tique. Cette proprie´te´ est intimement lie´e au comportement des syste`mes dynamiques.
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De´finition II.6 (Asymptotiquement fortement fellerien, cf. [HM06] Defini-
tion 3.8). Un semigroupe markovien (Pt)t est dit asymptotiquement fortement fellerien
en z s’il existe un syste`me de pseudome´triques (dn)n totalement se´parant et une suite
(tn) croissante positive telle que
inf
γ→0
lim sup
n→∞
sup
y∈B(z,γ)
‖Ptn(z, ·)− Ptn(y, ·)‖dn = 0,
ou` un syste`me totalement se´parant est tel que pour tous x 6= y, dn(x, y) ↑ 1.
Nous rappelons ici la caracte´risation pratique donne´e par M. Hairer et J. Mattingly.
Proposition II.3.2 (cf. [HM06] Proposition 3.11). Supposons qu’il existe deux
suites (tn)n et (δn)n telles que (tn) soit croissante et δn → 0. Si pour toute fonction
φ : Rn → R de classe C1 satisfaisant ‖φ‖∞ et ‖∇φ‖∞ finis,
|∇Ptnφ(z)| ≤ C(‖z‖) (‖φ‖∞ + δn‖∇φ‖∞) ,
pour une fonction croissante C, alors le semigroupe est asymptotiquement fortement
fellerien.
Pour avoir une caracte´risation plus pratique, conside´rons le semigroupe associe´ a`
l’e´quation diffe´rentielle ge´ne´rique
dZt = f(Zt) dt+ σ dBt.
Pour toute fonction v de l’espace de Cameron-Martin, soit ρt la solution du syste`me
diffe´rentiel
∂tρt = Df(Zxt )ρt − σvt.
Proposition II.3.3 (cf. [HM06]). S’il existe une fonction v dans l’espace de
Cameron-Martin telle que
Ez
[∣∣∣∣∫ t
0
v(s) dBs
∣∣∣∣] < +∞; Ez‖ρt‖ → 0,
alors le semigroupe (Pt) est asymptotiquement fortement fellerien en z.
Dans les lignes qui suivent, nous utilisons la proposition pre´ce´dente pour montrer,
lorsque les potentiels sont harmoniques, qu’un semigroupe satisfaisant la condition (II.6)
d’asyme´trie est asymptotiquement fortement fellerien. Ceci n’est pas surprenant car la
condition (II.9) de Ho¨rmander assure qu’il est fortement fellerien (cf. partie II.3.3).
Cependant, nous pensons que cette proprie´te´ pourrait eˆtre e´tendue a` un cadre plus
ge´ne´ral.
Pour le proble`me des re´seaux conducteurs de chaleur avec des potentiels harmo-
niques, ρt est solution du syste`me diffe´rentiel
∂tρi = ρi+N
∂tρi+N = −
1 +∑
j∼i
1
 ρi + Λρi − ρi+N1i∈∂V − σjvj1i∈∂V
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Proposition II.3.4. Lorsque v ≡ 0, nous avons,
‖ρt‖∞ → 0.
De´monstration. On remarque que ρt est solution de l’e´quation diffe´rentielle
ρ˙t =Mρt,
ou` M est de´finie dans le lemme II.2.5. Ainsi, d’apre`s ce meˆme lemme II.2.5, lorsque la
condition (II.6) d’asyme´trie est satisfaite, les valeurs propres de M sont a` partie re´elle
strictement ne´gative et ρt converge exponentiellement vite vers 0.
Remarque. Nous remarquons qu’ici nous avons utilise´ le bruit trivial v ≡ 0. Ceci signifie
qu’une petite perturbation de la position initiale tend a` disparaˆıtre.
II.3.2 Le support, la re´gularite´ et l’unicite´
On de´veloppe dans cette partie la de´monstration du the´ore`me II.6. On remarque
que l’hypoellipticite´ sera utilise´e pour montrer que le semigroupe est fortement fellerien
et pour utiliser la densite´ de la mesure invariante par rapport a` la mesure de Lebesgue.
Nous rappelons ici les re´sultats pre´sente´s par G. Da Prato [DP06] et J. Zabczyk
[DPZ96].
Proposition II.3.5 (Enveloppe convexe, cf. [DPZ96] Proposition 3.2.7 p.29).
L’ensemble des mesures invariantes par rapport a` un semigroupe stochastiquement
continu est l’enveloppe convexe de l’ensemble des mesures invariantes ergodiques.
De´finition II.7 (Support de mesures). Pour toute mesure µ, le support de µ est
l’ensemble
Suppµ = {z ∈ Rn; ∀ε > 0, µ (B(z, ε)) > 0} .
Remarque. Le support d’une mesure est un ensemble ferme´.
Pour prouver le the´ore`me II.6, nous allons de´couper Rn selon les supports des me-
sures ergodiques. Nous remarquons tout d’abord que ces supports sont disjoints et
d’inte´rieur non vide.
Proposition II.3.6 (cf. [DP06], Proposition 7.8 p.97). Soient µ, ν deux mesures
ergodiques distinctes invariantes par rapport a` un meˆme semigroupe fortement fellerien.
Alors les supports de ces mesures sont disjoints, i.e.
Suppµ
⋂
Supp ν = ∅.
Lemme II.3.7. Supposons que l’adjoint L? du ge´ne´rateur de la diffusion soit hypoel-
liptique. Alors, pour toute mesure invariante µ,
◦
Suppµ 6= ∅.
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De´monstration. Soit µ une mesure invariante. On rappelle que d’apre`s la proposi-
tion II.3.1, µ a une densite´ ρµ par rapport a` la mesure de Lebesgue. Ainsi, nous pouvons
e´crire
Suppµ = {ρµ > 0}.
Donc, comme µ 6= 0, il existe x0 ∈ Suppµ tel que ρ(x0) > 0. Comme ρ est une fonction
continue, ρ est strictement positive sur un voisinage de x0 et le lemme est de´montre´.
Proposition II.3.8. On suppose les hypothe`ses du the´ore`me II.6 satisfaites. Il existe
une famille de mesures de probabilite´ ergodiques invariantes (µi), indexe´e sur un en-
semble de´nombrable D telle que ⊔
i∈D
Suppµi = Rn.
De´monstration. On s’inte´resse dans un premier temps aux mesures ergodiques inva-
riantes. Le lemme II.3.7 pre´ce´dent assure qu’il existe un ouvert dans tout support d’une
mesure invariante. De plus, la proposition II.3.6 assure que les supports sont disjoints.
Ainsi, on peut associer a` chacune des mesures invariantes ergodiques des ouverts de Rn
deux a` deux disjoints. L’ensemble des mesures ergodiques invariantes est donc au plus
de´nombrable. Nous le noterons (µi)i∈ eD, ou` D˜ est un sous-ensemble de N.
Comme µH est une mesure invariante, en utilisant le the´ore`me de Choquet
(cf. [Phe66] p.19), elle s’exprime comme la combinaison convexe de mesures invariantes
ergodiques. Il existe une famille de nombres re´els strictement positifs (pi)i∈D (avec
D ⊂ D˜) telle que ∑i pi = 1 et
µH =
∑
i∈D
piµi.
Ainsi,
SuppµH = Rn =
⊔
i∈D
Suppµi.
On utilise ensuite la re´gularite´ pour montrer le the´ore`me II.8 suivant :
The´ore`me II.8. On suppose les hypothe`ses du the´ore`me II.6 satisfaites. Soit D un en-
semble de´nombrable et (µi)i∈D une famille de mesures ergodiques invariantes distinctes.
Si ⊔
i∈D
Suppµi = Rn,
alors D est restreint a` un singleton.
On rappelle la de´finition de la norme en variation totale : pour toute mesure de
probabilite´ µ,
‖µ‖TV = 12 sup
Amesurable
|µ(A)|.
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Lemme II.3.9 (Continuite´, cf. [Hai07] Theorem 6.6). Comme le semigroupe est
fortement fellerien, la fonction
z 7→ Pt(z, ·)
est continue par rapport a` la norme en variation totale.
Lemme II.3.10 (cf. [HM06] Theorem 3.16). On suppose qu’il existe ε > 0, U ⊂ Rn
tels que
sup
x,y∈U
‖P ?t δx − P ?t δy‖TV ≤ ε.
Alors, pour tout couple de mesures µ1, µ2 telles que µi(U) ≥ α,
‖P ?t µ1 − P ?t µ2‖TV ≤ 1− α(1− ε).
De´monstration. Notons µUi la mesure de probabilite´ extraite de µi ve´rifiant µ
U
i (U) = 1.
On de´compose alors
µi = αµUi + (1− α)µi.
On utilise la de´finition de la norme de Wasserstein,
‖P ?t µU1 − P ?t µU2 ‖TV ≤
∫
U×U
‖P ?t δx − P ?t δy‖TV µU1 (dx)µU2 (dy)
≤ ε.
Finalement,
‖P ?t µ1 − P ?t µ2‖TV ≤ (1− α)‖P ?t µ1 − P ?t µ2‖TV + α‖P ?t µU1 − P ?t µU2 ‖TV
≤ (1− α) + αε.
Remarque. La proposition II.3.6 qui assure que les mesures ergodiques invariantes dis-
tinctes sont a` support disjoint est une conse´quence directe du lemme II.3.10 pre´ce´dent.
Proposition II.3.11. Soit (Pt) un semigroupe fortement fellerien. Pour tout z ∈ Rn,
il existe δz > 0 tel que au plus une mesure invariante ergodique µz satisfait
Suppµz ∩ B(z, δz) 6= ∅.
De´monstration. Soit z ∈ Rn. D’apre`s le lemme II.3.9 de continuite´, il existe δz > 0, ε ∈
(0, 1) tels que
sup
x,y∈B(z,δz)
‖P ?t δx − P ?t δy‖TV ≤ ε.
Supposons qu’il existe deux mesures ergodiques invariantes distinctes µ1, µ2 telles que
Suppµ1 ∩ B(z, δz) 6= ∅, Suppµ2 ∩ B(z, δz) 6= ∅.
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Alors, il existe α ∈ (0, 1) tel que pour tout i = 1, 2,
µi (B(z, δz)) ≥ α.
D’apre`s le lemme II.3.10 pre´ce´dent, on obtient alors
‖µ1 − µ2‖TV < 1.
Or, deux mesures ergodiques invariantes disjointes sont e´trange`res et satisfont donc
‖µ1 − µ2‖TV = 1.
On obtient ainsi une contradiction.
De´monstration du the´ore`me II.8. On raisonne par l’absurde en supposant que D
contient au moins deux e´le´ments. Soit R > 0, BR la boule de Rn centre´e en 0 de
rayon R. D’apre`s le lemme pre´ce´dent, pour tout z ∈ BR, il existe un re´el δz > 0 tel
que le support d’au plus une mesure invariante intersecte B(z, δz). Or, ∪z∈BRB(z, δz)
recouvre BR. Donc, par compacite´, on peut extraire un recouvrement fini
BR ⊂
r⋃
i=1
B(zi, δzi).
Ainsi, il existe un nombre fini de mesures ergodiques invariantes telles que
BR =
r⊔
i=1
(Suppµi ∩ BR) .
Or, par de´finition, Suppµi∩BR est un ferme´ non vide. Comme la boule BR est connexe,
on obtient r = 1.
En supposant maintenant qu’il existe deux mesures ergodiques invariantes et en
prenant R assez grand, on obtient une contradiction.
Nous avons maintenant tous les e´le´ments pour prouver le the´ore`me II.6.
De´monstration du the´ore`me II.6 d’unicite´. On de´duit de la proposition II.3.8 que µH =∑
i∈D piµi et ainsi ⊔
i∈D
Suppµi = Rn.
Donc, d’apre`s le the´ore`me II.8, D est re´duit a` un singleton note´ {i0}. Ainsi, µH = µi0
est une mesure ergodique. Comme son support est plein et que deux mesures invariantes
distinctes ont des supports disjoints, µH est l’unique mesure ergodique invariante.
Corollaire II.3.12. Lorsque les tempe´ratures sont toutes e´gales et que la condi-
tion (II.9) est satisfaite, la mesure de Gibbs est l’unique mesure invariante du syste`me
diffe´rentiel stochastique.
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II.3.3 Ho¨rmander en pratique
Meˆme si la question des mesures invariantes pour des oscillateurs harmoniques a e´te´
entie`rement traite´ dans la partie II.2, nous commenc¸ons par pre´senter ici le lien entre
la condition (II.9) de Ho¨rmander et la condition (II.6) d’asyme´trie.
Les oscillateurs harmoniques
Dans ce paragraphe, les potentiels U et V sont harmoniques, i.e. U(x) = V (x) = x
2
2 .
Proposition II.3.13. Lorsque les oscillateurs sont harmoniques, la condition (II.9) de
Ho¨rmander est e´quivalente a` la condition (II.6) d’asyme´trie.
On rappelle que pour tout i ∈ V, on note di le degre´ (i.e. le nombre de voisins)
de l’atome i, D = diag(di) et Λ la matrice d’adjacence. On conside`re ∆ = D − Λ le
laplacien sur le graphe.
Lemme II.3.14. Soient A une matrice a` coefficients constants, z ∈ Rn et i ∈ V tels
que A∂pi ∈ L(z). Alors,
A∂qi ∈ L(z).
De´monstration. Rappelons que nous avons de´finit, pour toute fonction f de classe C1,
X0f = {H, f} =
∑
i∈V
∂piH∂qif − ∂qiH∂pif.
Il suffit alors de remarquer que
[X0, A∂pi ] = A∂qi .
Lemme II.3.15. Soit A une matrice a` coefficients constants, i ∈ V. Alors,
A∂qi ∈ L⇒ (I +∆)A∂qi ∈ L.
De´monstration. Notons (aij)1≤i,j≤N les coefficients de la matrice A. Le crochet de A∂qi
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avec X0 nous donne,
[X0, A∂qi ] =
X0,∑
j
aji∂qj

=
∑
j
ajiV
′′(qj)∂pj +
+
∑
j
aji
∑
k∼j
U ′′(qj − qk)∂pj −
∑
j
aji
∑
k∼j
U ′′(qk − qj)∂pk
=
∑
j
aji

1 +∑
k∼j
1
 ∂pj −∑
k∼j
∂pk

=
∑
j
aji(I +∆)∂pj
= (I +∆)A∂pi .
Corollaire II.3.16. Pour tout z ∈ Rn, on peut de´crire l’alge`bre de Lie associe´e au
ge´ne´rateur,
L(z) = V ect
{
∆k∂qi , ∆
k∂pi i ∈ ∂V, k ∈ N
}
.
De´monstration de la Proposition II.3.13. La proposition II.3.13 est une conse´quence di-
recte du Corollaire pre´ce´dent.
Un exemple
Avant de donner une me´thode alge´brique permettant de ve´rifier la condition (II.9) de
Ho¨rmander lorsque les potentiels sont anharmoniques, nous e´tudions l’exemple suivant.
Pour simplifier les notations, nous supposons ici que U(x) = x4 et V (x) = x2. Nous
e´tudions le re´seau de´crit dans la figure II.6.
• [X0, ∂p1 ] = −∂q1 , donc ∂q1 ∈ L.
• On effectue le crochet de X0 avec ∂q1 ,
[X0, ∂q1 ] =
∑
i∈V
∂2qiq1H∂pi
= V ′′(q1)∂p1 + U
′′(q1 − q3)∂p1 + U ′′(q1 − q4)∂p1 − · · ·
· · · − U ′′(q3 − q1)∂p3 − U ′′(q4 − q1)∂p4 .
Ainsi,
U ′′(q1 − q3)∂p3 + U ′′(q1 − q4)∂p4 ∈ L(z).
• En effectuant le crochet de la quantite´ pre´ce´dente avec ∂q1 , on obtient
U ′′′(q1 − q3)∂p3 + U ′′′(q1 − q4)∂p4 ∈ L(z),
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3
1 5
4
62
3
Fig. II.6 – Exemple de re´seau ne satisfaisant pas la condition (II.9) de Ho¨rmander en
tout point
puis de manie`re similaire, U (4)(q1 − q3)∂p3 + U (4)(q1 − q4)∂p4 ∈ L(z), soit
∂p3 + ∂p4 ∈ L(z).
On distingue alors les cas suivants.
• Si q1 6= q3 et q1 6= q4, les proprie´te´s des de´terminants de Vandermonde permettent
de conclure que
dim L(z) = n.
• Si q1 = q3 et q1 6= q4, alors ∂p4 ∈ L(z), puis le dernier crochet fournit ∂p3 ∈ L(z),
soit
dim L(z) = n.
Remarque. On pourrait effectuer les meˆmes raisonnements en conside´rant les
atomes 2, 5 ou 6.
• Si q1 = q3 = q4 = q5 = q6 = q, on obtient seulement ∂p3 + ∂p4 ∈ L(z). Alors, un
simple crochet avec X0 permet d’obtenir
∂q3 + ∂q4 ∈ L(z),
puis
V ′′(q)∂p3 + V
′′(q)∂p4 ∈ L,
ce qui ne fournit pas d’information supple´mentaire. Finalement,
dim L(z) = n− 2.
Ainsi, la diffusion conside´re´e ne satisfait pas la condition (II.9) de Ho¨rmander.
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Les oscillateurs anharmoniques
Dans toute la suite, on note u = deg(U), v = deg(V ). On suppose que U est un
monoˆme, i.e. U(q) = qu et que u > v, i.e. l’interaction est plus forte que l’accrochage.
On cherche une condition alge´brique simple a` ve´rifier permettant de montrer la condi-
tion (II.9) de Ho¨rmander en tout point de Rn. Nous allons commencer par exhiber une
condition suffisante pour que la condition (II.9) de Ho¨rmander soit satisfaite, puis nous
verrons pour quel type de graphes elle est ne´cessaire.
Pour tout i ∈ ∂V, la de´finition II.5 de l’alge`bre de Lie assure que ∂pi ∈ L. On va
e´tudier re´cursivement l’espace vectoriel engendre´ par ∂pi stable par crochets avec X0.
On notera Z1i , . . . , Z
m
i la suite de ces alge`bres. Plus pre´cise´ment,
Z0i = V ect{∂pi},
Z1i = V ect{∂pi , [X0, ∂pi ]},
Z2i = V ect{Z1i , [Y1, Y2], Y1, Y2 ∈ Z1i ∪ {X0}},
...
Remarque. On remarque tout d’abord que pour i ∈ ∂V, le lemme II.3.14 pre´ce´dent
permet d’affirmer que ∂qi ∈ L(z).
Condition suffisante
The´ore`me II.9. On conside`re l’espace vectoriel E engendre´ par ∂pi , i ∈ ∂V stable par
l’ope´ration ∑
j
aj∂pj ∈ E ⇒
∑
j
∑
k
Λjk(aj − ak)u−1∂pj ∈ E .
Si dim E = N , alors la condition (II.9) de Ho¨rmander est satisfaite en tout point.
On rappelle la notation, pour z ∈ Rn, z = (q1, . . . , qN , p1, . . . , pN ). Pour que la
condition (II.9) de Ho¨rmander soit ve´rifie´e en tout point, il faut qu’elle soit ve´rifie´e en
les points ou` il existe q ∈ R tel que q1 = · · · = qN = q.
Lemme II.3.17. En tout point z tel que q1 = · · · = qN = q,
V ect {∂pi , ∂qi , Λ∂pi} = Z2i (z).
De´monstration. Pour de´montrer ce lemme, nous allons ite´rer le crochet entre ∂qi et X0.
En effet,
[X0, ∂qi ] = ∂qi
∑
j
∂qjH∂pj
= V ′′(qi)∂pi +
∑
j∼i
U ′′(qi − qj)∂pi −
∑
j∼i
U ′′(qi − qj)∂pj .
Ainsi, comme ∂pi ∈ L(z), ∑
j∼i
U ′′(qi − qj)∂pj ∈ L(z).
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Par une re´currence imme´diate, en effectuant les crochets successifs de ∂qi avec les quan-
tite´s obtenues, on a pour tout m ≥ 1,∑
j∼i
U (m+1)(qi − qj)∂pj ∈ L(z).
On obtient ainsi, pour m = u− 1,∑
j∼i
∂pj = Λ∂pi ∈ L(z).
On remarque e´galement que lorsque les (qi) sont constants, c’est le seul vecteur non nul
obtenu lors des ite´rations.
Remarque. Comme pre´ce´demment, en tout point ou` q1 = · · · = q2 = q, on a en utilisant
le premier lemme,
Z3i = V ect {∂pi , ∂qi , , ∆∂pi , ∆∂qi} .
On ge´ne´ralise maintenant ce lemme, le the´ore`me II.9 e´tant une conse´quence
imme´diate du lemme suivant.
Lemme II.3.18. Soit A = (aj)1≤j≤N un vecteur a` coefficients constants. On suppose
que
∑
j aj∂qj ∈ Z2p−1i . Soit z ∈ Rn tel que q1 = · · · = qN = q. Alors,
V ect
Z2p−1i ,∑
j
∑
k∼j
(aj − ak)u−1∂pj ,
∑
j
a`j∂pj , ` < v
 = Z2pi .
De´monstration. Le premier crochet donneX0,∑
j
aj∂qj
 = ∑
j
ajV
′′(qj)∂pj + · · ·
· · ·+
∑
j
∑
k∼j
ajU
′′(qj − qk)∂pj −
∑
j
∑
k∼j
ajU
′′(qk − qj)∂pk .
Or, comme le polynoˆme U est pair, en effectuant le changement j ! k dans le
deuxie`me terme, puis en utilisant la syme´trie de la relation ∼, on obtientX0,∑
j
aj∂qj
 =∑
j
ajV
′′(qj)∂pj +
∑
j
∑
k
Λjk(aj − ak)U ′′(qj − qk)∂pj
Le calcul du crochet d’ordre 2 permet d’obtenir∑
j
aj∂qj ,
X0,∑
j
aj∂qj
 = ∑
j
a2jV
(3)(qj)∂pj
+
∑
j
∑
k
Λjk(aj − ak)2U (3)(qj − qk)∂pj .
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Ainsi, par re´currence, on obtient, pour tout m ≥ 1,∑
j
amj V
(m+1)(qj)∂pj +
∑
j
∑
k
Λjk(aj − ak)mU (m+1)(qj − qk)∂pj .
Soit, pour m+ 1 = u, ∑
j
∑
k
Λjk(aj − ak)u−1∂pj ∈ L(z).
Remarque. De`s que u 6= 2, on perd toute line´arite´. . . comme on pouvait s’y attendre.
De´monstration du the´ore`me II.9. La condition est bien ne´cessaire car en tout point
z ∈ Rn, pour tout vecteur (ai)i, ite´rer u − 1 fois le crochet de X0 et
∑
j aj∂qj permet
d’obtenir le vecteur
∑
j,k Λjk(aj − ak)u−1∂pj .
Exemple II.5. Le re´seau circulaire a` 5 atomes de la figure II.2 satisfait la condi-
tion (II.9) de Ho¨rmander.
• ∂p1 ∈ E , donc ∂p1 − ∂p2 + ∂p1 − ∂p5 ∈ L. En particulier,
∂p2 + ∂p5 ∈ L.
• On obtient alors 2∂p5 + 2∂p2 − ∂p3 ∈ L, soit
∂p3 ∈ L.
• Par ailleurs, comme l’atome 4 est relie´ a` un thermostat, ∂p4 ∈ L et ainsi, ∂p3+∂p5 ∈
L.
• Finalement, ∂p2 , ∂p5 ∈ L.
On a donc bien dim E = 10 et la condition (II.9) est satisfaite.
II.4 L’unicite´ : le principe de Lasalle
Comme le remarquent K. Ichihara et H. Kunita (cf. [IK74] Remark p.250), la condi-
tion (II.9) de Ho¨rmander ne suffit ge´ne´ralement pas pour obtenir l’unicite´ de la mesure
invariante. Dans la partie suivante, nous utiliserons la notion de controˆlabilite´ pour mon-
trer l’unicite´. Dans cette partie, nous pre´sentons une me´thode qui, bien que moins puis-
sante, fournit une vision plus dynamique. Pour pouvoir conclure, nous serons contraints
d’effectuer une hypothe`se de stabilite´. Cependant, nous verrons que cette hypothe`se
est e´galement ne´cessaire pour prouver l’existence de la mesure invariante lorsque le
potentiel d’interaction est plus fort que le potentiel d’accrochage (cf. Partie II.6).
A` partir de maintenant, nous allons supposer que l’hamiltonien posse`de un unique
minimiseur c tel que H(c) = 0 (ce qui est vrai de`s que les potentiels U et V sont
suppose´s convexes).
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The´ore`me II.10. Si le semigroupe associe´ a` la diffusion est fortement fellerien et le
syste`me de´terministe satisfait la condition (II.11) de stabilite´, alors la mesure invariante
(si elle existe) est unique.
De plus, en notant µ cette mesure invariante, c ∈ Suppµ.
Remarque. Ce the´ore`me reste valable si une des tempe´ratures des thermostats est nulle,
contrairement au re´sultat de la partie II.5 suivante utilisant la controˆlabilite´.
II.4.1 Le the´ore`me du support de Stroock-Varadhan
Pour e´noncer le lien fondamental entre le support des semigroupes de diffusions
et le syste`me de´terministe qui lui est associe´, nous conside´rons le syste`me diffe´rentiel
stochastique ge´ne´rique,
dZt = f(Zt) dt+ σ(Zt) ◦ dBt,
ou` f, σ sont des fonctions de classe C∞ et ◦ de´signe l’inte´grale au sens de Stratonovitch.
Nous noterons
St0,z0 =
{
zt0 ; ∃ψ ∈ C−, zt = z0 +
∫ t
t0
f(zs) ds+
∫ t
t0
σ(zs)ψ(s) ds
}
,
ou` C− est l’ensemble des fonctions continues par morceaux de [0,∞) dans Rn.
The´ore`me II.11 (The´ore`me du support, cf. [SV72] Section 5). En utilisant les
notations pre´ce´dentes,
SuppPt0(z0, ·) = St0,z0 .
Remarque. Dans le cadre des re´seaux conducteurs de chaleur, la matrice σ est une
matrice constante. Ainsi, les inte´grales au sens d’Itoˆ et de Stratonovitch co¨ıncident.
II.4.2 Le principe de Lasalle et l’unicite´
L’ide´e de cette me´thode est issue des proprie´te´s de contraction utilise´es dans le cours
de Saint Flour de J. Mattingly [Mat07] pour prouver l’unicite´ de la mesure invariante
pour l’e´quation de Navier-Stokes stochastique. Notre objectif est de prouver que le
point vers lequel toutes les trajectoires se contractent est dans le support de toute
mesure invariante. Alors, en utilisant le fait que les mesures ergodiques distinctes ont des
supports disjoints (cf. proposition II.3.6), nous montrerons que cette mesure invariante
est unique. La difficulte´ principale est que nous ne pouvons obtenir une ine´galite´ du
type Gronwall pour notre diffusion qui servirait a` montrer sa stabilite´. C’est pourquoi
nous introduisons le principe de Lasalle qui fournit un moyen de controˆle de l’e´volution
de´terministe.
Pour simplifier les notations, nous re´ordonnons les coordonne´es du vecteur z de
manie`re a` se´parer en valeur les atomes en contact avec les thermostats. Nous e´crivons
ainsi, pour Y = (pi, i ∈ ∂V) ∈ R|∂V| et X = (qi, i ∈ V, pj , j 6∈ ∂V) ∈ R2N−|∂V|,{
dXt = f(Xt, Yt) dt
dYt = g(Xt) dt−∇yH dt+ σ dBt, (II.10)
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ou` σ = diag(
√
2Ti) et ∇yH est le vecteur colonne constitue´ des (∂piH)i∈∂V .
Plus pre´cise´ment, pour ∂V = {N − |∂V|+ 1, . . . , N},
f =

∂p1H
...
∂pNH
−∂q1H
...
−∂qN−|∂V|H

, g =
 −∂qN−|∂V|+1H...
−∂qNH
 .
Nous remarquons que comme ∇yH(z) = y, |∇yH(z)| = 0 implique y ≡ 0.
Condition (Condition de stabilite´). Nous dirons qu’une solution du syste`me (II.12)
satisfait la condition de stabilite´ si le syste`me{
x˙t = f(x, y)
0 = g(x)
(II.11)
a une unique solution donne´e par zt ≡ c.
Remarque. Dans le cadre des re´seaux conducteurs de chaleur, la condition (II.11) de
stabilite´ signifie que lorsque les particules relie´es aux thermostats sont fixes, le syste`me
peut seulement se retrouver dans son e´tat d’e´quilibre. Nous verrons ci-dessous dans la
partie II.4.2 que lorsque les potentiels sont harmoniques, cette condition est e´quivalente
a` la condition (II.6) d’asyme´trie. On constate e´galement que cette condition est analogue
a` la condition (II.14) de rigidite´.
Le principe de Lasalle
Dans cette partie, nous rappelons le principe de Lasalle. Ce principe est une
ge´ne´ralisation de la me´thode de Lyapunov. Il est utilise´ pour montrer (quand la de´rive´e
de la fonction de Lyapunov n’est pas de´finie ne´gative) que la solution du syste`me
diffe´rentiel posse`de un point d’attraction (cf. [Sas99] p. 198).
De´finition II.8 (Ensemble invariant). M ⊂ Rn est dit invariant si toutes les tra-
jectoires issues de M restent dans M , i.e. pour tout point de de´part z0 ∈M , pour tout
t ≥ 0,
zz0t ∈M.
Nous e´crirons dans la suite H˙(xt) = ∂tH(xt).
The´ore`me II.12 (Principe de Lasalle). Supposons qu’il existe une fonction H :
Rn → R+ de classe C1 satisfaisant les conditions suivantes : pour tout c > 0,
1. Ωc = {z; H(z) ≤ c} est borne´e,
2. H˙
∣∣
Ωc
≤ 0.
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Nous notons
S =
{
z ∈ Ωc; H˙(z) = 0
}
,
et conside´rons le plus grand sous-ensemble invariant M de S.
Alors, pour tout z0 ∈ Ωc,
zz0t −−−→t→∞ M.
De´monstration. Soit z0 ∈ Ωc. D’apre`s les hypothe`ses,
t 7→ H (zz0t )
est de´croissante et positive, donc convergente. Notons
c0 = lim
t→∞H (z
z0
t ) et L =
{
z; ∃ (tn)n, zz0tn −−−→n→∞ z
}
.
L est invariant, soit
H(z) = c0 =⇒ H˙(z) = 0.
Ainsi, L ⊂M et la de´monstration est termine´e.
Remarques.
• Lorsque S est re´duit a` un unique point d’e´quilibre et Ωc ↑ R, ce principe im-
plique que pour tout point de de´part, la trajectoire converge vers un unique point
d’e´quilibre.
• Comme la fonction H˙ est ne´gative sur Ωc, toute trajectoire issue de Ωc reste dans
Ωc.
• Pour les e´quations de Navier-Stokes stochastiques e´tudie´es par J. Mattin-
gly [Mat07], on peut de´terminer la vitesse de de´croissance vers le point d’e´quilibre
du syste`me de´terministe. Dans le cadre des re´seaux conducteurs de chaleur,
nous n’avons pu prouver un tel re´sultat. Nous allons donc utiliser la remarque
pre´ce´dente pour controˆler la dynamique du syste`me.
L’unicite´ de la mesure invariante : de´monstration du the´ore`me II.10
Remarquons tout d’abord que comme H est continue en c, pour tout ε > 0, il existe
un re´el η > 0 tel que
Kη := {z; H(z) < η} ⊂ B(c, ε).
Pour de´montrer le the´ore`me, nous allons utiliser la de´marche suivante : d’apre`s le
principe de Lasalle, toute solution du syste`me de´terministe (II.11) tend vers c. Donc,
elle finit par rencontrer l’ensemble Kη. De`s que le syste`me rencontre Kη, en utilisant
le principe de Lasalle, il reste dans Kη. Si nous conside´rons toutes les solutions issues
d’une boule de rayon R, nous montrons ainsi qu’apre`s un certain temps fini, toutes les
trajectoires se trouvent dans Kη. Finalement, en utilisant le the´ore`me II.11 du support
de Stroock-Varadhan, nous prouverons l’unicite´ de la mesure invariante.
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Dans le reste de cette partie, nous noterons (zt) la solution du syste`me de´terministe
dans bruit, i.e. zt = (xt, yt) ou` {
x˙t = f(xt, yt)
y˙t = g(xt)−∇yH (II.12)
Kη = {H < η}
z0
c
Fig. II.7 – Dynamique du syste`me hamiltonien en l’absence de bruit
Pour tout z ∈ Rn, notons Tz le temps d’atteinte de Kη en partant du point z, i.e.
Tz = inf {t ≥ 0; zz0t ∈ Kη} .
Nous noterons
T = sup
z∈BR
Tz.
Lemme II.4.1. En utilisant les notations pre´ce´dentes, nous avons
T < +∞.
zxTx+δ
x
y
Kη
Fig. II.8 – Description du temps d’atteinte de´terministe
De´monstration. L’ide´e de la de´monstration est de´crite dans la figure II.8. Nous mon-
trons une proprie´te´ qui ressemble a` la semicontinuite´ supe´rieure de la fonction x 7→ Tx,
i.e. il existe δ > 0 tel que pour tout y dans un voisinage de x,
Ty ≤ Tx + δ.
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Nous allons montrer cette proprie´te´ par l’absurde. S’il existe une suite (xn) telle que
Txn → +∞, en utilisant la compacite´, il existe une sous-suite (toujours note´e (xn)) et
un point x tels que
xn → x.
Supposons Tx < +∞. Ainsi il existe δ > 0 tel que a` l’instant Tx + δ, le syste`me se
trouve a` l’inte´rieur de Kη, i.e.
B (zxTx+δ, ε) ⊂ Kη.
En utilisant la continuite´ par rapport aux conditions initiales, il existe ε˜ > 0 tel que
pour tout y ∈ B(x, ε˜), ∣∣zyTx+δ − zxTx+δ∣∣ ≤ ε2 ⇒ zyTx+δ ∈ Kη.
Ainsi, Ty ≤ Tx + δ pour tout y ∈ B(x, ε˜). Mais ceci est impossible pour y = xn avec
n assez grand.
Proposition II.4.2. Avec T et Kη de´finis pre´ce´demment, pour tout z ∈ B(0, R),
PT (z,Kη) > 0.
De´monstration. En utilisant le the´ore`me II.11 du support de Stroock-Varadhan avec
un controˆle identiquement nul, pour tout x ∈ BR, en notant K˜η un voisinage de Kη
inclus dans B(c, ε),
P
(
ZzT ∈ K˜η
)
= PT
(
z, K˜η
)
> 0.
De´monstration du the´ore`me II.10. Remarquons tout d’abord que
∂tH(zt) = ∇xH(zt) · x˙t +∇yH(zt) · y˙t
= ∇xH(zt) · f(zt) +∇yH(zt) · g(zt)− |∇yH(zt)|2
= − |∇yH(zt)|2
= −
∑
i∈∂V
p2i .
Ainsi, en utilisant les hypothe`ses, nous pouvons appliquer le principe de Lasalle. Soient
µ une mesure invariante ergodique, ε > 0.
• Comme µ n’est pas identiquement nulle, il existe une boule BR telle que µ(BR) > 0.
• En utilisant les de´finitions pre´ce´dentes, pour tout η > 0, il existe T tel que pour
tout t ≥ T , pour tout z ∈ BR,
PT (z,Kη) > 0.
• Comme H est continue, il existe η tel que Kη ⊂ B(c, ε).
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• Comme µ est une mesure invariante,
µ (B(c, ε)) ≥ µ (Kη)
= P ∗Tµ (Kη)
=
∫
Rn
PT (z,Kη) µ(dx)
≥
∫
BR
PT (z,Kη) µ(dx)
> 0.
Finalement, nous avons montre´ que c ∈ Supp(µ).
Rappelons que les mesures ergodiques invariantes par rapport a` un semigroupe for-
tement fellerien ont des supports disjoints (cf. Proposition II.3.6). Donc, s’il existe deux
mesures invariantes distinctes, c sera dans le support de chacune d’entre elles, ce qui
est impossible !
La stabilite´ et l’harmonicite´
Dans cette partie, nous montrons que lorsque le graphe G = (V,∼, ∂V) est
asyme´trique et lorsque les potentiels sont harmoniques, zt ≡ 0 est l’unique solution
du syste`me 
q˙i = pi
p˙i = −qi −
∑
j∼i(qi − qj)− pi1i∈∂V
pi1i∈∂V = 0
.
Proposition II.4.3. Lorsque les potentiels sont harmoniques, la condition (II.11) de
stabilite´ est e´quivalente a` la condition (II.6) d’asyme´trie.
De´monstration. En e´crivant l’e´quation associe´e a` l’atome en contact avec le thermostat
i ∈ ∂V,
〈z, ei+N 〉 ≡ 0.
Ainsi, si nous de´rivons cette e´quation par rapport au temps, comme pi = 0 sur ∂V,∑
j∼i
pj ≡ 0,
ce que nous re´e´crivons a` l’aide de la matrice d’adjacence Λ,
〈z,Λei+N 〉 ≡ 0.
Par re´currence, nous montrons que pour tout k ∈ N, i ∈ ∂V, t ∈ R+,
〈zt,Γkei+N 〉 = 0.
Ainsi, le lemme II.2.3 assure que lorsque la condition (II.6) d’asyme´trie est satisfaite,
q ≡ p ≡ 0.
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II.5 L’unicite´ : la controˆlabilite´
La de´marche suivante, de´crite par M. Hairer [Hai05] permet de supprimer l’hy-
pothe`se (II.14) de rigidite´ dans le the´ore`me II.10. Pour cela, nous allons de´montrer
l’irre´ductibilite´ du semigroupe sous la condition de re´gularite´ de Ho¨rmander. Nous al-
lons envisager deux notions d’irre´ductibilite´. La premie`re est l’irre´ductibilite´ forte. Elle
assure qu’a` tout instant et pour tout point de de´part le noyau associe´ au semigroupe
est de support plein. La deuxie`me est l’irre´ductibilite´ faible. Elle assure que pour tout
ouvert A de Rn et pour tout point de de´part, il existe un instant ou` le noyau du se-
migroupe charge A. Nous verrons par la suite que cette condition est plus adapte´e au
proble`me des re´seaux conducteurs de chaleur. En utilisant le the´ore`me II.11 du support
de Stroock-Varadhan, cette irre´ductibilite´ se traduit par des proprie´te´s de controˆlabilite´
du syste`me de´terministe.
Dans [EPRB99b], les auteurs montrent l’irre´ductibilite´ forte du semigroupe lorsque
le re´seau est une chaˆıne d’oscillateurs. Nous ne pouvons pas ge´ne´raliser leur me´thode a`
des re´seaux plus ge´ne´raux car ils utilisent la ge´ome´trie de la chaˆıne : partant de l’un des
thermostats on atteint de proche en proche chacun des atomes. La de´marche suivante
permet de surmonter cette difficulte´. Par rapport a` [Hai05], nous montrons que la diffu-
sion associe´e aux re´seaux d’oscillateurs est re´currente. Nous commencerons par rappeler
les diffe´rentes notions de controˆlabilite´, puis, suivant l’article [Car07], nous montrerons
la controˆlabilite´ forte des re´seaux harmoniques sous la condition (II.6) d’asyme´trie. Nous
terminerons en expliquant la de´marche permettant de montrer le the´ore`me suivant.
The´ore`me II.13. Lorsque la diffusion associe´e au re´seau conducteur de chaleur satis-
fait la condition (II.9) de Ho¨rmander, la mesure invariante du syste`me est unique.
De plus, en notant µ cette mesure invariante, Suppµ = Rn.
Remarque. Ce the´ore`me ne´cessite l’existence d’une mesure invariante a` support plein
(ici la mesure de Gibbs). Ainsi, il ne permet d’obtenir l’unicite´ de la mesure invariante
que lorsque chacune des tempe´ratures est strictement positive.
II.5.1 Discussion
• Dans le cadre plus ge´ne´ral propose´ par M. Hairer, le the´ore`me de controˆlabilite´
faible permet de montrer que l’hypoellipticite´ implique la controˆlabilite´ faible,
quand on connaˆıt une mesure de probabilite´ invariante a` support plein. En ge´ne´ral,
l’hypoellipticite´ implique seulement l’atteignabilite´. Nous rappelons ci-dessous
quelques re´sultats de the´orie du controˆle.
De´finition II.9 (cf. [Sas99] p.511-516). Conside´rons z = (x, y) la solution
d’un syste`me diffe´rentiel de´terministe (S).
∗ (S) est dit controˆlable si pour tout couple de points z0, z1 ∈ Rn, il existe un
instant T et un controˆle u tels que
(x0, y0) = z0, (xT , yT ) = z1.
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∗ (S) est dit fortement controˆlable s’il existe un instant T tel que pour tout couple
de points z0, z1 ∈ Rn, il existe un controˆle u tel que
(x0, y0) = z0, (xT , yT ) = z1.
∗ L’ensemble atteignable depuis z0 a` l’instant T est de´fini par
R(z0,≤ T ) = {z ∈ Rn; ∃s ≤ T et un controˆle tels que
(x0, y0) = z0, (xs, ys) = z}
Le the´ore`me de controˆlabilite´ (cf. [Sas99] Theorem 11.4) assure que si la condi-
tion (II.9) de Ho¨rmander est satisfaite sur un voisinage de z0, alors pour tout
instant T > 0, l’ensemble atteignable R(z0,≤ T ) est d’inte´rieur non vide. D’autre
part, si le syste`me de´terministe est fortement controˆlable (cf. [RB06]), la diffu-
sion est irre´ductible. Le but de cette partie est d’utiliser la the´orie des probabilite´s
pour montrer que les syste`mes de´terministes que nous conside´rons sont faiblement
controˆlables.
La difficulte´ pour controˆler ces syste`mes provient de la de´rive qui tire le syste`me
dans une certaine direction. Nous montrons dans ce qui suit que lorsque l’alge`bre
de Lie est de rang plein, le bruit permet de visiter tous les e´tats du syste`me.
Cependant, nous ne pouvons pas controˆler le temps mis pour aller d’un e´tat a`
l’autre.
L’exemple propose´ par M. Hairer [Hai05] montre que la controˆlabilite´ faible peut
avoir lieu sans qu’il y ait controˆlabilite´ forte.
• Nous mettrons en e´vidence le fait que la controˆlabilite´ faible fournit d’autres
informations sur le comportement de la diffusion. En particulier, nous pouvons
montrer que la diffusion est topologiquement transitive (cf. [Wu01]) et re´currente.
• Toute cette partie est e´crite en supposant que le semigroupe satisfait la condi-
tion (II.9) de Ho¨rmander. Cependant, dans le but de ge´ne´raliser les re´sultats
suivants au cadre de potentiels non analytiques, nous remarquons qu’ils sont en-
core valables lorsque le semigroupe est asymptotiquement fortement fellerien (cf.
De´finition II.6).
II.5.2 La controˆlabilite´ forte
Nous pre´sentons ici la proprie´te´ de controˆlabilite´ forte dans le cadre d’e´quations
diffe´rentielles stochastiques line´aires. En effet, c’est dans ce cadre que nous pourrons
montrer que cette proprie´te´ de controˆlabilite´ est satisfaite par les re´seaux d’oscillateurs.
En particulier, cette partie permet d’obtenir une nouvelle fois l’unicite´ de la mesure
invariante du the´ore`me II.3. On conside`re le syste`me diffe´rentiel
z˙t = f(zt) + σu(t), u ∈ C. (II.13)
De´finition II.10 (Controˆlabilite´ forte). On dit que le syste`me est fortement
controˆlable si l’ensemble des points atteignables en temps t est l’espace Rn, i.e.{
zt; ∃u ∈ C−, z˙s = f(zs) +Bu(s)
}
= Rn.
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The´ore`me II.14 (cf. [Won79], p.36-38). Dans le cadre d’un syste`me diffe´rentiel
line´aire, z˙t =Mzt + σu(t), on de´finit
EM,S = S +MS + · · ·+Mn−1S,
ou` S de´signe l’image de σ. Le syste`me diffe´rentiel est fortement controˆlable si et seule-
ment si EM,S = Rn.
Remarque. Lorsque le syste`me est fortement controˆlable, le the´ore`me II.11 du support
de Stroock-Varadhan assure que le semigroupe est fortement irre´ductible, i.e. pour tout
t > 0, z ∈ Rn, SuppPt(z, ·) = Rn et le the´ore`me suivant permettra de conclure.
The´ore`me II.15 (cf. [Mat07], Corollary 6.17 par exemple). Lorsque le semi-
groupe (Pt) est fortement Fellerien et fortement irre´ductible, la mesure invariante, si
elle existe, est unique.
De´monstration bis : Unicite´ dans le the´ore`me II.3. La re´gularite´ est une conse´quence
de la condition (II.9) de Ho¨rmander obtenue dans la proposition II.3.13.
En ce qui concerne la controˆlabilite´, on remarque que
M =
(
0 I
−Γ −I∂
)
, σ =
(
0 0
0 I∂V
)
,
Ainsi, on aura controˆlabilite´ forte de`s que V ect{Mkei+N , k ∈ N, i ∈ ∂V} = Rn. On
obtient ainsi successivement,
• Mei+N = −12ei+N + ei, soit ei ∈ EM,S .
• Mei = −Γei ∈ EM,S .
• MΓei = Γ2ei+N ∈ EM,S .
• MΓ2ei+N = Γ2ei − 12I∂Γ
2ei+N︸ ︷︷ ︸
∈V ect{ei, i∈∂V}
, soit Γ2ei ∈ EM,S . . .
Ainsi, par re´currence, on obtient
EM,S = V ect
{
Γkei,Γkei+N , k ∈ N, i ∈ ∂V
}
.
Or, on rappelle que
EΓ,∂V = V ect
{
Γkei, k ∈ N, i ∈ ∂V
}
.
Finalement, EM,S = Rn si et seulement si la condition (II.6) d’asyme´trie est satisfaite.
L’absence de crite`res de controˆlabilite´ forte dans le cadre de potentiels ge´ne´raux
nous incite a` introduire la notion de controˆlabilite´ faible ci-dessous.
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II.5.3 La controˆlabilite´ faible
La proprie´te´ de controˆlabilite´ forte pre´ce´dente n’e´tant pas ve´rifiable en ge´ne´ral, nous
allons nous inte´resser a` la proprie´te´ de controˆlabilite´ faible suivante. Nous conside´rons
le syste`me diffe´rentiel stochastique{
dXt = f(Xt, Yt) dt
dYt = g(Xt) dt−∇yH dt+ σ dBt, (Σ)
ou` nous rappelons que σ est une matrice inversible, ainsi que son syste`me de´terministe
associe´ {
x˙t = f(xt, yt)
y˙t = g(xt)−∇yH(xt, yt) + σ u(t), (S)
ou` u est la fonction de controˆle.
De´finition II.11 (Controˆlabilite´ faible). Si pour tout point de de´part z0 et pour
tout ouvert d’arrive´e A, il existe un controˆle u et un instant T = Tz,A tels que la solution
(xt, yt) du syste`me (S) satisfait
(x0, y0) = z0, (xT , yT ) ∈ A,
alors ce syste`me sera dit faiblement controˆlable (cf. figure II.9).
zTz0,A
z0
A
u(t)
Fig. II.9 – Illustration de la proprie´te´ de controˆlabilite´ faible
Pour prouver le the´ore`me d’unicite´ II.13, on va prouver la controˆlabilite´ faible du
syste`me (S) de´terministe correspondant. Pour e´tudier la controˆlabilite´ faible de ce
syste`me, on va utiliser un syste`me (S˜) de´terministe modifie´. Et enfin, pour montrer
la controˆlabilite´ faible de ce dernier, on utilisera la diffusion stochastique (Σ˜) corres-
pondante.
II.5.4 La de´monstration du the´ore`me II.13
Premie`re e´tape : E´quivalence entre proble`mes de controˆlabilite´
Tout d’abord, mettons en valeur un fait tre`s simple a` propos de la controˆlabilite´ des
syste`mes.
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De´finition II.12 (E´quivalence). Deux syste`mes de´terministes sont dits e´quivalents
si la faible controˆlabilite´ de l’un d’entre eux implique la faible controˆlabilite´ de l’autre.
De´finissons le syste`me de´terministe auxiliaire{
x˙t = f(xt, yt)
y˙t = g(xt)−∇yH(xt, yt) + σ˜ u(t), (S˜)
ou` σ˜ est une matrice inversible a` coefficients constants.
Proposition II.5.1 (E´quivalence entre syste`mes dynamiques). Le syste`me
de´terministe (S) est e´quivalent au syste`me de´terministe (S˜).
De´monstration. Soient z0 ∈ Rn, A un ouvert de Rn. On suppose qu’il existe un temps
T et un controˆle u tels que
(x0, y0) = z0, (xT , yT ) ∈ A.
Soit ν(t) = σ−1σ˜u(t). Alors, (x, y) est solution de l’e´quation diffe´rentielle{
x˙t = f(xy, yt)
y˙t = g(xt) + σ˜ν(t).
Le syste`me (S˜) est ainsi faiblement controˆlable.
Remarque. Dans le cadre des re´seaux conducteurs de chaleur, nous pouvons ainsi rem-
placer la matrice σ = diag(
√
2Ti, i ∈ ∂V) par la matrice
√
2Id.
Deuxie`me e´tape : Syste`me stochastique et mesure invariante
Nous pouvons maintenant conside´rer le syste`me stochastique associe´ au syste`me
de´terministe (S˜) pre´ce´dent :{
dx(t) = f(xt, yt) dt
dy(t) = g(xt) dt−∇yH dt+
√
2dBt,
(Σ˜)
ou` (Bt) est un mouvement brownien |∂V|-dimensionnel.
• Nous avons de´ja` montre´ lors du the´ore`me II.1 que la diffusion associe´e a` ce syste`me
est bien de´finie.
• Nous remarquons que ce syste`me admet une mesure invariante qui est la mesure
de Gibbs avec des tempe´ratures e´gales a` 1 (cf. The´ore`me II.2).
• Par hypothe`se, la fonction e−H est inte´grable et la mesure de probabilite´ corres-
pondante e−H/Z dz est de support plein.
Donc, en utilisant le the´ore`me II.6 d’unicite´ et la condition (II.9) de Ho¨rmander, nous
obtenons que µH est l’unique mesure invariante ergodique du syste`me diffe´rentiel sto-
chastique alternatif (Σ˜).
Dans l’e´tape suivante, nous allons utiliser cette proprie´te´ d’ergodicite´ pour montrer
la controˆlabilite´ faible du syste`me de´terministe associe´ a` la diffusion.
90
II.5. L’unicite´ : la controˆlabilite´
Troisie`me e´tape : De l’ergodicite´ a` la re´currence
L’unicite´ de la mesure invariante, sous des conditions de re´gularite´ du semigroupe,
induit la re´currence de la diffusion.
Proposition II.5.2 (Re´currence). Si le semigroupe est fortement fellerien et qu’il
existe une mesure invariante ergodique µH , tout ensemble mesurable A de Rn tel que
µH(A) > 0 est re´current.
Rappelons que le semigroupe peut eˆtre e´tendu a` une mesure de probabilite´ sur
l’ensemble des fonctions continues (cf. [RB06] p. 10). Nous introduisons tout d’abord
quelques notations e´le´mentaires en rapport avec la dynamique du syste`me stochas-
tique (Σ˜). Soit θt l’ope´rateur de translation temporelle sur les trajectoires, i.e.
θt ◦ Z· = Zt+·.
Nous introduisons deux quantite´s principales : la fonction h mesure la re´currence de la
diffusion, la tribu J est appele´e la tribu invariante
h(z) = Pz
{
lim sup
t
(1Zt∈A) = 1
}
,
J = σ {Γ ⊂ C([0,∞],Rn), θ−1t (Γ) = Γ, ∀ t > 0} .
Lemme II.5.3. Lorsque le semigroupe est fortement fellerien et la mesure invariante
est ergodique, la fonction h est constante.
De´monstration. On notera (Ft) la filtration naturelle du mouvement brownien. La pro-
prie´te´ de Markov assure que h est invariante car pour tout z ∈ Rn,
Pth(z) = Ez[h(Zt)]
= Ez
[
PZt
{
lim sup
s
(1Zs∈A) = 1
}]
= Pz
[
lim sup
s
(
1Zt+s∈A
)
= 1
]
= h(z).
D’autre part, h(Zt) est une martingale,
Ez[h(Zt+s)|Fs] = EZs [h(Zt)]
= Pth(Zs)
= h(Zs).
Comme h(Zt) est borne´e, elle est donc convergente, i.e. il existe une variable ale´atoire
Z J -mesurable telle que
Z = lim
t→∞h(Zt), PµH − p.s.
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Comme µH est ergodique (graˆce au the´ore`me II.6 de support), la tribu J est triviale et
Z = constante, PµH − p.s.
Or, h(z) = Ez[Z]. Ainsi,
h = constante, µH − p.s.
Finalement, le semigroupe est fortement fellerien et h est borne´e, donc h est continue.
Ainsi, comme µH est a` support plein, h est constante.
Avant d’aborder la de´monstration de la proposition II.5.2 de re´currence, nous rap-
pelons le the´ore`me bien connu suivant.
The´ore`me II.16 (The´ore`me de re´currence de Poincare´). Soient (Ω,F , µ) un
espace de probabilite´ et θ une application mesurable qui conserve la mesure µ. Alors, pour
tout A ⊂ Ω tel que µ(A) > 0, pour presque tout z ∈ A, il existe une suite strictement
croissante (kn) telle que
θknz ∈ A, ∀n ∈ N.
De´monstration de la proposition II.5.2. Pour prouver la proprie´te´ de re´currence, nous
allons appliquer le the´ore`me de re´currence de Poincare´ a` la mesure PµH induite par µH
sur l’ensemble des fonctions continues sur R+, invariante par l’ope´rateur de translation
θt.
Soient A un ouvert non vide, EA = {Z;Z0 ∈ A}. Comme µH est de support plein
sur Rn,
PµH (EA) = µH(A) > 0.
Ainsi, il existe F ⊂ EA tel que PµH (F ) = PµH (EA) et pour tout Z ∈ G, il existe une
sous-suite tn telle que
θtnZ ∈ EA, ∀n ∈ N,
i.e. Ztn ∈ A, ∀n ∈ N. Finalement, pour presque tout z = Z0 ∈ A, nous avons
h(z) = 1.
Cependant, d’apre`s le lemme pre´ce´dent, h est constante, soit
h ≡ 1.
Tout sous-ensemble de Rn charge´ par la mesure invariante µH est donc re´current.
Quatrie`me e´tape : Faible controˆlabilite´
Pour re´soudre le proble`me de la faible controˆlabilite´, nous allons utiliser une
re´alisation du mouvement brownien correspondant au syste`me stochastique pour le-
quel nous allons utiliser la proprie´te´ II.5.2 de re´currence.
Lemme II.5.4. Le syste`me de´terministe (S) est faiblement controˆlable.
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De´monstration. On montre ici la controˆlabilite´ faible du syste`me alternatif (S˜). Pour
tout z ∈ Rn, soit τA le temps d’atteinte de l’ouvert A. D’apre`s le lemme pre´ce´dent, nous
avons
Pz (τA < +∞) = 1.
Soit Γz l’ensemble des trajectoires du mouvement brownien telles que τA < +∞ et
W la mesure de Wiener. Alors,
W (B ∈ Γz) = Pz (τA < +∞)
= 1.
D’ou`, Γz 6= ∅ et nous pouvons choisir une trajectoire B(ω) dans Γz telle que T :=
τA(ω) < +∞,
Z0(ω) = z, ZτA(ω)(ω) =
∫ T
0
f(Zs) ds+
∫ T
0
σ ◦ dBs ∈ A.
Comme l’inte´grale par rapport a` des approximations line´aires par morceaux
(
B(n)
)
n
du
mouvement brownien converge vers l’inte´grale de Stratonovitch, il existe un controˆle
continu par morceaux tel que
z0 = z, zT ∈ A.
Enfin, nous pouvons conclure que le syste`me (S˜) est faiblement controˆlable et d’apre`s
le the´ore`me II.5.1 d’e´quivalence le syste`me (S) est faiblement controˆlable.
Remarque. De`s que la diffusion est fortement fellerienne, pour tout sous ensemble me-
surable A ⊂ Rn, t 7→ Pt(z,A) est continue et
∫∞
0 1Z
z
s∈A ds > 0 si µH(A) > 0. Ainsi, la
diffusion est µH -irre´ductible (cf. [MT93] p.520).
Cinquie`me e´tape : De´monstration du The´ore`me II.13
Lemme II.5.5. Supposons que le syste`me de´terministe (S) soit faiblement controˆlable.
Soit A un ouvert de Rn. Pour tout z ∈ Rn, il existe un instant T > 0 tel que
PT (z,A) > 0.
De´monstration. Soit z ∈ Rn. Par hypothe`se, il existe z0 ∈ A et un controˆle continu tel
que
(x0, y0) = z, (xT , yT ) = z0.
Ainsi, en utilisant le the´ore`me du support, z0 ∈ SuppPT (z, ·) et
PT (z,A) > 0.
Lemme II.5.6. Supposons que le syste`me de´terministe (S) soit faiblement controˆlable
et le semigroupe (Pt) fortement fellerien. Alors, pour toute mesure µ invariante pour le
semigroupe (Pt),
Suppµ = Rn.
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De´monstration. En effet, soit z ∈ Suppµ, A un ouvert de Rn et T de´fini comme dans
le lemme II.5.5 pre´ce´dent. Comme u 7→ PT (u,A) est continue, il existe un voisinage
B(z, ε) de z et une constante c0 > 0 telle que pour tout u ∈ B(z, ε), PT (u,A) ≥ c0 :
µ(A) =
∫
Rn
PT (u,A)µ(du)
≥
∫
B(z,ε)
PT (u,A)µ(du)
≥ c0µ(B(z, ε))
> 0,
car z ∈ Suppµ.
De´monstration du the´ore`me II.13 d’unicite´. Comme la condition (II.9) de Ho¨rmander
est satisfaite, en utilisant le lemme pre´ce´dent, Suppµ = Rn. Ainsi, le the´ore`me II.6
implique l’unicite´ de la mesure invariante µ. De plus, cette mesure est ergodique.
II.6 L’existence de mesures invariantes
II.6.1 La compacite´
On suppose que les potentiels U, V sont des polynoˆmes unitaires et on note u (resp.
v) leur degre´. On supposera dans toute cette partie que u ≥ v.
The´ore`me II.17. On suppose que le semigroupe (Pt) est fortement fellerien et que la
condition (II.14) de rigidite´ est satisfaite pour le syste`me (S∞) de´fini ci-dessous.
Alors, lorsque le degre´ de U est plus grand que le degre´ de V , il existe une mesure
invariante.
La de´monstration de ce the´ore`me repose sur les meˆmes arguments que ceux
de [RBT02], pre´sente´s e´galement dans [Car07]. Nous reproduisons cependant les grandes
lignes de la de´monstration pour montrer l’importance de la condition de rigidite´.
Remarque. Dans le cadre de cette de´monstration, l’absence d’irre´ductibilite´ forte du
semigroupe dans le cadre ge´ne´ral des re´seaux conducteurs de chaleur empeˆche d’obtenir
la convergence exponentielle vers la mesure invariante contrairement au cas de la chaˆıne
d’oscillateurs. Cependant, a` ce jour, aucun re´sultat ne permet de connaˆıtre la vitesse
de convergence vers la mesure invariante dans ce cadre.
La de´monstration du the´ore`me se fait via la me´thode de Krylov-Bogoliubov clas-
sique.
Lemme II.6.1. S’il existe une fonction de Lyapunov W , telle que
1. LW (z) ≤ CW (z) pour une constante C > 0,
2. il existe un instant t0 > 0 et une suite an ↑ +∞ tels que
lim
n→∞ sup{z,W (z)>an}
Pt0W (z)
W (z)
= 0,
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alors le syste`me admet une mesure invariante.
De´monstration. La de´monstration se de´compose en deux arguments principaux.
1. Notons K le compact {W (x) ≤ an}, pour n assez grand. On remarque que, par
hypothe`se, il existe a ∈ (0, 1), b tels que
Pt0W (z) ≤ aW (z) + b1K(z).
Ainsi, en utilisant la proprie´te´ de semigroupe, on obtient pour tout n ∈ N,
Pnt0W (z) ≤ anW (z) + b+ ab+ · · ·+ an−2b+ an−1b1K(z)
≤ anW (z) + b
1− a.
Or, comme LW (z) ≤ CW (z), on a PtW (z) ≤ eCtW (z) et ainsi, en choisissant n
tel que nt0 ≤ t < (n+ 1)t0, on obtient
PtW (z) = Pnt0Pt−nt0W (z)
≤ eC(t−nt0)Pnt0W (z)
≤ eC(t−nt0)
(
anW (z) +
b
1− a
)
≤ eCt0
(
W (z) +
b
1− a
)
.
Ainsi, on a
sup
t
PtW (z) < +∞.
2. Il suffit alors de conside´rer pour z ∈ Rn la suite de mesures de´finies pour toute
fonction bore´lienne borne´e par
νt(f) = 1t
∫ t
0
Psf(z) ds.
En effet, on remarque que supt νt(W ) ≤ supt PtW (z) < +∞. Donc, d’apre`s le
the´ore`me de Prokhorov, la suite (νt) est tendue et admet une sous-suite (νtn)
convergente vers une mesure ν, i.e. pour toute fonction continue borne´e,
νtn(f)→ ν(f).
Comme (Pt) est fortement fellerien, si f est mesurable borne´e, Psf est continue
borne´e et on a pour tout s > 0,
lim
n
νtn(Ps(f)) = ν(Psf).
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Enfin, en utilisant la de´finition de νt,
νtn(Psf) =
1
tn
∫ tn
0
PuPsf(z) du
=
1
tn
∫ tn
0
Pu+sf(z) du
=
1
tn
∫ s+tn
s
Puf(z) du
=
s+ tn
tn
νs+tn(f)−
s+ tn
tn
∫ s
0
Puf(z) du
→ ν(f).
Finalement, on a bien pour tout s > 0, P ?t ν = ν et la mesure ν est invariante.
Dans la suite, on choisit comme fonction de Lyapunov W (z) = eβH(z).
Lemme II.6.2. Soit β ∈ R tel que 0 < β < max(Ti, i ∈ ∂V)−1. Il existe une constante
C > 0 et a, b > 1 tels que
PtW (z)
W (z)
≤ eCβt
P
i TiEz
[
e−C
R t
0
P
i∈∂V p
2
i ds
]1/b
.
On rappelle brie`vement comment se de´montre ce lemme.
De´monstration. Soit β ∈
(
0,max (Ti, i ∈ ∂V)−1
)
. D’apre`s la formule d’Itoˆ,
H(Zzt ) = H(z) +
∫ t
0
{∑
i∈V
∂qiH∂piH ds− ∂piH∂qiH ds− · · ·
· · · −
∑
i∈∂V
∂piHpi ds+
√
2Ti∂piH dBi + Ti ds
}
= H(z) +
∑
i∈∂V
Tit−
∫ t
0
∑
i∈∂V
p2i ds+Mt
On remarque par ailleurs que (Mt) est une martingale de variation quadratique
[M,M ]t = 2
∫ t
0
∑
i∈∂V
Tip
2
i ds.
PtW (z)
eβH(z)
= Ez
[
eβ(H(Zt)−H(z))
]
= Ez
[
eβ(H(Zt)−H(z))
]
= Ez
[
eβMt−a
β2
2
[M ]tea
β2
2
[M ]t+
P
i∈∂V Tit−
R t
0
P
i∈∂V p
2
i ds
]
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Ainsi, en utilisant l’ine´galite´ d’Ho¨lder ainsi que les martingales exponentielles, on obtient
le re´sultat attendu.
Pour de´montrer que les hypothe`ses du lemme pre´ce´dent sont bien satisfaites, on
utilise une me´thode de changement d’e´chelle permettant de s’inte´resser a` la dynamique
sans bruit.
Pour cela, on de´finit une suite d’e´nergies (En) tendant vers +∞ et on conside`re le
changement d’e´chelle de l’hamiltonien
Hn(q, p) =
∑
i∈V
p2i
2
+ 1EnV
(
E1/un qi
)
+ 12En
∑
j∼i
U
(
E1/un (qj − qi)
)
.
On conside`re alors l’e´quation diffe´rentielle stochastique{
dqi = ∂piHn dt
dpi = −∂qiHn dt− 1i∈∂VE1/u−1/2n ∂piHn dt+ 1i∈∂VE1/2u−3/4n dBi.
(Sn)
Les solutions de ce syste`me convergent vers les solutions du syste`me correspondant
a` l’hamiltonien limite (cf. [Car07] Section 5 pour plus de de´tails)
H∞(q, p) =
∑
i∈∂V
p2i
2
+ 1u=v|qi|v + 12
∑
j∼i
(qj − qi)u.
On conside`re ainsi le syste`me diffe´rentiel sans bruit, pour tout i ∈ V,{
q˙i = ∂piH∞
p˙i = −∂qiH∞ − 1i∈∂V∂piH∞.
(S∞)
Condition (Condition de rigidite´). Nous dirons qu’une solution du syste`me
diffe´rentiel (II.1) satisfait la condition de rigidite´ si le syste`me
q˙i = ∂piH∞
p˙i = −∂qiH∞ − 1i∈∂V∂piH∞
pi1i∈∂V ≡ 0,
(II.14)
a une unique solution donne´e par zt ≡ c.
Lemme II.6.3. Si le syste`me (S∞) satisfait la condition (II.14) de rigidite´, alors pour
tout point z0 ∈ Rn tel que H∞(z0) = 1, pour toute solution de (S∞) issue de z0, pour
tout instant t > 0, ∫ t
0
∑
i∈∂V
p2i ds > 0.
De´monstration. On suppose par l’absurde qu’il existe t > 0 tel que∫ t
0
∑
i∈∂V
p2i ds = 0.
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Rappelons que nous avons suppose´ que l’hamiltonien H est strictement convexe et
atteint son unique minimum en c ∈ Rn. Nous supposerons que ce minimum est nul.
D’apre`s la condition (II.14) de rigidite´, s ∈ (0, t), zt = c. On a alors, H∞(z0) = H∞(c) =
0, ce qui contredit l’hypothe`se initiale, H∞(z0) = 1.
Le the´ore`me II.17 d’existence de la mesure invariante est une conse´quence du lemme
suivant. La de´monstration ne sera pas reproduite ici car elle est identique a` celle effectue´e
dans [Car07] Lemma 5.2.
Lemme II.6.4. Supposons que Zn soit une solution de (Sn) issue de zn, avec H(zn)→
∞. Alors, il existe une sous-suite (znk)k telle que pour tout C > 0, t > 0,
lim
k→∞
Eznk
[
e−C
R t
0
P
i∈∂V p
2
i ds
]
= 0.
II.6.2 La non-compacite´
Dans cette partie, on suppose que les potentiels U et V sont des monoˆmes de degre´s
respectifs u, v ∈ 2N?. On suppose de plus que U est harmonique, c’est-a`-dire que u = 2.
Cette partie est une re´e´criture des arguments donne´s par M. Hairer et J. Mattingly
[HM07] dans le cadre des re´seaux d’oscillateurs.
The´ore`me II.18. Lorsque 4 ≤ v, la re´solvante de L n’est pas compacte. Si 4 < v, 0
appartient au spectre essentiel de L et L ne posse`de pas de trou spectral.
Remarque. Le choix de description de la dynamique effectue´ dans cette de´monstration
inspire´e de [HM07] ne permet pas de supprimer l’hypothe`se U harmonique. Cependant,
il est probable que ces re´sultats restent vrai dans un cadre plus ge´ne´ral.
Dans cette section, la strate´gie consiste a` e´tudier le spectre essentiel de L via un
ope´rateur conjugue´. On montre que 0 appartient au spectre essentiel de L. Ainsi, meˆme
si la mesure invariante existe, il n’y aura pas convergence vers celle-ci a` un taux expo-
nentiel.
L’ope´rateur conjugue´
On rappelle que le ge´ne´rateur L de la diffusion est de´finit par
L =
∑
i∈V
∂piH∂qi − ∂qiH∂pi −
∑
i∈∂V
pi∂pi +
∑
i∈∂V
Ti∂
2
pi .
Un simple calcul montre que
LeβH
eβH
= β
∑
i∈∂V
Ti + β
∑
i∈∂V
(βTi − 1)p2i .
En choisissant β < min(1/Ti, i ∈ ∂V), le ge´ne´rateur L de la diffusion peut eˆtre
prolonge´ en un ope´rateur L0 sur l’espace des fonctions L2(e−βHdq dp) (cf. [EH00] Pro-
position 2.5). Ces deux ope´rateurs co¨ıncident sur l’espace des fonctions C∞0 (Rn). Par
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abus de notation, nous continuerons a` noter L l’ope´rateur de´fini sur L2(e−βHdq dp).
On va s’inte´resser, sur l’espace L2(dq dp) a` l’ope´rateur conjugue´ de´fini par L˜ · =
e−
β
2
HL
(
e
β
2
H ·
)
. Nous noterons ‖ · ‖2 la norme de l’espace de Hilbert L2(dq dp).
Un simple calcul montre que
L˜f = β2
∑
i∈∂V
(
Ti + Ti β2 p
2
i − p2i
)
f + {H, f}+
∑
∂V
(βTi − 1) pi∂pif +
∑
∂V
Ti∂
2
pif.
Le spectre essentiel
De´finition II.13 (Spectre essentiel, cf. [GW69]). λ ∈ C n’appartient pas au
spectre essentiel de L si et seulement si
dim Ker(L − λ Id) < +∞ ou codim Im(L − λ Id) < +∞.
Remarque. L˜ et L ont le meˆme spectre essentiel.
Pour comprendre le spectre essentiel, nous utilisons le the´ore`me de Weyl suivant.
The´ore`me II.19 (Crite`re de Weyl, cf. [HM07] Proposition 3.2). Pour tout
λ ∈ C, λ appartient au spectre essentiel de L si et seulement si il existe une suite (ϕn)
telle que
1. Pour tout n ∈ N, ‖ϕn‖ = 1,
2. La suite (ϕn) ne posse`de pas de valeur d’adhe´rence,
3. lim
n→∞ ‖Lϕn − λϕn‖ = 0.
D’autre part, si 3. est remplace´ par lim sup
n→∞
‖Lϕn − λϕn‖ < +∞, la re´solvante de L
n’est pas compacte.
Le the´ore`me II.18 est donc une conse´quence du the´ore`me suivant.
The´ore`me II.20. Il existe une suite de fonctions (ϕn) satisfaisant les conditions du
crite`re de Weyl telle que
1. si u < v2 , ‖L˜ϕn‖2 → 0,
2. si u = v2 , supn ‖L˜ϕn‖2 < +∞.
L’e´quation de Poisson
Notons H0 l’hamiltonien de la particule isole´e, i.e.
H0(q, p) =
p2
2
+ V (q).
Dans la suite, on va e´tudier les solutions de l’e´quation de Poisson
{H0, f} = φ, (II.15)
pour une fonction φ judicieusement choisie.
Remarque. Pour toute fonction de´rivable f , f(H0) est invariante par le flot hamiltonien,
donc est solution de {H0, f(H0)} = 0. Les solutions de l’e´quation pre´ce´dente ne sont
donc pas uniques. Dans la suite, nous expliquons quelle solution choisir.
99
Chapitre II. Les re´seaux conducteurs de chaleur
Les coordonne´es polaires
Conside´rons la fonction r(θ) (re´gulie`re d’apre`s le the´ore`me des fonctions implicites),
solution de l’e´quation suivante (nous appellerons Γ la courbe de´finie en coordonne´es
polaires par la fonction r) :
(r(θ) cos θ)2
2
+ V (r(θ) sin θ) = 1.
En coordonne´es carte´siennes, Γ a pour e´quation p
2
2 + V (q) = 1. Ses vecteurs tangents
sont ainsi coline´aires au vecteur
( −V ′(q)
p
)
. Lorsque p, q se de´placent sur la courbe,
{H, f} = ω(θ)∂θf(r cos θ, r sin θ),
ou` ω(θ) repre´sente la norme du vecteur tangent. On va ainsi ramener notre proble`me
initial a` un proble`me de´fini sur la courbe Γ en effectuant des hypothe`ses d’homoge´ne´ite´
sur les fonctions φ et V (cf. figure II.10).
0
Γ
θ
(q, p)
Fig. II.10 – Courbe Γ et changement d’e´chelle
Pour re´soudre l’e´quation de Poisson, on va ainsi re´soudre l’e´quation pre´ce´dente en
se ramenant a` la ligne de niveau H0(q, p) = 1, puis prolonger les solutions a` l’espace Rn
par homoge´ne´ite´.
Les fonctions homoge`nes
De´finition II.14. On dit qu’une fonction f de´finie sur R2N est (v, α)-homoge`ne si et
seulement si
f(λp, λ2/vq) = λ2αf(q, p).
Remarques.
• Pour tout monoˆme, la fonction (q, p) 7→ p22 + avqv est (v, 1)-homoge`ne.
• Pour tout monoˆme U , pour tout v ∈ N, la fonction (q, p) 7→ buqu est (v, u/v)-
homoge`ne.
100
II.6. L’existence de mesures invariantes
• On remarque que lorsque f est (v, α)-homoge`ne, {H0, f} est (v,α-1/v+1/2)-
homoge`ne
Pour toute fonction (v, α)-homoge`ne, on de´finit la fonction f˜(θ) de´finie par la valeur
de f sur la courbe Γ, i.e.
f˜(θ) = f (r(θ) cos θ, r(θ) sin θ) .
Re´ciproquement, comme V (q) = avqv, pour toute fonction f˜ de´finie sur Γ, on peut
de´finir une fonction sur R2N (v, α)-homoge`ne, par
f(q, p) =
(
p2
2
+ avqv
)α
f˜(arctan(q/p)).
Ainsi, on peut re´soudre l’e´quation de Poisson pour une fonction φ (k, α)-homoge`ne en
conside´rant la fonction f˜ de´finie par
f˜(θ) =
∫ θ
0
φ˜(u)
ω(u)
du− 1
2pi
∫ 2pi
0
∫ θ
0
φ˜(t)
ω(t)
dt dθ.
Finalement, pour re´soudre l’e´quation (II.15), lorsque φ est (v, α)-homoge`ne, on choi-
sit la fonction (v,α-1/v-1/2)-homoge`ne f solution de l’e´quation{
p2
2
+ avqv, f
}
= φ.
On de´finit ainsi les solutions des e´quations{ {H0,Φ} = −U ′(q)
{H0,Φ(2)} = Φ, . (II.16)
Lemme II.6.5. Soient Φ : R2 → R une fonction (v, α)-homoge`ne, χ une fonction a`
support compact et ϕ : RN−1×RN−1 → R une fonction de carre´ inte´grable, telle qu’il
existe deux fonctions mesurable g, h telles que ϕ(x, y) = ϕ(x− g(q0, p0), y − h(q0, p0)).
On a alors ∥∥∥∥Φϕχ(H0E
)∥∥∥∥
2
. Eα+ 14+ 12v .
De´monstration. D’apre`s la de´finition de H0(q0, p0) =
p20
2 + avq
v
0 , on obtient apre`s un
changement de variables∫
Rn
Φ(q0, p0)2ϕ2χ
(
H0(q0, p0)
E
)2
dq0 dp0 dx dy
=
∫
Rn
Φ
(
E1/vq0,
√
Ep0
)2
ϕ2χ (H0(q0, p0))
2 E1/vdq0
√
Edp0 dx dy
= E2α+ 1v+ 12
∫
Rn
Φ(q0, p0)2ϕ2χ (H0(q0, p0))
2 dq0 dp0 dx dy,
et on obtient ainsi la majoration annonce´e.
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L’absence de trou spectral
On note ici V = {0, . . . , N − 1}. Quitte a` renommer les atomes, on suppose que
0 6∈ ∂V. On note V1 l’ensemble des voisins de 0. On appelle ge´ne´ration de l’atome
(note´e gen(i)) i la longueur du plus court chemin reliant i a` 0. On de´finit sur V la
relation d’ordre i ≺ j si (i ∼ j et gen(i) ≤ gen(j)) ainsi que la relation i ≈ j si (i ∼ j
et gen(i) = gen(j)).
On effectue le changement de variables :{
p¯i = pi +Φ(p0, q0)1i∈V1
q¯i = qi +Φ(2)(p0, q0)1i∈V1 ,
ou` Φ, Φ(2) sont de´finies en (II.16) et on de´finit l’hamiltonien
Hr(q, p) =
∑
i6=0
p2i
2
+ V (qi) +
1
2
∑
j∼i
6=0
U(qi − qj).
Soit χ une fonction de classe C∞ positive dont le support est inclus dans [1, 2]. Pour
tout En ∈ R, on de´finit la fonction
ϕn(q, p) = Cne−
β
2Hr(q¯,p¯)χ
(
H0(q0, p0)
En
)
,
ou` Cn est la constante de normalisation telle que ‖ϕn‖2 = 1.
Remarques.
• Les (ϕn) ont des supports disjoints et donc cette suite n’a pas de valeur
d’adhe´rence.
• D’apre`s le lemme pre´ce´dent, on ve´rifie que Cn est de l’ordre de E−1/2v−1/4n .
De´monstration du The´ore`me II.20. On commence par e´valuer (rappelons que 0 6∈ ∂V),
L˜ϕn
ϕn
= −β2 {H,Hr}+
χ′
χEn {H,H0}+
β
2
∑
∂V
(
Ti + Ti β2 p
2
i − p2i
)
− · · ·
· · · − β2
∑
∂V
(βTi − 1) pip¯i +
∑
∂V
Ti
(
−β2 + β
2
4 p¯
2
i
)
= −β2 {H,Hr}+
χ′
χEn {H,H0}+ · · ·
· · ·+ β24
∑
∂V
Ti
(
p2i − 2pip¯i + p¯2i
)
+ β2
∑
∂V
(
pip¯i − p2i
)
= −β2 {H,Hr}+
χ′
Enχ{H,H0}+ · · ·
+β
2
4
∑
∂V∩V1
TiΦ2 +
β
2
∑
∂V∩V1
piΦ,
car Φ = p¯i − pi.
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• Comme {H,Φ} = −U ′ et U ′ est (v, u−1v )-homoge`ne, Φ est (v, u/v−1/2)-homoge`ne.
Ainsi, ∥∥∥∥∥∥β2
∑
∂V∩V1
piΦϕn
∥∥∥∥∥∥
2
. E−
1
2v
− 1
4
n E
u
v
− 1
2
+ 1
4
+ 1
2v
n
. E
u
v
− 1
2
n .
Finalement ce terme tend vers 0 de`s que
u <
v
2
,
et est borne´ si u = v2 .
• De manie`re analogue, Φ2 est (v, 2u/v − 1)-homoge`ne. Ainsi,∥∥∥∥∥∥β
2
4
∑
∂V∩V1
TiΦ2ϕn
∥∥∥∥∥∥
2
. E−
1
2v
− 1
4
n E
2u
v
−1+ 1
4
+ 1
2v
n = E
2u
v
−1
n
le terme en Φ2 tend vers 0 de`s que
u <
v
2
,
et est borne´ de`s que u = v2 .
Il nous reste donc a` e´tudier les crochets de Poisson. D’une part, (q0, p0) ne de´pend
pas des (qi, pi) pour i 6= 0. Ainsi,
{H,H0} = ∂p0H∂q0H0 − ∂q0H∂p0H0
= p0
V ′(q0)− V ′(q0)− ∑
j∈V1
U ′(q0 − qj)

= −p0
∑
j∈V1
U ′(q0 − qj)
:= Φ1.
• En raisonnant comme dans le lemme II.6.5, on montre que∥∥∥∥ χ′χEnΦ1φn
∥∥∥∥
2
. E−1n E
− 1
4
− 1
2v
n E
1
2
+u−1
v
+ 1
4
+ 1
2v
n
. E−
1
2
+u−1
v
n .
Ainsi, ce terme tend vers 0 de`s que
u <
v
2
+ 1,
et est borne´ si u = v2 + 1.
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D’autre part, compte-tenu de la parite´ de V et U , on peut re´e´crire
Hr(q¯, p¯) =
∑
i6=0
p¯2i
2
+
∑
i∈V1
V (q¯i) +∑
i≺j
U(q¯i − qj) + 12
∑
i≈j
U(qi − qj)

+
∑
i6∈V1∪{0}
V (qi) +∑
i≺j
U(qi − qj) + 12
∑
i≈j
U(qi − qj)
 .
Tout d’abord, nous constatons que le crochet suivant ne de´pend pas de (q0, p0, q¯i, p¯i)
et ainsi sa norme L2 tend vers 0 lorsque En →∞.
H, ∑
i6∈V1∪{0}
V (qi) +
∑
i≺j
U(qi − qj) + 12
∑
i≈j
U(qi − qj)
 = −∑
i∈V2
pi
∑
j≺i
U ′(qi − qj)
=
∑
i∈V1
∑
i≺j
pjU
′(qi − qj).
Il nous reste donc a` e´valuer
∑
V1
{
H,
p¯2i
2
}
︸ ︷︷ ︸
I
+
∑
V1
{H,V (q¯i)}︸ ︷︷ ︸
II
+
∑
V1
∑
i≺j
{H,U(q¯i − qj)}︸ ︷︷ ︸
III
+
1
2
∑
V1
∑
i≈j
{H,U(qi − qj)}︸ ︷︷ ︸
IV
.
Soit,
I = p0∂q0Φp¯i − (V ′(q0) +
∑
V1
U ′(q0 − qi))∂p0Φp¯i − p¯i(V ′(qi) +
∑
i∼j
U ′(qi − qj))
= −p¯iU ′(q0)− ∂p0Φ
∑
V1
U ′(q0 − qi)p¯i − p¯i
V ′(qi) +∑
i∼j
U ′(qi − qj)
 ,
II = p0∂q0Φ
(2)V ′(q¯i)−
V ′(q0) +∑
V1
U ′(q0 − qi)
 ∂p0Φ(2)V ′(q¯i) + piV ′(q¯i)
= ΦV ′(q¯i)− ∂p0Φ(2)
∑
V1
U ′(q0 − qi)V ′(q¯i) + piV ′(q¯i)
= p¯iV ′(q¯i)− ∂p0Φ(2)
∑
V1
U ′(q0 − qi)V ′(q¯i),
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III = p0
∑
i≺j
U ′(q¯i − qj)∂p0Φ(2) − (V ′(q0) + · · ·
· · ·+
∑
V1
U ′(q0 − qi))
∑
i≺j
U ′(q¯i − qj)∂q0Φ(2) + · · ·
· · ·+ pi
∑
i≺j
U ′(q¯i − qj)−
∑
i≺j
pjU
′(q¯i − qj)
= Φ
∑
i≺j
U ′(q¯i − qj)− ∂p0Φ(2)
∑
V1
U ′(q0 − qi)
∑
i≺j
U ′(q¯i − qj) + · · ·
· · ·+ pi
∑
i≺j
U ′(q¯i − qj)−
∑
i≺j
pjU
′(q¯i − qj)
= p¯i
∑
i≺j
U ′(qi − qj)− ∂p0Φ(2)
∑
V1
U ′(q0 − qi)
∑
i≺j
U ′(q¯i − qj)− · · ·
· · · −
∑
i≺j
pjU
′(q¯i − qj),
IV =
pi
2
∑
j≈i
U ′(qi − qj) + 12
∑
j≈i
pjU
′(qj − qi)
Enfin, on regroupe les termes en p¯i pour obtenir (on omet les termes en de´rive´es de
Φ et Φ(2) obtenus pre´ce´demment) :
p¯i
V ′(q¯i)− V ′(qi) +∑
i≺j
U ′(q¯i − qj)−
∑
i∼j
U ′(qi − qj)− U ′(q0)
− Φ2 ∑
j≈i
U ′(qi − qj).
Remarque. Comme U est harmonique, le terme en q0 disparaˆıt dans cette expression.
On e´tudie maintenant pour chacun des termes, en utilisant le lemme II.6.5, le com-
portement de sa norme L2 lorsque En →∞.
• Le terme en ∂p0Φ :
E
“
u
v−
1
2
”
− 1
2
n E
u−1
v
n (1 + Eu/v−1/2n ).
Ainsi, ce terme tend vers 0 de`s que
u <
v
2
+
1
2
.
• Le terme en ∂p0Φ(2) :
E(
u+1
v
−1)− 12
n E
u−1
v
n
(
1 + E(
u+1
v
−1)(v−1)
n
)
. E
3u+1
v
−2
n .
Ainsi, ce terme tend vers 0 de`s que
u <
3
4
v.
• Le terme en Φ :
E
u
v
− 1
2
n .
105
Chapitre II. Les re´seaux conducteurs de chaleur
Ainsi, ce terme tend vers 0 de`s que
u <
v
2
.
• Le terme en p¯i : (
1 + E
u
v
− 1
2
n
)(
E(
u+1
v
−1)(v−1)
n + 1
)
.
Ainsi, ce terme tend vers 0 de`s que
u <
v
2
.
Finalement, en regroupant les e´valuations pre´ce´dentes, on obtient bien∥∥∥L˜ϕn∥∥∥
2
−−−→
n→∞ 0, 4 < v,
sup
n∈N
∥∥∥L˜ϕn∥∥∥
2
< +∞, 4 = v.
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Nous reproduisons ci-dessous l’article The critical temperature of a Directed Polymer
in a random environment coe´crit avec Ph. Carmona et accepte´ pour publication dans
la revue Markov Processes and Related Fields.
Abstract
In this paper, we find a necessary condition that ensures that the critical temperature of
a directed polymer in a random environment is different from its lower bound obtained
with the second moment method. Then we apply this criterion to the network Zd and
different distributions of the environment.
Keywords : directed polymer, random environment, partition function.
Mathematic Classification : 60K37
1 Introduction
A large number of the disordered systems which have attracted the attention of ma-
thematicians and physicists enjoy the following property. There exists a critical inverse
temperature β(c) such that for β < β(c) (resp. β > β(c)) the annealed and quenched free
energies are equal (resp. different).
Usually, a second moment method yields a lower bound β2 ≤ β(c). Whether the
equality β2 = β(c) holds is an important issue which has received different answers. For
example, there is equality for the Sherrington Kirkpatrick model of spin glasses with
no external field, whereas there is no equality for the corresponding mean field model,
the REM [Tal03].
For directed polymers in a random environment, we know that in general β2 < β(c)
for the mean field model of the tree [BPP93, DES93], and the purpose of this paper is
to show that on Zd, the answer depends on the dimension d and on the distribution of
the environment.
Let P be the distribution of simple random walk (ω(n))n∈N on Zd, starting from the
origin. The restriction of P to the set of nearest neighbor paths of length n
Ωn =
{
ω ∈ (Zd)n+1 : ω0 = 0, ‖ωi − ωi−1‖ = 1, 1 ≤ i ≤ n
}
is the uniform measure.
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Given a random environment (g(i, x))i∈N,x∈Zd , a set of IID random variables under
the probability Q, having finite exponential moments
λ(β) = lnQ
(
eβg(1,1)
)
< +∞ (β ∈ R) ,
we define the energy of a path of length n as Hn(ω) = Hn(ω, g) =
∑n
i=1 g(i, ωi) and the
polymer measure
µn(ω) =
1
Zn
eβHn(ω).
Hence the partition function is
Zn = Zn(β, g) = P
(
eβHn
)
=
1
(2d)n
∑
ω∈Ωn
eβHn(ω) .
As usual, the behavior of a typical path under the random measure µn is dictated
by the asymptotic behavior of the partition function.
E. Bolthausen [Bol89] showed that Wn = Zn(β)e−nλ(β) is a positive martingale,
that converges almost surely to a finite random variable W∞ that satisfies a 0-1 law :
Q(W∞ = 0) ∈ {0, 1}.
By a clever use of FKG’s inequality, Comets and Yoshida [CY06] proved the existence
of a critical temperature β(c) such that :
• for 0 ≤ β < β(c), W∞ > 0, a.s. (weak disorder phase) ;
• for β > βc, W∞ = 0, a.s. (strong disorder phase).
Furthermore, they established a diffusive behavior in weak disorder, and Carmona and
Hu [CH06] proved a non-diffusive behavior in strong disorder.
For dimensions d = 1, 2 one can prove that β(c) = 0 (see [CH02, CY06]), therefore we
shall restrict ourselves, in the following, to dimensions d ≥ 3. Let us observe that it is be-
lieved (see [CH06]) that this critical temperature coincides with the annealed/quenched
transition critical temperature β(c∗) which can be defined as
β(c∗) = sup {β > 0 : p(β) = λ(β)}
with p(β) the (limit) free energy
p(β) = lim
n→+∞
1
n
Q(lnZn(β)) = a.s. lim
n→+∞
1
n
lnZn(β) .
To state our main result, we introduce p(t, x) the probability that two independent
random walks starting from 0 meet for the first time t at level x :
p(t, x) = P⊗2
(
ω1j 6= ω2j , 1 ≤ j < t, ω1t = ω2t = x
)
(t ≥ 1, x ∈ Zd) .
Let
ρ(α) =
∑
t,x
p(t, x)α/2 , Dρ = {α > 0, ρ(α) < +∞}
hν(α) = −
∑
t,x
(
p(t, x)α/2
ρ(α)
)
ln
(
p(t, x)α/2
ρ(α)
)
= ln ρ(α)− αρ
′(α)
ρ(α)
(α ∈ Dρ).
108
2. The fractional moment method
To avoid trivialities we shall assume that for 2− ² < α ≤ 2 we have
βα = sup {β > 0 : λ(αβ)− αλ(β) < − ln ρ(α)} < +∞ ,
and we consider another entropy
hQ(α) = Q
((
eαβαg
Q(eαβαg)
)
ln
(
eαβαg
Q(eαβαg)
))
= αβαλ′(αβα)− λ(αβα) .
Theorem 1. If hν(2) < hQ(2) then β2 < β(c).
Although this criterion is based on Derrida and Evans Theorem 2 (see section 2), it
is much simpler to use (numerically). We only need to compute one number hν(2) for
each graph Zd, instead of having to determine the whole function α→ ρ(α).
Let us stress the fact that the criterion of Theorem 1 does not compare to the
criterion of Birkner [Bir04] (which relies on an unpublished paper).
The structure of the paper is the following : section 2 contains Derrida and Evans
Theorem, section 3 the proof of Theorem 1, section 4 some numerical applications to
different distributions of the environment, and the appendix contains the computer
programs we used.
2 The fractional moment method
We shall give a self contained proof of the following result of Derrida and
Evans [DE92]
Theorem 2. If there exists 1 < α ≤ 2 such that λ(αβ) − αλ(β) < −lnρ(α) then
β ≤ β(c).
For α = 2, we have ρ(2) = P⊗2
(∃t ≥ 1, ω1t = ω2t ) and this is the second moment
criteria (see Bolthausen [Bol89]).
De´monstration. The first step of the proof is the use of the following characterization
of the weak disorder phase (see [CH02, CY06]) :
W∞ > 0 a.s. ⇐⇒ (Wn)n∈N is Uniformly Integrable .
Hence, if supnQ(Wn(β)α) < +∞ then we are in weak disorder and β ≤ β(c). In order
to obtain some improvement on the second moment method, we shall restrict ourselves
to α ∈]1, 2] and use the inequality (for γ = α/2) :(∑
xi
)γ ≤∑xγi , γ ∈ [0, 1], xi ≥ 0. (A.1)
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We first compute the second moment of Zn. To do this we introduce two independent
random walks and then split the expectations according to their meeting times : if
r = (ti, xi, 1 ≤ i ≤ m) ∈ (Nn × Zdn)m we consider the event{
ω1
r= ω2
}
=
{
ω1ti = ω
2
ti = xi, 1 ≤ i ≤ m,ω1t 6= ω2t , t 6∈ {ti}
}
,
and compute
Z2n = P
⊗2
(
eβ(Hn(ω
1)+Hn(ω2))
)
=
n∑
m=0
∑
r∈(Nn×Zdn)m
Y (r) , with Y (r) = P⊗2
(
eβ(Hn(ω
1)+Hn(ω2))1
ω1
r
=ω2
)
Combining with inequality (A.1), we obtain,
Q(Zαn ) = Q
(
(Z2n)
α/2
)
= Q
{ n∑
m=0
∑
r
Y (r)
}α/2
≤
n∑
m=0
∑
r
Q
[
Y (r)α/2
]
.
Let’s concentrate now on the quantity Y (r). We define the partial Hamiltonian :
Hj2j1 (ω) =
j2∑
i=j1+1
g(i, ωi).
We can thus decompose, noting ωi,j = (ωk)k∈{ti,...,tj}, t0 = 0 and tm+1 = n,
Y (r) = P
{
m∏
i=1
e
β
“
H
ti
ti−1 (ω
1)+H
ti
ti−1 (ω
2)
”
1
{ω1i−1,i
(ti,xi)= ω2i−1,i}
×eβ(Hntm (ω1)+Hntm (ω2))1{ω1m,m+1 6=ω2m,m+1}
}
.
=
m∏
i=1
Yi−1,i × Y˜m,n,
with
Yi−1,i = P⊗2
(
e
β
“
H
ti
ti−1 (ω
1)+H
ti
ti−1 (ω
2)
”
1“
ω1tj
=ω2tj
=xj , j=i−1,i ;ω1t 6=ω2t ,ti−1<t<ti
”),
Y˜m,n = P⊗2
(
eβ(H
n
tm
(ω1)+Hntm (ω
2))
1(ω1tm=ω2tm=xm ;ω1t 6=ω2t , tm<t≤n)
)
.
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Hence, using the independence of the environment with respect to the temporal
evolution :
Q [Zαn ] ≤
n∑
m=0
∑
r
m∏
i=1
Q
[
Y
α/2
i−1,i
]
Q
[
Y˜ α/2m,n
]
.
Therefore, using Fatou’s lemma,
lim sup
n
Q(Wαn ) ≤
∞∑
m=0
∑
r∈(N×Zd)m
m∏
i=1
Q
[
Y
α/2
i−1,i
]
lim sup
n
Q
[
Y˜
α/2
m,n
enαλ(β)
]
.
Since the random walks never meet after time tm, Jensen’s inequality yields
Q
[
Y˜ α/2m,n
]
≤ P (ω1j 6= ω2j , tm < j ≤ n ; ω1tm = ω2tm = xm)α/2 eα(n−tm)λ(β)
lim sup
n
Q
[
Y˜
α/2
m,n
eαnλ(β)
]
≤ qd e−αtmλ(β),
with
qd = P
(
ω1tm = ω
2
tm = xm, ω
1
j 6= ω2j , j > tm
)
= P
(
ω1j 6= ω2j , j > 0
)
thanks to Markov’s property and since d ≥ 3.
The environment is equally distributed, so we can write our upper bound
lim sup
n
Q [Wαn ] ≤ qα/2d
∞∑
m=0
∑
r∈(N×Zd)m
m∏
i=1
Q
[
e−α(ti−ti−1)λ(β)Y α/2i−1,i
]
≤ qα/2d
∞∑
m=0
 ∑
t1∈N,x1∈Zd
Q
[
e−αt1λ(β)Y α/20,1
]
m
.
Thanks again to the independence of the environment, denoting (t, x) = (t1, x1) and
using Jensen’s inequality, we get
Q
[
Y
α/2
0,1
eαtλ(β)
]
= e−αtλ(β)Q
[
P
[
eβ
Pt−1
i=1 g(i,x
1
i )+g(i,x
2
i )e2βg(t,x)1
ω1
(t,x)
= ω2
]α/2]
= e−αtλ(β)eλ(αβ)Q
[
P
[
eβ
Pt−1
i=1 g(i,x
1
i )+g(i,x
2
i )1
ω1
(t,x)
= ω2
]α/2]
≤ eλ(αβ)−αtλ(β)QP
[
eβ
Pt−1
i=1 g(i,x
1
i )+g(i,x
2
i )1
ω1
(t,x)
= ω2
]α/2
= eλ(αβ)−αtλ(β)e2
α
2
λ(β)(t−1)P
(
ω1
(t,x)
= ω2
)α/2
= eλ(αβ)−αλ(β)p(t, x)α/2.
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Finally, we find the following upper bound :
lim sup
n
Q
[
Wα/2n
]
≤ qα/2d
∞∑
m=0
{
eλ(αβ)−αλ(β)ρ(α)
}m
.
Therefore, if there exists α ∈ (1, 2] such that
λ(αβ)− αλ(β) < − ln ρ(α),
then the martingale (Wn(β))n is uniformly integrable.
Remark 1. For a directed polymer on a tree, this method yields the critical temperature
by letting α ↓ 1.
3 Proof of Theorem 1
Since we derive Theorem 1 from Theorem 2, we can wonder if we loose something
in the process, but we shall see this is not the case for a Gaussian environment.
3.1 The function ρ
Since 0 ≤ p(t, x) ≤ 1, the function ρ is non increasing on (α0,+∞) with α0 =
inf {α > 0 : ρ(α) < +∞}. The properties of ρ we use in the sequel are summarized in
the
Proposition 3. [(1)]
ρ(2) = 1− qd = P⊗2
(∃t ≥ 1, ω1t = ω2t ) < 1 (for d ≥ 3).
1.2 4d ≤ α0 ≤ 1 + 2d < 2.
3. There exists 1 < α1 < 2 such that ρ(α1) = 1.
De´monstration. (3) is an easy consequence of (2), (1) and the continuity of ρ. (1) We
have :
ρ(2) =
∑
t,x
p(t, x) =
∑
t
P⊗2
(
1(ω1j 6=ω2j ,∀j<t)
∑
x
1(ω1t=ω2t=x)
)
=
∑
t
P⊗2
(
ω1j 6= ω2j ,∀j < t ; ω1t = ω2t
)
= P⊗2
(∃t ≥ 1, ω1t = ω2t ) .
The lower bound. For 1 ≤ α ≤ 2, we have by inequality (A.1),
ρ(α) =
∑
t≥1
∑
x
p(t, x)α/2 ≥
∑
t≥1
(∑
x
p(t, x)
)α/2
=
∑
t
P⊗2
(
ω1t = ω
2
t , ω
1
j 6= ω2j ,∀j < t
)α/2
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Since Griffin [Gri90] proved that
P⊗2
(
ω1t = ω
2
t , ω
1
j 6= ω2j ,∀j < t
) ³ P⊗2(ω1t = ω2t ) ³ P(ω2t = 0) ³ t−d/2 ,
we see that ρ(α) = +∞ when α ≤ 4/d.
The upper bound. If we suppress the avoiding condition in the definition of p(t, x)
we obtain
p(t, x) ≤ r(t, x)2 , with r(t, x) = P(ωt = x) .
We are going to prove that
∑
r(t, x)α < +∞ if α > 1 + 2/d and this will imply that
α0 ≤ 1 + 2/d.
First we apply the local central limit theorem (see Theorem 1.2.1 of Lawler [Law91]) :
sup
x
|r(t, x)− r¯(t, x)| ≤ Ct−1+d/2
and thus we shall prove that ρ¯(α) =
∑
r¯(t, x)α < +∞, if α > 1 + 2/d, with
r¯(t, x) = 2
(
d
2pit
)d/2
e−
d|x|2
2t .
Since,
N(
√
R) = ]
{
x ∈ Zd,
√
R ≤ x ≤
√
R+ 1
}
∼ CdRd/2−1
we need to show that
∞∑
t=1
1
tαd/2
t∑
R=1
Rd/2−1e−
αdR
2t < +∞
Comparing series and integral for a monotone function, this amounts to check that
∑
R≥1
Rd/2−1
∫ +∞
R
t−αd/2e−
αd
2t
R dt =
(∫ +∞
1
u−αd/2e−
αd
2u du
)∑
R≥1
R
d
2
(1−α) < +∞
and this is satisfied since α > 1 + 2/d.
3.2 The proof of Theorem
Fix α ∈ (2− ², 2], so that if
Ψ(α, β) = λ(αβ)− αλ(β) + ln ρ(α) ,
the function β → Ψ(α, β) has the following properties :
• It is C1 and ∂Ψ∂β = α(λ′(αβ)− λ′(β)) > 0 for β > 0 since λ is strictly convex (for
a non degenerate environment).
• Ψ(α, 0) = ln ρ(α) < 0 if ² is small enough since ρ(2) = 1− qd < 1.
• There exists β > 0 such that Ψ(α, β) > 0 by assumption.
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Therefore, there is a unique βα > 0 such that Ψ(α, βα) = 0.
If we prove that ∂βα∂α |α=2< 0 then we are done, since there exists then α ∈ (1, 2)
such that βα > β2, and thus, by definition of βα, there exists γ ∈ (β2, βα) such that
Ψ(α, γ) < 0 and we apply Theorem 2.
By the implicit function theorem, we have
∂βα
∂α
= −
∂Ψ
∂α
∂Ψ
∂β
(α, βα)
and thanks to ∂Ψ∂β = α(λ
′(αβ)− λ′(β)) > 0 we only need to prove that ∂Ψ∂α > 0.
A straightforward computation yields
α
∂Ψ
∂α
(α, βα) = hQ(α)− hν(α) ,
therefore if hQ(2)− hν(2) > 0, then β ≤ β(c).
3.3 In a Gaussian environment
We have λ(β) = β2/2, therefore for any α ≥ α1 (that is ρ(α) ≤ 1), we have
βα = 2
(
− ln ρ(α)
α(α− 1)
) 1
2
.
Tedious but straightforward computations yield successively
∂α(
β2α
2
) =
Γ(α)
α(α− 1) , with Γ(α) = (2α− 1) ln ρ(α)− (α− 1)
ρ′(α)
ρ(α)
,
∂αΓ(α) = 2 ln ρ(α)− α(α− 1)Varνα(ln p(., .)
1
2 ) < 0
with να the probability measure defined on N∗ × Zd by ν(t, x) = p(t,x)
α/2
ρ(α) .
Therefore, the function α→ βα is concave, and the assumptions hQ(2)−hν(2) > 0,
that is ∂αβα |α=2< 0, and ∃α < 2, βα > β2 are equivalent, so Theorem 1 is not weaker
than Theorem 2 in the Gaussian case.
4 Numerical Results
Griffin [Gri90] has obtained very accurate values for the numbers
qd = P⊗2
(∀t ≥ 1, ω1t 6= ω2t ) .
We have computed approximate values of hν(2) = ln ρ(2) − 2ρ′(2)/ρ(2), with ρ(2) =
1− qd, by generating N ∼ 50000 random walks of length n = 1000 and looking at their
first crossing times. We have obtained correct values of q˜d (very close to qd) :
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d 1− qd q˜d − qd hν(2)
3 0.340 −0.005 4.808
4 0.193 −0.003 3.855
5 0.135 −0.001 3.608
Then we computed hQ(2) = 2β2λ′(2β2) − λ(2β2) for different distributions of the
environment.
d hν(2) hQ(2) : Binomial hQ(2) : Poisson hQ(2) : Gaussian
3 4.808 4.14 6.418 2.158
4 3.855 6.228 10.295 3.29
5 3.608 7.421 12.726 4.004
On the one hand, it is easy to prove that the function d→ hQ(2) is non decreasing.
On the other hand, we expect the function d→ hν(2) to be non increasing, but we are
unable to prove it. Consequently, we can see that the critical dimension for our criteria
is 4 for Binomial, 3 for Poisson and 5 for Gaussian environments.
The three environments are symmetric, and we give their characteristics. For the
Binomial environment, |g(1, 1)| is binomial with parameters n = 5 and p = 0.01. For
the Poisson environment, |g(1, 1)| is Poisson of parameter k = 0.0001.
We observed that, in opposition to the two others environment, the Gaussian beha-
vior does not depend on the variance.
Appendix : the program
We give here the matlab program used to compute p(t, x). The result is a row vector.
This vector doesn’t contain the information of which t and which x are considered.
(cf. partie I.2.6)
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Re´sume´ : Dans cette the`se, nous e´tudions deux exemples issus de la me´canique statis-
tique. Les polyme`res dirige´s en environnement ale´atoire sont un mode`le de syste`me se
trouvant a` l’e´tat d’e´quilibre. Nous donnons un crite`re de comparaison entre les entro-
pies du re´seau et de l’environnement permettant d’ame´liorer la borne infe´rieure sur la
tempe´rature critique. Nous utilisons e´galement certains re´sultats connus dans le cadre
de l’e´quation d’Anderson parabolique pour obtenir le comportement asymptotique de
l’e´nergie libre. Par ailleurs, nous utilisons les polyme`res dirige´s pour donner une preuve
simple de l’inde´pendance de la fonction de Lyapunov de l’e´quation d’Anderson parabo-
lique par rapport a` la condition initiale.
Les re´seaux conducteurs de chaleur sont e´tudie´s hors e´quilibre. Lorsque les po-
tentiels d’interaction sont harmoniques, nous donnons une interpre´tation ge´ome´trique
de la condition d’existence et d’unicite´ de la mesure invariante via un the´ore`me de
comple´tude. Dans le cas ou` cette condition fait de´faut, nous explicitons une quantite´
invariante par le flot hamiltonien. Nous ge´ne´ralisons ensuite les re´sultats d’unicite´ a`
des potentiels analytiques. Nous montrons que la condition de Ho¨rmander est suffisante
pour avoir l’unicite´ de la mesure invariante via la controˆlabilite´. Le principe de Lasalle
est ensuite utilise´ pour montrer l’unicite´ sans la condition d’Ho¨rmander. Nous e´voquons
e´galement le proble`me de l’existence de telles mesures.
Mots cle´s : Polyme`res dirige´s en environnement ale´atoire - Transitions de phase -
E´quation d’Anderson Parabolique - Re´seaux conducteurs de chaleur - Mesures inva-
riantes - Principe de Lasalle - Condition de Ho¨rmander - Controˆlabilite´.
Summary : This PhD thesis presents two examples arising in statistical mechanics.
Directed polymers in random environment are a model of an equilibrium system. We
give a criterium based on the comparison between network and environment entropies
to provide an improved lower bound on the critical temperature. We also use some
well-known results about Anderson Parabolic Equation to obtain an asymptotic on the
free energy. We also use directed polymers to give a simple proof of the independance
on the initial condition of the Lyapunov function in the Anderson Parabolic Equation.
Heat conduction networks are studied out of equilibrium. When the interacting po-
tentials are harmonic, we give a geometric interpretation of the existence and uniqueness
of the invariant measure using a completeness theorem. When this geometric condition
fails to occur, we give an explicit invariant of the Hamiltonian flow. We generalize the
uniqueness results to analytic potentials. We also show that the Ho¨rmander condition is
sufficient to obtain uniqueness of the invariant measure via weak controlability. Lasalle’s
principle is used to avoid Ho¨rmander’s condition. We will also bring up the problem of
existence.
Key words :Directed Polymers in Random Environment - Phase Transition - Parabolic
Anderson Equation - Heat Conduction Networks - Invariant Measures - Lasalle Principle
- Ho¨rmander Condition - Controlability.
