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Designing high quality products and processing and manufacturing at a low cost 
is ever technologically and economically challenging us. Robust Design 
Methodologies provides a systematic way to meet the challenge in improving the 
quality and reducing the cost. Robust design is a set of experimental optimization 
techniques to achieve a designer’s specified target mean response and simultaneously, 
minimizing its variance. It uses experimentation of products and processes to 
determine the best settings of controllable parameters (control factors) that make the 
products and processes robust to uncontrollable parameters (noise factors). The 
combination of engineering concepts and statistical implementations in robust design 
has proved to be invaluable.  
In this dissertation, we considered the problems in designing experiments and 
optimization analysis in the robust design for electromechanical components in hard 
disk drive, tailored for spindle motors in this research. This is a significant issue since 
the choice of the design parameter values could affect all aspects of the 
product/process specification. This is the leading work in systematical research and 
application of robust design in hard disk drive industry. 
As the objective of the research is to formulate effective robust design 
approaches systematically for the design and optimization of miniaturized 
electromagnetic devices in hard disk drive, two important and effective methods in 
robust design methodologies, namely Taguchi method and Response Surface 
Methodology (RSM), are studied thoroughly in this dissertation. The approaches using 





spindle motors. To reduce the number of experimental configurations, orthogonal array 
(OA) and central composite design (CCD) schemes are used to select an intelligent 
subset of the parameter space. “Analysis of Mean” (ANOM) and “Analysis of 
Variance” (ANOVA) are carried out to estimate quantitatively the effects of design 
parameters on concerned performances. The study indicates the applicability and 
effectiveness of Taguchi’s robust design approach and RSM for optimization in HDD 
spindle motors design. 
Several effective alternatives are proposed in this research to deal with the 
weaknesses of Taguchi’s design and RSM approach in torque optimization for HDD 
spindle motors. The hybrid design, which is an integration of regression model and 
orthogonal array approach, is proposed for multiple-response optimization. The study 
searches the possible near-optimal point using dual response models for mean and 
variance of torque performance. The approach provides a rational platform for the 
systematic identification of robust design in a multiple objective domain. 
To solve the problems of insufficient data in engineering process, The Grey 
System method is proposed. This efficient system engineering technique which is the 
easiest correlation-induction approach, is employed in the robust design of HDD 
spindle motors. The optimization results generated using grey relational analysis 
(GRA) agree with that of Taguchi’s robust design, with same or even less experiments 
runs than orthogonal array. It is very helpful when ever some experiments could not be 
realized or the experimental result is wrong or hard-to-get. It is applied, for the first 
time, in the robust design of HDDs. 
The existing RSM is further modified to improve its performance by 
incorporating the Monte Carlo (MC) method and trimmed element estimation (TEE) 





analyzed without the need to make unrealistic simplified assumptions when using 
deterministic mathematical models. The new RSM model is built using the new design 
approach proposed. The new RSM model can generate better performance compared 
to that in direct RSM, without much increases in computing time and FEA 
experiments. The accuracy of the RSM is thus improved. 
In summary, we have shown that a few robust design technologies, namely: 1) 
Taguchi method, 2) Response Surface Methodology, 3) Grey System method and, 4) 
Monte Carlo method, are effective and efficient tools to realize the robust optimization 
for HDD spindle motors. A design of product with these techniques will achieve low 




































Strong competitiveness throughout the international markets makes quality a 
major concern in many companies. To increase sales/market share, it is vital to 
produce products at low cost. Hence, the issue on quality improvements and low 
production cost has become an interesting area of study. Recent years have seen an 
upsurge of interest in the study of statistical methods in the improvement of quality 
and productivity of industrial processes and products. From on-line quality control to 
off-line quality control, ideas and methods continue to challenge the realm of 
innovation. 
The real quality control should be through all phases of a product’s life cycle. 
The life cycle begins with product planning and continues through the various phases 
of product design, production process design, on-line production process control, 
market development, and packaging, as well as maintenance and product service. From 
the standpoint of value received, product quality is determined by the economic losses 
imposed upon society, from the time a product is released for shipment [71]. 
In quality engineering, quality control is realized by reducing the loss that is 
actually reducing the deviation of a product’s functional characteristic from the target 
value. An effective way to minimize these deviations is to design the product and its 
manufacturing process such that the product performance is least sensitive to the 
various uncontrollable sources (noise), internal and external to the product [114, 132]. 
This problem involves the level selection of a large number of variables through 
experimentation or simulation. Professor Genichi Taguchi, who is a Deming-award 
winner, has developed some simple and elegant methods of constructing fractional 
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factorial designs by using the orthogonal arrays and linear graphs [69]. He has also 
developed some special methods for analyzing the resulting data [38, 162].  
The Taguchi’s design approach is to eliminate the problems at the source by 
creating robust designs that are inherently resistant to variations under likely 
conditions of production and use, which are beyond the designer’s control. The 
designer of a copying machine, for example, knows that the quality of the paper may 
vary. Hence, the paper feeder is designed such that it will work consistently regardless 
of the type and quality of paper used. 
An effective alternative to Taguchi’s robust design approach is Response Surface 
Methodology (RSM) for variance reduction and process improvement. It can be used 
to determine optimum design parameter values and sensitivity studies by the 
construction of polynomial approximation models [147]. 
 
1.2 Research Objective 
 
This chapter describes the objectives of this thesis. The state-of-the-art in robust 
design methodology with emphasis on the two major methods, namely the Taguchi 
method and Response Surface Methodology will be outlined. Two effective methods, 
Grey System method and Monte Carlo method, are also surveyed. The chapter also 
reviews the technologies and existing problems in hard disk drive (HDD), and 
proposes solutions and ways to optimize the performance characteristics for HDD. 
Finally, the scope of work, and the organization of this thesis are concisely described. 
The goal of this research is to realize the robust design of spindle motors in hard 
disk drives to achieve the miniaturization, which is a key trend today. This novel 
design applied in HDDs is a challenging and meaningful research. The main objective 
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of this study is to formulate the effective robust design approaches systematically and 
generally for design and optimization of electromechanical systems in hard disk drive. 
The design using Taguchi’s orthogonal array, signal-to-noise ratio, analysis of mean 
and analysis of variance in miniaturized HDD electromechanical systems, is one idea 
for the approach. The design using mathematical regression model in Response 
Surface Methodology is another trial in the approach. This approach is implemented in 
an integrated system without using the signal-to-noise ratio. Furthermore, another two 
effective methods incorporating with robust design techniques are introduced and 
developed. The feasibility of the approaches is investigated in the study. It is hoped 
that the proposed approaches could be used as effective and efficient optimization 
tools for quality engineering of practical HDD products.  
 
1.3 Literature Survey  
 
1.3.1 Survey of Robust Design Methodology 
In many systems and processes used in manufacturing, the boundary conditions 
and physical phenomena are complex, and, analytical or numerical models are not 
satisfactory. As such, experimentation is used to define the behavior of the system 
and/or process. Design of experiments (experimental design) can be defined as a 
systematic attempt to construct models that correlate wide groups of observed facts 
through the purposeful changes of the inputs (factors) to a process in order to observe 
the corresponding changes in the outputs (responses). Experimental design is a 
scientific approach which allows the researcher to better understand a process and to 
determine how the inputs affect the response. The fundamental concept of 
experimental design is illustrated in Figure 1.1. 
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Figure 1.1: Conceptual framework of experimental design.  
The advantages of using design of experiments in an industrial environment can 
be summarized as follows [99]: 
(a) Simultaneous optimization of several factors can be studied at the same time, 
making it possible to gain insight into their simultaneous effect on the response 
variable, and understanding of the relationship between the input factors and 
response and interaction effects among the various parameters can also be 
obtained, with only a small amount of experimental data. 
(b) Data collecting and decision making can be done rapidly because the number 
of observations needed to make a decision can be minimized, thus reducing any 
costs associated with the investigation. Also, interactions between variables can 
be detected and determined. 
(c) A mathematical model relating the response to the input factors is built, which 
is often referred to as process/product characterization. This can be used to 
determine and quantify the settings of the input factors which optimize the 
response. Experimental errors can be estimated and conclusions can be drawn 
by using the knowledge gained which is useful information for determining 




Chapter 1: Introduction 
 
Design of experiments originated from Fisher in England in the 1930s [114]. 
Fisher showed that a full-factorial array could be reduced to a smaller but still 
statistically meaningful set by using arrays called fractional factorial designs. Since 
then, it has been further developed by many researchers, represented more notably by 
Genichi Taguchi, George E. P. Box, William G. Hunter, J. Stuart Hunter, and many 
others. They developed Fisher’s ideas into empirical and mechanistic model-building 
techniques with the use of factorial and fractional factorial designs. Fisher [62], 
Taguchi [66, 67, 68], Box [15-20], and others who provided statistical tools for quality 
engineering have played pioneering roles in the technical and engineering 
environment, especially in the arenas of experimental design. 
There are two basic types of design of experiment methodology in use today; 
namely: 
Taguchi Method: Taguchi’s design of experiments method developed by Taguchi 
in Japan from the 1950s and 1960s. The original work of Taguchi is documented in 
his own two-volume book [66]. Other books which present the Taguchi method in 
considerable detail are those of Taguchi and Wu [67], Ross [132], Taguchi and 
Konishi [69], Montgomery [38], Taguchi and Phadke [68], Kackar [136], Hunter 
[82], and Ranjit [138]. 
Response Surface Methodology (RSM): The root of RSM can be traced back to the 
work of J. Wishart, C. P. Winsor, E. A. Mitscherlich, F. Yates, and others in the 
early 1930s. However these techniques are first formally introduced by Box and 
Wilson [20] and later developed by Box and Hunter [17] and others. In fact, in the 
last ten years many research papers have been written by Lucas [109], Myers, 
Khuri, and Vining [125], Engel and Huele [58], Lin and Tu [106], Myers, Kim, and 
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Griffiths [126], and Vining and Schaub [169], about the application of RSM in 
solving parameter design problems. 
These two methods have their strengths and weaknesses, and both have distinct 
areas of application. From the literature review, it is found that the techniques 
propounded by the Taguchi and RSM are by no means mutually exclusive. Some 
points of comparison [99] are discussed and summarized in Table 1.1. A clear 
understanding of the strength of each of the method can be seen from this table. This 
will help us in the choice of the most appropriate method for optimization in different 
problems. 
TABLE 1.1  
Comparison of Taguchi Method and RSM 
Taguchi Method Response Surface Methodology 
(a) Define the problem with a clear 
statement and aim to achieve. 
(a) Formulate problem and define the 
objectives. 
(b) Determine the objectives by 
identifying the output characteristics 
to be studied and optimized. 
(b) Advance a hypothesis to explain the 
problem. Choose criteria measures for 
experimental design. 
(c) Conduct brainstorming session to 
determine the controllable and 
uncontrollable factors; define range 
and appropriate factor levels. 
(c) Conduct brainstorming session to 
determine the variables to study; 
define range and appropriate factor 
levels. 
(d) Sample size, n, is found based on the 
number of effects to be tested and the 
number of levels of each factor. Little 
guidance is provided on the 
(d) Determine desired levels of product 
risk (alpha risk – error of rejecting 
true hypothesis) and consumer risk 
(beta risk – error of accepting false 
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numbering of replicates. hypothesis) in order to estimate the 
appropriate sample size to measure 
effects. 
(e) Design the experiment by selecting 
the appropriate orthogonal arrays by 
assigning the controllable factors and 
their interactions to a column of the 
inner array and noise factors to the 
outer array. The effects to be tested 
usually consist of only main effects.  
(e) Select an appropriate statistical design 
and test statistic. Effects to be tested 
typically include main and two-way 
interaction effects. 
(f) Orthogonal designs are tabled and 
because of de-emphasis of interactions 
are usually of Resolution III [141]. 
(f) Build an orthogonal design (usually 
Resolution IV or Resolution V [141]) 
to satisfy the objectives. 
(g) Taguchi does not emphasize the use of 
randomization, but attempts to 
compensate for it by incorporating 
noise in the design. He advocates the 
use of a noise (outer) array to 
systematically vary the noise factors; 
the noise factor is crossed with the 
controllable (inner) array, and the 
product array is used for the 
experiment. 
(g) Randomize the order of the runs to 
spread all unmeasured noise factors 
evenly across the other effects. This 
step ensures internal validity of the 
experiment and allows for causality 
analysis. Experiments will still be 
concerned about factors which were 
not included due to incomplete 
brainstorming or inability to be 
measured. 
(h) Conduct the experiment by 
performing the experimental trials and 
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collect the experimental data. 
(i) Hypothesis tests are not emphasized; 
instead, a graphical analysis is 
conducted or the signal-to-noise ratio 
is used. If ANOVA is conducted, the 
error estimate is based on the pooling 
of insignificant sums of squares. Rules 
for pooling for sums of squares are not 
rigorous.  
(i) Perform hypothesis tests on all desired 
effects and classify as significant or 
not significant using F-tests. Using 
replication at some or all points to 
estimate error and/or pool higher-
order interaction sums of squares for 
the error. 
(j) The important effects are determined 
graphically to select an experimental 
champion based on the best mean or 
the largest signal-to-noise ratio. 
Predictions are generated. 
(j) Involve building a mathematical 
model to form prediction intervals and 
estimate the optimal response through 
the use of Response Surface 
Methodology. 
(k) No iterative experimentation is used. 
The settings for the best response over 
the experimental region are based on 
the signal-to-noise ratio. 
(k) Find the optimal through an iterative 
experimental procedure. If the optimal 
response lies outside the sample 
region, conduct another experiment in 
the direction of the optimal. 
(l) Run a confirmatory experiment with 
the new parameter settings to verify 
the predicted results. Confirmatory 
runs are made prior to going on-line. 
(l) Set the process factors at optimal 
settings and go on-line. Recent 
emphasis is also on confirmation runs. 
(m) Conclusion, recommendations and 
implementation. 
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Taguchi method is more popular with the 
engineer because of its practicality. 
RSM is generally preferred by those with 
a statistical or mathematical inclination. 
 
Taguchi uses and promotes statistical techniques for quality from an engineer’s 
perspective rather than that of a statistician. To date, Taguchi methods have been 
applied widely in many disciplines and have been used widely as an approach to 
multidisciplinary design optimization in many industries [12, 15, 16, 33, 66-69, 93, 
102, 107, 132, 134, 162]. 
Taguchi offers more than techniques of experimental design and analysis. He has 
a complete and integrated system to develop specifications, engineer the design to the 
specifications, and manufacture the product to specifications. The basic elements of 
Taguchi’s quality philosophy can be summarized as follows: 
(a) The customer’s loss due to a product’s performance variation is often 
approximately proportional to the square of the deviations of the 
performance characteristic from its target value. 
(b) The final quality and cost of a manufactured product are determined to a 
large extent by the engineering designs of the product and its manufacturing 
process. A product’s or process’s performance variation can be reduced by 
exploiting the nonlinear effects of the product or process parameters on the 
performance characteristics. 
(c) Statistically planned experiments can be used to identify the setting of the 
product and process parameters that reduce performance variation. Change 
the experimental procedures from varying one factor at a time to many 
factors at a time. 
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(d) Change the objectives of the experiments and the definition of quality from 
“achieving conformance to specifications” to “achieving the target and 
minimizing the variability”. 
The RSM is more rigorous mathematically and statistically than Taguchi 
methods [147]. Most texts on RSM spend a great deal of time and effort on 
confounding and interaction of factors. On the other hand, Taguchi method emphasizes 
the evaluation of a large number of main effects, rather than interactions. Thus, the 
RSM includes more hypothesis testing and statistical inference methods than Taguchi 
method. In RSM, considerable emphasis is placed on the understanding of the 
distribution of data and in the using calculation methods appropriate to the distribution. 
The Taguchi method operates on the premise that no data fit any distribution exactly 
and takes a much more casual approach to this consideration. RSM emphasizes the 
choice of optimum results by calculation of response surfaces from a single, large 
experiment. On the other hand, Taguchi method emphasizes collecting data quickly 
and efficiently and iterating the experiment several times if necessary. In addition, cost 
is an ever-present consideration in Taguchi experiments; it is not unusual for the levels 
of some factors to be selected purely on the basis of cost. Although RSM is capable of 
evaluating costs, this consideration is usually not as prominent in reporting of results. 
The contribution of uncontrollable factors is of considerable concern in Taguchi 
experiments. In order to minimize the experimental effort, it is important that noise 
factors that contribute substantially to the variation are included in the study. In fact, 
the consideration of these factors in outer arrays is a major part of Taguchi method.  
By contrast, RSM is more concerned with controllable factors. The two experimental 
designs have different spheres of applications, albeit with significant overlapping. In 
general, RSM is preferred in applications where the cost of the experiments is high, or 
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where the time required is long and options for iteration are limited. It is also favored 
more where a precise and rigorous result is required, or where uncontrollable factors 
can be limited, or where the emphasis is on results, rather than on the process 
knowledge. Examples of such applications are space shuttle experiments, medical 
experiments, and basic research projects [140]. Taguchi method is more appropriate 
where there are many uncontrollable factors, where it is important for the experimenter 
to obtain results quickly, and where it is possible to iterate the experiment several 
times. The most important contributions of the Taguchi approach are in the area of 
quality philosophy and engineering methodology, which include the loss function and 
robust designs. 
In hard disk drives (HDD), high quality and low cost have become the key to 
survival in current markets [41, 52, 131]. The traditional statistical optimization and 
quality control (QC) in the manufacturing cannot achieve their goals. Robust design 
technologies, such as Taguchi method and Response Surface Methodology, can be 
employed to design the robustness and reliability into the products so that they can 
withstand numerous variations in manufacturing and customer usage. Therefore, robust 
design is a key step in the design and evaluation of the complicated electromechanical 
system in a HDD. It can have a significant impact on performance, quality and cost of 
the HDD.  
 
1.3.2 Survey of the Grey System Method and the Monte Carlo Method 
Grey System method is an effective approach for discrete data analysis which 
was first proposed by Prof. Deng Julong in 1982 [45]. The objective of the Grey 
System theory and its application is to bridge the gap that exists between social science 
and natural science. The method has been applied in many fields, such as injection 
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molding optimization [121], robot control [31], CNC process optimization [133], 
environmental pollution and weather prediction [74, 91, 182], image processing [181], 
electric motor control [155], agriculture [79], and others. The grey mathematical model 
has high prediction capacity using less data and time.   
Grey relational analysis (GRA) [48] is an important and efficient tool in the Grey 
System method. It can express the relationship of two objects exactly and analyze the 
influences of the factors on a system with a measure of grey relational grade (GRG). 
The Monte Carlo method is a tool that can support and improve the engineering 
of systems. To compare with classical iterative techniques, the Monte Carlo method is 
flexible for optimization of multi-goal models [1, 92, 142]. The Monte Carlo method 
was invented and utilized in the early forties in the context of nuclear technology and 
the analysis of neutron behavior in matter. They provided the only option for the 
solution of a six-dimensional integral equation in the design of shields for nuclear 
reactors and other nuclear devices. With the increasing availability of fast computers, 
this method has become more feasible and popular. They enable solutions to models 
that are very close to reality, and yield useful and relevant results. Experience over past 
years indicates that this technique gives better product designs and optimizations and 
also lower product and system life cycle costs. 
 
1.4 Hard Disk Drive Technology 
 
Hard Disk Drive (HDD) is one of the most advanced technological device in this 
computer age. It consists of electronics, head, disk and the mechanical system (Figure 
3). The electronics system includes semiconductors used in the disk drive, discrete 
components, printed circuit boards (PCBs), and their assembly. It also includes the 
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flexible circuits that connect PCB to the drive and to the heads. The head is a critical 
device that reads and writes the information. Manufacturing of the head subsystem is 
done in stages. The surface of the disk is sputtered with a thin film magnetic media on 
which the information is stored. The mechanical system is divided into the mechanical 
sub-system and the electromagnetic sub-system, which includes the electromagnetic 







Figure 1.2: Overview of hard disk drive. 
 
For higher storage capacity requirements, creative technologies have been 
devised and new materials have been adopted to improve magnetic performance 
without sacrificing wear and corrosion-resistance [13, 42, 55, 57, 144, 146, 153]. For 
example, the basic technologies of film deposition are changed, as typified by the 
evolution from particulate magnetic media, to plated media, and to the sputtered 
magnetic media [157]. MR and GMR heads are used today [179]. Fuzzy logic and 
neural network control technologies have been introduced in servo electronics. 
Actuators, spindle motors have also been developed for miniaturization. They give 
improved precision, faster speed, smoother performance, and lower cost of HDD [9, 
110, 149, 165, 189].    
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High data access and transfer rates, high track densities and system robustness 
are demanded in the performance of magnetic recording systems. These trends require 
spindle motors running at speeds more than 15,000 rpm with non-repeatable run-out 
(NRRO) of less than 1.0 micro inch. The following problems are associated with high 
RPM operation: 1) High frequency repeatable run-out (RRO) in one of several 
unbalanced spindle motor configurations, 2) Elevated NRRO, 3) High acoustic noise 
levels, 4) Excessive heat, 5) Aero-dynamically excited vibration of disks and actuators 
arms and head stack assembly (HSA), and 6) High current electronics [78, 152]. 
Brushless DC permanent magnet motors have been used as the disk drive spindle 
motor for many years. This type of motor is relatively compact, consumes little power, 
and provides accurate speed control. On the other hand, the torque ripple, NRRO, 
acoustic noise and other problems associated with these motors are becoming more 
serious as disk speeds increase [29]. For instance, the torque ripple represents 
variations in motor acceleration that can upset the accuracy of the speed-control 
system. Furthermore, any axial component of the torque ripple produces a force on the 
rotor which can cause misalignment, displacement of the spinning disks, or even stress 
forces with the head-disk assembly (HDA). When a mechanical resonance in the HDA 
exists near to one of the frequencies contained in the torque ripple, a familiar high-
pitched ringing sound can be heard. 
In order to remain competitive in the hard disk drive industry, manufacturers 
need to bring quality products to market in a timely manner. The traditional approach 
to designing HDD components, such as magnetic R/W head, recording media, pre-
amplifier, interconnects and channel, spindle motor, actuator and other mechanical 
parts, is to optimize certain sets of their parameters. The parameters are known from 
experience to be important factors in the error rate performance and the robustness of 
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the drive. For instance, a smaller value for the pulse width at half height (PW50) of the 
isolated transition response, as well as a higher signal to noise ratio (SNR) for the 
media and electronics, result in an improvement in the drive bit error rate (BER) [115]. 
However the traditional approach is insufficient. The optimized parametric settings 
often result in optimal drive performance in certain circumstances but in most cases the 
performance is sensitive to the variation of uncontrollable sources, such as non-
repeatable run-out due to spindle bearing defects, unexpected additional PES due to 
thermal effects on W/R heads, disk substrates and their clamping, and on positioning 
mechanical structures. A superior approach is to use robust design methods to derive 
from a system perspective, the right combination of parameters that give rise to 
robustness and high manufacturing yield at the specified densities, data rates and 
reliability requirement. The robust design methods can be introduced in the 
optimization to make the performance much better and more robust than the traditional 
approaches. 
The research, from the quality engineering view point, strives to improve the 
performance of spindle motors in HDD with the use of robust design methodologies. 
The following chapters illustrate the application of Taguchi method in various spindle 
motor designs. In the first example, the Taguchi method is applied for torque 
performance optimization for a 6-pole/9-slot spindle motor. Unbalanced-Magnetic-Pull 
is minimized and insensitive to uncontrollable factors’ effect, as an example of 
applying Taguchi method to optimization, given in the second example. Based on 
mathematical modeling technique, Response Surface Methodology is applied for 
torque optimization. Some efficient methods have also been developed to enhance the 
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1.5 Scope of Work 
 
Optimizing the product design using robust design methodologies for hard disk 
drive is the main focus in this research. The Taguchi method is employed to search for 
the optimum conditions that make the performances of the HDD spindle motor robust 
for part geometry. A second focus of this research is the development of mathematical 
models to express the behavior of the mean and the variance of the performances of the 
spindle motors, using Response Surface Methodology. A new approach which 
incorporates the Grey System method, based on orthogonal design of experiment 
(DOE), is also proposed for torque optimization for HDD spindle motor. A new RSM 
technique which embeds the Monte Carlo method and trimmed element estimation in 
the system modeling and optimization, is also proposed.   
The main scope of this research project includes: 
(a) Formulation of a general optimization design approach by using Taguchi method 
for electromechanical systems in HDD.  The class of factors that influence the 
performance or response of the system is identified by using screening experiment. 
The three stages in Taguchi method, such as system design, parameter design and 
tolerance design, are employed to optimize the torque performance and UMP of 
HDD spindle motors. The interactions between control factors and noise factors 
are analyzed. 
(b) Construction and development of the regression models for spindle motors’ 
performances optimization. The Response Surface Methodology is used, in which, 
the analyses of variance to determine the prediction capabilities of the models are 
investigated. The results obtained by the Taguchi method and Response Surface 
Methodology are analyzed and compared. 
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(c) Construction and development of an integrated robust design approach (hybrid 
design) based on Taguchi method and Response Surface Methodology. Combining 
the orthogonal array and second-order regression models, dual response models are 
built for mean performance and variance. Optimization is conducted for torque 
optimization for HDD spindle motors by using this design approach.  
(d) Development and evaluation of an effective robust design approach based on Grey 
System method and Taguchi method, which consists of orthogonal array for 
experiment design, grey relational analysis for performance analysis and 
optimization. A new measure, the grey relational grade for grey relational analysis, 
is proposed and its capability and efficiency is studied and verified in the case 
study.  
(e) Study and development of a new proposed approach for robust design by 
incorporating the Monte Carlo method, which includes the combined experiment 
design, mathematical regression modeling, Monte Carlo simulation and model 
improvement, performance optimization and comparison. The optimization of this 
approach is superior to RSM. 
(f) Evaluation of the different robust optimization approaches by using many 
representative examples in hard disk drives. 
 
1.6 Organization of Thesis 
 
This thesis is divided into nine chapters. 
Chapter One presents the introduction of the current trend of product design and 
manufacturing. The objectives of this research are then illustrated. This chapter gives 
the literature survey of the robust design methodologies, which are Taguchi method 
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and Response Surface Methodology. The Grey System method and Monte Carlo 
method are also reviewed. The scope of this research work is described after the 
discussion of the difficulties and complexities in the hard disk drive design, especially 
in BLDC spindle motors design.  
Chapter Two presents a numerical platform for different performances 
simulation of HDD spindle motor. For verification, the cogging torque performance of 
an 8-pole 12-slot spindle motor is measured physically and compared analytically with 
the FEA simulation results. The effects of possible parameters on torque and UMP 
performances are analyzed based on the FEA simulation.  
Chapter Three presents Taguchi’s robust design method and its characteristics. It 
is employed for torque optimization of spindle motors in hard disk drives. The design 
and optimization are presented. The analysis of the interaction of control factors and 
noise factors and the optimal results are discussed in detail.   
Chapter Four extends the application of Taguchi’s robust design method in 
Unbalanced-Magnetic-Pull optimization in HDD spindle motors. To reduce the 
unnecessary factors, screening experiment design is described. Taguchi’s parameter 
design is introduced to optimize the Unbalanced-Magnetic-Pull. To achieve robustness 
and to reduce the variance of the performance, Taguchi’s tolerance design is 
investigated and the results are analyzed and discussed.  
Chapter Five presents the study on the Response Surface Methodology for torque 
optimization of HDD spindle motors. Prior art are reviewed. The mixed resolution 
central composite design (MR-CCD) approach is illustrated. The feasibility of the 
fitted model is analyzed. The torque performance is optimized with the verification. 
Chapter Six presents the study on a hybrid design method using Taguchi method 
and Response Surface Methodology. It combines the advantages of these two methods. 
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It is applied to torque optimization to demonstrate the applicability of the hybrid 
design. A multi-response optimization approach is investigated. By treating both the 
mean and variance of the replicated experiment runs as two separate responses of 
interest that are to be optimized as opposed to optimization of the signal-to-noise ratio, 
we can use more thorough methodology to find the optimal settings of control factors. 
Comparisons with the Taguchi method and Response Surface Methodology are 
described.  
Chapter Seven studies the grey relational analysis for robust design. The 
literature review of Grey System method is highlighted. The viability of this method in 
robust design is investigated with examples. The grey relational analysis is developed 
and a new measurement of grey relational grade is proposed. A case study is described 
and the analyses of the results are discussed.    
Chapter Eight introduces another efficient method – the Monte Carlo method in 
robust design technologies. The design approach incorporating this method is 
presented in combination with Response Surface Methodology. The representative 
example is used to demonstrate the applicability of the approach. 
Chapter Nine gives a summary of the work and original contribution. It also 
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2.1  Introduction 
 
With the recording speed and capacity of hard disk drives (HDD) increases in 
recent years, the design requirements for HDD components, which include head, 
slider, media, spindle motor, actuator, suspension and base plate, has rapidly 
multiplied. As one of the most important components, the spindle motor determines 
the drive capacity and performance through its design and configuration in many ways. 
Higher rotational speeds will reduce latency time and increase data transfer rate. 
Tighter tolerances will reduce the repeated run-out (RRO) thus increase the accuracy 
of seeking and positioning. Minimizing the cogging torque will reduce the vibration of 
disk platers. Therefore the design constrains for HDD spindle motors are stringent. 
As the research objectives are HDD spindle motors design optimization using 
robust design techniques as well as the robust design methodologies improvement, the 
study concentrates on spindle motor’s torque and UMP optimization. The optimized 
design of a spindle motor must ensure that the motor is having very low cogging 
torque and very low unbalanced magnetic pull, whist the performance variations are 
smallest. 
The modeling of a HDD spindle motor has been depicted in the chapter. The 
electromagnetic performances, such as torque and UMP, are calculated and simulated 
using finite element analysis. Based on the previous researchers’ work, the design 
parameters which affect the torque and UMP performances have been studied. The 
relationships of performances and critical design parameters have been described by 
using response surfaces. The design optimization of HDD spindle motors by using 
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2.2  Original Design and Finite Element Analysis 
 
In the following computer modeling, simulation and analysis, an 8-pole 9-slot 
BLDC spindle motor is illustrated in Figure 2.1. The motor parameters of the original 
design are as follows, 
Magnet thickness Hm 1.25mm 
Rotor yoke thickness Hy 0.78mm 
Air gap length La 0.20mm 
Tooth angle A 350
Outer radius of stator Rso 9.45mm 
Inner radius of stator Rsi 3.5mm 
Outer radius of stator yoke Rsy 4.50mm 
Tooth wedge angle B 900
Tooth body height Htb 4.3mm 
Tooth body width Wtb 2.0mm 
Tooth face ‘I’ angle  C 350
Tooth face ‘II’ radius  Rp 0mm 
Pole-arc/pole-pitch ratio P 1.0 
Magnet material  Polymer-NdFeB 
Stator material  M17 
Rotor yoke material  Mild steel 
The other parameters and specifications are described in Appendix A. The core of the 
motor is made from silicon steel sheets and is formed from a stack using epoxy to stick 
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Figure 2.1: Geometry modeling of an 8-pole 9-slot BLDC spindle motor. 
Figure 2.2: Cross section of one slot and half pole of the HDD spindle motor. 
 
The analytical techniques for torque calculation are available and may be used in 
the design and analysis of motors. However, these design techniques have limitation. 
Because it is extremely difficult for these methods to handle non-linear characteristics 
inherent in the analysis and design of electromagnetic devices [9]. The complex motor 
geometry due to for instance the slotting of the stator core makes the problem more 
difficult. It is known that many performance indices, such as cogging effects, 
unbalanced magnetic forces, iron losses etc, may only be predicted accurately using 
numerical methods.  
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There are many kinds of numerical methods used for solving the magnetic field 
problems, for examples, finite difference method, boundary element method, 
momentum method and finite element method. All these methods rely on the power of 
computer to solve the related field equations, Therefore, the development of numerical 
methods is very closely related to the development of computer technology. 
Comparing with other numerical methods, finite element method (FEM) is currently 
the most popular numerical method for the solution of electromagnetic field problems. 
In the following study, a FEM software tool, PEMAS is used. This software is 
specially designed for design and analysis of electromagnetic devices and systems [8, 
177]. Triangular elements are used for 2D meshing generation in PEMAS.  
In order to accurately analyze the spindle motor the distribution of magnetization 
in the permanent magnets can be found by measuring the air gap flux density. The 
rotor is rotated during the simulation by changing the finite element mesh in the air 
gap. Figure 2.3 illustrates the mesh and field distribution of the spindle motor. 
Figure 2.3: Mesh and field distribution of 8-pole 9-slot BLDC spindle motor. 
 
2.2.1 Torque Calculation 
When permanent magnet is mounted on a cylindrical yoke with a smooth surface 
and excites a slotted armature, the torque consists of electromagnetic torque and 
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cogging torque. The electromagnetic torque originates from the interaction between the 
armature currents and the permanent magnet. The cogging torque is an oscillatory 
torque originating from interaction between the permanent magnet and the slotted iron 
structure. It is necessary to analyze the torque accurately for the design optimization. 
 The torque of a motor is proportional to the flux and the applied electric current 
and is calculated by the Maxwell stress tensor method [186]. The Maxwell stress 
tensor Tp can be calculated with respect to polar coordinate system, 
θθ






BBT,BBT rrr =−= . Tr and Tθ are normal and tangential vector of Tp. 
µ0 is the permeability of free space.  
From Maxwell stress tensor method, if R is used to represent the radius of the 
surrounding surface, Γ is an arbitrary closed surface surrounding the rotor and no other 









dBBLRLRdBBT rrEM      (2.2) 
The accuracy of the calculation is related to the integration surface selected. 
Conventionally, the surrounding surface is selected in the middle of the air gap [8]. 
In the computation of the running torque and cogging torque for the 8-pole 9-slot 
spindle motor, the rotor position is simulated by shifting the meshes of the rotor and air 
gap at 0.5 mechanical degree per step and 60 steps totally. The excitation currents in 
the 3-phase windings are switched on or off according to the relative positions between 
the phase winding axes and rotor poles. The current in each phase is 0.78A. There are 
38 turns in one slot. The computed running torque and cogging torque of the prototype 
are illustrated in Figure 2.4. The average value of running torque is 0.3591mN.m. The 
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maximum peak-peak value of cogging torque is 0.2082mN.m. The maximum average-
peak value of cogging torque is 0.1041mN.m. When the drive is at non-operation 
condition, the stiction force is generated due to the heads tending to stick to the surface 
of the disks. To overcome the stiction force, the starting torque should also be designed 
and calculated carefully. In this study, the starting torque is 0.9058mN.m which is 























Figure 2.4: Cogging and running torque profile. 
Validation of the cogging torque waveform simulated by finite element analysis 
has been made by means of the measurement of the prototype motors. Due to the 
availability of testing samples, the 8-pole 12-slot spindle motor is used in the study. 
Figure 2.5 shows the computed cogging torque using finite element analysis. The 
maximum peak-peak value is 0.8259mN.m. The maximum average-peak value is 
0.4130mN.m. For comparison, the measured cogging torque is shown in Figure 2.6 
and it is observed that there is agreement between computed and measured results. The 

























































Figure 2.6: The measured cogging torque profile of 8-pole/12-slot spindle motor. 
 
2.2.2 UMP Calculation 
Interaction between the stator lamination with odd number teeth, except for 
3(2k-1) (k=1, 2, 3, …), and the magnet with even number of poles gives rise to 
unbalanced magnetic pull, because the stator structure is not symmetrical about the 
axis. Unbalanced current distribution due to the armature windings is another reason of 
unbalanced magnetic pull developed in motors. Using Maxwell stress tensor method, 
the global magnetic force acting on a rigid body is expressed by [8] 
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( ) Γ∫ ⋅+⋅=Γ∫= ΓΓ dtTnTdTF tnp rr       (2.3) 
where, Γ is an arbitrary closed surface surrounding all the rigid body and no 
other rigid body in it, n  and tr r  are the unit normal and tangential vector to the surface 
Γ, respectively. In the analysis of 2D models of spindle motors, Γ is selected as a 
cylindrical surface in the air gap. 
Normally, the UMP, F is calculated in Cartesian coordinate system, 
yFxFF yx
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Taking the 8-pole 9-slot BLDC spindle motor as an example, the simulation of 
UMP calculation is carried out by using finite element analysis. Figure 2.7 shows the x 
































Chapter 2: Numerical Calculation of HDD Spindle Motor 
 
2.2.3 Power Loss Calculation 
The development of high speed HDD spindle motors also brings about new 
problems such as higher power consumption. Therefore the need for accurate 
prediction of power losses in design stage arises. As well known, the power loss 
includes mainly iron loss and copper loss. The key difficulty lies in how to predict the 
total iron loss. 
Computation of the iron loss and its distribution depends on accurate prediction 
of the variation of the local field vector. Finite element method is used with an 
automatic mesh generation scheme to analyze the magnetic field in spindle motors as 
the rotor varies its position. A ‘lock-step’ mesh regeneration scheme is used in the 
rotational losses calculation [189]. Between two sequential steps the rotor moves a 
fixed angle corresponding to the arc between two nodes at the inner rotor diameter. 
The effect of rotational fields has been taken into account in the model in addition to 
the normal eddy current and hysteresis losses due to alternating fields. The iron losses 
can then be computed based on the local magnetic field and its variations. The total 
iron loss in the stator due to flux density variation is the sum of the hysteresis, eddy 
current and excess or anomalous losses [189]: 
xhe pppp ++=         (2.5) 
In the equation (2.5), the eddy current loss pe may reduce the working field 
intensity and affect the motor performance. It is well established, 






σ        (2.6) 
where σ is the conductivity, 3.33×106Ω-1m-1; d is the thickness, 0.35mm; and ρ is the 
density of the stator lamination stack, 5.8 g/cm3.  
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The hysteresis loss due to pulsating fields, ph, depends on the maximum value of 
the local flux density, Bm, and it can be determined by 
α
mhh fBkp =          (2.7) 
where f is the frequency of the flux density variation. The constant kh and the power α 
are determined experimentally, which are 0.0197 and 1.58, respectively. 
The excess loss px can be described as a function of the time derivative of the 







0∫=         (2.8) 
where kx is the excess loss coefficient, 1.67×10-4. 
For instance, the distributions of the total iron loss, eddy current loss and 
hysteresis loss of   the 8-pole 9-slot spindle motor are illustrated in Figure 2.8, 2.9, and 
2.10, respectively. The total iron loss is predicted at the rotation speed of 7200rpm 
(Table 2.1). 
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TABLE 2.1 
Iron Loss Calculation 
Total iron loss (W) 0.94 
Hysteresis loss (W) 0.82 
Eddy current loss (W) 0.12 
 
2.3 Parameters Analyses 
 
The cogging in the torque profile of spindle motors is mainly due to the 
existence of magnet poles, the slotting of the stator core, and the interaction of the 
primary and secondary fields. It is known that to predict cogging effect is a difficult 
task if the accuracy of the prediction is of concern. This is mainly due to the fact that 
the computation of electromagnetic forces depends on the flux density, i.e. the 
derivatives of the magnetic potentials. The effect of cogging torque contributes to the 
vibration and acoustic noise. The unbalanced magnetic pull, on the other hand, is 
caused by the unbalanced magnetic field with respect to the rotating center of the 
machine. It usually exhibits fluctuated amplitude and can have marked influence on the 
noise and vibration for the ball bearing spindle or the bearing stability for the fluid 
bearing spindle motors. A quantitative investigation in the development of the cogging 
torque and unbalance magnetic pull of BLDC spindle motors was described in the 
previous work [29, 110, 161]. 
As cogging torque and UMP are the main electromagnetic sources for acoustic 
noise and vibration which affect high speed spindle motors design, minimization of 
cogging torque and UMP are critical for high performance drive systems as more 
stringent constraints are required for the quality indices with regard to acoustic noise, 
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vibration and run-outs. Therefore, cogging torque and UMP are selected as the 
optimization objectives in the robust design study. To estimate the relationship 
between cogging torque/UMP and design parameters is thus necessitated.  
TABLE 2.2 
Levels of Design Parameters 
Levels 
Factors Symbols 
1 2 3 4 5 
X1 A 33.00 34.00 35.00 36.00 37.00
X2 P 0.80 0.825 0.85 0.875 0.90 
X3 Rp 6.5 7.0 7.5 8.0 8.5 
X4 C 20.00 22.50 25.00 27.50 30.00
X5 Hy 0.58 0.68 0.78 0.88 0.98 
X6 La 0.20 0.25 0.30 0.35 0.40 
X7 Hm 1.00 1.125 1.25 1.375 1.50 
 
Referring to other researchers’ work, tooth face angle (A) and magnet thickness 
(Hm) have marked effect over the cogging torque as discussed by M. Benarous [111] 
and J. D. L. Ree [84]. From the aspect of electromagnetic design, M. A. Jabbar [110] 
and Y. D. Yao [180] gave an effective solution to reduce cogging torque is to shape the 
tooth tip or the saliencies of the armature core. The shape of the tooth tip is defined by 
the parameters of tooth face ‘II’ radius (Rp) and tooth face ‘I’ angle (C) as shown in the 
Figure 2.2. T. S. Low pointed out the yoke thickness (Hy) has effect on the flux density 
in [161]; In HDD spindle motor it affects primarily the saturation level in the rotor iron 
yoke, which in turn has influence on the torque. The air gap length (La) and pole-arc to 
pole-pitch ratio (P) have also effect on the magnitude of the air gap field [39, 119, 
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190]. Therefore these parameters should be considered in the analysis of cogging 
torque and UMP. 
With consideration of above analysis, the experiment is designed by using these 
parameters. Table 2.2 depicted the settings of the seven design parameters with five 
levels. The simulation for cogging torque, running torque and UMP is carried out 
using FEA. The ratio of cogging torque to average running torque (Tc/Tr) and UMP in 
each trial is illustrated in Table 2.3.  
TABLE 2.3 
Experiments Using FEA 
run X1 X2 X3 X4 X5 X6 X7 Tc/Tr 
UMP
(mN)
1 33.00 0.80 6.5 20.00 0.58 0.2 1.00 0.0493 16.89
2 33.00 0.80 7.0 22.50 0.68 0.25 1.125 0.0648 31.28
3 33.00 0.825 7.5 25.00 0.78 0.3 1.25 0.1414 12.07
4 33.00 0.825 8.0 27.50 0.88 0.35 1.375 0.1851 13.93
5 33.00 0.8 8.5 30.00 0.98 0.4 1.50 0.2717 16.90
6 33.00 0.8 6.5 22.50 0.78 0.35 1.50 0.2036 20.38
7 33.00 0.875 7.0 25.00 0.88 0.4 1.00 0.4707 14.29
8 33.00 0.875 7.5 27.50 0.98 0.2 1.125 0.4367 73.31
9 33.00 0.90 8.0 30.00 0.58 0.25 1.25 0.4627 44.03
10 33.00 0.90 8.5 20.00 0.68 0.3 1.375 0.9109 49.09
11 34.00 0.80 6.5 25.00 0.98 0.25 1.375 0.0642 32.03
12 34.00 0.80 7.0 27.50 0.58 0.3 1.50 0.1709 4.83
13 34.00 0.825 7.5 30.00 0.68 0.35 1.00 0.2997 11.99
14 34.00 0.825 8.0 20.00 0.78 0.4 1.125 0.0922 15.65
15 34.00 0.8 8.5 22.50 0.88 0.2 1.25 0.2484 34.90
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16 34.00 0.8 6.5 27.50 0.68 0.4 1.25 0.0754 7.63
17 34.00 0.875 7.0 30.00 0.78 0.2 1.375 0.4696 54.81
18 34.00 0.875 7.5 20.00 0.88 0.25 1.50 0.6289 64.38
19 34.00 0.90 8.0 22.50 0.98 0.3 1.00 0.7465 58.59
20 34.00 0.90 8.5 25.00 0.58 0.35 1.125 0.7350 25.66
21 35.00 0.80 6.5 30.00 0.88 0.3 1.125 0.2089 23.51
22 35.00 0.80 7.0 20.00 0.98 0.35 1.25 0.0288 23.97
23 35.00 0.825 7.5 22.50 0.58 0.4 1.375 0.0499 5.44
24 35.00 0.825 8.0 25.00 0.68 0.2 1.50 0.3417 18.90
25 35.00 0.8 8.5 27.50 0.78 0.25 1.00 0.3210 14.28
26 35.00 0.8 6.5 20.00 0.58 0.2 1.00 0.1671 8.86
27 35.00 0.875 7.0 22.50 0.68 0.25 1.125 0.4159 25.44
28 35.00 0.875 7.5 25.00 0.78 0.3 1.25 0.4150 33.05
29 35.00 0.90 8.0 27.50 0.88 0.35 1.375 0.5442 54.53
30 35.00 0.90 8.5 30.00 0.98 0.4 1.50 0.6025 56.28
31 36.00 0.80 6.5 22.50 0.78 0.35 1.50 0.1146 10.00
32 36.00 0.80 7.0 25.00 0.88 0.4 1.00 0.0291 15.31
33 36.00 0.825 7.5 27.50 0.98 0.2 1.125 0.1580 22.81
34 36.00 0.825 8.0 30.00 0.58 0.25 1.25 0.3976 10.66
35 36.00 0.8 8.5 20.00 0.68 0.3 1.375 0.1880 13.65
36 36.00 0.8 6.5 25.00 0.98 0.25 1.375 0.2222 45.79
37 36.00 0.875 7.0 27.50 0.58 0.3 1.50 0.2906 19.63
38 36.00 0.875 7.5 30.00 0.68 0.35 1.00 0.4285 13.48
39 36.00 0.90 8.0 20.00 0.78 0.4 1.125 0.5578 27.51
40 36.00 0.90 8.5 22.50 0.88 0.2 1.25 0.5624 76.84
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41 37.00 0.80 6.5 27.50 0.68 0.4 1.25 0.0402 4.82
42 37.00 0.80 7.0 30.00 0.78 0.2 1.375 0.7759 3.72
43 37.00 0.825 7.5 20.00 0.88 0.25 1.50 0.1805 21.27
44 37.00 0.825 8.0 22.50 0.98 0.3 1.00 0.0458 6.72
45 37.00 0.8 8.5 25.00 0.58 0.35 1.125 0.0659 5.93
46 37.00 0.8 6.5 30.00 0.88 0.3 1.125 0.1977 26.62
47 37.00 0.875 7.0 20.00 0.98 0.35 1.25 0.0588 40.37
48 37.00 0.875 7.5 22.50 0.58 0.4 1.375 0.1099 11.40
49 37.00 0.90 8.0 25.00 0.68 0.2 1.50 0.5858 44.38
50 37.00 0.90 8.5 27.50 0.78 0.25 1.00 0.4902 35.90
Org. 35.00 1.0 0.0 35.00 0.78 0.2 1.25 0.2899 80.80
Figure 2.11: Torque performance versus tooth face angle (x1) and 
tooth face ‘II’ radius (x3). 
 
Each design parameter in the experiment has different level of effect on the ratio 
of Tc/Tr and UMP. To describe clearly the relationship between the performances and 
design parameters, 3D response surfaces are used. The common solution to fit the 
response surfaces is the ordinary least square method. For instance, the effects of tooth 
face angle (A) and tooth face ‘II’ radius (RP) on the torque performance (Tc/Tr) are 
36 
 
Chapter 2: Numerical Calculation of HDD Spindle Motor 
 
illustrated using the approach in Figure 2.11. The relationships between Tc/Tr, UMP 




This chapter presents the design issues concerned with BLDC spindle motors for 
HDDs, including problems with computing cogging torque and running torque, 
electromagnetic forces and core losses. As an effective technique, finite element 
method is used in the electromagnetic simulation. The importance of torque and UMP 
performances in BLDC spindle motor for HDD design has been discussed.  The 
numerical analysis is performed showing the effects of variation in the leading design 
parameters on the torque and UMP performances. It is shown that the torque and UMP 
can be reduced by optimizing the setting of geometric parameters. The computer 
simulation is compared to the measurement for cogging torque performance of a HDD 
spindle motor presently used in industry and good agreement is found. It can be 
concluded that numerical simulation based on finite element method can produce fairly 
accurate results of electromagnetic fields taking into account of effects of nonlinearity 
and complex geometry. Therefore performance predictions obtained from digital 
model (virtual product) using such numerical method, are reasonably reliable to be 
used in subsequent design optimization and especially robust design processes. 
Comparing with measurement obtained from physical product prototypes, the 
combination of numerical simulation (virtual prototyping) and robust design methods 
is advantageous in terms of time and cost reduction.  
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3.1  Introduction 
 
The quality requirements for manufactured products have been increasingly 
demanding which pose a competitive pressure for designers and producers. In recent 
years, robust design methodologies have been developed to achieve high quality by 
decreasing variability in systems and products. Variability has been defined as the 
main obstacle in product quality and cost. The robustness of the systems and products 
against the variability caused by uncontrollable sources has a critical effect on quality. 
It is, therefore, an important aspect for consideration in attempting to achieve high 
quality at a low cost and ease, as well as the speed of manufacturing. 
This challenge is obvious and serious in the hard disk drive (HDD) industry. On 
the one hand, the higher precise spinning motion, larger aerial storage density, higher 
data transfer rates and miniaturization of the HDD with high performance and lowest 
cost are the demands in current market. On the other hand, the torque ripple, repeatable 
run-out (RRO), non-repeatable run-out (NRRO), acoustic noise and other problems 
associated with HDDs are becoming more serious in quality. For instance, the torque 
ripple causes variations in motor acceleration which could upset the stability of the 
speed-control system. Furthermore, the axial component in the torque ripple produces 
a force on the rotor which could cause misalignment, displacement of the spinning 
disks, as well as stress in the head-disk assembly (HDA). Since the ripples in the 
torque profile of the spindle motor are potential sources for speed perturbation, 
positioning error, vibration, and noise, suppression of these ripples to an acceptable 
level, using drive electronics or the optimization of the mechanical structures are 
requisites for effective designs. This is of critical importance as we attempt to achieve 
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1 Tbits per square inch in areal density or higher, and spin speeds higher than 15000 
rpm. Unbalanced-Magnetic-Pull (UMP), which is another critical problem in HDD 
spindle motors, also has detrimental effects on the motor operation. It causes speed 
perturbation, vibration, and noise. Effective techniques to overcome these problems for 
performance optimization for HDD spindle motors have to be implemented. 
By combining statistical methods with an understanding of engineering 
problems, Dr. Taguchi has created a powerful tool to help engineers to overcome these 
problems in the design. The approach focuses on reducing the influence of factors, 
which degrades the performance of a product or process. The approach is usually 
described as: system design, parameter design and tolerance design. System design is 
the process of applying scientific and engineering knowledge to produce a basic 
functional prototype design. Parameter design is an investigation conducted to identify 
settings that minimize (or at least reduce) the performance variation. A product or a 
process normally performs its intended function at many settings of its design 
characteristics. However, a variation in the performance characteristic may change 
with different settings. This variation increases both product manufacturing and 
lifetime costs. The term parameter design comes from an engineering tradition or 
referring to product characteristics as product parameters. Parameter design, an 
exercise to identify optimal parameter settings, is to adjust the parameter levels so that 
the objective characteristic will not vary much even if the system and environmental 
parameters change. In parameter design, the optimum combination of levels of the 
control factors will be chosen. When parameter design cannot sufficiently reduce the 
effect of internal and external noise, it becomes necessary to restrict the variation of 
the major noise factors to within narrower ranges, even though this may increase the 
cost. This process is tolerance design. The final step in specifying product and process 
40 
 
Chapter 3: Robust Design of Torque Optimization for HDD Spindle Motors Using 
Taguchi Method 
 
designs is to determine tolerances around the nominal settings identified by parameter 
design. It is still a common practice in industry to assign tolerances by convention 
rather than scientifically. Tolerances that are too narrow will increase manufacturing 
cost and tolerances which are too wide in turn will cause performance variation and 
hence, a product’s lifetime cost. Since the effect of noise factors can often be 
substantially reduced by parameter design, it is important to perform parameter design 
first and tolerance design in the next step. 
In this chapter, the optimization of the torque performance for a HDD spindle 
motor has been studied and developed based on Taguchi’s system and parameter 
design. The effects of the noises on the optimized torque performance and interaction 
with the design parameters have been discussed. Finally, the optimum torque is 
verified using finite element analysis.  
 
3.2  Review of Taguchi Method 
 
The concept of building quality into products, instead of using control charts and 
inspection at the end of production lines, has been rapidly emerging. In traditional 
inspection, defective parts can be rejected; however, the quality of products or 
processes will not necessarily be improved. Actually, production process control, in 
which quality originates, is far more important than inspection. The Taguchi method is 
regarded as one of the most cost-effective and powerful tools with which to enforce the 
quality of the products or processes. 
Since the late 1950s Dr. Genichi Taguchi has introduced several new statistical 
tools and concepts for quality improvement that depends heavily on the statistical 
theory for design of experiments. These methods of design optimization developed by 
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Dr. Taguchi are also referred to as robust design [114]. The robust design method 
provides a systematic and efficient approach for finding the near optimum combination 
of design parameters so that the product is functional, exhibits a high level of 
performance, and is robust to noise factors [11]. Noise factors are those parameters that 
are uncontrollable or are too expensive to control. 
Robust design has been used very successfully in Japan in designing reliable, 
high quality products at low cost in such areas as automobiles and consumer 
electronics [37, 108, 114, 159, 173]. From the early 1980s U. S. and European 
industries have begun to apply Taguchi's robust design method to improve quality and 
reduce cost.  
The early design phase of a product or process has the greatest impact on life 
cycle cost and quality [96, 164]. Therefore significant cost savings and improvements 
in quality can be realized by optimizing product designs. Taguchi illustrates three 
major steps in designing a quality product: system design, parameter design, and 
tolerance design [163]. 
System design is the process of applying scientific and engineering knowledge to 
produce a basic functional prototype design [96]. The prototype model defines the 
configuration and attributes of the product undergoing analysis or development. The 
initial design may be functional but it may be far from the optimum in terms of quality 
and cost. 
The next step, parameter design, is an investigation conducted to identify the 
settings of design parameters that optimizes the performance characteristic and reduces 
the sensitivity of engineering designs to the sources of variation (noise). Parameter 
design requires some form of experimentation for the evaluation of the effect of noise 
factors on the performance characteristic of the product defined by a given set of 
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values for the design parameters. This experimentation aims to select the optimum 
levels for the controllable design parameters such that the system will be functional 
and exhibits a high level of performance under a wide range of conditions, and will be 
robust to noise factors. 
Experimenting with the design variables one at a time or by trial and error until a 
first feasible design is found, is a traditional approach to design optimization [11, 114]. 
However, this approach takes a long time and is also expensive. The result in most 
cases is a product design which may be far from optimal. As an example, if the 
designer is studying 13 design parameters at 3 levels, varying one factor at a time will 
require studying 1,594,323 experimental configurations (313). This is a "full factorial" 
approach where all possible combinations of parameter values are tried. Obviously, the 
time and cost involved in conducting such a detailed study will be enormous. 
In contrast, Taguchi's robust design method provides the designer with a 
systematic and efficient approach for conducting experimentation to determine near 
optimum settings of design parameters for performance and cost [96, 108]. The robust 
design method uses orthogonal arrays (OA) to study the parameter space, usually 
containing a large number of decision variables, with a small number of experiments. 
Based on design of experiments theory, Taguchi's orthogonal arrays provide a method 
for selecting an intelligent subset of the parameter space. Using orthogonal arrays 
significantly reduces the number of experimental configurations. Orthogonal arrays are 
not unique to Taguchi. However, Taguchi has simplified their use by providing 
tabulated sets of standard orthogonal arrays and corresponding linear graphs to fit a 
specific project [5, 11]. A typical tabulation is shown in Table A-1. In this array, the 
columns are mutually orthogonal. That is, for any pair of columns, all combinations of 
factor levels occur, and they occur an equal number of times. Here there are four 
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factors A, B, C, and D, each at three levels. This is called an "L9" design, the 9 
indicating the nine rows, configurations or prototypes to be tested, with test 
characteristics defined by the row of the table. The number of columns of an OA 
represents the maximum number of factors that can be studied using that array. Note 
that this design reduces 81 (34) configurations to 9. Some of the commonly used 
orthogonal arrays are shown in Table A-2. As Table A-2 shows, there are greater 
savings in testing for the larger arrays. 
Using a L9 OA means that 9 experiments are carried out in search of the 81 
control factor combinations which give the near optimal mean, and also the near 
minimum variation away from this mean. To achieve this, robust design method uses a 
statistical measure of performance called signal-to-noise (S/N) ratio borrowed from 
electrical control theory. The S/N ratio developed by Dr. Taguchi is a performance 
measure to choose control levels that best cope with noise [11, 21]. The S/N ratio takes 
both the mean and the variability into account. In its simplest form, the S/N ratio is the 
ratio of the mean (signal) to the standard deviation (noise).  In the decibel scale, the 











    (3.1) 
The S/N equation depends on the criterion for the quality characteristic to be 
optimized. While there are many different possible S/N ratios, three of them are 
considered standard and are generally applicable [5, 21]. 
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s i . 
Whatever the type of quality or cost characteristic, the transformations are such 
that the S/N ratio is always interpreted in the same way: the larger the S/N ratio, the 
better the quality characteristic [158]. 
Why do we work in terms of the S/N ratio rather than the standard deviation? 
Frequently, as the mean decreases, the standard deviation also decreases and vice 
versa. In such cases, if we work in terms of the standard deviation, the optimization 
cannot be done in two steps, that is, we cannot minimize the standard deviation first 
and then bring the mean on target.  
By using the S/N ratio, two effective analytical tools, “Analysis of Mean” 
(ANOM) and “Analysis of Variance” (ANOVA) can be carried out for estimating the 
effects of the design parameters. Based on the ANOM results, the best level for each 
parameter can be given. The mean determination is used for the selection of the best 
attainable S/N ratio condition for the limited runs of experiments. ANOVA is a 
mathematical technique which breaks the total variation down into accountable sources 
and the total variation is decomposed into its appropriate components. It quantitatively 
determines the relative importance of various design parameters. Major steps in 
conducting ANOVA are: the computation of sum square; the determination of degree 
of freedom; the estimation of the effects of various factors on performance and the 
prediction of optimum performance. If the system S/N ratio changes significantly 
when a factor is adjusted to different levels, this factor will be significant. However, if 
the S/N ratio does not change much when a factor is changed, this factor is not 
important in this experimental design. 
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By making use of orthogonal arrays, the robust design approach improves the 
efficiency in generating the information necessary to design systems, which are robust 
to variations in manufacturing processes and operating conditions. As a result, 
development time can be shortened and R&D costs can be reduced considerably. 
Furthermore, a near optimum choice of parameters may result in wider tolerances so 
that low cost components and production processes can be used [108, 114]. 
The third step, tolerance design, is the process of determining tolerances around 
the nominal settings identified in the parameter design process. Tolerance design is 
required if robust design cannot produce the required performance without costly 
special components or high process accuracy [11]. It involves tightening of tolerances 
on parameters where their variability can have a large negative effect on the final 
system. Typically tightening tolerances leads to higher cost.  
Most american and european engineers focused on system and tolerance design 
to achieve performance before. The common practice in product and process design is 
to base an initial prototype on the first feasible design (system design). Then the 
reliability and stability against noise factors are studied and all problems are corrected 
by requesting costlier components with tighter tolerances (tolerance design) [37]. In 
other words, parameter design is largely overlooked. As a result, the opportunity to 
improve quality while decreasing cost is usually missed [118]. Recently, however, the 
use of Taguchi's quality engineering methods has been increasing in the U.S. Many 
companies are now realizing that new tools are required for survival in the increasingly 
competitive world market [63, 175]. 
Optimizing a product or process design means determining the best system 
architecture, optimum settings of control factors, and tolerances. Robust design is 
Taguchi's approach for finding near optimum settings of the control factors in the 
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product design stage to make the product insensitive to noise factors. Phadke lists eight 
steps for the conduct of robust design: 
1. Identify the main function,  
2. Identify the noise factors and testing conditions,  
3. Identify the quality characteristics to be observed and the objective function 
to be optimized,  
4. Identify the control factors and their alternative levels,  
5. Design the matrix experiment and define the data analysis procedure,  
6. Conduct the matrix experiment,  
7. Analyze the data and determine near optimum levels for the control factors,  
8. Predict the performance at these levels. 
These eight steps make up the robust design cycle. The first five steps are used 
for planning the experiment. In the sixth step, the experiment is conducted. In steps 
seven and eight, the experimental results are analyzed and verified. 
 
3.3 Taguchi’s System Design and Parameter Design for Torque Optimization 
 
3.3.1 Background 
Recent introduction of hard disks operating with 15,000 rpm or more brings the 
data storage industry to the point where spindle motor’s performance substantially 
influences characteristics of data storage devices. Therefore, minimization of torque 
ripple to get better performance with the permanent magnet BLDC spindle motor is 
becoming increasingly important. There have been efforts of researchers in using 
various optimization and statistical techniques to achieve optimality in motor designs. 
However, most of them are traditional statistic methods and are expensive in the 
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computational time for the practical implementation [162], or minimize the cogging 
torque using lumped parameter models and analytical computing techniques. Design 
procedures using these methods are usually inadequate in practice. 
In the following sections, an effective systematic and efficient approach using 
Taguchi’s robust design method is introduced for torque optimization. Design 
optimization using the Taguchi method will also reduce the variation in the torque 
performance due to the uncontrollable factors, such as variations in the tolerances of 
components, while achieving the target value using the fractional factorial design of 
experiments (DOE). Since the cogging torque (dominant in torque ripples) is greatly 
affected by the configuration of the stator and rotor, it is preferable to minimize the 
cogging torque by the geometric shape optimization, especially, the tooth shape of the 
stator [180] optimization; and the magnetization distribution [80] optimization of 
permanent magnet material, which is also a critical factor influencing the torque 
performance significantly. More important, the finite element analysis is applied with 



































3.3.2 Objective Definition 
The objective of the study therefore is twofold: 1) to determine the combination 
of controllable design variables which will reduce the cogging torque in the torque 
characteristic that is least insensitive to noise effect, 2) to apply Taguchi method in 
robust design for HDD spindle motors. 
In other words, the objective is to obtain the best torque performance, which 
means the running torque is the largest whilst the cogging torque is the smallest under 
the same operation conditions. According to Taguchi method, these problems are 
classified as follow: 
1. Cogging torque Tc: min(Tc) – the-smaller-the-better type problem 
2. Running torque Tr:  max(Tr) – the-larger-the-better type problem 
3. Cogging torque (Tc) / running torque (Tr): min(Tc/Tr) – the-smaller-the-better 
type problem 
 
3.3.3 Experimental Design 
There are many kinds of motors used in HDD. Among them, the 6-pole 9-slot 
spindle motor has larger cogging torque and less UMP than the 8-pole 9-slot motor. 
Therefore the 6-pole 9-slot spindle motor is used in this study for reduction of cogging 
torque and maximizing running torque. Figure 3.2 shows the cross-section of the 6-
pole 9-slot spindle motor. In the original design, the slot opening is 1.18mm, air gap 
length is 0.2mm, and the thickness of the bonded NP-11L ring magnet is 1.05mm. On 
the outside of the bonded ring, the iron yoke is 1.17mm thick. Figure 3.3 shows the 
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Magnet Yoke
Stator
Figure 3.2: Structure of a 6-pole 9-slot spindle motor.       Figure 3.3: Field distribution using FEA. 
The geometrical parameters that have significant effect on the magnitude of the 
cogging torque in the torque profile are the shape of stator tooth tip, slot opening 
width, air gap length, pole-arc to pole-pitch ratio of the magnet, and the skew of either 
the stator teeth or magnet poles [110, 119, 161]. The magnetization distribution and the 
magnet configuration are other important factors. To assess the effect of each of the 
parameters on torque performance, screening experiment has been carried out and four 
design variables are chosen as controllable factors: tooth face angle (A), tooth face ‘II’ 
radius (Rp), tooth face ‘I’ angle (C), and pole-arc/pole-pitch ratio (P). Figure 3.4 shows 
the definition of the four variables A, Rp, C, and P. The tooth face is divided into two 
segments for smoothing the salience of tooth. The tooth face ‘I’ represents the segment 
at the center-line, which has the angle of C and the radius of Rs. The tooth face ‘II’ is 
near the tooth tip, which has the angle of D and the radius of Rp. The half of total tooth 
angle (from point M to N) is A/2. D can then be determined by A, Rs, Rp and C. La 
represents the air gap length. The two small areas divided by dash lines in magnet 
region are the magnetization transition zones which are treated ideally as zero 
magnetization for analysis. Because the magnetization distribution of magnet is 
difficult to be controlled precisely, the deviation of pole-arc/pole-pitch ratio is selected 
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as one of the noise factors. The objective is that the torque performance should be least 
sensitive to the magnetization disturbance. Deviations due to the manufacturing 
process also produce inconsistencies in teeth and magnet dimensions. The assembly 
process may also introduce variation in air gap length. The inability to control these 
deviations in processing and manufacturing will produce unwanted variability in the 











Figure 3.4: Parameters of one-pole and half slot part for spindle motor. 
Three levels are selected for each controllable factor and noise factor (Table 3.1). 
While the noise factors are uncontrollable during the physical processing and 
manufacturing, they are controlled over distinct levels in the experiment. 
An orthogonal array is used to select an intelligent subset of the parameter space, 
which significantly reduces the number of experimental configurations. According to 
the number of control factors and their level settings, a standard orthogonal array L9 is 
selected for the control factors since it is the most efficient orthogonal design to 
accommodate four factors at three levels. The L9 array specifies nine experimental 
runs to be conducted, but the intent is to find the best of the 34=81 combinations that 
exists. This can be done since the design is orthogonal, a property that permits the 
effects of each factor to be separated out. The ones, twos, and threes in the array 
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denote the first, second, and third level of a factor, respectively. The first test condition 
in the L9 array, for example, has all ones across the row, dictating that all the factors 
should be set at their lowest levels for that particular experiment. The three noise 
factors are placed in the L9 orthogonal array too. The most important use of this array 
is to deliberately create noise to identify the controllable factor levels that are least 
sensitive to it. The two arrays are then combined to form the complete parameter 





Factors and Levels 
Control factors Level values 
Tooth face angle (degree), A 31.0 32.44 34.0 
Tooth face II radius (mm), Rp 6.5 7.5 8.5 
Tooth face I angle (degree), C 10.0 15.0 20.0 
Pole-arc/pole-pitch ratio, P 0.65 0.75 0.85 
 
Noise factors Level values 
Processing deviation of P, ∆P -0.015 0.0 0.015 
Processing and machining dev. Of La, ∆La 0.20 0.225 0.25 
Machining deviation of Rp, ∆Rp 0.0 -0.025 -0.05 
 
The Maxwell stress tensor is used for the reluctant force and torque calculation. 
The rotor position is simulated by shifting the meshes of the rotor and air gap at 0.5 
mechanical degree per step, 40 steps are used for analysis of the cogging torque. To 
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analyze the running torque, 10 steps of 2 mechanical degree are used. The excitation 
currents in the 3-phase windings are switched on or off according to the relative 
positions between the phase winding axes and rotor poles. The current in each phase is 
0.78A. There are 29 turns in one slot. Since the objective of this study is to minimize 
the cogging torque whilst keep the running torque as larger as possible, the profiles of 
cogging torque and average running torque are then obtained by simulation. After 
conducting the experiment, the S/N ratio (SNR) for cogging torque (Tc) and SNR for 
average running torque (Tr) are calculated for each level combination with different 
noise conditions as in Table A-3 and A-4, respectively. 
 
3.3.4 Prediction, Verification and Analysis 
In order to analyze the parameter optimization in Taguchi method, a traditional 
optimization approach [90] is also introduced. In this approach, noise effect is not 
considered in the experiment. The experimental results are shown in Table A-5. From 
the experiment using traditional optimization, the best settings for A, Rp, C, P are 
34.00, 7.5mm, 15.00, 65%. The analysis shows that the cogging torque is reduced whist 
the average running torque is not significantly affected. The peak value of cogging 
torque is reduced to 0.3403 mN.m from 0.7056 mN.m. The mean values of running 
torque are 1.042 mN.m from traditional optimization, 1.169 mN.m in original design. 
This means that the ratio of peak cogging torque to average running torque is reduced 
to 0.327 from 0.604. The torque ripple due to the mutual interaction of current and 
permanent magnet is also reduced. A graphic comparison of cogging torque and 
running torque profiles in 1200 mechanical (3600 electrical equivalent) between the 
original design and conventional optimization are given in Figure 3.5 and Figure 3.6.  
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Figure 3.6: Cogging and running torque profiles in traditional optimization  




















Figure 3.7: Cogging and running torque profiles in Taguchi robust design  
(with consideration of noises). 
 
However, in practice, there inevitably exists variability in the performance due to 
the uncontrollable factors (noise factors), such as machining deviation, processing 
deviation and inconsistencies in the magnetization of the PM material. These noise 
factors are taken into account in the experiment. The effect of noise is attenuated in the 
torque performance by choosing a proper level for each control factor. For cogging 
torque and running torque, the analytical results using ANOM are graphically plotted 
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in Figure 3.8 and Figure 3.9, respectively (R is abbreviation of Rp). The dash lines in 
Figure 3.8 and Figure 3.9 represent the overall mean of SNRs for cogging torque and 
running torque. The A3 level appears to be the best choice of control factor A, since it 
corresponds to the highest average SNR, for both the cogging torque and running 
torque. Rp3 seems to be the choice of importance for the running torque as shown in 
Figure 3.9, but for cogging torque, Rp2 is the best. For reducing the cogging torque, 
ANOM suggests the use of Rp2 over Rp3. If the levels are still not distinguished, the 
effect on mean response can be used to decide. Factor C is similar to factor Rp, so the 
best level is C2. The most difficult decision is the choice of factor P. P1 has the highest 
SNR for cogging torque, however, it has the lowest SNR for running torque. The 
converse is true for P3. As the objective is to reduce the cogging whilst keeping the 































Figure 3.9: The average SNRs (Tr) in different settings of control factors. 
55 
 




ANOVA is a mathematical technique which breaks variation down into 
accountable sources, once total variation is decomposed into appropriate components. 
It quantitatively determines the relative importance of various design variables [114]. 
The analytical results are tabulated in Table 3.2. SSSF is the sum of squares due to 
each factor, equal to the total squared deviation of the torque profile for each control 







xx mmSSSF )         (3.4) 
where, x represents the control factor, is the mean of performance statistics at i 
level of one control factor, m is the overall mean of performance statistics. 
ix
m
TABLE 3.2  
Effect of Various Factors on the Performance Indices 
 
SNR (Tc) SNR (Tr) 








A 2 17.6076 35.94 0.0153 0.91
Rp 2 0.7185 1.47 0.0054 0.32
C 2 1.1670 2.38 0.0057 0.34
P 2 29.4945 60.21 1.6566 98.43
Total 8 48.9876 100.0 1.6830 100.0
 
It can be seen from Table 3.2 that the effect of the control factor A (tooth face 
angle) on cogging torque is comparable to that of the control factor P (pole-arc/pole-
pitch ratio), but with considerably reduced effect on the running torque. The optimum 
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design of factor P may lead to a smaller cogging torque, but the effective running 
torque is also reduced. Therefore, caution must be exercised in designing the pole-
arc/pole-pitch ratio. The magnetization fixture must be carefully designed and the 
transition zone must be well controlled. To improve the torque performance, 
optimization should focus primarily on factor A. The optimum design of tooth face 
angle, that is, slot opening, may result in a smaller cogging torque, without affecting 
the running torque.  
From the numerical experiment and analysis carried out by using Taguchi’s 
parameter design method, the best combination of settings for A, Rp, C, P are 34.00, 
7.5mm, 15.00, 75%. The performance can be predicted using mean performance value 
at a specific level of each control factor. Verification experiments are conducted and 
profile is shown in Figure 3.7. The comparison of the results is tabulated in Table 3.3. 
TABLE 3.3  
Prediction and Verification for Robust Design Using Taguchi Method 
 
 Prediction Verification 
Mean 0.4067 0.5133 
Tc
Deviation 0.0948 0.0838 
Mean 1.096 1.093 
Tr
Deviation 0.0217 0.0208 
 
A comparison of the simulation results in Figure 3.5, Figure 3.6, and Figure 3.7 
shows that running torque is improved when the design is optimized using the 
traditional manner and the Taguchi’s parameter design. The cogging torque obtained 
using Taguchi’s robust design method may be larger than that using traditional 
optimization. However, the average running torque is also larger. More importantly, it 
57 
 
Chapter 3: Robust Design of Torque Optimization for HDD Spindle Motors Using 
Taguchi Method 
 
should be noted that there is less variation in the torque performance using the 
Taguchi’s robust design method. This illustrates that the performance is robust and its 






















Figure 3.10: Noise factor ∆P’s effect on torque performance in traditional optimization 






















Figure 3.11: Noise factor ∆La’s effect on torque performance in traditional 






















Figure 3.12: Noise factor ∆Rp’s effect on torque performance in traditional 
optimization design and Taguchi design. 
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The noise effects on torque performance using the Taguchi’s parameter design 
method and traditional optimization have been simulated and analyzed in Table 3.5 
and 3.6, respectively (also referring to Table A-6 and A-7). They have been illustrated 
in Figure 3.10, Figure 3.11 and Figure 3.12, respectively.  
TABLE 3.4  
Verification Using Original Design With Noise Effect 
 A Rp C P Noise experiment ⎯Y s S/N 
Tc 32.44 7.5 15.0 75% 0.5742 0.1084 4.68 
Tr 32.44 7.5 15.0 75% 1.087 0.0210 0.72 
Tc/Tr 32.44 7.5 15.0 75% 
…… 
0.5269 0.0910 5.45 
 
TABLE 3.5  
Verification Using Traditional Optimization With Noise Effect 
 A Rp C P Noise experiment ⎯Y s S/N 
Tc 34.0 7.5 15.0 65% 0.3266 0.0923 9.42 
Tr 34.0 7.5 15.0 65% 1.017 0.0248 0.14 
Tc/Tr 34.0 7.5 15.0 65% 
…… 
0.322 0.0944 9.51 
 
TABLE 3.6  
Verification Using Taguchi’s Parameter Design With Noise Effect 
 A Rp C P Noise experiment ⎯Y s S/N 
Tc 34.0 7.5 15.0 75% 0.5133 0.0838 5.69 
Tr 34.0 7.5 15.0 75% 1.093 0.0208 0.77 
Tc/Tr 34.0 7.5 15.0 75% 
…… 
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In Figure 3.10, 3.11 and 3.12, the upper dashed lines represent the optimized 
torque performances (Tc/Tr) obtained by using the optimal settings of the control 
factors in Taguchi’s parameter design without consideration of the effects of noise 
factors. The lower dashed lines represent the optimized Tc/Tr after using traditional 
optimization method. The solid lines represent the changes of optimized torque 
performances with different noise levels. The optimized torque performances might 
not be the best ones since only several discrete settings of each control factor are used 
in the design process. However, these figures show that consideration of noise effects 
in the optimization process actually improves the torque performances, evidently the 
Tc/Tr ratio becoming smaller. This seems to contradict the traditional perception that 
the spindle motor might yield worse torque performance if noise effect exists. As 
mentioned above, the Taguchi’s parameter design without consideration of noise might 
not produce the best design because of the limited number of settings of each control 
factor. In this case study, the noise factors are deviations of the control factors. 
Consideration of the noise factors actually creates more settings for those control 
factors having deviations caused by manufacturing processes. As a result, a wider pool 
of settings can be searched for the best torque performance. In this circumstance, 
Taguchi’s robust design process with consideration of noise can offer a better torque 
performance and a smaller sensitivity to noise. From this case study, it is revealed that 
the varying range of control factors and selection of level settings are important in 
Taguchi’s robust design process. It is a drawback of Taguchi method. 
The lower two curves are the torque performances obtained using traditional 
optimization in Figure 3.10, 3.11 and 3.12, respectively. The traditional optimization 
processes normally produce better mean performances but larger variations with 
deviations from the optimal value of the control factors. It is different from robust 
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design optimization where the mean performance might be slightly inferior but more 
robust to disturbances from noise. 
It can be seen that the ratio of Tc/Tr obtained by using Taguchi’s parameter 
design has a smaller variation with consideration of noise, compared to that yielded by 
using traditional optimization. It means that performance characteristic of the spindle 
motor optimized by using Taguchi’s parameter design is less sensitive to noise. For 
instance, the ratio of Tc/Tr obtained by using Taguchi’s parameter design method is 
almost not affected by the noise factor ∆Rp (Figure 3.12). Together with the results 
shown in Table 3.4, 3.5 and 3.6, it is verified that the spindle motor designed by using 
Taguchi’s parameter design is less sensitive to the manufacturing process noises and 
therefore has a better torque performance. This design approach is therefore referred as 




This chapter has focused on the reducing the variance of torque performance to 
noise factors, minimizing the cogging torque, and maximizing the effective torque 
performance of a BLDC spindle motor in HDD. Taguchi method is employed 
successfully in this approach. The results of this study show the following 
1) It is possible to optimize the torque performance for HDD spindle motors by 
applying the Taguchi method with consideration of noise effects with minimal 
experiments. 
2) Orthogonality of the design leads to considerable simplification. We have shown 
how orthogonal arrays can be used to evaluate the S/N ratio and maximize it. The 
best level combination of product variables makes a smallest Tc/Tr ratio and 
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variation. The effects caused by manufacturing deviation, magnetization 
disturbance, and other noises are minimized. 
3) From ANOM and ANOVA, the optimum design of slot opening should be the first 
consideration in torque performance optimization. The pole-arc/pole-pitch ratio is 
also an important factor in enhancing the robustness of the torque performance. 
4) For analysis and comparison, the traditional optimization is also applied in the case 
study. The results verified that the mean torque performance by using Taguchi 
method might be a little inferior, but much more robust to noise. 
5) The noise factors are actually the deviations of control factors in the study. 
Therefore their effects with interaction of control factors on the torque optimization 














Robust Parameter Design and Tolerance Design  




















The Unbalanced-Magnetic-Pull (UMP) produced in spindle comes vibration of 
HDD. This phenomenon in a high speed HDD spindle motor produces the acoustic 
noise and the fluctuating rotation speed. Therefore, finding effective techniques to 
overcome these problems for performance optimization, is important. In Chapter 3, 
torque optimization using Taguchi’s robust system and parameter design is introduced.  
This chapter will describe the UMP optimization for a BLDC spindle motor by using 
Taguchi’s robust design method. 
It is well known that the UMP is caused by the imbalance in magnetic field with 
respect to the rotating center of the machine. This could be due to the magnetic core 
structure or asymmetry in the air gap and/or armature structure. It has detrimental 
effects on the performance of the motor. It creates speed perturbations, positioning 
error, vibration, and noise [94, 148]. The traditional method in reducing UMP, is to 
change the motor configuration. However, there are still problems. For instance, an 8-
pole 9-slot spindle motor has very low cogging torque when compared with other 
kinds of spindle motors. This feature is especially favorable in the application for hard 
disk drives where very high starting torque and very low running torque are required. 
However, this configuration is not magnetically balanced even without excitation. This 
will affect the design of future high speed spindle motors in which special stiffness and 
dynamic stability requirements will have to be imposed. Cost will thus increase. A 6-
pole 9-slot spindle motor can be used to reduce UMP, but the cogging torque and other 
problems will surface. Therefore, an effective design scheme is proposed in this 
chapter to minimize the UMP, without amplifying the other undesirable features in the 
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performance of the spindle motor. An 8-pole 9-slot spindle motor is chosen as the 
research object in this study.  
As an effective experimental design technique for optimizing product 
parameters, Taguchi’s parameter design and tolerance design are employed to assess 
and optimize the UMP of an 8-pole 9-slot spindle motor. The section 4.2 presents the 
literature review of Taguchi’s parameter design and tolerance design. In section 4.3, 
the screening experiment method is employed firstly to identify the key parameters 
that determine UMP. Taguchi’s parameter design for UMP optimization is applied in 
section 4.4. Statistically designed experiments are employed to find the optimum 
setting of factors within the control of the experimenter, while robustness is achieved 
because factor settings are selected to minimize effects of the noise factors. “Analysis 
of Variance” (ANOVA) elucidates the relative influence on performance for each 
parameter. Once the desired target for minimizing the UMP is met but if the variation 
is still greater than desired, tolerance design can be applied to reduce the variance to an 
acceptable level (section 4.5). The experimental analysis is carried out according to the 
results calculated using the finite element method.    
 
4.2 Review of Taguchi’s Parameter and Tolerance Design 
 
Suppose x1, …, xn represent the variables of a product, y is the performance 
characteristic which is related to xi through the relationship 
( nx,,xfy L1= )        (4.1) 
usually the quality loss is caused by the deviation of y [163]. Reducing the deviation of 
y by optimizing xis can reduce the quality loss. It is assumed that each xi follows a 
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normal distribution N(xi0, σi2), and the tolerance ti of xi is defined to be the 3σi value of 
xi. That is, 
iit σ3=           (4.2) 
According to Taguchi’s quality loss function [163], the average quality loss Q(y) can 
be re-described as, 
( ) ( )t,xQyQ =          (4.3) 
where x = (x1, …, xn) and t = (t1, … tn). 
Optimizing x with fixed t can minimize the quality loss Q(y). This is the main 
contribution of Taguchi’s parameter design. The choice of smaller t values to reduce 
the quality loss Q(y) after parameter design, is called tolerance design. However, this 
choice will also lead to higher cost. It might require more expensive material, more 
precise machining and higher skilled manpower, etc.. If the cost in tightening the 
tolerance is less than the quality loss Q(y), the tolerance design can improve the quality 
at a minimal cost.  
Taguchi’s parameter design is built on engineering and statistical ideas to 
improve a system by making its performance insensitive to noise or hard-to-control 
factors. It classifies the factors in a system into two groups: control factors and noise 
factors. By using statistical design of experiments and data analysis tools, it identifies 
settings of the control factors to make the quality characteristic of the system less 
sensitive to the effect of noise factors. 
In parameter design, a clear and precise statement of the problem is critical. 
Misidentification of the problem leads the experiments down the wrong path with 
unexpected consequences. After the variables have been identified and classified, the 
experiment can be constructed by using the orthogonal array (OA). For instance, a 
standard orthogonal array L9 can be used for four factors with three levels (Table A-1). 
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The L9 array specifies nine experimental runs to be conducted, but the intent is to find 
the best of the 34=81 combinations that exists. A crossed experiment is then built by 
combining the inner orthogonal array for control factors and outer orthogonal array for 
noise factors.  
To evaluate the robustness of a product or system, Taguchi stresses the 
importance of the variation of the response using signal-to-noise ratio (S/N), which is 
the ratio of the performance mean to the standard deviation. This is shown to be related 
to the average quality loss [67, 136, 162, 163]. S/N ratio is a response which 
consolidates repetitions and effect of noise levels into one data point. A standard 
ANOVA can be done on the S/N ratio which will identify factors significant to 
increase the average value of S/N and subsequently reducing variation. 
Tolerance design is utilized when the parameter design has not proved adequate 
in reducing variation of the response. In parameter design, low cost, widely varying 
factors may be used. But tolerance design requires the use of higher-cost materials and 
processing to reduce variation to appropriate levels. Therefore, extra cost may be 
incurred to achieve smaller variations in tightening tolerance. The loss function can be 
used to substantiate the increased costs of higher-quality materials or components by 
lower loss to society [172].  
From the quality loss function [163]: 








       (4.4) 
where µy is the mean of y and σy is its variance, respectively, and E(.) is the 
expectation. m is the target value according to design specifications. Assuming that the 
distribution of y is centered after parameter design, the variation around the average 
will then be the primary concern. The loss function simplifies to 
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( ) 2ykyQ σ=          (4.5) 
For example, if the average loss caused by variation is Q(y)=$18.00 in parameter 
design and a higher-priced material or component with less variation can reduce the 
variation of y with an additional cost of $2.00, but reduces the loss to $10.00. 
Obviously, this is a substantial reduction in loss and tolerance design is fully justified. 
The factors that have influence on a quality characteristic of concern are 
evaluated on an OA. ANOVA indicates the percentage contribution of the factors to 
the variation. Then the factors that cause the largest amount of variation must have 
tighter control to reduce total variation more efficiently. Tighter limits of variation may 
be established and reevaluated to determine the adequacy of new limits to provide a 
desired amount of variation with respect to customer requirements. 
 
4.3 Objectives and Screening Experiment 
 
In the analysis of electric machines with 2D model, UMP is estimated using the 
Maxwell stress tensor with the FE solution and can be reduced if the geometry is 
optimized. Therefore, the objective of minimizing the UMP so as to improve the 
performance characteristic of an 8-pole 9-slot spindle motor is realized by optimizing 
the geometric parameters of the spindle motor, whist to reduce the variation of UMP to 
realize the spindle motor’s performance robust to noise effects. 
As there are a large number of candidate parameters which may affect the 
performance in most experiments, screening these parameters to identify the key ones 
which have more effects on the performance is rather important. In fact, at any time 
when there are six or more parameters, a screening experiment design should be 
considered to reduce the number of parameters with a small number of experimental 
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runs. Many of the screening designs used today were originally described by Plackett 
and Burman in 1946. Taguchi gave the impetus to the application of this method in 
industry. For this design, each interaction – in case it is significant and not included in 
the experimental layout – is intermixed with exactly one main factor. If, for example, 
the factor C is assigned to column 3 in an orthogonal array (Table 4.1), although the 
interaction AB is significant, the following analysis does not enable us to distinguish 
whether AB or C is the significant quantity. The interactions will bias the estimates of 
some main effects. Therefore, some statisticians criticize the screening design because 
the interaction effects cannot be estimated. However, if the time and money constraints 
allow only about eight experimental runs for example, screening experiment design 
will allow one to study up to seven variables. Only two factors can be studied if full 
factorial design is employed. More importantly, the objective of the use of screening 
experiment design is to select the important factors in the shortest time at the minimal 
cost and least number of experiments. The confounding caused by interactions can 
sometimes be avoided by means of some measures. For example, it is possible to avoid 
interactions to a large extent if energy-related measured quantities are selected. 
Another way is to investigate the interactions prior to each design of experiments. If 
there is an interaction, it must be included in the experimental layout.  
Two-level design is usually the design of choice since it could be used to study a 
given number of factors with fewer experimental runs. If the experimental situation 
includes qualitative variables that have more than two discrete levels, the screening 
designs for more than two levels are useful. Designing a screening experiment consists 
of selecting the performance of interest, choosing the parameters or variables to study, 
and selecting the ranges over which to vary the parameters. Based on this information, 
the trials to be run are determined. 
69 
 
Chapter 4: Robust Parameter Design and Tolerance Design for UMP Optimization 
 
TABLE 4.1  
Confounding Effects Caused by a Wrong Layout  
 
Factor A B 
AB 
C 
D E F G 
No. 1 2 3 4 5 6 7 
1 1 1 1 1 1 1 1 
2 1 1 1 2 2 2 2 
3 1 2 2 1 1 2 2 
4 1 2 2 2 2 1 1 
5 2 1 2 1 2 1 2 
6 2 1 2 2 1 2 1 
7 2 2 1 1 2 2 1 
8 2 2 1 2 1 1 2 
 
In the 8-pole 9-slot spindle motor, there are some design parameters which may 
have effect on or be related to UMP. For example, the length of the air gap, slot 
opening. They are listed below. A constraint imposed for this motor is the outer 
dimension which is fixed. 
Hy The thickness of yoke 0.53 mm to 1.03mm 
Hm The thickness of magnet 1.0 mm to 1.5 mm 
La The length of air gap 0.2 mm to 0.4 mm 
P Pole-arc to pole-pitch ratio 65% to 95% 
A The tooth face angle 32.00 to 38.00
Hm x Hy Interaction between Hm & Hy *  Hm + Hy = 2.03 mm 
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A two-level experiment is preferred for screening purpose. 8 trials have been 
conducted and the experimental results are shown in Table 4.2 (actual level values for 
different variables are shown in Table A-8). Using the simulation data, the effects of 
the six parameters on UMP are calculated and used to rank the design parameters in 
order of importance, which are shown in Table A-9 and Table A-10. The final results 
are graphically illustrated in Figure 4.1. 
TABLE 4.2 





La P A UMP 
1 1 1 1 1 1 1 0.5177 
2 1 1 1 2 2 2 0.0844 
3 1 2 2 1 1 2 0.0101 
4 1 2 2 2 2 1 0.0948 
5 2 1 2 1 2 1 0.6965 
6 2 1 2 2 1 2 0.0425 
7 2 2 1 1 2 2 0.0519 









Hy Hm La P A Hm x Hy
 
Figure 4.1: Effect on UMP using screening experiment. 
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From the screening experiment and analysis, of the six design parameters, the 
thickness of yoke, 29.53%; tooth face angle (related to slot opening), 28.20%; air gap 
length, 23.29%; and pole-arc to pole-pitch ratio of magnet, 2.49%, have substantial 
effect on the amplitude of the unbalanced magnetic pull. The other parameters can be 
neglected. 
Before design parameter optimization, the tooth angle is 350 (i.e. slot opening is 
0.82mm), magnet thickness is 1.25mm and air gap length is 0.2mm. The magnetization 
distortion is not considered in the original product design. Other stator and rotor 
geometry parameters are designed such that its magnetic loading and flux density in 
the iron paths are reasonable. 
 
4.4 Taguchi’s Parameter Design for UMP Optimization 
 
From the screening experiment and analysis, tooth face angle (A), thickness of 
yoke (H), air gap length (L), and pole-arc/pole-pitch ratio (P) have most effect on the 
unbalanced magnetic pull. Thus they are defined as the control factors in the parameter 
design. As it is difficult to control the magnetization distribution precisely, the 
deviation of pole-arc/pole-pitch ratio is selected as a noise factor. There are also 
deviations in the parameters of the teeth, magnet and air gap due to the variability of 
the manufacturing process, machining and assembling. They are not easy to control 
and will influence the UMP. As a result, these deviations are considered as noise 
factors in the experiment. 
Three levels are selected for each controllable factor and noise factor, 
respectively. While the noise factors are uncontrollable during the normal 
manufacturing, they are controlled over distinct levels during the experiment. 
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According to the number of control factors and noise factors, and their level settings, 
orthogonal array L9 is applied to construct experiments. Inner array for control factors 
and outer array for noise factors build the crossed experiment with total 81 runs. The 
inner array and outer array are shown in Table A-11 and A-12, respectively. 
As the parameter design not only reduces the UMP but also minimizes its 
variation, the S/N ratio is introduced as an objective characteristic with respect to the 
inner factors. Using the FEM tool, UMPs are simulated and the mean of the UMP, 
standard deviation and S/N ratio for each trial in the experiment are tabulated in Table 
A-13. Then analysis of mean (ANOM) is carried out to estimate the effects of the four 
design parameters at different settings. Table A-14 illustrates the average mean value 




































Figure 4.2: S/N ratios and means of UMP using ANOM. 
By computing the sum of squares for each factor, analysis of variance is carried 
out in Table 4.3 to determine the relative significance of each design parameter. The 
analytical results are also shown in Figure 4.3. The thickness of the yoke (H) has the 
most leverage on the UMP (39.09%), tooth angle (A) comes next (28.05%), while the 
air gap length (L) has the least effect (11.18%). Therefore caution must be exercised in 
the designing of yoke and tooth of the stator. 
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TABLE 4.3 
Analysis of Variance for S/N Ratio 
 
Factor/Source Degree of 
Freedom 
Sum of Squares Mean Square Effect (%) 
H 2 190.4487 90.2244 39.09 
L 2 54.4467 27.2234 11.18 
P 2 105.6402 52.8201 21.68 
A 2 136.6239 68.3120 28.05 
Error 0 0 - - 
Total 8 487.1595 - 100 












Figure 4.3: Contributions of parameters to performance (S/N). 
TABLE 4.4 
Comparison between Original Design and Taguchi’s Parameter Design 
 





Original Design 52.37 5.81 -34.43 
Prediction 9.57 5.25 -21.04 Taguchi’s 
parameter 
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From the above analysis, the best combination is H1, L2, P1 and A3. The 
prediction and verification experiment are conducted to get the optimal result. A 
comparison with the results from the original design is tabulated in Table 4.4. 
In Taguchi method, estimating factor’s effect and optimizing response are based 
on an additive model as an approximation, so that it is necessary to determine the 
variance of the prediction error therefore the closeness of the observed response to the 












⎡=        (4.6) 
where σe is the error variance, n0 is the equivalent sample size, nr is the number of 
repetition of the verification. Here, the error variance, which is equal to the error mean 
square, is estimated as, 
errorforfreedomofreedeg
errortoduesquareofsumiancevarError =  
In the interest of gaining the most information from a matrix experiment, all or most 
the columns should be used to study process or product parameters. However, an 
approximate estimate of the error variance can be obtained by pooling the sum of 
squares corresponding to the factors having the lowest mean square. As a rule of 
thumb, it is suggested that the sum of squares corresponding to the bottom half of the 
factors corresponding to about half of the degrees of freedom be used to estimate the 
error mean square or error variance. This rule is similar to considering the bottom half 
of the harmonics in a Fourier expansion as error and using the rest to explain the 
function being investigated. In the present case, factors L and P are used to estimate 
the error mean square. Together, they account for four degrees of freedom and the sum 
of their sum of square is 160.0869. Hence, the error variance is 40.0217. 
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      (4.7) 




1 which was repeated in the matrix experiment – that is,  is the replication number 




n 9=n  
and . Thus, (1/n3
31










⎡= σσσ  
The corresponding two-standard-deviation confidence limits for the prediction 
error are ±10.33dB. Because the prediction error is within these limits, the additive 
model is adequate. 
 
4.5 Taguchi’s Tolerance Design for UMP Optimization 
 
In this study, we assume the desired standard deviation is 3.0 and the mean of 
UMP after parameter design is the lowest within the desired specification. From the 
verification result of parameter design, the quality loss caused by variation still does 
not meet our specification. Taguchi advocates the use of tolerance design to further 
reduction in this variation by tightening the tolerance on product or process 
parameters. According to ANOVA for standard deviation, the effects on variation of 
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TABLE 4.5 
Analysis of Variance for Standard Deviation 
 




Mean Square Effect 
(%) 
H. 2 1447.7559 723.8780 50.85 
L. 2 710.1378 355.0689 24.95 
P. 2 345.1068 172.5534 12.12 
A. 2 343.8999 171.9500 12.08 
Error 0 0 - - 
Total 8 2846.9004 - 100 









Figure 4.4: Contributions of parameters to variation of performance. 
The current variance is σc2 = 32.04 and the desired variance is σd2 = 9.0. Using 
the trade-off method, the deviations for different parameters are reallocated. In Eqn. 
























   (4.8) 
From Eqn. (4.8), two solutions are considered: Solution I is xH=2, xL=2, xP=1.5 and 
xA=2, residual is 0.0092; Solution II is xH=2, xL=2, xP=2 and xA=2, residual is 0.03. The 
tolerance reduction for each factor and experimental results are tabulated in Table 4.6. 
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TABLE 4.6 









H ±1.0% ±0.5% ±0.5% 
L ±5.0% ±2.5% ±2.5% 
P ±3.0% ±2.0% ±1.5% 
A ±10.0% ±5.0% ±5.0% 
⎯Y 10.98 mN 8.96 mN 7.78 mN 
σ 5.66 3.58 2.82 
S/N -21.73 -19.28 -18.30 
 
Based on the rational reduction of variation a final design is set up to verify our 
new tolerances. After 9 trials, the results show that the mean of UMP is 7.78 mN, 
standard deviation is 2.82, S/N ratio is –18.30 using Solution II (experiment is shown 
in Table A-17), which is better than that from the parameter design. More importantly, 
the standard deviation is within our desire values. That means, the quality loss will be 
within our specification. If the tolerance limit is not strict, Solution I (experiment is 




From this chapter, it is shown that design optimization is essential for producing 
high quality products with low cost. The role of design optimization is to minimize 
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sensitivity to all noise factors – external noise, manufacturing imperfection and 
deterioration of parts. Thus, optimization leads to low manufacturing and operating 
costs; and it also increases product life and reliability. We have shown how to 
formulate the objective function, S/N ratio, in engineering problems. The reduction of 
UMP in an 8-pole 9-slot spindle motor is used as example. From the experimental 
analysis, the UMP can be reduced by careful control of the thickness of yoke, stator 
slot opening and pole-arc to pole-pitch ratio. 
Taguchi’s robust design method is applied effectively in the unbalanced-
magnetic-pull optimization for the HDD spindle motor. Firstly, screening experiment 
design is introduced to reduce the number of parameters for optimization effectively in 
this study. After that, the parameter design and tolerance design are useful and 
effective tools for improving the performance by reducing the UMP for desirable 
quality.  
However, from references [150] and [178], the parameters which have effect on 
UMP will also affect the torque performance. This is not however governed by a 
simple ratio. Therefore a more complicated multi-objective design optimization should 
be considered for further work and application. 
If the interactions between control factors exist and cannot be neglected, the 
design by using Taguchi method will become much more complicated. 
Notwithstanding this weakness in Taguchi method, this approach used in this research 
can work well in determining a robust design.  
Considering the problem mentioned above, further research work has been done. 














Torque Robust Optimization of HDD Spindle Motors 




















Since the discrete levels of design parameters and orthogonal array are used in 
Taguchi’s robust design, the continuous function between performance and design 
parameters is thus difficultly derived. And another weakness of Taguchi’s robust 
design is neglecting the interactions existed in the control factors and noise factors. To 
improve the capability of robust design, an effective approach, the Response Surface 
Methodology (RSM), is therefore proposed [6, 140, 141]. RSM is a collection of 
statistical and mathematical techniques useful for developing and optimizing 
processes. It is an important concurrent engineering tool in the product design, process 
development, quality and manufacturing engineering. In both process improvement 
and development, RSM can be used to obtain optimal conditions and result in a better 
overall product. RSM applications can be found in various industrial settings where 
several variables influence the desired outcome (i.e., minimum defective, maximum 
yield) including semiconductor, electronic, automotive, and chemical industries. The 
variables that influence the performance and can be controlled to some degree, are 
referred to as the independent variables. In RSM, it is desired to find out the levels of 
the independent variables that will maximize, minimize, or attain a target for some 
desired output. A model of function relating the independent variables to the desired 
response is an important aspect of RSM. The objectives of quality improvement such 
as the reduction of variability and the improvement of product and process 
performance can often be accomplished directly by using the RSM. 
In this chapter, RSM is employed to assess and optimize the torque performance 
of a 6-pole 9-slot spindle motor. The literature review of the RSM is presented in 
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Section 5.2. An effective design, the mixed resolution central composite design, is 
studied for experiment building up. Using the second-degree fitted regression model, 
the optimum setting of factors within the control of the experimenter is found, while 
robustness is achieved because factor settings are selected to reduce the variation of the 
torque performance. “Analysis of Variance” (ANOVA) which displays the total, 
regression, and residual sums of squares (as well as the mean of squares), elucidates 
the adequacy of the fitted model. Finally, the torque performance is optimized and 
simulated using FEA. 
 
5.2 Response Surface Methodology 
 
The original RSM is often attributed to the research and subsequent paper by 
Box and Wilson [20]. Since its introduction, RSM has become a very important tool 
for process optimization and improvement. RSM and its applications are based on the 
assumption that some response of interest, say y, is a function of several independent 
input variables, x1, x2, x3, …,xk (or more compactly, x). The function relating the 
independent variables to the response is often unknown and is necessarily estimated to 
make use of the relationship for prediction or optimization of the response. An 
estimated model of the function is important, and in RSM the region or surface 
explained by the model is also very valuable. With a surface described by the model, 
the engineer can gain information about the location of optimal response, the variance 
stability, and, the best combination of both optimal conditions and variance stability. 
When we say that true value of the response y depends upon the k quantitative 
factors, x1, x2, x3, …,xk, we are saying that there exists some mathematical function of 
x1, x2, x3, …,xk , that is 
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( kx,,x,x,xfy L321= )         (5.1) 
The function f is called the true response function and is assumed to be a continuous 
function of xi. Usually, the polynomial representation of a response surface is 







0 =∑ ++= = εββ      (5.2) 
yi is the observed response value in the ith trial, xij is the value (or level) of the jth 
controllable factor in the ith trial, β0 and βi represent the unknown parameters to be 
estimated, and εi is the error made when observing yi.  If the first-degree model is not 















0     (5.3) 
Here, if we let xu=xli2, and xv=xlixlj, the second-degree model becomes a linear 
regression model. In general, any regression model that is linear in the parameters (the 
β values) is a linear regression model, regardless of the shape of the response surface 
that it generates. It is simpler to solve the normal equations if they are expressed in 
matrix notation. 
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In general, Y is a n×1 vector of the observations, X is a n×(k+1) matrix of the levels of 
the independent variables, β is a (k+1)×1 vector of the regression coefficients, and ε is 
a n×1 vector of random errors. 
We wish to find the vector of least squares estimators, b, that minimizes 





The least squares estimators must satisfy 
022 =′+′−=∂
∂ XbXYXL bβ  
which simplifies to 
YXXbX ′=′  
Thus, the least squares estimator of β is 
( ) YXXXb ′′= −1         (5.5) 
The fitted regression model is 
XbY =ˆ           (5.6) 
 
5.2.1 Analysis Techniques 
The results of the analysis of a set of experimental data can be displayed in table 
form known as the analysis of variance table. The entries in the table represent sources 
that contribute to the total variation in the data values [6, 88, 141].  
The total variation in the data values is called the “total sum of squares”, SST, 
and is computed by summing the squares of the observed Yls about their average value 








        (5.7) 
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The quantity SST has associated with it n-1 degrees of freedom. 
The total sum of squares is the sum of two quantities; the sum of squares due to 
regression plus the sum of squares not accounted for by the fitted model. The formula 







l yyˆSSR )         (5.8) 
where the deviation yyl −ˆ  represents a measure of the difference between the value 
predicted by the fitted model ( ) for the llyˆ
th observed value and the overall average of 
the yls. The degree of freedom associated with SSR is the number of terms in the fitted 
model minus one, p-1. 







ll yˆySSE )         (5.9) 
which is also called the sum of squares of the residuals. The degree of freedom for SSE 
is n-p which is the difference (n-1)-(p-1)=n-p. 
TABLE 5.1 
The Analysis of Variance 
 
Source Degree of 
freedom 
Sum of Squares Mean Square 
Due to Regression 
(fitted model) 
p-1 SSR SSR/(p-1) 
Residual n-p SSE SSE/(n-p) 
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The usual test of significance of the fitted regression equation is a test of the null 
hypothesis H0: All of the βs (excluding β0) are zero against the alternative hypothesis 
HA: At least one of the βs (excluding β0) is not zero. The test uses the F statistic which 






−== 1     (5.10) 
The value of F is compared to the table value F(p-1, n-p, α), which is the upper 100α 
percent point of the F distribution with p-1 and n-p degrees of freedom, respectively. If 
the value of F exceeds F(p-1, n-p, α), then the null hypothesis  is rejected at the α level of 
significance and it is inferred that the coefficient estimates are not all zero and the 
variation accounted for by the model is significantly greater than the unexplained 
variation. 
An accompanying statistic to the F statistic of equation (5.10) that is often 
calculated in the analysis of a fitted model is 
SST
SSRR =2          (5.11) 
The value of R2 is a measure of the proportion of total variation of the yls about 
the mean y  explained by the fitted regression model. 
A related statistic, called the adjusted R2 statistic is preferred over R2 and is 
( )













1 22      (5.12) 
The adjusted R2 can eliminate the drawback when using R2 as a criterion of 
model adequacy, which is that as the number of parameters estimated in the model 
approaches the number of observations in the data set (that is, when there are no 
replicate observations), the R2 will approach one even if the model is not appropriate. 
Therefore the adjusted R2 is often preferred over the R2. The adjusted R2 can actually 
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decrease when insignificant independent variables are included in the model. However 
the R2 will increase when independent variables are included, significant or not.   
 
5.2.2 Conceptualization of the Central Composite Design 
The most popular class of designs used for estimating the coefficients in the 
second-degree model is the Central Composite Design (CCD), which consists of three 
portions: 1) a 2k or fraction points (cube points), where the factor levels are coded so 
that the design center is at (0, 0, …, 0). The values of the coded variables in this 
factorial portion of the design are (x1, x2, …, xk) = (±1, ±1, …, ±1); 2) axial points or 
star points (±α, 0, …, 0), (0, ±α, …, 0), (0, 0, …, ±α); 3) center points (0, 0, …, 0). 
Figure 5.1 shows the CCDs for k=2 and k=3 variables, respectively. The factorial 
portion is used to estimate the linear and two-factor interaction terms, the axial points 
(denoted by α) contribute to the estimation of the quadratic terms, and the center 
points will give information about curvature and also contribute to estimation of the 
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TABLE 5.2 
Different α Values for the Rotatable CCD 
 
k 2 3 4 5 6 7 
M 4 8 16 32 64 128 
α 1.414 1.682 2.000 2.378 2.828 3.364 
 
TABLE 5.3 
Standard CCD with Three Variables 
 
x1 x2 x3
-1 -1 -1 
1 -1 -1 
-1 1 -1 
1 1 -1 
-1 -1 1 
1 -1 1 
-1 1 1 
1 1 1 
-1.682 0 0 
1.682 0 0 
0 -1.682 0 
0 1.682 0 
0 0 -1.682 
0 0 1.682 
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The axial points are chosen based on the region of interest and region of 
operability. For the CCD to be rotatable, the value of α must equal to  
4 M=α          (5.13) 
where M is the number of factorial points in Figure 5.1, that is, M=2k or M=2k-m. Table 
5.2 lists values for α for the design to be rotatable for k=2, 3, 4, 5, 6 and 7 variables. 
TABLE 5.4 
Modified CCD for Two Variables and One Noise Variable 
 
x1 x2 z1
-1 -1 -1 
1 -1 -1 
-1 1 -1 
1 1 -1 
-1 -1 1 
1 -1 1 
-1 1 1 
1 1 1 
-1.682 0 0 
1.682 0 0 
0 -1.682 0 
0 1.682 0 
0 0 0 
 
For an example of a CCD, consider a situation with three variables, x1, x2, and x3, 
682.124 3 ==α , and 1 center point. An appropriate CCD with a total of 15 
experimental runs is given in Table 5.3. Since the axial points are used in estimation of 
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the quadratic terms. In the robust design problems there is no interest in the quadratic 
terms of the noise variables; therefore the axial points for the noise variable(s) will be 
replaced with the value of 0 in CCD [6, 141]. This substitution is not only beneficial 
for term estimation, it will also reduce the overall size of the design, because some 
center points can be removed. Consider a robust design problem with two control 
variables, x1 and x2, and one noise variable, z1. The design matrix is similar to that of 
Table 5.3, with substitution mentioned above and is shown in Table 5.4. The number 
of runs has also been reduced from 15 to 13. The modified CCD is efficient for many 
combinations of control/noise variables.  
 
5.3  Torque Optimization Using Mixed Resolution Central Composite Design 
 
Design optimization is a critical important step in the design and evaluation of 
BLDC spindle motors, as it can have a significant impact on performance, quality, and 
life-cycle cost. The objective in design optimization is to search the design space to 
determine the values of design variables that optimize the performance characteristics 
subject to system constrains. One of the critical problems which are detrimental to 
performance of BLDC spindle motors is cogging torque. Suppression of cogging 
torque to an acceptable smoothness level via drive electronics or structure 
optimization, is essential for application of BLDC spindle motors in high precision 
systems.  
In this chapter, design optimization is performed on torque performance to 
investigate the electromagnetic behavior of the motor with changes in design 
parameters. Performance evaluation for each setting of parameters is simulated, that is 
‘experiment on a virtual product’. A statistic optimization approach based on 
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experimental design may only be effective in certain cases [24] but has its limitations 
when there are interdependent design parameters or a relatively large number of 
‘virtual experiment’. An alternative is to build polynomial approximation models for 
the functional relationships between performance characteristics and design variables 
using Response Surface Methodology. The resulting parametric model, if it can 
represent the real engineering problem at a satisfactory confidence level, allows an 
optimum design to be determined and sensitivity analysis to be performed efficiently, 
taking advantage of mathematical programming techniques.  
For this purpose, a mixed resolution rotatable central composite design (MR-
CCD) is introduced in this study. A second-degree model was fitted and the three 
dimensional response surfaces were built to define the relationship of the torque 
performance with design parameters. Analysis of variance (ANOVA) is studied to 
determine the significance of the fitted regression model. Finally, a verification 
experiment is performed using the optimum parameter values to determine the 
predictive capability of the second-degree model. 
 
5.3.1 Mixed Resolution Central Composite Design  
Response Surface Methodology is a combination of mathematical and statistical 
techniques, which provides designers, not only with the optimal design parameter 
values but also with the critical factors on the performance optimization. This feature 
is very important during design activities since it enables designers to have feedback 
and suggestions for possible design improvement. 
A quadratic approximation model is commonly used for multidisciplinary design 
in RSM. After a multivariate regression analysis, the second-degree model is obtained, 
accounting for the individual effects of each variable, curvature of the response surface 
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(square terms), and interactions (cross-product terms). In general, the response model 
can be written using matrix notation. To facilitate the estimation of the coefficients in 
the model (4.2) or (4.3), the variables are re-expressed as coded variables. The most 









−=       (5.14) 
where ⎯Xi is the mean of the Xij values (i is the number of the control variables,  j is the 
level number) and Si is the scale factor. Similarly, noise factors can be coded in the 
same way.  
Central composite design offers an efficient alternative to 3n designs for 
constructing second-degree response surface models. The number of experiments 
needed is significantly less than required by full factorial designs. As an example, a 
problem involving four control factors and three noise factors requires 75 CCD 
experiments to construct a second-degree response surface model as opposed to 2187 
(37) required by a full factorial design or 225 required by a Taguchi’s robust design 
(referring to chapter 3). 
Unfortunately, as the number of variables increases, the CCD or modified CCD 
also becomes very large and impractical. Therefore other robust design strategies are 
developed to accommodate the control/noise variables in a single design, when the 
number of variables becomes very large. As an alternative, the mixed resolution (MR) 
design is more attractive to any of the CCDs or modified CCDs. The underlying 
principle for MR designs is to set up the defining relation based on the factors and 
interactions that are important to estimate. For robust design, since the experimenter 
would know which interactions are important to estimate, the defining relation can be 
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developed to accommodate these terms. Considering there are four control factors and 
three noise factors in an example; the defining relation for estimating the linear terms 
of all control factors and all noise factors, the quadratic terms of control factors, the 
interactions between the control factors, and interactions between the control factors 
and noise factors, is 
34321432121321 zxxxxxzzzzzxxxI ===  
Using the defining relation, a portion of the mixed resolution design is 27-2. The axial 
portion would follow the axial portion setup described in the CCD. 
In the robust design problems, there is no interest in the quadratic terms of the 
noise factors. Therefore, use standard axial points for the control factors, but use 0 in 
place of α for the noise factors. This substitution is not only beneficial for term 
estimation, it will also reduce the overall size of the experiments since some center 
points can be removed. This design, then, involves the components (coded form) 
1) 27-2 with the above defining relations 
2) axial points: 
x1 x2 x3 x4 z1 z2 z3
-α 0 0 0 0 0 0
α 0 0 0 0 0 0
0 -α 0 0 0 0 0
0 α 0 0 0 0 0
0 0 -α 0 0 0 0
0 0 α 0 0 0 0
0 0 0 -α 0 0 0
0 0 0 α 0 0 0
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3) center points: 
0 0 0 0 0 0 0
Comparing to the 75 experiments using CCD design, MR-CCD design only has 
41 experimental runs, to estimate 30 model terms (Table A-17).  
 
5.3.2 Torque Optimization  
Cogging torque in the torque profile of spindle motors are mainly produced by 
the interaction between permanent magnet and slotted iron structure, seeking for a 
stable equilibrium position of the magnetic system. It degrades the performance of 
spindle motor in hard disk drive. If the cogging torque can be reduced in the product 
design procedure, the cost will be reduced significantly. The amplitude of cogging 
torque is generally dependent on several major factors, for instance, shape of stator 
tooth tip, slot opening width, air gap length, pole-arc to pole-pitch ratio of magnet, 
magnet configuration and magnetization distribution, and skewing of either stator teeth 
or magnet poles. Skewing magnet or stator teeth is an effective way to reduce cogging 
torque without significant sacrifice of the operation torque. However, it would induce a 
dynamic axial magnetic force that causes axial vibration. This axial vibration is an 
addition to the axial run-out that would affect the performance in magnetic or optical 
recording of HDD. Skewing magnet or stator teeth is also not really practical for very 
low height spindle motors. Screening is carried out for the relative parameters and 
following which four factors are chosen as the controllable factors: tooth face angle 
(A), tooth face II radius (Rp), tooth face I angle (C), and pole-arc/pole-pitch ratio (P). 
The same 6-pole 9-slot spindle motor used in previous study is used in this 
chapter for reducing its cogging torque and improving running torque performance 
using RSM. The objectives are: to employ the RSM to realize robust design for spindle 
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motor design, then to minimize the cogging torque and optimize the torque 
performance. It is also to provide a comparison with Taguchi’s robust design.   
Due to the variation that exists in magnet magnetization, the variation of the 
pole-arc/pole-pitch ratio is selected as a noise factor. The deviations caused in 
processing, machining and assembling to teeth, magnet and air gap are also not easy to 
control, and will influence the performance if they are ignored. Therefore these 
variations are also considered as noise factors in the experiment. 
TABLE 5.5 
Design Parameters (Control & Noise Factors) 
 
-α -1 0 1 α 
Controllable factors 
-2 -1 0 1 2 
X1 Tooth face angle (degree), A 31.00 31.750 32.50 33.250 34.00
X2 Tooth face II radius (mm), Rp 6.5 7.0 7.5 8.0 8.5
X3 Tooth face I angle (degree), C 10.00 12.50 15.00 17.50 20.00
X4 Pole-arc/pole-pitch ratio, P 0.60 0.675 0.75 0.825 0.90
 
Noise factors -1 0 1 
Z1 Processing variation of P, ∆P -0.015 0.0 0.015
Z2 Processing and machining var. of La, ∆La 0.20 0.225 0.25
Z3 Machining variation of Rp, ∆Rp 0.0 -0.025 -0.05
 
Using MR-CCD design, Table A-17 gives the experimental runs. Row 41 
represents the center point. There is only one center point because a deterministic 
analysis model is used in the performance simulation and the expected experimental 
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error in this case is zero. For rotatability of the design with four variables (control 
factors), the value of α is  
224 4 ==α  
Then, four control factors are studied at five levels represented in coded form by –2, -
1, 0, 1, 2. The complete list of all factors is provided in Table 5.5. 
In this study, computer simulation is used for these virtual experiments. The 
finite element method is employed for torque computation. The results from the 
experiments are presented in Table A-17. Using these response values listed in Table 
A-17 along with the settings of the coded variables, and Equation (5.5), the second-

























































where bi,  ri are regression coefficients. y represents the ratio of Tc/Tr. Tc is the average 
cogging torque and Tr is the average running torque. 
In order to check the adequacy of fit in the design region, the ANOVA is 
tabulated and shown in Table 5.6. An R2 value of 0.7745 indicates that the 77.45% of 
the total variation in torque performance may be explained by the regression surface 
relating it to the design variables. However, RA2=0.1800 shows that the estimate of the 
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error variance provided by the residual mean square, has a large proportion in the error 
variance estimate using the fitted model. 
TABLE 5.6 










Regression 29 1.7847 0.0615 1.3028 0.7745 0.1800 
Residual 11 0.5196 0.0472 - - - 
Total 40 2.3043 - - - - 
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The value exceeds the design region. According to the limitation of ranges for these 
variables, can only be chosen as –2. Based on the effectiveness of the fitted model, 




5.3.3 Zoom-In MR-CCD Design  
Therefore the window-zoom-in method is introduced in the MR-CCD design. It 
is assumed, that the region of variables can be searched by a window. The window 
moves to the optimum point according to the steepest gradient. The zoom-in method 
can reduce the region size to obtain more accurate values. For instance, the original 
region for variables is box ABCD in Figure 5.2. When the optimal direction is along 
the larger value for variables X1 and X2, the new region is moved to the top right of the 
box, A’B’C’D’ of the original region. It is now smaller. It is obvious that the searched 
region is closer to optimum point and the reduced region can give accurate results. 
This method searches the new variables’ ranges based on original optimization. The 
original optimization results give the direction but not the accurate values. The 














Figure 5.2: Window moving and zoom-in. 
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where, Xi* represent the new boundary values for each variable, Xi0* represent the 
central values in the new ranges. Xi,high and Xi,low are the original boundary values for 
each variable. ρis are the coefficients for the new reduced ranges for each variable. 
From the calculation and analysis in section 5.3.2,  is not the real optimal 
value however, it gives the possible direction in the search for the optimum value. 
Using Egn. (5.17) and (5.18), new region are readjusted as shown in Table 5.7. 
4xˆ
TABLE 5.7 
New Regions for Design Parameters 
 
 -α -1 0 1 α 
X1 31.750 32.1250 32.50 32.8750 33.250
X2 7.0 7.25 7.5 7.75 8.0 
X3 12.50 13.750 15.00 16.250 17.50
X4 0.60 0.6375 0.675 0.7125 0.75 
 
The experiment is reconstructed and the torque  performance is re-simulated 
using FEM in each trial (Table A-18). Then the second-degree model for this new 
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The ANOVA is analyzed in Table 5.8. Since the value F=5.9825 exceeds the 
table value F(29, 11, 0.01) =3.9522, the null hypothesis is rejected that states all variables, 
β1, β2, β3 and β4 are zeros and infer that one or both are nonzero. The value of the 
accompanying statistics R2=0.9404 and RA2=0.7832 show that 100%(R2)=94.04% of 
the total variation is explained by the fitted model (5.19), and the estimate of the error 
variance, provided by the residual mean square, is only 100%(1-RA2)=21.68% of the 
error variance estimate that would have been obtained using the total mean square. The 
results are better than that of original MR-CCD design (referring to Table A-17 and 
Table A-18). 
TABLE 5.8 
Analysis of Variance (Zoom-in) 
 







Regression 29 1.6154 0.0557 5.9825 0.9404 0.7832 
Residual 11 0.1024 0.0093 - - - 
Total 40 1.7178 - - - - 
 
Frequently, testing hypothesis on the individual regression coefficients is useful 
in determining the value of each of the variables in the regression model. Adding an 
unimportant variable to the model can actually increase the mean square error, thereby 
decreasing the usefulness of the model. 
The hypothesis for testing the significance of any individual regression 
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where Cii is the diagonal element of (XTX)-1 corresponding to bi.  The null hypothesis 














The absolute values of the t-statistics is larger than t0.005,11=3.106 (assuming α = 
0.01), which implies that the H0 is rejected and x4 contributes significantly to the 
model given that x1, x2 and x3 are included. 











































Figure B-3, B-4, B-5 and B-6 illustrate the predicted response surfaces and 
contours versus the variables, respectively. The verification using the optimized 
parameter levels yields a computed Tc/Tr of 0.1781 (Table A-20). Without 
consideration of noise effect, the comparison with the original design and MR-CCD 
design without zooming-in is shown in Table 5.9. If considering the noise effect, the 
results have been simulated and tabulated in Table A-27, A-28 and A-29. The average 
ratio of Tc/Tr is improved to 0.1549 from 0.6041 in original design. 
TABLE 5.9 
Comparison of Original Design and MR-CCD Design 
 
 Tc (mN• m) Tc/Tr
Original design 0.7124 0.6069 
MR-CCD design 0.4312 0.5634 
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5.4 Torque Optimization Using Higher Degree Model Technique  
 
Because of the complexity of performance of spindle motors, the relationship 
between performance and design variables is nonlinear in fact. Sometimes, the first-
degree and second-degree regression RSM model cannot derive good results, as 
discussed before. Therefore, a third-degree regression model technique is considered 
for the study. 
The crossed-experiment [66-69] is designed with consideration of noise effect. 
The FEA simulated the torque performance in Table A-21, A-22 and A-23. For 
comparison, the second-degree regression model is fitted firstly. The response values 





















  TABLE 5.10 
Analysis of Variance  
 







Regression 14 226.5135 16.1795 1.0110 0.5860 0.0063 
Residual 10 160.0422 16.0042 - - - 
Total 24 386.5557 - - - - 
 
The fitted response surfaces are illustrated in Figure B-7. Obviously, the possible 
optimum solution may be around the boundary values of the control factors. From the 
ANOVA results which is tabulated in Table 5.10, the acceptability of the fitted model 
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(5.21) is low. This phenomenon is caused by the wide ranges selection for the control 
factors and the complexity of the torque performance. 
A third-degree model approach is proposed for improvement. As the lack of fit 
of the regression model should be tested, the replicate simulations must be done at one 
points in order to calculated the estimated of the error variance. In the experiment, the 





































The ANOVA of the model (5.22) is analyzed and tabulated in Table 5.11. 
  TABLE 5.11 
Analysis of Variance  
 







Regression 22 354.8245 16.1284 1.8778 0.9117 0.4262 
Residual 4 34.3557 8.5889 - - - 
Total 26 389.1803 - - - - 
 
From the fitted response surface illustrated in Figure B-8(a), the optimum 
performance may obtained at points (1, ±1) for (x1, x2). Similarly, the possible 
optimum values for (x1, x3), (x1, x4),  (x2, x3), (x2, x4), and (x3, x4) are (1, ±1), (1, -1), 
(±1, ±1), (±1, -1), and (±1, -1) in Figure B-8(b) ∼ B-8(f), respectively. Obviously, the 
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x1 = 1 and x4 = -1 may generate the optimum performance whatever the x2 and x3 
changes. Moreover, the values of x2 near -1 and values of x3 near -1 may give better 
values than other options. Subsequently, the design space can be narrowed down. The 
control factor X1 (tooth face angle A) is set to 33.250 and X4 (pole-arc/pole-pitch ratio 
P) is 67.5%. Due to the number of control factors is reduced to 2, the value of α is 
1.414. The new levels for the control factors are identified as Table 5.12. 
TABLE 5.12 
New Regions for Design Parameters (II) 
 
 -α -1 0 1 α 
X1 33.250
X2  6.5 6.65 7.0 7.35 7.5 
X3 10.00 10.730 12.50 14.270 15.00
X4 0.675 
 
New experiment is developed and tabulated in Table A-24, A-25, and A-26. Due 
to the objective is to search the near-optimum point for torque optimization, the 
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  TABLE 5.13 










Regression 5 0.0675 0.0135 6.8661 0.9196 0.7857 
Residual 3 0.0059 0.0020 - - - 
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Figure B-9 illustrated the fitted response surfaces. Table 5.13 gave the analytical 


























In order to analyze the noise effect on optimal design, the different optimal 
design based on different design approaches were realized and Table A-27, A-28 and 
A-29 tabulated the performance results of noise effect. The mean and deviation of 
cogging torque in this design are 0.1874 mN.m and 0.1095, and average effective 
running torque of 1.0308 mN.m and 0.0240, respectively. The ratio of Tc/Tr is 




This study focuses on minimizing the cogging torque and improving the 
effective torque performance in the presence of noise factors by using Response 
Surface Methodology. The mixed resolution central composite design reduces the 
number of experiment runs compared to the normal central composite design. The 
noise factors in the experiment runs are not neglected. Optimization procedure is 
carried out to find the optimal values for each significant variable. The window-zoom-
in method is introduced to improve the optimization. The results show that the ratio of 
Tc/Tr is improved about 74.4% after using RSM with zoom-in MR-CCD technique, 
compared to the original design. The new approach can be employed many times until 
the near-optimal point is found.  
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Furthermore, compared to Taguchi’s robust design, RSM gives a better optimal 
point using the fitted model, and is especially effective in torque optimization because 
of the continuity of the parameters in the design of spindle motors. Combined array 
design used in MR-CCD design is an efficient alternative to the crossed array design 
presented by Taguchi as discussed previously. The combined array approach is 
superior to the crossed array approach when estimation of control × control 
interactions is important. 
However, if the performance surface is too complicated and the second-degree 
mathematical model cannot fit the actual performance surface well, the ranges for 
control variables cannot be large. Otherwise, the fitted model is inadequate. One 
effective solution is narrowing the ranges of design variables. Moreover, higher-degree 
model can be employed to search for the near-optimum ranges for further study. It is 
more efficient than the second-degree model sometimes. In particular, the study 
utilized the response surface techniques to identify a pareto-optimal design solution set 
based on the relative dominance and significance of the factors on the objective 
functions. 
Considering the strength of both Taguchi method and RSM, a natural 
combination of these two methods is possible. In this “hybrid” method, Taguchi design 
searches the possible near-optimal point in the large but reasonable ranges of design 
variables. Then RSM is applied in the reduced ranges of variables for further 
optimization to search for a more accurate optimal point.  
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Conventional optimization techniques employed in product design such as direct 
search and gradient based methods generally rely on a large number of function and 
gradient evaluations to determine the optimum point. This is particularly true if 
multiple objectives are involved [100]. Taguchi based methods have been used in 
product design primarily to reduce the number of function evaluations or to obtain a 
good starting point for other optimization techniques. The special performance 
measures called signal-to-noise ratios, that will lead to a reduction in the sensitivity of 
the product to uncontrollable variations, are employed in the orthogonal array 
experiments towards achieving a robust design. However, the main drawback with the 
application of the basic form of Taguchi method to product design, is its inability to 
address two important issues – (1) a systematic treatment of constraints and (2) a 
formulation for multiple objectives. As an effective alternative, Response Surface 
Methodology (RSM) has been recommended and applied in the product design and 
industrial process. 
However, most manufactured products have multiple quality criteria while 
traditional RSM optimizes just a single criterion. Texts such as Myers and 
Montgomery [141] and Khuri and Cornell [6] point out the prevalence of multiple-
criterion products and the acute need for new methods of dealing with them. This 
interest is motivated in part of due to the applicability of the dual response surface 
approach for solving Taguchi’s “target is best”, “larger the better”, and “smaller the 
better” problems without having to rely on signal-to-noise ratio. Current methods 
based on RSM include the dual response technique by Myers and Carter [123]; a more 
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rigorous approach for implementation of dual response surface approach by Vining 
and Myers [168]; the generalized distance approach discussed by Khuri and Cornell; 
and the nonlinear programming solution discussed by Del Castillo and Montgomery 
[44]. Derringer and Suich’s [53] desirability function, and the utility functions of 
Myers, Khuri, and Carter [124] are other attempts to optimize multiple criteria.  
Multiple criteria optimization techniques can be broadly classified into 
preference based methods and generating methods [34]. Preference based methods 
attempt to quantify the decision makers preferences or relative importance for each 
criterion and use this information to obtain a single super criterion. Standard 
optimization techniques are then used to isolate a single optimum design. Goal 
programming [28] and utility analysis [98, 170] are some examples of preference 
based methods. Goal programming requires the allocation of a goal for each criterion 
and a weight that reflects the relative importance of deviations from that goal. The 
problem then is to find a solution that is as close as possible to the set goals. Utility 
analysis requires quantification of attribute levels, which may not be known a priori, 
to reduce the objective in a probabilistic sense, to a single overall utility function. A 
salient feature of utility analysis is that it can be used to evaluate alternatives under 
uncertainty. Generating methods (Cohon, 1985), on the other hand, have been 
developed to enumerate the exact non-inferior set or an approximation of it. Here a 
feasible solution to a multi-criteria optimization problem is considered non-inferior 
(Pareto-optimal) if there exists no other feasible solution that will yield an 
improvement in one criterion without causing degradation in at least one other 
criterion. This information is then presented to the decision’s maker, who is required to 
select a design that is most suitable. A major drawback of this method is that most real 
world problems are too large to allow the entire non-inferior set to be found and, even 
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if it was generated, the set would include too many alternatives for the decision 
maker’s consideration. The weighting and constraint methods [34] are the most widely 
used generating techniques. By using certain parameters, they operate by converting 
the multiple objectives into a single-criterion, which are then varied to obtain different 
Pareto-optimal solutions. 
The optimization of multiple performance objectives by using weighting 
functions to arrive at a single measure of performance could lead to erroneous results 
because of the difficulty involved in making the trade-off decisions to arrive at this 
single expression. Statisticians and quality engineers have pushed efforts for 
developing alternative experimental strategies to find the operating conditions that 
achieve a target condition on the mean as well as a low variability around the target. 
That is, maintaining Taguchi’s basic purpose but utilizing a different methodology 
more effective than Taguchi method. 
In this chapter, we propose an alternative approach, which is called a hybrid 
multi-response optimization approach, for a robust design problem to obtain the best 
settings yielding a target condition on the mean while minimizing its variance. In this 
approach, the useful tools in Taguchi method and Response Surface Methodology are 
combined and applied for experimental design. The essential feature of the approach is 
treating both mean and the variance as the two responses of interest to be optimized. It 
is expected that this approach will provide a rational platform for the systematic 
identification of robust designs in a multiple objective domain. 
In Section 6.2, we characterize the experimental setup and procedure, and 
formulate mathematical programming models for the robust design problem as a multi-
response optimization problem. The mathematical programming models include all the 
110 
 
Chapter 6: Hybrid Robust Design of Torque Optimization for HDD Spindle Motors 
 
three basic cases: (1) on-target; (2) the-larger-the-better; and (3) the-smaller-the-better 
problems. 
In Section 6.3, this effective approach in torque optimization of a HDD spindle 
motor is illustrated. Orthogonal array is employed for experimental design, and 
second-degree regression models are fitted for the mean torque performance including 
its variance, and for optimization. 
 
6.2 Proposed Methodology 
 
Based upon prior research by Myers and Carter (1973) [123], Vining and Myers 
(1990) [168] developed the dual response technique as an implementation of the 
Taguchi methodology. In this sense, RSM is applied to a dual response problem and an 
appropriate second-degree response surface experiment is conducted. In the area of 
inquiry of the current investigation, second-degree response surface designs are always 
referred as alternative designs used for the improvement of the Taguchi method. In the 
dual response problem, two quadratic response functions are fitted, representing the 
responses of primary interest and secondary interest, respectively. The objective of this 
approach is to optimize the primary response subject as an appropriate constraint upon 
the values of the secondary response, to the end of determining appropriate primary 
and secondary responses. For example, if the objective of the experiment is “the target 
is the best”, or minimizing variance while achieving a target value, the primary 
quadratic response would be the appropriate function of the variance and the secondary 
quadratic response would be the mean value or the target value. The Lagrangian 
multiplier is applied to optimize as well as to determine the set of design variables that 
would best satisfy the experimental objective. Based upon this approach, repeated 
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experimental runs are required to obtain the quadratic response function for the 
standard deviation. 
Myers and Carter presented response surface techniques for a dual response 
system, which find conditions on a set of independent variables that optimize a 
primary response function, subject to the condition it takes on some specified or 
desirable values. This approach is a combination of the Lagrange multiplier approach 
and Hoerl’s ridge analysis (1959). 
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The dual response system presented by Myers and Carter [124] can be defined as 
a problem of finding the optimal solution X over experimental region R, which is, 
Optimize my~  
Subject  δ=sy~  
where δ is the desirable or acceptable value of the secondary response. 
In this section, we propose an alternative experimental setup for robust design. 
Instead of controlling the noise factors during the experiment, we run replicates for 
each combination of control factors under different combination of noise factors, and 
measure process variance. The replication scheme should be performed in a way that 
sufficient information is obtained on the noise factors. The proposed approach, called 
multi-response optimization approach, consists of six steps: 
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Step One: Specify all the necessary information and variables in the design, and 
define the quality performance objective and constraints. 
Step Two: Determine the expected order of the actual physical phenomena for 
determining the order of the response surface. 
Step Three: Plan a response design replicating each point of control factor setting 
according to the noise factors’ orthogonal array scheme. 
Step Four: Conduct the experiment according to Step Two. From the observed 
data, characterize appropriate models relating the mean and variance to control factors 
using the least square estimates. 
Step Five: Perform the multi-response optimization using two models from Step 
Three to identify the improved control factor settings. 
Step Six: Conduct a confirmatory experiment to compare the performance of the 
new settings from Step Four and the initial settings. If necessary, iterate the procedure. 
 
Details and consideration in conducting each step are described in the following 
sections. 
 
6.2.1 Step One: Identifying Variables 
The necessary information and variables of the design in Step One include 
identifying all experimental variables by control factors and noise factors, and 
choosing those factor levels. Let x and z be the determined sets of control factors and 
noise factors respectively, where x=(x1, x2, …, xk) and z=(z1, z2, …,zn) if there are k 
control factors and n noise factors. Responses are the required product or process 
performance quality characteristics. The performance targets and constraints on the 
control factors are specified. 
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6.2.2 Step Two: Determining Order  
The order of the actual physical phenomena should be determined. Then the 
model which expresses the response as a function of the independent variables can be 
decided. This model provides the basis for new experimentation, which in turn may 
lead to a new model.  
 
6.2.3 Step Three: Constructing Experiment 
Prior to this step, screening experiments are recommended to find an appropriate 
experimental region R as the preliminary phase of experimentation. 
A second-degree model for the control factors will be generally used in Step 
Three because it provides a good indication of general trends through the curvature of 
second-degree polynomials and also because it captures the important interactions 
among the experimental variables. The Box-Behnken (1960) and composite designs 
are generally recommended. Five levels coded (-α, -1, 0, 1, α) are required in second-
degree composite designs. To reduce the number of replicate runs for each 
combination of control factor settings, Taguchi’s orthogonal array is used for noise 
factors in the replicate scheme. 
 
6.2.4 Step Four: Fitting Model 
Suppose that we have selected a p-point second-degree response surface design 
and that each design point of this design is replicated a total of q times according to the 
replicate scheme in Step Three. Let yuv be the vth response at the uth design point, where 
u=1, 2, …, p and v=1, 2, …,q. Then, the each point estimator of the mean and variance 
at the uth design point are 
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s )        (6.4) 
Each of these summary statistics of the mean and variance is then fitted as a 
separate quadratic function through the usual least square estimates. 
Eqn. (6.1) and (6.2) are the fitted response surface functions for the mean and 
variance of the performance characteristic of interest. 
 
6.2.5 Step Five: Optimizing Variables 
In multi-response optimization techniques, we adopt the constrained 
optimization approach. That is, one response function is treated as a constraint and set 
minimal acceptable values for this, the other response characteristic is optimized.  
We need to characterize the mean and variance as the primary and secondary 
responses depending upon the designer’s objective. Then, the given problem will be a 
form a mathematical programming model in which the primary response is optimized, 
subject to a constraint imposed on the remaining secondary response. In general, the 
formulations of these categories of robust design problems are as follows: 
(i) The-larger-the-better (LB): 
Maximize fµ(x, z) 
   Subject to fσ(x,z)<σ 0
(ii) The-smaller-the-better (SB): 
Minimize fµ(x, z) 
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Minimize fσ(x, z) 
   Subject to fµ(x,z)=µ0
Where µ0 and σ0 are user’s specified target values of the mean and maximum 
acceptable value of the variance (or standard deviation), which can be obtained from 
engineering knowledge, historical data, simulation result, and so on. It should be noted 
that control factors can be thought of as being partitioned into set of adjustment 
parameters to the mean and variance respectively. 
 
6.2.6 Step Six: Analyzing Performance 
To check the adequacy of the solution to the multi-response optimization 
problem, confirmatory experiments are conducted. Comparison will be analyzed 
between optimization design and initial design. 
 
6.3 Hybrid Design for Torque Optimization 
 
In the previous chapters, the Taguchi method and RSM have been employed 
successfully each in the different performance optimization for HDD spindle motors. 
The applications have illustrated that these methods are powerful tools that can offer 
simultaneous improvements in quality, cost and engineering productivity. We have 
focused on modeling a measured response or a function of design variables and letting 
the analysis indicate areas in the design region where the process is likely to give 
desirable results, the term ‘desirable’ being a function of the predicted response. 
However, the shortcoming of Taguchi method is that the parameters in the design are 
treated as discrete, so that the optimal point is being searched in limit level 
combination. In actual optimization, sometimes, we need to find a more accurate 
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optimal point. And in many instances the term ‘desirable’ is a function of more than 
one response. The mathematical regression model can be used to solve the continuous 
and non-linear problems. It is more obvious if we want to optimize the mean 
performance of a product and to minimize its variance as well.  
Considering the characteristics of these two methods, we integrate the 
advantages of these two methods to realize an effective robust design which builds a 
regression model based on experiment of OA for multi-response optimization.  
 
6.3.1 Spindle Motor Torque Optimization  
Cogging torque of spindle motor is a critical problem we have discussed before. 
Its negative effect may be amplified in high speed hard disk drives when torque 
frequency coincides with the mechanical resonant frequency of the motor. The torque 
performance is thus selected as the optimization objective in this study. The hybrid 
design (integrated Taguchi method and RSM) not only reduces the cogging torque but 
also minimizes the cogging torque variation caused by noise factors. Two response 
surface models will be fitted for mean and variance of cogging torque, respectively. 
The experimental and analytical results using the hybrid method in torque optimization 
will be compared with previous results from Taguchi design and RSM design. The 
control variables and noise variables of an 8-pole 6-slot spindle motor are listed in 
Table 6.1. 
In RSM, the central composite design (CCD) is widely used for fitting a second-
order response surface. CCD is a first-degree two-level design augmented by 
additional points to allow estimation of the coefficients of a second-degree model. The 
use of CCD significantly reduces the number of experiments needed, compared with 
the one required by full factorial designs. For example, a problem including three 
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design variables with three levels requires 15 CCD experiments to construct a second-
degree response surface model as opposed to 27(33) required by a full factorial study. 
The difference in the number of experiments required by the two methods becomes 
larger for more design variables. 
TABLE 6.1 
Control and Noise Variables 
 
X1 Tooth face angle 420≤X1≤500











X3 Magnet thickness 1.155mm≤X3≤1.355mm 
Z1 The variation of airgap length ±2% 










Z3 The variation of B-H material curve ±2% 
 
TABLE 6.2 
Coded and Natural Values of Control Variables 
 
Natural control variables 
Coded Values 
X1 X2 X3
-1.682 42.0 3.8 1.155 
-1 43.62 3.84 1.196 
0 46.0 3.9 1.255 
1 48.38 3.96 1.314 
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In CCD, not only are the three levels of control factors (center point and “cube” 
points) considered, the axial or “star” points are also formed. Therefore the control 
factors are coded in Table 6.2. The noise factors are coded as usual in Table 6.3. 
TABLE 6.3 
Coded and Natural Values of Noise Variables 
 
Noise Variables 1 2 (nominal) 3 
Z1 -2% 0% 2% 
Z2 -2% 0% 2% 
Z3 -2% 0% 2% 
 
Because the optimization problem in this case belongs to the “smaller the better” 
type, constrained optimization can be used to select an accepted value for one response 
then to optimize another one. This approach can provide flexibility and different 
alternatives for the designer. Here, the constrained optimization is defined by the 
following equations, which includes two robust optimization strategies in the case 
study. 
1. Minimize :  µT
Subject to: 0σσ ≤T  (σ0 is a pre-specified value) 
2. Minimize :  σT
Subject to: 0µµ ≤T  (µ0 is a pre-specified value) 
For comparison, the following optimization strategy is considered as the 
traditional optimization design approach: 
3. Minimize :  µT
Here, Tµ represents the mean value of cogging torque, Tσ represents the standard 
deviation of cogging torque. µ0 represents the pre-specified or desired mean cogging 
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torque and σ0 represents the pre-specified or desired standard deviation of cogging 
torque. The central composite design is deployed for the control variables to construct 
the experiment. Taguchi’s standard L9 is used for noise variables. The crossed 
experiment is then constructed for the multi-objective optimization, which is tabulated 
in Table A-30. Its advantage is that the mean value and the standard deviation can be 
computed simultaneously for every combination of control variable levels.  
With the least square method and a multivariate regression analysis on these 15 
means and standard deviations, two second-degree response surface models given in 
Eqn. (6.1) and (6.2) are obtained. The second-degree models account for the individual 
effects of each variable, curvature of the response surface (square terms), and 






























An analysis of variance of the mean cogging torque to the fitted regression 
model given by (6.5) is shown in Table 6.4. The values of R2=0.9787 and RA2=0.9405 
show that 97.87% of the total variation is explained by the fitted model (6.5), and the 
estimate of the error variance, provided by the residual mean square, is about 5.95% of 
the error variance. 
The visualization of the two fitted regression models is given in Figure B-10. 
Sequential quadratic programming (SQP) is used as an optimizer to find the optimum 
solution for the second-degree response surface models. Subject to the constraint of 
minimization of Tσ, the optimal value for Tµ is derived from the Eqn. 6.5. The optimal 
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Tµ will be used as the constraint to optimize Tσ. Finally, the solution for the multi-
criteria problem is derived. The predicted optimum settings of control variables for the 
optimal strategy is illustrated in Table 6.8. Then, the diversity of noise variables with 
the settings of control variables on the performance is verified using the finite element 
analysis simulation.  
TABLE 6.4 
The Analysis of Variance Table of Mean Cogging Torque Tµ 
 




Due to regression 9 0.0872 0.00969 25.5696 0.9787 0.9405 
Due to residual 5 0.0019 0.00038 - - - 
Total 14 0.0891 - - - - 
 
TABLE 6.5 
The Analysis of Variance Table of Standard Deviation for Cogging Torque Tσ 
 




Due to regression 9 0.0011 0.00012 1.3540 0.7091 0.1854 
Due to residual 5 0.0005 0.0001 - - - 
Total 14 0.0016 - - - - 
 
6.3.2 Zoom-In Hybrid Design   
The search region is narrowed using the zoom-in technique. The optimal point 
obtained above is (50.0, 3.8, 1.355) for control variables. The midpoint between the 
optimal point and the central point (46.0, 3.9, 1.255) is considered the new central 
point for further study. Thus, a new search region (46.0 – 50.0), (3.8 – 3.9), and (1.255 
– 1.355) for the control variables is formed. Then, the same process is used to find the 
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optimum settings of control variables to minimize the effects of noise variables on the 
performance. Table A-31 shows the experimental layout. 
Based on the analysis to these response values, the new models are fitted as Eqn. 





























An analysis of variance of both Tµ and Tσ to the fitted models given by (6.7) and 
(6.8) are shown in Table 6.6 and 6.7. 
TABLE 6.6 
The Analysis of Variance Table of Mean Cogging Torque Tµ  (Zoom-in) 
 




Due to regression 9 0.071818 0.007980 1783.27 0.9993 0.9991 
Due to residual 5 0.000022 0.000004 - - - 
Total 14 0.07185 - - - - 
 
TABLE 6.7 
The Analysis of Variance Table of Standard Deviation for Cogging Torque Tσ
(Zoom-in) 
 




Due to regression 9 0.000022 0.0000024 1.432 0.733 0.2037
Due to residual 5 0.0000087 0.00000174 - - - 
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Similarly, the visualization of the two fitted regression models is given in Figure 
B-11. The predicted optimum settings of control variables for the three optimal 
strategies are obtained (Table 6.8). For comparison, a traditional optimization strategy 
is considered, where the noise variables are excluded in the response surface model. 
All predicted and verified results are tabulated in Table 6.8. The results show that the 
cogging torque and its variance with the use of the hybrid robust design technique are 
optimized and is smaller than that using traditional optimization technique. 
TABLE 6.8 








Coded value 1.682 -1.682 1.682 
Hybrid 





Coded value 1.682 -1.682 1.682 Hybrid 





Coded value 1.682 1.682 0.521 
Traditional 









The focus in this chapter is placed on models that involve control × control 
interactions and the determination of separate models for the performance mean and 
variance. As an example, the cogging torque performance is optimized by using dual 
response surface models. The experimental results have verified the mean cogging 
torque using hybrid design is smaller than that of the traditional optimization design. 
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Meanwhile, it can be found apparently that the variation of the cogging torque caused 
by the noise effects is less about 11% than that of the traditional optimization.  
The advantages of the hybrid multi-response robust design approach are listed 
below: 
1. It has combined the advantages of Taguchi method and Response Surface 
Methodology. The experiment runs have been reduced.  
2. It provides an estimate of mean and standard deviation at any location of interest in 
the control design variables. 
3. The researcher or designer can gain insight in controlling the mean and variance of 
the performance index in relation to the roles of these variables. 
4. It provides a ready source for process optimization in the different cases, the 
maximization of an estimated performance in the “larger the better” case, or the 
minimization of the performance and the variance in the “smaller the better” case, 
or the optimization of the performance in the “on-target” case. 




































During the design and research procedure for actual systems or objects, we often 
face the problem of insufficient information. Such as incomplete or inadequate data 
information, uncertain data information, scanty sampling data, and etc. This makes the 
system modeling and the optimization becomes more difficult and even impossible. 
For instance, it is impossible to analyze the performance characteristic using ANOM 
and ANOVA in Taguchi method if the simulation results are inadequate. In the 
Response Surface Methodology (RSM), the fitted model cannot be built or can be 
wrong if the sampled data is insufficient. The statistical regressive analysis also has 
some drawbacks, such as: 1) requirement for large quantities of experimental data 
when the number of variables increase; 2) typical distribution requirement for 
performance and design variables, for instance, uniform, normal, logarithmic, and etc.; 
3) requirement of large amount of calculation [32].   
To solve the problems of insufficient data in engineering process, the Grey 
System method is proposed. The grey system is a kind of system which uses partial 
data information only. That means, the data information is insufficient, uncertain, or 
“poor”. Therefore the grey system involves the grey information of which features are 
partially clear. Two other systems are usually named the white system and the dark 
system. The white system is where all data information and features are known and 
sufficient. The dark system is where that all information, such as structure, 
specification and parameters, are unknown, just like a black box. Based on the 
investigation and research results until now, it has been shown that most systems are 
grey system types [45]. Probability distributions cannot be obtained by statistical 
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method in the strict sense. For such problems, satisfactory solutions can be expected if 
the Grey System method is employed. The grey relational analysis (GRA) [48] in the 
Grey System method is an essential and efficient tool. It lays the foundations for 
conducting analysis on grey relational classification. It provides a method for revealing 
the relationships between the known and unknown information in the system assessed, 
and for determining their relational grade. The characteristics of this method are: a). 
non-functional and numeric model; b). simplicity of the calculation and analysis; c). no 
requirement for large quantities of data, d). arbitrary distribution of variables. 
In Chapter 3 and 4, Taguchi method is introduced and applied successfully in 
torque and UMP optimization for HDD spindle motors. The orthogonal array (OA) can 
make the experiment simpler and more economical than the traditional techniques. 
However, the experimental data in Taguchi method are sometimes hard-to-get. 
Therefore, In this chapter, a faster and more effective design method using grey 
relational analysis in combination with reduced OA experiment design is presented and 
described. This new design approach can achieve the same goals without the need to 
calculate the S/N ratio. This study will utilize the grey relational analysis to establish a 
complete evaluation model to realize the torque optimization. Work is also done on 
improvement of the grey relational analysis, and the new approach for GRA is 
proposed. Comparison between the original and new GRA is addressed. 
 
7.2 Grey Relational Analysis 
 
The grey relational analysis is a method for discrete data analysis, which was 
first proposed by Deng in 1982 [45]. The grey relational grade, a measure of the grey 
relational analysis, is used to describe and explain the relationship between the 
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referential object and the compared objects under a certain background. In the grey 
relational analysis, the data that contains various features are regarded as a series. 
Thus, the order of features in all series must be the same. The relationship between two 
series is determined by the difference of the two series, and the difference measure 
refers to a value of background for generating a grey relational grade. The definition of 
the grey relational grade is to identify the relational degree between two data series. 
Comparing with the usual distance measurement between two considered objects, the 
grey relational grade incorporates with the concept of wholeness and can express the 
relationship of two objects more exactly and objectively [22]. Analyzing the influences 
of some factors on a common subject is the goal of the grey relational analysis. The 
data series of the common subject is always regarded as the referential series and that 
of the considered factors are regarded as compared series. By obtaining the grey 
relational grades between the referential series and all compared series, several 
important factors of the discussed subject can be determined from those compared 
series with large grey relational grades. 
Considering the referential series x0=(x0(1), x0(2), …, x0(k), …, x0(n)) with m 
entities, the data series xi=( xi(1), xi(2), …, xi(k), …, xi(n)), i=1, 2, …,m, the tendency 
of relational grade in ranking is used for predicting the importance of each data series 
on reference series. In the analysis, when the range of the data series is too large or the 
standard value is too enormous, it will make the function of factors neglected. 
Therefore, the data series should be pre-processed (or normalized) firstly [45]: 
The-larger-the-better: 
( )
( )( ) ( )( )
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1    (7.3) 
where  and  represent the value after and before the data pre-processing. ( )kxi* ( ) ( )kxi 0
The grey relational coefficient between the kth elements of the compared series 
xi(k) and the referential series x0(k) is defined as: 







00      (7.4) 
where ( ) ( ) ( )kxkxk ii **00 −=∆  is the absolute value of difference between  and 
; the 
( )kxi*
( )kx*0 ( )kxi*  and  are the entries of two series after linear data 
normalization. In addition, 
( )kx*0
( )kiki 0max maxmax ∆=∆ ∀∀ , ( )kiki 0min minmin ∆=∆ ∀∀ , and 
( ]1,0∈ζ  is the identifying factor that can adjust the proportion of the object (∆0i(k)) to 
the background (∆max). In general, ζ=0.5. 
Next, the grey relational grade (GRG) between the compared series xi and 
referential series x0 can be obtained by 






000 γβ )       (7.5) 
where βk is the weight of ( ) ( )( )kx,kx i0γ , and . If it is not necessary to care 









1=β , k=1, 2, …, n, and the grey 
relational grade is the mean of n grey relational coefficients between xi(k) and x0(k). 
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Table 7.1 shows four data series as an example to illustrate the application of 
grey relational analysis [47]. The referential data series is x0. The objective is to 
identify which data series has most effect on the referential data series.     
TABLE 7.1 
Original Data Series 
x0 39.85 35.44 34.49 33.84 
x1 44.53 44.98 45.3 45.73 
x2 3.59 3.56 3.90 3.74 
x3 6.67 10.20 9.79 10.07 
 
Firstly, the original data series for xi, i = 1, 2, 3, should be normalized (pre-processed) 
as 
x0 = (1, 0.8893, 0.8654, 0.8490), 
x1 = (1, 1.0100, 1.0172, 1.0269), 
x2 = (1, 0.9900, 1.0863, 1.0417), 
x3 = (1, 1.5900, 1.4670, 1.5097). 
Considering ( ) ( )kxkx ii −=∆ 00 , ( ) ( ) ( ) ( )( ) 3214321 0000 ,,i,,,, iiiii =∆∆∆∆=δ , is thus 
calculated  
δ1 = (0.0, 0.1207, 0.1518, 0.1779), 
δ2 = (0.0, 0.1007, 0.2209, 0.1927), 
δ3 = (0.0, 0.6397, 0.6016, 0.6607). 
The grey relational coefficients are derived from (7.4), 






i +−=γ , 
where ζ=0.5, ( ) ( ) ,kxkxmin i
k,i
00 =−  and ( ) ( ) 660700 .kxkxmax i
k,i
=− . Thus 
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γ(x0(1), x1(1)) = 1, 
γ(x0(2), x1(2)) = 0.732, 
γ(x0(3), x1(3)) = 0.685, 
γ(x0(4), x1(4)) = 0.649975. 
The grey relational grade for data series x0 and x1 is 









In the same way, Γ(x0, x2) = 0.749 and Γ(x0, x3) = 0.5. 
Obviously, Γ(x0, x1)> Γ(x0, x2)> Γ(x0, x3). The result shows that the data series x1 
has most effect on data series x0. 
 
7.3 Torque Optimization Using Grey Relational Analysis 
 
7.3.1 Grey Relational Analysis Based on Orthogonal Array Experiment 
The objective in this study is to reduce the cogging torque whilst minimize its 
variance for torque optimization. For analysis and comparison, the same 6-pole 9-slot 
spindle motor is used. The four important factors after screening are tooth face angle 
(A), tooth face ‘II’ radius (Rp), tooth face ‘I’ angle (C), and pole-arc to pole-pitch ratio 
(P) (Figure 3.4). Orthogonal array (OA) is employed for the experiment design. The 
deviations of these four factors caused by uncontrollable sources are regards as noise 
factors. The simulation data is obtained using finite element analysis and tabulated in 
Table A-3. 
The grey relational analysis may give improper results when the changing ranges 
of the factors are too different. To eliminate this fault, all data series should be pre-
processed or normalized. In this study, the optimization problem is ‘the-smaller-the-
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better’ type. Therefore Eqn. (7.2) is employed for data pre-processing. All pre-
processed data are tabulated in Table 7.2. 
TABLE 7.2 
Pre-processed Experimental Data 
x0(k) 1 1 1 1 1 1 1 1 1 
x1(k) 0.7167 0.7201 0.7403 0.6375 0.6556 0.6736 0.4483 0.5173 0.5605 
x2(k) 0.3920 0.3202 0.2590 0.6862 0.5947 0.5050 0.2331 0.9541 0.8474 
x3(k) 0 0 0 0 0 0 0 0 0 
x4(k) 0.2459 0.2352 0.2281 0.2935 0.2800 0.2691 0.2809 0.3065 0.3121 
x5(k) 0.8389 0.8415 0.8577 0.7683 0.7801 0.7924 0.6090 0.6887 0.7212 
x6(k) 0.4484 0.3781 0.3225 0.6980 0.6128 0.5254 0.9360 0.9184 0.8173 
x7(k) 0.5926 0.5238 0.4692 0.8184 0.7345 0.6532 1 1 0.9078 
x8(k) 0.5373 0.5138 0.5004 0.6309 0.6056 0.5847 0.6388 0.6761 0.6656 
x9(k) 1 1 1 1 1 1 0.8844 0.9846 1 
 
where, x0(k) is the reference data series or ideal data series. 
The grey relational coefficients are calculated by using Eqn. 7.4 and tabulated in 
Table 7.3. For simplicity, here ζ = 1. The grey relational grades are then calculated and 
listed in Table 7.4. For comparison and analysis, S/N ratios are also described in the 
table. 
ANOM for S/N ratios and GRGs is analyzed and tabulated in Table 7.5. Figure 
7.1 shows the effects of different levels of variables on torque performance. For 
comparison, Figure 7.2 shows the analytical results using signal-to-noise ratio. 
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TABLE 7.3 
Grey Relational Coefficient 
K 1 2 3 4 5 6 7 8 9 
γ01(k) 0.7792 0.7813 0.7938 0.7339 0.7438 0.7539 0.6445 0.6744 0.6947 
γ02(k) 0.6219 0.5953 0.5744 0.7612 0.7121 0.6689 0.5660 0.9561 0.8676 
γ03(k) 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 
γ04(k) 0.5701 0.5666 0.5644 0.5860 0.5814 0.5777 0.5817 0.5905 0.5925 
γ05(k) 0.8613 0.8632 0.8754 0.8119 0.8197 0.8281 0.7189 0.7626 0.7820 
γ06(k) 0.6445 0.6166 0.5961 0.7680 0.7209 0.6782 0.9398 0.9246 0.8455 
γ07(k) 0.7105 0.6774 0.6533 0.8463 0.7902 0.7425 1 1 0.9156 
γ08(k) 0.6837 0.6729 0.6668 0.7304 0.7172 0.7066 0.7346 0.7553 0.7494 
γ09(k) 1 1 1 1 1 1 0.8964 0.9848 1 
TABLE 7.4 
Grey Relational Grades and S/N Ratios 
Exp. No. 1 2 3 4 5 6 7 8 9 
GRG 0.7333 0.7026 0.5 0.5790 0.8137 0.7482 0.8151 0.7130 0.9868 
SNR 4.82 3.66 0.26 1.93 6.17 4.43 5.53 4.44 8.93 
TABLE 7.5 
ANOM for S/N Ratio and Grey Relational Grade 
 
A Rp C P  
SNR GRG SNR GRG SNR GRG SNR GRG 
1 2.913 0.6453 4.093 0.7091 4.563 0.7315 6.640 0.8446 
2 4.177 0.7136 4.757 0.7431 4.840 0.7561 4.540 0.7553 




































Figure 7.2: SNRs at each level for different factors. 
 
From the ANOM in Figure 7.1, the best combination of control factors A3, R3, 
C2, and P1, are 34.00, 8.5mm, 15.00, and 65% respectively. The verifying experiment 
is then carried out to confirm the results. The improved cogging torque is 0.3459mN.m 
from the FEA simulation using the optimum values. The standard deviation is 0.0968. 
Table 7.6 shows the optimum results using grey relational analysis method and 
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TABLE 7.6 
Comparison of Optimum Results Using GRA and Taguchi Method  
 
Optimum values of variables Tc 
A Rp C P Mean 
(mN.m) 
Dev. 
Grey relational analysis 34.00 8.5mm 15.00 65% 0.3459 0.0968 
Taguchi’s parameter design 34.00 7.5mm 15.00 75% 0.5133 0.0838 
 
TABLE 7.7 
ANOVA for Grey Relational Grade 
 
Factors SSSF d.f. MSSF % 
A 0.0575 2 0.0288 36.53 
Rp 0.0024 2 0.0012 1.52 
C 0.0033 2 0.0017 2.10 
P 0.0942 2 0.0471 59.85 
Total 0.1574 8 - 100 
 
TABLE 7.8 
ANOVA for S/N Ratio 
Factors SSSF d.f. MSSF % 
A 17.6076 2 8.8038 35.94 
Rp 0.7185 2 0.3593 1.47 
C 1.1670 2 0.5835 2.38 
P 29.4945 2 14.7473 60.21 
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Furthermore, the effects of different factors on cogging torque performance 
using GRA are analyzed by ANOVA (Table 7.7). For comparison, Table 7.8 gives the 
analytical results based on S/N ratio in Taguchi’s design.  
 
7.3.2 Grey Relational Analysis Based on Reduced OA Experiment 
Using orthogonal array for experiment design, the grey relational grade between 
torque performance and design variables has been calculated with minimal data. The 
grey relational analysis successfully gives the influence of different factors on torque 
performance and best combination of variables. From the analysis, tooth face angle 
and pole-arc to pole-pitch ratio should be considered much more carefully. The 
analytical results are similar to that from Taguchi’s design. And more importantly, the 
optimization can be realized without calculating the S/N ratio. There is no strict 
requirements in the amount of data for the GRA method [45, 48, 50]. Therefore, the 
experiments for the GRA method can be further reduced. It can be fewer than that used 
in the orthogonal array.  
TABLE 7.9 
Pre-processed Experimental Data for Reduced Experiment 
x0(k) 1 1 1 1 1 1 1 1 1 
x1(k) 0.7167 0.7201 0.7403 0.6375 0.6556 0.6736 0.4483 0.5173 0.5605 
x2(k) 0 0 0 0 0 0 0 0 0 
x3(k) 0.8389 0.8415 0.8577 0.7683 0.7801 0.7924 0.6090 0.6887 0.7212 
x4(k) 0.5926 0.5238 0.4692 0.8184 0.7345 0.6532 1 1 0.9078 




Chapter 7: Robust Design Using Grey Relational Analysis Based on Orthogonal Array 
 
To demonstrate this feature, we assumed that some simulation results of cogging 
torque could not be obtained in the 2nd, 4th, 6th, 8th experimental runs in the previous 
example. A reduced number of experiments are then built. The “reduced experiment” 
design and simulation results using FEA are shown in Table A-32. The experimental 
results are also pre-processed using Eqn. (7.2) and tabulated in Table 7.9. The grey 
relational coefficients are calculated by using Eqn. 7.4 and are shown in Table 7.10. 
Similarly, here ζ = 1. The grey relational grades for the reduce experiment is tabulated 
in Table 7.11. 
TABLE 7.10 
Grey Relational Coefficient for Reduced Experiment 
K 1 2 3 4 5 6 7 8 9 
γ01(k) 0.7792 0.7813 0.7938 0.7339 0.7438 0.7539 0.6445 0.6744 0.6947 
γ02(k) 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 
γ03(k) 0.8613 0.8632 0.8754 0.8119 0.8197 0.8281 0.7189 0.7626 0.7820 
γ04(k) 0.7105 0.6774 0.6533 0.8463 0.7902 0.7425 1 1 0.9156 
γ05(k) 1 1 1 1 1 1 0.8964 0.9848 1 
TABLE 7.11 
Grey Relational Grades and S/N Ratios for Reduced Experiments 
Experiment No. 1 3 5 7 9 
Grey Relational Grade 0.7333 0.5 0.8137 0.8151 0.9868 
Signal-to-Noise Ratio 4.82 0.26 6.17 5.53 8.93 
 
ANOM for S/N ratios and GRGs for the “reduced experiment” is re-analyzed 
and tabulated in Table 7.12. Figure 7.3 shows the effects of different levels of variables 
on torque performance. Obviously, the analytical results using GRA and a reduced 
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orthogonal experiment design are still similar to that by using Taguchi’s parameter 
design. The best combination for these control factors are A3, Rp2, C2, P1. If the 
objective is cogging torque only, the optimum values obtained by using the GRA and 
the reduced OA experiment design are the same as that by using the Taguchi method in 
Chapter 3.    
TABLE 7.12 
ANOM for SNR and GRG for the Reduced Experiment 
A Rp C P 
 
SNR GRG SNR GRG SNR GRG SNR GRG 
1 2.913 0.6167 4.093 0.7742 4.563 0.7333 6.640 0.8446 
2 4.177 0.8137 4.757 0.8137 4.840 0.9868 4.540 0.8151 












Figure 7.3: GRGs at each level for different factors in reduced experimental design. 
 
Furthermore, considering the general purpose of the GRA application, the 
‘reduced experiment’ is re-designed in another case. Assuming that the simulation 
results could not obtained in the 4th and 7th experimental runs due to some reasons in 
the same example, a reduced number of experiments are then built and the analytical 
results are shown in Table A-33. Before to calculate the grey relational coefficients, 
the experimental results need to be pre-processed and are tabulated in Table A-34. 
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From Eqn. 7.4 and 7.5, the grey relational coefficients and grey relational grades are 
shown in Table A-35 and A-36, respectively. ANOM for GRGs is tabulated in Table 
7.13. Figure 7.4 graphically illustrates the effects of different levels of variables on 
torque performance. The analytical results are same as the GRA with a full orthogonal 
experiment design. The best combination for these control factors are A3, Rp3, C2 and 
P1 which are 34.00, 8.5mm, 15.00 and 65%, respectively. The noise effects on the 
optimized cogging torque are simulated and tabulated in Table A-37. The numerical 
results have verified that the optimal design using GRA can improve the cogging 
torque and reduce its variance. The optimized torque performance matches that 
generated by using Taguchi design. 
TABLE 7.13 
ANOM for GRG for the Reduced Experiment (II) 
Levels A Rp C P 
1 0.6466 0.7351 0.7360 0.8487 
2 0.7867 0.7460 0.8495 0.7307 
3 0.8553 0.7503 0.6584 0.6082 















Figure 7.4: GRGs at each level for different factors in reduced experimental design (II) 
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7.4 Improved Grey Relational Analysis 
 
In the original grey relational analysis method, the range of the grey relational 
grade will be shrunk when the identifying factor, an important parameter of the grey 
relational analysis, increases. That means, if a large value of the identifying factor is 
selected, the analytical results will worsen or even be wrong. An improvement [22] has 
been proposed for this measurement. It can obtain good analytical result when using 
large identifying factor value. However, the analysis will worsen when small 
identifying factor value is used. A new grey relational grade measurement, where the 
distribution of the grey relational coefficient can always be kept in the range (0, 1], is 
proposed. This can overcome the drawbacks as described earlier.  
 
7.4.1 Original Grey Relational Analysis 
In order to recognize the influence of the identifying factor on the grey relational 
coefficient (Egn. 7.4), we simply set ∆max=1 and ∆min=0, and 0≤∆0i(k)≤1, and the 
relationship between the identifying factor and the grey relational coefficient can be 
obtained as shown in Figure 7.5. We find that the distributions of the grey relational 
coefficient with different identifying factors are different. It shows that the distribution 
of the grey relational coefficients is almost flat when a larger identifying factor is 
selected. This will result in a concentration of the grey relational grades, and the 
recognition of the important compared series will become difficult.  
To avoid this drawback, an improved method to calculate the grey relational 
coefficient has been proposed [21] and described as  












kx,kxk 000      (7.6) 
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where the symbol ∆0i(k), ∆max and ∆min are the same as those in the original 
measurement, and ζ∈(0, ∞) is also the identifying factor but  with a different range. 
From Figure 7.6, the improved method overcomes the drawbacks of the original 
method to a certain extent. When a larger value of the identifying factor is selected, the 
difference of the grey relational coefficients for compared series becomes larger. This 
is especially for ζ=0.5 to 1. However, the difficulty increases when we choose a 
smaller value for the identifying factor. To overcome this pitfall and make the method 
to fit all kinds of problems, a new grey relational grade measurement is proposed. 
 
Figure 7.5: The relationship between different identifying factors (ζ) and the grey 
relational coefficient in the original method. 
 
Figure 7.6: The relationship between different identifying factors (ζ) and the grey 
relational coefficient in the improved method. 
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7.4.2 New Grey Relational Analysis 
From the above study and analysis, the distribution problem of the grey 
relational coefficient has an important effect on the grey relational grade analysis. 
Considering different identifying factor values, the curvature of grey relational 
coefficient can still be obvious, a new measurement for the coefficient is proposed. 
Eqn 7.4 is modified to the following: 













kx,kxk     (7.7) 
where the symbol ∆0i(k), ∆max and ∆min are the same as those defined in the original 
method, and ζ∈(0, 1] is the identifying factor. λ is the amending coefficient for 
analysis of grey relational coefficient, its range can be (0, ∞). The recommended range 
is [2, 4]. The grey relational grade is obtained from Eqn. 7.5. For comparison, we set 
∆max=1 and ∆min=0 in Eqn. 7.7, to observe the relationship between the grey relational 
coefficient and the identifying factor. The ranges of the grey relational coefficients are 
not changed when different identifying factors are selected in this new measurement. 
From Figure 7.7 and Figure 7.8, the improvement increases the variability of the grey 
relational coefficient and makes the difference of compared series more obvious no 
matter what the identifying factor is selected. This change will be helpful in fitting all 
kinds of problems by determining a suitable identifying factor for analysis. For 
example, from Figure 7.5 for the original method and Figure 7.6 for the old improved 
method, the curvatures of the grey relational coefficient are almost horizontal when the 
identifying factor is within certain range. If there are several compared series that have 
nearly the same difference to the referential series, it is difficult to determine which 
series is the most important series to the referential series. After using the new 
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proposed method, the differences of compared series to referential series are more 
obviously to be identified. The amending coefficient λ is 3 in Figure 7.7 and 2 in 
Figure 7.8, respectively. The gradients of the grey relational coefficient are steepest 
when the identifying factor is near 0.5.  
 
Figure 7.7: The relationship between different identifying factors (ζ) and the grey 
relational coefficient in the new method (λ=3). 
 
 
Figure 7.8: The relationship between different identifying factors (ζ) and the grey 
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The proof of the proposed new grey relational coefficient measurement in 
satisfying the four axioms in the original grey relational analysis is described below: 
1. Normality 
( ) ixx i ∀≤≤ ,1,0 0γ  
Proof: Since ∆min≤∆0i(k)≤∆max, ∀i, ∀k, and from Eqn. 7.7 we can find that the 
grey relational coefficient will reach its maximum, γ0i(k)=1, when ∆0i(k)=∆min; and it 
will reach its minimum, γ0i(k)=0, when ∆0i(k)=∆max. Hence, 0<γ0i(k)≤1. From Eqn. 7.5, 
the grey relational grade Γ0i is the convex combination of grey relational coefficients, 
hence, the value of Γ0i will always keep in (0, 1], and the normality holds. 
2. Duality Symmetric 
If there are only two series xi and xj in the series set X, then Γij = Γji. 
Proof: If there are only two series xi and xj in the series set X, then 
( ) ( ) ( ) ( ) ( ) ( )kkxkxkxkxk jiijjiij ∆=−=−=∆     (7.8) 
and the value of ∆max and ∆min will be the same whichever is the referential series, that 
is 








max ∆ ( )=∆=∆=∆=∆   (7.9) 








min ( )∆=∆=∆=∆=∆   (7.10) 
Hence, γij(k)=γji(k), ∀k, and Γij = Γji. 
3. Wholeness 
If there are three or more than three series in series set X, then . ji
often
ij Γ≠Γ
Proof: If there are three or more than three series in series set X, then 





max ∆≠∆=∆      (7.11) 
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min ∆≠∆=∆      (7.12) 
Hence, , ∀k, and . ( ) ( )kk jioftenij γγ ≠ jioftenij Γ≠Γ
4. Closeness 
The value ( ) ( ) ( )kxkxk ii −=∆ 00  is the major determinant of the value of γ0i(k). 
Proof: From Eqn. 7.7, we can find that the value ( ) ( ) ( )kxkxk ii −=∆ 00  is the 
major determinant, because the values of ∆max and ∆min are constants corresponding to 
the same referential series x0. 
 
7.4.3 Analysis and Assessment 
Using the new grey relational analysis (7.7), the grey relational coefficients are 
re-calculated and shown in Table 7.14, assuming λ is 3 and ζ is 1, respectively.  
TABLE 7.14 
Grey Relational Coefficient Using Improved GRA 
K 1 2 3 4 5 6 7 8 9 
γ01(k) 0.8949 0.8963 0.9046 0.8607 0.8687 0.8766 0.7653 0.8028 0.8245 
γ02(k) 0.7319 0.6841 0.6374 0.8820 0.8409 0.7963 0.6154 0.9845 0.9463 
γ03(k) 0 0 0 0 0 0 0 0 0 
γ04(k) 0.6265 0.6173 0.6110 0.6646 0.6542 0.6456 0.6549 0.6742 0.6783 
γ05(k) 0.9431 0.9441 0.9501 0.9159 0.9206 0.9254 0.8476 0.8831 0.8968 
γ06(k) 0.7654 0.7231 0.6858 0.9871 0.8494 0.8069 0.9782 0.9720 0.9350 
γ07(k) 0.8400 0.8061 0.7771 0.9354 0.9023 0.8677 1 1 0.9683 
γ08(k) 0.8130 0.8009 0.7939 0.8577 0.8460 0.8362 0.8612 0.8777 0.8731 
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The grey relational grades are also calculated in Table 7.15. For analysis and 
comparison, S/N ratios have also been described in this table. Comparing to the S/N 
ratios, the order of the GRG values is the same. The GRG is the largest in the ninth 
experimental run and is the smallest in the third experimental run. 
TABLE 7.15 
Grey Relational Grades Using Improved GRA 
Exp. No. 1 2 3 4 5 6 7 8 9 
GRG 0.8549 0.7910 0 0.6474 0.9141 0.8448 0.8997 0.8511 0.9950 
SNR 4.82 3.66 0.26 1.93 6.17 4.43 5.53 4.44 8.93 
 
ANOM for the new GRG values is analyzed and tabulated in Table 7.16. The 
S/N ratios in Taguchi method are also included for the sake of comparison.  
TABLE 7.16 
ANOM for New Grey Relational Grade  
A Rp C P 
 
SNR GRG SNR GRG SNR GRG SNR GRG 
1 2.913 0.5486 4.093 0.8007 4.563 0.8503 6.640 0.9213 
2 4.177 0.8021 4.757 0.8521 4.840 0.8111 4.540 0.8452 
3 6.300 0.9153 4.540 0.6133 3.987 0.6046 2.210 0.4995 
 
From the ANOM (Figure 7.9), the best combination of control factors are A3, 
R2, C1, and P1, or 34.00, 7.5mm, 10.00, and 65%. The cogging torque is 0.3275mN.m 
from the FEA simulation using optimum values. The standard deviation is 0.0892. 
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Figure 7.9: New GRGs at each level for different factors. 
The effects of different factors on cogging torque performance by using the 
improved GRA are also analyzed by ANOVA (Table 7.17).  The noise effects on the 
cogging torque performance by using different optimum design approaches are 
simulated and analyzed which is tabulated in Table A-37. Compared to the original 
experimental results, it is verified that the cogging torque is improved and meanwhile 
the variation caused by noise factors is reduced.  
TABLE 7.17 
ANOVA for Grey Relational Grades Using Improved GRA  
Factors SSSF d.f. MSSF % 
A 0.2115 2 0.1058 29.62 
Rp 0.0948 2 0.0474 13.28 
C 0.1045 2 0.0523 14.64 
P 0.3032 2 0.1516 42.46 
Total 0.7140 8 - 100 
 
7.4.4 Concluding Remarks 
A new grey relational analysis is proposed in this research and the results have 
shown that the drawback in the original grey relational analysis is improved. 
Compared to the old measurement, the gradients of the grey relational coefficient for 
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different identifying factors are improved in the new solution. With the new grey 
relational coefficient, the grey relational analysis will give better results than the old 
approaches, whatever value the identifying factor is set.  The new approach is more 
flexible and effective compared to the old measurement. Figure 7.7 and Figure 7.8 can 





When the number of experiments is less than the minimal requirement of the 
orthogonal array, Grey System method can give the optimal design solution 
effectively. The optimization results agree with that of Taguchi method using the 
orthogonal array. It is very helpful whenever some experiments could not be realized 
or the experimental result is wrong or hard-to-get. It is an effective and promising 
engineering design and analysis tool in robust design for product optimization. As an 
example, by practicing the scheme designed via grey relational analysis, the cogging 
torque of the 6-pole 9-slot spindle motor has also been improved by about 52% 
compared to the original design. 
A new measurement of grey relational coefficient is proposed. This new formula 
solves the problems existed in the old measurements for different setting of identifying 
factors. It is helpful in grey relational analysis for the robust design of spindle motors. 
Furthermore, as discussed in Chapter 5 and 6, the accuracy of RSM models will 
determine the satisfaction of the final solutions for design optimization. Therefore, 
whether a RSM model is good or not, is rather important. The next chapter will discuss 
the work in this field by incorporating some effective techniques. 
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Response Surface Methodology (RSM) is one of the effective optimization tools 
for robust design of engineering products. It is a combination of experiment design and 
regression analysis methods. RSM builds fitted regression model in determining local 
optima for systems or products. In the RSM regression model εβ += XY , Y is the 
n×1 vector or observations, X is an n×p matrix of known variables (p=k+1), β is a p×1 
vector of unknown parameters or coefficients, and ε is an n×1 vector of random errors 
assumed to have E(ε)=0 and Var(ε)=σ2I. The most common solution to estimate the 
vector β is the ordinary least squares (OLS) method, , which 
minimizes the sum of squared residuals, 
( ) YXXX ''OLS 1−=β
( ) ( ) ( ) e'eˆXYˆXYˆSSE ' =−−= βββ , over all 
estimate vectors . βˆ
The advantage of OLS estimation is ease of calculation. It also has a well-
developed statistical theory. However it is highly depended on the model assumption 
that is chosen to represent the physical model. The significant drawback of Response 
Surface Methodology is the absence of a simple means to reduce approximation errors 
[123]. A number of durable alternatives evaluated via Monte Carlo (MC) simulation 
have been proposed in the literature. Considering the characterization of least squares 
and other regression methods based on the elemental regressions, Mayo and Gray 
(1997) elaborated a new method known as trimmed elemental estimation (TEE), which 
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In this chapter, an effective approach based on TEE and Monte Carlo simulation 
is proposed to improve the efficiency of RSM regression model. Response surfaces on 
the basis of a limited number of samplings obtained from finite element analysis 
(FEA) are used to estimate approximation errors. The examples using a total of 50 to 
70 FEA simulations (including the samples used to construct the response surfaces) 
could match the accuracy of 1000 to 10000 direct Monte Carlo simulations. The 
analysis and optimization results are illustrated with an example.   
 
8.2 Review of Monte Carlo Method 
 
Monte Carlo method originated in 1953, from the article by Metropolis et al, 
titled with “Equations of State Calculations by Fast Computing Machines” [77]. 
However, it practically came into general application to a much larger variety of 
engineering problems only with the spread of the high-speed computers, because it 
needs a lot of calculations. The effort has been made in digital simulation of 
multivariate or multi-dimensional or multivariate-multidimensional random processes 
which can be used as an essential tool in general Monte Carlo solution for a large 
number of problems.  
The basic concepts in Monte Carlo method are: assuming X1, X2, …,Xn are 
identical independent variables, y(Xi) is function of X with mean M(y) and variance 








1 )          (8.1) 
ny~  and y(Xi) are also random variables. It will be shown that, as n increases to infinity, 
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( )[ ] ( )2ρρ yVyMyPr ≤≥−        (8.2) 
where, ρ is a positive real constant. Obviously, the smaller the variance, the smaller 
will be the probability for the random variables to obtain values outside any interval 
with fixed ρ. 
The foundation of Monte Carlo method in its applications is comprised of a few 
of primary components. They include: a) the physical system which is described by a 
set of probability density functions; b) the availability of a source of random numbers 
uniformly distributed on the unit interval; c) a prescription for sampling from the 
specified probability density functions, assuming the availability of random numbers 
on the unit interval; d) the outcomes which must be accumulated into overall tallies or 
scores for the quantities of interest; e) determination of an estimate of the statistical 
error (variance) as a function of the number of trials and other quantities; f) methods 
for reducing the variance in the estimated solution to reduce the computational time for 
Monte Carlo simulation; g) algorithms to allow Monte Carlo methods to be 
implemented efficiently on advanced computer architecture.  
In the direct MC method, the approximation error ( ) ny~yE −=ε  converges to 
zero as n increases to infinity. However, the sample size is finite. For a close 
approximation, further studies on the approximation error have been carried out 
(Caflisch 1998).  
A modern approach, the so-called quasi –Monte Carlo (QMC) method tries to 
decrease this error by choosing the point sets that are more evenly distributed than 
pseudo-random numbers used in the MC. Such quasi-random points, provide an 
improved integration error bound ( ) ( )( )n/nlogOyV s 1−=ε , where V(y) is the total 
variation and  s represents the dimension of standard domain (Pierre L’Ecuyer, 2001). 
152 
 
Chapter 8: Robust Design Incorporated with Monte Carlo Method 
 
For an explicit application, the real integration error obviously depends on several 
additional factors such as the regularity of the integrand, the constant s, the dimension t 
or the maximally computable sample size n. Similar results can also be obtained with 
more general definitions of the discrepancy and corresponding definitions for V(y). 
The detailed discussion and study have been given by Niederreiter (1992), Sobol 
(1998), Larcher (1998), Hellekalek (1998), Hickernell (2000), L’Ecuyer (2001) and 
Entacher (2001).   
In the research and engineering application, approximate methods for stochastic 
process play a central role due to the complexity and difficulty. Indeed, closed-form 
solutions are always preferable, however, there is only fraction of problems for which 
closed-form solutions can be found. From the view of simplicity, the method of 
stochastic  linearization stands out as a technique that is applicable to wide range of 
problems. As Shinizuka and Deodatis remarked (1996), “Several methods are currently 
available to solve a large number of problems in mechanics involving uncertain 
quantities described by stochastic processes, fields or waves. At this time, however, 
Monte Carlo simulation appears to be the only universal method that can provide 
accurate solutions for certain problems in stochastic mechanics, involving nonlinearity, 
system stochasticity, stochastic stability, parameter excitations, large variations of 
uncertain parameters, etc. and that can assess the accuracy of other approximate 
methods such as perturbation, statistical linearization, closure techniques, etc…” . 
In order to extend its applicability to widest possible range of problems, there is 
a lot of effort put into the development of Monte Carlo method. From Random 
Number generators, Weight Controlled Algorithms, Variance Reduction techniques, to 
Random Fields and Processes, Estimation and Distribution Problems, Modeling, 
System Reliability and Structure Reliability, Structural Identification, Time Variant 
153 
 
Chapter 8: Robust Design Incorporated with Monte Carlo Method 
 
Problems in diverse engineering applications, substantial solutions are developed with 
the appropriate differential or integral equations, on the basic principles of the 
phenomenon, both in deterministic and stochastic settings. In addition, adaptive MC 
filter (Sato 2001), MC & neural networks technique (Hurtado 2001), and Subset 
simulation (Au 2001), have been developed for the implementation of MC simulation 
for different engineering problems.  
In order to estimate the tail of the distribution – assessment of low probability 
regions – the MC simulation requires a large number of samples which represents a 
major disadvantage in its application to reliability analysis. Several simulation 
techniques have thus been introduced and applied to circumvent the requirement of 
such large number of samples. The so-called variance reduction techniques 
(Rubinstein, 1981) have been utilized successfully in the problems of time-invariant 
type. However, the direct application of the variance reduction techniques is not 
suitable in cases where the probabilistic description might be non-stationary. The 
difficulty is overcome by a newly developed weight controlled MC simulation 
(Pradlwarter & Schueller, 1999). Utilizing weight controlled simulation techniques, the 
statistical weight of each sample is modified during the course of simulation.  
Furthermore, the probabilistic global search can be performed effectively with 
the help of Monte Carlo simulation approaches, specifically for applications to large, 
real world, parameter optimization problems encountered in typical problems related to 
the field of dynamics and control of large flexible structures. The random and 
evolutionary based search techniques include Adaptive Simulated Annealing (ASA), 
Evolutionary Systems (ES), Adaptive Random Search (ARS), and five variants of 
Genetic Algorithms (GA) – Standard Binary Encoded GA, real Floating Point Encoded 
GA, Breeder Genetic Algorithm (BGA), Hybrid GA-I (BGAF), and Hybrid GA-II with 
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local search (GALS). All the approaches are motivated by the apparent need to employ 
both a global and local search strategy to provide an effective global optimization 
method for large parameter optimization problems. Adaptive methods such as 
evolutionary techniques and adaptive simulated annealing and adaptive random search 
have proved particularly adept at finding good and optimal or near-optimal solutions to 
these problems.  
 
8.3 Torque Optimization Using RSM with Monte Carlo Simulation 
 
In Chapter 5, the Response Surface Methodology is employed to build 
polynomial approximation models for the functional relationships between the torque 
performance characteristics and design variables. However, due to the complexity of 
actual torque performance in motors, the response surface cannot represent it 
accurately. If we conduct more experiments, the acceptability of the fitted model may 
be improved. However, the effort required will be increased tremendously.  
The Monte Carlo method, one of the stochastic optimal methods, is useful for the 
practical engineering design problems with objective functions that have more than 
one local optima. However, if this is used in an actual engineering problem, the major 
drawback, even for the most efficient stochastic method, is the heavy computational 
burden. At least tens of thousands of iterations will be needed. Hence, these methods 
are generally unsuitable for direct application in practical design problems of 
electromagnetic devices where the objective/constraint functions are obtained through 
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To improve the RSM model and enhance the feasibility of RSM, an approach 
which integrates the RSM and Monte Carlo simulation is proposed for torque 
performance optimization. Firstly, the feasible space of the leading design variables is 
discretised into a set of sample points, for example, using MR-CCD design in RSM. 
The objective/constraint functions on these points are then computed using finite 
element analysis. The objective functions are reconstructed on these sample points by 
using RSM combined with TEE technique. The MC method is applied to the 
reconstructed objective/constraint functions to produce a final solution. 
 
8.3.1 Proposed Approach Using TEE and MCS 
In the RSM design approach, only p observations are required to estimate the p 
unknown parameters for fitting model.  In most situations, however, the total sample 
size n is greater than p, leading to an over-determined system of equations. 
Let g={1, 2, …p} be a set of indices identifying p distinct observations in the 
sample of size of n. Define Xg to be the p×p submatrix consisting of the rows of X 
indexed by the subset g, and define Yg to be the corresponding p×1 subvector of Y. 
Such set of p observations is referred to as an elemental subset. The solution to the 
system of p equations in p unknowns, , is called an elemental regression 
and is given by  
ggg YˆX =β
( ) ggg'gg'gg YXYXXXˆ 11 −− ==β       (8.3) 
assuming that rank(Xg)=p. This solution provides a perfect fit through the p data points 
in the elemental subset. Within the regression data set, there are a total of  
elemental subsets (regressions). By introducing a weighted average of the elemental 






















ˆ βββ ∑∑ =⋅=       (8.4) 
where g
'
g XX  is the determinant of the p×p matrix , g'g XX XX'  is the determinant 
of the p×p matrix XX' , and the sums are taken over all  elemental subsets g, due 







10 ≤≤ gw 1=∑
g
gw . 
However, some elemental regressions tend to poorly fit the entire data set and 
therefore the effects of these elemental subsets should be limited. The trimmed 
elemental estimators (TEE), which intend to trim out those elemental regressions, 













































1001 ραρ  
where w(λg,ρg) is the weight attached to the elemental regression estimate , λgβˆ g is a 
weight factor based on Xg, ρg is another weighting factor based on degree of fit or 
‘residual’ information for the elemental regression g. I(.) is the indicator function, αρ is 
a trimming constant ( )10 ≤≤ ρα . ∑∑ == −= ni giini gi ˆxye 11 β  is the sum of absolute 
residuals resulting from the elemental estimate . gβˆ
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Detailed approach is designed to fit the RSM regression model with TEE 
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8.3.2 Torque Optimization Using MCS 
For the sake of analysis and comparison, the same motor, which is the 6-pole 9-
slot spindle motor used in chapter 5, is used again in this study. The design variables 
are defined in Table 8.1. The central composite design (CCD) determines the 
discretized values for each variable.  
TABLE 8.1 
Design Variables (Control & Noise Factors) 
 
-α -1 0 1 α 
Controllable factors 
-2 -1 0 1 2 
X1 Tooth face angle (degree), A 31.750 32.1250 32.50 32.8750 33.250
X2 Tooth face II radius (mm), Rp 7.0 7.25 7.5 7.75 8.0
X3 Tooth face I angle (degree), C 12.50 13.750 15.00 16.250 17.50
X4 Pole-arc/pole-pitch ratio, P 0.60 0.6375 0.675 0.7125 0.75
 
Noise factors -1 0 1 
Z1 Processing variation of P, ∆P -0.015 0.0 0.015
Z2 Processing and machining var. of La, ∆La 0.0 0.025 0.05
Z3 Machining variation of Rp, ∆Rp 0.0 -0.025 -0.05
 
 
As the objective is to minimize the ratio of cogging torque (Tc) to running torque 
(Tr) whist to reduce its variance (Var), the optimization problem can be formulated as 
follows: 
















































The experiments are constructed using mixed resolution CCD (MR-CCD) 
technique. The torque performance is simulated using finite element analysis in each 
trial and results are tabulated in Table A-20. Along with the settings of the coded 





















































  Once the MC simulation process has been set up, the number of simulations to 
be performed has been chosen. A sufficient number of simulations should be 
performed to obtain useful output data. However each simulation requires considerable 
amount of computing time, and at the end, there is always limitation in computing 
time. Usually, a typical starting number of simulations is 1000 or 10,000. This number 
must be carefully chosen in light of the complexity of the calculations to be performed. 
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For a relatively simple set of calculations, which can be performed at the rate of, say, 
10 analytical simulations per second, obviously, large number of simulations may 
require a few hours. For more complex calculations, the number of simulations, say 
greater than 1000, should be prohibitive. On the other hand, the number of simulations 
should be sufficient large so that the results would not be misled. 
In this study, the number of iteration of Monte Carlo simulation is 10000. Once 
the values for each variable are obtained based on a gaussian distribution, they are 
directly put into the model to calculate the equation. The process repeats till 
completing the desired number of simulations. Based on the requirement of criteria for 
the fitted model set up, R2>0.95 and RA2>0.75 are defined in this study for the 
acceptable new models obtained in MC simulation. All new models are analyzed by 
using ANOVA based on the previous practical FEA simulation results. Then the 
acceptable models can be found out. 
TABLE 8.2 










Regression 29 1.6938 0.0584 5.4650 0.9861 0.7511 
Residual 11 0.1176 0.0107 - - - 
Total 40 1.7178 - - - - 
 
Because the objective is to minimize the noise effect on the torque performance, 
the experiments with noise effect for these acceptable models are conducted. All 
acceptable MC models are simulated again with different values of noise factors using 
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FEA. Table 8.2 illustrates the ANOVA for the model which satisfies the fitting criteria 
and has the minimal value of the standard deviation to the noise effect.   
The ‘best’ acceptable Monte Carlo model which has minimum variance of Tc/Tr 













































































A verification using the optimized parameter levels yields a computed Tc/Tr of 
0.151. The results are compared with the torque performance in the original design and 
RSM design and are shown in Table 8.3. 
TABLE 8.3 
Comparison of RSM Design and RSM+MC Design 
 
 Mean of Tc/Tr
Standard 
deviation 
No. of FEA 
simulation 
Original design 0.6041 - 9 
RSM design 0.1781 0.0699 50 
RSM+MC design 0.1510 0.0666 50 
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Figure 8.2: The torque values of RSM model and MC model under noise effect. 
 
The cogging torque and effective running torque with the different optimum 
design approaches are simulated using finite element analysis. The numerical results 
are compared and tabulated in Table A-27, 28, and 29, respectively. The improvement 
is obvious from the results of the noise effect on the optimized RSM model and 
RSM+MC model. Not only is the mean performance improved about 15% using 
RSM+MC approach (compared to the direct RSM), but also is the variance of the 
torque performance reduced by 5%. One more comparison for the RSM model and 
RSM+MC model are conducted by using the analytical simulation with consideration 
of the effects of noise factors which have gaussian distribution, with 1000 runs. The 
changes of the torque performance in the different models are shown in Figure 8.2. It 
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8.4 Results and Discussion 
 
The ratio of cogging torque to running torque is reduced by using RSM and MC 
and is smaller than that from the RSM design. The variance is reduced too. The torque 
performance is improved without the need of more FEA experiments. However, all 
analyses are still based on the second order regression from the RSM. There are some 
limitations in this model. For example, from the study in chapter 5, when the objective 
function is complicated and space for the variables is large, the fitness acceptability 
becomes smaller.  
To alleviate this limitation, a different surface reconstruction technique, the 
Moving Least Squares (MLS) method [101], could be used to fit the objective 
functions for torque optimization. The MLS could reproduce an exact 
objective/constraint function from function values of the experimental points having 
random errors. This feature, therefore, makes the technique ideal in dealing with data 
that are obtained from computationally intensive numerical approaches such as the 
finite element analysis. Thus, the new RSM of MLS can provide efficient global 
optimization.  
In order to make the best use of the response values of the limited number of 
experimental points, the experimental points should be distributed in the feasible 
variable space in an irregular pattern such that the point densities are higher in regions 
where the local optima are likely to exist. Traditional response surface models have 
difficulty in dealing with such irregularity because of the inherent characteristics of 
RSM. Rather than randomly or uniformly arranging the sample points, the MLS 
method uses a simulated annealing algorithm to generate the experimental points, as 
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the simulated annealing algorithm has some ‘intelligence’ in generating new states. It 
intensifies points in regions where the local optima exist. The method is more powerful 




This chapter discussed the problems in the RSM regression models and 
feasibility of trimmed element estimation and Monte Carlo method in the RSM model 
building. The application of TEE and Monte Carlo simulation on RSM regression 
models is proposed and examined. The results illustrate that the RSM model for torque 
performance is improved after Monte Carlo simulation without much increases in 
computing time and experiments runs, as compared to those generated by direct RSM. 
Because the MC simulation is analytical calculation in the study, it uses much less 
time than FEA simulation. This is especially benefit to the miniaturization of HDD 
spindle motors. It can also reproduce the stationary point exactly from a limited 
number of experimental points and can reconstruct a better approximation for torque 
performance than that in direct RSM. For example, using the TEE, MC and response 
surface model, the torque performance is improved by 15% and 5% of mean value and 
variance, compared to that in direct RSM. 
If the torque optimization procedure uses direct Monte Carlo method, at least a 
thousand iterations with FEA are required. Hence, the Monte Carlo method is 
generally unsuitable for practical design problems of electromagnetic components, 
where the objective/constraint functions are obtained through computationally 
intensive and time consuming algorithms such as the finite element analysis. However, 
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the study shows, the technique which combines the RSM and the Monte Carlo method 
can overcome this major drawback and is effective.  
The distribution of variables is constrained to normal distribution for the analysis 
in the study. If the response involved in optimization a non-normalized multivariate 
distribution, for example, the posterior distribution, other advanced MC methods can 
be resorted. The Markov chain Monte Carlo method is one of the effective approaches.  
In general, the proposed method is promising for rapid and robust global 
optimizations of electromagnetic design problems where the objective functions must 
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9.1 Summary of Research Results 
 
In this dissertation, we have considered the problems in designing experiments 
and optimization analysis in the robust design for electromechanical systemts for hard 
disk drive, tailored for spindle motors. This is an important issue since the choice of an 
experimental design can affect the specification of the product or process. 
Robust design is an experimental optimization technique to achieve a designer’s 
specified target mean response while simultaneously minimizing the variance of 
response. It uses experimentation of products and processes to determine the best 
settings of controllable parameters (control factors) which make the products and 
processes robust to uncontrollable parameters (noise factors). The combination of 
engineering concepts and statistical implementations in robust design has been proven 
to be invaluable. Nevertheless many of the statistical techniques and methods used 
have left room for improvement. 
It is well known that the most sophisticated analyses cannot salvage poorly 
designed experiments. Taguchi recommends the orthogonal array (OA) for designing 
experiments, which is greatly emphasized in this research. As the effective analytical 
tools, Analysis of Mean (ANOM) and Analysis of Variance (ANOVA) give the 
analytical results for optimization, which is based on the experiment responses. The 
applicability of Taguchi’s robust design approach is investigated with two examples. 
Torque optimization and UMP minimization for HDD spindle motors are realized with 
22.4% and 79% improvement compared to the original designs, respectively.  
In this research the Response Surface Methodology, an alternative to Taguchi 
method, is used to assess and optimize the torque performance of one spindle motor. 
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The mixed resolution central composite design is researched and developed for torque 
performance optimization. Using the second-degree fitted regression model, the 
optimum setting of factors within the control of the experimenter is found, and 
robustness is achieved because factor settings are selected to reduce the variation of the 
torque performance. ANOVA displays the total, regression, and residual sums of 
squares (as well as the mean of squares), and elucidates the adequacy of the fitted 
model. Window-zoom-in method is introduced to improve the optimization process. 
Third-degree regression model is also discussed in the RSM study. The torque 
performance (Tc/Tr) is improved about 74.4% using RSM with zoom-in MR-CCD 
technique, compared to that in the original design. 
To optimize multiple performance objectives, we have introduced an effective 
approach, the hybrid multi-response optimization design. The approach has been 
applied to robust design problems to obtain the best settings, yielding a target 
condition on the mean while minimizing the variance. In this approach, the useful tools 
in Taguchi method and Response Surface Methodology are integrated and applied to 
experimental design. The essential feature of the approach is, both mean and the 
variance are treated as two responses of interest to be optimized.  
During the design and research procedure for actual systems or objects, we often 
face with incomplete or inadequate data. To solve this, an effective design approach is 
proposed. The approach combines grey relational analysis (GRA) and orthogonal array 
experiment design. The results obtained in Grey System method agree with that of 
Taguchi’s parameter design, even with less experimental runs. This effective approach 
improves torque performance by about 52% compared to the original design. 
The existing RSM design is further modified to improve its performance by 
incorporating the TEE and Monte Carlo method in conjunction with appropriate 
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criteria. The TEE and MC techniques give the approximate estimation of the 
coefficients of the RSM regression models. The results have indicated the 
improvement of the RSM model with an example of torque optimization. The effective 
approach improves the mean torque value with 15% compared to the direct RSM.  
 
9.2 Summary of Conclusions 
 
1. Taguchi’s robust design method is applied effectively in the torque and 
Unbalanced-Magnetic-Pull optimization for HDD spindle motors. The orthogonal 
array, analysis of mean and analysis of variance are efficient tools in Taguchi 
method. Applying the three stages of Taguchi method, such as system design, 
parameter design and tolerance design, the desired quality of product can be 
reached. For implementation, the screening experiment design is introduced to 
reduce the number of parameters for optimization effectively in this study.  
Taguchi method is based on the design of experiments to provide near optimal 
quality characteristics for a specific objective. It is often demeaned by 
academicians for technical deficiencies which can be improved by using Response 
Surface Methodology.  Unfortunately, most of those who demean Taguchi method 
might have missed the whole point. Taguchi method is not just a statistical 
application of design of experiments. It integrates the statistical design of 
experiments into a powerful engineering process. 
The true power of Taguchi method comes from its simplicity of implementation. It 
is often applied on the manufacturing floor by the engineers and technicians to 
improve their products and their processes. The goal is not just to optimize an 
arbitrary objective function but to reduce the sensitivity of engineering designs to 
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uncontrollable factors or noise. The objective function used is the signal-to-noise 
ratio which is maximized. This moves design targets towards the middle of the 
design space so that external variation affects the behavior of the design as little as 
possible. This permits large reductions in both part and assembly tolerances which 
are major drivers of manufacturing cost. Linking quality characteristics to cost 
through the Taguchi loss function is a major advancement in quality engineering, 
as well as in the ability to design for cost. 
Even though some of the specific statistical techniques implemented by Taguchi’s 
proposed robust parameter design methodology has drawn controversy and 
criticism, Taguchi’s approach of identifying parameters that affect variability as 
well as location is an innovative concept to quality engineers. 
2. Compared to the Taguchi’s robust design, Response Surface Methodology gives 
better optimal point using the fitted model, and is especially effective in torque 
optimization because of the continuity of the parameters in spindle motors design. 
Combined array design used in mixed resolution central composite design is an 
effective alternative to the crossed array design presented by Taguchi as discussed 
previously. The combined array approach is superior to the crossed array approach 
when estimation of control × control interactions is concerned. However, if the 
performance surface is too complicated and the second-order mathematical model 
cannot fit into the actual performance surface well, the ranges for control variables 
cannot be large. Otherwise, the fitted model is inadequate. Therefore it is 
recommended that combining other effective optimization techniques and 
Response Surface Methodology in realizing robust design. One solution is using 
window-zoom-in technique, another one can utilize the higher-order model to 
search the near-optimum ranges for variables. Or the Taguchi method can be 
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incorporated in RSM design. All solutions are searching the rough optimal point in 
the large but reasonable ranges of variables. Then in the reduced ranges, RSM is 
applied for further optimization to search more accurate optimal point. The great 
advantage of RSM is that it can solve the complicated problems and is suitable for 
the nonlinear optimization.  
3. The purpose of the constrained optimization in this study is to find appropriate 
designs for dual modeling of the mean and variance. The effective method is a 
hybrid method that combines Taguchi method and RSM. This method could reduce 
the number of experiment runs using OA. The example has shown that the 
response surface analysis including both inner and outer array variables can lead to 
increased understanding and optimizing. 
4. The Grey System method is firstly introduced in robust design strategies to solve 
inadequate data problem. A new measurement of the grey relational grade is 
proposed. Compared with the original grey relational grade, the new measurement 
keeps the ranges of grey relational coefficients between 0 and 1 when different 
identifying factors are selected. The new measurement of grey relational grade 
makes the difference between the two compared objects more obvious. This will be 
helpful to solve some problems which respect to the grey relational grades as 
important data for operation and decision makings. 
5. Due to the deficiencies of Response Surface Methodology, Monte Carlo method 
and TEE are also introduced. The application of Monte Carlo simulation on 
elemental regression models is proposed and examined. The results have illustrated 
that the RSM model for torque performance has been improved after using the 
Monte Carlo simulation. The purpose is to increase the accuracy of the response 
analysis without largely increasing the computation time and experiment runs. 
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Moreover, it can reproduce the stationary point exactly from very limited number 
of experimental points and can reconstruct a better approximation for torque 
performance than that in direct RSM. 
If the torque optimization uses Monte Carlo method only, the FEA experiment 
needs at least thousands of iterations to generate the model. Hence, the Monte 
Carlo method is generally unsuitable for practical complicated design problems of 
electromagnetic components. It is especially not ideal when the objective functions 
are obtained through the FEA. However, from this study, the technique of the 
integration of RSM and Monte Carlo method has overcome this major drawback. 
 
9.3 Original Contributions 
 
In this dissertation, robust design technologies involving Taguchi method and 
Response Surface Methodology and their initiative application in design optimization 
in hard disk drive, have been investigated thoroughly. A hybrid robust design for 
optimization in hard disk drive is developed and formulated. Two effective 
approaches, grey relational analysis and Monte Carlo method, are initially introduced 
and developed in the robust design. Several examples are tested successfully using 
these different methods and their comparison results are also given. Specifically, the 
present work has the following major contributions: 
1. A Taguchi’s robust design research approach for the general optimization for 
electromagnetic structures has been formulated. A variety of optimal design 
examples for spindle motors optimization have been investigated using the 
proposed approach. Preliminary study on two examples of shape parameters 
optimal design for spindle motors has also been done to verify the 
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applicability of the Taguchi’s robust design approach to design optimization 
in hard disk drive. 
2. An optimization approach using Response Surface Methodology for 
electromagnetic structures is introduced. Due to the continuity of the design 
parameters, the second-degree fitting model gives more exact values of 
parameters for optimal performance, compared to Taguchi’ robust design. 
Window-zoom-in method is introduced for improvement in the RSM design. 
The numerical results show that the RSM design using zoom-in method is 
superior to the original RSM design in term of finding an optimal point for 
reduction of mean performance value and its variance. Moreover, higher-
degree model is employed to search the near-optimum ranges in the study. It 
is also helpful to narrow the variables’ ranges to search the optimum point. In 
particular, the study utilized the response surface techniques to identify a 
pareto-optimal design solution on the objective functions. 
3. As an alternative, hybrid robust design using orthogonal array and regression 
models is presented. Dual responses are generated for mean performance and 
the variance of performance, respectively. The constrained optimization has 
been realized successfully in torque optimization of spindle motors. This 
approach provides a rational platform for the systematic identification of 
robust designs in a multiple objective domain. 
4. An effective optimization research approach using Grey System method is 
originally introduced. The grey relational analysis has been incorporated with 
Taguchi’s experiment design technique successfully. The analysis results 
show that this new approach provides the reasonable optimal values using 
simple calculations with the same and less number of OA experiments. New 
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grey relational analysis is developed which exhibits a better characteristic for 
analysis and optimization using Grey System method. 
5. To implement the RSM design, Monte Carlo method is incorporated with 
TEE technique in the robust design application. The second-degree RSM 
regression model is generated using TEE and MC simulation, without much 
increase in computing time and FEA experiments runs as compared to those 
generated by direct RSM. The new RSM model gives better performance 
with an example of torque optimization for HDD spindle motor design. 
6. The digital prototypes of spindle motors are optimized using FEA and robust 
design techniques. Different design approaches are verified through 
numerical simulation.  The results have shown the applicability and 
effectiveness of robust design techniques in HDD.   
 
9.4 Future Work 
 
The approaches developed in this research could be valuable tools for robust 
design problems in hard disk drive. Future research can concentrate on developing 
designs to accommodate the various robust design problems encountered in practice. 
The principle areas of future work can be divided into the following three main 
parts: (1) improving the optimization search strategy for robust design methods, such 
as Multiquadrics Approximation [130]; (2) introducing new methods and approaches 
into the robust design methods, for instance, introducing the Moving Least Squares 
(MLS) method [85], and Minimal Function Calls (MFC) method [160] to improve the 
RSM model acceptability; (3) extending the robust design software tools to different 
realistic components and system design in hard disk drive and other industries.   
175 
 
Chapter 9: Conclusions and Future Research 
 
As discussed previously, the Grey System method combined with Taguchi 
method is investigated. This design can be considerably more economical than the 
Taguchi method alone. The potential research could be further explored with designs 
and analysis using Grey System techniques. Further research could consider the non-
orthogonality and pseudo-orthogonality for the robust parameter design by relaxing the 
dominance of the orthogonality assumption. This investigation might lead to the 
development of the experimental design by smaller size experiments.  
Since estimated response model obtained via the proposed CCD at small ranges 
of variables is sufficient, additional explorations of the use of weighted least-squares 
regression analysis would also be an appropriate area for further study. Determining an 
appropriate weight is an interesting problem. Moreover, since study of the CCD is 
based upon the use of the central composite design throughout the process, other types 
of second-order response surface design should be considered. For instance, the Box-
Behnken design, a minimum bias design, or a small composite design could be 
investigated with respect to the proposed CCD. 
The use of multi-response optimization strategy for dual responses of the mean 
and variance for a single quality characteristic is illustrated. A potential area of future 
research could be an investigation of how the performance of each optimization 
techniques could be examined for the multiple quality characteristics. 
The models that are considered in the study were linear in the design parameters. 
However, many mathematical models used in scientific research contain parameters 
that are not expressed linearly, for instance, in biological and chemical science and 
electromagnetic engineering. To alleviate the limitation of quadratic RSM regression 
models, the nonlinear models can be used. Incorporating the nonlinear techniques and 
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TABLE A-1          TABLE A-2  
L9 (34) Orthogonal Array                Common Orthogonal Arrays with Number of Equivalent Full Factorial Experiments 
 
      A B C D
1      1 1 1 1
Orthogonal Array Factors and Levels 
No. of Experiments 
(Full Factorial Experiment) 
2 1 2 2 2  L4 3 factors at 2 levels 8 
3 1 3 3 3  L8 7 factors at 2 levels 128 
4 2 1 2 3  L9 4 factors at 3 levels 81 
5 2 2 3 1  L16 15 factors at 2 levels 32,768 
6 2 3 1 2  L27 13 factors at 3 levels 1,594,323 
7 3 1 3 2  L64 21 factors at 4 levels 4.4 x 1012
8         3 2 1 3










TABLE A-3  
Cogging Torque for a 6-pole 9-slot Spindle Motor Using Taguchi’s Parameter Design 
 
9          8 7 6 5 4 3 2 1
0.015       0.015 0.015 0.0 0.0 0.0 -0.015 -0.015 -0.015 ∆P 
 
6p9s :  Tc 
0.25         0.225 0.20 0.25 0.225 0.20 0.25 0.225 0.20 La 
 
 A Rp* C P** -0.025         0.0 -0.05 0.0 -0.05 -0.025 -0.05 -0.025 0.0 ∆Rp ⎯Y s S/N 
1                 31.0 R1 10.0 P1 0.4260 0.4313 0.4302 0.5545 0.5709 0.5851 0.6644 0.6935 0.7203 0.5640 0.1153 4.82
2                 31.0 R2 15.0 P2 0.6413 0.7261 0.8167 0.5277 0.6082 0.6991 0.7778 0.4660 0.5532 0.6462 0.1184 3.66
3                 31.0 R3 20.0 P3 0.9012 0.9621 1.0247 0.9055 0.9722 1.0404 0.9006 0.9629 1.0468 0.9685 0.0588 0.26
4                 32.44 R1 15.0 P3 0.7382 0.7887 0.8415 0.7439 0.8008 0.8585 0.7526 0.8033 0.8650 0.7992 0.0484 1.93
5                 32.44 R2 20.0 P1 0.3450 0.3418 0.3360 0.4825 0.4947 0.5048 0.5797 0.6042 0.6267 0.4795 0.1150 6.17
6                 32.44 R3 10.0 P2 0.6039 0.6834 0.7657 0.5212 0.5971 0.6853 0.4074 0.4846 0.5707 0.5910 0.1109 4.43
7                 34.0 R1 20.0 P2 0.5083 0.5760 0.6479 0.4549 0.5226 0.5989 0.3737 0.4421 0.5180 0.5158 0.0847 5.53
8                 34.0 R2 10.0 P3 0.5450 0.5834 0.6229 0.5581 0.6015 0.6452 0.5640 0.6108 0.6591 0.5989 0.0396 4.44
9                 34.0 R3 15.0 P1 0.2382 0.2250 0.2217 0.3549 0.3601 0.3645 0.4346 0.4501 0.4643 0.3459 0.0968 8.93




Rp ∆Rp P ∆P 
Level nominal 0.0      -0.025 -0.05 Level nominal -0.015 0.0 0.015
1 6.5 6.5       6.475 6.45 1 0.65 0.635 0.65 0.665
2          7.5 7.5 7.475 7.45 2 0.75 0.735 0.75 0.765
3          8.5 8.5 8.475 8.45
 
3 0.85 0.835 0.85 0.865
 
La Hm 
0.20   0.225 0.25









Running Torque for a 6-pole 9-slot Spindle Motor Using Taguchi’s Parameter Design 
 
9          8 7 6 5 4 3 2 1
0.015       0.015 0.015 0.0 0.0 0.0 -0.015 -0.015 -0.015 ∆P 
 
6p9s :  Tr 
0.25         0.225 0.20 0.25 0.225 0.20 0.25 0.225 0.20 La 
 
 A Rp* C P** -0.025         0.0 -0.05 0.0 -0.05 -0.025 -0.05 -0.025 0.0 ∆Rp ⎯Y s S/N 
1                 31.0 R1 10.0 P1 0.982 1.009 1.034 0.969 0.995 1.021 0.955 0.981 1.007 0.995 0.0254 -0.053
2                 31.0 R2 15.0 P2 1.070 1.095 1.117 1.060 1.085 1.108 1.049 1.074 1.098 1.084 0.0226 0.696
3                 31.0 R3 20.0 P3 1.121 1.140 1.158 1.116 1.136 1.154 1.111 1.131 1.150 1.135 0.0169 1.099
4                 32.44 R1 15.0 P3 1.122 1.141 1.158 1.117 1.136 1.154 1.117 1.131 1.150 1.136 0.0157 1.107
5                 32.44 R2 20.0 P1 1.000 1.026 1.051 0.987 1.013 1.038 0.973 0.999 1.025 1.012 0.0251 0.100
6                 32.44 R3 10.0 P2 1.077 1.100 1.121 1.067 1.091 1.113 1.056 1.081 1.104 1.090 0.0216 0.744
7                 34.0 R1 20.0 P2 1.080 1.103 1.123 1.071 1.094 1.114 1.060 1.084 1.106 1.093 0.0207 0.766
8                 34.0 R2 10.0 P3 1.124 1.142 1.158 1.119 1.138 1.155 1.113 1.132 1.150 1.137 0.0160 1.111
9                 34.0 R3 15.0 P1 1.006 1.038 1.057 0.993 1.019 1.044 0.980 1.006 1.031 1.019 0.0253 0.159






















Tooth face angle 
A 
Tooth face II 
radius 
Rp












1        31.0 6.5 10.0 0.65 0.5856 1.021 0.574
2        31.0 7.5 15.0 0.75 0.6999 1.107 0.632
3        31.0 8.5 20.0 0.85 1.0403 1.153 0.902
4        32.44 6.5 15.0 0.85 0.8582 1.153 0.744
5        32.44 7.5 20.0 0.65 0.5049 1.038 0.486
6        32.44 8.5 10.0 0.75 0.6865 1.112 0.617
7        34.0 6.5 20.0 0.75 0.5994 1.113 0.539
8        34.0 7.5 10.0 0.85 0.6449 1.153 0.559
9        34.0 8.5 15.0 0.65 0.3647 1.044 0.349
Original  
design 32.44       8.95 32.44 1.00 0.7056 1.169 0.604
Conventional 
optimization 34.00       7.5 15.00 0.65 0.3403 1.042 0.327
Taguchi’s 















Experiment of Noise Effect for a 6-pole 9-slot Spindle Motor After Using Traditional Optimization 
 
9          8 7 6 5 4 3 2 1
0.015       0.015 0.015 0.0 0.0 0.0 -0.015 -0.015 -0.015 ∆P 
 
6p9s :  traditional optimization  
0.25         0.225 0.20 0.25 0.225 0.20 0.25 0.225 0.20 La 
 
 A Rp* C P** -0.025         0.0 -0.05 0.0 -0.05 -0.025 -0.05 -0.025 0.0 ∆Rp ⎯Y s S/N 
Tc                 34.0 R2 15.0 P1 0.2256 0.2156 0.2041 0.3357 0.3383 0.3401 0.4140 0.4272 0.4385 0.3266 0.0923 9.42
Tr                 34.0 R2 15.0 P1 1.004 1.030 1.055 0.991 1.017 1.042 0.978 1.004 1.029 1.017 0.0248 0.14






Experiment of Noise Effect for a 6-pole 9-slot Spindle Motor After Taguchi’s Parameter Design 
 
9          8 7 6 5 4 3 2 1
0.015       0.015 0.015 0.0 0.0 0.0 -0.015 -0.015 -0.015 ∆P 
 
6p9s :  Taguchi’s parameter design  
0.25         0.225 0.20 0.25 0.225 0.20 0.25 0.225 0.20 La 
 
 A Rp* C P** -0.025         0.0 -0.05 0.0 -0.05 -0.025 -0.05 -0.025 0.0 ∆Rp ⎯Y s S/N 
Tc                 34.0 R2 15.0 P2 0.5044 0.5720 0.6431 0.4532 0.5203 0.5970 0.3722 0.4407 0.5172 0.5133 0.0838 5.69
Tr                 34.0 R2 15.0 P2 1.080 1.103 1.123 1.071 1.094 1.115 1.060 1.084 1.106 1.093 0.0208 0.77












TABLE A-8  
Screening Experiment for UMP Optimization of an 8p9s Spindle Motor 
Hm Hy Hm x Hy La P-ratio A UMP 
Run 
X1 X2 X1 x X2 X4 X5 X6 Unit:N 
1        1.0 1.03 1 0.2 0.65 32.0 0.5177
2        1.0 1.03 1 0.4 0.95 38.0 0.0844
3        1.0 0.53 2 0.2 0.65 38.0 0.0101
4        1.0 0.53 2 0.4 0.95 32.0 0.0948
5        1.5 1.03 2 0.2 0.95 32.0 0.6965
6        1.5 1.03 2 0.4 0.65 38.0 0.0425
7        1.5 0.53 1 0.2 0.95 38.0 0.0519
8        1.5 0.53 1 0.4 0.65 32.0 0.0189










TABLE A-9  
ANOM in Screening Experiment for an 8p9s Spindle Motor – UMP Analysis 
Hm Hy Hm x Hy La P-ratio A 
Level 
X1 X2 X1 x X2 X4 X5 X6 
1       0.1768 0.3353 0.1682 0.3190 0.1473 0.3320
2       0.2024 0.0439 0.2110 0.0601 0.2319 0.0472













TABLE A-10  
ANOVA in Screening Experiment for an 8p9s Spindle Motor – UMP Analysis 
Factor Degree of freedom SSSF Factor effect 
Hm    1 0.000655 0.23%
Hy    1 0.084914 29.53%
Hm x Hy 1 0.001832 0.64% 
La    1 0.066977 23.29%
P-ratio    1 0.007157 2.49%
A    1 0.081111 28.20%
Residual    0.044939










TABLE A-11  
Inner Array (L9) for an 8p9s Spindle Motor – UMP Analysis 
Run     Hy La P-ratio A
1     0.53 0.2 0.65 32.0
2     0.53 0.3 0.80 35.0
3     0.53 0.4 0.95 38.0
4     0.78 0.2 0.80 38.0
5     0.78 0.3 0.95 32.0
6     0.78 0.4 0.65 35.0
7     1.03 0.2 0.95 35.0
8     1.03 0.3 0.65 38.0
9     1.03 0.4 0.80 32.0










TABLE A-12  
Outer Array (L9) for an 8p9s Spindle Motor – UMP Analysis 
Run ∆H ∆L ∆P ∆A 
1     -0.01 0.0 -0.03 -0.1
2     -0.01 0.025 0.0 0.0
3     -0.01 0.05 0.03 0.1
4     0.0 0.0 0.0 0.1
5     0.0 0.025 0.03 -0.1
6     0.0 0.05 -0.03 0.0
7     0.01 0.0 0.03 0.0
8     0.01 0.025 -0.03 0.1







TABLE A-13  
Performances in Crossed Experiment Using Taguchi’s Parameter Design for an 8p9s Spindle Motor – UMP Analysis 
 
9         8 7 6 5 4 3 2 1  
0.01         0.01 0.01 0.0 0.0 0.0 -0.01 -0.01 -0.01 ∆H 




0.0         -0.03 0.03 -0.03 0.03 0.0 0.03 0.0 -0.03 ∆P 
 
 Hy La P A -0.1         0.1 0.0 0.0 -0.1 0.1 0.1 0.0 -0.1 ∆A Ym σ S/N 
1 0.53                0.2 0.65 32.0 19.40 32.75 69.7 25.1 73.0 40.65 56.4 38.95 10.25 40.69 21.86 -33.18
2 0.53                0.3 0.80 35.0 36.0 34.7 53.75 30.85 47.05 40.5 42.8 35.15 35.55 39.59 7.22 -32.08
3 0.53                0.4 0.95 38.0 30.35 25.85 31.45 23.25 38.7 24.35 32.2 30.4 19.6 28.46 5.75 -29.24
4 0.78                0.2 0.80 38.0 88.15 65.85 119.4 42.35 112.9 90.55 101.8 90.3 48.1 84.38 27.06 -38.90
5 0.78                0.3 0.95 32.0 199.75 174.3 267.9 162.65 233.15 225.55 218.0 217.15 205.8 211.58 31.35 -46.59
6 0.78                0.4 0.65 35.0 106.7 129.25 107.5 121.5 92.45 115.4 80.25 105.05 147.8 111.77 19.90 -41.09
7 1.03                0.2 0.95 35.0 344.0 341.05 490.0 280.7 458.1 441.85 387.45 419.15 359.15 391.27 66.69 -51.96
8 1.03                0.3 0.65 38.0 10.25 25.45 27.5 25.95 23.2 5.8 17.9 7.2 69.5 23.64 19.13 -29.46
9 1.03                0.4 0.80 32.0 79.45 111.4 47.55 107.65 32.7 81.2 26.95 72.55 124.6 76.01 34.92 -38.36
Para. 
Design 
0.53                0.3 0.65 38.0 4.6 17.8 17.15 13.35 11.95 4.7 12.7 2.45 14.1 10.98 5.66 -21.73











TABLE A-14  
ANOM in Parameter Design for an 8-pole 9-slot Spindle Motor – UMP Analysis 
Hy    La P A
Level ⎯y S/N ⎯y S/N ⎯y S/N ⎯y S/N 
1 36.25        -31.50 172.11 -41.35 58.7 -34.58 109.43 -39.38
2 135.91        -42.19 91.60 -36.04 66.66 -36.45 180.88 -41.71
3 163.64        -39.93 72.08 -36.23 210.44 -42.60 45.49 -32.53
Mean (⎯y) = 111.93 Mean (S/N) = -37.87 
 
TABLE A-15  
ANOVA in Parameter Design for an 8-pole 9-slot Spindle Motor – UMP Analysis 
ANOVA 
SSSF Factor effects (%) 
 
⎯y σ S/N ⎯y σ S/N 
Hy 26929.2807      1447.7559 190.4487 23.40 50.85 39.09
La 16868.8914      710.1378 54.4467 14.66 24.94 11.18
P 43761.0777      345.1068 105.6402 38.02 12.12 21.68
A 27523.8783      343.8999 136.6239 23.92 12.08 28.05
Total 115083.1281      2846.9004 487.1595 100.0 100.0 100.0





TABLE A-16  
Tolerance Design I: Experiment for an 8-pole 9-slot Spindle Motor – UMP Analysis 
9         8 7 6 5 4 3 2 1  
0.005         0.005 0.005 0.0 0.0 0.0 -0.005 -0.005 -0.005 ∆H 




0.0         -0.02 0.02 -0.02 0.02 0.0 0.02 0.0 -0.02 ∆P 
 
 Hy La P A -0.05         0.05 0.0 0.0 -0.05 0.05 0.05 0.0 -0.05 ∆A Ym σ S/N 
Tole-
design 
0.53                0.3 0.65 38.0 4.35 12.2 8.15 13.0 9.85 4.65 7.1 4.85 12.9  8.56 3.58 -19.28
 
Note: Hm+Hy = 2.03 mm  Axial length = 5 mm  
  
Rational reduction of variance 
 Current tolerance:  σ = 5.66  σ2 = 32.0356 
Desired tolerance: σ = 3.0   σ2 = 9.0  %reduction = 28% 
 
 Trade-off by trial and error: (.28) = {(1/xH)2*(.51) + (1/xL)2*(.25) + (1/xP)2*(.12) + (1/xA)2*(.18)}+error 






TABLE A-17  
Tolerance Design II: Experiment for an 8-pole 9-slot Spindle Motor – UMP Analysis 
9         8 7 6 5 4 3 2 1  
0.005         0.005 0.005 0.0 0.0 0.0 -0.005 -0.005 -0.005 ∆H 




0.0         -0.015 0.015 -0.015 0.015 0.0 0.015 0.0 -0.015 ∆P 
 
 Hy La P A -0.05         0.05 0.0 0.0 -0.05 0.05 0.05 0.0 -0.05 ∆A Ym σ S/N 
Tole-
design 
0.53                0.3 0.65 38.0 4.35 11.1 7.25 11.85 8.3 4.75 7.7 4.7 10.05  7.78 2.82 -18.30
 
Note: Hm+Hy = 2.03 mm   Axial length = 5 mm  
   
Rational reduction of variance 
 Current tolerance:  σ = 5.66  σ2 = 32.0356 
Desired tolerance: σ = 3.0   σ2 = 9.0  %reduction = 28% 
 
 Trade-off by trial and error: (.28) = {(1/xH)2*(.39) + (1/xL)2*(.11) + (1/xP)2*(.22) + (1/xA)2*(.28)} 







TABLE A-18  
Current Distribution for an 8-pole 9-slot Spindle Motor – UMP Analysis 
Electrical degree Mechanical degree Phase A Phase B Phase C 
00 – 600 00 – 150 +   0 -
600 - 1200 150 – 300 0   + -
1200 – 1800 300 – 450 -   + 0
1800 – 2400 450 – 600 -   0 +
2400 – 3000 600 – 750 0   - +
3000 – 3600 750 - 900 +   - 0








Table A-19  
Mixed Resolution CCD Experiments for a 6-pole 9-slot Spindle Motor 
 
Run X1 X2 X3 X4 Z1 Z2 Z3 Tc Tr Y(Tc/Tr) 
1 1 1 1 1 1 1 1 0.6536 1.1180 0.5846 
2 -1 1 1 1 1 -1 -1 0.9404 1.1509 0.8171 
3 1 -1 1 1 1 -1 -1 0.7606 1.1513 0.6606 
4 -1 -1 1 1 1 1 1 0.8222 1.1132 0.7386 
5 1 1 -1 1 1 -1 -1 0.7476 1.1508 0.6496 
6 -1 1 -1 1 1 1 1 0.8181 1.1119 0.7358 
7 1 -1 -1 1 1 1 1 0.6533 1.1127 0.5871 
8 -1 -1 -1 1 1 -1 -1 0.9270 1.1485 0.8071 
9 1 1 1 -1 1 1 -1 0.0546 1.0236 0.0533 
10 -1 1 1 -1 1 -1 1 0.1025 1.0673 0.0960 
11 1 -1 1 -1 1 -1 1 0.1032 1.0708 0.0964 
12 -1 -1 1 -1 1 1 -1 0.1329 1.0160 0.1308 
13 1 1 -1 -1 1 -1 1 0.1088 1.0704 0.1016 
14 -1 1 -1 -1 1 1 -1 0.1349 1.0159 0.1328 
15 1 -1 -1 -1 1 1 -1 0.0602 1.0184 0.0591 
16 -1 -1 -1 -1 1 -1 1 0.1090 1.0631 0.1025 
17 1 1 1 1 -1 -1 1 0.7769 1.1429 0.6798 
18 -1 1 1 1 -1 1 -1 0.8027 1.1000 0.7297 
19 1 -1 1 1 -1 1 -1 0.6591 1.1023 0.5979 
20 -1 -1 1 1 -1 -1 1 0.9367 1.1403 0.8215 
21 1 1 -1 1 -1 1 -1 0.6541 1.1018 0.5937 
22 -1 1 -1 1 -1 -1 1 0.9325 1.1395 0.8183 
23 1 -1 -1 1 -1 -1 1 0.7588 1.1389 0.6663 
24 -1 -1 -1 1 -1 1 -1 0.7759 1.0950 0.7086 
25 1 1 1 -1 -1 -1 -1 0.3181 1.0486 0.3034 
26 -1 1 1 -1 -1 1 1 0.4447 0.9915 0.4485 
27 1 -1 1 -1 -1 1 1 0.3224 0.9969 0.3234 
28 -1 -1 1 -1 -1 -1 -1 0.4412 1.0417 0.4235 
29 1 1 -1 -1 -1 1 1 0.3221 0.9965 0.3232 
30 -1 1 -1 -1 -1 -1 -1 0.4446 1.0417 0.4268 
31 1 -1 -1 -1 -1 -1 -1 0.3073 1.0437 0.2944 
32 -1 -1 -1 -1 -1 1 1 0.4347 0.9869 0.4405 
33 2 0 0 0 0 0 0 0.5213 1.0906 0.4780 
34 -2 0 0 0 0 0 0 0.6100 1.0831 0.5632 
35 0 2 0 0 0 0 0 0.6048 1.0897 0.5550 
36 0 -2 0 0 0 0 0 0.5509 1.0856 0.5075 
37 0 0 2 0 0 0 0 0.6004 1.0893 0.5512 
38 0 0 -2 0 0 0 0 0.5549 1.0845 0.5117 
39 0 0 0 2 0 0 0 0.7274 1.1493 0.6329 
40 0 0 0 -2 0 0 0 0.7230 0.9648 0.7494 
41 0 0 0 0 0 0 0 0.5798 1.0880 0.5329 






(41.52%) 0 0 0 0.4312 0.7653 0.5634 
 
 












Zoom-in Mixed Resolution CCD Experiments for a 6-pole 9-slot Spindle Motor 
 
Run X1 X2 X3 X4 Z1 Z2 Z3 Tc Tr Y(Tc/Tr) 
1 1 1 1 1 1 1 1 0.3434 1.0501 0.3270 
2 -1 1 1 1 1 -1 -1 0.4883 1.0955 0.4457 
3 1 -1 1 1 1 -1 -1 0.4799 1.0961 0.4378 
4 -1 -1 1 1 1 1 1 0.3291 1.0470 0.3143 
5 1 1 -1 1 1 -1 -1 0.4839 1.0965 0.4413 
6 -1 1 -1 1 1 1 1 0.3303 1.0469 0.3155 
7 1 -1 -1 1 1 1 1 0.3202 1.0482 0.3055 
8 -1 -1 -1 1 1 -1 -1 0.4606 1.0936 0.4212 
9 1 1 1 -1 1 1 -1 0.4245 0.9894 0.4290 
10 -1 1 1 -1 1 -1 1 0.4931 1.0376 0.4752 
11 1 -1 1 -1 1 -1 1 0.4228 1.0391 0.4069 
12 -1 -1 1 -1 1 1 -1 0.4785 0.9853 0.4856 
13 1 1 -1 -1 1 -1 1 0.4218 1.0395 0.4058 
14 -1 1 -1 -1 1 1 -1 0.4779 0.9854 0.4850 
15 1 -1 -1 -1 1 1 -1 0.4160 0.9874 0.4225 
16 -1 -1 -1 -1 1 -1 1 0.4836 1.0354 0.4671 
17 1 1 1 1 -1 -1 1 0.1758 1.0756 0.1634 
18 -1 1 1 1 -1 1 -1 0.0503 1.0245 0.0491 
19 1 -1 1 1 -1 1 -1 0.0510 1.0263 0.0497 
20 -1 -1 1 1 -1 -1 1 0.1437 1.0730 0.1339 
21 1 1 -1 1 -1 1 -1 0.0541 1.0266 0.0527 
22 -1 1 -1 1 -1 -1 1 0.1456 1.0730 0.1357 
23 1 -1 -1 1 -1 -1 1 0.1543 1.0739 0.1437 
24 -1 -1 -1 1 -1 1 -1 0.0591 1.0221 0.0578 
25 1 1 1 -1 -1 -1 -1 0.6367 1.0137 0.6281 
26 -1 1 1 -1 -1 1 1 0.6761 0.9587 0.7052 
27 1 -1 1 -1 -1 1 1 0.5892 0.9612 0.6130 
28 -1 -1 1 -1 -1 -1 -1 0.7175 1.0100 0.7104 
29 1 1 -1 -1 -1 1 1 0.5877 0.9615 0.6112 
30 -1 1 -1 -1 -1 -1 -1 0.7171 1.0100 0.7100 
31 1 -1 -1 -1 -1 -1 -1 0.6223 1.0117 0.6151 
32 -1 -1 -1 -1 -1 1 1 0.6639 0.9564 0.6942 
33 2 0 0 0 0 0 0 0.1777 1.0344 0.1718 
34 -2 0 0 0 0 0 0 0.2788 1.0289 0.2710 
35 0 2 0 0 0 0 0 0.2260 1.0333 0.2187 
36 0 -2 0 0 0 0 0 0.2277 1.0309 0.2209 
37 0 0 2 0 0 0 0 0.2258 1.0332 0.2185 
38 0 0 -2 0 0 0 0 0.2269 1.0302 0.2202 
39 0 0 0 2 0 0 0 0.5798 1.0880 0.5329 
40 0 0 0 -2 0 0 0 0.7230 0.9648 0.7494 
41 0 0 0 0 0 0 0 0.2259 1.0323 0.2188 
















Cogging Torque Simulation and Analysis for a 6-pole 9-slot Spindle Motor Using Crossed Experiment Design 
 
9          8 7 6 5 4 3 2 1
0.015 0.015      0.015 0.0 0.0 0.0 -0.015 -0.015 -0.015 Z1(∆P) 
 
6p9s :  Tc 
0.05         0.025 0.0 0.05 0.025 0.0 0.05 0.025 0. 0 Z2(∆La) 
 
 X1(A) X2(Rp*) X3(C)  X4(P**) -0.025         0.0 -0.05 0.0 -0.05 -0.025 -0.05 -0.025 0.0 Z3(∆Rp) ⎯Y σ S/N 
1                 31.75 7.0* 12.5 0.675** 0.1418 0.1261 0.1114 0.2913 0.2837 0.2690 0.4393 0.4447 0.4388 0.2829 0.1365 10.1633
2                 33.25 7.0* 12.5 0.675** 0.0627 0.0478 0.0803 0.1938 0.1808 0.1609 0.3216 0.3180 0.3110 0.1863 0.1105 13.4138
3                 31.75 8.0* 12.5 0.675** 0.1350 0.1194 0.1062 0.2792 0.2779 0.2657 0.4426 0.4420 0.4446 0.2792 0.1401 10.2052
4                 33.25 8.0* 12.5 0.675** 0.0554 0.0514 0.1088 0.1897 0.1747 0.1583 0.3221 0.3215 0.3149 0.1885 0.1092 13.3579
5                 31.75 7.0* 17.5 0.675** 0.1330 0.1177 0.1040 0.2884 0.2770 0.2644 0.4412 0.4398 0.4412 0.2785 0.1400 10.2232
6                33.25 7.0* 17.5 0.675** 0.0566 0.0463 0.1032 0.1909 0.1762 0.1586 0.3224 0.3207 0.3137 0.1876 0.1101 13.3741
7                31.75 8.0* 17.5 0.675** 0.1310 0.1166 0.1025 0.2891 0.2769 0.2656 0.4447 0.4438 0.4459 0.2796 0.1424 10.1692
8                33.25 8.0* 17.5 0.675** 0.0546 0.0599 0.1182 0.1901 0.1712 0.1588 0.3254 0.3205 0.3181 0.1908 0.1081 13.2996
9                31.75 7.0* 12.5 0.825** 0.8108 0.8742 0.9266 0.7979 0.8655 0.9250 0.7749 0.8479 0.9137 0.8596 0.0564 1.2974
10                 33.25 7.0* 12.5 0.825** 0.6532 0.7034 0.7536 0.6540 0.7107 0.7613 0.6433 0.7042 0.7593 0.7048 0.0469 3.0219
11                 31.75 8.0* 12.5 0.825** 0.8183 0.8751 0.9334 0.8115 0.8738 0.9387 0.7935 0.8619 0.9334 0.8711 0.0557 1.1832
12                 33.25 8.0* 12.5 0.825** 0.6504 0.7009 0.7479 0.6565 0.7129 0.7624 0.6537 0.7147 0.7692 0.7076 0.0465 2.9873
13                 31.75 7.0* 17.5 0.825** 0.8221 0.8827 0.9431 0.8166 0.8797 0.9456 0.7962 0.8648 0.9371 0.8764 0.0571 1.1293
14                 33.25 7.0* 17.5 0.825** 0.6608 0.7114 0.7613 0.6648 0.7224 0.7735 0.6591 0.7203 0.7763 0.7167 0.0474 2.8769
15                 31.75 8.0* 17.5 0.825** 0.8211 0.8807 0.9402 0.8201 0.8823 0.9482 0.8022 0.8708 0.9431 0.8787 0.0564 1.1069
16                 33.25 8.0* 17.5 0.825** 0.6534 0.6953 0.7509 0.6609 0.7098 0.7679 0.6604 0.7140 0.7769 0.7099 0.0472 2.9585
17                 31.0 7.5* 15.0 0.75** 0.6411 0.7193 0.8083 0.5339 0.6094 0.6994 0.3895 0.4639 0.5507 0.6017 0.1318 4.2308
18                 34.0 7.5* 15.0 0.75** 0.5127 0.5750 0.6390 0.4576 0.5205 0.5903 0.3775 0.4424 0.5137 0.5143 0.0807 5.6816
19                 32.5 6.5* 15.0 0.75** 0.5650 0.6401 0.7142 0.4786 0.5500 0.6272 0.3661 0.4366 0.5122 0.5433 0.1084 5.1476
20                 32.5 8.5* 15.0 0.75** 0.6123 0.6872 0.7703 0.5299 0.6043 0.6911 0.4199 0.4947 0.5809 0.5990 0.1083 4.3276
21                 32.5 7.5* 10.0 0.75** 0.5638 0.6395 0.7125 0.4825 0.5537 0.6311 0.3683 0.4399 0.5166 0.5453 0.1071 5.1205
22                 32.5 7.5* 20.0 0.75** 0.6093 0.6840 0.7671 0.5255 0.6001 0.6859 0.4151 0.4892 0.5739 0.5945 0.1089 4.3900
23                 32.5 7.5* 15.0 0.60** 0.6576 0.7070 0.6540 0.6896 0.7230 0.7536 0.7194 0.7524 0.7895 0.7162 0.0450 2.8837
24                 32.5 7.5* 15.0 0.90** 0.6813 0.7037 0.7328 0.6986 0.7277 0.7617 0.7139 0.7489 0.7894 0.7287 0.0339 2.7411
25                 32.5 7.5* 15.0 0.75** 0.5917 0.6651 0.7460 0.5074 0.5791 0.6632 0.3962 0.4681 0.5507 0.5742 0.1084 4.6838
 Z1(∆P) 0.0         0.0 0.0 -0.015 -0.015 -0.015 -0.03 -0.03 -0.03  
Org. 32.44                8.95 32.44 1.0** 0.6801 0.6919 0.7124 0.6827 0.6946 0.7145 0.6842 0.6963 0.7135 0.6967 0.0137 3.1377









Running Torque Simulation and Analysis for a 6-pole 9-slot Spindle Motor Using Crossed Experiment Design 
 
9          8 7 6 5 4 3 2 1
0.015 0.015      0.015 0.0 0.0 0.0 -0.015 -0.015 -0.015 Z1(∆P) 
 
6p9s :  Tr 
0.05         0.025 0.0 0.05 0.025 0.0 0.05 0.025 0. 0 Z2(∆La) 
 
 X1(A) X2(Rp*) X3(C)  X4(P**) -0.025         0.0 -0.05 0.0 -0.05 -0.025 -0.05 -0.025 0.0 Z3(∆Rp) ⎯Y σ S/N 
1                 31.75 7.0* 12.5 0.675** 1.0125 1.0380 1.0629 0.9995 1.0250 1.0505 0.9867 1.0127 1.0385 1.0251 0.0247 0.2090
2                 33.25 7.0* 12.5 0.675** 1.0181 1.0431 1.0672 1.0059 1.0309 1.0556 0.9929 1.0185 1.0435 1.0306 0.0240 0.2558
3                 31.75 8.0* 12.5 0.675** 1.0158 1.0414 1.0660 1.0027 1.0284 1.0534 0.9901 1.0163 1.0417 1.0287 0.0244 0.2368
4                 33.25 8.0* 12.5 0.675** 1.0216 1.0464 1.0704 1.0094 1.0343 1.0589 0.9965 1.0219 1.0469 1.0340 0.0239 0.2845
5                 31.75 7.0* 17.5 0.675** 1.0160 1.0417 1.0661 1.0034 1.0293 1.0542 0.9902 1.0165 1.0417 1.0288 0.0245 0.2399
6                33.25 7.0* 17.5 0.675** 1.0221 1.0469 1.0708 1.0098 1.0348 1.0593 0.9969 1.0224 1.0472 1.0345 0.0239 0.2881
7                31.75 8.0* 17.5 0.675** 1.0173 1.0429 1.0673 1.0047 1.0306 1.0554 0.9915 1.0178 1.0429 1.0300 0.0245 0.2506
8                33.25 8.0* 17.5 0.675** 1.0236 1.0486 1.0722 1.0113 1.0366 1.0607 0.9985 1.0242 1.0486 1.0360 0.0238 0.3013
9      31.75 7.0* 12.5 0.825** 1.1089 1.1294 1.1437 1.1026         1.1235 1.1434 1.0949 1.1166 1.1373 1.1223 0.0178 0.9989
10                 33.25 7.0* 12.5 0.825** 1.1128 1.1315 1.1487 1.1058 1.1257 1.1445 1.0985 1.1194 1.1390 1.1251 0.0174 1.0210
11                 31.75 8.0* 12.5 0.825** 1.1120 1.1324 1.1509 1.1057 1.1266 1.1459 1.0978 1.1195 1.1396 1.1256 0.0183 1.0246
12                 33.25 8.0* 12.5 0.825** 1.1160 1.1342 1.1508 1.1089 1.1285 1.1469 1.1017 1.1222 1.1414 1.1278 0.0171 1.0423
13                 31.75 7.0* 17.5 0.825** 1.1133 1.1329 1.1500 1.1060 1.1269 1.1461 1.0987 1.1204 1.1404 1.1261 0.0179 1.0284
14                 33.25 7.0* 17.5 0.825** 1.1165 1.1347 1.1513 1.1094 1.1291 1.1473 1.1022 1.1229 1.1419 1.1284 0.0170 1.0464
15                 31.75 8.0* 17.5 0.825** 1.1147 1.1341 1.1508 1.1072 1.1281 1.1470 1.1000 1.1216 1.1414 1.1272 0.0178 1.0372
16                 33.25 8.0* 17.5 0.825** 1.1180 1.1360 1.1521 1.1107 1.1305 1.1483 1.1036 1.1242 1.1429 1.1296 0.0169 1.0558
17                 31.0 7.5* 15.0 0.75** 1.0690 1.0932 1.1155 1.0585 1.0830 1.1059 1.0478 1.0731 1.0964 1.0825 0.0223 0.6835
18                 34.0 7.5* 15.0 0.75** 1.0773 1.0996 1.1205 1.0678 1.0905 1.1122 1.0575 1.0810 1.1030 1.0899 0.0208 0.7438
19                 32.5 6.5* 15.0 0.75** 1.0720 1.0950 1.1169 1.0621 1.0855 1.1081 1.0514 1.0755 1.0985 1.0850 0.0216 0.7040
20                 32.5 8.5* 15.0 0.75** 1.0761 1.0990 1.1204 1.0663 1.0897 1.1117 1.0556 1.0797 1.1021 1.0890 0.0214 0.7357
21                 32.5 7.5* 10.0 0.75** 1.0715 1.0946 1.1165 1.0611 1.0844 1.1070 1.0509 1.0750 1.0982 1.0844 0.0217 0.6988
22                 32.5 7.5* 20.0 0.75** 1.0757 1.0987 1.1201 1.0659 1.0893 1.1114 1.0553 1.0793 1.1018 1.0886 0.0214 0.7330
23                 32.5 7.5* 15.0 0.60** 0.9526 0.9791 1.0044 0.9393 0.9647 0.9895 0.9236 0.9499 0.9755 0.9643 0.0255 -0.3240
24                 32.5 7.5* 15.0 0.90** 1.1331 1.1503 1.1660 1.1319 1.1493 1.1654 1.1286 1.1465 1.1628 1.1482 0.0146 1.1986
25                 32.5 7.5* 15.0 0.75** 1.0743 1.0947 1.1188 1.0645 1.0879 1.1073 1.0538 1.0779 1.1005 1.0866 0.0210 0.7173
 Z1(∆P) 0.0         0.0 0.0 -0.015 -0.015 -0.015 -0.03 -0.03 -0.03  
Org. 32.44                8.95 32.44 1.0** 1.1363 1.1530 1.1687 1.1369 1.1535 1.1689 1.1378 1.1544 1.1696 1.1532 0.0139 1.2367









The Ratio of Tc/Tr Simulation and Analysis for a 6-pole 9-slot Spindle Motor Using Crossed Experiment Design 
 
9          8 7 6 5 4 3 2 1
0.015 0.015      0.015 0.0 0.0 0.0 -0.015 -0.015 -0.015 Z1(∆P) 
 
6p9s :  Tc/Tr 
0.05         0.025 0.0 0.05 0.025 0.0 0.05 0.025 0. 0 Z2(∆La) 
 
 X1(A) X2(Rp*) X3(C)  X4(P**) -0.025         0.0 -0.05 0.0 -0.05 -0.025 -0.05 -0.025 0.0 Z3(∆Rp) ⎯Y σ S/N 
1                 31.75 7.0* 12.5 0.675** 0.1400 0.1215 0.1048 0.2914 0.2768 0.2561 0.4452 0.4391 0.4225 0.2775 0.1365 10.2894
2                 33.25 7.0* 12.5 0.675** 0.0616 0.0458 0.0752 0.1927 0.1764 0.1524 0.3239 0.3122 0.2980 0.1820 0.1096 13.5852
3                 31.75 8.0* 12.5 0.675** 0.1329 0.1147 0.0996 0.2784 0.2702 0.2522 0.4470 0.4349 0.4268 0.2730 0.1394 10.3728
4                 33.25 8.0* 12.5 0.675** 0.0542 0.0491 0.1016 0.1879 0.1689 0.1495 0.3232 0.3146 0.3008 0.1833 0.1080 13.5680
5                 31.75 7.0* 17.5 0.675** 0.1309 0.1130 0.0976 0.2874 0.2691 0.2508 0.4456 0.4327 0.4235 0.2723 0.1393 10.3911
6                 33.25 7.0* 17.5 0.675** 0.0554 0.0442 0.0964 0.1890 0.1703 0.1497 0.3234 0.3137 0.2996 0.1824 0.1088 13.5852
7                 31.75 8.0* 17.5 0.675** 0.1288 0.1118 0.0960 0.2877 0.2687 0.2517 0.4485 0.4360 0.4276 0.2730 0.1415 10.3479
8                 33.25 8.0* 17.5 0.675** 0.0533 0.0571 0.1102 0.1880 0.1652 0.1497 0.3259 0.3129 0.3034 0.1851 0.1068 13.5277
9       31.75 7.0* 12.5 0.825** 0.7312 0.7740 0.8102 0.7237         0.7704 0.8090 0.7077 0.7594 0.8034 0.7654 0.0383 2.3121
10                 33.25 7.0* 12.5 0.825** 0.5870 0.6217 0.6560 0.5914 0.6313 0.6652 0.5856 0.6291 0.6666 0.6260 0.0326 4.0582
11                 31.75 8.0* 12.5 0.825** 0.7359 0.7728 0.8110 0.7339 0.7756 0.8192 0.7228 0.7699 0.8191 0.7734 0.0373 2.2234
12                 33.25 8.0* 12.5 0.825** 0.5828 0.6180 0.6499 0.5920 0.6317 0.6647 0.5934 0.6369 0.6739 0.6270 0.0329 4.0436
13                 31.75 7.0* 17.5 0.825** 0.7384 0.7792 0.8201 0.7383 0.7806 0.8253 0.7247 0.7719 0.8217 0.7778 0.0386 2.1731
14                 33.25 7.0* 17.5 0.825** 0.5918 0.6269 0.6613 0.5992 0.6398 0.6745 0.5980 0.6415 0.6798 0.6348 0.0334 3.9372
15                 31.75 8.0* 17.5 0.825** 0.7366 0.7766 0.8170 0.7407 0.7821 0.8267 0.7293 0.7764 0.8263 0.7791 0.0383 2.1591
16                 33.25 8.0* 17.5 0.825** 0.5844 0.6121 0.6518 0.5950 0.6279 0.6687 0.5984 0.6351 0.6798 0.6281 0.0337 4.0279
17                 31.0 7.5* 15.0 0.75** 0.5997 0.6580 0.7246 0.5044 0.5627 0.6324 0.3717 0.4323 0.5023 0.5542 0.1126 4.9697
18                 34.0 7.5* 15.0 0.75** 0.4759 0.5229 0.5703 0.4285 0.4773 0.5307 0.3570 0.4093 0.4657 0.4708 0.0660 6.4673
19                 32.5 6.5* 15.0 0.75** 0.5271 0.5846 0.6394 0.4506 0.5067 0.5660 0.3482 0.4060 0.4663 0.4994 0.0916 5.9024
20                 32.5 8.5* 15.0 0.75** 0.5690 0.6253 0.6875 0.4970 0.5546 0.6217 0.3978 0.4582 0.5271 0.5487 0.0901 5.1105
21                 32.5 7.5* 10.0 0.75** 0.5262 0.5842 0.6382 0.4547 0.5106 0.5701 0.3505 0.4092 0.4704 0.5016 0.0904 5.8698
22                 32.5 7.5* 20.0 0.75** 0.5664 0.6226 0.6848 0.4930 0.5509 0.6171 0.3933 0.4533 0.5209 0.5447 0.0908 5.1709
23                 32.5 7.5* 15.0 0.60** 0.6903 0.7221 0.6511 0.7342 0.7495 0.7616 0.7789 0.7921 0.8093 0.7432 0.0503 2.5599
24                 32.5 7.5* 15.0 0.90** 0.6013 0.6118 0.6285 0.6172 0.6332 0.6536 0.6326 0.6532 0.6789 0.6345 0.0241 3.9461
25                 32.5 7.5* 15.0 0.75** 0.5508 0.6061 0.6668 0.4767 0.5323 0.5989 0.3760 0.4343 0.5004 0.5269 0.0910 5.4515
 Z1(∆P) 0.0         0.0 0.0 -0.015 -0.015 -0.015 -0.03 -0.03 -0.03  
Org. 32.44                8.95 32.44 1.0** 0.5985 0.6001 0.6096 0.6005 0.6022 0.6113 0.6013 0.6032 0.6100 0.6041 0.0049 4.3779









Cogging Torque Simulation and Analysis for a 6-pole 9-slot Spindle Motor Using Pareto-Optimal Design 
 
9          8 7 6 5 4 3 2 1
0.015 0.015      0.015 0.0 0.0 0.0 -0.015 -0.015 -0.015 Z1(∆P) 
 
6p9s :  Tc 
0.05         0.025 0.0 0.05 0.025 0.0 0.05 0.025 0. 0 Z2(∆La) 
 
 X1(A) X2(Rp*) X3(C)  X4(P**) -0.025         0.0 -0.05 0.0 -0.05 -0.025 -0.05 -0.025 0.0 Z3(∆Rp) ⎯Y σ S/N 
1             6.65* 10.730 0.0718 0.0571 0.0633 0.1971 0.1853 0.1660 0.3189 0.3125 0.3072 0.1866 0.1082 13.4477
2             7.35* 10.730 0.0658 0.0513 0.0823 0.1942 0.1810 0.1648 0.3211 0.3194 0.3116 0.1879 0.1094 13.3768
3             6.65* 14.270 0.0660 0.0526 0.0789 0.1958 0.1827 0.1580 0.3233 0.3191 0.3115 0.1875 0.1100 13.3786
4             7.35* 14.270 0.0628 0.0512 0.0998 0.1970 0.1803 0.1648 0.3250 0.3250 0.3112 0.1908 0.1093 13.2780
5 6.5* 12.50 0.0646            0.0558 0.0681 0.1918 0.1802 0.1593 0.3153 0.3112 0.3092 0.1839 0.1083 13.5390
6 7.5* 12.50 0.0642            0.0439 0.0926 0.1961 0.1750 0.1650 0.3255 0.3242 0.3182 0.1894 0.1120 13.2766
7             7.0* 10.00 0.0694 0.0555 0.0697 0.1967 0.1845 0.1578 0.3198 0.3162 0.3092 0.1865 0.1090 13.4332
8             7.0* 15.00 0.0651 0.0520 0.0942 0.1971 0.1833 0.1586 0.3263 0.3236 0.3165 0.1907 0.1103 13.2608
9 
33.250
7.0*             12.50
0.675 






Running Torque Simulation and Analysis for a 6-pole 9-slot Spindle Motor Using Pareto-Optimal Design 
 
9          8 7 6 5 4 3 2 1
0.015 0.015      0.015 0.0 0.0 0.0 -0.015 -0.015 -0.015 Z1(∆P) 
 
6p9s :  Tr 
0.05         0.025 0.0 0.05 0.025 0.0 0.05 0.025 0. 0 Z2(∆La) 
 
 X1(A) X2(Rp*) X3(C)  X4(P**) -0.025         0.0 -0.05 0.0 -0.05 -0.025 -0.05 -0.025 0.0 Z3(∆Rp) ⎯Y σ S/N 
1 6.65* 10.730 1.0148            1.0399 1.0639 1.0025 1.0276 1.0523 0.9895 1.0153 1.0402 1.0273 0.0241 0.2279
2             7.35* 10.730 1.0182 1.0434 1.0674 1.0061 1.0311 1.0555 0.9932 1.0186 1.0438 1.0308 0.0240 0.2573
3             6.65* 14.270 1.0190 1.0440 1.0678 1.0066 1.0317 1.0561 0.9937 1.0194 1.0443 1.0314 0.0240 0.2623
4             7.35* 14.270 1.0211 1.0458 1.0696 1.0087 1.0338 1.0581 0.9960 1.0213 1.0460 1.0334 0.0238 0.2790
5 6.5* 12.50 1.0159            1.0410 1.0651 1.0036 1.0287 1.0534 0.9906 1.0162 1.0414 1.0284 0.0241 0.2371
6 7.5* 12.50 1.0198            1.0445 1.0686 1.0076 1.0324 1.0571 0.9947 1.0201 1.0450 1.0322 0.0239 0.2691
7             7.0* 10.00 1.0158 1.0409 1.0649 1.0036 1.0286 1.0532 0.9905 1.0162 1.0413 1.0283 0.0241 0.2363
8             7.0* 15.00 1.0204 1.0453 1.0691 1.0081 1.0332 1.0575 0.9952 1.0208 1.0456 1.0328 0.0239 0.2741
9 
33.250
7.0*             12.50
0.675 












The Ratio of Tc/Tr Simulation and Analysis for a 6-pole 9-slot Spindle Motor Using Pareto-Optimal Design 
 
9          8 7 6 5 4 3 2 1
0.015 0.015      0.015 0.0 0.0 0.0 -0.015 -0.015 -0.015 Z1(∆P) 
 
6p9s :  Tc/Tr 
0.05         0.025 0.0 0.05 0.025 0.0 0.05 0.025 0. 0 Z2(∆La) 
 
 X1(A) X2(Rp*) X3(C)  X4(P**) -0.025         0.0 -0.05 0.0 -0.05 -0.025 -0.05 -0.025 0.0 Z3(∆Rp) ⎯Y σ S/N 
1             6.65* 10.730 0.0708 0.0549 0.0595 0.1966 0.1803 0.1577 0.3223 0.3078 0.2953 0.1828 0.1076 13.5939
2             7.35* 10.730 0.0646 0.0492 0.0771 0.1930 0.1755 0.1561 0.3233 0.3136 0.2985 0.1834 0.1085 13.5553
3             6.65* 14.270 0.0648 0.0504 0.0739 0.1945 0.1771 0.1496 0.3253 0.3130 0.2983 0.1830 0.1091 13.5595
4             7.35* 14.270 0.0615 0.0490 0.0933 0.1953 0.1744 0.1558 0.3263 0.3182 0.2975 0.1857 0.1082 13.4792
5 6.5* 12.50 0.0636            0.0536 0.0639 0.1911 0.1752 0.1512 0.3183 0.3062 0.2969 0.1800 0.1076 13.6957
6 7.5* 12.50 0.0630            0.0420 0.0867 0.1946 0.1695 0.1561 0.3272 0.3178 0.3045 0.1846 0.1108 13.4679
7             7.0* 10.00 0.0683 0.0533 0.0655 0.1960 0.1794 0.1498 0.3229 0.3112 0.2969 0.1826 0.1084 13.5864
8             7.0* 15.00 0.0638 0.0497 0.0881 0.1955 0.1774 0.1500 0.3279 0.3170 0.3027 0.1858 0.1092 13.4558
9 
33.250
7.0*             12.50
0.675 



















Experiment of Noise Effect for a 6-pole 9-slot Spindle Motor (Tc) 
 
9          8 7 6 5 4 3 2 1
0.015 0.015      0.015 0.0 0.0 0.0 -0.015 -0.015 -0.015 ∆P 
 
6p9s :  Tc  
0.25         0.225 0.20 0.25 0.225 0.20 0.25 0.225 0.20 La 
 
Optimal design 
approaches A Rp* C P** 
-0.025         0.0 -0.05 0.0 -0.05 -0.025 -0.05 -0.025 0.0 ∆Rp ⎯Y s S/N 
Zoom-in  
MR-CCD 32.60
0 7.47             14.900 69.6% 0.1698 0.2331 0.3012 0.0508 0.0746 0.1369 0.1817 0.1669 0.1516 0.1630 0.0755 14.9996
Pareto-optimal + 
Zoom-in 33.25
0 7.02             12.570 67.5% 0.0647 0.0514 0.0816 0.1944 0.1811 0.1629 0.3217 0.3181 0.3111 0.1874 0.1095 13.3927
RSM + 
MC 32.65
0 7.46             14.930 69.3% 0.1471 0.2054 0.2757 0.0673 0.0557 0.1111 0.2030 0.1909 0.1686
 
0.1583 0.0710 15.2954
 0.0         0.0 0.0 -0.015 -0.015 -0.015 -0.03 -0.03 -0.03 ∆P  
Original design 32.440 8.95             32.440 100% 0.6801 0.6919 0.7124 0.6827 0.6946 0.7145 0.6842 0.6963 0.7135  0.6967 0.0137 3.1377
 
TABLE A-28 
Experiment of Noise Effect for a 6-pole 9-slot Spindle Motor (Tr) 
 
9          8 7 6 5 4 3 2 1
0.015 0.015      0.015 0.0 0.0 0.0 -0.015 -0.015 -0.015 ∆P 
 
6p9s :  Tr  
0.25         0.225 0.20 0.25 0.225 0.20 0.25 0.225 0.20 La 
 
Optimal design 
approaches A Rp* C P** 
-0.025         0.0 -0.05 0.0 -0.05 -0.025 -0.05 -0.025 0.0 ∆Rp ⎯Y s S/N 
Zoom-in  
MR-CCD 32.60
0 7.47             14.900 69.6% 1.0362 1.0609 1.0844 1.0241 1.0489 1.0731 1.0119 1.0373 1.0619 1.0487 0.0236 0.4075
Pareto-optimal + 
Zoom-in 33.25
0 7.02             12.570 67.5% 1.0183 1.0432 1.0673 1.0060 1.0309 1.0556 0.9931 1.0187 1.0437 1.0308 0.0240 0.2643
RSM + 
MC 32.65
0 7.46             14.930 69.3% 1.0336 1.0585 1.0822 1.0217 1.0465 1.0712 1.0093 1.0343 1.0588
 
1.0462 0.0237 0.3866
      -0.015 -0.015 -0.03 -0.03 -0.03 ∆P  








Experiment of Noise Effect for a 6-pole 9-slot Spindle Motor (Tc/Tr) 
 
9          8 7 6 5 4 3 2 1
0.015 0.015      0.015 0.0 0.0 0.0 -0.015 -0.015 -0.015 ∆P 
 
6p9s :  Tc/Tr  
0.25         0.225 0.20 0.25 0.225 0.20 0.25 0.225 0.20 La 
 
Optimal design 
approaches A Rp* C P** 
-0.025         0.0 -0.05 0.0 -0.05 -0.025 -0.05 -0.025 0.0 ∆Rp ⎯Y s S/N 
Zoom-in  
MR-CCD 32.60
0 7.47             14.900 69.6% 0.1639 0.2197 0.2778 0.0496 0.0711 0.1276 0.1796 0.1609 0.1428 0.1549 0.0699 15.4832
Pareto-optimal + 
Zoom-in 33.25
0 7.02             12.570 67.5% 0.0635 0.0493 0.0765 0.1932 0.1757 0.1543 0.3239 0.3123 0.2981 0.1830 0.1086 13.5696
RSM + 
MC 32.65
0 7.46             14.930 69.3% 0.1423 0.1940 0.2548 0.0659 0.0532 0.1037 0.2011 0.1846 0.1592
 
0.1510 0.0666 15.7295
      -0.015 -0.015 -0.03 -0.03 -0.03 ∆P  








Table A-30  
Crossed Experiment for an 8-pole 6-slot Spindle Motor 
 
        Noise variables
   z             1 0.18 0.2 0.22 0.2 0.22 0.18 0.22 0.18 0.2
Control Variables z2 1           2 3 1 2 3 1 2 3 Actual values Predicted value
   z            3 1 1 1 2 2 2 3 3 3   
x1 x2 x3 Run              1 2 3 4 5 6 7 8 9 Mean Std Mean Std
-1                 3.84 1.196 1 0.9835 0.9439 0.9054 0.94345 0.9081 1.02555 0.9044 1.03215 0.98685 0.9593 0.05009 0.9467 0.0458
1                 3.84 1.196 2 0.8884 0.81805 0.7543 0.86415 0.83005 0.83045 0.84295 0.87945 0.8098 0.8353 0.04065 0.8419 0.0362
-1                 3.96 1.196 3 1.02775 0.9879 0.9491 0.9856 0.92945 1.07695 0.9444 1.0816 1.03675 1.0022 0.05665 0.9915 0.051
1                 3.96 1.196 4 0.95705 0.88665 0.8195 0.9323 0.8936 0.90715 0.90795 0.95685 0.88295 0.9049 0.04245 0.9115 0.0378
-1                 3.84 1.314 5 0.974 0.92565 0.8809 0.92875 0.87285 1.00745 0.8867 1.0176 0.9639 0.9398 0.05417 0.9263 0.0492
1                 3.84 1.314 6 0.8501 0.7789 0.71635 0.82545 0.78925 0.7943 0.80115 0.8411 0.7712 0.7964 0.04055 0.8003 0.0368
-1                 3.96 1.314 7 1.01735 0.96845 0.92315 0.96975 0.90595 1.05735 0.9255 1.06565 1.01105 0.9827 0.05867 0.9691 0.0536
1                 3.96 1.314 8 0.9178 0.84535 0.7772 0.8896 0.84875 0.86655 0.8618 0.91385 0.8396 0.8623 0.04291 0.8679 0.0376
-1.682                 3.9 1.255 9 0.8711 0.856 0.882 0.8229 0.8171 0.9691 0.7827 0.8495 0.9204 0.8634 0.05632 0.8904 0.0635
1.682                 3.9 1.255 10 0.7941 0.7234 0.677 0.7727 0.7057 0.7312 0.753 0.7378 0.709 0.7337 0.03584 0.7171 0.042
0                 3.8 1.255 11 0.9659 0.9053 0.8745 0.9343 0.8804 0.9449 0.9065 0.9197 0.9154 0.9163 0.0293 0.9223 0.0352
0                 4 1.255 12 1.0641 1.0004 0.9711 1.0274 0.9708 1.0528 0.9949 1.0159 1.0173 1.0127 0.0325 1.0168 0.0403
0                 3.9 1.155 13 1.0264 0.969 0.9413 0.9969 0.9414 1.0142 0.9657 0.9769 0.9861 0.9797 0.02951 0.9829 0.0361
0                 3.9 1.355 14 0.9766 0.9076 0.8776 0.9418 0.883 0.9542 0.9101 0.924 0.922 0.9218 0.03212 0.929 0.0388
















Table A-31  
Crossed Experiment for an 8-pole 6-slot Spindle Motor (Zoom-in) 
 
        Noise variables
   z             1 0.18 0.2 0.22 0.2 0.22 0.18 0.22 0.18 0.2
Control Variables z2 1           2 3 1 2 3 1 2 3 Actual values Predicted value
   z            3 1 1 1 2 2 2 3 3 3   
x1 x2 x3 Run              1 2 3 4 5 6 7 8 9 Mean Std Mean Std
-1                 3.82 1.275 1 0.9369 0.87635 0.8156 0.9096 0.8486 0.90665 0.87545 0.94765 0.88045 0.8886 0.04169 0.8873 0.0416
1                 3.82 1.275 2 0.7955 0.73445 0.673 0.77495 0.71455 0.7431 0.75345 0.7889 0.7236 0.7446 0.03894 0.7465 0.0398
-1                 3.88 1.275 3 0.9642 0.90235 0.84075 0.9356 0.87335 0.93585 0.9052 0.97655 0.90835 0.9158 0.04274 0.9141 0.0428
1                 3.88 1.275 4 0.82625 0.76435 0.69915 0.8042 0.7435 0.77585 0.78085 0.82175 0.7546 0.7745 0.04027 0.7761 0.041
-1                 3.82 1.335 5 0.9136 0.8542 0.7927 0.887 0.8257 0.8808 0.85795 0.92285 0.8574 0.8658 0.04098 0.8657 0.0412
1                 3.82 1.335 6 0.7725 0.7139 0.653 0.75335 0.69335 0.72145 0.73095 0.7655 0.70355 0.7231 0.03789 0.7237 0.039
-1                 3.88 1.335 7 0.9402 0.8795 0.81705 0.9129 0.84975 0.9104 0.88205 0.9498 0.8845 0.8918 0.04206 0.8913 0.0424
1                 3.88 1.335 8 0.8023 0.7423 0.67975 0.78165 0.72025 0.7529 0.75755 0.7972 0.7334 0.7519 0.03897 0.7521 0.0402
-1.682                 3.85 1.305 9 0.97045 0.90935 0.84965 0.93905 0.8807 0.94875 0.90735 0.9846 0.91905 0.9232 0.04269 0.9255 0.0432
1.682                3.85 1.305 10 0.7487 0.68105 0.61745 0.729 0.66335 0.68505 0.70935 0.732 0.6651 0.6923 0.04146 0.69 0.0399
0                 3.8 1.305 11 0.8583 0.79415 0.72995 0.83485 0.77275 0.80505 0.81105 0.85385 0.7842 0.8049 0.04089 0.8047 0.0402
0                 3.9 1.305 12 0.9054 0.83875 0.7719 0.8796 0.81515 0.85575 0.85355 0.9039 0.831 0.8506 0.04286 0.8511 0.0423
0                 3.85 1.255 13 0.8957 0.83155 0.7674 0.87075 0.81125 0.8452 0.85015 0.89585 0.82295 0.8434 0.04131 0.8434 0.0409
0                 3.85 1.355 14 0.86115 0.7947 0.7301 0.8203 0.7728 0.80865 0.811 0.85745 0.7857 0.8047 0.04079 0.805 0.0399
















Table A-32  
Cogging Torque for a 6-pole 9-slot Spindle Motor Using Reduced Experiment Design 
 
9          8 7 6 5 4 3 2 1
0.015       0.015 0.015 0.0 0.0 0.0 -0.015 -0.015 -0.015 ∆P 
 
6p9s :  Tc 
0.25         0.225 0.20 0.25 0.225 0.20 0.25 0.225 0.20 La 
 
 A Rp* C P** -0.025         0.0 -0.05 0.0 -0.05 -0.025 -0.05 -0.025 0.0 ∆Rp ⎯Y s S/N 
1                 31.0 R1 10.0 P1 0.4260 0.4313 0.4302 0.5545 0.5709 0.5851 0.6644 0.6935 0.7203 0.5640 0.1153 4.82
2                 31.0 R3 20.0 P3 0.9012 0.9621 1.0247 0.9055 0.9722 1.0404 0.9006 0.9629 1.0468 0.9685 0.0588 0.26
3                 32.44 R2 20.0 P1 0.3450 0.3418 0.3360 0.4825 0.4947 0.5048 0.5797 0.6042 0.6267 0.4795 0.1150 6.17
4                 34.0 R1 20.0 P2 0.5083 0.5760 0.6479 0.4549 0.5226 0.5989 0.3737 0.4421 0.5180 0.5158 0.0847 5.53





Rp ∆Rp P ∆P 
Level nominal 0.0      -0.025 -0.05 Level nominal -0.015 0.0 0.015
1 6.5 6.5       6.475 6.45 1 0.65 0.635 0.65 0.665
2          7.5 7.5 7.475 7.45 2 0.75 0.735 0.75 0.765
3          8.5 8.5 8.475 8.45
 
3 0.85 0.835 0.85 0.865
 
La Hm 
0.20   0.225 0.25









TABLE A-33  
Cogging Torque for a 6-pole 9-slot Spindle Motor Using Reduced Experiment Design (II) 
 
9          8 7 6 5 4 3 2 1
0.015       0.015 0.015 0.0 0.0 0.0 -0.015 -0.015 -0.015 ∆P 
 
6p9s :  Tc 
0.25         0.225 0.20 0.25 0.225 0.20 0.25 0.225 0.20 La 
 
 A Rp* C P** -0.025         0.0 -0.05 0.0 -0.05 -0.025 -0.05 -0.025 0.0 ∆Rp ⎯Y s S/N 
1                 31.0 R1 10.0 P1 0.4260 0.4313 0.4302 0.5545 0.5709 0.5851 0.6644 0.6935 0.7203 0.5640 0.1153 4.82
2                 31.0 R2 15.0 P2 0.6413 0.7261 0.8167 0.5277 0.6082 0.6991 0.7778 0.4660 0.5532 0.6462 0.1184 3.66
3                 31.0 R3 20.0 P3 0.9012 0.9621 1.0247 0.9055 0.9722 1.0404 0.9006 0.9629 1.0468 0.9685 0.0588 0.26
4                 32.44 R2 20.0 P1 0.3450 0.3418 0.3360 0.4825 0.4947 0.5048 0.5797 0.6042 0.6267 0.4795 0.1150 6.17
5                 32.44 R3 10.0 P2 0.6039 0.6834 0.7657 0.5212 0.5971 0.6853 0.4074 0.4846 0.5707 0.5910 0.1109 4.43
6                 34.0 R2 10.0 P3 0.5450 0.5834 0.6229 0.5581 0.6015 0.6452 0.5640 0.6108 0.6591 0.5989 0.0396 4.44





Pre-processed Experimental Data for Reduced Experiment (II) 
x0(k) 1.0         1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0
x1(k) 0.7167         0.7201 0.7403 0.6375 0.6556 0.6736 0.4789 0.5254 0.5605
x2(k) 0.3920         0.3202 0.2590 0.6862 0.5947 0.5050 0.2490 0.9690 0.8474
x3(k) 0.0         0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
x4(k) 0.8389         0.8415 0.8577 0.7683 0.7801 0.7924 0.6506 0.6995 0.7212
x5(k) 0.4484         0.3781 0.3225 0.6980 0.6177 0.5254 1.0 0.9327 0.8173
x6(k) 0.5373         0.5138 0.5004 0.6309 0.6056 0.5847 0.6825 0.6866 0.6656






Grey Relational Coefficients for Reduced Experiment (II) 
γ01(k) 0.7792         0.7813 0.7938 0.7339 0.7438 0.7539 0.6574 0.6782 0.6947
γ02(k) 0.6219         0.5953 0.5744 0.7612 0.7116 0.6689 0.5711 0.9699 0.8676
γ03(k) 0.5         0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5
γ04(k) 0.8613         0.8632 0.8754 0.8119 0.8197 0.8281 0.7411 0.7689 0.7820
γ05(k) 0.6445         0.6166 0.5961 0.7680 0.7234 0.6782 1.0 0.9369 0.8455
γ06(k) 0.6837         0.6729 0.6668 0.7304 0.7172 0.7066 0.7590 0.7614 0.7494






Grey Relational Grades and S/N Ratios for Reduced Experiments (II) 
Experiment No.         1 2 3 4 5 6 7












TABLE A-37  
Noise Effect on Cogging Torque for a 6-pole 9-slot Spindle Motor Using Grey Optimal Design 
 
9          8 7 6 5 4 3 2 1
0.015         0.015 0.015 0.0 0.0 0.0 -0.015 -0.015 -0.015 ∆P 
 
6p9s :  Tc 
0.25         0.225 0.20 0.25 0.225 0.20 0.25 0.225 0.20 La 
 
 A Rp  C P -0.025         0.0 -0.05 0.0 -0.05 -0.025 -0.05 -0.025 0.0 ∆Rp ⎯Y s 
Grey optimal design  34.00 8.5            15.00 65% 0.2382 0.2250 0.2217 0.3549 0.3601 0.3645 0.4346 0.4501 0.4643 0.3459 0.0968
New grey optimal design 34.00 7.5            10.00 65% 0.2351 0.2219 0.2031 0.3416 0.3394 0.3338 0.4180 0.4242 0.4300 0.3275 0.0892
















































































































































































































































































Figure B-5. Predicted response surfaces of the fitted response model for the 6-pole 9-





Figure B-6. Predicted contours of the fitted response model for the 6-pole 9-slot 
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Figure B-11. Visualization of the fitted response model for the 8-pole 6-slot spindle 
motor (zoom-in) 
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