We present an application of the digital image correlation (DIC) method to highresolution transmission electron microscopy (HRTEM) images for nanoscale deformation analysis. The combination of DIC and HRTEM offers both the ultrahigh spatial resolution and high displacement detection sensitivity that are not possible with other microscope-based DIC techniques. We demonstrate the accuracy and utility of the HRTEM-DIC technique through displacement and strain analysis on amorphous silicon. Two types of error sources resulting from the transmission electron microscopy (TEM) image noise and electromagnetic-lens distortions are quantitatively investigated via rigid-body translation experiments. The local and global DIC approaches are applied for the analysis of diffusion-and reaction-induced deformation fields in electrochemically lithiated amorphous silicon. The DIC technique coupled with HRTEM provides a new avenue for the deformation analysis of materials at the nanometer length scales.
Introduction
Full-field, noncontact deformation measurement is being increasingly used for the development and characterization of advanced materials and structures [1] [2] [3] [4] [5] [6] [7] . The technique of DIC has emerged as a particularly powerful tool for conducting such measurement due to its high accuracy and ease of use [8] [9] [10] [11] . In a DIC analysis, the displacement distribution of a test specimen is obtained by correlation comparison between two high contrast digital speckle images taken from the deformed and undeformed states. The use of image correlation, as opposed to tracking the movement of individual pixels, allows full-field displacement data to be measured at the subpixel level. Combined with various optical imaging methods, DIC has been used for a wide spectrum of applications across multiple length scales, ranging from landslide monitoring using high-resolution satellite imagery [12] to microscale deformation analysis of biological tissues [13] .
Driven by the recent advances in materials and biological research, there is a growing need for quantitative deformation analysis at the nanoscale. Due to the diffraction of visible light, the standard optical microscopy has a limited spatial resolution about half the light wavelength, thus invalidating the opticalbased DIC method for nanoscale deformation measurement. To resolve this issue, attempts have been made to combine DIC with other high-resolution microscopy techniques. By performing DIC analysis of the surface topographies obtained from atomic force microscopy [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] and scanning tunneling microscopy (STM) [24] [25] [26] , full-field deformation measurement techniques have been developed and applied for the mechanical property characterization at the micron and nanometer scales. More recently, DIC has been coupled with scanning electron microscopy (SEM) for quantitative deformation analysis [27] [28] [29] [30] [31] [32] . It has been shown that compared to the optical DIC, the SEM-DIC approach is prone to drift and spatial distortions which need to be corrected with a nonparametric method to achieve high measurement accuracy. To further develop SEM-DIC, Kammers and Daly proposed new drift 1 distortion techniques accounting for stress relaxation [33] and used a novel speckle patterning method with self-assembled gold nanoparticles [34] . The SEM-DIC approach has shown potential in studying nanoscale thermal deformation [35] , ductile fracture [36] , and microstructure-property relationship [37, 38] .
Compared to the scanning probe and SEMs, the HRTEM offers a unique capability for characterizing internal material structures with subatomic spatial resolution [39, 40] . Despite the widespread use of TEM for material characterizations, much of the TEM work till date has been focused on direct imaging and crystallographic analysis. Notably, increasing efforts are devoted to applying TEM for quantitative deformation measurement. A full-field method based on the Fourier analysis of HRTEM images was developed by H€ ytch et al. [41, 42] to measure displacement and strain fields of a crystal lattice over a 25 Â 25 nm area. The same group of authors recently reported a new method, namely, the dark-field electron holographic moir e technique [43] , which offers larger fields of view without sacrificing measurement precision. Using electron diffraction under TEM, various studies have also been undertaken for the point-by-point measurement of localized strains in semiconductor materials with the strain measurement sensitivity of 10 À4 and spatial resolution of < 10 nm [44] [45] [46] [47] [48] . In this paper, we present a study of full-field deformation analysis by combining DIC and HRTEM. Owing to the subangstrom spatial resolution of HRTEM and the subpixel displacement measurement sensitivity associated with DIC, the HRTEM-DIC analysis provides unprecedented nanoscale characterization capabilities that are not possible with optical and SEM-based DIC. To the best of our knowledge, this work represents the first systematic attempt to apply DIC to the quantitative full-field analysis of TEM images. In an effort to quantify the levels of DIC errors induced by the TEM image noise and electromagnetic-lens distortions, we performed experiments of rigid-body motion using amorphous silicon (a-Si) as a model material. The random atomic structure inherent in a-Si allows image correlation to be performed without the need of dedicated speckle patterning. For other materials lacking such intrinsic random feature, speckle patterning techniques such as ion implantation with a foreign species [49] may be employed. To further demonstrate its utility, we applied the HRTEM-DIC analysis to investigate a recently discovered mechanism of two-phase lithiation in a-Si [50] . The remainder of this paper is organized as follows. In Sec. 2, we present the general theory behind two different DIC schemes-local and global DIC-which are used for TEM image correlation in this study. Section 3 provides the details of a-Si sample preparation and TEM experiments. The results of quantitative error assessment and deformation analysis in lithiated a-Si are presented and discussed in Sec. 4. Finally, the conclusions are drawn in Sec. 5.
Theory
In a two-dimensional DIC analysis, a full-field displacement distribution is obtained by correlating two digital gray-scale speckle images of a test specimen obtained before and after deformation [8, 51, 52] . The correlation is based on the assumption that the gray level is conserved at all pixel locations during deformation. Let f and g be the images in the reference and deformed configurations, respectively. The conservation law at a pixel location in the reference image, X, can be given as
where UðXÞ is the displacement vector at X. In the original DIC approach, the displacement field is obtained by partitioning the region of interest (ROI) in the reference image into an array of uniformly spaced subsets (usually square shaped) and tracking the movement of these subsets. The local deformation kinematics within a subset, S, is usually approximated in a linearized form as
in which X 0 is the center of the subset, and UðX 0 Þ and rUðX 0 Þ are the displacement and its gradient at X 0 , respectively. In Eq. (2), it is assumed that the deformation within the subset is close to be homogeneous so that the higher-order gradient terms can be neglected. Then, UðX 0 Þ is obtained by maximizing a crosscorrelation function with respect to UðX 0 Þ and rUðX 0 Þ according to
It is worth noting that some DIC algorithms employ higher-order gradient terms in Eq. (2) to improve the accuracy of correlation [53, 54] . In Eq. (3), the coordinates of the points in the deformed subset can be noninteger multiples of pixel. Therefore, the gray levels of these points need to be calculated through a pixel interpolation scheme. The most commonly used interpolation schemes in the literature include bilinear interpolation, bicubic interpolation, and bicubic spline interpolation [25, 52, 55] . By performing the above maximization independently for all subsets, a full-field displacement map of the test specimen can be constructed. Due to the use of the cross-correlation function in Eq. (3), the displacement measurement is highly immune to image noises and can achieve subpixel accuracy. Recently, a new DIC method, which is conceptually different from the above subset-based local method, was developed based on a global description of the deformation kinematics over the whole ROI [56, 57] . The global DIC method relies on minimizing the following sum-squared difference function:
To formulate the minimization problem, the true displacement field is approximated by a trial displacement field with a finite number of degrees of freedom. A straightforward choice among many possible ones is to follow the finite-element framework and express the trial displacement field as
in which N i ðXÞ are the polynomial shape functions associated with a finite-element mesh with n nodes, and U i are the nodal displacements. This formulation turns the DIC problem into a nonlinear, multivariable minimization of U with respect to U i , which can be well solved numerically using a Newton or gradientdescent iterative procedure. The final values of the nodal displacements are interpolated according to Eq. (5) to provide a full-field measure of the deformation within the ROI. An alternative choice for the trial displacement field is to assume an analytical form as follows, based on a priori knowledge of the deformation field under analysis:
where a i ði ¼ 1; :::; mÞ are the unknown parameters that are used to describe the displacement field. These parameters can be determined by the same minimization process as above, with a i in place of U i as the minimization variables. This scheme was recently employed by R ethor e et al. [58, 59] to determine the stress intensity factors (SIFs) at a crack tip inside an elastic body. In their study, an analytical trial displacement field is assumed around a crack tip using the Williams asymptotic expansion [60] , with a i being the modes I and II SIFs and other higher-order coefficients in the Williams expansion.
In several recent case studies [61, 62] , global DIC and subsetbased local DIC are thoroughly evaluated and compared to each other. It is shown that, when applied to analyze weakly to moderately inhomogeneous deformation, the subset-based local DIC in general outperforms global DIC in terms of accuracy and computational efficiency. Nevertheless, the local DIC is less suitable for analyzing highly heterogeneous deformation, since the local heterogeneous deformation within a subset cannot be well captured with the finite-order kinematics as assumed by local DIC. Such cases are better handled using global DIC which is able to capture more complex deformation modes. In the present work, we combine both types of DIC in the analysis of the deformation associated with two-phase lithiation in a-Si. We employ local DIC to measure smooth strain maps induced by lithium (Li) diffusion in the amorphous lithiated silicon (a-Li x Si) region. Across the sharp phase boundary between the a-Si and a-Li x Si regions, there is a large deformation gradient due to the reaction of a-Si with lithium. Accordingly, we turn to a global DIC scheme assuming an analytical trial displacement function, which will be introduced later, to obtain the reaction-induced strain at the phase boundary.
Experimental
3.1 Sample Preparation. The a-Si samples used in this study were prepared by coating 20-nm thick a-Si layers onto both the inner and outer surfaces of hollow carbon nanofibers (CNFs) with the chemical vapor deposition method. The amorphous atomic structure of a-Si, as shown in Fig. 1(a) , served as a random speckle pattern that was essential to image correlation. To prepare specimens for electrochemical lithiation experiments, a nanosized battery was constructed in the half-cell configuration, which consisted of a working electrode, a counter electrode, and a solid electrolyte. As schematically shown in Fig. 1(b) , an a-Si/CNF composite nanowire was glued to an aluminum rod with conductive silver epoxy and used as the working electrode. On the surface of the a-Si layer, a 3-nm thick amorphous carbon (a-C) layer was coated to promote lithium ion and electron transport along the longitudinal direction. A lithium metal attached to a tungsten (W) probe was used as the counter electrode. A thin layer of LiO 2 (about 700 nm) on the lithium surface acted as the solid electrolyte.
TEM Experiments.
A high-resolution TEM (FEI Tecnai F30) was used for in situ imaging of the a-Si specimens that were subjected to rigid-body translation or electrochemical lithiation. To set the stage for the results that will be presented below, it is necessary to briefly review the working principle of a TEM. 
copy, the TEM can operate in a variety of imaging modes including bright-field, dark-field, and phase-contrast imaging. In this work, we used the phase-contrast imaging mode due to its ultrahigh spatial resolution ($0.1 nm).
We performed two sets of experiments for TEM-DIC analysis. The first set of experiments was designed to assess the DIC errors related to different sources. In these experiments, an a-Si/CNF composite nanowire was supported on a copper grid which was mounted in a single-tilt TEM holder. An a-Si region in the nanowire was selected and imaged, while the nanowire was held still or subjected to rigid-body movement using the TEM sample stage. In the second set of experiments, we applied the TEM-DIC technique to analyze the lithiation-induced deformation in a-Si. A nanobattery as described in Sec. 3.1 was assembled and mounted into a Nanofactory TEM-STM holder in a helium-filled glovebox, where O 2 and H 2 O concentrations were controlled below 0.1 ppm to avoid oxidation of the lithium. The holder was then transferred in a helium-filled plastic bag and inserted into the TEM column. During this process, the lithium metal was exposed to the air for about 5 s to form a Li 2 O solid electrolyte layer. Inside the TEM, the Li 2 O/Li terminal was driven by a piezo-positioner to engage the a-Si/CNF terminal. After the contact between the two terminals was established, the relative position of the tungsten probe with respect to the aluminum rod was held the same. A bias voltage of À2 V was applied to the a-Si/CNF electrode to drive the electrochemical lithiation process. During the lithiation, a sequence of high-resolution TEM images of the a-Si/CNF electrode was taken at an interval of 3-5 s. All TEM images taken in this study had the same pixel resolution of 0.077 nm. The z-height of the sample and the focusing condition for TEM imaging were kept unchanged during each experiment, in order to prevent their influences on the contrast of TEM images. obtained from TEM experiments usually contain undesired pixel noise originating from the shot noise of the electron source, the electronic noise of the detector [63] , as well as the environmental noise [64] . Such pixel noise results in a degradation of the pixel intensity conservation law (Eq. (1)) and therefore can cause appreciable errors in the image correlation. Another common type of error is due to the geometric distortion of the TEM imaging system. Unlike the distortion of optical lenses, which is relatively easy to correct using parametric distortion models, the electromagnetic-lens distortion of a TEM poses a greater challenge to model and compensate. In this study, we employed several testing procedures to quantitatively assess the levels of noise and distortion-induced errors. However, the correction of such errors is beyond the scope of the present work and will be left for future consideration. We first quantified the noise-induced errors by correlating two TEM images of the same a-Si region in a nanowire. The two images were acquired 1 s apart while keeping the sample stationary. The DIC analysis was conducted using subset-based commercial software (VIC-2 D, Correlated Solution, Inc., West Columbia, SC). A subset size of 59 Â 59 pixels and a step size of 10 pixels were chosen for the analysis. The subset size was made much larger than the speckle size to reduce the effects of image noise, since TEM images usually have a higher noise level than typically seen in optical images. Also, to avoid the edge effects, the boundary points at a distance of less than half the subset size from the ROI boundary are excluded for all the local DIC analysis reported in this paper. The obtained displacement and strain maps are presented in Fig. 2 . Although no external displacement was applied to the sample, the horizontal (u x ) and vertical (u y ) displacement components in Figs Table 1 , together with those of other maps that will be discussed below.
The errors induced by the electromagnetic-lens distortion were assessed through rigid-body sample translation and image shift. We first subjected an a-Si sample to a rigid-body translation and measured the associated displacement. The sample translation was achieved by moving the motorized sample stage for a nominal horizontal displacement of about 3 nm. Figures 3(a) and 3(b) show the measured distributions of u x and u y . The u y component is found to have a small deviation from its zero nominal value due to the crosstalk of the sample stage. In similar rigid-body translation experiments conducted at much larger length scales, the DIC error is usually calculated as the bias of the measured displacement from the true one. However, in this TEM experiment, the true displacement imposed on the sample is in the nanometer range and is therefore difficult to determine precisely. To resolve this issue, we consider a combination of several statistical parameters, including the absolute mean strain components (je m xx j and je m yy j) and the SDs of displacement and strain (r ux , r uy , r exx , and r eyy ), as the measure of error (MOE). All of these parameters should be zero in the error-free case and increase with an increasing level of DIC errors. Table 1 shows the MOE parameters calculated from Fig. 3 . These parameters show a two-to three-fold increase compared to those solely resulting from the image noise, thereby quantitatively indicating the presence of electromagneticlens distortion. Note that the DIC strain error maps in Figs. 3(a)-3(d) are highly irregular in appearance, suggesting that a parametric model may not be practical for lens-distortion correction.
TEM imaging at high magnifications is susceptible to sample drift which can cause the area of interest (AOI) in a sample to move out of the field of view. Modern TEMs offer an "image shift" function to compensate such drift by steering the electron beam to a targeted AOI with a set of electromagnetic deflection coils. The image shift procedure may lead to additional electromagnetic-lens distortion and therefore introduce measurement error for image correlation. We assessed this type of error by holding an a-Si sample still and applying an image shift of 3.5 nm in the horizontal direction. Figure 4 shows the maps of apparent displacement and strain associated with this shift. The variations in these maps are much greater than those in Fig. 2 resulting from the image noise only. Comparing the MOE parameters presented in Table 1 , the strain errors induced by the image shift and rigidbody sample translation are found to be at similar levels of $0.1%. In order to obtain physically meaningful deformation fields using local DIC, one has to make sure that the strain under analysis is sufficiently larger than this error level.
Nanoscale Deformation Measurement in Lithiated a-Si.
To demonstrate its utility, we applied TEM-DIC to quantitatively analyze a two-phase lithiation process in a-Si. In the development of next-generation rechargeable lithium-ion batteries (LIBs), a current challenge is to understand the mechanical characteristics of high-capacity electrode materials. Using in situ TEM, we recently investigated the lithiation-induced deformation in a-Si as a high-capacity LIB anode material. We revealed a striking two-phase lithiation process in a-Si [50] , which is contrary to the widely held view that the lithiation in a-Si is a singlephase process with gradual and smooth lithium profiles.
Figures 5(a) and 5(b) show two high-resolution TEM images taken at different time instants during an electrochemical 
Si product. The growth kinetics of a-Li x Si is controlled by two concurrent processes: (1) the reaction of Li with Si to form an initial product of Li x Si at the phase boundary and (2) the diffusion of the Li ions in the product phase region. We employed the local DIC method to analyze the diffusion-induced strain in the a-Li x Si region behind the phase boundary. The image at t 1 ¼ 136 s (Fig. 5(a) ) was chosen as the reference configuration and the image at t 2 ¼ 148 s (Fig. 5(b) ) as the deformed configuration. 
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. The levels of both strain components are comparable to the strain errors induced by the image noise and lens distortion, indicating the two strain maps should be interpreted as DIC errors rather than true deformation. This result also suggests that the diffusioninduced strain is negligibly small (relative to the measurement capability), and therefore, nearly all of the lithiation-induced deformation occurs at the sharp reaction front. It is noteworthy to mention that, to enable DIC analysis, the shape of the speckle pattern should not change significantly during the deformation. In our work, the random atomic structure of Si in the a-Li x Si region is not expected to undergo substantial change, due to the very small mobility of Si compared to that of Li. On the other hand, the atomic-scale distribution of Li ions may change, but it is not resolvable by our HRTEM due to the very small diameter of Li ions and therefore does not affect the DIC analysis.
Across the lithiation front, the reaction of Li with Si causes a change in the Li:Si molar ratio from zero to a finite value. The deformation induced by the reaction exhibits a large strain gradient at the sharp reaction front, which is unresolvable by the local DIC method. The use of local DIC in this case would result in underestimation of the deformation gradient. To obtain the reaction-induced strain, we adopted the global DIC approach using an analytical trial deformation field as follows:
where e R is the reaction-induced strain, y 1 and y 2 are the starting and ending positions of the reaction zone defined in the reference configuration, a is the half-width of the strain gradient zone, and the erfðÁÞ function is the Gauss error function. In choosing the above trial deformation field, we have two considerations that arise from the local DIC result. First, there is no appreciable deformation in the x-direction due to the lateral constraint of the unreacted a-Si region, such that the DIC problem can be treated as one-dimensional. Second, the diffusion-induced strain in the a-Li x Si region is negligibly small, leading to a nearly rigid-body movement of the a-Li x Si region. By integrating Eq. (7), the trial displacement field is obtained as
in which u A global DIC analysis was performed on the same reference ( Fig. 7(a) ) and deformed ( Fig. 7(d) ) images used for the previous local DIC analysis. Additionally, we sought to obtain an evolution of the reaction-induced strain by correlating two intermediate frames (Figs. 7(b) and 7(c)) at time instants t 2 ¼ 141 s and t 3 ¼ 145 s to the reference frame. At each time instant, the error functional defined in Eq. (4) was minimized with respect to the parameter set (e R , y 1 , y 2 , a, u 0 x , and u 0 y ) of the trial displacement function. The minimization was carried out over a rectangular region of 12 Â 24 nm around the a-Si/a-Li x Si boundary using a simplex search method of Lagarias et al. [65] . The distributions of reaction-induced strain resulting from the minimization process are presented in Figs. 7(b)-7(d), and Fig. 7(e) shows the strain profiles across the a-Si/a-Li x Si phase boundary. The lithiation front is seen to move steadily toward the a-Si region at a speed of 0.05 nm/s. Inside the reaction zone, the reaction-induced strain reaches a maximum value of e R ¼ 168%, which remains fairly constant as the lithiation proceeds. Invoking a linear relationship between the volumetric strain and lithium concentration [66] [67] [68] , e ¼ 0:72x, we obtain a molar Li:Si ratio of x ¼ 2.33 in the reaction zone. Also note from Fig. 7 (e) that the width of the strain gradient zones (i.e., the zones over which the strain increases from 0% to 168%) is 0.32 nm, which is comparable to the average Si-Si bond length of 0.23-0.25 nm in a-Si [69] [70] [71] ; this suggests that the aSi/a-Li x Si phase boundary is atomistically sharp. Finally, we note that the lithiation process in a-Si revealed by the in situ TEM experiments [50] is a two-step process. In this work, we focused on the first lithiation step in which a-Si is transformed into aLi 2.33 Si through a two-phase lithiation mechanism. In the second step of lithiation, the phase of a-Li 2.33 Si is further transformed into the fully lithiated phase of a-Li 3.75 Si. This step of lithiation proceeded very fast, such that we could not acquire high-quality TEM images for DIC analysis. Future investigation with a better control of the second-step lithiation is required to elucidate the lithiation mechanism in this step [50] .
Conclusions
We have shown that it is feasible to combine high-resolution TEM and DIC for performing full-field deformation analysis at the nanoscale. The theories behind two different DIC methodslocal and global DIC-were introduced, and their advantages and disadvantages were discussed. A quantitative error assessment was made by correlating TEM images captured during the rigid-body movement of an a-Si specimen. It was shown that the strain errors resulting from the TEM image noise and electromagnetic-lens distortion were on the order of 0.1%. The utility of TEM-DIC was demonstrated through a case study of two-phase lithiation in a-Si. The local and global DIC were applied to analyze the diffusion-induced strain in the lithiated Si region and the reaction-induced strain at the lithiation front, respectively. The DIC analysis revealed that the lithiation in a-Si occurred by the movement of an atomistically sharp phase boundary between the a-Si reactant and an amorphous a-Li x Si (x ¼ 2.33) product. Broadly, the TEM-DIC technique presented in this work enables the analysis of full-field deformation at considerably smaller length scales than other microscope-based DIC methods, and thus provides a new avenue for nanoscale material characterization.
