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Abstract 
 
The extent to which Stated Preference (SP) experiments suffer from hypothetical bias continues to 
be a controversial topic in the SP literature. This thesis provides further evidence in this debate by 
examining the existence of hypothetical bias in a transport-related SP experiment. Data for this 
thesis were sourced from a University of Sydney study exploring the effect of variable rate charging 
on motorist behaviour. The sample included 148 Sydney motorists who were recruited to take part 
in a 10-week GPS driving field study (Revealed Preference / RP data). In addition, participants were 
also required to complete an SP survey. The SP survey consisted of a Contingent Valuation (CV) and 
Choice Experiment (CE) task designed to mimic the RP decision context in order to capture what 
participants indicated they would do as opposed to what participants actually did in reaction to the 
charging regime. Hypothetical bias was established by examining important differences between 
what people said they would do in the SP experiment and what they actually did in the RP field 
study.  
The current state of practice for measuring hypothetical bias in the literature is to compare 
aggregate differences in model outcomes using SP and RP data sources. Aggregate analysis is limited 
in its scope and does not allow for the calculation of the prevalence of hypothetical bias (i.e., how 
many participants are affected by hypothetical bias) or give any insight into why hypothetical bias 
occurs (i.e., correlates of hypothetical bias). This research is uniquely structured to allow for 
individual categorisation of hypothetical bias by comparing SP and RP data from the same sample for 
the direct purpose of investigating the prevalence of hypothetical bias. Furthermore, the extent to 
which elicitation procedures (CV and CE), mitigation techniques (cheap talk and certainty scales), 
demographics (gender and age) and the level of experience influence hypothetical bias is also 
explored. The findings from this research show that the SP model estimates are prone to 
hypothetical bias and that the mitigation techniques have potential to compensate for this inherent 
bias.  
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1 Introduction 
1.1 Introduction 
There are two main data types used in the literature dealing with the study of choices: Stated 
Preference (SP) and Revealed Preference (RP). SP methods have been used for many years to elicit 
information on preferences based on hypothetical markets. These methods are regularly applied in a 
variety of fields, including Transportation, Marketing, Environmental and resource economics and 
more recently Health economics and Finance. In current practice, SP methods can be broadly 
classified into two categories, Contingent Valuation (CV) and Choice Experiments (CE), although 
alternative SP methodologies such as traditional conjoint methods have been used in the past. In CE, 
respondents are typically presented with a series of hypothetical choice situations consisting of a 
finite number of alternatives, and asked to select the one that they most prefer. These alternatives 
are usually distinguished by a number of predefined attributes and levels. CV differs from CE in that 
respondents are asked to directly value a good (private or public) or a single change in an attribute 
for a good. RP data on the other hand consist of choices made in real markets. RP data can be 
observational (i.e., with or without experimental influence) or self-reported. RP data collected from 
actual experiments (e.g., field experiments), which observe choices made in real life settings, are 
often used as a substitute for the lack of observed real data in the natural setting. 
One of the major criticisms of SP data is that the choices are made in hypothetical markets. 
Predictive validity refers to the ability to be able to predict actual market outcomes. RP data, despite 
being the benchmark of predictive validity (i.e., what was actually chosen), are often criticised for 
lack of control over the levels of the attributes (i.e., lack of variation) and difficulties associated with 
measuring the attribute levels of the non-chosen alternatives. On the other hand, SP experiments 
provide the ability to manipulate variables in the experiment but are often criticised for their lack of 
predictive validity. Recently, researchers have sought to utilise the best attributes from each data 
source by estimating combined SP–RP models (Hensher et al. 2008). In this thesis, we examine the 
predictive ability of SP experiments and in particular whether bias is generated from these 
experiments as a result of the hypothetical market scenario. 
In a research context, differences between what respondents say they will do and what they actually 
do when presented with the same decision is broadly defined as hypothetical bias. In this thesis, 
hypothetical bias is defined as differences between comparable results generated from SP studies 
and corresponding evidence from real world (RP) data. Many studies have looked at the hypothetical 
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bias generated from CV (see e.g., List and Gallet 2001; Little and Berrens 2004; Murphy et al. 2005). 
The hypothetical bias of CE has been much less studied but is becoming an increasingly important 
issue of research. The key published studies which test for hypothetical bias in CV and CE are 
presented in the literature review in Chapter 2. Within the transport literature, there are four 
prominent studies which report on hypothetical bias in SP experiments (Nielsen 2004; Brownstone 
and Small 2005; Isacsson 2007; Hensher 2010). These studies focus on the value of time1 (VOT), 
comparing estimates using CE and RP data. Aggregate results from these examples suggest that real 
values tend to be larger than the values constructed from hypothetical markets (i.e., people were 
willing to pay more to save time than predicted in hypothetical markets). 
This thesis explores the existence of hypothetical bias in SP experiments and the extent to which SP 
elicitation methods, mitigation techniques, and respondent characteristics influence bias estimates 
derived from these models. The study compares and contrasts SP and RP datasets in a 
transportation context. Data for this study were sourced from The University of Sydney project 
exploring the effect of exposure-based charging on motorist behaviour. Exposure-based charges are 
levied on the number of kilometres and the circumstances under which these kilometres are driven 
(e.g., time-of-day and speed). The sample included 148 Sydney motorists who were recruited to take 
part in a 10-week GPS driving field study (RP data). The RP field study was structured as a 
comparison between two five-week driving periods, the GPS ‘Before’ phase and the GPS ‘After’ 
phase. The GPS ‘Before’ period determined the base level of driving, while the GPS ‘After’ period 
measured the changes in driving behaviour as a result of the charging regime. The overall aim of this 
project is to reduce the risk of having an accident by encouraging drivers to reduce driving levels 
and/or alter driving behaviour using financial incentives (Fifer 2008). 
In addition, participants were also required to complete two SP survey tasks, a CE task and a CV task. 
The survey tasks were designed to mimic the RP decision context and capture what participants 
indicated they would do as opposed to what participants actually did in reaction to the charging 
regime. Participants who completed the SP experiment were exposed to two commonly used 
mitigation techniques: cheap talk and certainty calibration. Cheap talk is an ex-ante mitigation 
technique where a text script is shown to respondents prior to completing an experiment which 
alerts respondents about possible bias and emphasises the importance of the respondent’s answers 
despite the hypothetical nature of the designated task. Cheap talk scripts were randomly assigned to 
half of the participants, while the other half acted as the control group. Certainty scales are an ex-
                                                          
1
  VOT refers to the marginal rate of substitution of travel time for money in a travellers’ indirect utility 
function.  
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post mitigation technique where calibration is generally applied during the modelling stage. All 
participants completed a 0-10 point certainty scale after each choice. Furthermore, to control for 
any order effects, half the SP sample completed the SP experiments before the field study while the 
other half completed the SP experiments after the field study. Splitting the SP survey sample in this 
way provides a measure of the level of experience each participant has with the decision context. 
This study was deliberately structured to allow for a comparison of SP and RP data from the same 
sample for the direct purpose of investigating hypothetical bias. The RP observations provide the 
necessary data (i.e., actual decisions and rates of changes) that are used to validate the outcomes 
from the SP models. 
1.2 Motivation for the study 
SP experiments are used extensively in a variety of fields in both academic and commercial settings. 
The results from these models are often used as inputs into policy decisions (e.g., pricing of road 
tolls, development of new infrastructure, evaluation of environmental amenities, launching a new 
product to market). If the results from SP studies are to be used in real-life policy decisions, it is 
important that these results accurately reflect or be able to predict what would happen in a real 
market application. 
To date, most of the SP literature has focused on advancing the technique by developing more 
sophisticated models and experimental design procedures. In comparison there is substantially less 
published material on the predictive validity of such models or associated hypothetical bias. This is 
largely because of the unavailability of non-experiment data on choices and preferences made in the 
natural environment (RP) to use to compare with choices and preferences made in hypothetical 
markets (SP) (Hensher 2010). 
Even within the existing hypothetical bias literature, many studies claim to evaluate hypothetical 
bias only by comparing differences in the SP model estimates with and without mitigation 
techniques. In effect, these studies are not evaluating hypothetical bias because they have no real 
data to serve as a basis for comparison. For example, if a study found that participants had a lower 
willingness to pay for a good after viewing a cheap talk script than a similar group of participants 
who did not view the script, nothing can be definitively stated about what level of willingness to pay 
would best mirror the ‘true’ level, only that the two values are different in the given SP context. 
Moreover, the majority of studies reporting on hypothetical bias use aggregate differences in model 
outcomes as the definitive measure of hypothetical bias. These studies have only begun to explore 
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the issue of hypothetical bias and add little to the understanding of the prevalence and causes of 
such bias. For example, aggregate differences do not explain how many participants are affected by 
hypothetical bias or why some individuals are more prone to hypothetical bias than others. 
The lack of appropriately designed research investigating hypothetical bias has left many 
unanswered research questions in the literature. This thesis aims to add to and extend the empirical 
knowledge of hypothetical bias associated with SP experiments by conducting a comprehensive 
study which addresses many of the shortcomings in the literature.  
1.3 Hypotheses 
In this thesis, we formally examine the following hypotheses. The hypotheses tested in this thesis 
can be written as the following null statements alongside how each is tested:  
H1: (Null) SP experiments do not suffer from hypothetical bias. 
This is tested by evaluating the percentage of participants with hypothetical bias. These percentages 
are calculated by comparing individual SP model outcomes to calculations and model outcomes 
using actual data from the RP field study. 
H2: (Null) There is no difference in the level of hypothetical bias associated with CE and CV 
experiments. 
This is tested by comparing the percentage of participants with hypothetical bias calculated using CV 
methods with the corresponding percentage calculated using CE methods. 
H3a: (Null) Cheap talk does not influence the level of hypothetical bias associated with SP 
experiments. 
This is tested by comparing the percentage of participants with hypothetical bias from a sample of 
participants shown a cheap talk script with the corresponding percentage from a sample of 
participants not shown a cheap talk script. 
H3b: (Null) Certainty scales do not influence the level of hypothetical bias associated with SP 
experiments. 
This is tested by comparing the percentage of participants with hypothetical bias from a sample of 
participants classified as certain with the corresponding percentage from a sample of participants 
classified as not certain. 
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H4: (Null) Experience with the decision scenario does not influence the level of hypothetical bias 
associated with SP experiments. 
This is tested by comparing the percentage of participants with hypothetical bias from a sample of 
participants with experience with the corresponding percentage from a sample of participants with 
no experience. 
The percentage of participants with hypothetical bias are determined by comparing differences in SP 
and RP model outputs (e.g., Marginal Willingness to Pay, Total Willingness to Pay and model 
predictions). 
1.4 Contributions to the literature 
How reliable are the estimates from studies in hypothetical markets? Is there an inherent bias in 
these studies because decisions are being made in a hypothetical context? Despite these crucial 
questions, hypothetical bias still remains a relatively minor topic of research within the broader SP 
literature. This thesis attempts to address these questions by quantifying the amount of hypothetical 
bias in a transportation context, while systematically testing different mitigation techniques which 
may reduce any associated hypothetical bias. This thesis presents original and significant work which 
contributes to the literature in three key areas: 1) this research contributes to the current small pool 
of literature about hypothetical bias in CE by providing empirical evidence of hypothetical bias in SP 
experiments; 2) this research is the first SP (CV and CE) study to conduct individual level analysis to 
investigate the prevalence of hypothetical bias; and 3) this research is the first study to investigate 
the impact (including interactions) of elicitation procedures (CV and CE), mitigation techniques 
(cheap talk and certainty scales), demographics (gender and age) and the level of experience on 
hypothetical bias. These contributions are all possible because of the unique setup and design of the 
matching SP and RP datasets compared in this study. 
The RP dataset used in this thesis was taken from a controlled field experiment that examined the 
behavioural response of 148 motorists in Sydney to the introduction of an exposure-based charging 
regime. The decisions made in the field experiment were captured passively using a GPS black box. 
This method of collection allows the respondent to make decisions in a natural environment without 
direct observational involvement or self-reported questioning. Unlike most traditional RP datasets, 
the RP data used in this thesis allowed for manipulation over the levels of interest using the driving 
behaviour incentive structure. Typically, RP data capture only one choice observation per individual, 
whereas the RP dataset collected in this study captures multiple decisions per individual over time. 
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Traditionally, the hypothetical bias literature has focused on very simple decisions (e.g., VOT 
decisions, donating to a charity, purchasing of a private good). These are all very low-involvement, 
low-risk and low-cost decisions. This research explores decision making in a more complex 
environment with more involvement, more risk and in turn more benefits (costs). The comparison of 
this unique RP data with the matching SP data provides the opportunity to appropriately explore the 
existence of hypothetical bias in SP experiments. 
Recently, researchers have sought to utilise the best attributes from each data source by estimating 
combined SP–RP models (Hensher et al. 2008). This procedure has produced some interesting 
results and has often provided models offering better explanations of the variation of interest. 
Despite these rich data sets, little attention has been paid to investigating the differences attributed 
to the data sources and exploring in-depth the associated reasons for these differences. For 
instance, the hypothetical bias literature commonly reports aggregate differences in model 
outcomes between SP and RP data sources. Aggregate differences only report on the existence and 
average direction of hypothetical bias and provide limited evidence on the sources or causes of 
hypothetical bias. The only way to thoroughly investigate these correlates of hypothetical bias is to 
identify which participants are responsible for the bias using individual-level analysis. This study 
provides an opportunity to explore differences between the data sources using a unique SP/RP 
dataset. The combination of SP and RP measurements for each participant (i.e., the within-sample 
design) in this study allows for individual categorisation of hypothetical bias. 
With the recent booming popularity in SP experiments and the increased awareness of hypothetical 
bias, researchers have turned their focus to techniques used to mitigate hypothetical bias. The most 
common mitigation techniques discussed in the literature include cheap talk and certainty 
calibration. Both of these mitigation techniques are tested in this thesis while also accounting for 
experience and demographic characteristics of the participants. A small number of papers have 
examined the influence of mitigation techniques on hypothetical bias; however, the combination 
and interaction of all of these factors (i.e., elicitation methods, mitigation techniques, experience 
and demographics) and their subsequent influence on hypothetical bias has not been examined in 
the literature. This represents a significant contribution to the hypothetical bias literature by 
evaluating the importance of these study and sample design decisions in relation to hypothetical 
bias. This will help future researchers design SP studies that are less likely to suffer from hypothetical 
bias. 
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1.5 Thesis outline 
The following section provides and outline and brief description of the main chapters contained in 
this thesis. 
A comprehensive review of the hypothetical bias literature is presented in Chapter 2. This literature 
review identifies the gaps in the literature and outlines the justification for undertaking and 
designing this research. This chapter also provides the theoretical and empirical justification for 
establishing a charging regime based on risk reduction as well as the reasoning behind the selection 
of the final charging rates used in the charging regime. An outline of the modelling procedures used 
to estimate the SP models is also provided in this chapter. 
Chapter 3 describes the specific study details, including study design, recruitment and sampling, and 
the study timeline. This chapter is prefaced by an overall introduction summarising the combined 
data collection effort before explaining in detail the setup and establishment of the data collection 
(SP and RP) and comparison of the data sources for the purpose of establishing hypothetical bias.  
The independent results for the SP survey and RP field study are presented in Chapter 4. These 
results explore the stated and the actual behavioural responses to the charging regime. Chapter 5 
defines hypothetical bias through the crucial linking of the data sources to examine the prevalence 
and causes of hypothetical bias in this study. 
Chapter 6 presents a summary and discussion of the findings in this thesis, including answering the 
hypotheses and linking how the outcomes contribute to the current literature, acknowledging the 
study limitations and possibilities for future research, followed by concluding comments. 
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2 Literature review 
2.1 Introduction 
This chapter presents a review of the literature relevant to the objectives of this thesis. Section 2.2 
presents a comprehensive review of the hypothetical bias literature. This review summarises the 
current evidence in this field and highlights the research gaps to be addressed in this thesis. The 
econometric models used to analyse SP data are described in Section 2.3. Section 2.4 illustrates the 
crucial factors that affect the risk of having a car accident. This section provides the justification for 
establishing a charging regime based on risk reduction. Section 2.5 outlines the current evidence on 
the use of pricing as a mechanism to reduce motor vehicle accident risk. 
2.2 Hypothetical bias 
The difference between results generated via SP studies and corresponding evidence stemming from 
real-world data is generally referred to as hypothetical bias. Hypothetical bias occurs because 
individuals behave differently when confronted by choices concerning hypothetical markets as 
opposed to choices made in real-life situations. Hypothetical bias is thought to manifest itself in 
many purchasing applications, where consumers indicate they would pay more or less for a good in a 
hypothetical market than they would actually pay in a real market. The direction of the bias (i.e., 
whether consumers overstate or understate their willingness to pay) is typically linked to the type of 
good being purchased. In this thesis, hypothetical bias is defined as the difference between 
estimates from SP models (i.e., what respondents indicated they would do via the CV / CE surveys) 
and the responses in RP data collected during the fieldwork phase (i.e., what respondents actually 
did when faced with the same scenario). 
2.2.1 Data sources 
Two main data sources, Stated Preference (SP) and Revealed Preference (RP), are commonly used in 
the study of choices. RP data broadly refer to any data which capture information about decisions 
made in real markets. RP data can be classified into two categories, observational and self-reported. 
SP data refer to decision-making data which are captured in hypothetical markets. SP data are 
classified into two broad classes, Contingent Valuation (CV) and Choice Experiments (CE). 
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Observational RP decisions may come from a non-experimental focus, in which individuals are 
unaware that they are being observed ‘at a distance’ (Brownstone and Small 2005), or from an 
experiment in which individuals are given money and asked to replicate real-world purchases 
(Isacsson 2007). Typically, RP data are obtained through self-reported standard respondent 
questioning, because of the cost and difficulty of obtaining real observed data. For example, in a 
transport setting, respondents might be asked which mode of travel they most often use to 
commute. This question would usually be followed by more detailed questions examining the 
characteristics of that trip (e.g., establishing the attribute levels, such as travel time and cost) as well 
as questions pertaining to the alternatives not chosen. Alternatively, RP data may be available 
through electronic sales records (e.g., supermarket scanner data, computer sales records). However, 
this only provides detailed information about what was chosen, not information about what was not 
chosen, which is equally important for choice modelling purposes. The RP data used for comparison 
in this thesis are observational with an experimental component. 
Table 2.1: Stated preference and revealed preference data 
 
 
The various strengths and weaknesses of each data source are outlined in Table 2.1. RP data are 
considered the benchmark of predictive validity, and hence form the basis of comparison for this 
research. The choice of which data to use is often dependent upon the research problem the 
researcher is addressing, as well as data availability. It should be noted that use of these data types 
is not mutually exclusive: both SP and RP data can be used in models with joint estimation. Joint 
estimation features regularly in the literature as it can harness the strengths of each data source and 
minimise the weaknesses (Hensher et al. 1998; Bhat and Castelar 2002; Hensher et al. 2008). 
2.2.2 Incentive compatibility 
Differences in decision-making exhibited in hypothetical surveys are linked to the notion of salience, 
which requires that respondents’ actions are linked to the rewards they receive. This means that 
Stated Preference Revealed Preference 
Data Hypothetical markets Real markets
Examples Contingent Valuation , Choice Experiments Scanner data, Field experiments
Constraints Not bound by constraints Bound by real world constraints
Correlation Attributes can be uncorrelated by design Attributes may be correlated
Attribute levels Captured by design Limited variability in levels 
Non- chosen alternative/s Captured by design Difficult to capture
Cost Lower costs Higher costs
Reliability / Validity Considered valid Considered benchmark
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individuals may behave differently when required to follow through with decisions made in a 
hypothetical setting (i.e., which have no real economic commitment) (Hensher 2010). In most 
standard SP surveys, there are no direct incentives for respondents to reveal their true preferences. 
For example, even if an incentive is offered for participation, it is given regardless of the actual 
answers to the choice experiment questions. The notion of salience in an SP context is closely linked 
to the concept of incentive compatibility in experiments. A study is said to be incentive-compatible if 
it is in the best interest of the participant to reveal their true preferences.2 Carson and Groves (2007) 
describe the revealing of true preferences as an outcome of whether the participant cares about the 
results of the research, and believes that his or her answers will influence the decisions to be made 
as a result of the research (referred to as consequential questions). Further research into this area 
has led to a branch of literature focusing on the influence of consequentiality3 in SP experiments 
(Vossler and Evans 2009; Herriges et al. 2010). Provision rules4 are often utilised in CV to induce 
incentive-compatible research outcomes for public goods. Recent innovations such as ‘cheap talk’ 
and ‘real choice’ experiments have been developed to directly counter the issue of incentive 
compatibility in SP experiments. These measures are discussed in subsequent sections. 
2.2.3 Evidence of hypothetical bias in contingent valuation 
There is an extensive literature dealing with hypothetical bias issues associated with CV. List and 
Gallet (2001), Little and Berrens (2004) and Murphy et al. (2005) performed meta-analysis on a 
number of CV studies to provide a guide to the extent of hypothetical bias, and to explain some of its 
possible causes. All of these studies conclude that hypothetical bias is a major concern for SP 
studies, with median bias levels ranging anywhere from 25% to 300%.5 More specifically, the findings 
                                                          
2
 Sudgen (2005) provided a more broad definition of anomalies in SP experiments (i.e., patterns in 
responses that are inconsistent with standard economic assumptions about preferences) and presented five 
strategies to cope with these anomalies at a special symposium.  
3
 Following on from the work of Carson and Groves (2007), Herriges et al. (2010) define consequentiality as 
two components; 1) Payment consequentiality: the participant believes there is a probability that they will 
have to outlay some money as an outcome of the decisions task; and 2) Policy consequentiality (defined 
above): the participant cares about the results of the research, and believes that his or her answers will 
influence the decisions to be made as a result of the research. 
4
 Provision rules are rules which define how a good will be provided. For example, in a referendum a public 
good may be provided if the majority of participants agree (vote) for the provision of that good.  
5
 These percentages report the percentage difference between SP measurements and RP measurements. Most 
of the percentages are positive which highlights the overstatement of WTP in SP experiments. 
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suggest that there is less hypothetical bias associated with Willingness to Pay6 (WTP) than with 
Willingness to Accept7 (WTA), private versus public goods and with choice-based elicitation methods 
(CE) than with standard CV. 
More recently, Harrison and Rutstrom (2008) provided a summary of hypothetical bias in CV, 
focussing on differences between the common elicitation methods (open-ended, closed-ended and 
binary referendums). They found that there is not enough evidence to suggest one elicitation 
procedure outperforms any other when it comes to reducing hypothetical bias. However, they 
suggest that experiential calibration methods, such as certainty calibration, can reduce hypothetical 
bias in some contexts. Further evidence on the effectiveness of certainty calibration as a mitigation 
technique for hypothetical bias is discussed in Section 2.2.5.2. 
2.2.4 Evidence of hypothetical bias in choice experiments 
In comparison with the existing literature treating CV, the study of hypothetical bias in CE is in its 
relative infancy. Research studies designed to measure hypothetical bias in CE are often very difficult 
and costly to run. In the literature, there are two common methods of comparison: Stated Choice 
versus Real Choice (SC/RC) experiments and Stated Choice versus Revealed Preference (SC/RP) 
experiments. In these definitions SC is typically used to represent CE.  
2.2.4.1 Stated choice / real choice 
SC/RC comparison studies are linked to the concept of incentive compatibility (as discussed in 
Section 2.2.2). The hypothetical bias often induced in standard CE due to lack of incentive 
compatibility is thought to occur because respondents face no real consequences for their actions 
(Harrison 2007). SC/RC experiments attempt to make the CE incentive-compatible by way of 
presenting respondents with an enforceable outcome as a result of their choices. These studies 
involve the administration of a standard CE, except respondents are informed upfront that once 
their choices are made, one choice will be selected at random to be binding. The use of this 
                                                          
6
 WTP refers to the amount of money individuals are willing to forfeit to obtain some benefit from the 
undertaking of some specific action or task (Hensher et al. 2005). In CE WTP is often measured as: 1) Marginal 
Willingness to Pay (MWTP) is calculated as the ratio of the change in marginal utility of an attribute to the 
change in marginal utility for a cost attribute; 2) Total Willingness to Pay (TWTP) refers to the change in total 
consumer surplus between the null alternative and the application of interest. 
7
 WTA refers to the amount of money individuals are willing accept in compensation for the loss of some good, 
action or task.  
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mechanism as a method to mitigate hypothetical bias is referred to as ‘incentive alignment’8 in the 
literature (Harrison 2007). For example, in a study of snack foods, a respondent may face sixteen 
choice sets. Number three being randomly selected, this respondent would then have to follow 
through with the purchase of the snack food alternative they chose in choice set number three. An 
overview of the principal studies measuring hypothetical bias in CE using the SC/RC method, and the 
composition of these studies, can be found in Table 2.2. Evidence from the literature supporting the 
existence of hypothetical bias using this method is varied, although more recent findings support the 
growing concern regarding hypothetical bias in CE. This lack of consensus within the literature 
suggests that the context, design, and overall methodology of studies play a large role in explaining 
the existence of hypothetical bias. More research is needed in this area to establish whether this 
method is a viable mitigation tool for combating hypothetical bias. Unfortunately, the nature of this 
application means that it can only be applied to certain goods, when it is realistic and feasible to 
provide a binding alternative purchase situation (e.g., low-priced consumer goods). 
  
                                                          
8
 Incentive alignment is discussed in more detail in Section 2.2.5.4 of this thesis. 
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Table 2.2: Summary of SC / RC studies 
(1) Output: The model outcome used to measure hypothetical bias; Marginal Willingness to Pay (MWTP), Total Willingness to Pay (TWTP) or model predictions.  
(2) Design - subjects:  The structure of the sample used for comparison; Within-subject comparison (repeated observations), Between-subject comparison or a combination of 
both. (3) Sample size -obs: The sample size of each treatment group; Stated Choice (SC), Real Choice (RC). The total number of choice observations is also shown. 
(4) Evidence - hypothetical bias: Is there evidence of hypothetical bias? Yes or No. 
(5) Bias direction: The direction of the bias (i.e., whether the SC estimates are larger or smaller than the RC estimates). 
(6) Mitigation (successful):  A list of mitigation techniques used in the study. The effectiveness of the mitigation technique (i.e., whether it helped reduce hypothetical bias) is 
displayed in brackets.  
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2.2.4.2 Stated choice / revealed preference  
An overview of the principal studies measuring hypothetical bias in CE using SC/RP methods, and the 
composition of these studies, can be found in Table 2.3. One of the more elaborate studies in this field 
was conducted by Hudsen et al. (2006). This study investigated the choice of a new product, freshwater 
prawns, using a mail survey (SC) and a controlled in-store experiment (RP). Overall, the researchers 
found that hypothetical bias was not present in the choice of the new product (freshwater prawns) but 
that it was present in the choice of the substitute product (lobster). More recently, Miller et al. (2010) 
conducted a similar experiment involving the choice of a cleaning product for high-tech equipment, 
using a tailored online store to gather real purchasing data (RP) . In correspondence with the evidence 
presented for SC/RC studies, the limited SC/RP literature does not provide conclusive evidence-based 
support for the existence of hypothetical bias in CE. However, the evidence does suggest that 
hypothetical bias is certainly an issue in many cases. It should also be noted that mitigation methods for 
reducing hypothetical bias have rarely been applied in CE. 
There are three prominent transport-related studies which examine the existence of hypothetical bias 
using SC/RP comparisons. Brownstone and Small (2005) explored results from commuters, measuring 
value of time (VOT) and reliability from two road pricing studies in southern California. Isacsson (2007) 
also measured commuters’ VOT from a field experiment on the choice of buses. Hensher (2010) 
investigated the influence of hypothetical bias on VOT using toll road studies from Australia and New 
Zealand. Both the Brownstone and Small and the Isacsson studies included standard SC surveys for 
comparison and found that there were significant differences in the VOT derived from RP data, as 
compared with those from hypothetical markets (SC). Hensher compared SC and RP estimates of VOT 
for a number of different data sets and concluded that the differences were not statistically significant. 
However, Hensher also examined differences between pivot-design SC experiments conducted in 
Sydney and New Zealand. He compared results for the mean VOT with the reference alternative to the 
VOT derived from a model of other choice alternatives. The results of this analysis indicated that the 
differences in the magnitude of VOT were similar to those in the Brownstone and Small and the Isacsson 
studies. In contrast to most CV studies, the previous transport examples found that real values tended 
to be higher than the values constructed from hypothetical markets (i.e., people were willing to pay 
more to save time than predicted in hypothetical markets). These findings are different from 
hypothetical bias findings in other fields of the literature, where it is often found that in the hypothetical 
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context, people overestimate what they would be willing to pay, as they typically do not have to follow 
through with any real consequences. These differences were considered to result from scheduling 
constraints associated with real travel activities. 
The AKTA study conducted in Denmark (reported in Table 2.3) is probably the most relevant to this 
thesis. This study examined the impact of different road pricing schemes in Copenhagen. The study 
equipped 500 vehicles with GPS devices and recorded coordinates every second over a period of 24-
weeks. The overall structure of the study was similar to the research undertaken in this thesis. However, 
the specific CE design and RP modelling frameworks represent significant points of difference between 
the two studies. Table 2.4 outlines the main differences between this research and the AKTA study. In 
the AKTA study, participants’ normal driving patterns were observed in the control period, and 
compared with changes which were made after a pricing scheme was implemented. A CE experiment 
was also implemented to allow for comparisons to be made with the RP model results. Similarly with the 
results of Brownstone and Small (2005) and Isacsson (2007), the AKTA study reported that participants 
tended to understate their behavioural change in the SC compared with the field experiment.9 
                                                          
9
 The reverse of this relationship (i.e., SC VOT estimates that were larger than RP VOT estimates) was also found 
for a length-time SC experiment.  
16 
 
Table 2.3: Summary of SC / RP studies 
 
 
(1) Output: The model outcome used to measure hypothetical bias; Marginal Willingness to Pay (MWTP), Total Willingness to Pay (TWTP) or model predictions.  
(2) Design-subjects: The structure of the sample used for comparison; Within-subject comparison (repeated observations), Between-subject comparison or a combination of both. 
(3) Sample size - obs: The sample size of each treatment group; Stated Choice (SC), Revealed Preference (RP). The total number of choice observations is also shown. 
(4) Evidence - hypothetical bias: Is there evidence of hypothetical bias? Yes or No. 
(5) Bias direction: The direction of the bias (i.e., whether the SC estimates are larger or smaller than the RP estimates). 
(6) Mitigation (successful):  A list of mitigation techniques used in the study. The effectiveness of the mitigation technique (i.e., whether it helped reduce hypothetical bias) is 
displayed in brackets.  
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Table 2.4: Study design differences between the AKTA study and this thesis 
Key Differences AKTA study This Research  
Study Objectives 
The charging regime used in the AKTA 
study was designed to reduce 
congestion (e.g., higher charges in peak 
hour). 
The charging regime used in this study is 
structured to reduce the risk of being 
involved in an accident. 
CE and RP decision task 
The CE design used in the AKTA study 
did not directly mimic the RP decision 
process 
The CE used in this study has been 
structured to follow a similar format to 
the RP decision-making process. 
Route choice model estimation 
and VOT of comparisons  
The charging regime in the AKTA study 
was based on zones which allowed for 
route choice model estimation and 
VOT of comparisons. 
The charging regime used in this study 
does not encourage route changes and 
hence traditional VOT is not relevant. 
Order of CE completion in 
relation to field experiment (RP) 
The CE in the AKTA study was only 
administered before the field 
experiment. 
The CE sample in this study is split (some 
participants completing the CE before 
and some after the field experiment). 
This allows for measurement of any bias 
induced by participating in the CE prior 
to the RP and also allows for a 
comparison of results by experience with 
the decision context. 
CE reference scenario 
The CE reference scenario used in the 
AKTA study was based on the most 
usual trip. 
The CE reference scenario used in this 
study is based on aggregate trips, which 
allows for changes to trip frequency. 
The CE scenarios in this study are 
displayed by trip purpose to measure any 
differences in preferences by trip 
purposes. 
 
2.2.5 Mitigation of hypothetical bias 
In recent years, a number of methods have been utilised in order to mitigate hypothetical bias. 
Mitigation techniques can be divided into two groups based on their application, ex ante (e.g., cheap 
talk, incentive alignment, instrument calibration) and ex post (e.g., certainty scales and data 
calibration). Each of these methods is explained in further detail in the following sections. 
2.2.5.1 Cheap talk 
Cheap talk refers to a text script which is shown to respondents prior to completing an experiment. 
The script emphasises the importance of the respondent’s answers, despite the hypothetical nature 
of the designated task (see below for example of a short cheap talk script). Various script lengths 
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have been tested in the literature, ranging from short scripts (a few sentences to one paragraph) to 
long scripts (five paragraphs or more). There is still much conjecture about which script length is the 
more appropriate, but for most studies, scripts are designed to suit the intended audience and 
proposed survey methodology. Overall, there is mixed evidence as to the efficacy of cheap talk as a 
method for diluting the effects of hypothetical bias. Much of this evidence lies within the realm of 
CV (Cummings and Taylor 1999; List 2001; Aadland and Caplan 2003). However, some studies focus 
on cheap talk within CE (Carlsson et al. 2005; Ladenburg and Olsen 2010). Cheap talk is used in this 
research to determine whether it is useful in mitigating any hypothetical bias associated with the SP 
experiment. 
 “The experience from previous similar surveys is that people often respond in one way but act 
differently. It is particularly common that one states a higher willingness to pay than what one 
actually is willing to pay for the good in the store. We believe this is due to the fact that one 
does not really consider how big an impact an extra cost actually has to the family budget. It is 
easy to be generous when one does not really need to make the choices in a store. If you have 
another idea or comment on what this behaviour depends on, please write this down on the last 
page of the questionnaire.” (Carlsson et al. 2005) 
 
2.2.5.1.1 Cheap talk use in CV 
Since its inception by Cummings and Talyor (1999), cheap talk has regularly featured in the design of 
many CV studies. This is most likely due to the increased awareness of hypothetical bias in CV 
methods. A summary of the recent literature which detail the use of cheap talk in CV studies is 
shown in Table 2.5.10 Despite the number of studies, relatively few have the design required to 
adequately measure the effectiveness of cheap talk as a mitigation method for hypothetical bias 
(i.e., a split sample treatment approach where some respondents are shown a cheap talk script and 
others are not; plus the inclusion of an actual (real) choice for a base comparison). Recent examples 
of appropriate design found that CV did suffer from hypothetical bias, but that cheap talk did little to 
counter the associated bias (Champ et al. 2009; Alfnes et al. 2010; Barrage and Lee 2010). 
 
                                                          
10
 Only studies from 2006-present are shown in Table 2.5. Other studies are shown in Appendix A. 
19 
 
Table 2.5: Summary of cheap talk use in CV  
 
 
 
 
 
 
(1) Format (provision rule): The question format of the CV task. If a provision rule was used it is shown in brackets, Provision Point Mechanism (PPM).  
(2) Script length: The length of the cheap talk script tested in the study.  
(3) Design - subjects: The structure of the sample used for comparison; Within-subject comparison (repeated observations), Between-subject comparison or a combination of both. 
(4) Sample size: The sample size of each treatment group; Hypothetical (Hyp), Cheap talk (CT), Real talk (RT). The total number of choice observations is shown in brackets. 
(5) HB (hypothetical bias) evidence (successful): Is there evidence of hypothetical bias? (Yes or No). The effectiveness of the mitigation technique (i.e., whether it helped reduce 
hypothetical bias) is displayed in brackets.  
(6) Other mitigation methods:  A list of other mitigation techniques used in the study.  
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(1) Format (provision rule): The question format of the CV task. If a provision rule was used it is shown in brackets.  
(2) Script length: The length of the cheap talk script tested in this study.  
(3) Design - subjects: The structure of the sample used for comparison; Within-subject comparison (repeated observations), Between-subject comparison or a combination of both. 
(4) Sample size: The sample size of each treatment group; Hypothetical (Hyp), Cheap talk (CT), Real talk (RT). The total number of choice observations is shown in brackets. 
(5) HB (hypothetical bias) evidence (successful): Is there evidence of hypothetical bias? (Yes or No). The effectiveness of the mitigation technique (i.e., whether it helped reduce 
hypothetical bias) is displayed in brackets.  
(6) Other mitigation methods:  A list of other mitigation techniques used in the study.  
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2.2.5.1.2 Cheap talk use in CE 
A summary of the existing literature which examines the use of cheap talk in CE studies is shown in 
Table 2.6. One of the earliest studies, conducted by List et al. (2006), explored choices for public and 
private good purchasing scenarios and reported significant differences in TWTP between choices in a 
real market and choices in a hypothetical market with a cheap talk script. However, they found no 
evidence of differences between the ‘real’ and hypothetical samples when examining MWTP. Most 
recently, Moser et al. (2010) found cheap talk to be effective in reducing hypothetical bias in an 
experiment examining the MWTP for apples. Both of these studies had the necessary setup and design 
not only to measure the existence of hypothetical bias, but also to validate the effectiveness of cheap 
talk. The mixed results in  
Table 2.6 further highlight the importance of and need for further research into the validation of cheap 
talk as a mitigation tool for hypothetical bias in CE. This thesis directly addresses this gap in the 
literature by testing a medium cheap talk script in a CE within a transportation context. 
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Table 2.6: Summary of cheap talk use in CE 
 
 
(1) Output: The model outcome used to measure hypothetical bias; Marginal Willingness to Pay (MWTP), Total Willingness to Pay (TWTP) and model predictions.  
(2) Script length: The length of the cheap talk script tested in the study.  
(3) Design - subjects: The structure of the sample used for comparison; Within-subject comparison (repeated observations), Between-subject comparison or a combination of both. 
(4) Sample size - obs: The sample size of each treatment group; Hypothetical (Hyp), Cheap talk (CT), Real choice (RC). The total number of choice observations (obs) is also shown. 
(5) HB (hypothetical bias) evidence (successful): Is there evidence of hypothetical bias? (Yes or No). The effectiveness of the mitigation technique (i.e., whether it helped reduce 
hypothetical bias) is displayed in brackets.  
 
23 
 
2.2.5.2 Certainty scales 
Another hypothetical bias mitigation technique which has been growing in popularity is the use of 
certainty scales, and their application as ‘certainty calibration’. Certainty calibration incorporates 
respondent certainty (uncertainty) with decision-making into the evaluation criteria. It is posited that 
respondents who are uncertain about their decisions are less likely to follow through with their choices 
in actuality. 
The most common certainty scales used in the literature are numeric 10-point scales (i.e., 0–10 or 1–10 
point scales) or verbal scales, such as ‘probably sure’ or ‘definitely sure’. Despite the different scales, the 
application remains the same (i.e., to recode uncertain responses to the status quo and hence reduce or 
remove hypothetical bias). The main concern in regards to the use of certainty calibration is what 
exactly constitutes an ‘uncertain’ response. Numeric scales provide a degree of flexibility in choosing the 
appropriate cut-off point for classification of uncertain responses. Despite this benefit, the exact cut-off 
point remains arbitrary and subject to the judgement of researchers in specific contexts. Some studies 
have shown that using a cut-off point of 7 or 8 leads to responses which are in line with real-life 
decisions.11 Verbal scales provide less ambiguity when selecting uncertain responses with ‘probably 
sure’ generally recoded to the status quo. 
Although not conclusive, certainty calibration has been shown to be an effective method for mitigating 
hypothetical bias in studies which allow for this type of comparison (i.e., studies which contain actual 
[real] data as a base for comparison). In this thesis, certainty scales are tested to measure the 
effectiveness of this method as a mitigation tool of hypothetical bias in SP experiments. 
2.2.5.2.1 Certainty scale use in CV 
Certainty scales have been used extensively in CV studies during the past decade to combat the problem 
of hypothetical bias. A summary of recent studies which utilise certainty scales in CV is shown in Table 
2.7.12 These scales are often used in conjunction with a Dichotomous Choice (DC) CV as a follow-up 
                                                          
11
 A concern when using scales is the differences in scale use as a result of intra-personal comparisons. Intra-
personal comparisons relate to the differences in the internal reference respondents use when answering scales in 
survey scale questions. 
12
 Only studies from 2007-present are shown in Table 2.7. Other studies are shown in Appendix A. 
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question. The scales usually take the form of a numeric 0-10 or 1-10 point scale, wherein 10 is very 
certain, or a verbal scale of ‘probably sure’ or ‘definitely sure’. A few studies have incorporated the 
uncertainty measurement into the decision-making by providing respondents with a polychotomous 
choice (PC), with answers ‘definitely yes’, ‘probably yes’, ‘maybe yes’, ‘maybe no’, ‘probably no’ and 
‘definitely no’. 
Recent examples have shown that certainty calibration has potential as a tool to mitigate hypothetical 
bias when conducting CV. However, further research is needed to replicate results and confirm whether 
recent successes are context and data specific, or can be applied to other studies and markets. It should 
be noted that only studies which allow for a comparison between hypothetical and real behaviour can 
be used to directly evaluate the effectiveness of certainty scales as a measure to mitigate hypothetical 
bias in CV (Champ et al. 2009; Morrison and Brown 2009; Moore et al. 2010). 
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Table 2.7: Summary of certainty scale use in CV 
 
 
 
(1) Format (provision rule): The question format of the CV task. If a provision rule was used it is shown in brackets, Provision Point Mechanism (PPM).  
(2) Scale: The type of certainty scale tested in the study, Prob / Def sure scale (PS), Polychotomous choice (PC).  
(3) Design - subjects: The structure of the sample used for comparison; Within–subject comparison (repeated observations), Between–subject comparison or a 
combination of both.  
(4) Sample size: The sample size of each treatment group; Hypothetical (Hyp), Certainty scale (CS), Prob / Def sure scale (PS), Polychotomous choice (PC). The total 
number of choice observations is shown in brackets. 
(5) HB (hypothetical bias) evidence (successful): Is there evidence of hypothetical bias? (Yes or No). The effectiveness of the mitigation technique (i.e., whether it helped 
reduce hypothetical bias) is displayed in brackets. The cut-off (threshold) used to define certain responses is also shown.  
(6) Other mitigation methods:  A list of other mitigation techniques used in the study.  
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(1) Format (provision rule): The question format of the CV task. If a provision rule was used it is shown in brackets, Provision Point Mechanism (PPM).  
(2) Scale: The type of certainty scale tested in the study, Prob / Def sure scale (PS), Polychotomous choice (PC).  
(3) Design - subjects: The structure of the sample used for comparison; Within–subject comparison (repeated observations), Between–subject comparison or a 
combination of both.  
(4) Sample size: The sample size of each treatment group; Hypothetical (Hyp), Certainty scale (CS), Prob / Def sure scale (PS), Polychotomous choice (PC). The total 
number of choice observations is shown in brackets. 
(5) HB (hypothetical bias) evidence (successful): Is there evidence of hypothetical bias? (Yes or No). The effectiveness of the mitigation technique (i.e., whether it helped 
reduce hypothetical bias) is displayed in brackets. The cut-off (threshold) used to define certain responses is also shown.  
(6) Other mitigation methods:  A list of other mitigation techniques used in the study.  
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2.2.5.2.2 Certainty scale use in CE 
Contrary to the widespread use of certainty scales in CV, the use of certainty scales in CE is sparse but is 
slowly gaining attention. A summary of the studies which utilise certainty scales in CE is shown in Table 
2.8. 
As an example, this method was tested using CE by Norwood (2005). Respondents were given choices 
about willingness to hypothetically donate to a public good. After completing each choice set, the 
respondents were questioned about the certainty of their choice on a scale of 1–10 (where 1 meant 
‘very uncertain’ and 10 meant ‘very certain’). These results were compared against another sample of 
respondents who received a similar survey, but were given an actual opportunity to donate to the public 
good. It was found that by removing all responses of less than eight from the hypothetical sample, the 
analysed results from the hypothetical and real samples were similar (i.e., hypothetical bias was 
effectively removed). Similar results were found another recent study by Ready et al. (2010), where 
certainty calibration was successful in achieving WTP results which were similar to real donations for an 
animal protection program. 
However, the validity of certainty scales as a method to mitigate hypothetical bias in CE remains 
inconclusive because of the relatively small number of published studies (see Table 2.8). It should be 
noted that only studies which allow for a comparison between hypothetical and real decision contexts 
can be used to directly evaluate the effectiveness of certainty scales as a measure to mitigate 
hypothetical bias. This is because without actual data for comparison purposes, the extent of 
hypothetical bias is unknown and any observed differences between estimates with and without 
certainty calibration cannot be seen as mitigation of hypothetical bias. These types of comprehensive 
studies are less prominent in the literature because the collection of RP data may not be feasible in 
certain contexts, or may be too time-consuming and costly. 
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Table 2.8: Summary of certainty scale use in CE 
 
 
(1) Output: The model outcome used to measure hypothetical bias; Marginal Willingness to Pay (MWTP), Total Willingness to Pay (TWTP) and model predictions.  
(2) Scale: The type of certainty scale tested in the study, Prob / Def sure scale (PS), Polychotomous choice (PC).  
(3) Design - subjects: The structure of the sample used for comparison; Within-subject comparison (repeated observations), Between-subject comparison or a combination of both. 
(4) Sample size - obs: The sample size of each treatment group; Certainty scale (CS),Real choice (RC), Revealed Preference (RP). The total number of choice observations (obs) is also 
shown. 
(5) HB (hypothetical bias) evidence (successful): Is there evidence of hypothetical bias? (Yes or No). The effectiveness of the mitigation technique (i.e., whether it helped reduce 
hypothetical bias) is displayed in brackets. The cut-off (threshold) used to define certain responses is also shown. 
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2.2.5.3 Calibration 
Two principal methods of statistical calibration are discussed in the literature: pooling data and in-
sample calibration. The data for this thesis will not be pooled for analysis of SP/RP models. Instead, 
the RP data for each respondent will be used as direct validation of the decision making observed in 
the SP experiment. Given the within-sample study design and the resulting data structure of this 
thesis, in-sample calibration could be applied but is unlikely to be of benefit to other researchers 
because of the influence of context on hypothetical bias. 
2.2.5.3.1 Pooling data  
The pooling of data concerns the joint estimation of models from SP and RP sources. The most 
referenced account of data pooling comes from the well-known textbook by Louviere, Hensher and 
Swait (2000). 
2.2.5.3.2 In-sample calibration 
One method to reduce the impact of hypothetical bias on model estimation is to estimate calibration 
factors. A calibration factor is a measure of the difference between the hypothetical estimates and 
quasi-real values. These calibration factors are often determined using laboratory experiments, such 
as experimental auctions, as a measure of the real vales (e.g., WTP). Experimental auctions require 
bidders to bid for competing products. To date, research in this area has predominantly focused on 
contingent valuation, with the exception of the work of Alfnes and Ricketson (2003). For example, 
the National Oceanic and Atmospheric Agency (NOAA) panel once recommended that all 
hypothetical values be reduced by one half. This method has been criticised because calibration 
factors are generally context-specific and provide little out-of-sample predictive power. In lieu of 
this, calibration may be considered a redundant process, because real data, which are often 
considered the benchmark for predictive validity, are already available. 
2.2.5.4 Incentive alignment 
Incentive alignment is used to bring a degree of realism into the hypothetical choice experiment 
process (Harrison 2007). The standard process involves the respondent completing a number of 
choice situations and having one of these choice situations chosen at random as a binding 
alternative. Prior to completing the choice experiment, respondents are informed that one choice 
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situation will be binding, thereby encouraging them to take the choice experiment task more 
seriously. This is often referred to as a ‘real choice’ experiment as opposed to a ‘stated choice’ 
experiment (hypothetical). As previously discussed, comparisons of these methods used to 
investigate hypothetical bias are called SC/RC experiments. Incentive alignment can also be applied 
to CV studies by instructing participants prior to completing a hypothetical auction that they will also 
face a following real auction. This process has been referred to as ‘real talk’ by Alfnes et al. (2010). 
Ding et al. (2005) conducted a field experiment in a Chinese restaurant, comparing preferences for 
Chinese dinners using a hypothetical experiment with those from an incentive-aligned experiment. 
Their focus for comparison of the two methods was out-of-sample prediction (i.e., how well each 
method predicts actual purchase behaviour). Their results show that the standard hypothetical 
choice experiment predicted the respondent’s top meal choice 26 percent of the time, while the 
incentive-aligned experiment predicted the respondents top meal choice 48 percent of the time. 
A number of other studies have investigated the existence of hypothetical bias in CE using SC/RC 
experiments (see Table 2.2). Lusk and Schroader (2004) studied the choice of beef steaks with 
consumers in the United States. They used a between-sample design, in which one group completed 
a standard CE and the other completed a similar experiment with a randomly selected binding 
choice. The results from these samples were compared, and they found differences in TWTP, but 
could not find any statistically significant difference for MWTP between the hypothetical and real 
choice groups 
The current evidence for incentive alignment suggests that it may be a useful method for reducing 
the hypothetical bias affiliated with CE and CV. However, this method is primarily relevant for low-
involvement consumer-driven private goods, because of the binding purchase requirement. For 
example, an incentive aligned study into choice of cars would not be possible because of the large 
financial outlay required. 
Incentive alignment is not applied in this thesis as a method for mitigating hypothetical bias. This is 
because of the complex nature of the transport choice being investigated, and the resultant inability 
to enforce a binding choice from the CV or CE experiment. 
2.2.5.5 Instrument calibration 
There are a number of design decisions which must be made up-front which are crucial to the 
understanding and interpretation of a hypothetical decision-making study. These design features 
focus on making the decision task unambiguous and more realistic. 
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It is important to ensure that the presentation of the decision task is easily understood. This includes 
all aspects of the overall design, including layout, wording and inclusion of pictures. Most studies 
conduct focus groups to check that the wording used to describe the choice situation, including 
attributes and levels which may describe the alternatives, is appropriately phrased for the target 
audience. This may seem obvious, but it is often not given the appropriate consideration. This is not 
to say that undertaking this step will eliminate hypothetical bias, but rather that reducing the 
uncertainty and increasing the realism of a study can only help to improve the accuracy of the 
observed results. 
The inclusion of an opt-out alternative is often touted as being a key study design feature which may 
help increase the realism of a decision task. This is because an opt-out allows the respondent to not 
be forced into a decision they would not actually make. The concept of an opt-out makes intuitive 
sense, given that in most choice decisions we face on a daily basis, we have the ability to choose not 
to choose. The absence of an opt-out in the design of hypothetical studies has also been found to 
increase hypothetical bias in certain studies (Ladenburg et al. 2007; Ladenburg and Olsen 2010). The 
opt-out in a pivot design survey may be the reference alternative (status quo). 
Another design method which increases the realism of the decision task is referencing. Referencing 
involves the construction of a hypothetical decision task based around a known experience (Rose et 
al. 2008). For example, respondents may be asked about a recent car trip they have undertaken, and 
this information is then used to establish choice situations which reflect the trip conditions they 
actually face in real life. In an investigation into the derivation of WTP estimates using SP and RP 
data, Hensher found that use of referencing aids closed the gap between SP and RP WTP estimates 
(Hensher 2010). 
In keeping with the best practice within the literature, a pivot experiment is used for the CE in this 
thesis. The reference alternative is based on current driving behaviour captured by GPS and forms 
the status-quo in this experiment. This alternative not only provides a familiar base to frame the 
decision context but also acts as an opt-out if the hypothetical alternatives are deemed unsuitable in 
a particular choice situation. 
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2.3 Choice experiments 
Choice experiments are based on Random Utility Theory (RUT). RUT is derived from the work of 
Thurstone (1927) and states that decisions are based on paired comparisons of alternative goods 
and services. RUT also assumes that the respondent chooses the bundle of attributes or goods that 
yield the maximum utility (i.e., the respondent is a utility maximiser). However, RUT is versatile 
because it can account for individuals who appear to make variable choices in a decision making 
context through the inclusion of a random component. Lancaster (1966) expanded on this work and 
suggested that utility is derived by the bundle of attributes that goods consist of rather than just the 
overall good itself. 
In the following sections, the CE models used in this thesis and the key differences between these 
models are defined. The standard ‘workhorse’ model for CE is the Multinomial Logit (MNL). The MNL 
has certain restrictive assumptions (discussed below) which have led to the development of more 
advanced models, including the Mixed Multinomial Logit (MMNL) and Generalised Mixed Logit 
(GMX) model. 
2.3.1 Utility specification 
In the following,      denotes the utility of alternative j by respondent n in choice situation s. RUT 
proposes that overall utility      can be written as the sum of the observable component
13,     , 
expressed as a function of the attributes presented and a random or unexplained component, 
     as shown in equation (2.1). 
                      
14
 (2.1)  
 
Where: 
     is the overall utility of alternative j by respondent n in choice situation s 
     is the observed or explained component of utility (for alternative j by respondent n in choice 
situation s) 
                                                          
13
 Otherwise referred to as the systematic component. 
14
 Subscripts commonly used: n for respondent, s for choice situation, j for alternative and k for parameter. 
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     is the random or unexplained error component 
These random error components      (as expressed in equation 2.1) are unobserved by the analyst, 
therefore assumptions are made about the form of these unobserved error components associated 
with each alternative. The most common assumption is that they are independently and identically 
distributed (IID) extreme value type 1 (EV1). This assumption is used extensively in discrete choice 
modelling and leads to the formulation of all logit models (McFadden 1974). 
Under IID, all covariances are set to zero because the alternatives are independent. As a result of the 
IID assumption another behavioural condition is imposed on the MNL model, the Independence of 
Irrelevant Alternatives (IIA).15 IIA states that the relative probabilities of two alternatives being 
chosen is not affected by the inclusion or exclusion of other alternatives. If the IIA property is 
violated, the analyst can move to a model that is less restrictive and can allow for violations of the 
IIA / IID assumption (such as the MMNL and GMX models). 
For the MNL model the parameter weights   ) are assumed to be invariant across the sample. This 
assumption can be represented by the observed utility component in equation (2.2) below.       is 
referred to as the observable or explained component because this is where the set of attributes 
that are observed are stored. The betas in equation (2.2) represent the relative weights attached to 
each attribute. These weights define the importance of each attribute in its contribution to relative 
utility. Sigma       represents the scale and is typically normalised to one to allow for identification 
of parameters.       in its simplest form, is typically assumed to be a linear relationship of observed 
attribute levels and the corresponding parameter weights. 
       ∑   
 
   
      (2.2)  
 
                                                          
15
 IIA is often explained by using the red bus / blue bus problem scenario. Assume that commuters initially face 
a choice of two modes of transport; car and a red bus, with half the commuters taking the car and half the 
commuters taking the red bus (probability: car = 0.5, red bus = 0.5). Suppose now that a new bus service is 
added (a blue bus). We might assume that commuters would not care about the bus colour and would 
continue to take the previous modes of travel equally (probability: car = 0.5, red bus = 0.25, blue bus = 0.25). 
However, IIA implies that commuters would take each of the three modes equally (probability: car = 0.33, red 
bus = 0.33, blue bus = 0.33). 
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2.3.2 Preference heterogeneity 
The above assumption of one parameter weight for all respondents in the MNL is often not 
appropriate. If we expect that respondents within our sample are not entirely homogenous in their 
preferences (which is often the case in the study of human choice behaviour) then we should not be 
using an average parameter weight in our calculations. Fortunately, this assumption has been made 
unnecessary by the development of more advanced models that allow for parameter weights to vary 
with density        over the sampled population, namely the MMNL and GMX models. These 
models can be further defined by how the parameter weights vary over the population (i.e., cross-
sectional and panel models). The cross-sectional model suggests that parameter weights vary both 
within (i.e., parameters can vary across choice situations, s) and between respondents (i.e., 
parameters can vary between respondents, n). The panel model is similar to the cross-sectional 
model; however, the parameters are only allowed to vary between respondents, not within a 
respondent. The observed components of utility for the cross-sectional and panel models are shown 
in equations (2.3) and (2.4), respectively. The MMNL parameter weights        are now defined in 
equation (2.5) by a mean parameter   ̅
 
  and a standard deviation parameter      which follow 
some underlying distribution (e.g.,            ). The GMX parameter weights are defined in the 
next section, which details the impact of scale heterogeneity.  
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2.3.3 Scale heterogeneity 
Scale heterogeneity represents differences in behaviour of each respondent over repeated choice 
observations (i.e., the degree of inconsistency in preferences). There are many factors which may 
influence differences in scale between respondents; for example, respondents may have different 
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levels of experience, knowledge and cognitive ability or even be experiencing different moods when 
completing the survey, which may influence differences in scale. Formally, scale is inversely related 
to the error variances and, as such, smaller error variances lead to larger scale effects (i.e., larger 
parameters) and larger error variances lead to smaller scale effects (i.e., smaller parameters). Until 
recently, the modelling of scale heterogeneity was limited to only allowing for differences in scale 
between subsets of alternatives through the Nested Logit (NL) and Error Components (EC) models. 
Accounting for scale heterogeneity between respondents has been largely overlooked in the 
literature because of the difficulties in estimation. Attempts to model this type of scale 
heterogeneity were proposed by Keane (2006) through the GMX model. The GMX model was first 
operationalised by Fiebig et al. (2010) and subsequent authors (Greene and Hensher 2010; Hess and 
Rose 2010). It was originally reported that the GMX model accounted for not only preference 
heterogeneity but also scale heterogeneity between respondents. Despite contrary claims in these 
early papers, the GMX model fails to identify separate and uncorrelated estimates of scale and 
preference heterogeneity. Rather, it actually allows for more flexible distributions of heterogeneity 
through a different parameterisation (Hess and Rose 2011).16 The parameter weights for the GMX 
model are expressed in equation (2.6).  
 
  
    ̅                   (2.6)  
 
Where: 
                     
                       
In equation (2.6) scale is no longer normalised to one and impacts the mean   and also the standard 
deviation parameter via the weighting parameter  . The scale parameter is constrained to be 
positive using the exponential transformation shown in equation (2.7). Therefore, it is the parameter 
tau,  , that represents the degree of heterogeneity (i.e., as   increases so too does heterogeneity). 
The various forms of the GMX and nested models are described in Table 2.9.  
        ̅                           (2.7) 
 
                                                          
16
 In line with previous terminology, the GMX scaling parameter  will be referred to as a scale parameter 
throughout this thesis. This does not mean that the GMX model provides separately identified preference and 
scale heterogeneity.   
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Table 2.9: GMX model forms (Hensher et al. 2010) 
 
2.3.4 Model probabilities 
Given the assumptions of the MNL (     are IID, EV(1)) the standard choice probabilities of the MNL 
are represented in the following equation:  
          
          
∑           
 
   
 (2.8)  
 
Equation (2.8) states that the probability of respondent n choosing alternative j in choice situation s 
out of a set of J alternatives is given by the exponential of the observed utility divided by the sum of 
the exponentials for observed utilities for all alternatives J. 
The assumptions of the MNL provide an elegant solution to estimating the choice probabilities. The 
MMNL and GMX model choice probabilities differ from those for MNL because of the allocation of 
some random parameters. In estimation both models require a distribution of parameters to be 
drawn from an assumed probability distribution. This process is represented in equations (2.9) and 
(2.10) for the MMNL and GMX model, respectively (Fiebig et al. 2010).  
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(2.9) 
 
Scale 
parameter
Weighting 
parameter
Std. Dev. 
parameter
Scale impacts equally upon the mean and standard deviation 
parameters (GMX1 model)
Scale impacts upon the mean parameter only  (GMX2 model)
Scale impacts upon both the mean and standard deviation 
parameters at different rates (GMX model)
The model will collapse to the scaled MNL (SMNL)
The model will collapse to the MMNL
The model will collapse to the MNL
Description (Model)
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Where:  
D denotes the simulated draws for the parameter    from a multivariate normal distribution 
       ∑ . 
 
          
 
 
∑
   [                       ]
∑    [                       ] 
 
   
 
   
 
 
Where: 
 
(2.10) 
      ( ̅     
 ) 
D denotes the simulated draws for the parameter    from a        ∑  and for parameter   
  
from a normal distribution      . 
2.3.5 Estimation 
As opposed to standard linear regression modelling using ordinary least squares estimation, the 
MNL, MMNL and GMX models are estimated using maximum likelihood estimation. As the name 
suggests, maximum likelihood estimation requires maximising the log of the likelihood function. For 
the MNL log-likelihood function, an assumption is made that the choice observations are 
independent of each other. With this assumption and the mathematical properties of the resulting 
log-likelihood function, a single set of parameter estimates can be found which maximise the 
function (i.e., representing a closed form solution). Advanced models (MMNL and GMX) provide 
open-form solutions and hence require complex calculations using simulation to estimate 
parameters and changes in choice probabilities. The interested reader should refer to Train (2009) 
for a detailed explanation of this estimation process. 
2.3.6 Individual conditional parameters 
The individual conditional parameters are used in this thesis to account for differences in 
preferences between respondents. The parameters are called conditional because they are 
conditioned on the choices observed within the data. Individual parameters for the MMNL and GMX 
are estimated using maximum simulated likelihood models and output as a conditional mean 
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(equation (2.12)) and conditional standard deviation (equation (2.13)) (Hensher et al. 2010). These 
individual parameter distributions are used to assess hypothetical bias through the model outcomes 
(i.e., MWTP, TWTP and model predictions). 
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∑      
 
   
 (2.12) 
 
        
∑               
      
∑      
 
   
 
 
(2.13) 
 
Where: 
 
   = the parameter weight in draw (r) 
 
  = the choice index (1 = chosen) 
 
  = the draws used in simulation 
 
 
2.3.7 Model outcomes 
2.3.7.1 Marginal willingness to pay 
MWTP is calculated as the ratio of the change in marginal utility of attribute k to the change in 
marginal utility for a cost attribute (Hensher et al. 2010).17 The formula for calculating MWTP is 
outlined in equation (2.14). In this research the trade-off between distance and charges is 
represented using MWTP (i.e., Vehicle Kilometres Travelled (VKT) MWTP). VKT MWTP defines the 
monetary value participants place on a kilometre of travel. It is calculated as the ratio of the distance 
and charge parameters.18 VKT MWTP is one of the three model outcomes used to examine  
                                                          
17
 According to recent research, assuming a triangular distribution for the cost coefficient might not guarantee 
population distributions of MWTP with finite moments (Daly et al. 2011). The triangular distribution was used 
in this analysis because it provided an appropriate behavioural representation using certain constraint 
conditions. Some of the solutions presented in the paper by Daly et al. (2011) were tested but failed to provide 
adequate models. 
18
 When using random parameters the ratio of the means from the individual conditional parameter 
distributions cannot be used to directly measure individual MWTP. Instead the ratio of the parameters needs 
to be simulated using draws from the appropriate distribution. In this research the ratio of parameters was 
simulated in Excel using 6000 Halton draws from a triangular distribution with corresponding mean and 
standard deviation parameters for each participant. The median value is used to represent the VKT MWTP for 
each participant. 
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 (2.14)  
 
2.3.7.2 Consumer surplus or TWTP 
Consumer surplus is the monetary representation of the outcome in utility from a choice situation. 
Different scenarios can be evaluated by comparing a change in consumer surplus. Train (2009 p. 56) 
defines the change in consumer surplus in equation (2.15).19 The change in consumer surplus is often 
referred to in the literature as Total Willingness to Pay (TWTP). The change in consumer surplus 
between the ‘Before’ and ‘After’ periods (i.e., TWTP) is one of the three model outcomes used to 
assess hypothetical bias in this thesis. 
TWTP is calculated for every participant using the means       of the individual conditional 
parameter distributions from the CE model and the actual data       for the two observed periods 
from the RP field study. 
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2.3.7.3 Model predictions 
Model predictions are one of the three model outcomes used to illustrate hypothetical bias in this 
thesis. The model predictions are calculated for the MMNL and GMX models using the model 
probability equations (2.9) and (2.10), respectively. The probabilities are calculated for the two field 
study alternatives, the current alternative (i.e., ‘Before’ period) and the ‘After’ period alternative, by 
inputting the aggregate GPS field work values       into the CE model probability equations (i.e., 
using the mean       of the individual conditional parameter distributions). The probability of 
choosing the ‘After’ alternative (i.e., the actual changes each respondent made in the field study) for 
each respondent using the CE parameters is used to define how well the CE model predicts the 
actual changes in behaviour in the field study (i.e., model predictions).  
 
                                                          
19
 The TWTP equation (2.15) has been adapted to match the definitions used in this thesis.  
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2.3.8 Experimental design 
Stated CEs are based on the foundation of experimental design. It is the role of the researcher in a 
designed experiment to determine the independent influence of each attribute (or factor) on an 
observed outcome (e.g., choice). The design of the experiment consists of carefully choosing the 
particular combinations of values of the attributes (known as ‘levels’) that will be shown to the 
respondents. These levels are not chosen randomly but are rather based on a statistical (systematic) 
design process. The main premise underlying experimental design is how best to position these 
levels to gain the maximum amount of information about the respondents’ preferences from the 
choice situations. 
Designs are classified as either full factorial or fractional-factorial designs. Full factorial designs 
consist of all possible combinations of choice scenarios which allow the researcher to estimate all 
main effects and interaction effects. The size of full factorial designs often makes them impracticable 
for most common CE applications. Fractional-factorial designs are a subset of the full factorial which 
are usually selected based on some systematic process. Common fractional-factorial designs 
discussed in the literature include orthogonal designs and efficient designs. Orthogonality is a design 
principle which ensures there is zero correlation between the attributes (i.e., they are statistically 
independent) (Louviere et al. 2000). Essentially in logit models, this equates to an optimally efficient 
experimental design that assumes all parameters are equal to zero. Historically, researchers have 
always preferred orthogonal designs because of the belief that the independent estimation of 
attribute influence on choice is paramount. Orthogonal designs are often criticised because: 1) large 
sample sizes are required; 2) orthogonality in the data used for model estimation cannot be 
maintained; and 3) there is no mechanism to counter dominant or unlikely alternatives or scenarios. 
The principles of orthogonal designs make them more appropriate for linear multivariate models 
than the nonlinear models that are estimated in CE. In more recent years the focus has shifted from 
orthogonal designs to statistically efficient designs (Sandor and Wedel 2005; Ferrini and Scarpa 
2007; Rose et al. 2008; Scarpa and Rose 2008; Rose and Bliemer 2009). Efficient designs draw on 
existing information about the preferences of respondents to produce more reliable parameter 
estimates20 for a comparable or smaller sample size (Rose and Bliemer 2009). 
In creating efficient designs, the researcher assumes some information about the prior parameter 
estimates, even if it is only the parameter sign. This prior information can be obtained from theory, 
previous studies of a similar nature, pre-testing or pilot studies. Prior parameters can be based on 
                                                          
20
 Reliable parameter estimates in terms of predicted standard errors.  
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fixed values or by assuming a distribution of prior parameters. Designs using distributions of 
parameters are called Bayesian designs. In the past, the general lack of knowledge about prior 
parameter estimates has caused many researchers to set the design attributes equal to zero. In 
reality, the analyst will most likely know the expected sign of at least a few parameters and in many 
cases knows further information about the relative attribute hierarchy of importance. This 
information can be used to construct prior parameter estimates that can be used in efficient designs. 
In practice, the motivation behind constructing a more efficient design is often to reduce the 
number of choice scenarios shown to respondents to avoid respondent fatigue. 
A number of methods have been used in the literature to measure the efficiency of an experimental 
design, including D-efficiency, A-efficiency, and S-efficiency (Ferrini and Scarpa 2007; Scarpa and 
Rose 2008). Recent advances have also seen researchers using measures to minimise the variances 
for WTP of the individual attributes, referred to as C-efficiency (Scarpa and Rose 2008; Kerr and 
Sharp 2010; Vermeulen et al. 2011).21  To date, the most popular measure of efficiency is D-
efficiency which minimises the D-error; the lower the D-error the more efficient the design. The D-
error is calculated by taking the determinant of the asymptotic variance-covariance matrix (AVC)22 
for a single respondent (   ) and using a scaling factor to take into account the number of 
parameters (K). The formula for calculating the D-error is shown in equation 2.16, where   
represents the design attributes and   represents the parameters (Rose and Bliemer 2009).  
           (       )
  ⁄
 (2.16) 
 
The process of developing a D-efficient design can be summarised in the following steps: 
1) Prior parameter estimates (known as priors) are used to calculate the expected utilities and 
choice probabilities, 
2) These probabilities are used in the calculation of the AVC matrix, 
3) The AVC matrix is used to calculate a summary of design efficiency, 
4) The design efficiency summary measure (e.g., D-error) is minimised through manipulation of 
the design. 
 
 
                                                          
21
 C-efficiency was not used in this research because WTP was not the only measure used to evaluate 
hypothetical bias.  
22 The AVC matrix calculations used in this design are based on the model format of the MNL model.  
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The equation to calculate the Bayesian D-error is similar to equation (2.16) except we are now 
allowing for a distribution of parameters ( ) (Rose and Bliemer 2009). 
                ∫    (       )
  ⁄
  
 
 ̃     ̃ (2.17) 
 
2.4 Factors affecting risk 
The following literature review describes the evidence supporting various risk factors associated 
with driving. This section provides the background for establishing the exposure-based charging 
regime used in this study. 
2.4.1 Exposure 
Exposure can be defined as the ‘opportunity to have a crash’. This is generally measured as the 
distance travelled per year (e.g., kilometres). A general formula used to explain this relationship is 
shown in equation (2.18).  
     
         
        
 (2.18) 
 
The risk factor in equation (2.18) is dependent on the particular driving behaviour of the individual. 
The literature suggests that risk is a function of the age and gender of the driver, vehicle type, time 
of day, road type and speed, amongst other factors (Drummond and Yeo 1992). Each of these 
factors and their applicability to the research in this thesis are discussed in the following sections. 
2.4.2 Distance (kilometrage) and risk 
It is intuitive that the risk of having an accident while driving increases with every kilometre driven 
ceteris paribus. This is because the more people drive the more susceptible they are to the chance of 
having an accident, regardless of how safe a driver they are. Unfortunately this relationship between 
the number of kilometres driven and the number of accidents is difficult to measure directly because 
of the lack of information collected from drivers involved in accidents. Furthermore, measurements 
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of driving are often confounded with other aspects of exposure, which make it difficult to draw 
accurate conclusions on the correlation with accident risk. 
In 2005 Progressive Insurance published aggregate data which provided some insight into the 
relationship between the number of annual insurance claims and annual mileage class (Figure 2.1). 
Similarly, preliminary data presented by Litman (2010a)   imply a near-linear relationship between 
annual vehicle kilometres and annual crash-related claims (Figure 2.2). Litman clarifies this 
relationship by demonstrating that higher-distance drivers generally have a lower crash frequency 
than lower-distance drivers because of the general circumstances under which the driving is done. 
That is, higher-distance drivers are typically more experienced, drive newer vehicles and drive 
regularly on safer motorways and freeways. Janke (1991) presents a slightly different view on the 
relationship between distance and traffic accidents by suggesting that it is nonlinear, with smaller 
proportional increases in accident rates at higher levels of mileage. The Californian Department of 
Motor Vehicles further supports this nonlinear relationship, finding that the accident risk curve dips 
for drivers reporting higher mileage (Gebers 2003). Despite the precise nature of the relationship 
and the exact shape of the curve, most academics and researchers in this field support the claim that 
driving exposure is linked to accident risk. While this relationship may not be proportional when 
comparing drivers in the aggregate, it is most likely that proportionality will hold for any individual 
who changes their driving behaviour ceteris paribus. 
 
 
Figure 2.1: Yearly accident claims by annual mileage (Bordoff and Noel 2008) 
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Figure 2.2: Crash rates by annual vehicle distance (Litman 2010a) 
 
Distance was used as a measure of exposure in this study and was incorporated into the charging 
regime as the base charge per Vehicle Kilometres Travelled (VKT) for relevant driver demographics. 
2.4.3 Speed and risk 
The link between speed and crash risk is well documented in the literature. Finch et al. (1994)  
suggested that an increase in driving speed of 1 km/h23 results in an increased risk of a crash of 3 
percent. In a prominent Australian example, Kloeden et al. (2002)  graphed the relative risk of a 
casualty crash against vehicle speed (km/h). The resulting curve demonstrates the significant 
increase in the relative risk of a casualty when travelling above the designated 60 km/h limit (Figure 
2.3). 
 
                                                          
23
 The following abbreviation km/h represents kilometres per hour.  
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Figure 2.3: Vehicle speed and the risk of involvement in a casualty crash in a 60 km/h zone relative to 
travelling at 60 km/h (Kloeden et al., 2002) 
 
Aarts and Van Schagen (2005) compiled a review of recent speed studies and presented evidence of 
an exponential and power function relationship between speed and crash rates. Further to this, 
meta-analysis conducted by Elvik et al. (2004) showed that a power function relationship exists and 
is described by equation (2.19).  
                     
                      
 (
           
           
)
 
 (2.19) 
 
The interpretation of this relationship is that even a small reduction in speed results in a substantial 
decrease in fatal accidents. For example, a reduction in speeds from 100 km/h to 90 km/h results in 
a 34 percent decrease in fatal accidents. The overwhelming evidence in the wider literature provides 
consensus that speed does play a significant role in the risk of being involved in crash. 
Speeding was used as a measure of exposure in this study and was incorporated into the charging 
regime as two basic levels; speeding and not speeding as a percentage of total VKT. 
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2.4.4 Time of day and risk 
Studies have shown that the risk of having an accident while driving at night is far greater than while 
driving within daylight hours. In a comprehensive review of current literature, Johansson et al. 
(2009) summarised 13 studies, including 49 estimates of the risks associated with darkness, and 
found that all but two of these studies reported that the risk of an accident increases when driving in 
darkness. Because of the large heterogeneity exhibited in the outcomes of these studies, they were 
unable to estimate one overall figure which provided an average relative risk in darkness. However, 
other studies suggest the crash risk is 2–3 times greater at night than in daylight hours (e.g.,Doherty 
et al. 1998; Zantema et al. 2008). In an Australian context, Smith et al. (2008)  reported that odds of 
a fatal crash were 2–3 times greater between the hours of 12 am and 5 am than in the minimum 
base period of 9 am to 11 am. On a global scale, OECD figures report that 35 percent of all road 
accidents occur at night even though there is far less travel during night hours than in daylight hours 
(OECD 1980). The increased risk of driving at night is partly explained by the reduced visibility and 
driver fatigue. Increasingly, these factors are often coupled with risky driving, substance abuse and 
passenger distractions (Zantema et al. 2008). Young drivers have been shown to have a particularly 
high risk of having an accident when driving at night (Ferguson et al. 2007). 
Time of day was used as a measure of exposure in this study and was incorporated into the charging 
regime as two basic levels; day and night driving as a percentage of total VKT. 
2.4.5 Road type and risk 
The safety of a road is closely linked to the design characteristics of that road, in particular the speed 
limit, number of lanes, oncoming traffic, intersections, roundabouts and crossings. Research into 
accident rates for different road types has shown that the accident rate per VKT on motorways and 
freeways is commonly much lower than on single-lane carriageways (Lynam and Lawson 2005). A 
summary of the relative risk of an accident involving an injury for several countries is presented in a 
recent book by Elvik et al. (2009)  comparing accidents per million VKT. They found that the risk of an 
accident when driving on rural main roads was approximately 2–3 times greater than that for rural 
motorways and approximately 5–7 times greater than the risk of an accident on motorways in urban 
areas. In addition, a recent AA Trust report on British roads (part of the European Road Assessment 
Program 2006) reported that motorways are five times safer than single carriageways and twice as 
safe as dual carriageways (EuroRAP 2006). 
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All individual roads have a risk associated with driving on them, based on historical accident rates 
and the volume of traffic (VKT). These specific road risk values should ideally be used in the 
calculation of charges in exposure-based charging studies; however, road type groupings are often 
used as a measure of risk for simplicity. 
Road type was not used as a measure of exposure in this study because it would have made the 
charging regime too complex for participant comprehension. 
2.4.6 Driver characteristics 
The difference in crash risk by driver demographics has been thoroughly investigated in the 
transport safety literature. Young drivers have regularly been the focus of studies in this area 
because of their higher crash risk when compared with most other drivers (Doherty et al. 1998; 
Zantema et al. 2008). In Australia’s largest state, New South Wales (NSW), transport safety statistics 
emphasise this pressing issue. In 2009, young drivers in NSW held only 15 percent of all driving 
licences yet were involved in 36 percent of all recorded road fatalities (RTA 2009). Similar figures 
documenting the over-representation of young drivers in motor vehicle accidents have been 
reported in numerous other countries. Moreover, other studies clarify these figures further by 
integrating gender into the mix of driver characteristics. These studies have found that young male 
drivers are predominantly associated with higher crash risk (Ferguson et al. 2007; Gray et al. 2008). 
However, once exposure is taken into account, young male and female drivers on average have 
similar crash risks (Cavallo and Triggs 1996; Ryan et al. 1998). These driver characteristics are 
intrinsically taken into account in the calculation of motor insurance premiums, where young drivers 
often face substantially higher premiums than more mature drivers. Only the age of the driver was 
used to differentiate the base charging regime applied in this study. 
2.5 Pricing and risk reduction 
The following literature review describes current evidence involving the implementation of pricing 
mechanisms as a risk reduction tool for driving. This section details the current state of practice 
around the world and provides the historical foundations for establishing the charging regime used 
in this study to encourage safer driving practices. 
It is estimated that motor vehicle accidents are currently costing the Australian economy 
approximately $17 billion per year (Connelly  and Supangan 2006). Numerous strategies have been 
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proposed and implemented with great success to reduce the risk of accidents occurring (e.g., drink-
driving laws, provisional licensing, speed enforcement programs, and road design). However, road 
deaths continue to occur unnecessarily with recent statistics reporting that 1463 persons were killed 
on Australian roads in 2008 (Australian Government Department of Infrastructure 2009). It is often 
debated in the literature whether financial mechanisms can be used to encourage safer driving 
practices (Litman 2010c). More specifically, can Marginal Cost Pricing (MCP) lower exposure to risk 
by reducing the kilometres driven and/or impacting the circumstances under which these kilometres 
are driven (e.g., night-time driving, speeding and road type)? Under this type of mechanism, 
motorists are incentivised to adopt safer driving practices to save money, consequently reducing 
insurance claims, and the overall risk and accidents costs to society (Zantema et al. 2008). Studies 
involving MCP are often colloquially referred to as Pay-As-You-Drive (PAYD) studies.  
2.5.1 Road user charging and PAYD 
PAYD charges to reduce risk exposure are a specific form of road user charging (RUC) in which 
motorists are charged based on their usage of the road system. Litman (2010b)   best summarises 
the different types of RUCs and outlines a description of their use and objectives (Table 2.10). 
Table 2.10: Types of Road User Charging (RUC) (Litman 2010b) 
Terminology Description Objective 
Road Tolls (fixed) A fixed fee for driving on a specific road Revenue raising  
Congestion pricing A fee charged for driving in congested 
conditions (e.g., peak times) 
Revenue raising 
Reduction in congestion 
Cordon fees Fee charged for driving in a specific area Reduction in congestion in 
urban areas 
HOT lanes Fee charged to allow a limited number of 
lower-occupant vehicles to travel in a high-
occupant vehicle (HOV) lane 
Revenue raising  
Distance-based fees
1
 Vehicle use fee based on number of 
kilometres driven 
Revenue raising  
Pay-As-You-Drive (PAYD)  Variable premiums charged according to 
number and / or nature of kilometres driven 
Reduce traffic problems 
(accidents) 
Road space rationing  Revenue-neutral credits used to ration peak-
period roadway capacity 
Reduction in congestion on 
major roadways and urban 
areas 
 
Many studies have investigated the effectiveness of various forms of RUC; however, only a limited 
number of these studies have focused specifically on evaluating PAYD charges. When defining PAYD 
(1) Distance-based fees can be referred to as a basic type of PAYD charging scheme 
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programs, a distinction should be made between PAYD insurance as a commercial offering and a 
PAYD program implemented by a government body. As is currently standard practice, PAYD 
insurance is offered as an optional consumer product, whereas a government road pricing scheme 
using a PAYD platform would be mandatory (e.g., a government replacing standard vehicle 
registration costs with a PAYD scheme). At this time, no countries have implemented PAYD schemes 
nationally because they are unpopular and face firm opposition amongst citizens (voters). 
Other RUC literature may be used as a guide to the possible impacts of variable charging 
mechanisms on driving behaviour. The extent to which these findings are applicable to a PAYD 
application depends on the context of the study. 
2.5.2 Benefits of PAYD 
The main objectives of PAYD charging schemes are dependent on their application. As expected, 
insurance companies have financial interests as their key objective, whereas government agencies 
may offer a PAYD charging system because it represents a more equitable approach to revenue 
collection than flat vehicle registration or road taxes. Regardless of the reasons for applying this type 
of charging regime, there are a number of benefits to society. The three key benefits of PAYD 
schemes that are often discussed in the literature are presented below. 
1) Safety: Increasing driver safety through reducing claims (accidents) is a primary objective of a 
PAYD insurance program. Safety may not necessarily be a primary objective in a government PAYD 
initiative which replaces road taxes; however, it would certainly be a positive secondary benefit. 
Even in the most basic of PAYD schemes, a distance-based charge, a reduction in VKT will result in a 
reduction in vehicle accidents. It is estimated that a reduction in VKT of approximately 10% will lead 
to a reduction in crashes of 12–15% (Litman 2009). More elaborate PAYD schemes which target risky 
driving behaviour, such as driving at night or speeding, would have a direct impact on safety. For 
example, a younger driver may continue to drive the same distances but reduce their night time 
driving to save money, thereby decreasing their crash risk exposure. 
2) Congestion: Most conventional PAYD schemes are not designed to directly address the issue of 
congestion. However, a standard PAYD program may have an indirect effect on congestion through 
the reduction of Vehicle Kilometres Travelled (VKT). This is dependent on existing congestion 
patterns and the structure of the PAYD scheme. Conversely, a reduction in congestion does not 
automatically lead to reduction in risk exposure. In some instances it can increase the probability of 
accidents because drivers may drive at higher speeds when there are fewer cars on the roads. More 
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specifically, time-of-day charges in a PAYD insurance scheme would likely be levied on late evening 
periods, at times when accident rates are the highest, not when congestion is at a peak. 
Governments may wish to apply peak and non-peak time of day charges in a PAYD scheme to 
directly counter widespread congestion. 
3) Environment: Environmental groups have been quick to advocate the benefits of a PAYD scheme 
with a distance-based charging component because drivers can save money while at the same time 
helping the environment. This is because a reduction in fuel consumption would lead to reduction in 
CO2 emissions, which is currently one of the most dominant world environmental issues.
24 
There are relatively few barriers to implementing a basic distance-based PAYD scheme using 
odometer checks and audits for validation.25 For more sophisticated PAYD schemes utilising GPS 
equipment, the cost of technology and privacy concerns are regarded as the main barriers. These 
barriers can be overcome with recent technological advances which have reduced costs and 
heightened security and privacy measures. Further education on the benefits of PAYD schemes, 
including highlighting financial savings, may alleviate many general public concerns around future 
PAYD programs. 
2.5.3 Overview and effectiveness of PAYD schemes 
A number of recent studies have investigated the impacts of MCP on driving behaviour. These 
studies can generally be divided into two categories: 1) academic research pilot studies; and 2) 
insurance company pilot studies.  
2.5.3.1 Academic research pilot studies 
In the past 10 years, a number of pilot studies have investigated the effectiveness of PAYD programs 
around the world. The majority of these pilot studies involved the comparison of driving behaviour 
‘before’ and ‘after’ a charging mechanism (treatment) had been established. The ‘before’ period was 
considered the control in the experiment because driving behaviour was typically monitored prior to 
participants being aware of any charging period. Most of these pilot studies focused purely on 
                                                          
24
 Environmental concerns are one of the key reasons why so many U.S. states have legislated for insurance 
providers to provide PAYD products. 
25
 Odometer audits involve manual checking of a vehicle’s odometer at two times to find the distance driven 
over that time period. These audits are usually carried out by a motor vehicle mechanic during yearly 
inspections.  
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kilometre or distance-based charging, while a select few incorporated differential pricing schemes 
including time of day and speeding charges. 
Outcomes from the PAYD pilot studies vary quite considerably. These differences are largely 
attributable to the range of study designs and sample size considerations. The AKTA study 
conducted in Denmark in 2004 reported a significant change in behaviour between the two 
measurement periods using a high kilometre-based charge (Nielsen 2004). The Minnesota 
Department of Transportation conducted a PAYD pilot in 2004 and concluded that although there 
was a reduction in mileage between the two periods, the significance of the reduction could not be 
reliably established because of the small sample size (Cambridge Systematics Inc. 2006). The Atlanta 
Commute Study also reported a reduction in VKT between the testing periods; however, researchers 
failed to provide final conclusive evidence because of problems with large time lags between 
measurement periods (Xu et al. 2009). 
While most pilot studies incorporated VKT as a measure of risk, the Beloniter study conducted in 
Holland in 2005 investigated the relationship between rewards and directly changing risky driver 
behaviour. The study involved a similar ‘before’ and ‘after’ period comparison, with a focus on 
reducing speeding and following distance between the two periods. They concluded that risky 
behaviour can be changed by using rewards but that the change is not permanent (Mazureck and 
van Hattern 2006). The Swedish Intelligent Economic Speed Adaptation study also explored the use 
of incentives as a method to change driver speeding behaviour. In the research, a lump-sum bonus 
was paid to participants at the beginning of the trial. This bonus was then deducted at a set rate for 
every minute of speeding recorded during the study period (Gunnar et al. 2005). The research 
proved successful, with participants reducing their speeding behaviour during the charging phase. 
2.5.3.2 Commercial Insurance PAYD products 
PAYD insurance product offerings have slowly been entering the global insurance market in the last 
5 years. PAYD insurance coverage is currently available in many countries; examples by country 
include: U.S. (Progressive MyRate, MileMeter)26, Canada (Aviva), UK (Coverbox), France (Aviva), 
Germany (WGV), Holland (Polis Direct), Spain (Mapfre Insurance), Italy (SARA), Australia (Real 
Insurance, Youi Insurance), South Africa (Hollard Insurance, Nedbank PAY PER K), Japan (Aioi 
Insurance) and Israel (Aryeh). Some of these companies offer differential pricing schemes utilising 
sophisticated technology (e.g., GPS). These schemes incorporate higher costs for riskier driving 
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 The number of PAYD products on offer in the U.S. is increasing rapidly with many U.S. states legislating for 
insurance providers to provide PAYD products. 
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circumstances and behaviour, such as time of day, time of week, road type and speed, whereas 
other companies base premiums on a straight kilometre-based charging scheme without any 
differential pricing. Distance-only regimes are easier to implement because they do not require 
sophisticated technology to capture driving data, such as location and speed, but rather only require 
verification of the number of kilometres driven. All schemes operate on the same premise: reduced 
exposure equals reduced risk of an accident; however, the schemes differ in the classification of the 
exposure charging regime. 
It is likely that the majority of these commercial PAYD programs were tested using a pilot phase with 
some of their customers. Unfortunately the results of these pilot studies remain unpublished 
because of their proprietary nature. Although the specific pilot results are unknown, it is clear that 
these PAYD pilot programs would have shown a reduction in risk exposure for the products to be 
considered commercially viable27. Inferences can be made about the design and likely results of the 
pilot studies by examining the details of each of the PAYD commercial plans on offer, including the 
actual per-kilometre charging rates. One exception to this was a recent government-sponsored trial 
of PAYD insurance in Dallas-Fort Worth (Reese and Pash-Brimmer 2009). This trial involved a 
comparison of two six-month periods of driving. The design included a ‘before’ period to measure 
baseline driving, implementation of a reward scheme (treatment), and then an ‘after’ period to 
measure the resulting change in driving behaviour. The scheme rewarded participants $25 for every 
5 percent reduction in miles driven, capped at $350. Summary results concluded that the scheme 
managed to reduce average miles driven by 5 percent or 560 miles. 
The industry expects that the number of companies offering PAYD schemes will continue to grow as 
companies and consumers realise the benefits of PAYD insurance. The success of commercial PAYD 
programs remains to be seen, but already one of the original schemes from the UK’s biggest insurer 
Norwich Union (now Aviva) has recently cancelled their PAYD insurance product because of a lack of 
demand. 
2.5.3.3 National / state schemes 
Congestion charges are a fairly common tool for curbing traffic demand problems in various parts of 
the world (e.g., London congestion charge, United States High-Occupancy Toll lanes and time of day 
                                                          
27
 Commercially viable could mean a number of different things depending on the objectives of the insurance 
company. For example, companies could introduce PAYD schemes to: 1) increase market share by offering a 
fairer and more affordable product for drivers to get insurance and encourage brand loyalty; 2) reduce high-
mileage/high risk drivers who are currently being cross-subsidised by other drivers; and 3) reduce overall 
claims (costs) in order to maximise profits.  
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tolls, Singapore congestion charge). Unlike congestion charges, broad PAYD schemes are yet to be 
implemented by any world government at a state or national level. This was set to change with the 
recent development of a national kilometre-based charging regime to replace road taxes in Holland. 
However, because of the recent change in government and increasing opposition from the public, 
the policy has been postponed indefinitely. As demonstrated in Holland, the main barriers to 
implementing a PAYD scheme to replace established road taxes are technological investment costs, 
privacy concerns and general public aversion. Economists argue that a variable user tax to pay for 
road infrastructure and development is a more equitable system that would have positive benefits 
for society (as discussed in Section 2.5.2). Various transport groups are pushing for road pricing in 
Australia using a PAYD type scheme and even the recent Henry tax review suggested that further 
investigation into these measures would be beneficial for Australia’s future tax system (Australian 
Government The Treasury 2009). 
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3 Methodology 
3.1 Introduction 
This chapter presents an overview of the setup and collection of data used to examine hypothetical 
bias in this thesis. All data were sourced from a University of Sydney project exploring responses of 
motorists to charges based on their exposure to crash risk.28 The sample consisted of 148 Sydney 
motorists who were recruited to take part in a 10-week GPS driving field study (referred to as RP 
data). In addition, participants were also required to complete an SP survey. The SP survey was 
designed to capture what participants indicated they would do as opposed to what participants 
actually did in reaction to the charging regime. This research was uniquely structured to allow for a 
comparison of SP and RP data from the same sample for the purpose of investigating hypothetical 
bias. This chapter contains a detailed account of the design and methods used in the collection of 
the data and an outline of the methods used to compare and contrast the data sources to examine 
the effects of hypothetical bias. 
The study consisted of five distinct phases outlined below (see Figure 3.1): 
1) ‘Before’ period of GPS monitoring (GPS ‘Before’): The ‘Before’ period was designed to 
measure the baseline driving behaviour of participants prior to the commencement of the 
charging regime. Fieldwork for the ‘Before’ phase began on Saturday 29th August 2009 and 
finished on Friday 2nd October 2009 (5-week duration). 
 
2) Establishment of the charging regime: The charging regime was designed to encourage safer 
driving behaviour by charging motorists according to known correlates of crash risk (age, 
kilometres driven, night-time driving, and speeding). The charging scheme consisted of a 
base kilometre charge for the two age groups, 17–30 years and 31–65 years, with multipliers 
applied to the base rate charges for driving at night and speeding. 
 
3) SP survey completed before the GPS ‘After’ phase (SP ‘Before’): Approximately half the 
sample was randomly selected to complete the SP survey before the GPS ‘After’ phase. At 
                                                          
28
 The RP field study was funded as an ARC-Linkage Project between the University of Sydney and AAMI Ltd, 
Project #LP0755055. The field study was designed and managed by Simon Fifer and Associate Professor 
Stephen Greaves (Supervisor and Chief Investigator). A special thanks to Mr George Germanos and his team at 
Smart Car Technologies, Mr Richard Ellison, Dr Yun Zhang, Ms. Claudine Moutou, and Dr Russell Familar from 
ITLS for assisting in the substantial GPS data collection effort.  
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this stage the participants were not aware that they would be participating in the charging 
phase. The SP ‘Before’ data were collected to model the preferences of participants who had 
no prior experience with the charging regime. All participants who completed the SP survey 
in this wave were also invited to complete the same SP survey again following the GPS 
‘After’ phase (i.e., at the same time as the SP ‘After’ survey group) to see if their responses 
changed after experiencing the real charging regime. The reason the SP survey was divided 
into two data collection waves was to capture any inherent bias associated with the order of 
completion (e.g., do respondents do what they say they will do because they completed the 
hypothetical survey first?) and accordingly account for different levels of experience with 
the decision context.  
 
4) ‘After’ period of GPS monitoring (GPS ‘After): The ‘After’ phase was designed to measure the 
change in driving behaviour resulting from the initiation of the charging regime. Fieldwork 
for the ‘After phase began on Monday 2nd November 2009 and finished on Sunday 6th 
December 2009 (5-week duration).  
 
5) SP survey completed at the end of the GPS ‘After’ phase (SP ‘After): Approximately half the 
sample was randomly selected to complete the SP survey following the GPS ‘After’ phase. 
The SP ‘After’ data were collected to model the preferences of participants who had 
experience with the charging regime. The SP ‘After’ sample consisted of participants who 
had been randomly assigned to this wave at the beginning of the study and also a repeat 
group of participants who had already completed the SP ‘Before’ survey.  
 
 
 
Figure 3.1: Study overview  
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3.2 RP data collection 
3.2.1 RP overview 
The objective of the RP field study was to measure the behavioural change of Sydney motorists 
participating in an exposure-based charging regime. The study was structured as a comparison 
between two 5-week driving periods; the GPS ‘Before’ phase and the GPS ‘After’ phase. The GPS 
‘Before’ period determined the base level of driving, while the GPS ‘After’ period measured the 
changes in driving behaviour as a result of the charging regime. The charging regime was structured 
as a per-kilometre base charge with multipliers for risky driving behaviour: specifically, driving at 
night and speeding. Motorists received financial incentives for any reductions in charges between 
the two 5-week periods.29 In total 148 motorists in Sydney were recruited to participate in this study. 
This section details the establishment and setup of the RP field study, including the technological 
requirements, recruitment and the derivation of the charging regime (Greaves et al. 2010b). 
3.2.2 Charging regime 
3.2.2.1 Rationale and structure 
The basic principle behind establishing the charging regime was that motorists would be rewarded 
for reducing their crash risk.30 The emphasis on rewarding desirable behaviour versus the traditional 
approach of punishing undesirable behaviour is deliberate and rooted in psychological theory that 
shows this to be generally a more effective means of influencing behaviour (Mazureck and van 
Hattern 2006). The chosen regime was developed by establishing driving costs for the risk factors 
outlined in Section 2.4 of the literature review: kilometres driven (distance), night-time driving and 
speeding. The charging rates were used to calculate the costs of driving in each of the two 5-week 
periods. The following section provides a detailed account of how the rates were derived and is 
based on the paper “Development of a kilometre-based rewards system to encourage safer driving 
                                                          
29
 Participants were not penalised beyond the total base (GPS ‘Before’) charges because this would have 
discouraged overall study participation and was not enforceable in practice. For example, if a participant drove 
more in the GPS ‘After’ phase than in the GPS ‘Before’ phase, they would not have to pay excess charges to 
The University of Sydney.  
30
 Although participants were effectively charged for driving, they were, by virtue of the before and after 
comparison study design, rewarded for changing their driving behaviour.  
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practices” (Greaves and Fifer 2010) presented at the Transportation Research Board (TRB) annual 
meeting in Washington DC, January 2010. 
Three key points were taken into account when developing and evaluating the charging rates: 
1) The crash-risk groupings should capture major factors impacting crash risk while resulting in 
a scheme that is easy for participants to understand: Participant comprehension was a key 
consideration in the design of the charging rates for this study. In developing the final rates, 
we wanted a scheme that was transparent and allowed for easy calculation of trip costs.  
 
2) The rates must be relevant: It became clear during pilot interviews that the chosen rates 
would need to provide significant impetus to change behaviour (i.e., the rewards had to be 
substantial enough to warrant participants to inconvenience themselves by changing their 
driving behaviour). For example, a $0.10 per kilometre charge levied on a 10-kilometre work 
commute would represent a total charge of $1.00. Under the charging/rewards scheme, this 
charge would essentially represent a $1.00 daily reward if the participant were to forgo that 
trip. According to feedback received during the pilot phase, a $1.00 reward for this type of 
trip would not be sufficient to cover the costs of an alternative mode of transport, let alone 
provide further compensation for any inconvenience caused as a result of the changes 
made. 
 
3) Payment of the rates must be within the project budget: Despite the consideration of the 
above factors, the rates ultimately needed to fit within the constraints of the project budget. 
Various hypothetical scenarios were constructed at the stage of rate selection to evaluate 
these criteria and ensure that budget limits were maintained. These scenarios were based 
on the projected changes in behaviour of motorists participating in the study. 
 
3.2.2.2 Development of crash risk groupings 
Crash risk can be defined as simply the number of accidents occurring for some measure of exposure 
(e.g., number of licensed drivers, million kilometres driven): 
 
    
   
   
 
 
(3.1) 
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Where: 
A = annual number of accidents 
D = annual vehicle kilometres travelled 
i = demographic/situational grouping, where situational refers to time-of-day, day-of-week, road 
type, speeding, and other criteria. 
t = accident type: fatality, injury, property damage only 
In light of equation (3.1), historical data on the number of crashes and driving exposure for Sydney 
motorists by demographic grouping were required. Crash data were sourced from the Traffic 
Accident Database System (TADS) for the years 2002–2006. The TADS database is an aggregate 
accident database collected by the Roads and Traffic Authority (RTA) of New South Wales. The 
database contains comprehensive details of all accidents reported to the police involving at least 
one moving road vehicle on a public road in which a person was killed or injured or at least one 
motor vehicle was towed away. Three classifications are used to describe the severity of an accident: 
a fatal accident, an injury accident and property damage only. Accidents are classified based on the 
highest level of severity. For example, an accident with one fatality and two injuries would be 
classed as a fatal accident and not appear as an injury accident. The exposure data were sourced 
from a large household survey of the Sydney greater metropolitan area called the Sydney Household 
Travel Survey (SHTS) (Transport Data Centre 2007). The SHTS is a rolling, continuous (covers all days 
of the year) survey of approximately 5000 households per year that has been administered since 
1997. Exposure data for the years 2001/2002 to 2005/2006 were pooled (around 25,000 
households) and weighted to the 2005 population for analysis.  
Using the SHTS and TADS data for the computation of crash risk resulted in six demographic 
segments (17–30 male, 17–30 female, 31–65 male, 31–65 female, 66+ male, 66+ female) and two 
time-periods (day = 05:00–17:59, night = 20:00–04:59). Road type was not included in the final 
scheme because: 1) exposure measures were difficult to compute from the SHTS; and 2) we wanted 
to limit the complexity of the regime. Differentiation by weekend driving in contrast with midweek 
driving was also considered but was likewise not included to avoid complexity.  
3.2.2.3 Derivation of per-kilometre rates 
Per-kilometre rates were based on the notion that the external costs of accidents should be 
internalised across the 12 demographic/situational categories according to their crash risk. For this 
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process to be carried out, an accurate assessment of the external costs of accidents was needed. 
Accident costing is an inexact science and is an ongoing area of research and development (Risbey et 
al. 2007). The current state of practice in Australia, and many parts of the world, for calculating 
accident costs is based on the human capital (HC) approach (Austroads 2003). Costs are assigned to 
directly measurable components of a crash, including the human costs (e.g., medical costs, 
ambulance costs, loss of earnings), vehicle costs (e.g., repairs, towing) and general costs (e.g., travel 
delays, police costs). More recently this approach has been criticised for significantly undervaluing 
the amount an individual is willing to pay to avoid being involved in an accident (Hensher et al. 
2009). In a recent example conducted by Hensher et al. (2009) using CE methods, motorists were 
asked to trade off crash risk against travel time and out-of-pocket costs. This method is labelled the 
Value of Risk Reduction (VRR) approach. Definitional issues aside, a comparison of the methods 
revealed that there were some substantial differences in estimated accident costs. Most notably, 
fatalities were under-valued by around four times using the HC approach. In the end a combination 
of both methods was used in which the higher cost estimate for each accident classification was 
selected. The final crash costs, including definitions and assumptions, used in this study are shown in 
Table 3.1 below.  
Table 3.1: Crash costs for the study period 
Accident Type Annual Accidents(1) 
Cost/Accident 
(AUD$) 
Annual 
Accident Costs 
  Total Accidents Total Vehicles Involved     
Fatal injury
(4)
 228 250 $7,553,194 $1,722,128,165 
Injury
(5)
 14,961 21,221 $140,870 $2,107,556,070 
Property damage only
(6)
 100,899
(2)
 154,783 $7,954
(3)
 $802,554,766 
TOTAL 116,088 176,254   $4,632,239,001 
 
(1) Computed as the average number of accidents/year over the 5-year TADS data used. 
(2)Adjusted to account for non-towaway accidents. 
(3) Based on Bureau of Transport Economics BTE (2000) rates factored to 2007. 
(4) A fatal accident is an accident in which at least one person dies within 30 days of an accident as a result of 
injuries received in the accident.  
(5) An injury accident is a non-fatal accident in which at least one person is injured as a result of the accident 
but does not die within 30 days of the accident. Injury accidents are not differentiated by the severity of the 
injury, but at the per-person level they are defined in terms of serious injuries, which are those requiring 
hospitalisation and other injuries, which do not require hospitalisation.  
(6) A Property Damage Only (PDO) accident is one in which there is neither a fatality nor injury but at least one 
vehicle is towed away. 
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Having established the total cost of accidents for each accident type Lt the next step was to 
internalise/assign this cost across the 12 categories. The approach taken was to establish a base 
charging rate χβ
 
, representing the per-kilometre charge for the lowest risk category, with rates for 
other categories set dependent on the relative crash risk     to this base category. Given the 
requirements for costs to be based on a per-kilometre basis,     was weighted by the relevant VKT 
for that category such that: 
               +                +...+                    (3.2) 
 
   [                                        ]     
 
 
(3.3) 
   ∑          
  
    (3.4) 
 
∑  
 
   (3.5) 
 
Where: 
i = demographic/situational category 
t = accident type: fatality, injury, property damage only 
VKTi is the vehicle kilometre travel of category i  
    is the relative risk for category i and accident type t 
    is the base charging price of accident type t 
   is the total accident cost of accident type t 
L is the total accident cost 
The initial per-kilometre charges are shown in Table 3.2, together with an indication of how these 
were derived. Not surprisingly, the group with the lowest crash rates/risk were 31–65 year-old males 
driving during the day. This group was selected as the base category and the risk for all other groups 
were set relative to this base. In doing so this enabled the total accident costs in Table 3.1 to be 
maintained. Per-kilometre charges ranged from 7.7 cents to 69.7 cents for the highest risk group, 
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17–30 year-old males driving at night, largely by the approximately 16 times greater relative fatality 
risk.  
Speeding was included in the charging regime as a simple multiplier on the base rates. Speeding was 
initially defined as two categories, minor speeding (1–10 km/h over the limit) and major speeding (> 
10 km/h over the limit). This categorisation was abandoned during piloting because it proved too 
confusing for participants to understand. Even with one speeding category, the tolerance level that 
should be used to define speeding was heavily debated. Current New South Wales law has zero 
tolerance (i.e., any speed over the speed limit is deemed as speeding) and is based on radar and 
camera enforcement. In line with this approach speeding was defined as anything over the speed 
limit ( 1 km/h over the limit) regardless of how much above the limit or the time spent speeding. 
The initial per-kilometre rates for the six demographic groups, differentiated by time of day and 
speed, are shown in Table 3.3. These rates are the rounded values from the rate calculations in Table 
3.2. Under this scheme young males (highest risk group) would be charged rates ranging from $0.25 
per kilometre, for driving within the speed limit during the day, to as high as $1.40 per kilometre for 
driving above the speed limit during the night. Conversely the lowest risk group (middle aged 
females) would be charged rates ranging from $0.20 per kilometre for driving within the speed limit 
during the day to $0.40 cents per kilometre for driving above the speed limit during the night. It 
should be noted that 66+ female drivers were assumed to have the same per-kilometre night cost as 
males despite their larger value in Table 3.2 This assumption was made because the value in the 
table was thought to be unreasonably high because of the low sample representation in the 
exposure database for this particular group.  
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Table 3.2: Derivation of per-kilometre rates for the 12 charging groups 
Gender Age 
Time of 
Day 
Crash Involvements per 
Year 
  
Crash Rates Relative Risk Cents/km 
Fatal Injury PDO 
Total 
VKT 
Fatal Injury PDO Fatal Injury PDO Fatal Injury PDO 
All 
Crashes 
Male 
17-30 
5-20 43 3793 33540 3832 0.01 0.99 8.75 3.03 2.63 3.18 7.8 9.8 4.5 22.2 
20-5 36 1140 10126 598 0.06 1.90 16.92 16.30 5.05 6.15 42.0 18.9 8.8 69.7 
31-65 
5-20 55 5516 40240 14629 0.00 0.38 2.75 1.00 1.00 1.00 2.6 3.7 1.4 7.7 
20-5 22 780 5975 1426 0.02 0.55 4.19 4.06 1.45 1.52 10.4 5.4 2.2 18.0 
65+ 
5-20 19 876 5950 1477 0.01 0.59 4.03 3.48 1.57 1.47 9.0 5.9 2.1 17.0 
20-5 1 52 325 71 0.02 0.73 4.57 5.28 1.93 1.66 13.6 7.2 2.4 23.2 
Female 
17-30 
5-20 16 3143 21061 2685 0.01 1.17 7.84 1.64 3.10 2.85 4.2 11.6 4.1 19.9 
20-5 10 528 3624 360 0.03 1.47 10.06 7.44 3.89 3.66 19.2 14.6 5.2 38.9 
31-65 
5-20 33 4600 28707 9702 0.00 0.47 2.96 0.92 1.26 1.08 2.4 4.7 1.5 8.6 
20-5 6 340 2250 674 0.01 0.50 3.34 2.47 1.34 1.21 6.3 5.0 1.7 13.1 
65+ 
5-20 7 432 2881 625 0.01 0.69 4.61 2.92 1.83 1.68 7.5 6.9 2.4 16.8 
20-5 1 22 104 10 0.06 2.13 9.98 15.46 5.66 3.63 39.8 21.2 5.2 66.2 
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Table 3.3: Initial per-kilometre rates 
Demographic Group 
Day (0:500–20:00) Night (20:00–05:00) 
Non Speeding Speeding Non Speeding Speeding 
17–30 Male $0.25 $0.50 $0.70 $1.40 
17–30 Female $0.20 $0.40 $0.40 $0.80 
31–65 Male $0.10 $0.20 $0.20 $0.40 
31–65 Female $0.10 $0.20 $0.15 $0.30 
66+ Male $0.20 $0.40 $0.25 $0.50 
66+ Female1 $0.20 $0.40 $0.25 $0.50 
(1) Because of the very small sample size in the SHTS data, we used the same figure for 66+ males. 
Various scenarios and forecasts were calculated using the initial rates combined with GPS ‘Before’ 
phase driving data and expected levels of behavioural change. After much discussion, the rates used 
in the charging phase of this study were finalised (see Table 3.4). These rates were based on the 
initial rates in Table 3.3; however, they were adjusted to represent the maximum feasible rates that 
could be charged given budget constraints.31 In particular, speeding at night was heavily penalised 
for younger drivers. Although there were differences in the initial rates by gender, it was decided 
that males and females would be assigned the same rates for simplicity.  
Table 3.4: Final rates used for the charging phase32 
Demographic Group 
Day - Non 
Speeding 
Day - 
Speeding 
Night – Non 
Speeding 
Night - 
Speeding 
17–30 Male $0.20 $0.60 $0.80 $2.40 
17–30 Female $0.20 $0.60 $0.80 $2.40 
31–65 Male $0.15 $0.45 $0.60 $1.20 
31–65 Female $0.15 $0.45 $0.60 $1.20 
 
3.2.3 System setup 
A combination of different technologies and processes was used to monitor and present participants 
with a summary of their accumulated trips. The system setup for the study is shown in Figure 3.2. 
Shortly after recruitment, participants received a GPS data logger which was installed in their vehicle 
by a university-assigned representative. This GPS data logger recorded and transmitted second-by-
second information in near real-time to our project partner, Smart Car Technologies’ (SCT) central 
                                                          
31
 Sensitivity analysis was conducted for a number of predicted behavioural change scenarios to examine the 
potential budgetary implications. This information was used in determining the maximum feasible rates.  
32
 Rates for 66+ males / females are not displayed because they were not sampled in this study. 
64 
 
server for map-matching. Upon receiving the data, SCT also performed initial data cleaning, including 
the tagging of speed limits and processing the records into individual trip reports. This information 
was then transmitted nightly to the University of Sydney Webserver, where it was securely housed. 
The data were stored in two formats, trip summary files and second-by-second GPS files for every 
participant. The trip summary files were uploaded nightly (around 2 a.m.) to the participant website 
which was designed to present a summary of previous trips and facilitate collection of supporting 
information (prompted recall survey). Participants were provided with individual logins to the 
prompted recall survey and asked to regularly complete the required trip information. This 
information was then automatically written to the database in the designated format required for 
analysis.  
 
 
Figure 3.2: System setup 
 
The system was piloted in June/July of 2009 on 30 motorists for a period of eight weeks, to gauge 
their acceptance of the technology and use of the prompted-recall over this extended period 
(Greaves et al. 2010a). The results of the pilot testing were largely positive with only one motorist 
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dropping out and an estimated 3 percent missing trip rate, which was mainly attributed to 
connection problems between the GPS device and the vehicle’s cigarette lighter. 
3.2.3.1 GPS device 
A number of devices made by Australian and global manufacturers were tested to find an 
appropriate device which met the specifications for this study. These specifications were: 1) the 
device needed to have easy power options (e.g., by plugging into the cigarette lighter); 2) the device 
needed to accurately record speed information; 3) the device needed to have built-in General Packet 
Radio Service (GPRS) functionality to transmit data in near real-time using a mobile SIM card; and 4) 
the device needed to be reasonably priced. The device eventually selected was the C4 mobile device 
manufactured by Mobile Devices Ingenierie (see Figure 3.3). Depending on the vehicle’s interior 
specifications, the device’s charger was plugged into the cigarette lighter and the device was placed 
in a position which did not interfere with the driving of the vehicle (i.e., normally a spare 
compartment above or below the radio or in front of the gear box). The device was configured to 
automatically power on when the engine was started and power off when the engine was stopped 
to enable the automatic detection of trip-ends. 
 
Figure 3.3: The C4 mobile device 
 
3.2.3.2 Data processing 
The data-processing phase of the project had two components. First, basic cleaning was completed 
by our industry partner SCT. This consisted of: 1) calculating the magnitude of speeding by map-
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matching the GPS data to a speed zone GIS-based representation of the Sydney street network;33 2) 
identifying trips by using the engine-on and engine-off classifications for trip starts and trip ends; 
and 3) aggregating the data into trip files through summarising information (e.g., origin, destination, 
distance, time and speeding behaviour) for each trip undertaken by a participant for a particular day. 
Second, the summary trip files and second-by-second GPS data were downloaded nightly 
(automatically through a batch process job) to the University of Sydney Webserver. Specific data 
validation rules were employed while downloading the nightly data and results were output via a 
daily email sent to the research team. These rules were developed to address the following problem 
areas: 
1) Participant issues (number of trips for the previous day, how long since they had logged into 
the prompted-recall survey, days since last GPS activity),  
2) Very short trips such as moving a car in a driveway (defined as less than 100 meters), and 
3) Potential missing trips (defined as one trip-end starting more than one kilometre from the 
previous trip-end). 
As a further data validation measure, real-time data collection allowed for all active devices to be 
viewed through Google Earth to ensure the system was working correctly and to quickly address any 
general problems that arose from day to day. All data collected were subject to strict privacy 
arrangements and were only accessible to The University of Sydney research team. 
3.2.4 Web interface 
3.2.4.1 Prompted recall 
Prompted-recall (PR) surveys were designed to replay trip information and ask respondents to 
validate this information and/or provide supporting trip details which are not directly obtainable 
using the GPS data (e.g., trip purpose, who was driving, number of passengers and costs)(Marca 
2002; Stopher and Collins 2005; Doherty et al. 2006; Auld et al. 2009). The key requirements for the 
PR survey were that it needed to be simple for participants to use, appealing and attractive while 
avoiding long loading and refresh times. Multiple designs of the web interface were piloted both in-
house, with university colleagues, and also using an external pilot sample. The final interface 
selected is shown in Figure 3.4. This interface utilised a tabular format that was quick and intuitive to 
                                                          
33
 This speed zone network was collected by SCT by driving all the streets in Sydney and included temporal 
variations in speed limits such as school zones. 
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use and open-source mapping software from Google Maps. Maps of trips were included to visually 
remind the participants of the specific trips they had done each day. Maps were used in the design 
because they present travel in a familiar medium and allow for fast decoding of complex 
information.  
 
Figure 3.4: Prompted-recall survey interface (GPS ‘Before’ phase) 
 
To access the interface, participants were sent a unique URL via email which took them straight to 
their trip data without having to remember logins and passwords. Participants were requested to 
bookmark this internet page so they could access it again without referring to the email. Once in the 
interface, participants could easily see all the days they had travelled displayed under ‘Days to 
confirm’. After clicking on a specific day, all the trips driven on that day were shown in the ‘Trip 
details’ table. Participants were able to view each trip on the map to refresh their memory by 
selecting the trip using the radio button.34 Instructions were provided to complete some simple 
information for each: who was driving, the number of passengers, the main trip purpose and 
whether any intermediate stops were made (e.g., dropping off children at school on the way to 
work). Once they had finished entering this information the trip was confirmed (highlighted in 
                                                          
34
 It is a possibility that the presentation of travel information in the PR survey may have prompted some 
participants to change their travel behaviour in the ‘Before’ phase. 
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yellow) and saved to the database. An open-ended box was provided at the bottom of the page to 
allow participants to enter any specific trip discrepancies, missing trips or general comments.  
3.2.4.2 Driver feedback (GPS ‘After’ Phase) 
The PR website interface was altered for the GPS ‘After’ phase to provide up-to-date feedback to 
drivers on the cost of their travel (see Figure 3.5). Included in the changes were three extra columns 
attached to the right of the existing ‘Trip details’ table which displayed the charging information. 
Each trip now incorporated the key elements on which the charging regime was based, including 
whether the trip was made during the day or night,35 the percentage of time over the speed limit 
and the associated cost of that trip. Most importantly, a graph was shown on the right of the screen 
to indicate the starting/base incentive and how much each participant had remaining at any time 
during the study. For each day a participant drove, their costs were shown in the table and the 
calculated amounts were deducted from their base incentive (as shown by the green bar in Figure 
3.5). Participants were also able to view graphs of costs aggregated by trip purpose or daily usage. As 
with the GPS ‘Before’ phase, the interface was updated daily. 
 
Figure 3.5: Prompted-recall survey interface (GPS ‘After’ phase) 
                                                          
35
 A trip was defined as occurring either in the day or the night based on the time of day definitions. If a trip 
included driving in both the day and night-time periods then the time of day when the majority of the trip 
occurred was used as the classification and costs for that trip.  
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3.2.4.3 Survey management interface 
The survey management interface was specifically built by the research team to aid in the day-to-day 
management of the study (see Figure 3.6). The format is similar to the participant interface 
displayed in Figure 3.4. This management tool was only accessible to survey managers and enabled 
them to do the following tasks: 
1) Check the general status of each participant including last GPS update, time since last login 
to the website and where the participant’s GPS device was currently located. Participants 
would be sent a reminder email if there had been no GPS activity for more than 72 hours 
and/or they had not logged onto the prompted-recall for more than seven days. This would 
be followed up by a phone call if necessary. 
2) Check short trips and missing trips flagged as part of the daily report.  
3) Check missing trips flagged by participants. 
4) Export the GPS second-by-second data and trip data by date range and/or participants as 
required in a .csv file format for further analysis. 
5) Email participants with the weekly newsmail on the study, reminders and their unique URL 
(generated through encryption programming) for logging into the prompted-recall survey. 
Generate graphs and reports of travel characteristics to date by participant and as an 
aggregate across the sample.  
 
 
Figure 3.6: Survey management interface 
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3.2.5 Recruitment 
Participants were recruited from six suburban hubs (Chatswood, Hurstville, Parramatta, Strathfield, 
Randwick and Sutherland) and surrounding suburbs in the Sydney metropolitan area (see Figure 
3.7). These suburbs were strategically chosen because they represent large groups of the Sydney 
population that have access to good public transport.36 Participants were recruited via a global 
online panel provider. To qualify, participants had to complete a comprehensive screening survey to 
ensure they met the requirements of the study. The main screening criteria required participants to 
have a valid license, reside in a one-car household, be the primary driver and drive more than two 
days per week on average. Other practical requirements were that participating vehicles needed a 
working cigarette lighter to power the device and were required to be parked off-street at night for 
safety reasons.37 All devices were delivered and installed face-to-face by a trained research company 
field force. Face-to-face installation was preferred to other methods of delivery because it ensured 
correct first time device installation and also allowed for collection of a validated odometer reading 
and signed participant consent form.  
                                                          
36
 Access to public transport was a requirement in this study because we wanted to give participants the 
option of saving money by not only forgoing trips but also by switching to alternative modes of transport. 
37
 This last criterion was imposed following the pilot study in which two devices were unfortunately lost in the 
first week because they were in vehicles that were parked on-street that were stolen. 
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Figure 3.7: Map of Sydney suburbs for recruitment 
 
Panel members from the selected suburbs were sent an email survey. Upon successful completion of 
the screening survey to determine eligibility, 429 members received a brief description of the study, 
resulting in 376 members notionally agreeing to participate. These potential candidates were then 
individually phoned by field staff to arrange for delivery and installation of the 148 devices. It was 
originally planned to recruit equal numbers of participants in each of the four demographic cells. 
This proved particularly difficult with young drivers, most likely because of a lack of interest. The 
recruitment, demographics and composition of the sample is shown in Table 3.5. Despite initially 
establishing six demographic group charging rates, only males and females aged 17–30 or 31–65 
were included in the final sample.38 The ‘Target’ group refers to participants who received incentives 
to change behaviour during the GPS ‘After’ period. As with many behavioural change studies, a 
control group was included as a base to ascertain whether there were any external influences during 
the study period that may have impacted changes in driving behaviour. The breakdown by suburb 
(which was not bound by any set quotas) was Parramatta (50 participants), Strathfield (30 
                                                          
38
 66+ males / females were not included in the final sample because they would be difficult to recruit using 
the online panel sampling methodology and study resources were limited.  
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participants), Chatswood (17 participants), Sutherland (24 participants), Blacktown (19 participants), 
and Randwick (8 participants).  
Table 3.5: Sample recruitment and demographic details 
  Count Percent 
Recruitment (number qualifying) 429 100% 
Numbers notionally agreeing to participate  376 88% 
Numbers actually recruited and installed  148 34% 
Sample demographics 148 100% 
Male 17–30 years of age  16 11% 
Female 17–30 years of age  25 17% 
Male 31–65 years of age  52 35% 
Female 31–65 years of age  55 37% 
Sample composition 148 100% 
Target Sample  119 80% 
Control Sample  29 20% 
 
The process of actually informing motorists about the GPS ‘After’ phase and the potential to make 
money needed to be handled carefully given that it implicitly revealed that sensitive information 
(particularly) speed had been monitored and recorded. To try to combat any potential backlash, 
participants were contacted emphasising the fact that they could make money first and foremost 
and that they were free to withdraw from the study. The concept was well received with no 
participants withdrawing from the study as a direct result of this information. 
3.3 SP data collection 
3.3.1 SP overview 
The purpose of the SP experiment was to explore how respondents might hypothetically change 
their driving behaviour if they were participating in a kilometre-based rewards scheme (Fifer et al. 
2011). The survey consisted of CV39 and CE40 components. Each section was designed to correspond 
closely to the RP decision context to enable a valid examination of the extent of hypothetical bias. 
The survey was administered online to the qualified RP field sample in two waves. 
                                                          
39
 Contingent Valuation is an SP method where respondents are asked about their WTP for a good or service 
described by a single attribute or constant bundle of attributes (i.e., the attribute levels do not change).  
40
 Choice experiments are an SP method where respondents are asked to choose their preferred option from a 
set of alternatives which are described by multiple attributes and levels.  
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At the start of the survey, it was made clear to the respondents that they would be asked questions 
about a ‘basic’ kilometre-based charging study (i.e., the CV scenarios) and a ‘detailed’ kilometre-
based charging study (i.e., the CE scenarios). In the basic scenarios, only distance was included in the 
charging regime, whereas in the detailed scenarios, the charging regime was presented as a function 
of distance, driving time of day and speeding; This section outlines the administration of the online 
SP survey as well as establishment and setup of the CV and CE surveys.  
3.3.2 Survey administration  
3.3.2.1 Fieldwork 
Fieldwork for the SP survey was administered in two periods: before the 5-week charging period (SP 
‘Before’), or following the charging period (SP ‘After’). Respondents were randomly assigned into 
one of these groups at the beginning of the study. The SP ‘Before’ group were also invited to 
complete the same SP survey again at the end of the charging phase (GPS ‘After’ period), to see if 
their responses changed once they had experienced the charging regime. This splitting of the sample 
was designed to test any differences in the order of completion and avoid any associated issues 
(e.g., do respondents do what they say they will do because they completed the hypothetical survey 
first?). It also enables SP survey responses to be compared for different levels of experience within 
the decision context.  
3.3.2.2 Survey development and instructions 
The SP survey was administered online and built using PHP, HTML/CSS languages and a MySQL 
database. An email was sent to each participant, which contained a personalised link to the online 
survey. The survey was designed so that the participants could stop at any time and resume where 
they finished. Email and telephone help lines were established to respond to any problems 
participants had whilst completing the survey. In conjunction, a help button was located at the 
bottom of each screen which provided contact information in case the participants needed to seek 
assistance. 
All relevant instructions about the SP survey were contained in the email. As an extra measure to 
ensure correct comprehension of the SP survey, participants were shown an example SP question 
(CV and CE scenarios) and asked if they understood how to complete the scenario games. If they 
indicated that they understood they were allowed to complete the remaining scenarios. If, however, 
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they indicated that they did not understand, a pop-up box was initiated which informed them that 
their details had been sent to a member of the research team and they would be contacted to 
explain the scenarios and answer any further questions.41 
3.3.2.3 Sample recruitment and timing 
All valid target participants who completed the RP field study (GPS ‘Before’) were invited to 
participate in the SP online survey. In total, 105 out of the 119 target phase motorists who 
participated in the GPS ‘Before’ data collection phase also completed the SP experiment. The before 
and after SP samples were intended to be approximately equal. However, during the after phase 
some participants were unable to complete the study because they went on extended holidays (four 
participants). This left 115 eligible participants who were sent an email invitation to complete the SP 
survey. The response rates for the ‘Before’ and ‘After’ phase of the SP experiment were 62 out of 64 
(97 percent) and 43 out of 51 (84 percent) respectively (see Table 3.6). As expected, it proved more 
difficult to get participants to complete the SP experiment at the end of the study because of its 
extended duration. Interestingly, 46 out of the original 62 participants (74 percent) who completed 
the SP survey in Wave 1 (SP ‘Before’) also completed the same SP survey again during Wave 2. No 
further monetary incentives were offered to respondents for completion of the SP survey; however, 
two gift hamper prizes were randomly drawn to encourage participation. 
Table 3.6: SP Survey response rates  
  Completed surveys (A) Total sample (B) Response rate (A/B) 
Wave 1 – SP ‘Before’ 62 64 97% 
Wave 2 – SP ‘After’ 43 51 84% 
Wave 2 – SP ‘Before / After’1 46 62 74% 
(1) This category represents the number of Wave 1 – ‘Before’ – participants who completed the SP survey 
again in Wave 2 – ‘After’. 
 
3.3.2.4 Data processing 
The GPS data collection process and initial data cleaning for the RP field study are outlined in Section 
3.2. The integration of the GPS data with the SP experiment required some manipulation, primarily 
around how to assign VKT to one of the three trip purposes. The main issue here concerned trips 
                                                          
41
 Only 5 respondents indicated that they did not understand and were contacted to explain the process in 
detail.  
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that were coded as ‘returning home’, which constituted around one-third of trips. Geographical 
information systems (GIS)-based routines were employed, first to validate home locations provided 
by participants (i.e., look for a common location of trips designated as ‘returning home’) and second 
to reclassify ‘returning home’ trips based on the primary purpose of the tour.42 A number of 
different options were considered for this reclassification, but ultimately the approach taken was to 
reclassify trips according to the scheme used in the Sydney Household Travel Survey (Transport Data 
Centre 2007). Under this scheme, if any of the trips in a tour had a purpose of work, work-related 
business or education, then the trips for which the purpose was ‘returning home’ would be 
reclassified to the appropriate purpose. For tours where this was not the case (such as tours made 
up of social and shopping trips), the ‘returning home’ trip would be reclassified to the purpose 
where the most time was spent during the tour. The purpose of all other trips in the tour remained 
unchanged (Ellison et al. 2010). 
3.3.2.5 Current driving  
A description of important driving definitions as well as a summary of current driving behaviour, as 
recorded by the GPS device for the 5-week GPS ‘Before’ period, was displayed to the participants at 
the beginning of the online survey (see Figure 3.8). The driving data were categorised by the three 
main trip purposes43 which defined the subsequent CE questions: Work / Work related business, 
Shopping / Personal business and Social / Recreational trips.  
 
Figure 3.8: Current driving screen 
                                                          
42
 In this context, a tour is used to define a sequence of trips, starting and finishing at the home address.  
43
 Examples of personal business trips include banking or visiting the doctor / dentist. 
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3.3.2.6 Mitigation techniques 
Following the SP choice tasks, respondents were asked how certain they were about their preferred 
option (i.e., the alternative they ranked number ‘1’) on a 0–10 point scale. An example of this 
certainty scale is displayed in Figure 3.9. A scale was preferred to a categorical list because it is more 
commonly used and it allows the researcher greater flexibility in defining uncertain responses.44 The 
certainty scale answers are typically integrated with the choice data to calibrate responses. In this 
thesis, survey responses are coded as certain / uncertain based on a scale threshold and are used to 
compare to the hypothetical bias classification of each participant to see if a relationship exists (i.e., 
are respondents who are certain less likely to exhibit hypothetical bias).  
 
Figure 3.9: Certainty scale example question 
 
At the beginning of the SP survey approximately half of the respondents were randomly shown a 
cheap talk script. The script designed for this study (shown in Figure 3.10) was based on the standard 
format in the literature, which includes reminding respondents about the likely bias from these 
hypothetical surveys and emphasising the importance of the results. More specifically, the script 
reinforced that this was a survey about hypothetical situations and that people often respond 
differently to these surveys than they would in a similar real-life situation. The script also 
emphasised that the results from this survey may be used in a developing a real-life application and 
therefore respondents needed to carefully consider their answers. A medium-length script was 
deemed appropriate to adequately explain the information without over-burdening respondents 
with too much information. To enhance attention and comprehension of the cheap talk script, 
respondents had to select a button below the text to indicate that they had read the above 
information before proceeding with the survey. Hypothetical bias classifications for respondents 
who were / were not shown cheap talk scripts are compared to evaluate the usefulness of cheap talk 
in mitigating hypothetical bias.  
                                                          
44
 This flexibility in determining the threshold used for classification of uncertain responses is also criticised in 
the literature because it relies on the subjectivity of the analyst.  
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Figure 3.10: Cheap talk pop-up screen 
3.3.3 Choice experiment (CE) 
3.3.3.1 CE overview 
In the CE experiment, respondents were asked to trade off financial rewards against reductions in 
kilometres driven, night-time driving and speeding for different trip purposes. The CE was 
implemented for three different trip purposes: work/work-related business, shopping/personal 
business, and social/recreational trips. The experiments were based on a choice between 
maintaining existing driving behaviour (the current alternative) and two hypothetical alternatives 
involving changes to existing trips and receiving a reduced charge (e.g., cancelling trips, reducing 
speeding or changing driving time of day). The data presented for each trip purpose were an 
aggregated summary of driving over a 5-week period. The use of individual trips for the CE modelling 
was considered in the study design but was ultimately rejected because it did not enable an overall 
comparison of driving changes for a specific trip purpose.45  
In keeping with recent literature on referencing CE experiments to a known experience (e.g., Rose et 
al. 2008; Hess and Rose 2009) , the SC experiment was designed to pivot off actual trips taken from 
the GPS data collected during the 5-week GPS ‘Before’ period. Similar transport investigations that 
have combined SP/RP approaches have generally done so by using the CE results to inform the 
design of the charging scheme used in the RP experiment (Nielsen 2004). However, these CE 
experiments have generally been framed as choices in hypothetical markets. More recently, there 
has been a growing body of evidence on the merits of using reference alternatives in CE experiments 
in an attempt to ground the choice task in a level of realism and relevancy (Starmer 2000; Gilboa et 
                                                          
45
 More specifically, individual trips are not necessarily a good representation of all trips undertaken for a given 
trip purpose. That is, other than the work commute, many recorded shopping, personal business, social and 
recreational trips varied not only by the location visited but also the time of day and observed speeding 
patterns. To focus on an individual trip with one location, one route, one time and one measurement of 
speeding would mean that the trip could not be generalised to the overall changes that could be made within 
a given trip purpose. 
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al. 2002). It is argued that the use of reference alternatives will allow the respondent to more easily 
address the choice task by comparing with a known experience and thereby improve the reliability 
of the results (Hensher 2010). 
3.3.3.2 CE attributes and levels 
The attributes included in the CE task were chosen to correspond directly with the decision context 
from the RP field study, with the exception of travel time. The attribute travel time, which 
represents the average increase in travel time per trip, was included in the experiment after much 
discussion about respondent perceptions of speeding and the likelihood that they would choose the 
lowest speeding figure without considering any consequences to their daily driving. A description of 
the attributes, as shown to the respondents, is displayed in Table 3.7. 
Table 3.7: Description of the attributes  
Attribute Description 
Distance 
The total number of km you drive. The number of travel days on which that 
purpose was driven is also shown. 
Driving Time of Day 
The percentage (%) of your total driving in the 'Day' (5am–8pm) and 'Night' (8pm –
5am). 
Speeding 
The percentages (%) of your total driving where you are 'Speeding' and 'Not 
Speeding'. 
Travel Time 
The average increase in travel time per trip (in minutes) if you were to reduce your 
speeding behaviour. 
Charges 
The amount of money you would pay (reduced from your base incentive) to drive 
for that trip option. 
 
In keeping with the before-and-after comparison structure of the RP field study, a pivot design was 
used incorporating a reference alternative and two hypothetical alternatives. The reference 
alternative (“Current Trips”) represented the status quo and was calculated directly for each 
respondent from the 5-weeks of GPS data collected in the GPS ‘Before’ phase. The levels for each of 
the attributes are shown in Table 3.8. All attributes were pivoted off the reference alternative except 
for travel time. The pivot levels are expressed as percentage reductions from the reference value 
and are designed to represent the possible range of driving responses to the charging regime. Only 
negative deviations (i.e., reductions) were considered for the pivot levels because if participants 
were not persuaded to change their driving behaviour as a result of the charging regime they would 
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otherwise maintain their current level of driving (i.e., select the status quo).46 For all pivot design 
attributes, the two hypothetical alternatives were populated by calculating the percentage reduction 
of the assigned pivot level from the current reference value. The number of days travelled was used 
for pivoting off the attribute distance to focus on changes to only whole days of travel. Given the 
linkage between travel time and speeding, travel time was constrained to be zero when speeding 
behaviour did not change (i.e., zero percent level). 
Table 3.8: Attribute levels for design  
Attribute Pivot Levels (off the reference value) 
Distance 0%, –10%, –25%,–50%, –75% 
Driving Time of Day 0%, –25%, –50%, –75%, –100% 
Speeding 0%, –25%, –50%, –75%, –100% 
Travel Time 0 mins, 2 mins, 4 mins, 6 mins, 8 mins 
Charges –10%, –20%, –30%, –50%, –75% 
 
3.3.3.3 CE experimental design 
In view of the limited sample size available in this study and the benefits of efficient designs 
(discussed in Section 2.3.8), a Bayesian-efficient design for each trip purpose was generated. This 
experimental design method was chosen because it produces lower standard errors and therefore 
more reliable parameter estimates for a relatively small sample size. The experimental designs were 
constructed in Microsoft Excel47, assuming a uniform distribution of prior parameters with defined 
upper and lower limits, given the signs of the expected parameters (Hensher et al. 2010). The prior 
parameter estimates for each attribute within each trip purpose model are shown in Tables 3.9, 3.10 
and 3.11. These estimates were derived using attribute importance information gained from pilot 
interviews.48 Intuitively the prior parameters for charge and travel time were assumed to be 
negative, while prior parameters for distance and driving at night were assumed positive. Distance 
                                                          
46
 This is assuming that the estimates for the GPS ‘Before’ period were accurate and no other external factors 
influenced the respondents’ driving during the GPS ‘After’ period. 
47
 The Excel experimental design format was based on teachings in the Choice and Design Course at ITLS 2010 
and direct consultation with my Supervisor Professor John Rose.  
48
 Pilot interviews were conducted in June/July of 2009 with 10 motorists who were recruited to test the GPS 
device. The information gained was used to aid in determining the relative prior values and signs (i.e., positive 
or negative) for each of the trip purposes.  
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was assumed to be positive because respondents would prefer to maintain their level of driving 
(e.g., any reduction in driving would be considered a burden because of the alternative transport 
arrangements required and/or activities cancelled). Speeding was allowed to vary from positive to 
negative because some participants might prefer more speeding and some less. Table 3.9, Table 3.10 
and Table 3.11 show the prior attribute levels used in the design process for each of the trip 
purposes. These attribute levels were interim median values calculated from data in the GPS ‘Before’ 
phase. The final design produced 40 choice scenarios for each trip purpose, which were blocked into 
ten blocks of four choice situations. 
Approximately half of the respondents were given an aggregate experimental design, where the D-
error was minimised based on aggregate49 values for the attribute levels as shown in Tables 3.9, 
3.10, and 3.11 (i.e., essentially the design is calculated based on levels for a single respondent). The 
other half of the respondents were given individual specific experimental designs, where the specific 
attribute levels were sourced from the data collected during the GPS ‘Before’ period. In these 
designs the D-error was minimised based on individual values for the attribute levels and pooled 
together for summary calculations. This distinction in design construction is used to test whether 
there are any differences in responses as a result of the attribute values used in the experimental 
design procedure.50  
Table 3.9: Attribute level priors – work / work related business trips 
Work Median values Priors - Sign Priors - Lower Priors - Upper 
Distance 145  Positive 0.000 0.008 
Night driving 5% Positive 0.000 0.100 
Speeding 10% Positive / Negative –0.050 0.050 
Travel time increase 0 Negative –1.000 0.000 
Charges $50 Negative –0.021 0.000 
 
Table 3.10: Attribute level priors – social / recreational trips  
Social / Recreational Median values Priors - Sign Priors - Lower Priors - Upper 
Distance 150 Positive 0.000 0.007 
Night driving  10% Positive 0.000 0.060 
Speeding 15% Positive / Negative –0.033 0.033 
Travel time increase 0 Negative –1.000 0.000 
Charges $60 Negative –0.013 0.000 
                                                          
49 
Aggregate estimates were based on median values from the data in the GPS ‘Before’ phase. 
50
 Initial tests indicate that there are no differences in results based on design differences. Further and more 
detailed analysis of differences in the outcomes based on the different design calculations is reserved for 
future research. 
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Table 3.11: Attribute level priors – shopping / personal business trips 
Shopping  Median values Priors - Sign Priors - Lower Priors - Upper 
Distance 130 Positive 0.000 0.008 
Night driving 5% Positive 0.000 0.100 
Speeding 10% Positive / Negative –0.050 0.050 
Travel time increase 0 Negative –1.000 0.000 
Charges $40 Negative –0.019 0.000 
 
3.3.3.4 CE choice scenarios 
3.3.3.4.1 Explanation of charging regime  
The charging regime was carefully described in the screens directly preceding the CE scenarios to 
ensure correct communication of the charging premises prior to engaging in the specific questions 
(see Figure 3.11). The first screen described how the base incentive was derived from current driving 
behaviour (e.g., Total distance, Driving time of day and Speeding) and how the total incentive 
constituted the potential amount of money each participant could receive at the end of the study. In 
addition, the possible driving changes that could be made in the charging period (i.e., Period 2) were 
summarised, linking the behavioural change to the potential incentive. 
 
Figure 3.11: Charging scheme description screen  
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The second screen provided a basic example of how the incentive would be calculated (see Figure 
3.12). This example displayed driving data for the base period (Period 1 or the GPS ‘Before’ period) 
equivalent to $300 and driving data for the charging period (Period 2 or the GPS ‘After’ period) 
equivalent to $200. In the example, the driver had reduced their number of kilometres, driving at 
night and speeding to make money. In doing so the driver received an incentive of $100 to modify 
their driving, calculated as the base period charge ($300) minus the charging period charge ($200). 
The key point of this example was to highlight that the incentive was calculated as the difference 
between the driving charges for the base and charging periods.  
 
Figure 3.12: Charging scheme example screen 
 
3.3.3.4.2 Choice scenario explanation and example 
Prior to completing the CE questions, respondents were shown some background information about 
the task (see Figure 3.13). This information defined the decision context and provided a basic 
description of the alternatives and attributes. The CE charging study was described as a ‘detailed 
kilometre-based charging study’ because it included charges based on driving distance, time of day 
and speeding. The wording and symbols used in this description were akin to those used in the 
actual CE scenario to enable easy interpretation.  
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Figure 3.13: CE scenario information screen 
 
A CE scenario example was also provided to explain the trade-off process in detail (see Figure 3.14). 
In this example a simple CE scenario was presented with only two alternatives (Current Aggregate 
Trips and Alternate Aggregate Trips A). The text included a summary of ‘How to play the game’, 
starting with a description of the base incentive and explaining the different outcomes if the 
respondent were to choose each of the alternatives. The main purpose of the example scenario was 
to outline the relationship between the base incentive and the charge; a concept which was not well 
understood during piloting.  
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Figure 3.14: CE scenario information screen 
 
3.3.3.4.3 CE scenario  
The CE scenario layout was designed to be simple and intuitive, with the final format selected after 
extensive piloting. A combination of symbols and colours was used to allow the respondent to 
quickly and easily process the relevant information and make decisions. An example screenshot of a 
choice situation for social trips is shown in Figure 3.15. Choice scenarios for the other trip purposes 
were identical to Figure 3.15, except the colours in the graphs were different. Respondents 
answered four choice situations for each of the three different trip purposes. Respondents only 
answered choice questions for the trip purposes which they drove (e.g., if a participant did not use 
their car for work trips then they were not required to complete work CE scenarios). 
Distance was presented as the total number of kilometres travelled in conjunction with the number 
of driving days during the 5-week period and was displayed graphically to facilitate easier 
comparisons between the alternatives. Both driving time of day and speeding were presented as 
percentages of occurrence throughout the 5-week driving period. The attribute travel time, which 
represents the average increase in travel time per trip, was displayed as the number of extra 
minutes of travel time per trip as a result of a reduction in speeding. The charging component 
consisted of a base incentive, shown to represent the maximum possible amount of money 
participants could make, and a charge based on driving behaviour. The base incentive amount for 
each respondent was shown prominently at the top of each scenario. The charge for driving, based 
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on the driving characteristics for each alternative, was shown at the bottom of the respective 
column. The monetary incentive for participants to change their behaviour was calculated as the 
base incentive minus the charge. The incentive was structured this way rather than shown directly 
because this followed the RP fieldwork charging design. For example, if the respondent chose the 
current alternative because they did not want to change their driving behaviour, they would 
essentially pay back their entire original base incentive and receive no final incentive.  
 
Figure 3.15: Example CE scenario screen 
 
Respondents were asked to rank their preferred alternatives from one to three. A ranking was 
chosen over a single discrete-choice outcome to maximise the information gained from each choice 
scenario. Extra information is gained by rank exploding each scenario response into two sets of 
responses (Chapman and Staelin 1982): 1) a standard scenario with three alternatives, where the 
alternative ranked one is coded as the chosen alternative (i.e., coded as ‘1’) and the other 
alternatives ranked two and three are coded as the non-chosen alternatives (i.e., coded as ‘0’); and 
2) a second CE scenario with only two alternatives, where the alternative ranked one is removed and 
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the alternative ranked second is coded as the chosen alternative (i.e., coded as ‘1’) and the 
alternative ranked third is coded as the non-chosen alternative (i.e., coded as ‘0’).51  
At the end of the CE section of the survey, respondents were asked to evaluate their understanding 
and ease of completion of the task by answering two scale questions, a weighted attribute 
importance question and an optional open-ended feedback question (see Figure 3.16). 
 
Figure 3.16: CE feedback screen 
 
3.3.4 Contingent Valuation (CV) 
3.3.4.1 CV overview 
In the CV experiment, respondents were asked to trade off financial rewards against reductions in 
kilometres driven. The CV was implemented for three different trip purposes; work/work-related 
business, shopping/personal business, and social/recreational trips. The question was framed as a 
dichotomous choice WTP question, with ‘Yes’ and ‘No’ responses. Respondents were asked if they 
                                                          
51
 Analysis using the exploded data is not conducted in this thesis but is reserved for future research. 
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would be willing to pay a certain amount of money to maintain a particular level of driving. 
Respondents were exposed to multiple CV bids for each trip purpose, starting at the highest amount 
(i.e., the status quo) and working down to the lowest bid amount. The initial bid level was based on 
aggregate trip information for kilometres and charges sourced directly from the GPS ‘Before’ period.  
3.3.4.2 CV experimental design 
The CV design developed was a combination of a Double Bounded Dichotomous Choice (DBDC) and 
an Iterative Bid (IB) / bidding game process (Willis 2002; Carson and Hanemann 2005). A flowchart 
outlining the bid structure is shown in Figure 3.17. In total there were five main bidding steps, 
starting with the highest bid level (Bid 1) and ranging to the lowest bid level (Bid 5). These bid level 
scenarios were based on the same percentage reduction range for distance as used in the CE 
experimental design (i.e., 0% to 75% reduction in VKT). Bid level 1 represented the status quo (i.e., 
no change to driving behaviour) and was based on current driving behaviour in the 5-week GPS 
‘Before’ period. This level was calculated using the number of kilometres driven in the GPS ‘Before’ 
period multiplied by the base charge for that particular demographic group (i.e., either $0.20 per km 
for 17-30 year olds and $0.15 per km for 31-65 year olds). If the respondent answered ‘Yes’ at bid 
level 1, they were willing to pay the maximum amount and therefore did not receive any further bid 
questions. Similar to the DBDC, if the respondent answered ‘Yes’ to bid levels 2–5 they were offered 
a further higher bid. Likewise if the respondent answered ‘No’ to bid levels 2–5 they received a 
further lower bid. If a respondent continued to answer ‘No’ they would ultimately be exposed to all 
five bids. This IB process was employed to narrow the range of the stated WTP value by asking each 
respondent multiple bid questions. The range of per-kilometre charges used in the designs for each 
of the five bid levels are shown in Table 3.12 and Table 3.13. For each bid level respondents were 
randomly assigned one of the rates within the designated bid range. The number of days travelled 
was used for calculating the reductions in distance for the different bid levels (e.g., Bid 3, 25% 
reduction in VKT) to focus on changes to only whole days of travel. 
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Figure 3.17: CV design flowchart 
 
Table 3.12: Bid levels for CV design (17–30 year olds)  
Bids VKT reduction Bid Range ($ per km) 
Bid 1 0% $0.20           
Bid 2 –10% $0.15 $0.16 $0.17 $0.18 $0.19 $0.20 
Bid 3  –25% $0.12 $0.13 $0.14 $0.15 $0.16 $0.17 
Bid 4 –50% $0.09 $0.10 $0.11 $0.12 $0.13 $0.14 
Bid 5  –75% $0.06 $0.07 $0.08 $0.09 $0.10 $0.11 
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Table 3.13: Bid levels for CV design (31–65 year olds)  
Bids VKT reduction  Bid Range ($ per km) 
Bid 1 0% $0.15           
Bid 2 –10% $0.10 $0.11 $0.12 $0.13 $0.14 $0.15 
Bid 3  –25% $0.07 $0.08 $0.09 $0.10 $0.11 $0.12 
Bid 4 –50% $0.04 $0.05 $0.06 $0.07 $0.08 $0.09 
Bid 5  –75% $0.01 $0.02 $0.03 $0.04 $0.05 $0.06 
 
 
3.3.4.3 CV choice scenario 
3.3.4.3.1 Choice scenario explanation and example 
Prior to completing the CV questions, respondents were shown some background information about 
the task (see Figure 3.18). This information defined the decision context and provided a basic 
description of distance–attribute trade-offs. The CV charging study was described as a ‘basic 
kilometre-based charging study’ because it only included charges based on driving distance. 
 
Figure 3.18: CV background information screen 
 
An example CV scenario was provided to explain the trade-off process in detail (see Figure 3.19). In 
this example a simple CV scenario for Social / Recreational trips was presented asking the 
respondent if they would be willing to pay to maintain a certain level of driving. The text included a 
summary of ‘How to play the game’, starting with a description of the base incentive (e.g., $100 in 
this example) and explaining how if the respondent chose to pay $80 and reduce their driving by 
10% (1 day) they would still receive a $20 incentive payment. The main purpose of the example 
scenario was to outline the relationship between the base incentive and the charges, a concept 
which proved difficult for respondents to understand during piloting.  
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Figure 3.19: CV example scenario screen 
 
3.3.4.3.2 CV scenario  
The CV scenario was designed to be simple and intuitive. General instructions were displayed at the 
top of the screen followed by a box containing the key elements of the CV choice scenario. The trip 
purpose and base incentive were displayed clearly at the top of the box. The question was worded in 
a dichotomous choice format, asking the respondent if they would be willing to pay an amount of 
money to maintain their current driving levels (see Figure 3.20). A certainty scale followed each 
question which is used to evaluate the relationship between certain / uncertain responses and the 
prevalence of hypothetical bias.  
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Figure 3.20: CV scenario screen (initial) 
 
If the respondent chose not to pay the initial bid (i.e., they agreed to change their driving amount 
and receive some incentive), they were shown a further CV choice scenario (see Figure 3.21). The 
format of this scenario is the same as described above for the initial scenario, except the text was 
altered to reflect the required change in driving behaviour. This process was repeated until the 
respondent either agreed to pay an amount of money or had exhausted all five bid levels (as 
outlined in Figure 3.17).  
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Figure 3.21: CV scenario screen (follow-up) 
 
As for the CE section feedback, at the end of the CV section of the survey respondents were asked to 
evaluate their understating and ease of completion of the task by answering two scale questions and 
an optional open-ended feedback question. An example of the CV feedback screen is shown in 
Figure 3.22. 
 
Figure 3.22: CV feedback screen 
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3.4 Measurements of hypothetical bias – Comparison of SP 
and RP data 
Most studies exploring hypothetical bias focus on aggregate differences in willingness to pay values 
(both MWTP and TWTP) calculated using hypothetical and real data sources. While aggregate 
differences may highlight the existence of hypothetical bias, they do not evaluate the extent of 
hypothetical bias. For instance, aggregate comparison methods fail to address important questions 
such as: 1) how many individuals are affected by hypothetical bias? 2) are certain individuals more 
prone to hypothetical bias than other individuals? and 3) do mitigation techniques work and, if so, 
do they work differently for certain individuals or under different experimental conditions? In this 
thesis each individual is categorised into a bias category (i.e., biased / not biased) to evaluate the 
prevalence of hypothetical bias within this sample. In addition, sources of hypothetical bias are 
modelled by exploring the association between different bias measures and individual 
characteristics to see if there are any strong relationships. In the following chapters the terms 
percentage of hypothetical bias and bias levels are used to refer to the percentage of participants 
affected by hypothetical bias under the various definitions applied and tested. 
In defining hypothetical bias the most crucial point to consider is what level of difference between 
the measured values should constitute a significant difference. To answer this question, three 
different SP model outputs and multiple definitions of bias are used to examine the hypothetical bias 
in this thesis. These measurements include Marginal Willingness to Pay (MWTP), Total Willingness to 
Pay (TWTP) and model predictions.52 We now outline each bias measure in detail and the specific 
coding regimes used to measure hypothetical bias.  
1) MWTP: Using the modelling estimates (i.e., choice models estimated using the CE and RP 
data), VKT MWTP for each individual for each trip purpose is calculated using individual 
conditional parameter distributions.53 For CV, average VKT MWTP values are calculated 
using the lower and upper boundaries from the CV task. The actual VKT MWTP is calculated 
using the number of kilometres driven in the ‘Before’ period divided by the total new 
kilometre charges in the ‘After’ period. SP VKT MWTP values are compared with the RP and 
actual values to determine if each participant is exhibiting hypothetical bias. Various coding 
methods are tested and compared to ensure that any findings are not a result of the coding 
structure used but rather are a product of existing hypothetical bias.  
                                                          
52
 TWTP and model predictions are only relevant for CE. 
53
 See Section 2.3.7.1 for a detailed explanation of how the individual VKT MWTP values were calculated. 
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2) TWTP: It is assumed that any changes made in the field study between the two 
observational periods are in deliberate response to the charging regime (i.e., the participant 
made the changes to make money). Therefore, if preferences are the same between the two 
data sources then we would expect that TWTP values calculated using the field study data 
combined with the CE parameters would be large or at least positive (i.e., utility or 
satisfaction for behaviour in the ‘After’ period would be greater than in the ‘Before’ period). 
Using this definition any participant with a TWTP value that is negative is deemed to be 
subject to hypothetical bias. This coding structure is used as the general classification of 
hypothetical bias using TWTP data. Other coding structures are used for the different 
models (i.e., Base and SPRP models) and are explained in subsequent sections of this thesis. 
 
3) Model predictions: Probabilities are calculated by inputting the aggregate GPS field study 
data into the CE probability equations (i.e., containing the CE parameters) to calculate the 
probabilities (i.e., model predictions) for the field study ‘Before’ and ‘After’ period 
alternatives.54 If the preferences in the CE experiment and the field study are analogous (i.e., 
there is minimal to low hypothetical bias) we would expect the prediction values for the 
‘After’ alternative using the actual data to be high. What constitutes a high prediction value 
is ambiguous and open to the interpretation of the researcher. To avoid this ambiguity, bias 
is conservatively coded as any incorrect prediction values (i.e., prediction values for the 
‘After’ alternative less than 50 percent).55 In these cases predictions indicate that 
participants would prefer to stay with their current behaviour than make the changes they 
made in the field study. This represents a large inconsistency in preferences between the 
data sources and is used as the general classification of hypothetical bias using prediction 
measures. Other coding structures are used for the different models (i.e., Base and SPRP 
models) and are explained in subsequent sections of this thesis.  
 
 
                                                          
54
 Calculating the probability that a respondent would make the changes observed in the field study using the 
aggregate fieldwork GPS data (X’s) and the CE model parameters (    .  
55
 Different bias coding levels were assessed before selecting the final bias definition. The choice of 50% was 
based on behavioural interpretation and the ability to split the sample into groups of reasonable size for 
further analysis.  
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4 Results 
4.1 Introduction 
This chapter presents a summary of the results, including the SP model outcomes and the RP data 
summary statistics. The data analysed in this chapter are based on the collection of stated (SP Data) 
and actual (RP data) behavioural responses to the charging regime outlined in Chapter 3 of this 
thesis. The results for each data source are first presented independently in Sections 4.2 for the RP 
data and Section 4.3 for the SP data. The analysis of the SP data is based on the econometric models 
outlined in Section 2.3. The prevalence of hypothetical bias is then evaluated in Chapter 5 by linking 
the two data sources and establishing which participants were inconsistent in their responses to the 
SP survey and their behaviour in the field study (i.e., were exhibiting hypothetical bias). 
4.2 RP results 
4.2.1 Demographics 
The demographics for the participants are shown in Table 4.1. Because of the higher than 
anticipated loss of sample in Wave 1, a second wave was scheduled for a further five-week phase 
(Wave 2) of charging that ran from Monday February 22nd, 2010 to Sunday March 28th, 2010. Wave 2 
included target participants lost because they took extended holidays in the ‘After’ period, some 
diligent participants in the control sample and a number of drivers who had participated during pilot 
testing of the experiment earlier in the year. 
Table 4.1: Wave 1 and 2 demographic details 
  Wave 1 Wave 2 
  Count Per cent Count Per cent 
Sample demographics 148 100% 19 100% 
Male 17–30 years of age  16 11% 0 0% 
Female 17–30 years of age  25 17% 2 11% 
Male 31–65 years of age  52 35% 6 32% 
Female 31–65 years of age  55 37% 11 58% 
Sample composition 148 100% 19 100% 
Target sample  119 80% 4 21% 
Control sample  29 20% 3 16% 
Pilot sample 0 0% 12 63% 
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4.2.2 Data cleaning and quality control 
At the end of the fieldwork phase, participants were required to complete three feedback 
components before finalising their involvement and receiving any incentive. These components 
were specifically designed to measure data quality and consisted of a final odometer reading, 
confirmation of ‘No-travel days’ and an exit survey. 
4.2.2.1 Odometer audits 
An initial odometer reading was taken at the time of installation by the field worker responsible for 
device installation. A second reading was required just before the ‘After’ phase via a website pop-up 
stipulating participants provide the reading as part of the eligibility criteria for the incentive-based 
phase of the study. A final reading was required on completion of the study, which the participant 
wrote on a pre-attached odometer card stuck to the device or sent back via SMS or email. These 
readings were used to provide a valid measurement of VKT for each of the phases to compare with 
the recorded VKT from the GPS device. If a participant had a large discrepancy56 in VKT between the 
odometer audit value and GPS recorded value then that participant was excluded from the final 
sample. 
4.2.2.2  ‘No-travel days’ survey 
The second requirement for eligibility was a ‘No travel days’ survey. This survey was set up as a pop-
up page that was activated when participants entered the PR survey to complete the last remaining 
details of their travel for the ‘After’ phase. The survey asked participants to validate whether any 
days in the ‘After’ phase where no travel was recorded were genuine no-travel days or whether they 
were days when the participant had travelled but data had not been recorded. This proved effective 
for the target group with only 4 percent of zero travel days remaining unconfirmed. In hindsight this 
process should also have been instigated for the ‘Before’ phase but was overlooked because of the 
tight turnaround time between the two phases. A participant was excluded from the final sample if 
they indicated that greater than five days of travel in the ‘After’ phase had not been recorded by the 
GPS. 
                                                          
56
 A large discrepancy was classified as a difference of greater or equal to 15 percent. 
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4.2.2.3  Exit survey 
The final requirement for eligibility was an exit survey. All participants were sent an email invitation 
to complete a 5-minute online exit survey to gauge their feedback about the study. The exit survey 
consisted of general feedback questions about the GPS device and PR survey and also specific 
questions about participants’ intentions to change behaviour for the key driving measurements 
(VKT, Night-time driving and Speeding). A copy of the exit survey is shown in the Appendix B. The 
exit survey provided very insightful feedback about the structure of the study and was crucial in 
determining whether any observed changes in driving behaviour were a direct result of the 
administered charging regime. 
4.2.2.4 GPS device and prompted recall feedback 
Exit surveys confirmed that both the use of the device and the PR were simple and intuitive. Once 
installed, participants seemed to forget about the device and continue driving as normal. It was clear 
also that participants had enjoyed the study, particularly the ability to visualise their travel. Of 
particular interest in this study was gauging participant usage of the PR survey, something which to 
our knowledge has not been formally documented. The use of a Web server combined with some 
‘clever’ programming meant we were able to track this usage automatically, providing unique 
insights into how often participants accessed the PR survey, how long it took to complete, and when 
people typically completed it. On average, participants accessed the interface once every 3.2 days 
(median was 2.5 days) with 40 percent of participants accessing the interface at least once every two 
days. While the average session length was seven minutes (median of 3.5 minutes), given the 
completion time depended on how often the interface was accessed and how many trips were 
made, arguably of more relevance is the time taken to complete details for each trip (shown in 
Figure 4.1). Using this metric, the median time for completion was 14 seconds / trip. 
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Figure 4.1: Time taken to complete the prompted recall per trip 
 
4.2.3 Final sample 
4.2.3.1  Data collection issues 
During the course of such a complex and long-duration data collection, it was perhaps inevitable that 
despite the best efforts of the survey team, there would be participants dropping out and/or other 
reasons affecting data completeness. Of the 148 participants who started the experiment, 90 
completed all phases with 81/119 (68 percent) of target participants and 9/29 (31 percent) of 
control participants complying respectively. In addition 9/19 (47 percent) of Wave 2 participants also 
qualified for inclusion.  
Table 4.2 summarises the reasons for this loss of numbers. The largest group consisted of 
participants who went on extended holidays. These participants were excluded because their data 
no longer allowed for an accurate comparison with the ‘Before’ period. Twelve dropped out because 
of loss of interest or fatigue (all in the control group) while two target-group participants and four 
control-group participants had incomplete prompted-recall data for the comparison time periods. 
Intuitively, the opportunity to make money kept the target participants interested while 
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unfortunately control participants lost interest and motivation as the study extended well past the 
original ten weeks. 
Odometer validation meant that another four Wave 1 target participants and one Wave 2 target 
participant were excluded because they failed to provide a final odometer reading. Upon closer 
inspection of the VKT differences, six Wave 1 target participants and two Wave 2 target participants 
were excluded because the differences between their actual and GPS-recorded VKT were too large 
to allow for a meaningful comparison between the time periods. In terms of other issues, despite 
incorporating screeners about the need for constant power from cigarettes lighters, three control 
participants were still lost from the study because of this problem. Another two participants 
dropped out because of ‘computer issues’ meaning they could not visit the website. Lastly, five 
Wave 1 target participants and six Wave 2 target participants were excluded for other reasons 
related to personal circumstances that arose during the ‘After’ phase (e.g., extended sickness, 
moving house and other specified family emergencies). 
Table 4.2: Participant issues during data collection  
  Wave 1 - Target Wave 1 - Control Wave 2 - Target 
Original Number of Participants  119 29 19 
Dropped out 0 12 0 
Incomplete prompted recall 2 4 0 
Device problems  0 3 0 
Computer issues  1 1 0 
No final odometer reading 4 0 1 
GPS / odometer audit difference 6 0 2 
Holiday participants  20 0 1 
Other issues 5 0 6 
Final Usable Sample  81 9 9 
 
 
4.2.3.2 Reconciling VKT 
In many travel behavioural change studies it is often very difficult to determine whether any 
observed changes in travel behaviour were a result of any administered treatment or just natural 
variation in travel behaviour over time. Other studies in this field have generally used a control 
group as a baseline reference to measure any aggregate changes over time to offset against any 
treatment effects. For our study the control group sample size was insufficient to allow it to be used 
in any formal analysis. In any case, using the control group as a reference will only help isolate large 
aggregate swings in behaviour over time and will not fully eliminate all of the data interpretation 
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issues. More recently, researchers have been forced to turn to an individual analysis approach, 
whereby the behaviour of each participant is examined in detail to ascertain whether any travel 
changes made can be attributed to the behavioural change program (Xu et al. 2009). The exit survey 
was used to provide insights into whether a participant had any major issues during the study and 
actively participated in the charging phase. Most importantly participants were given the 
opportunity to indicate whether they actively and consciously tried to make money during the 
charging phase by changing their driving behaviour. This information was used in conjunction with 
the recorded GPS data to validate observed travel behaviour. The main issues encountered when 
reconciling VKT and the resulting sample size implications are shown in Table 4.3. The most common 
inconsistency was a recorded reduction in VKT between the two periods which was not supported 
by the exit survey (i.e., we observed a change in VKT but the participant indicated that they did not 
actively seek to reduce their driving for that particular trip purpose). This affected six participants for 
shopping / personal business trips, eleven participants for social / recreational trips and ten 
participants for work / work-related business trips. The second most common inconsistency was no 
change in VKT between the two periods which was contradicted by the exit survey (i.e., we observed 
no change or a slight increase in VKT but the participant indicated that they did try to reduce their 
driving for that particular trip purpose). This affected seven participants for shopping / personal 
business trips, two participants for social / recreational trips and only one participant for work / 
work-related business trips. Some participants who completed the exit survey did not take the task 
seriously and checked the same answers for all questions on the survey. This was most likely 
because of the length of the study and hence these answers were coded as exit survey fatigue. This 
was an issue for four participants with shopping / personal business trips, five participants for social 
/ recreational trips and two participants for work / work-related business trips. 
Table 4.3: Reconciling VKT  
 
Shopping trips Social trips Work trips 
Original number of target participants 90 90 90 
Did not drive 0 0 15 
Reduction in VKT not supported by exit survey 6 11 10 
No change in VKT not supported by exit survey 7 2 1 
Exit survey fatigue 4 5 2 
Final usable sample 73 72 62 
 
The net result of the quality control measures was that from the original 138 target participants 
(from both Waves 1 and 2) providing useable ‘Before’ and ‘After’ data, a sample of 90 was available 
for further analysis. This sample was further reduced to account for inconsistencies in VKT changes 
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with responses in the exit surveys to 73, 72 and 62 participants for shopping, social and works trips 
respectively. The breakdown of the demographics for the final sample used in the analysis is shown 
in Table 4.4. A validated pooled sample was also included for further analysis. The pooled sample 
consisted of participants with valid data for all relevant trip purposes. Comparisons between age and 
gender are limited because of the difficulties in recruiting young drivers (particularly males). 
Table 4.4: Final sample demographics by trip purpose 
  Shopping trips Social trips Work trips Pooled trips 
  Count Percent Count Percent Count Percent Count Percent 
Male 17–30 years of age  1 1% 3 4% 2 3% 1 2% 
Female 17–30 years of age  17 23% 16 22% 12 19% 15 27% 
Male 31–65 years of age  28 38% 27 38% 23 37% 19 35% 
Female 31–65 years of age  27 37% 26 36% 25 40% 20 36% 
Total 73 72 72 100% 62 100% 55 100% 
 
4.2.4 Behavioural change – ‘Before’ and ‘After’ phase comparisons 
4.2.4.1 Aggregate changes 
The median VKT values between the ‘Before’ and ‘After’ phases for the three trip purposes are 
shown in Figure 4.2. Within each trip purpose the total travel is divided into day-time VKT (5:00–
20:00), night-time VKT (20:00–5:00) and total VKT. In the aggregate there are slight reductions in 
day-time VKT for work / work-related business travel57 and social / recreational travel. Shopping / 
personal business trips are shown to increase slightly, an indication of the necessity to maintain this 
travel activity and/or the inability to use alternative transport modes to easily carry purchased 
goods.  
  
                                                          
57
 Given the essential nature of work trips, it is likely that reductions in work / work-related business travel are 
due to the use of substitute modes of travel. 
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Figure 4.2: ‘Before’ and ‘After’ phase aggregate VKT comparison 
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The median percentage of night-time driving for the three trip purposes is shown in Figure 4.3. In total 
there were minimal differences in night-time driving between the ‘Before’ and ‘After’ periods for each of 
the three trip purposes. These results were corroborated through exit survey responses where 
participants indicated difficulty and often an unwillingness to find alternative means of transport for 
travel during night hours. The main reasons specified for not wanting to change night-time driving 
centred on inconvenience and safety concerns.  
 
 
Figure 4.3: ‘Before’ and ‘After’ phase night driving comparison 
 
The median percentage of speeding for the three trip purposes is shown in Figure 4.4. Of all the 
observed driving measurements, speeding was the attribute with the largest measured change. This was 
further supported by the exit surveys, where most participants indicated that the study had motivated 
them to become more aware of and actively reduce their speeding. 
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Figure 4.4: ‘Before’ and ‘After’ phase speeding comparison 
 
The median charge values for the three trip purposes are shown in Figure 4.5. Similar to VKT58, minor 
changes in median charges were observed for work / work-related business and social / recreational 
trips while shopping / recreational trips showed a small increase.  
 
Figure 4.5: ‘Before’ and ‘After’ phase charges comparison 
                                                          
58
 Changes in VKT and charges are very similar because the structure of the charging regime was largely based on 
VKT. 
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4.2.4.2 Individual changes 
A more detailed view of the ‘Before’ and ‘After’ results are presented in the following scatter plots. The 
graphs are only presented for VKT (Figures 4.6 through 4.9) and speeding (Figures 4.10 through 4.13). 
The remaining scatter plots (i.e., night driving and charges) for each trip purpose can be found in the 
Appendix C. A 45-degree line is displayed on each graph to represent the status quo (i.e., no change or 
maintenance of the same driving behaviour). The lack of change and the homogeneity of observed 
shopping / personal business trips is highlighted by the grouping of points around the no-change line, 
bunched towards the bottom left of the graph (see Figure 4.6). A similar picture is presented in for work 
/ work-related business trips, whereby the points are heavily clustered around the no-change line (see 
Figure 4.8). Social / recreational trips (Figure 4.7) and pooled trips (Figure 4.9) follow a similar pattern, 
although they are not as homogenous (as shown by the spread of the points along the no-change line).  
Conversely, the scatter plots of ‘Before’ and ‘After’ speeding measurements convey a marked change in 
speeding behaviour between the two periods. The speeding plots for all trip purposes, shopping / 
personal business (Figure 4.10), social / recreational (Figure 4.11), work / work-related business (Figure 
4.12) and pooled trips (Figure 4.13) consistently show that the majority of participants reduced their 
speeding between the two observed periods. This is emphasised by the clustering of points towards the 
top left side of the no-change line. This observation is consistent with anecdotal evidence gained 
through face-to-face pilot interviews and further supported by evidence from the exit surveys that 
speeding was a concern for many participants. Of all the measured driving variables, speeding is the 
most difficult to analyse and reconcile. This is because, despite the large change in speeding behaviour, 
establishing whether speeds were altered because of the awareness of speeding behaviour, charging 
through the regime or a combination of both is difficult because the experiment was not designed to 
answer this question.59 More specifically, the researcher needs to take into account that speeding is a 
condition of the roads driven, which essentially defines the opportunity to speed. For example, if 
participants drove the same number of kilometres in the ‘Before’ and ‘After’ phases but drove more on 
uncongested freeways in the ‘Before’ phase and more on congested arterials in the ‘After’ phase then 
their opportunity to speed is different between the two periods. Given this example we would likely 
                                                          
59
 A much larger experiment would have been needed to answer this question with similar-sized samples, including 
a control sample only viewing speeds and not being charged and a target sample viewing speeds and being 
charged. 
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expect a reduction in speeding between the two periods that cannot be attributed to the charging 
regime but rather is a product of differences in the driving conditions between the two periods.  
 
Figure 4.6: Shopping total VKT ‘Before’ phase by shopping total VKT ‘After’ phase 
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Figure 4.7: Social total VKT ‘Before’ phase by social total VKT ‘After’ phase 
 
Figure 4.8: Work total VKT ‘Before’ phase by work total VKT ‘After’ phase 
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Figure 4.9: Pooled total VKT ‘Before’ phase by pooled total VKT ‘After’ phase 
 
Figure 4.10: Shopping speeding % ‘Before’ phase by shopping speeding % ‘After’ phase 
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Figure 4.11: Social speeding % ‘Before’ phase by social speeding % ‘After’ phase 
 
Figure 4.12: Work speeding % ‘Before’ phase by work speeding % ‘After’ phase 
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Figure 4.13: Pooled speeding % ‘Before’ phase by pooled speeding % ‘After’ phase 
 
Summary statistics and significance test results comparing values between the two periods for the 
measured driving variables are displayed in the following tables (Tables 4.5 through 4.8). The Wilcoxon 
signed-rank test for same samples (repeated measures) analysis in SPSS was used to compare 
differences between the two periods (see the Appendix D for an outline of this test). This test was used 
rather than the parametric equivalent because of the non-normality of the data. As observed visually in 
the preceding figures, there was a significant reduction in speeding across all trip purposes (p < 0.000). 
In addition, a significant reduction in charges was observed for social / recreational trips (p = 0.019) and 
pooled trips (p = 0.078). 
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Table 4.5: Summary RP data (‘Before’ / ‘After’ phase) – shopping / shopping business trips 
  Before phase After phase Difference 
  N Sum Mean Std. Dev Min Max Median Sum Mean Std. Dev Min Max Median p-value 
Shopping Day VKT 73 15261 209 143 12 649 167 15005 206 155 24 826 186 0.427 
Shopping Night VKT  73 1027 14 24 0 109 4 1361 19 49 0 397 3 0.284 
Shopping Total VKT  73 16288 223 154 12 718 178 16366 224 186 24 1223 194 0.511 
Shopping % Night driving  73 440% 6% 8% 0% 32% 1% 496% 7% 10% 0% 47% 2% 0.524 
Shopping % Speeding  73 789% 11% 6% 1% 28% 10% 7% 494% 5% 0% 24% 6% 0.000 
Shopping $ Charge  73 $3,746 $51 $41 $2 $194 $39 $3,668 $50 $51 $4 $385 $41 0.186 
 
Table 4.6: Summary RP data (‘Before’ / ‘After’ phase) – social / recreational trips 
  Before phase After phase Difference 
  N Sum Mean Std. Dev Min Max Median Sum Mean Std. Dev Min Max Median p-value 
Social Day VKT 72 19442 270 221 17 1012 205 16373 227 192 0 1086 180 0.151 
Social Night VKT  72 3890 54 74 0 406 30 3273 45 59 0 333 27 0.313 
Social Total VKT  72 23332 324 254 17 1304 248 19646 273 226 0 1330 217 0.131 
Social % Night driving  72 1209% 17% 17% 0% 79% 13% 1101% 15% 15% 0% 64% 12% 0.606 
Social % Speeding  72 966% 13% 7% 1% 35% 13% 591% 8% 6% 0% 29% 6% 0.000 
Social $ Charge  72 $7,033 $98 $83 $3 $430 $71 $5,405 $75 $67 $0 $373 $54 0.019 
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Table 4.7: Summary RP data (‘Before’ / ‘After’ phase) – work / work-related business trips 
  Before phase After phase Difference 
  N Sum Mean Std. Dev Min Max Median Sum Mean Std. Dev Min Max Median p-value 
Work Day VKT 62 27073 437 369 11 1700 374 23895 385 352 0 1619 301 0.692 
Work Night VKT  62 2290 37 62 0 336 11 2844 46 84 0 454 16 0.212 
Work Total VKT  62 29363 474 385 11 1828 404 26739 431 376 0 1628 336 0.426 
Work % Night driving  62 572% 9% 13% 0% 59% 4% 672% 11% 14% 0% 54% 4% 0.228 
Work % Speeding  62 786% 13% 7% 2% 35% 11% 474% 8% 7% 0% 31% 6% 0.000 
Work $ Charge  62 $7,304 $118 $107 $2 $488 $88 $6,471 $104 $104 $0 $503 $76 0.430 
 
Table 4.8: Summary RP data (‘Before’ / ‘After’ phase) – pooled trips 
  Before phase After phase Difference 
  N Sum Mean Std. Dev Min Max Median Sum Mean Std. Dev Min Max Median p-value 
Pooled Day VKT  55 45210 822 471 162 2113 790 40710 740 419 137 2009 637 0.393 
Pooled Night VKT  55 5566 101 110 0 436 71 5576 101 116 0 581 70 0.947 
Pooled Total VKT 55 50775 923 510 170 2260 844 46286 842 475 167 2237 739 0.552 
Pooled % Night driving  55 629% 11% 11% 0% 47% 9% 642% 12% 10% 0% 36% 8% 0.912 
Pooled % Speeding  55 650% 12% 6% 1% 27% 11% 370% 7% 5% 0% 16% 6% 0.000 
Pooled $ Charge 55 $13,590 $247 $156 $31 $655 $201 $11,551 $210 $140 $40 $695 $175 0.078 
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A second comparison of ‘Before’ and ‘After’ driving measures by trip purpose is presented in the next 
set of tables (Tables 4.9 through 4.12). In these tables the ‘After’ phase calculations are based only on 
driving done while under the ‘Before’ budget threshold. This analysis captures travel decisions made 
where the incentive was still viable. For example, if a participant exhausted their budget with three days 
remaining before the end of the ‘After’ phase they would have no incentive (or budget) to warrant 
further participation in the charging exercise because they could not be penalised further. In this case, 
removing these last few days of driving allows for only driving done within the original ‘Before’ phase 
budget to be compared. Viewing the data in this way ensures that despite differences in driving 
behaviour between the two periods, the total charge between the two periods is identical. For most 
participants60 in the ‘After’ phase, calculations using the two measures were equivalent because they 
did not exceed their allocated budget. 
                                                          
60
 65 percent of participants were equal to or under budget after the full 5 weeks (35 days). 82 percent of 
participants were equal to or under budget after 30 days. 
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Table 4.9: Summary RP data (‘Before’ / ‘After’ phase under budget) – shopping / shopping business trips 
  Before phase After phase (Under budget) 
  N Sum Mean Std. Dev Min Max Median Sum Mean Std. Dev Min Max Median 
Shopping Day VKT 73 15261 209 143 12 649 167 13866 190 160 17 914 140 
Shopping Night VKT  73 1027 14 24 0 109 4 1253 17 41 0 316 3 
Shopping Total VKT  73 16288 223 154 12 718 178 15118 207 187 19 1230 152 
Shopping % Night driving  73 440% 6% 8% 0% 32% 1% 514% 7% 10% 0% 33% 2% 
Shopping % Speeding  73 789% 11% 6% 1% 28% 10% 506% 7% 5% 0% 21% 6% 
Shopping $ Charge  73 $3,746 $51 $41 $2 $194 $39 $3,390 $46 $51 $4 $385 $35 
 
Table 4.10: Summary RP data (‘Before’ / ‘After’ phase under budget) – social / recreational trips 
  Before phase After phase (Under budget) 
  N Sum Mean Std. Dev Min Max Median Sum Mean Std. Dev Min Max Median 
Social Day VKT 72 19442 270 221 17 1012 205 14452 201 161 0 684 143 
Social Night VKT  72 3890 54 74 0 406 30 2948 41 56 0 333 23 
Social Total VKT  72 23332 324 254 17 1304 248 17401 242 189 0 829 194 
Social % Night driving  72 1209% 17% 17% 0% 79% 13% 1116% 16% 16% 0% 65% 11% 
Social % Speeding  72 966% 13% 7% 1% 35% 13% 579% 8% 6% 0% 29% 6% 
Social $ Charge  72 $7,033 $98 $83 $3 $430 $71 $4,795 $67 $58 $0 $293 $48 
 
  
115 
 
 
Table 4.11: Summary RP data (‘Before’ / ‘After’ phase under budget) – work / work-related business trips 
  Before phase After phase (Under budget) 
  N Sum Mean Std. Dev Min Max Median Sum Mean Std. Dev Min Max Median 
Work Day VKT 62 27073 437 369 11 1700 374 22239 359 336 0 1527 301 
Work Night VKT  62 2290 37 62 0 336 11 2512 41 77 0 454 11 
Work Total VKT  62 29363 474 385 11 1828 404 24751 399 354 0 1535 322 
Work % Night driving  62 572% 9% 13% 0% 59% 4% 678% 11% 15% 0% 54% 4% 
Work % Speeding  62 786% 13% 7% 2% 35% 11% 427% 7% 8% 0% 41% 5% 
Work $ Charge  62 $7,304 $118 $107 $2 $488 $88 $5,907 $95 $94 $0 $404 $75 
 
Table 4.12: Summary RP data (‘Before’ / ‘After’ phase under budget) – pooled trips 
  Before phase After phase (Under budget) 
  N Sum Mean Std. Dev Min Max Median Sum Mean Std. Dev Min Max Median 
Pooled Day VKT  55 45210 822 471 162 2113 790 37321 679 389 122 1789 608 
Pooled Night VKT  55 5566 101 110 0 436 71 5135 93 110 0 585 62 
Pooled Total VKT 55 50775 923 510 170 2260 844 42456 772 439 151 1978 671 
Pooled % Night driving  55 629% 11% 11% 0% 47% 9% 656% 12% 11% 0% 37% 8% 
Pooled % Speeding  55 650% 12% 6% 1% 27% 11% 392% 7% 5% 1% 17% 6% 
Pooled $ Charge 55 $13,590 $247 $156 $31 $655 $201 $10,583 $192 $130 $40 $604 $158 
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4.2.4.3 Vehicle Kilometres Travelled (VKT) Marginal Willingness to Pay (MWTP) 
VKT MWTP represents the willingness to pay for an extra kilometre of travel. In a CE modelling context 
VKT MWTP was previously defined as the ratio of the distance parameter and the cost parameter. In the 
RP context, VKT MWTP is defined by equation 4.1 below. Defining VKT MWTP in this way allows for a 
defined range of values which clearly represent the trade-off between VKT and the incentive. These 
values are largely constrained to be between $0.00 and the assigned base rate $0.15 or $0.20 
(depending on the age category). Using this VKT MWTP definition, a value of $0.00 equates to a 
complete change in VKT (i.e., the participant is not willing to pay anything and would rather stop driving 
altogether and receive the full incentive), as opposed to a value of the base rate (or above) where the 
participant is not willing to reduce VKT and would rather pay the full incentive. For example, if a 
participant with a base rate of $0.15 drove 1000 kilometres in the ‘Before’ period they would have 
accrued charges equivalent to $150. If this same participant then reduced their driving in the ‘After’ 
period to 500 kilometres they would have been charged $75. Using these specifications, the participant 
would have a VKT MWTP of $0.075, calculated by dividing the charges from the ‘After’ ($75) by the VKT 
in the ‘Before’ (1000 kilometres). Throughout the remainder of this thesis the RP VKT MWTP values are 
displayed as negative values to match the SP VKT MWTP values. The SP VKT MWTP values will typically 
be negative because of the disutility associated with charges (i.e., the charge parameter is negative). 
This definition of VKT MWTP is used to compare with the SP model definition to asses differences and 
evaluate hypothetical bias.  
 
                  
         
         (4.1) 
 
A descriptive summary of VKT MWTP values using the RP field data is shown in Figure 4.13. This table 
displays a summary of the raw values as well as a truncated value measure in which any MWTP value 
above the base rate has been transformed to equal the base rate.61 Values classed as ‘Under budget’ are 
                                                          
61
 In some cases the RP VKT MWTP values for certain trip purposes were above the base rate threshold because 
participants chose to drive more for that particular trip purpose in the ‘After’ period than they did in the ‘Before’ 
period.  
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VKT MWTP calculations based only on recorded data where the participant had not exceeded their 
budget (i.e., had not spent all of their incentive). For example, it was possible for a participant to have 
exhausted all their incentive prior to the completion of the ‘After’ period. The participant would then 
continue to be monitored but would not have to pay excess charges. This scenario was only relevant for 
a small number of participants included in the final sample. The ‘Under budget’ VKT MWTP values are 
used to compare with the SP VKT MWTP values because any driving above the budget cannot be linked 
to the charging regime. 
The median ‘Under budget’ VKT MWTP values for all trip purposes were approximately equal. However, 
comparing differences in trip purposes using the percentiles shows that participants were more inclined 
to reduce their driving for social trips than other trip purposes.  
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Table 4.13: VKT MWTP summary by trip purpose 
Trip purpose VKT MWTP N Mean 
Std. 
Deviation 
Minimum Maximum 
Percentile 
(25%) 
Percentile 
(50%) 
Percentile 
(75%) 
Shopping 
MWTP – Actual 73 –0.20 0.18 –1.42 –0.03 –0.19 –0.16 –0.12 
MWTP – Actual (Tr) 73 –0.14 0.04 –0.20 –0.03 –0.15 –0.15 –0.12 
MWTP – Actual – Under Budget 73 –0.18 0.16 –1.05 –0.03 –0.18 –0.14 –0.10 
MWTP – Actual – Under Budget (Tr) 73 –0.13 0.04 –0.20 –0.03 –0.15 –0.14 –0.10 
Social 
MWTP – Actual 72 –0.17 0.15 –1.00 0.00 –0.22 –0.16 –0.08 
MWTP – Actual (Tr) 72 –0.12 0.05 –0.20 0.00 –0.15 –0.15 –0.08 
MWTP – Actual – Under Budget 72 –0.15 0.14 –1.00 0.00 –0.19 –0.14 –0.08 
MWTP – Actual – Under Budget (Tr) 72 –0.12 0.05 –0.20 0.00 –0.15 –0.14 –0.08 
Work 
MWTP – Actual 62 –0.18 0.14 –1.01 0.00 –0.20 –0.16 –0.13 
MWTP – Actual (Tr) 62 –0.14 0.05 –0.20 0.00 –0.15 –0.15 –0.13 
MWTP – Actual – Under Budget 62 –0.17 0.14 –1.01 0.00 –0.18 –0.15 –0.12 
MWTP – Actual – Under Budget (Tr) 62 –0.13 0.05 –0.20 0.00 –0.15 –0.15 –0.12 
Pooled 
MWTP – Actual 55 –0.17 0.07 –0.35 –0.01 –0.21 –0.16 –0.12 
MWTP – Actual (Tr) 55 –0.15 0.05 –0.29 –0.01 –0.18 –0.14 –0.12 
MWTP – Actual – Under Budget 55 –0.14 0.04 –0.20 –0.01 –0.15 –0.15 –0.12 
MWTP – Actual – Under Budget (Tr) 55 –0.14 0.04 –0.20 –0.01 –0.15 –0.14 –0.12 
(Tr) – Truncated values (values > base rate changed to base rate) 
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The distribution of the VKT MWTP values by trip purpose is shown in Figure 4.14. Most participants have 
values within the range of expected constraints, while some participants have larger (i.e., more 
negative) values indicating that they drove more in the ‘After’ phase than the ‘Before’ phase for that 
particular trip purpose. Figure 4.15 displays the VKT MWTP values by trip purpose for the ‘Under 
Budget’ classification. 
 
Figure 4.14: Actual VKT MWTP by trip purpose 
 
Figure 4.15: Actual under budget VKT MWTP by trip purpose 
VKT MWTP - Actual 
VKT MWTP – Actual (Under budget) 
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4.3 SP results 
4.3.1  Demographics 
The SP survey participants comprised a sub-set of those who completed the RP experiment and passed 
all the associated data quality checks (see Section 4.2). The demographics of the SP survey participants 
are shown in Table 4.14. The table is divided into experience / no experience classifications based on 
when the SP survey was completed in relation to the charging period. The ‘no experience’ group 
completed the survey prior to being aware of participation in the charging experiment and the 
‘experience’ group completed the SP survey after completing the charging experiment. A large 
proportion of participants (47/62) completed the SP survey in both periods (both ‘Before’ and ‘After’ the 
charging field experiment). To reduce the length of the survey for those participants who completed the 
survey twice, the CV component was removed in the repeat survey. Consequently, half the sample in 
the experience group did not complete a CV task. The cheap talk script was randomly assigned to 
participants, resulting in a near equal split between participants who saw the script and those who did 
not. The gender split was roughly equal; however, as stressed previously, younger drivers are 
underrepresented in the survey. Nearly all participants drove for the purpose of shopping / personal 
business trips (98 percent of participants). Social / recreational trips were also very common (91 percent 
of participants), while three quarters of participants used their vehicle for work/work-related business 
purposes (76 percent of participants). 
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Table 4.14: SP participant demographics 
  
No experience
1
 Experience
2
 Total 
Count Percent Count Percent Count Percent 
Gender Female 33 53% 57 53% 90 53% 
Male 29 47% 51 47% 80 47% 
Age Old (36–64) 39 63% 63 58% 102 60% 
Young (18–35) 23 37% 45 42% 68 40% 
Household Income 
(k = $ 000’s) 
Low (<$60k) 18 31% 32 32% 50 32% 
Medium (≥$60k ≤$100k) 30 51% 41 41% 71 45% 
High (>$100k) 11 19% 26 26% 37 23% 
Contingent valuation  No CV task 8 5% 157 54% 165 36% 
Completed CV task 157 95% 134 46% 291 64% 
Cheap talk No cheap talk 31 50% 55 51% 86 51% 
Cheap Talk 31 50% 53 49% 84 49% 
Repeats Single survey 62 100% 61 56% 123 72% 
Repeated survey 0 0% 47 44% 47 28% 
Shopping & personal 
business trips 
No 1 2% 2 2% 3 2% 
Yes 61 98% 106 98% 167 98% 
Social/recreational 
trips 
No 7 11% 9 8% 16 9% 
Yes 55 89% 99 92% 154 91% 
Work trips No 15 24% 25 23% 40 24% 
Yes 47 76% 83 77% 130 76% 
Total 62 100% 108 100% 170 100% 
(1) Participants who completed the SP survey before the RP field study 
(2) Participants who completed the SP survey after the RP field study 
4.3.2 Survey feedback 
In addition to completing the survey tasks, respondents were asked to provide general feedback about 
the survey itself. Participant feedback about the SP survey was generally positive, with many reporting 
they found the experiment ‘fun’ and ‘interesting’ although several indicated a difficulty in changing 
behaviour. Two scales were used to quantitatively measure this survey response. One scale measured 
the ease of understanding the SP scenario games (where 0 was ‘Did not understand at all’ and 10 was 
‘Completely Understood’). The majority of participants indicated that they understood the task, with a 
median scale value of nine for the CE scenarios (Table 4.15) and eight for the CV scenarios (Table 4.16). 
The other scale measured the difficulty of completing the SP scenario games (where 0 was ‘Very 
Difficult’ and 10 was ‘Very Easy’). Similarly, most participants found the SP task relatively 
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straightforward, with a median scale value of seven for the CE scenarios (Table 4.15) and eight for the 
CV scenarios (Table 4.16). A comparison of the distribution of both feedback scales is displayed in Figure 
4.16 for CE scenarios and Figure 4.17 for CV scenarios.  
Table 4.15: CE survey feedback 
Feedback scales N Mean 
Std. 
Deviation 
Minimum Maximum 
Percentile 
(25%) 
Percentile 
(50%) 
Percentile 
(75%) 
Understanding 170 8.27 1.79 2.00 10.00 7.00 9.00 10.00 
Difficulty 170 7.13 2.14 0.00 10.00 6.00 7.00 9.00 
 
Table 4.16: CV survey feedback 
Feedback scales N Mean 
Std. 
Deviation 
Minimum Maximum 
Percentile 
(25%) 
Percentile 
(50%) 
Percentile 
(75%) 
Understanding 109 7.89 2.00 0.00 10.00 7.00 8.00 10.00 
Difficulty 109 7.07 2.18 0.00 10.00 6.00 8.00 9.00 
 
 
 
 
Figure 4.16: CE survey feedback – understanding and difficulty scale distribution 
 
Difficulty scale Understanding scale 
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Figure 4.17: CV Survey Feedback – Understanding and difficulty scale distribution 
 
4.3.3 Mitigation techniques 
4.3.3.1 Cheap talk summary 
Cheap talk is one of two hypothetical bias mitigation techniques tested in this thesis. It is hypothesised 
that participants who are exposed to a cheap talk script will be less likely to exhibit hypothetical bias. 
This hypothesis is tested in the next section by comparing the measured hypothetical bias for 
participants who were shown a cheap talk script with the bias for those who were not shown a cheap 
talk script. The cheap talk script was randomly assigned to participants at the beginning of the online 
survey to avoid any assignment bias. 
The cheap talk assignment by trip purpose is shown in Table 4.17. The cheap talk split amongst the trip 
purposes is nearly identical. Likewise, the cheap talk assignment by gender and age category for the 
combined group of participants is evenly distributed (Table 4.18). The cheap talk assignment for CV is 
very similar to the CE assignment percentages because the CV sample is just a subset of the CE sample.  
 
 
Understanding scale 
Difficulty scale Understanding scale 
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Table 4.17: CE Cheap talk summary by trip purpose 
  
Shopping Social Work Total 
Count Percent Count Percent Count Percent Count Percent 
No cheap talk 86 51% 82 53% 64 49% 232 51% 
Cheap talk 83 49% 74 47% 67 51% 224 49% 
Total 169 100% 156 100% 131 100% 456 100% 
 
Table 4.18: CE Cheap talk summary by gender and age 
  
Female Male 
Old Young Old Young 
Count Percent Count Percent Count Percent Count Percent 
No cheap talk 28 58% 18 43% 28 52% 12 46% 
Cheap talk 20 42% 24 57% 26 48% 14 54% 
Total 48 100% 42 100% 54 100% 26 100% 
 
 
4.3.3.2 Certainty scale summary 
The other hypothetical bias mitigation technique tested in this survey is termed certainty scale 
calibration.62 It is hypothesised that the more certain respondents are about their responses the less 
likely they are to be prone to hypothetical bias. This hypothesis is tested in the next section by 
comparing the measured biases for participants who were certain (≥ 8 on the certainty scale)63 and 
those that were less certain (< 8 on the certainty scale).64 Differences in the categorical coding of the 
certainty scale are shown in Table 4.19 and Table 4.20 for the CE and CV surveys, respectively. Average 
certainty scale responses were very similar between the trip purposes in both the CE survey (Table 4.21) 
and CV survey (Table 4.22). The distribution of average certainty scale responses is further highlighted in 
Figure 4.18 for the CE survey and Figure 4.19 for the CV survey. 
                                                          
62
 Participants answered 4 choice scenarios for each trip purpose. Therefore, the median certainty scale value was 
used to represent the certainty level for each trip purpose per participant. 
63 
In the hypothetical bias literature a cut-off of 7 or 8 has been shown to best represent actual behaviour using a 
1–10 or 0–10 point certainty scale (see Section 2.2.5.2).  
64 
The typical certainty calibration method of changing uncertain responses to the status quo and reanalysing the 
data was in the end not used in this thesis because the SP model results using this method were not behaviourally 
appropriate.   
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Table 4.19: CE average certainty scale categories 
  Not certain (< 8) Certain (≥ 8) Total 
  Count Per cent Count Per cent Count Per cent 
Shopping 79 47% 90 53% 169 100% 
Social 85 54% 71 46% 156 100% 
Work 63 48% 68 52% 131 100% 
Total 227 50% 229 50% 456 100% 
 
Table 4.20: CV average certainty scale categories 
  Not certain (< 8) Certain (≥ 8) Total 
  Count Per cent Count Per cent Count Per cent 
Shopping 51 47% 57 53% 108 100% 
Social 47 47% 52 53% 99 100% 
Work 28 33% 56 67% 84 100% 
Total 126 43% 165 57% 291 100% 
 
Table 4.21: CE average certainty scale summary 
Certainty scale N Mean 
Std. 
Deviation 
Minimum Maximum 
Percentile 
(25%) 
Percentile 
(50%) 
Percentile 
(75%) 
Shopping 169 7.40 1.77 1.00 10.00 6.50 8.00 9.00 
Social 156 7.39 1.81 1.00 10.00 6.50 7.50 8.50 
Work 131 7.61 1.86 1.00 10.00 6.50 8.00 9.00 
Total 456 7.46 1.81 1.00 10.00 6.50 8.00 9.00 
 
Table 4.22: CV average certainty scale summary 
Certainty scale N Mean 
Std. 
Deviation 
Minimum Maximum 
Percentile 
(25%) 
Percentile 
(50%) 
Percentile 
(75%) 
Shopping 108 7.58 1.60 4.50 10.00 6.25 8.00 9.00 
Social 99 7.54 1.60 4.00 10.00 6.00 8.00 9.00 
Work 84 8.02 1.82 2.00 10.00 7.00 8.00 10.00 
Total 291 7.69 1.67 2.00 10.00 6.50 8.00 9.00 
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Figure 4.18: CE certainty scale by trip purpose 
 
Figure 4.19: CV certainty scale by trip purpose 
 
Certainty 
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4.3.4 CE model results 
This section details the models estimated using the previously described SP and RP datasets. Four main 
datasets and structures were used for model estimation: 1) CE base model; 2) CE base panel model; 3) 
RP model; and 4) a CE comparison model to match the specifications of the RP model. The data setup, 
model structure and specific utility functions for each model are described in detail in the following 
paragraphs. Within each of these main datasets, two different models were used in the analysis, a 
Mixed Multinomial Logit Model (MMNL) and a Generalised Mixed Logit model (GMX). Both models 
allow for estimation of random parameters (preference heterogeneity) and in addition the GMX allows 
for more flexible distributions. An inclusion of an error component65 for the MMNL model was tested 
and was found to be insignificant for all MMNL models estimated. The basic MNL is also shown for 
comparison purposes.  
All parameters were treated as random in the four main models to allow for estimation of individual 
conditional parameters.66 Various distributions were tested; however, the constrained triangular 
distribution provided the best behavioural interpretation. Details on the triangular distribution are 
displayed in the Appendix E. The random parameters for both models were estimated using 6000 Halton 
draws. The model fit for each model is evaluated by comparing the Akaike Information Criterion (AIC). 
The AIC is a goodness of fit measure calculated using the log likelihood and the number of parameters. 
The AIC discourages overfitting by penalising models with more parameters. A model with a lower AIC is 
deemed to provide a superior fit for the data. The McFadden ρ2 is also presented for each model. It is 
calculated as one minus the ratio of the log likelihood of the final model divided by the log likelihood of 
a model estimated only with alternative specific constants. A model with a higher McFadden ρ2 value is 
deemed to provide a better fit for the data relative to a model estimated with alternative specific 
constants only. All models were estimated using the software Nlogit 5.0. 
4.3.4.1 Model 1: CE base model  
In the CE survey, participants answered four choice scenarios for each of the trip purposes for which 
they were observed to have taken in real-life. The three main trip purposes (shopping / personal 
                                                          
65
 An error component accounts for correlation in the errors of the alternatives. 
66
 The parameters are called conditional because they are conditioned on the chosen alternatives.  
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business, social / recreational and work trips) were combined for analysis to allow a larger sample size 
for estimation. The groupings of choice scenario answers for each trip purpose were, however, treated 
as if they were made by different pseudo-individuals in estimation of the panel effects to allow for trip 
purpose differences within individuals. Estimation in this manner allows the researcher to account for 
correlation in the preferences of individuals within their set of choice scenarios. For example, an 
individual who answered twelve choice scenarios (i.e., four scenarios for each trip purpose) would have 
been classified as three separate individuals, each answering four choice scenarios for the prospective 
trip purpose. The estimation was structured this way to allow for the calculation of conditional 
parameter distributions for each trip purpose from each participant. In addition, separate constants 
were estimated for the current alternative to allow for differences in the means of effects that were not 
observed in the model. 
The MMNL and GMX model utility functions are shown in equations (4.1) and (4.2), respectively. All 
parameters were treated as generic across the alternatives. Treating the parameters in this way 
assumes that preferences are the same for that attribute regardless of the specific alternative to which 
the alternative belongs. The random parameters were assumed to be from a constrained triangular 
distribution, with the standard deviation constrained to be equal to twice the mean for all parameters 
except for distance and night driving parameters in the GMX model. These parameters were constrained 
to allow the standard deviation to equal the mean. Other distributions, both constrained and 
unconstrained, and different constraint conditions were tested before selecting the final random 
parameter distribution specifications.  
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Where scale is included through the following:  
                                                        ̅                   
 
The results for the base CE model are shown in Table 4.25. The log-likelihood value at convergence was 
–1623 for the MMNL model and –1625 for the GMX model. Each model was estimated using 1824 
choice sets across 456 participants.67 The model fit of the MMNL (1.788) and GMX (1.793) results 
demonstrate that these models provide a better fit to the data than the standard MNL model (2.022). All 
parameters were significant and of the expected signs. Results for distance parameters suggest that 
participants were mainly concerned with the ability to drive and were reluctant to significantly reduce 
their driving. Nevertheless, the highly significant parameter for charge indicates that on average 
participants preferred to choose trip options with lower charges and were willing to change some of 
their current driving behaviour to reduce the charges to make some money. As might be anticipated, 
participants prefer to maintain their night driving and are travel-time sensitive (i.e., they dislike extra 
travel time per trip). Interestingly, participants also preferred driving options with less speeding 
irrespective of any time penalties incurred.68 The negative alternative specific constant for the trip 
purpose current alternatives suggests that participants were less likely to choose the current alternative 
and favoured the hypothetical alternatives, ceteris paribus. 
 
 
  
                                                          
67
 This includes repeated observations for the same respondents because trip purpose scenarios were treated as 
pseudo-individuals. 
68
 An interaction of speeding and travel time was estimated but was removed because it was insignificant. 
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Table 4.23: CE base model summary 
  MNL MMNL GMX 
Attributes Parameter  (t-ratio) Parameter  (t-ratio) Parameter  (t-ratio) 
Constant (Current alt – shopping) –0.986 (–8.540) –0.987 (–6.390) –0.988 (–6.650) 
Constant (Current alt – social) –0.754 (–6.100) –0.754 (–4.270) –0.754 (–4.910) 
Constant (Current alt – work) –0.370 (–2.940) –0.371 (–2.090) –0.372 (–2.380) 
Distance 0.005 (12.670) 0.017 (14.960) 0.022 (21.170) 
Time of day (Night) 3.459 (5.840) 3.459 (3.940) 3.459 (4.010) 
Speeding –2.608 (–3.820) –2.608 (–2.740) –2.608 (–2.160) 
Travel time –0.043 (–3.210) –0.039 (–2.220) –0.047 (–2.220) 
Charge –0.009 (–7.250) –0.046 (–10.150) –0.078 (–13.120) 
Standard Deviation Parameter  (t-ratio) Parameter  (t-ratio) Parameter  (t-ratio) 
Distance     0.035 (14.960) 0.022 (21.170) 
Time of day (Night)     6.917 (3.940) 3.459 (4.010) 
Speeding     5.216 (2.740) 5.216 (2.160) 
Travel time     0.078 (2.220) 0.094 (2.220) 
Charge     0.092 (10.150) 0.156 (13.120) 
GMX              
Tau         0.992 (7.870) 
Gamma         0.501 (3.080) 
Sigma         0.875 
 Model Fit             
Sample 456   456   456   
Observations 1824   1824   1824   
Log likelihood (0) –4007.738   –4007.738   –4007.738   
Log likelihood (B) –1835.771   –1622.631   –1624.874   
AIC 2.022   1.788   1.793   
McFadden ρ
2
 0.542   0.595   0.595   
 
Assessing the GMX model, the gamma and tau parameters are both significant which indicates that scale 
impacts on both the mean and standard deviation parameters. Correspondingly, the scale parameter 
(sigma) is significant, which means that the GMX model (via a more flexible distribution) provides an 
improvement to the MMNL model. 
4.3.4.2 Model 2: CE base panel model 
The MMNL and GMX model utility functions for the CE base panel model are shown in equations 4.3 and 
4.4, respectively. In this specification, all choice scenarios for each participant were grouped together as 
a pseudo-panel model for estimation with a single constant included for the current alternative. The 
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parameters were treated as generic across all alternatives. As in the CE base model, the random 
parameters were assumed to be from a constrained triangular distribution with the same constraint 
conditions.  
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Where scale is included through the following:  
                                                        ̅                   
 
The results for the base CE base panel model are shown in Table 4.24. The log-likelihood value at 
convergence was –1567 for the MMNL model and –1609 for the GMX model. Each model was estimated 
using 1824 choice sets across 170 participants. The model fit (AIC) of the MMNL (0.218) and GMX 
(0.197) results demonstrate that these models provide a better fit to the data than the standard MNL 
(0.084) model. All parameters were significant and of the expected signs. Interpretation of the results 
for the CE base panel model is very similar to the CE base model interpretation. On average, participants 
are reluctant to reduce their VKT / night driving and also prefer alternatives with less speeding and 
smaller time penalties. In response to the charging regime, participants are sensitive to the charges and 
are willing to change some aspects of their driving to save (make) money. 
(4.3) 
(4.4) 
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When evaluating the GMX model, the gamma and tau parameters are both significant which indicates 
that scale impacts on both the mean and standard deviation parameters. Therefore, the scale parameter 
(sigma) is significant which means that the GMX model (via a more flexible distribution) provides an 
improvement to the MMNL model.  
Table 4.24: CE base panel (pooled) model summary 
  MNL MMNL GMX 
Attributes Parameter  (t-ratio) Parameter  (t-ratio) Parameter  (t-ratio) 
Constant (Current alt) –0.986 (–8.540) –1.158 (–11.570) –0.761 (–8.320) 
Distance 0.005 (12.670) 0.016 (29.720) 0.016 (17.140) 
Time of day (Night) 3.459 (5.840) 7.449 (6.990) 3.580 (5.050) 
Speeding –2.608 (–3.820) –7.240 (–7.100) –2.676 (–3.070) 
Travel time –0.043 (–3.210) –0.092 (–5.470) –0.041 (–2.820) 
Charge –0.009 (–7.250) –0.036 (–11.340) –0.054 (–9.490) 
Standard Deviation Parameter  (t-ratio) Parameter  (t-ratio) Parameter  (t-ratio) 
Distance     0.031 (29.720) 0.016 (17.140) 
Time of day (Night)     14.899 (6.990) 3.580 (5.050) 
Speeding     14.480 (7.100) 5.352 (3.070) 
Travel time     0.184 (5.470) 0.082 (2.820) 
Charge     0.072 (11.340) 0.108 (9.490) 
GMX              
Tau         0.992 (6.250) 
Gamma         0.500 (3.410) 
Sigma         0.874 
 Model Fit             
Sample 170   170   170   
Observations 1824   1824   1824   
Log likelihood (0) –2003.869   –2003.869   –2003.869   
Log likelihood (B) –1835.771   –1566.791   –1609.118   
AIC 2.022   1.725   1.773   
McFadden ρ
2
 0.084   0.218   0.197   
 
 
4.3.4.3 Model 3: RP model 
The RP model was estimated using the actual ‘Before’ and ‘After’ field data. Aggregate values for the key 
driving measurements within each of the trip purposes were incorporated into two alternatives, one for 
the ‘Before’ and one for the ‘After’ phase. Equations 4.5 and 4.6 outline the general MMNL and MMNL2 
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(i.e., CE GMX comparison model) model utility functions for the RP model.69 Travel time was not 
included in the model because it was a manipulated variable included in the CE experiment to represent 
a disincentive for speeding and was not captured in the RP context. Speeding was initially included but 
subsequently removed because it dominated the model results and consequently no other variables 
were found to be significant. This is because of the substantial reduction in speeding behaviour: many 
participants reduced speeding regardless of making changes to other driving characteristics. All 
parameters were treated as generic across all alternatives. As for the previous models, the random 
parameters were assumed to be a constrained triangular distribution with the standard deviation 
constrained to equal twice the mean for all parameters except for distance and night driving parameters 
in the MMNL2 model. The distance and night driving parameters in the MMNL2 model were constrained 
to allow the standard deviation to equal the mean.  
                                                                            
                                                                    
 
                                                                            
                                                                    
 
The results for the RP model are shown in Table 4.25. The log-likelihood values at convergence were –
123 for the MMNL and –119 for the MMNL2 model. Each model was estimated using 207 choice sets 
across 207 participants. The model fit (AIC) of the MMNL (1.214) and MMNL2 (1.199) results 
demonstrate that these models do not provide a better fit to the data than the standard MNL (1.257) 
model. However, this is a result of the penalty for estimating extra parameters in the AIC calculations. 
All parameters were significant and of the expected signs. The MMNL2 model was preferred to the MNL 
in order to facilitate the estimation of individual parameter distributions. Furthermore, the MMNL2 
model specification is more suitable for the RP data, as shown by the significance of the parameters in 
the MMNL2 model compared with the MMNL model.  
 
                                                          
69
 The MMNL2 model is used for comparison with the CE GMX model because they both have the same distribution 
constraint conditions. A constant was not included in the RP model because the alternatives were treated as 
generic. 
(4.5) 
(4.6) 
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Table 4.25: RP model summary  
  MNL MMNL MMNL2 
Attributes Parameter  (t-ratio) Parameter  (t-ratio) Parameter  (t-ratio) 
Distance 0.006 (2.220) 0.010 (1.700) 0.037 (5.510) 
Time of day (Night) 4.880 (2.760) 5.498 (1.960) 24.878 (4.450) 
Charge –0.039 (–3.610) –0.095 (–3.170) –0.289 (–12.660) 
Standard Deviation Parameter  (t-ratio) Parameter  (t-ratio) Parameter  (t-ratio) 
Distance     0.019 (1.700) 0.037 (5.510) 
Time of day (Night)     10.997 (1.960) 24.878 (4.450) 
Charge     0.189 (3.170) 0.577 (12.660) 
Model Fit             
Sample 207   207   207   
Observations 207   207   207   
Log likelihood (0) –143.481   –143.481   –143.481   
Log likelihood (B) –127.054   –122.653   –119.145   
AIC 1.257   1.214   1.199   
McFadden ρ
2
 0.114   0.145   0.170   
 
 
4.3.4.4 Model 4: CE comparison model 
Equations 4.7 and 4.8 outline the general MMNL and GMX model utility functions for the CE comparison 
model, which was estimated using the survey data but is structured to mimic the RP model for 
comparison purposes. This included estimating a model with no constants and removing the variables 
speeding and travel time. The data setup is the same as for the CE base model, where the trip purpose 
choice scenarios for each participant are grouped together to allow for panel estimation. As for the 
preceding models, all parameters were treated as generic across the alternatives and the random 
parameters were assumed to be from a constrained triangular distribution. Under this distribution the 
standard deviation was constrained to equal twice the mean for all parameters except for distance and 
night driving parameters in the GMX model. These parameters were constrained to force the standard 
deviation to equal the mean.  
 
                                                                            
                                                                      
                                                                      
(4.7) 
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The results for the CE comparison panel model are shown in Table 4.26. The log-likelihood value at 
convergence was –1695 for the MMNL model and –1690 for the GMX model. Each model was estimated 
using 1824 choice sets across 456 participants. The model fit (AIC) of the MMNL (1.862) and GMX 
(1.859) results demonstrate that these models provide a better fit to the data than the standard MNL 
(2.096) model. All parameters were significant and of the expected signs. Both the MNNL and GMX 
models were dominated by the influence of distance and charge. The results indicate that participants 
did not like reducing their driving but did so reluctantly to save (make) money. 
Table 4.26: CE comparison model summary  
  MNL MMNL GMX 
Attributes (distribution) Parameter  (t-ratio) Parameter  (t-ratio) Parameter  (t-ratio) 
Distance 0.004 (10.910) 0.015 (17.460) 0.021 (20.660) 
Time of day – (Night) 1.631 (3.080) 2.632 (4.010) 1.637 (1.790) 
Charge –0.013 (–10.250) –0.063 (–15.850) –0.113 (–23.350) 
Standard Deviation Parameter  (t-ratio) Parameter  (t-ratio) Parameter  (t-ratio) 
Distance     0.030 (17.460) 0.021 (20.660) 
Time of day (Night)     5.265 (4.010) 1.637 (1.790) 
Charge     0.127 (15.850) 0.225 (23.350) 
GMX              
Tau     
  
1.171 (7.730) 
Gamma     
  
0.514 (3.820) 
Sigma     
  
0.824 
 Model Fit             
Sample 456   456   456   
Observations 1824   1824   1824   
Log likelihood (0) –2003.869   –2003.869   –2003.869   
Log likelihood (B) –1908.842   –1694.690   –1690.326   
AIC 2.096   1.862   1.859   
McFadden ρ
2
 0.047   0.154   0.156   
 
In the GMX model, the gamma and tau parameters are both significant which indicate that scale impacts 
on both the mean and standard deviation parameters. As a result the scale parameter (sigma) is 
(4.8) 
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significant which means that the GMX model (via a more flexible distribution) provides an improvement 
to the MMNL model. 
4.3.5 Individual VKT MWTP 
Individual VKT MWTP values were computed to compare directly with the RP model VKT MWTP and the 
actual VKT MWTP values calculated using the field data. The differences between these measures are 
used to assess the extent of hypothetical bias present in SP models. The individual values in the CE 
models were calculated using the conditional parameter distributions. The conditional mean and 
standard deviation parameters for each respondent were used to generate simulated VKT MWTP values. 
The parameters are called conditional because they are conditioned on the chosen alternative. The 
simulation was built in Microsoft Excel to match the estimation model specifications (i.e., 6000 Halton 
draws from a triangular distribution). The median value for each respondent was used as a central 
measure of their MWTP.  
A comparison of the median values for each of the different models by trip purpose is shown in Figure 
4.20. The aggregate differences between the models can be summarised by three key observations. 
Firstly, the VKT MWTP value for work trips is consistently larger (i.e., more negative) than social and 
shopping trips for all estimated models. This suggests that work trips are the least flexible trips and 
participants are willing to pay more to continue to drive for work purposes. Secondly, the GMX model 
VKT MWTP values are smaller (i.e., less negative) than the MMNL model VKT MWTP values for the CE 
data. Thirdly, all the SP models have larger VKT MWTP values (i.e., more negative values) than the 
corresponding RP models. This difference suggests that there is hypothetical bias present between the 
data sources.  
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Figure 4.20: Comparison of median VKT MWTP values  
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We now present a descriptive and graphical summary of the individual VKT MWTP values for each 
model. Within each trip purpose summary in the tables, the raw and two truncated values are displayed. 
In this context, any VKT MWTP value that does not meet certain behavioural assumptions is deemed an 
outlier. In the first truncation (Tr1), any MWTP value that is positive70 has been considered an outlier 
and has been replaced with the base rate value. In the second truncation (Tr), the rules from the first 
truncation apply; as well, any VKT MWTP value that is larger (i.e., more negative) than the base rate has 
been changed to be equal to the base rate. These data transformations are presented to give a more 
accurate depiction of any changes by removing outliers that are not consistent with behavioural 
interpretations. More specifically, these transformations allow for a more accurate comparison with the 
actual and RP VKT MWTP, where the values were largely constrained to be between $0.00 and the 
negative base rate. Table 4.27 presents a descriptive summary of the base and pooled MMNL / GMX 
model CE VKT MWTP values. Overall, the GMX model values are smaller (i.e., less negative) than the 
MMNL model values. Moreover, the distribution of values in the GMX model covers a more appropriate 
range (i.e., a larger range of values that matches the intended change in VKT) and hence provides a 
better representation of behavioural change. For example, we would expect that a participant who 
indicated that they would be willing to trade most of their VKT for a reduction in charges would have a 
VKT MWTP close to the zero end of the MWTP distribution. Graphs of the VKT MWTP distribution for 
the MMNL model (Figure 4.21) and the GMX model (Figure 4.22) clearly show that there is great 
variation in VKT MWTP values within the sample. The VKT MWTP distributions for shopping and social 
trips are very similar, whereas work trips have a larger spread of values. 
  
                                                          
70
 Only a small proportion of participants had a positive VKT MWTP value because of either a very small charge or a 
distance parameter which had the opposite expected sign. 
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Table 4.27: Base (Pooled) CE model individual VKT MWTP summary 
Trip 
purpose 
VKT MWTP N Mean 
Std. 
Deviation 
Minimum Maximum 
Percentile 
(25%) 
Percentile 
(50%) 
Percentile 
(75%) 
Shopping 
MMNL MWTP - CE 169 –0.28 0.53 –1.61 2.76 –0.51 –0.31 –0.17 
MMNL MWTP - CE (Tr1) 169 –0.38 0.27 –1.61 –0.03 –0.51 –0.31 –0.2 
MMNL MWTP - CE (Tr) 169 –0.15 0.03 –0.20 –0.03 –0.15 –0.15 –0.15 
GMX MWTP - CE 169 –0.22 0.28 –1.20 1.10 –0.33 –0.21 –0.16 
GMX MWTP - CE (Tr1) 169 –0.27 0.17 –1.20 –0.04 –0.33 –0.21 –0.17 
GMX MWTP - CE (Tr) 169 –0.15 0.02 –0.15 –0.04 –0.15 –0.15 –0.15 
Social 
MMNL MWTP - CE 156 –0.36 0.71 –2.05 3.75 –0.65 –0.31 –0.15 
MMNL MWTP - CE (Tr1) 156 –0.48 0.44 –2.05 –0.02 –0.65 –0.31 –0.2 
MMNL MWTP - CE (Tr) 156 –0.15 0.04 –0.2 –0.02 –0.15 –0.15 –0.15 
GMX MWTP - CE 156 –0.18 0.47 –1.29 1.72 –0.41 –0.21 –0.13 
GMX MWTP - CE (Tr1) 156 –0.32 0.24 –1.29 –0.01 –0.41 –0.21 –0.16 
GMX MWTP - CE (Tr) 156 –0.14 0.02 –0.15 –0.01 –0.15 –0.15 –0.15 
Work 
MMNL MWTP - CE 131 –0.56 0.81 –3.25 2.77 –0.95 –0.38 –0.13 
MMNL MWTP - CE (Tr1) 131 –0.65 0.66 –3.25 –0.04 –0.95 –0.38 –0.17 
MMNL MWTP - CE (Tr) 131 –0.15 0.03 –0.2 –0.04 –0.15 –0.15 –0.15 
GMX MWTP - CE 131 –0.33 0.56 –2.22 1.24 –0.54 –0.25 –0.14 
GMX MWTP - CE (Tr1) 131 –0.43 0.44 –2.22 0.00 –0.54 –0.25 –0.15 
GMX MWTP - CE (Tr) 131 –0.14 0.02 –0.15 0.00 –0.15 –0.15 –0.15 
Total 
MMNL MWTP - CE 456 –0.39 0.69 –3.25 3.75 –0.6 –0.32 –0.16 
MMNL MWTP - CE (Tr1) 456 –0.49 0.48 –3.25 –0.02 –0.6 –0.32 –0.19 
MMNL MWTP - CE (Tr) 456 –0.15 0.03 –0.2 –0.02 –0.15 –0.15 –0.15 
GMX MWTP - CE 456 –0.24 0.45 –2.22 1.72 –0.37 –0.22 –0.14 
GMX MWTP - CE (Tr1) 456 –0.33 0.30 –2.22 0.00 –0.37 –0.22 –0.16 
GMX MWTP - CE (Tr) 456 –0.14 0.02 –0.15 0.00 –0.15 –0.15 –0.15 
Pooled 
MMNL MWTP - CE 170 –0.52 1.03 –4.63 3.68 –0.86 –0.39 –0.14 
MMNL MWTP - CE (Tr1) 170 –0.68 0.73 –4.63 0.00 –0.86 –0.39 –0.19 
MMNL MWTP - CE (Tr) 170 –0.15 0.03 –0.2 0.00 –0.15 –0.15 –0.15 
GMX MWTP - CE 170 –0.28 0.67 –3.42 1.92 –0.54 –0.22 –0.11 
GMX MWTP - CE (Tr1) 170 –0.43 0.47 –3.42 –0.01 –0.54 –0.22 –0.15 
GMX MWTP - CE (Tr) 170 –0.15 0.04 –0.2 –0.01 –0.15 –0.15 –0.15 
(Tr1) – Truncated values (values > 0 changed to base rate) 
(Tr) – Truncated values (values > base rate and values > 0 changed to base rate) 
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Figure 4.21: CE base MMNL model individual VKT MWTP by trip purpose 
 
 
Figure 4.22: CE base GMX model individual VKT MWTP by trip purpose 
 
MMNL MWTP - SP (Tr1) 
GMX MWTP - SP (Tr1) 
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A descriptive summary of the CE comparison model VKT MWTP values is displayed in Table 4.28. It can 
be seen that the GMX values are again smaller (i.e., less negative) than the corresponding MMNL values 
and likewise provide a better behavioural representation.71 The median truncated (Tr1) VKT MTWP 
values are –$0.18 (shopping trips), –$0.20 (social trips) and –$0.24 (work trips) for the MMNL model. In 
the GMX model the median truncated (Tr1) VKT MTWP values are –$0.15 (shopping trips), –$0.16 (social 
trips) and –$0.20 (work trips). Figure 4.23 (MMNL model) and Figure 4.24 (GMX model) graphically 
display the distribution of the VKT MWTP values. In comparison with the CE base model the distribution 
range across all trip purposes is much smaller. Furthermore, work trips continue to have a larger spread 
of values than the other trip purposes, which is an indication of the differences in preferences when it 
comes to work trip decision making.  
 
  
                                                          
71
 This is because the range of values represented by the GMX model is more in line with the appropriate 
behavioural representation of VKT MWTP. More specifically, participants indicating in the CE survey that they 
would consistently reduce their VKT to pay less charges should have a VKT MWTP smaller (i.e., less negative) than 
the negative base rate.  
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Table 4.28: CE comparison model individual VKT MWTP summary  
Trip 
purpose 
VKT MWTP N Mean 
Std. 
Deviation 
Minimum Maximum 
Percentile 
(25%) 
Percentile 
(50%) 
Percentile 
(75%) 
Shopping 
MMNL MWTP – CE 169 –0.15 0.33 –1.04 1.74 –0.27 –0.16 –0.10 
MMNL MWTP – CE(Tr1) 169 –0.22 0.16 –1.04 0.00 –0.27 –0.18 –0.13 
MMNL MWTP – CE (Tr) 169 –0.13 0.03 –0.15 0.00 –0.15 –0.15 –0.13 
GMX MWTP – CE 169 –0.13 0.19 –0.76 0.77 –0.21 –0.13 –0.10 
GMX MWTP – CE (Tr1) 169 –0.18 0.11 –0.76 –0.01 –0.21 –0.15 –0.11 
GMX MWTP – CE (Tr) 169 –0.13 0.03 –0.15 –0.01 –0.15 –0.15 –0.11 
Social 
MMNL MWTP – CE 156 –0.21 0.48 –2.09 1.42 –0.41 –0.19 –0.09 
MMNL MWTP – CE(Tr1) 156 –0.31 0.30 –2.09 0.00 –0.41 –0.20 –0.14 
MMNL MWTP – CE (Tr) 156 –0.13 0.04 –0.15 0.00 –0.15 –0.15 –0.14 
GMX MWTP – CE 156 –0.11 0.34 –1.10 1.45 –0.27 –0.14 –0.06 
GMX MWTP – CE (Tr1) 156 –0.22 0.18 –1.10 –0.01 –0.27 –0.16 –0.12 
GMX MWTP – CE (Tr) 156 –0.13 0.03 –0.15 –0.01 –0.15 –0.15 –0.12 
Work 
MMNL MWTP – CE 131 –0.36 0.70 –3.11 1.53 –0.56 –0.24 –0.08 
MMNL MWTP – CE(Tr1) 131 –0.47 0.56 –3.11 –0.01 –0.56 –0.24 –0.15 
MMNL MWTP – CE (Tr) 131 –0.14 0.03 –0.15 –0.01 –0.15 –0.15 –0.15 
GMX MWTP – CE 131 –0.21 0.48 –2.07 1.07 –0.30 –0.17 –0.04 
GMX MWTP – CE (Tr1) 131 –0.32 0.37 –2.07 0.00 –0.30 –0.20 –0.15 
GMX MWTP – CE (Tr) 131 –0.14 0.03 –0.15 0.00 –0.15 –0.15 –0.15 
Total 
MMNL MWTP – CE 456 –0.23 0.51 –3.11 1.74 –0.35 –0.19 –0.09 
MMNL MWTP – CE(Tr1) 456 –0.33 0.38 –3.11 0.00 –0.35 –0.20 –0.14 
MMNL MWTP – CE (Tr) 456 –0.13 0.03 –0.15 0.00 –0.15 –0.15 –0.14 
GMX MWTP – CE 456 –0.15 0.34 –2.07 1.45 –0.24 –0.15 –0.08 
GMX MWTP – CE (Tr1) 456 –0.24 0.24 –2.07 0.00 –0.24 –0.17 –0.12 
GMX MWTP – CE (Tr) 456 –0.13 0.03 –0.15 0.00 –0.15 –0.15 –0.12 
(Tr1) – Truncated values (values > 0 changed to base rate) 
(Tr) – Truncated values (values > base rate and values > 0 changed to base rate) 
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Figure 4.23: CE comparison MMNL model – individual VKT MWTP by trip purpose 
 
 
Figure 4.24: CE comparison GMX model – individual VKT MWTP by trip purpose 
MMNL MWTP - SP (Tr1) 
GMX MWTP - SP (Tr1) 
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A descriptive summary of the RP model VKT MWTP values is displayed in Table 4.29. It is notable that in 
the RP model, the MMNL2 VKT MWTP values (i.e., CE GMX model comparison) are no longer smaller 
(i.e., less negative) than the MMNL values. In this instance, the reverse is true; the MMNL VKT MWTP 
values are slightly smaller than the MMNL2 MWTP values. The median truncated (Tr1) VKT MTWP values 
are –$0.08 (shopping trips), –$0.08 (social trips) and –$0.09 (work trips) for the MMNL model. In the 
MMNL2 model the median truncated (Tr1) VKT MTWP values are –$0.10 (shopping trips), –$0.10 (social 
trips) and –$0.12 (work trips). The distribution of the VKT MWTP values for the MMNL and the MMNL2 
RP models are shown in Figure 4.25 and Figure 4.26, respectively. As expected the distribution has a 
mass between the zero and the negative of the base rate. Despite some participants exhibiting large 
changes in VKT, the MNNL and MMNL2 RP models fail to adequately capture these changes with both 
distributions having maximum of –$0.05 / –$0.06 (as opposed to zero). Both the RP MMNL and MMNL2 
trip purpose distributions still have a skewed tail; however, there are fewer observations contained in 
these tails than in the CE comparison model. Another distinction is that the previously noticeable 
difference in the variability between shopping / social trips and work trips VKT MWTP values is no longer 
apparent.  
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Table 4.29: RP model individual VKT MWTP summary 
Trip 
purpose 
VKT MWTP N Mean 
Std. 
Deviation 
Minimum Maximum 
Percentile 
(25%) 
Percentile 
(50%) 
Percentile 
(75%) 
Shopping 
MMNL MWTP – RP 73 –0.11 0.11 –0.43 0.55 –0.12 –0.08 –0.07 
MMNL MWTP – RP (Tr1) 73 –0.12 0.08 –0.43 –0.05 –0.12 –0.08 –0.07 
MMNL MWTP – RP (Tr) 73 –0.10 0.04 –0.20 –0.05 –0.12 –0.08 –0.07 
MMNL2 MWTP – RP 73 –0.13 0.16 –0.54 0.60 –0.14 –0.10 –0.09 
MMNL2 MWTP –RP(Tr1) 73 –0.15 0.11 –0.54 –0.07 –0.17 –0.10 –0.09 
MMNL2 MWTP – RP (Tr) 73 –0.12 0.04 –0.20 –0.07 –0.15 –0.10 –0.09 
Social 
MMNL MWTP – RP 72 –0.11 0.10 –0.41 0.27 –0.12 –0.08 –0.07 
MMNL MWTP – RP (Tr1) 72 –0.12 0.08 –0.41 –0.06 –0.13 –0.08 –0.07 
MMNL MWTP – RP (Tr) 72 –0.10 0.03 –0.16 –0.06 –0.13 –0.08 –0.07 
MMNL2 MWTP – RP 72 –0.16 0.11 –0.54 –0.07 –0.18 –0.10 –0.09 
MMNL2 MWTP –RP(Tr1) 72 –0.16 0.11 –0.54 –0.07 –0.18 –0.10 –0.09 
MMNL2 MWTP – RP (Tr) 72 –0.11 0.03 –0.20 –0.07 –0.15 –0.10 –0.09 
Work 
MMNL MWTP – RP 62 –0.09 0.12 –0.27 0.51 –0.13 –0.09 –0.07 
MMNL MWTP – RP (Tr1) 62 –0.11 0.05 –0.27 –0.05 –0.14 –0.09 –0.07 
MMNL MWTP – RP (Tr) 62 –0.10 0.04 –0.19 –0.05 –0.14 –0.09 –0.07 
MMNL2 MWTP – RP 62 –0.14 0.14 –0.44 0.70 –0.16 –0.12 –0.09 
MMNL2 MWTP –RP(Tr1) 62 –0.15 0.09 –0.44 –0.08 –0.16 –0.12 –0.09 
MMNL2 MWTP – RP (Tr) 62 –0.12 0.03 –0.20 –0.08 –0.15 –0.12 –0.09 
Total 
MMNL MWTP – RP 207 –0.10 0.11 –0.43 0.55 –0.12 –0.08 –0.07 
MMNL MWTP – RP (Tr1) 207 –0.12 0.08 –0.43 –0.05 –0.13 –0.08 –0.07 
MMNL MWTP – RP (Tr) 207 –0.10 0.04 –0.20 –0.05 –0.13 –0.08 –0.07 
MMNL2 MWTP – RP 207 –0.14 0.14 –0.54 0.70 –0.17 –0.10 –0.09 
MMNL2 MWTP –RP(Tr1) 207 –0.15 0.10 –0.54 –0.07 –0.17 –0.11 –0.09 
MMNL2 MWTP – RP (Tr) 207 –0.12 0.03 –0.20 –0.07 –0.15 –0.11 –0.09 
(Tr1) – Truncated values (values > 0 changed to base rate) 
(Tr) – Truncated values (values > base rate and values > 0 changed to base rate) 
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Figure 4.25: RP MMNL model individual VKT MWTP by trip purpose 
 
Figure 4.26: RP GMX model individual VKT MWTP by trip purpose 
MMNL MWTP - RP (Tr1) 
MMNL2 MWTP - RP (Tr1) 
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The CV individual VKT MWTP values are calculated directly from the participant responses to the CV 
questions and are not an outcome from a model. The hybrid DBDC CV design enables the establishment 
of minimum, maximum and average VKT MWTP values using the Yes / No responses to the CV WTP 
questions. To calculate the CV VKT MWTP, the amount each participant is willing to pay (i.e., the charge) 
is divided by the number of kilometres of included travel (i.e., VKT). For example, a participant might 
indicate that they would not pay $100 to drive 1000 km and on the follow-up question answer that they 
would pay $80 to drive 1000 km. Using this information we conclude that this participant’s VKT MWTP 
falls between the upper and lower bounds (e.g., between –$0.08 and –$0.10). Once the upper and lower 
bounds are established, the average of these points is calculated to represent the participant’s VKT 
MWTP. A summary of CV VKT MTWP values is shown in Table 4.30, where median values are –$0.13 
(shopping trips), –$0.14 (social trips) and –$0.15 (work trips). The distribution of the VKT MWTP values 
for the CV model is shown in Figure 4.27. Following the same pattern as the RP model, the distribution 
has a mass between the zero and the negative of the base rate. In contrast to previous model 
distributions, however, the spread of values is very different. In the CV distribution there is no longer a 
large skew and values approximate a normal distribution. In addition, there are no clear differences 
between the trip purpose distributions.  
 
Table 4.30: CV model individual VKT MWTP summary 
Trip 
purpose 
VKT MWTP N Mean 
Std. 
Deviation 
Minimum Maximum 
Percentile 
(25%) 
Percentile 
(50%) 
Percentile 
(75%) 
Shopping 
CV MWTP – SP 108 –0.13 0.05 –0.25 0.00 –0.16 –0.13 –0.10 
CV MWTP – SP (Tr) 108 –0.12 0.05 –0.20 0.00 –0.15 –0.14 –0.10 
Social 
CV MWTP – SP 99 –0.14 0.05 –0.25 0.00 –0.16 –0.14 –0.10 
CV MWTP – SP (Tr) 99 –0.13 0.04 –0.20 0.00 –0.15 –0.14 –0.10 
Work 
CV MWTP – SP 84 –0.14 0.05 –0.25 –0.01 –0.18 –0.15 –0.11 
CV MWTP – SP (Tr) 84 –0.14 0.04 –0.20 –0.01 –0.15 –0.15 –0.11 
Total 
CV MWTP – SP 291 –0.14 0.05 –0.25 0.00 –0.16 –0.14 –0.11 
CV MWTP – SP (Tr) 291 –0.13 0.04 –0.20 0.00 –0.15 –0.14 –0.11 
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Figure 4.27: CV model individual VKT MWTP by trip purpose  
CV MWTP - SP  
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5 Analysis of hypothetical bias 
5.1 Introduction 
This chapter outlines the methods used to evaluate the existence of hypothetical bias in this study. A 
summary of the aggregate data measurements and model outputs used to test for hypothetical bias is 
presented in Section 5.2. These measurements include Marginal Willingness to Pay (MWTP), Total 
Willingness to Pay (TWTP) and model predictions. Section 5.3 describes the framework used to define 
hypothetical bias and Section 5.4 quantifies the prevalence of hypothetical bias in this study. The 
similarities between the hypothetical bias classifications using the three model outcomes are illustrated 
in Section 5.5. Lastly, the influence of the study design, elicitation methods, mitigation techniques and 
individual sample characteristics on hypothetical bias are explored in a modelling framework (Section 
5.6). The implications of these results are discussed in the Chapter 6 (Summary and discussions).  
5.2 Data summary 
5.2.1 VKT MWTP summary 
A descriptive summary of the VKT MWTP values for the Base model is displayed in Table 5.1.72 To 
calculate hypothetical bias the SP (CE and CV) VKT MWTP values are compared with the actual (GPS-
based) VKT MWTP values. CE VKT MWTP values are presented for each of the model types (i.e., MMNL 
and GMX models). In total, both the MMNL and GMX VKT MWTP values are significantly73 larger (i.e., 
more negative) than the actual VKT MWTP values. This indicates that on average, participants changed 
their behaviour more in reality (i.e., in the field study) than hypothetically (i.e., in the CE task) at the 
established base rate. More specifically, in the CE task, participants indicated that they would change 
their behaviour if the charges or incentives were larger. Interestingly the CV VKT MWTP estimates are 
not significantly different from the actual VKT MWTP values.  
                                                          
72
 Section 4.3.5 provides details on how the individual VKT MWTP values were calculated. 
73
 Significance tests in this section are evaluated using the Wilcoxon signed-rank test at the 95% confidence level. 
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Table 5.1: Base model VKT MWTP summary 
Trip 
purpose 
VKT MWTP N Mean 
Std. 
deviation 
Minimum Maximum 
Percentile 
(25%) 
Percentile 
(50%) 
Percentile 
(75%) 
Shopping 
MWTP – Actual 89 –0.17 0.13 –0.74 –0.03 –0.17 –0.14 –0.10 
MWTP – Actual (Tr) 89 –0.13 0.04 –0.20 –0.03 –0.15 –0.14 –0.10 
MMNL MWTP – CE  89 
(A)
 –0.28 0.48 –1.38 2.03 –0.44 –0.32 –0.18 
MMNL MWTP – CE (Tr) 89 –0.16 0.03 –0.20 –0.04 –0.18 –0.15 –0.15 
GMX MWTP – CE 89 
(A)
 –0.22 0.27 –1.20 0.78 –0.33 –0.21 –0.16 
GMX MWTP – CE (Tr) 89 –0.16 0.03 –0.20 –0.05 –0.19 –0.15 –0.15 
CV MWTP  59 –0.14 0.05 –0.25 0.00 –0.18 –0.14 –0.11 
CV MWTP – (Tr) 59 –0.13 0.05 –0.20 0.00 –0.15 –0.14 –0.11 
Social 
MWTP – Actual 89 –0.14 0.10 –0.61 0.00 –0.18 –0.12 –0.07 
MWTP – Actual (Tr) 89 –0.11 0.05 –0.20 0.00 –0.15 –0.12 –0.07 
MMNL MWTP – CE  89 
(A)
 –0.32 0.85 –2.05 3.75 –0.58 –0.29 –0.12 
MMNL MWTP – CE (Tr) 89 –0.15 0.04 –0.20 –0.02 –0.20 –0.15 –0.15 
GMX MWTP – CE 89 
(A)
 –0.12 0.50 –0.95 1.72 –0.39 –0.21 –0.09 
GMX MWTP – CE (Tr) 89 –0.16 0.03 –0.20 –0.01 –0.18 –0.15 –0.15 
CV MWTP  58 –0.13 0.04 –0.23 –0.04 –0.16 –0.14 –0.10 
CV MWTP – (Tr) 58 –0.13 0.04 –0.20 –0.04 –0.15 –0.14 –0.10 
Work 
MWTP – Actual 76 –0.15 0.09 –0.62 0.00 –0.18 –0.15 –0.12 
MWTP – Actual (Tr) 76 –0.13 0.05 –0.20 0.00 –0.15 –0.15 –0.12 
MMNL MWTP – CE  76 
(A)
 –0.61 0.73 –3.25 1.20 –1.04 –0.39 –0.20 
MMNL MWTP – CE (Tr) 76 –0.16 0.03 –0.20 –0.04 –0.17 –0.15 –0.15 
GMX MWTP – CE 76 
(A)
 –0.33 0.58 –2.02 1.10 –0.59 –0.25 –0.11 
GMX MWTP – CE (Tr) 76 –0.16 0.03 –0.20 0.00 –0.17 –0.15 –0.15 
CV MWTP  51 –0.14 0.05 –0.25 –0.01 –0.16 –0.15 –0.10 
CV MWTP – (Tr) 51 –0.13 0.04 –0.20 –0.01 –0.15 –0.15 –0.10 
Pooled
74
 
MWTP – Actual 67 –0.15 0.05 –0.28 –0.01 –0.17 –0.14 –0.12 
MWTP – Actual (Tr) 67 –0.14 0.04 –0.20 –0.05 –0.15 –0.15 –0.13 
MMNL MWTP – CE  67 
(A)
 –0.51 1.15 –2.78 2.92 –1.16 –0.38 –0.11 
MMNL MWTP – CE (Tr) 67 –0.16 0.04 –0.20 0.00 –0.20 –0.15 –0.15 
GMX MWTP – CE 67 
(A)
 –0.25 0.68 –1.79 1.38 –0.61 –0.23 –0.06 
GMX MWTP – CE (Tr) 67 –0.15 0.04 –0.20 –0.01 –0.20 –0.15 –0.15 
CV MWTP  64 –0.14 0.04 –0.23 –0.03 –0.16 –0.14 –0.13 
CV MWTP – (Tr) 64 –0.14 0.04 –0.20 –0.03 –0.15 –0.14 –0.12 
Total 
MWTP – Actual 321 –0.15 0.10 –0.74 0.00 –0.18 –0.14 –0.10 
MWTP – Actual (Tr) 321 –0.13 0.05 –0.20 0.00 –0.15 –0.14 –0.10 
MMNL MWTP – CE  321 –0.42 0.82 –3.25 3.75 –0.65 –0.34 –0.17 
MMNL MWTP – CE (Tr) 321 –0.16 0.04 –0.20 0.00 –0.19 –0.15 –0.15 
GMX MWTP – CE 321 –0.22 0.52 –2.02 1.72 –0.39 –0.22 –0.13 
GMX MWTP – CE (Tr) 321 –0.16 0.03 –0.20 0.00 –0.19 –0.15 –0.15 
CV MWTP  232 –0.14 0.05 –0.25 0.00 –0.16 –0.14 –0.11 
CV MWTP – (Tr) 232 –0.13 0.04 –0.20 0.00 –0.15 –0.14 –0.11 
(Tr) – Truncated values: values larger (i.e., more negative) than the negative base rate and values > 0 changed to negative base rate. 
(A) – Values are significantly different from the actual VKT MWTP values (evaluated using the Wilcoxon signed-rank test at the 95% 
confidence level). 
                                                          
74
 The pooled model results are the panel models presented in CE results section of this thesis.  
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A descriptive summary of the VKT MWTP values for the SPRP model is displayed in Table 5.2. In addition 
to the actual and SP VKT MWTP values, the SPRP model contains the VKT MWTP values for the RP 
models. The RP models are choice models estimated using the RP data from the field study. If the RP 
models are to be considered valid then the estimated RP VKT MWTP values should not be significantly 
different from the actual VKT MWTP values observed in the real data. Upon comparison, only the 
MMNL2 RP VKT MWTP values are consistent with the actual VKT MWTP results. For all trip purposes, the 
MMNL RP VKT MWTP values are significantly different from the actual VKT MWTP values. In contrast to 
the Base model, only the MMNL CE VKT MWTP values are significantly different from the actual VKT 
MWTP values within each trip purpose. As reported in the Base model, the CV VKT MWTP values are not 
significantly different from the actual VKT MWTP values. Caution should be taken in interpreting these 
findings because they are only aggregate differences. Aggregate measures do not report on the 
prevalence of hypothetical bias (i.e., how many participants are affected by hypothetical bias) or allow 
for further analysis of the correlates of hypothetical bias. Further interrogation of the individual 
hypothetical bias measures are needed before an informed judgement can be made about the extent of 
hypothetical bias in this study.  
Table 5.2: SPRP model VKT MWTP summary 
Trip 
purpose 
VKT MWTP N Mean 
Std. 
deviation 
Minimum Maximum 
Percentile 
(25%) 
Percentile 
(50%) 
Percentile 
(75%) 
Shopping 
MWTP – Actual 89 –0.17 0.13 –0.74 –0.03 –0.17 –0.14 –0.10 
MWTP – Actual (Tr) 89 –0.13 0.04 –0.20 –0.03 –0.15 –0.14 –0.10 
MMNL MWTP – RP  89 
(A)
 –0.12 0.09 –0.43 –0.06 –0.13 –0.08 –0.07 
MMNL MWTP – RP (Tr) 89 –0.10 0.04 –0.20 –0.06 –0.13 –0.08 –0.07 
MMNL2 MWTP – RP  89 –0.13 0.17 –0.53 0.6 –0.17 –0.09 –0.09 
MMNL2 MWTP – RP (Tr) 89 –0.12 0.04 –0.20 –0.07 –0.15 –0.10 –0.09 
MMNL MWTP – CE 89 
(R)
 –0.17 0.29 –0.77 1.22 –0.27 –0.17 –0.11 
MMNL MWTP – CE (Tr) 89 –0.14 0.04 –0.20 0 –0.16 –0.15 –0.12 
GMX MWTP – CE 89 –0.15 0.17 –0.76 0.35 –0.21 –0.14 –0.11 
GMX MWTP – CE (Tr) 89 –0.14 0.04 –0.20 –0.01 –0.17 –0.15 –0.11 
CV MWTP  59 –0.14 0.05 –0.25 0 –0.18 –0.14 –0.11 
CV MWTP (Tr) 59 –0.13 0.05 –0.20 0 –0.15 –0.14 –0.11 
 
(Tr) – Truncated values: values larger (i.e., more negative) than the negative base rate and values > 0 changed to negative base 
rate. 
(A) – Values are significantly different from the actual VKT MWTP values (evaluated using the Wilcoxon signed-rank test at the 
95% confidence level).  
(R) – Values are significantly different from the RP VKT MWTP values (evaluated using the Wilcoxon signed-rank test at the 95% 
confidence level). 
(AR) – Values are significantly different from the actual and RP VKT MWTP values (evaluated using the Wilcoxon signed-rank 
test at the 95% confidence level). 
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Trip 
purpose 
 VKT MWTP N Mean 
Std. 
deviation 
Minimum Maximum 
Percentile 
(25%) 
Percentile 
(50%) 
Percentile 
(75%) 
Social 
MWTP – Actual 89 –0.14 0.10 –0.61 0.00 –0.18 –0.12 –0.07 
MWTP – Actual (Tr) 89 –0.11 0.05 –0.20 0.00 –0.15 –0.12 –0.07 
MMNL MWTP – RP  89 
(A)
 –0.11 0.09 –0.41 0.27 –0.12 –0.08 –0.07 
MMNL MWTP – RP (Tr) 89 –0.09 0.03 –0.16 –0.06 –0.12 –0.08 –0.07 
MMNL2 MWTP – RP  89 –0.15 0.11 –0.54 –0.07 –0.17 –0.10 –0.09 
MMNL2 MWTP – RP (Tr) 89 –0.11 0.03 –0.20 –0.07 –0.15 –0.10 –0.09 
MMNL MWTP – CE 89 
(AR) 
 –0.17 0.55 –2.09 1.42 –0.33 –0.18 –0.07 
MMNL MWTP – CE (Tr) 89 –0.15 0.05 –0.20 –0.01 –0.18 –0.15 –0.14 
GMX MWTP – CE 89 –0.09 0.35 –0.78 1.45 –0.25 –0.13 –0.06 
GMX MWTP – CE (Tr) 89 –0.14 0.04 –0.20 –0.01 –0.16 –0.15 –0.12 
CV MWTP  58 –0.13 0.04 –0.23 –0.04 –0.16 –0.14 –0.10 
CV MWTP (Tr) 58 –0.13 0.04 –0.20 –0.04 –0.15 –0.14 –0.10 
Work 
MWTP – Actual 76 –0.15 0.09 –0.62 0.00 –0.18 –0.15 –0.12 
MWTP – Actual (Tr) 76 –0.13 0.05 –0.20 0.00 –0.15 –0.15 –0.12 
MMNL MWTP – RP  76 
(A)
 –0.09 0.11 –0.27 0.51 –0.13 –0.09 –0.07 
MMNL MWTP – RP (Tr) 76 –0.10 0.04 –0.18 –0.05 –0.14 –0.09 –0.07 
MMNL2 MWTP – RP  76 –0.13 0.12 –0.44 0.70 –0.15 –0.12 –0.09 
MMNL2 MWTP – RP (Tr) 76 –0.12 0.03 –0.20 –0.08 –0.15 –0.12 –0.09 
MMNL MWTP – CE 76 
(AR)
 –0.36 0.74 –3.11 1.53 –0.63 –0.26 –0.06 
MMNL MWTP – CE (Tr) 76 –0.15 0.04 –0.20 –0.01 –0.16 –0.15 –0.15 
GMX MWTP – CE 76 –0.22 0.45 –1.69 0.71 –0.33 –0.20 0.00 
GMX MWTP – CE (Tr) 76 –0.15 0.04 –0.20 0.00 –0.17 –0.15 –0.15 
CV MWTP  51 –0.14 0.05 –0.25 –0.01 –0.16 –0.15 –0.10 
CV MWTP (Tr) 51 –0.13 0.04 –0.20 –0.01 –0.15 –0.15 –0.10 
Total 
MWTP – Actual 254 –0.15 0.11 –0.74 0.00 –0.18 –0.14 –0.09 
MWTP – Actual (Tr) 254 –0.12 0.05 –0.20 0.00 –0.15 –0.14 –0.09 
MMNL MWTP – RP  254 –0.11 0.10 –0.43 0.51 –0.13 –0.08 –0.07 
MMNL MWTP – RP (Tr) 254 –0.10 0.04 –0.20 –0.05 –0.13 –0.08 –0.07 
MMNL2 MWTP – RP  254 –0.14 0.13 –0.54 0.70 –0.16 –0.10 –0.09 
MMNL2 MWTP – RP (Tr) 254 –0.12 0.03 –0.20 –0.07 –0.15 –0.10 –0.09 
MMNL MWTP – CE 254 –0.23 0.55 –3.11 1.53 –0.34 –0.19 –0.09 
MMNL MWTP – CE (Tr) 254 –0.15 0.04 –0.20 0.00 –0.17 –0.15 –0.15 
GMX MWTP – CE 254 –0.15 0.34 –1.69 1.45 –0.25 –0.15 –0.08 
GMX MWTP – CE (Tr) 254 –0.15 0.04 –0.20 0.00 –0.17 –0.15 –0.13 
CV MWTP  168 –0.14 0.05 –0.25 0.00 –0.16 –0.14 –0.10 
CV MWTP (Tr) 168 –0.13 0.04 –0.20 0.00 –0.15 –0.14 –0.10 
 
(Tr) – Truncated values: values larger (i.e., more negative) than the negative base rate and values > 0 changed to negative base 
rate. 
(A) – Values are significantly different from the actual VKT MWTP values (evaluated using the Wilcoxon signed-rank test at the 
95% confidence level).  
(R) – Values are significantly different from the RP VKT MWTP values (evaluated using the Wilcoxon signed-rank test at the 95% 
confidence level). 
(AR) – Values are significantly different from the actual and RP VKT MWTP values (evaluated using the Wilcoxon signed-rank 
test at the 95% confidence level). 
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5.2.2 TWTP (consumer surplus) summary 
TWTP or consumer surplus is formally defined in Section 2.3.7.2. TWTP measures the change in total 
consumer surplus between two scenarios; in this case the ‘Before’ and ‘After’ periods. TWTP is used in 
this thesis to assess hypothetical bias by calculating the consumer surplus difference between the 
‘Before’ and ‘After’ periods using aggregate GPS field study data and parameter estimates from the CE 
model. Base model TWTP values by trip purpose are summarised in Table 5.3. In a small number of 
cases, participants had small charge parameters which resulted in significantly large (i.e., greater than 
$1000) TWTP values. These values have been removed in secondary summary measures marked with an 
(O) in the following TWTP tables. The median TWTP values for shopping trips ($22) and social trips ($19) 
are very similar, while the work trip TWTP value ($13) is slightly lower. There are minimal differences 
between the MMNL and GMX model TWTP values within each trip purpose.  
Table 5.3: Base model TWTP summary 
Trip purpose TWTP N Mean 
Std. 
deviation 
Minimum Maximum 
Percentile 
(25%) 
Percentile 
(50%) 
Percentile 
(75%) 
Shopping MMNL TWTP – CE 89 33 94 –574 474 13 22 41 
  MMNL TWTP – CE (O)1 89 33 94 –574 474 13 22 41 
  GMX TWTP – CE 89 32 66 –161 411 11 17 26 
  GMX TWTP – CE (O) 89 32 66 –161 411 11 17 26 
Social MMNL TWTP – CE 89 –112 1373 –11456 2135 3 19 53 
  MMNL TWTP – CE (O) 83 56 168 –264 859 6 19 53 
  GMX TWTP – CE 89 3684 35128 –3584 331315
2
 4 20 55 
  GMX TWTP – CE (O) 85 25 122 –588 567 4 20 54 
Work MMNL TWTP – CE 76 –99 2035 –12322 9864 –9 13 63 
  MMNL TWTP – CE (O) 71 39 211 –835 814 –7 14 58 
  GMX TWTP – CE 76 73 385 –1418 1557 –3 11 68 
  GMX TWTP – CE (O) 71 25 192 –483 722 –5 11 56 
Pooled MMNL TWTP – CE 67 116 439 –1767 1754 16 58 143 
  MMNL TWTP – CE (O) 63 87 265 –946 831 16 54 139 
  GMX TWTP – CE 67 62658 512617 –3908 4195978
3
 6 42 119 
  GMX TWTP – CE (O) 61 56 166 –555 577 10 41 100 
Total MMNL TWTP – CE 321 –21 1241 –12322 9864 7 23 74 
  MMNL TWTP – CE (O) 306 52 187 –946 859 8 23 68 
  GMX TWTP – CE 321 14126 234867 –3908 4195978
4
 4 18 60 
  GMX TWTP – CE (O) 306 33 139 –588 722 4 17 55 
(O) – Values > 1000 removed 
(1) There were no values removed (i.e., values greater than $1000) for shopping trips. 
(2,3,4) These large values are a result of dividing the distance parameter by a very small (positive) charge parameter. 
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TWTP values for the SPRP model are displayed in Table 5.4. As opposed to the Base model, the SPRP 
model allows for CE TWTP values to be compared with TWTP values from the RP model.75 For both 
shopping and social trips the CE MMNL and GMX TWTP values are significantly different from the 
corresponding RP model values.  
  
                                                          
75
 TWTP values for the RP model are calculated the same way as previously described for the CE models (i.e., using 
the field study GPS data and the RP model parameters). 
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Table 5.4: SPRP model TWTP summary  
Trip purpose TWTP N Mean 
Std. 
deviation 
Minimum Maximum 
Percentile 
(25%) 
Percentile 
(50%) 
Percentile 
(75%) 
Shopping MMNL TWTP – RP  89 37 180 –5 1691 4 10 21 
  MMNL TWTP – RP (O) 88 18 31 –5 245 4 9 21 
  MMNL2 TWTP – RP  89 32 83 –95 505 4 10 21 
  MMNL2 TWTP – RP (O) 89 32 83 –95 505 4 10 21 
  MMNL TWTP – CE 89 
(R)
 –1 75 –608 189 –4 3 9 
  MMNL TWTP – CE (O) 89 –1 75 –608 189 –4 3 9 
  GMX TWTP – CE 89 
(R)
 –4 86 –764 108 –5 2 11 
  GMX TWTP – CE (O) 89 –4 86 –764 108 –5 2 11 
Social MMNL TWTP – RP  89 43 53 –5 331 9 22 67 
  MMNL TWTP – RP (O) 89 43 53 –5 331 9 22 67 
  MMNL2 TWTP – RP  89 39 53 –41 315 9 24 43 
  MMNL2 TWTP – RP (O) 89 39 53 –41 315 9 24 43 
  MMNL TWTP – CE 89 
(R)
 –1463 13114 –123626 604 –7 7 37 
  MMNL TWTP – CE (O) 86 25 133 –563 604 –7 8 37 
  GMX TWTP – CE 89 
(R)
 –32 414 –3533 1045 –8 9 30 
  GMX TWTP – CE (O) 87 –5 138 –800 497 –8 9 30 
Work MMNL TWTP – RP  76 43 108 –13 776 2 14 38 
  MMNL TWTP – RP (O) 75 33 66 –13 377 2 14 34 
  MMNL2 TWTP – RP  76 33 62 –16 371 5 14 35 
  MMNL2 TWTP – RP (O) 76 33 62 –16 371 5 14 35 
  MMNL TWTP – CE 76 –4 342 –1368 1320 –8 3 50 
  MMNL TWTP – CE (O) 73 15 213 –854 723 –7 3 49 
  GMX TWTP – CE 76 5191 40501 –1339 351436 –12 2 47 
  GMX TWTP – CE (O) 70 –1 125 –339 478 –15 2 21 
Total MMNL TWTP – RP  254 41 125 –13 1691 5 14 37 
  MMNL TWTP – RP (O) 252 31 52 –13 377 5 14 36 
  MMNL2 TWTP – RP  254 35 67 –95 505 6 15 35 
  MMNL2 TWTP – RP (O) 254 35 67 –95 505 6 15 35 
  MMNL TWTP – CE 254 –514 7768 –123626 1320 –6 4 25 
  MMNL TWTP – CE (O) 248 13 147 –854 723 –6 4 26 
  GMX TWTP – CE 254 1540 22182 –3533 351436 –6 4 22 
  GMX TWTP – CE (O) 246 –3 117 –800 497 –6 4 20 
(O) – Values > 1000 removed 
(R) – Values are significantly different from the RP TWTP values (evaluated using the Wilcoxon signed-rank test at the 95% 
confidence level). 
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5.2.3 Model prediction summary 
The CE model formulas used to calculate the model probabilities are formally defined in Section 2.3.4. 
The probabilities are calculated by inputting aggregate GPS field study values       (i.e., actual GPS data 
for the ‘Before’ and ‘After’ periods) into the CE model probability equations (i.e., using the CE mean 
      from the individual conditional parameter distributions) to estimate the probabilities for the two 
field work alternatives.76 The probability of choosing the ‘After’ alternative (i.e., the actual changes each 
respondent made in the field study) for each respondent, calculated using the CE model parameters, is 
used to define how well the CE model predicts the actual changes in behaviour in the field study (i.e., 
model predictions). Throughout this discussion the model probabilities are converted to percentages 
when referring to model predictions. Base model summary prediction probabilities for the changes 
made in the field study (i.e., model prediction values for the ‘After’ alternative) are displayed in Table 
5.5. The median prediction percentages across the trip purposes range from 68 percent to 84 percent. 
This is an indication that the aggregate CE models are performing quite well by predicting the actual 
changes (i.e., behaviour in the ‘After’ period) made in the field study with a reasonably high level of 
accuracy.  
Table 5.5: Base model prediction summary 
Trip purpose Predictions N Mean 
Std. 
deviation 
Minimum Maximum 
Percentile 
(25%) 
Percentile 
(50%) 
Percentile 
(75%) 
Shopping MMNL prediction CE 89 0.74 0.18 0.01 0.99 0.67 0.76 0.85 
  GMX prediction CE 89 0.75 0.17 0.35 1.00 0.70 0.78 0.86 
Social MMNL prediction CE 89 0.66 0.29 0.00 1.00 0.54 0.74 0.87 
  GMX prediction CE 89 0.67 0.29 0.00 1.00 0.54 0.75 0.87 
Work MMNL prediction CE 76 0.62 0.30 0.00 1.00 0.43 0.68 0.86 
  GMX prediction CE 76 0.63 0.30 0.00 1.00 0.46 0.70 0.88 
Pooled MMNL prediction CE 67 0.73 0.33 0.00 1.00 0.60 0.84 0.99 
  GMX prediction CE 67 0.69 0.32 0.00 1.00 0.52 0.74 0.99 
Total MMNL prediction CE 321 0.69 0.28 0.00 1.00 0.58 0.75 0.90 
  GMX prediction CE 321 0.69 0.28 0.00 1.00 0.55 0.75 0.88 
                                                          
76
 The ‘Before’ period matches the ‘Current’ alternative in the CE model and the ‘After’ period matches the 
hypothetical alternatives in the CE model. The CE parameters were modelled as generic parameters. Therefore the 
same parameters were used to calculate the probabilities for the ‘Before’ and ‘After’ period alternatives. However, 
an alternative specific constant was included for the ‘Current’ alternative and hence used in the ‘Before’ period 
utility function.  
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Table 5.6 presents the SPRP model ‘After’ alternative prediction probabilities. As with the TWTP models, 
the MMNL2 RP model is superior to the MMNL RP model.
77 As expected, the median prediction 
percentages for the MMNL2 RP models are equal to or close to 100 percent for all trip purposes. This 
serves as a useful comparison with the CE model prediction values by allowing not only an evaluation of 
the CE model predictions using the actual field data but also a direct comparison of the RP model and CE 
model prediction values.  
Table 5.6: SPRP model prediction summary  
Trip purpose Predictions N Mean 
Std. 
deviation 
Minimum Maximum 
Percentile 
(25%) 
Percentile 
(50%) 
Percentile 
(75%) 
Shopping MMNL prediction RP 89 0.72 0.16 0.40 1.00 0.61 0.72 0.88 
  MMNL2 prediction RP 89 0.87 0.20 0.00 1.00 0.81 0.96 1.00 
  MMNL prediction CE 89 
(R)
 0.56 0.21 0.00 1.00 0.44 0.56 0.71 
  GMX prediction CE 89 
(R)
 0.58 0.26 0.01 1.00 0.41 0.57 0.80 
Social MMNL prediction RP 89 0.83 0.18 0.41 1.00 0.70 0.92 0.99 
  MMNL2 prediction RP 89 0.91 0.20 0.00 1.00 0.94 1.00 1.00 
  MMNL prediction CE 89 
(R)
 0.57 0.30 0.00 1.00 0.37 0.60 0.79 
  GMX prediction CE 89 
(R)
 0.58 0.32 0.00 1.00 0.33 0.61 0.84 
Work MMNL prediction RP 76 0.76 0.22 0.28 1.00 0.53 0.83 0.98 
  MMNL2 prediction RP 76 0.83 0.25 0.01 1.00 0.70 0.99 1.00 
  MMNL prediction CE 76 
(R)
 0.56 0.30 0.00 1.00 0.37 0.55 0.78 
  GMX prediction CE 76 
(R)
 0.58 0.31 0.00 1.00 0.37 0.56 0.87 
Total MMNL prediction RP 254 0.77 0.19 0.28 1.00 0.60 0.80 0.96 
  MMNL2 prediction RP 254 0.87 0.22 0.00 1.00 0.81 0.98 1.00 
  MMNL prediction CE 254 0.57 0.27 0.00 1.00 0.40 0.57 0.77 
  GMX prediction CE 254 0.58 0.30 0.00 1.00 0.38 0.57 0.84 
(R) – Values are significantly different from the RP model prediction (evaluated using the Wilcoxon signed-rank test at the 95% 
confidence level). 
 
5.3 Hypothetical bias definitions 
This section provides a graphical comparison of the SP ad RP data and a detailed description of the 
classifications used in each of the model outcomes to define hypothetical bias. Drawing on these 
definitions, the prevalence of hypothetical bias is presented in Section 5.4. 
                                                          
77
 Model predictions using the RP model are calculated the same way as previously described for the CE models 
(i.e., using the field study GPS data and the RP model parameters). 
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5.3.1 Measurements of hypothetical bias 
As outlined in Section 3.4 of this thesis, three different SP model outputs and multiple definitions of bias 
are used to examine the extent of hypothetical bias in this thesis. These measurements include Marginal 
Willingness to Pay (MWTP), Total Willingness to Pay (TWTP) and model predictions. The following 
sections outline each bias measure in detail and the specific coding regimes used to measure 
hypothetical bias.  
5.3.2 Base model hypothetical bias definitions 
The structure used to define hypothetical bias in the Base model is displayed in Figure 5.1. Throughout 
the remainder of the thesis, models denoted with an (a) are used to represent the Base model and 
models denoted with a (b) are used to represent the SPRP model. There are three methods for coding 
hypothetical bias using VKT MWTP data. In the first and second coding regimes, differences between 
classified changes in VKT from the field study and SP study are compared. Changes represent reductions 
in VKT in the ‘After’ period and are calculated as any VKT MWTP value that is smaller (i.e., less negative) 
than the associated negative base rate. For example, a young participant with a base rate of –$0.15 who 
had an estimated VKT MWTP of –$0.10 would be classified as having made a change. Alternatively if the 
same participant had a VKT MWTP of –$0.25 they would be classified as having made no change. In the 
SP models there were few respondents with MWTP values below the negative base rate (i.e., between –
$0.15 or –$0.20 and $0.00). Therefore any SP VKT MWTP that was smaller (i.e., less negative) than the 
negative base rate by more than $0.01 was deemed a change. This same classification is used for the 
actual VKT MWTP change classification in coding regime 1. However, in coding regime 2, a change is 
defined as a VKT MWTP value that is more than $0.05 smaller (i.e., less negative) than the negative base 
rate. This secondary classification is used to reduce the possibility of incorrect coding because of random 
fluctuations in behaviour by classifying only large changes as relevant. The last coding regime (coding 
regime 4) directly compares differences between the actual VKT MWTP truncated values and SP VKT 
MWTP truncated values. In coding regime 4, hypothetical bias is classified as a greater than $0.03 
difference between the values. 
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Base Model
VKT 
MWTP
TWTP Prediction
Coding 2
Actual change (> $0.01*) vs. 
SP change (> $0.05*)
Bias: difference b/w change 
classification
Coding 4
Actual VKT MWTP vs. SP VKT 
MWTP
Bias: difference > $0.03
Coding 1
Actual change (> $0.01*) vs. 
SP change (> $0.01*).
Bias: difference b/w change 
classification
MMNL / GMX Models
Coding 1
TWTP calculated using CE 
parameters with GPS data.
Bias: Negative values (< -1)
Coding 2
TWTP calculated using CE 
parameters with GPS data.
Bias: Small values (< 10)
Coding 1
Predictions calculated using CE 
parameters with GPS data.
Bias: Incorrect predictions (< 50%)
Coding 2
Predictions calculated using CE 
parameters with GPS data.
Bias: Poor predictions (< 60%)
CV Model
*Smaller (i.e., less negative) than the negative base rate  
(either -$0.15 or -$0.20)
GPS data is the aggregate field study  data
 
Figure 5.1: Base model – hypothetical bias definitions 
 
The spread of the truncated MMNL CE VKT MWTP values against the truncated actual MWTP values is 
displayed in Figure 5.2. The values are differentiated by the hypothetical bias classification using coding 
regime 4. Given that the values are truncated to be no larger (i.e., not more negative) than the negative 
base rate, there are a large proportion of values positioned along the –$0.15 and –$0.20 lines. A 45-
degree line is overlaid on the graph to visually represent equal values of the two measurements. The 
values which closely follow this line are coded as ‘No bias’ because they are within the specified $0.03 
difference limit. 
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Figure 5.2: CE MMNL MWTP bias measure 4a – MMNL VKT MWTP truncated by actual VKT MWTP 
truncated 
 
A similar scatter plot of actual and CE VKT MWTP values is displayed in Figure 5.3 based on the results 
obtained from the GMX model. The distribution of values is very similar to that in MMNL scatter plot 
(Figure 5.2) and the positioning of the points is interpreted the same way. The position of values relative 
to the 45-degree line are approximately the same for the MMNL and GMX scatter plots (i.e., 1 percent 
of values are equal, 12 percent of values are below and 87 percent of values are above the 45-degree 
line). Figure 5.4 displays the relationship between CV VKT MWTP values and the truncated actual VKT 
MWTP values. It is evident that the CV VKT MWTP values are more evenly spread than the CE VKT 
MWTP values. Consequently, hypothetical bias classifications using the CV VKT MWTP values are 
distinctly different from the CE VKT MWTP bias classifications (10 percent of values are equal, 37 
percent of values are below and 53 percent of values are above the 45-dgeree line).  
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Figure 5.3: CE GMX MWTP bias measure 4a – GMX VKT MWTP truncated by actual VKT MWTP truncated 
 
Figure 5.4: CV MWTP bias measure 4a – CV VKT MWTP truncated by actual VKT MWTP truncated 
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Two coding structures are used to define hypothetical bias using TWTP data. In coding regime 1, any 
participant with a negative TWTP value is classified as biased. In addition, a second coding regime is also 
applied which classifies hypothetical bias as not only participants with negative TWTP values but also 
participants with small TWTP values (i.e., < $10). The distribution of the CE MMNL model and CE GMX 
model TWTP values are displayed in Figure 5.5. Figure 5.6 presents a more detailed view of this 
relationship, only focussing on values within a $200 range. The majority of TWTP values are positive and 
lie within the top right quadrant of the graph (i.e., the change in consumer surplus between the ‘Before’ 
and ‘After’ periods is positive for most participants in both the MMNL and GMX models).  
 
 
Figure 5.5: CE MMNL / GMX TWTP bias measures 1a – CE MMNL TWTP (O)  by CE GMX TWTP (O)  
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Figure 5.6: CE MMNL / GMX TWTP bias measures 1a – CE MMNL TWTP (O) by CE GMX TWTP (O) – zoom 
view 
 
Similar to TWTP bias classifications, two coding structures are used to define hypothetical bias using 
model prediction values. In the first coding regime, incorrect predictions (i.e., prediction probabilities of 
less than 50 percent for the ‘After’ alternative) are coded as affected by hypothetical bias. The second 
coding regime also includes poor predictions, coding any prediction values less that 60 percent as 
biased. The distribution of the CE MMNL model and CE GMX model prediction values are displayed in 
Figure 5.7. The MMNL and GMX prediction model values are consistent, as shown by the congregation 
of the points along the diagonal line.  
165 
 
 
Figure 5.7: CE MMNL / GMX prediction bias measures 1a – CE MMNL prediction by CE GMX prediction  
 
5.3.3 SPRP model hypothetical bias definitions 
The rules used to define hypothetical bias in the SPRP model are displayed in Figure 5.8. In the SPRP 
model there are four rather than three coding structures of bias for the VKT MWTP data. Coding regimes 
1, 2 and 4 are specified as previously outlined for the Base model. The additional coding regime (3) 
compares differences between RP VKT MWTP truncated values and CE VKT MWTP truncated values. 
Differences between the values greater than $0.05 are classified as biased. The size of the difference 
used to define hypothetical bias is larger when comparing CE VKT MWTP values with the RP VKT MWTP 
values than when comparing CE VKT MWTP values with the actual VKT MWTP values. This is because the 
RP VKT MWTP values do not have the same spread as the actual values. This is illustrated in Figure 5.9, 
which shows the relationship between CE MMNL VKT MWTP truncated values and RP MMNL VKT MWTP 
truncated values. Values following the 45-degree line are coded as ‘No bias’ because they are within the 
$0.05 difference limit. The majority of values fall above the 45-degree line, which indicates that the 
leading cause of hypothetical bias is that participants change their behaviour more in the field study 
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than in the CE task when compared at the current base rates (73 percent of values are above the 45-
dgeree line, while only 15 percent of values are equal and 12 percent of values are below the line).  
 
SPRP Model
VKT 
MWTP
TWTP Prediction
Coding 2
Actual change (> $0.01*) vs. 
SP change (> $0.05*)
Bias: difference b/w change 
classification
Coding 3
RP VKT MWTP vs. SP VKT 
MWTP
Bias: difference > $0.05
Coding 1
Actual change (> $0.01*) vs. 
SP change (> $0.01*).
Bias: difference b/w change 
classification
MMNL / GMX Models
Coding 1
TWTP calculated using CE 
parameters with GPS data
Bias: Negative values (< -1)
Coding 2
RP Model TWTP values vs. 
CE TWTP values
Bias: difference > 25
Coding 1
Predictions calculated using CE 
parameters with GPS data
Bias: Incorrect predictions (< 50%)
Coding 2
RP Model Prediction vs. CE 
Predictions
Bias: difference > 25%
CV Model
Coding 4
Actual VKT MWTP vs. SP VKT 
MWTP
Bias: difference > $0.03
*Smaller (i.e., less negative) than the negative 
base rate  (either -$0.15 or -$0.20)
GPS data is the aggregate field study  data
 
Figure 5.8: SPRP model - hypothetical bias definitions  
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Figure 5.9: CE MMNL MWTP bias measure 3b – CE MMNL VKT MWTP truncated by RP MMNL VKT 
MWTP truncated 
 
A similar picture is presented in Figure 5.10 which shows the relationship between CE GMX VKT MWTP 
truncated values and RP MMNL2 VKT MWTP truncated values. Biased values are the values furthest 
away from the 45-degree line. These values lie predominately above the 45-degree line of equality (65 
percent of values are above the 45-dgeree line, while only 19 percent of values are equal and 16 percent 
of values are below the line).  
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Figure 5.10: CE GMX MWTP bias measure 3b – CE GMX MWTP SP truncated by RP MMNL2 VKT MWTP 
truncated 
 
Scatter plots of the association between actual and MMNL / GMX VKT MWTP truncated values are 
presented in Figure 5.11 and Figure 5.12. In these graphs, biased values are differentiated from other 
values based on coding regime 4 (i.e., a greater than $0.03 difference between the actual and CE VKT 
MWTP values). In contrast to the previous comparisons with the RP values, values in these graphs are 
spaced more evenly over the measured area because the spread of values in the actual VKT MWTP 
distribution covers the full range. The position of values relative to the 45-degree line for both models is 
approximately equal (i.e., 30 percent of values are equal, 20 percent of values are below and 50 percent 
of values are above the 45-dgeree line). Figure 5.13 displays the relationship between CV VKT MWTP 
truncated values and the truncated actual VKT MWTP values. Visually, the relationship between CV VKT 
MWTP values and actual VKT MWTP values is similar to the relationship presented in Figures 4.37 and 
4.38 for the MMNL / GMX models. A 45-degree line is displayed on the graph to mark the points of 
equality between the two measured values. Approximately one quarter of values are equal (26 percent), 
while 34 percent are below the line and 41 percent are positioned above the 45-degree line.  
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Figure 5.11: CE MMNL MWTP bias measure 4b – CE MMNL VKT MWTP truncated by actual VKT MWTP 
truncated  
 
Figure 5.12: CE GMX MWTP bias measure 4b – CE GMX VKT MWTP truncated by Actual VKT MWTP 
truncated  
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Figure 5.13: CV MWTP bias measure 4b – CV GMX VKT MWTP truncated by actual VKT MWTP truncated 
 
As with the Base model, two coding structures are used in the SPRP model to define hypothetical bias 
using TWTP values. Coding regime 1 is the same as in the Base model. In this coding regime, any TWTP 
value that is negative is classified as biased. In contrast, coding regime 2 is calculated as the difference 
between the RP model and CE model TWTP values obtained using the RP field data. A difference of ±$25 
was chosen to represent a significant difference between the values. 78 This threshold was selected after 
close inspection of the large spread of values in the distribution. An absolute change was used to define 
the level of significant difference rather than a percentage change because some of the values and 
changes were quite small. A further consideration in the choice of difference value was the ability to 
divide the sample into approximately equal numbers of biased and non-biased participants.  
The distribution of the RP MMNL2 model and CE GMX model TWTP values are displayed in Figure 5.14. 
Values are categorised into ‘bias’ and ‘no bias’ groupings based on coding regime 1. Most of the values 
                                                          
78
 Different bias coding levels were assessed before selecting the final bias definition. The choice of ±$25 was 
selected based on the distribution of the data, behavioural interpretation and the ability to split the sample into 
groups of reasonable size for further analysis. 
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are positioned around the centre of the graph, with relatively few large outlying values. A more detailed 
view is presented in Figure 5.15 which displays an enhanced view of the relationship by constricting the 
axis ranges to $200. This graph clearly displays the structure of the coding regime, where any value to 
the left of the zero on the horizontal axis is coded as biased. The classification of hypothetical bias values 
using this method produces approximately equal numbers of ‘Bias’ / ‘No bias’ participants.  
 
Figure 5.14: CE GMX TWTP bias measures 1b - CE GMX TWTP by RP MMNL2 TWTP 
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Figure 5.15: CE GMX TWTP bias measure 1b - CE GMX TWTP by RP MMNL2 TWTP – zoom view  
 
Graphs displaying the distribution of RP MMNL2 TWTP values and CE GMX TWTP values differentiated by 
coding regime 2 are displayed in Figure 5.16 and Figure 5.17. Only the GMX / MMNL2 TWTP model 
scatter plots are presented. The figures for the CE and RP MMNL TWTP models are not presented but 
are similar to those shown here for the GMX / MMNL2 TWTP models. Figure 5.16 displays a top-level 
view of the relationship, whereas Figure 5.17 displays a more detailed view. These graphs clearly 
identify how the coding regime classified the biased values.  
There are two main differences between the SPRP coding regimes of hypothetical bias using TWTP 
values: 1) some negative values that were previously coded as ‘Bias’ under coding regime 1 are now 
coded as ‘No bias’ under coding regime 2 because the difference between the CE and RP TWTP values is 
deemed not significant (i.e., the difference is less than $25)79; and 2) some positive values that were 
                                                          
79
 This affected 15 percent of participants for the CE MMNL / RP MMNL model comparison and 11 percent for the 
CE GMX / RP MMNL2 model comparison. 
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previously coded as representing ‘No Bias’ are now coded as ‘Bias’ because the difference between the 
CE and RP TWTP values is deemed significant (i.e., the difference is greater than $25).80  
 
Figure 5.16: CE GMX TWTP bias measures 2b - CE GMX TWTP by RP MMNL2 TWTP 
                                                          
80
 This affected 18 percent of participants for the CE MMNL / RP MMNL model comparison and 15 percent for the 
CE GMX / RP MMNL2 model comparison. 
174 
 
 
Figure 5.17: CE GMX TWTP bias measures 2b - CE GMX TWTP by RP MMNL2 TWTP – zoom view 
 
In the SPRP model, coding regime 1 is specified the same as in the Base model: prediction probabilities 
of less than 50 percent for the ‘After’ alterative are coded as exhibiting hypothetical bias. Unlike the 
Base model, coding regime 2 in the SPRP model is based on differences between the RP and CE model 
prediction probabilities calculated using the aggregate GPS field study data. Under this regime, 
differences of greater than 25 percent between the model values are coded as being influenced by 
hypothetical bias. For example, if a participant had a CE model prediction value of 64 percent and an RP 
model prediction value of 90 percent for the ‘After’ alternative, then they would be classified as biased 
using coding regime 2 in the SPRP model but not biased using coding regime 2 in the Base model.  
There are two main differences between the SPRP coding regimes of hypothetical bias using prediction 
values: 1) some CE prediction values less than 50 percent that were previously coded as ‘Bias’ under 
coding regime 1 are now coded as ‘No bias’ under coding regime 2 because the difference between the 
CE and RP Prediction values is deemed not significant (i.e., the difference is less than 25 percent); 81 and 
                                                          
81
 This affected 11 percent of participants for the CE MMNL / RP MMNL model comparison and 6 percent for the 
CE GMX / RP MMNL2 model comparison. 
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2) some CE prediction values greater than 50 percent that were previously coded as ‘No Bias’ are now 
coded as ‘Bias’ because the difference between the CE and RP Prediction values is deemed significant 
(i.e., the difference is greater than 25 percent). 82  
The essential differences between coding regimes 1 and 2 are shown in Figure 5.18 Figure 5.19. These 
figures illustrate the relationship between RP and CE model prediction values using the two coding 
regimes for the CE GMX / RP MMNL2 models. The figures for the MMNL models are not presented but 
are similar to those shown here for the CE GMX / RP MMNL2 models. 
 
 
Figure 5.18: CE GMX prediction bias measure 1b – CE GMX prediction by RP MMNL2 prediction 
                                                          
82
 This affected 7 percent of participants for the CE MMNL / RP MMNL model comparison and 20 percent for the 
CE GMX / RP MMNL2 model comparison. 
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Figure 5.19: CE GMX prediction bias measure 2b – CE GMX prediction by RP MMNL2 prediction 
 
5.4 Prevalence of hypothetical bias 
In this section the prevalence of hypothetical bias is defined as the percentage of participants exhibiting 
hypothetical bias using the different coding regimes.  
5.4.1 VKT MWTP hypothetical bias 
The VKT MWTP bias classifications for the Base model are displayed in Table 5.7. Interestingly, there are 
minimal differences between the bias classifications for the CE model types (MMNL and GMX). On the 
other hand, bias results for the CV model using coding regimes 1 and 2 are quite different from the CE 
model results. In coding regime 1, the percentage of participants affected by hypothetical bias for the 
CV task is reported as 40 percent as opposed to 54 percent (MMNL) and 53 percent (GMX) for the CE 
models. The reverse is true for coding regime 2, where CV bias is 47 percent of participants in contrast 
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to values of 34 percent (MMNL) and 35 percent (GMX) for the CE models. Hypothetical bias percentages 
for coding regime 4 are similar in each of the models. In total the percentage of biased participants is 
consistent using coding regimes 1 and 4 and generally lower using coding regime 2. Regardless of which 
model or coding regime is used as the definitive measure, hypothetical bias is an issue for a substantial 
number of participants in this study.  
The total percentage of participants affected by hypothetical bias in each of the models and the 
direction of the bias is displayed graphically in Figure 5.20. The direction of the bias distinguishes 
whether the difference was a result of an observed change in the RP field study and no change in the SP 
survey or alternatively an observed change in the SP survey and no change in the RP field study. Based 
on anecdotal evidence from pilot interviews, it was expected that participants would be more inclined 
to overstate their intentions to change in the SP survey and make fewer changes in the RP field study. In 
contrast to initial expectations about the direction of expected bias for the SP (CE) survey, RP-only 
changes dominate the bias grouping. In this bias categorisation, participants indicated that they would 
not change their driving behaviour in the CE survey but did so in the field study. In addition to the 
differences in the percentage of total bias between CV and CE models, the direction of bias is also very 
different. In the CV models the SP only bias is approximately equal to or greater than the RP only bias. 
That is, an equal number of participants indicated that: 1) they would not change their driving behaviour 
in the CV survey but did so in the field study; and 2) they would change their driving behaviour in the CV 
survey but did not do so in the field study.  In contrast, in the CE model the SP only bias is much smaller 
than the RP only bias. 
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Table 5.7: Base model VKT MWTP difference  
MWTP Bias measure Bias classification Count Percent Comparison 1 Comparison 2 
MMNL MWTP bias measure 1a No difference (No bias) 147 46% Actual change classification CE change classification 
  Difference (Bias) 174 54% (change: < $0.01) (change: > $0.01) 
GMX MWTP bias measure 1a No difference (No bias) 152 47% Actual change classification CE change classification 
  Difference (Bias) 169 53% (change: < $0.01) (change: > $0.01) 
CV MWTP bias measure 1a No difference (No bias) 139 60% Actual change classification CV change classification 
  Difference (Bias) 93 40% (change: < $0.01) (change: > $0.01) 
MMNL MWTP bias measure 2a No difference (No bias) 212 66% Actual change classification CE change classification 
  Difference (Bias) 109 34% (change: < $0.05) (change: > $0.01) 
GMX MWTP bias measure 2a No difference (No bias) 209 65% Actual change classification CE change classification 
  Difference (Bias) 112 35% (change: < $0.05) (change: > $0.01) 
CV MWTP bias measure 2a No difference (No bias) 124 53% Actual change classification CV change classification 
  Difference (Bias) 108 47% (change: < $0.05) (change: > $0.01) 
MMNL MWTP bias measure 4a No difference (No bias) 173 54% Actual VKT MWTP CE VKT MWTP 
  Difference (Bias) 148 46%   (difference: > $0.03) 
GMX MWTP bias measure 4a No difference (No bias) 167 52% Actual VKT MWTP CE VKT MWTP 
  Difference (Bias) 154 48%   (difference: > $0.03) 
CV MWTP bias measure 4a No difference (No bias) 117 50% Actual VKT MWTP CV VKT MWTP 
  Difference (Bias) 115 50%   (difference: > $0.03) 
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Figure 5.20: Base model VKT MWTP hypothetical bias  
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In the SPRP model there are two ‘real’ data sources used for comparison with the hypothetical, the 
actual VKT MWTP and the RP VKT MWTP. Table 5.8 presents a cross-tabulation of the bias coding 
between the actual and the RP VKT MWTP values. In essence this provides an evaluation of the accuracy 
of the RP models. The values highlighted in grey display the percentage of actual changes that the RP 
change models correctly assign. As previously defined, change is calculated as the difference between 
the truncated VKT MWTP value and the negative base rate. For both the actual and the CE models 
(MMNL and GMX) two different coding regimes are used to define what is considered a change. In 
coding regime 1b, any VKT MWTP value that is smaller (i.e., less negative) than the negative base rate by 
more than $0.01 is deemed a change. Under this coding regime the RP models over-classify the 
percentage of ‘change’ and accordingly under-classify the percentage of ‘no change’. Coding regime 2 
adopts a more cautious approach in an attempt to avoid false positives (i.e., the coding of a value as a 
change that is not a genuine change). In this regime, GMX VKT MWTP values must be smaller (i.e., less 
negative) than the negative base rate by more than $0.05 and MMNL VKT MWTP values must be smaller 
than the negative base rate by more than $0.07 to be classified as a ‘change’. The reason the required 
MMNL difference value is greater than the corresponding GMX value is because the MMNL VKT MWTP 
distribution is not as evenly distributed. After applying the rules outlined in coding regime 2, the RP 
model change classifications closely align to the actual change classifications.  
The VKT MWTP hypothetical bias classifications for the SPRP model are displayed in Table 5.9. 
Compared with the Base model, the hypothetical bias classifications for the SPRP models are much more 
stable. The lowest bias value is from the CV model (42 percent of participants) using coding regime 1, 
while the highest bias value is also from the CV model (58 percent of participants) using coding regime 
4. Irrespective of which model or coding regime is applied, approximately half the sample is deemed to 
be affected by hypothetical bias. 
Figure 5.21 displays the total percentage of respondents estimated to experience hypothetical bias 
within the sample for each of the models and a split of the direction of the bias. The direction of the bias 
is a distinction between whether the difference was a result of an observed change in the RP field study 
and no change in the SP survey or conversely a measured change in the SP survey and no change in the 
RP field study. Although the total bias levels are still dominated by RP-only changes, the SP-only changes 
are proportionately larger in the SPRP model than in the Base model.  
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Table 5.8: SPRP model VKT MWTP coding comparison  
RP Model change coding 
Actual change coding 1b 
 (difference: > $0.01) 
Actual change coding 2b 
 (difference: > $0.05) 
No change Change No change Change 
Count Percent Count Percent Count Percent Count Percent 
MMNL change coding 1b No change 48 43% 0 0% 48 39% 0 0% 
(difference: > $0.01) Change 63 57% 143 100% 74 61% 132 100% 
  Total 111 100% 143 100% 122 100% 132 100% 
MMNL change coding 2b No change 102 92% 17 12% 107 88% 12 9% 
 (difference: > $0.07) Change 9 8% 126 88% 15 12% 120 91% 
  Total 111 100% 143 100% 122 100% 132 100% 
GMX change coding 1b No change 70 63% 4 3% 73 60% 1 1% 
 (difference: > $0.01) Change 41 37% 139 97% 49 40% 131 99% 
  Total 111 100% 143 100% 122 100% 132 100% 
GMX change coding 2b No change 95 86% 23 16% 103 84% 15 11% 
  (difference: > $0.05) Change 16 14% 120 84% 19 16% 117 89% 
  Total 111 100% 143 100% 122 100% 132 100% 
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Table 5.9: SPRP model VKT MWTP hypothetical bias classification  
MWTP bias measure Bias classification Count Percent Comparison 1 Comparison 2 
MMNL MWTP bias measure 1b No difference (No bias) 126 50% Actual change classification CE change classification 
  Difference (Bias) 128 50% (change: > $0.01) (change: > $0.01) 
GMX MWTP bias measure 1b No difference (No bias) 137 54% Actual change classification CE change classification 
  Difference (Bias) 117 46% (change: > $0.01) (change: > $0.01) 
CV MWTP bias measure 1b No difference (No bias) 98 58% Actual change classification CV change classification 
  Difference (Bias) 70 42% (change: > $0.01) (change: > $0.01) 
MMNL MWTP bias measure 2b No difference (No bias) 127 50% Actual change classification CE change classification 
  Difference (Bias) 127 50% (change: > $0.05) (change: > $0.01) 
GMX MWTP bias measure 2b No difference (No bias) 136 54% Actual change classification CE change classification 
  Difference (Bias) 118 46% (change: > $0.05) (change: > $0.01) 
CV MWTP bias measure 2b No difference (No bias) 93 55% Actual change classification CV change classification 
  Difference (Bias) 75 45% (change: > $0.05) (change: > $0.01) 
MMNL MWTP bias measure 3b No difference (No bias) 110 43% RP VKT MWTP CE VKT MWTP 
  Difference (Bias) 144 57%   (difference: > $0.05) 
GMX MWTP bias measure 3b No difference (No bias) 137 54% RP VKT MWTP CE VKT MWTP 
  Difference (Bias) 117 46%   (difference: > $0.05) 
MMNL MWTP bias measure 4b No difference (No bias) 123 48% Actual VKT MWTP CE VKT MWTP 
  Difference (Bias) 131 52%   (difference: > $0.03) 
GMX MWTP bias measure 4b No difference (No bias) 127 50% Actual VKT MWTP CE VKT MWTP 
  Difference (Bias) 127 50%   (difference: > $0.03) 
CV MWTP bias measure 4b No difference (No bias) 71 42% Actual VKT MWTP CV VKT MWTP 
  Difference (Bias) 97 58%   (difference: > $0.03) 
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Figure 5.21: SPRP model VKT MWTP hypothetical bias  
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5.4.2 TWTP hypothetical bias 
TWTP hypothetical bias classifications for both the Base and SPRP models are displayed in Table 5.10. 
Two different coding regimes are used to classify hypothetical bias in each of the models. In coding 
regime 1 for the Base and SPRP model, any negative TWTP value is classified as biased. The definition of 
hypothetical bias using coding regime 2 differs between the Base and SPRP models. In the Base model, 
hypothetical bias using coding regime 2 is defined as any value that is less than ten. In the SPRP model, 
hypothetical bias under coding regime 2 is defined as a greater than ±$25 difference between the RP 
and CE TWTP values. Hypothetical bias percentages for the Base model are slightly lower than the 
corresponding bias percentages from the SPRP model. On average, hypothetical bias percentages 
calculated using TWTP measures are smaller than VKT MWTP hypothetical bias percentages. Despite 
this difference, a significant proportion of participants are still considered biased using the TWTP bias 
classifications.  
Figure 5.22 illustrates the total percentage of hypothetical bias within the sample for each of the models 
and a directional split of the differences calculated using coding regime 2. The direction of the bias is 
only relevant for SPRP models using coding regime 2 (i.e., comparison of differences between the RP 
and CE model TWTP values).  
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Table 5.10: Base (a) and SPRP (b) model TWTP hypothetical bias classification  
TWTP bias measure Bias classification Count Percent Comparison 1 Comparison 2 
MMNL TWTP bias measure 1a No bias 253 79%   CE TWTP value 
  Bias 68 21%   (Bias: < -1) 
GMX TWTP bias measure 1a No bias 255 79%   CE TWTP value 
  Bias 66 21%   (Bias: < -1) 
MMNL TWTP bias measure 2a No bias 222 69%   CE TWTP value 
  Bias 99 31%   (Bias: < 10) 
GMX TWTP bias measure 2a No bias 218 68%   CE TWTP value 
  Bias 103 32%   (Bias: < 10) 
MMNL TWTP bias measure 1b No bias 159 63%   CE TWTP value 
  Bias 95 37%   (Bias: < -1) 
GMX TWTP bias measure 1b No bias 168 66%   CE TWTP value 
  Bias 86 34%   (Bias: < -1) 
MMNL TWTP bias measure 2b No difference (No bias) 154 61% RP TWTP value CE TWTP value 
(Difference = ±25) Difference (Bias) 100 39%   (Difference = 25) 
GMX TWTP bias measure 2b No difference (No bias) 157 62% RP TWTP value CE TWTP value 
(Difference = ±25) Difference (Bias) 97 38%   (Difference = 25) 
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Figure 5.22: Base (a) and SPRP (b) model TWTP hypothetical bias  
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5.4.3 Model prediction hypothetical bias 
Hypothetical bias classifications using model prediction values for both the Base and SPRP models are 
displayed in Table 5.11. As is the case with MWTP and TWTP hypothetical bias classifications, two 
different coding regimes are used to classify hypothetical bias in each of the models. In coding regime 1 
any predicted value for the ‘After’ alternative that is less than 50 percent is coded as biased. In coding 
regime 2 any predicted value for the ‘After’ alternative that is less than 60 percent is coded as biased. In 
the SPRP model the inclusion of the RP model allows for a different calculation of hypothetical bias 
based on model prediction differences. In this model a difference in RP and CE prediction values greater 
than 25 percent is coded as biased. The percentage of hypothetical bias calculated using prediction 
values is similar to TWTP hypothetical bias percentages and noticeably smaller than MWTP hypothetical 
bias percentages.  
Figure 5.23 illustrates the total percentage of respondents exhibiting hypothetical bias within the 
sample for each of the models and a directional split of the differences calculated using coding regime 2. 
The nature of the prediction calculations and difference measurements under coding regime 2 renders 
the directional split of the differences almost redundant. That is, it is to be expected that the RP model 
predictions using the RP data would not be significantly less than the CE model predictions using the 
same RP data in almost all cases.  
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Table 5.11: Base (a) and SPRP (b) model prediction hypothetical bias classification  
Prediction bias measure Bias classification Count Percent Comparison 1 Comparison 2 
MMNL prediction difference 1a No bias 251 78%   CE prediction value 
  Bias 70 22%   (Bias <50%) 
GMX prediction difference 1a No bias 254 79%   CE prediction value 
  Bias 67 21%   (Bias <50%) 
MMNL prediction difference 2a No bias 229 71%   CE prediction value 
  Bias 92 29%   (Bias <60%) 
GMX prediction difference 2a No bias 225 70%   CE prediction value 
  Bias 96 30%   (Bias <60%) 
MMNL prediction difference 1b No bias 152 60%   CE prediction value 
  Bias 102 40%   (Bias <50%) 
GMX prediction difference 1b No bias 163 64%   CE prediction value 
  Bias 91 36%   (Bias <50%) 
MMNL prediction bias measure 2b No difference (No bias) 161 63% RP prediction value CE prediction value 
  Difference (Bias) 93 37%   (Difference = 25%) 
GMX prediction bias measure 2b No difference (No bias) 128 50% RP prediction value CE prediction value 
  Difference (Bias) 126 50%   (Difference = 25%) 
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Figure 5.23: Base (a) and SPRP (b) model prediction hypothetical bias  
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5.5 Comparison of bias measures 
A cross-tabulation of VKT MWTP hypothetical bias classification measures for the Base model is 
presented in Table 5.12. The within-model percentages of matched cases are highlighted in grey with 
bold text. For all model types (MMNL, GMX and CV), the crossover of within-model bias coding is high 
(i.e., above 70 percent correct classifications). The between-model percentage of matched cases 
amongst the CE models (MMNL and GMX) is also large. In contrast, the percentage of matched cases 
between the CE and CV models is significantly lower. This reinforces the differences between the CE and 
CV models. 
The association between the TWTP and prediction bias measures for the Base model is displayed in 
Table 5.13. The within and between-model overlap is significantly high, highlighting the similarities 
between these hypothetical bias measures.  
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Table 5.12: Base model comparison of VKT MWTP bias measures  
 
 
Table 5.13: Base model comparison of TWTP and prediction bias measures  
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As above, a cross-tabulation of participants for each of the SPRP VKT MWTP model bias measures is 
presented in Table 5.14. The classification results closely match the Base model results. There is a high 
degree of overlap both within and between the CE models but significantly less between the CE and CV 
models.  
The coding similarities between TWTP and prediction hypothetical bias measures in the SPRP model are 
displayed in Table 5.15. The percentage of matched cases is significant, despite not being as large as the 
matched percentages calculated for the Base model.  
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Table 5.14: SPRP model comparison of VKT MWTP bias measures  
 
 
Table 5.15: SPRP model comparison of TWTP and prediction bias measures 
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The relationship between the VKT MWTP and TWTP or prediction hypothetical bias measures for both 
the Base and SPRP models are displayed in Table 5.16 and Table 5.17, respectively. In both models there 
is a moderate overlap between the VKT MWTP and the other bias measures, with the proportion of 
matched cases ranging from 52 percent to 76 percent. Some differences between these bias measures 
are to be expected because VKT MWTP is based on the trade-off between VKT and charges. In contrast, 
TWTP or prediction measures are influenced by other measured attributes (e.g., night driving and 
speeding).  
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Table 5.16: Base model comparison of VKT MWTP bias measures and TWTP / prediction bias measures (a) 
 
 
Table 5.17: SPRP model comparison of VKT MWTP bias measures and TWTP / prediction bias measures (b) 
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5.6 Sources of hypothetical bias 
In other studies investigating hypothetical bias, the prevalence of bias is determined by examining 
aggregate differences in model outcomes (e.g., generally MWTP and/or TWTP differences). Studying 
hypothetical bias in this way allows for only a top-line view with limited extension to investigate other 
influences on hypothetical bias. More detailed analysis of individual participants is required to further 
understand the nature of hypothetical bias. In this thesis every individual has been classified into a 
hypothetical bias category (i.e., biased or not biased) which allows for extensive analysis.  
Rather than simply splitting the raw data counts by every other variable, a model was used to measure 
the relationships between the hypothetical bias measures and other important variables. The use of 
such a model allows the relationships to be quantified, while accounting for complex interactions within 
the set of independent variables. The nature of the binary dependant variable lends itself to 
examination using a binary logit model. The Generalised Linear Model (GLM) using a logit link in SPSS 
was used to estimate the model relationship. The GLM was preferred to the standard binary logit 
estimation in SPSS because it offers more flexible options, including estimated marginal means (EM 
means). These are used to produce a summary measure of mean bias for the dependent variable, 
accounting for interaction effects for each of the significant variables. The means displayed are 
predicted means from the specified model. Pairwise differences are computed, including standard 
errors, to determine if the relationship is significant. Details of the GLM estimation procedure in SPSS 
are explained in Appendix F.  
A summary of the dependent variable classifications of hypothetical bias for the Base and SPRP model is 
displayed in Table 5.18. For concurrent coding regimes (1, 2 and 4), the CE and CV model values were 
pooled to test for any differences in hypothetical bias between the different models. Likewise, 
participants with experience and no experience were also pooled to test for any differences.  
The independent variables used in the GLM estimation for the Base and SPRP models by CE / CV are 
displayed in Table 5.19. These variables are standard demographics (gender and age), mitigation 
techniques (cheap talk and certainty-scale coding), study design (experience and trip purpose) and study 
outcomes (incentive and change). The term ‘model’ is used to define differences between the CE and CV 
methods in the pooled GLM. 
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Median certainty scores from the SP survey were used to construct the certainty variable. Participants 
with average certainty scores below eight83 are coded as uncertain and participants with average scores 
greater than or equal to eight are coded as certain. Experience refers to when the SP survey was 
completed in relation to the RP field study (i.e., either before the field study, coded as ‘no experience’ or 
after the field study, coded as ‘experience’). In the variable ‘incentive’, participants who had a starting 
incentive greater than or equal to $250 are coded as high, while participants with a starting incentive 
less than $250 are coded as low. The variable ‘Change’ is included to represent whether a participant 
changed their behaviour in the field study and received any incentive (coded as ‘change’) or did not 
change their behaviour and received no incentive (coded as ‘no change’).  
The model was estimated by initially including all main effects, two-way interaction effects and selected 
three-way interaction effects84 as independent variables. Variables that did not have a significant 
influence on the model were determined by examining the Wald chi-square value and the parameter 
significance values. The variables that were found to be not significant were removed from the model 
and the model was re-estimated.  
                                                          
83
 In the literature a score of 7 or 8 on the certainty scale is typically used to best align with actual decisions (see 
Section 2.2.5.2) 
84
 Three-way interaction effects were chosen based on the main variables of interest and interim model findings. 
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Table 5.18: GLM model - Dependent variable summary1 
    Base model SPRP model 
  
 
Count Percent Count Percent 
MMNL MWTP bias measure 1 No Bias 147 46% 126 50% 
  Bias 174 54% 128 50% 
MMNL MWTP bias measure 2 No Bias 212 66% 127 50% 
  Bias 109 34% 127 50% 
MMNL MWTP bias measure 3 No Bias 0 0% 110 43% 
  Bias 0 0% 144 57% 
MMNL MWTP bias measure 4 No Bias 173 54% 123 48% 
  Bias 148 46% 131 52% 
GMX MWTP bias measure 1 No Bias 152 47% 137 54% 
  Bias 169 53% 117 46% 
GMX MWTP bias measure 2 No Bias 209 65% 136 54% 
  Bias 112 35% 118 46% 
GMX MWTP bias measure 3 No Bias 0 0% 137 54% 
  Bias 0 0% 117 46% 
GMX MWTP bias measure 4 No Bias 167 52% 127 50% 
  Bias 154 48% 127 50% 
MMNL TWTP bias measure 1 No Bias 253 79% 159 63% 
  Bias 68 21% 95 37% 
GMX TWTP bias measure 1 No Bias 255 79% 168 66% 
  Bias 66 21% 86 34% 
MMNL TWTP bias measure 2 No Bias 222 69% 154 61% 
  Bias 99 31% 100 39% 
GMX TWTP bias measure 2 No Bias 218 68% 157 62% 
  Bias 103 32% 97 38% 
MMNL prediction bias measure 1 No Bias 251 78% 152 60% 
  Bias 70 22% 102 40% 
GMX prediction bias measure 1 No Bias 254 79% 163 64% 
  Bias 67 21% 91 36% 
MMNL prediction bias measure 2 No Bias 229 71% 128 50% 
  Bias 92 29% 126 50% 
GMX prediction bias measure 2 No Bias 225 70% 161 63% 
  Bias 96 30% 93 37% 
CE Total 321 100% 254 100% 
CV MWTP bias measure 1 No Bias 139 60% 98 58% 
  Bias 93 40% 70 42% 
CV MWTP bias measure 2 No Bias 124 53% 93 55% 
  Bias 108 47% 75 45% 
CV MWTP bias measure 4 No Bias 117 50% 71 42% 
  Bias 115 50% 97 58% 
CV total 232 100% 168 100% 
. (1) Counts represent the number of cases in the model. Each case defines a trip purpose specific bias classification 
for each participant. 
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Table 5.19: GLM model - Independent variable summary 
    Base model SPRP model CV model – Base1 CV model – SPRP2 
    Count Percent Count Percent Count Percent Count Percent 
Gender Female 179 56% 140 55% 139 60% 101 60% 
  Male 142 44% 114 45% 93 40% 67 40% 
Age Old (36–64 years old) 202 63% 164 65% 137 59% 102 61% 
  Young (18–35 years old) 119 37% 90 35% 95 41% 66 39% 
Cheap talk No cheap talk 173 54% 138 54% 124 53% 91 54% 
  Cheap talk 148 46% 116 46% 108 47% 77 46% 
Certainty Not certain (< 8) 126 39% 103 41% 91 39% 68 40% 
  Certain (≥ 8) 195 61% 151 59% 141 61% 100 60% 
Experience No experience 107 33% 87 34% 105 45% 85 51% 
  Experience 214 67% 167 66% 127 55% 83 49% 
Change No change (made no money) 116 36% 95 37% 85 37% 66 39% 
  Change (made money) 205 64% 159 63% 147 63% 102 61% 
Incentive Low (< $250) 121 38% 95 37% 85 37% 61 36% 
  High (≥ $250) 200 62% 159 63% 147 63% 107 64% 
Trip purpose Shopping 89 28% 89 35% 59 25% 59 35% 
  Social 89 28% 89 35% 58 25% 58 35% 
  Work 76 24% 76 30% 51 22% 51 30% 
  Pooled 67 21% 0 0% 64 28% 0 0% 
Total 321 100% 254 100% 232 100% 168 100% 
(1) CV data for participants in the Base model. This data is pooled with the Base Model data in the estimation of the Base model GLM. 
(2)  CV data for participants in the SPRP model. This data is pooled with the SPRP model data in the estimation of the SPRP model GLM. 
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5.6.1 GLM summary 
We now present a summary of the GLM outputs for each model. Each variable is described by a Wald 
chi-square statistic and corresponding p-value. Model fit statistics are also provided at the bottom of 
each model column. The model fit for each model is evaluated by comparing the AIC values. A model 
with a lower AIC is deemed to provide a superior fit for the data. The Nagelkerke R-Square value85 is also 
calculated to gauge the relative model performance: the larger the value, the better the model fits the 
data. Variables are grouped by key attributes of importance: cheap talk, certainty, experience, model, 
gender, age, change, incentive and trip purpose. Interpretation of the key model findings is provided in 
Section 0. 
An outline of the included variables for the Base GLM using MMNL VKT MWTP bias measures is 
displayed in Table 5.20. The GLM using MWTP coding regimes 2 and 4 provide the best fit for the data. 
All models are heavily influenced by the inclusion and interaction of cheap talk, certainty and participant 
demographics.
                                                          
85
 The formula for the Nagelkerke R-Square value is displayed in Appendix F. 
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Table 5.20: GLM results (Base model – MMNL VKT MWTP bias) 
  
MMNL MWTP  
Bias measure 1a 
MMNL MWTP  
Bias measure 2a 
MMNL MWTP  
Bias measure 4a 
Attributes 
Wald Chi-
square 
p-value 
Wald Chi-
square 
p-value 
Wald Chi-
square 
p-value 
Experience   Cheap talk 11.909 0.001 6.393 0.011 3.012 0.083 
Age   Experience   Cheap talk 11.257 0.004 23.011 0.000     
Incentive   Cheap talk      4.735 0.030 2.677 0.102 
Change   Experience   Cheap talk          13.708 0.001 
Change   Age   Cheap talk     9.520 0.023     
Model   Age   Cheap talk      7.461 0.024     
Experience   Cheap talk   Certainty 5.302 0.151         
Model   Experience   Cheap talk     4.550 0.103     
Change   Cheap talk          4.045 0.044 
Model   Cheap talk         3.763 0.052 
Cheap talk 2.661 0.103         
Model   Change   Certainty 7.291 0.063 9.948 0.019     
Model   Certainty 3.330 0.068 2.029 0.154     
Gender   Age   Certainty         14.778 0.011 
Gender   Certainty     2.460 0.117     
Work   Certainty         2.217 0.137 
Gender   Experience      9.036 0.003     
Incentive   Experience          5.811 0.016 
Age   Experience  2.716 0.099         
Work   Experience          2.530 0.112 
Social   Model      14.320 0.001     
Model 5.741 0.017         
Pooled   Model          4.559 0.033 
Gender   Age   Model  4.351 0.226         
Gender   Model  1.504 0.220         
Incentive   Gender  16.089 0.000 17.132 0.000 13.209 0.000 
Pooled   Gender  6.199 0.045     9.542 0.002 
Change   Age 19.546 0.000         
Gender   Age     10.590 0.001     
Work   Gender      6.794 0.033     
Pooled   Change      3.710 0.156 6.506 0.011 
Social   Change          11.999 0.002 
Change         7.240 0.007 
Incentive         3.199 0.074 
Pooled         19.063 0.000 
Sample 553   553   553   
Log likelihood (0) –329.034   –313.225   –326.268   
Log likelihood (B) –283.253   –253.298   –262.245   
AIC 1.126 
 
1.046 
 
1.057 
 
Nagelkerke R-Square 0.219   0.287   0.298   
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A summary of the significant variables for the base GLM using GMX VKT MWTP bias measures is 
displayed in Table 5.21. All the models provide reasonable explanatory fit; however, models using 
coding regimes 2 and 4 provide a better fit for the data than the model using coding regime 1. The 
model results are similar to the MMNL MWTP GLM, greatly influenced by cheap talk, certainty and 
participant demographics. 
Table 5.21: GLM results (Base model - GMX VKT MWTP bias) 
  
GMX MWTP  
Bias measure 1a 
GMX MWTP  
Bias measure 2a 
GMX MWTP  
Bias measure 4a 
Attributes 
Wald Chi-
square 
p-value 
Wald Chi-
square 
p-value 
Wald Chi-
square 
p-value 
Age   Experience   Cheap talk  12.411 0.006 20.862 0.000 9.091 0.028 
Experience   Cheap talk 14.748 0.000 4.936 0.026     
Model   Cheap talk     3.692 0.055 4.105 0.043 
Gender   Experience   Cheap talk          10.943 0.012 
Experience   Cheap talk   Certainty 5.650 0.130         
Incentive   Cheap talk      5.417 0.020     
Model   Age   Cheap talk      5.100 0.078     
Model   Experience   Cheap talk     4.075 0.044     
Change   Cheap talk          3.443 0.064 
Cheap talk 2.088 0.148         
Model   Change   Certainty 3.717 0.156 11.560 0.021     
Model   Gender   Certainty     6.933 0.074     
Incentive   Certainty         5.941 0.015 
Certainty         2.631 0.105 
Model   Certainty 2.578 0.108         
Work   Certainty 1.939 0.164         
Gender   Experience      5.517 0.019     
Model   Experience     3.055 0.080     
Experience 2.359 0.125         
Social   Model 6.750 0.034 12.507 0.002     
Incentive   Model  8.588 0.014 3.779 0.052     
Model 6.764 0.009         
Change   Model  3.768 0.052         
Pooled   Model         3.309 0.069 
Sample 553   553   553   
Log likelihood (0) –323.748   –314.097   –325.456   
Log likelihood (B) –284.412   –258.436   –269.133   
AIC 1.123 
 
1.058 
 
1.075   
Nagelkerke R-Square 0.192   0.269   0.266   
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GMX MWTP  
Bias measure 1a 
GMX MWTP  
Bias measure 2a 
GMX MWTP  
Bias measure 4a 
Attributes 
Wald Chi-
square 
p-value 
Wald Chi-
square 
p-value 
Wald Chi-
square 
p-value 
Incentive   Gender     18.385 0.000 22.068 0.000 
Gender   Age     10.979 0.001 9.480 0.002 
Change   Age 11.468 0.001         
Work   Gender     8.194 0.017     
Pooled   Gender          5.231 0.022 
Age 2.280 0.131         
Work   Age 2.052 0.152         
Social   Change         8.131 0.004 
Change         6.869 0.009 
Pooled   Change         4.165 0.041 
Social   Incentive         2.707 0.100 
Incentive         2.683 0.101 
Pooled         14.340 0.000 
Social         9.079 0.003 
Sample 553   553   553   
Log likelihood (0) –323.748   –314.097   –325.456   
Log likelihood (B) –284.412   –258.436   –269.133   
AIC 1.123 
 
1.058 
 
1.075   
Nagelkerke R-Square 0.192   0.269   0.266   
 
A description of the significant variables for the base GLM using TWTP bias measures are displayed in 
Table 5.22. The GLM using GMX TWTP bias measure 1a provides the best model fit out of the four 
models assessed. Cheap talk, certainty, trip purpose and demographic variables (gender and age) 
feature as the key predictors of hypothetical bias.  
A summary of the significant variables for the base GLM using model prediction bias measures is 
displayed in Table 5.23. The GLM using GMX Prediction bias measures under coding regime 1 provides 
the best model fit. Cheap talk, certainty and trip purpose have the strongest relationships with 
hypothetical bias. 
204 
 
Table 5.22: GLM results (Base model – MMNL / GMX TWTP bias measures) 
  
MMNL TWTP 
Bias measure 1a 
GMX TWTP 
Bias measure 1a 
MMNL TWTP 
Bias measure 2a 
GMX TWTP 
Bias measure 2a 
Attributes 
Wald Chi-
square 
p-value 
Wald Chi-
square 
p-value 
Wald Chi-
square 
p-value 
Wald Chi-
square 
p-value 
Incentive   Experience  Cheaptalk  6.333 0.012 9.228 0.026 7.159 0.007     
Experience   Cheaptalk  Certainty 2.784 0.249     7.234 0.124 6.589 0.253 
Age   Cheap talk     6.856 0.009 3.000 0.083 3.545 0.060 
Incentive   Cheap talk          12.068 0.001 5.588 0.018 
Cheap talk   Certainty 2.551 0.279 11.603 0.001         
Work   Gender   Cheap talk  8.416 0.038     4.024 0.403     
Work   Cheap talk 6.475 0.011             
Incentive   Age   Cheap talk  5.869 0.053             
Cheap talk         5.023 0.025     
Gender   Experience   Cheap talk     4.328 0.228         
Social   Cheap talk 3.587 0.058             
Certainty     2.912 0.088     3.831 0.050 
Social   Certainty      2.137 0.144     2.131 0.144 
Age   Certainty     6.078 0.014         
Work   Certainty              2.345 0.126 
Incentive   Experience  3.887 0.049     4.726 0.030     
Pooled   Gender  4.846 0.028 5.404 0.067 5.782 0.016     
Age 3.603 0.058     4.956 0.026 6.030 0.014 
Work   Age          4.189 0.041 5.218 0.022 
Incentive   Gender              12.442 0.002 
Change   Age          7.452 0.006     
Work   Incentive   Age  5.462 0.141             
Work   Gender     4.383 0.036         
Pooled   Change 3.170 0.075     5.241 0.022     
Work   Change  1.456 0.228             
Incentive   Change     3.416 0.181         
Work 13.899 0.000 10.872 0.001 19.238 0.000 19.868 0.000 
Social 9.668 0.002 5.231 0.022 8.560 0.003 4.691 0.030 
Model Fit                 
Sample 321   321   321   321   
Log likelihood (0) –134.566   –131.090   –160.942   –163.076   
Log likelihood (B) –96.943   –100.785   –122.755   –136.357   
AIC 0.803 
 
0.784 
 
0.933 
 
0.968   
Nagelkerke R-Square .368   .308   .334   .240   
205 
 
Table 5.23: GLM results (Base model – MMNL / GMX prediction bias measures) 
  
MMNL Prediction 
Bias measure 1a 
GMX Prediction 
Bias measure 1a 
MMNL Prediction 
Bias measure 2a 
GMX Prediction 
Bias measure 2a 
Attributes 
Wald Chi-
square 
p-value 
Wald Chi-
square 
p-value 
Wald Chi-
square 
p-value 
Wald Chi-
square 
p-value 
Incentive   Experience   Cheaptalk  10.128 0.038 16.320 0.012 11.615 0.003 3.265 0.071 
Incentive   Cheap talk  10.034 0.007     15.442 0.000 6.999 0.008 
Cheap talk   Certainty 10.859 0.001 10.105 0.001 7.653 0.006     
Age   Cheap talk 7.051 0.008 9.178 0.002 6.671 0.010     
Cheap talk 5.735 0.017     3.894 0.048     
Work   Gender   Cheap talk  9.115 0.028             
Work   Cheap talk 8.241 0.004             
Experience   Cheaptalk   Certainty             5.275 0.153 
Social   Cheap talk 2.939 0.086             
Certainty     3.448 0.063 5.424 0.020 7.035 0.008 
Social   Certainty      1.636 0.201     6.402 0.011 
Age   Certainty 2.192 0.139 5.486 0.019         
Work   Incentive   Certainty         5.613 0.132     
Work   Certainty              3.446 0.063 
Incentive   Certainty         2.900 0.089     
Change   Certainty 1.720 0.190             
Incentive   Experience          6.160 0.013 2.903 0.088 
Gender   Age   Experience         8.083 0.152     
Change   Age      4.801 0.091 5.227 0.022 3.391 0.066 
Pooled   Gender  4.777 0.029 4.675 0.031         
Gender     1.985 0.159     5.669 0.017 
Age 1.522 0.217         2.922 0.087 
Work   Gender     7.675 0.006         
Social   Gender      3.828 0.050         
Incentive   Gender              2.223 0.136 
Pooled   Change 3.011 0.083     6.223 0.045     
Change             5.444 0.020 
Work   Change  1.677 0.195             
Work 16.010 0.000 9.625 0.002 13.621 0.000 9.991 0.002 
Social 8.466 0.004 4.821 0.028 5.163 0.023 4.201 0.040 
Pooled     3.402 0.065         
Model Fit                 
Sample 321   321   321   321   
Log likelihood (0) –137.156   –131.738   –154.639   –158.166   
Log likelihood (B) –101.040   –101.317   –123.049   –133.023   
AIC 0.798 
 
0.775 
 
0.935 
 
0.960 
 
Nagelkerke R-Square 0.351   0.308   0.289   0.231   
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The SPRP GLM summaries for the MMNL VKT MWTP bias measures are displayed in Table 5.24. Model 
performance measures are similar to those achieved in the Base VKT MWTP GLM. The GLM using the 
MMNL MWTP bias measures 2b performs the best out of the four models.  
Table 5.24: GLM results (SPRP model – MMNL VKT MWTP bias measures) 
  
MMNL MWTP  
Bias measure 1b 
MMNL MWTP  
Bias measure 2b 
MMNL MWTP  
Bias measure 3b 
MMNL MWTP  
Bias measure 4b 
Attributes 
Wald Chi-
square 
p-value 
Wald Chi-
square 
p-value 
Wald Chi-
square 
p-value 
Wald Chi-
square 
p-value 
Experience   Cheap talk   Certainty     4.394 0.111 12.305 0.015 2.726 0.256 
Gender   Age   Cheap talk 11.453 0.022 11.891 0.003         
Experience   Cheap talk 7.466 0.006 9.738 0.002         
Cheap talk 10.680 0.001 6.007 0.014         
Change   Cheap talk              11.893 0.001 
Change   Experience   Cheap talk              11.562 0.001 
Gender   Experience   Cheap talk         7.156 0.128     
Model   Gender   Cheap talk     5.929 0.115         
Social   Cheap talk          2.582 0.108     
Change   Age   Certainty  18.757 0.001 18.385 0.003         
Certainty             7.113 0.008 
Age   Experience   Certainty             5.537 0.063 
Model   Experience   Certainty     5.133 0.162         
Experience   Certainty             4.578 0.032 
Age   Certainty             3.717 0.054 
Gender   Age   Certainty             3.709 0.157 
Gender   Certainty 2.115 0.146             
Age   Experience 10.240 0.001 6.387 0.011         
Change   Gender   Experience  10.406 0.034             
Gender   Age   Experience     8.268 0.016         
Incentive   Experience              7.793 0.005 
Change   Experience             2.695 0.101 
Model 3.338 0.068 2.251 0.134         
Social   Model      4.165 0.125         
Incentive   Gender  12.187 0.002 17.353 0.000     10.031 0.002 
Gender 11.039 0.001 7.977 0.005     8.217 0.004 
Age 4.337 0.037 5.174 0.023         
Work   Gender      4.627 0.099         
Age   Gender              3.476 0.062 
Social   Change          13.510 0.000 11.606 0.003 
Change         7.351 0.007     
Incentive             2.684 0.101 
Sample 422   422   254   422   
Log likelihood (0) –240.647   –239.784   –144.494   –246.080   
Log likelihood (B) –205.161   –191.753   –122.156   –212.123   
AIC 1.091 
 
1.075 
 
1.088 
 
1.124   
Nagelkerke R-Square 0.228   0.300   0.237   0.216   
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The variables included in the SPRP GLM for GMX VKT MWTP bias measures are summarised in Table 5.25. 
In this instance, GMX MWTP model 2b performs the best out of the four models. Cheap talk and 
demographic influences are well represented across all four of the models.  
Table 5.25: GLM results (SPRP model – GMX VKT MWTP bias measures) 
  
GMX MWTP  
Bias measure 1b 
GMX MWTP  
Bias measure 2b 
GMX MWTP  
Bias measure 3b 
GMX MWTP  
Bias measure 4b 
Attributes 
Wald Chi-
square 
p-
value 
Wald Chi-
square 
p-value 
Wald Chi-
square 
 p-value 
Wald Chi-
square 
p-value 
Experience   Cheap talk 8.491 0.004     7.628 0.006 10.290 0.001 
Gender   Age   Cheap talk 12.553 0.014 12.599 0.013         
Cheap talk   Certainty 5.572 0.062 5.188 0.075         
Cheap talk 8.154 0.004 1.149 0.284         
Experience   Cheap talk   Certainty     2.869 0.238 2.647 0.104     
Change   Experience   Cheap talk      11.297 0.023         
Age   Experience   Cheap talk             9.259 0.026 
Model   Experience   Cheap talk 7.009 0.135             
Change   Cheap talk             6.584 0.010 
Social   Cheap talk   Certainty          5.257 0.072     
Experience   Certainty         7.024 0.008 6.480 0.011 
Certainty             6.403 0.011 
Social   Experience   Certainty          6.014 0.049     
Work   Experience   Certainty         5.809 0.214     
Change   Experience   Certainty         3.887 0.274     
Age   Certainty             2.181 0.140 
Age   Experience 7.863 0.005 10.910 0.001         
Incentive   Experience      6.917 0.031         
Experience     2.494 0.114         
Incentive   Model             5.670 0.059 
Gender 12.571 0.000 8.940 0.003     7.801 0.005 
Work   Gender      5.294 0.071     5.269 0.072 
Age 1.927 0.165     3.536 0.060     
Incentive   Gender             8.184 0.004 
Gender   Age             6.010 0.014 
Change   Gender              4.208 0.040 
Change   Age  4.142 0.042             
Social   Change          6.911 0.009 7.399 0.025 
Incentive   Change  9.654 0.008             
Incentive         2.724 0.099     
Social         4.633 0.031     
Sample 422   422   254   422   
Log likelihood (0) –239.406   –238.225   –141.188   –240.412   
Log likelihood (B) –211.888   –208.644   –118.475   –208.983   
AIC 1.104 
 
1.098 
 
1.130 
 
1.104   
Nagelkerke R-Square 0.180   0.193   0.244   0.204   
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A description of the significant variables included in the SPRP GLM using TWTP bias measures is displayed 
in Table 5.26. As previously shown in the Base TWTP GLM model, cheap talk, certainty and trip purpose 
all have a substantial influence on hypothetical bias.  
Table 5.26: GLM results (SPRP model – MMNL/GMX TWTP bias measures) 
  
MMNL TWTP 
Bias measure 1b 
GMX TWTP 
Bias measure 1b 
MMNL TWTP 
Bias measure 2b 
GMX TWTP 
Bias measure 2b 
Attributes 
Wald Chi-
square 
p-value 
Wald Chi-
square 
p-value 
Wald Chi-
square 
p-value 
Wald Chi-
square 
p-value 
Cheap talk   Certainty 17.955 0.000 16.552 0.000 5.071 0.079 10.570 0.001 
Cheap talk 4.509 0.034 7.488 0.006 
    
Incentive   Cheap talk   Experience  11.200 0.048 6.220 0.183 
    
Change   Cheap talk   Experience 
  
4.708 0.319 
    
Work   Gender   Cheap talk 8.612 0.072 
      
Work   Age   Cheap talk  
  
6.654 0.036 
    
Age   Cheap talk 
  
3.635 0.057 
    
Gender   Age   Cheap talk 
      
5.656 0.130 
Work   Cheap talk  3.422 0.064 
      
Certainty 8.285 0.004 
      
Experience   Certainty 
  
3.933 0.047 
    
Age   Certainty 
    
2.892 0.089 4.971 0.026 
Work   Gender   Certainty 
    
12.394 0.015 
  
Gender * Experience   Certainty 
  
7.071 0.070 
    
Gender   Age 
    
7.090 0.008 11.416 0.001 
Incentive   Gender  
      
4.918 0.027 
Age 
  
6.185 0.013 
    
Work   Age 4.851 0.088 
      
Work   Gender   Age 
  
10.436 0.005 
    
Social   Gender   Age 
  
9.146 0.027 
    
Incentive   Change 
    
8.037 0.045 6.154 0.046 
Change 8.292 0.004 
      
Social   Incentive 7.000 0.030 
      
Work 
  
3.835 0.050 10.616 0.001 11.940 0.001 
Social 
  
2.262 0.133 6.266 0.012 
  
Model Fit                 
Sample 254 
 
254 
 
254 
 
254 
 
Log likelihood (0) –136.128 
 
–132.594 
 
–135.317 
 
–137.412 
 
Log likelihood (B) –106.777 
 
–100.990 
 
–108.769 
 
–109.268 
 
AIC 1.006 
 
1.047 
 
0.990 
 
0.986  
Nagelkerke R-Square 0.314 
 
0.340 
 
0.288 
 
0.301 
 
 
Table 5.27 describes the significant variables in the SPRP GLM using model prediction bias measures. The 
GLM using prediction bias measures with coding regime 1 provide the best model fits. The models are 
once again significantly influenced by cheap talk, certainty and their associated interactions.  
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Table 5.27: GLM results (SPRP model – MMNL/GMX prediction bias measures) 
  
MMNL Prediction 
Bias measure 1b 
GMX Prediction 
Bias measure 1b 
MMNL Prediction 
Bias measure 2b 
GMX Prediction 
Bias measure 2b 
Attributes 
Wald Chi-
square 
p-value 
Wald Chi-
square 
p-value 
Wald Chi-
square 
p-value 
Wald Chi-
square 
p-
value 
Cheap talk   Certainty 14.978 0.000 10.223 0.001 6.998 0.008 9.591 0.002 
Cheap talk     3.448 0.063         
Change   Experience   Cheap talk  10.846 0.055             
Work   Gender   Cheap talk     4.435 0.109         
Work   Age   Cheap talk      4.777 0.092         
Age   Cheap talk     3.751 0.053         
Experience   Cheap talk          2.088 0.148 4.843 0.089 
Social   Cheap talk             4.832 0.028 
Certainty 4.302 0.038 3.526 0.060         
Experience   Certainty 4.460 0.035 4.064 0.131         
Age   Certainty         4.157 0.041     
Age   Change   Certainty             9.447 0.093 
Change   Experience   Certainty         7.484 0.187     
Gender   Age   Certainty         5.372 0.068     
Experience   Incentive 6.657 0.010             
Gender   Age         6.875 0.032     
Incentive   Gender  2.832 0.092 10.590 0.005         
Age 3.499 0.061 6.426 0.011         
Work   Age 6.742 0.034             
Work   Gender     6.515 0.011         
Social   Gender     5.693 0.058         
Gender 3.733 0.053             
Change   Age     3.679 0.159         
Incentive   Change             4.010 0.045 
Work   Change             7.792 0.020 
Social   Change             5.577 0.018 
Social   Incentive 10.212 0.006             
Incentive             4.856 0.028 
Work   Incentive         4.453 0.108     
Work         3.349 0.067     
Model Fit                 
Sample 254 
 
254 
 
254 
 
254 
 
Log likelihood (0) –138.632 
 
–135.031 
 
–131.886 
 
–138.855 
 
Log likelihood (B) –109.177 
 
–106.028 
 
–111.273 
 
–116.200 
 
AIC 1.017 
 
1.008 
 
1.034 
 
1.065  
Nagelkerke R-Square 0.312 
 
0.312 
 
0.232 
 
0.246 
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5.6.2 Key model findings 
As shown in the previous section, a number of variables have a significant influence on the amount 
of hypothetical bias measured in this study. We now present a summary of the EM means for the 
key GLM findings. The EM means are displayed as pairwise comparisons for the variables of interest 
and are used to provide a measure of the mean bias for the dependent variable (i.e., hypothetical 
bias) controlling for other variables in the model. Larger EM mean estimates (i.e., values closer to 
one) represent more hypothetical bias. These key findings are divided into four sections: 1) Cheap 
talk and certainty; 2) Experience and cheap talk; 3) Experience; and 4) Gender and age.  
5.6.2.1 Cheap talk and certainty 
Table 5.28 presents a summary of the importance of cheap talk and certainty as predictors of 
hypothetical bias for the base GLM using VKT MWTP bias measures. Intuitively, participants who 
state they are more certain about their responses in the SP survey are less likely to demonstrate 
inconsistencies between responses to the SP survey and behaviour in RP field study. In the CV model 
participants who are shown a cheap talk script and are certain about their responses are less likely 
to display hypothetical bias than those participants who are not certain about their responses 
(MMNL MWTP 1a, 2a, GMX MWTP 1a, 2a). Surprisingly, this effect did not transfer to the CE models. 
Moreover, older females who are certain about their responses are more likely to exhibit 
hypothetical bias than older males who are not certain (MMNL MWTP 1a).  
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Table 5.28: GLM of hypothetical bias: certainty (Base model – MMNL / GMX MWTP bias measures) 
      
MMNL MWTP MMNL MWTP MMNL MWTP GMX MWTP GMX MWTP 
Bias measure 1a Bias measure 2a Bias measure 4a Bias measure 1a Bias measure 2a 
  
 
Certainty Mean Std. error Mean Std. error Mean Std. error Mean Std. error Mean Std. error 
CV Cheap talk Certain 0.26*^ 0.051 0.31*^ 0.069 
 
  0.29*^ 0.060 0.34* 0.067 
    Not certain 0.40* 0.077 0.65* 0.088     0.45* 0.087 0.71*^ 0.079 
  No cheap talk Certain 0.42 0.085 0.46 0.101 
 
  0.46 0.085 0.51 0.091 
    Not certain 0.45 0.093 0.40 0.103     0.54 0.097 0.38 0.095 
CE Cheap talk Certain 0.61^
+
 0.053 0.45^ 0.072 
 
  0.68^ 0.054 0.40 0.063 
    Not certain 0.37
+
 0.068 0.32 0.081     0.54 0.075 0.29^ 0.072 
  No cheap talk Certain 0.50 0.077 0.25 0.081 
 
  0.51 0.075 0.30 0.076 
    Not certain 0.56 0.078 0.36 0.096     0.59 0.080 0.39 0.083 
Male Young Certain 
 
  
 
  0.54 0.114 
 
  
 
  
    Not certain         0.34 0.115         
  Old Certain 
 
  
 
  0.22^ 0.057 
 
  
 
  
    Not certain         0.32 0.086         
Female Young Certain 
 
  
 
  0.41 0.073 
 
  
 
  
    Not certain         0.38 0.093         
  Old Certain 
 
  
 
  0.57*^ 0.075 
 
  
 
  
    Not certain         0.36* 0.077         
* Sig. difference (p-value) 0.000   0.000   0.018   0.087   0.000   
^ Sig. difference (p-value) 0.000   0.066   0.000   0.000   0.000   
+ Sig. difference (p-value) 0.003    
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A summary of the key results describing the relationship between experience, cheap talk and 
certainty with hypothetical bias for the SPRP GLM using VKT MWTP measures is displayed in Table 
5.29. The effect of certainty is influenced by experience and cheap talk assignment. Participants who 
have experience with the decision context and are shown a cheap talk script are less likely to exhibit 
hypothetical bias when certain than those participants who are not certain about their responses 
(MMNL MWTP 2b, 3b, GMX MWTP 2b, 3b). This same relationship between certainty and the level 
of hypothetical bias holds even when only cheap talk and certainty or only experience and certainty 
interact (GMX MWTP 1b, 2b, 3b).  
TWTP and Prediction base GLM results showing the relationship between cheap talk, certainty and 
hypothetical bias are displayed in Table 5.30. In half of the models, participants with experience who 
are exposed to a cheap talk script and are certain about their responses are less likely to display 
hypothetical bias than participants who are not certain (MMNL / GMX TWTP 2a, GMX Pred 2a). In 
the remaining models this influence of cheap talk and certainty is also evident without the 
experience interaction (GMX TWTP 1a, MMNL Pred 1a, 2a, GMX Pred 1a). Certainty without any 
interactions also has a significant influence on the amount of estimated hypothetical bias (GMX 
TWTP 2a, MMNL / GMX Pred 2a). 
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Table 5.29: GLM of hypothetical bias: experience by cheap talk by certainty (SPRP model – MMNL MWTP bias measures) 
      
MMNL MWTP MMNL MWTP MMNL MWTP GMX MWTP GMX MWTP GMX MWTP GMX MWTP 
Bias measure 2b Bias measure 3b Bias measure 4b Bias measure 1b Bias measure 2b Bias measure 3b Bias measure 4b 
Experience Cheap talk Certainty Mean 
Std. 
error 
Mean 
Std. 
error 
Mean 
Std. 
error 
Mean 
Std. 
error 
Mean 
Std. 
error 
Mean 
Std. 
error 
Mean 
Std. 
error 
Experience Cheap talk Certain 0.35* 0.077 0.52* 0.088 0.66^ 0.066 
 
  0.26*^ 0.065 0.48* 0.097 
 
  
    Not certain 0.57* 0.093 0.79* 0.074 0.60 0.083     0.55* 0.085 0.72* 0.100     
  No cheap talk Certain 0.45^ 0.073 0.63 0.073 0.51 0.065 
 
  0.46^ 0.066 0.56 0.131 
 
  
    Not certain 0.37 0.080 0.36 0.082 0.50 0.075     0.35 0.072 0.13^ 0.086     
No experience Cheap talk Certain 0.30
+
 0.088 0.51 0.121 0.65 0.088 
 
  0.42 0.092 0.41 0.086 
 
  
    Not certain 0.25 0.090 0.33 0.133 0.51 0.128     0.44 0.121 0.52 0.104     
  No cheap talk Certain 0.64^
+
 0.088 0.62 0.094 0.81*^ 0.054 
 
  0.62 0.073 0.69 0.104  
  
    Not certain 0.67 0.104 0.53 0.138 0.39* 0.107     0.53 0.111 0.57^ 0.149     
  Cheap talk Certain 
 
  
 
  
 
  0.27* 0.051 0.33
+
 0.060 
 
  
 
  
    Not certain             0.44* 0.066 0.49
+
 0.076         
  No cheap talk Certain 
 
  
 
  
 
  0.56 0.055 0.54 0.051 
 
  
 
  
    Not certain             0.51 0.063 0.44 0.069         
Experience   Certain 
 
  
 
  
 
      0.45+ 0.073 0.56* 0.052 
    Not certain                 0.63+ 0.081 0.55 0.061 
No experience 
 
Certain 
 
  
 
  
 
      0.63 0.092 0.68* 0.057 
    Not certain                 0.31 0.107 0.39 0.075 
* Sig. difference (p-value) 0.043   0.013   0.001   0.023   0.003   0.093   0.069   
^ Sig. difference (p-value) 0.073   
 
  0.063   0.000   0.024   0.009   
 
  
+ Sig. difference (p-value) 0.005               0.050   0.100       
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Table 5.30: GLM of hypothetical bias: cheap talk by certainty (Base model – TWTP / prediction bias measures) 
      
GMX TWTP MMNL TWTP GMX TWTP MMNL Prediction GMX Prediction MMNL Prediction GMX Prediction 
Bias measure 1a Bias measure 2a Bias measure 2a Bias measure 1a Bias measure 1a Bias measure 2a Bias measure 2a 
  Cheap talk Certainty Mean 
Std. 
error 
Mean 
Std. 
error 
Mean 
Std. 
error 
Mean 
Std. 
error 
Mean 
Std. 
error 
Mean 
Std. 
error 
Mean 
Std. 
error 
    Certain         0.38* 0.058         0.36* 0.082 0.30* 0.055 
    Not certain         0.57* 0.077         0.57* 0.096 0.57* 0.081 
Young 
 
Certain 0.40 0.116 
 
  
 
  0.45^ 0.120 0.44
+
 0.117 
 
  
 
  
   Not certain 0.31 0.120         0.38 0.135 0.38 0.133         
Old 
 
Certain 0.16
+
 0.063 
 
  
 
  0.22^ 0.079 0.16
+
 0.066 
 
  
 
  
   Not certain 0.50
+
 0.115         0.40 0.116 0.51 0.115         
  Cheap talk Certain 0.18*^ 0.079 
 
  
 
  0.32* 0.111 0.20*^ 0.083 0.35^ 0.098 
 
  
    Not certain 0.64* 0.130         0.68* 0.126 0.64* 0.130 0.74^ 0.097     
  No cheap talk Certain 0.35^ 0.097 
 
  
 
  0.33 0.098 0.39^ 0.098 0.37 0.092 
 
  
    Not certain 0.20 0.087         0.16 0.075 0.26 0.102 0.37 0.104     
Experience Cheap talk Certain     0.49* 0.112 0.31^ 0.077         
 
  0.29^
+
 0.074 
    Not certain     0.73* 0.098 0.75^
+
 0.084             0.77^ 0.079 
  No cheap talk Certain 
 
  0.37 0.103 0.37 0.078 
 
  
 
  
 
  0.28 0.072 
    Not certain     0.26^ 0.097 0.51 0.099             0.44 0.101 
No experience Cheap talk Certain 
 
  0.62 0.154 0.47 0.119 
 
  
 
  
 
  0.27 0.109 
    Not certain     0.61 0.237 0.40
+
 0.177             0.47 0.215 
  No cheap talk Certain 
 
  0.37 0.12 0.38 0.097 
 
  
 
  
 
  0.39 0.093 
    Not certain     0.56^ 0.152 0.58 0.137             0.56
+
 0.141 
* Sig. difference (p-value) 0.000   0.018   0.023   0.003   0.000   0.046   0.018   
^ Sig. difference (p-value) 0.096   0.000   0.048   0.049   0.054   0.000   0.000   
+ Sig. difference (p-value) 0.002               0.013   0.067       
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Table 5.31 presents a summary of the key findings involving certainty for the SPRP GLM using TWTP 
and prediction bias measures. Participants who are certain about their responses are less likely to 
display inconsistencies between SP survey responses and RP field work behaviour (MMNL TWTP 1b, 
MMNL / GMX Pred 1b). The impact of certainty is far more pronounced when it interacts with cheap 
talk. Participants who receive a cheap talk script and indicate that they are certain about their 
responses in the survey are less likely to be prone to hypothetical bias than cheap talk participants 
who are not certain about their responses (all models). Moreover these same participants are also 
less likely to exhibit hypothetical bias than participants who do not receive a cheap talk script but 
are equally certain about their responses (MMNL TWTP 2b, MMNL / GMX Pred 2b). Older 
respondents are also more likely to display hypothetical bias when not certain compared with when 
they are certain about their responses (MMNL / GMX TWTP 2b, MMNL Pred 2b). Experience also has 
an impact on hypothetical bias. Participants who complete the survey after the field study are less 
likely to be associated with hypothetical bias when certain compared with when they are not certain 
(GMX TWTP 1b, MMNL / GMX Pred 1b).  
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Table 5.31: GLM of hypothetical bias: certainty (SPRP model – TWTP / prediction bias measures) 
    
MMNL TWTP GMX TWTP MMNL TWTP GMX TWTP MMNL Prediction GMX Prediction MMNL Prediction GMX Prediction 
Bias measure 1b Bias measure 1b Bias measure 2b Bias measure 2b Bias measure 1b Bias measure 1b Bias measure 2b Bias measure 2b 
  Certainty Mean 
Std. 
error 
Mean 
Std. 
error 
Mean 
Std. 
error 
Mean 
Std. 
error 
Mean 
Std. 
error 
Mean 
Std. 
error 
Mean 
Std. 
error 
Mean 
Std. 
error 
  Certain 0.34* 0.056             0.36* 0.057 0.33* 0.056         
  Not certain 0.57* 0.073             0.53* 0.072 0.50* 0.079         
Cheap talk Certain 0.28^ 0.073 0.33* 0.092 0.28*^ 0.068 0.27* 0.068 0.28^
+
 0.073 0.29^ 0.074 0.24*^ 0.065 0.47* 0.078 
  Not certain 0.80^ 0.070 0.80* 0.082 0.47* 0.089 0.51* 0.086 0.72^ 0.083 0.69^ 0.087 0.46* 0.085 0.73* 0.082 
No cheap talk Certain 0.41 0.074 0.39 0.076 0.46^ 0.078 0.42^ 0.073 0.46
+
 0.072 0.36 0.075 0.47^ 0.071 0.62^ 0.068 
  Not certain 0.31 0.079 0.21 0.075 0.36 0.081 0.20^ 0.068 0.34 0.082 0.28 0.083 0.33 0.077 0.44^ 0.092 
Young Certain     
 
  0.39 0.091 0.39 0.086 
 
  
 
  0.46 0.091 
 
  
  Not certain         0.30^ 0.095 0.24 0.087         0.35 0.098     
Old Certain     
 
  0.35
+
 0.066 0.29
+
 0.057 
 
  
 
  0.24
+
 0.059 
 
  
  Not certain         0.54
+
 0.070 0.47
+
 0.069         0.44
+
 0.066     
Experience Certain     0.24^
+
 0.060 
 
  
 
  0.28
#
 0.058 0.26
+
 0.056 
 
  
 
  
  Not certain     0.56^ 0.083         0.61
#
 0.074 0.56
+
 0.080         
No experience Certain     0.50
+
 0.098 
 
  
 
  0.46 0.090 0.40 0.085 
 
  
 
  
  Not certain     0.46 0.148         0.46 0.110 0.40 0.112         
* Sig. difference (p-value) 0.003   0.000   0.063   0.016   0.036   0.051   0.030   0.012   
^ Sig. difference (p-value) 0.000   0.001   0.046   0.016   0.000   0.000   0.008   0.088   
+ Sig. difference (p-value)   0.018  0.044  0.033  0.051  0.001  0.023    
# Sig. difference (p-value)         0.000        
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5.6.2.2  Experience and cheap talk 
A summary of the results exploring the relationship between experience, cheap talk and 
hypothetical bias for the Base GLM model using VKT MWTP measures is displayed in Table 5.32. 
Young participants with no experience who receive a cheap talk script are less prone to hypothetical 
bias than those that do not receive a cheap talk script (MMNL MWTP 1a, 2a and GMX MWTP 1a, 2a 
and 4a). This outcome is also evident without the interaction with young participants (MMNL / GMX 
MWTP 1a). In turn, participants who are not shown a cheap talk script but have experience with the 
decision display less hypothetical bias than other participants who are not shown a cheap talk script 
but have no experience (MMNL MWTP 2a, 4a, GMX MWTP 2a).  
The relationship between experience, cheap talk and hypothetical bias is also significant in the SPRP 
GLM using VKT MWTP measures (Table 5.33). Participants who view a cheap talk script prior to 
completing the survey are less likely to exhibit hypothetical bias than participants who do not view a 
cheap talk script (MMNL MWTP 1b, 2b, GMX MWTP 1b). However, the influence of cheap talk is 
more distinct when controlling for experience. Participants who have no experience with the 
decision context and receive a cheap talk script are less likely to be affected by hypothetical bias 
than those participants who do not receive a cheap talk script (MMNL MWTP 1b, 2b and GMX 
MWTP 1b, 3b and 4b). These same results are also true for participants who made money whilst 
participating in the study (i.e., ‘change’ participants) (MMNL MWTP 4b, GMX MWTP 2b). 
 
 218 
 
 
Table 5.32: GLM of hypothetical bias: experience by cheap talk (Base model – MMNL / GMX MWTP bias measures) 
      
MMNL MWTP MMNL MWTP MMNL MWTP GMX MWTP GMX MWTP GMX MWTP 
Bias measure 1a Bias measure 2a Bias measure 4a Bias measure 1a Bias measure 2a Bias measure 4a 
  Experience Cheap talk Mean 
Std. 
error 
Mean 
Std. 
error 
Mean 
Std. 
error 
Mean 
Std. 
error 
Mean 
Std. 
error 
Mean 
Std. 
error 
  Experience Cheap talk 0.46 0.050 0.43 0.068 0.42 0.069 0.54 0.053 0.43 0.057 
 
  
    No cheap talk 0.35 0.044 0.28* 0.056 0.28* 0.055 0.40 0.049 0.32* 0.051     
  No experience Cheap talk 0.34* 0.060 0.37 0.080 0.41 0.085 0.40* 0.064 0.38 0.074   
  
 
No cheap talk 0.62* 0.060 0.51* 0.079 0.45* 0.077 0.68* 0.057 0.52* 0.070   
Young Experience Cheap talk 0.53 0.075 0.58 0.093 
 
  0.64 0.071 0.57 0.083 0.53 0.085 
    No cheap talk 0.24 0.054 0.20 0.057     0.33 0.068 0.20 0.052 0.35^ 0.066 
  No experience Cheap talk 0.34^ 0.093 0.37^ 0.117 
 
  0.43^ 0.104 0.34^ 0.111 0.34* 0.097 
    No cheap talk 0.71^ 0.084 0.75^ 0.091     0.78^ 0.073 0.70^ 0.098 0.76*^ 0.085 
Old Experience Cheap talk 0.38 0.061 0.29 0.067 
 
  0.42 0.064 0.31 0.061 0.43 0.070 
    No cheap talk 0.49 0.059 0.39 0.077     0.47 0.060 0.47 0.071 0.42 0.064 
  No experience Cheap talk 0.34
+
 0.068 0.37 0.086 
 
  0.37
+
 0.069 0.41 0.081 0.39 0.083 
    No cheap talk 0.51
+
 0.066 0.28 0.066     0.56
+
 0.064 0.34 0.061 0.41 0.069 
* Sig. difference (p-value) 0.001   0.003   0.023   0.001   0.012   0.001   
^ Sig. difference (p-value) 0.002    0.005        0.003    0.012   0.000    
+ Sig. difference (p-value) 0.067      0.035      
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Table 5.33: GLM of hypothetical bias: experience by cheap talk (SPRP model – MMNL / GMX MWTP bias measures) 
      
MMNL MWTP MMNL MWTP MMNL MWTP GMX MWTP GMX MWTP GMX MWTP GMX MWTP 
Bias measure 1b Bias measure 2b Bias measure 4b Bias measure 1b Bias measure 2b Bias measure 3b Bias measure 4b 
 
Experience Cheap talk Mean 
Std. 
error 
Mean 
Std. 
error 
Mean 
Std. 
error 
Mean 
Std. 
error 
Mean 
Std. 
error 
Mean 
Std. 
error 
Mean 
Std. 
error 
    Cheap talk 0.30* 0.047 0.36* 0.054 
 
  0.35* 0.047 
 
  
 
  
 
  
    No cheap talk 0.52* 0.045 0.53* 0.052     0.54* 0.045             
  Experience Cheap talk 0.34 0.059 0.46 0.068 
 
  0.43 0.063 
 
  0.61 0.075 0.64 0.058 
    No cheap talk 0.39 0.050 0.41 0.057     0.43 0.052     0.47 0.070 0.46 0.054 
  No experience Cheap talk 0.26^ 0.062 0.28^ 0.071 
 
  0.28^ 0.061 
 
  0.31* 0.100 0.43* 0.072 
    No cheap talk 0.65^ 0.066 0.66^ 0.072     0.64^ 0.064     0.63* 0.092 0.64* 0.068 
Change Experience Cheap talk 
 
  
 
  0.66 0.063 
 
  0.49 0.068 
 
  
 
  
    No cheap talk         0.53 0.070     0.33^ 0.067         
  No experience Cheap talk 
 
  
 
  0.45*^ 0.099 
 
  0.36* 0.091 
 
  
 
  
    No cheap talk         0.89* 0.042     0.75*^ 0.068         
No change Experience Cheap talk 
 
  
 
  0.61 0.097 
 
  0.31 0.097 
 
  
 
  
    No cheap talk         0.49 0.073     0.48 0.071         
  No experience Cheap talk 
 
  
 
  0.71^
+
 0.106 
 
  0.50 0.119 
 
  
 
  
    No cheap talk         0.25
+
 0.096     0.38 0.114         
* Sig. difference (p-value) 0.001   0.012   0.000   0.003   0.000   0.011   0.023   
^ Sig. difference (p-value) 0.000   0.000   0.056   0.000   0.000   
 
  
 
  
+ Sig. difference (p-value) 
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The relationship between experience, cheap talk and hypothetical bias is further supported by 
evidence from the Base GLM using TWTP and prediction bias measures (Table 5.34). Participants 
with a high starting incentive, who have no experience and who are shown a cheap talk script are 
less likely to be susceptible to hypothetical bias compared with similar participants who are not 
shown a cheap talk script (MMNL TWTP 1a, 2a, GMX TWTP 1a, MMNL / GMX Pred 1a, 2a). Even 
omitting the link with experience, participants with a high starting incentive who view a cheap talk 
script are less prone to hypothetical bias than those who do not view a cheap talk script (GMX TWTP 
2a, MMNL / GMX Pred 2a). 
Table 5.35 describes the key SPRP GLM results examining the effects of cheap talk and experience on 
hypothetical bias using TWTP / Prediction bias measures. In these results, it is experience rather 
than other interactions that has more influence on hypothetical bias. Participants with a low 
incentive who read a cheap talk script are less likely to be affected by hypothetical bias if they have 
experience with the decision scenario compared with those participants with no experience (MMNL 
/ GMX TWTP 1b). The same difference is observed for participants who made money verses those 
that did not make money (MMNL Pred 1b). Further to this, without any third interaction and minus 
the influence of a cheap talk script, participants who have experience exhibit less hypothetical bias 
than participants who do not have experience (GMX Pred 2b). 
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Table 5.34: GLM of hypothetical bias: experience by cheap talk (Base model – MMNL / GMX TWTP and prediction bias measures) 
      
MMNL TWTP GMX TWTP MMNL TWTP GMX TWTP MMNL Prediction GMX Prediction MMNL Prediction GMX Prediction 
Bias measure 1a Bias measure 1a Bias measure 2a Bias measure 2a Bias measure 1a Bias measure 1a Bias measure 2a Bias measure 2a 
  Experience Cheap talk Mean 
Std. 
error 
Mean 
Std. 
error 
Mean 
Std. 
error 
Mean 
Std. 
error 
Mean 
Std. 
error 
Mean 
Std. 
error 
Mean 
Std. 
error 
Mean 
Std. 
error 
Incentive Experience Cheap talk 0.64 0.132 0.43 0.132 0.62 0.117 
 
  0.56 0.137 0.57 0.130 0.61 0.110 0.56 0.097 
(high)   None 0.27 0.095 0.30 0.092 0.38 0.099     0.27 0.092 0.33 0.098 0.42 0.095 0.45 0.073 
  No experience Cheap talk 0.16* 0.095 0.11^ 0.066 0.20^ 0.097 
 
  0.17^ 0.093 0.10^ 0.065 0.16^ 0.077 0.16^ 0.068 
    None 0.48* 0.160 0.54^ 0.155 0.60^ 0.140     0.49^ 0.158 0.63^ 0.143 0.65^ 0.130 0.59^ 0.116 
Incentive Experience Cheap talk 0.32^ 0.154 0.32
+
 0.130 0.62 0.116 
 
  0.37
+
 0.143 0.34 0.129 0.55
+
 0.131 0.51 0.099 
(low)   None 0.17 0.095 0.18 0.087 0.25 0.102     0.15 0.077 0.21 0.095 0.17 0.082 0.27 0.091 
  No experience Cheap talk 0.83^ 0.202 0.80
+
 0.213 0.91 0.088 
 
  0.87
+
 0.132 0.71 0.261 0.87
+
 0.107 0.65 0.204 
    None 0.21 0.119 0.15 0.087 0.33 0.124     0.13 0.076 0.19 0.095 0.32 0.127 0.36 0.106 
Incentive   Cheap talk         0.39* 0.104 0.35*^ 0.068         0.35* 0.093 0.33* 0.071 
(high)   None         0.49 0.107 0.49* 0.070         0.53* 0.100 0.52* 0.074 
Incentive 
 
Cheap talk 
 
  
 
  0.80* 0.104 0.63^ 0.100 
 
  
 
  0.74 0.111 0.58 0.122 
(low)   None         0.29 0.094 0.42 0.081         0.24 0.083 0.31 0.073 
* Sig. difference (p-value) 0.049   0.020   0.071   0.000   0.000   0.019    0.103   0.071   
^ Sig. difference (p-value) 0.034   0.007   0.000   0.008   0.054   0.000    0.011   0.000   
+ Sig. difference (p-value)     0.061   0.042       0.007           0.042   
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Table 5.35: GLM of hypothetical bias: experience by cheap talk (SPRP model – TWTP / prediction bias measures) 
      
MMNL TWTP GMX TWTP MMNL Prediction GMX Prediction 
Bias measure 1b Bias measure 1b Bias measure 1b Bias measure 2b 
  Experience Cheap talk Mean 
Std. 
error 
Mean 
Std. 
error 
Mean 
Std. 
error 
Mean 
Std. 
error 
Incentive Experience Cheap talk 0.61 0.100 0.40 0.148 
 
  
 
  
(high)   No cheap talk 0.41 0.081 0.36 0.077         
  No experience Cheap talk 0.31^ 0.104 0.34 0.12 
 
  
 
  
    No cheap talk 0.60^ 0.125 0.37 0.182         
Incentive Experience Cheap talk 0.40* 0.115 0.57* 0.129 
 
  
 
  
(low)   No cheap talk 0.2 0.079 0.25 0.097         
  No experience Cheap talk 0.84* 0.120 0.91* 0.098 
 
  
 
  
    No cheap talk 0.27 0.100 0.21 0.099         
Change Experience Cheap talk 
 
  
 
  0.45 0.094 
 
  
    No cheap talk         0.34^ 0.083     
  No experience Cheap talk 
 
  
 
  0.27
+
 0.122 
 
  
    No cheap talk         0.65^
+
 0.113     
No change Experience Cheap talk 
 
  
 
  0.48* 0.139 
 
  
    No cheap talk         0.49 0.093     
  No experience Cheap talk 
 
  
 
  0.78* 0.117 
 
  
    No cheap talk         0.18 0.101     
  Experience Cheap talk 
 
  
 
  
 
  0.62 0.074 
  
 
No cheap talk             0.42* 0.067 
  No experience Cheap talk 
 
  
 
  
 
  0.59 0.102 
    No cheap talk             0.63* 0.085 
* Sig. difference (p-value) 0.008    0.023   0.100   0.022   
^ Sig. difference (p-value) 0.079       0.018       
+ Sig. difference (p-value)         0.017       
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5.6.2.3 Experience 
Summaries of the relationships between experience and hypothetical bias for the Base GLM and 
SPRP GLM are displayed in Table 5.36 and  
Table 5.37, respectively.86 The results show that experience makes a difference to estimated 
hypothetical bias through interactions with other variables rather than as a direct effect. In 
particular, young participants (MMNL MWTP 1a, 1b, 2b, GMX MWTP 1b, 2b), males (MMNL MWTP 
2a, GMX MWTP 2a) and participants with a low incentive (MMNL MWTP 4a, 4b, GMX MWTP 2b) all 
display less hypothetical bias with experience than those matching participants without experience. 
These results are consistent throughout the Base and SPRP models.  
                                                          
86
 The influence of experience on hypothetical bias is shown in all of the other GLM results presented in this 
section as part of an interaction with other variables. 
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Table 5.36: GLM of hypothetical bias: experience (Base model – VKT MWTP bias measures) 
    
MMNL MWTP MMNL MWTP MMNL MWTP GMX MWTP 
Bias measure 1a Bias measure 2a Bias measure 4a Bias measure 2a 
  Experience Mean 
Std. 
error 
Mean 
Std. 
error 
Mean 
Std. 
error 
Mean 
Std. 
error 
Young Experience 0.37* 0.051 
 
  
 
  
 
  
  No experience 0.53* 0.074             
Old Experience 0.44 0.044 
 
  
 
  
 
  
  No experience 0.43 0.050             
Male Experience 
 
  0.30* 0.068 
 
  0.32* 0.064 
  No experience     0.56* 0.090     0.52* 0.084 
Female Experience 
 
  0.41 0.061 
 
  0.44 0.050 
  No experience     0.33 0.068     0.38 0.062 
Incentive Experience 
 
  
 
  0.36 0.063 
 
  
(high) No experience         0.30 0.069     
Incentive Experience 
 
  
 
  0.33* 0.064 
 
  
(low) No experience         0.58* 0.095     
* Sig. difference (p-value) 0.054   0.004   0.012   0.024   
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Table 5.37: GLM of hypothetical bias: experience (SPRP model – VKT MWTP bias measures) 
    
MMNL MWTP MMNL MWTP MMNL MWTP GMX MWTP GMX MWTP 
Bias measure 1b Bias measure 2b Bias measure 4b Bias measure 1b Bias measure 2b 
  Experience Mean 
Std. 
error 
Mean 
Std. 
error 
Mean 
Std. 
error 
Mean 
Std. 
error 
Mean 
Std. 
error 
Young Experience 0.34* 0.060 0.43* 0.070 
 
  0.40* 0.062 0.33* 0.061 
  No experience 0.63* 0.080 0.63* 0.089     0.58* 0.080 0.64* 0.082 
Old Experience 0.39 0.050 0.44 0.055 
 
  0.47 0.049 0.47 0.047 
  No experience 0.28 0.054 0.30 0.059     0.33 0.050 0.36 0.052 
Incentive Experience 
 
  
 
  0.62 0.050 
 
  0.48 0.053 
(high) No experience         0.41 0.073     0.38 0.068 
Incentive Experience 
 
  
 
  0.52* 0.062 
 
  0.32^ 0.060 
(low) No experience         0.77* 0.080     0.62^ 0.095 
* Sig. difference (p-value) 0.002   0.067   0.013   0.049   0.002   
^ Sig. difference (p-value)                 0.007   
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5.6.2.4 Gender and age 
Focusing on the characteristics of participants, the main Base GLM results illustrating the 
relationship between gender, age and hypothetical bias using VKT MWTP measures are shown in 
Table 5.38. Young male participants (< 35 years of age) are more susceptible to hypothetical bias 
(MMNL MWTP 2a, GMX MWTP 2a, 4a). The age effect is also true for participants who did not make 
any money (i.e., ‘no change’) (MMNL MWTP 1a, GMX MWTP 1a). When gender interacts with 
starting incentive, females with a high incentive are associated with higher hypothetical bias levels 
(MMNL MWTP 1a, 2a, 4a, GMX MWTP 2a, 4a).  
The SPRP GLM results of the relationship between gender, age and hypothetical bias using VKT 
MWTP measures are shown in Table 5.39. These results present a concise and consistent picture of 
the differences between males and females. In nearly all models, females are less likely to display 
hypothetical bias in their responses than males (MMNL MWTP 1b, 2b and 4b, GMX MWTP, 1b, 2b, 
3b and 4b). With respect to age, young participants and in particular young male participants are 
more likely to be affected by hypothetical bias (MMNL MWTP 4b, GMX MWTP 4b).  
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Table 5.38: GLM of hypothetical bias: gender by age (Base model – MMNL / GMX MWTP bias measures) 
      
MMNL MWTP MMNL MWTP MMNL MWTP GMX MWTP GMX MWTP GMX MWTP 
Bias measure 1a Bias measure 2a Bias measure 4a Bias measure 1a Bias measure 2a Bias measure 4a 
  Gender Age Mean 
Std. 
error 
Mean 
Std. 
error 
Mean 
Std. 
error 
Mean 
Std. 
error 
Mean 
Std. 
error 
Mean 
Std. 
error 
  Male Young 
 
  0.59* 0.098 
 
  
 
  0.55*^ 0.094 0.58* 0.088 
    Old     0.27* 0.058         0.30* 0.054 0.33* 0.057 
  Female Young 
 
  0.34 0.068 
 
  
 
  0.34^ 0.060 0.42 0.059 
    Old     0.40 0.063         0.48 0.052 0.51 0.057 
Incentive Male   0.41* 0.057 0.28^ 0.063 0.21*^ 0.054 
 
  0.28+ 0.057 0.27^ 0.056 
(high) Female   0.63* 0.047 0.46 0.066 0.47* 0.067     0.51+ 0.053 0.54^ 0.057 
Incentive Male   0.41 0.070 0.58^+ 0.091 0.51^ 0.093 
 
  0.57 0.086 0.64 0.083 
(low) Female   0.33 0.054 0.29+ 0.063 0.39 0.073     0.32 0.057 0.38 0.061 
Change 
 
Young 0.30^ 0.054 
 
  
 
  0.45* 0.068 
 
    
    Old 0.51^ 0.043         0.53 0.048       
No change 
 
Young 0.61+ 0.068 
 
  
 
  0.66*^ 0.069 
 
    
    Old 0.36+ 0.050         0.39^ 0.051       
* Sig. difference (p-value) 0.002   0.001   0.000   0.011   0.008   0.003  
^ Sig. difference (p-value) 0.001   0.000   0.001   0.001   0.058   0.000  
+ Sig. difference (p-value) 0.002  0.003      0.002    
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Table 5.39: GLM of hypothetical bias: gender by age (SPRP model – MMNL / GMX MWTP bias measures) 
      
MMNL MWTP MMNL MWTP MMNL MWTP GMX MWTP GMX MWTP GMX MWTP GMX MWTP 
Bias measure 1b Bias measure 2b Bias measure 4b Bias measure 1b Bias measure 2b Bias measure 3b Bias measure 4b 
  Gender Age Mean 
Std. 
error 
Mean 
Std. 
error 
Mean 
Std. 
error 
Mean 
Std. 
error 
Mean 
Std. 
error 
Mean 
Std. 
error 
Mean 
Std. 
error 
  Male   0.53* 0.053 0.56* 0.059 0.67* 0.047 0.55* 0.051 0.55* 0.052     0.64* 0.053 
  Female   0.29* 0.043 0.34* 0.051 0.49* 0.042 0.34* 0.038 0.35* 0.043     0.45* 0.046 
  
 
Young 0.48^ 0.056 0.53^ 0.061             0.57* 0.070     
    Old 0.33^ 0.041 0.37^ 0.045             0.43* 0.054     
  Male Young         0.75^
+
 0.068             0.74^
+
 0.072 
    Old         0.58^ 0.050             0.52^ 0.055 
  Female Young         0.47
+
 0.066             0.41
+
 0.066 
    Old         0.52 0.053             0.49 0.054 
* Sig. difference (p-value) 0.001   0.004   0.003   0.000   0.002    0.056 
 
0.004   
^ Sig. difference (p-value) 0.037    0.022   0.038              0.010   
+ Sig. difference (p-value)     0.002        0.000  
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Further evidence on the relationship between young participants and hypothetical bias for the Base 
GLM using TWTP and Prediction measures is presented in Table 5.40. As supported by previous GLM 
findings, young participants are more likely to display hypothetical bias than older participants 
(MMNL TWTP 1a, 2a, GMX TWTP 2a, MMNL Pred 1a, GMX Pred 1a, 2a). The same pattern is 
observed for participants who did not make any money in the field study (i.e., ‘no change’) (MMNL 
Pred 2a, GMX Pred 1a).  
The SPRP GLM summary of the relationship between gender, age and hypothetical bias using TWTP 
and prediction measures is presented in Table 5.41. Once again young participants are more likely to 
exhibit hypothetical bias than older participants (GMX TWTP 1b, MMNL Pred 1b, GMX Pred 1b). In 
contrast to previous model outcomes, it is older males who are associated more with hypothetical 
bias than younger males in this model (MMNL TWTP 2b, GMX TWTP 2b).  
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Table 5.40: GLM of hypothetical bias: gender and age (Base model – TWTP / prediction bias measures) 
  
    
MMNL TWTP MMNL TWTP GMX TWTP GMX Prediction MMNL Prediction GMX Prediction 
  Bias measure 1a Bias measure 2a Bias measure 2a Bias measure 1a Bias measure 2a Bias measure 2a 
  Gender Age Mean 
Std. 
error 
Mean 
Std. 
error 
Mean 
Std. 
error 
Mean 
Std. 
error 
Mean 
Std. 
error 
Mean 
Std. 
error 
    Young 0.49* 0.135 0.60 0.103 0.58* 0.076         0.50* 0.073 
  
 
Old 0.27* 0.083 0.40 0.092 0.37* 0.051         0.37* 0.052 
  Male   
 
  
 
  
 
  
 
  
 
  0.52^ 0.067 
  Female   
 
  
 
  
 
  
 
  
 
  0.35^ 0.057 
Change   Young             0.25 0.100 0.39 0.110     
    Old             0.30 0.087 0.46 0.086     
No change 
 
Young             0.58* 0.134 0.65* 0.128     
    Old             0.33* 0.105 0.36* 0.115     
* Sig. difference (p-value) 0.068   0.022   0.012   0.048   0.017   0.089   
^ Sig. difference (p-value) 0.079   
 
  
 
  0.029   
 
  0.016   
+ Sig. difference (p-value)                         
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Table 5.41: GLM of hypothetical bias: gender by age (SPRP model – TWTP / prediction bias measures) 
    
GMX TWTP 
Bias measure 1b 
MMNL TWTP 
Bias measure 2b 
GMX TWTP 
Bias measure 2b 
MMNL Prediction 
Bias measure 1b 
GMX Prediction 
Bias measure 1b 
MMNL Prediction 
Bias measure 2b 
Gender Age 
Mean 
Std. 
error 
Mean 
Std. 
error 
Mean 
Std. 
error 
Mean 
Std. 
error 
Mean 
Std. 
error 
Mean 
Std. 
error 
  Young 0.58* 0.097         0.53* 0.079 0.54* 0.087     
  Old 0.30* 0.056         0.37* 0.053 0.29* 0.050     
Male Young     0.23* 0.085 0.17* 0.075         0.36 0.103 
  Old     0.53*^ 0.068 0.47* 0.067         0.45^ 0.062 
Female Young     0.47 0.090 0.50^ 0.084         0.46* 0.082 
  Old     0.36^ 0.069 0.29^ 0.061         0.23*^ 0.058 
* Sig. difference (p-value)  0.011    0.004   0.001   0.060   0.009   0.021    
^ Sig. difference (p-value)      0.068   0.034           0.007   
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5.6.3 Summary of findings 
A summary of the main correlates of hypothetical bias for the Base model is displayed in Table 5.42 
and Table 5.43. In each table a ‘Yes’ indicates that the independent variable has a significant 
relationship with hypothetical bias and a ‘No’ indicates that the variable does not have significant 
relationship with hypothetical bias. In most models all of the variables had some relationship with 
hypothetical bias (i.e., either through an interaction with other variables or as a main effect). The 
variables with the largest effects in each model are highlighted.87 The impact of cheap talk is 
constant across all models (MMNL and GMX), measures (MWTP, TWTP and model predictions) and 
coding structures. However, the influence of certainty is more prominent in the GMX model. 
Conversely, the impact of experience is strongest in the MMNL model. Trip purpose also has a 
significant relationship with hypothetical bias. 
Table 5.44 and Table 5.45 present a summary of main correlates of hypothetical bias for the SPRP 
models. Cheap talk and certainty are consistently part of the most important variables in all models, 
measures and coding structures. Experience also has a very strong influence using MWTP and TWTP 
measures. The relationship between trip purpose and hypothetical bias in the SPRP models is not as 
strong as in the Base model. A detailed discussion of these findings and their implications for 
researchers and practitioners in this field are presented in the following chapter. 
                                                          
87
 The top 3-4 variables are highlighted in each table. These variables were selected by evaluating the number 
of times each independent variable featured in the model (both main and interaction effects) and the 
significance of these relationships (evaluated using the Wald chi-square statistic and p-values).  
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Table 5.42: Summary of GLM findings (Base MMNL model) 
Measurement MWTP TWTP Model predictions 
Coding regime 1 2 4 1 2 1 2 
Gender Yes (I) Yes (I) Yes (I) Yes (I) Yes (I) Yes (I) No 
Age Yes (I) Yes (I) Yes (I) Yes (IM) Yes (IM) Yes (IM) Yes (I) 
Cheap talk Yes (IM) Yes (I) Yes (I) Yes (I) Yes (IM) Yes (IM) Yes (IM) 
Certainty Yes (I) Yes (I) Yes (I) Yes (I) Yes (I) Yes (I) Yes (IM) 
Experience Yes (I) Yes (I) Yes (I) Yes (I) Yes (I) Yes (I) Yes (I) 
Model Yes (IM) Yes (I) Yes (I) N/A N/A N/A N/A 
Change Yes (I) Yes (I) Yes (IM) Yes (I) Yes (I) Yes (I) Yes (I) 
Incentive Yes (I) Yes (I) Yes (I) Yes (I) Yes (I) Yes (I) Yes (I) 
Trip purpose No Yes (I) Yes (I) Yes (IM) Yes (IM) Yes (IM) Yes (IM) 
(I) Included in model as an interaction with other variables, (M) Included in model as a main effect, (IM) Included in model as a main and interaction effect. 
Table 5.43: Summary of GLM findings (Base GMX model) 
Measurement MWTP TWTP Model predictions 
Coding regime 1 2 4 1 2 1 2 
Gender No Yes (I) Yes (I) Yes (I) Yes (I) Yes (I) Yes (IM) 
Age Yes (IM) Yes (I) Yes (I) Yes (I) Yes (IM) Yes (I) Yes (IM) 
Cheap talk Yes (IM) Yes (I) Yes (I) Yes (I) Yes (I) Yes (I) Yes (I) 
Certainty Yes (I) Yes (I) Yes (IM) Yes (IM) Yes (IM) Yes (IM) Yes (IM) 
Experience Yes (IM) Yes (I) Yes (I) Yes (I) Yes (I) Yes (I) Yes (I) 
Model Yes (IM) Yes (I) Yes (I) N/A N/A N/A N/A 
Change Yes (I) No Yes (IM) Yes (I) No Yes (I) Yes (IM) 
Incentive Yes (I) Yes (I) Yes (IM) Yes (I) Yes (I) Yes (I) Yes (I) 
Trip purpose Yes (I) Yes (I) Yes (IM) Yes (IM) Yes (IM) Yes (IM) Yes (IM) 
(I) Included in model as an interaction with other variables, (M) Included in model as a main effect, (IM) Included in model as a main and interaction effect. 
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Table 5.44: Summary of GLM findings (SPRP MMNL model) 
Measurement MWTP TWTP Model predictions 
Coding regime 1 2 3 4 1 2 1 2 
Gender Yes (IM) Yes (IM) Yes (I) Yes (IM) Yes (I) Yes (I) Yes (I) Yes (I) 
Age Yes (IM) Yes (IM) No Yes (I) Yes (I) Yes (IM) Yes (I) Yes (I) 
Cheap talk Yes (IM) Yes (IM) Yes (I) Yes (I) Yes (IM) Yes (IM) Yes (I) Yes (I) 
Certainty Yes (I) Yes (I) Yes (I) Yes (IM) Yes (IM) Yes (I) Yes (I) Yes (I) 
Experience Yes (I) Yes (I) Yes (I) Yes (I) Yes (I) Yes (I) No No 
Model Yes (M) Yes (IM) No No N/A N/A N/A N/A 
Change Yes (I) Yes (I) Yes (IM) Yes (I) Yes (M) Yes (I) Yes (I) Yes (I) 
Incentive Yes (I) No Yes (I) Yes (IM) Yes (I) Yes (I) Yes (I) Yes (I) 
Trip purpose No Yes (I) Yes (I) Yes (I) Yes (I) Yes (IM) Yes (IM) Yes (M) 
(I) Included in model as an interaction with other variables, (M) Included in model as a main effect, (IM) Included in model as a main and interaction effect. 
Table 5.45: Summary of GLM findings (SPRP GMX model) 
Measurement MWTP TWTP Model predictions 
Coding regime 1 2 3 4 1 2 1 2 
Gender Yes (IM) Yes (IM) No Yes (IM) Yes (IM) Yes (I) Yes (I) No 
Age Yes (IM) Yes (I) Yes (M) Yes (I) Yes (IM) Yes (IM) Yes (I) Yes (I) 
Cheap talk Yes (IM) Yes (IM) Yes (I) Yes (I) Yes (I) Yes (IM) Yes (I) Yes (I) 
Certainty Yes (I) Yes (I) Yes (I) Yes (IM) Yes (IM) Yes (IM) Yes (I) Yes (I) 
Experience Yes (I) Yes (IM) Yes (I) Yes (I) Yes (I) Yes (I) Yes (I) Yes (I) 
Model Yes (I) No No Yes (I) N/A N/A N/A N/A 
Change Yes (I) No Yes (I) Yes (I) Yes (I) Yes (I) Yes (I) Yes (I) 
Incentive Yes (I) Yes (I) Yes (IM) Yes (I) Yes (I) Yes (I) Yes (I) Yes (IM) 
Trip purpose No Yes (I) Yes (IM) Yes (I) Yes (I) Yes (I) Yes (IM) Yes (I) 
(I) Included in model as an interaction with other variables, (M) Included in model as a main effect, (IM) Included in model as a main and interaction effect. 
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6 Summary and discussion 
6.1 Introduction  
SP data collection methods have been used for many years as a proxy for real market data. 
Unfortunately, the reliance on these methods has led many researchers and practitioners to be 
complacent about how well SP decisions actually translate into real decisions. This lack of concern is 
confirmed in the literature review where hypothetical bias remains a relatively under-researched 
topic. This is particularly apparent in the CE literature, where the research focus has largely been 
aimed at improving statistical modelling frameworks and experimental design procedures. This 
thesis confirms the existence of hypothetical bias in SP methods by collecting and contrasting an SP 
and RP dataset. The preceding chapters in this thesis outline the establishment of the SP and RP data 
collection and the methods used to measure hypothetical bias. This chapter presents a summary and 
discussion of the hypotheses tested in this thesis, the contribution these results make to the wider 
literature, acknowledgement of limitations and directions for future research. 
6.2 Summary of empirical hypotheses and findings 
6.2.1 Hypotheses 
H1: (Null) SP experiments do not suffer from hypothetical bias. 
Hypothesis H1 is rejected. This research supports the existence of hypothetical bias in SP methods 
irrespective of the elicitation method used to collect the data, the statistical model used to analyse 
the data, the model outcomes used to measure the bias, the rules used to define the bias, the 
mitigation techniques applied to reduce the bias and the level of experience the participant has with 
the decision scenario (shown in Section 5.4 of this thesis). 
In this research three different SP model outcomes are used to test for hypothetical bias: MWTP, 
TWTP and model predictions. Other studies in the literature tend to focus mainly on MWTP and/or 
TWTP comparisons to measure hypothetical bias. This is the first study to calculate hypothetical bias 
using all three model outcomes and compare the results. Hypothetical bias classifications using 
TWTP and model predictions are very similar. Although still correlated, MWTP bias classifications do 
not significantly overlap with TWTP and prediction classifications of bias. Differences between these 
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results are to be expected because MWTP calculations do not include the influence of other 
attributes, including night-time driving, speeding and travel time increases in this study. Variation in 
measured bias between the different model outcomes is consistent with other research in the 
literature where MWTP and TWTP have been compared (Lusk and Schroeder 2004; Alfnes et al. 
2006). These findings demonstrate the importance of the choice of model outcome when evaluating 
hypothetical bias.  
Different coding rules for hypothetical bias are applied for each model outcome to test for 
differences between the SP and RP data sources. Multiple rule definitions are used to represent the 
lower and upper boundaries of bias. Differences in hypothetical bias classifications using the 
multiple coding regimes represent the sensitivity of the model outcome to hypothetical bias 
calculations. In all measurements, even if the most basic coding regime is applied, at least one in five 
participants are still affected by hypothetical bias.  
 
H2: (Null) There is no difference in the level of hypothetical bias associated with CE and CV 
experiments. 
Hypothesis H2 is not rejected. Differences between the elicitation methods can only be assessed by 
evaluating VKT MWTP because the CV technique only measures the relationship between one 
attribute (i.e., VKT) and charges (shown in Section 5.4.1 of this thesis). In total, the percentage of 
respondents displaying hypothetical bias attributed to CE and CV methods are similar. The key 
distinction between the elicitation procedures is in the direction of the hypothetical bias. In CE the 
hypothetical bias is largely because of RP-only changes. That is, participants indicated in the survey 
that they would not change their amount of driving, when evaluated at the current rates, but did in 
fact change their amount of driving in the field study. Conversely in the CV models the direction of 
the bias is approximately equal. These differences translate into very different groupings of biased 
participants.  
It is posited that these findings may be a result of the differences in design between the procedures, 
which in turn dictate the range of the VKT MWTP estimates. That is, the CE experimental design 
allowed MWTP estimates to extend beyond the base rate threshold (i.e., either -$0.15 or -$0.20), 
whereas the CV design was constrained to be within the boundaries (i.e., between $0.00 and –$0.15 
or –$0.20). These findings do not suggest that one method is superior to the other in terms of 
reducing hypothetical bias; however, they do reinforce the differences in bias outcomes between 
these elicitation procedures.  
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H3a: (Null) Cheap talk does not influence the level of hypothetical bias associated with SP 
experiments. 
Hypothesis H3a is rejected. The effectiveness of cheap talk as a tool to mitigate hypothetical bias 
varies considerably in the literature. This variation is partially explained by differences in the type 
and length of the cheap talk scripts and importantly the context of the SP experiment. In this thesis, 
cheap talk appears to have some influence on hypothetical bias but more so as an interaction with 
experience and certainty than as a direct effect (shown in Sections 5.6.2.1 and 5.6.2.2 of this thesis).  
The inclusion of a cheap talk script emphasises the impact of certainty on hypothetical bias. Whilst 
not always statistically significant, if after viewing a cheap talk script, respondents are certain of 
their responses, in almost all cases hypothetical bias is lower. These findings imply that participants 
use the certainty scale differently when shown a cheap talk script than when they are not shown a 
cheap talk script. In general, therefore, if participants are certain about their survey responses after 
viewing a cheap talk script, then we can be more confident that their responses will more closely 
align with their actual behaviour. The converse is also true: if participants are not certain about their 
survey responses after being shown a cheap talk script then they are more likely to be confused 
about their decisions and display inconsistences between their survey responses and actual 
behaviour.  
In measuring hypothetical bias, participants with experience are less sensitive to the inclusion of a 
cheap talk script than participants without experience. This may be because participants with 
experience are already aware of and familiar with the decision context and further reminders about 
possible bias and the importance of their answers through a cheap talk script is redundant. This 
finding is supported by previous research investigating hypothetical bias in CV (Champ et al. 2009). 
Considered in isolation, this relationship suggests that the use of a cheap talk script is more relevant 
for studies in which participants have no experience with the decision scenario. In the context of this 
research, the relationship between experience, cheap talk and hypothetical bias is strongest when 
the starting incentive for participants is high (defined here as greater than $250). The reverse is true 
for participants with a low starting incentive (i.e., participants with no experience and a low starting 
incentive who are shown a cheap talk script are more likely to exhibit hypothetical bias). This may be 
because these participants are disinterested in the study because of the lack of monetary 
compensation and being reminded about the importance of their answers leads to further confusion 
about how they would respond in a real scenario.  
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H3b: (Null) Certainty scales do not influence the level of hypothetical bias associated with SP 
experiments. 
Hypothesis H3b is rejected. Participant uncertainty is clearly associated with hypothetical bias. It is 
intuitive to reason that the more certain participants are about their responses in the SP survey, 
then the less likely they are to display inconsistencies between these responses and their behaviour 
in the field study. This influence is apparent as a direct effect and as an interaction effect with other 
variables in the modelling of the correlates of hypothetical bias (shown in section 5.6.2.1 of this 
thesis). The influence of certainty on hypothetical bias is particularly pronounced for participants 
with experience and also for participants who are shown a cheap talk script. These results are to be 
expected because participants with experience are more familiar with the decision scenario and are 
already likely to have developed some preconceived judgements about the decision scenario. This 
may lead them to take the choice task more seriously and make better-informed decisions because 
they understand how participating in this scheme could affect their actual life. Likewise, participants 
who are shown a cheap talk script are encouraged to take the task more seriously and answer as if 
they were participating in a real scenario. A survey response with higher certainty from participants 
in either of these two groups is more likely to be consistent with behaviour in the field study. It is 
highly recommended that researchers and practitioners include a certainty scale in future SP studies 
to test for these effects. 
H4: (Null) Experience with the decision scenario does not influence the level of hypothetical bias 
associated with SP experiments. 
Hypothesis H4 is rejected for most conditions. The literature exploring the relationship between 
levels of experience and hypothetical bias is very limited (List 2001; Carlsson and Martinsson 2006; 
Champ et al. 2009; Barrage and Lee 2010). The order of completion of the SP survey in relation to 
the RP field study allowed for a comparison of experience. The results from this research indicate 
that experience influences hypothetical bias through interactions with other variables rather than as 
a direct effect (shown in Section 5.6.2.2 and 5.6.2.3 of this thesis). This is particularly apparent for 
young participants and participants who were not shown a cheap talk script. That is, these 
participants are less likely to display hypothetical bias if they have experience compared with similar 
participants who do not have experience with the decision scenario. It is surprising that the influence 
of experience on hypothetical bias is not more prominent. One explanation for this may be that the 
temporal nature of the SP decision task was complex, which made it difficult for participants with 
experience (i.e., who had already completed the RP field study) to be consistent in their responses to 
the SP survey.  
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6.2.2 Other findings 
On average, young participants exhibited more hypothetical bias than older participants. Given the 
nature and context of the choice task in this study it is hypothesised that these observed differences 
may be linked to lifestyle factors and resulting differences in travel. For example, younger 
participants in the study may have found commenting on their travel behaviour in the SP survey 
more difficult because their activity and travel schedules were not as structured. In light of this it is 
not clear whether these demographic influences on hypothetical bias will translate to other SP 
studies or whether these results are specific to this study. Further research is needed to test 
whether any demographic group/s are more prone to hypothetical bias than others.  
6.3 Thesis contribution 
Despite the importance of hypothetical bias, there are currently only a limited number of research 
papers which explore this issue. More importantly, within these papers there are only a handful of 
studies which actually have RP data to compare with SP data.88 This is probably a result of two 
factors: 1) the lack of awareness or acknowledgement of hypothetical bias; and 2) the difficulty, cost 
and in some cases the inability to collect appropriate RP data for comparison. As a result, 
hypothetical bias in SP experiments remains a relatively under-researched topic. It is envisaged that 
the results from the thesis will increase recognition that hypothetical bias is a problem for SP 
experiments and that there are techniques we can use to reduce this bias. Apart from contributing 
to the small body of literature examining hypothetical bias in SP experiments, this thesis presents 
novel and significant improvements in the measurement of hypothetical bias through individual level 
analysis and a comprehensive examination of the correlates of hypothetical bias.  
6.3.1 Individual level analysis  
The current state of practice for measuring hypothetical bias in the literature is to compare 
aggregate differences in model outcomes using SP and RP data sources. Using aggregate data is 
limited in its evaluation of hypothetical bias because it only allows the researcher to comment on 
the existence and direction of hypothetical bias (e.g., MWTP is statistically larger for the SP data 
                                                          
88
 This gap in the literature is more apparent for CE than CV and therefore many of the statements about 
deficiencies in the literature expressed in this thesis are directed at CE. 
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than for the RP data). Aggregate analysis does not allow the researcher to report on the prevalence 
of hypothetical bias (i.e., how many participants are affected by hypothetical bias) or give any insight 
into why hypothetical bias occurs (i.e., correlates of hypothetical bias).  
This thesis addresses these problems associated with aggregate analysis of hypothetical bias by 
using a within-sample design to capture similar choices in hypothetical and real scenarios. This 
unique data setup allows for the calculation and categorisation of hypothetical bias at an individual 
level. The only other published CE research study which includes a within-sample design and has the 
capacity to compare hypothetical bias for individuals is the AKTA study, a road pricing study 
conducted in Denmark in 2001/2002 in which participants completed CE surveys and also a 
fieldwork phase. A number of improvements were made to the present study which distinguish it 
from the AKTA study. Most importantly, the AKTA study was not designed to measure hypothetical 
bias and as such did not include any mitigation techniques or control for levels of experience by 
allowing participants to complete the SP survey before and/or after the fieldwork phase. Further to 
this, the AKTA SP tasks were split into three different survey components and responses were based 
on changes to an average individual trip. Despite the within-sample data collection, the AKTA results 
do not assess the prevalence of hypothetical bias because of the SP’s design limitations. In this study 
the SP task was designed to directly mimic the RP fieldwork phase by allowing participants to make 
choices about expected travel over a 5-week period. These similarities in the study design allow the 
data sources to be compared directly at an individual level.  
6.3.2 Correlates of bias 
Another contribution of this thesis is in the number of influences on hypothetical bias assessed 
though the design of this study. There are other published studies which have compared measures 
of hypothetical bias by elicitation procedures and mitigation techniques. However, these studies are 
typically limited to examining only the influence of one or at most two of these variables on 
hypothetical bias. This thesis extends this literature by comparing differences in hypothetical bias 
measurements by not only single variables but also by combinations of variables, including 
elicitation methods, mitigation techniques, experience level, and demographics. The results from 
this thesis emphasise the importance of accounting for these interactions. In fact, all of the 
hypotheses tested in this thesis contained significant interactions amongst the predictor variables 
(e.g., cheap talk and certainty, experience and cheap talk). These findings suggest that when 
conducting an SP study there is no one solution to mitigating hypothetical bias but rather a 
combination of solutions. 
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6.4 Limitations  
The budget for the data-collection component of the study was approximately $120,000 
(Australian). Unfortunately, the study budget precluded some additional study options and the 
sampling methods and final sample size were constrained. 
There is a general consensus amongst transport researchers conducting travel behavioural change 
studies that it is very difficult to prove that any observed behavioural changes in travel were a result 
of the instigated treatment.89 This is because of the large amount of variability in travel patterns and 
behaviour. In this thesis, supporting survey information was used to screen for and validate any 
measured changes in behaviour between the two observation periods. It should be acknowledged 
that screening participants in this manner may have induced some sample selection bias. For 
example, it is not clear whether participants that were removed would have been more or less 
prone to hypothetical bias. Further research in this area is needed to develop ways of determining 
treatment effects in travel behavioural change studies without researchers being reliant on self-
reported measures.  
Another limitation of the RP field study was the inability to test the impacts of different pricing 
structures. Some participants indicated in feedback surveys that they did not find the monetary 
incentive large enough to warrant changing driving behaviour. If the sample sizes were larger, sub 
sets of participants could have been assigned different charging regimes and rates to ascertain 
whether this made a difference to observed changes. It is envisaged that higher charging rates and 
incentives would have encouraged widespread compliance, less sample attrition and more 
significant travel behavioural changes. The allocation of different charging rates need not only be 
confined to between-sample comparisons but could also have been applied within samples. It is 
uncertain whether these additions would have resulted in more or less hypothetical bias but they 
would have enabled a broader comparison of the trade-off between behavioural changes and 
monetary compensation.90  
In regards to the SP scenario design, some participants may have found the temporal component of 
the SP choice tasks difficult to answer. It is possible that this may have resulted in larger 
inconsistencies between survey responses and the associated fieldwork. Future research may find 
                                                          
89
 This was assumed for the final sample. The accuracy of this assumption has important implications on the 
coding definitions of hypothetical bias.  
90
 Although higher charging rates would have allowed for more interesting insights, the rates used in this 
research are significantly higher than those in many of the currently available PAYD schemes.  
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that simpler SP experiments may lead to less hypothetical bias dependent on the particular decision 
context.  
An issue that was not addressed in this thesis is whether the CE experimental design influenced the 
amount of observed hypothetical bias. The limited sample size meant that the testing of multiple 
experimental designs in this study was not possible. Further analysis of the experimental design 
effects that may be beneficial for future CE studies might include: comparing pivot designs with non-
pivot designs; using different prior parameter assumptions for the Bayesian efficient design; and 
measuring the impact of the number of attributes, the number of levels and level range has on the 
amount of hypothetical bias.  
6.5 Future research 
In addition to the limitations expressed in the section above, there are other research ideas that 
warrant documenting for future research.  
6.5.1 General research 
Research into hypothetical bias in SP experiments is still in its infancy. There are many gaps in the 
existing literature and this thesis has only begun to uncover some of the intricacies behind the 
differences in what people say they will do in SP surveys and what they actually do in real life. If CEs 
are seen as the way forward for SP methods then more research is needed to assess the extent of 
hypothetical bias calculated using these methods under different experimental conditions and 
decision contexts.  
6.5.2 Specific research 
Cheap talk scripts come in many lengths and specifications. Likewise, there are also many versions of 
the certainty scale with the two most common in the literature being the 10 point scale (i.e., 1-10 or 
0-10) and the categorical scale. In this thesis a standard medium cheap talk script and a 0-10 point 
certainty scale were implemented. Conclusions drawn about the efficacy of mitigation techniques 
used in this thesis are therefore limited to the specific forms of the mitigation techniques tested. 
Future research with greater funding could address this limited scope by comparing multiple lengths 
of cheap talk scripts combined with both a 10-point certainty scale and a categorical certainty scale. 
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Other research papers have compared hypothetical bias using different mitigation techniques, such 
as cheap talk and certainty scales, but have not examined multiple versions of these mitigation 
techniques and assessed the observed differences at an individual level.  
Respondents process SP survey information in a number of different ways. How respondents process 
this information when completing SP tasks might help explain why their answers may differ from 
their real-life behaviour. Unfortunately, because of time limitations of the SP survey, this research 
could not address attribute processing and its impact on hypothetical bias. Future research 
incorporating attribute processing into the mix of study design effects and mitigation techniques 
already examined in this thesis would make a valuable contribution to the literature.  
6.6 Conclusions 
This thesis demonstrates that hypothetical bias is a significant issue in SP surveys. A review of the 
literature suggests that the size and direction of the bias is sensitive to study design and context. In 
this thesis, a number of methods are used to define hypothetical bias to rigorously examine the 
overall impact. Given the lack of consensus in the literature surrounding the size and direction of the 
hypothetical bias, the focus of this thesis is not on the magnitude of hypothetical bias but rather on 
its prevalence. This is the first SP (CV and CE) study to measure the prevalence of hypothetical bias in 
SP surveys by categorising every participant as either experiencing such bias or not. Regardless of 
the particular methods used to assess hypothetical bias, our results indicate that hypothetical bias 
affects at least one in every five participants but up to every second participant. The extent to which 
the specific results from this thesis can be generalised to other SP studies is not clear. However, the 
results support the theory that SP studies are inherently prone to hypothetical bias and that 
mitigation methods can aid in reducing this bias in certain circumstances.  
The practical implications of these findings provide a cautionary warning to researchers and 
practitioners in this field who use the results from SP models to aid in making important market 
decisions. Outcomes from this thesis will hopefully not detract from the use of SP methods but 
rather encourage researchers to be aware that a certain level of bias will likely be present in SP 
surveys and they should therefore take the necessary precautions to limit the extent of this bias. 
These precautions include the use of cheap talk scripts and certainty scales as well as the careful 
monitoring of sample characteristics (e.g., experience and demographics).  
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Appendix A: Cheap talk and Certainty scale use in CV 
Table A.1: Summary of cheap talk use in CV 
 
 
(1) Format (provision rule): The question format of the CV task. If a provision rule was used it is shown in brackets, Provision Point Mechanism (PPM).  
(2) Script length: The length of the cheap talk script tested in the study.  
(3) Design - subjects: The structure of the sample used for comparison; Within-subject comparison (repeated observations), Between-subject comparison or a combination of both. 
(4) Sample size: The sample size of each treatment group; Hypothetical (Hyp), Cheap talk (CT), Real talk (RT). The total number of choice observations is shown in brackets. 
(5) HB (hypothetical bias) evidence (successful): Is there evidence of hypothetical bias? (Yes or No). The effectiveness of the mitigation technique (i.e., whether it helped reduce 
hypothetical bias) is displayed in brackets.  
(6) Other mitigation methods:  A list of other mitigation techniques used in the study.  
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(1) Format (provision rule): The question format of the CV task. If a provision rule was used it is shown in brackets, Provision Point Mechanism (PPM).  
(2) Script length: The length of the cheap talk script tested in the study.  
(3) Design - subjects: The structure of the sample used for comparison; Within-subject comparison (repeated observations), Between-subject comparison or a combination of both. 
(4) Sample size: The sample size of each treatment group; Hypothetical (Hyp), Cheap talk (CT), Real talk (RT). The total number of choice observations is shown in brackets. 
(5) HB (hypothetical bias) evidence (successful): Is there evidence of hypothetical bias? (Yes or No). The effectiveness of the mitigation technique (i.e., whether it helped reduce 
hypothetical bias) is displayed in brackets.  
(6) Other mitigation methods:  A list of other mitigation techniques used in the study.  
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Table A.2: Summary of certainty scale use in CV 
 
 
 
 
(1) Format (provision rule): The question format of the CV task. If a provision rule was used it is shown in brackets, Provision Point Mechanism (PPM).  
(2) Scale: The type of certainty scale tested in the study, Prob / Def sure scale (PS), Polychotomous choice (PC).  
(3) Design - subjects: The structure of the sample used for comparison; Within–subject comparison (repeated observations), Between–subject comparison or a combination of both. 
(4) Sample size: The sample size of each treatment group; Hypothetical (Hyp), Certainty scale (CS), Prob / Def sure scale (PS), Polychotomous choice (PC). The total number of choice 
observations is shown in brackets. 
(5) HB (hypothetical bias) evidence (successful): Is there evidence of hypothetical bias? (Yes or No). The effectiveness of the mitigation technique (i.e., whether it helped reduce 
hypothetical bias) is displayed in brackets. The cut-off (threshold) used to define certain responses is also shown.  
(6) Other mitigation methods:  A list of other mitigation techniques used in the study.  
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(1) Format (provision rule): The question format of the CV task. If a provision rule was used it is shown in brackets, Provision Point Mechanism (PPM).  
(2) Scale: The type of certainty scale tested in the study, Prob / Def sure scale (PS), Polychotomous choice (PC).  
(3) Design - subjects: The structure of the sample used for comparison; Within–subject comparison (repeated observations), Between–subject comparison or a combination of both. 
(4) Sample size: The sample size of each treatment group; Hypothetical (Hyp), Certainty scale (CS), Prob / Def sure scale (PS), Polychotomous choice (PC). The total number of choice 
observations is shown in brackets. 
(5) HB (hypothetical bias) evidence (successful): Is there evidence of hypothetical bias? (Yes or No). The effectiveness of the mitigation technique (i.e., whether it helped reduce 
hypothetical bias) is displayed in brackets. The cut-off (threshold) used to define certain responses is also shown.  
(6) Other mitigation methods:  A list of other mitigation techniques used in the study.  
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Appendix B: Exit survey 
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Appendix C: RP scatter plots 
 
Figure C.1: Shopping night driving % ‘Before’ phase by shopping night driving % ‘After’ phase 
 
 
Figure C.2: Social night driving % ‘Before’ phase by social night driving % ‘After’ phase 
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Figure C.3: Work night driving % ‘Before’ phase by work night driving % ‘After’ phase 
 
Figure C.4: Pooled night driving % ‘Before’ phase by pooled night driving % ‘After’ phase 
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Figure C.5: Shopping charges ‘Before’ phase by shopping charges ‘After’ phase 
 
 
Figure C.6: Social charges ‘Before’ phase by social charges ‘After’ phase 
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Figure C.7: Work charges ‘Before’ phase by work charges ‘After’ phase 
 
 
Figure C.8: Pooled charges ‘Before’ phase by pooled charges ‘After’ phase 
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Appendix D: Wilcoxon signed-rank test 
The Wilcoxon signed-rank test is the non-parametric equivalent of the paired sample t- test. 
Formally the hypothesis is defined as: 
                       
 
               
 
 
The steps for calculation of the test statistic are as follows: 
1) Differences between values are computed, 
2) Non-zero absolute values of the differences are then sorted into acceding orders and ranks 
are assigned, 
3) The ranks are then divided into two groups based on the original positive and negative 
differences, and 
4) The sum of the ranks for the two groups are calculated. 
 
The formulas for calculating the test statistic are displayed in equations (D.1), (D.2) and (D.3).  
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Where: 
   is the  sums of the ranks  
   is the number of observations 
     is the number of records tied at the jth distinct value 
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Further details of the procedures used for the Wilcoxon signed-Rank test in IBM SPSS v19.0 can be 
found under the help menu in the software (http://www.spss.com): 
Help > Algorithms > Nonparametric Tests Algorithms > Related Samples Tests (nonparametric tests 
algorithms) > Wilcoxon Signed-Rank Test, Matched Pairs (nonparametric tests algorithms) 
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Appendix E: Triangular Distribution  
The constrained triangular distribution was chosen to represent all random parameters in the CE 
models. The triangular distribution is often used when researchers want to constrain the parameters 
to fall within a certain range (e.g., all cost parameters to be negative). Figure E.1 illustrates the 
density of a triangular distribution with mean b and spread s, rising linearly from b − s to b, and 
dropping linearly to b + s (Train 2009). For example, if the mean is constrained to equal the spread, 
the density starts at zero, rises linearly to the mean, and then declines to zero at twice the mean 
(Hensher and Greene 2003). 
 
 
 
 
 
 
 
 
Figure E.1: Density of a triangular distribution  
 
 
  
b b - s b + s 
 256 
 
Appendix F: Generalised Linear Model 
The GLM provides a flexible method to estimate multiple types of models (McCullagh and Nelder 
1989). The GLM consists of three components, a probability distribution, a linear predictor and a link 
function. The probability distribution is chosen based on an assumption about the distribution of the 
data (Y). The linear predictor provides a linear combination of unknown parameters  . The link 
function ‘links’ the linear predictor and mean of the distribution function. Different combinations of 
distribution and link function will produce different models. An outline of common GLMs is displayed 
in Table F.1.  
Table F.1: Examples of GLM distribution, link function, and corresponding model1 
Distribution Link function Model Mean function 
Normal Identity =      
 
Linear regression      
 
 
Binomial Log =       (
 
   
) Logistic regression   
       
         
 
 
Poisson Log =            Loglinear           
 
 
(1) Table adapted from SPSS help files 
 
Further details of the algorithms used for GLM estimation in IBM SPSS v19.0 can be found under the 
help menu in the software (http://www.spss.com): 
Help > Algorithms > GENLIN Algorithms > Generalized Linear Models > Model (generalized linear 
models algorithms) 
 
EM Means  
Estimated Marginal (EM) Means are an output option under GLM in IBM SPSS v19.0.  Further details 
of the algorithms used for EM Means in IBM SPSS v19.0 can be found under the help menu in the 
software (http://www.spss.com): 
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Help > Algorithms > Generalized linear mixed models algorithms > Testing (generalized linear mixed 
models algorithms) > Estimated marginal means (generalized linear mixed models algorithms) > 
Estimated marginal means in the original scale (generalized linear mixed models algorithms) 
Nagelkerke R-square 
The Nagelkerke R-square is a pseudo R-squared statistic designed to measure the strength of 
association between the independent variables and the dependent variable. It is similar to the Cox 
and Snell R-square except that it is adjusted so that the R-square measure can reach a maximum 
value of 1. The formula for calculating the Nagelkerke R-square value is displayed in equation (F.2).  
 
  
  
          
 
    
  
     [
  
 
[           ]]
     [           ]
 
(F.2) 
 
 
Where: 
       Log likelihood of the null model 
       Log likelihood of the model 
   the sample size 
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