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We combine six measurements of the inclusive top-quark pair (tt¯) production cross section (σtt¯) from
data collected with the CDF and D0 detectors at the Fermilab Tevatron with proton-antiproton collisions atﬃﬃ
s
p ¼ 1.96 TeV. The data correspond to integrated luminosities of up to 8.8 fb−1. We obtain a value of
σtt¯ ¼ 7.60 0.41 pb for a top-quark mass of mt ¼ 172.5 GeV. The contributions to the uncertainty are
0.20 pb from statistical sources, 0.29 pb from systematic sources, and 0.21 pb from the uncertainty on the
integrated luminosity. The result is in good agreement with the standard model expectation of 7.35þ0.28−0.33 pb
at next-to-next-to-leading order and next-to-next-to leading logarithms in perturbative QCD.
DOI: 10.1103/PhysRevD.89.072001 PACS numbers: 14.65.Ha, 12.38.Qk, 13.85.Qk
I. INTRODUCTION
The top quark, the most massive elementary particle to
date and the final member of the three families of quarks of
the standard model (SM), was first observed in 1995 by the
CDF and D0 experiments at the Fermilab Tevatron proton-
antiproton (pp¯) collider [1,2]. The large mass of the top
quark ofmt ¼ 173.20 0.87 GeV [3] and its short lifetime
of approximately 10−25 s [4,5] are of special interest. The
lifetime is far shorter than the hadronization time, and
provides the opportunity to study the properties of essen-
tially a bare quark. The large mass suggests that the top
quark may play a special role in the mechanism of
electroweak symmetry breaking, and thereby provide
sensitivity to probe a broad class of SM extensions. In
addition, with the recent discovery of a Higgs boson [6,7],
the properties of the top quark are expected to be related to
the stability of the vacuum in the Universe [8].
The properties of the top quark can be assessed through
precise determinations of its production mechanisms and
decay rates, in comparison to SM expectations. Particles
and couplings predicted by extensions of the SM can affect
the observed production cross sections of top quarks. For
example, the observed top-quark pair (tt¯) production cross
section in all of the experimental final states may be
enhanced above the SM expectation by the production
of new resonances [9,10], or the observed production cross
section in some of the experimental final states may be
altered from the SM expectation by top quark decay into
new channels, such as a hypothesized charged Higgs boson
and b quark [11,12].
In this paper, we report on the first combination of
measurements by the CDF and D0 experiments at the
Fermilab Tevatron of the inclusive tt¯ production cross
section (σtt¯), with the goal of reducing the experimental
uncertainty and thereby providing a better test of the SM
prediction. The inclusive tt¯ cross section has also been
measured at the LHC at different center of mass energies
[13,14]. In the remainder of this section, the status of the
theoretical predictions and the experimental signatures of
the tt¯ final states are described. Section II reviews all six
measurements, reports the first combination of the four
CDF results, and reviews the combination of the two D0
results [15]. The categories of systematic uncertainties and
their correlations among the measurements are detailed
in Sec. III. The first combination of the CDF and D0
measurements is reported in Sec. IV and conclusions are
drawn in Sec. V.
A. Predictions for the tt¯ production cross section
According to the SM, production of top quarks at hadron
colliders takes place through strong interactions that
produce tt¯, or through electroweak processes that produce
a single top quark. At the Tevatron pp¯ collider, with a
center of mass energy of
ﬃﬃ
s
p ¼ 1.96 TeV, top quark
production occurs mainly through tt¯ production, which
is the focus of this article. The contribution to tt¯ production
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is approximately 85% from quark-antiquark annihilation
(qq¯→ tt¯) and 15% from gluon-gluon fusion (gg→ tt¯).
SMpredictions for inclusive tt¯ production at the Tevatron,
calculated to different orders in perturbative quantum
chromodynamics (QCD), are available in Refs. [16–24].
The first calculations at full next-to-leading-order (NLO)
QCD were performed before the discovery of the top
quark [16], and have been updated using the more recent
CTEQ6.6 parton distribution functions (PDF) [17]. These
full NLO calculations were further improved by adding
resummations of logarithmic corrections to the cross section
from higher-order soft-gluon radiation, in particular by
including next-to-leading logarithmic (NLL) soft-gluon
resummation [18] and the more recent PDF [19]. Also
available are NLO calculations with soft-gluon resum-
mation to next-to-next-to-leading logarithmic (NNLL)
accuracy, and approximations at next-to-next-to-leading-
order (NNLO) obtained by reexpanding the result from
NLOþ NNLL in a fixed-order series in the strong coupling
constant αs (NNLOapprox) [20–23,25,26]. Differences
between thesecalculations includeusingamomentum-space
or N-space approach, and resummation of the total cross
section or integration of the differential cross section over
phase space.
The computation at full NNLO QCD was performed for
the first time in 2013 [24], with an uncertainty on σtt¯ of
approximately 4% when matched with NNLL soft-gluon
resummation. To estimate the uncertainty on σtt¯ for a
given top-quark mass, the factorization and renormali-
zation scales are changed by factors of 2 or 1=2 relative
to their nominal values. The sensitivity to choice of
PDF is evaluated by changing all the PDF parameters
within their uncertainties [17]. The predicted values of σtt¯
and their corresponding uncertainties, calculated with the
TOP++ program [27], are provided in Table I at NLO,
NLOþ NLL, and NNLOþ NNLL. The top-quark mass
for these calculations is set to mt ¼ 172.5 GeV, with the
PDF set corresponding to either MSTW2008nlo68cl or
MSTW2008nnlo68cl [28].
We use the full NNLOþ NNLL prediction as the
default value for comparison with the measurements since
it has the smallest uncertainty. The benefit of the recent
theoretical advance to full NNLOþ NNLL consists of an
approximate 2% increase of the cross section and a
reduction in the scale uncertainty with respect to the
NLOþ NLL prediction.
B. Experimental final states
In the SM, the top quark decays through the weak
interaction into aWþ boson and a down-type quark, where
decays into Wþs and Wþd are expected to be suppressed
relative to Wþb by the square of the Cabibbo-Kobayashi-
Maskawa [29] matrix elements Vts and Vtd. Hence, the
decay t → Wþb, and its charge conjugate, is expected to
occur with a branching fraction above ≈99.8%. The Wþ
boson subsequently decays either leptonically into eþνe,
μþνμ, or τþντ; or into ud¯ or cs¯ quarks [30]. All the quarks
in the final state evolve into jets of hadrons. In studies of
tt¯ → WþbW−b¯, different final states are defined by the
decays of the two W bosons. The main channels are the
following:
(i) Dilepton.—Events where bothW bosons decay into
eνe, μνμ, or τντ with the τ decaying leptonically,
comprise the dilepton channel. While the branching
fraction for this channel is only about 4%, its
analysis benefits from having a low background.
(ii) Leptonþ jets.—This channel (lþ jets) consists of
events where one W boson decays into quarks and
the other into eνe, μνμ, or τντ with the τ decaying
leptonically. The branching fraction of this channel
is approximately 35%. The main background con-
tribution is from the production of W bosons in
association with jets.
(iii) All jets.—Events where both W bosons decay into
quarks form the channel with the largest branching
fraction of about 46%. Experimentally, this channel
suffers from a large background contribution from
multijet production.
The remaining two channels are from final states where
at least one of the W bosons decays into τντ with the τ
decaying into hadrons and ντ. These channels have larger
uncertainties, because of the difficulty of reconstructing the
hadronic τ decays. Hence, they are not used in this
combination.
C. Selection and modeling
The measurement of the tt¯ production cross section in
each individual final state requires specific event-selection
criteria to enrich the tt¯ content of each sample, a detailed
understanding of background contributions, as well as good
modeling of the SM expectation for the signal and for all
background processes. This section briefly discusses these
essential ingredients. The CDF II and D0 detectors are
described in Refs. [31] and [32], respectively.
1. Event selection
Candidate tt¯ events are collected by triggering on leptons
of large transverse momentum (pT), and on characteristics
of lþ jets or multijet events that depend on the specific
final state. Differences in topology and kinematic proper-
ties between tt¯ events and background processes in each
TABLE I. SM predictions of σtt¯ at different orders in
perturbative QCD, using TOP++ [27].
Calculation σtt¯ (pb) Δσscale (pb) ΔσPDF (pb)
NLO 6.85 þ0.37−0.77
þ0.19
−0.13
NLOþ NLL 7.09 þ0.28−0.51 þ0.19−0.13
NNLOþ NNLL 7.35 þ0.11−0.21 þ0.17−0.12
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final state are exploited to enrich the tt¯ content of the data
samples. The discriminating observables used at CDF and
D0 for these selections are based on the properties of jets,
electrons, muons, and the imbalance in transverse momen-
tum (pT) in such events. At D0, jets are reconstructed using
an iterative midpoint jet cone algorithm [33] with R ¼ 0.5
[34], while CDF uses a similar algorithm [35] with
R ¼ 0.4. Electrons are reconstructed using information
from the electromagnetic calorimeter, and also require a
track from the central tracker that is matched to the energy
cluster in the calorimeter. Muons are reconstructed using
information from the muon system, and also require a
matching track from the central tracker. Isolation criteria
are applied to identify electrons and muons fromW → lνl
decays. The reconstructed primary interaction vertex must
be within 60 cm of the longitudinal center of the detector,
corresponding to about 95% of the luminous region.
A common feature of all tt¯ events are the two b-quark
jets from t → Wb decays. The tt¯ content of the selected
event samples can therefore be enriched by demanding that
they contain identified b jets. At CDF, b jets are identified
through the presence of a displaced, secondary vertex [36],
while at D0, a neural-network (NN) based b-jet identifi-
cation algorithm is used for this purpose [37]. The NN-
based algorithm combines the information about the impact
parameters of charged particle tracks and the properties of
reconstructed secondary vertices into a single discriminant.
The pT is reconstructed using the energy deposited in
calorimeter cells, incorporating corrections for the pT of
leptons and jets. More details on identification criteria for
these quantities at CDF and D0 can be found in Ref. [38].
General topologies of each of the three channels are
described below, with specific selections described in the
respective references to the individual measurements cited
in Sec. II. The selections are designed so that the channels
are mutually exclusive:
(i) Dilepton.—Candidates are selected by requiring
at least two central jets with high pT ; two high-
pT , isolated leptons of opposite charge; and largepT
to account for the undetected neutrinos from the
W → lνl decays. Other selections based on the
global properties of the event are applied to reduce
backgrounds in each of the eþe−, eμ∓, and μþμ−
final states.
(ii) lþ jets.—Candidates must have at least three
high-pT jets; one high-pT , isolated electron or
muon within a fiducial region; and significant pT
to account for the undetected neutrino from the
W → lνl decay. In addition, requirements are ap-
plied on the azimuthal angle between the lepton
direction andpT , to reduce contributions from multi-
jet background.
(iii) All jets.—Candidates must have at least six central
jets with large pT . Events containing an isolated
electron or muon are vetoed, and the eventpT has to
be compatible with its resolution as there are no
neutrinos from theW boson decays in this final state.
2. Modeling of signal
A top-quark mass of mt ¼ 172.5 GeV, which is close to
the measured top-quark mass [3], is used in the simulation
of tt¯ production. Several other values are also simulated
in order to describe the dependence of the measurement
of σtt¯ on the assumed value of mt in the simulation. This
dependence is described in Sec. IV.
All of the experimental measurements use LO simula-
tions to predict the fraction of tt¯ production passing the
selection requirements and to model the kinematic proper-
ties of tt¯ production. These quantities are less sensitive to
higher-order QCD corrections than the absolute rate.
Contributions to the systematic uncertainty from tt¯ model-
ing are estimated to be approximately 1% due to the effect
of higher-order QCD corrections. At D0, tt¯ production and
decay are simulated using the ALPGEN program [39]. Parton
showering and hadronization are simulated using the
PYTHIA [40] program. Double counting of partonic event
configurations is avoided by using a jet-parton matching
scheme [41]. The generated events are subsequently proc-
essed through a GEANT-based [42] simulation of the D0
detector. The presence of additional pp¯ interactions is
modeled by overlaying data from random pp¯ crossings on
the events. At CDF, tt¯ events are simulated using stand-
alone PYTHIA, and subsequently processed through a
GEANT-based simulation of the CDF II detector [43,44],
with additional pp¯ collisions modeled using simulation.
Finally, the events are reconstructed with the same algo-
rithms as used for data. Both collaborations implement
additional correction factors to take into account any
differences between data and simulation. In particular,
corrections are made to the jet-energy scale, jet-energy
resolution, electron and muon energy scales, trigger effi-
ciencies, and b-jet identification performance [15,45–48].
At D0, the CTEQ6L1 PDF set is used for event generation
[49], while CDF uses the CTEQ6.6 [17] or CTEQ5L PDF
parametrizations [50].
3. Modeling of backgrounds
Different sources of backgrounds contribute to different
final states. In the dilepton channel, the dominant source of
background is from Drell-Yan production of Z bosons or
virtual photons through qq¯→ Z or γ and associated jets,
with the Z=γ decaying into a pair of leptons. In addition,
electroweak diboson production (WW, WZ, and ZZ) and
instrumental background arising from multijet and
W þ jets production, where a jet is misidentified as a
lepton, contribute to the dilepton final state. At CDF, Wγ
production is considered separately, while at D0 this
contribution is included in the instrumental background
when the γ is misidentified as a lepton or as a jet. For
lþ jets final states, the major background contribution is
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from W þ jets production, where the W boson decays into
lνl. Backgrounds from single top-quark production, dibo-
son production, Z=γ þ jets, and multijet production are
also considered. The dominant background contribution to
all-jets events is from multijet production processes.
Contributions from Z=γ þ jets and W þ jets back-
grounds are modeled using ALPGEN, followed by PYTHIA
for parton showering and hadronization. Contributions from
heavy flavor (HF) quarks, namely from W þ bb¯, W þ cc¯,
W þ c, Z=γ þ bb¯, and Z=γ þ cc¯ are simulated separately.
The diboson contributions to dilepton and lþ jets final
states are simulated using stand-alone PYTHIA, normalized
to the NLO cross section calculated using MCFM [51].
Single top-quark contributions are simulated using the
COMPHEP generator [52] at D0, and MADEVENT [53] at
CDF, and normalized to the approximate NNNLO [54] and
NLO [55] predictions, respectively. The separate back-
ground contribution from Wγ production at CDF is
simulated using the BAUR program [56].
The instrumental and multijet backgrounds are estimated
using data-driven methods in different ways for each final
state at CDF and D0.
II. CDF AND D0 COMBINATIONS
We present the first combination of four CDF measure-
ments, which gives the most precise CDF result to date, and
then review the result of a published combination of two D0
measurements.
A. CDF measurements and their combination
CDF includes four measurements in the combination:
one from the dilepton channel [45], two from the leptonþ
jets channel [46], and one from the all-jets channel [47].
Table II summarizes these CDF measurements of σtt¯ and
their uncertainties. A detailed description of the sources of
systematic uncertainty and their correlations is given in
Sec. III.
The dilepton (DIL) measurement, σtt¯ ¼ 7.09 0.83 pb,
relies on counting events with at least one identified b jet,
and uses the full run II data set corresponding to an
integrated luminosity of 8.8 fb−1 [45]. Backgrounds from
diboson and Z=γ events are predicted from simulation,
with additional correction factors extracted from control
samples in data. The largest systematic uncertainties for
this measurement are from the luminosity and the modeling
of the detector’s b-jet identification.
The two CDF measurements in the lþ jets channel are
based on 4.6 fb−1 of data and apply complementary
methods to discriminate signal from background [46].
The first measurement, σtt¯ ¼ 7.82 0.56 pb, uses an
artificial neural network to exploit differences between
the kinematic properties of signal and W þ jets back-
ground, without employing b-jet identification. This analy-
sis is referred to as LJ-ANN. Due to the large mass of the
top quark, its decay products have larger pT and are more
isotropic than the main backgrounds from W þ jets and
multijet production. Seven kinematic properties are
selected for analysis in an artificial NN in order to minimize
the statistical uncertainty and the systematic uncertainty
from the calibration of the jet energy. Since W þ jets
production is the dominant background in the lþ jets
channel before the application of b-jet identification
requirements, the NN is trained using only tt¯ and
W þ jets simulated samples. The number of tt¯ events is
then extracted from a maximum likelihood fit to the
distribution of NN output in data with three or more jets.
The largest systematic uncertainties are from the calibration
of jet energy and the modeling of the tt¯ signal.
The second lþ jets measurement, σtt¯¼7.320.71 pb,
suppresses the dominant W þ jets background by
TABLE II. CDF measurements of σtt¯ and their combination (in pb), with individual contributions to their uncertainties (in pb).
DIL LJ-ANN LJ-SVX HAD CDF combined
Central value of σ t¯t 7.09 7.82 7.32 7.21 7.63
Sources of systematic uncertainty
Modeling of the detector 0.39 0.11 0.34 0.41 0.17
Modeling of signal 0.23 0.23 0.23 0.44 0.21
Modeling of jets 0.23 0.23 0.29 0.71 0.21
Method of extracting σtt¯ 0.00 0.01 0.01 0.08 0.01
Background modeled from theory 0.01 0.13 0.29    0.10
Background based on data 0.15 0.07 0.11 0.59 0.08
Normalization of Z=γ prediction    0.16 0.15    0.13
Luminosity: inelastic pp¯ cross section 0.28       0.29 0.05
Luminosity: detector 0.30 0.02 0.02 0.30 0.06
Total systematic uncertainty 0.67 0.41 0.61 1.18 0.39
Statistical uncertainty 0.49 0.38 0.36 0.50 0.31
Total uncertainty 0.83 0.56 0.71 1.28 0.50
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reconstruction of displaced secondary vertices to identify b
jets. This analysis is referred to as LJ-SVX. The σtt¯ is
extracted from a maximum likelihood fit to the observed
number of events in data with at least one identified b jet,
given the predicted background. The W þ HF contribution
is determined by applying the b-jet identification efficiency
and a corrected HF fraction to an estimate of W þ jets
before b-jet identification. The HF fraction predicted by the
simulation is an underestimate of the yield in data, and a
correction factor is derived from a data control sample. The
estimate of W þ jets is the number of observed events in
data before b-jet identification minus the contribution from
other processes (tt¯, multijet, single-top, diboson, and
Z=γ þ jets). The contribution from events with jets mis-
identified as b jets is found by applying a parametrized
probability function to the data before the b-jet identifica-
tion requirement. The largest systematic uncertainties in
this method arise from the correction for the W þ HF
background and the modeling of the b-jet identification
efficiency.
Both lþ jets measurements reduce the uncertainty from
luminosity by using the ratio of the tt¯ to the Z=γ cross
sectionsmeasuredconcurrently.This ratio ismultipliedby the
more precise theoretical prediction for the Z=γ cross section
[57], thereby replacing the 6% uncertainty on luminosity
with a 2% uncertainty from the smaller theoretical and
experimental uncertainties on the Z=γ cross section.
The lþ jets measurements use subsets of events that pass
a common selection. Their 32% statistical correlation is
evaluated through 1000 simulated experiments. The σtt¯ is
extracted for each such simulated experiment; for LJ-ANN,
through a maximum likelihood fit to the NN distribution, and
for LJ-SVX, through the observed number of events with at
least one identified b jet in each simulated experiment.
In the all-jets (HAD) measurement, σtt¯¼7.211.28 pb,
a signal sample is selected by requiring six to eight jets in
an event [47]. Additional criteria require the presence of
identified b jets and restrictions on the value of a NN
discriminant. The latter involves 13 observables as input,
and is trained to suppress the large backgrounds from
multijet events. To improve the statistical significance of
the measurement, the requirement on the value of the
discriminant is optimized separately for events with only
one b jet and for events with more than one b jet. The σtt¯
value is extracted from a simultaneous fit to the recon-
structed top-quark mass in both samples. The measurement
uses only data corresponding to an integrated luminosity of
2.9 fb−1, but the largest single uncertainty arises from the
limited knowledge of the calibration of jet energy.
To combine the CDF measurements, a best linear
unbiased estimate (BLUE) [58–60] is calculated for σtt¯
with the goal of minimizing the total uncertainty. A
covariance matrix is constructed from the statistical and
systematic uncertainties of each result, and from their
statistical and systematic correlations. The matrix is
inverted to obtain a weight for each result. These weights
are applied to the results to obtain the best estimate.
Three iterations of the BLUE combination procedure are
performed to eliminate a small bias. For a measurement
with N observed events, inspection of the simple expres-
sion σtt¯ ¼ ðN − BÞ=ðϵLÞ shows that the uncertainty on the
background estimate B gives a systematic uncertainty on σtt¯
that is independent of the measured value of σtt¯. However,
the uncertainties on the tt¯ selection efficiency ϵ and the
luminosity L produce systematic uncertainties on σtt¯ that
are directly proportional to the measured value of σtt¯. This
means that measurements that observe a low value for
σtt¯ have a smaller systematic uncertainty and a larger
weight in the BLUE combination than measurements that
observe a high value for σtt¯. Hence, the BLUE combi-
nation underestimates σtt¯ and its uncertainty. This bias is
removed by calculating the size of the systematic uncer-
tainties on σtt¯ from the tt¯ selection efficiency and lumi-
nosity by using the BLUE combination value from the
previous iteration, instead of each measurement’s value of
σtt¯. The first iteration uses an arbitrary initial value of 6 pb.
Simulated experiments show that this procedure removes
the bias.
The combined CDF measurement is
σtt¯ðCDFÞ ¼ 7.63 0.31ðstatÞ  0.36ðsystÞ
 0.15ðlumiÞ pb;
for mt ¼ 172.5 GeV. The total uncertainty is 0.50 pb.
Table II shows the individual contributions to the uncer-
tainties. The luminosity uncertainty quoted above is the
sum in quadrature of two sources of uncertainty, from the
inelastic pp¯ cross section and from detector-specific
effects. The combination has a χ2 of 0.86 for 3 degrees
of freedom, corresponding to a probability of 84% to have a
less consistent set of measurements.
The largest weight in the BLUE combination of CDF
measurements is 70% for the lþ jets channel LJ-ANN
result. The dilepton result has a weight of 22%, and the
measurement using b-jet identification in the lþ jets
channel has a weight of 15%. The measurement in the
all-jets channel has a negative weight of 7% because its
uncertainty from the modeling of jets (0.71 pb) is much
larger than for the other measurements. In general, negative
weights can occur when the correlation between measure-
ments is larger than the ratio of their uncertainties [58].
Note that the removal of the all-jets measurement from the
combination has a small effect, causing an increase in the
total uncertainty of 0.01 pb and a decrease in the central
value of 0.01 pb. The correlation matrix, including
statistical and systematic effects, is given in Table III.
The largest correlation is 51% between the DIL and HAD
measurements, due to the correlation between systematic
uncertainties on detector modeling (primarily b-jet identi-
fication), signal modeling, jet energy scale, and luminosity.
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Next largest is the 50% correlation between the LJ-ANN
and LJ-SVX measurements, which arises from a subset
of common events and correlation between systematic
uncertainties from signal modeling, jet energy scale, and
normalization of the Z=γ cross section. The central value
and the total uncertainty change by less than 0.01 pb when
the statistical correlation of 32% between the LJ-ANN and
LJ-SVX measurements is varied by 10% absolute to 22%
or 42%.
B. D0 measurements and their combination
D0 includes two measurements in the combination:
one from the dilepton channel and one from the lþ jets
channel. In the dilepton channel, using data corresponding
to an integrated luminosity of 5.4 fb−1, D0 measures σtt¯ ¼
7.36þ0.90−0.79 pb through a likelihood fit to a discriminant based
on a NN b-jet identification algorithm [15]. The σtt¯ is
extracted from a fit to the distribution of the smallest of the
NN output values from the two jets of highest energy. The
total uncertainty is not limited by the finite sample size but
by the systematic uncertainty on the integrated luminosity.
In the lþ jets channel, using data corresponding to
an integrated luminosity of 5.3 fb−1, D0 measures σtt¯ ¼
7.90þ0.78−0.69 pb by selecting events with at least three jets
and splitting them into subsamples according to the total
number of jets and the number of identified b jets [48]. In
the background-dominated subsamples (three-jet events
with no b jet, three-jet events with one b jet, and events
with at least four jets and no b jet), a random forest
multivariate discriminant [61] is used to separate signal
from background. The σtt¯ is extracted by fitting simulta-
neously the direct event count in the subsamples with a
large tt¯ content (three-jet events with at least two b jets,
events with at least four jets and one b jet, and events with
at least four jets and at least two b jets) and the random
forest discriminant in the background-dominated samples.
The leading systematic uncertainties are treated as nuisance
parameters, constrained by Gaussian prior probability
density functions, that are allowed to vary in the fit. The
dominant systematic uncertainty is from the uncertainty on
the luminosity, followed by uncertainties from the model-
ing of the detector.
The measurements in the dilepton and lþ jets channels
have been combined and published in the dilepton
paper [15] with the same nuisance-parameter technique
used in the individual measurements, accounting for
correlations among common systematic sources. The result
is σtt¯ðD0Þ ¼ 7.56þ0.63−0.56 pb. For the combination with CDF,
we separate the statistical and systematic contributions
into the categories discussed in the next section. We also
use the average of the asymmetric uncertainties of the
original D0 measurement. This gives for the combined D0
measurement
σtt¯ðD0Þ¼7.560.20ðstatÞ0.32ðsystÞ0.46ðlumiÞ pb;
for mt ¼ 172.5 GeV. The total uncertainty is 0.59 pb.
Table IV provides the individual contributions to the
uncertainties. The luminosity uncertainty quoted above is
the sum in quadrature of two sources of uncertainty, from
TABLE IV. CDF and D0 measurements of σtt¯ and their combination (in pb), with individual contributions to their uncertainties (in pb).
Correlation indicates whether a given uncertainty is treated as fully correlated between the CDF and D0 measurements.
CDF D0 Tevatron
Central value of σ t¯t 7.63 7.56 7.60
Sources of systematic uncertainty Correlation
Modeling of the detector 0.17 0.22 No 0.13
Modeling of signal 0.21 0.13 Yes 0.18
Modeling of jets 0.21 0.11 No 0.13
Method of extracting σtt¯ 0.01 0.07 No 0.03
Background modeled from theory 0.10 0.08 Yes 0.10
Background based on data 0.08 0.06 No 0.05
Normalization of Z=γ prediction 0.13    No 0.08
Luminosity: inelastic pp¯ cross section 0.05 0.30 Yes 0.15
Luminosity: detector 0.06 0.35 No 0.14
Total systematic uncertainty 0.39 0.56 0.36
Statistical uncertainty 0.31 0.20 0.20
Total uncertainty 0.50 0.59 0.41
TABLE III. Correlation matrix for CDF σtt¯ measurements,
including statistical and systematic correlations among the
methods.
Correlation LJ-ANN LJ-SVX DIL HAD
LJ-ANN 1 0.50 0.25 0.34
LJ-SVX 1 0.44 0.47
DIL 1 0.51
HAD 1
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the inelastic pp¯ cross section and from detector-specific
effects.
III. OVERVIEW OF SYSTEMATIC
UNCERTAINTIES
Sources of systematic uncertainty have been categorized
into nine classes with similar correlation properties to
facilitate the combination of the measurements. Below,
we discuss each component of the uncertainty on the
combined cross section. The values of the CDF and D0
systematic uncertainties are summarized in Tables II
and IV.
A. Modeling of the detector
This category includes detector-specific uncertainties
on the trigger and lepton-identification efficiency, b-jet
identification efficiency, and modeling of multiple pp¯
interactions. In addition, for CDF measurements, this
category includes the uncertainty on the fraction of the
luminous region within the acceptance of the CDF II
detector, track-identification efficiencies for the LJ-ANN
and LJ-SVX measurements, and the uncertainty on the
lepton-energy scales. For D0 measurements, additional
uncertainties in this category arise from vertex
reconstruction and identification efficiency and lepton-
energy resolution. These sources are treated as correlated
within the same experiment, but uncorrelated between
experiments.
B. Modeling of signal
The uncertainties in this category arise from several
sources and are considered fully correlated among all
measurements:
(i) tt¯ generator.—This is the source of the largest
contribution (1%–2%) to the signal modeling sys-
tematic. For both CDF and D0 measurements this
uncertainty includes the difference between PYTHIA
and HERWIG [62] samples resulting from different
models for hadronization, for parton showering and
for the underlying event, which describes the rem-
nants of the p and p¯ breakup accompanying the
hard partonic collision. Uncertainties from higher-
order QCD corrections are also included for D0
measurements by comparing results from ALPGEN
to MC@NLO [63]. Although there are reported
measurements of a larger-than-expected forward-
backward asymmetry [64,65] that could be due to
non-SM sources, no additional systematic is
assigned as its size would be highly dependent on
the particular hypothesis for the source.
(ii) Parton distribution functions.—The uncertainties
on the PDF reflect the uncertainty on determining
the probability of finding a particular parton carry-
ing a particular fraction of the p or p¯ momentum.
This in turn affects the kinematic distributions of
the final-state particles in tt¯ production and decay,
as well as the event selection efficiency. The default
acceptances are calculated using the LO CTEQ5L
and CTEQ6L PDF sets for CDF and D0, respec-
tively. The systematic uncertainty includes uncer-
tainties evaluated using the prescribed NLO error
vectors from CTEQ6M for CDF, and CTEQ6.1M
for D0, following the recommendations of the
CTEQ collaboration [66]. For CDF measurements,
this uncertainty also includes the difference
between the central values from LO and NLO
PDF [67].
(iii) Initial and final-state radiation.—The amount of
gluon radiation from partons in the initial or final
state, which affects the tt¯ efficiency and kinematic
properties, is set by parameters of the PYTHIA
generator used to simulate tt¯ events. The uncertain-
ties on these parameters are taken from a study
of initial state radiation in Drell-Yan events,
qq¯→ Z=γ → μþμ−, that share the same initial qq¯
state as most of the tt¯ signal [67,68].
(iv) Color reconnection.—This uncertainty is evaluated
by comparing PYTHIA configurations with dif-
ferent parameters that affect the exchange of
momentum and energy via gluons between the
color-connected top-quark and anti-top-quark sys-
tems. Specifically, the difference in tt¯ efficiency
obtained with PYTHIA using the A-pro and the
ACR-pro configurations [69] is quoted as the
systematic uncertainty [67].
(v) Leptonic decay branching fractions forW bosons.—
This uncertainty alters the proportion of tt¯ decays
that cause the dilepton, lþ jets, and all-jets
final states. It is evaluated by changing the branch-
ing fractions in the W-boson decay by their
uncertainties [29].
C. Modeling of jets
Uncertainties on the modeling of jets affect the tt¯
selection efficiency and the kinematic distributions used
to extract σtt¯. They arise from the calibration of light-quark
and b-jet energies, and modeling of jet reconstruction and
resolution in the simulation. These sources are treated as
correlated within each experiment, and uncorrelated
between experiments:
(i) Jet-energy scale.—This uncertainty arises from un-
certainties in calibrating jet energy using test-beam
data (CDF), as well as γ þ jets and dijet events
(CDF and D0). The effect on the measurement is
evaluated by replacing the jet energies in the
nominal simulated samples with energies changed
by their estimated systematic uncertainties.
(ii) b-jet energy scale.—This uncertainty accounts for
the difference in energy between jets originating
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from light-flavor quarks or gluons, and from b
quarks. For CDF, it includes uncertainties on branch-
ing fractions of semileptonic decays of b and c
quarks; uncertainties on b-quark fragmentation; and
the uncertainty on the calorimeter response to b and
c hadrons. For D0, the sources are uncertainties on
parameters for b-quark fragmentation, and the differ-
ence in calorimeter response to jets from b and light
quarks. More details can be found in Ref. [67].
(iii) Jet reconstruction and identification.—This uncer-
tainty is specific to D0 results, and covers the
uncertainty on correction factors applied to simu-
lation to match the jet identification efficiency in
data, and on factors used to adjust the jet resolution
in simulation to that observed in data.
D. Method for extracting σtt¯
This uncertainty is different for each method, and arises
from the limited size of the simulated samples or from the
dependence of the calibration on the specific analysis. It is
uncorrelated among all measurements.
E. Background modeled from theory
For both experiments, this uncertainty includes the
uncertainty on the heavy-flavor fraction inW þ jets events,
uncertainties on the normalization of the electroweak
background (diboson and single top-quark production),
and the dependence on the renormalization and factoriza-
tion scale in W þ jets simulation. Details about specific
modeling of background and the treatment of systematic
uncertainties are in the references for each individual
measurement. Since these uncertainties are related to the
theoretical description of the background, this source is
treated as correlated among all measurements.
F. Background based on data
This source covers uncertainties on multijet background
in both experiments; the uncertainty in the modeling of the
Z=γ þ jets background, obtained from data by D0; and
uncertainties on misidentification of jets from charm and
light-flavor quarks as b jets at CDF. This source is
considered uncorrelated among all measurements.
G. Normalization of Z=γ predictions
This uncertainty is applicable only to the LJ-ANN and
LJ-SVX measurements by CDF, which exploit the ratio of
observed tt¯ to Z=γ production and therefore involve the
normalization using the predicted Z=γ cross section [57].
It includes the uncertainty on the predicted Z=γ þ jets
cross section, and the contributions to the uncertainty on
the measured Z=γ þ jets cross section from the back-
ground estimate, and from the choice of renormalization
and factorization scale for the Z=γ þ jets simulation.
H. Luminosity uncertainty
The luminosity uncertainty has two sources:
(i) Inelastic pp¯ cross section.—The total inelastic pp¯
cross section [70] has an uncertainty of 4.0%. This
source is correlated among all measurements but
does not affect the CDF LJ-ANN and LJ-SVX
measurements, which exploit the ratio of tt¯ to
Z=γ production rates.
(ii) Detector-specific luminosity uncertainty.—This
contribution is from detector effects and is ap-
proximately 4.5% [71]. This source is treated as
correlated for measurements within the same experi-
ment, and uncorrelated between experiments. This
uncertainty is negligible for CDF LJ-ANN and
LJ-SVX measurements, which exploit the ratio of
production rates.
IV. RESULTS
The CDF and D0 σtt¯ measurements are combined using
the BLUE method described in Sec. II, with inputs from
the first two columns of Table IV, yielding the Tevatron
average of
σtt¯ ¼ 7.60 0.20ðstatÞ  0.29ðsystÞ  0.21ðlumiÞ pb;
assuming mt ¼ 172.5 GeV. The total uncertainty is
0.41 pb. The luminosity uncertainty quoted above is the
sum in quadrature of two sources of uncertainty, from the
inelastic pp¯ cross section and from detector-specific
effects. The individual contributions to the systematic
uncertainties are given in the last column of Table IV.
The CDF measurement has a weight of 60%, while the D0
measurement has a weight of 40%. The correlation between
the measurements of the two experiments is 17%.
The measurements and the Tevatron combination are
shown in Fig. 1, as well as the results of the CDF-only and
D0-only combinations. The Tevatron combination has a χ2
of 0.01 for 1 degree of freedom, corresponding to a
probability of 92% to have a less consistent set of
measurements.
The measured σtt¯ depends on the value of mt assumed in
the simulation. For larger values of mt, leptons and jets
from top-quark decay are more energetic and central, and
thus more likely to meet the selection requirements on pT .
The b jets are also more likely to be identified since b-jet
identification efficiency tends to increase with increasing
jet pT . Both effects cause the tt¯ selection efficiency to
increase asymptotically to its maximum value as the
value of mt assumed in the simulation increases. The
consequence, for a given data sample, is that the measured
σtt¯ decreases as the assumed value of mt increases. The
dependence on mt is enhanced for methods that exploit the
differences in kinematic properties between tt¯ and back-
ground, as the discrimination improves as mt increases.
The consequence, for a given data sample, is that
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these methods will identify a smaller tt¯ content, and
measure smaller σtt¯, as the assumed value of mt
increases in the simulation used to describe tt¯ kinematic
properties.
Therefore, we also measure σtt¯ for several mt values at
which each experiment has simulated tt¯ production and
decay. At D0, the fit procedure is repeated for each mt
value, using systematic uncertainties extrapolated
from the central mt ¼ 172.5 GeV. At CDF, the DIL
and LJ-SVX counting measurements extract the selection
efficiency for each mt value, and scale σtt¯ by the ratio
relative to that from mt ¼ 172.5 GeV. The LJ-ANN and
HAD measurements also repeat the fit procedure for
each mt value. We repeat the combination process for
CDF and D0, and present the results of the Tevatron
combination for σtt¯ at three mt values in Table V. Relative
to the central value at mt of 172.5 GeV, the measured
σtt¯ increases by 5% for an assumed mt of 170 GeV, and
decreases by 3% for an assumed mt of 175 GeV.
This nonlinear dependence is due to the slowing of the
rate of increase of the tt¯ selection efficiency as mt
increases. We parametrize this dependence through the
functional form,
σtt¯ ¼ aþ bðm0 −mtÞ þ cðm0 −mtÞ2; (1)
with m0 ¼ 172.5 GeV and fitted values of a ¼ 7.60 pb,
b ¼ 0.126 pb=GeV and c ¼ 0.0136 pb=GeV2. The param-
eters for the fit corresponding to an upward change
of one standard deviation in σtt¯ are a ¼ 8.01 pb,
b ¼ 0.132 pb=GeV and c ¼ 0.0144 pb=GeV2, and for a
downward change of 1 standard deviation are a ¼ 7.19 pb,
b ¼ 0.120 pb=GeV and c ¼ 0.0128 pb=GeV2.
The dependence of the measured σtt¯ on the value for mt
assumed in the simulation is shown by the shaded band in
Fig. 2. The measured σtt¯ is in good agreement with the
NNLO theoretical prediction for assumed values of mt
below 175 GeV.
TABLE V. CDF and D0 measurements of σtt¯ and their
combination, with total uncertainties, for three values of mt.
Top-quark mass (GeV) 170 172.5 175
CDF σtt¯ (pb) 8.17  0.53 7.63  0.50 7.35  0.48
D0 σtt¯ (pb) 7.75  0.61 7.56  0.59 7.40  0.57
Tevatron σtt¯ (pb) 8.00  0.43 7.60  0.41 7.37  0.40
=1.96 TeVs cross section (pb) at t tp
CDF dilepton -18.8 fb 0.83± 7.09 
 0.67± 0.49 ±
CDF ANN lepton+jets -14.6 fb 0.56± 7.82 
 0.41± 0.38 ±
CDF SVX lepton+jets -14.6 fb 0.71± 7.32 
 0.61± 0.36 ±
CDF all-jets -12.9 fb 1.28± 7.21 
 1.18± 0.50 ±
CDF combined  0.50± 7.63 
 0.39± 0.31 ±
DØ dilepton -15.4 fb 0.85± 7.36 
DØ lepton+jets -15.3 fb 0.74± 7.90 
DØ combined  0.59± 7.56 
 0.56± 0.20 ±
Tevatron combined
 = 172.5 GeVtm
 0.41± 7.60 
 0.36± 0.20 ±
→ p
6 7 8 9
Tevatron Run II
FIG. 1 (color online). The six input σtt¯ measurements from the CDF and D0 experiments, along with the CDF-only and D0-only
combination results, and their combination for the Tevatron result. The total uncertainty, as well as the statistical and systematic
uncertainties are shown. The D0 dilepton and lþ jets measurements using constrained nuisance parameters are presented in their
published form indicating only their total uncertainties. The inner (red) bars reflect statistical uncertainties while the outer (blue) bars
show the total uncertainties on each measurement.
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V. CONCLUSION
We have presented the combination of measurements
of σtt¯ in the dilepton, lþ jets, and all-jets final states,
using data collected by the CDF and D0 collabora-
tions at the Tevatron pp¯ collider at
ﬃﬃ
s
p ¼ 1.96 TeV.
The measurements use data samples with integrated
luminosity between 2.9 and 8.8 fb−1. Assuming the
SM expectation for top-quark decay, we observe good
agreement on σtt¯ among the different experimental final
states. The first combination of the CDF and D0
measurements is
σtt¯ ¼ 7.60 0.41 pb;
for a top-quark mass of mt ¼ 172.5 GeV. The combined
σtt¯ of 7.60 pb has a relative uncertainty of 5.4%, which
is close to the relative uncertainty of the prediction from
theory of about 4%. The result is in good agreement
with the latest theoretical expectation for σtt¯ in the
standard model, calculated at NNLOþ NNLL QCD,
of 7.35þ0.28−0.33 pb [24], as presented in Fig. 2.
In the future, two improvements to the individual
measurements could reduce the total uncertainty on the
combined result by about 25% to 0.31 pb. First, the D0
measurements and the CDF lþ jets channel measurements
could have their statistical uncertainties reduced by a factor
of about 1.4 by updating the published analyses from
5 fb−1 to the full integrated luminosity of about 10 fb−1 of
data collected in run II. Second, the D0 measurements and
the CDF dilepton channel measurement could also reduce
their luminosity uncertainty, as done by the CDF lþ jets
channel measurements, by using the ratio of the tt¯ to the
Z=γ cross sections measured concurrently and then
multiplying by the more precisely known theoretical
prediction for the Z=γ cross section. This strategy would
reduce the current 6% luminosity uncertainty to a 2%
systematic uncertainty on the normalization of the Z=γ
prediction.
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