Objective: The L-[1-11 C]leucine PET method 1,2 for measurement of regional rates of cerebral protein synthesis (rCPS) has been employed to date only at the Region-of-Interest (ROI) level. 2,3 We adapted and validated a Basis Function Method (BFM) 4 to estimate parameters of the homogeneous tissue kinetic model of L-[1-11 C]leucine at the voxel level, and determined rCPS and the fraction (l) of unlabeled leucine in the tissue precursor pool for protein synthesis derived from arterial plasma. Methods: At the voxel level BFM performance was assessed both on simulated data, where time-activity curves (TACs) with noise levels typical of voxel data were generated, and on measured data, where BFM estimates were compared to those determined with nonlinear least squares (NLLS). Performance indices were bias% and RMSE% (Root Mean Square Error). BFM parameter estimates, averaged over all voxels in a ROI, were also compared to estimates obtained by fitting the ROI TAC to either a homogeneous or heterogeneous tissue model; both simulated data and data from L-[1-11 C]leucine PET studies in six healthy subjects were analyzed. Results: In simulations of voxel data BFM yielded low-bias estimates of l and rCPS; when tested on measured data BFM estimates at the voxel level were in good agreement with those determined with NLLS. In simulation of large numbers of voxels comprising a ROI (Figure) fits of the ROI TAC with the homogeneous tissue model gave substantial negative biases for the parameters K 1 and k 2 + k 3 , and positive biases for rCPS; results on measured data were consistent with the simulations. The heterogeneity model fit of the ROI TAC provided good parameter estimates in simulation, but did not perform well on measured data. rCPS estimated with BFM was slightly negatively biased, but its variability was low. Conclusion: BFM is a useful and robust method for analyzing L-[1-11 C]leucine PET data at the voxel level. It provides reliable estimates with a computational cost substantially lower than that of NLLS. At the ROI level parameters computed by averaging BFM estimates over all voxels within the ROI were less biased on simulated data, and less variable on both simulated and measured data, than parameter estimates obtained by fitting the ROI TAC to either a homogeneous or heterogeneous tissue model.
Objective: The L-[1-11 C]leucine PET method 1,2 for measurement of regional rates of cerebral protein synthesis (rCPS) has been employed to date only at the Region-of-Interest (ROI) level. 2, 3 We adapted and validated a Basis Function Method (BFM) 4 to estimate parameters of the homogeneous tissue kinetic model of L-[1-11 C]leucine at the voxel level, and determined rCPS and the fraction (l) of unlabeled leucine in the tissue precursor pool for protein synthesis derived from arterial plasma. Methods: At the voxel level BFM performance was assessed both on simulated data, where time-activity curves (TACs) with noise levels typical of voxel data were generated, and on measured data, where BFM estimates were compared to those determined with nonlinear least squares (NLLS). Performance indices were bias% and RMSE% (Root Mean Square Error). BFM parameter estimates, averaged over all voxels in a ROI, were also compared to estimates obtained by fitting the ROI TAC to either a homogeneous or heterogeneous tissue model; both simulated data and data from L-[1-11 C]leucine PET studies in six healthy subjects were analyzed. Results: In simulations of voxel data BFM yielded low-bias estimates of l and rCPS; when tested on measured data BFM estimates at the voxel level were in good agreement with those determined with NLLS. In simulation of large numbers of voxels comprising a ROI (Figure) fits of the ROI TAC with the homogeneous tissue model gave substantial negative biases for the parameters K 1 and k 2 + k 3 , and positive biases for rCPS; results on measured data were consistent with the simulations. The heterogeneity model fit of the ROI TAC provided good parameter estimates in simulation, but did not perform well on measured data. rCPS estimated with BFM was slightly negatively biased, but its variability was low. Conclusion: BFM is a useful and robust method for analyzing L- [1-11 C] leucine PET data at the voxel level. It provides reliable estimates with a computational cost substantially lower than that of NLLS. At the ROI level parameters computed by averaging BFM estimates over all voxels within the ROI were less biased on simulated data, and less variable on both simulated and measured data, than parameter estimates obtained by fitting the ROI TAC to either a homogeneous or heterogeneous tissue model. Objectives: While most PET-FDG studies focus on late time retention characteristics in tissue, there is often an opportunity to use the dynamic time-course to obtain a more complete kinetic description of factors influencing FDG metabolism. The usual approach models the tissue residue with the established 2-compartment model. 1 But non-parametric approaches to residue modeling are used with dynamic contrast MR and CT data 2,3 and recently we have developed a corresponding non-parametric approach that is applicable to dynamic PET data. The present study uses this technique to more carefully evaluate local cerebral residues from dynamic PET-FDG data. Methods: The residue description of PET timecourse data presents a density deconvolution estimation problem. Our solution uses the method of regularization with cross-validation. The computational implementation uses adaptive cubic B-spline and quadratic programming. Numerical simulation is used for evaluation of sampling variation and is also critically used as a way to assess the 2-compartment residue model hypothesis with FDG.Time-course datasets corresponding to 10 MR-identified brain regions in 12 normal subjects were analysed using the non-parametric and parametric (2-compartment) residue models. The 2-compartment model hypothesis was assessed by the data-fit, with appropriate adjustment for the increased flexibility of the nonparametric procedure. Results: Strong (P-values < 0.051) statistical evidence against the compartment model is found in 7 out of 8 gray matter regions considered (cerebellum, putamen, thalamus, and occipital, temporal, frontal and parietal lobes). The only exception is the caudate. The deficit in the 2-compartment model, is its inability to correctly represent the early temporal structure of the tracer residence. The impact of deviations from the compartmental residue on the quantitation of summary characteristics of FDG metabolism including flux, flow, transit time and extraction were also evaluated. In all cases statistically significant deviations were found. The magnitude of deviations in flux are, not-surprisingly, small (4%). Conclusions: Our study does not refute the basic biochemistry of the 2-compartment model for FDG, this has been well validated by in-vitro test-tube experimentation. Rather the difficulty arises from the realization that a typical PET region of interest need not behave as a well-stirred test-tube sample. Our result is most likely explained in terms of tissue heterogeneity. The brain regions considered here, similar to those in many PET studies, are relatively large. Within these regions it is likely that neither the vascular delivery characteristics nor local biochemistry will be homogeneous. More generally, the non-parametric residue technique has broader application to the quantification of PET imaging data for which compartmental model structures may not be sufficiently validated. limited number of human brain studies have been performed using the HRRT, with most studies having been acquired on whole body PET scanners, such as the ECAT EXACT HR + (CTI/ Siemens). Previously, an excellent interscanner comparison (slope: 1.00 to 1.07, intercept fixed to origin) has been reported for an HRRT-HR + testretest study using plasma input models. 1 In reference regions, however, tracer concentrations are lower and, therefore, more prone to bias. The purpose of the present study was to quantitatively compare HRRT and HR + scanners in case of a reference tissue model approach. Methods: Seven healthy volunteers underwent two 60 mins scans (one on each scanner) immediately following administration of 365 ± 34 MBq [ 11 C]flumazenil. All data were histogrammed in 16 time frames with variable frame lengths (same on both scanners). Prior to each emission scan a transmission scan was acquired. HR + studies were reconstructed using 2D filtered backprojection with Fourier rebinning followed by 5 mm FWHM Gaussian smoothing. HRRT studies were reconstructed using 3D ordered subsets weighted least squares (7 iterations, 16 subsets). 2 Reconstructed HRRT images were also smoothed with a 6 mm FWHM Gaussian kernel to match image resolution with that of the HR + scanner. Pharmacokinetic parameters were generated from time-activity curves, obtained for fourteen different anatomical regions from the dynamic emission frames. Binding potential (BP ND ) data were generated using a basis function implementation of the simplified reference tissue model. 3 Results: One subject showed patient motion ( > 5 mm) on the HR + scans and was excluded from comparisons. Another subject had been administered a relatively low dose in both scans (B311 MBq), causing unreliable reference region input curves (due to noise) and was therefore excluded. For the remaining subjects, BP ND values derived from HRRT and HR + scans showed excellent correlation (r = 0.95 ± 0.02) with a slope of 1.04 ± 0.15 (intercept fixed to origin), which reduced to 0.90 ± 0.10 after resolution matching. Test-retest variability was 14.9 ± 9.4% and 12.3 ± 10.0% without and with resolution matching, respectively. Conclusions: The somewhat lower values seen in HRRT studies versus those of the HR + when using reference tissue rather than plasma input models might be due to low counts in the reference region, causing bias in HRRT reconstructions 2 and/or inaccuracies in attenuation and scatter corrections. Higher BP ND values derived from HRRT scans prior to resolution matching indicate improved quantification due to a reduction in partial volume effects (consistent with 1, 4, 5 ) .
Objectives: In the analysis of PET time activity curves (TAC), model fitting is typical accomplished by minimizing the least squares (LS) criterion, which is known to be optimal for data having a Gaussian distribution, but not robust in the presence of outliers (e.g., subject head motion). In contrast, quantile regression (QR) provides robust estimates not heavily influenced by outliers. 1 In practice, when no influential points are present LS is used 2 otherwise QR performs better. Choosing a fitting method (QR or LS) to use on each TAC based only on that TAC may be termed the data adaptive (DA) approach. We apply our DA method to clinical PET TAC data. We expect that DA will result in reduced variance of estimating model parameters within groups of subjects thus enhancing the power to detect differences among different groups. Methods: [ 11 C]-WAY-100635 TACs from 28 female and 21 male controls were modeled using a twotissue constrained compartment model. 3 Both LS and DA were applied to estimate the radioligand distribution volume (V T ) in 13 regions of interest (ROI). Mean and standard deviation (s.d.) of V T values estimated by LS (mean LS , s.d. LS ) and DA (mean DA , s.d. DA ), respectively, were calculated for each ROI within each group. Males and females were separated because females have B20% higher binding than males (mean LS across ROIs and subjects: 3.84 versus 3.17). The mean DA /mean LS and s.d. DA /s.d. LS ratios were then calculated in each group and each ROI. Results: For both the groups, Figure 1 reports the mean DA /mean LS (black line) and s.d. DA /s.d. LS (gray line) ratios obtained in each ROI. Application of DA leads to a decrease in the s.d. of V T estimates within females of 14.1% in the best (RN) and 1.1% in the worst case (ORB), respectively. At the same time, the mean DA /mean LS ratios stay close to unity. In cases in which DA fails to improve the accuracy of estimated V T (AMY, INS), the performance of the two approaches is comparable. Results obtained in males show a decrease in s.d. of 7.2% in the best (PIP) and 2% in the worst case (TEM), respectively. The mean DA/ mean LS ratios are closer to unity, and DA fails to improve the accuracy of estimated V T just in one ROI (RN). Conclusions: By reducing the variance of parameters estimates, the statistical power in group analysis and the sensitivity in occupancy studies are increased (i.e. the number of people to be recruited for clinical trials is reduced). This can be implemented without the need for additional hardware and/or image registration algorithms to monitor and correct subject head motion. Objectives: In calculation of regional cerebral blood flow (rCBF) using O-15 water PET, arterial input function is usually determined by arterial blood sampling, and delay of the input is corrected for radioactivity in the whole brain or at slice-by-slice levels. However, delay of the tracer is assumed to be different between the hemispheres in patients with unilateral arterial occlusive lesions. To calculate precise quantitative hemodynamic parameters, pixel-by-pixel estimation for delay of the tracer arrival time was performed and the delay map was applied for calculation of parameters. Methods: Fifty-two patients (mean age = 65 ± 11y) with unilateral major cerebral arterial stenoocclusive disease underwent O-15 gas and water PET scans. All patients had occlusion or stenosis ( > 70%) in the internal carotid or middle cerebral arteries (MCA). For estimation of input function, arterial blood radioactivity was measured continuously using an automatic counter with a constant flow from the brachial artery. The delay of the input was estimated pixel-by-pixel and delay map of tracer arrival time was created. The 3-weighted-integral method was employed for calculation of rCBF and arterial-tocapillary blood volume (V 0 ) with pixel-by-pixel delay correction. Cerebral blood volume (CBV), oxygen extraction fraction (OEF) and cerebral metabolic rate of oxygen (CMRO 2 ) were also calculated from the O-15 gas PET scans using the bolus inhalation method, and asymmetry-index (AI) of these parameters were compared. Results: Eleven patients showed ipsilateral significant increase in OEF (55.1 ± 4.1%) and all of them showed delay of tracer arrival and significant rCBF decrease (32.4 ± 4.2 mL/100 g/min) in the affected region compared to the contralateral hemisphere. The remaining 41 patients had OEF in normal range or slight increase as a global change and showed no differences in delay between the bilateral hemispheres. V 0 showed a slight decrease in the impaired hemisphere of patients with misery perfusion. AI for OEF (OEF-AI) was well correlated with those of delay (delay-AI) and CBF (CBF-AI). Correlation coefficient between OEF-AI and delay-AI (r = 0.70) was better than that between OEF-AI and CBF-AI (r = 0.56). The mean AI values for hemodynamic parameters in all patients were OEF-AI = 1.06 ± 0.09, delay-AI = 1.05 ± 0.06, 1/(CBF-AI) = 1.10 ± 0.11, 1/(CMRO 2 -AI) = 1.05±0.08, CBV-AI = 1.02±0.16, and V 0 -AI = 0.89±0.17. Patients with misery perfusion showed significantly higher OEF-AI (1.17 ± 0.12, P < 0.05) and longer delay (0.34 ± 0.19 secs, P < 0.005) as compared with patients with normal OEF. Conclusion: Pixel-by-pixel estimation of tracer arrival time provided a delay map for regional differences and precise parametric values for evaluation of hemodynamic status in the patients with cerebrovascular disease. The delay image and delay-AI, correlated well with OEF change, would be able to estimate OEF elevation in impaired circulation in calculation of rCBF and V 0 images using O-15 water PET. Here, x(t) and y(t) are defined as a ratio of an integrated pTAC over tTAC and an integrated tTAC over tTAC, respectively. As known, 1 linear regression (LR) underestimates V T and its unbiased estimator is expected.
Renormalization Method (RM) 2 enables an unbiased maximum likelihood estimation under the existence of inhomogeneous noises both in x and y by successive evaluation of bias. In this study, the applicability of RM to LGA was investigated. Methods: Let X t = (x(t),y(t),1) T and U = (u 1 ,u 2 ,u 3 ) T . Then, we can rewrite (Equation 1) as X t T U = 0, where ||U|| = 1 and V T = Àu 1 /u 2 . Let C t denote the covariance matrix of the noise of X t . The maximum likelihood estimates of u i minimize J MLE 
. Though, the perturbation theorem tells us that the estimates become biased.
RM removes the bias by iteratively minimizing
where the last term compensates the bias. In RM, the covariance matrix C t should be given, and it is unknown in advance. Thus, a set of voxelbased noisy TACs were simulated using physiologically plausible kinetic parameters, and the mean of C t was calculated from the set of simulated TACs.
We applied RM and LM to synthesized tTACs and to real one of [ 11 C]SA4503-PET. For generating the synthesized data, we simulated a set of voxel-based tTACs using a measured pTAC and the rate constant of [ 11 C]SA4503. 3 Results: The simulation results are summarized in Figure ( A). RM plotted in red was almost identical (y = 0.99x + 0.23, r 2 = 1.00), and LR plotted in blue showed the underestimation especially in large V T (y = 0.70x + 6.14, r 2 = 0.94). The estimation of deviation was larger than that of LM. However, RM successfully suppressed the bias.
The figures (B) and (C) show the results of imaging of V T obtained from the real data by RM and by LR, respectively. For the estimation, t* was set to be 15 mins post-injection. The computational time for RM was 10 mins for 60 thousands voxels. RM gave brighter images than LR, and improved their contrast. Conclusions: For computing unbiased estimates, we introduced RM. We estimated the average of each C t based on simulations. Simulation results showed that RM suppresses the bias and has the potential to realize bias-free parametric imaging of V T . Objectives: 18 F-Fallypride (FAL) and 11 C-FLB-457 (FLB) are two commonly used PET radioligands for imaging extrastriatal dopamine D 2 /D 3 receptors. Though both tracers provide excellent visualization of receptor binding in regions with low D 2 /D 3 receptor density (e.g. cortex), there are differences in their in vivo kinetics that may affect sensitivity for measuring subtle changes in receptor binding. Focusing on regions of low binding, we made a direct comparison of the kinetics of FAL and FLB in the rhesus monkey. Methods: Single scan, multiple-injection studies; which includes high, medium, and low specific activity injections, were performed on two male rhesus monkeys with both FAL and FLB using a microPET scanner. Arterial blood samples were taken and measured for both whole blood and parent compound in plasma, which were used as the input functions to the kinetic model. Dynamic ROI data drawn on the cerebellum, occipital cortex, thalamus, and substantia nigra were fit using a hot-cold compartment model in the COMKAT environment to obtain estimates of the transport (K 1 , k 2 ) and binding (k on , B max , k off ) parameters. Results: Measurement of the plasma-tissue transport constants, K 1 and k 2 and their ratio, reveals that FLB (K 1 = 0.49 ± 0.11, k 2 = 0.59 ± 0.10, K 1 /k 2 = 2.69 ± 0.51) has a considerably higher free space distribution volume (K 1 /k 2 ) than FAL (K 1 = 0.47±0.12, k 2 = 0.23± 0.05, K 1 /k 2 = 0.82±0.21) averaged over the regions, due to a reduced tissue to plasma efflux constant (k 2 ). Both tracers have comparable k off values of 0.025 (FLB) and 0.023 (FAL) but FLB has a slightly higher rate of association (k on = 0.087 ± 0.02) compared to that of FAL (k on = 0.070 ± 0.02), yielding a lower equilibrium dissociation constant, K D . Within the first injection period of these scans (up to 90 mins), FAL reaches pseudo-equilibrium in regions of midto-low binding, but FLB does not. Input function analysis showed that FAL is retained at a higher concentration in plasma for a longer period of time than FLB, having a 3 Â higher concentration after 60 mins. Conclusions: These findings in the rhesus monkey are consistent with human data for free space distribution volume (K 1 /k 2 ). 1, 2 The slightly higher affinity (1/K D ) of FLB may be advantageous for measurement of baseline cortical D 2 /D 3 binding, however the higher k 2 of FAL may enhance the sensitivity for detecting changes in endogenous dopamine release due to its higher rate of clearance out of the free space. model (HOM) for determination of regional rates of cerebral protein synthesis (rCPS) from L-[1-11 C]leucine PET data in humans. 1 Since Spectral Analysis (SA) 2 applies to heterogeneous as well as homogeneous tissues, it might be an alternative quantitative method. In this study, we developed and tested a new SA algorithm to estimate rCPS at the ROI level. Methods: Because previous SA methods 2,3 did not consistently produce reliable estimates when applied to L-[1-11 C]leucine data, we developed a new SA iterative filtering (SAIF) method. SAIF uses prior information concerning irreversibility of trapping of the tracer as well as components that cannot be distinguished from blood; intermediate components are assumed to reflect tissue reversible compartments. Performance of SAIF was compared to previous SA methods 2,3 in simulation studies. Bias and precision (coefficient of variation (CV)) of the estimates were used as performance indices. We also compared three methods of analysis of L-[1-11 C]leucine PET data measured in 9 healthy male subjects:
(1) SAIF;
(2) HOM applied at the ROI level with a nonlinear least squares algorithm; and (3) HOM applied at the voxel level with a basis function method.
Goodness-of-fit was assessed by the weighted residual sum of squares.
Results: In simulation studies SAIF yielded the best fit, lowest bias ( < 2%), and lowest CV (6%), compared with previous SA methods. In measured data, rCPS estimated with SAIF agreed with the average of rCPS values estimated by using HOM at the voxel level, but differed substantially from ROI-based rCPS estimated by HOM (Table) . This is consistent with the presence of a greater degree of tissue heterogeneity in the ROI, compared to individual voxels, that is not accounted for with the homogeneous tissue kinetic model. Values are mean ± s.d. for 9 subjects.
Following the approach of SRTM2 5 and MRTM2, 6 analysis was carried out using a global value for the reference region k 2 . This model (lp-ntPET3) has three estimated parameters. The model was further simplified by fixing baseline BP ( = [k 2 /k 2a ]À1) at each voxel according to prior analysis of pre-activation data. This model (lp-ntPET2) has two estimated parameters.
A human subject was injected with a bolus of [ 11 C]raclopride and scanned for 45 mins. An emotional processing task hypothesized to elicit striatal dopamine release was initiated at 26 mins. The dynamic data set was analyzed with lp-ntPET and subsequent simplifications as described above. Results: Results of lp-ntPET4 analyses were variable and showed limited activation in striatum. Regions with high blood flow and low specific binding were prone to false positives. lp-ntPET3 and lp-ntPET2 indicated bilateral striatal activation with stronger responses in left versus right caudate and putamen, consistent with results obtained using LSRRM. The onset of significant responses was generally synchronized with task initiation and peaked 1 to 2 mins thereafter, in agreement with the anticipated response. Insignificant responses had little temporal coherence. Model simplifications reduced noise in the spatial distribution of activation, increased statistical power, and enhanced the temporal consistency of significant responses. Conclusions: The efficiency of lp-ntPET facilitates parametric image analysis, an intractable task for the computationally demanding p-ntPET. Simplifications of the lp-ntPET model improved the quality of results. Such simplifications are known to enhance precision at the expense of increased bias; simulation studies are under way to investigate this relationship for lp-ntPET. Aims: Quantitative measurement of beta amyloid (Ab) in brain of Alzheimer diseases (AD) is necessary for monitoring the progression of the Ab deposition and the efficiency of the Ab immunotherapy. Though Logan-distribution volume ratio (DVR) is currently used for the diagnosis of AD by PET, DVR is not adequate as a quantitative indicator for Ab, because it is a complex parameter. DVR is based on the assumption that K 1 /k 2 is almost equal within whole brain. Thus, we noted the two parameters, k 3 and binding potential (BP = k 3 /k 4 ), which are proportional indicators to the Ab deposition, and examined their diagnosis power by clinical study. The stability of k 3 and BP as a quantitative indicator and the effect of k 4 condition on their stability were examined by simulation study.
k 3 is a better parameter than binding potential as a quantitative indicator of beta amyloid by [ 11 C]PIB PET

Response t maps overlaid on emission image.
Methods: Ninety minutes [ 11 C]PIB PET studies were performed in 22 volunteers with or without AD. The metabolite-corrected input function was measured in all cases. The PET data were analyzed by two-tissue compartment model with four kinetic parameters (K 1 Bk 4 ). The t-test with two parameters (k 3 , BP) between NC (N = 10) and AD (N = 12) groups was performed on Fine-SRT ROI (FUJIFILM RI Pharma Co.) (50 regions) and voxel ROIs, and their diagnosis power were compared by the number of the positive ROIs, where k 3 or BP significantly increased (t-test P < 0.05). In the Monte Carlo simulation study, tissue-time activity curves of NC and AD with statistical noise were made as follows. The three parameters were according to the typical NC or AD conditions from the clinical data: k 3 = 0.018 min À1 (NC), 0.040 (AD), K 1 = 0.18 mL/g/ min, k 2 = 0.18 min À1 and input function were fixed. The simulations were performed under various k 4 conditions, and more than 2000 parameter results were obtained in each k 4 condition. The coefficient of variation (CV) of k 3 and BP were calculated from them. Results: In the Fine-SRT ROIs study, the k 3 showed higher diagnosis power than BP to discriminate between NC and AD: 48 positive ROIs by k 3 Objectives: [ 11 C]TMSX is one of the few available radioligands to quantify adenosine A 2A receptor (A2AR). 1 Although A2ARs are rich in the basal ganglia and poor in other regions, [ 11 C]TMSX binds to not only classical A2ARs but also atypical sites. Therefore, it is difficult to find a reference region. In previous studies with arterial input function, we selected the centrum semiovale (CSO) as a reference region. 2, 3 The purpose of this study was to investigate the availability of graphical analyses for human [ 11 C]TMSX studies with region of interest (ROI) analysis. Methods: Seven healthy subjects were included in this study. The average dose was 570 ± 86 MBq and the specific activity was 39±21 GBq/mmol. Dynamic PET scans were acquired for 1 h with a SET-2400W (Shimadzu, Japan). A total of 25 ROIs was manually delineated on the summed PET image: CSO (reference), anterior and posterior putamen, caudate, midbrain, posterior cingulate, cerebral cortical areas, and cerebellum. The regional time-activity curves (TACs) were analyzed using one-and two-tissue compartment models (1T, 2T), Logan graphical analysis (LGA) and multilinear analysis (MA1) with a metabolite-corrected input function. TACs were also analyzed using reference Logan graphical analysis (LGAR). The clearance rate constant of the reference region (k 2 0 ) for LGAR was fixed to be 0.12 min À1 , the mean value from the 1T model. For all graphical methods, t* was set to be 20 mins postinjection.
Results: Metabolism of [ 11 C]TMSX was very slow with parent fraction of 0.98 ± 0.01 at 3 mins and 0.92 ± 0.05 at 60 mins. The ROIs were well described by 2T model with a constraint of V ND from the 1T estimation of CSO. The values of V T ranged from 0.58 ± 0.16 (CSO) to 1.25 ± 0.29 mL/cm 3 (anterior putamen), with K 1 values of 0.068 ± 0.014 to 0.30 ± 0.07 mL/min/cm 3 . The estimated V T of graphical analyses and 2T matched well (V T (LGA) = 0.99 V T (2T) + 0.01 (r 2 = 0.99), V T (MA1) = 1.01 V T (2T) + 0.01 (r 2 = 0.99)). The estimated V T in CSO was 5% higher in graphical analyses than in 1T model. As a result, the estimated BP ND of LGA and MA1 showed smaller values compared with compartment model analysis (BP ND (2T) = 0.83BP ND (MA1) + 0.06 (r 2 = 0.92)). The LGAR provided similar results (BP ND (LGAR) = 0.99BP ND (MA1)À0.01 (r 2 = 0.99)). Conclusions: All graphical analyses provided similar estimates of V T and BP ND for ROI curves. This study suggests that LGAR is available for quantification of [ 11 C]TMSX ROI analysis. The difference of BP ND values in graphical analyses and compartment analysis is due to the estimates of V ND value. The suitability of CSO as a reference region should be further investigated and the noise-reduction method is required for LGAR imaging.
Background and aims: Quantitative analysis of amyloid imaging agents may be necessary for assessment of the longitudinal changes in amyloid deposition and effects of anti-amyloid therapy on brain amyloid deposition in patients with Alzheimer's disease (AD). The 2-tissue compartment 4-parameter (2T-4k) model analysis of reversible ligands, however, needs long scanning period such as 90 to 120 mins. It is often difficult to perform PET scans without head movements in such long scanning period and measure the plasma input function accurately with carbon-11 labeled ligands, resulting in unstable and inaccurate estimates of parameters. In [11C] PIB PET, our simulation study showed that the brain time activity curve is almost independent on k4 during the first 30 mins, and thus k3, the bimolecule association rate (konBmax, min-1), could be estimated in the first 30 mins by three-parameters model analysis excluding k4 parameter. Deliberately ignoring k4 stabilizes k3 estimates in the first 30 mins. Here we call this method as the three-parameter estimation in the short scan-time (TPESS) method. In this study, we compared the TPESS method with the conventional 2T-4k model analysis by making k3 images in both methods. Methods: Participants were 12 patients with AD (mean age: 70.0 ± 9.6 years; male/female: 5/7; MMSE: 20.2±4.2) and age-matched 11 healthy controls (mean age: 65.2±12.4 years; male/female: 3/8; MMSE: 28.0 ± 2.2). A dose (about 370 Mq) of [11C]PIB was intravenously injected and sequential PET scans were performed for 90 mins with arterial blood sampling. Kinetics of [11C]PIB in 90 mins were analyzed using the 2T-4k compartment model analysis and the TPESS method, in which the scan duration for analysis was shortened to 30 mins. K3 values, an index of amyloid deposition, were compared between AD group and healthy control group in both methods, and SPM5 analysis was performed.
Results: There was the extensive increase in k3 values in AD compared with normal controls both in the 2T-4k model analysis and the TPESS method (P < 0.01, FDR corrected). The increase in k3 was more extensive and significant in the TPESS method. Mean cortical k3 values in control and AD groups were 0.0238 ± 0.0077 and 0.0414 ± 0.0273 in the 2T-4k model analysis, and 0.0125±0.0034 and 0.0263±0.0089 in the TPESS method respectively. Conclusions: The TPESS method yields similar SPM analysis results as in 2T-4k compartment model analysis. This TPESS method is timesaving and thus applicable to clinical AD research. F]FHVA, which can diffuse out of brain tissue. In other hand, several approaches has been proposed to analyze [ 18 F]Fdopa PET data to obtain kinetic macro-parameters such as K, V d , and k loss which represent the net kinetics of [ 18 F]F-dopa as above. 1, 2 It was reported that reduction for dopamine storage and acceleration for dopamine metabolism to DOPAC and HVA occur in brain of patients with Parkinson's disease. 3, 4 According to these findings, we hypothesized that the parameter sensitive to the storage reduction and metabolic acceleration might be a good index for diagnosing Parkinson's disease. For the evaluation of sensitivity for estimated macro-parameter to change for dopamine storage and metabolism, we simulated the tissue time-activity curves (TACs) under variable change in dopamine storage or metabolism using a model describing the detail pathway of dopamine kinetics in tissue involving storage to the vesicle and metabolism to DOPAC and to HVA (Figure) . We estimated macro-parameters from these TACs by conventional analytical methods and evaluated sensitivity of these parameters. Methods: First, we generated a standard TAC as normal condition, which mimics actual striatal TAC obtained by 120 mins [ 18 F]F-dopa PET scan in normal monkey (macaca fascicularis, body weight:3.8 kg). Input function for F-dopa and OMFD obtained from blood sampling and metabolite analysis were used. Second, we simulated TACs with increasing or decreasing rate constants for dopamine storage (k 7 ) or metabolism to DOPAC (k 9 dopac ). Third, simulated TACs were analyzed by conventional graphical analysis, Patlak and Logan analysis, and multilinear method proposed by Kumakura et al. 2 Finally, for evaluation of sensitivity, difference between macroparameters for a standard and altered TAC, which is defined as %change, were calculated. Results: In case to decrease k 7 or increase k 9 dopac , %change of k loss estimated by the multilinear method was the largest among the macro-parameters (64.4% for k loss and 21.6 to 37.2% for other parameters in case that k 7 decrease by 80% to standard condition). Conclusion: Our results suggest that k loss estimated by the multilinear analysis has better performance to detect changes in dopamine storage and metabolism sensitively than other macro-parameters. These findings agree with those in previous clinical study in Parkinson's disease. 2, 5 ment reversible model is generally impractical, because the computation is time consuming and parameter estimation is uncertain due to excessive number of parameter. In this study, pre-equilibrium phase, where tissue time-radioactivity curve (TAC) is almost independent of k4, was appropriately extracted from total dynamics of reversible tracer. Time-radioactivity data was then analyzed by NLS analysis with three-parameter to precisely determine k3 value, which is of greatest physiological interest. Methods: The properties of this method were explored by Monte-Carlo simulation. To reflect the real situation, parameters and input function referred the experimental results of [ 11 C]Pittsburgh Compound-B (PIB), the ligand for beta-amyloid imaging, in human study. Here, partial diiferential derivative of TAC with respect to each parameter was defined as the sensitivity of parameter. Difference (delta) was practically used in place of partial differentiation, and squares residual error was remarked, since the NLS algorithm includes the minimization of sum of squares error. Figure shows the sensitivity curve representing squares residual of TAC, (delta TAC) 2 with respect to delta k for typical TAC of [ 11 C]PIB. Our method requires time reduction in data analysis for the contribution of k4 in TAC to be ignored. However, analysis time must be long enough for precise k3 estimation. Considering this trade-off based on sensitivity curve, the appropriate preequilibrium phase was determined. The time length necessary for this situation is about 30 mins. Results: In the simulation, k3 values were precisely calculated by early phase analysis with CV of 5 to 10%. Significant minus-bias of around À30% (À25% to À35%) that related to disregard of k4 was shown in k3 estimates. Nevertheless, the underestimates were comparable in degree, across 1 order of magnitude of k3 values, from 0.010 to 0.100 min À1 . Additional examination of k3 change in the clinical follow-up study showed relatively small bias in the ratio of k3 change (0 to À20%) compared to those in k3 value itself. Once the method was developed, it was pilot tested on the study with [ 11 C]PIB. Conclusions: In the pre-equilibrium phase analysis, the advantages of precise k3 measurement and significantly shortened scan duration time were provided by giving up the calculation of k4 that is rather of little interest and is essentially difficult to quantify. The new method includes the optimization of time range for k3 estimation, referring to the sensitivity curve. Though this method is more suitable for the reversible tracer with relatively small k4, many reversible tracers are applicable to this method.
Evaluation of sensitivity of kinetic macro-parameters to changes in [ 18 F]fluorodopamine storage and metabolism in the striatum
Modeling blood/tissue transfers at the voxel scale for blood flow quantification with PET
I. Billanou 1 , S. Lorthois 1 , M. Quintard 1 
and P. Celsis 2
Objectives: The current practice for analyzing dynamic PET scans is based on compartmental models, which relate the kinetics of the measured activity and the function under study. 1 In particular, cerebral blood flow modifications during activation studies are determined by considering two well-mixed compartments: an arterial compartment (AC) and a tissue compartment (TC). The Renkin-Crone theoretical description of the exchange between these two compartments, which introduces kinetic rate constants related to the flow rate, considers one single capillary and its surrounding tissue, modeled as two coaxial cylinders (Krogh cylinder). The obtained rate constants, which implicitly describe exchanges at local scale, are nevertheless used in the compartmental model to describe exchanges between AC and TC at the voxel scale, i.e. macroscopic scale. Moreover, the compartmental approach is based on extremely simplifying assumptions. For example, axial diffusion (concentration gradients in the longitudinal direction) is neglected. The limits of the compartmental approach have been recognized and may explain some illogical results obtained by PET. 2 In this context, our goal is to propose an improved kinetic model for diffusible tracers (H 2 O 15 PET) valid at the voxel scale. Methods: Based on the Krogh cylinder geometry, we use the volume averaging method 3 to obtain the Figure  coefficients describing the blood/tissue exchange at the voxel scale, accounting for axial diffusion. In other words, the purpose is to replace, in the usual compartmental model, the tissue compartment (which also includes microciculation) by a fictitious homogeneous compartment ( Figure 1A) . The validity of this approach is tested by comparisons with complete solutions of the transport equations at capillary scale using numerical simulations. Results: Figure 1B displays the concentration field of H 2 O 15 in a 10 mm diameter capillary and its surrounding tissue at the beginning and end of injection, and 0.034 secs after the end of injection (clearance) for a Gaussian bolus of H 2 O 15 injected at the capillary inlet. The results highlight the presence of nonnegligible longitudinal gradients. When averaged over a cross section, the longitudinal evolution of these concentration fields are correctly described by the volume averaged model.
Conclusions:
The blood/tissue transfers at the voxel scale are properly described by this model. Its relevance for PET in comparison with the classical approach will be discussed. Objectives: [ 11 C]MPDX is a clinically available radioligand for quantification of the adenosine A 1 receptor (A1R), 1 and its kinetic analysis was reported. 2 The purpose of this study was to investigate an applicability of simplified graphical algorithms for human studies based on ROI analysis. Methods: Six normal subjects were included in this study. The dose was 610 ± 126 MBq, and the specific activity was 53 ± 37 MBq/nmol. Dynamic PET scans were performed for 1 h using SET-2400W (Shimadzu, Kyoto, Japan) in two-dimensional mode with arterial blood sampling. A total of 24 ROIs was placed manually on the summed images: cerebellum (reference), pons, midbrain, caudate, putamen, thalamus, posterior cingulate, and frontal, temporal, occipital, and parietal lobes. The ROI-averaged tissue time activity curves (tTACs) were analyzed using five algorithms: one-and two-tissue compartment models (1T and 2T), Logan graphical analysis (LGA), and a reference LGA with or without a clearance rate of a reference region (k 2 ) (LGAR-k2 and LGAR-Nok2). 3 For LGAR-k2, the k 2 in a reference region was derived from the cerebellum using 1T. All graphical analyses were applied after 20-mins post-injection. Results: The metabolism of [ 11 C]MPDX was slow; the parent fraction was 0.74±0.07 at 60 mins after injection. The tTACs were well described using 2T with a constraint of V ND that was estimated from the reference region using 1T. The values of V T and K 1 ranged from 0.52 ± 0.11 (cerebellum) to 0.72 ± 0.13 mL/cm 3 (posterior putamen) and from 0.10 ± 0.03 (cerebellum) to 0.13±0.04 mL/min/cm 3 (posterior putamen), respectively. The k 2 in reference regions were (0.45 ± 0.11 min À1 ). The kinetics in reference regions was described using 1T model, and 2T fitting could not give us reasonable V ND , V ND (1T) = 0.98 Â V ND (LGA)0.06 (r 2 = 0.96). In the graphical analyses, BP ND using the simplified algorithms of LGAR-k2 and LGAR-Nok2 matched well with those using LGA: BP ND (LGAR-k2) = 0.99 Â BP ND (LGA) + 0.01 (r 2 = 0.95) and BP ND (LGAR-Nok2) = 0.96 Â BP ND (LGA)0.01 (r 2 = 0.94). Conclusions: Both the simplified algorithms based on Logan graphical analysis without an arterial input function provided corresponding BP ND with those of LGA using an input function in ROI-based analysis. These results implied that LGAR-Nok2 was applicable for the quantification of A1Rs using [ 11 C]MPDX. A new graphical plot (nGP) was recently proposed to quantify tracer kinetics that attain equilibrium relative to plasma input as tZt* in radioligand receptor dynamic PET studies. 1 Objectives: The objectives of the study are:
Simplified quantification of adenosine
A consistent graphical analysis method to quantify non
(1) to extend the nGP for quantification of nonequilibrium tracer kinetics relative to plasma input and
(2) to evaluate the extended nGP method by human dynamic PET studies.
Methods: A bi-graphical plot (BiGP), consisting of the Patlak plot and the nGP, was first derived to estimate distribution volume (DV 
