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If X is a von Neumann algebra on the Hilbert space H with a separating 
vector x in H we show that there is a one-to-one correspondence between the 
family of finite von Neumann subalgebras of .A and certain projections P(A, X) 
in 1(H), which we explicitly characterize in terms of A and X. If URI itself is 
finite with x a trace vector for A, the family of projections P(,,V, x), is closely 
related to the conditional expectations of A onto the various von Neumann 
subalgebras of A leaving the trace w2 /d invariant. 
1. INTR~DUOTI~N 
Let A be a von Neumann algebra acting on the Hilbert space H with a 
separating vector x E H, i.e., Mx = 0 for M CA implies M = 0. In [19] and 
[ 161 it was shown that there is a one-to-one correspondence between the family 
of abelian von Neumann subalgebras of JY and a family of orthogonal projec- 
tions Q(.AY, x) in a(H) characterized by the property that q EQ(A%‘, x) i f f  
x E range(p) and q.A”q is a commutative family of operators. 
The program of this paper is to prove a more general result which also wil1 
give additional information about the correspondence alluded to above. Specif- 
ically, we establish a one-to-one order-preserving correspondence between the 
family of finite von Neumann subalgebras of .M and a family of orthogona1 
projections P&d?, x) in g(H) characterized by the property that p E P(di’, x) i f f  
.x E range(p) and@p generates a finite von Neumann algebra with a separating 
vector on p(H) (Theorem 4.3). The crucial lemma in proving this result is 
stated in Theorem 4.1 and seems to be of some interest in itself. The projections 
Q(.M, x) referred to above is a closed subfamily of P(.A’, x) in the strong- 
operator topology. 
We proceed to show that in case .M itself is a finite von Neumann algebra 
with x a separating trace vector for A?, the family of projections P(.N, x), which 
* Some of these results are contained in the author’s doctoral dissertation at the 
University of Pennsylvania in 1973. The author wishes to express his sincere appreciation 
to Professor S. Sakai, under whose direction the thesis was written. 
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then will be strong-operator closed, is closely related to the family a(.&) of 
conditional expectations of ..4Z onto the various von Neumann subalgebras of .4! 
which is preserved by the faithful trace wz 1; . In fact, if we endow @(&) with 
the topology of pointwise convergence in the strong-operator topology it becomes 
homeomorphic with P&h’, x) in the strong-operator topology (Theorem 
5.8). Furthermore, if we restrict ourselves to subalgebras containing the center 
of JZ this topology is independent of the particular trace vector x. Endowing 
P(Af, x) and the unitary group 9 in &! with the strong-operator topology we 
organize (4?, P(.M, x)), and hence (4Y, (P(.&)), ’ t m 0 a topological transformation 
group (Theorem 5.5). We also show that for JZ finite the projections P(J%, x) 
are closed under intersection for x any separating vector for J! and we give a 
counterexample to show that this is not true if& is not finite. 
In trying to prove the results quoted we are faced with the following (profound) 
question: For @ a von Neumann algebra on H, and x a vector in H, does each 
vector z in [S&c] have the form TX, T being a closed densely defined operator 
affiliated 9 (cf. Definition 2.1) ? A partial and extremely useful answer was 
obtained by Murray-von Neumann [12, Lemma 9.2.11: An arbitrary vector z 
in [S&z] has the form x = BTx, where B is a (bounded) operator in C3? and T 
is a closed densely defined operator affiliated 9’. We call this result the “BT- 
theorem” and the first, when valid, the “T-theorem” (with respect to x). It 
turns out that for finite von Neumann algebras the T-theorem holds; in fact, the 
validity of the T-theorem with respect to all y in [X] is equivalent to [S&V] 
being a finite projection in w’ (cf. [8]). 
The T-theorem for finite von Neumann algebras will follow as a corollary 
of the BT-theorem and the theory of closed densely defined operators affiliated 
with a finite von Neumann algebra as developed by Murray-von Neumann [12] 
(cf. also [18]). W e will sketch the main features of that theory since we make 
extensive use of it in proving our results and since it will make this paper more 
self-contained. 
2. NOTATION AND PRELIMINARIES 
By a von Neumann algebra W acting on the (complex) Hilbert space H we 
mean a self-adjoint algebra of operators W in B(H), the bounded operators on H, 
that contains the identity operator on H and is closed in the strong-operator 
topology. By the von Neumann Bicommutant Theorem we have W = W”, 
where we denote by gF’ the set of operators in 9’(H) commuting with a family 9 
of operators in S?(H). 
We use the symbol (e, *) to denote the inner product in H. By a projection 
in B(H) we will always mean an orthogonal projection. If p and CJ are projections 
in a(H) onto the closed subspaces E and F, respectively, we denote by 
p v q( p A 4) the projection onto the subspace E v F(E n F), where E v F 
is the smallest closed subspace containing E and F. 
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If A is a subset of a topological space we denote by 2 the closure of A. Let X 
be a subset of the Hilbert space H and let 9 be a family of operators in 9?(H). 
Then we write [.FXl for the closure of the linear span of {Fx j FE SF, x E X}. 
In particular, if X consist of one point x and 9 is a linear family of operators 
then [F-,1 = {Fx 1 FE 9}. W e will interchangeably use the notation [FX] for 
the orthogonal projection onto the closed linear subspace [Xl. It will be clear 
from the context what we mean in each case. The range projection of an -- 
operator A in B(H) is the projection onto the subspace [A(H)] = range(A). If A 
is in the von Neumann algebra W then the range projection of A will be in 9. 
If x E H we denote by w, the positive linear functional on g(H) defined by 
A + (Ax, x). We denote by wy II the restriction of wz to 9. 
Throughout this paper concepts and results from the theory of von Neumann 
algebras and C*-algebras will be used quite freely. Our general references are 
the two books by Dixmier [3, 41. 
We now introduce some terminology and definitions that will be useful in 
the next section. By the term “operator” we will mean a linear mapping T 
defined on a dense linear manifold LB(T) of the Hilbert space H and with range 
W(T) in H. If TI and T, are two operators we write TI C T, if 9( TI) C B( T,) 
and TI and T, agree on Z@(T,). We write TI = T, if 9(T,) = 9(T,) and TI 
and T, agree on their common domain of definition. 
If S and T are two operators with domains of definition 9(S) and 9(T), 
respectively, then by definition 9(S + T) = 9(S) n 9(T) and (S + T)x = 
Sx + TX for x E 9(S + T). Also, z%(ST) = (x E H 1 x E 9( T), TX E 9(S)} and 
(ST)x = S(Tx) for x Ed. It may well happen that Q(S + T) (or Q(ST)) 
is not a dense set in H and hence S + T (or ST) is not an operator according 
to the definition we have adopted. However, as we see in the next section, these 
difficulties evaporate when we deal with operators affiliated with a finite von 
Neumann algebra. 
DEFINITION 2.1. Let JY be a von Neumann algebra on H. Let T be an 
operator in H. Then T is afiliated with .&; in symbols T+Z, if M’T C TM’ 
for every 111’ E A’. This is equivalent to U’T = TU’ for every unitary operator 
U’ in .K. 
We notice that if T is bounded with 9(T) = H then T+I is equivalent to 
TEA. 
DEFINITION 2.2. Let T be an operator in H. The graph of T is the linear 
subset of H x H defined by 9(T) = {(x, TX) / x E B(T)}. We say that T is 
closed if 9(T) is a closed set in H x H. We say the T is closable with closure T if 
the closure of 9(T) defines an operator T in H. 
Remark. It is a simple observation that T is closed if and only if x, 4 x, 
TX, --+ y for {x,} in .9(T) implies x E 9(T) and TX = y. Hence if T is closed 
and bounded then 9(T) = H and so T E a(H). 
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DEFINITION 2.3. The operator T is said to be symmetric if (TX, y) = 
(x, Ty) for every pair of points x, y in .9(T). A symmetric operator T is positive 
if (TX, x) > 0 for all x E 9(T). If T = T* we say T is self-adjoint, where 9( T*) 
consists of those y in H such that x + (TX, y), x E 9(T), is a bounded linear 
functional and T*y is defined by the equation (TX, y) = (x, T*y), x E 9(T). 
Remark. It is easily seen that a self-adjoint operator is closed and has no 
proper symmetric extensions [7, Chap. XII]. 
We state the following well-known theorems about closed unbounded 
operators, referring to [7, Chap. XII] for proofs. 
Spectral resolution. Let T be a self-adjoint operator in H. Then there is a 
uniquely determined regular countably additive projection-valued measure E 
defined on the Bore1 sets of the real line and related to T by the equations 
and 
9(T) = /LX / x E H, 1-1 A2(E(dA) x, x) < CD/ 
TX = lim 
s 
11 A(E(dA)x), x E 9(T). 
n+-= -n 
Polar decomposition. If T is a closed operator in H then T can be written 
in one and only one way as a product T = PA, where P is a partial isometry --- -- 
whose initial space is range(T*) and whose final space is range(T), and A is a -- -- 
positive self-adjoint operator such that range(A) = range( T*). 
Remarks. It is easy to verify that if T is a self-adjoint operator and k! is a 
von Neumann algebra then T7& if and only if the range of the projection- 
valued measure E in the spectral resolution of T is in k’ [7, Chap. XII]. We 
also have that if T is a closed operator with polar decomposition T = PA then 
T7& if and only if P E J? and A7& [12, Lemma 4.4.11. From these two 
observations it follows that if T is a closed operator affiliated with a von Neumann 
algebra A, and x is in 9(T), then we can find a sequence of (bounded) operators 
(M,} in .M such that TX = lim, M,x. 
In the next section we consider finite von Neumann algebras, i.e., those von 
Neumann algebras where the only isometries are the unitary operator. This is 
equivalent to the existence of a faithful center-valued trace (cf. [3, Chap. III, 
Sect. 81). 
3. OPERATORS AFFILIATED A FINITE VON NEUMANN ALGEBRA 
This section contains the basic material for proving our results. We first prove 
two simple lemmas that we need. 
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LEMMA 3.1. Let T be an operator in H afiliated A, where JZ is a van Neumann 
algebra acting on H. Assume T has a closure T. Then TM. 
Proof. Let y E 9(T). Then there is a sequence {x,} in .9(T) such that x, -+ y 
and TX, -+ z = Ty. Now let M’ E &?I. We have M’Tx, = TMx, for each n. 
Also M’x, + M’y and TM’x, -+ M’z. Since {M’x,} C 9(T) we have M’y E 9( T) 
and i%J’y = 111’~ = M’Ty. This shows that M’T C TM’ and so T+&?. 
LEMMA 3.2. Let T be a closed operator in H affiliated with both JY~ and dz , 
where J&‘~ and &!z are von Neumann algebras on H. Then T&&II n AZ>. 
Proof. We have {A1 n .&?,}’ = {&‘r’ u JZ~‘}“. We observe that AT C TA 
for any A in the *-algebra G! generated by &r’ u AZ’. Let M’ E (.4Z1 n J&‘~>‘. 
Then there exists a net {A,) in r5Z converging to M’ in the strong-operator 
topology. Let x E 9( T). Then A,Tx = TA,x for each LY. Now A,x -+ M’x and 
A,Tx -+ M’Tx. Since T is closed we get that M’x E B(T) and TM’x = IM’Tx. 
Hence MT C TM’ and so Tq{dZ1 n .A?&. 
Much of the difficulty in manipulations with unbounded operators lies in the 
unrelatedness of the domain and range of one such operator with the domain 
of another. When we know that these sets have “many” vectors in common, 
much of the difficulty disappears. It turns out that in the case where & is a 
finite von Neumann algebra the closed operators affiliated with JY can be 
manipulated in much the same way as bounded operators. The key lemma to 
this effect is [12, Lemma 16.2.31, where finite factors are considered. By a slight 
generalization the nonfactor case is settled in [18, Theorem 31. Specifically, 
Murray and von Neumann call a dense linear manifold K in the Hilbert space 
H “essentially dense” with respect to the von Neumann algebra .& if K contains 
the union of an ascending sequence of closed linear manifolds whose projections 
belong to A. We state the basic result: Let &! be a finite von Neumann algebra 
on H and let K be essentially dense with respect to JX. If T is a closed operator 
a@iated with &I then the set {x E H 1 x E 9( T), TX E K} is essentially dense with 
respect to &‘. For the proof one utilizes the existence of a center-valued dimension 
function for J&Y (or a center-valued faithful trace for A). Using this basic result 
one can show that closed operators affiliated with .,&Y can be added, multiplied, 
adjoints taken, and the resulting operators will have essentially dense domains of 
definition and will be affiliated with .&‘. In addition they will be closable and 
their closures will, by Lemma 3.1, again be affiliated with& (cf. [IB, Theorem 41). 
We need one final result in dealing with closed operators affiliated with a 
finite von Neumann algebra. The key lemma is [12, Lemma 16.4.11 (or [18, 
Theorem 51) which effectively says that a closed symmetric operator affiliated 
with a jkite von Neumann algebra is self-adjoint (see Definition 2.3). 
This is proved by application of von Neumann’s elegant extension procedure 
for symmetric operators using the Cayley transform of an operator [14]. 
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Applying the lemma just cited Murray and von Neumann proved the following 
maximality theorem [12, Lemma 16.4.21 (cf. also [18, Corollary 5.11): 
Let T, and T, be two closed operators that are aflliated with a$nite von Neumann 
algebra. If T2 is an extension of Tl then T, = T, . 
We need the following corollary of this result, which we state as a lemma. 
LEMMA 3.3. Let A be a Jinite von Neumann algebra on H. Let S and T be 
two closed operators that are afiltkted with A. If S and T agree on a dense set in H 
then S = T. 
Proof. Form the operator S - T. By the preceding discussion S - T will 
be closable [18, Theorem 41 and this closure must clearly be equal to 0 as S - T 
is zero on a dense set in H by hypothesis. Hence S and T agree on .9(S) n 9(T). 
Set 
As V C S, V C T, and S and T are closed operators, we get that V is closable 
with closure 7 and both S and T are extensions of i? It is easily verified that V 
is afiiliated with .& and by Lemma 3.1 we get VT&. By the maximality theorem 
above we conclude that S = v = T. 
By using the results established above it is now straightforward to show that 
the family of closed unbounded operators affiliated with a finite von Neumann 
algebra form a *-algebra, where the closures of S + T and ST are defined to be 
the sum and product of S and T, respectively, in this algebra. The *-operation 
is the usual one (cf. [12, Theorem XV, Chap. XVI; 18, Corollary 5.21). 
The following lemma is a version of the BT-theorem that we alluded to in 
the Introduction. Taken together with the theory we have just outlined, we get 
as a corollary the T-theorem for finite von Neumann algebras. 
LEMMA 3.4. Let 9 be a vou Neumann algebra acting on the Hilbe-rt space H 
and let x E H. If I E [&‘x] there are operators V, B in W, V being self--adjoin& 
and a vector y in [99x] orthogonal to the null space of V such that Vy = x, By = z. 
Proof. Without loss of generality we may assume that /I x I( = I/ a 1) = 1. 
Since z E [9x] there are operators {T,} in W such that Cl,=, T,x = I and 
11 T,x 1) < 4-“. If Hn2 = I + &, 4”Tk*Tk then {H,“) is a monotone increasing 
sequence of positive invertible operators in W. H, is the positive square root 
(in W) of Hn2. Recall that if J and K are positive invertible operators such that 
J < K, then K-l ,( J-t [4; p. 151. Hence {Hi’} is a monotone decreasing 
sequence of positive invertible operators tending in the strong-operator 
topology to some operator. Thus {Hi’} = {(H~~)l/z} tends strongly to some 
positive operator V in W since each real-valued continuous function on the real 
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line is strong-operator continuous on bounded sets of self-adjoint operators [ 111. 
In this casef(t) equals 0 for t < 0 and N2 for t > 0. Note that 
II Hnx /I2 = (Hn2x, x) = (x, x) + 2 4k II T,p II2 < 1 + f 4-k < 3. 
k=O P=O 
Thus the sequence {H,,x) lies in the ball of radius 3112 in H which is a weakly 
compact set in H. Hence some subnet {H,p} converges weakly to a vector y’ 
in H. Clearly y’ E [9&c]. We assert that Vy’ = x. In fact, let E > 0 and a vector 
w in H be given. There is a positive integer N such that [I H;‘w - VW I/ < c/6 
if n 3 N and I(H,,x - y’, VW)] < r/2 if n’ > N. Then with n’ 3 N, 
I(H,,x, VW) - (H,,x, H;:w)I = j(H,,x, VW) - (x, w)! 
< II H,,,x II II VW - H;:w II 
< 46 II f&,x II G 42. 
In addition, /(y’, VW) - (H,,x, VW)/ < e/2 so that \(y’, VW) - (x, w)l < E, 
i.e., ](Vy’ - x, w)l < c. Thus (Vy’ - x, w) = 0 for all w and hence Vy’ = x. 
For fixed n and m 3 n we have 
0 < 4”H;lT,*T,,H-l m d Hi1 (,fo 4”T,*T,) f&G,’ 
= I+~4"T,*Tk)+2(~oBT,*T,)(I+ ~04kTk*Tk)+2 
(We have used that if A < B then C*AC < C*BC for any operators A, B, and 
c [4, p. 141.) 
Since H;l-+ V in the strong-operator topology, we have 0 < 4” VT,* T, V < I. 
Thus 2” ]j T,V I] < 1 and so )I T,V II < l/2”. 
Thus Cl, T,V converges in the norm topology to an operator B in @. 
Hence z = CL, T,x = alto T,Vy’ = By’. Replacing y’ by its projection y 
on the orthogonal complement of the null space of V we have Vy = x and 
By = C;‘, T,Vy = z. 
Since the projection Q on [9k] is in 9’ and y’ E [9x], it follows that y E [g’x]. 
In fact, let p be the projection onto the null space of V. Then p E W and y = 
(1 -P)Y’ = (1 -P)4Y’ = 4(1 -P>Y’E VW* 
This concludes the proof. 
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COROLLARY 1 (BT-theorem). Let 9 be a won Neumann algebra on H and 
let x be a vector in H. If x E [Sex] there is an operator B in 92 and a closed (densely 
defined) operator T afiliated with 9 such that x E 9(T) and z = BTx. 
Proof. Let B, V and y be as in the lemma. Let p be the range projection of 
the operator V, i.e., p is the projection onto H1 = [V(H)]. Then p is in W and 
we have null(V) = range( Y*)l = range(V)‘- = HXi. In particular, y E H1 . V 
restricted to H1 is a one-to-one mapping of HI onto the dense linear 
manifold V(H,) = V(H) in H1 . Define T to be the operator in Hwith domain 
of definition 9(T) = V(H,) @ H,I and T( Vh, @ h,) = h, ; h, E HI , h, E H,l. 
It is a routine matter to verify that T is a closed densely defined operator in H 
that is affiliated with 9’. Since Vy = x E H1 we have have x E g( T) and TX = y. 
Thus BTx = By = x. 
COROLLARY 2 (T-theorem). Let R be a$nite won Neumann algebra on H and 
let x be a vector in H. If x E [92x] there exists a closed (densely defined) operator T 
afiliated with R such that x E 9(T) and TX = x. 
Proof. As an immediate consequence of Corollary 1 and the theory outlined 
above of operators affiliated with a finite von Neumann algebra. Specifically, 
the operator BT in Corollary 1 has a (densely defined) closure which is affiliated 
with W. 
We end this section by stating a theorem about finite von Neumann algebras 
referring to [13; 17, Proposition 2.9.21 and [3, Chap. I, Sect. 6; 3, Chap. III, 
Sect. 1; 51 for proofs. We need the following definition. 
DEFINITION 3.5. A vector x in the Hilbert space His said to be a trace vector 
for a von Neumann algebra W on H if x is separating for W and (ABx, x) = 
(BAx, x) for all A and B in W. In other words, wy jt& is a faithful trace on W. 
THEOREM 3.6. If 9 is a finite won Neumann algebra acting on H with a cyclic 
and separating vector in H then w’ is finite, and there is a vector x in H which is a 
cyclic trace vector for W. Then x is also a trace vector for 9’. For each A in W 
there is a unique A’ in 92’ such that Ax = A’x. The mapping A -+ A’ is a *- 
antiisomorphism of W onto w’. The cyclk and separating vectors for W coincide. 
4. MAIN RESULTS 
We state and prove a theorem that will be crucial in what follows and which 
seems to be of some independent interest. 
THEOREM 4.1. Let &Y be a won Neumann algebra on H with a separating 
vector x in H. Let .k” be a finite won Neumann subalgebra of A. If ME JY and 
Mx E [Jx] then ME JV. 
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Proof. By the T-theorem for finite von Neumann algebras (Corollary 2 to 
Lemma 3.4) we have Mx = TX for some closed operator T affiliated with JI/‘. 
Now N’T C TN’ for each N’ in X’ and so, in particular, we have, since .&‘I C JV’, 
MM’x = M’Mx = M’Tx = TM’x 
for each J!i’ E k”. Thus T and M agree on the set {.Xx} which is dense in H 
since x is separating for JZ, hence cyclic for A’. Since M is bounded 
and T is closed we must have 9(T) = H and M = 7’. Also 7’7.k” implies 
TE./V. So ME&‘-. 
DEFINITION 4.2 Let &! be a von Neumann algebra on the Hilbert space H 
with a separating vector x in H. Let p be a projection in 9(H) (not necessarily 
in JZ’ or J-P!) such that 
(i) x E range(p) = p(H). 
(ii) pd’p generates a finite von Neumann algebra 9 on p(H) such that 9? 
has a separating vector. 
Then we say p is a Jinite projection associated with J@ and x. We denote these 
projections by P(&!, x). 
Remark 1. Let p E: P(&, x) and let W be the von Neumann algebra generated 
by P~‘P on p(H). S ince x is separating for A, hence cyclic for JY’, it follows 
that x is cyclic for 9. Now the cyclic and separating vectors for W coincide 
since 9? is a finite von Neumann algebra (Theorem 3.6). Hence x is a separating 
vector for 9. 
Remark 2. An important subfamily of P(&, x) is Q(J!, x) characterized 
by the property that q E Q(&, x 1 ) ‘ff x E range(q) and q&q is an abelian family of 
operators. Indeed, if q E Q(.M, x) then q&“q generates an abelian, hence finite, 
von Neumann algebra %? on q(H). Since x is a cyclic vector for V it follows that 
@ is maxima1 abelian in 99((H)), i.e., V = V [3, Chap. I, Sect. 61. So x is 
separating for ‘Fe. 
THEOREM 4.3. Let &’ be a von Neumann algebra on H with a separating 
vector x in H. Then there is a one-to-one correspondence between the family F(d) 
of Jinite von Neumann subalgebras of & and the family of projections P(Jft’, x) 
deJned in DeJinition 4.2. Speci&xlly, ;f JV E F(A) then Jf corresponds to the 
projection p. v in P(.J?, x) whose range is [JVX] and we have .K = {&l’ u px}‘. 
Also, JV is *-antiisomorphic to the von Neumann algebra generated by p~-.&‘px on 
[JVX]. This correspondence preserves ordering, i.e., .J C .&‘ZZ for Nl , ~4$ E F(A) 
if and on& if~,+-~ < px,. Moreover, if.J , .X2, & E F(A) such that Ml u J’ZZ C A’ 
then P.,Y,w., = PM, A P.N-~ - 
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Proof. Let JV be a finite von Neumann subalgebra of M and let p&- be the 
projection onto [Xx]. Thenpx E Jlr’ and the central carrier ofp, is the identity 
operator on H since x is cyclic for A’, hence cyclic for &‘, and so X is *- 
isomorphic to the von Neumann algebra XpM on [Jv;E] (cf. [3, Chap. I, Sects. 
1 and 21). Now x E [Xx] is separating for MpN . In fact, let NE JV and let 
NPJ-x = Nx = 0. Then N = 0 since x is separating for JZ and so JV~~ = 0. 
Clearly x is cyclic for JVPJ and so x is separating for (Xpx)‘. Now 
and since (&‘p,)’ is a finite von Neumann algebra (Theorem 3.6) it follows that 
pM&‘px generates a finite von Neumann algebra 9 on range( pM) = [Mx]. 
Clearly x is separating for 9. So px E P(d, x). Note that x is cyclic for 9. We 
shall prove shortly that 9 = (JV~~)’ and so X is *-antiisomorphic to W by 
Theorem 3.6. 
Now let N1 , Ju; EF(.&). Then obviously Ju; C Ma implies pJr, < pMz . 
On the other hand, assume pX1 < px, . Then for Ni E Jv; we have Nix E 
C44 C L44 an d so Ni E Xs by Theorem 4.1. Hence Jv; C N, if and only 
if pxl < pxz . This proves that the mapping JV -+ pi = [&xl is a one-to-one 
order-isomorphic map of&&) into P(JX, x). We also have that if .M E F(M) and 
pxM = Mpx for M E J? then M E .K. In fact, Mx = M~J-x = p~Mx E [h”x] 
and so M E JV by Theorem 4.1. Hence we have Jlr = J? n {PM}’ k {M’ u px}‘. 
Let us return to the situation above where JV EF(&) and 9 is the finite 
von Neumann algebra generated by p~&‘p~ on range( px) = [JVX]. W is a 
subalgebra of the finite von Neumann algebra (xp~)’ on [Xx] and both have 
the cyclic and separating vector x E [Xx]. By what we have just proved this 
implies 9 = (.Mpx)’ and so JV is *-antiisomorphic to W. 
Next we prove that if p E P(A, x) then there exists J EF(&!) such that 
p = px = [Mx]. Indeed, define X = {vai’ u p>‘. Then J” is a von Neumann 
subalgebra of d and alsop E J’. By [3, Chap. I, Sect. 2; Proposition l] we have 
that +&‘p generates the von Neumann algebra +V’p = (Jp)’ on p(H). By 
Remark 1 preceding this theorem we conclude that (Mp)’ is a finite von Neumann 
algebra with x EP(H) a cyclic and separating vector for (Xp)‘. Hence JVP is a 
finite von Neumann algebra on p(H) (Th eorem 3.6). Now JV is *-isomorphic 
to &p since the central carrier of p E JV’ is the identity operator on H and so JV 
is finite, i.e., X E F(d). Also x is cyclic for JVP and so p(H) = [A’px] = 
[Mx] = range( Pi), hence p = PM . Thus the mapping JV -+ pM from 
F(d) to P(.dZ, x) is onto. 
It remains to show that if Mi , &‘Ya , J- EF(.M) such that Mr u Xa C X 
then PxanMi! = PxI A PA-~. Clearly PM,nxp < PN, A px2. Now let Y E 
range( p~~ A px,) = [X1x] n [~Kax]. By the T-theorem for finite von Neumann 
algebras (Corollary 2 to Lemma 3.4) there exist closed operators Ti and T, 
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in H such that T,17Jy; , T2@‘ZS , x E .9( TJ n 9( T,) and y  = T,x = T,x. 
Clearly T17@‘-, T,v,wV since N1 u .& C ..N. Let N’ E N’. Then 
TIN’x = N’T,x = N’Tg = Tflx. 
Hence TI and Tz agree on the dense set (X)x} (1 {&‘x}) in H and so TI = T, 
by Lemma 3.3. Let T = TI = T, . Then T& and T@‘II and so by Lemma 3.2 
T7(XI n &Va). By the remarks at the end of Section 2 we conclude that y  = 
TX E [(Mi n J$)x] . Hence range( pfll * P.,v,) C rang4 P.N,,wJ and so P.N+v~= 
P.,+-~ A P.,+-~. This concludes the proof of the theorem. 
COROLLARY 1. Let JI be a 0012 Neumann algebra on H with a separating 
vector x in H. Then the mapping %? -+ p, = [%x] induces a one-to-one order- 
isomorphic correspondence between the family A(.&) of abelian van Neummn 
s&algebras {V} of 4 and the family of projections $IJ&‘, x) defined above (Remark 2 
to Definition 2.2). Q(.M, ) x is closed in the strong-operator topology. %? E A(&) is 
maximal abelian in J? if and only ifpv E {JZ’ u V}“. 
Proof. It is an immediate consequence of the theorem that the restriction of 
the mapping .N E F(A) + pi E P(.M, x) to A(d) is onto Q(&, x). 
Now let (cd C &(A, 4 ad qa --+ q in the strong-operator topology. Then 
clearly q is a projection and x E range(p). Let M,‘, AZ,’ E JZ’. Then 
So q&q is a commutative family of operators and so 4 E Q(&, x). Hence 
Q(A, x) is closed in the strong-operator topology. 
Assume % E A&/I) is maximal abelian in .&. Then ..M n 59’ = V and so 
p, = [VX] E $9’ = {.M n V}’ = {A’ U U}“. Conversely, assumepV E (JY’ U U}” = 
(J% n W}‘. Since J?’ C {M u %‘I” we get (M’ u pV}” C {A n 5%“)‘. Taking 
cornmutants we have & n V’ C {..# u pu}‘. By the theorem we have V = 
{~‘~p,)‘andso%‘C&‘nV’C{~‘up~}‘=~.Hence~=~nVand 
so V is maximal abelian in .M. 
COROLLARY 2. Let &I be aJinite von Neumann algebra on H with a qclic and 
separating vector. Let .M be a van Neumann subalgebra of .M with a cyclic and 
separating vector. Then JV = A. 
Proof. Let x E H be a separating vector for .M. Then clearly x is separating 
for .M and so is cyclic for .N by Theorem 3.6. Hence x is a joint cyclic and 
separating vector for &? and .N and so [&xx] = [Nx] = the identity operator 
on H. By the theorem we have .N = &. 
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Remarks. In [IO], Kadison proved Corollary 2 using a different approach 
and he showed that the hypothesis of finiteness is essential. In fact, in the same 
paper he constructs an example of a type I factor A on a separable Hilbert 
space H with a cyclic and separating vector x and a proper type I subfactor JV 
with the same cyclic and separating vector x. Indeed, let K be a Hilbert space 
of dimension N,, . Let H = K @ K @ K and let .& = g’(K) @ a!(K) @ IK , 
Jv=&iqK)@I,@I,, where IK is the identity operator on K. Then JV is a 
proper type I subfactor of the type I factor A!. It is easy to see that A“, A’, 
A’- and Jlr’ each have cyclic vectors in H. By [6], A’, A?, A’ and JV’ have 
a joint cyclic vector x which accordingly will be jointly cyclic and separating 
for A! and A”. 
Let K, H and .A! be as above and let Jy; = G’ @ a(K) @ IK , where @is a 
maximal abelian von Neumann subalgebra of &Y(K). Then Jv; is a type I (non- 
factor) proper von Neumann subalgebra of A?. By [6] there exists a joint cyclic 
and separating vector x for A? and X1 . Moreover, every maximal abelian von 
Neumann subalgebra of Mr is maximal abelian in A’, a fact which is readily 
verified. 
EXAMPLE. In Theorem 4.3 we proved that P~,~x, = pJl A pM2 for X1, 
xS EF(&) if M1 U Ns generates a finite von Neumann subalgebra of .A’. In 
particular, if .& itself is finite this is always so. However, if .A? is infinite it is not 
true in general that pJ,-,x, = pxl A pxt for Jv; and Xs in F&h?). We construct 
an example illustrating this (Proposition 4.4). First some preliminary discussion. 
Let H be a Hilbert space of dimension &. Then we can find two distinct 
self-adjoint unbounded operators that agree on a dense set in H. For example, 
let H = L2([0, 11) with Lebesgue measure on [0, 11. Let T1 be the operator in H 
with 
9(T,) = /fSL2([0, 11) /f(x) = Lag(t) dt + constant, 
and 
(TlfK4 = if’(x) for f ES@(TJ. 
Let T2 be the operator in H with 
Q( T,) = (f EL2([0, I]) 1 f(x) = 10’ g(t) dt + constant, 
and 
g ~~2(ro, mf(o> = if(l)/ 
P”zfW = if’64 for f s B( T,). 
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Then Tl and T, are self-adjoint and agree on the set 
!fW[O, 11) lf(4 = jk) d&g EL2(P, mm = f(l) = 01 
0 
which is dense in L2([0, 11) (cf. [15, Sect. 1191. Clearly Tl # Tz since g( TJ # 
9(T2). 
PROPOSITION 4.4. There exists a type IW factor A?, acting on a separable 
Hilbert space H with a separating vector x, and two abelian von Neumann sub- 
algebras qR, and %Y2 of A such that pWl A pWz # pqlnQ,, where pVl = [Vlx], 
Pg2 = FZXI and PvAnY, = Wl n ~2)4 
Proof. Let K be a Hilbert space of dimension ~~ and let Tl and T2 be two 
distinct unbounded self-adjoint operators that agree on a dense set in K. Let {y,} 
be a countable dense set in K contained in 9(T,) n 9(T2) such that T,y, = 
T2yn for each n. 
Consider the von Neumann algebra J&’ = g’(K) @Ix, on the separable 
Hilbert space H = K @ K, , where K, is the standard Hilbert space of dimen- 
sion No . .k? is in Dixmier’s terminology an “ampliation” of a’(K) and is iso- 
morphic to B(K), hence a type 1, factor [3, Chap. I, Sect. 2; 41. It consists of 
copies of operators in W(K) “along the diagonal,” where we have in mind the 
standard unsymmetric realization of K @ K, as the Hilbert sum of K a countable 
number of times (cf. [3, Chap. I, Sect. 2; 31. Accordingly we denote elements 
in H = K @ K, by {.sn} where z, E K and XE, I/ Z, II2 < co. We will denote 
elements in .M by fi, where &? = M @ Ir,, (ME B(K)); in other words, h?i is 
a copy of M along the diagonal. Let Tr = Tl @ IKm, r?; = T2 @ IXW be the 
copies of Tl and T, , respectively, along the diagonal. It is an easy observation 
that Ti and T2 are self-adjoint operators in K @ K, with domains of definition 
g(Tj)= {x,}~K@k:,~x,t%(T,)forallla,~~~T,~,~~~<cc 
i n=l i 
(i = 1, 2). 
Choose a sequence {An} of nonzero real numbers such that 
and 
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Then x = {&y,} is a separating vector for &Y in H = K @ Km . Besides 
x E g( Fi) n g( T2’,> and Tlx = Tgv. Since Tl # T, we have Tl # T2 . 
Let Tl = szm hE(dA), Tz = jza hF(dh) be the spectral resolutions of Tl 
and Tz , respectively. Then it is easily seen that Tl = $I X&(dh), T2 = 
J’za #(dA) are the spectral resolutions of Tl and T2 , respectively. 
Let Vi and 55’s be the abelian von Neumann subalgebras of JZ generated by 
{j!?‘(Q) / Q Bore1 set in iR> and (F(Q) ( 8 Bore1 set in W}, respectively. Then 
clearly T;,,w~ and T2vg2 . By remarks at the end of Section 2 we have Tlx E [Vlx] 
and Tg E [%?g]. Hence 
We want to show that Tlx 4 [(%‘i n %‘.a)~]. Assume to the contrary that 
Tg E [(VI n %Jx]. Since %‘I n %‘s , being abelian, is a finite von Neumann 
algebra on H with separating vector X, there is by Corollary 2 to Lemma 3.4 a 
closed operator S in H afKliated Vi n Vs with x E 9(S) such that Tlx = Sx. Since 
obviously S@i we get that Tl and S agree on the set {gl’x}, which is dense in H 
since x is cyclic for JY’ (C VI’). By Lemma 3.3 we conclude that S = Tl . 
Analogously we have S = T2 and hence Tl = T2 , a contradiction. So we have 
Tlx 4 [(gi n V&x]. This shows that p~,~, # pvl A p,, . 
Remark. A natural question to ask in connection with Theorem 4.3 is the 
following: If Ml and Jv; are two finite von Neumann subalgebras of .&, i.e., 
X1 , Xs EF(~), such that N1 u Jr/- C JV for some JV EF(JZ), will then 
PNa = PJTl ” P./v2 9 where Ms is the (finite) von Neumann subalgebra of .M 
generated by Jv; and Xs I In general the answer is no, as the following simple 
example shows. 
Let .M be a maximal abelian von Neumann algebra on a four-dimensional 
Hilbert space. By choosing an appropriate basis we may assume that 
Clearly, the vector 
1 
1 x= 0 1 1 
is separating for .M. Let 
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and 
hp,= os O 
ii 
6 
Y 1 i 
&YE@ 
Y 
be two abelian subalgebras of A and let S’s be the (abelian) subalgebra of A@ 
generated by %?r and %s . We want to show that pyp, # p,, v  pw2 , i.e., [gsx] # 
[@lxl v Ffzxl. Now range ([%p] v [V&l> = {Q + Cg I C, E %I , C2 E gd, 
since in a finite-dimensional space all linear subspaces are closed. 
Let 
Then 
1 
c,c, = o 2 o O i 1 E ??s = {%I u %z}“. 0 
If  [%sx] = [Vrx] v  [%?$I we must have (C,Cs)x = D,x + Dg for some 
D, E %?1 and D, E %?s; since x is separating for .A’ it follows that C,C, = D, + D,. 
Hence we must have 
for some cy, 8, 6, y  E a=. But this is readily verified to be impossible. Hence we 
have [Wax] # [%&I v  [%#I. 
5. GROUP ACTION ON P(A, X) AND CONDITIONAL EXPECTATIONS 
Let .A be a von Neumann algebra on H with a separating vector x and let @ 
denote the unitary group in .M. We want to study the mapping 4 x P(.M, x) -+ 
+ff, x) defined by (U PN) -+ PUWU , where JV is in F(A), i.e., the family of 
finite von Neumann subalgebras of .M (cf. Theorem 4.3). Under this mapping 
(a, P(d, x)) becomes a (right) transformation group and we would like to 
investigate the continuity properties of the said mapping when we endow 4 and 
580/25/3-2 
226 CHRISTIAN F. SKAU 
P(&, x) with the (relativized) strong-operator topology. (Recall at this stage 
that the strong-operator and weak-operator topologies coincide on the unitary 
operators in g(H) (cf. [9, p. 511). F rom the observation that p - (I - p) = 
2p - I is a unitary operator for each projection p in g(H) it follows that the 
strong-operator and weak-operator topologies also coincide on the projections 
in A%?(H).) 
We first show (Proposition 5.2) that for JV EF(A) fixed the mapping 
U -+ p,,xu is continuous from 9 into P(A) x). We then proceed to show in 
Theorem 5.5 that if x is a trace vector for A, in particular, A! is finite, the 
mapping (U,p,r) -+ pu,xu is jointIy continuous from Q X P(.M, x) onto 
P(A, x), in other words, (%‘, P(A’, x)) is a topological transformation group 
(cf. Definition 5.4). Finally, we establish in Theorem 5.8 the close correspondence 
that exists between P(d, X) and the family @p(A) of conditional expectations 
(cf. Definition 5.6) of .A? onto its various von Neumann subalgebras which is 
preserved by the faithful trace wz Ii , i.e., wz ii 0 v  = wg JA for 9) E @(A). 
We start our proofs by showing the following lemma, which we need to prove 
the ensuing proposition. 
LEMMA 5.1. Let A be a jkite van Neumann algebra on the Hilbert space H 
and let x E H be a separating vector for A. Let (xn} be a sequence of vectors in H 
converging to x. Then the sequence { pn} of projections in W(H) converges in the 
strong-operator topology to the projection p in g(H), where p, = [&lx,], p = 
rdxl* 
Proof. By the remarks above it is sufficient to prove that ( p,} converges to p 
in the weak-operator topology. Since the unit ball of k@(H) is compact in the 
weak-operator topology it is therefore enough to prove that any weak-operator 
convergent subnet of ( pn} converges to p in the weak-operator topology. So let 
(p,,} be a subnet of { pJ converging to c( 20) in the weak-operator topology. 
We are through if we can show that c = p. 
Since x,, -+ x it is easily seen that p,, p -+ p in the strong-operator topology 
and, consequently, p,, p --f p in the weak-operator topology. Now p,, p -+ cp 
in the weak-operator topology and so p = cp. Taking adjoints we have p = 
cp = PC. Hence 
We observe that p and the p,,‘s are projections in .M’ and so, in particular, 
c is in A’. Now [A’x] = H since x is separating for JZ and so pn, < p for all n’, 
where < denotes the partial ordering of projections in &’ [3, Chap. III, Sect. 1, 
Theorem 23. So there exists for each n’ a partial isometry v,’ in A’ such that 
V,*zJ,~ = p,, ) v,,v,*, < p. Now p = [AX] is a finite projection in A!’ since A? 
is a finite von Neumann algebra [17, Proposition 2.9.51. Hence there exists a 
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faithful family {rj 1 j E _T} of normal semifinite traces on (.&‘)+ such that 
T~( p) < 03 for allj E J [17, Lemma 2.5.31. We have 
Tj( p,,) = ri(w$o,,) = ~~(w,&,) < T~( p) and rj(c) < lim,, inf rj( P,,) -G rj( P) 
for all j E J [3, Chap. I, Sect. 6; 11. In conjunction with c 3 p this gives us 
T~(C - p) = 0 for all j E J and so c = p. This completes the proof. 
Remark. The assumption that JZ! is finite in the above lemma is crucial. 
In fact, if 4 is infinite there exists a separating vector x for JZ’ and a sequence 
{xJ of vectors converging to x such that the sequence of projections {[Mx,]) does 
not converge to [4x] in the strong-operator topology. We indicate shortly how 
we show this. Decomposing .&? by a central projection into a direct sum of its 
finite part and its properly infinite part (cf. [3, Chap. I, Sect. 6; 71) we may reduce 
the situation to J/Y being properly infinite with a separating and cyclic vector. By 
[3, Chap. I, Sect. 2, Proposition 5, Chap. III, Sect. 8, Corollary 2]~.4? is spatially 
isomorphic to &‘1 @a(ZY,) acting on HI @ H, , where H, has dimension K, 
and M1 is a von Neumann algebra on HI with a separating and cyclic vector. 
From this we see easily that J! has a separating vector x which is not cyclic 
for 4. By [6] the cyclic vectors for J? are dense and so we can find a sequence 
{x,> of cyclic vectors converging to x. Since [&xJ = I for each n the sequence 
of projections {[AX,]} does not converge in the strong-operator topology to 
[JHX] + 1. 
PROPOSITION 5.2. Let A be a won Neumann algebra on H with a separating 
vector x and let Jlr be a jinite von Neumann subalgebra of A. Then the mapping 
U+P o*,x u from the unitaries @ in A into P(A’, x) is strong-operator continuous. 
Proof. For U E % we have p,,~, = [( U*JU)x], i.e., p,,-(-, is the projec- 
tion onto the closed subspace U*([M( Ux)]). Let qr,, denote the projection onto 
[J’(Ux)]. Then U*q, is a partial isometry with final space U*([X( Ux)]) and so 
p,,,‘, = U*qu(U*qu)* = U*quU. Now let U, 7 U,, in the strong-operator 
topology, where all the U’s are in @. Then U,x 7 U,,x and CrOx is a separating 
vector for JV. By Lemma 5.1 we conclude that qu, T qa in the strong-operator 
topology. Also U,* + U,,* in the strong-operator topoligy since this topology 
coincides with the wgak-operator topology on the unitaries and the *-operation 
is weak-operator continuous. Hence U,*qowU 2 UO*qc,UO in the strong- 
operator topology, multiplication being jointly strong-operator continuous on 
bounded sets of operators. This shows that U -+ pt,*,,+“t; is strong-operator 
continuous at U,, E @ and the proof is complete. 
Remark. We do not know whether the mapping (U, PA,) + p,,*,, c’ is 
jointly continuous from @ x P(.M, x) onto P(&, x) in general. However, 
if x is a trace vector for & (cf., Definition 3.5) this is so as we presently establish. 
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First we give a characterization of a trace vector x for M in terms of the family 
P(d, x), respectively, P&K, x), of finite projections associated with JZ and x, 
respectively, &’ and x. 
PROPOSITION 5.3. Let &! be a von Neumann algebra on H and let x be a cyclic 
and separating vector for .&?. Then x is a trace vector for J4 (in particular, & is 
Jinite) if and only if P(&, x) = P(&‘, x). Al so, 1 x is a trace vector for d then y
P(&, x) is closed in the strong-operator topology. 
Proof. Assume x is a trace vector for .M. Since w, 1-i is a faithful trace on .M 
we conclude that ~8 is finite and by Theorem 3.6 the mapping 4: ~2 -+ JY’ 
is a * -antiisomorphism, where #(M) for M in JI is the unique operator M’ in .M 
such that Mx = M’x. Thus $ gives rise to a one-to-one mapping $ of the 
family F(d) of (finite) von Neumann subalgebras of .M onto the corresponding 
family F(&‘) for .&I’, where $(&‘-) = {t&N) 1 NE M> for JV E F(d). Clearly 
[Jyjcl = bw) x 1 f or each JV E F(J) and so P(.kZ, x) = P(&, x) by Theorem 
4.3. 
Next we assume that P(4, x) = P(.&‘, x). Let ‘Z E F(d) be an abelian von 
Neumann subalgebra of .&I. Then by assumption there exists VI E F(L#‘) such 
that p, = [Vx] = [grx] = pVI . From the proof of Theorem 4.3 we have that 
pwXpu generates the von Neumann algebra p&Yp~ on [9x]. Now p&‘pq = 
@‘pup) = Vpop since %‘pr is maximal abelian on [%x1, x being a cyclic vector for 
%pu. We also have 
We conclude that V, p, = qpup since x is a cyclic vector for %r p, on [%‘x] = 
[grx] and hence V, pv is maximal abelian. Thus V, is an abelian von Neumann 
subalgebra of A’ since WI is +-isomorphic to %rpup, , the central carrier of 
pVI being I. 
Now let A and B be operators in 4, B being normal i.e., BB* = B*B. Then 
B is contained in an abelian von Neumann subalgebra %? of .M. Let VI E F(JY’) 
such that [Vrx] = [+7x]. We established above that VI is abelian, thus WI con- 
sists of normal operators. Let (C,} b e a sequence of operators in ‘XI such that 
C,x + Bx. Now C, - B is a normal operator for each n since C, and B com- 
mute. Thus l/(C, - B)y jl = li(C,* - B*)y jl for each y in H. Hence C,*x -+ 
B*x. We have (ABx, x) = lim,(AC,x, x) = lim,(C,A,, x) = lim,(Ax, C,*x) = 
(Ax, B*x) = (BAx, x). Since each operator in &I is the sum of two normal 
operators, we conclude that x is a trace vector for A. 
To prove the remaining part of the proposition let {p,} be a net in P(&‘, x) 
such that p, 7;‘~ in the strong-operator topology. Then p is a projection such 
that x E range(p) = p(H). For any M,‘, M,‘,..., M,’ in J?’ and any 01 we have 
( P,M,‘P, P,M,‘P, . . . P,M,‘Pp,x, 4 = (P,M,‘P, Po,Ml’Pa . . . P.Mk, P,x, x) since x 
is a trace vector for the von Neumann algebra generated by p&p* on p,(H) (cf. 
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Theorems 3.6 and 4.3). Thus we have (pM,‘ppM,‘p .*. pM,,‘px, x) = 
(pM,‘ppM,‘p ... p&&$x, x). From this we see easily that (R&x, x) = 
(R,R,x, x) for R, , Ii, in the von Neumann algebra W generated by p&p on 
p(H). According to Definition 4.2 the proof is complete if we can show that x is 
separating for %’ because this entails that 9 is finite. Assume therefore R E J?‘?‘, 
Rx = 0. For all R, , R, in 2 we have (RR,x, Rg) = (R,*RR,x, x) 1 
(R,R,*Rx, x) = 0. Thus R = 0 since x is cyclic for 9. So x is separating for 9. 
Remark. If x is a trace vector for the von Neumann algebra .M on the Hilbert 
space H we see from the proof of the above proposition that we have the following 
alternative characterization of the family P(&, x), namely, p E P(.A?, x) iff 
x E range(p) and (pM,‘ppM,‘p *.a pM,,‘px, x) = (pM,‘ppMl’p ... pM~,px, x) 
for any Ml’, M,‘,..., M,, ’ in JZ’ (compare this with Remark 2 to Definition 4.2). 
Before we prove the next theorem we give the following definition (cf. [9, 
pp. 38-391). 
DEFINITION 5.4. A (right) topological transformation group (G, X) is a 
topological group G together with a topological space X and a continuous map 
(g, x) -+ xg of G x X into X such that x(gh) = (xg)h, and if e is the identity 
of G, xe = x for all g, h in G and x in X. (G, X) is polonais if G and X are 
polonais, i.e., they are separable and metrizable by a complete metric. Similarly 
we say that (G, X) is Hausdorff if both G and X have that property. 
Recall that F(&Z) denotes the finite von Neumann subalgebras of & and ?/ 
denotes the unitary operators in A. 
THEOREM 5.5. Let ..& be ajinite won Neumann algebra on the Hilbert space H 
with a separating and cyclic vector and let x be a trace vector for A. Then 
(%!, P(Jkt’, x)) is a Hausdorfl (right) topological transformation group under the 
mapping (U, p,~) + p,*.,++, , where JV E F(A), U E @ and where 4 and P(A?, x) 
are given the strong-operator topology. If H is separable (%‘, P(A, x)) is polonais. 
Finally, let xi and x2 in H be two trace vectors for J? and let {xa} be a net in 
F(A) such that each x= contains the center %” of .M. Let JV E F(A). Then we have 
p$jW ;;’ pJz! if and only if p$! 
W%I E P(A, Xi), 
II 7 p$, where p$, = [JExi] E P(A!, xi), p$ = 
i = 1,2, convergence being in the strong-operator topology. 
Proof. Let U, 7 U, , p, y -;’ pxO in the strong-operator topology, where 
the U’s are in +P and the N’s are in F(.&‘). For each Ue there is a unique U,’ E A 
such that U,x = Ue’x and U,’ 7 U,,’ in the strong-operator topology, where 
U,,’ E J&Y such that Ug = UO’x (Theorem 3.6). Now pU*PxrUfi is the projection 
onto the subspace 
K~~*4~B)xl = u,*(r4(%41) = uj3*([3y;( Uiy’x)]) = ufl* i&‘([Jqx]). 
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The operator U,*U~>.,V,, is a partial isometry with final space u~*u~‘([JY;~c~) 
and so 
Thus the mapping (U,px) -+ pLI*xU is (jointly) continuous in the strong- 
operator topology. This completes the nontrivial part of the proof that 
(4Y, P(.M, x)) is a Hausdorff (right) topological transformation group. 
If H is separable, the unit ball of .%7(H) is polonais in the strong-operator 
topology [3, Chap. I, Sect. 3; 11. By proposition 5.3, P(.&?, x) is closed in the 
strong-operator topology and so P(A’, x) is polonais. Also Q is a G8 subset of 
the unit ball of 9(H) in the strong-operator topology [5; Lemma 41 and so is 
polonais [2; Chap. IX, Sect. 6, Theorem 11). Thus (@, P(A’, x)) is polonais. 
To prove the remaining part of the theorem we first observe that with {Ma) 
and JV given as stated we have that JV contains the center 9 of A. This is so 
since either pg < p$l or &’ < p$ and so by Theorem4.3 we have 9 C JV. 
Assume for the moment that we can find a cyclic vector y for &k’ such that 
1~~~1 = [ZY] and (MY, Y) = (Mx2 , 2 x ) for all M in J?. Then there exists a 
unitary operator u in .&’ such that U’y = xs [4, Proposition 2.4.11. Then we 
have [Mtixa] = [(Jr/-,( U’y)] = U’([M,y]) = U’([M=xi]) for all 01. Now U’P$~ is 
a partial isometry with final space U’([~,x,]) and so p$! = U’p$L( Ups:)* = 
U’p$!,u’* for all 01. Analogously we have p$ = U’&U’*. We infer that 
P9* 2 P (1) if and only if pp a T p$!, convergence being in the strong-operator 
topology. 
It remains to establish that we can find a vector y in H with the desired proper- 
ties. By [3, Chap. III, Sect. 4, Lemma 1 and Proposition 41 there exists an 
increasing net {C,} of positive operators in %” (not necessarily bounded above) 
such that 
(Mx2 I x2) = c+.:,(M) = 1$-n u,.(C,M) 
= lir$CsMx, , x1) = li$MC,“2x, , Ci’“xJ 
for every positive operator M in .M. We want to prove that lim, Ci’2x, = y 
exists. Indeed, {Cj’“} is an increasing net of operators in 9’ and so for pi < B2 
We conclude from this that {C,““x,} is a Cauchy net since for any 8’ we have 
CC,, , x, , x1) < lim,(C,x, , x1) = (xz , x2). So lim, C~“xi = y exists and we 
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have (Mx, , x2) = (My, y) for every positive M in .M and hence for all M in .4’. 
Clearly y is separating for &Y since wy IM is faithful, and so y is cyclic for & 
by Theorem 3.6. Obviously y E [?Z’X~] and also y is separating for 393 on 
pz(H) = [%“xr]. Hence y is cyclic for 9’pz since 3~3 is maximal abelian on 
[SX,]. This shows that X, E [Zy], thus rendering [.S’“xr] = [Sy]. 
This completes the proof of the theorem. 
DEFINITION 5.6. Let k be a von Neumann algebra and let JV be a von 
Neumann subalgebra of A. A conditional expectation on JV is a positive linear 
map q of & into J such that ~(1) = I and (p(NM) = N?(M); N E .A’“, M E ~6’. 
By taking adjoints, it follows immediately that q(MN) = ~(M)N;NEJV, MEA!. 
We say rp is faithful if p(M) = 0 for ME J+ implies M = 0; and 9) is normal 
if Ma f M implies q(M,) t v(M). 
We list some elementary properties of conditional expectations in the following 
proposition and refer to [ 1, Proposition 6.1. l] for proofs. 
PROPOSITION 5.7. Let A be a von Neumann algebra and let CJI be a conditional 
expectation on the von Neumann subalgebra JV. Then 
(9 TJ(W*W) < v(M*M); ME&~ 
(ii) F is a projection onto A”, i.e., g, is an idempotent and v(A) = 4”. 
(iii) Let p be a faithful state on .H which preserves v, i.e., p 0 rp = p. Then 
for every ME A, q.(M) is that (unique) element in JV which best approximates M 
in the norm 11 T \I,, = p(T*T)l12; T E A’. 
(iv) Let p be any state which preserve IJJ. If  p is faithful, then so is q~; if p is 
faithful and normal, then q~ is normal. 
Remarks. The concept of conditional expectation is very important in 
probability theory. Umegaki [21] h s owed that for a von Neumann algebra having 
a faithful normal finite trace, though noncommutative, one can define the 
conditional expectation on a given von Neumann subalgebra in a most natural 
way; when the subalgebra is the center, for example, this construction yields 
the center-valued trace. Tomiyama [20] showed that a conditional expectation 
on JV can be characterized as an idempotent linear mapping of .M on JV” having 
norm 1. 
Let x be a trace vector for the finite von Neumann algebra J?’ acting on the 
Hilbert space N. It turns out that there is a close relationship between the family 
of projections F(&,x) and conditional expectations in .&‘. We are going to make 
this precise in the following theorem where we also construct the conditional 
expectations in question. First, some preliminary remarks. Let Q(d) denote the 
family of conditional expectations of 4 onto its various von Neumann sub- 
algebras which leaves the trace wy jJi invariant, i.e., wIE lJdt 0 9 = wz l,a for 
v E Q(d). For JV inF(&), the family of (finite) von Neumann subalgebras of 4, 
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let px in @(A) denote the conditional expectation on JV. By Proposition 57(iii) 
TJ is uniquely determined by .K. G(M) is a subset of the locally convex 
Hausdorff space $(A, &) of bounded linear mappings of .M into M with the 
topology of pointwise convergence in the strong-operator topology, i.e., L, + L 
in a(&, A?) if? L,(M) +a L(M) in the strong-operator topology for all M in”.&. 
We assume @(A?) is endowed with the relativized topology. 
THEOREM 5.8. Let A be afinite von Neumann a&ebra on Hand let x be a trace 
vector for A. Let px E P&U, x) fbr some JV E F(d). Then JV~~ = pXApX 
and the mapping M -+ P~MPM of .U onto Jvp, gives rise to the conditional 
expectation pi on X such that wz IA o vx = W, I> , i.e., vx E @(A). In 
particular, q~z is the center-valued trace Tr, where %” is the center of d. 
The correspondence b tween P(A, x) and @(&) given by px -+ vx (JV E F(A)) 
is a homeomorphism, where P(A, x) is given the strong-operator topology and @(A) 
the topology of pointwise convergence in the strong-operator topology. Furthermore, 
;f .K E F(d) contains the center 8 of 4 then Tr 0 py = Tr. 
Proof. We may assume without loss of generality that x is cyclic for A. 
Let JV E F(A) and let p, E P(A, x) be the projection onto [Xx]. By Proposition 
5.3 there exists X1 E F(X) such that pxl = px . Now 
Since (Jv;px)’ is a finite von Neumann algebra on [Xx] with a cyclic and 
separating vector x, and the same is true for Jvp, (cf. Definition 4.2), we 
conclude by Theorem 4.3 that ~Vpx = (xrp~~)’ and so Mp, = p.&Zp~. 
The mapping Np,r + N (N E JCT) is a Gsomorphism between Jup, and JV 
since the central carrier of pi in JV is 1, x being cyclic for JV’ [3, Chap. I, 
Section 2, Proposition 21. Composing this map with the mapping of .A? onto 
Npx = p~&p.,~ defined by M -+ p-,~Mpx (M E 4) we get a mapping p?~” of 
A onto JV characterized by q&M) px = pxMp,~ for all ME A?. Obviously 
q~x is a positive linear map of .M onto JV and ~J(I) = I. Let M E A, NE JV. 
Then p~NMp-,v = (NPM)( p~-Mpx) since pi E 4”‘. Hence q.,+(NM) = 
N~M(M), establishing that vx is a conditional expectation on .M. Now for 
MEA? we have 
hw(Mh 4 = bw(M) P.NX, 4 = ( P.KMP.,VX, x) = (Mx, x), 
and so wz I> 0 p~ = wg (d . Hence TJ E@(A) by the definition of @(A). 
(Observe that by Proposition 5.7(iv) 9~ is both faithful and normal.) 
With %” the center of A we have for Ml , M, E A and 2, , 2, E 9’ 
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using that x is a trace vector for JZ and that ps = [ax] E 9”. Hence 
P&WS PS = P.&WI PS , proving that ps(M,M,) = vs(M,M,). By 
uniqueness of the center-valued trace we have Tr = ‘pra [3, Chap. III, 
Sect. 5; 11. 
Assume next that .M E F(A) and Jcr 1 9’. Then pi > ps and so for M E A 
we have 
‘+R&Lv(M))~ PST = ~iaw-(W PZ = ~idp?rr(M) PM) PZZ 
= PZ( PNMPM) PS = PSMPS = ET(M)P.S + 
Hence ~3 0 qx = w and so Tr o v-,v = Tr since Tr = vr . 
The mapping pi -+ ‘PJV for X E F(d) is a bijection between P&M, X) and 
O(M) (cf. Theorem 4.3). Let pxDI u + px, in the strong-operator topology, 
where the X’s are in F(d), and let M E A. For M’ E .A’ we have 
~N&WM’~ = (M’RK,~(M))(P.N~~ = (M~N~MPx~)x 2 (M’P.N~MPJv,)~ 
= W’KV~(WP.& = RV~(W(M’~). 
Since 11 q~~(M)lj < jl M 11 for JV EF(JZ) and {.M’x> is dense in H we conclude 
that TN=(M) 2 -~J-,(M) in the strong-operator topology. 
Conversely, let qua 7 ‘p,v, in the topology of pointwise strong-operator 
convergence, where the M’s are in F(.M). Let M E A. Then 
PMPW = ( PJ-~MPNJX = (w-&M) PA,-& 
Since {Ax} is dense in H we conclude that PM, 7;’ px, in the strong-operator 
topology. 
Remark 1. By the above theorem and Theorem 5.5 we can organize (%,@(&)) 
into a topological transformation group by the mapping (U, p?~r) -+ bunko , 
where U E %‘, JV E F(d). 
Remark 2. By the above theorem we may draw as a corollary the result 
proved in Theorem 5.5 using a different approach, namely that for x1 and x2 , 
two trace vectors for A, convergence in P(d, xi) coincides with convergence in 
P(.&l, x2) if we adhere to von Neumann subalgebras of .M containing the center 
of 4 (cf. Theorem 5.5). In fact, JV EF(.M) and JV” 1 9’ implies Tr o qx = Tr. 
This uniquely determines 9~ (regardless of the trace vector x), a fact which is 
readily verified. Together with the topological homeomorphism between 
P(A, X) and @(A) p roved in the above theorem this immediately gives us 
the result quoted. (Notice that we do not have to assume that x is a cyclic trace 
vector to get this; we could also have avoided that assumption in the proof of 
Theorem 5.5). 
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Remark 3. Note that the proof of Theorem 5.8 .also yields that pAp is an 
algebra and (p&‘p)’ = p.M’p for p = [Hx], M any von Neumann subalgebra 
of .A, and x a trace vector for A. This is a remarkable fact as p is not in ~4’ or 
A!’ (unless JV = M). 
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