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Abstract
It is a common practice to describe branching random walks in terms of birth,
death and walk of particles, which makes it easier to use them in different ap-
plications. The main results obtained for the models of symmetric continuous-
time heavy-tailed branching random walks on a multidimensional lattice. We will
be mainly interested in studying the problems related to the limiting behavior of
branching random walks such as the existence of phase transitions under change
of various parameters, the properties of the limiting distribution and the survival
probability of a particle population. Emphasis is made on the survival analysis.
The answers to these and other questions essentially depend on numerous factors
which affect the properties of a branching random walk. Therefore, we will try to
describe how the properties of a branching random walk depend on such character-
istics of the underlying random walk as finiteness or infiniteness of the variance of
jumps. The presented results are based on the Green’s function representations of
the transition probabilities of a branching random walk.
Keywords: Branching random walks; recurrence criteria; Green’s functions; non-
homogeneous environments; heavy tails.
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1 Introduction
It is a common practice to describe branching random walks (BRWs) in terms of birth,
death and walk of particles, which makes it easier to use them in different areas of
nature sciences: statistical physics (Zel′dovich et al., 1988), chemical kinetics (Ga¨rtner
and Molchanov, 1990), the theory of homopolymers (Cranston et al., 2009), population
dynamic studies (Bessonov et al., 2018). The use of BRWs on multidimensional lattices
with one centre of particle generation and a finite variance of random walk jumps in the
reliability theory was discussed in (Yarovaya, 2010b). In the present paper, the models
of symmetric continuous-time BRWs on the d-dimensional lattice Zd, d ≥ 1, with a
few sources of particle birth and death at lattice points, called branching sources, are
reviewed. Emphasis is made on the survival analysis of the particle population on Zd for
a BRW with one branching source.
We will be mainly interested in studying the problems related to the limiting behavior
of BRWs such as the existence of phase transitions under change of various parameters,
the properties of the limiting distribution and the survival probability of a particle popu-
lation. The answers to these and other questions essentially depend on numerous factors
which affect the properties of a BRW. Therefore, we will try to describe, rather detailed,
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how the properties of a BRW depend on such characteristics of the underlying random
walk as finiteness or infiniteness of the variance of jumps. The presented results are based
on the Green’s function representations of the transition probabilities of the underlying
branching walk.
Introduction is followed by a formal description of the model of a symmetric BRW with
a finite number of branching sources described in Section 2. Moreover, in Section 2 we
formulate the recurrence criteria for BRWs with a finite and infinite variance of random
walk jumps in terms of Green’s functions and remind some recent results on the symmetric
BRWs. In Section 3 we represent equations for the probability of the presence of particles
at the origin and the survival probability of a particle population without any assumptions
on the variance of jumps of the underlying random walk and discuss very shorty their
possible applications to the reliability theory. In Section 4 main theorems whose proofs
are based on the results of Section 3 are obtained. In Section 5 we give some remarks
on the asymptotic behavior of survival probabilities for BRWs with a finite variance of
jumps for comparison with the case of heavy-tailed BRWs.
2 Model and Previous Results
The evolution of the particle system on Zd is described by the number of particles at
time t at each point y ∈ Zd under the assumption that at the time t = 0 the system
consists of one particle located at the point x. The particle walks on Zd until it reaches
one of the points x1, x2, . . . , xN , N < ∞, where it can die or produce a random number
of offsprings. It is assumed that evolution of the newborn particles obeys the same law
independently of the rest of the particles and the prehistory. Now we proceed to a full
description of the model.
The random walk of particles is defined by an infinitesimal transition matrix A =
‖a(x, y)‖x,y∈Zd and is assumed to be symmetric, a(x, y) = a(y, x); homogeneous, a(x, y) =
a(0, y − x) = a(y − x); irreducible, that is, for every z ∈ Zd there exists a set of vectors
z1, z2, . . . , zk ∈ Zd such that z =
∑k
i=1 zi and a(zi) 6= 0 for i = 1, 2, . . . , k; regular,∑
x∈Zd a(x) = 0, where a(x) ≥ 0 for x 6= 0 and −∞ < a(0) < 0. In virtue of symmetry
and homogeneity of the random walk, the conditions
∑
y∈Zd a(x, y) =
∑
x∈Zd a(x, y) = 0
are satisfied for the matrix A.
At some points x1, x2, . . . , xN , called branching sources, every particle can die or
give offsprings. The reproduction law at the source xi, i = 1, 2, . . . , N , is defined by
the continuous-time Bienayme´-Galton-Watson branching process (Sevast′yanov, 1971;
Athreya and Ney, 1972), by the following infinitesimal generation function
f(u, xi) =
∞∑
n=0
bn(xi)u
n, 0 ≤ u ≤ 1,
where bn(xi) ≥ 0 for n 6= 1, b1(xi) < 0 and
∑
n bn(xi) = 0. We assume f
(r)(1, xi) <∞ for
every r ∈ N. In the future, an important role will play the values
βi = f
′(1, xi) =
∑
n
nbn(xi) = (−b1(xi))
(∑
n6=1
n
bn(xi)
(−b1(xi)) − 1
)
,
for i = 1, 2, . . . , N , called intensity of the branching source xi, where the last sum is the
mean number of offsprings born at the point xi.
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By p(t, x, y) we denote the transition probability of the underlying random walk. This
function is implicitly determined by the transition intensities a(x, y) (see, e.g., (Gikhman
and Skorokhod, 2004; Yarovaya, 2007)). Then Green’s function of the operator A corre-
sponding to the matrix A (see detailed definition in (Yarovaya, 2018)) can be represented
as the Laplace transform of the transition probability p(t, x, y):
Gλ(x, y) :=
∫ ∞
0
e−λtp(t, x, y) dt, λ ≥ 0.
The analysis of BRWs essentially depends on whether the value of G0 := G0(0, 0) is
finite or infinite. As is known, see, e.g., (Spitzer, 1976), a random walk is transient if
G0(0, 0) < ∞ and recurrent if G0(0, 0) = ∞. We generalize this definition on BRWs.
A BRW is called transient if the underlying random walk is transient and recurrent if the
underlying random walk is recurrent. If the variance of jumps of the underlying random
walk is finite, that is, ∑
z∈Zd
|z|2a(z) <∞, (1)
where |z| is the Euclidian norm of the vector z, then we get the following recurrence
criteria for BRWs with a finite variance of jumps: G0 =∞ for d = 1, 2, and G0 <∞ for
d ≥ 3 (see, e.g., (Yarovaya, 2007)) followed from the asymptotic relation p(t, x, y) ∼ γdt− d2
as t→∞, where γd is a positive constant depending on dimension of Zd.
Now we consider the case with an another assumption on the transition intensities.
We suppose that for all z ∈ Zd with sufficiently large norm |z| the asymptotic relation
a(z) ∼
H
(
z
|z|
)
|z|d+α , α ∈ (0, 2), (2)
holds, where H(·) is a continuous positive symmetric function on the sphere Sd−1 = {z ∈
Rd : |z| = 1}. Condition (2), unlike (1), leads to the divergence of the series in (1) and
thereby to infinity of the variance of jumps. Under assumption (2) a BRW is called a
heavy-tailed BRW. In this case we get the following recurrence criteria for BRWs with
infinite variance of jumps: G0 = ∞ for d = 1, α ∈ [1, 2), and G0 is finite if d = 1,
α ∈ (0, 1), or d ≥ 2, α ∈ (0, 2), followed from the behavior of p(t, x, y) ∼ hd,αt− dα as
t → ∞, where hd,α is a positive constant depending on dimension of Zd (see, details in
(Rytova and Yarovaya, 2016; Yarovaya, 2013)).
Put
βc :=
1
G0(0, 0)
.
Then βc = 0 for G0 =∞ and βc > 0 for G0 <∞.
Let µt(y) be the number of particles at an arbitrary lattice point y ∈ Zd and µt be
the number of particles on the entire lattice, called the particle population, at time t. The
moments of numbers of particles µt(y) and µt are denoted, respectively, by mn(t, x, y) :=
Exµ
n
t (y) and mn(t, x) := Exµ
n
t , n ∈ N, where Ex is the conditional expectation provided
that µ0(·) = δx(·). The temporal asymptotic behavior of the moments for one branching
source under the condition (1) was studied in details in (Bogachev and Yarovaya, 1998;
Yarovaya, 2007).
The value βc is critical in the sense that the asymptotic behavior of µt(y) and µt is
different for β > βc, β = βc and β < βc. Additionally, in some publications, of which we
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mention (Albeverio et al., 1998; Bogachev and Yarovaya, 1998; Yarovaya, 2007, 2009), it
was established the difference in the limit behavior for t → ∞ not only of the moments
but also of the numbers of particles themselves. Therefore, the following definition of the
BRW criticality makes sense. A BRW is referred to as supercritical if β > βc, critical if
β = βc, and subcritical if β < βc.
Recall known results, see, e.g. (Yarovaya, 2007), for a BRW with one branching source
that will be needed in Section 4. If β > βc, then the equation
Gλ(0, 0) =
1
β
has a single positive solution λ0, whence it follows that the random variables µt(y) and
µt have limit distributions as t→∞ (Bogachev and Yarovaya, 1998; Yarovaya, 2007), in
the sense of convergence of the moments under the normalization e−λ0t. In (Yarovaya,
2017) it was established for BRWs with N branching sources of equal intensities β that,
under each of the conditions (1) and (2), if G0 = ∞ then βc = 0 for N ≥ 1, if G0 < ∞
then βc = G
−1
0 for N = 1 and 0 < βc < G
−1
0 for N ≥ 2. Note that for heavy-tailed
BRWs the critical value βc depends on the parameter α. In (Khristolubov and Yarovaya,
2018) the asymptotics of the moments of the particle population µt for subcritical BRWs
without any assumptions on the variance of random walk jumps and with N ≥ 1 sources
of different positive intensities was found.
For β ≤ βc, the growth of the moments µt and µt(y) of the particle numbers appears
to be irregular with respect to the moment number n which means that the behavior of
the particle numbers µt and µt(y) as t→∞ differs appreciably from the behavior of their
moments and the study of the BRW survival probabilities becomes relevant.
3 Survival Probabilities
We review in what follows the results on symmetric BRWs which may find use in the
studies of reliability. Let us consider for simplicity a BRW with one branching source
located at the origin. The notion of a system reliability is related with the concepts
of the probability Q(t, x, y) := Px{µt(y) > 0} of presence of particles at the point y ∈
Zd and the survival probability Q(t, x) := Px{µt > 0} of the particle population. The
function Q(t, x) may be called the system reliability function. The asymptotic behavior
of Q(t, x, 0) describes the number of working elements. That is why in (Yarovaya, 2010b)
consideration was given to the asymptotic behavior of the survival probability Q(t, x) of
the particle population on the lattice and the probability Q(t, x, 0) of presence of particles
at the origin at time t.
Denote by Q(t) := Q(t, 0), q(t) := Q(t, 0, 0), and p(t) := p(t, 0, 0). The equations for
Q(t, x, y) and Q(t, x) were established in (Yarovaya, 2009). If x = y = 0, then they are
as follows:
q(t) = p(t)−
∫ t
0
p(t− s)f(1− q(s)) ds, (3)
Q(t) = 1−
∫ t
0
p(t− s)f(1−Q(s)) ds. (4)
Under the condition (2) the equations for Q(t, x, y) and Q(t, x) have the same represen-
tation as in the case of a finite variance of random walk jumps (1). We do not give
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related the proof here because one can realize it by the proof scheme for BRWs with
a finite variance of jumps (see, Theorem 3 in (Yarovaya, 2009)). But in virtue of the
difference in recurrence criteria between the BRWs under the conditions (1) and (2), we
obtain another limit theorems for heavy-tailed BRWs in contrast to theorems established
in (Yarovaya, 2009, 2010a) and (Yarovaya, 2010b) for BRWs with a finite variance of
random walk jumps.
4 Survival Probabilities for Heavy-Tailed BRWs
The proofs of the theorems on the asymptotic behavior of the survival probability (4) for
the heavy-tailed case (2) will be based on some statements about asymptotic behavior of
the function p(t, 0, 0) − p(t, x, 0), x ∈ Zd, as t → ∞; properties of the infinitesimal gen-
eration function f(u) := f(u, 0); properties of the Laplace generation function F (z, t, x)
and generalizations of the theorems on a limit behavior of the survival probability for the
case (1) of finite variance of jumps. Let us prove these statements.
Theorem 1. For each d ≥ 1, α ∈ (0, 2), and x ∈ Zd the following asymptotic relation
holds:
p(t, 0, 0)− p(t, x, 0) ∼ γ˜d,α(x)
t
d+2
α
, t→∞, (5)
where
γ˜d,α(x) =
1
2(2pi)d
∫
Rd
〈ω, x〉2e−η( ω|ω|)|ω|α dω
and η(u) is a continuous function on the unit sphere satisfying 0 < η∗ ≤ η(u) ≤ η∗ <∞
for u ∈ Sd−1.
Proof. Denote the Fourier transform of the operator A by φ(θ), that is
φ(θ) =
∑
x∈Zd
a(x)ei〈x,θ〉, θ ∈ [−pi, pi]d,
where 〈·, ·〉 is the Euclidean inner product in Rd.
From, e.g., (Yarovaya, 2013), the transition probability for each x, y ∈ Zd, t ≥ 0, can
be expressed in the form
p(t, x, y) =
1
(2pi)d
∫
[−pi,pi]d
ei〈θ,y−x〉 eφ(θ)tdθ.
Due to symmetry of a(x) on Zd, this implies
p(t, 0, 0)− p(t, x, 0) = 1
(2pi)d
∫
[−pi,pi]d
(1− cos〈θ, x〉) eφ(θ)tdθ. (6)
We can represent the function 1− cos〈θ, x〉 as
1− cos〈θ, x〉 = 1
2
〈θ, x〉2 + ν(θ, x),
where |ν(θ, x)| ≤ c|x|3|θ|3 for some c <∞.
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By the definition of φ(θ) and symmetry of a(·), the following equality holds
φ(θ) =
∑
x∈Zd
a(x) cos〈θ, x〉,
where the series
∑
x a(x) is absolutely convergent, the functions cos〈θ, x〉 are continuous
and uniformly bounded by unit in θ ∈ [−pi, pi]d and x ∈ Zd. Hence, the function φ(θ)
is continuous on [−pi, pi]d. Then for any fixed t ≥ 0 and x ∈ Zd each of the functions
(1−cos〈θ, x〉)eφ(θ)t, 1
2
〈θ, x〉2eφ(θ)t and ν(θ, x)eφ(θ)t is integrable on the hypercube [−pi, pi]d.
As shown in (Kozyakin, 2016), the function φ(θ) has the following asymptotics
φ(θ) ∼ −η
(
θ
|θ|
)
|θ|α, |θ| → 0, (7)
where η(u) is a continuous function on the unit sphere satisfying 0 < η∗ ≤ η(u) ≤ η∗ <∞
for u ∈ Sd−1. To use the homogeneity of the function in the right-hand side of (7) and
to reduce the variable t in the exponent of the integral (6), we replace θ = ωt−
1
α . Then
for p(t, 0, 0)− p(t, x, 0) the following representation is valid
1
2(2pi)d
t−
d+2
α L1(t) +
1
(2pi)d
t−
d+2
α L2(t), (8)
where the functions L1(t) and L2(t) are as follows:
L1(t) =
∫
[−pit 1α ,pit 1α ]d
〈ω, x〉2eφ
(
t−
1
α ω
)
t
dω,
L2(t) =
∫
[−pit 1α ,pit 1α ]d
t
2
αν(t−
1
αω, x)e
φ
(
t−
1
α ω
)
t
dω.
Let us fix an arbitrary ε > 0. According to (7), choose a ρε < pi such that in the set
O
(
ρεt
1
α
)
:=
{
w ∈ Rd : |w| < ρεt 1α
}
the relations
− (1 + ε) η
(
w
|w|
)
|t− 1αw|α ≤ φ
(
t−
1
αw
)
≤ −(1− ε) η
(
w
|w|
)
|t− 1αw|α (9)
hold. Then the function L1(t) can be represented as the sum L1,1(ε, t) +L1,2(ε, t), where
L1,1(ε, t) =
∫
O
(
ρεt
1
α
) 〈ω, x〉
2 e
φ
(
t−
1
α ω
)
t
dω,
L1,2(ε, t) =
∫
[−pit 1α ,pit 1α ]d\O
(
ρεt
1
α
) 〈ω, x〉
2 e
φ
(
t−
1
α ω
)
t
dω.
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Consider the function L1,2(ε, t). Note that according to Lemma 2.1.3 in (Yarovaya,
2007), whose proof remains valid for the heavy-tailed case, for each θ ∈ [−pi, pi]d the
estimate φ(θ) ≤ −(γ/d)|θ|2 with some γ > 0 holds. Then
L1,2(ε, t) ≤ |x|2 e−
γ
d
|ρε|2 t
∫
[−pit 1α ,pit 1α ]d\O
(
ρεt
1
α
) |ω|
2 dω ≤ cd(x) t d+2α e−
γ
d
|ρε|2 t,
where cd(x) = (2
d/3)d|x|2pid+2. Hence the function L1,2(ε, t) decreases exponentially as
t→∞.
Now we consider the function L1,1(ε, t). From (9) it follows that
Q(ε, 1 + ε, t) ≤ L1,1(ε, t) ≤ Q(ε, 1− ε, t) for t ≥ 0, (10)
where
Q(ε, µ, t) =
∫
O
(
ρεt
1
α
) 〈ω, x〉
2e−µ η(
w
|w|)|ω|α dω.
Note that for the function Q(ε, µ, t) the integration domain depends on t, but the inte-
grand does not. To find the limt→∞Q(ε, µ, t), we switch to the generalized polar coordi-
nates and use the designations s(ϕ) and η(ϕ), ϕ ∈ Rd−1, respectively, for the functions〈
ω
|ω| , x
〉2
and η
(
ω
|ω|
)
, because they are independent of the polar radius. Then
lim
t→∞
Q(ε, µ, t) =
∫
Rd
〈ω/|ω|, x〉2 |ω|2 e−µ η( w|w|)|ω|α dω
=
∫ ∞
0
∫ 2pi
0
∫ pi
0
· · ·
∫ pi
0
s(ϕ) r2e−µ η(ϕ)r
α
rd−1 sinϕ2 · · · (sinϕd−1)d−2 dr dϕ1 · · · dϕd−1
= γ˜d,α(x)µ
− d+2
α
where
γ˜d,α(x) =
1
α
Γ
(
d+ 2
α
)∫ 2pi
0
∫ pi
0
· · ·
∫ pi
0
s(ϕ)
(η(ϕ))
d+2
α
sinϕ2 · · · (sinϕd−1)d−2 dϕ1 · · · dϕd−1
=
∫
Rd
〈ω, x〉2e−η( w|w|)|ω|α dω.
From (10) it follows
γ˜d,α(x) (1 + ε)
− d+2
α ≤ lim
t→∞
L1,1(ε, t) ≤ γ˜d,α(x) (1− ε)− d+2α ,
and, due to arbitrariness of ε, we have limt→∞ L1,1(ε, t) = γ˜d,α(x). Thus
L1(t) ∼ γ˜d,α(x), t→∞.
It remains to consider the estimate
L2(t) ≤ c |x|3t− 1α
∫
[−pit 1α ,pit 1α ]d
|ω|3 eφ(t−
1
α ω)t dω,
therefore, the function L2(t) decreases faster than the function L1(t) for t→∞.
Then from the representation of p(t, 0, 0) − p(t, x, 0) in the form of (8), we find the
asymptotics (5).
7
Let us prove the following lemma about properties of the infinitesimal generation
function.
Lemma 1. Let bn ≥ 0 for n 6= 1, b1 < 0 and
∑
n bn = 0,
∑
n nbn <∞. Assume that, for
each r > 1, the derivatives f (r)(u) for u = 1 are defined and finite. Then
(i) if β := f ′(1) ≤ 0, then the function f(u) is strictly positive for u ∈ [0, 1) and
f(1) = 0, the function f ′(u) is non-positive for all u ∈ [0, 1], and the functions
f (r)(u), r ≥ 2, are non-negative for the same values of u;
(ii) if β > 0, then there exists u∗ ∈ [0, 1) such that the function f(u) is strictly positive
for u ∈ (0, u∗) (if u∗ > 0), it is strictly negative for u ∈ (u∗, 1) and f(u∗) = f(1) =
0, the function f ′(u) has exactly one sign change on the interval u ∈ [0, 1].
Proof. Note that β =
∑
n nbn. Then
b0 = −b1 −
∞∑
n=2
bn = −β +
∞∑
n=2
nbn −
∞∑
n=2
bn = −β +
∞∑
n=2
(n− 1)bn,
and therefore
f(u) = −β(1− u) +
∞∑
n=2
bngn(u), (11)
where gn(u) := u
n − nu+ n− 1. For each n ≥ 2 and u ∈ [0, 1] the following estimates
gn(u) = (1− u)
(
n−
n−1∑
k=0
uk
)
≥ 0,
g′n(u) = n(u
n−1 − 1) ≤ 0,
g(r)n (u) =
n !
(n− r) ! bnu
n−r ≥ 0, r ≥ 2,
are valid. Hence, taking into account that β ≤ 0, from (11) we obtain the statements of
Lemma 1.
Let us present a statement about the properties of the Laplace generating function
F (z, t, x), which complements the statement of Lemma 2 from (Yarovaya, 2009).
Lemma 2. The function F (z, t, x) is monotone in t for fixed z ≥ 0 and x ∈ Zd: it
does not decrease if f(e−z) > 0; it does not increase if f(e−z) < 0; F (z, t, x) ≡ e−z if
f(e−z) = 0. Consequently, the probability Q(t, x) of the continuation of the process does
not increase in t for any fixed x ∈ Zd.
The proof of this lemma is based on the theorem on positive solutions for differential
equations in `∞(Zd) with off-diagonal positive right-hand side (see, e.g., (Krasnosel′ski˘ı,
1968)).
Let us generalize the assertion of Lemma 9 from (Yarovaya, 2009) using an appropriate
proof scheme, for the case of the recurrent BRWs with the branching source intensity
β ≤ 0 and with no assumptions on the variance of jumps.
Lemma 3. If BRW is recurrent, that is G0 =∞, and β ≤ 0, then
lim
t→∞
F (z, t, x) = 1, lim
t→∞
Q(t, x) = 0.
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Proof. By Lemma 1 the condition β ≤ 0 implies f(e−z) > 0 for each fixed z > 0 and
f(e−z) = 0 for z = 0. Hence, by Lemma 2 the function F (z, t, x) does not decrease in t for
each fixed z > 0 and F (z, t, x) ≡ 1 for z = 0. Then, according to the reasoning of Lemma 9
in (Yarovaya, 2009), there exists c0(z, x) ≥ 0 such that limt→∞ F (z, t, x) = 1−c0(z, x) ≤ 1.
Note that F (0, t, x) ≡ 1. Assume c0(z, x) > 0 for z > 0, then we get
1− c0(z, x)− e−z = lim
t→∞
∫ t
0
p(t− s, x, 0)f(F (z, s, 0)) ds. (12)
Now, from Lemma 2 in (Yarovaya, 2010a) it follows that
f(F (z, t, 0)) =
{
f ′′(1)
2
c20(z, 0) + o(t) for β = 0,
−β c0(z, 0) + o(t) for β < 0,
as t → ∞, and therefore the function f(F (z, t, 0)) for each fixed z > 0 has a finite
nonzero limit as t → ∞. Then the left-hand side of (12) is finite, whereas according
to G0 = ∞, the term in the right-hand side is infinite. Hence, c0(z, x) ≡ 0 and then
limt→∞Q(t, x) = 0.
Under condition (1) the proof of the above lemma for dimensions d = 1, 2 is given
in Lemma 3 of (Yarovaya, 2010a), whereas for dimensions d ≥ 3 the appropriate result
was only announced. Let us give a proof of its generalization to the case of the transient
BRWs.
Previously we prove the following statement.
Lemma 4. Assume the functions ϕ(t) and χ(t) are continuous for t ≥ 0, ϕ(t) → ϕ0 as
t→∞, χ(t) ≥ 0, χ(t) 6≡ 0, and∫ t
t−T χ(s) ds∫ t
0
χ(s) ds
→ 0 as t→∞ (13)
for sufficiently large T . Then∫ t
0
ϕ(t− s)χ(s) ds∫ t
0
χ(s) ds
→ ϕ0 as t→∞.
In particular, the limit relation (13) holds if
∫∞
0
χ(s) ds <∞.
Proof. Let us fix some ε > 0. Choose a T such that |ϕ(t)− ϕ0| ≤ ε for t ≥ T . Note that∫ t
0
χ(s) ds > 0 for all sufficiently large t, and for those t the following function is defined
W (t) :=
∫ t
0
ϕ(t− s)χ(s) ds∫ t
0
χ(s) ds
− ϕ0 =
∫ t
0
(ϕ(t− s)− ϕ0)χ(s) ds∫ t
0
χ(s) ds
.
Represent W (t) as the sum of W1(t) and W2(t), where
W1(t) :=
∫ t−T
0
(ϕ(t− s)− ϕ0)χ(s) ds∫ t
0
χ(s) ds
, W2(t) :=
∫ t
t−T (ϕ(t− s)− ϕ0)χ(s) ds∫ t
0
χ(s) ds
.
According to the choice of T we have |W1(t)| ≤ ε. Also, the estimate is valid
|W2(t)| ≤ sup
t≥0
|ϕ(t)− ϕ0| ·
∫ t
t−T χ(s) ds∫ t
0
χ(s) ds
,
and, by the lemma conditions, W2(t) → 0 as t → ∞. Hence, lim supt→∞ |W (t)| ≤ ε,
whence, due to the arbitrariness of ε, the assertion of the lemma follows.
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Now we will generalize the result of Lemma 3 from (Yarovaya, 2010a) for the case of
transient BRWs on Zd, d ≥ 3, without any assumptions on the variance of jumps and on
the branching source intensity β.
Lemma 5. For a transient BRW, that is G0 < ∞, for every z ≥ 0 and x ∈ Zd the
following equalities hold
lim
t→∞
F (z, t, x) = 1− cd(x), lim
t→∞
Q(t, x) = cd(x),
where limz→∞ cd(z, x) = cd(x) > 0 and cd(z, x) is the least non-negative root of the
equation
1− cd(z, x)− e−z = G0(x, 0)f(1− cd(z, 0)). (14)
Proof. The function F (z, t, x) satisfies the equality
F (z, t, x) = e−z +
∫ t
0
p(t− s, x, 0)f(F (z; s, 0)) ds (15)
(see Theorem 2.7 in (Albeverio and Bogachev, 2000)).
Under the lemma conditions, the value G0(x, 0) =
∫∞
0
p(s, x, 0) ds is finite for each
x ∈ Zd. By Lemma 2, the function F (z, t, x) is monotonous in t for each fixed z ≥ 0,
x ∈ Zd, d ≥ 1. Hence, due to Lemma 1 the function f(F (z, t, 0)) has a finite limit as
t → ∞. Then, passing to the limit as t → ∞ in equility (15), by Lemma 4 we get that
the value cd(z, x) satisfies the relation (14).
Show that the value cd(z, x) is strictly positive. Indeed, if the value cd(z, 0) were equal
to zero, then the term in the right-hand side of equation (14) would vanish, while the
term in the left-hand side would be nonzero. Hence, cd(z, 0) > 0. Due to the estimate
G0(x, 0) ≤ G0 (see, e.g., representation (2.11) in (Yarovaya, 2018)) and equation (14), we
get 1−cd(z, x)−e−z ≤ G0f(1−cd(z, 0)). Therefore, 1−cd(z, x)−e−z ≤ 1−cd(z, 0)−e−z,
and hence
0 < cd(z, 0) ≤ cd(z, x),
that completes the proof of the lemma.
Further we will consider the statements for BRWs with heavy tails (2).
Theorem 2. If β ≤ βc then for every z > 0 and x ∈ Zd one has
lim
t→∞
F (z, t, x) = 1, lim
t→∞
Q(t, x) = 0
for d = 1, α ∈ [1, 2), and
lim
t→∞
F (z, t, x) = 1− c˜d,α(x), lim
t→∞
Q(t, x) = c˜d,α(x)
for d = 1, α ∈ (0, 1) and for d ≥ 2, α ∈ (0, 2), where limz→∞ c˜d,α(z, x) = c˜d,α(x) > 0 and
c˜d,α(z, x) is the least non-negative root of the equation
1− c˜d,α(z, x)− e−z = G0(x, 0)f(1− c˜d,α(z, 0)).
Proof. In the case β ≤ βc, d = 1, α ∈ [1, 2) the BRW under consideration is recurrent
and βc = 0 (see Theorem 1 in (Yarovaya, 2017)). Therefore, the appropriate statement
follows from Lemma 3.
The statement for d = 1, α ∈ (0, 1) and for d ≥ 2, α ∈ (0, 2) can be proved by the
same scheme as in Lemma 5, because under these conditions BRW with heavy tails is
transient, that is G0 <∞.
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Theorem 3. If β ≤ βc then the survival probabilities Q(t, x) have the following asymp-
totics as t→∞:
Q(t, x) ∼
{
C˜d,α(x)v(t) for β = βc,
K˜d,α(x)u(t) for β < βc,
where the functions v(t) and u(t) are of the form:
v(t) = t
1−α
2α , u(t) = t
1−α
α for d = 1, α ∈ (1, 2),
v(t) = (ln t)−
1
2 , u(t) = (ln t)−1 for d = 1, α = 1,
v(t) ≡ 1, u(t) ≡ 1 for d ≥ 2, α ∈ (0, 2)
and
C˜1,α(x) =
√
2
(
f ′′(1)Γ(α−1)γ1,α
)− 1
2 , K˜1,α(x) =
(−β Γ(α−1)γ1,α)−1
for d = 1, α ∈ (1, 2), whereas
C˜1,1(x) =
√
2 (f ′′(1)γ1,1)
− 1
2 , K˜1,1(x) = (−β γ1,1)−1
for d = 1, α = 1.
Both the functions C˜d,α(x) and K˜d,α(x) for every x ∈ Zd, d ≥ 2 and α ∈ (0, 2) are
determined by 1 − βcG0(x, 0) (1− c˜d,α(0)), where c˜d,α(0) is the non-negative root of the
equation
βc(1− c˜d,α(0)) = f(1− c˜d,α(0)).
Proof. The proof of the statements for recurrent BRW, that is for d = 1, α ∈ [1, 2) is
based on the proof scheme of Theorem 11 from (Yarovaya, 2010a) about the survival
probability asymptotic behavior for BRW with a finite variance of jumps.
According to equation (23) of Theorem 3 from (Yarovaya, 2009), the survival proba-
bility Q(t, x) satisfies to the equality
Q(t, x) = 1−
∫ t
0
p(t− s, x, 0)f(1−Q(s, 0)) ds. (16)
Let us consider the case x = 0. Then the Laplace transform of the equation (16) has the
following form:
1̂−Q(λ) = Gλ ̂f(1−Q)(λ).
Theorem 2 implies that 1̂−Q ∼ λ−1 as λ→ 0. Due to Theorem 1 from (Yarovaya, 2018),
the asymptotics as λ→ 0 of the appropriate Green’s functions is as follows:
Gλ ∼
{
γ1,α λ
− 1−α
α , if d = 1, α ∈ (1, 2),
−γ1,1 lnλ, if d = 1, α = 1,
where γ1,α and α∈ [1, 2) is some positive constant. Then, as λ→ 0, we have
̂f(1−Q)(λ) ∼
{
γ−11,α λ
− 1
α , if d = 1, α ∈ (1, 2),
−γ−11,1(λ lnλ)−1, if d = 1, α = 1.
For β ≤ 0 the function f(1−Q(t)) is monotonous in t due to the monotony of the func-
tions Q(t) (see Lemma 2 in (Yarovaya, 2009)) and f(u), u ∈ [0, 1] (see Lemma 1). There-
fore, applying the Tauberian theorem for densities (see Theorem 4 Ch. XIII in (Feller,
1971)) as t→∞ we get the asymptotic equality
f(1−Q(t)) ∼
{
(Γ(α−1)γ1,α)−1 t
1−α
α for d = 1, α ∈ (1, 2),
γ−11,1(ln t)
−1 for d = 1, α = 1.
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From Theorem 2 it follows that limt→∞(1−Q(t)) = 1. Therefore, for f(1−Q(t)) as t→∞
the asymptotic behavior of the function f(u) as u→ 1 from Lemma 2 in (Yarovaya, 2010a)
can be used. Then for t→∞ we obtain the assertion for the critical case β = βc:
Q(t) ∼
{√
2 (f ′′(1) Γ(α−1) γ1,α)
− 1
2 t
1−α
2α for d = 1, α ∈ (1, 2),√
2 (f ′′(1) γ1,1)
− 1
2 (ln t)−
1
2 for d = 1, α = 1,
(17)
and for the subcritical case β < βc:
Q(t) ∼
{
(−β Γ(α−1) γ1,α)−1 t 1−αα for d = 1, α ∈ (1, 2),
(−β γ1,1)−1 (ln t)−1 for d = 1, α = 1.
(18)
Now we will find the corresponding asymptotics for arbitrary x ∈ Zd. Note that
the first term of the asymptotic expansion of Green’s function Gλ(x, 0) as λ → 0 is
independent of x (see Theorem 1 in (Yarovaya, 2018)). This implies that the first term of
the asymptotic expansion of the probability Q(t, x) as t→ 0 is independent of x. Hence,
the representations (17) and (18) remain valid for arbitrary x.
Let us establish the required assertions for d ≥ 2, α ∈ (0, 2). By Theorem 2 we have
lim
t→∞
Q(t, x) = c˜d,α(x),
hence, the functions C˜d,α(x), K˜d,α(x) coincide with c˜d,α(x) for each x ∈ Zd.
5 Conclusion
Let us compare the behavior of survival probabilities of the particle population for critical
and subcritical BRWs with a finite variance of jumps and heavy tails. The limit of
survival probabilities as t → ∞ equals zero for recurrent BRWs and is strictly positive
for transient BRWs, which is determined by the Green’s function behavior. Therefore,
this limit depends on the assumptions (1) and (2). On the lattice Zd, d ≥ 3, a BRW is
transient under each assumption (1) or (2). Therefore, the particle population survival
probability for critical and subcritical BRWs tends to a positive constant. On Z2 the
survival probabilities of the heavy-tailed BRW tend to a positive constant for any α ∈
(0, 2) in both the critical and subcritical cases, while the survival probabilities of the BRW
with finite variance of jumps decreases asymptotically to zero as (ln t)−1 for subcritical
cases and as (ln t)−1/2 for critical ones. Thus, on Z2 the survival probabilities of a BRW
with heavy tails decrease slower than the survival probabilities of a BRW with a finite
variance of jumps.
Now we consider the asymptotic behavior of the functions Q(t, x) with x ∈ Z for
t→∞. If the variance of jumps is finite then βc = 0 for d = 1 and we obtain
Q(t, x) ∼
{
C1(x) t
− 1
4 for β = βc,
K1(x) t
− 1
2 for β < βc,
where C1(x), K1(x) are some positive constants (see Theorem 1 in (Yarovaya, 2010a)).
If a BRW has heavy tails (2) then βc = 0 for α ∈ [1, 2) and βc > 0 for α ∈ (0, 1). In this
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case we get more complex asymptotic behavior for the survival probability Q(t, x) of the
particle population
Q(t, x) ∼

C˜1,α(x) for d = 1, α ∈ (0, 1) and β = βc,
C˜1,1(x) (ln t)
− 1
2 for d = 1, α = 1 and β = βc,
C˜1,α(x) t
− 1
4 for d = 1, α ∈ (1, 2) and β = βc,
K˜1,α(x) for d = 1, α ∈ (0, 1) and β < βc,
K˜1,1(x) (ln t)
−1 for d = 1, α = 1 and β < βc,
K˜1,α(x) t
− 1
2 for d = 1, α ∈ (1, 2) and β < βc,
where C˜1,α(x), K˜1,α(x) are some positive constants (see Theorem 3).
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