Introduction
Hyperexponential functions in several variables are an abstraction of common properties of exponential functions and hypergeometric terms (see [6] ). They play important roles in factoring modules over Laurent-Ore algebras, and in the continuous and discrete versions of Zeilberger's algorithm for proving combinatorial identities (see [11] and [7] , respectively).
Hyperexponential functions can be represented and manipulated by computer algebra systems since their certificates, i.e., their partial "logarithmic derivatives", are rational functions. In many applications we need to determine whether an algebraic expression involving hyperexponential functions is zero. This motivates us to develop an algorithm, which, for a hyperexponential function given by its certificates, determines whether it is algebraic. We will regard hyperexponential functions as elements in some orthogonal ∆-extensions over the field of rational functions. So hyperexponential functions are called hyperexponential elements in the sequel.
In this article, we characterize algebraic hyperexponential elements by their certificates, describe a normal form of algebraic hyperexponential elements, and present an algorithm for determining whether a hyperexponential element is algebraic.
The rest of this article is organized as follows. In Section 2. we recall the notions of orthogonal ∆-rings and hyperexponential elements. In Section 3. we show that all algebraichyperexponential elements are radical, and characterize them by first-order linear differentialdifference systems. After studying univariate algebraic-hyperexponential elements in Section 4., we present a characterization on multivariate algebraic-hyperexponential elements by their certificates over the field of rational functions, and describe a normal form of these elements in Section 5.. An algorithm for determining whether a hyperexponential element is algebraic is presented in Section 6.. 
Orthogonal ∆-rings and hyperexponential elements
Let R be a commutative ring. The set of nonzero elements of R is denoted R * . Let ∆ be a finite set of maps from R to itself. A map in ∆ is assumed to be either a derivation of R or an automorphism of R. Recall that a derivation δ is an additive map with the multiplicative rule
The set ∆ is said to be orthogonal if the maps in ∆ commute pairwise. The pair (R, ∆) is called an orthogonal ∆-ring if ∆ is orthogonal. For a derivation δ ∈ ∆, an element c of R is called a constant with respect to δ if δ(c) = 0. For an automorphism σ ∈ ∆, c is called a constant with respect to σ if σ(c) = c. An element c of R is called a constant if it is a constant with respect to all maps in ∆. The set of constants of R, denoted by C R , is a subring. The ring C R is a subfield if R is a field.
Let (F, ∆) be an orthogonal ∆-field and A a commutative F -algebra. The pair (A, ∆) is called an orthogonal ∆-extension of F if all the maps in ∆ can be extended to A in such a way that: all derivations of F become derivations of A; all automorphisms of F become automorphisms of R; and the extended maps commute pairwise. There are ample instances for orthogonal ∆-extensions, for example, (partial) differential and difference algebras, and Picard-Vessiot extensions of linear functional systems with finite linear dimension (see [3] ). Note that an orthogonal ∆-extension is not necessarily an integral domain.
Let (A, ∆) be an orthogonal ∆-extension of F . A nonzero element h of A is said to be hyperexponential over F if, for every map φ ∈ ∆, there exists r φ ∈ F such that φ(h) = r φ h. Note that r φ is nonzero if φ is an automorphism. We call r φ the certificate of h with respect to φ.
For the differential field (C(x), d dx ), (nonzero) rational, radical and usual exponential functions are hyperexponential elements. For the difference field (C(n), σ), where σ is the shift operator sending n to n + 1, the terms n!, n 2 and (−1) n are examples of hyperexponential elements. Note that the term (−1) n cannot live in an integral domain because (−1) n + 1 is a zero divisor (see [9, Preface] ). For the differential-difference field (C(x, n), { Proof. Let the minimal polynomial of h be of degree t. The lemma clearly holds for t = 1. Assume that t > 1. Then h is not rational. We have
Let δ ∈ ∆ be a derivation. Apply δ to (1) to get
where r δ is the certificate of h with respect to δ. The minimality of t then implies that
Similarly, let σ be an automorphism in ∆. Apply σ to (1) to get
where r σ is the certificate of h with respect to σ. By the minimality of t,
If f i is nonzero for some i with 1 ≤ i ≤ t − 1, then (2) and (3) imply that the ratio of h t−i and f i is a constant. It follows from the assumption C A = C F that h satisfies a polynomial of degree (t − i) over F , a contradiction to the minimality of t. Hence,
Notation. Let A be an orthogonal ∆-extension of F . For every φ ∈ ∆ and a ∈ A, which is invertible, the ratio
a is denoted by lφ(a). Some useful properties of the operator lφ are given in the next lemma whose proof is straightforward. 2. lδ(a n ) = nlδ(a) and lσ(a n ) = lσ(a) n for all n ∈ Z;
If h ∈ A is invertible and hyperexponential, then, for every φ ∈ ∆, lφ(h) is the certificate of h with respect to φ. The following proposition characterizes invertible algebraichyperexponential elements. 
and
In addition, the minimal integer t such that (4) and (5) hold for some nonzero f ∈ F , is the degree of the minimal polynomial of h.
Proof. If h is algebraic, then h t = f for some positive integer t and f ∈ F , which is nonzero since h is invertible. Applying lδ and lσ to h t = f yields (4) and (5), respectively. Conversely, a straightforward application of Lemma 3.2 shows that h t f is a constant, which is in F since
One might wonder the existence of orthogonal ∆-extensions of F that contain no new constants. In fact, all Picard-Vessiot extensions of F are such extensions, provided that F is of characteristic zero with an algebraically closed field of constants. In addition, PicardVessiot extensions are simple (see [8, 9] for the ordinary case and [3] for the partial case).
By a minimal solution of the system consisting of equations in (4) and (5) we mean a pair (t, f ) ∈ Z + × F such that (t, f ) solves the system and t ≤t if (t,f ) ∈ Z + × F also solves the system. Determining whether a given hyperexponential element h is algebraic, amounts to computing a (minimal) solution of (4) and (5) by Proposition 3.3. To find a minimal solution effectively, we have to restrict ourselves to the case in which the ground field F is the field of rational functions.
Ordinary case
In this section we present some properties of univariate algebraic exponential functions and hypergeometric terms. In the rest of the article, C stands for a field of characteristic zero. Proof. The proposition follows from the fact that, for every f ∈ C(x) * , the squarefree partial fraction decomposition of lδ(f ) is a Z-linear combination of logarithmic derivatives of polynomials in C [x] .
2
, n i ∈ Z * , and k ∈ Z + as small as possible, then (k, i p n i i ) is a minimal solution of tr = lδ(f ). To consider the ordinary difference case, we introduce a multiplicative decomposition of a rational function. For t ∈ Z + , a nonzero rational function f ∈ C(x) can be written as f = q t p, where q ∈ C(x) and p ∈ C[x] whose factors have multiplicities less than t. We call the product q t p a multiplicative decomposition of f with respect to t.
and p = 7x(x + 1)(x + 2) 2 .
Then r = q 3 p is a multiplicative decomposition of r with respect to 3.
In general, such a decomposition can be found by the squarefree decomposition of the numerator and denominator of r and a rearrangement of the squarefree factors.
Proposition 4.3 Assume that C contains all roots of unity. Let (C(x), {σ}) be an orthogonal ∆-field where σ(x) = x + c for some c ∈ C and σ is the identity map on C. For a nonzero r ∈ C(x), there exist t ∈ Z + and f ∈ C(x) * such that r t = lσ(f ) if and only if r = ω lσ(q) where ω t = 1 and q ∈ C(x).
Proof. Assume that r t = lσ(f ) for some t ∈ Z + and f ∈ C(x). Let f = q t p be a multiplicative decomposition with respect to t. Then
Since both σ(p) and p are polynomials whose squarefree factors have multiplicities less than t, we conclude that lσ(p) is an element of C. But σ(p) and p have the same leading coefficients. So this element has to be one. It follows from (6) that r = ωlσ(q), where ω t = 1. The converse holds evidently. 2
The case in which σ is not a shift operator, is rather involved. Recall the well-known fact that a C-automorphism σ of C(x) is given by
Proposition 4.4 Let C be an algebraically closed field. Let σ be an automorphism of C(x)
given by (7) . If there are functions f and r in C(x) such that r t = lσ(f ) for some integer t > 1, then there exist α ∈ C * and g ∈ C(x) such that r = α lσ(g).
Proof. Let f = q t p be a multiplicative decomposition with respect to t. Then r t = lσ(q) t lσ(p). The proof is similar to that of Proposition 4.3 if either lσ(p) is in C or c in (7) is zero. Thus, we may further assume that deg x (p) = m > 0 and c = 0
Thenp is a polynomial. Write 
The condition ad − bc = 0 then implies that all the roots ofp have multiplicities less than t. By the definition ofp, lσ(p) =
(cx+d)
To see this, we set w = (x + µ) s where µ ∈ C is to be determined by (8) . An easy calculation shows that
Thus we may choose µ ∈ C such that µ = Unfortunately, Proposition 4.4 is merely a necessary condition. It is not clear for us when r t = lσ(f ) for some t ∈ Z + and f ∈ C(x) if r = αlσ(g) for some α ∈ C and g ∈ C(x).
Partial case
To consider the partial case, we let ∆ = {δ 1 , . . . , δ , σ +1 , . . . , σ m } and F to be the field C(x 1 , . . . , x , x +1 , . . . , x m ), where C is a subfield of C and contains all roots of unity.
. . , , and let σ j (x j ) = x j + c j , j = + 1, . . . , m, where c j is a nonzero rational function free of x j . A special property of this setting is that
for all i with 1 ≤ i ≤ , and 
It is important to note that the commutativity of ∆ implies the following compatibility conditions:
Our goal is to search for a minimal solution of (9) under the assumption that (10), (11) and (12) Proof. If (9) has a solution, then Propositions 4.1 and 4.3 imply the two assertions. Conversely, for all i with 1 ≤ i ≤ , the squarefree partial fraction decomposition of r i can be written as
where n ki ∈ Q and p ki ∈ C(x 1 , . . . ,
Let n be the least common denominator of all the n ki . Moreover, let t be the least common multiple of n and the orders of the ω j . Then, for all i with 1 ≤ i ≤ and j with + 1 ≤ j ≤ m, tr i = lδ i (q i ) and r t j = lσ j (q j ) for some q i , q j ∈ F . A straightforward calculation shows that (10), (11) and (12) hold when r i and r j are replaced by tr i and r t j , respectively. By Lemma 5.1 there exists f ∈ F such that lδ i (q i ) = lδ i (f ) and lσ j (q j ) = lσ j (f ). Consequently, (t, f ) is a solution of (9) . In fact, a solution of (9) has a special form described in the next lemma. This form allows us not only to present minimal solutions of (9) compactly but also to compute minimal polynomials efficiently. F = C(x 1 , . . . , x ) . If (10) , (11) and (12) hold, and (9) has a minimal solution (t, f ), then f = qg t where q ∈ F and g ∈ F .
Lemma 5.4 Let
Proof. By Proposition 5.2, r j = ω j lσ j (f j ) for all j with + 1 ≤ j ≤ m. The equality (11) implies that
In other words, the system
We claim that q i = r i − lδ i (g) is in F for i = 1, . . . , . It suffices to show that σ j (q i ) = q i for all i with 1 ≤ i ≤ and j with +1 ≤ j ≤ m. By (12) and (14),
The claim is proved. On the other hand, (10) and
Lemma 5.1 and the above claim then imply that the system
has a rational solution in F . In other words, there exists q ∈ F such that q i = 1 t lδ i (q) for all i with 1 ≤ i ≤ . Therefore,
which, together with (14), implies that t, qg t is a solution of (9).
In the algorithm IsAlgebraic for computing a minimal solution of (9) in Section 6.3., we will compute q and g so as to avoid constructing the fully expanded expression qg t , which may be large for t > 1.
As another consequence, an algebraic hyperexponential function is a product of some simpler functions. C(x 1 , . . . , x ) is a product of a rational number and a logarithmic derivative of a rational function with respect to x i for i = 1, . . . , , and lσ j (H) is a root of unity for j = + 1, . . . , m.
Proof. By Proposition 5.2 and Lemma 5.4, h is algebraic if and only if (9) has a solution (t, qg t ) where t ∈ Z + , q ∈ C(x 1 , . . . , x ) and g ∈ F . Setting H = h g yields the corollary. 2
Informally, an algebraic-hyperexponential function h can be written as
where both g and q are rational, and ω t j = 1 for all j with + 1 ≤ j ≤ m.
Algorithms
In this section, we let F = C(x 1 , . . . , x , x +1 , . . . , x m ) where C is a subfield of C and contains all roots of unity. Let δ i = ∂ ∂x i for i = 1, . . . , , and let σ j be the usual shift operator with respect to x j , i.e. σ j (x j ) = x j + 1 for j = + 1, . . . , m. The restriction on the σ j 's allows us to use the notion of shift normal forms of rational functions introduced in [1, 2] .
Differential and shift normal forms
We recall two normal forms for rational functions in [4] and [1, 2] , respectively. Let E be a field of characteristic zero. Let δ = d dx and σ be the automorphism of E(x) that sends x to x + 1.
with ab = 0. We say that the ordered pair
is differentialreduced if the ordered pair composed of its numerator and denominator is differential-reduced (0 is evidently differential-reduced). For every r ∈ E(x) * , there exist K, S ∈ E(x) such that r=K + lδ(S) where K is differential-reduced and has a monic denominator. The pair (K, S) is called a differential normal form of r. 2
with ab = 0. We say that the ordered pair (a, b) is shift-reduced if gcd(a, σ i (b)) = 1 for all i ∈ Z. A nonzero f in E(x) is shift-reduced if its ordered pair formed by its numerator and denominator is shift-reduced. For every nonzero r ∈ E(x), there exist K, S ∈ E(x) such that r = Klσ(S) where K is shift-reduced and has a monic denominator. The pair (K, S) is called a shift normal form of r.
Lemma 6.2 Let r ∈ E(x) equal elσ(f ) for some e ∈ E and f ∈ E(x). If (K, S) is a shift normal form of r, then K = e and S f ∈ E. Proof. Clearly, (e, lσ(f )) is a shift normal form of r. By the first and third assertions of Theorem 2 in [2], we conclude that K = e. It follows that lσ(f ) = lσ(S). Consequently, the ratio of S and f is in E. 2
Is a hyperexponential element rational ?
Determining whether a hyperexponential element is rational is equivalent to finding a solution (1, f ) of (9) . In other words, we need to compute a rational solution of the system
where the r i and r j satisfy the compatibility conditions (10), (11) 
First, let us compute a rational solution of the first equations in (16). Let (K 1 , S 1 ) be a differential normal form of r 1 relative to x 1 and δ 1 . If K 1 is nonzero then (16) has no rational solutions. Otherwise, every rational solution of (16) equals yS 1 where y ∈ C(x 2 , . . . , x m ). Substituting yS 1 for z in (16) yields
. . , x m ), then (16) has no rational solutions. Otherwise, we compute rational solutions of (17) in C(x 2 , . . . , x m ) recursively. In this way, we obtain rational solutions of the first equations of (16). Suppose that u is such a rational solution (set u = 1 when = 0). Then every rational solution of (16) is of form yu where y ∈ C(x +1 , . . . , x m ). Substituting yu for z in the last (m − ) equations of (16), we have
. . , x m ), then (16) has no rational solutions. Otherwise, we compute a shift normal form (K +1 ,Ŝ +1 ) of r +1 lσ +1 (u) relative to x +1 and σ +1 . IfK +1 is not equal to one, then (16) has no rational solutions. Otherwise, every rational solution of (18) is equal to wŜ +1 where w ∈ C(x +2 , . . . , x m ). Substituting wŜ +1 for y in (18), we have σ j (w) = r j lσ j (uŜ +1 ) w, j = + 2, . . . , m,
If
is not in C(x +2 , . . . , x m ) for some j with +2 ≤ j ≤ m, then (16) has no rational solutions. Otherwise, we compute rational solutions of (19) in C(x +2 , . . . , x m ) recursively.
Is a hyperexponential element algebraic ?
The next proposition is a restatement of Proposition 5.2 in terms of differential and shift normal forms. F = C(x 1 , . . . , x m ) , where C is a subfield of C containing all roots of unity. Let ∆ = {δ 1 , . . . , δ , σ +1 At last, we present an algorithm to determine whether a given hyperexponential element h is algebraic, and compute its minimal polynomial when it is. Note that h is given by its certificates r 1 , . . . , r , r +1 , . . . , r m , and it is understood as an element in a simple orthogonal ∆-extension A of (F, ∆) described in Proposition 6.4.
Proposition 6.4 Let

