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1. Introduction
The following work has been developed in the project B5 “Statistical methods for damage
processes under cyclic load” of the Collaborative Research Center “Statistical modeling of non-
linear dynamic processes” (SFB 823) of the German Research Foundation (DFG). The aim of
the project is to consider material fatigue from a statistical point of view, whereby modeling and
forecasts are desired. Since Bayesian analysis is a strong tool for prediction, this thesis provides
full Bayesian inference, estimation as well as prediction, for models that can be used to predict
material fatigue in various materials. In this thesis, we will be mainly concerned with two differ-
ent materials.
Firstly, Virkler et al. (1979) made experiments with aluminum alloy, where 68 specimen were
set under cyclic load to investigate crack length propagation. Since aluminum alloy is a homoge-
neous material, the crack length propagation process appears to be continuous without any irreg-
ularities and jumps.
Secondly, Reinhard Maurer, Guido Heeke and Jens Heinrich conducted fatigue experi-
ments on prestressed concrete under a low cyclic stress level within the SFB 823 to in-
vestigate the long life fatigue strength. Since prestressed concrete is a combination of con-
crete and tension wires, which break over time, this crack width process exhibits irregular
jumps.
A model often used for crack growth in the engineering literature, is the deterministic process de-
fined by the Paris-Erdogan equation
da
dN
= C(∆K)m, (1.1)
where a denotes the crack length andN the number of cycles corresponding to the crack length a.
C andm are material dependent constants. ∆K denotes the stress intensity factor range that de-
pends on the square root of a. That leads to an autoregressive process whose differences increase
with the growth of the process itself. For further information see, for example, Sobczyk and
Spencer (1992).
Although all the methods described in the following can be applied in general, for specific
modeling in application on the presented data sets, the process (1.1) will be taken as ba-
sis.
Firstly, for modeling of continuous crack propagation processes, a general diffusion process will
be presented based on a stochastic differential equation (SDE). For generalization, we refrain
from solving the SDE to an explicit solution and approximate the SDE with the widely used
Euler-Maruyama approximation, see, for example, Fuchs (2013).
Secondly, for the jump process of the non-continuous crack propagation, a non-homogeneous
Poisson process (NHPP) will be used.
Thirdly, both components are combined in a jump diffusion process for modeling of the crack
propagation process. This process will be defined by a SDE as well.
For the respective models, in most cases, Bayesian estimation is straightforward or presented
in existing literature. We will encounter two models with an arising filtering problem and
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present a solution which makes it possible to estimate the model parameters. Firstly, a
hidden diffusion model will be considered and a particle Gibbs sampler for the filtering of the
unobserved diffusion will be applied. Secondly, the Poisson process within the jump diffusion
will be assumed to be unobserved, where we propose a simple filtering step within the Gibbs
sampler. Note that for the underlying prestressed concrete data set, the counting process is ob-
served.
Little research has been done in the field of prediction for stochastic processes without existing
explicit solution of the SDE, both for general diffusion and for jump diffusion. In the case
of an explicit solution, a distribution of the process in each time point is available and can
be taken for a simple Bayesian prediction. This is explained, for example, for the Ornstein-
Uhlenbeck and the Cox-Ingersoll-Ross process in a mixed effects model in Dion, Hermann and
Samson (2016) and implemented in the R package mixedsde, see Dion, Samson and Hermann
(2016).
If the process is approximated by the Euler-Maruyama scheme, this prediction can become
inaccurate for large time differences. A common solution in the Bayesian community is to
sample trajectories with samples from the posterior distribution and take these for prediction,
namely the pointwise mean for a point prediction or quantiles for prediction intervals, respec-
tively. The analogous frequentist solution is sampling of trajectories with the point estimates
of the parameters. Both procedures will be compared to the methods presented in this the-
sis.
In our project within the SFB 823, prediction for the far future is desired, and, in the following,
we present two Bayesian prediction methods for stochastic processes based on the Euler approxi-
mation, one for trajectories of the process and one for a predictive distribution for the process in
one time point.
The thesis is structured as follows. In the next section, the model is presented, used sampling
algorithms are explained, a short sensitivity analysis with motivation of prior distributions is
performed and, as main part of the thesis, Bayesian prediction for stochastic processes based on
the transition density, which can be the one resulting from the Euler approximation, is presented.
Afterwards, the implication of different time distances for the Euler approximation is investi-
gated.
Sections 3 and 4, joint in Chapter I, consider the general diffusion process. In Section 4, the diffu-
sion is hidden in a regression model, where the estimation is complicated through a filtering prob-
lem.
In Chapter II, firstly, Section 5 introduces the NHPP and secondly, Section 6 joins diffusion and
counting process into a jump diffusion. Thirdly, Section 7 presents a non-linear regression model
including the NHPP, which is a result of the interdisciplinary work in the project with engineers,
see Heeke, Hermann et al. (2015).
Section 8 describes the package BaPreStoPro (Bayesian Prediction of Stochastic Processes),
developed as part of this thesis. All the methods described in this thesis are implemented in R,
see R Core Team (2015), and joint in the package BaPreStoPro, see Hermann (2016a).
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2. Foundations for Modeling, Sampling and Prediction
The goal of statistics is to reconstruct real phenomena with a specific uncertainty in a model
to allow some kind of inference, for example, for the future. A wide class of models is the
one of Markov processes, which have the property that the current state only depends on the
previous state. One example would be the crack length in a specific material, which could
be observed every day or every minute or, as in our cases, over a certain number of load
cycles. In the first case one would assume a discrete-time Markov process. For measurements
every minute or over load cycles, a continuous-time one would be also suitable. In the case of
non-equidistant time points, a continuous-time choice would be suitable as well. The examples
in this thesis are all concerned with crack growth in different materials, for example aluminum
alloy, a homogeneous material, or prestressed concrete, a non-homogeneous material. All
have in common that the current crack size only depends on the crack size before and on the
increment, which by its nature is a Markov process. To be flexible with the observation time
distances, we will assume a continuous-time process. In the case of homogeneous material,
we can assume a continuous process. This will be done by a diffusion driven by a Wiener
process. In the case of a non-homogeneous material, we observe irregular jumps, which make
a non-continuous process suitable. Here, we will assume a jump diffusion process. To join all
the presented models in one representation, we consider the model described in the following sec-
tion.
2.1. Main Model
In this thesis, we consider the one-dimensional stochastic process {Yt, t ∈ [0, T ]} on the time in-
terval [0, T ] defined by the stochastic differential equation (SDE) given by
dYt = b(ϕ, t, Yt) dt+ s(γ, t, Yt) dWt + h(η, t, Yt) dNt, Y0 = y0(ϕ), (2.1)
where {Wt, t ∈ [0, T ]} denotes a Brownian motion on [0, T ], {Nt, t ∈ [0, T ]} denotes a non-
homogeneous Poisson process with cumulative intensity function E[Nt] =
∫ t
0 λξ(u) du = Λξ(t)
which has to be bounded on [0, T ]. Both, Brownian motion and the Poisson process, have
to be stochastically independent. y0 will be assumed to be constant in some cases, but
for the hierarchical and the hidden diffusion model, this will be a function of the location
parameter ϕ. We could define the process also on the time interval [0,∞). But, our observation
time interval is naturally bounded, since we observe material fatigue until failure. Strictly
speaking, T in this context is a random variable, but we neglect this fact and assume T large
enough that observation time points 0 ≤ t0 < t1 < ... < tn ≤ T are located in the interval
[0, T ].
Stochastic differential equations as in (2.1) are well-investigated, see, e.g., Øksendal and Sulem
(2005); Shimizu and Yoshida (2006); Klebaner (2005); Protter (2005); Fuchs (2013). Through-
out this thesis, we consider a parametric estimation approach, this means, functions b, s and h
are assumed to be known. Under the Lipschitz conditions
(b(ϕ, t, x)− b(ϕ, t, y))2 ≤ C1(x− y)2,
(s(γ, t, x)− s(γ, t, y))2 ≤ C2(x− y)2,
(h(η, t, x)− h(η, t, y))2 ≤ C3(x− y)2
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and the linear growth conditions
b(ϕ, t, y)2 ≤ D1(1 + y2), s(γ, t, y)2 ≤ D2(1 + y2), h(η, t, y)2 ≤ D3(1 + y2)
for all t ∈ [0, T ], x, y ∈ R, Ci and Di, i = 1, 2, 3, positive constants, SDE (2.1) has a unique
strong solution, see Ikeda andWatanabe (1989) for further details.
The resulting process is closely related to the class of Lévy processes, see, e.g., Protter (2005).
For general functions b, s, h and Λξ, the process defined by the SDE (2.1) does not have station-
ary increments, in contrary to a classical Lévy process. According to the definition in Cont and
Tankov (2004) and Kluge (2005), our process fits in the class of time-inhomogeneous Lévy Pro-
cesses.
In this thesis, the parameters in equation (2.1) have the following dimensions: ϕ ∈ Rp will be
assumed to be a vector, γ ∈ (0,∞) and η ∈ R will be assumed to be scalars, whereby extensions
to a multi-dimensional vector would be easy to implement. Function s depends on γ because
in most cases it will be s(γ, t, y) = γ or s(γ, t, y) = γy, but for inference γ2, i.e. the parameter of
the resulting variance, will be estimated.
During this thesis, we consider different specific cases of the process, for example, the continuous
diffusion process, i.e. h(η, t, y) = 0, or the Poisson process itself, i.e. h(η, t, y) = 1, b(ϕ, t, y) =
s(γ, t, y) = 0, y0 = 0.
If the SDE (2.1) has an explicit solution, one has a transition density that goes in for
the estimation. But in the case that the process has no explicit representation, the SDE
can be approximated in time points 0 ≤ t0 < t1 < ... < tn ≤ T . A widely used ap-
proximation scheme is the Euler-Maruyama, or short Euler, approximation and is given
by
Y0 = y0(ϕ), (2.2)
Yi = Yi−1 + b(ϕ, ti−1, Yi−1)∆i + s(γ, ti−1, Yi−1)
√
∆i ζi + h(η, ti−1, Yi−1)∆Ni,
ζi ∼ N (0, 1) i.i.d., ∆Ni ∼ Pois (Λξ(ti)− Λξ(ti−1)) ,
∆i = ti − ti−1, i = 1, ..., n,
with i.i.d. meaning independent and identically distributed. For jump diffusions, see Platen
and Bruti-Liberati (2010) or for ordinary diffusions, i.e. h(η, t, y) = 0, Fuchs (2013). Con-
ditional on the jump term, the approximated variables have the normal transition den-
sity
p(Yi|Yi−1, ϕ, γ, η,∆Ni) =
1√
2π∆is(γ, ti−1, Yi−1)
exp
(
−(Yi − Yi−1 − b(ϕ, ti−1, Yi−1)∆i − h(η, ti−1, Yi−1)∆Ni)
2
2s2(γ, ti−1, Yi−1)∆i
)
.
In most cases, the true underlying transition density cannot be assumed to be normal. A good
overview of possibly resulting problems of biased estimations can be seen in Sørensen (2004) or
Beskos et al. (2006) for the case h(η, t, y) = 0.
The main scope of this thesis is prediction. For the different specific cases of the process in (2.1),
prediction procedures will be presented. In the case where the Euler approximation is used, the
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prediction is also based on the same discretized variables as used in the estimation which circum-
vents the problem of possibly biased estimations.
In the following, we use notation θ = (ϕ, γ2, η, ξ) for the parameter vector, or parts of it in
the respective model, and Y(n) = (Y0, Y1, ..., Yn) for the vector of Euler approximated vari-
ables.
2.2. Sampling Algorithms
In Bayesian estimation, the posterior distributions often are not explicitly available. Therefore,
sampling algorithms may to be used for approximation. In the following, the algorithms used in
this thesis, are described. The first one is the most popular in the class of Markov Chain Monte
Carlo (MCMC) algorithms.
2.2.1. Metropolis Hastings (MH) Algorithm
We want to sample from the posterior distribution
p(θ|Y(n)) ∝ p(Y(n)|θ) · p(θ).
At first, choose a proper proposal density q(θ∗|θ). A minimal necessary condition is that⋃
θ∈ supp p(·|Y(n))
supp q(·|θ) ⊃ supp p(·|Y(n))
with supp denoting the support of a function. In words, each point of the posterior’s support has
to be available by the Markov chain based on that proposal density. The formal condition would
also be true for the density of the Dirac measure at θ. Therefore, this is only the minimal neces-
sary condition, the proposal density has to be chosen wisely for a good approximation of the pos-
terior distribution.
At second, choose a starting value θ∗0 with p(θ∗0|Y(n)) > 0. For k = 1, ...,K draw θ∗ ∼ q(·|θ∗k−1)
and set θ∗k = θ∗ with acceptance probability
ρ(θ∗, θ∗k−1) = min
{
p(Y(n)|θ∗) · p(θ∗)
p(Y(n)|θ∗k−1) · p(θ∗k−1)
· q(θ
∗
k−1|θ∗)
q(θ∗|θ∗k−1)
, 1
}
and θ∗k = θ∗k−1 with probability 1−ρ(θ∗, θ∗k−1). Then, the stationary distribution of the Markov
chain {θ∗k, k = 1, ...,K} is equal to the posterior p(θ|Y(n)), see Robert and Casella (2004), p.
272.
In the special case of a symmetric proposal density, i.e. q(θ∗|θ∗k−1) = q(θ∗k−1|θ∗) the acceptance
probability reduces to
ρ(θ∗, θ∗k−1) = min
{
p(Y(n)|θ∗) · p(θ∗)
p(Y(n)|θ∗k−1) · p(θ∗k−1)
, 1
}
.
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One example is the density of theN (θ∗k−1, sd2) distribution with mean equal to the last iteration
step θ∗k−1 and a fixed standard deviation sd. This is also known as symmetric random walk, see
Robert and Casella (2004), p. 206.
A crucial step of the algorithm is the choice of the proposal density. Theoretically, the minimal
necessary condition given above suffices. But in practice, a good approximation of the posterior
density is of interest. If the acceptance probability ρ(θ∗, θ∗k−1) is large, many samples are
accepted, but the new one moves only little from the old iteration step and the support of
the distribution will be explored slowly. On the other hand, if the acceptance probability is
small, only few candidates are accepted, which is also not suitable for a continuous distribu-
tion. Rosenthal (2011) calculated an optimal acceptance rate of the MH algorithm, which is
0.234. To reach this, an adaptive algorithm might be a solution, which will be presented be-
low.
The choice of the starting point is also an important step of the algorithm. If it is not well
chosen, the chain needs many iterations to reach the stationary distribution and all these
samples are skipped, this is called burn-in phase. We will make an example to see this more
clear.
Example 1
We consider process (2.1) with h(η, t, y) = 0, s(γ, t, y) = γy and b(ϕ, t, y) = ϕy. It is
approximated by
Yi = Yi−1(1 + ϕ∆i) + γYi−1
√
∆i ζi, i = 1, ..., n,
with Y0 = y0 and ζi ∼ N (0, 1). We consider the process with y0 = 1, ϕ = 2, γ = 1 in
t0 = 0, t1 = 0.02, ..., t50 = 1.
With prior distribution ϕ ∼ N (2, 4) and fixed γ2 = 1 for a simple MH algorithm for ϕ, the poste-
rior is proportional to
p(ϕ|Y(n), γ2) ∝
n∏
i=1
p(Yi|Yi−1, ϕ, γ2) · p(ϕ) (2.3)
=
n∏
i=1
1√
2πγ2Y 2i−1∆i
exp
(
− 12γ2Y 2i−1∆i
{Yi − Yi−1(1 + ϕ∆i)}2
)
1√
2π · 4 exp
(
− 12 · 4(ϕ− 2)
2
)
=
n∏
i=1
1
0.2
√
πY 2i−1
exp
(
− 10.04Y 2i−1
{Yi − Yi−1(1 + 0.02ϕ)}2
)
1
2
√
2π
exp
(
−18(ϕ− 2)
2
)
.
We start the algorithm with ϕ∗0 = 10 and draw the new candidate from the normal distribution
with mean equal to the last sample and compare proposal standard deviations sd ∈ {5, 1, 0.1}.
In Figure 1, we see the resulting Markov chains. The acceptance rate with the large standard
deviation is 0.23 which is close to the optimal one calculated in Rosenthal (2011). The first
1 000 chain iterations can be seen in Figure 1(a) and there are constant phases in which no
new candidate is accepted. In 1(b), the first 1 000 iterations with standard deviation equal to
1 are displayed. The acceptance rate is 0.67 which is larger than the optimal one. But with a
close look on the chain, this result would be also good for the approximation of the posterior
distribution. The stationary distribution is reached after 100 samples and the distribution
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support is well filled. With a look on Figures 1(d) and 1(e) displaying 10 000 iterations of the
respective chain, the difference is very small. Another picture appears in Figures 1(c) and 1(f)
which show the chains for the small proposal standard deviation 0.1. The acceptance rate is
0.96 which is large. To get an equally good approximation of the posterior as for the two other
chains, much more iterations would have to be drawn and a high thinning rate would be neces-
sary.
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(a) sd = 5, 1 000 iterations
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(f) sd = 0.1, 10 000 iterations
Figure 1: Markov chains, based on different proposal variances, with stationary distribution
(2.3) and starting value ϕ∗0 = 10.
In the following, θ∗1, ..., θ∗K will always be understood as the resulting samples from the posterior,
already reduced by the burn-in period and the thinning rate.
In the case of a high-dimensional vector θ, it might be difficult to find a proper proposal density
for the MH algorithm to update all components simultaneously. In this case, the Gibbs sampler
can be more suitable.
2.2.2. Gibbs Sampler
For a high dimensional parameter vector θ = (θ1, ..., θd), where each θj , j = 1, .., d, can be also
a vector itself, the idea is to sample iteratively from the full conditional posterior distributions of
the components p(θj |Y(n), θ1, ..., θj−1, θj+1, ..., θd), j = 1, ..., d.
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Choose starting values θ∗2,0, ..., θ∗d,0 and for k = 1, ...,K draw
θ∗1,k ∼ p(θ1|Y(n), θ∗2,k−1, ..., θ∗d,k−1),
θ∗2,k ∼ p(θ2|Y(n), θ∗1,k, θ∗3,k−1, ..., θ∗d,k−1),
...
θ∗d−1,k ∼ p(θd−1|Y(n), θ∗1,k, ..., θ∗d−2,k, θ∗d,k−1),
θ∗d,k ∼ p(θd|Y(n), θ∗1,k, ..., θ∗d−1,k).
The resulting Markov chain {(θ∗1,k, ..., θ∗d,k), k = 1, ...,K} = {θ∗k, k = 1, ...,K} has station-
ary distribution p(θ|Y(n)), see Robert and Casella (2004), p. 372, or, for comparison, Carlin and
Louis (2009).
2.2.3. Metropolis within Gibbs Algorithm
In the case of not explicitly available full conditional posteriors, one step of the Gibbs
sampler can be conducted by a MH algorithm. The original work of Metropolis et al.
(1953) introduced what we now call Metropolis within Gibbs algorithm. Here, we restrict
to the case of only one component θj , j ∈ {1, ..., d}, to be sampled by a MH step. Of
course, this can be done for several components. In addition, for notation simplicity, we
assume the jth component to be independent from the others in their prior distribution.
This means p(θ) = p(θj)p(θ1, ..., θj−1, θj+1, ..., θd). We choose a proper proposal density
q(·|θ∗1,k, ..., θ∗j−1,k, θ∗j,k−1, ..., θ∗d,k−1) for θj similar to the MH algorithm and starting values
θ∗2,0, ..., θ∗d,0, if j = 1 also θ∗1,0. For k = 1, ...,K draw
θ∗1,k ∼ p(θ1|Y(n), θ∗2,k−1, ..., θ∗d,k−1),
...
θ∗j−1,k ∼ p(θj−1|Y(n), θ∗1,k, ..., θ∗j−2,k, θ∗j,k−1, ..., θ∗d,k−1),
θ∗j ∼ q(θj |θ∗1,k, ..., θ∗j−1,k, θ∗j,k−1, ..., θ∗d,k−1) and accept θ∗j,k = θ∗j with probability
ρ(θ∗j , θ∗j,k−1) =min
{
1,
p(Y(n)|θ∗1,k, ..., θ∗j−1,k, θ∗j , θ∗j+1,k−1, ..., θ∗d,k−1) · p(θ∗j )
p(Y(n)|θ∗1,k, ..., θ∗j−1,k, θ∗j,k−1, ..., θ∗d,k−1) · p(θ∗j,k−1)
· q(θ
∗
j,k−1|θ∗1,k, ..., θ∗j−1,k, θ∗j , θ∗j+1,k−1, ..., θ∗d,k−1)
q(θ∗j |θ∗1,k, ..., θ∗j−1,k, θ∗j,k−1, ..., θ∗d,k−1)
}
and θ∗j,k = θ∗j,k−1 with probability 1− ρ(θ∗j , θ∗j,k−1),
θ∗j+1,k ∼ p(θj+1|Y(n), θ∗1,k, ..., θ∗j,k, θ∗j+2,k−1, ..., θ∗d,k−1),
...
θ∗d,k ∼ p(θd|Y(n), θ∗1,k, ..., θ∗d−1,k).
See for further details Robert and Casella (2004), p. 392.
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2.2.4. Adaptive MCMC
As seen in the description of the MH algorithm in Section 2.2.1, the quality of the algorithm
strongly depends on the proposal density. The remaining question is how to choose a suitable
proposal variance. This variance controls the approximation quality of the distribution of
interest. We have seen the effect in Figure 1. This problem is tackled in Rosenthal (2011)
with an adaptive MH step using the proposal distribution N (θ∗k−1, e2l) with l as the logarithm
of the standard deviation and θ∗k−1 the previous iteration state. This parameter is chosen so
that the acceptance rate is close to the optimal, which is 0.234 for a classical MH algorithm
and 0.44 for the Metropolis within Gibbs sampler, see Rosenthal (2011). The idea is to
divide the chain into batches, for example of 50 iterations. After every batch, the current
acceptance rate is calculated. If it is outside a specific range it is adapted, whereby we
will choose [0.3,0.6] in the following calculations. Rosenthal (2011) propose to add, resp.
subtract, an adoption amount δ(N) = min(0.1, N−1/2) to, resp. from, l after the Nth batch.
The presented methods consider sampling from the posterior distribution of θ. The MH algo-
rithm and the Gibbs sampler are very suitable in the case of easy and fast computable densities.
We will present a predictive distribution which also will not be explicitly available and its calcu-
lation is computationally costly. In the case of expensive computation of the interesting density,
the following algorithms are more suitable. Because we sample from the predictive density, we
switch the notation from θ to y.
2.2.5. Rejection Sampling
One possibility to draw random samples from a distribution with density p(y) without Markov
chains is to choose a so called envelope (or proposal) density g(y), where it is easy to draw from,
and accept or reject the samples. This envelope density has to hold the condition that there is
some constantA so that p(y) ≤ Ag(y) for all y ∈ supp p(·).
To draw one sample of a distribution with density p(y), conduct the following steps.
(i) Generate a realization u from the uniform distribution U(0, 1) and independently one
sample y∗ from g(y).
(ii) If u ≤ p(y∗)Ag(y∗) , accept y∗ as a sample from distribution with density p otherwise, reject
the candidate.
One challenge of this algorithm is the choice of density g(y). One possibility is to choose a
candidate area [yl, yu], which should include the support of p(y), and set g(y) = 1yu−yl1(y)
equal to the density of the uniform distribution on the candidate area. With A = (yu −
yl) · maxy∈[yl,yu] p(y), this density fulfills the condition for the algorithm. In Figure 2, we
see an illustration of the algorithm. The black line marks the interesting density and in
gray, we see the rejection area. If this is large, the algorithm gets inefficient, because
many samples are rejected. The smaller the gray area is, the more efficient is the algo-
rithm.
Another possibility is to fix a vector of points yl = y1 < y2 < ... < yC = yu. Then, calculate
p(y1), ..., p(yC) and
9
yl yu
Figure 2: Illustration of rejection sampling, black line: interesting density, in gray: rejection
area.
(i) generate a realization u from the uniform distribution U(0,maxCj=1 p(yj)) and indepen-
dently one index j ∼ U{1, ..., C}.
(ii) If u ≤ p(yj), accept yj as a sample from the distribution with density p otherwise, reject
the candidate.
In the case of many samples to draw from the same distribution with density p, the second pro-
cedure can be much faster. We will investigate the runtimes later on. See Devroye (1986) for fur-
ther details of the algorithm.
2.2.6. Inversion Method
Another possibility to draw random samples from a continuous distribution with distribution
function F (y) =
∫ y
−∞ p(z) dz is the inversion method. For U ∼ U(0, 1), the random variable
F−1(U) has the distribution of interest. In many cases, this inverse function F−1 is not
calculable. However, there is one possibility to fix an interval [yl, yu] and to choose a vector of
points yl = y1 < y2 < ... < yC = yu. Then, one calculates F (y1), ..., F (yC) and for a realization
u from the uniform distribution, min{y ∈ {y1, ..., yC}|F (y) ≥ u} can be seen as a sample
from F . In the case of many samples to draw from the same distribution F this is a very suitable
choice.
In the case of only few, or one, sample to draw, we present the binary search algorithm. Here,
we also fix an interval [yl, yu] and a realization u from the uniform distribution and in each step
F (yl+yu2 ) is compared to u.
This means, to draw one sample of distribution F , we choose a fineness degree fn and conduct
the following.
(i) Generate a realization u from the uniform distribution U(0, 1).
(ii) As long as yu − yl > fn:
10
if F (yl+yu2 ) < u: yl =
yl+yu
2 ,
else yu = yl+yu2 .
(iii) Return yl+yu2 as sample of distribution F .
In Figure 3, we see an illustration of the binary search algorithm.
yl yu
u l
yl yl yu
u l
yu
Figure 3: Illustration of inversion method with binary search.
The problem of finding a suitable interval [yl, yu] is the same for rejection sampling and inversion
method. The only difference is that rejection sampling is very sensitive for runtimes when the in-
terval is too large, because many candidates are rejected. See for further details of the algorithm,
for example, Devroye (1986).
For both sampling methods, rejection sampling as well as inversion method, we have pre-
sented two versions. At first, one sample can be drawn by running the firstly presented
steps (i) and (ii) of the rejection sampling, see Section 2.2.5, or steps (i)-(iii) of the inver-
sion method. This can be repeated as often as desired. This is fast, if only few samples
have to be drawn but can take long for a large number of samples. At second, based on a
fixed candidate area, the distribution function, respectively the density, is calculated for a
vector of candidates, among which a random sample is drawn. To draw only few samples,
this can be inefficient, because it takes long to calculated the distribution function for a
large vector of candidates. But to draw a large amount of samples, this is much faster than
drawing each sample separately without candidate area. We will investigate this effect later
on.
2.3. Sensitivity Analysis
In an informative Bayesian analysis, one usually is interested in the influence of the prior param-
eters. In reality, it will often be the case that no prior knowledge is available and, therefore, it
is important to know what happens to the estimations, if the prior parameters are not correctly
chosen. We again use Example 1. In Figure 4, we first motivate the choice of the normal distribu-
tion for the location parameter and the inverse gamma (IG) distribution for the variance parame-
ter.
We compare three sample sizes n ∈ {20, 100, 500} between t0 = 0 and tn = 1 and each two wrong
prior means with three different prior variances. For ϕ ∼ N (mϕ, Vϕ) we run the estimations with
11
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Figure 4: Motivation of prior distribution families for Example 1; top: comparison of likelihood
with respect to ϕ (a) and density of a suitable prior N (2, 1) distribution (b), bottom:
comparison of likelihood with respect to γ2 (c) and density of a suitable prior
IG(10, 9) distribution (d).
mϕ ∈ {1, 3} whereby the parameter used for the simulation is ϕ = 2 and Vϕ ∈ {0.01, 0.5, 4} to
compare large, medium and small influence of the prior distribution. For γ2 ∼ IG(aγ , bγ) – with
chosen value γ2 = 1 in the simulation – we compare the prior means 0.5 and 1.5 and, therefore,
choose aγ ∈ {3, 20, 100} and bγ ∈ {(aγ−1)·0.5, (aγ−1)·1.5}. This can be seen with a look on the
expectation of the IG(aγ , bγ):
E[γ2] = bγ
aγ − 1 , V ar(γ
2) =
b2γ
(aγ − 1)2(aγ − 2)
for aγ > 2. This means a large variance for aγ larger but close to 2 and a small variance for large
aγ . In Figure 5 we see the densities of the prior distributions.
For each parameter setting, we sample from the posterior with a Metropolis within Gibbs
sampler. Details to the estimation itself are given in Section 3. For the sensitivity analysis of ϕ,
we fix the prior parameters of γ2 to aγ = 3 and bγ = 2 which leads to prior mean and standard
deviation equal to the chosen value for γ2 = 1. In Figure 6, we see the resulting posterior
densities. In the left column, the prior mean is mϕ = 1 and in the right column, it is mϕ = 3.
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Figure 5: Prior densities for ϕ with Vϕ ∈ {0.01, 0.5, 4} (top) and γ2 with aγ ∈ {3, 20, 100}
(bottom).
For all considered sample sizes, the results are very similar. The short dotted line marks the
chosen value ϕ = 2 for simulation. The results are mirrored with respect to that line. In all
cases, we can see that the very small variance, illustrated by the black line, can fix the posterior
to the prior mean location. But even the red line, Vϕ = 0.5, leads to a biased estimation. The
green line, Vϕ = 4, leads to good results. Only in the case of sample size n = 20, which is
very small for a process with autoregressive variance, the posterior location is not exactly
correct. By comparison of the left and right plots, it becomes clear that this is a result of
only one simulation, since both posterior densities have the same shape and the same loca-
tion despite of the different prior locations. The credibility interval would include the value ϕ =
2.
In the sensitivity analysis of γ2, we fix mϕ = 2 and Vϕ = 4 with the same reason as
above. In Figure 7 we see the resulting posterior densities. In the left column, we com-
pare each of the prior variances b
2
γ
(aγ−1)2(aγ−2) ∈ {0.0026, 0.0139, 0.25} and in the right col-
umn b
2
γ
(aγ−1)2(aγ−2) ∈ {0.023, 0.125, 2.25}. We see that for all cases the small prior vari-
ance, i.e. aγ = 100, leads to biased estimates. For the small sample size as well as
for n = 100, also the red line is influenced by the prior distribution. But in all cases,
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Figure 6: Posterior densities of ϕ with the corresponding prior densities in Figures 5(a) and
5(b), left: prior mean mϕ = 1, right: prior mean mϕ = 3.
the green line, i.e. aγ = 3, shows good results. In the middle row, the posterior loca-
tion lies not at the chosen parameter γ2 = 1. But comparison of the support of the left
and the right plot, both calculated with the same simulated realization of sample Y(n),
shows that this is due to the fact of only one simulation similar to the upper row of Figure
6.
In summary, if no expert knowledge is available, the prior parameters will be chosen so that
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Figure 7: Posterior densities of γ2 with the corresponding prior densities in Figures 5(c) and
5(d), left: prior mean bγaγ−1 = 0.5, right: prior mean
bγ
aγ−1 = 1.5.
the expected value and the standard deviation are equal to each other, which would mean
for the above example: Vϕ = ϕ2 and aγ = 3. This will be done in the following investiga-
tions.
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2.4. Bayesian Prediction
In Meeker and Escobar (1998), two different prediction problems are presented. Firstly, observa-
tions of one unit or individual are available and predictions for future observations for a new indi-
vidual are of interest. This case is referred to as new-sample prediction. Secondly, future obser-
vations for the current individual have to be predicted. This is called within-sample prediction.
We will use these names in the following as well.
There are several ways to predict a new observation variable Y ∗ at time t∗. In the frequentist
estimation, in many cases, a predictive distribution is not calculable and, therefore, trajectories
are simulated from the model with point estimates plugged in, see, for example, Chiquet et al.
(2009). In Vidoni (2004), a predictive density for discrete-time stochastic processes is calculated,
but prediction is only made for the next observation Yn+1. In the Bayesian approach, it is com-
mon to take the samples from the posterior distribution, θ∗1, ..., θ∗K , and to simulate with each
of them one trajectory. Altogether, K trajectories provide prediction samples, see, for example,
Weinberg et al. (2007). If the density p(Y ∗|θ) is explicitly available as it is, for example, in the
case of an explicit solution of the SDE (2.1), the predictive distribution can be just calculated
by a sampling procedure using the density p(Yt∗ |θ). This is presented in Blanke and Bosq
(2015) for the Poisson and the Ornstein-Uhlenbeck (OU) process, in Jokiel-Rokita et al. (2014)
for doubly stochastic Poisson processes, and in Dion, Hermann and Samson (2016) for the OU
and the Cox-Ingersoll-Ross process within a mixed effects model. For a non-linear regression
model see, for example, Yuan and Ji (2015); Robinson and Crowder (2000), which would be simi-
lar.
In the following, a novel approach to predict stochastic processes, based on the Euler approxima-
tion, is presented. This procedure is valuable for all processes defined by (2.1), including the es-
timation uncertainty as well as possible uncertainties from latent variables. We will first present
an algorithm leading to a pointwise distribution of Y ∗ and afterwards, a second algorithm yield-
ing a vector of process variables.
In Bayesian prediction, one naturally has a predictive distribution and can derive the point
prediction or prediction intervals. The predictive distribution for a point of interest Y ∗ is given
by
p(Y ∗|Y(n)) =
∫
p(Y ∗|Y(n), θ) · p(θ|Y(n)) dθ,
which often is not analytically available. But, if we have samples θ∗1, ..., θ∗K ∼ p(θ|Y(n)) from the
posterior distribution, we can approximate the predictive density by
p(Y ∗|Y(n)) =
∫
p(Y ∗|Y(n), θ) · p(θ|Y(n)) dθ
≈ 1
K
K∑
k=1
p(Y ∗|Y(n), θ∗k).
In the case of within-sample prediction, the Markov property p(Y ∗|Y(n), θ) = p(Y ∗|Yn, θ)
can be used. For a new-sample prediction, Y ∗ is a point of a new series and p(Y ∗|Y(n), θ) =
p(Y ∗|θ).
16
In the following, two algorithms for prediction are presented. The first algorithm con-
siders the predictive distribution of one point of interest that can lie far away from the
last observed value. In the case of a new series, this is equivalent to predicting a point
that lies in large distance to the starting point. Since we base the model on the SDE
(2.1), the Euler approximation can perform poorly for large time differences. This prob-
lem will be tackled. A second algorithm is presented to sample a trajectory vector. Sam-
pling from an arbitrary multivariate distribution is not self-evident. Both algorithms can
be used equally for the prediction of a new series as well as for prediction of the further
development of the series. We declare the specific points with (ia) and (ib) in the algo-
rithms.
Let us assume, we want to predict the process in time point t∗ ≫ tn, respectively t∗ ≫ t0. For
large time distances, the Euler approximation can be inaccurate. Therefore, the idea of the algo-
rithm is to go in M steps to the interesting value and in each to include the predictive distribu-
tion of the last step. Therefore, we choose a sampling partition {t0, tn} ∋ τ0 < τ1 < ... < τM =
t∗, for example
τm = m ·∆∗ + τ0, m = 0, ...,M, ∆∗ := t
∗ − τ0
M
.
Let p(Y ∗m+1|Y ∗m, θ) denote the transition density of the Euler approximated variables Y ∗0 ∈
{y0, Yn}, Y ∗1 , ..., Y ∗M = Y ∗ in τ0, τ1, ..., τM .
In the following, we denote with θ∗1, ..., θ∗K samples from the posterior distribution p(θ|Y(n))
for the models without latent variable. In the specific models with latent variables, the
hierarchical and the jump models, the first step is to predict the latent variables, the ran-
dom effect in the hierarchical model and the Poisson process in the jump models. For
the jump diffusion, prediction for the Poisson process variables Nτ1 , ..., NτM is needed as
a first step, see for example Hermann et al. (2016a). Then, θ∗1, ..., θ∗K contain the poste-
rior samples of the parameters as well as the prediction samples of the Poisson process
variables. For the hierarchical model, for new-sample predictions, samples of the predic-
tive distribution for the random effects are drawn, details are given in Section 3.2. In
the following, θ∗k, k = 1, ...,K, will denote the vector of posterior and predictive samples
jointly. We sample from the pointwise predictive distribution by running the following algo-
rithm.
Algorithm 1
Take samples θ∗k ∼ p(θ|Y(n)), k = 1, ...,K, from the posterior distribution, respectively from
the predictive distribution of latent variables.
(i) Set starting values
(ia) Y ∗(k)0 := Yn, k = 1, ...,K: within-sample prediction,
(ib) Y ∗(k)0 := y0, k = 1, ...,K: new-sample prediction.
(ii) For m = 1, ...,M draw K samples
Y ∗(1)m , ..., Y
∗(K)
m ∼
1
K
K∑
k=1
p
(
Y ∗m|Y ∗(k)m−1, θ∗k
)
.
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Sampling from the density can be conducted with inversion method or rejection sampling
as described before. The advantage of this algorithm is that we can use a fixed vector
of candidates and calculate the density in the second step only once and draw K sam-
ples vectorial, which makes it faster than methods that calculate the density separately for
each sample as explained at the end of Section 2.2.6. We will see the different runtimes later
on.
Algorithm 1 yields samples from the predictive distribution p(Y ∗m|Y(n)),m = 1, ...,M, for each of
the points τ1, ..., τM , but no trajectories.
This can be seen as follows. ForM = 2 it is
Y
∗(r)
1 ∼
1
K
K∑
k=1
p
(
Y ∗1 |Y ∗(k)0 , θ∗k
)
≈
∫
p(Y ∗1 |Y ∗0 , θ)p(θ|Y(n)) dθ = p(Y ∗1 |Y(n)), r = 1, ...,K,
for Y ∗0 ∈ {y0, Yn}. In the second step it is
Y
∗(r)
2 ∼
1
K
K∑
k=1
p
(
Y ∗2 |Y ∗(k)1 , θ∗k
)
≈
∫
p(Y ∗2 |Y ∗1 , θ)p(Y ∗1 , θ|Y(n)) d(Y ∗1 , θ) = p(Y ∗2 |Y(n))
for r = 1, ...,K. There are three approximations in one step as can be seen by
p(Y ∗2 |Y(n)) =
∫
p(Y ∗2 |Y ∗1 , θ)p(Y ∗1 , θ|Y(n)) d(Y ∗1 , θ)
≈
∫
p(Y ∗2 |Y ∗1 , θ)p(Y ∗1 |Y(n))p(θ|Y(n)) d(Y ∗1 , θ) (2.4)
≈ 1
K1K2
K1∑
k1=1
K2∑
k2=1
p
(
Y ∗2 |Y ∗(k1)1 , θ∗k2
)
(2.5)
≈ 1
K
K∑
k=1
p
(
Y ∗2 |Y ∗(k)1 , θ∗k
)
. (2.6)
Approximation (2.4) is related to the fact that p(Y ∗1 , θ|Y(n)) = p(Y ∗1 |θ, Y(n))p(θ|Y(n)). In addi-
tion, it is
p(Y ∗1 |θ, Y(n)) =
p(Y ∗1 , θ, Y(n))
p(θ, Y(n))
=
p(Y ∗1 , θ, Y(n))
p(θ|Y(n))p(Y(n))
=
p(θ|Y ∗1 , Y(n))
p(θ|Y(n))
p(Y ∗1 , Y(n))
p(Y(n))
=
p(θ|Y ∗1 , Y(n))
p(θ|Y(n))
p(Y ∗1 |Y(n))
≈ p(Y ∗1 |Y(n)). (2.7)
For large n, the term p(θ|Y
∗
1 ,Y(n))
p(θ|Y(n)) is close to 1. In practice, the variables Y
∗(k)
1 , k = 1, ...,K, are
even drawn from the predictive distribution based on p(θ|Y(n)) and, therefore, will not have addi-
tional information for the parameter.
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Approximation (2.5) is explained by p(Y ∗1 |Y(n)) ≈ 1K1
∑K1
k1=1 1{Y ∗(k1)1 }
(Y ∗1 ) and
p(θ|Y(n)) ≈ 1K2
∑K2
k2=1 1{θ∗k2}
(θ), which can be arbitrary good according to the choice of K1 and
K2.
Approximation (2.6) is due to the fact that the expression (2.5) is computationally very
costly. We will investigate this approximation through Example 1. In Figure 8, we see
both densities, expression (2.5) and (2.6) for three different sample sizes K = K1 = K2 ∈
{10, 100, 1000}. For K = 10, a small difference is identifiable, but even for K = 100,
the difference is small. In practice, even samples size K = 1000 is small for the approx-
imation of the density, and there is no difference between the two curves. The runtimes
for drawing K samples from the displayed densities are calculated ten times with an In-
tel(R) Core(TM) i5-3470 CPU (3.20GHz), 8 GB RAM, Windows 7 64bit personal com-
puter. The average times are displayed in Table 1. For K = 10, the difference is negligible.
But for growing samples size, this runtime saving decides over feasibility of the algorithm.
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Figure 8: Investigation of approximation (2.6) with Example 1; in dotted lines:
1
K1K2
∑K1
k1=1
∑K2
k2=1 p
(
Y ∗2 |Y ∗(k1)1 , θ∗k2
)
, in solid lines: 1K
∑K
k=1 p
(
Y ∗2 |Y ∗(k)1 , θ∗k
)
, K =
K1 = K2 ∈ {10, 100, 1000}.
Table 1: Overview of the runtimes in seconds for expression (2.5) and expression (2.6), averaged
over 10 runs.
K = K1 = K2 = 10 K = K1 = K2 = 100 K = K1 = K2 = 1000
expression (2.5) 0.038 1.694 199.136
expression (2.6) 0.021 0.040 0.187
Altogether, the approximations (2.4)-(2.6) are justified and Y ∗(1)2 , ..., Y
∗(K)
2 can be seen as sam-
ples from p(Y ∗2 |Y(n)). For arbitrary M , we can assume Y ∗(k)M−1 ∼ p(Y ∗M−1|Y(n)), k = 1, ...,K, and
with induction
Y
∗(r)
M ∼
1
K
K∑
k=1
p
(
Y ∗M |Y ∗(k)M−1, θ∗k
)
≈
∫
p(Y ∗M |Y ∗M−1, θ)p(Y ∗M−1, θ|Y(n)) d(Y ∗M−1, θ) = p(Y ∗M |Y(n))
follows for r = 1, ...,K with the same approximations as described before.
The following algorithm is made for the case that trajectories are the value of interest. Here,
it is possible to draw not exactly M samples from the trajectory, but to choose a critical value
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yc and to stop drawing if it is reached. In addition, it is possible to draw L samples with L ̸=
K.
Algorithm 2
Take samples θ∗k ∼ p(θ|Y(n)), k = 1, ...,K, from the posterior distribution, respectively from
the predictive distribution of latent variables. For l = 1, ..., L repeat the following steps.
(i) Set m = 1 and
(ia) Y ∗(l)0 := Yn: within-sample prediction,
(ib) Y ∗(l)0 := y0: new-sample prediction.
(ii) For m = 1, 2, ... draw one sample
Y ∗(l)m ∼
1
K
K∑
k=1
p
(
Y ∗m|Y ∗(l)m−1, θ∗k
)
.
For notation simplicity, in the following, we restrict to the case ofM trajectory entries.
The reason why this procedure leads to L independent samples of (Y ∗1 , ..., Y ∗M ) can be seen as fol-
lows. At first, it is
p(Y ∗m|Y ∗(l)m−1, Y(n)) =
∫
p(Y ∗m|Y ∗(l)m−1, θ)p(θ|Y ∗(l)m−1, Y(n)) dθ
≈
∫
p(Y ∗m|Y ∗(l)m−1, θ)p(θ|Y(n)) dθ (2.8)
≈ 1
K
K∑
k=1
p
(
Y ∗m|Y ∗(l)m−1, θ∗k
)
,m = 1, ...,M.
The first equation is just the Markov property p(Y ∗m|Y ∗(l)m−1, Y(n), θ) = p(Y ∗m|Y ∗(l)m−1, θ). The
last approximation is the same as in (2.5). Approximation (2.8) is the same as in (2.7)
and, therefore, the same approximation as in (2.4). For large n, one sample Y ∗(l)m−1 does not
effect the posterior. By the way, Y ∗(l)m−1 is itself drawn by the predictive distribution based
on the same posterior samples. Therefore, even in finite sample sizes, the effect is negligi-
ble.
Afterwards, in iteration l, it is approximated
Y
∗(l)
1 ∼ p(Y ∗1 |Y(n)),
Y
∗(l)
2 ∼ p(Y ∗2 |Y ∗(l)1 , Y(n)),
...
Y
∗(l)
M ∼ p(Y ∗M |Y ∗(l)M−1, Y(n)).
Using the Markov property, the joint density is
p(Y ∗1 , ..., Y ∗M |Y(n)) = p(Y ∗1 |Y(n)) · p(Y ∗2 |Y ∗1 , Y(n)) · ... · p(Y ∗M |Y ∗M−1, Y(n))
and we get L independent samples from p(Y ∗1 , ..., Y ∗M |Y(n)) with Algorithm 2.
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To see the difference between the two sampling Algorithms 1 and 2, we will compare them in the
setting of Example 1.
We run the following simulation study. 500 series with n = 20 are simulated to have a high esti-
mation uncertainty. To simulate time-continuity, between each two time points, 99 equidistant
points are inserted, the trajectories from the model are drawn, and afterwards, every 100th
point is taken as observation. This means, for t0 = 0, t1 = 0.05, ..., t20 = 1 and ∆ = ∆i = 0.05,
we simulate the series Y˜0, Y˜1, ..., Y˜2000 in t˜0 = 0, t˜1 = 0.0005, ..., t˜2000 = 1 with ∆˜ = 0.0005.
Afterwards, Y0 = Y˜0, Y1 = Y˜100, ..., Y20 = Y˜2000 form the observed variables. See Iacus (2008);
Phillips (1973) for further details. In Table 2, an overview of the various time distances of
the Euler approximation can be found, that are used for simulation, estimation and predic-
tion.
Table 2: Overview of the time distances used for the Euler approximation in the simulation of
the data series, the observations variables, for prediction and for simulation of the
new series.
∆i for
simulation
∆i of observa-
tion variables
∆∗i for
prediction
∆i for new
series
Figure 9 0.0005 0.05 0.05 0.0005
Figure 11 0.0005 0.05 0.05 0.05/0.0005
Figure 14 0.0005 0.05 0.05 0.05/0.005/
0.0005/0.00005
Figure 15 0.000005 0.05 0.05 0.05/ 0.000005
Figure 16 0.02 0.02 see (2.11) 0.02
Figure 17 0.02 0.02 see (2.11) 0.02
Figure 18 0.000002 0.02 see (2.11) 0.000002
Afterwards, the parameters are estimated, information will be given in Section 3. With
K = 10 000 samples from the posterior distribution, we will compare four prediction methods.
The first two are the ones presented in Algorithms 1 and 2. The third method is simple sam-
pling from the model based on the point estimation, as often used in the frequentist approach.
This procedure fits in the definition of naive prediction in Meeker and Escobar (1998) and will,
therefore, be named naive sampling in the following. In detail, we run the following algorithm.
Algorithm 3 (Naive sampling)
Let θˆ = 1K
∑K
k=1 θ
∗
k be the approximated posterior mean. For l = 1, ..., L repeat the following.
(i) Set m = 1 and
(ia) Y ∗(l)0 := Yn: within-sample prediction,
(ib) Y ∗(l)0 := y0: new-sample prediction.
(ii) For m = 1, 2, ... draw one sample
Y ∗(l)m ∼ p
(
Y ∗m|Y ∗(l)m−1, θˆ
)
.
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The fourth one is straightforward sampling common in Bayesian analysis, where each of
the K posterior samples is taken to simulate one trajectory from the model. All K trajec-
tories would also form a prediction, where pointwise mean or quantiles could be used for
point prediction or prediction intervals. We will name it posterior sampling in the follow-
ing.
Algorithm 4 (Posterior sampling)
Take samples θ∗k ∼ p(θ|Y(n)), k = 1, ...,K, from the posterior distribution, respectively from
the predictive distribution of latent variables. For l = 1, ..., L ≤ K repeat the following.
(i) Set m = 1 and
(ia) Y ∗(l)0 := Yn: within-sample prediction,
(ib) Y ∗(l)0 := y0: new-sample prediction.
(ii) For m = 1, 2, ... draw one sample
Y ∗(l)m ∼ p
(
Y ∗m|Y ∗(l)m−1, θ∗l
)
.
We need a criterion for the quality of the procedure. The coverage rate is an obvious criterion,
since the level has to be kept. But the interval size is also interesting. Gneiting and Raftery
(2007) propose an interval score as a combination of interval size, which should be small, and
coverage rate, which should be equal to or larger than the level 1 − α. The score is given
by
S(l, u, y) = u− l + 2
α
(l − y)1(−∞,l)(y) +
2
α
(y − u)1(u,∞)(y). (2.9)
l denotes the lower and u the upper bound of the credible or prediction interval and y the true,
i.e. the observed, value. In the case of a non-covering interval, the deviance from the respective
bound is highly penalized by the deviance itself multiplied with 2α . During this thesis, we will use
α = 0.05, this means, the difference between the observed value and the interval bound is penal-
ized with 2α = 40.
For the prediction quality, we simulate a set of 5000 new series in the same way as de-
scribed above, i.e. with ∆˜ = ∆100 , and investigate for each of the 500 prediction intervals
over time, if they include the new series or not. All results are averaged and can be seen
in Figure 9. The coverage rates are depicted in Figure 9(a), where we can see that the
blue line, i.e. the posterior sampling, leads to the highest rates, even higher than the level
0.95 in the end. The proposed methods, Algorithm 1 in black and Algorithm 2 in red,
perform better than the naive sampling, but do not hold the level. As explained before,
we are interested in precise prediction, also taking into account the interval sizes. For that
reason we have a look at the interval score (2.9). The intervals of the posterior sampling
are so large that they lead to a higher score than the other methods even with a higher coverage
rate.
We see in Figure 10 two examples of the simulated series with the corresponding predic-
tion intervals for the four methods. In gray, the 5000 simulated new series are shown. All
methods have the lower bound in common. But the upper interval bounds differ. The
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Figure 9: Example 1: Comparison of the prediction methods in Algorithms 1 and 2, the naive
sampling, Algorithm 3, and the posterior sampling, Algorithm 4, each depicted for
time points t1 = 0.05, ..., t20 = 1.
posterior sampling, i.e. the blue line, leads to the largest intervals which is not surprising,
since we simulate with all the posterior samples instead of integrating out. The differ-
ence between the red and the green lines, i.e. the Algorithm 2 and the naive sampling,
is small, and the lines are almost parallel. The procedures are comparable, the only dif-
ference is, that Algorithm 2 includes the estimation uncertainty whereby the naive sam-
pling only takes the point estimations into account and the only uncertainty stems from
the model. The smallest intervals are given by the black line, i.e. Algorithm 1, which
is also not surprising, because it calculates pointwise intervals instead of simultaneous
bands.
0.0 0.2 0.4 0.6 0.8 1.0
0
10
30
50
70
t
Y t
l l l l l l l l
l l l l l l l l l l l l l
l
new simulated series
estimated series
Alg.1
Alg.2
naive Sampl.
post.Sampl.
0.0 0.2 0.4 0.6 0.8 1.0
0
10
30
50
70
t
Y t
l l l l l l
l l
l l l
l l
l
l
l l l l l
l
l
new simulated series
estimated series
Alg.1
Alg.2
naive Sampl.
post.Sampl.
Figure 10: Prediction intervals with Algorithms 1 and 2, the naive sampling, Algorithm 3, and
the posterior sampling, Algorithm 4, for two exemplary series, in gray: the 5000
simulated new series.
With the Euler approximation, we changed the variables for the inference. In the follow-
ing, we compare what happens, if we simulate new series from the model assumed for
the estimation without any simulation of time-continuity. That means, we simulate the
series only in time points t0 = 0, t1 = 0.05, ..., t20 = 1. The resulting coverage rates
are shown in Figure 11 in solid lines. The difference between the algorithms stays the
same. But the coverage rate in the beginning is above the level and decreases after-
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wards. For comparison, the coverage rates from Figure 9(a) are displayed in dotted lines.
We will investigate the influence of the Euler approximation in detail in the next sec-
tion.
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Figure 11: Comparison of coverage rates of Figure 9(a) (dotted lines) to the the coverage rates
based on the Euler approximation variables in time points t0 = 0, t1 = 0.05, ..., t20 =
1 without simulation of time-continuity (solid lines).
Since the methods have to be applicable, runtimes are an interesting fact in the decision for
one procedure. For Example 1, we test the runtimes with n = 50 and the proposed sampling
algorithms. We take K ∈ {1000, 10 000} samples from the posterior and calculate, in each step,
K = L ∈ {1000, 10 000} simulations from the predictive distribution to have a fair comparison.
In addition, in each procedure, the candidate area to sample Y ∗m+1 is chosen in the same way
by[
K
min
k=1
Y ∗(k)m + b(ϕˆ, τm, Yˆ ∗m)∆∗ − 5s(
√
γˆ2, τm, Yˆ
∗
m),
Kmax
k=1
Y ∗(k)m + b(ϕˆ, τm, Yˆ ∗m)∆∗ + 5s(
√
γˆ2, τm, Yˆ
∗
m)
]
with ϕˆ and γˆ2 the point estimates, i.e. the posterior mean, and Yˆ ∗m = 1K
∑K
k=1 Y
∗(k)
m .
As explained in Section 2.2.6, we compare the vectorial sampling to the separately drawing
methods, each for the rejection sampling and the inversion method. As mentioned, the vectorial
version is inefficient to draw only one sample, therefore, this is not used for Algorithm 2. In the
case of vectorial sampling, we fix for comparison C ∈ {1000, 5000} equidistant points yl = y1 <
y2 < ... < yC = yu between the lower and upper bound of the interval. In the other case, we
choose a fineness degree of yu−ylC to have a fair comparison. Again, the calculations are made
with an Intel(R) Core(TM) i5-3470 CPU (3.20GHz), 8 GB RAM,Windows 7 64bit personal com-
puter.
In Table 3, the resulting runtimes are displayed, averaged over 10 runs. We clearly see the ad-
vantage of Algorithm 1 that turns out in the vectorial sampling. In brackets, we can see the vari-
ances between the ten runs of the algorithms. As imaginable, the rejection sampling has higher
variances, since the algorithm quality strongly depends on the candidate area, as many samples
are rejected, if the candidate area is too large.
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Table 3: Overview of the runtimes in seconds of the two presented algorithms for the rejection
sampling (RS) and the inversion method (IM), averaged over 10 runs. In brackets:
variances.
Algorithm 1 Algorithm 2
vectorial
C = 1000 C = 5000 C = 1000 C = 5000 C = 1000 C = 5000
RS
K = 103 10.1
(0.04)
39.5
(0.03)
144.1
(42.7)
139.6
(6.4)
149.2
(22.3)
140.5
(15.8)
K = 104 90.6
(1.4)
320
(0.7)
12 544
(35 493)
12 247
(141 312)
12 225
(50 399)
11 886
(49 696)
IM
K = 103 8.5
(0.01)
40.9
(0.4)
93.6
(3.4)
116.7
(0.8)
89.9
(0.8)
109.9
(0.02)
K = 104 66.2
(0.1)
313
(0.02)
7668
(521.4)
9845
(23 383)
6979
(4452)
8853
(2880)
2.5. Influence of the Euler Approximation
In the following, we will consider the strengths and weaknesses of the Euler approximation.
Originally, we assume a continuous-time process, which we approximate to a time series
with possibly non-equidistant time points. Of course, both models behave differently. In
the case of an explicit solution, this approximation should be avoided and inference should
be made with the true transition density. However, in many cases, the model is defined by
an SDE without an explicit solution or a solution exists, but is not easy to calculate. In
these cases, the only possibility is an approximation. While more sophisticated schemes as,
for example, the Milstein or the Runge-Kutta scheme, exist, see for example Iacus (2008);
Fuchs (2013); Bruti-Liberati and Platen (2007), in this thesis, the Euler approximation is
used. Of course, from the theoretical point of view, the Euler scheme can be seen as starting
point and it can be future work to extend the theory to other schemes. However, for the con-
sidered data sets in this work, inference and prediction based on the Euler approximation works
well.
At first, we will compare through the first example the explicit solution to the Euler approx-
imated variables, simulated with different time distances. Secondly, we have a look at the
results of the simulation study in the last section and consider the quality of the prediction
intervals for the Euler variables with different time distances. Thirdly, we investigate what
happens, if the time distances of the estimation variables and the prediction variables are differ-
ent.
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Simulating the Euler error
The process in Example 1 has the explicit solution
Yt = y0 exp(ϕt− γ
2
2 t+ γWt), (2.10)
also known as geometric Brownian motion, see, e.g., Øksendal (2003). Therefore, we can
compare the process simulated with the explicit solution to the process simulated with
the Euler approximation based on different time distances. We investigate the process
in time points with ∆i = 0.01 and compare the Euler approximation variables in (2.2)
based on time distances ∆i10 ,
∆i
100 ,
∆i
1000 and
∆i
10 000 . We simulate 100 series for the Brown-
ian motion {Wt, t ∈ [0, 1]} in the time points with ∆i10 000 to have the same realizations
each.
In Figure 12, we see the average of squared differences between (2.10) and the Euler approxi-
mated process in time points t1 = 0.01, ..., t100 = 1. The differences between the squared errors
are large. However, in Figure 13, we can see one example of the 100 repetitions of Figure 12 and
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Figure 12: Squared differences between the continuous-time process (2.10) and the Euler
approximated variables based on time distances ∆i = 0.01, ∆i10 = 0.01 · 10−1, ∆i100 =
0.01 · 10−2, ∆i1000 = 0.01 · 10−3 and ∆i10 000 = 0.01 · 10−4, averaged over 100 repetitions,
in time points t1 = 0.01, ..., t100 = 1.
the lines are visually hardly to distinguish. This means, for a real data set in the case of no avail-
able explicit solution for the SDE, the Euler scheme is a reasonable tool to fit the model approxi-
mately to the data.
Quality of prediction with Euler approximated variables for continuous-time process
As we have seen in the simulation study of the last section, the Euler approximation has a strong
influence on the prediction quality. Similar to Figure 11, we see in Figure 14 the coverage rates
for the four prediction interval coverage rates, if we draw the new series with ∆i, ∆i/10, ∆i/100
(as for the simulations for estimation and prediction) and ∆i/1000 from the process in Example
1. We can see that the coverage rates for the simulations drawn from the same Euler variables
as used for estimation and prediction, are the highest, while we can see nearly no differences be-
tween the other three cases.
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Figure 13: The Euler approximated variables, based on time distances ∆i = 0.01, ∆i10 =
0.01 · 10−1, ∆i100 = 0.01 · 10−2, ∆i1000 = 0.01 · 10−3 and ∆i10 000 = 0.01 · 10−4, of one of
the 100 repetitions of Figure 12 in time points t1 = 0.01, ..., t100 = 1.
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(c) Algorithm 3, naive sampling
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(d) Algorithm 4, posterior sampling
Figure 14: Comparison of the prediction interval coverage rates for the new simulated series
on different grids to simulate time-continuity. Each with Algorithms 1 and 2, the
naive sampling, Algorithm 3, and the posterior sampling, Algorithm 4, depicted
for time points t1 = 0.05, ..., t20 = 1.
The same simulation was made for a similar process with the same drift function, but with con-
stant variance function. This process results in a linear curve, where the Euler approximation
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works equally well for all time distances. Therefore, the coverage rates are equal, regardless,
whether the new series are simulated with the time distances of the simulation or them for the es-
timation.
To investigate this effect closer, we try a non-linear drift function:
Example 2
We consider the process (2.1) with h(η, t, y) = 0, s(γ, t, y) = γ and b(ϕ, t, y) = ϕ2y(1− 1ϕ1 y),
which is known as the logistic curve in the literature, see, for example, Donnet et al. (2010).
The process is approximated by
Yi = Yi−1 + ϕ2Yi−1(1− 1
ϕ1
Yi−1)∆i + γ
√
∆i ζi, i = 1, ..., n,
with Y0 = y0 and ζi ∼ N (0, 1). We simulate random samples of the process with y0 = 1, ϕ =
(10, 7), γ = 12 and t ∈ [0, 1].
We repeated the same simulation study as for Example 1, but with a 10 000 times finer
grid for the time points to simulate time-continuity, see also Table 2 on page 21. In Fig-
ure 15, we can see clearly the difference between the coverage rates for the 5000 simu-
lated data series, first in solid lines: with the time distances from the observation vari-
ables, second in dotted lines: with the time distances used for the simulation, that means
10 000 times finer than the observation variables to simulate the continuous-time process.
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Figure 15: Comparison of the prediction interval coverage rates for the new simulated series
on the grid used for simulation (dotted line) and on the grid of the estimation
variables (solid line) in the non-linear Example 2. Each with Algorithms 1 and 2,
the naive sampling, Algorithm 3, and the posterior sampling, Algorithm 4, depicted
for time points t1 = 0.05, ..., t20 = 1.
Of course, in real data examples, one can only assume a model, where data stem from.
Originally, we started with a continuous-time stochastic process, which can only be simu-
lated by the Euler approximation with very small time distances, as we have done for the
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simulations. But the process is only discretely observed. The described algorithms are devel-
oped to achieve a smaller grid for the prediction. The question is, if the prediction quality
increases with smaller or larger time distances compared to these from the data used for estima-
tion.
Different time distances in estimation and prediction
In the following, we want to investigate the consequence of different time distances in the estima-
tion and the prediction. If the time distances are equal, the Euler approximation is just a model
change and prediction works with the estimations on the same model. But in the case of non-
equidistant time points or predictions made on other time differences ∆∗ than these from the
data,∆i, i = 1, ..., n, this could be a problem.
We run a simulation study similar to the one before, but with n = 50. Here, we only consider
Algorithm 1, since the Euler approximation is the same for all methods, Algorithm 1 to 4, and,
therefore, the results would be virtually the same.
We will investigate the topic for two examples in the following. Firstly, the process seen
in Example 1, which is a diffusion with linear drift and autoregressive variance, will be
used. Secondly, Example 2 with non-linear drift function and constant variance will be com-
pared.
We here simulate 100 series with n = 50 and t0 = 0, ..., tn = 1, i.e. ∆i = ∆ = 0.02, but without a
smaller grid for the simulation of time-continuity. Hence, we should only see the effect of the dif-
ferent time distances for estimation and prediction without any side effects. We compare the fol-
lowing time differences for prediction:
∆∗ ∈
{∆
4 ,
2∆
7 ,
∆
3 ,
2∆
5 ,
∆
2 ,
2∆
3 ,∆, 1.5∆, 2∆, 2.5∆, 3∆, 3.5∆, 4∆
}
. (2.11)
After calculating the the prediction intervals, we draw 5000 new series with time dis-
tances ∆ of the estimation variables. In Figures 16 and 17, the average coverage rate
over all 100 prediction intervals and all 5000 new series are depicted for the two exam-
ples.
In Figure 16, we see the resulting coverage rates and the average interval score for Example
1. In red, ∆∗ = ∆ = 0.02 is marked. The darker lines are for smaller time differences, the
lighter lines for larger time differences. The prediction intervals based on the larger time
distances, have higher coverage rates and smaller interval scores in the second half of the time
range.
For Example 2, a totally different picture occurs in Figure 17. The non-linear drift function has
a large effect. Large time distances lead to a small coverage rate which lies clearly below the
level in the first half of the time range. In all cases, the red line lies in the middle and close to the
level. Therefore, we recommend to take the time difference of the observation series. If they are
not equidistant, a small time distance is suitable for prediction, since the dark lines do not lie far
away from the red one.
29
0.0 0.2 0.4 0.6 0.8 1.0
0.
80
0.
85
0.
90
0.
95
t
co
ve
ra
ge
 ra
te
∆* =
0.005
0.0057
0.0067
0.008
0.01
0.0133
0.02
0.03
0.04
0.05
0.06
0.07
0.08
(a) Coverage rates
0.0 0.2 0.4 0.6 0.8 1.0
0
20
40
60
80
t
in
te
rv
a
l s
co
re
∆* =
0.005
0.0057
0.0067
0.008
0.01
0.0133
0.02
0.03
0.04
0.05
0.06
0.07
0.08
(b) Average interval scores
Figure 16: Investigation of different time distances for prediction with Example 1 (Algorithm
1); right: legend for ∆∗; red line: ∆∗ = 0.02, which is the time distance of the
simulations used for estimation. In (a): amount of prediction intervals covering the
5000 new simulated series; in (b) the corresponding interval scores, both in time
points t0 = 0, t1 = 0.02, ..., t50 = 1.
Until now, we only simulated the Euler approximation variables without simulation of time-
continuity. It is interesting, if there is some change of the results of Figures 16 and 17, if we
simulate the process with smaller time distances. In Figure 18, we see the results of the same sim-
ulation study as for Figure 17, but with simulation of the process on a 10 000 times finer grid, see
also Table 2 on page 21. The coverage rates are all a bit smaller than in Figure 17, which fits into
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Figure 17: Investigation of different time distances for prediction with Example 2 (Algorithm
1); right: legend for ∆∗; red line: ∆∗ = 0.02, which is the time distance of the
simulations used for estimation. In (a): amount of prediction intervals covering the
5000 new simulated series; in (b) the corresponding interval scores, both in time
points t0 = 0, t1 = 0.02, ..., t50 = 1.
the results from Section 2.4. But the curves among themselves provide the same picture as Fig-
ure 17.
To conclude the results of this section, the prediction for the continuous-time process becomes
better with small time distances, but on the other hand, the prediction quality is best, if
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Figure 18: Repeated simulation study from Figure 17, but simulations made with a 10 000
times finer grid as the observation variables.
the time distances in the prediction are the same as in the simulated data used for estima-
tion. In summary, it could be a good solution to use a data augmentation approach for the
estimation to assume Euler variables based on smaller time distances, which are augmented
inside a Gibbs sampler, since they are not completely observed. Afterwards the same Euler
variables are used for the prediction procedure. A suitable data augmentation scheme is
presented in Fuchs (2013). Implementing this to the procedures of this thesis will be future
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work.
In the remainder of the thesis, simulation studies will be made without simulating time-
continuity. That means, simulated data will be generated with the same Euler variables as used
in the estimation and prediction to avoid the need of distinguishing between the quality of the
prediction procedure and the quality of the Euler approximation.
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Part I.
Bayesian Analysis and Prediction for
Models Based on Continuous
Processes
In many research areas of engineering, material fatigue plays an important role. Experiments
often are very expensive because they take a long time and the constructions are costly. To
extract as much information as possible from existing experiments and to predict fatigue, sta-
tistical models are a valuable tool. One of these existing experiments was conducted by Virkler
et al. (1979). Sixty-eight replicate constant amplitude tests in aluminum alloy were carried
out to investigate the fatigue crack propagation. In each of these tests, the number of cycles
that leads to fixed crack lengths was observed. Against the natural assumption that a value is
observed at fixed times, here the time is the dependent variable and the crack length is the inde-
pendent variable. In Figure 19 we can see the number of cycle counts divided by 10 000 plotted
against the crack lengths in mm. There are 68 observation series each with 164 observation
points.
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Figure 19: Observation series of the 68 experiments of Virkler et al. (1979).
In Hermann et al. (2016b), we compared several growth curves for these data and applied
each in a regression and a diffusion model, both hierarchical to include knowledge from all
the curves into estimation. Prediction for the further development of one series was made. It
turned out, that the non-linear regression model can compete with the diffusion model for
prediction in the far future. For predictions in the near future, the diffusion model is more
suitable, because the Markov property leads to a small uncertainty close to the last observed
value.
In the data series in Figure 19, no jumps are recognizable which leads to the assump-
tion of a continuous stochastic process. Therefore, all over this chapter, we investigate
the process defined by the SDE in (2.1) with the special case of h(η, t, y) = 0, at first
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for the diffusion process itself, and afterwards, in Section 4, for a noisy observed diffu-
sion.
35
3. Diffusion Process
In the first section of Chapter I, we first present a single series model with the estimation and
prediction procedure and afterwards extend the approach to the hierarchical model. Since pre-
diction of the further development of one series in a hierarchical model is exactly the same as in
the single series model, we restrict in the hierarchical model to the case of prediction of a new se-
ries.
3.1. Single Series Model
Estimation
In the following, an estimation procedure based on the Euler approximation of the process
defined by the SDE (2.1) with h(η, t, y) = 0 is given. We here restrict to the simple case of es-
timation with the transition density of the Euler approximated variables in (2.2). Fuchs (2013)
presents a data augmentation approach for the estimation based on the SDE in the case of large
inter-observation times in the data.
The transition distribution is given in the Bayes model
Yi|Yi−1, ϕ, γ2 ∼ N (Yi−1 + b(ϕ, ti−1, Yi−1)∆i, s2(γ, ti−1, Yi−1)∆i), i = 1, ..., n, (3.1)
ϕ|mϕ, Vϕ ∼ N (mϕ, Vϕ), Vϕ = diag(v21, ..., v2p),
γ2|aγ , bγ ∼ IG(aγ , bγ).
Therefore, the likelihood of the observation variables is given by
p(Y0, ..., Yn|ϕ, γ2) =
n∏
i=1
p(Yi|Yi−1, ϕ, γ2) (3.2)
= 1√
2πn
n∏
i=1
1√
∆is(γ, ti−1, Yi−1)
exp
(
− 12∆is2(γ, ti−1, Yi−1) (Yi − Yi−1 − b(ϕ, ti−1, Yi−1)∆i)
2
)
.
In the case of a non-linear function b, a MH algorithm for ϕ is suitable, described in Sec-
tion 2.2.1, with θ = ϕ. For generalization, only this case is considered. Parts of ϕ, which
are linear in b, could be estimated with a conjugate prior, see, for example, Donnet et al.
(2010).
In the case of a specific variance function s(γ, t, y) in the form s(γ, t, y) = γ · s˜(t, y), a
full conditional posterior can be calculated. Examples are s˜(t, y) = 1 with constant vari-
ance behavior, s˜(t, y) = t to have a variance structure dependent on the time or s˜(t, y) =
y that leads to an autoregressive variance dependent on the current value of the pro-
cess.
In this case, the full conditional posterior of γ2 is given by
γ2|Y(n), ϕ ∼ IG
(
aγ +
n
2 , bγ +
1
2
n∑
i=1
(Yi − Yi−1 − b(ϕ, ti−1, Yi−1)∆i)2
s˜2(ti−1, Yi−1)∆i
)
.
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This can be seen by
p(γ2|Y(n), ϕ) = p(γ2)p(Y(n)|γ2, ϕ)
∝(γ2)−aγ−1 exp
(
− bγ
γ2
)
· 1
(γ2)n2
exp
(
− 12γ2
n∑
i=1
(Yi − Yi−1 − b(ϕ, ti−1, Yi−1)∆i)2
s˜2(ti−1, Yi−1)∆i
)
=(γ2)−(aγ+
n
2 )−1 exp
(
− 1
γ2
(
bγ +
1
2
n∑
i=1
(Yi − Yi−1 − b(ϕ, ti−1, Yi−1)∆i)2
s˜2(ti−1, Yi−1)∆i
))
.
In the application later on as well as in the package BaPreStoPro, only s(γ, t, y) = γ·s˜(t, y) is con-
sidered. In the case of a general variance function s(γ, t, y), estimation of γ2 can be conducted
through a MH algorithm as well.
Sampling from the posterior of both parameters ϕ and γ2 jointly can be performed with
a Metropolis within Gibbs sampler, also described in Section 2.2.2, with θ = (θ1, θ2) =
(ϕ, γ2).
Prediction
As explained in detail in Section 2.4, predictions can be made with one of the two presented
Algorithms 1 and 2. The transition density p(Y ∗m|Y ∗m−1, θ) is the density of the normal distribu-
tion
N
(
Y ∗m−1 + b(ϕ, τm−1, Y ∗m−1)∆∗, s2(γ, τm−1, Y ∗m−1)∆∗
)
(3.3)
with θ = (ϕ, γ2) and starting value Y ∗(k)0 = Yn for within-sample prediction or Y
∗(k)
0 = y0 for
new-sample prediction, k = 1, ...,K.
3.2. Hierarchical Model
In many cases, not only one series is observed. For the example of crack growth, several
test specimen are stressed over time. The fatigue behavior should be the same for all
specimen but probably there are small differences between the individuals. This effect is
taken into account by a hierarchical model. This means, the parameters, in our case only
the location parameter ϕ, are assumed to be random with a mixture distribution. We here
restrict to the case of the normal distribution, but other choices are possible as well with little ef-
fort.
We define the Euler approximated model
Yij |Yi−1,j , ϕj , γ2 ∼ N (Yi−1,j + b(ϕj , ti−1,j , Yi−1,j)∆ij , s2(γ, ti−1,j , Yi−1,j)∆ij), i = 1, ..., nj ,
ϕj |µ,Ω ∼ N (µ,Ω) i.i.d., j = 1, ..., J, Ω = diag(ω21, ..., ω2p), (3.4)
µ|mµ, Vµ ∼ N (mµ, Vµ), Vµ = diag(v21, ..., v2p),
ω2r |aω,r, bω,r ∼ IG(aω,r, bω,r), r = 1, ..., p,
γ2|aγ , bγ ∼ IG(aγ , bγ)
with∆ij = tij−ti−1,j and Y0j = y0(ϕj), j = 1, ..., J . Denote with Y(nj ,j) the jth observation vec-
tor and Y(n·,J) all the observations {Yij}i=1,...,nj ,j=1,...,J .
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Estimation
As mentioned, the estimation procedure can also be found in Hermann et al. (2016b) for fixed
y0 = y0(ϕ).
Since Y0j depends on the random effect, the likelihood is given by
p(Y(n·,J)|ϕ1, ..., ϕJ , γ2) =
J∏
j=1
p(Y0j |ϕj)
nj∏
i=1
p(Yij |Yi−1,j , ϕj , γ2)
with p(Y0j |ϕj) = 1{y0(ϕj)}(Y0j).
We assume a conjugate normal prior distribution of µ with mean mµ and diagonal variance ma-
trix Vµ. In Hermann et al. (2016b), the matrix representation of the posterior distribution can
be found. Since Vµ and Ω are assumed to be diagonal in our model, we can calculate the poste-
rior distribution for each component of µ. It is
p(µr|ϕ1, ..., ϕJ ,Ω) = p(µr)p(ϕ1, ..., ϕJ |µ,Ω)
∝ exp
(
−12
(µr −mµ,r)2
v2r
)
· exp
⎛⎝−12 1ω2r
J∑
j=1
((ϕj)r − µr)2
⎞⎠
∝ exp
⎛⎝−12
⎧⎨⎩µ2r − 2µrmµ,rv2r + 1ω2r
J∑
j=1
µ2r − 2(ϕj)rµr
⎫⎬⎭
⎞⎠
=exp
⎛⎝−12
⎧⎨⎩µ2r
( 1
v2r
+ J
ω2r
)
− 2µr
⎛⎝mµ,r
v2r
+
J∑
j=1
(ϕj)r
ω2r
⎞⎠⎫⎬⎭
⎞⎠
∝ exp
⎛⎜⎝−12
( 1
v2r
+ J
ω2r
)⎧⎨⎩µr −
( 1
v2r
+ J
ω2r
)−1⎛⎝mµ,r
v2r
+
J∑
j=1
(ϕj)r
ω2r
⎞⎠⎫⎬⎭
2
⎞⎟⎠ ,
which is proportional to the
N
⎛⎝( 1
v2r
+ J
ω2r
)−1⎛⎝mµ,r
v2r
+
J∑
j=1
(ϕj)r
ω2r
⎞⎠ ,( 1
v2r
+ J
ω2r
)−1⎞⎠
density, r = 1, ..., p.
In the case of correlations between the random effects, i.e. non-diagonal matrix Ω, one could
take the Wishart prior distribution which is also conjugate to the normal likelihood, see, for ex-
ample, Donnet et al. (2010). Choosing the inverse gamma distribution for the diagonal elements,
we get the conditional posterior distribution
ω2r |(ϕ1)r, ..., (ϕJ)r, µr ∼ IG
⎛⎝αω,r + J2 , βω,r + 12
J∑
j=1
((ϕj)r − µr)2
⎞⎠ , r = 1, ..., p.
The calculation is analogous to the posterior of γ2 in the single series model.
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The full conditional posterior of γ2 is similar to the single series model given by
γ2|Y(n·,J), ϕ1, ..., ϕJ ∼ IG
⎛⎝aγ + J∑
j=1
nj
2 , bγ +
1
2
J∑
j=1
nj∑
i=1
(Yij − Yi−1,j − b(ϕj , ti−1,j , Yi−1,j)∆ij)2
s˜2(ti−1,j , Yi−1,j)∆ij
⎞⎠ .
After choosing starting values ϕ∗j0, j = 1, ..., J, for the MH step and µ∗0, Ω∗0 and γ2∗0 for the Gibbs
sampler, we draw for k = 1, ...,K from
ϕ∗jk ∼ p(ϕj |Y(nj ,j), γ2∗k−1, µ∗k−1,Ω∗k−1), j = 1, ..., J,
µ∗k ∼ p(µ|ϕ∗1k, ..., ϕ∗Jk,Ω∗k−1),
Ω∗k ∼ p(Ω|ϕ∗1k, ..., ϕ∗Jk, µ∗k),
γ2∗k ∼ p(γ2|Y(n·,J), ϕ∗1k, ..., ϕ∗Jk).
Prediction
As already mentioned, for within-sample prediction for one of the series, for example the last se-
ries J , the prediction for the hierarchical model is exactly the same as in the single series model.
The transition density is the same as in (3.3) with θ = (ϕJ , γ2) and the procedure starts with
Y
∗(k)
0 = YnJ , k = 1, ...,K.
In the hierarchical model, prediction for a new series is different. We first have to calculate the
predictive distribution of the unobserved random effect for the new series, say the (J+1)th series.
It is given by
p(ϕJ+1|Y(n·,J)) =
∫
p(ϕJ+1|µ,Ω)p(µ,Ω|Y(n·,J)) d(µ,Ω) (3.5)
≈ 1
K
K∑
k=1
p(ϕJ+1|µ∗k,Ω∗k)
with µ∗k and Ω∗k resulting from the Gibbs sampler, see, for example, Dion, Hermann and Samson
(2016). Again, this is not a known distribution. Sampling from this density can be realized
through one of the sampling methods in Sections 2.2.5 or 2.2.6, e.g. the inversion method. With
the samples ϕ∗J+1,1, ..., ϕ∗J+1,K from the predictive distribution, we can compute a prediction for
a future observation variable Y ∗J+1 in t∗J+1 based on the Euler approximated variables with Algo-
rithm 1 or 2 where θ∗k = (ϕ∗J+1,k, γ2∗k ) and the first step begins with Y
∗(k)
0 = y0(ϕ∗J+1,k) because
we predict a new series.
3.3. Application
For the hierarchical model, a wide simulation study in the case of prediction for the further
development of one of the series is presented in Hermann et al. (2016b) using Algorithm 1. In ad-
dition, six growth curves were applied to the data set of Virkler et al. (1979). The result was that
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the best fitting curves are one curve derived by the Paris-Erdogan equation (1.1) and the Weibull
curve. We here restrict to the curve
b(ϕ, t, y) = ϕ2
t
(ϕ1 − y)
with ϕ ∈ (0,∞)2, derived from the Paris-Erdogan equation.
In the following, we will compare prediction results in the single series and the hierarchi-
cal model. For both, we assume a constant variance function s˜(t, y) = 1. In Hermann et
al. (2016b), the starting value for the location parameter ϕ is (25, 1.8). Here, we choose
γ2∗0 = 0.1 and take the last of the series, i.e. the 68th, for a pre-estimation. The result-
ing posterior means are taken as starting points, for µ∗0 in the hierarchical and for ϕ∗0 in
the single series model, whereby γ∗0 is the same for both models. In addition, for the hi-
erarchical model, we set Ω∗0 =
µ∗0
100 . These are starting parameters for the Gibbs sampler
and also taken for the prior means. The prior parameters are chosen so that the standard
deviation is equal to the mean. This choice is based on the results of the sensitivity anal-
ysis in Section 2.3, where estimation works well even with wrong prior mean. Therefore,
we avoid a too informative prior information by setting the standard deviation equal to the
mean.
To verify the prediction results, we truncate one of the series for estimation, here we arbitrarily
choose the 10th, after the first 80 observations and predict the further development. This
means, for the single series model, the posterior depends only on the first 80 observations of
the 10th series. For the hierarchical model, beside the 68th series used for the pre-estimation,
all remaining 66 series are used in addition. In Figure 20, we compare the different prediction
methods for the two models. Firstly, for the single series model, Figure 20(a) shows the
67 series except the 10th in gray lines, the 10th series up to the 80th observation point is
depicted by circles and the observations to be predicted in dots. Algorithms 1 to 3 lead
to very similar prediction intervals. Algorithm 4, in blue lines, has larger intervals similar
to the results in the previous section. In Figure 20(b), we see the interesting part with-
out the gray lines in detail, where we can see that the curve is not well followed by the
intervals. The aim of our modeling is first to find a model that describes the data well
and second to calculate a precise prediction. Therefore, even if the blue lines include the
observed values, this is not a satisfying result. In Figure 20(c), we see the results for the
hierarchical model, again in gray lines the 67 series except the 10th, in circles the part of
the 10th series used for estimation and in dots the part to be predicted. In detail, Figure
20(d) shows that the prediction intervals follow the curve much better than the single series
model.
In Figure 21, we compare the two models, single series and hierarchical more closely for
Algorithm 1. At first, the intervals are smaller in the hierarchical model than in the single
series model. One reason can be the more informative prior distribution for the random effect
through the mixture distribution than a fixed chosen prior distribution for a fixed effect in
the single series model, which leads to a smaller variance estimation. Secondly, the prediction
intervals follow the curve better. Here, again the reason might be, that the estimation of the
random effect is more precise for the data series in the hierarchical than in the single series
model, since information of the other series goes in. In summary, we can say that the hierar-
chical model performs much better, with the drawback of larger runtimes, since in every Gibbs
40
10 20 30 40 50
0
5
10
20
30
crack length
cy
cle
 c
ou
nt
s 
/ 1
00
00
lll
lll
ll
lll
ll
lll
lll
ll
lll
llll
llll
llllll
llllll
llllllllll
lllllllllll
lllllllllllll
lllllllllllll
lllllllllllll
lllllllll
lllllll l l l l
l l l
l
l
all data series
current series
predicted values
Alg.1
Alg.2
naive Sampl.
post.Sampl.
(a) Prediction results in the single series model
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(b) Figure 20(a), zoomed in the interesting area
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(c) Prediction results in the hierarchical model
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(d) Figure 20(c), zoomed in the interesting area
Figure 20: 95% prediction intervals for the 10th series of the Virkler data with the four different
prediction methods Algorithms 1 and 2, the naive sampling, Algorithm 3, and the
posterior sampling, Algorithm 4; top: in the single series model, bottom: in the
hierarchical model.
sampler iteration the likelihood in the MH step of the random effects for all series has to be calcu-
lated.
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Figure 21: 95% prediction intervals for Algorithm 1 with the single series and the hierarchical
model for the 10th series.
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4. Hidden Diffusion Process
We here consider a stochastic model to describe a noisy observed diffusion. This can be
suitable if two types of uncertainties are assumed. Firstly, the randomness of the crack growth
as described by the diffusion process itself and secondly, a measuring error according to
the experimental set up. In Gunkel et al. (2012), for example, crack growth is observed by
taking photos of the test specimen at several time points during the experiment. Evaluating
data from these images is a very sophisticated procedure and exhibits a high measuring
variance, which is the same over time and, therefore, can be represented by an additive
error term in a regression model, whereby the crack growth process itself follows a diffusion
model.
In the case of a mixed model and in the case of an explicit solution of the diffusion pro-
cess, an estimation procedure is described in Donnet et al. (2010). But diffusion processes
often are defined by a SDE without a known explicit solution. In the following, we propose
how to estimate the parameters of the hidden diffusion model based on the Euler approximation
scheme.
In the described model, the diffusion process is latent and has to be estimated. With-
out an explicit solution that results in a known multivariate distribution, this step is not
self-evident. Our model fits into the class of hidden Markov models and is closely related
to the discrete-time state space models. The underlying problem of estimating a high-
dimensional latent variable is well-known in the literature. Several filtering approaches are
available, see, for example, Liu and Chen (1998); Doucet et al. (2000); Del Moral et al.
(2006); Carvalho et al. (2010); Barber et al. (2011). In the following, we will shortly present
the idea of Andrieu et al. (2010) and implement the particle Gibbs sampler introduced in
their work. The following results of this section are ongoing work and are not published
yet.
Analogously to the previous section, we will start with the single series model and extend it after-
wards to a hierarchical model.
4.1. Single Series Model
Similar to the previous section, we start with a model for one data series
Zi = Yti + ϵi, (4.1)
dYt = b(ϕ, t, Yt) dt+ s(γ, t, Yt) dWt, Y0 = y0(ϕ),
ϵi ∼ N (0, σ2) i.i.d., i = 0, ..., n.
As mentioned, we will approximate the hidden diffusion process with the Euler approximation in
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(2.2) with h(η, t, y) = 0. We assume the following Bayes model
Zi|Yi, σ2 ∼ N (Yi, σ2), (4.2)
Yi|Yi−1, ϕ, γ2 ∼ N (Yi−1 + b(ϕ, ti−1, Yi−1)∆i, s2(γ, ti−1, Yi−1)∆i), i = 1, ..., n,
ϕ|mϕ, Vϕ ∼ N (mϕ, Vϕ), Vϕ = diag(v21, ..., v2p),
γ2|aγ , bγ ∼ IG(aγ , bγ),
σ2|aσ, bσ ∼ IG(aσ, bσ).
We pool the model parameters with θ = (ϕ, γ2, σ2) and for simplification introduce the addi-
tional short notation for the vector Z(n) = (Z0, ..., Zn).
Estimation
In the paper of Donnet et al. (2010) the estimation procedure is described for the special case of
the Gompertz process, i.e. b(ϕ, t, y) = BCe−Cty, ϕ = (A,B,C) and s(γ, t, y) = γy, because in
this case there exists a solution of the process that leads to a multivariate normal likelihood for
the vector of logarithmic observations. But the question arises if there is a possibility to develop
a procedure based the SDE without explicit solution.
The discretized model (4.2) is also known as state-space model in the literature and several
filtering approaches are available. We here present the idea of Andrieu et al. (2010), called
particle Gibbs sampler, for the special case of our model. This procedure works equal to a usual
Gibbs sampler explained in Section 2.2.2, where one step is sampling of the latent variable Y(n)
to approximate its density p(Y(n)|Z(n), θ). This will be done by sequentially approximating
p(Y(i)|Z(i), θ), i = 1, ..., n, with L particles Y l1 , ..., Y li , l = 1, ..., L, which is called sequential
Monte Carlo (SMC). The procedure is an extension of the sequential importance sampling, see
Liu and Chen (1998); Doucet et al. (2000); Del Moral et al. (2006). Classically, Y li is drawn
iteratively from importance, or proposal, density p(Yi|Yi−1, Zi, θ), which is the optimal one, see
Liu and Chen (1998); Doucet et al. (2000), and importance weights W li , l = 1, ..., L, i = 1, ..., n,
are calculated. This can lead to a poor approximation of p(Y(n)|Z(n), θ) if many of the
weights are close to 0. In the sequential Monte Carlo algorithm, in each step, an index
Ali ∼ p(·) =
∑L
l=1W
l
i1l(·) is drawn and Y A
l
i
i is taken as the ancestor of Y li+1. This means, the
trajectories with higher probability are proceeded more often than less probable trajectories.
An illustration is given in Figure 22 in a toy example with L = 5 particles. In Figure 22(b),
the dots mark the example observations, while Figure 22(a) shows the particles, that are
drawn during the algorithm. One can see, that some trajectories end, when they are less
probable than others. In these points, two or more paths start at a more probable trajectory.
In Figure 22(b), the resulting trajectories can be seen, which are estimations of the latent
Y(n).
In detail, it is
p(Yi|Yi−1, Zi, θ) ∝ p(Yi|Yi−1, ϕ, γ2) · p(Zi|Yi, σ2).
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Figure 22: Example result of the sequential Monte Carlo algorithm, (a): the particles that are
drawn during the algorithm, (b): the resulting trajectories.
Both are normal densities, which leads to
Yi|Yi−1, Zi, θ ∼
N
(( 1
s2(γ, ti−1, Yi−1)∆i
+ 1
σ2
)−1 (Yi−1 + b(ϕ, ti−1, Yi−1)∆i
s2(γ, ti−1, Yi−1)∆i
+ Zi
σ2
)
,
( 1
s2(γ, ti−1, Yi−1)∆i
+ 1
σ2
)−1)
.
This will be the proposal distribution for the increments.
For notation simplicity, we define p1:L(k|p1, ..., pL) =∑Ll=1 pl1{l = k}. The SMC algorithm for
fixed θ = (ϕ, γ2, σ2) is given as follows.
Algorithm 5 (sequential Monte Carlo (SMC))
To draw L particles, run the following steps:
i = 0 : Set Y l0 = y0(ϕ) and W l0 = 1L , W0 = (W 10 , ...,WL0 ).
i = 1, ..., n :
(i) Draw Ali−1 ∼ p1:L(·|Wi−1), l = 1, ..., L,
(ii) set Y lj = Y
Ali−1
j , j = 1, ..., i− 1, l = 1, ..., L,
(iii) draw Y li ∼ p(Yi|Y li−1, Zi, θ), l = 1, ..., L,
(iv) set wli =
p(Y li |Y li−1,ϕ,γ2)p(Zi|Y li ,σ2)
p(Y li |Y li−1,Zi,θ)
= p(Zi|Y li−1, θ), l = 1, ..., L,
(v) set W li =
wli∑L
j=1 w
j
i
, l = 1, ..., L, and Wi = (W 1i , ...,WLi ).
For further details and theoretical background, see Andrieu et al. (2009) and Andrieu et al.
(2010).
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Point (iv) can be seen by the calculation for the denominator
p(Yi|Yi−1, Zi, θ) =p(Yi|Yi−1, θ)p(Zi|Yi, Yi−1, θ)
p(Zi|Yi−1, θ)
=p(Yi|Yi−1, ϕ, γ
2)p(Zi|Yi, σ2)
p(Zi|Yi−1, θ) .
To have one sample for the rest of the Gibbs sampler, we draw j ∼ p1:L(·|Wn) and set in the kth
iteration Y (k)(n) = (Y
j
0 , ..., Y
j
n ).
Algorithm 5 is extended by a conditional sequential Monte Carlo (CSMC). This means, in each
of the iterations of the Gibbs sampler, the particle of the last iteration step Y (k)(n) is fixed for the
sequential Monte Carlo step and surely one of the particles. For reasons of clarity and compre-
hension, the extensions are explained in the Appendix B.
In the following, we present the full conditional posteriors of the parameters ϕ, γ2 and σ2 condi-
tional on Y(n). The full conditional posterior distribution of γ2 is exactly the same as in Section 3.
For ϕ, a small difference in the likelihood appears because of the starting point y0(ϕ). The poste-
rior does not only depend on the likelihood of the Y(n), but also on the starting point Z0 as can be
seen by
p(ϕ|Z(n), Y(n), γ2, σ2) ∝ p(ϕ|Y(n), γ2, σ2) · p(Z(n)|ϕ, Y(n), γ2, σ2)
= p(ϕ|Y(n), γ2) · p(Z0|y0(ϕ), σ2) ·
n∏
i=1
p(Zi|Yi, σ2)
∝ p(ϕ|Y(n), γ2) · p(Z0|ϕ, σ2),
where p(ϕ|Y(n), γ2) is proportional to the likelihood of Y(n) in (3.2) multiplied to the normal prior
density and p(Z0|ϕ, σ2) is the density of theN (y0(ϕ), σ2) distribution.
Finally, with the prior σ2 ∼ IG(aσ, bσ) we get the posterior
σ2|Z(n), Y(n) ∼ IG
(
aσ +
n+ 1
2 , bσ +
1
2
n∑
i=0
(Zi − Yi)2
)
.
Choose starting parameters θ∗0 = (ϕ∗0, γ2∗0 , σ2∗0 ) and draw starting latent variable Y
(0)
(n) with the
ordinary SMC algorithm. Afterwards, conduct the particle Gibbs sampler for k = 1, ...,K
through
ϕ∗k ∼ p(ϕ|Z(n), Y (k−1)(n) , γ2∗k−1, σ2∗k−1),
Y
(k)
(n) ∼ p(Y(n)|Z(n), ϕ∗k, γ2∗k−1, σ2∗k−1),
γ2∗k ∼ p(γ2|Y (k)(n) , ϕ∗k),
σ2∗k ∼ p(σ2|Z(n), Y (k)(n) ),
where Y (k)(n) is drawn by the CSMC for k = 1, ...,K.
The resulting samples θ∗k = (ϕ∗k, γ2∗k , σ2∗k ), k = 1, ...,K, can be seen as samples from the posterior
p(θ|Z(n)).
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Prediction
To calculate a predictive distribution for Z∗ in t∗, we first simulate from the predictive distri-
bution of Y ∗ in t∗ with one of the algorithms in Sections 2.2.5 or 2.2.6. The transition density
is the same as in Section 3, namely the density of the normal distribution in (3.3). Algorithm
1 or 2 is then conducted with θ = (ϕ, γ2) and starting values Y ∗(k)0 = Y
(k)
n , k = 1, ...,K,
stemming from the particle Gibbs sampler in the case of within-sample prediction, and
Y
∗(k)
0 = y0(ϕ∗k), k = 1, ...,K, in the case of new- sample prediction. This yields sam-
ples Y ∗(k)1 , ..., Y
∗(k)
M in time points τ1, ..., τM = t∗, k = 1, ...,K for the latent diffusion vari-
ables.
For the prediction of Z∗ we use the samples Y ∗(k)M ∼ p(Y ∗|Z(n)), k = 1, ...,K, and the samples
σ2∗k , k = 1, ...,K, from the Gibbs sampler and calculate the distribution
p(Z∗|Z(n)) =
∫
p(Z∗|Y ∗, σ2) · p(Y ∗, σ2|Z(n)) d(Y ∗, σ2) (4.3)
≈ 1
K
K∑
k=1
p(Z∗|Y ∗(k)M , σ2∗k ).
Since Y ∗ and σ2 are independent, this approximation is straightforward. We will see a
simulation study and the application to the data set of Virkler et al. (1979) in Section
4.3.
4.2. Hierarchical Model
We here present an extension of the hierarchical diffusion model presented in Section 3 and add
an i.i.d. regression error. Of course, several extensions are possible. As mentioned above, other
mixture distributions than the normal one could be of interest. Here, in addition other variance
structures for the regression error can be suitable. For example, a time-dependent variance func-
tion for the regression error variable could be chosen. But this is future work and is beyond the
scope of this thesis.
We define the Euler approximated Bayes model
Zij = Yij + ϵij , (4.4)
Yij |Yi−1,j , ϕj , γ2 ∼ N (Yi−1,j + b(ϕj , ti−1,j , Yi−1,j)∆ij , s2(γ, ti−1,j , Yi−1,j)∆ij),
ϕj |µ,Ω ∼ N (µ,Ω), Ω = diag(ω21, ..., ω2p),
ϵij ∼ N (0, σ2), i = 1, ..., nj , j = 1, ..., J,
µ|mµ, Vµ ∼ N (mµ, Vµ), Vµ = diag(v21, ..., v2p),
ω2r |aω,r, bω,r ∼ IG(aω,r, bω,r), r = 1, ..., p,
γ2|aγ , bγ ∼ IG(aγ , bγ),
σ2|aσ, bσ ∼ IG(aσ, bσ)
with Y0j = y0(ϕj), j = 1, ..., J . Denote with Z(nj ,j) the jth observation vector and Z(n·,J) all the
observations {Zij}i=1,...,nj ,j=1,...,J .
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Estimation
Analogously to the single series model, the estimation of the latent variables Y(n1,1), ..., Y(nJ ,J) is
the crucial estimation step and will be conducted by the CSMC algorithm in each of the particle
Gibbs sampler iterations.
Based on the estimation of these latent variables, estimation of ϕ1, ..., ϕJ , µ,Ω and γ2 are the
same as for the hierarchical diffusion model in Section 3. The full conditional posterior of σ2 is
similar to the single series model given by
σ2|Z(n·,J), Y(n·,J) ∼ IG
⎛⎝aσ + J∑
j=1
nj + 1
2 , bσ +
1
2
J∑
j=1
nj∑
i=0
(Zij − Yij)2
⎞⎠ .
Prediction
Analogously to Section 3, we here restrict to the case of prediction for a new series, since predic-
tion for the further development of one observed series is exactly the same as for the single series
model.
Prediction for a new series J+1 is similar to the hierarchical diffusion model in Section 3. Analo-
gously to the predictive distribution of ϕJ+1 in (3.5), it is
p(ϕJ+1|Z(n·,J)) =
∫
p(ϕJ+1|µ,Ω)p(µ,Ω|Z(n·,J)) d(µ,Ω)
≈ 1
K
K∑
k=1
p(ϕJ+1|µ∗k,Ω∗k)
with µ∗k and Ω∗k resulting from the particle Gibbs sampler.
With the samples ϕ∗J+1,1, ..., ϕ∗J+1,K from the predictive distribution, we can, similar to Section
3, compute a prediction for a future process variable Y ∗J+1 based on the Euler approximated vari-
ables with Algorithm 1 or 2, where θ∗k = (ϕ∗J+1,k, γ2∗k ) and Y
∗(k)
0 = y0(ϕ∗J+1,k), k = 1, ...,K, since
we predict a new series.
For the prediction of Z∗J+1, we use the predicted variables Y
∗(k)
M , k = 1, ...,K, and the samples
σ2∗k , k = 1, ...,K, from the particle Gibbs sampler and calculate the pointwise distribution equal
to (4.3).
4.3. Simulation Study and Application
In this section, we will run a simulation study for the single series model in Section 4.1
and show results for one simulation example for the hierarchical model of the last section.
Afterwards, both models are applied to the data set of Virkler et al. (1979) and, in addi-
tion, the hierarchical model will be applied to the wear data set of Hermann and Ruggeri
(2016).
We first run a simulation study to investigate the quality of the particle Gibbs sampler. We
again use Example 1. In addition, we choose an error variance σ2 = 0.1 and starting point
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y0(ϕ) = ϕ2 to be estimated. This leads to ϕ = (2, 1) for a comparable process. We simulate
trajectories in t0 = 0, t1 = 0.01, ..., t100 = 1 for the estimation and will make predictions for
the further development in τ1 = 1.01, ..., τM = 1.5,M = 50. Since we have large data series
with n = 100 for the estimation in comparison to the study in Section 2.4, we expect a small
estimation uncertainty and that the prediction with the naive sampling can compete. We
simulate 500 series for estimation and prediction. We here start the Gibbs sampler with the
chosen values, which are also taken as prior mean. The prior parameters are chosen so that
the standard deviation is equal to the mean. It will be future work to try several diffused
starting and prior values. The number of particles for the SMC algorithm is here chosen to
L = 100. It will also be future work to investigate, how many particles are at least necessary
for a most effective algorithm. There is a trade-off between running time and quality of the
algorithm. Many particles lead to a high quality of the algorithm but take a long time and vise
versa.
We iterate the particle Gibbs sampler 101 000 times, and less a burn-in phase of 1000 and a
thinning rate of 10 we get K = 10 000 samples from the posterior. In Figure 23, we see the
95% credible intervals of the parameters for the first 100 series. The coverage rates of all 500
credible intervals can be seen in Table 4, which leads to the assumption that the algorithm works
well.
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Figure 23: Estimation results in the simulation study for the single series model based on the
particle Gibbs sampler: 95% credible intervals of the parameters for the first 100
series, horizontal line: chosen value.
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Table 4: Coverage rates of the 95% credible intervals of the parameters in the hidden diffusion
model.
ϕ1 ϕ2 γ2 σ2
0.982 0.942 0.97 0.96
In Figure 24, we see for one example of the 500 series the result of the CSMC algorithm inside
the particle Gibbs sampler. The green lines mark the estimated latent diffusion processes,
where the dots mark the simulated data points used for estimation. For prediction of the
further development, the last trajectory points are used as starting point for the prediction algo-
rithm.
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Figure 24: Result of the CSMC algorithm for one example series of the simulation study for
the single series model; in green: the estimated latent variables Y (k)(n) , k = 1, ...,K =
10 000 from the particle Gibbs sampler.
In the following we have a look at the prediction results. For each of the 500 simulated series and
corresponding prediction intervals, we simulate 1000 new series starting each with the last simu-
lated point for Y100.
One example can be seen in Figure 25(a) for the latent diffusion process and in Figure 25(b) for
the observation variables. Again, the posterior sampling leads to the largest intervals, whereas
the difference between Algorithms 1 to 3 is small. In addition, because of the small size of σ2, the
difference between the two figures for the latent and the observed variables is small. Therefore,
we concentrate on the observation variables.
For the 500 simulated series, we have 500 corresponding prediction intervals leading to a cover-
age rate and averaged interval score for the 1000 simulated new series each. Both can be seen
in Figures 25(c) and 25(d). At first, we see that the posterior sampling has, with large intervals,
a high coverage rate close to the level, but nevertheless the highest interval scores. At second,
the results of the naive sampling and the trajectory-wise Algorithm 2 are close to each other
with a slightly higher interval score for the naive sampling. In comparison to the simulation
studies in Section 2.4, with n = 100 we have a large amount of observations, which leads to a
small estimation uncertainty. Therefore, both algorithms work similar. At third, the coverage
rates of Algorithm 1 are the smallest ones with 0.89 at the end, but the interval scores lie
between the lines of Algorithm 2 and the naive sampling, because of the small, i.e. precise, inter-
vals.
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Figure 25: Prediction results for one series simulated from Example 1: Comparison of the
prediction methods in Algorithms 1 and 2, the naive sampling, Algorithm 3,
and the posterior sampling, Algorithm 4. (a): prediction intervals for the latent
diffusion variable Y ∗, (b): Prediction intervals for the observation variable Z∗,
(c): amount of prediction intervals covering the observation variables of the 1000
new simulated series, (d) the corresponding interval scores, both in time points
τ1 = 1.01, ..., τ50 = t∗ = 1.5.
As already mentioned, the algorithm is very slow. Therefore, for the hierarchical hidden
diffusion model, we only run one simulation to show some results. It will be future work to im-
plement the algorithm in another language like C to make it faster. The parameters are similar
to above except for µ = (2, 1) and Ω = (1, 0.04). We simulate J = 50 samples for the random
effect and, therefore, J series each with one random effect in t0 = 0, t1 = 0.01, ..., t100 = 1. For
the estimation, we truncate the Jth series after the first half and predict the second half after-
wards.
The starting values and prior means are chosen equal to the values for the simulation and the
prior parameters are set so that standard deviation is equal to the mean. In Figure 26, we see
the resulting chains with 11 000 iterations. The horizontal red lines mark the chosen values. All
chains look stationary with a good mixing and the posterior is close to the chosen value, which is
marked in red.
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Figure 26: Markov chains of the parameters µ,Ω, γ2 and σ2 from the particle Gibbs sampler
in the hierarchical hidden diffusion model for one simulated data set. In red: the
chosen values for simulation.
We take a burn-in phase of 1000 and a thinning rate of 10 and run with the remaining samples
the prediction algorithm. We here restrict to Algorithm 1, since the differences between the
algorithms were investigated in the study before. The prediction results with Algorithm 1
for the Jth series truncated for estimation can be seen in Figure 27. On the left side the
underlying latent diffusion variables are displayed and on the right side the observation variables.
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Figure 27: Prediction results for the Jth series in the hierarchical simulated data set: prediction
for the latent variables (left) and the future observations (right).
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Application to the Virkler data
We have already seen the data set of Virkler et al. (1979) in the model motivation and applica-
tion of the diffusion model in Section 3.3. We here fit the hidden diffusion model to the data.
For good starting parameters, we use the values from Section 3.3 of the single series model and
σ2∗0 = 0.1. We first estimate the single series hidden diffusion model for the last, i.e. the 68th,
series of the Virkler data. The resulting point estimates are taken for the starting values for
the further inference, for the single series and the hierarchical model. In addition, we set Ω∗0 =
µ∗0
100 .
Since the estimation algorithm is computationally expensive, we here take only the first
10 of the series for the hierarchical model into account. For both models, the tenth series
is truncated after the 80th observation to evaluate the prediction afterwards. We com-
pare the predictions with the single series and the hierarchical model for this tenth series.
We iterate for both models the particle Gibbs sampler 100 000 times, and take a burn-in
phase of 25 000 and a thinning rate of 10. The resulting samples in the hierarchical model
for γ2 and σ2 can be seen in Figure 28. Both chains converge and the locations are very
small.
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Figure 28: Results for the Virkler data in the hierarchical model (4.4): Markov chains of γ2
(left) and σ2 (right), reduced by the burn-in phase and the thinning rate.
In Figure 29, we see in green the estimated latent variables. The variance γ2 is that small that
the latent diffusion looks like a solid line. In addition, the difference between the observed points
and the estimated diffusions is very small, therefore, the small location of the posterior of σ2 is
not surprising.
In Figure 30, we see the prediction results for the tenth Virkler series with the hierarchical
and the single series model, both with Algorithm 1. The point predictions, i.e. the median
of the predictive distribution, are marked with the dotted lines. Similar to the results in
Section 3.3, the intervals with the hierarchical model are smaller and follow the curve bet-
ter.
In addition, it is interesting to compare the results with the ones from the previous section.
In Figure 31, we compare each the hidden diffusion model with the observed diffusion model
from Section 3, in Figure 31(a) for the single series model and in Figure 31(b) for the hier-
archical model. In the single series model, there is no recognizable difference, whereas for
the hierarchical model, the hidden diffusion model seems a bit more appropriate, even if
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there are informations of only 9 additional series used instead of 66 in the diffusion model.
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Figure 29: Estimation of the latent diffusion variables of the 10th truncated Virkler series in
the hierarchical model (4.4).
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Figure 30: 95% prediction intervals and the pointwise median for the 10th series of the Virkler
data set based on Algorithm 1, left: whole series, right: zoomed in the interesting
area, in red: the hierarchical model, in blue: the single series model.
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Figure 31: Comparison of the hidden and the observed diffusion models. 95% prediction
intervals and the pointwise median for the 10th series of the Virkler data set.
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Application to wear degradation in cylinder liners
In the following, we will apply the model to the wear of cylinder liners in marine diesel engines.
A detailed explanation of the data set can be found in Hermann and Ruggeri (2016). The data
concern the wear process of liners protecting cylinders in marine diesel engines. The thickness
of the liner walls are measured over time in 104 hours, starting at 100 millimeters. The whole
data set can be seen in Figure 34 in black points, where we take the wear increment as observed
variables, which is the same as 100 minus the thickness decrement. We have observations from
30 cylinder liners over time with non-equidistant time points and every series has one to four
observations, beside the starting point, which is a sparse data set. Therefore, we restrict to a
one-parameter drift function based on the Paris-Erdogan equation (1.1) with m = 0, namely
b(ϕ, t, y) = ϕ and use a constant variance function s˜(t, y) = 1. All series start in y0(ϕ) = 0 since
in t0 = 0, no wear exists. We start the algorithm with µ∗0 = 0.8,Ω∗0 = 0.01, γ2 = 0.001 and
σ2 = 0.01, which are taken as prior means as well. Again, the prior parameters are chosen so
that the standard deviation is equal to the mean. The starting values are chosen manually by
simulating the process in the time points of the data set and comparing the data to the simulated
set.
In Figure 32, we see the 95% credible intervals of the random effects for the 30 series. They
differ only slightly because of the sparse data series and the mixture distribution has much influ-
ence.
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Figure 32: 95% credible intervals for the random effects for the wear data set.
In Figure 33, the chains of the parameters can be seen. We ran the Gibbs sampler with 101 000
iterations and took a burn-in phase of 11 000 samples and a thinning rate of 10. The four chains
converge and have a good mixing.
In Figure 34, the prediction result for a new series with Algorithm 1 is displayed. We see in
solid red lines the 95% prediction intervals and in dotted lines the pointwise median of the
predictive distribution. One could imagine a saturation curve in the data, which the assumed
model does not take into account. Nevertheless, the prediction intervals enclose the data except
three points in the beginning. The same data set has been modeled in Hermann and Ruggeri
(2016) with a jump diffusion model as will be introduced as Merton model in Section 6. We see
in Figure 34(b) the comparison of the results to Figure 34(a). The lines are very similar, but
the here presented model leads to slightly smaller intervals by including the same amount of data
points.
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Figure 33: Markov chains of µ,Ω, γ2 and σ2, reduced by the burn-in phase and the thinning
rate in the hierarchical hidden diffusion model (4.4) for the wear data set.
As described in detail in the work of Hermann and Ruggeri (2016), the jump diffusion
model is nicely motivated by the intuition of tiny and large soot particles in the cylin-
der liners. The large soot particles are responsible for the most relevant wear increments,
represented by the Poisson process in the jump diffusion. Instead of this heuristically mo-
tivated, sophisticated model, the hidden diffusion model presented here, is a bit more sim-
ple but lead to similar, maybe slightly better, results. From the computational point of
view, both models are very complex with filtering of latent variables, the Poisson process
variables in the jump diffusion model and the diffusion process in the hidden diffusion
model.
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(a) Prediction result with the hierarchical hidden diffusion model, in dotted
lines: the pointwise median
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(b) Comparison with results in Hermann and Ruggeri (2016) with a jump
diffusion model
Figure 34: 95% prediction intervals for a new series of wear in cylinder liners with the hierar-
chical hidden diffusion model (4.4) (in red) and the jump diffusion process model
(6.2) introduced in Section 6 (in blue).
58
Part II.
Bayesian Analysis and Prediction for
Non-continuous Processes
In constructional engineering, material fatigue is a relevant topic of research because it is impor-
tant to predict the lifetime of, for example, bridges. Experiments in this field, especially under
low loadings, are very rare because they are very expensive and take several months. Maurer and
Heeke (2010) carried out five experiments where prestressed concrete beams with initial cracks
have been put under cyclic load. Recently, five new experiments were conducted, see Szugat et al.
(2016). Each prestressed concrete beam contains 35 tension wires which break at random time
points. Therefore, the resulting crack widths, which can be seen in Figure 35 for two of the ex-
periments, exhibit jumps with increasing frequency that influence the crack growth process sub-
stantially. Structure-borne noise measurements during the experiments provide information con-
cerning the break times of the tension wires which match the observed jumps in the crack width
data.
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Figure 35: Crack width data resulting from the first two experiments of Maurer and Heeke
(2010), left: 200 MPa, right: 455 MPa.
In the following, the wire breaking process will be modeled by a non-homogeneous Poisson
process (NHPP). NHPPes are well-known in the literature. Meeker and Escobar (1998), for
example, give a historical overview of the literature employing NHPPes in reliabilty theory,
see pp. 413–420, and present maximum likelihood estimators for several intensity functions.
Sobczyk and Spencer (1992) introduce cumulative jump models based on homogeneous and
non-homogeneous Poisson processes to describe crack growth as a discontinuous random pro-
cess.
We will see two approaches including the NHPP into a model for the crack width process. Firstly,
in Section 6, the whole jump diffusion model in (2.1) will be presented. Secondly, in Section 7,
a non-linear regression model based on a physically motivated function including the NHPP will
be proposed.
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5. Non-homogeneous Poisson Process
In this section, we consider the counting process representing the wire breaking process.
A Bayesian approach for NHPPes can be found in Kuo and Yang (1996) with applica-
tion in software reliability, in Yuan et al. (2009) for modeling pitting corrosion in steam
generator tubes and in Pievatolo and Ruggeri (2004) for reliability of complex repairable
systems. A good overview of the Bayesian analysis of NHPPes can be found in Ríos Insua et al.
(2012).
5.1. Model Description, Inference and Prediction
The Poisson process is nested in (2.1) by setting b(ϕ, t, y) = 0, s(γ, t, y) = 0, h(η, t, y) = 1 and
y0 = 0, whereby the differences Nti−Nti−1 , i = 1, ..., n, are independent and Poisson distributed
with parameter Λξ(ti)−Λξ(ti−1).
In Hermann et al. (2016a), a comparison of two different types of Λξ(t) can be found for the data
set, one for polynomial and one for exponential growth:
Λξ(t) =
(
t
β
)α
, ξ = (α, β) ∈ [1,∞)× (0,∞), (5.1)
Λξ(t) = exp(at− b)− exp(−b), ξ = (a, b) ∈ (0,∞)× R, (5.2)
where the first function (5.1) has the nice property that the derivative of Λξ(t) is the hazard
rate of the Weibull distribution and the homogeneous case of the process is nested by setting
α = 1. This specification is also known as power law in the literature, see for example Yu et al.
(2007). The second function (5.2) represents an exponential intensity rate, that takes up the
idea of the Paris-Erdogan equation in (1.1) with the special case m = 2. This equation would
lead to a function f(t) = b˜ exp(at) = exp(at− b) with b˜ = exp(−b). This function has to be
pulled down to zero in t = 0 which leads to the cumulative intensity exp(at− b)− exp(−b).
Of course, one could try an approach based on the general Paris-Erdogan equation with a
third parameter m. Since we have four or five observed event times it is difficult to estimate
more than two parameters. Therefore, we restrict to the two-parameter approach with m =
2.
Estimation
Note that the counting process {Nt, t ∈ [0, T ]} is stochastically completely defined by its occur-
rence times 0 < T1 < ... < TI ≤ T . In the following, we assume that the process is observed up
to time T , i.e. T = tn.
The first occurrence time has probability
P (T1 > t|ξ) = P (Nt = 0|ξ) = e−Λξ(t),
which leads to the distribution function FT1(t) = 1− e−Λξ(t) with density p(T1|ξ) = λξ(T1) ·
e−Λξ(T1). For the second occurrence time, it is
P (T2 > t|T1, ξ) = P (Nt −NT1 = 0|T1, ξ) = e−(Λξ(t)−Λξ(T1))
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and the resulting density p(T2|T1, ξ) = λξ(T2) · e−(Λξ(T2)−Λξ(T1)). For the general case, it
is
p(Ti|Ti−1, ξ) = λξ(Ti) · e−(Λξ(Ti)−Λξ(Ti−1)), i = 1, ..., I, (5.3)
with T0 = 0 and Λξ(0) = 0. Since we investigate the counting process on a compact interval
[0, T ] we also have the information that TI is the last occurrence up to time T , i.e. P (NT−NTI =
0|TI , ξ) = e−(Λξ(T )−Λξ(TI)). Altogether, we get the likelihood
p(N(n)|ξ) = p(T1|ξ) ·
I∏
i=2
p(Ti|Ti−1, ξ) · P (NT −NTI = 0|TI , ξ) (5.4)
= e−Λξ(T1) ·
I∏
i=1
λξ(Ti) · e
∑I
i=2−Λξ(Ti)+Λξ(Ti−1) · e−Λξ(T )+Λξ(TI)
= e−Λξ(T ) ·
I∏
i=1
λξ(Ti),
see also Ríos Insua et al. (2012).
Based on this likelihood, there is no obvious conjugate prior distribution for the whole vector
ξ so we will use the MH algorithm with θ = ξ, see Section 2.2.1. In the case of the two
intensity functions in (5.1) and (5.2), a proposal density with positive support is suitable. In
the BaPreStoPro package, the lognormal density is implemented for that case. For other inten-
sity functions with possibly negative parameters, the normal proposal density is implemented as
well.
In Hermann et al. (2016a), a non-informative approach without any prior specification is used.
In the data set of Maurer and Heeke (2010), we have a maximum of 15 observed jumps. There-
fore, prior knowledge has to be justified since it will have large influence with few observations
and a non-informative approach is very suitable.
Prediction
Based on the MH resulting samples ξ∗1 , ..., ξ∗K ∼ p(ξ|N(n)), a predictive distribution can be ap-
proximated.
There are two possibilities. Firstly, the occurrence times and their predictive distribution can be
of interest. Secondly, we are interested in the Poisson process variables.
If we want to predict the occurrence times, both Algorithms 1 and 2 are suitable, because the
process {Ti, i = 1, 2, ...} is a Markov process itself with transition density (5.3). For within-
sample prediction, set Y ∗(k)0 = T, k = 1, ...,K, and otherwise Y
∗(k)
0 = 0, k = 1, ...,K. With the
notations of the algorithm, it is θ = ξ.
If we want to predict the Poisson process variables, in the case of Algorithm 1 we start with
Y
∗(k)
0 = 0, k = 1, ...,K, in the case of new-sample prediction and with Y
∗(k)
0 = NT , k = 1, ...,K,
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otherwise. The transition density is given by
P (Nti = l|Nti−1) =P (Nti −Nti−1 = l −Nti−1 |Nti−1)
= 1
l −Nti−1
(Λξ(ti)− Λξ(ti−1))l−Nti−1 exp (Λξ(ti)− Λξ(ti−1))1N(l −Nti−1).
If we want to predict a whole trajectory of the process, it can be more efficient to sample
the event times, since the calculation of the predictive density is computationally costly and
the process will stay constant over periods. In the notation of Algorithm 2, it is θ = ξ
and starting values Y ∗(k)0 = 0, k = 1, ...,K, in the case of prediction for a new series and
Y
∗(k)
0 = T, k = 1, ...,K, in the case of prediction for the further development, for exam-
ple the next jump. Here, the time points are τ1 = 1, ..., τM = M . In Algorithm 2, step
(iii), we mentioned the case that also a critical value yc can be defined, up to which the
samples should run. This can be very suitable for the series of event times of the Poisson
process. If prediction of the Poisson process up to a time point t∗ is the value of interest,
this critical value would be yc = t∗. The prediction procedure leads to trajectory samples
T
∗(l)
1 < T
∗(l)
2 < ... < T
∗(l)
M or, in the case of stopping at a critical value T
∗(l)
1 < T
∗(l)
2 < ... <
T
∗(l)
Ml
, l = 1, ..., L. The trajectory samples of the Poisson process can be calculated as fol-
lows
N
∗(l)
t = {j : T ∗(l)j ≤ t < T ∗(l)j+1}, l = 1, ..., L. (5.5)
5.2. Application
In Hermann et al. (2016a), a simulation study each with 1000 series for both presented intensity
functions (5.1) and (5.2) was made to validate the presented estimation and prediction pro-
cedure for the Poisson process as well as for the jump diffusion process in Section 6. We here re-
strict to the application for the presented data set.
We will concentrate on the first data series and compare the results for the two intensity rates in
(5.1) and (5.2). For the Weibull function (5.1), we start the MH algorithm in ξ∗0 = (5, 0.5) and
for the exponential function (5.2) in ξ∗0 = (4, 1), both are chosen manually with a look on the
wire breaking process in comparison to the cumulative intensity function. As mentioned, we here
use a non-informative specification, i.e. p(ξ) = 1, because we do not have expert knowledge. We
have only few data points and any prior specification would have a large effect and would have to
be justified.
For the estimation, we take into account the first 10 wire breaking times and calculate a
prediction for the next five wire breaks. We draw 11 000 samples for the Weibull function
and take a burn-in phase of 1000 and a thinning rate of 10. For the exponential function,
the chains need longer to converge and do not have a good mixing. We draw 110 000 sam-
ples and with a burn-in of 10 000 and a thinning rate of 100, the posterior is approximated
well.
For the prediction, we use Algorithm 2 for the event times and calculate for the wire breaking
process the variables in (5.5). We see on the left side of Figure 36 the resulting prediction inter-
vals for the eleventh up to the fifteenth event times based on the estimation with the first ten
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event times. The corresponding prediction intervals for the NHPP, i.e. the wire breaking pro-
cess, can be seen on the right side of the figure.
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Figure 36: 95% prediction intervals for the first observed wire breaking series of the data set.
Estimations are done with the first 10 observed event times, predictions calculated
for the next 5 wire breaking times. Left: the predictions for the event times,
right: prediction for the NHPP, both based on the exponential (5.2) (blue) and the
Weibull (5.1) (red) intensity rates.
Equal to the findings in Hermann et al. (2016a), the exponential intensity rate yields a better
result than the Weibull function. Nevertheless, the prediction intervals cover the true values for
both curves.
Until now, the intensity rate is a deterministic function. One suitable extension is to in-
clude the heuristic fact that the same load is distributed on less wires after wire breaks.
The stress range of the experiment would be considered as a respective physical parame-
ter.
Outlook: self-exciting process
Searching for a possibility to include the stress range into the intensity rate, we start with heuris-
tics. In Figure 37, we see the load of the I tension wires over the time. In the beginning of the
experiment, the load distributes on 35 wires. When one wire breaks, the load distributes on only
34 and so on. Therefore, the idea is to use this fact in the intensity rate. But in the framework of
NHPPes, the intensity rate has to be deterministic and may not depend on the past of the pro-
cess. To allow this, we turn to the class of self-exciting processes, see, for example, Ríos Insua et
al. (2012).
We assume the wire breaking process to have distribution
Nt|{Nr, r < t} ∼ Pois(Λξ(t))
in time t, whereby Λξ(t) is a random process based on {Nr, r < t}.
To continue the idea from Figure 37, we assume for the cumulative intensity function
E[Nt|Nr, r < t] = Λξ(t) =
Nt−∑
i=1
fξ
(
s
35−(i−1)
)
(Ti − Ti−1) + fξ
(
s
35−Nt−
)
(t− TNt−) (5.6)
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Figure 37: Load over time for the Ith wire dependent on stress range s.
with T0 = 0 and Nt− = lims↗tNs. Derivation yields the intensity rate λξ(t) = fξ
(
s
35−Nt−
)
.
This class of load sharing models is well-known in the reliability literature, see, for example,
Kvam and Lu (2007); Nakagawa (2007); Crowder et al. (1994).
In Szugat et al. (2016), a simulation free prediction method has been developed and applied
to the data set of ten wire breaking series. It turns out, that for the function fξ = exp(−ξ1 +
ξ2 log(x)), ξ ∈ R2+, the model can predict the data very well. In Müller et al. (2016), two simula-
tion free approximated prediction methods have been presented, one based on the delta method
and one based on data depth, and compared for three different functions of fξ. High coverage
rates of the prediction intervals lead to the assumption that the model is a good choice for the
data set. At the moment, a master student, Laura Marquis, is working on the Bayesian analysis
for the model.
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6. Jump Diffusion Process
We here consider the full model in (2.1). The idea of the jump process for the data is formulated
in Hermann et al. (2016a), where a two-stage modeling procedure for a SDE with explicit
solution is presented. Firstly, estimation and prediction is presented for the NHPP. Secondly,
the posterior distribution of the parameters in the jump diffusion process, modeling the crack
width, is approximated by samples drawn by a Gibbs sampler. These parameter samples and
the counting process samples, drawn from the predictive distribution from the first modeling
step, are employed to approximate the predictive distribution for the jump diffusion pro-
cess.
In Hermann and Ruggeri (2016), the same process is considered based on an unobserved homoge-
neous Poisson process (HPP) and applied on wear degradation in cylinder liners. The procedure
is extended here for the non-homogeneous case.
6.1. Model Description, Inference and Prediction
In Hermann et al. (2016a), the SDE (2.1) with the special cases
b(ϕ, t, y) = ϕy, s(γ, t, y) = γy, h(η, t, y) = ηy
is presented, which is given by
dYt = ϕYt dt+ γYt dWt + ηYt dNt, Y0 = y0. (6.1)
This is a stochastic extension of the simplified version of the Paris-Erdogan equation dYt =
ϕYt dt as mentioned above in (1.1). In addition, under a homogeneous Poisson process, (6.1) is
known as Merton model, introduced in Merton (1976) for modeling stock returns. The SDE has
a unique strong solution, which is given by
Yt = y0 · exp
(
ϕt− γ
2
2 t+ γWt + log(1 + η)Nt
)
(6.2)
for η > −1. This can be seen by direct calculation using Itô’s formula for noncontinuous semi-
martingales, see Øksendal and Sulem (2005), p. 7 in example 1.15. As mentioned, inference
and prediction for this process is done in Hermann et al. (2016a) for observed NHPP and in Her-
mann and Ruggeri (2016) for unobserved HPP.
We here restrict to the case of a SDE without explicit solution and consider the Euler
approximation in (2.2) for the general SDE (2.1). In addition, we restrict to the case of
an unobserved Poisson process and mention the simplification of the case where it is ob-
served.
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Based on the approximation variables in (2.2), the parameter vector θ = (ϕ, γ2, η, ξ) and defini-
tion∆Ni = Nti−Nti−1 , we assume the Bayesian model
Yi|Yi−1,∆Ni, θ ∼ N (Yi−1 + b(ϕ, ti−1, Yi−1)∆i + h(η, ti−1, Yi−1)∆Ni, s2(γ, ti−1, Yi−1)∆i),
∆Ni ∼ Pois(Λξ(ti)− Λξ(ti−1)), i = 1, ..., n, (6.3)
ϕ ∼ N (mϕ, vϕ),
γ2 ∼ IG(aγ , bγ),
η ∼ N (mη, vη),
ξ ∼ p(ξ) = 1.
Estimation
Define ∆Λξ,i := Λξ(ti)−Λξ(ti−1) and ∆Yi = Yti−Yti−1 . This leads to the likelihood conditional
on the Poisson process variables
p(Y(n)|θ,N(n))
=
n∏
i=1
1√
2π∆is(γ, ti−1, Yi−1)
exp
(
−(∆Yi − b(ϕ, ti−1, Yi−1)∆i − h(η, ti−1, Yi−1)∆Ni)
2
2s2(γ, ti−1, Yi−1)∆i
)
.
This likelihood and the prior distributions from the model definition suffice for the MH steps
inside the Metropolis within Gibbs sampler of the parameters ϕ, γ2, η. The likelihood of ξ
is the same as in Section 5 given in (5.4). Estimation of all the parameters ϕ, γ2, η and ξ
will be implemented with a Metropolis within Gibbs sampler in the case of observed Poisson pro-
cess.
The observability of the Poisson process is a special case of the data set of Heeke, Hermann et
al. (2015). In the following, we consider a filtering procedure for the process given in (2.1)
for the Euler approximated variables, respectively the Bayes model (6.3), in the case of an
unobserved Poisson process. One step is included in the Gibbs sampler for the estimation of
N(n).
Since multivariate sampling always is a challenge, we will reduce the problem to the posterior of
the independent differences∆Ni ∼ Pois(∆Λξ,i). It is
∆Yi|∆Ni, Yi−1, ϕ, γ2, η ∼ N
(
b(ϕ, ti−1, Yi−1)∆i + h(η, ti−1, Yi−1)∆Ni, s2(γ, ti−1, Yi−1)∆i
)
.
Therefore, the posterior density for∆Ni is given by
p(∆Ni|∆Yi, Yi−1, ϕ, γ2, η, ξ)
∝exp(−∆Λξ,i)(∆Ni)! (∆Λξ,i)
∆Ni 1√
2π∆is(γ, ti−1, Yi−1)
·
exp
(
−(∆Yi − b(ϕ, ti−1, Yi−1)∆i − h(η, ti−1, Yi−1)∆Ni)
2
2s2(γ, ti−1, Yi−1)∆i
)
,
which is not a density of a known distribution family. We propose the following sampling proce-
dure, which is simply the inversion method, see Section 2.2.6, for the kth Gibbs sampler iteration.
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Algorithm 6 (Filtering of the Poisson process variables)
For all i = 1, ..., n− 1
(i) choose R ∈ N (large enough) for the candidate set {0, ..., R},
(ii) calculate posterior probabilities p0, p1, ..., pR with
pj = p(j|∆Yi, Yi−1, ϕ∗k−1, γ2∗k−1, η∗k−1, ξ∗k−1), j = 0, 1, ..., R,
(iii) draw u ∼ U(0,∑Rj=0 pj = 1) and calculate m = min{r :∑rj=0 pj ≥ u}, and
(iv) set ∆Nki = m.
Additionally, set Nk(n) = (0,∆Nk1 , ...,
∑n
i=1∆Nki ).
Of course, the proposed filtering procedure is computationally costly. One alternative would
be a simple MH step for all ∆Ni, i = 1, ..., n − 1. But the whole Gibbs sampler gets inef-
ficient with a MH step, since all other parameters are updated for each k, except γ2 but
the acceptance rate is very high due to the calculated proposal density. Another alternative
is a particle filtering procedure, see Johannes et al. (2009), but this gets computationally
more expensive than our proposed method, since a number of particles has to be drawn. In
our model, a posterior of ∆Ni can be calculated, therefore, the proposed method is suit-
able.
After choosing starting values ϕ∗0, η∗0, γ2∗0 , ξ∗0 , the Metropolis within Gibbs sampler explained in
Section 2.2.3 unites all estimation steps for θ = (N(n), ξ, ϕ, γ2, η) as follows
Nk(n) ∼ p(N(n)|Y(n), ϕ∗k−1, η∗k−1, γ2∗k−1, ξ∗k−1),
ξ∗k ∼ p(ξ|Nk(n)),
ϕ∗k ∼ p(ϕ|Y(n), Nk(n), η∗k−1, γ2∗k−1),
η∗k ∼ p(η|Y(n), Nk(n), ϕ∗k, γ2∗k−1),
γ2∗k ∼ p(γ2|Y(n), Nk(n), ϕ∗k, η∗k), k = 1, ...,K.
Of course, for special cases of functions b, s and h, full conditional posteriors could be an-
alytically available, possibly with conjugate priors. But, for generalization, this will not be done
here.
In the case of observed NHPP variables, the first step of the Gibbs sampler can be ignored, the re-
maining steps are equal.
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Prediction
As already seen in the estimation procedure, N(n) is latent variable and, therefore, treated like
an additional parameter. Similar to prediction of a random effect in Sections 3 and 4, we first
need a prediction ofN(n), which is already described in Section 5.
In the case of Algorithm 2, the predictive samples N∗(k)τm , k = 1, ...,K,m = 1, ...,M, from the
NHPP derived from (5.5) are used for the prediction of Y ∗ in t∗. With θ = (N(n), ξ, ϕ, γ2, η), the
transition density in Algorithms 1 and 2 is the density of the distribution given by
Y ∗m|Y ∗m−1, Nτm , Nτm−1 , θ ∼
N (Y ∗m−1 + b(ϕ, τ∗m−1, Y ∗m−1)∆∗ + h(η, τ∗m−1, Y ∗m−1)(Nτm −Nτm−1), s2(γ, τ∗m−1, Y ∗m−1)∆∗).
Starting values are Y ∗(l)0 := Yn for the case of prediction of the further development of the cur-
rent series and Y ∗(l)0 := y0 in the case of prediction for a new series.
In the case of Algorithm 1, the starting values and the transition density are the same. There
are two possibilities for the latent Poisson process variables. Firstly, the samples N∗(k)τm , k =
1, ...,K,m = 1, ...,M , derived from (5.5), drawn with Algorithm 2 can be taken. Secondly, we
can sample predicted samples of the differences ∆Ni, since we do not need trajectories for the la-
tent Poisson process variables to include in the stepwise Algorithm 1. In that case, we sample for
m = 1, ...,M :
∆N∗(k)m ∼ p(∆Nm|N(n)) ≈
1
K
K∑
k=1
exp
(
−(Λξ∗
k
(τm)− Λξ∗
k
(τm−1))
)
(∆Nm)!
(Λξ∗
k
(τm)− Λξ∗
k
(τm−1))∆Nm .
Comparison of explictit and Euler approximated process
In the following, we will investigate the difference between the explicit solution and the Euler
approximated process by an example. Model (6.2) will be compared to the Euler approximated
SDE in (6.1). We arbitrarily set parameters ϕ = 0.5, η = 0.1, γ2 = 0.01 and ξ = (2, 0.2) with the
power law intensity rate function in (5.1). We start the process in y0 = 0.5 and simulate in t0 =
0, ..., t100 = 1. Both processes can be seen in Figure 38 on the right with the corresponding Pois-
son process on the left. The difference between the curves is small but recognizable in the last
quarter of the curve.
Now, we will treat the Euler simulated curve with the estimation procedure from the explicit
solution and the other way round for the simulated curve from (6.2) that will be estimated
with posteriors based on the Euler approximation variables. In both cases, we keep the
Poisson process variable as observed. In Figure 39, the resulting posterior densities for
the parameters ϕ, γ2 and η can be seen. Both solid lines are posterior densities dependent
on the Euler simulated variables, and the dotted lines dependent on the variables in (6.2).
At first, we can summarize, that both procedures applied to the corresponding data set,
lead to similar posterior densities (red lines). The effect of the estimation on the wrong
data set is small for ϕ. The effect for γ2 can be ascribed to the biased estimation of η.
The jump high parameter η seems to be sensitive to the choice of the model, Euler or ex-
plicit.
68
l0.0 0.2 0.4 0.6 0.8 1.0
0
5
10
15
20
t
N
t
0.0 0.2 0.4 0.6 0.8 1.0
1
2
3
4
5
6
t
Y t
Explicit
Euler
Figure 38: Left: simulated Poisson process, right: simulated process with formula (6.2) (solid)
and with the Euler approximation (dotted).
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Figure 39: Comparison of posterior densities for ϕ (top left), γ2 (top right) and η (bottom left).
Solid lines: posterior based on simulated series with Euler, dotted lines: based on
simulated series with explicit solution (6.2), black lines: estimation each with the
other procedure, red lines: estimation each with the corresponding procedure.
With a look on Figure 40, it becomes clear that the biased estimation of η does not effect the
prediction. The red lines mark the 95% prediction intervals. The predictive distribution was
approximated with Algorithm 2 based on K = 104 samples from the posterior, in each step
L = 104 samples are drawn. The solid red lines are the corresponding prediction intervals
for the solid curve, based on the estimations with the explicit solution, whereas the dotted
red lines mark the prediction intervals for the dotted black curve, estimation and predict
with the explicit solution. The difference between the red curves, solid and dotted, is negligi-
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Figure 40: Prediction results; in black: simulated process with formula (6.2) (solid) and with
the Euler approximation (dotted), in red: 95% prediction intervals, solid: estimation
and prediction with the Euler approximation for the solid black curve simulated
with explicit solution, dotted: estimation and prediction with (6.2) for the dotted
black curve simulated with Euler.
6.2. Application
Again, we will apply the presented methods to the first series of the data set presented
in Heeke, Hermann et al. (2015). Due to the results from Section 5, we restrict here to
the exponential intensity rate (5.2). Similar to the work in Hermann et al. (2016a), we
consider the model in Section 6.1, but based on the Euler approximation instead of the
explicit solution (6.2). In the preparation of this thesis, both models, the Euler approximated
and the explicit process, were compared and the results were equal. We choose the func-
tions
b(ϕ, t, y) = ϕy, s(γ, t, y) = γy, h(η, t, y) = ηy and Λξ(t) = exp(ξ1t− ξ2)− exp(−ξ2)
and the following starting values
η = 0.1, ϕ = 0.1, γ = 0.1, ξ = (1, 0.5),
again, manually by simulating the model and comparing the data series. In contrast to
the calculations in Hermann et al. (2016a), which were based on the conjugate priors for
the normal likelihood of the logarithmic variables, we here can also use a non-informative
approach, as done in the following. As mentioned, we also did the calculations for the
explicit model and used the starting values for the prior means and the standard devia-
tions and the results were equal. This is not surprising because of the large amount of data
points.
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At first, we consider the new filtering algorithm for the whole data series. For the whole Gibbs
sampler, we draw 101 000 chain iterations, take a burn-in of 1000 samples and a thinning rate
of 10. In Figure 41, the estimated Poisson process variables are displayed in green lines, in
comparison to the black line that is assumed to be the observed one. Because they are only
observed through sound measurements, it is impossible to say if one or more wires are broken
at the same time. This leads to a new measuring uncertainty, that is not taken into account
yet. The question arises, if it would be useful to filter the counting process instead of taking it
as observed. We can see, that up to the fifth broken wire, the lines are equal. Afterwards, the
filtering algorithm assumes two broken wires at some times instead of only one for all event
times. In addition, we can say that there is only few variation between the green lines, which
means that the algorithm draws very often the same trajectory for the NHPP variables. This
could be a hint that the algorithm is sure about the estimation of the latent process, since they
are drawn independent from each other. Of course, these findings are fully dependent on the
model which is just an assumption for the underlying data series. In addition, this algorithm
is dependent on the starting values, as discussed in Hermann and Ruggeri (2016), because the
likelihood has local maxima, in which the algorithm can end up dependent on the starting val-
ues.
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Figure 41: Filtered counting process variables from the Gibbs sampler (green), in black: the
trajectory observed based on sound measurements.
In the following, we want to investigate the prediction results. Again, we truncate the se-
ries after the first 10 observed jumps for estimation and predict the further development.
All algorithm specifications are the same as before. For the prediction, we use Algorithm
2. In Figure 42, we compare the prediction results for the investigated model based on
the estimations with the observed Poisson process variables and the filtered one. Top,
the whole series are shown. In the bottom figure, we only see the points to be predicted.
One can see, that the intervals based on the samples from the Gibbs sampler with the
filtering step for the counting process, in blue, are smaller and the median of the predic-
tive distribution, i.e. the dotted blue line, gets closer to the observed data than the red
dotted line, which is the median of predictive distribution based on the observed Poisson pro-
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cess.
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Figure 42: 95 % prediction intervals with Algorithm 2 for the first series with the jump
diffusion model. In blue, prediction results based on the Gibbs sampler with
filtering Algorithm 6 and in red, based on the Gibbs sampler with fixed, i.e.
observed, Poisson process variables. Top: whole series, bottom: zoomed in the
interesting area of predicted values.
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7. Jump Regression Model
During the interdisciplinary work in the project B5 “Statistical methods for damage processes
under cyclic load” of the collaborative research center 823, a physically motivated function has
been developed to describe the crack width based on the observed jump process. This idea is
formulated in the PhD thesis of Guido Heeke, see Heeke (2016), p. 129, Section 6.1.3, or the joint
work Heeke, Hermann et al. (2015).
Based on the observed jump process {Nt, t ∈ [0, T ]}, the concrete crack growth process can be re-
calculated with the time-dependent crack width function
w(t) = (1− k(t)) · (∆σ(t))
2 ·AP (t)
0.72 · π · fctm · EP ·
√
AP (t)
with
k(t) = kl + (ks − kl) · et·c, AP (t) = AP ·
(
1− Nt35
)
,
∆σ(t) = σ2 · AP
AP (t)
− σ1 = σ2 · 11− Nt35
− σ1,
kl, ks, c, AP , σ1, σ2, fctm, EP constants, which are approximately known, but not exactly.
The first step is to transform the function to a more flexible parametric version with estimable
parameters, because some of the constants in that function are approximate values. We ob-
tain
w˜(t,Nt, ϕ) = (ϕ1 − ϕ2 · exp(−t · ϕ3)) · 1√
h(Nt)
(h(Nt)− ϕ4)2 ,
where ϕ1 =
(1−kl)·
√
Ap·σ22
0,72·π·fctm·Ep , ϕ2 =
(ks−kl)·
√
Ap·σ22
0,72·π·fctm·Ep , ϕ3 = −c, ϕ4 = σ1σ2 and h(x) = 11− x35 . The
function h(x) = 11− x35 =
35
35−x is motivated as follows. As seen in Section 5, in the be-
ginning of the experiment, the load is distributed on 35 wires. With every broken wire,
function h(x) makes a jump and stays constant in-between. The corresponding calculation
can be found in the Appendix B. Of course, other parameterizations are possible. How-
ever, if more than four parameters are chosen, they will not be identifiable. We have
to mention, that this function only describes the increments of the crack growth, not
the position itself. In practice, the starting value has to be subtracted from the data
and w˜(t,Nt, ϕ) − w˜(t0, Nt0 , ϕ) has to be used. For notation simplicity, we skip this fact
here.
7.1. Model Description, Inference and Prediction
The simplest possibility to include this function into a stochastic model is a non-linear regres-
sion model dependent on the Poisson process variables. The corresponding Bayes model is given
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by
Yi = w˜(ti, Nti , ϕ) + ϵi,
ϵi ∼ N (0, σ2) i.i.d.,
Nti ∼ Pois(Λξ(ti)), i = 0, ..., n,
ϕ|mϕ, Vϕ ∼ N (mϕ, Vϕ),
σ2|aσ, bσ ∼ IG(aσ, bσ),
ξ ∼ p(ξ) = 1.
Here, ϵi and Nti have to be stochastically independent. Conditional on the counting process
variables Nt0 , Nt1 , ..., Ntn , we have a regression model whose parameters can be estimated based
on the likelihood. Bayesian inference for non-linear regression models can be found in Carlin and
Louis (2009). Following from
Yi|Nti , ϕ, σ2 ∼ N
(
w˜(ti, Nti , ϕ), σ2
)
, i = 0, ..., n,
the conditional likelihood is a product of normal distribution densities. Because of the non-linear
function we have no closed form of the posterior of ϕ. Therefore, a Metropolis within Gibbs sam-
pler will be used with θ = (ϕ, σ2, ξ), whereby
σ2|Y(n), N(n), ϕ ∼ IG
(
aσ +
n+ 1
2 , bσ +
1
2
n∑
i=0
(Yi − w˜(ti, Nti , ϕ))2
)
.
The Gibbs sampler unites the three estimation steps as follows
ϕ∗k ∼ p(ϕ|Y(n), N(n), σ2∗k−1),
σ2∗k ∼ p(σ2|Y(n), N(n), ϕ∗k),
ξ∗k ∼ p(ξ|N(n)), k = 1, ...,K.
Here, we have expert knowledge for the parameter ϕ, which can be used for the prior parameters.
If we denote the vector resulting from the physical constants given by the expert with ϕ0, we as-
sumemϕ =
√
diag(Vϕ) = ϕ0.
With the samples ϕ∗1, σ∗21 , ..., ϕ∗K , σ∗2K from the posterior distribution we can approximate the pre-
dictive distribution
p(Y ∗i |Y(n), N(n)) (7.1)
=
∫
p(Y ∗i |ϕ, σ2, N∗ti) · p(ϕ, σ2|Y(n), N(n)) · p(N∗ti |N(n)) d(ϕ, σ2, N∗ti)
≈ 1
K
K∑
k=1
p(Y ∗i |ϕ∗k, σ∗2k , N∗(k)ti ), i = 0, ..., n,
with N∗(k)ti , k = 1, ...,K, being the samples from the predictive distribution of the Poisson pro-
cess defined in (5.5). The distribution in (7.1) can be approximated with rejection sampling or
inversion method, see Section 2.
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In Heeke, Hermann et al. (2015), we found out, that the first part of the regression function
ϕ1− ϕ2 · exp(−t · ϕ3) only describes the very beginning of the series and stays constant for the
rest. However, we are mainly interested in the prediction for the last part of the experiment
and we lose efficiency by estimating needless parameters. Therefore, we simplify the function w˜
to
w˜s(Nt, ϕ) = ϕ1 · 1√
h(Nt)
(h(Nt)− ϕ2)2
and estimate the parameters similar to the regression model defined above. For the esti-
mation procedure, only the likelihood has to be changed in the MH step of the posterior
sampling for ϕ. For the predictive distribution (7.1), only the new likelihood has to be
used.
Outlook: filtering of the unobserved Poisson process
For this approach, again the observed Poisson process is very special for the data set of Heeke,
Hermann et al. (2015). Filtering the unobserved Poisson process is not as self-evident as in the
jump diffusion model, since the likelihood does not only depend on the independent differences
of Nt. One possibility would be the particle Gibbs sampler with the CSMC algorithm step
for the latent N(n) described in Section 4 or the particle filtering, developed for jump diffu-
sions in Johannes et al. (2009), might be extendable to the current model, but this will be future
work.
7.2. Application
Analogous to the last two sections, we here consider the first series of the crack width data,
seen in Figure 35. In contrast to the evaluations in Heeke, Hermann et al. (2015), we here
use the exponential intensity rate (5.2) due to the results in Section 5 and in Hermann
et al. (2016a). For comparison with the jump diffusion model, we here as well truncate
the series after the 10th jump and use the first part for estimation and predict the further
development. Since we have seen two functions w˜ and w˜s, we will compare the prediction
results with both curves. For the first function, as mentioned, we have expert knowledge that
leads to the starting values ϕ∗0 = (4.36, 2.03, 20, 0.64). For the simplified curve, we choose
(ϕ∗1,0 − ϕ∗2,0 · exp(ϕ∗3,0), ϕ∗4,0) as starting parameter. For the intensity rate parameter, we again
start with ξ∗0 = (1, 0.5) and for the variance, we choose γ2 = 1. Except for ξ, all prior
parameter are chosen, so that prior mean and standard deviation is equal to the starting val-
ues.
For the prediction, we first sample event times with Algorithm 2 and calculate the pre-
dictive samples for the wire breaking process in (5.5). Afterwards, we sample from the
predictive distribution in (7.1). The pointwise 95% prediction intervals can be seen in Fig-
ure 43, the whole series on the left and only the points to be predicted on the right side.
In addition, the prediction intervals with the jump diffusion model from Section 6 based
on the estimations with observed Poisson process are displayed for comparison. At first,
we can say that the jump diffusion model leads to smaller intervals and up to the fourth
jump the prediction intervals cover the true values. The jump regression model leads to
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larger intervals that cover all observed data points. The blue line shows the results for
the simplified curve which are smoother than these from the original curve. The reason
is a larger estimated variance. In the model based on function w˜, we have a posterior
mean of 0.004 and for w˜s it is 0.046, which is much larger and the intervals look smoother.
But, even with a higher estimated variance, the intervals are smaller and cover the true val-
ues.
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Figure 43: Prediction for the first observed series of the crack width data set. Estimations
are done with the series up to 10 observed event times, predictions are made for
further development. Left: whole series, right: zoomed in the interesting area, both
based on the exponential (5.2) intensity rate. In addition: comparison with the
jump diffusion model (in green).
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8. Description of the R Package BaPreStoPro
In this thesis, we have seen lots of models with different estimation and prediction procedures.
Beside the theoretical properties, the practical realization is important as well. Implementation
can be time-consuming and, for example for the particle Gibbs sampler, very complicated and
error-prone. An R package is a convenient tool for users with real data. The package presented
in the following, provides solutions for the inference described in this thesis. In detail, for
each presented model, an S4 class is constructed, wherein all the model details are stored. For
each model class, simulation, estimation and prediction methods are available. In addition,
for the estimation output, plot functions are implemented for a convenient visualization of the re-
sults.
In addition to the models described before, a non-linear regression model with the correspond-
ing hierarchical version is also implemented for an easy comparison. These models are given
by
Yi|ϕ, γ2 ∼ N (f(ϕ, ti), γ2s2(ti)), i = 0, ..., n,
ϕ|mϕ, Vϕ ∼ N (mϕ, Vϕ), Vϕ = diag(v21, ..., v2p),
γ2|aγ , bγ ∼ IG(aγ , bγ)
for the single series model and by
Yij |ϕj , γ2 ∼ N (f(ϕj , ti,j), γ2s2(ti,j)), i = 1, ..., nj ,
ϕj |µ,Ω ∼ N (µ,Ω) i.i.d., j = 1, ..., J, Ω = diag(ω21, ..., ω2p),
µ|mµ, Vµ ∼ N (mµ, Vµ), Vµ = diag(v21, ..., v2p),
ω2r |aω,r, bω,r ∼ IG(aω,r, bω,r), r = 1, ..., p,
γ2|aγ , bγ ∼ IG(aγ , bγ)
for the hierarchical model.
The package BaPreStoPro is structured as follows. For each of the models, there is one S4 model
class as can be seen in the second column of Table 5.
They all are constructed by the function set.to.class with the main input parameter
class.name, denoting the name of the model class, and the input parameters parameter,
prior, start, b.fun, s.fun, h.fun, sT.fun, y0.fun, fun, Lambda and
priorDensity. An overview is given in Table 6. prior is optional, if missing, it is calculated
from the list entries of parameter so that mean and standard deviation of the prior distribution
are equal to the values of parameter. Analogously, start, if missing, is set equal to parameter.
b.fun defines the function b(ϕ, t, y) in all (jump) diffusion models, s.fun defines the function
s(γ2, t, y), and h.fun the function h(θ, t, y) in the jump diffusion model. sT.fun stands for
the variance function s˜(t, y) in the (mixed) diffusion models as well as for s2(t) in the (mixed)
regression models. y0.fun denotes the starting value function y0(ϕ) for the hidden and mixed
diffusion models. fun is the regression function w˜(t,Nt, ϕ) in the jump regression and f(ϕ, t) in
the (mixed) regression model. Lambda is for all models, containing the NHPP, the cumulative
intensity function Λξ(t). priorDensity is for the jump diffusion model a list of prior densities,
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Model Class object
simulate & estimate plot & predict
diffusion Diffusion est.Diffusion
hierarchical diffusion mixedDiffusion est.mixedDiffusion
hidden diffusion hiddenDiffusion est.hiddenDiffusion
hierarchical hidden diffusion hiddenmixedDiffusion est.hiddenmixedDiffusion
NHPP NHPP est.NHPP
jump diffusion jumpDiffusion est.jumpDiffusion
jump diffusion (6.2) Merton est.Merton
jump regression jumpRegression est.jumpRegression
regression Regression est.Regression
hierarchical regression mixedRegression est.mixedRegression
Table 5: Overview of the class names for the corresponding methods in the different models.
For each model in the left column, a model class is available for which a simulation
and an estimation method is implemented. For the resulting estimation class objects
in the right column, a plot and a prediction method is realized.
input parameter meaning
parameter values for the starting and the prior values, if they are not specified
prior list of prior values, if not specified, chosen so that mean and standard
deviation is equal to the values in parameter
start list of starting values, if not specified, equal to the values in parameter
b.fun function b(ϕ, t, y) in all (jump) diffusion models
s.fun function s(γ2, t, y) in the jump diffusion model
h.fun function h(η, t, y) in the jump diffusion model
sT.fun variance function s˜(t, y) in the (mixed) diffusion models as well as for
s2(t) in the (mixed) regression models
y0.fun starting value function y0(ϕ) for the hidden and mixed diffusion models
fun regression function w˜(t,Nt, ϕ) in the jump regression and f(ϕ, t) in the
(mixed) regression model
Lambda cumulative intensity function Λξ(t)
priorDensity list of prior densities in the jump diffusion models
Table 6: Overview of the input parameters of the function set.to.class.
for the Merton model and the NHPP a prior density for ξ, defaults are non-informative ap-
proaches.
For each of the model classes, a simulation method simulate is available. With the re-
spective data set, method estimate can be applied to the model class with the additional
input parameters t, i.e. the time vector (τ0, τ1, ..., τM ), data, denoting the respective data
set, which can be a vector, a matrix or a list in the respective model, and the number of
Markov chain iterations, nMCMC. In addition, there is the possibility to choose the proposal
standard deviation for the MH algorithms, propSd. If this is not specified, it is chosen
proportional to the starting values, dependent on the model. If adapt = TRUE, this proposal
standard deviation is just the starting one and is adapted after every 50 iterations, if the
acceptance rate is smaller than 30% or larger than 60%, see for adaptive MCMC Rosenthal
(2011). The proposal density itself can also be chosen between the normal and the log-normal
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distribution, proposal = "normal" or "lognormal". Output of the estimate method is a
new S4 class composed of "est." and the model class name, see Table 5 in the third col-
umn.
This estimation class object is an input parameter in the method predict. One of the main
input parameters is pred.alg and denotes the prediction algorithm. Algorithm 1 (default) is
named "Distribution". Algorithm 2 is implemented with the pred.alg = "Trajectory".
As mentioned, two additional sampling prediction algorithms are implemented. With pred.alg
= "simpleTrajectory", the presented Algorithm 3 is implemented and with pred.alg =
"simpleBayesTrajectory", Algorithm 4 is conducted. The second main input parameter is
which.series, where one can decide between "new", i.e. τ0 = t0, and "current", i.e. τ0 = tn.
An overview can be seen in Table 7.
input parameter choices description
pred.alg
"Distribution" Algorithm 1
"Trajectory" Algorithm 2
"simpleTrajectory" Algorithm 3
"simpleBayesTrajectory" Algorithm 4
which.series "current" τ0 = tn"new" τ0 = t0
Table 7: Overview of the main input parameters of prediction method predict.
In the following, we go into detail through the examples given during the thesis.
Diffusion
The process given in Example 1 is defined by the functions s(γ, t, y) = γs˜(y) = γy and
b(ϕ, t, y) = ϕy, and the parameters y0 = 1, ϕ = 2 and γ = 1. We translate that to R-
code:
b.fun <- function(phi, t, y) phi * y
sT.fun <- function(t, y) y
model <- set.to.class("Diffusion", parameter = list(phi = 2, gamma2 = 1),
b.fun = b.fun, sT.fun = sT.fun)
t <- seq(0, 1, by = 0.01)
Y <- simulate(model, seed = 123, t = t, y0 = 1)
The simulated trajectory can be seen in Figure 44. There is an optional input parameter
mw, default is 1, whose inverse serves as mesh width for simulating time-continuity of the
process. For example, if mw = 10, nine points are equidistantly added between each two points
of t and the process is simulated on the finer time grid. Afterwards, every tenth simulated
point is given out as simulated series. We here restrict to mw = 1 to avoid biased estima-
tions.
Estimation is done by the method estimate as follows:
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Figure 44: Trajectory created with method simulate for the diffusion model.
est <- estimate(model, t, Y, 21000)
plot(est)
Output of the method estimate for class object Diffusion is a new class object est.Diffusion,
which contains all information of the model as well as the data and the estimation results.
In addition it contains a proposal for the thinning rate and the burn-in phase. Both are
input parameters in the following methods, but if they are missing, the proposed values are
taken.
The proposed burnIn is calculated by dividing the Markov chains into 10 blocks and calculate
the 95% credibility intervals and the respective mean. Starting in the first one, the block is taken
as burn-in as long as the mean of the current block is not in the credibility interval of the follow-
ing block or vice versa. The thinning rate is proposed by the smallest lag, which leads to a chain
autocorrelation of less than 80%. It is not easy to automate these choices, so it is highly rec-
ommended by the author to verify the chains manually, for example with the R package coda, see
Plummer et al. (2006).
The Markov chains are visualized with method plot, which has several options for input param-
eter style, namely chains, acf and density. The first one can be seen in Figure 45, the sec-
ond one shows the autocorrelation functions for the chains and the third one the resulting poste-
rior densities. Another important input parameter is reduced. If it is set to TRUE, the chains are
reduced by the burn-in phase and the thinning rate, both optional input parameters but also pro-
posed by the estimation method.
Class object est.Diffusion is used for method predict. Thinning rate and burn-in phase are
also input parameters in the method predict.
burnIn <- 1000
thinning <- 2 # possibly small, only for example
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Figure 45: Markov chains produced by method estimate and visualized with method plot
for the diffusion process in Figure 44.
pred <- predict(est, burnIn = burnIn, thinning = thinning,
b.fun.mat = function(phi, t, y) phi[,1]*y)
Since the function b.fun is stored in the est.Diffusion object, the input parameter
b.fun.mat is not necessary but the algorithm gets much faster with the matrix-wise function
definition. If plot.prediction = TRUE, the 1-level prediction intervals are plotted with the
observation series used for estimation. This leads to Figure 46(a). Default value for the input pa-
rameter pred.alg, i.e. the prediction algorithm, is "Distribution", which denotes the point-
wise prediction Algorithm 1.
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Figure 46: 95% prediction intervals of method predict, visualized, if input parameter
plot.prediction is TRUE (default).
One important input parameter of method predict is which.series. Default is "new",
which leads to prediction of a new series, starting in the first point of the observation se-
ries. The second option is "current", which yields a prediction of the further development
of the observed series. If no vector of time points is specified (also an input parameter,
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t), the input variable M2pred can be used (default: 10), which is the number of points that
will be predicted with the time distances of the observation time vector. This can be seen as fol-
lows:
pred.current <- predict(est, b.fun.mat = function(phi, t, y) phi[,1]*y,
which.series = "current", M2pred = 20)
The result can be seen in Figure 46(b). Default values for the starting points of the prediction is
for which.series = "new" the starting point of the observed series, and for which.series =
"current" the last observation point. If desired, this can be changed with the input parameter
y.start, which denotes the point Y ∗(k)0 , k = 1, ...,K.
Algorithm 2 is implemented with the input parameter pred.alg = "Trajectory". Here, it
could also be desired to choose L ̸= K, implemented with sample.length. Default is L = K.
In Hermann (2016b), the two presented prediction methods are compared to two commonly used
sampling procedures. For the first one, pred.alg = "simpleTrajectory", the point estimates,
i.e. the posterior mean, are plugged into the model definition and sample.length, default is
the number of posterior samples K, trajectories are drawn. For the second one, pred.alg =
"simpleBayesTrajectory", each of the K posterior samples is plugged into the model def-
inition and one trajectory is drawn. If sample.length is specified and smaller than K, the first
sample.length posterior samples are taken.
There is one additional feature of method predict. For comparison, a one step Euler prediction
is implemented, which would be similar to Algorithm 1 with M = 1. In that case, sampling is
not necessary and quantiles can be calculated directly. With Euler.interval = TRUE, for
each of the time points, level/2 and 1-level/2 quantiles of the predictive distribution are calcu-
lated.
Mixed diffusion
We simulate a model similar to Example 1, but in a mixture model. Here, we can also assume
the starting point to be random, i.e. y0(ϕ) = ϕ2 and b(ϕ, t, y) = ϕ1y. Now, for similar
model as before, we choose µ = (2, 1) and Ω = diag(1, 0.04). We sample J = 50 series as fol-
lows.
J <- 50
mu <- c(2, 1)
Omega <- c(1, 0.04)
phi <- cbind(rnorm(J, mu[1], sqrt(Omega[1])), rnorm(J, mu[2], sqrt(Omega[2])))
gamma2 <- 1
y0.fun <- function(phi, t) phi[2]
b.fun <- function(phi, t, y) phi[1] * y
sT.fun <- function(t, y) y
model <- set.to.class("mixedDiffusion", y0.fun = y0.fun,
b.fun = b.fun, sT.fun = sT.fun,
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parameter = list(phi = phi, mu = mu, Omega = Omega, gamma2 = gamma2))
t <- seq(0, 1, by = 0.01)
series <- simulate(model, seed = 123, t = t, plot.series = FALSE)
The variable series is a J × 101 matrix. To estimate with the whole data set, this would also
be input parameter for the method estimate. In this case, all series would be equally long, i.e.
n1 = ... = nJ . Otherwise, it is possible to include a list.
t.list <- lapply(1:(J-1), function(i) t)
t.list[[J]] <- t[1:50]
data.list <- lapply(1:(J-1), function(i) series[i,])
data.list[[J]] <- series[J, 1:50]
est <- estimate(model, t.list, data.list, 11000)
For the hierarchical models, there is an additional style option, called "int.phi" mean-
ing the credible intervals for the random effects. The point in the middle of the intervals
marks the posterior median. In addition, input parameter par2plot, which is a logical vec-
tor, contains TRUE for every parameter to be plotted and FALSE otherwise. For comparison
with starting or prior values or, in a simulation study with the chosen values, phi itself can be in-
cluded.
plot(est, style = "int.phi", phi = phi, par2plot = c(T, F))
legend("bottomleft", c("true value", "posterior median",
"95% credible interval"),
col = c(2, 1, 1), lty = c(-1, -1, 1), pch = c(20, 20, -1), cex = 0.7)
The result can be seen in Figure 47. Except one, all credible intervals include the simulated val-
ues.
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Figure 47: 95% credible intervals for the first component of the random effect in the mixed
model, created with plot(..., style = "int.phi").
Now, we want to make a prediction for the further development of the last, i.e. J , se-
ries.
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pred <- predict(est, t = t[50:101], which.series = "current", ind.pred = J,
b.fun.mat = function(phi, t, y) phi[,1]*y,
burnIn = 1000, thinning = 2)
lines(t[50:101], series[J, 50:101], lty = 2)
We can see the result in Figure 48. The solid black line marks the part of the Jth series that is
used for estimation. The dotted line is the simulation part that is skipped in the estimation and
prediction is made for. The red lines are the 95% prediction intervals. Output of the method
predict is a matrix 5 000×52 matrix containing 5 000 samples of the predictive distribution in
each of the 52 time points.
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Figure 48: 95% prediction intervals for the last series of the mixed diffusion model.
Jump diffusion
We consider the following process.
Example 3
We will give an example by the process (2.1) with b(ϕ, t, y) = ϕ, s(γ, t, y) = γ, h(η, t, y) = ηy
and Λξ(t) =
(
t
ξ2
)ξ1 . It is approximated by
Yi = Yi−1 + ϕ∆i + γ
√
∆i ζi + ηYi−1∆Ni, i = 1, ..., n,
with Y0 = y0, ζi ∼ N (0, 1) and ∆Ni ∼ Pois(Λξ(ti)− Λξ(ti−1)). We fix y0 = 0.5, ϕ = 0.2, γ =
0.5, η = 0.1, ξ = (2, 0.2) and simulate random trajectories in t ∈ [0, 1].
We translate the example to the language of the package. In the package, parameter η is called
theta, all others are the same as in the text. This leads to
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b.fun <- function(phi, t, y) phi
s.fun <- function(gamma2, t, y) sqrt(gamma2)
h.fun <- function(theta, t, y) theta * y
Lambda <- function(t, xi) (t/xi[2])^xi[1]
model <- set.to.class("jumpDiffusion",
parameter = list(phi = 0.2, gamma2 = 0.25, theta = 0.1, xi = c(2, 0.2)),
b.fun = b.fun, s.fun = s.fun, h.fun = h.fun, Lambda = Lambda)
t <- seq(0, 1, by = 0.01)
series <- simulate(model, seed = 123, t = t, y0 = 0.5, plot.series = FALSE)
In the jump diffusion model, there are two possibilities. In the first case, the Poisson process is
not observed. This would be implemented by
est.hidden <- estimate(model, t, series$Y, 11000)
plot(est.hidden, par2plot = c(rep(F, 5), T), reduced = T)
lines(t, series$N, lwd = 2, col = 2)
legend("topleft", c("filtered", "simulated"), col = 1:2, lwd = 1:2)
The method plot has input paramter par2plot, which is a logical vector, which contains TRUE
for every parameter to be plotted and FALSE otherwise. The order is (phi, theta, gamma2, xi,
N). This leads to Figure 49, which compares the filtered trajectories of the Poisson process with
the simulated series in red.
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Figure 49: Example 3: Estimation of the latent variable N(n), i.e. the Poisson process vector,
in red: the simulated series.
In the case of observed Poisson process variables, both observation Y(n) andN(n) have to be joint
in a list with entries Y and N.
For the prediction of the jump diffusion with the presented methods in Section 2, it can
be decided for each of the processes, the latent Poisson process as well as for the jump
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diffusion, if Algorithm 1 or 2 is desired. We have already seen the input parameter pred.alg,
which is here used for the prediction of the jump diffusion. The additional input parameter
pred.alg.N denotes the prediction algorithm for the Poisson process and can be chosen between
"Distribution" and "Trajectory". In the first case, pointwise sampling from the predictive
distribution of the independent differences is conducted. In the second case, Algorithm 2 is run
for the event times of the process. Default is "Trajectory", since the combination pred.alg =
"Trajectory" and pred.alg.N = "Distribution" does not make sense and is avoided to be
accidentally chosen. The parameter Lambda.mat again is, similar to b.fun.mat in the diffusion
model, to fasten the sampling algorithm.
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9. Discussion and Outlook
In this thesis, a new Bayesian prediction approach for stochastic processes, general diffusions
as well as jump diffusions, based on stochastic differential equations, has been developed. An
overview of the considered models is given in Figure 50.
In the case of data following a continuous model, the diffusion, see Section 3, or the hidden
diffusion model, see Section 4, are suitable. The hidden diffusion model has the advan-
tage of different uncertainty structures, one of the diffusion model itself, where the variance
grows over time, and one of the additional error, whose variance stays constant over time.
This can be suitable in applications, where the crack growth process itself cannot be di-
rectly observed and a clear distinction between measuring error and random growth process
is desired. On the other side, estimation for this model is time-consuming. A particle
filtering algorithm has been applied for the latent diffusion process and joint with the es-
timations of the parameter in a particle Gibbs sampler. Here, in a first step, predictions
are made for the latent diffusion process and, in a second step, these predictive variables
are included in the predictive distribution of the observation variables. Both, estimation
and prediction, have longer runtimes for the hidden diffusion model than for the observed
diffusion. Hence, if a fast evaluation is necessary, the observed diffusion model is more
appropriate with the disadvantage of a more rough description of the uncertainty struc-
ture.
In addition, we have seen both models in their hierarchical version. If several series are
available, stemming from experiments on different individuals, the hierarchical is prefer-
able to the single series model. But, if time plays a role in the evaluation, estimation
is much faster for only one series instead of the whole hierarchical model for many se-
ries. Hence, if only a first, and fast, look on a model is desired, the single series is a good
choice.
In the case of data containing jumps, one of the non-continuous models is suitable. If the count-
ing process itself is of interest, as it is, for example, for the number of broken tension wires over
time, the Poisson process presented in Section 5 is a good choice. In some cases, a deterministic
intensity function does not describe the whole uncertainty structure, where a load sharing model
can be more appropriate.
For modeling data following a piecewise continuous process containing jumps, like, for
example, the concrete crack width process, a jump diffusion or a jump regression model
can be suitable dependent on the underlying uncertainty structure. In the jump diffusion
model, the variance of the Brownian motion part can grow over time or proportional to
the current process or both, which makes the model very flexible. In the jump regression
model, the curve is assumed to follow a deterministic curve, dependent on the NHPP, and
the additive error has constant variance over time, whereby the extension with a time-
dependent variance function is possible and already implemented in the package BaPreSto-
Pro.
In both jump models, the Poisson process is latent and in most cases, this is not observed.
For the jump diffusion, a filtering algorithm is already available and implemented in the package.
For the jump regression model, this is future work.
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Figure 50: Overview of considered models in this thesis.
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For prediction, the Markov property is a big advantage of the jump diffusion model. Starting
at the last observed value, the prediction uncertainty is small in the beginning and grows
over time. This effect is expected heuristically. But, of course, this advantage depends on the
application. In experiments with a high measuring error, the jump regression model can be
appropriate, because a high prediction uncertainty is justified even close to the last observed
value.
Outlook
The presented prediction methods are based on the widely used Euler approximation for the
SDE, which leads to a universally applicable approach. Of course, other, more sophisticated,
approximation schemes might have a smaller error with respect to the true process, where
the explicit solution might be unknown. It will be future work to investigate other approxi-
mation methods for a generalization of the presented methods. The Euler approximation is
thought of a starting point, which is applicable to all of the considered models in this the-
sis.
In Section 6, we have seen the jump diffusion process based on the non-homogeneous Pois-
son process. For the presented crack width data, we assume to observe the underlying
counting process based on sound measurements during the experiment. In this thesis, we
presented a filtering algorithm for the latent Poisson process. The evaluation of one of the
data set series raises the question, if on some event times, more than one wire breaks at
the same time, which makes a large difference for estimation and even for prediction. A
closer look at the problem will be future work. For the crack width data, there are currently
10 experiments made, most of them under different conditions. Here, a hierarchical jump
diffusion model could be of interest, where covariates like the stress range will be consid-
ered.
In both jump models, the jump diffusion as well as the jump regression model, it could be
of interest to exchange the latent Poisson process by the already mentioned self-exciting process.
Here, a filtering algorithm for both models would have to be considered.
An R package has been developed, where all of the presented models are implemented as S4
class and simulation, estimation and prediction methods are available. By now, all codes
are written in R. It will be future work to implement parts of it in C to make the functions,
especially the filtering algorithms, much faster. Even from the methodical side, there are exten-
sions thinkable. For example, by now, estimation is only based on the likelihood of the Euler
approximated variables. Fuchs (2013), for example, presents a data augmentation approach,
which makes it possible to get a smaller Euler approximation error. This would make the esti-
mation part more sophisticated. For comparison, it would be also desirable to give the user the
opportunity to include an own transition density, that might stem from an explicit solution of
the process. By now, implementation is based on the drift, variance and height function given
in (2.1). In addition, a filtering algorithm for the jump regression model would be a nice exten-
sion.
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A. Notations
t time in [0, T ]
{Yt, t ∈ [0, T ]} stochastic process
{Wt, t ∈ [0, T ]} Brownian motion
{Nt, t ∈ [0, T ]} Poisson process
b(ϕ, t, y) drift function
s(γ, t, y) variance function
h(η, t, y) jump height function
Λξ(t) cumulative intensity function
λξ(t) intensity function, derivative of Λξ(t)
θ parameter vector, e.g., (ϕ, γ2, η, ξ), resp. dummy for arbitrary parameter
n number of observations
nj , j = 1, ..., J in the hierarchical model: number of observations in series j
J in the hierarchical model: number of series, e.g. test specimen
I number of jumps
y0 = y0(ϕ) starting point (almost surely) of the stochastic process {Yt, t ∈ [0, T ]}
Y(n) = (Y0, ..., Yn) vector of Euler approximated variables
Y(nj ,j) in the hierarchical model: the jth observation vector
Y(n·,J) in the hierarchical model: all the observations {Yij}i=0,...,nj ,j=1,...,J
t(n) = (t0, ..., tn) vector of time points
tij , i = 1, ..., nj ; j = 1, ..., J observation time points in the hierarchical models
∆i = ti − ti−1, i = 1, ..., n observation time distances
∆ij = tij − ti−1,j observation time distances in the hierarchical models, i = 1, ..., nj ; j = 1, ..., J
T1, ..., TI event times of the counting process
q(θ∗|θ) proposal density of MH algorithm
p(θ|Y(n)) posterior density of θ
p(Ym+1|Ym, θ) transition density of Markov process {Ym,m = 0, 1, 2, ...}
mθ, Vθ, aθ, bθ prior parameters of the normal, resp. the IG distribution of θ
θ∗k, k = 1, ...,K posterior samples
t∗, Y ∗ Y ∗ variable to predict in t∗
τ0 ∈ {t0, tn}, τ1, .., τM = t∗ partition of interval [t0, t∗], resp. [tn, t∗]
∆∗ time difference t
∗−τ0
M
Y ∗0 ∈ {y0, Yn}, Y ∗1 , ..., Y ∗M prediction variables in τ0, τ1, .., τM
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B. Further Details
Calculation to Section 7
Beginning with the function
w(t) = (1− k(t)) · (∆σ(t))
2 ·AP (t)
0.72 · π · fctm · EP ·
√
AP (t)
with
k(t) = kl + (ks − kl) · et·c
AP (t) = AP ·
(
1− Nt35
)
= Ap · h(Nt)−1
∆σ(t) = σ2 · AP
AP (t)
− σ1 = σ2 · 11− Nt35
− σ1 = σ2 · h(Nt)− σ1
with kl, ks, c, AP , σ1, σ2, fctm, EP constants and h(x) = 11− x35 . We abbreviate ν = 0.72 ·π ·fctm ·
Ep and get
w(t) = (1− k(t)) · (∆σ(t))
2 ·Ap(t)
0.72 · π · fctm · Ep ·
√
Ap(t)
=1
ν
· (1− k(t)) · (∆σ(t))2 ·
√
Ap(t)
=1
ν
· (1− k(t)) · (σ2 · h(Nt)− σ1)2 ·
√
Ap · h(Nt)−1
=
√
Ap
ν ·√h(Nt) · (1− k(t)) · (σ2 · h(Ct)− σ1)2
=
√
Ap
ν ·√h(Nt) · (1− kl − (ks − kl) · et·c) · σ22 ·
(
h(Nt)− σ1
σ2
)2
=
√
Ap · σ22
ν
·
(
(1− kl)− (ks − kl) · et·c
)
· 1√
h(Nt)
·
(
h(Nt)− σ1
σ2
)2
=(ϕ1 − ϕ2 · exp(−t · ϕ3)) · 1√
h(Nt)
(h(Nt)− ϕ4)2
with
• ϕ1 = (1−kl)·
√
Ap·σ22
0,72·π·fctm·Ep ,
• ϕ2 = (ks−kl)·
√
Ap·σ22
0,72·π·fctm·Ep ,
• ϕ3 = −c,
• ϕ4 = σ1σ2 .
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Conditional SMC
We here recall to the SMC algorithm in Section 4 and add the changes for the conditional SMC.
Remember, we draw j ∼ p1:L(·|Wn) and set Y(n) = (Y j0 , ..., Y jn ) with the weights and the parti-
cles from the SMC before.
We introduce the notion of the ancestral lineage Bl(n) := (Bl0, ..., Bln), l = 1, ..., L,. It is recur-
sively defined by Bln = l and Bli := A
Bli+1
i , i = n−1, ..., 0. In Figure 51, we see an illustration of
the SMC with L = 5 particles and n = 3 iteration steps.
A1 = (A11, ..., A51) = (1, 1, 3, 3, 4)
A2 = (A12, ..., A52) = (2, 2, 4, 3, 4)
Figure 51: Illustration of SMC; B1(3) = (1, 2, 1), B2(3) = (1, 2, 2), B3(3) = (3, 4, 3), B4(3) =
(3, 3, 4), B5(3) = (3, 4, 5).
We denote with M(L − 1, (p1, ..., pL)) the multinomial distribution with parameter L − 1
and probability vector (p1, ..., pL). For the CSMC in the next iteration of the Gibbs sampler, set
Y
Bj0
0 = Y0 and replace (i) and (iii) in the description of the SMC by
(ia) – Sample offspring variables Oli−1 ∼M(L− 1,Wi−1) and set o := Oli−1,Bji−1 +1, with
Ol
i−1,Bji−1
the Bji−1th component
– sample h1, ..., ho ∼ U{1, ..., Bji−1 − 1, Bji−1 + 1, ..., L}
– Ali−1 = B
j
i−1 for l ∈ {Bji , h1, ..., ho}
Ali−1 ∼ p1,...,Bji−1,Bji+1,...,L(·|W
−Bji
i−1 ) for l ∈ {1, ..., L}\{Bji , h1, ..., ho},
whereby W−B
j
i
i−1 = (W 1i−1, ...,W
Bji−1
i−1 ,W
Bji+1
i−1 , ...,W
L
i−1).
(iiia) Set Y B
j
i
i = Yi and draw Y li ∼ p(Yi|Y li−1, Zi, θ), l = 1, ..., Bji − 1, Bji + 1, ..., L.
See Andrieu et al. (2009), and remark the errata at the end.
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