A system of semilinear parabolic stochastic partial differential equations with additive space-time noise is considered on the union of thin bounded tubular domains D 1,ε := Γ × (0, ε) and D 2,ε := Γ × (−ε, 0) joined at the common base Γ ⊂ R d , where d ≥ 1. The equations are coupled by an interface condition on Γ which involves a reaction intensity k (x , ε), where x = (x , x d+1 ) ∈ R d+1 with x ∈ Γ and |x d+1 | < ε. Random influences are included through additive space-time Brownian motion, which depend only on the base spatial variable x ∈ Γ and not on the spatial variable x d+1 in the thin direction. Moreover, the noise is the same in both layers D 1,ε and D 2,ε . Limiting properties of the global random attractor are established as the thinness parameter of the domain ε → 0, i.e., as the initial domain becomes thinner, when the intensity function possesses the property lim ε→0 ε −1 k(x , ε) = +∞. In particular, the limiting dynamics is described by a single stochastic parabolic equation with the averaged diffusion coefficient and a nonlinearity term, which essentially indicates synchronization of the dynamics on both sides of the common base Γ. Moreover, in the case of nondegenerate noise we obtain stronger synchronization phenomena in comparison with analogous results in the deterministic case previously investigated by Chueshov and
We write x ∈ D ε := D 1,ε ∪D 2,ε as x = (x , x d+1 ), where x ∈ Γ and x d+1 ∈ (0, ε) or x d+1 ∈ (−ε, 0), and will not distinguish between the sets Γ × {0} ⊂ R d+1 and Γ ⊂ R d . We consider the following system of semilinear parabolic equations:
with the initial data
where theẆ (t, x ) is a Gaussian white noise depending on the spatial variable x ∈ Γ (but not on the x d+1 spatial variable).
We assume that U 1 and U 2 satisfy the Neumann boundary conditions
on the external part of the boundary of the compound domain D ε , where n is the outer normal to ∂D ε , and a matching condition on Γ of the form
Here the above constants ν i and a are positive numbers. We impose the following assumptions:
• for i = 1, 2 the function f i ∈ C 1 (R) possesses the property f i (v) ≥ −c for all v ∈ R and also satisfies the relations
where a j and c are positive constants and 1 ≤ p < 3; • W (t), t ∈ R, is a two-sided L 2 (Γ)-valued Wiener process with covariance operator K = K * ≥ 0 such that
where Δ N is the Laplace operator in L 2 (Γ) with the Neumann boundary conditions on ∂Γ. We denote by (Ω, F, P) the corresponding probability space, and byẆ ≡ ∂ t W the generalized derivative with respect to t. Remark 1.1. Our main example of the interface reaction intensity is the following function:
for some α ∈ [0, 1). We also note that the convergence in (Lebesgue) measure to infinity means that lim ε→0 Leb x ∈ Γ : ε −1 k(x , ε) ≤ N = 0 for any N > 0.
Problem (1)- (4) is a model for a reaction-diffusion system consisting of two components filling thin contacting layers D 1,ε and D 2,ε separated by a penetrable membrane Γ. Reaction of the components is possible on the surface Γ only, and the reaction intensity k(x , ε) depends on the thickness of the domains filled by the reactants. The deterministic version of the model was considered by Chueshov and Rekalo [12, 13] , while Rekalo [27] investigated the special case of identical equations in both layers with k(ε, x) independent of ε. The stochastic version considered in the present paper allows for irregularities and random effects on the separating membrane.
Hale and Raugel [21, 22] initiated the analysis of asymptotic dynamics of deterministic semilinear reaction-diffusion equations on thin domains. Some extensions of their results can be also found in [16] and [26] . In all these papers, a reactiondiffusion equation is endowed with homogeneous Neumann boundary conditions. To our knowledge stochastic evolution equations have not previously been investigated on thin domains.
In this paper we investigate the pathwise asymptotic behavior of the above stochastic evolution system by converting it into a system of pathwise random partial differential equations (PDEs) to which deterministic methods can be applied in a pathwise manner.
Our main result deals with properties of random (global) pullback attractors for the random dynamical system generated by (1)-(4) in L 2 (D ε ). In particular, we prove that these pullback attractors are closely related to the corresponding object for the problem
on the spatial domain Γ with the Neumann boundary conditions on ∂Γ. Here we denote
This is essentially a statement about the synchronization of the dynamics of the system in the two thin layers at the level of global pullback attractors. Since, in principle, a global attractor can be a rather complicated set, the synchronization at this level does not imply that any pair of trajectories becomes asymptotically synchronized. However, in the case of nondegenerate noise (Kh = 0 if and only if h = 0 and the image of K is dense in L 2 (Γ)) we can prove, in contrast with the deterministic counterpart, that the global pullback attractor for (8) is a singleton. This means that we also have asymptotic synchronization in our system at the level of trajectories. Thus we observe a stronger synchronizing effect of a nondegenerate stochastic noise in the system under consideration.
The synchronization of stochastic stationary solutions (i.e., single-valued random attractors) of finite dimensional stochastic systems was considered in [5] . See also [1, 23] for similar results in deterministic nonautonomous systems and [7, 28] for autonomous infinite dimensional systems.
The synchronization of coupled systems is a ubiquitous phenomenon in the biological and physical science and is also known to occur in a number of social science contexts. A descriptive account of its diversity of occurrence can be found in the recent book of Strogatz [32] , which contains an extensive list of references. In particular, synchronization provides an explanation for the emergence of spontaneous order in the dynamical behavior of coupled systems, which in isolation may exhibit chaotic dynamics. It has been shown to persist in the presence of environmental noise provided that appropriate concepts of random attractors and stochastic stationary solutions are used instead of their deterministic counterparts [5] . As mentioned above, in this paper we will see that the presence of additive noise can lead to a strengthening of the synchronization, i.e., at the level of trajectories rather than attractors, which does not occur in the absence of noise.
Since most of our analysis is a pathwise analysis applied to pathwise defined random PDEs, i.e., with the stationary Ornstein-Uhlenbeck process appearing as a space-time dependent coefficient, it is reasonable to expect that similar results will also hold for other kinds of noise, for example, with fractional Brownian motion in the original stochastic partial differential equations (SPDEs). The results will be presented in a forthcoming paper.
The paper is organized as follows. We start with preliminary section 2 containing background material from the theory of random systems which we need to state and discuss our main results in section 3. Further sections are devoted to the proof of our main theorem, Theorem 3.1.
Random dynamical systems.
In order to formulate our results we need some notation and results from the theory of random dynamical systems (with continuous time) and random attractors.
Let (Ω, F, P) be a probability space and let (X , d X ) be a complete separable metric (Polish) space. Arnold [2] defined a random dynamical system (RDS) (θ, φ) on Ω × X in terms of a metric dynamical system θ on Ω, which represents the noise driving the system, and a cocycle mapping φ : R + × Ω × X → X , which represents the dynamics in the state space X and satisfies the following properties:
We recall that a metric dynamical system θ ≡ (Ω, F, P, {θ t , t ∈ R}) is a family of measure-preserving transformations
(ii) the map (t, ω) → θ t ω is measurable, and θ t P = P for all t ∈ R. RDSs (with continuous time) are generated by differential equations with random coefficients or stochastic differential equations with a unique and global solution, as well as by infinite dimensional stochastic evolution equations with additive noise. We refer to [2] for more details on the general theory of RDS theory.
To construct an RDS in our case we first need to associate a metric dynamical system θ with the Wiener process W on (Ω, F, P) with values in L 2 (Γ). The probability measure P of this process can be realized on
is the Fréchet space of continuous functions on R with values in L 2 (Γ) which are zero at time zero. For this realization we introduce the flow (θ t ) t∈R given by the Wiener shift
Interpreting the above Wiener process in the canonical sense W (·, ω) = ω(·), it follows that (10) is the well-known helix property of a Wiener process:
We now introduce the Ornstein-Uhlenbeck process as a stationary solution of the linear stochastic evolution equation
on the spatial domain Γ with Neumann boundary conditions on ∂Γ. Here, as above, we denote ν = (ν 1 + ν 2 )/2. This process η(t) can be written in the form
where A 0 = −νΔ N + a and Δ N is the Laplace operator in L 2 (Γ) with the Neumann boundary conditions on ∂Γ. The integral in (11) exists as an operator stochastic integral (see, e.g., [24] or [19] ) We can also involve a perfection procedure to define η(t, ω) ≡η(θ t ω) for all ω ∈ Ω (for details see [14] ). Moreover, under condition (7),
is arbitrary, and the temperedness condition
is satisfied. We also note that under condition (7), since
) is a pathwise continuous tempered process with values in
for every ω ∈ Ω. We will use this observation later.
We recall the following definition of a random set (see [2] or [4] ).
Definition 2.1 (random set). Let X be a Polish space with a metric
d X . A multi- function ω → D(ω) = ∅ is said to be a random set if the mapping ω → dist X (v, D(ω)) is measurable for any v ∈ X , where dist X (v, B
) is the distance in X between the element v and the set B ⊂ X . For ease of notation we denote the random set
We denote by D the collection of all tempered random sets in X . Below we also need the concept of a random attractor for RDSs (see, e.g., [2, 17, 18, 29] and the references therein), which extends the corresponding definition of a global attractor in autonomous systems (cf. [3, 9, 33] , for example).
Note that a pullback attractor is also a weak forward attractor; i.e., we have that
If the random attractor consists of singleton sets, i.e., A(ω) = {X * (ω)} for some ran-
The following result [18] ensures the existence of a random attractor for an RDS on a Polish space.
Theorem 2.3. Let (θ, φ) be a continuous or discrete time RDS on Ω × X such that φ(t, ω, ·) : X → X is a compact operator for each fixed t > 0 and ω ∈ Ω. If there exists a tempered random set B = {B(ω), ω ∈ Ω} and a T D,ω ≥ 0 such that
for every tempered random set D, then the RDS (θ, φ) has a random pullback attractor A = {A(ω), ω ∈ Ω} with the component subsets defined for each ω ∈ Ω by
The family {B(ω)} is called a pullback absorbing random set for the RDS.
3. Main results. Now we are in position to state our main results which we formulate in the theorem below. This says that the limiting dynamics of the system (1)- (4) is given by that of the averaged system (8) on Γ, which one can interpret as the synchronization of dynamics of the original system on the two sides of the membrane Γ. In addition, if the system is the same on both sides of the membrane, then the limiting behavior is independent of the thinness parameter ε when it is sufficiently small. Theorem 3.1. Under the conditions above the following assertions hold.
with the metric dynamical system θ generated by the Wiener process W and the cocycleφ ε defined by the formulaφ
) is a strong (in the sense of stochastic equations [19] ) solution to problem (1)-(4) and
for any v(x) ∈ H ε independent of the variable x d+1 , and for any T > 0. 
6. In addition, if (14) f (U ) is globally Lipschitz, i.e., there exists a constant L > 0 such that
and also that
where {Ā 0 (ω)} is the random pullback attractor for the RDS (θ,φ 0 ). Remark 3.2. In the case whenĀ 0 (ω) = {v 0 (ω)} is a singleton, relation (13) turns into the equality
In particular, this implies that for any U 0 , U * 0 ∈ H ε we have that
where we can omit the lim ε→0 under conditions (14)-(16). Thus we obtain the synchronization effect not only at the level of global attractors (see (13) ) but also at the level of trajectories in relation (17) . We emphasize that this double synchronization phenomenon is not true for the deterministic (K ≡ 0) counterpart of the problem. In the latter case the global attractor for (8) (without the noiseẆ ) is not a single point when the reaction term au + f (u) has several roots, and thus (17) cannot be true for all initial data. In this case we have synchronization at the level of the global attractors only.
Remark 3.3. The statements of Theorem 3.1 deal with the case when the intensity interaction k(x , ε) between layers is asymptotically strong enough (see condition (6)). However, similarly to [12, 13] we can also consider the case when the limit in (6) is finite by assuming that (18) for some bounded nonnegative function k(x ) ∈ L 2 (Γ). In this case the limiting problem for (1)-(4) is a system of two parabolic SPDEs on Γ of the form
where i = 1, 2 and (t; x ) ∈ R + × Γ, with the Neumann boundary condition on ∂Γ. Using the same method as for the case (6) in combination with deterministic arguments given in [13] for a particular case of (18), one can prove upper semicontinuity of {Ā ε (ω)} in the limit ε → 0 in the case (18) . However we will not present the case because (i) our main point of interest is the phenomenon of synchronization, and (ii) under condition (18) synchronization is possible only in some very special cases.
The proof of Theorem 3.1 is given in the remaining sections of the paper. To begin, in section 4 the problem is reformulated in terms of pathwise random PDEs on a scaled domain and appropriate function spaces are introduced. Then we show that (1)- (4) 
Generation of an RDS by the two-layer problem.

Equivalent random PDEs.
We introduce the new dependent variables V i (which are also stochastic processes):
whereη(ω, x ) is given by (11) after perfection. Let
Then equations (1)-(4) can be transformed into the pathwise random semilinear parabolic PDEs
for i = 1, 2, with the random initial data
Since the Ornstein-Uhlenbeck processη(θ t ω; x ) does not depend on x d+1 , due to (12) we obtain the Neumann boundary conditions
on the external part of the boundary of the compound domain D ε , where n is the outer normal to ∂D ε . Condition (4) turns into a matching condition on Γ of the form
which is now pathwise random and homogeneous.
Scaling and functional spaces.
It is convenient to deal with a fixed domain where every equation is defined for ε > 0. Let us introduce the new coordinates (x, y) ∈ R d+1 , as follows:
In so doing, we transform the domain (21)- (24) takes the form
for i = 1, 2, with the initial data
and the boundary conditions
εy, ω) and n i is the outward normal to the boundary ∂D i . A solution V (t, x , x d+1 ) to problem (21)-(24) is expressed in terms of a solution v(t, x, y) to problem (25)-(28) by the formula V (t, x , x d+1 ) = v(t, x , ε
−1 x d+1 ). Let us introduce the space
endowed with the norm
, where u = (u 1 ; u 2 ), u i ≡ u| Di , and let us define a family of Sobolev spaces
in what follows, this will be done without further comment. (27) in the abstract form. To do this we first consider the bilinear form
Abstract representation. Now we represent problem (25)-
Here and in what follows we drop the subscript ε in constants which can be chosen independently of ε ∈ (0, 1]. Therefore, there exists a unique positive self-adjoint (27) and (28) and also that
For more details concerning the operator A ε we refer to [13] . Now we can rewrite the pathwise random PDE in problem (25)- (28) in the ab-
in the space H, where
Generation of an RDS.
By the same method as in [25] (see also [30, Chap. 3] ) one can prove that there exists a deterministic constant M such that the nonlinear mapping A ε − B(·, ω) + M is a maximal monotone operator on D(A ε ). This observation makes it possible (some details can be found in [8, Chap. 15] for the general nonautonomous case) to prove that for each ω ∈ Ω and v 0 ∈ H on any time interval [0, T ] there exists a unique weak solution v(t, ω) to (30) from the class
Since this solution can be constructed as a limit of the corresponding Galerkin approximations, the mapping (t; ω) → v(t, ω) is measurable. Moreover, it is easy to derive from the uniqueness property that the mapping φ ε (t, ω) : H → H defined by the relation φ ε (t, ω)v 0 = v(t, ω), where v(t, ω) solves (30) , satisfies the cocycle property. Thus (30) generates an RDS. Now using inverse transformation we define the cocycleφ ε for problem (1)- (4) by the formulaφ
is an affine random mapping of the form
This proves the first statement in Theorem 3.1.
It is clear that
. Therefore all other statements of Theorem 3.1 can be easily reformulated as statements concerning the RDS (θ, φ ε ) generated by the random evolution equation in (30) . In our further considerations we deal with this RDS (θ, φ ε ).
Random pullback attractors.
In this section we prove the existence of a random pullback attractor for problem (25)- (28) for every fixed ε ∈ (0, 1] and also for the limiting problem (8).
5.1. The case ε > 0. We first want to emphasize that we do not use any information concerning the behavior of the intensity k(x , ε) as ε → 0, and hence our results in this subsection cover both of the cases (6) and (18) .
Our main result in this section is the following assertion. 
We split the proof into several lemmata which are also important for the limit transition on finite time intervals.
Lemma 5.2 (pullback dissipativity). The RDS (θ, φ ε ) is pullback dissipative in D; i.e., there exists a tempered random variable R(ω) > 0 such that for any random set D from D we can find t 0 (ω, D) > 0 for which
Thus the random ball B 0 (ω) = {U ∈ H : U H ≤ R(ω)} is pullback absorbing. This ball is also forward invariant and absorbing if we take
with appropriate c 0 > 0 and c 1 > 0 independent of ε ∈ (0, 1]. Proof. The calculations below are formal, but can be justified by considering Galerkin approximations.
Multiplying (25) by v i in L 2 (D i ) for i = 1, 2, after some calculations we obtain that 1 2
and from (20) and (29) we also have that
Now from (32)-(34) we obtain that
where
H , taking into account (35), and integrating, we have that
for any 0 < ν * ≤ c 0 , where R 0 (ω) is given by (36) and
This allows us to complete the proof of Lemma 5.2. Proof.
where p * = 2(p + 1)/(3 − p). We also have that
Therefore from (39) we have that
Consequently, choosing positive constants b 0 and b 1 in an appropriate way one can see that
with Ψ ε given by (40) satisfies the relations 
with positive γ, where
We note that R 1 (ω) is a tempered random variable because t →η(θ t ω) is a tempered process with values in
By (43) we also have
Therefore using (37) after integration with respect to s over the interval [0, t] we obtain
for some 0 < γ * ≤ γ. Relations (46) and (47) makes it possible to conclude that there exists a tempered random variable R * (ω) such that the set
is forward invariant and absorbing. It is clear that B(ω) is compact in H for each ω ∈ Ω. Moreover, R 
for all t ≥ 0, where γ * > 0. Below we will also need the next lemma. Lemma 5.5. For any initial data v, v * ∈ H we have the estimate
where c 1 and c 2 do not depend on ω ∈ Ω and ε ∈ (0, 1].
Proof. We use the same method as in Lemma 5.2 by considering the difference of two solutions and relying on the property
where c 0 does not depend on ω and ε.
Limiting system.
The same change of unknown variable U = v +η transforms equation (8) into the following random PDE on Γ:
where ν, f (v), and h are given by (9) . The same argument as in section 4 allows us to prove that problem (51) generates an RDS (θ, φ 0 ) in the space L 2 (Γ) and thus to establish Theorem 3.1(2).
The following assertion states the existence of a pullback attractor for this RDS (θ, φ 0 ). 
Proof. To prove the existence of the attractor we argue exactly as in Proposition 5.1 and we do not repeat it again.
As for the second part, we first note that the RDS (θ, φ 0 ) is monotone; i.e., the
for all t > 0, and for ω ∈ Ω. This monotonicity property can be established by the standard (pathwise) argument (see, e.g., [31] ). We also refer to [10] for a general discussion of monotone RDSs. Our next step is to apply a result from [15] which states that, under some conditions, the global pullback attractor of a monotone RDS consists of a single random equilibrium. The main hypothesis in [15] is the weak convergence of distributions of the process t → φ 0 (t, ω)v to some limiting probability measure. In our case we can guarantee this property because the noiseẆ is nondegenerate in the phase space of the system (θ, φ 0 ). We refer to [15, subsection 4.5] for details.
Propositions 5.1 and 5.6 imply Theorem 3.1(4). Remark 5.7. Although it is possible to prove that the RDS (θ, φ ε ) generated by problem (25) - (28) is also monotone, we cannot apply the result from [15] to prove that A ε is a single equilibrium. The point is that the noiseẆ is nondegenerate in L 2 (Γ) (the phase space of the system (θ, φ 0 )), but it is degenerate in H = L 2 (D) (the phase space for (θ, φ ε )), and hence we cannot guarantee the weak convergence of distributions of the process t → φ ε (t, ω)U 0 . Thus the pullback attractorÂ ε may contain more than one equilibrium. The same conclusion is valid for problem (19) . One can prove that (19) generates a monotone RDS with a compact pullback attractor, but to conclude that this attractor is a random equilibrium we need the nondegeneracy of the noise in L 2 (Γ) × L 2 (Γ), which is obviously not true for this case.
Remark 5.8. 1. It is clear from the argument in the proof of Lemma 5.5 that
for some constants c 1 and c 2 independent of ω,
2. Since L 2 (Γ) can be embedded naturally into L 2 (D) ∼ H as the subspace of functions independent of y, we can consider the cocycle φ 0 as a mapping from L 2 (Γ) into H. Therefore we can compare it with φ ε . Below we also consider the image A 0 (ω) of A 0 (ω) under this embedding.
Limit transition on finite time intervals.
Our main result in this section is the following theorem, which implies the third statement in Theorem 3.1. 
As in the proof of Theorem 6.1 one can see that u * =ũ ⊕ũ, v t * =ṽ t ⊕ṽ t , whereũ,ṽ t ∈ H 1 (Γ). Therefore, if we show thatũ ∈ A 0 (ω), then we obtain a contradiction to (61).
It follows from Lemma 5.5 and Theorem 6.1 that u = φ 0 (t, θ −t ω)ṽ t .
However, it follows from (31) and (62) thatṽ t ∈ B 0 (θ −t ω), where
whereR(ω) is a tempered random variable. Thus we have that u ∈ φ 0 (t, θ −t ω)B 0 (θ −t ω) for every t > 0.
Since φ 0 (t, θ −t ω)B 0 (θ −t ω) → A 0 (ω) as t → ∞, this implies thatũ ∈ A 0 (ω). Theorem 3.1(5) follows from Theorem 7.1. Remark 7.2. In the case (18) , similarly to the deterministic case (see [12, 13] ), we can prove the upper convergence of the pullback attractorsÂ ε to the corresponding object for the RDS generated by (19) . We also refer to [6] and to the references therein for a general study of upper semicontinuity of random and nonautonomous attractors.
8. Synchronization for fixed ε > 0. Now we consider the case when the equations are the same in both domains; i.e., we assume that relations (14) , (15) , and (16) hold.
Under conditions (14) the cocycle φ ε has a deterministic forward invariant subspace L in H consisting of functions which are independent of the variable y, i.e.,
It is clear that φ ε (t, ω)L ⊂ L and φ ε (t, ω) ≡ φ 0 (t, ω) on L.
Theorem 8.1. Under conditions (14) , (15) , and (16) there exists ε 0 > 0 such that for all ε ∈ (0, ε 0 ] the global random pullback attractor A ε (ω) for (θ, φ ε ) has the form 
