We obtain asymptotic expansions for the large deviation principle (LDP) for continuous time stochastic processes with weakly dependent increments. As a key example, we show that additive functionals of solutions of stochastic differential equations (SDEs) satisfying Hörmander condition on a d-dimensional compact manifold admit these asymptotic expansions of all orders.
Introduction
Suppose {X n } n≥1 is a sequence of centred random variables and S n = n i=1 X i . In the case when {X n } n≥1 is a independent, identically distributed (iid) sequence of random variables with exponential moments, Cramér's Large Deviation Principle states that the tail probabilities of Sn n decay exponentially fast. It is natural to ask if this could be made more precise by finding the exact asymptotics.
The first rigorous treatment of exact large deviation asymptotics for S n in the case when {X n } n≥1 is an iid sequence of random variables, was done by Cramér in [1] assuming the existence of an absolutely continuous component in the distribution of X 1 . In the a noniid setting, in [2] , the pre-exponential factor is obtained under a decay condition on the Fourier-Laplace transform of the distribution of X 1 . For a detailed overview of results in this direction, we refer the reader to our earlier paper [3] .
In [3] , we show that under a set of natural conditions sums of weakly dependent random variables admit asymptotic expansions for the LDP. In this paper, we extend the results in [3] by obtaining asymptotic expansions for the LDP for continuous time stochastic processes. Definition 1.1 (Strong Asymptotic Expansions for LDP). Let {S t } t≥0 be a stochastic process with asymptotic mean zero, i.e., lim t→∞ E(St) t = 0. Suppose that, for some r ∈ N, for each a ∈ (0, L), the asymptotic expansion for the distribution function of S t is of the form:
where, the I(a) denotes the rate function, and D k (a) are constants. Then, we refer to (1.1) as the strong expansion for LDP of order r in the range (0, L).
Definition 1.2 (Weak Asymptotic Expansions for LDP). Let {S t } t≥0 be a stochastic process with asymptotic mean zero. Let (F , · ) be a normed space of functions defined on R. Then S t admits weak asymptotic expansion of order r for large deviations in the range (0, L) for f ∈ F if there are functions D f k : (0, L) → R (depending on f ) for 0 ≤ k < r 2 such that for each a ∈ (0, L),
where, the I(a) denotes the rate function.
In Section 3, by proving a key proposition (Proposition 2.1), we show that the proofs in the discrete time can be adapted to obtain the strong expansions for LDPs for stochastic processes with weakly dependent increments.
We then apply our continuous time results to study additive functionals of diffusion processes satisfying Hörmander's condition on a d-dimensional compact manifold. In Section 4, we show that the additive functionals of such diffusion processes have weakly dependent increments. That is, they satisfy the conditions detailed in Section 2 that guarantee the existence of strong expansions for LDPs. The motivation for focusing on this example comes form the work on branching diffusions in periodic media done (see [4] ), and from the large deviation problems for coupled stochastic differential equations studied in [5] and [6] . Now, we make a few remarks about the relationship between the setting in [4] and the setting here. First observe that each coordinate of the location of a particle undergoing a diffusion process in Z d periodic media, Y i t (described in [4] , setting the branching term equal to zero) can be viewed as an additive functional of a diffusion process on a d−dimensional torus. That is, suppose X t ∈ T d is the diffusion process generated by the following partial differential operator on T d ,
Then, viewing X t ∈ T d as taking values in [0, 1)
Therefore, the analysis of diffusion processes in periodic media in the large deviation domain, done in [4] to obtain the exact asymptotics for LDPs, is closely related to the question we pose in this paper. In the setting detailed in Section 4 of this paper, we assume that X t denotes the solution of a SDE (driven by a k−dimensional Wiener process W t ) that satisfies Hörmander's Hypoellipticity condition (as opposed to ellipticity condition, satisfied in [4] ) on a arbitrary d−dimensional smooth compact manifold, and we assume that Y t ∈ R d is an additive functional of X t such that
where the Wiener process W t is independent of W t , h(x) is non-degenerate for each x ∈ M, and h, c are Lipschitz continuous. The difference between (1.3) and (1.4) is that in (1.4) the Wiener process W t is independent of W t , while in (1.3) the process Y t and X t have the same underlying d−dimensional Wiener process W t (in X t it is viewed as a Wiener process on the d−dimensional torus while in Y t it is viewed as a Wiener process on R d ). However, in this paper, under this stronger requirement of independence of the Weiner processes, we obtain higher order terms of the asymptotic expansion, as opposed to just the first term that was obtained in [4] .
Overview and main results.
Let {S t } t≥0 be a stochastic process with asymptotic mean zero, i.e., That is
where the above limit is with respect to the operator norm.
Condition (D1)
The family of operators L(z, 1 + η) satisfies the condition [B] (from [3] ), uniformly in η ∈ [0, 1]. That is, (1) There exists δ > 0 such that the following conditions hold for all η ∈ [0, 1]: (B1) z → L(z, 1 + η) is continuous on the strip |Re(z)| < δ and holomorphic on the disc |z| < δ. (B2) For each θ ∈ (−δ, δ), the operator L(θ, 1 + η) has an isolated and simple eigenvalue λ(θ, 1 + η) > 0 and the rest of its spectrum is contained inside the disk of radius smaller than λ(θ, 1 + η) (spectral gap). In addition, λ(0, 1 + η) = 1. (B3) For each θ ∈ (−δ, δ), for all real numbers s = 0, the spectrum of the operator L(θ + is, 1 + η), denoted by sp(L(θ + is, 1 + η)), satisfies: sp(L(θ + is, 1 + η)) ⊆ {z ∈ C | |z| < λ(θ, 1 + η)}. (2) For each θ ∈ (−δ, δ), there exist positive numbers r 1 , r 2 , K and N 0 such that
Condition (D2) Suppose z ∈ C is such that, for all η ∈ [0, 1], L(z, 1 + η) has an isolated simple eigenvalue λ(z, 1 + η). Then the projection to the top eigenspace, Π(z, 1 + η), satisfies Π(z, 1 + η) = Π(z, 1) for all η ∈ [0, 1].
We denote Π(θ, 1) by Π θ . Using the above condition, along with the semigroup property, we conclude that for each t > 0, the top eigenvalue of the operator L(z, t) (whenever it exists) is equal to λ(z, 1) t .
Due to (D1), the operators L(θ, 1 + η) with θ ∈ (−δ, δ) and η ∈ [1, 2] take the form
where Π(θ, 1 + η) is the eigenprojection corresponding to the eigenvalue λ(θ) 1+η of the operator L(θ, 1 + η) and Π(θ, 1 + η)Λ(θ, 1 + η) = Λ(θ, 1 + η)Π(θ, 1 + η) = 0. Due to (D1) we can use the perturbation theory of linear operators (see [7, Chapter 7] ) to conclude that λ(·), Π(·, 1 + η) and Λ(·, 1 + η) are analytic. As a consequence of (2.2) and condition (D2), the family of operators Λ(θ, t) defined as L(θ, t) − λ(θ) t Π θ also forms a semigroup, and the spectral radius of the operator Λ(θ, 1) is less than λ(θ) for all θ ∈ (−δ, δ).
Space of functions F:
In order to state our main results, we introduce the function space F m k (that are introduced in [3]) given by
The following proposition, which will be proved in 3, is the key idea in adapting the proofs of discrete time results from [3] to continuous time.
Proposition 2.1. Suppose that the conditions (D1) and (D2) hold. Then, for a fixed θ ∈ (−δ, δ), there existsδ > 0 such that, for each s ∈ (−δ,δ), for each t ≥ 1, the operator L(θ + is, t) has a simple top eigenvalue λ(θ + is) t and
In addition, the family of operators {Λ(θ + is, t)} t≥1 satisfies Λ(θ + is, tN) = Λ(θ + is, t) N for all t ≥ 1, N ∈ N and the spectral radius of the operator Λ(θ + is, 1) is less than |λ(θ + is)|.
The following theorems are the continuous time analogues of the discrete time results, Theorem 2.1, Theorem 2.2 and Theorem 2.3 from [3] , respectively. We do not repeat the proofs of Theorems 2.2, 2.3 and 2.4 in our current continuous time setting, since the proofs are completely analogous to those in [3] . The crucial point, however, is that the continuous time results require the use of Proposition 2.3 which we prove in the next section. , there exist θ a ∈ (0, δ) and polynomials P a k (x) of degree at most 2k, such that for q > r+1 
where, the rate functional I(a) is defined as
The following theorem shows that, under a set conditions weaker than those required in the above two theorems (namely, without requiring the condition (D1) − (2)), the exact asymptotics for the LDP can be obtained (that is, the first term of the asymptotic expansion, including the pre-exponential factor).
Proofs of the main results
Proof of Proposition 2.1. Let θ ∈ (−δ, δ) and η ∈ [0, 1] be fixed. Consider the two parameter perturbation of the operator
is holomorphic on the disc |z| < δ and for each fixed z, the family of operators L(z, t) forms a C 0 -semigroup. In addition, the two parameter operator L(z, t) is uniformly bounded on the region {(z, t) : |z| < δ, t ∈ [1, 2]}. From here, using the Cauchy integral formula for analytic functions it is clear to see that this two parameter perturbation is continuous. Hence, by perturbation theory, for each η ∈ [0, 1], there exists δ η > 0 such that, on the set
is the projection on the top eigenfunction of the operator L(θ + is, 1 + η + ε) corresponding to the simple top eigenvalue λ(θ + is, 1 + η + ε) and
In addition, the spectral radius of Λ(θ + is,
Since the interval [0, 1] is compact, we can choose η 1 , η 2 , · · · , η k such that the set {η :
Thus, for all η ∈ [0, 1] and s such that |s| <δ,
and the spectral radius of Λ(θ + is, 1 + η) is less than |λ(θ + is, 1 + η)|.
Put Π θ+is = Π(θ + is, 1). From (D2) we know that Π(θ + is, 1 + η) = Π θ+is for all η ∈ [0, 1] and |s| <δ. This, along with the semigroup property of the operators L(θ + is, t), implies that λ(θ + is, 1 + η) = λ(θ + is) 1+η for all for all η ∈ [0, 1], |s| <δ. To see this, first note that we do not assume that the top eigen-value for the operator L(θ + is, η) exists for η ∈ [0, 1). Now, if η is rational, we have η = p/q for some p, q ∈ N, q = 0. Let v(θ + is) ∈ B be a non-zero vector be such that Π(θ + is,
Then, using the fact that t
[t] ∈ [1, 2], we have
Here, the spectral radius of the operator Λ(θ + is, 1) is less than |λ(θ + is)|. This concludes the proof of Proposition 2.1. 
SDEs satisfying Hörmander Hypoellipticity condition
Let M be a compact d− dimensional smooth manifold and {V 0 , . . . , V k } be a collection of smooth vector fields of M such that D = {V 1 , . . . V k } satisfies the Hörmander Hypoellipticity condition, i.e., the Lie algebra generated by D evaluated at x spans the tangent space T x M at each x ∈ M.
Let W t be the k−dimensional Wiener process with components W i t for 1 ≤ i ≤ k. Let X t be the process on M, and Y t be the process on R satisfying the coupled SDEs,
where the real valued function b : M → R and the real valued function σ : M → R are smooth and W t is a 1−dimensional Wiener process independent of the k−dimensional Wiener process W t , and σ is non-degenerate, i.e, σ 2 (x) > 0 for each x ∈ M.. The right hand sides of (4.1) and (4.2) are interpreted in the Stratonovich sense. Observe that, in (4.2), it is equivalent to consider the Itô or the Stratonovich sense, since the coefficient σ(X t ) of the Wiener process W t is independent of Y t . Note that the distribution of X t for each t > 0 is absolutely continuous by Hörmander's theorem.
Theorem 4.1. Under the above assumptions, for all r ∈ N ∪ {0}, (a) Y t admits the weak expansion of order r in the range (0, ∞) for f ∈ F q r+1,α with q ≥ 1 and suitable α depending on a and (b) Y t admits the strong expansion of order r in the range (0, ∞).
Proof. The infinitesimal generator of the joint Markov process (X t , Y t ) is a partial differential operator M acting on functions u defined on M × R given by
where V (x) is the d × k matrix formed by the vectors {V 1 , . . . V k } as columns.
Letρ(x) be the invariant density of the process X t on M, that is,ρ(x) is the density of a measure defined on M, satisfying
The above condition guarantees that the asymptotic mean of the random process Y t is zero, sinceȲ = lim
We also observe that, from the Kolmogorov Forward Equation, the transition density for the Markov process (X t , Y t ) t≥0 is given by p(t, (x 0 , y 0 ), (x, y)), and it satisfies the PDE Now we will verify conditions (D1), (D2) and (D3) from Section 2 for the family of operators L(z, t). To verify condition (D1), we will show that (B1) − (B3) hold uniformly on t ∈ [1, 2] and show that (2.1) holds.
Condition (B1)
We first observe that the map z → L(z, t) is infinitely differentiable in z for all z ∈ C. Indeed, for each f ∈ B, α ∈ Z + , and z ∈ C,
We know that Y t is a stochastic process on R with bounded diffusion and drift coefficients, which implies that Y t has all exponential moments. Hence, D α z L(z, t) is a well defined bounded linear operator on B for all α ∈ Z + and z ∈ C.
Note that L(0, t) is a compact operator on B since, if we define
then, for any f ∈ B, L(0, t)f (x 0 ) = M f (x)q 0,t (x 0 , x)dx, where q 0,t is positive and continuous in (x 0 , x) ∈ M × M. We note that 1 is the top eigenvalue of L(0, t) with constant functions forming the eigenspace. All the other eigenvalues of L(0, t) have absolute values less than 1, by the Perron-Frobenius theorem. We note that if θ ∈ R, then q θ,t (x 0 , x) = R e θy p(t, (x 0 , 0), (x, y))dy > 0 for all x 0 , x ∈ M. This kernel is continuous in (x 0 , x) ∈ M ×M. That is, L(θ, t) is a positive, compact operator for all θ ∈ R. Thus Condition (B1) is satisfied uniformly on t ∈ [1, 2] .
Condition (D2):
We observe that the coefficients of the operator M are independent of the time variable t, and therefore the Markov process (X t , Y t ) is time homogeneous. Thus, the top eigenspace of the operators L(θ, t) is the same for all t > 0. Thus, Π(θ, t) = Π(θ, 1) for all t > 0, in particular, Condition (D2) is satisfied.
Condition (B2) Using (D2) and the semigroup property, condition (B2) is satisfied since there exists a λ(θ) > 0 for all θ, the top eigenvalue λ(θ) t of the operator L(θ, t) exists, and other eigenvalues of L(θ, t) have absolute values less than λ(θ) t .
Condition (B3)
We need to show that we have sp(L(θ + is, t)) ⊆ {|z| < λ(θ) t }. We first note that
To prove that there is inclusion with strict inequality, using the fact that the top eigenvalue of the operator L(θ, t) is λ(θ) t , it is enough to show that sp(L(θ + is, 1)) ⊆ {|z| < λ(θ)}. We suppose, on the contrary, that there exists an eigenfunction f ∈ B of the operator L(θ+is, 1), with f = 1 corresponding to the eigenvalue λ(θ + is) such that |λ(θ + is)| = λ(θ). That is, for all x ∈ M,
We know λ(θ) is the top eigenvalue of the operator L(θ, 1). Thus, there exists an eigenfunction g ∈ B of L(θ, 1), corresponding to the eigenvalue λ(θ), which implies that for all
7)
E (x,0) (g(X 1 )e θY 1 ) = λ(θ)g(x).
Note that we can assume that, for all x ∈ M, g(x) > 0, and that |f (x)| ≤ g(x). In addition, we can assume that there exists a point x 0 ∈ M such that |f (x 0 )| = g(x 0 ). Now,
Thus,
. This implies that E (x 0 ,0) (e θY 1 (|f (X 1 )e itY 1 | − g(X 1 ))) ≥ 0, and therefore,
We have from our assumption that |f | ≤ g, and we know that L(θ, 1) is a positive operator. We conclude that,
From the definition of q θ,1 , we know that, for a fixed x 0 ∈ M, q θ,1 (x 0 , x) > 0, x ∈ M. Therefore, for all x ∈ M, |f (x)| = g(x). Thus, there exists a continuous function φ defined on M such that f (x) = e iφ(x) g(x) for all x ∈ M. Substituting this in (4.6), we get
where the last equality follows from equation (4.7). In addition, since |λ(θ + is)| = λ(θ), there exists a constant c such that λ(θ+is) λ(θ) = e ic . Therefore, E (x,0) (e iφ(x) e θY 1 e ic g(X 1 )(e isY 1 +iφ(X 1 )−iφ(x)−ic − 1)) = 0. This implies that whenever p(1, (x, 0), (x,ỹ)) > 0,
This is impossible since the Brownian motion W (in the definition of Y 1 ) is independent of W (in the definition of X 1 ). Thus, sp(L(θ + is, 1)) ⊆ {|z| < λ(θ)}, which implies
Condition (D2)-2 Let θ ∈ R be fixed. Let g θ (x) be such that g θ = 1 and L(θ, 1)g θ (x) = λ(θ)g θ (x) for all x ∈ M. Then we also have L(θ, t)g θ (x) = λ(θ) t g θ (x) for all x ∈ M, since condition (D2) holds. In addition, since L(θ, 1) is a positive operator, the eigenfunction g θ is positive. We observe that g θ satisfies the PDE e −θy M(e θy g θ (x)) = µ(θ)g θ (x) for all x ∈ M, y ∈ R, where µ(θ) = log λ(θ). Since the coefficients of the operator e −θy M(e θy ·) are differentiable in θ, the function g θ is differentiable in θ.
We first consider a new family of operatorsL(z, t) : B → B defined bỹ
whereq z,t (x 0 , x) = R e zy p θ (t, (x 0 , 0), (x, y)) dy and p θ (t, (x 0 , 0), (x, y)) := e θy g θ (x)p(t, (x 0 , 0), (x, y)) λ(θ) t g θ (x 0 ) .
Let 1 denote the function that takes the value 1 for all x 0 ∈ M. Note that
Hence, 1 is an eigenfunction for the operatorL(0, t) corresponding to the top eigenvalue 1.
Observe that the operatorsL and L satisfy, for all f ∈ B,
It is easy to see that the new family of operators {L(z, t)} t≥0 also forms a C 0 semigroup. Thus, in order to prove (2.1), we need to show that there exist positive numbers r 1 , r 2 , K and N 0 such that L (is, t) ≤ 1 t r 2 for all t > N 0 , for all K < |s| < t r 1 . In fact, it will be enough to show that there exists an ǫ ∈ (0, 1) such that, for all t ∈ [1, 2] and for all |s| > K, L (is, t) < 1 − ǫ, (4.8) since the above relation would imply that, for all t > 2,
showing exponential decay. We observe that for any f ∈ B, and x o ∈ M,
ans therefore, it is enough to show that there exists an ǫ ∈ (0, 1) and K > 0 such that for all |s| > K, and for all t ∈ [1, 2],
Let F t denote the sigma algebra generated by the process {W u } u∈[0,t] . Note that the following equality holds,
We know that e t 0 (θ+is)σ(Xu) d Wu− 1 2 t 0 (θ+is) 2 σ 2 (Xu) du F t forms a martingale for all t > 0. Therefore,
Let ǫ ∈ (0, 1). Since σ(x), b(x) are smooth on the compact manifold M, and σ(x) > 0 for all x ∈ M, for a fixed θ > 0, we can choose K > 0 such that for all t ∈ [1, 2], |s| > K,
Note that the quantities sup{λ(θ) t | t ∈ [1, 2]} and inf{g θ (x) | x ∈ M} are strictly positive and finite due to condition (B2) and the fact that eigenfunction g θ is strictly positive on M. Therefore,
As a result |q is,t (x 0 , x)| ≤ (1−ǫ). This implies that for all t ∈ [1, 2], |s| > K, L (is, t) < 1−ǫ, which concludes the proof of condition (D1).
Condition (D3):
First, observe that ℓ(Π θ v) = δ x (Π g θ 1) = g θ (x) M g θ > 0. Now, that the top eigenvalue of operators L(z, 1 + η) is λ(θ) 1+η . Thus, it is enough to show that log λ(θ) is twice continuously differentiable and the second derivative is positive for all θ ∈ R. Let µ(θ) = log λ(θ). Let θ > 0 be fixed. We know that the function g θ is such that (4.10) L(θ, t)g θ = e tµ(θ) g θ .
Let ψ θ be a linear functional in B ′ satisfying ψ θ , L(θ, t)f = e tµ(θ) ψ θ , f for all f ∈ B, and ψ θ , g θ = 1. Let us define a new operator L ′ (θ, t), which is the derivative of the operator + 2 ψ θ , E (x,0) (g ′ θ (X t )Y t e θYt−tµ(θ) ) − ψ θ , E (x,0) (g θ (X t )Y t e θYt−tµ(θ) ) ψ θ , g ′ θ t .
LetB be the Banach space of bounded continuous functions defined on M ×R equipped with the supremum norm. We define a new family of bounded linear operators N(θ, t) :B →B, t ≥ 0 by (4.14) N(θ, t)f (x 0 , y 0 ) := E (x 0 ,y 0 ) f (X t , Y t )e θ(Yt−y 0 )−tµ(θ) g θ (X t ) g θ (x 0 ) for each f ∈B. Note that the family {N(θ, t)} t≥0 forms a C 0 semigroup. We first observe that the operators {N(θ, t)} t≥0 are positive, and N(θ, t)1 = 1, where 1 denotes the constant function taking the value 1 on M × R.
The operator N(θ, t) is also an operator on B because, for f ∈ B, N(θ, t)f (x 0 ) = E (x 0 ,y 0 ) f (X t )e θ(Yt−y 0 )−tµ(θ) g θ (X t ) g θ (x 0 ) forms a martingale, and therefore,
Also, note that
Therefore, using the fact that ψ θ g θ is the invariant measure of the process X t on M, we have,
Since σ > 0 for all x ∈ M, we have Ξ > 0.
Thus we have shown that, the first term in (4.15) is positive. Now it remains to show that the limit of the second term in (4.15) is zero as t approaches infinity. In other words, the processesX t andỸ t de-correlate as as t goes to infinity. Thus, we need to show
First, we observe that (4.16) lim
