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Abstract
The NP-complete problem Feedback Vertex Set is to decide if it is possible, for a given integer
k ≥ 0, to delete at most k vertices from a given graph so that what remains is a forest. The variant
in which the deleted vertices must form an independent set is called Independent Feedback
Vertex Set and is also NP-complete. In fact, even deciding if an independent feedback vertex
set exists is NP-complete and this problem is closely related to the 3-Colouring problem, or
equivalently, to the problem of deciding if a graph has an independent odd cycle transversal,
that is, an independent set of vertices whose deletion makes the graph bipartite. We initiate a
systematic study of the complexity of Independent Feedback Vertex Set for H-free graphs.
We prove that it is NP-complete if H contains a claw or cycle. Tamura, Ito and Zhou proved that
it is polynomial-time solvable for P4-free graphs. We show that it remains in P for P5-free graphs.
We prove analogous results for the Independent Odd Cycle Transversal problem, which
asks if a graph has an independent odd cycle transversal of size at most k for a given integer
k ≥ 0.
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1 Introduction
Many computational problems in the theory and application of graphs can be formulated
as modification problems: from a graph G, some other graph H with a desired property
must be obtained using certain permitted operations. The number of graph operations used
(or some other measure of cost) must be minimised. The computational complexity of a
graph modification problem depends on the desired property, the operations allowed and the
possible inputs; that is, we can prescribe the class of graphs to which G must belong.
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A set S of vertices in a graph G is a feedback vertex set of G if removing the vertices of S
results in an acyclic graph, that is, the graph G−S is a forest. The Feedback Vertex Set
problem asks if a graph has a feedback vertex set of size at most k for some integer k ≥ 0
and is a well-known example of a graph modification problem: the desired property is that
the obtained graph is acyclic and the permitted operation is vertex deletion. The directed
variant was one of the original problems proven to be NP-complete by Karp. The proof of
this implies NP-completeness of the undirected version even for graphs of maximum degree 4.
In this paper, we consider the problem where we require the feedback vertex set to be an
independent set. We call such a set an independent feedback vertex set.
Independent Feedback Vertex Set
Instance: a graph G and an integer k ≥ 0.
Question: does G have an independent feedback vertex set of size at most k?
Many other graph problems have variants with an additional constraint that a set of vertices
must be independent. For example, see [6] for a survey on Independent Dominating Set,
and [10] for Independent Odd Cycle Transversal, also known as Stable Bipartiza-
tion. We survey results on Independent Feedback Vertex Set below.
Not every graph admits an independent feedback vertex set (consider complete graphs on
at least four vertices). Graphs that do admit an independent feedback vertex set are said to
be near-bipartite, and we can ask about recognising these graphs.
Near-Bipartiteness
Instance: a graph G.
Question: is G near-bipartite (that is, does G have an independent feedback vertex set)?
Near-Bipartiteness is NP-complete even for graphs of maximum degree 4 [15] or dia-
meter 3 [3]. Hence, by setting k = n, we find that Independent Feedback Vertex Set
is NP-complete for these two graph classes. The Independent Feedback Vertex Set
problem is even NP-complete for planar bipartite graphs of maximum degree 4 (see [14]).
As bipartite graphs are near-bipartite, this result shows that there are classes of graphs
where Independent Feedback Vertex Set is harder than Near-Bipartiteness. To
obtain tractability results for Independent Feedback Vertex Set, we need to make
some further assumptions.
One way is to consider the problem from a parameterized point of view; see [1, 11] for FPT
algorithms for Independent Feedback Vertex Set when parameterized by k. Another
way to obtain tractability results is to restrict the input to special graph classes in order
to determine graph properties that make the problem polynomial-time solvable. Tamura
et al. [14] showed that Independent Feedback Vertex Set is polynomial-time solvable
for chordal graphs, graphs of bounded treewidth and for cographs. The latter graphs are
also known as P4-free graphs (Pr denotes the path on r vertices and a graph is H-free if it
has no induced subgraph isomorphic to H), and this strengthened a result of Brandstädt et
al. [4], who proved that Near-Bipartiteness is in P for P4-free graphs.
Our Contribution. The Independent Feedback Vertex Set problem is equivalent to
asking for a (proper) 3-colouring of a graph such that one colour class has at most k vertices
and the union of the other two induces a forest. We wish to compare the behaviour of
Independent Feedback Vertex Set with that of 3-Colouring, which we observe is
equivalent to the problem of deciding if a graph has an independent odd cycle transversal,
that is, a set of vertices whose deletion makes the graph bipartite. However, so far very few
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graph classes are known for which Independent Feedback Vertex Set is tractable and
our goal is to find more of them. For this purpose, we consider H-free graphs and extend
the result [14] for P4-free graphs in a systematic way.
In Section 2, we consider the cases where H contains a cycle or a claw. We first prove that
Near-Bipartiteness, and thus Independent Feedback Vertex Set, is NP-complete
on line graphs, which form a subclass of the class of claw-free graphs. We then prove that
Independent Feedback Vertex Set is NP-complete for graphs of arbitrarily large girth.
Together, these results imply that Independent Feedback Vertex Set is NP-complete
for H-free graphs if H contains a cycle or claw. Hence, only the cases where H is a linear
forest, that is, a disjoint union of paths, remain open. In particular, the case where H is a
single path has not yet been resolved. Due to the result of [14] for P4-free graphs, the first
open case to consider is when H = P5.
The class of P5-free graphs is a well-studied graph class. For instance, Hoàng et al. [8]
proved that for every integer k, k-Colouring is polynomial-time solvable for P5-free graphs,
whereas Golovach and Heggernes [7] showed that Choosability is fixed-parameter tractable
for P5-free graphs when parameterized by the size of the lists of admissible colours. Lokshantov
et al. [9] solved a long-standing open problem by giving a polynomial-time algorithm for
Independent Set restricted to P5-free graphs.
Our main result is that Independent Feedback Vertex Set is polynomial-time
solvable for P5-free graphs and this is proved in Sections 3 and 4. In Section 3 we give a
polynomial-time algorithm for Near-Bipartiteness on P5-free graphs. Then in Section 4
we show how to extend this algorithm to solve Independent Feedback Vertex Set in
polynomial time for P5-free graphs. Our results for Independent Feedback Vertex Set
also hold for Independent Odd Cycle Transversal (see the arXiv version of our paper).
2 Hardness When H Contains a Cycle or Claw
The line graph L(G) of a graph G = (V,E) has the edge set E of G as its vertex set, and two
vertices e1 and e2 of L(G) are adjacent if and only if e1 and e2 share a common end-vertex
in G. The claw is the graph with vertices a, b, c, d and edges ab, ac, ad. It is well known
and easy to see that every line graph is claw-free. We omit the proof of Theorem 1.
I Theorem 1. Near-Bipartiteness is NP-complete for line graphs of planar subcubic
bipartite graphs.
Feedback Vertex Set is also NP-complete for line graphs of planar cubic bipartite
graphs [12]. Theorem 1 has the following immediate consequence (take k = n).
I Corollary 2. Independent Feedback Vertex Set is NP-complete for line graphs of
planar subcubic bipartite graphs.
The length of a cycle C is the number of edges of C. The girth g(G) of a graph G is the
length of a shortest cycle of G. Proposition 3 follows from known results; we omit the proof.
I Proposition 3. For every constant g ≥ 3, Independent Feedback Vertex Set is
NP-complete for graphs of maximum degree at most 4 and girth at least g.
Recall that every line graph is claw-free. We also observe that for a graph H with a
cycle C, the class of graphs of girth at least |C|+1 is a subclass of the class of H-free graphs.
Hence, we can combine Corollary 2 and Proposition 3 to obtain the following result.
I Corollary 4. Let H be a graph that contains a claw or a cycle. Then Independent
Feedback Vertex Set is NP-complete for H-free graphs of maximum degree at most 4.
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3 Near-Bipartiteness of P5-free Graphs
In this section, we show that Near-Bipartiteness is in P for P5-free graphs, i.e. we give a
polynomial-time algorithm for testing if a P5-free graph has an independent feedback vertex
set. To obtain a minimum feedback vertex set we need to first run this algorithm (apart
from the step where we encode an instance of Trouble-Free Colouring as an instance of
2-Satisfiability) and then do the additional work described in Section 4.
Our algorithm in this section solves a slightly more general problem, which is a special
variant of List 3-Colouring. In the List 3-Colouring problem each vertex v is assigned
a subset L(v) of colours from {1, 2, 3} and we must verify if a 3-colouring exists in which
each vertex v is coloured with a colour from L(v). We say that a 3-colouring of a graph G is
semi-acyclic if the vertices coloured 2 or 3 induce a forest, and we note that G has such a
colouring if and only if G is near-bipartite.
List Semi-Acyclic 3-Colouring
Instance: a graph G and a function L : V (G)→ {S | S ⊆ {1, 2, 3}}.
Question: doesG have a semi-acyclic 3-colouring c such that c(v) ∈ L(v) for all v ∈ V (G)?
A graph G is near-bipartite if and only if (G,L), with L(v) = {1, 2, 3} for all v ∈ V (G),
is a yes-instance of List Semi-Acyclic 3-Colouring. To recognise near-bipartite P5-free
graphs in polynomial time, we will show the stronger statement that List Semi-Acyclic
3-Colouring is polynomial-time solvable for P5-free graphs. A set of vertices in a graph G
is dominating if every vertex of G is either in the set or has at least one neighbour in it. We
will use a lemma of Bacsó and Tuza.
I Lemma 5 ([2]). Every connected P5-free graph admits a dominating set that induces either
a clique or a P3.
Lemma 5 implies that every connected 3-colourable P5-free graph has a dominating set
of size at most 3 (since it has no clique on more than three vertices). This was used by
Randerath et al. [13] to show that 3-Colouring is polynomial-time solvable on P5-free
graphs. Their algorithm tries all possible 3-colourings of a dominating set of size at most 3.
It then adjusts the lists of the other vertices (which were originally set to {1, 2, 3}) to lists
of size at most 2. As shown by Edwards [5], 2-List Colouring can be translated to an
instance of 2-Satisfiability, which is solvable in linear time. Hence this approach results in
a polynomial (even constant) number of instances of the 2-Satisfiability problem. Our goal
is also to apply Lemma 5 on a connected P5-free graph G and to reduce an instance (G,L) of
List Semi-Acyclic 3-Colouring to a polynomial number of instances of 2-Satisfiability.
However, this is less straightforward than in the case of 3-Colouring restricted to P5-free
graphs: the restriction of List Semi-Acyclic 3-Colouring to lists of size 2 turns out to
be NP-complete for general graphs even if every list consists of either colours 1 and 3 or only
colour 2. We omit the proof of the next theorem.
I Theorem 6. List Semi-Acyclic 3-Colouring is NP-complete even if
L(v) ∈ {{1, 3}, {2}} for every vertex v in the input graph.
By Theorem 6, to prove that List Semi-Acyclic 3-Colouring is in P on P5-free graphs,
we need to refine our analysis and exploit P5-freeness beyond the use of Lemma 5. We adapt
the approach used by Hoàng et al. [8] to show that k-Colouring is in P on P5-free graphs
for all k ≥ 4 (extending the analogous result of Randerath et al. [13] for 3-Colouring). Let
us outline the proof of [8]. Lemma 5 implies that every k-colourable P5-free graph G has
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a dominating set D of size at most k (as the clique number is at most k). Fix an ordering
D = {v1, . . . , v|D|}. Then decompose the set of vertices not in D into |D| “layers” so that the
vertices in a layer i are adjacent to vi (and possibly to vj for j > i) but not to any vh with
h < i. Using the P5-freeness of G to analyse the adjacencies between different layers, it is
possible to branch in such a way that a polynomial number of instances of (k−1)-Colouring
are obtained. Hence, by repetition, a polynomial number of instances of 3-Colouring are
reached, which can be solved in polynomial time due to the result of [13].
The algorithm of [8] works by considering the more general List k-Colouring problem,
where each vertex v is assigned a list L(v) ⊆ {1, . . . , k} of permitted colours and the question
is whether there is a colouring in which each vertex is assigned a colour from its list. The
algorithm immediately removes any vertices whose lists have size 1 at any point (and then
adjusts the lists of admissible colours of all neighbours of such vertices). We will follow the
approach of [8], but cannot remove any vertices whose lists contain a singleton colour if this
colour is 2 or 3. To overcome this extra complication we carefully analyse the 4-vertex cycles
in the graph after observing that these cycles are the only obstacles that may prevent a
3-colouring of a P5-free graph from being semi-acyclic.
For a subset S ⊆ V (G) of a graph G, we let G[S] denote the subgraph of G induced by S.
I Theorem 7. List Semi-Acyclic 3-Colouring is solvable on P5-free graphs in O(n16)
time.
Proof. Consider an input (G,L) for the problem such that G is P5-free. Since the problem
can be solved component-wise, we may assume that G is connected. If G contains an
induced K4 then it is not 3-colourable and the input is a no-instance. As we can test
whether G contains an induced K4 in O(n4) time, we now assume that G is K4-free. We may
also assume that G contains at least three vertices, otherwise the problem can be trivially
solved.
For i ∈ {1, 2, 3} let Gi = G[{v ∈ V (G) | i /∈ L(v)}]. We apply the following propagation
rules exhaustively, and, later in the proof, every time we branch on possibilities, we assume
that these rules are again applied exhaustively immediately afterwards.
Rule 1. If u, v ∈ V (G) are adjacent and |L(u)| = 1, set L(v) := L(v) \ L(u).
Rule 2. If L(v) = ∅ for some v ∈ V (G), return no.
Rule 3. If Gi is not bipartite for some i ∈ {1, 2, 3}, return no.
Rule 4. If G1 contains an induced C4, return no.
Rule 5. If G contains an induced C4, and exactly one vertex v of this cycle has a list
containing the colour 1, set L(v) = {1}.
We must show that these rules are safe. That is, that when they modify the instance they
do not affect whether or not it is a yes-instance or a no-instance, and when they return the
answer no, this is correct and no semi-acyclic colouring that respects the lists can exist. This
is trivial for Rules 1 and 2. We may apply Rule 3 since in any 3-colouring of G every pair of
colour classes must induce a bipartite graph. We may apply Rules 4 and 5 since in every
solution, every induced C4 must contain at least one vertex coloured with colour 1. In fact,
if there is a 3-colouring of G with a cycle made of vertices coloured only 2 and 3, then this
cycle must be an even cycle. Since G is P5-free, such a cycle must in fact be isomorphic to C4.
Hence the problem, when restricted to P5-free graphs, is equivalent to testing whether G has
a 3-colouring respecting the lists such that every induced C4 contains at least one vertex
coloured with colour 1.
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By Lemma 5, G has a dominating set S that either is a clique or induces a P3. If it is a
clique, then it has at most three vertices, as G is K4-free, so we can find such a set in O(n4)
time. Thus, adding vertices arbitrarily if necessary, we may assume S = {a1, a2, a3}. We
consider all possible combinations of colours that can be assigned to the vertices in S, that
is, we branch into at most 33 cases, in which a1, a2 and a3 have each received a colour, or
equivalently, have had their list of permissible colours reduced to size exactly 1. In each case
we proceed as follows.
Assume that L(a1) = {c1}, L(a2) = {c2} and L(a3) = {c3} and again apply the
propagation rules above. Partition the vertices of V \ S into three parts V1, V2, V3: let V1 be
the set of neighbours of a1 in V \ S, let V2 be the set of neighbours of a2 in V \ S that are
not adjacent to a1, and let V3 = V (G) \ (S ∪ V1 ∪ V2). Each vertex in V3 is non-adjacent
to a1 and a2, so it is adjacent to a3, as S is dominating. For i ∈ {1, 2, 3}, if v ∈ Vi, then
L(v) ⊆ {1, 2, 3} \ {ci} by Rule 1, so each vertex has at most two colours in its list. For
i ∈ {1, 2, 3} let V ′i be the subset of vertices v in Vi with L(v) = {1, 2, 3} \ {ci}. Recall that
for i ∈ {1, 2, 3}, we defined Gi = G[{v ∈ V (G) | i /∈ L(v)}]. As for every i ∈ {1, 2, 3}, every
vertex of Vi belongs to Gci , V1, V2 and V3 each induce a bipartite graph in G by Rule 3.
Therefore, we may partition each V ′i into two (possibly empty) independent sets V ′′i and V ′′′i .
Our strategy is to reduce the instance (G,L) to a polynomial number of instances (G,L′),
in which there are no edges between any two distinct sets V ′i and V ′j (defined with respect
to L′). We will do this by branching on possible partial colourings in such a way that
afterwards there are no edges between V ′′i and V ′′′j , no edges between V ′′i and V ′′j and no
edges between V ′′′i and V ′′′j for every pair i, j ∈ {1, 2, 3} with i 6= j. As the branching
procedure is similar for each of these possible combinations, we pick an arbitrary pair,
namely V ′′1 and V ′′2 . As we shall see, we do not remove any edges between V ′′1 and V ′′2 .
Instead, we decrease the lists of some of their vertices to size 1, so that these vertices will
leave V ′1 ∪ V ′2 by definition of V ′1 , V ′2 (and thus leave V ′′1 and V ′′2 by definition of V ′′1 , V ′′2 ).
Suppose that G[V ′′1 ∪ V ′′2 ] contains an induced 2P2 with edges uu′ and vv′ for u, v ∈ V ′′1
and u′, v′ ∈ V ′′2 . Then G[{u′, u, a1, v, v′}] is a P5, a contradiction. It follows that G[V ′′1 ∪V ′′2 ]
is a 2P2-free bipartite graph, that is, the edges between V ′′1 and V ′′2 form a chain graph, which
means that the vertices of V ′′1 can be linearly ordered by inclusion of neighbourhood in V ′′2 .
In other words, we fix an ordering V ′′1 = {u1, . . . , uk} such that NV ′′2 (u1) ⊇ · · · ⊇ NV ′′2 (uk).
We choose an arbitrary colour c′ ∈ {1, 2, 3} \ {c1, c2}. Note that if c1 6= c2 then this
choice is unique and otherwise there are two choices (as we will show, it suffices to branch on
only one choice). Also note that every vertex in V ′′1 and V ′′2 has colour c′ in its list.
We now branch over k + 1 possibilities, namely the possibilities that vertex ui is the first
vertex coloured with colour c′ (so vertices u1, . . . , ui−1, if they exist, do not get colour c′) and
the remaining possibility that no vertex of V ′′1 is coloured with colour c′. To be more precise,
for branch i = 1 we set L(u1) = {c′}, for each branch 2 ≤ i ≤ k we remove colour c′ from
each of L(u1), . . . , L(ui−1) and set L(ui) = {c′} and for branch i = k+1 we remove colour c′
from each of L(u1), . . . , L(uk). If i = k + 1, all vertices of V ′′1 will have a unique colour in
their list and thus leave V ′1 and thus V ′′1 by definition of V ′1 . Hence, V ′′1 becomes empty and
thus we no longer have edges between V ′′1 and V ′′2 . Otherwise, if i ≤ k, then all of u1, . . . , ui
will have a list containing exactly one colour, so they will leave V ′1 and therefore V ′′1 . By
Rule 1 all neighbours of ui in V ′′2 will have c′ removed from their lists, so they will leave V ′2
and therefore V ′′2 . By the ordering of neighbourhoods of vertices in V ′′1 , this means that no
vertex remaining in V ′′1 has a neighbour remaining in V ′′2 , so if i ≤ k, then it is also the case
that we no longer have edges between V ′′1 and V ′′2 .
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Note that removing all the edges between distinct sets V ′i and V ′j in the above way
involves branching into O(n12) cases. We consider each case separately, and for each case we
proceed as below.
Thus we may assume that there are no edges between any two distinct sets V ′i and V ′j .
We say that an induced C4 is tricky if there exists a (proper) colouring of it (not necessarily
extendable to all of G) using only the colours 2 and 3 such that every vertex receives a
colour from its list. We say that a vertex in an induced C4 is good for this C4 if its list
contains the colour 1. By definition of tricky, every good vertex for a tricky C4 must belong
to V ′1 ∪ V ′2 ∪ V ′3 . By Rules 4 and 5, every tricky C4 must contain at least two good vertices.
If a C4 contains two good vertices that are adjacent, then they must belong to the same
set V ′i (since there are no edges between any two distinct sets V ′i and V ′j ), so they must have
the same list. This means that in every colouring of this C4 that respects the lists, one of the
good vertices in this C4 will be coloured with colour 1, contradicting the definition of tricky.
We conclude that every tricky C4 must contain exactly two good vertices, which must be
non-adjacent.
Suppose G contains a tricky induced C4 on vertices v1, v2, v3, v4, in that order, such
that v1 and v3 are good. Since the C4 is tricky, we must either have:
2 ∈ L(v1), 3 ∈ L(v2), 2 ∈ L(v3) and 3 ∈ L(v4) or
3 ∈ L(v1), 2 ∈ L(v2), 3 ∈ L(v3) and 2 ∈ L(v4).
Since v2 and v4 are not good, and there are no edges between distinct sets of the form V ′i ,
the above implies that one of the following must hold:
L(v1) = {1, 2}, L(v2) = {3}, L(v3) = {1, 2} and L(v4) = {3} or
L(v1) = {1, 3}, L(v2) = {2}, L(v3) = {1, 3} and L(v4) = {2}.
We say that an induced C4 is strongly tricky if its vertices have lists of this form. Note that,
by the above arguments, we may assume that all tricky induced C4s in the instances we
consider are in fact strongly tricky. For S ( {1, 2, 3}, let LS denote the set of vertices v with
L(v) = S (to simplify notation, we will write Li instead of L{i} and Li,j instead of L{i,j}
wherever possible). Note that for distinct sets S, T ⊆ {1, 2, 3} with |S| = |T | = 2, no vertex
in LS can have a neighbour in LT , because such vertices would be in different sets V ′i ,
and therefore cannot be adjacent by our branching. By Rule 1, if S ( T ( {1, 2, 3} with
|S| = 1 and |T | = 2, then no vertex in LS can have a neighbour in LT . From the above two
arguments it follows that if a vertex is in L1,2, L2,3 or L1,3, then all its neighbours outside
this set must be in L3, L1 or L2, respectively.
Recall that every tricky induced C4 is strongly tricky, and is therefore entirely contained
in either G[L2∪L1,3] or G[L3∪L1,2]. By Rule 3, G1 and therefore G[L2,3] is bipartite. Hence
we can colour the vertices of L2,3 with colours from their lists such that no vertex in L2,3 is
adjacent to a vertex of the same colour in G and no induced C4s are coloured with colours
alternating between 2 and 3 (indeed, recall that induced C4s cannot exist in G(L2,3) by
Rule 4). It therefore remains to check whether the vertices of G[L2 ∪L1,3] (and G[L3 ∪L1,2])
can be coloured with colours from their lists so that no pair of adjacent vertices in L1,3
(respectively L1,2) receive the same colour and every strongly tricky C4 has at least one
vertex coloured 1. By symmetry, it is sufficient to show how to solve the G[L2 ∪ L1,3] case.
Hence we have reduced the original instance (G,L) to a polynomial number of instances of a
new problem, which we define below after first defining the instances.
I Definition 8. A graph G = (V,E) is troublesome if every vertex v in G has list either
L(v) = {2} or L(v) = {1, 3}, such that L2 is an independent set and L1,3 induces a bipartite
graph.
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In particular, for each of our created instances the set L2 is independent due to Rule 1
and L1,3 induces a bipartite graph by Rule 3. Note that by definition of troublesome, all
tricky induced C4s in a troublesome graph are strongly tricky.
I Definition 9. Let G be a troublesome graph. A 3-colouring of the graph G is trouble-free
if each vertex receives a colour from its list, no two adjacent vertices of G are coloured alike
and at least one vertex of every strongly tricky induced C4 of G receives colour 1.
This leads to the following problem.
Trouble-Free Colouring
Instance: a troublesome P5-free graph G
Question: does G have a trouble-free colouring?
It is easy to verify that Trouble-Free Colouring can be encoded as an instance of
2-Satisfiability. So, by branching, we have reduced the original instance (G,L) of List
Semi-Acyclic 3-Colouring to a polynomial number of instances of 2-Satisfiability. If
we find that one of the instances of the latter problem is a yes-instance, then we obtain a
corresponding yes-instance of Trouble-Free Colouring. We therefore solve Trouble-
Free Colouring on G[L2 ∪ L1,3] and (after swapping colours 2 and 3) on G[L3 ∪ L1,2]. If
one of these two instances of Trouble-Free Colouring is a no-instance, then we return
no for this branch and try the next one. If both of these are yes-instances, then we return
yes and obtain a semi-acyclic 3-colouring by combining the colourings on G[L1 ∪ L2,3],
G[L2 ∪L1,3] and (after swapping colours 2 and 3 back) G[L3 ∪L1,2]. If every branch returns
no then the original graph has no semi-acyclic 3-colouring. This completes the proof of the
correctness of the algorithm. We omit the runtime analysis. J
We obtain the following corollary.
I Corollary 10. Near-Bipartiteness can be solved in O(n16) time for P5-free graphs.
Proof. Let G be a graph. Set L(v) = {1, 2, 3} for all v ∈ V (G). Then G is near-bipartite if
and only if (G,L) is a yes-instance of List Semi-acyclic 3-Colouring. In particular, the
vertices coloured 1 by a semi-acyclic colouring of G form an independent feedback vertex set
of G. The corollary follows by Theorem 7. J
4 Independent Feedback Vertex Sets of P5-free Graphs
In this section we prove that Independent Feedback Vertex Set is polynomial-time
solvable for P5-free graphs by extending the algorithm from Section 3. We omit the proof
of Lemma 11, which uses the proof of Theorem 7. As such, we heavily use Definitions 8
and 9. Let G = (V,E) be a troublesome P5-free graph. For a trouble-free colouring c of G,
let tc(G) = |{u ∈ V | c(u) = 1}| denote the number of vertices of G coloured 1 by c. Let t(G)
be the minimum value tc(G) over all trouble-free colourings c of G.
I Lemma 11. Let G be a near-bipartite P5-free graph. In O(n16) time it is possible to
reduce the problem of finding the smallest independent feedback vertex set of G to finding the
value t(G′) of O(n12) instances of Trouble-Free Colouring, all on induced subgraphs
of G.
By Lemma 11, it suffices to prove the following lemma (in its proof we again use the
terminology introduced in the proof of Theorem 7).
M. Bonamy, K.K. Dabrowski, C. Feghali, M. Johnson, and D. Paulusma 16:9
I Lemma 12. Let G be a troublesome P5-free graph on n vertices. Determining t(G) can be
done in O(n4) time.
Proof. Let G = (V,E) be a troublesome P5-free graph. Note that in G, an induced C4 on
vertices v1, v2, v3, v4, in that order, is strongly tricky if v1, v3 ∈ L1,3 and v2, v4 ∈ L2.
We construct an auxiliary graph H as follows. We let V (H) = L1,3. Every edge of G[L1,3]
belongs to H. We say that such edges are red. For non-adjacent vertices v1, v3 ∈ L1,3, if
there is a strongly tricky induced C4 on vertices v1, v2, v3, v4 with v2, v4 ∈ L2, we add the
edge v1v3 to H. We say that such edges are blue. Note that H is a supergraph of G[L1,3]
and that there exists at most one edge, which is either blue or red, between any two vertices
of H. We call a colouring of H feasible if the following two conditions are met:
1. no red edge is monochromatic, that is, the two end-vertices of every red edge must be
coloured 1&3 respectively or 3&1 respectively;
2. the two end-vertices of every blue edge must be coloured, respectively, 1&3, 3&1 or
1&1 (the only forbidden combination is 3&3, as in this case we obtain a strongly tricky
induced C4 in G with colours 2 and 3).
We note that there is a one-to-one correspondence between the set of trouble-free colourings
of G and the set of feasible colourings of H. Hence, we need to find a feasible colouring
of H that minimises the number of vertices coloured 1. Let R1, . . . , Rp be the components
of G[L1,3], or equivalently, of the graph obtained from H after removing all blue edges. We
call these components red. As G[L1,3] is bipartite and P5-free, all red components of H are
bipartite and P5-free. We denote the bipartition classes of each Ri by Xi and Yi, arbitrarily
(note that these classes are unique, up to swapping their order). We apply the following five
rules on H exhaustively (we omit proofs of correctness for these rules)
Rule 1. If there is a blue edge in H between two vertices u, v ∈ Xi or two vertices u, v ∈ Yi,
then assign colour 1 to u and v.
Rule 2. If there is a blue edge e in H between a vertex u ∈ Xi and a vertex v ∈ Yi, then
delete e from H.
Rule 3. If there are blue edges uv and uv′ where u ∈ Xi ∪ Yi, v ∈ Xj and v′ ∈ Yj (j 6= i),
then assign colour 1 to u.
Rule 4. If an uncoloured vertex u is adjacent to a vertex with colour 3 via a blue edge, then
assign colour 1 to u.
Rule 5. If an uncoloured vertex u is adjacent to a coloured vertex v via a red edge, then
assign colour 1 to u if v has colour 3 and colour 3 to u otherwise.
Rule 6. If there is a red edge with end-vertices both coloured 1 or both coloured 3, or a blue
edge with end-vertices both coloured 3, then return no.
Rule 7. Remove all vertices that have received colour 1 or colour 3, keeping track of the
number of vertices coloured 1.
By Rules 1 and 2, if two vertices are in the same red component Ri, we may assume
that they are not connected by a blue edge. Hence, we may assume from now on that red
components contain no blue edges in H. By Rule 3, we may also assume that no vertex in
V (H) \ V (Rj) is joined via blue edges to both a vertex in Xj and a vertex in Yj .
From H we construct another auxiliary graph H∗ as follows. First, we replace each red
component Ri on more than two vertices by an edge xiyi, which we say is a red edge. Hence,
the set of red components of H is reduced to a set of red components in H∗ in such a way
that each red component of H∗ is either an edge or a single vertex. Next, for i 6= j we add
an edge, which we say is a blue edge, between two vertices xi and xj if and only if there is a
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blue edge between a vertex in Xi and a vertex in Xj . We add blue edges between vertices yi
and yj , and between vertices xi and yj in the same way.
Recall that, by Rules 1 and 2, no two vertices in any Ri are connected by a blue edge. So
every feasible colouring of H corresponds to a feasible colouring of H∗ and vice versa. To keep
track of the number of vertices coloured 1, we introduce a weight function w : V (H∗)→ Z+
by setting w(xi) = |Xi| and w(yi) = |Yi|. Our new goal is to find a feasible colouring c of H∗
that minimises the sum of the weights of the vertices coloured 1, which we denote by w(c).
Since for each i no vertex in V (H) \ V (Ri) is joined via blue edges to both a vertex in Xi
and a vertex in Yi, we find that H∗ contains no triangle consisting of one red edge and two
blue edges. As red edges induce a disjoint union of isolated edges, this means that the only
triangles in H∗ consist of only blue edges. Let B1, . . . , Bq be the components of the graph
obtained from H∗ after removing all red edges. We call these components blue (even in the
case where they are singletons). We need the following claim (we omit its proof).
I Claim 13. Each Bi is a complete graph.
By Claim 13, H∗ is the disjoint union of several blue complete graphs with red edges
between them. Recall that we allow the case where these blue complete graphs contain only
one vertex. On H∗ we apply the following rule exhaustively in combination with Rules 4–7.
While doing this we keep track of the weights of the vertices coloured 1.
Rule 8. If there exist (red) edges u1v1 and u2v2 for u1, u2 ∈ Bi and v1, v2 ∈ Bj (i 6= j), then
assign colour 1 to every vertex in (Bi ∪Bj) \ {u1, u2, v1, v2}.
Since Rules 4 and 5 can be safely applied on H, they can be safely applied on H∗. It
follows that Rules 6 and 7 can also be safely applied on H∗. We may also safely apply Rule 8:
the red edges u1v1 and u2v2 force ui and vi to have different colours for i ∈ {1, 2}, whereas
the blue components forbid u1, u2 both being coloured 3 and v1, v2 both being coloured 3.
Hence, exactly one of u1, u2 and exactly one of v1, v2 must be coloured 3. Because at
most one vertex in any blue component may be coloured 3, this implies that all vertices in
(Bi ∪Bj) \ {u1, u2, v1, v2} must be coloured 1.
As every vertex is incident with at most one red edge in H∗, we obtain a resulting graph
that is an induced subgraph of H∗ with the following property: if there exist (red) edges u1v1
and u2v2 for u1, u2 ∈ Bi and v1, v2 ∈ Bj , then {u1, u2, v1, v2} induces a connected component
of H∗. We can colour such a 4-vertex component in exactly two ways and we remember
the colouring with minimum weight (either w(u1) + w(v2) or w(u2) + w(v1) depending on
whether u1 gets colour 1 or 3, respectively). Hence, from now on we may assume that the
resulting graph, which we again denote by H∗, does not have such components. That is,
there is at most one red edge between any two blue components of H∗. As we can colour H∗
component-wise, we may assume without loss of generality that H∗ is connected.
For each Bi we define the subset B′i to consist of those vertices of Bi not incident with
a red edge, and we let B′′i = Bi \ B′i. We note the following. If we colour every vertex
of some B′′i with colour 1, then every neighbour of every vertex of B′′i in any other blue
component Bj must be coloured 3 by Rule 5 (recall that vertices in different blue components
are connected to each other only via red edges). As soon as one vertex u in some blue
component Bj has colour 3, all other vertices in Bj − u must get colour 1 by Rule 4. In this
way we can use Rule 4 and 5 exhaustively to propagate the colouring to other vertices of H∗
where we have no choice over what colour to use.
Recall that no vertex of H∗ is incident with more than one red edge. This is a crucial
fact: it implies that propagation to other blue components of H∗ happens only via red
edges vw between two blue components, one end-vertex of which, say v, is first coloured 1,
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which implies that the other end-vertex w of such an edge must get colour 3; this in turn
implies that all other vertices in the blue component containing w must get colour 1 and
so on. Hence, as H∗ was assumed to be connected, colouring every vertex of a set B′′i with
colour 1 propagates to all vertices of H∗ except for the vertices of B′i. Note that we may still
colour (at most) one vertex of B′i with colour 3.
Due to the above, we now do as follows for each i ∈ {1, . . . , q} in turn: We colour every
vertex of B′′i with colour 1 and propagate to all vertices of H∗ except for the vertices of B′i.
If we obtain a monochromatic red edge or a blue edge whose end-vertices are coloured 3,
we discard this option (by Rule 6). Otherwise, we assign colour 3 to a vertex u ∈ B′i with
maximum weight w(u) over all vertices in B′i (if B′i 6= ∅). We store the resulting colouring ci
that corresponds to this option.
After doing the above for all q options, it remains to consider the cases where every B′′i
contains (exactly) one vertex coloured 3. Before we can use another propagation argument
that tells us which vertices get colour 3, we first perform the following steps, only applying a
step when the previous ones have been applied exhaustively. These steps follow immediately
from the assumption that every B′′i contains a vertex coloured 3.
(i) Colour all vertices of every B′i with colour 1 (doing this does not cause any propagation).
(ii) If some B′′i consists of a single vertex, then colour this vertex with colour 3, and
afterwards propagate by using Rule 5 exhaustively.
(iii) Remove coloured vertices using Rule 7.
If due to (ii) we obtain a monochromatic red edge or a blue edge whose end-vertices are
coloured 3, we discard this option (using Rule 6). Otherwise, we may assume from now on
that B′i = ∅, so B′′i = Bi due to (i) and that |Bi| ≥ 2 due to (ii). Note that doing (iii) does
not disconnect the graph: the vertices in the vertices in B′i that are coloured in (i) only
have neighbours in the clique Bi (and these are via blue edges) and if a vertex of v ∈ B′′i is
coloured with colour 3 in (ii), then its only neighbour w (via a red edge) is in a set B′′j and
since (i) has been applied exhaustively, the only other neighbours of w are in B′′j (via blue
edges), so the propagation stops there and the graph does not become disconnected.
By our procedure, every vertex of every blue component Bi is incident with a red edge,
so the total number of outgoing red edges for each Bi is equal to |Bi| ≥ 2, and all outgoing
red edges go to |Bi| different blue components. Hence the graph H ′ obtained from H∗ by
contracting each blue component to a single vertex has minimum degree at least 2. As H ′
has minimum degree at least 2, we find that H ′ contains an edge that is not a bridge (a
bridge in a connected graph is an edge whose removal disconnects the graph). Let uv be the
corresponding red edge in H∗, say u belongs to Bi and v belongs to Bj .
We have two options to colour u and v, namely by 1, 3 or 3, 1. We try them both. Suppose
we first give colour 1 to u. Then we propagate in the same way as before. Because uv is not a
bridge in H ′, eventually we propagate back to Bi by giving colour 3 to an uncoloured vertex
of Bi. When that happens we have “identified” the colour-3 vertex of Bi and then need to
colour all other vertices of Bi with colour 1. This means that we can in fact propagate to
all blue components of H∗, just as before. If at some point we obtain a monochromatic red
edge or a blue edge with end-vertices coloured 3, then we discard this option (by Rule 6).
Next, we give colour 1 to v and proceed similarly.
At the end we have at most q + 2 different feasible colourings of H∗. We pick the one
with minimum weight and translate the colouring to a feasible colouring of H. Finally, we
translate the feasible colouring of H to a trouble-free colouring of the original graph G. We
omit the analysis of the runtime. J
I Theorem 14. The size of a minimum independent feedback vertex set of a P5-free graph
on n vertices can be computed in O(n16) time.
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Proof. Let G be a P5-free graph on n vertices. As we can check in O(n16) time if G is
near-bipartite, we may assume without loss of generality that G is near-bipartite. Then,
by Lemma 11, in O(n16) time we can reduce the problem finding the value t(G′) of O(n12)
instances of Trouble-Free Colouring, all on induced subgraphs of G (which have at
most n vertices). By Lemma 12 we can compute t(G′) in O(n4) time for each such instance.
This gives a total runtime of O(n16). J
I Remark 15. From our proof, we can find in polynomial time not just the size of a minimum
independent feedback vertex set, but also the set itself. The corresponding algorithm can
also be adapted to find in polynomial time a maximum independent feedback vertex of a
P5-free graph, or an independent feedback vertex set of arbitrary fixed size (if one exists).
Our algorithm can also be adapted to solve Independent Odd Cycle Transversal in
O(n16) time.
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