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We compute the Polyakov loop potential in Yang–Mills theory from the fully dressed primitively
divergent correlation functions only. This is done in a variety of functional approaches ranging
from functional renormalisation group equations over Dyson–Schwinger equations to two-particle
irreducible functionals. We present a confinement criterion that links the infrared behaviour of
propagators and vertices to the Polyakov loop expectation value. The present work extends the
works of [1–3] to general functional methods and sharpens the confinement criterion presented there.
The computations are based on the thermal correlation functions in the Landau gauge calculated
in [4–6].
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I. INTRODUCTION
In recent years much progress has been made in our un-
derstanding of the strongly-correlated low energy regime
of QCD in terms of gauge-fixed correlation functions, for
reviews see e.g. [7–14]. This progress is tightly linked
to the advancement in our understanding of the basic
phenomena of low energy QCD, strong chiral symme-
try breaking and confinement. While chiral symmetry
breaking allows for a simple description in terms of the
related order parameter, the chiral condensate, and its
effective potential, our understanding of the confinement-
deconfinement phase transition and the mechanism be-
hind is still less developed.
For static quarks with infinite masses, confinement can
be thought of in terms of the free energy of a single quark
Fq. Removing the antiquark to infinity in a colourless
system with a quark-antiquark pair requires an infinite
amount of energy in a confined system. The correspond-
ing free energy difference can be related to the free energy
of a single quark. Indeed, the gauge field part of such an
operator is the Polyakov loop L,
L = 1
Nc
trf P (x⃗) , with P (x⃗) = P eig ∫ β0 dx0A0(x0,x) ,
(1)
the trace in the fundamental representation of SU(Nc)
of the closed Wilson line P (x⃗) in time direction. Here,P denotes path ordering, A is the gauge field and the
inverse temperature β = 1/T . The related quark current
comprises the worldline of a static quark. The free energy
of such a state is proportional to the expectation value
of L,
⟨L⟩ ∼ exp−Fq/T . (2)
Hence, ⟨L⟩ is an order parameter for confinement: it
is strictly zero in the confined phase but non-zero in
the deconfined phase. This links the confinement-
deconfinement phase transition in the Yang–Mills system
to the order-disorder phase transition of center symme-
try ZN in SU(Nc): Under center transformations z ∈ ZN
the Polyakov loop transforms with L→ z L in the funda-
mental representation. We conclude that in the center-
symmetric, confining phase we have ⟨L⟩ = 0, while in the
center-broken, deconfined phase we have ⟨L⟩ ≠ 0.
In [1, 2] it has been shown that also L[⟨A0⟩] ≥ ⟨L[A0]⟩
for constant fields is an order parameter for static quark
confinement. Note that the expectation value ⟨gβ A0⟩
relates to the eigenvalues of φ with P (x⃗) = exp iφ and is
gauge-invariant and gauge-independent.
The order parameter L[⟨A0⟩] has the advantageous
property that its full effective potential V [A0] can be
computed straightforwardly with functional continuum
methods. Within the functional renormalisation group
(FRG) approach it has been shown [1, 2, 15], that
the computation of V [A0] has a closed representation
in terms of the full propagators of gluon, ghosts (and
quarks) in constant A0-backgrounds. This link of the
propagators to the Polyakov loop potential also allowed
to put forward a confinement criterion for the infrared
behaviour of the ghost and gluon propagators [1].
As similar link of confinement to the infrared behaviour
of (gauge-fixed) correlation functions has been put for-
ward more recently with dual order parameters, [15–23].
The latter class of order parameters is directly sensitive
to spectral properties of the Dirac operator and hence is
tightly linked to quark correlation functions. The former
one, L[⟨A0⟩], is directly sensitive to the gluon and ghost
correlation functions as well as to the quarks. Nonethe-
less, there is a close relation between the two classes of
order parameters, which has been discussed in [15] for
fully dynamical two-flavour QCD at finite temperature.
There it has been shown that the two order parameters
concur for the case of the dual density or dual pressure.
By now ⟨L[A0]⟩ and the effective Polyakov loop po-
tential V [A0] has been computed in Yang–Mills theory
in the Landau gauge [1, 3, 24], the Polyakov gauge [2]
and in the Coulomb gauge [25]. A comparison of ⟨gβ A0⟩
in different gauges has been made in [2] which confirms
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2the formal results of gauge independence. More recently,
there have been also first computations of the Polyakov
loop potential in Yang-Mills theory on the lattice, see
[26, 27]. In [15] the Yang–Mills studies have been ex-
tended to fully dynamical two-flavour QCD. In [28, 29]
the Polyakov loop potential V [A0] is used in an effective
model approach to QCD with interesting applications to
thermodynamic observables.
For a quantitative computation of the Polyakov loop
potential, the temperature dependence of the order pa-
rameter and in particular the critical temperature a good
grip on the thermal ghost and gluon propagtors is re-
quired. In Landau gauge they have been computed on
the lattice, [13, 30–36], and in the continuum, [4–6] with
FRG-methods, extending previous studies in extreme
temperature limits in the Dyson–Schwinger framework
[30, 37–39].
In the present work we compute the Polyakov loop
effective potential V [A0] in the background field formal-
ism [40] in Landau–deWitt gauge within different func-
tional approaches. In Section II we derive representations
for the Polyakov loop potential V [A0] within the FRG-
approach, Dyson-Schwinger equations (DSEs) and the
two-particle irreducible (2PI-) effective action. In Sec-
tion III we extend and sharpen the confinement criterion
of [1] in terms of the propagators: Infrared suppression
of gluons but non-suppression of ghosts suffices to con-
fine static quarks. In Section IV the criterion is applied
to general Yang–Mills-matter systems. In Section V the
Polyakov loop potential is computed in Yang–Mills the-
ory on the basis of the finite temperature propagators
computed within the FRG in [4–6]. The results for the
different functional methods are in quantitative agree-
ment in the confinement-deconfinement regime.
II. POLYAKOV LOOP POTENTIAL FROM
FUNCTIONAL METHODS
In this section we discuss different representations of
the Polyakov loop potential derived from the FRG, DSEs
and 2PI-functionals. The Polyakov loop potential V is
simply the free energy, or one-particle irreducible (1PI)
effective action Γ, evaluated on constant backgrounds A0.
A. Polyakov Loop Potential
Most functional approaches are based on closed ex-
pressions for the effective action or derivatives thereof
in terms of full correlation functions. Hence, the knowl-
edge of the latter in constant A0-backgrounds allows us
to compute the Polyakov loop potential V [A0]. In turn,
confinement requires the Polyakov loop potential to have
minima at the confining values for A0. In SU(Nc) these
are the center-symmetric points. This restricts the in-
frared behaviour of the correlation functions computed
in the constant A0-background.
Gauge covariance of the correlation functions and
gauge invariance of the effective action and, hence, the
effective potential is achieved within the background field
approach [40]. We split the gauge field A in a background
A¯ and fluctuations a about the background, A = A¯ + a .
This split allows us to define background field-dependent
gauges that transform covariantly under gauge transfor-
mations of both the background and the full gauge field,
D¯µaµ = 0 , with Dµ(A) = ∂µ − i g Aµ , (3)
and D¯ = D(A¯). As a consequence all correlation func-
tions transform covariantly under combined gauge trans-
formations of A and A¯. Hence, the effective action
Γ is invariant under combined gauge transformations.
However, due to the gauge (3) it now depends on the
full gauge field A and the background field A¯ sepa-
rately, Γ = Γ[A¯;a, c, c¯], where c, c¯ are the Faddeev-Popov
ghosts. The path integral representation is in terms of
field-multiplet ϕ = (a, c, c¯) and their expectation values
φ = ⟨ϕ⟩,
e−Γ[A¯;φ] = ∫ Dϕ exp{−SA[A¯;ϕ] + ∫
x
δΓ
δφ
(ϕ − φ)} . (4)
The classical action is given by
SA[A¯;φ] = 1
4
∫
x
F aµνF
a
µν
+ 1
2ξ
∫
x
(D¯abµ abµ)2 + ∫
x
c¯aD¯µD
ab
µ c
b , (5)
where F aµν is the field strength tensor, ξ the gauge fixing
parameter and the abbreviation ∫x = ∫ β0 dx0 ∫ d3x. If we
now identify the background A¯ with the physical back-
ground A, the expectation value of the field, we arrive at
a gauge invariant effective action
Γ[A, c, c¯] = Γ[A; 0, c, c¯] . (6)
The Polyakov loop potential is given by (6) evaluated on
a constant A0-background, A0 = Aµδµ0,
V [Aconst0 ] ∶= 1βV Γ[Aconst0 ; 0] , (7)
where V is the three-dimensional spatial volume. The
Polyakov loop, (1), is then evaluated at the minimum⟨A0⟩ ∶= A0,min. It has been proven in [1] and [2] that (1)
evaluated on the minimum of (7) is an order parameter
such as ⟨L[A0]⟩ ≤ L[⟨A0⟩].
Functional equations for the effective action can be
derived from the FRG, DSEs and 2PI equations. All
those equations depend on the correlation functions Γ(n)
of fluctuation fields a only, schematically given by
Γ(n)[A¯](p1, ..., pn) = δnΓ[A¯;a]
δa(p1)⋯δa(pn) ∣a=0 , (8)
3where we have suppressed the ghosts and the internal
and Lorentz indices. In [1] we have argued that the
correlation functions in the background Landau gauge,
Γ(n)[A¯], are directly related to those in Landau gauge,
Γ(n)[0]. This allows us to use the latter correlation func-
tions within the computation of the effective potential.
Here, we recall the argument given in [1] for the ghost
and gluon two-point functions, Γ
(2)
c ,Γ
(2)
a , which straight-
forwardly extends to higher correlation functions:
Gauge covariance of the fluctuation field correlation
functions which constrains the difference between Γ(n)[0]
and Γ(n)[A¯]. At vanishing temperature the gluon
two-point function in Landau gauge splits into four-
dimensionally transversal and longitudinal parts with the
projection operators
Πµν(p) = δµν − pµpν/p2 , Π∥µν(p) = pµpν/p2 . (9)
Hence, the gluon propagator is transversal for all cut-off
scales k even though the longitudinal part of the inverse
gluon propagator, Γ
(2)
A receives finite corrections as well.
At non-vanishing temperature we have to take into ac-
count chromomagnetic and chromoelectric modes via the
respective projection operators PT and PL,
PTµν(p0, p⃗) = (1 − δµ0) (1 − δν0) (δµν − pµpν/p⃗ 2) ,
PLµν(p0, p⃗) = Πµν(p) − PTµν(p0, p⃗) , (10)
where Πµν is the four-dimensional transversal projection
operator, see (9). The parameterisation of the gluon and
ghost two-point functions in Landau gauge, i.e. the chro-
moelectric/chromomagnetic gluon Γ
(2)
L/T and the ghost
Γ
(2)
c , is then given by, [4–6],
Γ
(2)
L (p0, p⃗) = ZL(p20, p⃗ 2)p2 PL(p0, p⃗) ,
Γ
(2)
T (p0, p⃗) = ZT (p20, p⃗ 2)p2 PT (p0, p⃗) ,
Γ(2)c (p20, p⃗) = Zc(p0, p⃗ 2)p2 , (11)
where the identity in colour space is suppressed and the
wave function renormalisations Z are functions of p0 and
p⃗ separately. We now parameterise the background field
correlation functions in terms of the Landau gauge corre-
lation functions in (11) evaluated at covariant momenta.
For the gluon Γ
(2)
a this gives
Γ(2)a [A;φ = 0] = ∑
L/T P
L/T (−D2)ZL/T PL/T
+F cdρσf cdρσ(D) +∆m2(D,A0) , (12)
with non-singular f(0), and where the arguments with
respect to the covariant momentum of the projection
operators onto the longitudinal and transversal spaces
PL/T(−D0,−D⃗), respectively, and of ZL/T (−D20,−D⃗2)
have been omitted for clarity. Note that the projection
operators PL/T do not commute with ZL/T for general
gauge fields. They do, however, for constant gauge fields
A0. The f -term can not be obtained alone from the
Landau-gauge propagator, but is also related to higher
Green functions. However, it does not play a roˆle for our
purpose.
In the computations below we approximate the full in-
verse gluon propagators by the first line in (12). Sim-
ilarly the inverse ghost propagator is approximated for
constant temporal background A0 as
Γ(2)c [A0;φ = 0] ≃ (−D2)Zc(D2) . (13)
For these backgrounds no f -term as introduced in (12) is
present. Note also that a mass term ∆m2c(0,A0) is kine-
matically forbidden for the ghost. Hence it can only con-
tribute for momenta larger than zero. As it is subject to
the standard thermal decay we neglect it as sub-leading.
B. Thermal Corrections and Critical Scaling
Here we discuss in detail the impact of the neglected
thermal corrections ∆m2. They play a crucial roˆle for the
correct critical scaling and the value of Tc in the SU(2)-
case but is sub-leading in the SU(3) case. This section
might be skipped in a first reading as the following results
can be understood without it.
We know that ∆m2(D,A0) vanishes at A0 = 0 or T = 0.
Moreover, the first two terms on the rhs in (12) param-
eterise all terms in Γ
(2)
a that only depend on the co-
variant operator D. At finite temperature, however, the
Polyakov loop L is a further invariant, i.e. the Polyakov
line, P (x⃗), cf. (1), transforms covariantly under gauge
transformations. These terms are particularly important
for the chromoelectric 00 component of the gluon two-
point function (12) as they depend on A0. Moreover,
these terms are not covered by the Landau gauge term
in (12) as the related variable is not present for T = 0. In
addition, ∆m2(D,0) has the standard thermal decay for
large momenta p2. Hence we shall only discuss it for the
low momentum regime, that is ∆m2(0,A0). Note also
that (1) is invariant under the periodic gauge transfor-
mation U(t) with
U(t) = exp i2piNcτit , A0 → A0 + 2pi
βg
Ncτ
i , (14)
with τ i being a generator of the Cartan subalgebra of the
respective gauge group, and A0 in the Cartan subalgebra.
This entails that ∆m2(0,A0) is periodic under a shift of
A0 in (14) as is the Polyakov loop potential V [A0] in (7).
Moreover, the longitudinal correction ∆m2L(0,A0) is
derived from the Polyakov loop potential directly. First
we notice that
∆m2L(0,A0) = ∂2A0V [A0] − ∂2A0V [0] + δm2L , (15)
where A0 is the background field in a slight abuse of no-
4tation, and δm2L takes care of differences between deriva-
tives with respect to the background A0 and the fluctua-
tion field a0 in ∆m
2
L. This term in (15) follows from the
Nielsen identity in the background field formalism, [41],
in the present context see [42–45]. This identity reads
(∂A¯0 − ∂a0)Γ = 12Tr 1D¯2 ∂A¯0D¯2 − 12TrGc ∂A¯0D¯µDµ , (16)
where both traces only sum over momenta and gauge
group indices. The first term in (16) originates in the
gauge fixing term, the second one in the ghost term. In-
deed the first term on the right hand side is one loop ex-
act, the second term is solely driven by the ghost. Note
also that evaluated at a = 0, (16) is only non-zero beyond
one loop. Applying a further derivative ∂a0 +∂A¯0 to (16)
and evaluating it at a = 0 and D = 0 relates it to the term
δm2L in (15). The Nielsen identity (16) accounts for the
different RG-scaling of fluctuation propagators and back-
ground propagators and higher correlation functions, as
is well-known from perturbative applications. We infer
that the projection of (16) on ∆m2L guarantees the cor-
rect RG-scaling for the second derivative terms of the
Polyakov loop potential in (15). This is taken into ac-
count by applying the appropriate RG-rescaling, za/zA
to the first and second term on the rhs of (15). Here, za
and zA are the renormalisation factors of fluctuation field
and background field, respectively. Higher order correc-
tions related to the momentum dependence of the RG-
scaling which we have neglected in the present discussion
due to its thermal decay.
In summary we can estimate ∆m2L on the basis of the
Polyakov loop potential as
∆m2L ≃ zazA (∂2A0V [A0] − ∂2A0V [0]) . (17)
Eq. (17) has the correct periodicity properties and the
correct limits. Moreover, it entails that the electric prop-
agator, (1/Γ(2))L, carries critical scaling, see also [32].
Note that the latter property does not depend on the
present approximation. This also indicates that the elec-
tric propagator is enhanced for temperatures T ≲ Tc as
found on the lattice, [13, 30–36]. A careful analysis of the
analytic consequences of (16) and (17) will be presented
elsewhere. It is left to estimate ∆m2T which also has to
be proportional to (A0-derivatives of) the Polyakov loop
potential. In the transversal propagators such terms can
only occur together with (covariant) momentum depen-
dencies or powers of the field strength. The latter van-
ishes for constant temporal backgrounds while the former
is thermally suppressed. We conclude that ∆m2T ≃ 0.
We are now in the position to estimate the impact
of ∆m2L for the SU(2) and SU(3)-computations: It is
the electric propagator which directly depends on the
Polyakov loop potential. Moreover, this correction is the
only term which is directly sensitive to center symmetry.
The standard approximations used in functional meth-
ods are based on field expansions about vanishing fields
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FIG. 1: Functional flow for the effective action. Lines with
filled circles denote fully dressed field-dependent propagators
(20). Crossed circles denote the regulator insertion ∂tRk.
and hence are only sensitive to the su(Nc)-algebra. In
SU(2) we expect a second order phase transition. Then
the critical temperature as well as the correct critical scal-
ing (Ising universality class) are sensitive to the omission
of the back-reaction. In the present context this entails
that we expect mean-field critical exponents as well as
a lowered critical temperature. In SU(3) we expect a
first order phase transition and the back-reaction of the
Polyakov loop potential is not important for the value
of the critical temperature. It should have a an impact
on the jump of the order parameter which should be in-
creased in the present approximation.
Both expectations are satisfied by the explicit re-
sults presented in Section V. It has been also confirmed
within the Polyakov gauge that the inclusion of the back-
reaction leads to a quantitatively correct critical temper-
ature as well as the expected critical scaling of the Ising
universality class for SU(2), see [2]. This has been also
confirmed within the Landau gauge, see [46].
C. Flow Equation for the Polyakov Loop Potential
We begin with the FRG representation, which has
also been used in [1–3, 24], for QCD-related reviews see
e.g.[45, 47–54]. We write the flow equation for the Yang–
Mills effective action, Γk[A¯;φ], at finite temperature T
as
∂tΓk[A¯;φ] = 1
2
⨋
p
(Ga)abµν [A¯;φ](p, p)∂t (Ra)baνµ (p)
−⨋
p
(Gc)ab [A¯;φ](p, p)∂t (Rc)ba (p) .
(18)
where the integration involves the respective gluon and
ghost modes. Further, t = lnk, with k being the infrared
cut-off scale. The diagrammatic representation given in
Fig. 1.
The momentum integration measure at finite temper-
ature is given by
⨋
p
= T ∑
n∈Z∫ d
3p(2pi)3 , with p0 = 2piTn , (19)
where the integration over p0 turns into a sum over Mat-
subara frequencies n. Both, gluons and ghosts have pe-
riodic boundary conditions, φ(x0 + 1/T, x⃗) = φ(x0, x⃗),
which is reflected in the Matsubara modes 2piTn with
5a thermal zero mode for n = 0. Naturally, at vanishing
temperature we have ⨋p → (2pi)−4∫d4p. The full field-
dependent propagator for a propagation from the fluctu-
ation φ1 to φ2 is given by
Gφ1φ2[A¯;φ](p, q) = ⎛⎝ 1Γ(2)k [φ] +Rk
⎞⎠
φ1φ2
(p, q) . (20)
In short, we use
(Ga)bcµν = Gabµacν , and (Gc)ab = Gcac¯b (21)
for the gluon and the ghost propagator, respectively. In
(20) we also introduced the regulator function in field
space, Rk,φ1φ2 , with
(Ra)bcµν = Rk,abµacν , (Rc)ab = Rk,c¯acb = −Rk,cbc¯a . (22)
The above entails that (18) only depends on the propaga-
tors of the fluctuations φ evaluated in a given background
A¯. This also holds for the flow of the background effec-
tive action Γk[A¯;a, c, c¯]. For more details we refer the
reader to [4–6] and Appendix A.
The effective Polyakov loop potential V [A0] is given
by
V [A0] = VΛ[A0] + 1
βV ∫ 0Λ dt ∂tΓk[A0] , (23)
where V ′Λ[A0]∝ e−Λ/T → 0 for sufficiently large Λ/T ≫ 1
and sufficiently smooth regulators, see [4–6]. We con-
clude that the computation of V [A0] with FRG-flows
only requires the knowledge of the (scale-dependent)
propagators Ga/c, see [1, 3].
D. DSE for the Polyakov Loop Potential
The DSE for Yang–Mills theory relevant for the
Polyakov loop potential is that originating in a derivative
of the effective action with respect to the A0-background
at fixed fluctuation. It can be written in terms of
renormalised full propagators and vertices and the renor-
malised classical action. The latter is written as
SA,ren[A¯;φ] = SA[z1/2A A¯; z1/2φ φ; zgg,1/zξξ] , (24)
with finite wave functions, coupling and gauge parame-
ter renormalisation zA, zφ, zg, zξ and renormalised fields
A¯, φ, coupling g and gauge fixing parameter ξ. We have
zξza = 1 due to the non-renormalisation of the gauge fix-
ing term. Moreover, background gauge invariance of the
background field effective action (6),
Dabµ
δΓ[A;φ = 0]
δAbµ
= 0 , (25)
    1
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FIG. 2: DSE for the background gluon one-point function.
and non-renormalisation of the ghost-gluon vertex [55,
56] leads to
zgz
1/2
A = 1 and zgz1/2a zc = 1 . (26)
The above arguments yield the DSE for the Polyakov
loop potential, schematically written as
δ(Γ[A0; 0] − SA[A0; 0])
δA0(x) = 12S(3)A0aaGa − S(3)A0cc¯Gc
−1
6
S
(4)
A0aaa
G3aΓ
(3)
aaa + S(4)A0acc¯G2cGaΓ(3)acc¯ , (27)
and the diagrammatic representation given in Fig. 2. In
(27) and Fig. 2 we have used the renormalised classical
vertices
S
(3)
A0aa
= za δ3SA
δA0δa2
, S
(3)
A0cc¯
= zc δ3SA
δA0δcδc¯
, (28)
at φ = 0 and
S
(4)
A0aaa
= zgz3/2a δ4SAδA0δa3 , S(4)A0acc¯ = δ4SAδA0δaδcδc¯ , (29)
due to (26). The mixed three-point vertices in (28) have
one background leg and two fluctuation legs and differ
from the standard vertices: they are A0-derivatives of
the related fluctuation-field propagator. Using zgz
1/2
A =
1 from (26) it follows that the vertices in (28) have
renormalisation group properties of fluctuation two-point
functions, signaled by za and zc, respectively. The two-
point function property also entails that the gluonic ver-
tex contains a piece from the gauge fixing term propor-
tional to 1/ξ and the ghost-gluon vertex also involves the
gauge field derivative of D¯ and not only D.
The mixed four-point vertices in (29) have one back-
ground leg and three fluctuation legs and have the renor-
malisation group properties of the related fluctuation
three-point functions multiplied by zg, signaled by zgz
3/2
a
and 1, respectively. The latter follows from zgz
1/2
a zc = 1
in (26). The ghost-gluon four-point function stems from
the background field dependence of the Faddeev-Popov
operator −D¯µDµ, and causes an additional two-loop term
in the DSE not present in the pure fluctuation DSE.
At asymptotically large momenta the finite wave func-
tion renormalisation zφ, zA are related to the normalisa-
6tion of the two point functions with
zφ = Γ(2)φφ (µ2)
µ2
= Zφ(µ2) . (30)
Effectively this would amount to using propagators
zφGφφ(p2) with
p2 zφGφ(p2 →∞)→ 1 . (31)
Applying the DSE (27) to constant A0 backgrounds we
are finally lead to the DSE equation for the effective
Polyakov loop potential with
∂V [A0]
∂A0
= 1
βV ∂Γ[A0; 0]∂A0 , (32)
with (27) or Fig. 2 for the right hand side of (32). This
equation is similar to the standard DSE for the fluctua-
tion fields with the exception of the two-loop ghost con-
tribution, only the vertices differ. In particular there is a
contribution from the gauge fixing vertex which gives a
perturbative one-loop contribution to the potential. The
external field is a background gluon field with only a tem-
poral component A0. This is reflected in the projections,
see Appendix B. We conclude that the computation of
V [A0] only requires the knowledge of the propagators
and of the full three-point functions Γ
(3)
aaa and Γ
(3)
acc¯ in a
constant background.
E. 2PI-Representation for the Polyakov Loop
Potential
Now we extend our discussion to the 2PI approach,
[57–61], for applications to gauge theories see e.g. [62–
74] and the relation to the FRG-approach, see [75, 76].
Its application will simply lead to a convenient resumma-
tion scheme for the DSE-equation for the Polyakov loop
potential (32) derived in the last chapter: The functional
DSE for the effective action displayed in (27) and Fig. 2
follows from the 2PI generating functional
Γ2PI[G, A¯;φ] = SA[A¯;φ] − 1
2
Tr logGa +Tr logGc
−1
2
Tr ΠaGa +Tr ΠcGc
+Φ[G, A¯;φ] , (33)
where Φ contains only the 2PI pieces and Πa/c = G−1a/c −
S
(2)
a/c are the gluon vacuum polarisation and ghost self-
energy, respectively. Here, for the sake of notational sim-
plicity we have set the renormalisation factors za/c = 1.
The two-loop diagrams of Φ are displayed in Fig. 3. The
1PI effective action Γ[A¯;φ] is then given with
Γ[A¯;φ] = Γ2PI[G[A¯;φ], A¯;φ] (34)
+
1
4
+
1
3
  1
24
 [G, A¯; ] =
+
1
8
  1
12
+
1
2
  1
48
+
1
16
+ O(↵2s)
FIG. 3: Two-loop diagrams of the 2PI effective action. All
propagators are dressed, the full circles denote bare vertices.
with the stationarity condition
δΓ2PI
δG
∣
G=G[A¯;φ] = 0 , (35)
i.e. the effective action is the 2PI-effective action eval-
uated on the gap equation. Now we take the derivative
w.r.t. A0 of Γ[A¯;φ] in its 2PI-representation given in
(34). The derivative acts on the explicit A0-dependence
in the classical vertices as well as in the propagators. The
latter terms, however, vanish due to the gap equation dis-
played in (34), thus,
δ(Γ[A0; 0] − SA[A0; 0])
δA0(x) (36)
= (Tr δΓ2PI
δG
δG[A¯;φ]
δA0
+ δΓ2PI[G, A¯;φ]
δA0
)
G=G[A0;φ]
= 1
2
S
(3)
A0aa
Ga − S(3)A0cc¯Gc + δΦ[G, A¯;φ]δA0 ∣G=G[A0;φ] ,
where, by comparison with (27), Fig. 2, the last term
simply is
δΦ[G, A¯;φ]
δA¯0
∣
G=G[A0;φ] (37)= −1
6
S
(4)
A0aaa
G3aΓ
(3)
aaa + S(4)A0acc¯G2cGaΓ(3)acc¯ .
Eq. (37) can be proven in any order of a given 2PI-
expansion scheme such as 2PI perturbation theory or the
1/N -expansion. For example, the two-loop terms in Φ,
depicted in Fig. 3, provide the right hand side in (37)
with classical vertices only. In the present work this is
the approximation we shall use for the explicit compu-
tations. In any case we conclude that for the present
purpose of studying the Polakov loop potential the 2PI-
representation and DSE-representation are quite close
and we shall make use of the similarities. Note that this
similarity does not hold for e.g. dynamics of a given sys-
tem where conservation laws such as energy and parti-
cle number conservation play a roˆle. Then, using self-
consistent 2PI-schemes is mandatory.
7III. CONFINEMENT CRITERION
The requirement of a confining potential at low tem-
peratures restricts the possible infrared behaviour of low-
order correlation functions: The FRG representation of
V [A0] constrains the behaviour of the propagators, and,
furthermore, the DSEs and 2PI-equations constrain the
three-gluon vertex as well.
First we discuss the restriction of the infrared be-
haviour of the propagators that follows from the FRG,
(18). The present FRG-discussion extends and sharpens
the criterion given in [1]. There, the flow equation (18)
was rewritten in terms of a total derivative and a term
proportional to ∂tΓ
(2)
k . Schematically this reads
∂tΓk[A¯;φ] = −⨋
p
(1
2
[∂t logGa]aaµµ − ∂t[logGc]aa)
−⨋
p
(1
2
[Ga ∂tΓ(2)a ]aaµµ − [Gc ∂tΓ(2)c ]aa) . (38)
The second line can be understood as a renormalisation
group (RG)-improvement as it is proportional to ∂tΓ
(2)
k .
Moreover, the t-integrals of both lines on the right hand
side are independent of the choice of the regulator as the
integral of the first line caries this property trivially. In
[1] these arguments have been used to drop the second
line in (38) as a correction term. This leads to, see [1],
Γ[A¯;φ] ≃ −⨋
p
(1
2
[logGa]aaµµ − [logGc]a) + ΓΛ[A¯;φ] .
(39)
which reads for the Polyakov loop potential
V [A0] ≃ −⨋
p
(1
2
[logGa]aaµµ − [logGc]aa) , (40)
as V ′Λ[A0] tends to zero exponentially for large initial
cut-off scales Λ. Note also that the approximation (40)
has been used in [28, 29]. For confinement at small tem-
peratures, T → 0, the potential is computed from the
small momentum regime with p2 → 0 where the propa-
gators are given by 1/(p2(1+κ)) for gluon and ghost with
the T = 0 scaling exponents κa and κc, respectively. It
has been shown in [1] that confinement enforces
d − 2 + (d − 1)κa − 2κc < 0 , (41)
in the approximation (40).
The suppression argument concerning the RG-
improvement term presented above was tested in [1].
There, the T = 0-propagators computed in [10] with an
optimised regulator have been used. In the spirit of
the suppression argument the potential was computed
with the T = 0-propagators but with exponential regula-
tor functions which facilitates this specific computation.
It has been checked that the RG-improvement term in-
deed is small. We have now extended the analysis to a
fully self-consistent computation with the thermal prop-
agators from [4–6]. Surprisingly, the RG-improvement
term turns out to be large even though it has only a
small impact on the phase transition temperature. This
relates to the fact that in the non-perturbative regime
RG-improvements are not parametrically suppressed by
a small coupling and suppression arguments have to be
taken with care. This mirrors the 20-30% percent de-
viation of the standard DSE-results for the T = 0 ghost
and gluon propagators at about 1GeV in comparison to
lattice results, being linked to the dynamics which drives
the phase transition. In the related DSE-approximations
the two-loop term in Fig. 2 is dropped. This also implies
that related approximation schemes in the 2PI-approach
have to be evaluated with care.
Here, we take into account the full flow and note that
all loop diagrams in (18) finally boil down to computing
T ∑
n∈Z∫ ∞0 d∣p⃗ ∣(2pi)3 Ω2 fk(−D20, p⃗ 2,A0) , (42)
where Ω2 = 4pi is the two-dimensional spherical surface
and the dimensionless function fk is structurally given
by
fk = p⃗ 2 ∂tRk(x)
xZ(−D20, p⃗ 2) +∆m2(D,A0) +Rk(x) , (43)
where x = −D20+p⃗ 2 and Z = ZL, ZT , Zc. In (43) we do not
include the overall minus sign of the ghost contribution.
The function Rk stands for the respective scalar parts
of the regulator functions. The choice of the regulators
is at our convenience. For the present discussion (not
so much for numerics) it is most convenient to choose
Z-independent and O(4)-symmetric regulators,
Rk(x) = xr(x/k2) . (44)
The terms
∆m2(D,0) = 0 , (45)
with ∆m2 = ∆m2L,∆m2T ,∆m2c , are temperature correc-
tions related to the Polyakov loop. Their impact on
the phase transition has been discussed in detail in Sec-
tion II B. The important property in the present context
is their decay with powers of the temperature for T → 0.
At vanishing temperature we regain O(4)-symmetry and
Z(−D20, p⃗ 2) → Z(−D20 + p⃗ 2). In terms of scaling coeffi-
cients at vanishing temperature,
Z(x) = Z xκ , (46)
the corresponding propagators exhibit non-thermal mass
gaps mgap for κ < 0. Note that the prefactor Z car-
ries the momentum dimension −2κ. Hence, for κ < 0
we can ignore ∆m2 in the corresponding propagator for
T /mgap → 0 as it is suppressed with (potentially frac-
tional) powers of T /mgap. In turn, for propagators with
field modes with κ ≥ 0 the temperature correction ∆m2
may play a roˆle. However, for the time being we treat
8all of them as sub-leading corrections and discuss them
later for the field modes with κ > 0. This amounts to
∆m2(D,A0) ≡ 0 , (47)
for the present purpose. The integrands in (43) have the
limits
lim
x→0 fk = 0 , limx→∞xfk → 0 , (48)
where we remark that x = −D20 + p⃗ 2 → 0 implies both−D20 → 0 and p⃗ 2 → 0. Computing the expression (42)
leads to a deconfining potential in A0: Taking a deriva-
tive w.r.t. A0 it vanishes at A0 = 0 and the center-
symmetric points, i.e. where the Polyakov loop vanishes,
L = 0. The second derivative is positive at A0 = 0 while
it is negative at the center-symmetric points.
Hence, with (47) the single loops in (18) give decon-
fining potentials. However, the ghost contribution has
an overall minus sign. Therefore, the ghost contribution
provides a confining potential. This already entails that
the Polyakov loop potential in covariant gauges requires
the suppression of the gluonic contributions.
In fact the same mechanism is at work in the DSE rep-
resentation. Restricting ourselves to the one-loop terms
for the moment, the gluonic modes give a deconfining po-
tential whereas the ghosts yield a confining contribution.
A simple mode counting shows, that the transverse glu-
ons must be suppressed w.r.t. the ghosts for confinement
to be present. This is also seen in Appendix B. In other
words, with the assumption (47) the necessary condition
for confinement is that
lim
x→0 1ZT /L(x) = 0 and limx→0 1Zc(x) > 0 , (49)
where the second condition guarantees for smooth Zc(p)
that the ghost contribution dominates the trivial contri-
bution of the gauge mode which is precisely 1/2VSU(Nc),
where VSU(Nc) is the one-loop perturbative potential, see
(B5) in Appendix B. In terms of the scaling coefficients
introduced in (46) this translates into
κT /L < 0 and κc ≥ 0 , (50)
where κT /L are the anomalous dimensions of the
chromomagnetic and chromoelectric gluon, respectively.
Eq. (49) is a sufficient condition for confinement in Yang–
Mills propagators (with the assumption (47)) as it leads
to a vanishing order parameter, the Polyakov loop expec-
tation value. Note also that it has been shown [77, 78]
within a scaling analysis that κc ≥ 0 has to hold in the in-
frared. With this additional information we deduce that
(49) encompasses the condition (41) derived in [1]: For
the minimal choice κc = 0 we get from (41) the condition
κa < −(d − 2)/(d − 1) which satisfies (50).
These conditions can be tested in toy models, in which
the gluon propagator is suppressed very mildly, whereas
the ghost propagator is trivial. This choice is the minimal
satisfaction of the confinement criterion (49). Anticipat-
ing the final expressions for the FRG and DSE represen-
tations of the Polyakov loop potential, the immanence
of confinement at sufficiently low temperatures is shown
numerically in Appendix C.
The infrared limits (49) leading to the scaling coeffi-
cients (46) are satisfied, as they must, by the existing
solutions in the literature, for a detailed overview over
the solutions found on the lattice and in the continuum
see e.g. [10]. The different solutions vary in the deep
infrared. The decoupling solution, found on the lattice
and in the continuum, exhibits a trivial ghost and a finite,
non-vanishing gluon propagator, where the continuum al-
lows for a scaling solution with a vanishing gluon prop-
agator and an enhanced ghost propagator. In terms of
the scaling exponents (46) the decoupling solution trans-
lates to κa = −1 and κc = 0, the scaling solution shows
κc = κ = −κa/2 with κ ≈ 0.595 [56, 79, 80]. We stress
again that both types meet the criterion (50) and exhibit
confinement. In the computations presented below we
have tested, that the type of solutions does not affect the
critical physics at the confinement-deconfinement tran-
sition, neither qualitatively nor quantitatively. This is
expected, as the relevant range for the phase transition
is the mid-momentum region, where both decoupling and
scaling solutions agree quantitatively.
We close this section with a discussion of the conse-
quences and implications of (46) and (49): Note first
that confinement not only implies a vanishing order pa-
rameter but also constrains other observables such as its
correlations. The evaluation of these observables in terms
of the propagators (and higher vertices) may lead to fur-
ther, tighter constraints for the propagator. This point of
view is interesting for model computations as there the
above condition (49) is only a necessary one for decid-
ing whether the model is confining or not. For example,
one can easily construct models for Yang–Mills theory
that have massive Yang–Mills propagators and a trivial
ghost propagator at vanishing temperature. This can be
parameterised as
Ga(p2) = 1
p2 +m2 , Gc = 1p2 . (51)
Such a combination of propagators leads to a vanishing
Polyakov loop expectation value but lacks the necessary
positivity violation in the gluon system. It could model
Yang–Mills theory in the Higgs phase but not in the con-
fining phase. Note that it is precisely this feature which
distinguishes the decoupling solution in Landau gauge
Yang–Mills theory with 0 < Ga(0) < ∞ from a massive
solution put down in (51).
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FIG. 4: Functional flow for the effective action of Yang–Mills
theory with bosonic matter in the adjoint or fundamental rep-
resentation, assembled in φ˜. In either case, the matter fields
are represented by the dotted lines adding the third loop.
IV. CONFINEMENT IN
YANG–MILLS-MATTER SYSTEMS
The confinement criterion discussed in the last section
leads to a simple counting scheme for general theories.
In the present section we put it to work in full dynam-
ical QCD with fundamental or adjoint quarks, see e.g.
[12, 15, 81, 82], as well as in the Yang–Mills–Higgs sys-
tem with Higgs field in the fundamental or in the adjoint
representation coupled to Yang–Mills theory, formulated
in the Landau gauge, e.g. [83–87]. This also serves as a
showcase for the general simple counting schemes which
has emerged by now.
We concentrate on the one flavour case (Higgs or
quark), the generalisation to many flavours is straight-
forward. Note also in this context that the present con-
finement criterion constrains the physics properties of a
potentially confined phase, it does not prove or disprove
its dynamical existence in the theory at hand. For exam-
ple, it is well-known that for a sufficiently large number of
quark flavours in the fundamental or adjoint representa-
tion, QCD ceases to be confining. Then the propagators
simply do not satisfy the confinement criterion.
We start with a discussion of the adjoint Higgs h (one
flavour) with the action
SHiggs[A¯;φ,h] = SA+∫
x
tradh
†D†µDµh+∫
x
V (h†h) . (52)
The flow equation for the Polyakov loop potential is de-
picted in Fig. 4. We have already seen that in the Landau
gauge the question of a confining potential at low tem-
peratures boils down to counting the massless modes in-
cluding the prefactors 1 and −2 from the loops of bosons
and fermions, respectively, where we normalise the stan-
dard boson loop with the prefactor 1/2 to one. In the
symmetric phase at high temperatures, all modes are ef-
fectively massless for our counting: All vacuum masses
are suppressed with the temperature. Our counting is
normalised at the (one-loop) Polyakov loop potential in
Yang–Mills theory which is computed from 2 boson loops,
that are related to the physical transversal gauge modes;
the third transversal contribution and that of the longitu-
dinal gauge mode are canceled by the ghost contribution,
2®
phys. pol.
+ 1®
transversal
+ 1®
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gauge bosons
− 2®
ghost
= 2 . (53)
Hence, in the present case we have 4 contributions from
the gauge field (4 vector modes), −2 ghost contributions
(relative factor −2 for the loop), and 1 Higgs contribution.
This amounts to an overall factor of 3 for the symmetric
phase of the adjoint Yang–Mills–Higgs system,
4®
gauge bosons
− 2®
ghost
+ 1®
Higgs
= 3 . (54)
This has to be compared with the counting factor 2
for the pure Yang–Mills system, leading to the one-loop
Polyakov loop potential VSU(Nc) [88, 89], given in Ap-
pendix (B5). The one-loop potential for the Yang–Mills-
adjoint Higgs system, Vad−h, is hence given by
Vad−h(ϕ) = 3
2
VSU(Nc)(ϕ) . (55)
In turn, in the fully-broken phase of the Yang–Mills–
Higgs system, we have one radial massive (away from
the phase transition) Higgs mode with expectation value
h0 and N
2
c −2 Goldstone bosons. In the glue sector, N2c −2
gauge bosons acquire an effective mass due to the non-
vanishing expectation value of the Higgs field. In the
Landau gauge this leads to massive propagators for the
3(N2c − 2) transversal modes, if the theory is evaluated
at the expectation value of the Higgs field. The gauge
mode, even though it also acquires a mass, is effectively
massless: Its propagator, evaluated at the expectation
value of the Higgs, reads
ξ
p2(1 + ξ) + ξ(gh0)2 δabΠLµν(p) , (56)
and, for Landau gauge, ξ → 0, it only contributes via
the longitudinal part of the regulator proportional to 1/ξ
in the flow equation or via the gauge-fixing part pro-
portional to 1/ξ in the DSE and 2PI formulation. We
conclude that the gauge mode in the Landau gauge stays
effectively massless in any phase. Together with the re-
maining massless gauge boson we have N2c + 2 massless
modes in the gauge boson sector.
For example, in SU(2) we have h1, h2, h3 and without
loss of generality we take
⟨hi⟩ = δi3h0 , with V ′(h20) = V (h20) = 0 , (57)
leading to
SHiggs[A¯;φ,h] = SA + g2h203abAbµ3acAcµ= SA + (gh0)2 [(A1µ)2 + (A2µ)2] . (58)
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Hence we have 4(N2c − 2) = 8 massive modes. This
includes the gauge mode which, however, is effectively
massless in the Landau gauge due to (56). Note that
the latter fact is special to Landau gauge. In the uni-
tary gauge also the gauge mode gets massive as does the
Faddeev–Popov operator.
We proceed to the Polyakov loop potential. First we
note that the massive radial Higgs mode effectively blocks
one colour direction with projection operator Pradial. For
the transversal gauge field propagators, the situation is
exactly the opposite. All the modes in the subspace
1l−Pradial are massive and the massless transversal colour
direction is that in direction Pradial. Since we are finally
only interested in the sign of the sum of the contribution
we simply remark that adding one of the three transver-
sal massless gauge boson conbributions to the Higgs effec-
tively restores the Higgs boson contribution in the sym-
metric regime. We also still have the trivial contribution
from the gauge mode. Moreover, the ghost is essentially
unchanged as in the pure Yang–Mills case, it still has a
massless dispersion. We conclude that due to the rela-
tive sign of the ghost contribution the Higgs, the effec-
tively ’restored’ Higgs contribution and the gauge con-
tribution are canceled by the ghost contribution. This is
the manifestation of the Higgs–Kibble mechanism for the
Polyakov loop potential in the Landau gauge: The appar-
ently massless contributions cancel each other including
those of the Goldstones. In the unitary gauge the Gold-
stone modes are included in the longitudinal gauge field
modes, which would be massive and would have dropped
out due to their masses.
What is left is the contribution from the remaining
two massless transversal gauge bosons with the colour
direction Pradial. For gauge fields A0 with Aˆ0Pradial ≠ 0
or PradialAˆ0 ≠ 0 this provides a deconfining contribution
to the Polyakov loop potential which counts as 1/Nc in
the present counting. Again, all this is apparent in the
SU(2)-example. Adding all the massless contributions
we arrive at
2 + 1/Nc´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
gauge bosons & Higgs
− 2®
ghost
= 1
Nc
. (59)
Hence, the Polyakov loop potential for the Yang–Mills-
adjoint Higgs system in the Higgs phase is deconfining,
albeit suppressed with order 1/Nc.
We close the analysis on the Yang–Mills-adjoint Higgs
system with a remark on a confining phase in this the-
ory: In this phase all gluon modes are expected to be
gapped, except for the gauge mode. Keeping the other
modes unchanged, the sum in (59) turns negative imply-
ing confinement,
1 + 1/Nc´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
gauge bosons & Higgs
− 2®
ghost
= −1 + 1
Nc
. (60)
Note however, that (59) includes gapped Higgs modes. If
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FIG. 5: Functional flow for the effective action of Yang–Mills
theory with fermionic matter in the adjoint or fundamental
representation, assembled in φ˜. In either case, the matter
fields are represented by the straight lines adding the third
loop.
these modes became massless they would counter-balance
the gapping of the confined gluons. We conclude that
gapped Higgs modes are required in the confined phase.
This is a reminiscent of the expectation in Yang–Mills-
quark systems where one usually expects chiral symmetry
breaking in the confined phase.
Let us compare this with the situation in QCD with
adjoint fermions. There, the action reads
SQCDad[A¯;φ,ψ, ψ¯] = SA + ∫
x
tradψ¯D/ψ . (61)
The flow equation for the Polyakov loop potential is de-
picted in Fig. 5. The fermionic one-loop contribution to
the Polyakov loop potential reads
Trad+spinor lnD/ = 1
2
Trad+spinor lnD2µ = 4 12Trad lnD2µ ,
(62)
where we have used that D/ 2 = (D2µ−1/2g[γµ, γν]Fµν)1l =
D2µ1l for constant fields A0, and 1l is the identity in spinor
space with trspinor1l = 4. The fermionic contributions are
deconfining as the quarks have anti-periodic boundary
conditions, ψ(t + β) = −ψ(t), and, hence, the Matsubara
frequencies are shifted: 2piT (n + 1/2 + ϕ). This entails
that the Polyakov loop potential is shifted by a factor
1/2:
Vad−q(ϕ) = −VSU(Nc)(ϕ + 12) , (63)
which is deconfining with the same strength as the Yang–
Mills potential. This argument stays valid beyond one
loop. For large temperature we conclude that the adjoint
quarks for large temperatures lead to 4(N2c − 1) contri-
butions,
4®
gauge bosons
− 2®
ghost
+ 4®
quark
= 6 . (64)
This has to be compared with 2(N2c − 1) for the pure
Yang–Mills system, leading to the one-loop Polyakov loop
potential VSU(Nc), (B5). The one-loop potential for the
Yang–Mills-adjoint Higgs system, Vad−h, is hence given
by
Vad−h(ϕ) = 3VSU(Nc)(ϕ) . (65)
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In turn, in the chirally broken phase all quarks are
massive and their contributions are removed from the
Polyakov loop potential. The glue sector is qualitatively
the same as in Yang–Mills theory, the transversal modes
are gapped, while the gauge mode is effectively massless.
Hence, we are lead to
1®
gauge bosons
− 2®
ghost
= −1 , (66)
the theory is confining in clear contradistinction to
the Higgs phase in the Yang–Mills-adjoint Higgs sys-
tem. Note also that this directly implies no confinement
without chiral symmetry breaking for QCD with adjoint
quarks if the gapping in the quark sector relates to chi-
ral symmetry breaking. Strictly speaking, however, (66)
implies no confinement without gapped quarks. In turn,
in [82] it has been shown that confinement, that is a van-
ishing expectation value of the Polyakov loop, leads to
chiral symmetry breaking. These two results tightly link
chiral symmetry breaking and confinement for QCD with
adjoint quarks.
In a potential chirally symmetric low energy phase, or
better massless low energy phase, we have
1®
gauge bosons
− 2®
ghost
+ 4®
quark
= 3 , (67)
which relates to a deconfining Polyakov loop potential.
We close the section with a discussion of matter in the
fundamental representation coupled to Yang–Mills the-
ory. There, center symmetry is explicitly broken. The
Polyakov loop is not an order parameter anymore and
the question of the confining or Higgs phase has to be
answered differently. Indeed, we know that on the lat-
tice these two phases are not well-separated [90–92]. A
full discussion of this goes far beyond the aims of the
present contribution. Here we simply discuss our count-
ing scheme and compare its outcome for the Yang–Mills-
fundamental Higgs system with physical QCD. The ac-
tion of the Yang–Mills-fundamental Higgs system reads
SHiggs[A¯;φ,h] = SA+∫
x
trf h
†D†µDµh+∫
x
V (h†h) , (68)
similarly to the action for an adjoint Higgs, but with the
group trace in the fundamental representation, the Higgs
living in the U(Nc). For SU(2), the Higgs is a complex
2×2-matrix,
h = ( h0 + h3 h1 − ih2
h1 + ih2 h0 − h3 ) . (69)
The diagrammatics of the flow equation for the Polyakov
loop potential does not change in comparison to the ad-
joint Higgs and is depicted in Fig. 4, the last loop now
involving a trace in the gauge group in the fundamental
representation.
The fundamental Higgs has N2c modes due to its
U(Nc)-representation. In the symmetric phase at high
temperatures all of them are effectively massless. The
group traces, however, are in the fundamental represen-
tation of SU(Nc), and, hence, they are suppressed by
a factor 1/Nc (in the large Nc limit) in comparison to
the traces in the adjoint representation. More precisely,
the multiplicity of the non-vanishing eigenvalues of A0 is
relatively suppressed with 1/Nc. The fundamental repre-
sentation also leads to different eigenvalues of A0, see in
particular [15]. For example, for SU(2) we have for con-
tributions in the adjoint and fundamental representation
Vfund(ϕ) = Vad(ϕ/2) , (70)
which can be nicely tested for the one-loop contributions.
Note also, that the U(1)-mode h0 does not couple to the
SU(Nc)-gauge field and Vfund is a pure SU(2)-potential.
In (70) the factor 1/2 on the right hand side signals the
explicit breaking of center symmetry. This also means
that one should not simply add the counting factors of
contributions in different representations. We merely re-
mark here that as long as the contributions from the
center-symmetry breaking sector is small, one may still
have a phase transition of the order determined by ZN -
symmetry. The larger the contributions of the center-
symmetry breaking sector are, the weaker the transition
or finally the cross-over gets. The interpretation of the
latter as distinguishing different phases is not clear.
Restricting ourselves to the center-symmetric field
modes we get for large temperatures
4®
gauge bosons
− 2®
ghost
= 2 , (71)
the counting of pure Yang–Mills theory. This entails that
the Polyakov loop potential of the glue sector is decon-
fining. At one-loop we have a deconfining total potential,
VYM−hfund(ϕ) = VSU(Nc)(ϕ) + Vhfund(ϕ) . (72)
In turn, in the fully-broken phase of the Yang–Mills-
fundamental Higgs system we have one radial massive
(away from the phase transition) Higgs mode with ex-
pectation value h0 which does not couple to the gauge
field. We also have N2c − 1 Goldstone bosons. In the
glue sector, all N2c − 1 gauge bosons acquire an effective
mass due to the non-vanishing expectation value of the
Higgs field. In the Landau gauge this leads to massive
propagators for 3(N2c − 1) transversal gauge modes and
N2c −1 massless gauge modes. The ghost is massless, and
in summary this leads to
1®
gauge bosons
− 2®
ghost
= −1 , (73)
a confining potential for the glue sector. The N2c − 1
massless SU(Nc) modes give a center-symmetry breaking
potential, which, however, is suppressed by a factor 1/Nc
for large Nc. Whether for finite Nc one has a cross-over
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or still a first order, (Nc > 2), or second order, (Nc =
2), phase transition is decided dynamically and is not
accessible by the present counting. Evidently, however,
is the existence of a confining potential in the large Nc-
limit. In this limit the pure glue sector dominates the
Polyakov loop potential due to the 1/Nc-suppression of
the Higgs contributions.
Finally we compare the situation in the Yang–Mills-
fundamental Higgs system with physical QCD with fun-
damental quarks, the most interesting and most studied
system. Its action is given by
SQCD[A¯;φ,ψ, ψ¯] = SA + ∫
x
ψ¯D/ψ , (74)
and the flow equation for the Polyakov loop potential is
depicted in Fig. 5. The Higgs in the fundamental rep-
resentation breaks center symmetry in the same way a
fundamental quark does, and the Polyakov loop potential
shows no phase transtion. The order parameter L[⟨A0⟩]
is a smooth function of temperature similarily to two-
flavour QCD studied in [15]. One may be tempted to
interpret the behaviour in terms of a cross-over; how-
ever, the Wilson loop shows no area law which is in ac-
cord with the behaviour of the Polyakov loop. As for
the Higgs the pure glue sector shows the counting (73).
The part of the potential computed from the massless
fermionic modes satisfies
Trf+spinor lnD/ = 1
2
Trf+spinor lnD2µ = 2 Trf lnD2µ , (75)
and with anti-periodic boundary conditions for the
fermion we get
Vfund−q(ϕ) = −2Vfund(ϕ + 1
2
) , (76)
where Vfund is the potential of one bosonic mode in the
fundamental representation. In the large Nc-limit the
fermionic contributions are suppressed (unless the num-
ber of flavours increases with the number of colours) and
yield a confining theory with a first order phase transi-
tion. At finite Nc, and in particular Nc = 2,3, we expect
a significant influence of the fermions at temperatures
above the chiral symmetry breaking scale. Below this
scale the fermionic contributions are more and more sup-
pressed and we are left with the pure glue counting.
V. RESULTS FOR THE POLYAKOV LOOP
POTENTIAL AND Tc
Here, we compute the Polyakov loop potential within
the FRG, DSE and 2PI representation with the propaga-
tors at vanishing and finite temperatures obtained from
the FRG in [4–6]. There, the finite temperature propa-
gators for all cut-off scales k have been computed on the
basis of a given set of propagators at vanishing temper-
ature and vanishing cut-off scale k = 0. This minimises
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FIG. 6: Zeroth Matsubara mode of the thermal longitudi-
nal gluon propagator from the FRG [4–6] in comparison with
lattice results [13, 32].
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FIG. 7: Zeroth Matsubara mode of the thermal transversal
gluon propagator from the FRG [4–6] in comparison with lat-
tice results [13, 32].
the systematic error of a given approximation: Only the
difference of the k = 0- to the k ≠ 0-propagator and the
thermal to the T =0-propagator, respectively, is sensitive
to the approximation. The results for the Matsubara
zero mode for the longitudinal and transversal propaga-
tor, GL/T , are displayed in Fig. 6 and Fig. 7, respectively,
for some temperatures below and above the phase tran-
sition. They are compared to lattice results [13, 32]. The
FRG results have been obtained in a slightly modified
approximation in comparison to [4, 5], see [6]. We resort
to the additional approximation
Z(p20, p⃗ 2)→ Z(0, p20 + p⃗ 2) , (77)
which has proven to be an accurate approximation in
former studies [6, 30, 31, 39]. For the present purpose of
computing the Polyakov loop potential this is a quanti-
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FIG. 8: Polyakov loop potential for SU(2) obtained from the
FRG.
tatively reliable approximation as the finite temperature
effects in the propagators decay already rapidly for mo-
menta with p2/k2 ≳ (2piT )2 in the FRG computations.
We conclude that already the first Matsubara mode is
close to the zero mode evaluated as in (77). Note how-
ever, that this does not apply to thermodynamical quan-
tities as already pointed out in [4–6], for non-relativistic
analogues see [93, 94].
A. Results from the FRG
As discussed before the flow equation has the minimal
representation for the Polyakov loop potential as it only
requires the propagators in a given background. The
present computations improves upon that in [1, 3] with
the use of the thermal propagators.
In addition, further emphasis is put on the regulator-
independence, see Appendix A. The potential is depicted
for temperatures above and below the critical tempera-
ture for SU(2) in Fig. 8, and for SU(3) in Fig. 9. With-
out loss of generality we shift the potential trivially such,
that V (ϕ = 0) = 0, and divide by the canonical dimen-
sion T 4 to simplify the comparison, as the Weiss potential
in this normalisation is independent of the temperature.
From these potentials the confinement-deconfinement
critical temperatures Tc are determined at
TSU(2)c = 230±23 MeV and TSU(3)c = 275±27 MeV . (78)
The absolute temperatures in (78) are set in comparison
to absolute scales of the lattice propagators with a string
tension
σ = (420 MeV)2 , (79)
which leads to the dimensionless ratios of
TSU(2)c /√σ ≈ 0.548 and TSU(3)c /√σ ≈ 0.655 . (80)
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FIG. 9: Polyakov loop potential for SU(3) obtained from the
FRG.
For SU(3) our result is in quantitative agreement with
the lattice results,
TSU(2)c = 295 MeV and TSU(3)c = 270 MeV , (81)
which yield the ratios
TSU(2)c /√σ ≈ 0.709 and TSU(3)c /√σ ≈ 0.646 . (82)
For a review on lattice results see e.g. [95]. Our relative
normalisation is taken from the peak position of the lat-
tice propagators in [13, 31, 32]. Note however, that this
normalisation has an error of approximately 10% which
is reflected in the errors in (78).
In turn, for SU(2), the critical temperature TSU(2)c is
significantly lower than the lattice temperature in (81).
This is linked to the missing back-reaction of the fluctu-
ations of the Polyakov loop potential, see Section II. In-
cluding the back-reaction in the Landau gauge flow leads
to a transition temperature of
TSU(2)c = 300 ± 30 MeV , (83)
see [46]. More details will be presented elsewhere. This
result agrees quantitatively with the lattice temperature
as well as with the result obtained with flows in the
Polyakov gauge [2] which also reproduced the correct crit-
ical scaling of the Ising universality class.
B. Results from DSE & 2PI
The full computation of the Polyakov loop potential
(32) from the DSE including the two-loop terms requires
the knowledge of the full three-gluon vertex and the full
ghost-gluon vertex in the presence of an A0-background,
see (27) and Fig. 2. Moreover, one has to compute two-
loop diagrams in the presence of such a background.
Here, we present a simple resummation scheme for ef-
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FIG. 10: Gluon vacuum polarisation.
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FIG. 11: Ghost self-energy.
fectively computing these terms in an expansion of the
Polyakov loop potential in full propagators and full ver-
tices. The simplest way to do this is to consider the
2PI-hierarchy in Fig. 3 up to two-loop. As it also pro-
vides some additional information about the resumma-
tion scheme we also present a derivation solely within
the DSE-approach in Appendix D.
The two-loop terms in Φ can be rewritten in terms of
one-loop diagrams with full propagators and gluon vac-
uum polarisation and ghost self-energy, see Fig. 10 and
Fig. 11, respectively. We easily identify the correspond-
ing diagrams in Φ. The first gluonic diagrams in Φ as in
Fig. 3 can be rewritten in terms of (-1/6 of) the gluonic
part of the vacuum polarisation Πa contracted with the
full gluon propagator, which is depicted in Fig. 12.
Then, the last two-loop diagram in Φ, Fig. 3, is rewrit-
ten in terms of the missing ghost contribution to the glu-
onic vacuum polarisation Πa in Fig. 12, and (-1/3) of
the ghost self-energy Πc contracted with the full ghost
propagator, see Fig. 13. Both terms are subtractions to
the 1PI-terms Tr(−1/2ΠaGa +ΠcGc) in the 2PI effective
action, (33). This leads to the final form of the effective
action,
Γ[A0;φ] = SA[A0;φ] − 1
2
Tr logGa +Tr logGc (84)
−2
3
(1
2
Tr ΠaGa −Tr ΠcGc) +∆Γ3[A0;φ] ,
with
∆Γ3[A0;φ] = 1
24
GaS
(4)
aaaaGa +O(α2s) , (85)
comprising the contributions of order α2s in a perturba-
tive 2PI ordering as well as a tadpole contribution. As
mentioned before, a derivation of (84) within the DSE-
approach can be found in Appendix D. In the explicit
computations presented below we will drop ∆Γ3. The
tadpole term is set to zero at T = 0 in standard renor-
malisation schemes as it is a mass-contribution. Its ther-
mal A0-dependent contribution is suppressed by roughly
+
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+
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FIG. 12: Identification of gluonic part of the vacuum polar-
isation in the gluonic two-loop diagrams in the 2PI effective
action depicted in Fig. 3.
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FIG. 13: Identification of the ghost part of the vacuum polar-
isation and the ghost self-energy in the ghost-gluon two-loop
diagrams in the 2PI effective action depicted in Fig. 3.
one order of magnitude, 1/8, relative to the contribu-
tion of the full tadpole in the final expression, see (84).
Moreover, its A0-dependent part solely contributes to the
∆m2(0;A0) defined in (15) which we have consistently
dropped in the explicit computations presented here.
In conclusion, with ∆Γ3 ≈ 0, we have arrived at a rep-
resentation (84) of the effective action which is manifestly
RG-invariant. Indeed, both the first and the second line
are separately RG-invariant. One is tempted to even drop
the second line in (84) in a first computation. However,
even though this should not have a qualitative impact on
the phase transition temperature, it turns out to have a
big impact on the amplitude of the potential. We have
checked this within the flow equation for the Polyakov
loop potential: (84) resembles (38). The first lines agree
up to the normalisation at k = Λ which is trivial. Thus,
we deduce that up to the above normalisation the second
line of (84) is identical to
−2
3
(1
2
Tr ΠaGa −Tr ΠcGc) +∆Γ3[A¯;φ] (86)
= −∫ 0
Λ
dk
k
⨋
p
(1
2
[Ga ∂tΓ(2)a ]aaµµ − [Gc ∂tΓ(2)c ]aa) ,
where the right hand side has the manifest RG-invariance
due to being an integrated flow. We have already dis-
cussed in Section III below (41) that the integrated flow
in (86) is not negligible for the potential even though
it does not play a major roˆle for the phase transition
temperature. We emphasise that a detailed compari-
son of the different approximations is of great interest
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for phenomenological applications in QCD, and in par-
ticular also for approaches to QCD within Polyakov-loop
enhanced low energy models, see e.g. [96–106]. This anal-
ysis is beyond the scope of the present work and will be
presented elsewhere.
Hence, we also consider the second line in (84) and use
the scheme-independence of the result in (84) to further
simplify the computation: With the Dyson equation,
G−1φ = zφS(2)φ +Πφ , (87)
we rewrite the DSE for the effective potential, (32), in
terms of the one-loop diagrams in Fig. 2 and the rest,
βV ∂V [A0]
∂A0
= 1
2
S
(3)
A0aa
Ga − S(3)A0cc¯Gc
+1
3
(1
2
TrGa
∂Πa
∂A0
−TrGc ∂Πc
∂A0
)
−2
3
(1
2
Tr
∂Ga
∂A0
Πa −Tr ∂Gc
∂A0
Πc) . (88)
After performing the Lorenz traces in the second line of
(88), the remaining operator traces are simply of the form
Tr
∂x
∂A0
Z + xZ ′ − z
xZ
, Tr
∂x
∂A0
(Z − z)(Z + xZ ′)
xZ2
(89)
where x = −D2(A0), Z = Z(−D20,− D⃗ 2) are the respec-
tive wave functions, see (11). The abbreviation Z ′ stands
for the the p20-derivative of Z,
Z ′(−D20,− D⃗ 2) = ∂2p0Z(p20,− D⃗ 2)∣p20=−D20 .
Now we minimise the size of the contributions from the
second and third line in (88) close to the transition tem-
perature by using an appropriate RG-scheme, that is an
appropriate renormalisation scale µ2 with z = Z(µ2) at
T = 0. Since we are interested in the physics at temper-
atures at about ΛQCD this already implies µ ≈ 1 GeV.
We can further restrict this choice by demanding that
for p0 = 0 and A0 = 0 we have⎡⎢⎢⎢⎢⎣12 Za + xZ
′
a − za
Za
+ (Za + xZ ′a)(Za − za)
Z2a
−Zc + xZ ′c − zc
Zc
− 2(Zc + xZ ′c)(Zc − zc)
Z2c
⎤⎥⎥⎥⎥⎦x=µ = 0 .
(90)
Eq. (90) minimises the integrand in the momentum in-
tegrals in the second and third line in (88) at the mo-
menta with the largest contributions. In (90) a sum over
the chromoelectric and the two chromomagnetic polari-
sations is understood. For temperatures T ≲ 200 − 300
    1
6
+  (   SA)
 A0
=
1
2
FIG. 14: One-loop truncated DSE for the effective action.
MeV (90) is solved for
µopt ≈ 1.08 GeV . (91)
We also can investigate the µ-dependence of the split-
ting related to the normalisation with z. To that end we
apply the related variation to (90), that is the operator
µ∂µzφi∂φi and obtain from (90)
[1
2
ηa,0(3 − ηa,T ) − ηc,0(3 − ηc,T )]
x=µ = 0 , (92)
with
ηφ,T (p2) = −p∂pZφ(p2)
Zφ(p2) . (93)
Again this yields µ ≈ 1 GeV which entails that the con-
tribution of the second and third line in (88) can be min-
imised for temperatures close to Tc along (90). Note also
that, since the differences are marginal, it can also be
evaluated at T = 0 as a first good approximation. There
we have z = Z(µ2) and (90) simplifies to
[1
2
Za + xZ ′a − za
xZa
− Zc + xZ ′c − zc
xZc
]
x=µ = 0 , (94)
which is satisfied for µ ≈ 1 GeV as well. The constraint
(90) fixes the RG-scale with µopt = 1.08 GeV close to
ΛQCD and piTc in the temperature regime between T =
0− 300 MeV. Moreover, it can be shown that a variation
of µ in this regime by 100% only leads to changes of the
results on the percent level, in particular Tc does not
change at all. For the numerical computations we have
chosen
za = Za(µ2) , zc = Zc(µ2) , at µ = 1.08 GeV . (95)
Note that this RG-scheme effectively normalises the
propagators used in the DSE and 2PI hierachy to one
at the RG-scale, z/(Γ(2)(µ2)/µ2) = 1. At finite tempera-
ture this only holds approximately.
In summary we have derived that for appropriately
chosen RG-schemes with z = Z(µ) the DSE for the
Polyakov loop potential effectively boils down to a simple
one-loop form, depicted in Fig. 14.
In Appendix B the one-loop diagrams in Fig. 14 are
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FIG. 15: Polyakov loop potential for SU(2) from its
DSE/2PI-representation within an optimised RG-scheme.
reduced to
V ′(ϕ) = 1
2
V ′Weiss(ϕ) + ⨋
q
2piT (n + ϕ)
× [zaGL (q + 2piTϕ) + 2 zaGT (q + 2piTϕ)−2zcGc (q + 2piTϕ)] , (96)
where GL, GT , Gc are the propagators for the chromo-
electric gluon, the chromomagnetic gluon and ghost prop-
agators normalised za/c =Za/c(µ2) at vanishing temper-
ature at the point p2 = µ2, and the first term originates
in the gauge mode. The evaluation of (96) leads to the
potential depicted in Fig. 15 for SU(2) and Fig. 16 for
SU(3). From those the confinement-deconfinement crit-
ical temperature is determined at
TSU(2)c = 235±25 MeV and TSU(3)c = 275±25 MeV , (97)
which gives
TSU(2)c /√σ ≈ 0.56 and TSU(3)c /√σ ≈ 0.655 . (98)
These results are in quantitative agreement with the FRG
results, (78), and can be compared with lattice results in
(81) and (82).
We close this chapter with a comparison of the
temperature-dependence of the FRG and DSE/2PI po-
tentials. Note that the DSE/2PI computation presented
here approximately also takes into account the inte-
grated RG-improvement in (86) for temperatures about
the phase transition temperature. Hence, not only Tc
but also the potentials themselves should agree quan-
titatively for temperatures close to Tc. We also re-
mark that for T → 0 the present approximation may
lose its quantitative character as the normalisation of
the ghost and gluon propagators changes rapidly for mo-
menta p2 ≈ (2piT )2 important for the Polyakov loop po-
tential. In Fig. 17 we only show the comparison of the po-
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FIG. 16: Polyakov loop potential for SU(3) from its
DSE/2PI-approach within an optimised RG-scheme.
tentials for SU(2), as that for SU(3) simply follows from
an weighted sum over SU(2)-potentials, cf. Appendix B.
The potentials agree quantitatively to a surprising level
of accuracy which confirms the quantitative nature of
both, FRG and DSE/2PI-computations. For tempera-
tures T /Tc → 0 there is a significant deviation as the
DSE/2PI-approximations used here loses its quantitative
nature. Note that this also holds for the approximation
(40). In turn for T /Tc → ∞ both approaches converge
towards the perturbative potential. The present approx-
imation in the DSE/2PI-approach is easily improved by
taking into account the two-loop terms in (88). The dis-
cussion of the respective results goes beyond the scope of
the present work and will be presented elsewhere.
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FIG. 17: Comparison of the Polyakov loop potential for
SU(2) from the DSE/2PI- with the FRG-approach.
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VI. CONCLUSIONS
We have studied the confinement-deconfinement phase
transition of static quarks with the effective potential of
the Polyakov. The position of the minima signals the
presence or absence of confinement, as they can be re-
lated to the free energy of a single quark. The potential
itself was computed in the background field formalism
in the Landau–deWitt gauge. This allows for the use
of Landau gauge propagators at vanishing background,
which had been obtained previously in the framework of
the FRG [4–6]. The study here was done within differ-
ent non-perturbative functional continuum approaches,
i.e. using FRG-, DSE- and 2PI-representations of the
effective action.
In all variants we find a second order phase transition
for SU(2) and a first order transition for SU(3), as it
is expected from lattice QCD. The corresponding tem-
peratures agree quantitatively for all functional meth-
ods within the estimated error of approximately 10%,
originating in the normalisation of the total momentum
scale. The results including the lattice temperatures
are summarised and discussed in Section V A and Sec-
tion V B. These results are stable w.r.t. the choice of
scaling or decoupling type solutions for the propagators
and, furthermore, to the variation of the regulator in
the FRG approach. The critical temperature for SU(3)
from functional methods agrees quantitatively with the
corresponding lattice temperature. For SU(2) the criti-
cal temperature from functional methods is significantly
lower than the lattice temperature. This is linked to the
missing back-reaction of the fluctuations of the Polyakov
loop potential, see Section II B. Its inclusion leads to crit-
ical temperatures in quantitative agreement with the lat-
tice results and the correct Ising-type critical scaling, see
[2, 46].
The dependence of the Polyakov loop potential on the
individual gluon and ghost modes is easily tractable.
This was exploited to derive a simple criterion for static
quark confinement. For infrared suppressed gluon but
not suppressed ghost propagators confinement is imma-
nent at sufficiently low temperatures. Independent of the
functional approach chosen above, this is due to the fact,
that the two non-suppressed confining ghost modes al-
ways overcompensate the deconfining trivial gluon gauge
mode. As a result of their suppression, the remaining
transversal gluon modes decouple at temperature scales
far lower than the suppression scale and confinement is
realised.
This confinement criterion has also been applied to
general Yang–Mills-matter systems with matter in the
adjoint and the fundamental representation. For matter
in the adjoint representation again an infrared suppressed
gluon is mandatory. Moreover, the criterion is sensitive
to the difference between Higgs phase and confined phase
even though both phases have infrared suppressed gluons.
For matter in the fundamental representation the mat-
ter part of the potential breaks center symmetry. Hence
it is only possible to evaluate the relative importance of
center symmetry modes and center breaking modes.
In summary the work establishes both on the qual-
itative and quantitative level the functional approach
to confinement by means of the Polyakov loop poten-
tial. It only requires the computation and discussion of
background-gauge propagators and hence allows a very
simple access to structural questions such as the confine-
ment mechanism as well to explicit analytic and numer-
ical computations of the phase structure.
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Appendix A: Regulators
The regulator function introduced in the FRG ap-
proach can be chosen freely as long as it fulfills certain
limits. Firstly, it must have the same tensor structures as
the corresponding two-point function. Neglecting those
tensors for the moment, Rk(p) must (i) regulate the prop-
agator in the infrared, (ii) leave the full quantum theory
for vanishing renormalisation group scale k and (iii) sup-
press fluctuations at large scales to reduce to the classical
action. Formally, these requirements are met by
(i) lim
p2/k2→0Rk(p) > 0 , (A1)(ii) lim
k2/p2→0Rk(p) = 0 , (A2)(iii) lim
k2/p2→∞Rk(p)→∞ . (A3)
The full theory is independent of the choice of Rk(p),
however, in truncations this may not be satisfied. This
rules out certain forms of the regulator. Another restrict-
ing factor is the applicability in the computations, as
some regulators are not feasible numerically.
For the thermal gluon and ghost propagators of Yang–
Mills theory, four-dimensional exponential regulators,
R
(0)
k,m(p) = p2rm(p2/k2) = p2 (p2/k2)m−1e(p2/k2)m − 1 , (A4)
with m = 2, have proven to be well suited for numerical
purposes [4–6]. Note however, that for the numerical
computation of the Polyakov loop potential the regulator
must not be too sharp, thus, m ≲ 2, cf. [6].
The regulation of the propagator in the infrared de-
mands that Rk(p) is of approximately the same ampli-
tude than the Γ
(2)
k at each k. This is ensured by a pref-
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actor such, that
RL/T /c,k,m(p) = Z¯L/T /c,kR(0)k,m(p) . (A5)
For the purpose presented here the precise form of Z¯ is
not crucial but lengthy, thus, for the exact definitions we
refer the interested reader to [4–6]. The results presented
in section V A are obtained with regulators (A5).
In order to test the (in)dependence of the Polyakov
loop potential on the choice of the regulator, we have
studied different functions R
(0)
k (p) and prefactors in the
full regulator function. This was done for temperature-
independent propagators, since not all choices of Rk(p)
are viable for thermal effects.
The scale-dependency of the propagators, of both
scaling and decoupling type, was obtained with (A5)
for m = 1,2 [4–6]. These results were, firstly, com-
bined with self-consistent choices in the determination
of the Polyakov loop potentials. Secondly, the Polyakov
loop potential was computed with these propagators but
Rk(p) = R(0)k,m(p) with m = 1,2. Measured on the level
of the confinement-deconfinement phase transition tem-
perature of SU(2), we find good stability w.r.t. the vari-
ation of the regulators and, furthermore, w.r.t. scaling
of decoupling type propagators, as all choices are within
5% deviation. Furthermore, we found that for different
choices of the regulator in propagators and Polyakov loop
potential, namely those which have relative shifts in the
renormalisation group scale, the truncation effects may
grow larger.
Appendix B: One-Loop Diagrams in the DSE for the
Polyakov Loop Potential
The one-loop diagrams are given in Fig. 14. Both cou-
ple the external temporal gluonic background to the fluc-
tuating loop fields. For clarity we consider temperature-
independent propagators first, before we decompose the
tensor structures for the case of non-trivial temperature
dependence of the propagators.
The gluon loop, depicted in Fig. 18(a), involves the
three-gluon vertex with one background leg. At vanishing
fields it is given by
(S(3)A0aa)ρµν = (S(3)aaa)ρµν + 1ξ δ(D¯µD¯ν)δA0 , (B1)
where the second term originates from the background
field dependence of the gauge fixing term, see (5). The
classical vertex is given in Fig. 18(b). For this very defi-
nition it is given by
(S(3)aaa)abcµνρ (p, q, k) (B2)= igfabc (δµν (p − q)ρ + δνρ (q − k)µ + δρµ (k − p)ν) .
At T = 0 the gluon propagator has four degrees of
q + p
p
1
2
q + pA0
pA0
(a)Gluon one-loop
diagram.
a
b c
!
!
!k⇢
pµ
q⌫
(b)Three-gluon vertex.
FIG. 18: Gluon one-loop diagram in the DSE for the Polyakov
loop potential.
freedom, three transversal modes and the longitudinal
gauge mode, thus, at vanishing fluctuation fields and a
constant background we can split the gluon propagator
according to
(GA)µν = (GA)µν + ξD¯µ 1D¯2 D¯ν , (B3)
where the first term is the non-trivial transversal part
D¯µ(GA)µν = 0, whereas the second term represents the
gauge mode. This is a consequence of the correspond-
ing Slavnov–Taylor identitites: The quantum corrections
to the propagator are transversal and, hence, the gauge
sector is unchanged. Together with the background ver-
tex (B1) this leaves us with a contribution of the gauge
sector
1
2
Tr{1
ξ
δ(D¯µD¯ν)
δA¯ρ
ξD¯ν
1
D¯2
D¯µ} = δ
δA¯ρ
1
2
Tr log(−D¯2) ,
(B4)
where the trace on the right hand side does not include
a trace over Lorentz indices and gives 1/2VWeiss, the per-
turbative one-loop potential. The latter is given by
V WeissSU(Nc) = −d − 2pid/2 Γ(d/2)T d N
2
c −1∑
l
∞∑
n=1
cos{2pinνl ∣ϕ ∣}
nd
,
(B5)
where d is the number of spacetime dimensions and νl
are the eigenvalues of the generators of the gauge group
spanned via the Cartan subalgebra. For SU(2) the eigen-
values are νl = 0,1,−1. For SU(3) and the background-
independent propagators one can construct the potential
according to the eigenvalues,
VSU(3)(ϕ3, ϕ8) = VSU(2)(ϕ3) + VSU(2) ⎛⎝ϕ3 + 3
√
ϕ8
2
⎞⎠
+VSU(2) ⎛⎝ϕ3 − 3
√
ϕ8
2
⎞⎠ . (B6)
The non-trivial part of the computation concerns the
transversal part (Ga)µν(p) = Ga(p)Πµν(p), which cou-
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q + p
p
 
pA0
q + pA0
(a)Ghost one-loop
diagram.
a
b c
!
!
!
kµ
pq
(b)Ghost-gluon vertex.
FIG. 19: Ghost one-loop diagram in the DSE for the Polyakov
loop potential.
ples to the standard part of the three-gluon vertex, S
(3)
aaa,
given in (B2). Note that at vanishing temperature the
propagator is O(4)-symmetric, thus, it only depends on
the absolute value of the momentum, not on the spa-
tial and temporal components separately like at non-
vanishing temperature, see (11).
For a purely temporal momentum pA0 the loop dia-
gram in Fig. 18(a) translates to
1
2
⨋
q
za(Ga)µν(pA0+ q)(S(3)aaa)0µν(pA0 , pA0+q,−pA0−q)= ig⨋
q
zaG

a(pA0 + q) (pA0 + q)ρ (δµµ − 1) , (B7)
where due to symmetry only the term ∝ pA0 + q0 =
2piT (nq + ϕ) survives, with q0 = 2piTnq and za accord-
ing to (30).
In (B7) the factor (δµµ − 1) counts the three coincid-
ing transversal modes. For thermal propagators the pro-
jection is such, that it accounts for the chromoelectric
and chromomagnetic modes. Thus, without repeating
the computation along the lines of (B7), we get the final
expression for the loop diagram Fig. 18(a) as
ig⨋
q
2piT (nq+ϕ) (zaGL (2piT (nq + ϕ), q⃗)+2zaGT (2piT (nq + ϕ), q⃗)) , (B8)
with GL and GT being the chromoelectric and chromo-
magnetic gluon propagators with the normalisation at
vanishing temperature given in (30).
Having the similiar structure as the gluon loop, the
ghost loop is given in Fig. 19(a). The first ingredient of
this diagram is the classical ghost-gluon vertex as defined
in Fig. 19(b). It is given by
(S(3)A0cc¯)abcµ (0, q, p) = 2 (S(3)acc¯)abcµ (0, q, p) = 2igfabcqµ .
(B9)
Note that the ghost-gluon vertex involves an additional
factor of 2 compared to the vertex in standard Landau
gauge, due to the appearance of the covariant derivative
0.0 0.2 0.4 0.6 0.8 1.0
!1.5
!1.0
!0.5
0.0
0.5
1.0
1.5
ϕ
all modes at T = 230.3MeV ghosts (2)
3d-transversal gluons (2)
3d-longitudinal gluon gauge mode
FIG. 20: Contributions from individual modes to the
Polyakov loop potential.
D¯µ (instead of a plain derivative ∂µ) in the last term of
(5).
The second component in the ghost loop is the full
ghost propagator. It is a Lorentz scalar, thus, dropping
the colour structure it is simply given by a scalar func-
tion Gc(p0, p⃗). Thus, for trivial and non-trivial implicit
temperature dependence of the propagator, the diagram
attached to a purely temporal gluon field in Fig. 19(a)
reduces to
−⨋
q
zcGc((pA0)0+q0, q⃗)(S(3)Acc¯)ρ (pA0+q,pA0 ,−pA0−q)= −2ig⨋
q
zcGc((pA0)0 + q0, q⃗) (pA0 + q)µ , (B10)
where zc = zc(µ). Due to symmetry, this only leaves the
term
− 2ig⨋
q
zcGc(2piT (nq + ϕ), q⃗) 2piT (nq + ϕ) . (B11)
In combination with the gauge mode, the sum of the
individual contributions yields the final expression for the
DSE of the Polyakov loop potential (96).
Due to the different sign in the ghost loop and the
gluon suppression the potential shows confinement for
small temperatures. The additive contributions of the
different modes, the chromoelectric, chromomagnetic,
gauge modes from the gluon and the ghost modes, are
illustrated in Fig. 20 at a temperature around the phase
transition. For lower temperatures, the ghost contribu-
tions grow stronger and the transverse gluons decrease
further. In contrast, for higher temperatures the propa-
gator approach the perturbative forms, thus, the poten-
tial approaches the (deconfining) Weiss potential (B5).
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Appendix C: Confinement for Mildly Suppressed
Gluons
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FIG. 21: The Polyakov loop potential from its DSE for mildly
suppressed transversal gluons and trivial ghosts shows con-
finement for sufficiently low temperatures.
In this section we confirm the hypothesis made in sec-
tion III in a numerical application for both approaches
DSEs and the FRG. In these computations the ghosts are
left trivial, thus, they give a confining potential which
overcompensates the gauge mode, and both terms sum
up to −1/2VWeiss. We show, that already a soft sup-
pression of transversal gluons yields a decrease of the
deconfining effect such, that confinement is immanent at
sufficiently low temperatures.
For the DSE we choose an ansatz, in which transversal
gluons are suppressed for infrared momenta, thus,
Γ(2)a (p2) = p2 (1 + (p2)κa) ,with κa = −0.2 . (C1)
The full result is given in Fig. 21, where clearly a confin-
ing potential is realised at low temperatures.
In the case of the FRG the suppression must also be
present in the renormalisation group flow along the scale
k. Thus, a qualified ansatz is given by
Γ
(2)
a,k(p2) = (p2 + k2)1+κa ,with κa = −0.2 . (C2)
The result for this ansatz is given in Fig. 22.
From these two examples we can infer, that indeed
a mild gluon suppression is sufficient to yield a con-
fining potential at low temperatures, as we claimed in
section III. Nevertheless, the sum of gluonic, ghost and
gauge modes is non-trivial, thus, we refrain from giving
phase transition temperatures here, as these examples
only serve as a proof of principle and are of no quantita-
tive physical relevance.
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FIG. 22: The Polyakov loop potential from its FRG equation
for mildly suppressed transversal gluons and trivial ghosts
shows confinement for sufficiently low temperatures.
FIG. 23: Three gluon vertex correction from the two-loop
diagram
Appendix D: Direct resummation of the
DSE-hierachy
In this appendix we provide the necessary steps for de-
riving (84) solely within the DSE-approach. Note that
this simply amounts to using the ghost and gluon gap
equations in the DSE hierarchy which is trivially im-
plemented in the 2PI-approach. To that end we have
to rewrite the two-loop diagrams in (27), Fig. 2. Simi-
larly to the 2PI argument leading to (84) this diagram
can be turned into a one-loop form within a resumma-
A0
A0
A0
=  A0 +2 
FIG. 24: Approximation of the substructure of the dashed
box in Fig. 23.
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A0
A0
+' 1
2
 A0
FIG. 25: Approximation for the three-gluon vertex of Fig. 24.
A0A0
 1
2
  A0⇧gluea +
FIG. 26: Identification of the gluon vacuum polarisation in
the two-loop diagram of the DSE.
tion scheme which neglects some order α2s-corrections to
full vertices but takes into account full propagators. In
the following we explicitly perform this analysis for the
gluon two-loop diagram, the same steps can be trivially
taken over for the ghost two-loop diagram: First, we
note that the two-loop diagram has no contributions from
the gauge fixing vertices proportional to 1/ξ which con-
tributes in the one-loop diagram, see Appendix B. The
reason is that the full and renormalised classical vertices
involve more than 2 fluctuating fields a. Moreover, the
two-loop contribution can be seen as a vertex-correction
diagram to the gluonic one-loop diagram, see Fig. 23.
The vertex correction can be rewritten in terms of a
1
2
 1
6
+
1
3
=
+
1
6
=
1
2
=
1
2
+
1
2
 1
3
 A0
 A0⇧
glue
a
 A0⇧
glue
a
⇧gluea
⇧gluea
FIG. 27: Approximation of glue part of the DSE for the
Polyakov loop potential.
total A0-derivative, a three-gluon vertex diagram and a
term which resembles (minus) the vertex correction, see
Fig. 24. The only difference is that the A0 leg is attached
to the full vertex. Since the two fluctuating fields are
attached to the additional propagator in the two-loop
diagram, the original diagram and this one differ in order
α2s in the vertex. Hence, in the present approximation we
identify it with (minus) the vertex correction. We also
note that strictly speaking the last diagram in Fig. 24
only involves the A0-vertex originating in SA. However,
the gauge fixing part does not contribute anyway as the
vertex is contracted with two transversal propagators.
Hence, for the sake of simplicity we will always use the
full A0-vertices, but the gauge-part is projected out in
the diagrams.
Moving the vertex correction to the left hand side side
leads to the form Fig. 25 of the vertex correction, up to
the vertex correction-terms of order α2s. The first term on
the right hand side of Fig. 25 is (minus) the three-gluon
vertex part of the gluonic part Πgluea of the gluon vac-
uum polarisation Πa, see Fig. 10. We rewrite it accord-
ingly and the right hand side takes the form displayed in
Fig. 26,
− 1
3
∂A0Π
glue
a + diagrams . (D1)
Upon closing the open a-lines in Fig. 26 with the remain-
ing gluon propagator the corresponding one-loop sub-
diagrams constitute Πgluea up to a factor 1/2 in the tad-
pole diagram. As for the 2PI-derivation we drop this
diagram. Inserting Fig. 26 into Fig. 23 we are led to
Fig. 27.
Similar steps as above can be done for the ghost two-
loop diagram. Here we simply note that the two ghost
terms in the DSE Fig. 2 can be rewritten as displayed
in Fig. 28. The first term on the rhs in Fig. 28 is the
A0-derivative of the Tr logGc-term in (84). In turn, the
two remaining terms equal
δ
δA¯0
[−2
3
(1
2
Tr Πghosta Ga −Tr ΠcGc) +O(α2s)] . (D2)
This is most easily seen by just comparing the perturba-
tive two-loop diagrams in both expressions.
In summary the gluonic and ghost terms in the DSE
add up to the total A0-derivative (84).
=  + +  +  A0⇧c
FIG. 28: Approximation of ghost part of the DSE for the
Polyakov loop potential.
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