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We implement the GW space-time method, in which the Greens function G and the screened
Coulomb interaction W are efficiently represented in the real-space and imaginary-time domain at
finite temperatures, paying particular attention to controlling systematic errors of the representa-
tion. Having validated the technique by the canonical application to silicon and germanium, we
apply it to calculation of fundamental band gaps in hexagonal solid hydrogen with the bare Greens
function obtained from the local density approximation (LDA) and the interaction screened within
the random phase approximation (RPA). The results, obtained from the asymptotic decay of the full
Greens function without resorting to analytic continuation, predict that the solid hydrogen above
200 GPa can not adopt the hexagonal-closed-pack (hcp) structure. The ability of the method to
store the full G and W functions in memory with sufficient accuracy is crucial for its subsequent
extensions to include higher orders of the diagrammatic series by means of diagrammatic Monte
Carlo algorithms.
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I. INTRODUCTION
The metallization of low-temperature high-pressure
solid hydrogen is a challenging and controversial prob-
lem in the field of condensed matter physics, materials
science, and high-pressure physics. It has been the sub-
ject of wide range of studies since 19351 by experiment,
theory and more recently computational techniques. The
main interesting exotic features of metallic hydrogen
are related to the room-temperature superconductivity2,
which was predicted based on the phonon mediated the-
ory of superconductivity, a possibility of new phase of
superfluid liquid metallic ground state3,4, and the im-
portance of metallic solid hydrogen in astrophysics5–7.
Determining the metallization mechanism and metalliza-
tion pressure of solid hydrogen is still an open problem.
Experiments including Infrared (IR) and Raman
measurements indicate the existence of several low-
temperature phases. Phase I, which is stable up to
110±5 GPa, is a molecular solid composed of quantum
rotors arranged in a hexagonal close-packed (hcp) struc-
ture at 5.4 GPa8. Changes in the low-frequency regions
of the Raman and IR spectra imply the existence of phase
II, also known as the broken-symmetry phase, above
110±5 GPa. The appearance of phase III at ∼150 GPa is
verified by a large discontinuity in the Raman spectrum
and a strong rise in the spectral weight of the molecu-
lar vibrons5,9. Phase IV, characterized by two vibrons
in its Raman spectrum, was discovered at 300 K and
pressures above 230 GPa10–13. A new phase has been
observed at pressures above 200 GPa and temperature
of 480 K14. The experimental results15 indicate that H2
and hydrogen deuteride at 300 K and pressures greater
than 325 GPa transform to a new phase, characterized
by substantial weakening of the vibrational Raman ac-
tivity. Recent single-crystal X-ray diffraction study of
solid hydrogen at pressures of up to 254 GPa divulges the
crystallographic nature of the transition from phase I to
phases III, and indicates that hydrogen molecules remain
in the hexagonal close-packed (hcp) crystal structure16.
Going beyond the hydrostatic pressure of 400 GPa,
at which hydrogen is predicted to become metal17–19,
is a very challenging task. Experimentally, it is not
clear whether or not the low-temperature phase III is
metallic, although the existence of semimetallic molec-
ular hydrogen at pressure above 350 GPa has been
observed19. Metallization can take place either via a
structural transformation or via band gap closure. The
possible structural transformations, which is expected
to cause the metallization, are insulator-molecular to
metallic-molecular and insulator-molecular to metallic-
atomic phase transitions10,20. The recent Infra-red (IR)
measurements suggest that metallization of hydrogen
proceeds within the molecular solid21.
For ab-initio electronic structure calculations of high-
pressure solid hydrogen the geometry of the system,
which is experimentally not well identified for pressures
above 120 GPa, substantially affects the results. From
the computational point of view, many properties of
solid hydrogen including free energy phase diagram, crys-
tal structure, lattice dynamics, and electronic band gap
were studied using density functional theory (DFT)22–33
and quantum Monte Carlo (QMC) methods20,34–37.
The DFT random structure searching method using
Perdew-Burke-Ernzerhof (PBE)38 exchange-correlation
(XC) functional22,23 predicts several structures for the
pressures above 100 GPa, which all adopt a form of dis-
torted hexagonal symmetry. Almost all the predicted
properties by DFT based methods for high-pressure hy-
drogen strongly rely on the XC approximation. The
single-particle DFT based methods are not accurate for
electronic band gap calculation39, and going beyond DFT
for obtaining the fundamental and optical band gaps is
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Several structures with different symmetries, such as
C2/c, Pbcn, Pc, P61/22, and Cmca, and different num-
ber of atoms per primitive cell, were predicted as poten-
tial candidates for the phase III22. The energy differ-
ence between the predicted structures, within the stud-
ied pressure range, is ∼ 30 meV/atom, which is be-
low the chemical accuracy and beyond the accuracy of
widely used XC-DFT approximations. All of the pre-
dicted structures are obtained using only PBE-XC ap-
proximation and there is no evidence if structure search
technique with other XC approximation produces the
same results. Also, it has been demonstrated that the
PBE-XC functional is poor at describing the relative en-
ergies of configurations and the properties of the molec-
ular bond28. Computational x-ray diffraction patterns
of molecular structures at room-temperature are also
very different from the crystal structures which are pre-
dicted by structure searching based on the static enthalpy
minimization40. There is a lack of experimental sup-
port for the predicted structures. Hence, In this work
we focuse on the hexagonal structure which is reported
by experiment16.
The diffusion quantum Monte Carlo (DMC) and vari-
ational quantum Monte Carlo (VMC) methods can be
used to estimate the excited states and energy band gap.
By their definition, DMC and VMC techniques are pri-
marily zero temperature ground state methods, and also
are affected by single-particle and many-body finite-size
(FS) errors41,42. Especially, DMC calculations of excita-
tions in solids is challenging because of a 1/N effect: the
fractional change in the total ground state energy due
to the presence of a one- or two-particle excitation is in-
versely proportional to the number of electrons N in the
simulation cell. Additionally, because of large number
of atoms per primitive cell in almost all of the predicted
structures for solid hydrogen, controlling the FS errors
in DMC calculations for high-pressure solid hydrogen is
a challenging task.
A more efficient approach to excited state properties is
provided by the many-body perturbation theory within
the GW approximation. In principle, the QP energies can
be obtained using the full self-consistent GW method in
which G is determined self-consistently from Σ = GW,
which in turn produces G43,44. It was shown that the
valence bandwidth of the homogeneous electron gas ob-
tained by full self-consistent GW method is ∼ 15% wider
than the non-interacting case45, and also it overestimates
the valence bandwidth of Ge and Si crystals46. The dif-
ficulties of the full self-consistent GW method in gener-
ating QP levels, specially in challenging materials such
as oxides MnO and NiO, can be overcome by an ansatz
of quasiparticle self-consistent GW approximation47,48
(QSGW). The first principle QSGW method is a pertur-
bation theory, which uses a single particle Hamiltonian
with exchange-correlation potential derived from the self-
energy at each iteration step of the self-consistent loop,
which makes it independent of DFT exchange-correlation
potential. It was shown that the QSGW approach accu-
rately predicts excited-state properties of large number
of weakly and moderately correlated systems49,50. To in-
vestigate the accuracy and efficiency of pseudopotential
(PP) approximation in GW calculations for sp semicon-
ductors, the results of all-electron GW method with the
full-potential linear muffin-tin orbitals and full-potential
linear augmented plane-wave were compared with GW
PP approach51.
Applying the finite temperature Green’s function for-
malism to real systems within the ”chemical accuracy”
is a formidable task, because the eigenvalue spectrum
of realistic Hamiltonians is wide. In this work we im-
plement the space-time GW method52–56 in which the
many-body quantities including the Green’s function G
and screened Coulomb interaction W, are defined in real
space and imaginary time. In our implementation, de-
pending on the computational step, we choose the most
efficient representation, either imaginary time or imagi-
nary energy on the one hand and reciprocal space or real
space on the other hand. The fast Fourier transforms
(FFTs) are frequently applied for switching between rep-
resentations. We work on imaginary axis which helps
us to operate with smooth decaying quantities with fast
convergence. Functions on the imaginary time axis are
represented using two different techniques. In the first
one we use sampling on a logarithmic grid, which is close
to the so-called power mesh concept46, for which the FT
to the imaginary frequency domain is performed by first
interpolating a function to homogeneous grid and then
by an FFT call. The second method utilizes the Cheby-
shev polynomial representation, with a framework for FT
build in57,58.
Traditionally, the quasi-particle excitation energies are
extracted by performing analytic continuation of the self-
energy to the real frequency domain, which is an ill-
defined numerical problem. However, the representation
in terms of Chebyshev polynomials allows us to capture
the Greens function asymptotic behavior at long imag-
inary times in a controlled way and use it to robustly
extract quasi-particle energies without resorting to ana-
lytic continuation. To the best of our knowledge, this is
the first time that the sampling of imaginary time G in
periodic systems is completed via Chebyshev-grid.
We perform ’one-shot-GW’, meaning that G and W are
constructed from the local-density approximation (LDA)
potential, that produce the self energy Σ = GLDAWLDA.
The quasiparticle energies are also approximated as a
perturbation correction to the LDA from the matrix ele-
ments of the diagonal parts of Σ−V LDAxc , as explained in
the next section. Our GW calculations use the pseudopo-
tential (PP) approximation. The main goal of the current
study is to determine the direct and indirect band gaps
of hexagonal solid hydrogen which has no core electron,
and therefore inaccuracies and errors due to use of PP
approximation are negligible. Also, solid hydrogen is the
simplest crystal without complexities of transition metal
oxides. Therefore, the ’one-shot-GW’ method could be
3the right tool for this work. In our method the G and
W functions are represented and stored in memory in
full, which makes it amenable to immediate extension to
higher orders of the diagrammatic expansion by means of
stochastically sampling the series by the well-established
DiagMC technique59–65. Hence, our work sets the foun-
dation for future methodological developments address-
ing the accuracy of the GW approximation itself, for
which the algorithmic framework (DiagMC) is already
established.
We first calculate the electronic band structure and en-
ergy band gaps of two well-studied systems of Si and Ge
crystals, and we compare the outcome of our GW sim-
ulation with experiment and previously published data.
Within the GW approximation, we investigate the nu-
merical accuracy of the method by considering different
implementations of representing the objects and arrive
at an optimal representation where numerical errors are
well under control by means of appropriate extrapola-
tions, which we carefully perform. We then study the
energy band gap of hexagonal solid hydrogen as func-
tion of pressure. We calculate the direct and indirect
band gaps of hcp and P63/m phases, and compare our
results with available experiments and other many-body
techniques. We speculate the fundamental role of lattice
dynamics and vibrons in reducing the band gap, and we
conclude that the solid hydrogen above 200 GPa can not
adopt the hcp crystal structure.
The paper is organized as follows; the section II consist
of two parts. The first part II A describes the concept
and detailed aspects of our implementation of the GW
space-time method. We discuss the analytic continuation
for the self-energy, mesh-discretization, determination of
the quasiparticle (QP) energies, and our approach for
energy band gap calculation. In the second part II B, we
discuss numerical details of DFT and GW calculations.
In the first part of section III we test and validate our
approach by obtaining results for the standard cases of
Silicon and Germanium, for which there are wealth of
both theoretical and experimental results. In the second
part of section III, we present and explain our results for
the hexagonal solid hydrogen, and we compare our data
with experiment. The section IV concludes the paper.
II. COMPUTATIONAL DETAILS
A. The GW space-time method
In the GW space-time (GWST) method, the Green’s
function (G), polarizability (P), dielectric function (ε),
dynamically screened Coulomb interaction (W), and self-
energy (Σ) are defined and stored in real space and imag-
inary time, typically on appropriate grids. The non-
interacting Green’s function GDFT (rr
′τ) is constructed
as follows:
GDFT (rr
′τ) =
∑
k
G0k(τ)ψk(r)ψ
∗
k(r
′) (1)
with the Green’s function in the Kohn-Sham (KS) basis
G0k(τ):
G0k(τ) = θ(−ξk)fβ(ξk)eξkτ + θ(ξk)(1− fβ(ξk))e−ξk(β−τ)
(2)
where the text k stands for combined band/k-point in-
dex k = {l,k}, and f is the Fermi distribution func-
tion. Plane-wave (PW) density functional theory (DFT)
is employed for obtaining the KS band energies ξk, and
wavefunctions ψk(r).
Next, the random phase approximation (RPA) irre-
ducible polarizability is calculated in real space and Mat-
subara time:
P (rr′τ) = GDFT (rr′τ)G∗DFT (rr
′,−τ) (3)
and then Fourier transformed to the reciprocal space
P (rr′τ) → P (qGG′τ), where q and G are Brillouin
zone quasimomentum and reciprocal lattice vertices cor-
respondingly. The P (qGG′τ) is further transformed to
the imaginary frequency domain either through the se-
ries of interpolations when using logarithmic grids, or via
transforming to an intermediate Chebyshev representa-
tion, which acts as a proxy between two domains (see
Sec. II B).
The frequency-dependent polarisability is used to con-
struct the inverse dielectric function:
ε−1(qGG′, iω) =
[
δGG′ − P (qGG
′, iω)
|q +G||q +G′|
]−1
(4)
The inverse FT ε−1(qGG′, iω) → ε−1(qGG′, τ) is done
in the similar way as the direct one for polarisability. The
screened Coulomb interaction is obtained by:
W (qGG′τ) =
∑
qGG′
4pi
Ω
ε−1(qGG′, τ)
|q +G||q +G′| (5)
where Ω is the volume of unit cell, and then
Fourier transformed to the direct space W (qGG′τ) →
W (rr′τ). From that the self-energy operator Σ(rr′τ) =
−G(rr′τ)W (rr′τ) and its expectation values (matrix el-
ements) Σlmk(τ) = 〈ψlk|Σ(rr′τ)|ψmk〉 are computed.
Finally the last Fourier transform for self-energy is per-
formed: Σlmk(τ)→ Σlmk(iω).
We use two methods to extract the quasi-particle
exciation energies. The first, traditional one relies
on analytic continuation of the self-energy diagonal
Σllk(iω) → Σllk(ω), which is done by fitting to a mul-
tipole model53–55. The quasi-particle (QP) energies are
found as solutions of self-consistent quasi-particle equa-
tion:
ξqplk = ξlk + Re[Σllk(ω = ξ
qp
lk )− vxclk ] (6)
where vxclk stands for exchange-correlation potential of the
KS scheme.
Analytic continuation is not always reliable since its ac-
curacy is generally uncontrollable. However, the problem
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FIG. 1. (Color online) Actual and fitted Gk of eq. 7 at all
irreducible k-points as a function of τ for Si. Different plots
correspond to different number of Chebyshev polynomials.
of determining the band gap does not require additional
approximations, as the energy excitations nearest to the
Fermi energy can be found from the asymptotic decay of
the full Greens function at long imaginary times:
Gk(τ)→ aekeξ
e
kτ + ahke
−ξhk(β−τ), (7)
τ  [ξe]−1, [β − τ ] [ξh]−1
where a
e(h)
k are some constants and ξ
e(h) are the energies
of electron(hole)-like excitations. The quantity Gk cor-
responds to the following sum over band indices of the
Green’s function matrix:
Gk(τ) =
∑
lm
Glmk(τ) (8)
Finally, the matrix Glmk is obtained first by solving the
matrix Dyson equation:
Gˆk(iω) =
[
iω1ˆ− (Σˆk(iω)− vˆxck )
]−1
. (9)
with the subsequent Fourier transform Gˆk(iω)→ Gˆk(τ).
’Hats’ specify objects, which are matrices in the band
index.
The nonlinear dependence on ξ parameters in eq. 7 can
be extracted as a linear one out of the slope of log[G(τ)].
Although the GWST scheme has an advantage that the
full non-diagonal (in band index) self-energy is easily ac-
cessible, in this work however, only the diagonal part
is assumed to be non-zero, in what is called the band-
diagonal approximation. This is known to work well for
Si and Ge. An example of the fitting procedure above is
shown in Fig. 1.
The advantage of this technique is that the QP ener-
gies are obtained directly without the uncontrolled an-
alytic continuation procedure and the subsequent need
for solving the quasiparticle equation 6. We compare the
energy band gaps of bulk Si and Ge which are obtained
using both techniques. In the rest of this work, the re-
sults from analytical continuation of Σ and equation (6)
are named G0W
AC
0 , and the QP-energies that are found
from eq. 7 are labelled as G0W
GF
0 .
B. Numerical details
The single-particle Kohn-Sham orbitals for Si crystal
with lattice-parameters of a = 10.20a.u are obtained
using the local-density-approximation (LDA) XC DFT
functional with energy cutoff 60 Ry, and 200 unoccu-
pied energy bands. For Ge, with lattice parameter of
a = 10.69a.u, we used LDA Norm-Conserving pseudopo-
tential with four valence electrons, which was generated
with a Scalar-Relativistic Calculation66.
For the solid hydrogen, we considered two molecular
structures with hexagonal crystal structure and symme-
try of P63/m−16 and hcp (P63/mmc−4). The number
after hyphen indicates the number of hydrogen atoms in
the primitive cell used in our calculations. DFT phase
diagram suggests that the P63/m − 16 with c/a < 1, in
which the c and a are the lattice parameters in the z and
xy−plane directions, is the best candidate for the phase
I22. The recent X-ray experiment indicates the stability
of the hcp phase with c/a > 1 up to 254 GPa16. Our
DFT calculations were carried out using the latest ver-
sion of the Quantum-Espresso (QE) suite of programs67
and the Becke-Lee-Yang-Parr (BLYP)68 XC-DFT func-
tional. We used a basis set of plane waves with an energy
cutoff of 100 (Ry). For the geometry and cell optimisa-
tions a 16 × 16 × 16 k-point mesh is employed. For the
GW calculations, we used a real space grid with number
of grid points Nr = 16
3, which gives an average absolute
error in wave function norm around 10−15, and recipro-
cal space mesh with number of grid points of Nk = 4
3.
In all the calculations the QE-tabulated standard norm-
conserving pseudopotential is used.
The main quantities in GWST are nonlocal operators
in spatial arguments, decay by increasing the distance
between r and r′. Apart of W(r, r′), the nonlocality is
short range and it decays faster than 1/|r−r′|2. Following
the original nomenclature53,55, we define the first argu-
ment of a two-point function within the unit cell (UC),
while the second one within the so-called interaction cell
(IC). The size of interaction cell is defined by the k-point
grid as its inverse Fourier transform domain. The crystal
symmetries are used to reduce the computational costs
and data storage requirements.
Logarithmic Matsubara time mesh. We use the full
[0, β] interval for sampling imaginary time, while imag-
inary frequency range is in principle unbound and the
corresponding grid needs to be truncated, with an appro-
priate account of high-frequency asymptotic. The log-
arithmic sampling used for time axis is denser around
ends of the time interval, aimed at resolving effects of
high-energy empty states. Therefore these regions are
sampled well at any other numerical parameters. How-
5ever, any FT needs a set of interpolations to linear grids.
This can introduce irregular numerical errors, especially
in the poorly sampled Matsubara time region away from
the [0 : β] boundaries. This problem can be avoided by
using the so-called ”uniform power mesh”46,71, which is
a mixture of both uniform and logarithmic grids. We,
however appeal to an alternative and more systematic
scheme, the Chebushev polynomial representation.
Chebyshev polynomial representation provides an eas-
ily controllable way of storing and manipulating corre-
lation functions in both time and frequency domains, as
well as the Fourier transform algebra for switching be-
tween them. The concept is essentially that of represent-
ing a continuous function as an expansion in an orthonor-
malized basis of polynomials, with the error controlled by
the number of basis functions Nch used in the represen-
tation:
F (τ) =
Nch−1∑
l=0
FlTl(τ), (10)
F (iω) =
Nch−1∑
l=0
FlTl(iω), (11)
Tl(iω) =
∫ β
0
dτTl(τ)e
iωτ (12)
Once the coefficients Fl are obtained and the polynomial
basis functions Tl(τ) or Tl(iω) are tabulated, computing
the Fourier transform is trivial.
This framework has been discussed and developed for
Greens functions in refs.57,58. It was shown that, for a
basis truncated at the first Nch polynomials, the optimal
time mesh for sampling F (τ) in the calculation of Fl,
must include exactly Nch points:
τ¯αn = τ
[
cos
(
pi
2n+ 1
2N
)]
, n = 1..Nch − 1 (13)
which are the roots of next-order polynomial TNch(τ)
with an advantage that Tl(τ) functions for l < Nch are
linearly independent, thus serving as a basis in the Mat-
subara time domain. The τ on the right-hand side is a
map from [−1 : 1] to [0 : β], i.e., τ [x] = β(x+ 1)/2. In a
similar fashion, imaginary frequency sampling is chosen
as roots of the Fourier transform counterpart TNch(iω),
with minor difference for Bosonic and Fermionic cases58.
The disadvantage of this framework is in the fact that
the more Chebyshev points/polynomials are needed for
resolving the effects of states far away from the Fermi
level, which typically results in steep decay around edges
of the imaginary time interval. This behaviour can make
problematic the treatment of core states or extremely
high-energy empty states, if included. Having 200 bands
for Si, we have to use 250 polynomials and only about 100
points in the logarithmic mesh to achieve negligible dis-
cretisation errors. However, the advantage of Chebyshev
polynomial framework is that once the result is converged
with Nch, the error of the FT is automatically negligi-
ble. Second, all time/frequency dependent functions are
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FIG. 2. Convergence of the Γ25v → X1c band gap with the
number reciprocal and real space grid points with its linear fit.
The inset shows the convergence with the number of k-points
at Nr →∞.
well represented in all regions of time/frequency axis uni-
formly, which is essential for obtaining energies from the
asymptotic behavior eq. 7. Finally, the Fourier transform
G(iω) → G(τ) generally requires a careful treatment of
the high-frequency tail due to the slow convergence of
the truncation error, but in the Chebyshev polynomial
representation the correct asymptotic is build in auto-
matically.
III. RESULTS AND DISCUSSION
A. Silicon and Germanium
For accurately controlling the systematic errors, we
have investigated the convergence of calculated band
gaps as function of size of interaction cell (Nk) and
number of points in sampling of the unit cell Nr using
logarithmic-grid (Table I) and Chebyshev-polynomials
(Table II) representation of the imaginary-time depen-
dence. Table I lists the Γ25v → X1c energy band gaps
of Si and Ge which are calculated using G0W
AC
0 and
G0W
GF
0 approaches. We used four reciprocal space
meshes (k-mesh) with number of mesh points of Nk =
23, 43, 63, 83, and three real space mesh with number of
grid points of Nr = 8
3, 103, 123. This convergence pat-
tern is visualised for Si in Fig. 2.
The Γ25v → X1c energy band gap of Si and Ge which
is obtained by logarithmic-grid and G0W
GF
0 is slightly
larger than G0W
AC
0 with the same grid. The differ-
ence between ”AC” and ”GF” energy band gaps which
are obtained by Chebyshev polynomials is smaller then
the same difference that is calculated by logarithmic-
grid. For instance, comparing the largest simulation
of Nk = 8
3 k-mesh and Nr = 12
3, the difference be-
tween ”AC” and ”GF” band gaps is 67 meV and 45
meV by logarithmic-grid and Chebyshev polynomials, re-
6Si-G0W
AC
0
k-mesh Nr = 8
3 Nr = 10
3 Nr = 12
3 Nr →∞
Nk = 2
3 1.325 1.349 1.358 1.3723(5)
Nk = 4
3 1.355 1.375 1.383 1.3964(9)
Nk = 6
3 1.360 1.379 1.387 1.3994(6)
Nk = 8
3 1.365 1.384 1.391 1.404(1)
Nk →∞ ... ... ... 1.410(5)
Si-G0W
GF
0
Nk = 2
3 1.324 1.348 1.358 1.3725(4)
Nk = 4
3 1.411 1.433 1.442 1.4553(5)
Nk = 6
3 1.425 1.446 1.455 1.4677(2)
Nk = 8
3 1.432 1.452 1.458 1.470(2)
Nk →∞ ... ... ... 1.51(1)
Ge-G0W
AC
0
k-mesh Nr = 8
3 Nr = 10
3 Nr = 12
3 Nr →∞
Nk = 2
3 1.193 1.215 1.223 1.236(1)
Nk = 4
3 1.216 1.235 1.242 1.253(1)
Nk = 6
3 1.221 1.239 1.246 1.2569(7)
Nk = 8
3 1.231 1.248 1.256 1.2663(3)
Nk →∞ ... ... ... 1.272(6)
Ge-G0W
GF
0
Nk = 2
3 1.159 1.181 1.189 1.202(1)
Nk = 4
3 1.253 1.273 1.281 1.2931(6)
Nk = 6
3 1.266 1.284 1.293 1.3039(7)
Nk = 8
3 1.281 1.298 1.306 1.3163(3)
Nk →∞ ... ... ... 1.36(1)
TABLE I. Γ25v → X1c energy band gap of Si and Ge obtained
using G0W
AC
0 and G0W
GF
0 at k-mesh of Nk = 2
3, 43, 63, 83
and real-space-mesh with number of grid points (Nr) of 8,
10, and 12 at each direction. The logarithmic grid with a
linear fitting to infinite real and reciprocal system size, where
asymptotic standard errors are included, is used.
Si-G0W
AC
0
k-mesh Nr = 8
3 Nr = 10
3 Nr = 12
3 Nr →∞
Nk = 4
3 1.318 1.321 1.322 1.3238(2)
Nk = 6
3 1.325 1.328 1.329 1.3308(2)
Nk = 8
3 1.331 1.333 1.334 1.3352(1)
Nk →∞ ... ... ... 1.346(2)
Si-G0W
GF
0
Nk = 4
3 1.352 1.355 1.357 1.3588(5)
Nk = 6
3 1.367 1.370 1.371 1.3728(2)
Nk = 8
3 1.375 1.378 1.379 1.3808(2)
Nk →∞ ... ... ... 1.402(1)
TABLE II. Similar calculations to table I for Si, but Cheby-
shev polynomials is used. The number of Chebyshev polyno-
mials is 250.
spectively. The band gaps which are obtained by both
schemes are in good agreement with previously reported
data51.
Figure 3 illustrates the electronic band structures of Si
and Ge which are calculated by LDA and G0W0. The
G0W
AC
0 fundamental band gap of Si and Ge is 1.39, and
0.86 eV, respectively. The fundamental band gap of Si
and Ge obtained by G0W
GF
0 is 1.46, and 0.94 eV, respec-
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FIG. 3. (Color online) Band structure of Si and Ge at room
temperature obtained by LDA (dashed line) and G0W0 (solid
line). The 8 × 8× k-mesh and Nr = 123 real-space grid is
used. The LDA fundamental gap for Si and Ge is 0.54, and
0.24 eV, respectively. The G0W
AC
0 and G0W
GF
0 fundamental
gap for Si is 1.39, and 1.46 eV, respectively. The G0W
AC
0 and
G0W
GF
0 fundamental gap (direct gap at Γ) for Ge is 0.86, and,
0.94 eV respectively.
tively. The experimental energy band gap of Si and Ge
is 1.17 and 0.7851, respectively. The calculated Si energy
band gap is in excellent agreement with the one reported
in original representation of GWST method53,55.
B. Solid Hydrogen
All the following G0W0 QP-energies results are ob-
tained using our G0W
GF
0 technique. Two hexagonal
structures of hcp and P63/m with c/a > 1 and c/a <
1, respectively, are studied. Recent X-ray diffraction
experiment16, observed three Bragg peaks which are con-
sistent with an P63/mmc structure with c/a ratio close
to c/a =
√
8/3, and therefore the structure of stud-
ied system was reported as an isostructural hcp. The
X-ray diffraction measurement can not provide enough
information for determining the molecular orientation.
Whereas, in DFT simulation we can observe a much
more complicated structure which has orientational or-
der with a larger primitive unit cell. The stability of
P63/m structure, which has the largest energy band gap
among other DFT-predicted solid hydrogen molecular
structures, was suggested by hybrid-functional DFT and
DMC simulations30,34. Comparing the GW direct and
indirect band gaps of these hexagonal structures with ex-
periment can yield essential information about the met-
allization of them within the pressure range of phase III.
The electronic band structure of hcp and P63/m struc-
tures, which we calculated using DFT-BLYP, are illus-
trated in figure 4. The indirect DFT-BLYP energy band
gap of hcp and P63/m at P∼ 100 GPa are, 0.56 and
4.46 (eV), respectively. There are three high-symmetry
k-points of Γ, A, and M which play the crucial role
in the process of band gap closure. We calculated the
QP-energies at high-symmetry k-points of A (center of
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FIG. 4. (Color online) The DFT-BLYP band structure of
hcp (top panel) and P63/m (bottom panel) solid hydrogen
with two and eight H2 molecules per primitive unit cell, re-
spectively.
k-point hcp P63/m Gap hcp P63/m
Γ1v -3.28 -3.17 Γ 5.28 8.75
Γ1c 1.90 5.58 ... ... ...
M1v -3.11 -0.79 M 15.52 9.16
M1c 12.41 8.37 ... ... ...
A1v -13.27 -4.03 A 32.95 10.43
A1c 19.68 6.40 ... ... ...
L1v -4.76 -4.64 L 12.34 15.56
L1c 7.58 10.92 ... ... ...
TABLE III. Room temperature G0W0 QP-energies and op-
tical band gaps of hcp and P63/m structures at ∼ 100 GPa.
The fundamental electronic band gaps of hcp and P6 − 3/m
structures are 2.75, and 6.37 eV, respectively. Energies are in
eV and with respect to the EF .
a hexagonal face), M (center of a rectangular face), and
Γ (center of the Brillouin zone) for the top of valence
band and the bottom of conduction band. Table III com-
pares the room-temperature G0W0 QP-energies of hcp
and P63/m structures at pressure ∼ 100 GPa. For both
structures the optical band gap, which is larger than in-
direct (thermal) gap, occurs at Γ point.
By increasing the pressures the thermal gap closes be-
fore the optical gap. Experimentally, it is difficult to
optically measure the thermal band gap due to small-
ness of phonon-driven transition which is responsible for
absorption. Most of the previous works focused on the
metallization of solid hydrogen by indirect band gap clo-
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FIG. 5. (Color online) G0W0 band structure of P63/m
structure at 100-400 GPa. The bands are calculated for the
high-symmetry k-points which are responsible for the band
gap closure.
sure. We calculated both the fundamental and optical
band gaps at high-symmetry k-points. The fundamental
band gap of the hcp and P63/m structures at pressure
∼ 100 GPa is 2.75, and 6.37 eV, respectively. The in-
direct energy band gap reduction per pressure is ∼ 0.02
eV/GPa. Increasing the pressure by 100 GPa reduces the
fundamental band gap of hexagonal structure by ∼ 2 eV.
Considering the fundamental band gap of hcp at 100 GPa
(2.75 eV) and ∼ 2 eV bad gap decrease per 100 GPa, it
can be estimated that indirect gap of hcp structure closes
at pressure < 250 GPa.
We just estimated the static band gap closure, meaning
that the zero point (ZP) motion contributions, which can
reduce the energy band gap ∼2-2.5 eV depends on the
structure, is neglected. Including the ZP vibrations de-
crease the metallization pressure of hcp phase. Majority
of the theoretical and experimental studies suggest that
the band gap closure of solid hydrogen occurs at pressures
larger than ∼ 350 GPa. For instance, a recent observa-
tion by Eremets etal . predicts that at pressure of 350-360
GPa and T < 200K, the hydrogen starts to conduct with
a semimetallic behaviour19. Hence, the structure of high-
pressure solid hydrogen has to have a finite energy band
gap at pressures below 350 GPa, which is not the case for
the hcp. Our G0W0 band gap results for the hcp phase
predict that this structure can not be the right candidate
for the structure of phase III of solid hydrogen. The en-
ergy band gap and electronic band structure of hcp phase
were studied in reference 16, where an indirect band gap
of 3.8 eV was reported at ∼ 100 GPa, which is inconsis-
tent with our band gap data.
Figure 5 illustrates the G0W0 band structure of P63/m
structure at pressure range of 100 to 400 GPa. The QP-
bands are calculated between high-symmetry k-points of
Γ, M , and A which are involved in the process of metal-
lization through fundamental band gap closure. Increas-
ing the pressures depresses the conduction band with re-
spect to the Fermi energy. The valence band maximum
occurs away from the Brillouin zone (BZ) centre Γ but at
the edge of BZ M point. Hence, transitions at the band
8edge have to involve a big change in the electron wave
vector. Since, optical frequency photons have a small
momentum k vector, the interband transition requires a
phonon to conserve momentum and energy. The first va-
lence band maximum below the M -point takes place at
the Γ for P<250 GPa, whereas by increasing the pres-
sure it moves to A-point. For the pressures below 300
GPa, the conduction band minimum takes place at the
centre of BZ Γ (Γ1c), but at the larger pressures the con-
duction band minimum adopts the A k-point symmetry
(A1c). Hence the optical band gap at A is decreased by
increasing the pressure, as it is illustrated in Figure 6.
Static enthalpy-pressure phase diagram, which was ob-
tained by many-body wavefunction-based technique dif-
fusion Monte Carlo (DMC), shows that the P63/m struc-
ture is stable up to ∼ 300 GPa34 where the energy band
extrema switches the momentum symmetry from Γ to
A. This k-point symmetry exchange affects the nature
of fundamental band gap. At lower pressures the indi-
rect band transition happens through M → Γ, while at
higher pressures it takes place via M → A, as it is shown
in figure 6.
Figure 6 shows the QP-energies, optical and funda-
mental band gaps of P63/m structure at the pressure
window of 100 to 400 GPa. The QP-energies are plotted
for the first band below the Fermi energy, valence band
(1v), and the first band above the Fermi level, conduc-
tion band (1c), at high-symmetry k-points of Γ, M , and
A. The QP-energy is almost a linear function of pressure
with negative slope. The optical and fundamental energy
band gaps are also reduced, almost linearly, by increasing
the pressure, except the optical band gap at the Γ which
is almost independent of pressure. The smallest optical
band transition occurs at the BZ-edge point of M . Our
G0W0 indirect energy band gaps at 250, 300, and 350
GPa agree well with the diffusion quantum Monte Carlo
(DMC) energy band gap simulation36, which are plotted
in the figure 6. The optical band gaps, which were mea-
sured by Infra-Red experiment and reported in reference
21, are also shown in Figure 6. By a linear extrapolation
of band gap as function of pressure, one can see that the
M → Γ and M → A indirect band gaps close at 502, and
484 GPa, respectively. Whereas, the linear extrapolation
of optical band gap of M → M as function of pressure
suggests a zero band gap at 871 GPa.
The M → M optical band gap at 400 GPa is ∼ 5 eV
larger than the recent report by experiment21. While,
the fundamental band gap at 400 GPa, which is 1.9 eV,
differs from the measured band gap by ∼ 0.95 eV. The
zero point motion (ZPM) band structure renormalization
is neglected in our calculations. The effect of ZPM and
ionic thermal contribution on the fundamental band gap
reduction, which is estimated using the path-integral-
molecular-dynamic69 and Coupled Electron Ion Monte
Carlo70, is 2-2.5 eV depends on the crystal structure of
solid hydrogen. It is not clear if the optical band gap
reduction due to compressing the system is the same.
Taking into account the lattice dynamic effects, we esti-
FIG. 6. (Color online) Evolution of QP-energies (top panel),
optical and thermal band gaps (bottom panel) as function of
pressure for hexagonal P63/m structure. 1v and 1c indices
indicate the first valence band below the EF and the first
conduction band above the EF , respectively. The diffusion
quantum Monte Carlo (DMC) data and experimental (EXP)
optical band gap results are from references 36 and 21, re-
spectively.
mate that the fundamental energy band gap of P63/m
structure at 400 GPa is closed, while there is a wide
open optical band gap. The difference between GW pre-
dicted indirect and direct band gaps of P63/m structure
at 400 GPa is 4 eV. The comparison between GW band
gap of P63/m structure and experiment indicates that
this structure may not be the right candidate for the
phase III.
In principle, for being consistent with experiment, it
can be speculated that the difference between indirect
and direct band gaps of probable candidate for the phase
III should goes to zero. Ideally, this may occur by having
either large number of hydrogen atoms per primitive unit
cell or orientationally distorted molecular configuration
to delocalise the electronic density. Therefore, one would
expect an electronic bandstructure with nearly flat bands
vicinity the Fermi energy.
9IV. CONCLUSION
We presented and discussed our implementation of the
GW space-time method which allows us to calculate the
properties of extended systems at room-temperature. We
have calculated QP-energies using two approaches. In
the first one, named G0W
AC
0 , the analytic continuation
of the self energy is employed. In our second approach
G0W
GF
0 , we obtained the valence- and conductance-band
energies from the asymptotic decay of the Greens func-
tion at long imaginary times. Representation of functions
of imaginary time was performed using two methods: (i)
the traditional logarithmic grid and (ii) in the basis of
Chebyshev polynomials. We discussed the numerical in-
stabilities associated with logarithmic grid and the ad-
vantages of using the Chebyshev polynomials. By com-
paring and analysing the results yielded by two methods,
we found that the Chebyshev representation of the imag-
inary time axis improve the accuracy for given memory
usage, and also enables us to control the systematic errors
introduced by the numerical representation of G and W.
To validate our implementation, we calculated the energy
band gap of two well-studied systems of crystalline Si and
Ge, and compared our data with experiment and estab-
lished benchmark. Our robust results with controlled
systematic errors within the GW approximation, agree
well with experiment and other published works.
The necessity to store the full functions G and W in
memory is an important byproduct of our GW method.
It enables constructing on the fly and sampling stochas-
tically the higher-order diagrams by means of the es-
tablished DiagMC methodology59–65. DiagMC allows to
stochastically sum the series in terms of G and W in a
numerically exact way, with or without self-consistency
which can make calculations of materials properties fully
controlled and reliable.
We applied our G0W
GF
0 technique on the problem of
metallization of solid hydrogen. We calculated the band
structure, direct and indirect band gaps of hexagonal
solid hydrogen within pressure range of 100-400 GPa. We
considered two hexagonal structures with the symmetry
of hcp and P63/m with four and sixteen H-atoms per
primitive unit-cell, respectively. The hcp static (not in-
cluding ZP effects) fundamental band gap closes at pres-
sures below 250 GPa. Including the ZPM reduces the
metallization pressure of hcp structure tp pressures be-
low 200 GPa. Majority of theoretical and experimental
data indicate that the solid hydrogen energy band gap
at T < 250 K remains open till ∼ 350GPa. Thus, the
right structure of solid hydrogen at 250 GPa has to have
a non-zero energy band gap, which is not true for the hcp
structure. Our QP results predict that the hcp structure
can not be the correct candidate for the phase III of solid
hydrogen.
Our GW fundamental band gap of P63/m structure
is consistent with the DMC result. However, we found
∼ 5 eV energy difference between the direct band gap of
P63/m and the recent experiment
21. The main sources
of this disparity are neglecting the band gap renormal-
ization due to lattice dynamics, and the selected hexag-
onal structure. It is possible that the realised structure
of solid hydrogen in this regime is different. The band
gap reduction due to phonon contribution and ZP vibra-
tion can be as large as ∼ 2.5 eV, which depends on the
crystal symmetry. Assuming that the optical band gap
renormalization can be similar to the fundamental band
gap reduction, there woule still be ∼ 2.5 eV energy dif-
ferent between GW direct band gap of P63/m structure
and the measured optical band gap of solid hydrogen at
∼400 GPa. The comparison between the calculated di-
rect band gap and experiment suggests that the phase
III of solid hydrogen can not adopt the P63/m structure
either.
Thus, provided the GW approximation is adequate,
the comparison of our results with experimental data
provides evidence that rules out the possibility of re-
alisation of a hexagonal structure in the phase III of
high-pressure solid hydrogen. This prediction is incon-
sistent with the recent interpretation of X-ray difrraction
measurements16. According to energy band gap analysis
and the suggestion by experiment that the metallization
of hydrogen proceeds within the molecular solid21, the
likely candidate for the structure of phase III of solid hy-
drogen should have a finite static (ignoring the zero point
motion) direct energy band gap at ∼ 400 GPa. Provided
the size of this gap is comparable with the reduction due
zero point vibrations, realisation of a metallic-molecular
phase at ∼ 400 GPa would be consistent with the exper-
imental data.
However, in most of the DFT-predicted molecular
structures for phase III, the fundamental energy band
gap is indirect. By increasing the pressure, indirect band
gap closure takes place before direct band gap and the
metalliztion occurs through indirect band gap termina-
tion. In the very recent study70, it has been speculated
that within the pressure window, where the indirect band
gap is zero but the direct band gap is still open, the den-
sity of states near the Fermi energy enlarges by increasing
the pressure and the system becomes a bad metal with
properties similar to a semimetal which has also been
claimed by experiment19. Coorespondingly, the other
candidates for the phase III with indirect fundamental
gap at pressures above 300 GPa have symmetries of C2/c,
Cmca, Pc, and Pbcn with 24 (or 12), 24 (or 12), 48, and
48 number of hydrogen atoms per primitive unit cell. The
density of energy bands and number of band structure ex-
trema near the Fermi energy in these structures are large,
and therefore a dense k-mesh is required in GW calcula-
tion for accurately obtaining the nature of band gap and
transition between bands. These simulations are consid-
erably memory demanding and expensive which call for
a separate study.
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