1. Introduction. In 1954, H. L. Alder [1] proved that there exist polynomials Gk n(q) such that (1.1) ft 0-?")-' = i Gk>n(q)l(q)n, , "=I¡ " n=0 /2fO,±Jfc(mod2fc+l) and 0-2) ft 0-fT1-i GkiH(q)q"Kq)n, n=l; n=0 n^0,±l (mod2fc+l) where (a)n = (a; q)n = (1 -a)(\ -a?) • • • (1 -aqn~x), (a)0 = 1, and (a)" = lim"_>00(a)n. As Alder remarks G2 n(q) = qn , and so when k -2 the above identities reduce to the celebrated Rogers-Ramanujan identities.
As is well known (cf. [8, pp. 290-291] ), the Rogers-Ramanujan identities imply two partition identities.
The number of partitions of n with minimal difference at least 2 (1.3) between parts equals the number of partitions of n into parts congruent to ±1 modulo 5.
The number of partitions of n into parts each greater than 1 with (1.4) minimal difference at least 2 between parts equals the number of partitions of « into parts congruent to ±2 modulo 5.
Alder remarks [1, p. 162 ] that he has been unable to interpret partitiontheoretically the right-hand side of (1.1) or (1.2) except for the known case k = 2 given above. V. N. Singh in [10] , [11] and [12] and L. Carlitz in [6] have given further properties of these polynomials. In [2, §6], Alder gives a brief survey of the results known about these polynomials, and again he mentions that (1.1) and (1.2) have not yielded partition-theoretic interpretations. In 1961, B. Gordon [7] gave the following "partition-theoretic" generalization of the Rogers-Ramanujan identities.
The number of partitions of n into parts not congruent to 0, (-. c\ *f (mod 2k + 1 ), where 1 < t < k, is equal to the number of partitions of n of the form 6, + b2 + ■• • + bn, where b¡ > bi+l, b¡ >*/+*_, +2, and bh_t+l>2.
But Gordon remarks [7, p. 394 ] that while (1.5) suggests that it should be possible to interpret the right-hand side of (1.1) and (1.2) partition-theoretically, he is unable to give such an interpretation.
The object of this paper is to provide a new partition-theoretic generalization of the Rogers-Ramanujan identities which arises from interpreting (1.1), (1.2) (and k -2 related identities). Surprisingly the new generalization relates partitions into parts not congruent to 0, ±t (mod 2k + 1) to certain restricted partitions that are completely different from those described in (1.5). In fact, the interpretation yielded from (1.1) and (1.2) in the case k = 2 is not (1.3) and (1.4) but the following:
The number of partitions of n in which each part is at least as large (1.6) as the number of parts equals the number of partitions of n into parts congruent to ±1 modulo 5.
The number of partitions of « in which each part is larger than the (1. 7) number of parts equals the number of partitions of « into parts congruent to ±2 modulo 5.
Identities (1.6) and (1.7) are easily derived from (1.1) and (1.2) in the case k = 2; just follow the derivation of (1.3) and (1.4) given in [8, §19.13] except 42 G. E. ANDREWS for (1.6) use the identity m2=m+m + ---+m rather than m2 = 1 + 3 + • • • + (2m -1) and for (1.7) use the identity m2 + m = (m + 1) + (m + 1) + • • • + (m + 1) rather than m2+m = 2+4 + ---+ 2m. However, it is not at all clear how to relate our general result to that of Gordon except in the simple case k = 2.
The next section will be devoted to definitions and stating our main results. In §3, we prove some lemmas on certain partition generating functions. In §4, we prove our main results. §5 is devoted to a brief discussion of the Alder polynomials for k = 3, where four different representations of these polynomials are discussed. The concluding section is devoted to questions raised by the results proved here.
2. Definitions and theorem statements. Definition 1. Let k, i, j, I, N and m be integers satisfying 0 < /* < k + 1, 0 < / < k -1 (/, m and N are unrestricted integers and may be positive, negative or zero). We define Pki(j\ I; N; m) to be the number of partitions of m into exactly / parts of the form m = ¿>, + b2 + •••+!>«, where each b¡ is <N, at most / of the ft's equal N, bs>bs+i, bs -bs+k_l > 2, and at most i -1 of the b's are equal to 1.
There are several important points to observe about the partition function defined above. First since the empty partition of 0 is the only partition with 0 parts, we see that for 1 < i < k + 1, 0 < / < k -1, (2.1) pM(0; /;*; m) = {j {¡¡¡jg
Next if i = 0, we see the condition that 1 appears at most i -1 times is violated for every partition, so (2-2) pM(/;W;m) = 0.
Next we observe that there exists only one partition in which there is a nonpositive number of parts, namely the empty partition of zero. Also there exists only one partition of a nonpositive integer, again the empty partition of 0. Therefore While our first two definitions are closely related to the restricted partitions described in (1.5), the following definition provides a completely new parameter for partitions.
Definition 3. Suppose that 7r is a partition of m into n parts. Let /' be the smallest integer with 0 </ < n such that the largest n-j parts of TT are each > [(n + j 4-2k -i -2)/(k -1)] where k > 1, and [x] is the largest integer < x. We say that [(« + / 4-k -i -2)ftk -1)] is the (k, /')-cutoff of 1T.
Clearly such a / exists, since the inequality in question is vacuously satisfied with / = n. We note that since the (k, /)-cutoff is [{n +/' + k -i -2)¡{k -1)] where / is the smallest integer in [0, n] such that the largest n-j parts of rt are > [(n + j + 2k -i -2)/(k -1)], the remaining / parts are
the (k, 0-cutoff.
Definition 4. We define Qk ,{z; q) by
We remark that Selberg [9] studied the function Ckß,q) = (zq)00Qki(z;q), and he showed that We shall refer to the Gki(n; q) as "Alder polynomials". While Alder [1] only considered in detail Gk k(n; q) (which he called Gkn(q)), he makes clear at the end of his paper that one can find such polynomials for 1 < i < k. It is not immediately obvious that the Gki(n;q) are polynomials in q; however, we shall establish recurrence formulae in §3 that are both necessary for further developments and do establish that the Gk ,-(«; q) are polynomials.
Definition 6. Let , % \r + \ ií m = r(modk-l),0<r<k-3,
We are now in a position to state our fundamental theorem on the Alder polynomials.
Apart from the partition-theoretic usefulness of Theorem 1, we see that it also establishes the polynomial nature of Gk fit; q). The next theorem is an easy consequence of Theorem 1.
Theorem 2. Let Ak ¡(n) denote the number of partitions of n into parts not congruent to 0, ±i modulo 2k + 1. Let Hk fit) denote the number of partitions of n in which the j parts that do not exceed the (k, i)-cutoff when taken together form a partition of the type generated by Dk-,,,(/; V(n+j + k-i-2); i^W-~>i. qy
Then Aki(ri) = Hkfii).
This result certainly resembles Gordon's theorem (1.5) in that Ak ¡(n) appears in both theorems. However, the partitions enumerated by Hk fri) are distantly related to the restricted partitions considered by Gordon. For one of the partitions (say b x + b2 + • • • + bs) considered by Gordon, we have b¡ > bj+i> b: -bj+k_¡ > 2, and at most z'-l ones appear. For the partitions of the type enumerated by Hk ¡(n) (say ci + c2 + • • • + cs) we have no restrictions for parts that exceed the (k, i')-cutoff. However, the actual (k, z')-cutoff can appear at most once more than the least nonnegative residue of «+/-/-2 modulo k -1, and parts not exceeding the (k, i)-cutoff satisfy Gordon's conditions at the (£-1) level, namely c¡>Cj+1, c¡ -Cj+k_2 > 2, and at most i -I ones appear.
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At the end of §4 we shall show how to derive (1.6) and (1.7) from Theorem 2 in the case k = 2, /' = 2, 1. At that time we shall give some examples contrasting the types of partitions arising in Gordon's theorem and those arising in Theorem 2. 3 . Lemmas for the Dk ¡(j; 1; N; q). Our work on the Alder polynomials will depend on certain recurrence formulas for the Dk ,-(/; /; N; q) which we shall develop here. Proof. We first treat the nontrivial case when / > 0, N > 0, 1 < i < k. We shall prove the equivalent identity for the related partition functions. Namely, pki(j; l;N; m) -pM_,(/; l\N\ m) (3.1)
"Pk,k-i+iO'-i + l;l;N-l;m -j).
The left-hand side of (3.1) enumerates those partitions bl + b2 + • • • + bof m into exactly / parts each <N that satisfy bn>bh + 1, bn -bh + k_ j > 2, exactly i -1 ones appear, and N appears at most / times. If we delete all the ones and subtract 1 from the remaining summands we find that we now have a partition of m -j into / -i + 1 parts where now no part exceeds N -1 and iV -1 appears at most / times. Also since originally 2 could appear at most (k -1) -(/ -1) times, now 1 appears at most (k -1 + 1) -1 times. Since the transformed partitions still satisfy the original difference conditions on the parts we see that we now have a partition of the type enumerated by Pk k-i+1 (/ ~ ' + IjftJV-l;m-/). Since the above process is clearly reversible, we see that we have established a one-to-one correspondence between the two types of partitions being considered. Thus (3.1) is established for / > 0 and N>0.
If i -k + l, then the restriction that at most k ones appear is equivalent to the restriction that at most k -I ones appear since the difference conditions on the parts prohibit any parts from appearing more than k -1 times. Hence in the case i = k + I, the left side of (3. Proof. The condition on the partition bt + b2 + • • • + b. that bn > bh+l and bh -bn+k_l > 2 implies that no part appears more than k -1 times. The restriction that no part exceed .¡V and that N appears at most 0 times is clearly equivalent to the condition that no part exceed N -1, and N -1 occurs at most k -1 times.
Lemma 3. For Ki<k, KKk-l, Dkß; /;N, q) = Dkß; l-l;N;q) + qmDkß -l;k -1 -l;N-\;q).
Proof. We shall prove the equivalent identity pkß\l;N;m)
If N > 2, we may prove (3.2) as follows: We split the partitions enumerated by the left side of (3.2) into two classes: (a) those in which N appears fewer than / times, and (b) those in which .¡V appears exactly / times. The partitions in class (a) are clearly enumerated by pkl{j; I -1; N; m). We delete all the .(Vs from the partitions in the second class. Since N>2, this means that N -1 can appear at most k -1 -/ times due to the difference conditions on the parts. The number of parts is now reduced to / -/, and the number being partitioned is m -NI. Hence since the above process is reversible, the class (b) is in one-to-one correspondence with the partitions enumerated by Pkß-l\k-\-l;N-\;m-lN).
Thus ( Since ôfcl(0;?) = 1, we see that W Gk¿n;q)={Q ¡[ ¡¡F rom (2.6) we deduce that for 2 < í < k, GkJ(n;q)-Gk<i_y(n;q)
Combining (2.5) with (2.6) in the case i = 1, we see that (43) GkA(n\q) = qnGKk(n;q).
We remark now that equations (4.1), (4.2) and (4.3) uniquely define the Gkfii; q) and establish the fact that the Gk fit; q) are polynomials in q. The proof of this assertion is by induction on n. The assertion is obvious for n = 0. For general n, we add the k -1 different equations given by (4.2); this yields Gk,k(n> q) -Gk,M' <?)
Replacing Gkl(n;q) by q"Gkk(n;q) in (4.4), we see that (4.5) Gkik(n;q) = ¿ q"(l -q"~l)
Hence by the induction hypothesis the right-hand side is uniquely defined and is a polynomial in q. Therefore the same is true of Gk k(n; q), and by (4.3) the same is true of Gk , («; q). For each z'0 with 2 < i0 < k, we add the (1 -<r*+3X?ft,*w+!<*-' + 1;«).
Thus Gkj (n; q) is also uniquely defined and is a polynomial in q. Hence, (4.1), (4.2) and (4.3) do indeed uniquely define the Alder polynomials Gk fit; q), 1 < i < k.
We now define an apparently new set of polynomials n+/'+2fc-i-2 n (n-/)l---1. ".
(4.7)
(1 -q"-'+i)Dk_i¡i{,\v(.n + / + *-i-2);|_-¡^-\;q).
We shall establish that these are the Alder polynomials (which is the assertion of But this identity together with the Rogers-Ramanujan identities shows that g2>i(n; q) = G2 fit; q) for i = 1, 2. In the following we shall therefore assume that k>3. Clearly gki(0;q) = l since Dki(0;l;N;q) = l, and gkfii;q) = 0 for n < 0 since the sum is empty. Therefore the gk fit; q) satisfy (4.1). The proof of (4.3) is also simple. In this case
(1 -qn~i+l)Dk_ux(j, n(n +j + k-3); f+j^1 J^)
(l -q"-i+l)Dk_ul(i;n(n +j-2); \^ry\ + i;«)
The proof of (4.2) is our hardest task. We must treat for 2 < i < k, We note that the upper index in each sum is now n. This upper index can be replaced by +°° since for / > n, the product (1 -q") • • • (1 -qn~i+i) contains the term (1 -q°) -0. Next we assert that the lower index in each sum (now 0) may be replaced by -°° since for / < 0, Dk_x ß; I; N; q) = 0.
We now replace J^L^T, by 2£s_.e2*I2,7'(fc_1)i+f+/_,_1 where r is defined by « = (k -\)m + r, 0 < r < k -1. Thus we may rewrite (4. We now split the s£=q sum mt0 tnree Parts according to / = 0, t = 1 and t > 2. To simplify notation we shall write / = j(s, t) = (k -l)s + t + i -r -1. We also note that (1 -q") ■ • • (1 -q"'i+1) = (q"~'+l)J(q" + ï)oe, so that this expression is well defined if n > 0 and -°°<j<°°. _ q(k-2)(m +s)->+i-2Dk_uk_¡U -i + 2;k-2;m+s-l;q) (by Lemma 1). Recalling that /(s, 0) + 1 = /(s, 1) and that n = (k -l)m + r, we note that the negative term of the above sum (when substituted into (4.12)) produces a sum that cancels the third sum appearing in (4.12). Hence substituting the righthand side of (4.13) into the first sum in (4.12), we find that Recalling that /(s, 0) + 1 = /(s, 1), we see that each term of the first sum in (4.14) equals q"-i(s-°)~l times the corresponding term of the first sum. Consequently we can combine the first and fourth sums in (4.14), and we obtain When h = 2, we see that (4.16) reduces to (4.15), since by Lemma 2
• Dk_x k_f+,(/ -1 + 2; ft -2; m + s -1 ; q).
We proceed to establish (4.16) by induction on h. As we have remarked (4.16) is valid for h = 2. We now assume that (4.16) is true for a fixed h, with 2 < h < k -1, and we shall show that this implies its truth for h + 1.
We start by transforming the Dk_x ¡_i(j; k -h -l; m + s; q) in the same manner that Dk_x ¿_i(/; k-2;m + s;q) was transformed in (4.13). Namely Recalling that /'(s, /z) = /(s, 0) + h and that zz = (k -\)m + r, we see that the sum preceding 2* in (4.18) cancels the sum following 2Zh + l in (4.18); the second sum in (4.18) is 2/, + 2; finally we note that the third sum from the end of (4.18) is term by term qn~'~h times the corresponding term of the first sum. With all these observations taken into account, we see that We now combine the first sum on the right-hand side of (4.20) (which we call 2') with 2*. In 2*, we replace s by s + 1 (which replaces / by / + k -1), and then we replace Dk_l k_¡(j + k -i;k -2; m + s;q) by • Dk_uk_i+l(j + t + 1 -z; f -\\m + s; <?).
Our object now is to identify the right-hand side of (4. , y y _n + (n-í+l-(fc-l)i-í + r)(m+s+l)L2___La.
S=-"t=l Iff ioo
•Dfc_1>fc_i+1(/;f-l;m+s;<7).
Recalling that n = (ft -l)z?z + r and that ;(s, 0) = (ft -l)s + i -r -1, we see that the right-hand side of (4.23) is identical term by term with the right-hand side of (4.22). Consequently for 2 < i < ft, we see that 3+3  2+1+1+1+1  4+1+1  2+2+2  1+1+1+1+1+1  3+2+1  3+2+1   7 6+1  7  7  5+2  6+1  6+1  5+1+1  5+2  5+2  2+2+2+1  4+3  4+3  2+2+1+1+1  5+1+1  3+3+1  2+1+1+1+1+1  4+2+1  4+2+1  1+1+1+1+1+1+1  3+3+1  3+2+2   8 8  8  8  6+2  7+1  7+1  6+1+1  6+2  6+2  5+2+1  5+3  5+3  5+1+1+1  4+4  4+4  2+2+2+2  6+1+1  5+2+1  2+2+2+1+1  5+2+1  4+3+1  2+2+1+1+1+1  4+3+1  4+2+2  2+1+1+1+1+1+1  4+2+2  3+3+2  1+1+1+1+1+1+1+1 3+3+1+1 2+2+2+2
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We shall now show that Theorem 2 contains (1.6) and (1.7) (the RogersRamanujan identities) as special cases.
Corollary
1. Identity (1.6) holds.
Proof. Set ft = z = 2 in Theorem 2. Noting that Dx 2(j; m;N;q)= 1, we see that the empty partition of zero is the only partition generated by this function. Thus the only partitions enumerated by H2 2(n) are those in which all the parts are > the number of parts (see Definition 3 with / = 0). Hence by Theorem 2, A2 2(zz) = H2 2(zz) which is now clearly (1.6).
Corollary 2. Identity (1.7) holds.
Proof. Set ft = 2, i = 1. Again we see that Dx ,(/; m;N;q)= 1.
Thus as before the partitions enumerated by H2 j (zz) are those in which all parts exceed the number of parts. Thus A2 x(n) = H2 x(n) implies (1.7). Finally we provide a short table related to Gordon's theorem (1.5) and Theorem 2.
Definition 7. Let Bk fit) denote the number of partitions of zz of the form n = bx + b2 + ■ • • + bs, where b¡ > bj+1, b¡ -bJ + k_l > 2, and where 1 appears as a summand at most i -1 times.
As we observe from Table 1 , the correspondence between the partitions enumerated by B3 3(n) and H3 3(zz) may be refined to a correspondence between partitions with the same number of summands. Such a refined correspondence is easily proved by observing that if Bk ¡(n; m) (resp. Hk fit; m)) denotes the number of partitions enumerated by Bk fit) (resp. Hk fit)) with 77z summands, then
