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RÉSUMÉ 
Une tentative est faite d’ajouter à l’intérêt synthétique d’une carte d’isolignes l’intérêt 
analytique de courbes de régression relatives à la latitude, la longitude et l’altitude. Les 
courbes sont construites, à partir des droites de régression multiples, selon un procédé 
(EZEKIEL et Fox, 1959) d’approximations graphiques successives qui permet d’éliminer, 
comme dans une régression multiple algébrique, les effeis curvilinéaires de chaque variable 
indépendante sur chacune des autres. Les avantages de ce système seraient la possibilité 
d’estimer l’incertitude entachant une interpolation, ainsi que la possibilité théorique d’intro- 
duire la fréquence ou le temps parmi les variables indépendantes. Les isolignes peuvent 
être tracées à partir des courbes de régression. 
ABSTRACT 
An attempt is made to add to the synthetic advantage of a map of isolines, ihe analytical 
advantage of graphical curves of regression relative to latitude, longitude and altitude. The 
curves are built up from straight lines of mulfiple regression according to a process (EZECHIEL 
and Fox, 1959) of successive graphie approximations which make if possible to eliminate, 
as in an algebraic multiple regression, the curvilinear effects of each independent variable 
on each of the others. The advantages of this system would be the possibility of esfimating 
the incertitude tainting an inferpolation, as well as the theoretical possibility of introducing 
frequency or time amongst the independent variables. The isolines cari be traced from the 
graphical curves of regression. 
* S.S.C. de I’O.R.S.T.O.M., 70-74, route d’Aulnay, 93-Bondy (France). 
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L’estimation des valeurs que prendrait, en tout point d’une aire définie, la mesure 
d’une variable climatique, la pluviosité annuelle ou mensuelle par exemple, procède 
habituellement par interpolation à l’intérieur des limites d’une carfe d’isolignes: iso- 
hyètes, isothermes, etc. 
Ce procédé ne peut P,tre considéré comme toujours satisfaisant, notamment s’il 
ne permet pas d’évaluer la grandeur de l’incertitude qui affecte l’estimation, en parti- 
culier dans les situations de faible densité du réseau d’observation, où l’erreur a toute 
chance d’être forte, comme c’est le cas dans les régions insuffkamment équipées. 
Certes l’incertitude sur la moyenne ou la médiane ou sur tout autre valeur fréquen- 
tielle de la variable en question, concernant une station d’observation particulière, 
peut être estimée à partir de la dispersion et de l’effectif de l’échantillon disponible, 
mais quelle est l’incertitude qui s’y ajoute pour une valeur interpolée ? 
En cas de division du temps de l’année en mois ou décades et si on envisage d’intro- 
duire la variable <( fréquence d’occurrence )) du phénomène considéré, le procédé des 
isolignes conduira par ailleurs à multiplier rapidement le nombre des cartes à construire 
et à consulter. Appliqué par exemple à la représentation de la pluviosité mensuelle, il 
impose déjà l’établissement de 12 cartes d’isohyètes (36 pour la pluviosité décadaire), 
nombre à multiplier par celui des fréquences relatives que l’on se proposerait de 
considérer. 
Il semble donc intéressant de rechercher un mode plus rationnel de représentation 
des variations d’un phénomène climatique selon l’espace, le temps et la fréquence, mode 
qui permettrait notamment de parer, au moins dans une certaine mesure, aux objections 
précédentes. 
COOTE et CORNISH (1958) ont déjà montré la possibilité d’estimer, avec une précision 
convenable si les points d’observation constituent un réseau suffisamment étroit, la 
pluviosité mensuelle moyenne, soit Y, au moyen d’une équation de régression linéaire 
multiple sur la latitude x1, la longitude x, et l’altitude x, : 
Y = hx, + b,x, + l-w3 + a (1) 
Outre les deux avantages principaux : possibilité d’attribuer une marge d’erreur à 
toute estimation calculée et substitution, à 12 cartes d’isohyètes, de 12 équations d’utili- 
sation plus aisée et d’encombrement plus faible, le procédé permet, si besoin est, de 
construire aussi - et de façon moins laborieuse qu’habituellement - ces cartes d’iso- 
hyètes. 
La méthode classique des isolignes donne en effet d’un phénomène une représenta- 
tion synfhétique intégrant latitude, longitude, altitude et, éventuellement, les effets de 
facteurs plus locaux, représentation qui a son intérêt propre. 
Au contraire, la méthode des équations de régression linéaire multiple donnera du 
même phénomène une description anazytique, les effets nefs (isolés des effets des autres 
facteurs de variation) de chaque variable indépendante pouvant en outre être caractérisés 
par : 
- Un coefficient de régression bk, mesure de son importance relative (quantité 
dont change la variable dépendante par unité de variable indépendante) ; 
- Le carré r& (ou coefficient de détermination) du coefficient de corrélation partiel, 
mesure de la proportion dans laquelle sont liées les variations des deux mêmes variables ; 
-- Un écart-type sk, mesure de l’exactitude d’une estimation par rapport à I’obser- 
vation correspondante. 
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L’équation (1) fournira aussi le coeffkient de détermination multiple R2 entre y 
et x1, x, et x3, et l’écart-type ou erreur S sur une interpolation. 
Ces représentations synthétique et analytique ne s’excluent pas mais se complètent. 
La représentation analytique prendrait enfin un intkêt majeur s’il devenait possible 
d’opérer par voie de traitement automatique des données ù l’ordinateur. 
Cette proposition est immédiatement applicable dès lors qu’on ne considère que la 
variation spatiaZe du phénomène en s’en tenant strictement à l’ajustement linéaire, 
pour lequel des programmes sont depuis longtemps disponibles. 
Elle reste au contraire du domaine de la recherche dans le cas où, cet ajustement 
linéaire, ou tout autre ajustement algébrique, n’étant pas suffisamment étroit, il devient 
indispensable de l’améliorer, comme il sera vu plus loin, par des procédés d’approche 
curvilinéaire graphique. 
A fortiori est-ce un domaine de recherche nouveau si on envisage d’introduire, 
conjointement aux variables spatiales, le femps et la fréquence d’occurrence comme 
variables indépendantes supplémentaires ? 
Mais il y a lieu tout d’abord de montrer comment il est possible, par des moyens 
graphiques, ceux proposés par EZECHIEL et Fox (1959) par exemple, de passer d’un 
ajustement linéaire multiple insufiisamment représentatif à un ajustement curvilinéaire 
plus étroit : ce sera l’objet de cette première partie intitulée 0 Figuration spatiale u. 
On se propose ensuite de rechercher, par les moyens ordinaires de traitement non 
programmé des données, s’il est possible d’introduire, conjointement aux variables 
spatiales, la variable (< temps )) et la variable 4 fréquence d’occurrence R. 
FIGURATION SPATIALE 
On peut tenter de figurer analytiquement, en fonction des seules variables spatiales 
(latitude, longitude, altitude), les variations de tout élément climatique simple ou 
complexe, pris à l’échelle annuelle, mensuelle ou décadaire. 
Dans le domaine de l’agroclimatologie tropicale, des phénomènes aussi complexes 
que la position et la durée de la saison pluvieuse ou de la saison humide se prêtent bien 
à ce mode de représentation parce qu’ils sont déterminés par des processus météorolo- 
giques liés aux situations géographique et topographique. 
Les données. 
Position et durée de la saison humide (FRANQUIN, 1967 et 1968), qui rksultent du 
bilan hydrique des apports par précipitations et des pertes par évapotranspiration, 
varient donc avec la latutide, la longitude et l’altitude, mais aussi plus ou moins avec 
d’autres caractéristiques régionales : l’homogénéité de variation paraîtra donc d’autant 
meilleure que le bilan estimé sera moins détaillé, moins fin. 
Si en effet le bilan tient compte des caractéristiques des sols et de celles de la végé- 
tation (ce sera un bilan Gel), une part de sa variabilité ne sera pas intégrée par les seules 
variables géographiques et topographique. 
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Dans le cas, au contraire, où le bilan sera purement (< climatique o (ou potentiel), 
fondé sur le déficit théorique - et non plus réel - du sol, considéré comme une abstrac- 
tion, les coordonnées en question pourront rendre compte assez étroitement de ses 
variations d’un point à un autre d’une aire (zone ou région) affectée de gradients suffk 
samment nets. 
On se placera ici dans ce dernier cas, considérant la saison humide en régions tropi- 
cales telle qu’elle a été définie antérieurement (FRANQUIN, 1967 et 1968), c’est-à-dire 
délimitée par quatre seuls événements climatiques remarquables, les trois premiers étant, 
en première approximation, indépendants de la nature du sol (fig. 1) : 
- A, : moment où la pluviosité, en début de saison pluvieuse, devient égale à la 
moitié de l’évapotranspiration potentielle : P - lj2 ETP ; 
- B, et B, : moments où se recoupent les courbes de pluviosité et d’évapotrans- 
piration potentielle : P = ETP ; 
--- C, : moment où, les réserves théoriques, accumulées dans le sol entre B, et B,, 
étant épuisées du fait de l’évapotranspiration de la culture, supposée égale à ETP. 
toute évapotranspiration cesse : P = ETR = 0. 
Fig.1. 
Al-C, : saison u pluvieuse N 
A& : saison o humide 8 
1 
A,B, : période pré-humide 
B,B, : période humide 
B,C, : période post-humide 
AZ-B, : période a de végétation active 2 (en A,, la pluviosiLE P est approximativement kgale ?I 1/2 IITP) 
A, et C, (fig. 1) situent le début et la fin des pluies, délimitant la saison « pluvieuse H 
A, - CI, distincte de la saison (( humide )) A, - C,, qui comporte elle-même frois 
a périodes D : 
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- A,B, : période (( préhumide )), durant laquelle la pluviosité P est globalement 
inférieure à ETP, et donc ETR, l’évapotranspiration réelle, nécessairement inférieure 
à ETP; 
- B,B, : période (( humide )), durant laquelle P est globalement supérieure à ETP, 
et donc ETR en principe égale à ETP ; 
- B,C, : période d posthumide H, durant laquelle P redevient globalement inférieure 
à ETP, et ETR à ETP, en dépit des réserves accumulées dans le sol entre B, et B,. 
On a montré antérieurement (FRANQUIN, 1967 et 1968), l’importance primordiale, 
en agroclimatologie tropicale, des événements A, et B, : 
- A, : moment où P - 1/2 ETP, est aussi celui oi~ le sol nu (ou très peu couvert), 
en début de saison des pluies, commence à reconstituer des réserves. C’est, grossièrement, 
la date à partir de laquelle il devient théoriquement possible de semer ; 
- B, : moment où P = ETP en fin de période (( humide )), se situe approximative- 
ment à l’époque d’épiaison (sorghos et pénicillaires photopériodiques) ou en fin de flo- 
raison (cotonnier) des cultures semées lors d’une position fréquentielle de A,. 
Position et durée de la période A, TB, présentent donc un intérêt considérable 
pour l’ajustement des cycles de végétation des cultures aux conditions climatiques. 
Ce sont, au plan climatique, les facteurs déterminants du rendement. 
C’est cette période A, -B,, somme des périodes préhumide A&, et humide BIB,, 
et qui est en fait la (( période de végétation active )) des cultures, qui sera considérée ici, 
en position et en durée moyennes. 
A partir des pluviosités moyennes (de 1931 à 1960, chaque fois que possible) et des 
évapotranspirations potentielles calculées selon PENMAN (COCHEME et FRANQUIN, 1967, 
à quelques corrections près) sur la base des valeurs moyennes (de 1953 à 1962) des 
éléments climatiques, on a déterminé les positions des événements A,, B,, et B, pour 
30 stations de météorologie synoptique (du réseau de l’A.S.E.C.N.A., Agence pour la 
Sécurité de la navigation aérienne en Afrique et à Madagascar) de la zone semi-aride 
d’Afrique au sud du Sahara, du Sénégal au Tchad, soit de 180 W à 200 E, entre les 
80 et 160 N (fig. 8). 
Le tableau 1 indique les dates moyennes, dites G nortilales mensuelles )), de réalisation 
des événements A, et B,, ainsi que les durées y de la G période de végétation active )) 
A, -B,. 
Dans ce même tableau sont inscrites la latitude, la longitude et l’altitude de chaque 
station d’observation. Pour le calcul de l’équation de régression linéaire (l), ces variables 
ont été transformées suivant les relations : 
x1 = latitude - 80 180 - longitude W 
x, = altitude x2 z 180 + longitude E 
Les positions relatives de A, et de B, peuvent être considérées comme connues 
expérimentalement à 5 jours près, et donc le temps A, - B, à 10 jours près. 
Considérons en effet les figures 2 et 3 relatives à deux stations : Thiès (14O 50’ N, 
170 W, y = 85 jours) et Moundou (80 40’ N, 160 E, y = 160 jours), situées respective- 
ment, la première au NW de l’aire (à proximité de la station agronomique de Bambey), 
la deuxième au SE (à proximité de la station agronomique de Bebedjia). 
Il est une autre façon de déterminer les positions moyennes, sur n années, des évé- 
nements A, et B 2 : c’est, quand on s’intéresse aussi à la médiane et aukes quantiles, de 
9* 
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TABLEAU 1 
Station A,B, Lat. x1 Long. Y-2 Ait. 
Y X8 
Louga 10/7 15/9 65 150 4 776 160 1 W 13 40 
Abéché 117 5/0 65 130 5 598 ‘200 5 E 38,X 545 
Mopti 25/6 5/9 70 140 3 6,5 40 0 \v 13,s 270 
Zinder 2516 519 70 130 5 5,s 90 0 E 27,0 475 
Matam 1/7 10/9 70 150 4 7,T 130 2 If 427 15 
Niamey 20/6 si9 75 130 3 5,E 20 1 E 20,l 220 
B. N’Koni 25/6 10/9 75 130 5 5,s 50 2 E 23,2 270 
Maradi LO/S 10/9 80 130 3 575 70 1 E 25,2 370 
Fort Lamy 20/6 10/9 80 120 1 4,2 150 0 E 33,0 295 
Maiduguri 15/6 10/9 85 110 5 3,9 130 0 E 31 ,o 355 
Thiés 517 30/9 85 140 5 63 160 5 W I>l X0 
Segou 15/6 1519 90 130 3 5,5 60 1 \v 11,7 290 
Sokoto lOj6 2019 100 130 0 530 50 2 A 23,2 350 
Kayes 15/6 25/9 100 140 3 634 110 3 w A,5 45 
Mongo 15/6 2519 100 120 1 4,2 1X04 E 36,X 430 
Kano 1/‘3 20/9 110 120 0 4,O 80 3 E 26,5 480 
Maroua 2515 1519 120 100 3 296 140 2 E 32,3 405 
Kaélé 25/5 2519 120 100 1 2J 140 3 R 32,5 370 
Ouagadougou 20/5 20/9 120 120 2 493 10 3 w 16,5 305 
Bousso 2515 2519 120 100 3 2,5 1604 E 34,7 335 
Tambacounda 5/6 5110 120 130 5 5,7 130 4 IV 4,3 20 
Bamako 2515 30/9 125 120 4 4,7 80 0 11 10,o 330 
Am Timam 15/5 2519 130 110 0 3,0 200 2 E 3X,3 440 
Garoua 515 l/lO 145 90 2 133 130 2 E 31,4 250 
Pala 10/5 5110 145 90 2 124 140 5 E 33,0 455 
Bobo Dioulasso 115 I/l0 150 110 1 3,2 40 1 Jf 13,7 430 
Navrongo 115 5/10 155 100 5 23 10 1 \\ 17,o 175 
Fort Archambault 515 lO/lO 155 90 1 121 1x0 2 E 36,4 365 
Moundou 115 lO/lO 160 80 4 0,6 160 0 II 34,O 425 
Kaduna 2514 lO/lO 165 100 4 2,5 70 3 E 25,5 645 
tracer les n intersections des courbes annuelles de P avec la courbe moyenne constante 
de ETP (ETP étant, à l’échelle du mois, de 5 à 10 fois moins variable que P, COCHEME 
et FRANQUIN, 1967) : ces intersections se distribuent dans les décades de façon plus ou 
moins gaussienne. 
On constate alors que la (f normale mensuelle )) se situe à l’intérieur des limites de 
confiance de la moyenne : 
m 7 2 ds2/n, soit environ : m F 3 à 5 jours 
Ces distributions étant peu dissymétriques, la (c normale mensuelle 0 sc situe a 
fortiori aussi à l’intérieur des limites de confiance de la médiane : 
M i 2 z/szn/2n, soit environ : M 7 4 à 6 jours 
Moyenne et médiane observées coïncident d’ailleurs étroitement. On admettra 
donc que l’incertitude sur la normale mensuelle de chacun des événements A, et B, 
est de 5 jours et on arrondira au 0 ou au 5 le plus proche la valeur observée du temps 
A, -B,. 
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Fig. 7, 
Fig. 2 et 3. -- Détermination pour Thiés (Sénégal) et Moundou (Tchad), par intersection des courbes mensuelles 
variables de P et des courbes mensuelles normales (donc constantes) de ETP et lj2 BTP, des positions fréquentielles 
des événements A,, B, et B,, et, par suite, de la durée de la période de végétation active A,-&. 
L.e seuil de probabilité Pr correspond a la valeur du xa ; S, et SM sont les écarts-types de la moyenne et de la 
médiane. L’ordonnée 15 (fig. 2) et l’ordonnée 0,50 (fig. 3) déterminent, par intersection avec la courbe cumulée, 
la position de la médiane observée. 
Ii 
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L’équation de régression linéaire. 
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Les constantes bl, b,, b, (et a) de l’équation (1) ont ét,é déterminées par la méthode 
des moindres carrés, qui revient à résoudre le système ci-après de trois équations, cons- 
titué par la matrice des sommes des produits de x1, x2, x3, les deuxièmes membres des 
trois équations étant les sommes des produits de y avec x1, xz et x, : 
1 112,6 b, - 438,5 b, - 4958,4 b, = - 1541,5 
III - 438,5 b, + 4233,9 b, + 35893,0 b, = 2109,l 
III - 4958,4 b, -+ 35893,0 b, + 690897,O b, = 4834’3,O 
Y, = 226 - 19,75 x1 - t,60 x, + 0,011 x, (2) 
Cette équation (2) a pour coefficient de détermination multiple: R, = 0,91. Les 
coeffkients de corrélation r et de détermination r,, totaux et partiels sont inscrits dans 
le tableau II. 
TABLEAU II 
Coeflicicnts de corrélation et de déterminalion 
Totaux Partiels 
l 
l 
l 
~ - ~~~-- i.-l 
r2 ) I‘ 1 rz 
Y”1 ~ 0,x4 l 
0,72 yx,,x2x3 - 0,94 0,X5 
Y& 
Y% 
l 
0,20 0,04 YX?,XSX, - 0,74 0,5 1 
0,32 0,lO yx3,x,xr 0,0x 0,oo 
l 
~ 0,55 X,X, 0,30 x,xî,x2 
l ~~ 0,24 0,Mi 
X?X2 1 0,65 1 0,42 XrXG, 0,47 
() ‘1‘) ,-- 
l I 
La durée y de la période de végétation active est évidemment fortement conditionnée 
par la latitude x1 mais aussi par la situation en longitude x,, du fait de l’inclinaison vers 
l’Est des isohyètes sur les parallèles. 
Il n’y a pas de corrélation avec l’altitude x, dans l’échantillon considéré, la station 
la plus élevée, Kaduna (Nigeria), ne dépassant pas 645 mètres l. 
Le coefficient de régression b, = 0,011 relatif à l’altitude n’étant pas significatif, 
la variable xQ est abandonnée. L’équation s’écrit alors, en fonction de la latitude x, et 
de la longitude x, : 
Y = 226,7 - 19,69 x, - 1,54 x2 (3) 
avec un coeffkient R2 qui reste égal à 0,91. 
1 Mais on notera que longilude et altitude SO~L en corrélation posilive (significative à 1’ = 0,02), le plateau 
africain, au sud même du Sahara, s’élevant progressivement vers l’Est, tandis qu’il s’abaisse faiùlrment vers le 
Nord entre 80 N et le désert. 
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Les valeurs Yi estimées au moyen de cette équation à partir des valeurs X,i et 
xzi relatives à chaque station (tabl. 1), retranchées algébriquement des valeurs observées 
correspondantes yi, donnent les résidus zi = yi - Yi de la colonne (3) du tableau III 
On constate qu’en dépit de la valeur élevée 0,91 du R2, ces résidus sont parfois 
importants, leur étendue allant de - 17 à + 21 jours, avec une moyenne arithmétique 
de 7,8 jours et un écart-type sz égal à 9,2 jours. Les 213 de ces résidus (20/30 effective- 
ment) sont bien contenus dans l’intervalle T 9,2 jours et 9504 (29/30 effectivement) 
dans l’intervalle T 18,4 jours. 
Mais cet écart-type sz n’est que l’erreur sur une observation contenue dans l’échan- 
tillon, que son effectif (N = 30) ne permet pas de considérer comme représentatif de 
la population totale. Cet écart-type des résidus 21 tend en effet à être plus petit que celui 
qui serait calculé sur cette population totale. Il convient donc d’ajuster au nombre de 
degrés de liberté disponibles n le carré s g de l’écart-type des 30 résidus observés, afin 
d’obtenir une estimation valable de l’incertitude qui affecte une interpolation Y, faite 
au moyen de l’équation (3) pour des valeurs interpolées xlP et xzP. 
Soit m le nombre de constantes (ici égal à 3) de l’équation, n = N - m le nombre 
de degrés de liberté disponibles, cet ajustement donnera : 
Ns; 
%=\i-m- 
30 x 85 
27 
= 94,4 et sP = 9,7 
Ainsi l’écart-type d’une interpolation au moyen de l’équation (3) sera égal à 9,7, 
95% des valeurs interpolées devant se situer dans l’intervalle i 19,4 jours. 
Cette incertitude de plus ou moins deux décades reste beaucoup trop importante 
si on se rappelle que les valeurs observées sont déjà affectées d’une incertitude de plus 
ou moins une décade : dans 5% des cas, l’incertitude totale pourra donc atteindre 
30 jours et plus. 
L’approximation curvilinéaire nette. 
C’est qu’un ajustement linéaire multiple suppose que la variable dépendante varie 
proportionnellement à chacune des variables indépendantes (les effets des autres variables 
indépendantes ayant été éliminés) quelle qu’en soit la valeur. Or il est bien évident que 
la durée de la période de végétation active ne va pas changer régulièrement avec la 
latitude et la longitude : des facteurs climatiques plus localisés l’infléchiront plus ou 
moins, déformant les droites de régression en courbes sinueuses qui représenteront plus 
fidèlement le phénomène. 
Cependant, on ne saurait non plus ajuster à ces sinuosités des formes analytiques 
algébriquement connues, d’où la nécessité de les tracer par procédé graphique, empiri- 
quement, à main levée. 
EZECHIEL et Fox (1959) proposent pour ce faire une méthode graphique d’approxi- 
mations successives qui conduit, à partir des droites de régression partielle, à déterminer 
la relation curvilinécrire nette entre la variable dépendante et chacune des variables 
indépendantes. 
Soit, comme noté ci-avant, y la variable dépendante (durée de la période de végéta- 
tion active) et xl (latitude) et x, (longitude) les variables indépendantes. On établit 
l’équation de régression linPaire : 
Y = blx, + bzxz + a = 226,7 - 19,69 x1 -- 1,54 x, (3) 
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Cet ajustement n’approchant pas assez étroitement les données, on se propose de 
déterminer une équation de régression : 
Y’ = f’,(x,) + f’, (x2) + a’ (4) 
dont les termes f(x) sont des fonctions curuilinkzires empiriques ajustées aux données 
aussi fidklement que le permet l’effectif de l’khantillon et n’ayant pour autres contraintes 
(dans le cas présent l) que de varier progressivement, sans cassures. 
A cette fin, on calcule puis on construit (fig. ,4 et 5) les droites nettes de régression : 
Y1 = blxl + a1 = 192,4 -- 19,69 x1 (5) 
Y, = b,x, + a, = 142,7 - 1,54 xZ (f-9 
Puis on pointe, sur chaque graphe, aux abcisses xii et x2i correspondantes et à 
partir des droites nettes (Yl) et (Y,) prises comme origines zéro, les résidus zi (tabl. III, 
colonne 3), ce qui revient à porter les points d’ordonnées : 
Zli = Yli + Zi et Z,i = Y,i + zi 
Des points moyens, relatifs à des groupes respectifs d’abcisses xii et x,i choisies 
pour leur mutuelle proximité, sont alors déterminés et reliés par une ligne brisée. Ces 
lignes sont ensuite lissées (3) par un procédé quelconque, à l’estime ou, comme ici, par 
calcul de moyennes dites mobiles ou glissantes 2, ce qui donne In Premiere approzimo- 
tion aux courbes de régression nettes de y par rapport respectivement à x1 et à x2, courbes 
symbolisées par les fonctions : 
Y’1 = f’l (x1) + a’, et Y’, = f’, (x2) + a’, 
qui sont, l’une et l’autre, nettes des effets linéaires de l’autre variable indépendante sur y. 
Des estimat,ions Y’ sont alors tirées de la fonction (4) : 
Y’ = f’l (xl) + f’, (x2) + a’ 
où : 
X[f’li (Xii) + f’2i (Xzi)] a’ = y-- ~ 
N 
les ordonnées f’,i (xii) et f’,i (xii) étant lues directement sur les courbes (Y;) et (Y;) aux 
abcisses xii et x2i. 
Les nouveaux résidus : z’i = yi - Y’i sont plus petits que les précédents zi (colonnes 
3 et 4 du tabl. III), leur moyenne arithmétique étant égale à 4,4 jours (contre 7,s) et 
leur écart-type sZ’ étant égal à 5,5 jours (contre 9,2). Le coefficient de détermination 
multiple R2 = 0,91 devient l’indice de dét.ermination (curvilinéaire) multiple I2 = O,97. 
Mais il importe surtout de pouvoir comparer les écarts-types sp et si d’une inter- 
polation, ajustés aux nombres de degrés de liberté disponibles. Précédemment, dans le 
1 S’il s’agissait, par exemple, de rechercher la fonction selon laquelle le rendement d’une culture varie avec un 
élément du climat, une condition logique serait d’imposer un maximum. 
2 Après avoir constaté que le résultat restait le même, on n’a effectivement lissé ici que la dernière approxi- 
mation. 
En cas de traitement programmé des données à l’ordinateur, un autre procédé de lissage pourrait consister 
à ajuster, à cinq points successifs glissant d’un en un, une fonction du 3e degré. 
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cas des droites de régression, l’ajustement prenait 3 degrés de liberté, pour les 3 constantes 
de l’équation (3). Mais les courbes de régression tracées en première approximation 
(fig. 4 et 5) n’ont pas d’équation connue d’où tirer le nombre des constantes. 
Fig. 4 et 5. - Droites de régression (trait interrompu) de la durbe de la période de végktation active sur la latitude 
(fig. 4) et la longitude (fig. 5) et premikre approximation curvilin6aire. 
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Fig. 6 et 7. - Dernière approximation curvilinéaire. A remarquer le rq)IJrochement vers chacnnr des cowl)es de 
régression des points représentatifs des stations aprits élimination des effets curvilill&ires de cha(lue variable 
(latitude et longitude) sur l’autre. 
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Cependant, lorsque la ligne, de droite devient sinueuse pour passer a proximité 
des points moyens, elle acquiert des points d’inflexion. Aussi paraît-il logique de consi- 
dérer qu’on perd autant de degrés de liberté que les courbes gagnent de points d’inflexion : 
plus on raffine, moins grand est le nombre de degrés de liberté restants. 
Dans cette première approximation, la courbe (YJ comporte manifestement 5 
points d’inflexion. Quant à la courbe (Y;), elle s’écarte encore trop peu de la droite pour 
que les points d’inflexion soient identifiables, mais elle est susceptible d’en présenter 2 
étant donné le nombre de points moyens utilisés. Perdant encore un degré de liberté 
pour la constante a’, il reste : 30 - 8 = 22 degrés de liberté. 
La somme des carrés des ZLi (tabl. III, colonne 4) étant égale à 897, l’écart-type sLI> 
ajusté aux 22 degrés de liberté est la racine carrée de 897122, soit 6,4 contre 9,7 dans le 
cas des droites. 
Cette première approximation a été très efficace, mais l’étendue de la distribution 
des résidus (colonne 4) va encore de - 12 à ,+ 10 et une interpolat,ion sera affectée 
d’une incertitude de 6 à 7 jours au moins dans 1 cas sur 3 et de 13 jours au moins dans 
5 cas sur 100, ce qui reste considérable, s’ajoutant aux 10 jours de l’incertitude de départ. 
On peut essayer alors d’une deuxième approximation à la régression curvilinéaire 
nette, en opérant comme pour la première mais non plus à partir des droites mais des 
courbes (Y:,) et (YLJ et en augmentant,, si les données le permettent, le nombre des 
points moyens. 
Cette deuxième approximation, qui ne comporte plus que 17 degrés de liberté, 
est caractérisée par un écart-type sb de l’interpolation égal à 6,3. Et ainsi de suite, 
tant que les valeurs de s z, mais surtout celles de sP diminuent, comme on peut le cons- 
tater au tableau III où les quatrième et cinquième approximations, pour une même 
moyenne arithmétique des résidus égale à 2,7 donnent des sz et sp différents. 
C’est qu’à une même somme des résidus peuvent correspondre des équilibres diffé- 
rents et cette propriété peut d’ailleurs être utilisée (EZECHIEL et Fox) pour améliorer 
encore l’ajustement : la colonne 9 représente en effet un ajustement moyen entre les 
quatrième et cinquième approximations. Dans cette sixième approximation, moyenne 
des deux précédentes, l’écart moyen arithmétique n’est plus que de 2,6 jours et l’écart- 
type de ces résidus de 3,l jours, le I2 passant à 0,99. Mais avec les 16 degrés de liberté 
restants, l’écart-type ajusté d’une interpolation est de 4,3 jours. 
En fait, il reste à lisser cette dernière approximation en ligne brisée, ce qui conduit 
aux courbes finales (fig. 6 et 7) obtenues par jonction des moyennes glissantes de trois 
valeurs lues de 5 en 5 mm. Ce lissage augmente nécessairement l’importance des résidus 
mais fait disparaître un point d’inflexion peu marqué. 
Finalement, comptant 5 points d’inflexion sur la courbe de la figure 6, désignée par 
(Y1) et 7 points d’inflexion sur la courbe de la figure 7, soit (YJ, plus une constante 
d’ordonnée à l’origine, il reste 17 degrés de liberté. 
L’écart-type ajusté d’une interpolation peut ainsi’ être estimé (colonne 10) à 4,7 
jours : dans 1/3 des cas, s’ajoutera donc à l’incertitude originelle de 10 jours une incerti- 
tude d’interpolation égale à 5 jours au moins et, dans 51100 des cas, à 10 jours ou plus. 
L’équation de régression s’écrira finalement, compte tenu des 10 jours d’incertitude affectant 
déjà les données : 
Y, = fi (XI) + f, (x,) - 108 
+ ou - (5 + 10) et plus dans 1/3 des cas (7) 
+ ou - (10 + 10) et plus dans 5% des cas 
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Encore l’incertitude ne peut-elle être considérée comme étant la même en tout point, 
la densité des données étant variable le long des courbes. D’ailleurs, du fait de l’incli- 
naison Ouest-Est du front intertropical (et donc des isohyètes) par rapport aux paral- 
lèles, inclinaison qui fait qu’entre deux points de même régime pluviométrique situés 
l’un à l’ouest, l’autre à l’Est, il y a une différence de latitude de deux ou trois degrés 
(200 à 300 km), les limites d’utilisation de cette équation ne sont pas réellement les 
valeurs extrêmes considérées de x, et de x 2 : 80 40’ N < x, < 150 40’ N et 160 50’ W < 
x, < 200 50’ E. Par exemple, on possède des observations aux environs de 90 de latitude 
Nord à l’Est, mais aucune à l’Ouest avant 120 à 130 K : on ne pourra donc pas raison- 
nablement interpoler à l’Ouest dans les basses latitudes. Les limites réelles d’utilisation 
de l’équation de régression sont matérialisées par les isolignes de la carte (fig. 8) établie 
à partir des courbes de régression. 
Discussion. 
Les limites de confiance des écarts-types sD (au seuil de probabilité 0,90, soit pour 
0,05 de part et d’autre), calculées par une méthode applicable aux petits échantillons 
(VESSEREAU, 1960) sur la base des degrés de liberté correspondants n, sont inscrites 
dans le bas du tableau III. 
Dès la troisième approximation curuilinéaire (colonne 6) les écarts-types Si (variant 
de 4,3 à 5,5) paraissent significativement plus petits que celui (égal à 9,7) de l’approxi- 
mation Iinéaire (colonne 3), mais celui de l’approximation finale (égal à 4,7, colonne 10) 
ne se différencierait pas de ceux des approximations curvilinéaires antérieures. Etant 
donné les faibles nombres de degrés de liberté, le test manque sans doute de puissance. 
Mais la seule façon valable d’éprouver la méthode en cause - et surtout le procédé 
d’évaluation des degrés de liberté disponibles pour l’estimation de l’écart-type d’une 
interpolation - consisterait. à interpoler au moyen des courbes de régression la variable 
considérée pour des stations susceptibles de fournir par ailleurs une valeur (( observée )) 
de cette variable. La distribution des écarts (( observation-interpolation R serait alors 
comparée aux distributions des résidus des approximations successives. 
Il n’a pu être trouvé que 18 stations dont l’insolation - interpolée dans six cas - 
fût disponible sur trois à neuf ans, la vitesse du vent -~- interpolée dans trois cas - sur 
cinq à dix ans, température et tension de vapeur étant toujours disponibles sur dix ans 
au moins. Les interpolations de ces variables météorologiques ont été opérées h l’intérieur 
ou à la limite du réseau constitué par les 30 stations (tabl. 1) qui ont procuré lrs données 
de base de cette élude. Le tableau IV, où est consignée l’information relative A ces 18 
stations, indique (colonne 3) les nombres d’années d’insolation mensuelle disponibles 
pour la moyenne. Les stations encadrées de parenthèses sont celles pour lesquelles la 
vitesse du vent a dû être interpolée. 
Comme pour les 30 stations du tableau 1, les évapotranspirations potentielles ont 
été calculées selon PENMAN (avec albedo de 0,25) puis rapportées aux pluviosités men- 
suelles moyennes (sur trente ans presque toujours) afin de déterminer la durée y de la 
(( période de végétation active )) A, - B, (fig. 1, 2 et 3). Cette variable G observée »cons- 
titue la colonne 4 du tableau IV. 
Enfin, pour ces 18 stations, la variable a été interpolée : 
- D’une part au moyen des courbes de régression curvilinéaire (fig. 6 et 7, ct équa- 
tion 7), soit Y, (colonne 5) ; 
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1 2 3 4 5 6 7 8 
Station 
Latitude Moyenne A, -- B, 
Nord Longitude insolation Y 
Y0 y- Yç Y, y- Y1 
Tillabery 140 14’ 010 27’ E 3 ans 60 72 -12 74 ~- 14 
Dori 140 02' 000 02'W 9 N 70 82 -12 81 -- 11 
(Kogoni) 14043' 080 00’ W 5 n 75 83 -8 X0 -5 
Nioro du S. 15014' 090 36'W interpol. 75 69 + 6 72 + 3 
Linguéré 15023' 150 07’ w 6 ans 75 77 -2 77 --2 
(Ouahigouya) 130 25’ 020 26'W 6 » 90 95 --5 07 -7 
San 13017' 040 53'W interpol. 90 97 -7 103 -13 
Diourbel 140 50’ 160 15’ W interpol. 90 90 0 90 0 
Kaolack 140 08’ 169 04’ W 9 ans 100 105 -5 104 -4 
Fada N’Gour. 120 04’ 000 21’ E 9 » 120 119 + 1 119 + 1 
Koutiala 12024' 05028'W 6 n 125 121 f4 121 + ‘J 
(Guider) 09056' 13058 E interpol. 135 128 +7 141 --- 6 
Boromo 110 44’ 020 55'R 3 ans 135 133 + 2 130 + .5 
Kandi 11” OS’ 02056’E 9 II 140 138 + 2 133 +7 
Mango 100 22’ 000 28' R 9 n 150 i51 -1 152 -2 
Bougouni 110 25’ 070 29' w interpol. 150 151 -- 1 144 + 6 
Sikasso 110 21’ 050 41' w interpol. 160 147 + 13 141 + 19 
Gaoua 100 20’ 030 11’ W 5 ans 165 160 + 5 158 +7 
+ 40 + 52 
~ 53 -64 
(i:l 5,3 6,4 
1. * 761 Jl62 
J)DJ. 17 17 
s; 44,2 6X,3 
SZ 6,7 8.3 
- D’autre part au moyen de l’équation de régression linéaire multiple (3), soit 
Y1 (colonne 7). 
Les colonnes 6 et 8 contiennent les écarts ou résidus y - Y, et y - Y1 de ces 
interpolations respectives par rapport à une même valeur observée y. 
Rapprochant les tableaux III et IV, on peut faire les constatations et interpréta- 
tions suivantes : 
Interpolation et ajustement linéaires. 
Les écarts-types des distributions des résidus de l’interpolation (8,3) et de l’ajuste- 
ment linéaires (9,7) ne se montrent pas significativement différents : le rapport des va- 
riantes, F = 94,4/68,3 = 1,4 est en effet, avec 27/17 degrés de liberté, inférieur à la 
valeur limite 1,9 de Snedecor pour P = 0,05. On remarquera que les résidus moyens, 
en valeur absolue, de l’interpolation (6,4) et de l’ajustement (7,s) ne se différencient 
pas non plus, l’écart-type de leur différence étant égal à 1,5. 
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Dans la mesure où il est possible d’en juger avec seulement 17 degrés de liberté, 
l’interpolation linéaire répond bien à ce qu’il était permis d’en attendre sur la base des 
27 degrés de liberté de l’ajustement. 
Interpolation et ajustement curuilinéaires. 
L’écart-type des résidus de l’interpolation curvilinéaire, soit 6,7, ne se montre pas’ 
mais de justesse, au seuil 0,05, significativement supérieur à celui qui avait été estimé, 
sur la base des 17 degrés de liberté de l’ajustement final, soit 4,7, comme devant être 
précisément l’écart-type d’une interpolation curvilinéaire : le rapport des variantes, 
F = 44,2/21,7 = 2,04, est en effet, avec 17/17 degrés de liberté, inférieur de peu à la 
limite 2,3 de Snedecor. La probabilité se situe entre 0,05 et 0,lO. 
Rappelons que les 17 degrés de liberté de la variante supposée (21,7) d’une inter- 
polation avaient été déterminés sur la base du nombre de points d’inflexion des courbes 
de régression : la courbe (Y1) de la figure 6 comportant 5 points d’inflexion et la courbe 
(YJ en comptant 7, et l’équation (7) ayant une constante d’ordonnée à l’origine, le 
nombre de degrés de liberté disponibles avait été évalué à : 30 - (5 + 7 + 1) = 17. 
Si alors on admet que la variante 44,2 (écart-type 6,7) de l’interpolation curvilinéaire 
effective est, pour P compris entre 0,05 et O,lO, supérieure significativement à la variante 
supposée a priori, soit 21,7 (écart-type 4,7), de cette même interpolation, on peut 
remarquer que la somme des carrés des résidus de l’ajustement final, 372, divisée par 
44,2, variante effective de l’interpolation des 18 stations, donne 8,4 degrés de liberté. 
Or, si. on soustrait de 30, non plus le nombre de points d’inflexion des deux courbes 
(Y1) et (YJ, mais le nombre de segments de droite, tangents à la courbe ou la traversant, 
de la ligne brisée qui joint les points moyens, on obtient, à raison de 8 éléments de ligne 
brisée pour la courbe (Y,) et de 13 éléments pour la courbe (YJ : 30 - (8 + 13 + 1) = 8 
degrés de liberté. 
On perdrait ainsi un degré de liberté par élément de ligne brisée enveloppant la 
courbe de régression, on encore par point moyen, et non par point d’inflexion. 
On observera cependant (tabl. IV) que les résidus les plus forts sont situés aux 
limites de l’aire considérée au départ, OU la précision a toute chance d’être moins bonne : 
- 12 à Tillabéry et à Dori au Nord, -- 13 à Sikasso au Sud. Si on élimine ces observa- 
tions douteuses, l’écart-type devient égal à 4,7, comme prévu théoriquement. 
En fait, étant donné l’incertitude du test de comparaison des écarts-types et la 
constitution de l’échantillon, il n’est pas possible de conclure sur cette expérience unique. 
Interpolation linéaire et curuilinéaire. 
Les écarts-types des distributions des résidus des interpolations linéaires (8,3) et 
curvilinéaires (6,7) ne se différencient pas, le rapport des variantes, F = 68,3/44,2 = 1,54 
étant en effet, avec 17/17 degrés de liberté, inférieur à la limite 2,3 pour P = 0,05. 
La probabilité d’avoir deux échantillons différents se situe vers 0,20. Ces échantillons 
sont peut-être trop peu importants pour faire apparaître significatives des différences 
de cet ordre de grandeur. Il est par ailleurs intéressant de remarquer que, comparé à 
l’écart-type 9,7 (non différent lui-même de 8,3) de l’ajustement linéaire, celui de l’inter- 
polation curvilinéaire, 6,7, paraît tout juste significativement inférieur d’après le test 
F = 94,4/44,2 = 2,1, la limite pour P = 0,05, avec 27/17 degrés de liberté, étant 2,0. 
Il y a donc une présomption, dans le cas particulier considéré, que le passage de l’ajus- 
tement linéaire à l’ajustement curvilinéaire n’a pas été inutile. 
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Il faut considérer en outre que l’ajustement curvilinéaire le plus poussé ne peut se 
différencier grandement d’un ajustement linéaire (multiple) dont le R2 est déjà égal 
à 0,91. La méthode d’approximations curvilinéaires successives par procédé graphique 
sera d’autant plus efficace - pourvu que l’effectif de l’échantillon soit convenable - 
que l’ajustement linéaire aura été moins bon, dans l’hypothèse évidemment OU le phéno- 
mène étudié répqnd à une loi. 
Dans le cas particulier ici traité, 30 données de base, et même 48 si on associait 
les échantillons des tableaux III et IV, ne peuvent rendre compte avec une précision 
suffisante des conditions de la période de végétation dans une aire aussi étendue, qui 
va de la côte du Sénégal aux confins du Tchad et du Soudan, sur une largeur de 800 à 
1 000 km. Il s’ensuit qu’une carte d’isodurée de la « période de végétation active D telle 
qu’elle a été construite par COCHEME et FRANQUIN (1967) à partir des mêmes données 
(tabl. III) mais selon la méthode classique, pèche par optimisme avec ses lignes espacées 
de 20 jours. Au mieux peut-on, comme ici (fig. 8) sur la base des courbes de régression, 
tracer des lignes espacées de 30 jours, comme l’indique bien l’équation (7). Un semblable 
contrôle appliqué aux cartes d’isolignes publiées montrerait les insuffisances de beaucoup 
d’entre elles. 
Pour l’estimation de la durée de la période de végétation active, plutôt que de cher- 
cher comme ici à l’interpoler directement, il serait plus rationnel, étant donné l’impossi- 
bilité même B long terme de multiplier les stations observant le rayonnement, le vent, 
la température et l’humidité atmosphérique - ou même ces deux dernières variables 
seulement - d’interpoler séparément les valeurs des deux éléments du bilan hydrique 
sur lequel est fondée cette estimation, évapotranspiration potentielle et pluviosité, 
ou du moins la première. 
La pluviosité, bien plus variable que l’évapotranspiration, détermine avant tout 
l’incertitude qui affecte toute estimation des position et durée de la période de végétation, 
mais il existe environ six fois plus de postes pluviométriques (300 environ dans l’aire 
considérée) que de stations susceptibles de fournir une estimation de l’évapotranspiration 
et les relevés pluviométriques portent en moyenne sur une période de trente ans. C’est 
donc l’évapotranspiration qu’il convient de pouvoir interpoler, au moyen d’une équation 
de régression par exemple dont la détermination serait l’occasion d’une tentative d’in- 
troduire la variable (( temps jr conjointement aux variables d’espace. 
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