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NEW REFINEMENTS OF CUSA-HUYGENS INEQUALITY
CHRISTOPHE CHESNEAU, MARKO KOSTIC´, BRANKO MALESˇEVIC´,
BOJAN BANJAC, AND YOGESH J. BAGUL
Abstract. In the paper, we refine and extend Cusa-Huygens inequality
by simple functions. In particular, we determine sharp bounds for sin(x)/x
of the form (2 + cos(x))/3 − (2/3 − 2/pi)Υ(x), where Υ(x) > 0 for x ∈
(0, pi/2), Υ(0) = 0 and Υ(pi/2) = 1, such that sin x/x and the proposed
bounds coincide at x = 0 and x = pi/2. The hierarchy of the obtained
bounds is discussed, along with a graphical study. Also, alternative proofs
of the main result are given.
1. Introduction
The Cusa-Huygens inequality [13, 16] is one of the celebrated inequalities
in the theory of analytic inequalities involving trigonometric functions. It is
stated as follows:
sinx
x
<
2 + cos x
3
, x ∈ (0, pi/2). (1.1)
In the recent paper [22, Remark 4.1], it is remarked that the inequality (1.1)
is, in fact, true for all x 6= 0. Due to the symmetry of the functions involved
at both sides of (1.1), it suffices to consider the inequality on the right half of
the real line. Although (1.1) is true for x > 0 and it is not sharp everywhere.
So the interest among researchers has been to consider the inequality in the
natural intervals (0, pi/2) or (0, pi). In [22], L. Zhu obtained Cusa-Huygens type
inequalities on a wider range (0, pi). We must emphasize here that the sharp
Cusa-Huygens type inequalities on a wider range (0, pi) have also appeared
in [5, 10,15,17].
In [8, 20], the following Cusa-Huygens type double inequality was estab-
lished: (
2 + cosx
3
)α
<
sinx
x
<
(
2 + cos x
3
)ζ
, x ∈ (0, pi/2), (1.2)
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where α = ln(pi/2)/ ln(3/2) ≈ 1.11374 and ζ = 1 are the best possible con-
stants. Simple alternative proofs of (1.2) are offered in [3,4]. For other details
about inequalities (1.1) and (1.2), we refer readers to [3–10,13–18,20–22].
The main objective of this paper is to provide a manageable and sharp al-
ternative to the double inequality (1.2) in the following sense: (i) in the appli-
cations, the exponentiated version of (2+cos(x))/3 is not always manageable,
so we have in mind to keep the overall simplicity of the former Cusa-Huygens
inequality by taking the unit exponent, and (ii) the values of the bounds in
(1.2) differ to the one of sinx/x when x = pi/2, making them not sharp for an
interval of values of x close to pi/2. For these reasons, we focus our attention
on sharp bounds of sinx/x of the following form:
Z(x) :=
2 + cosx
3
−
(
2
3
−
2
pi
)
Υ(x), (1.3)
where Υ(x) > 0 for x ∈ (0, pi/2), Υ(0) = 0 and Υ(pi/2) = 1. Hence, a simple
form for Υ(x) implies a tractable expression for Z(x). Candidates of such
functions are proposed and two theorems are proved. The importance of the
finding is illustrated by a graphical study, showing the high degree of sharpness
of the results. Also, the hierarchy between the obtained bounds are examined.
Alternative proofs are also provided.
The rest of the paper is divided into the following sections. Section 2 con-
tains the main results. Section 3 is devoted to the proofs of these results.
Diverse complements are offered in Section 4, including a comparison of the
proposed bounds, a graphical study and alternative proofs.
2. Main results
The following theorem presents sharp bounds for sinx/x of the form (1.3),
with Υ(x) defined as exponentiated version of (pi/2− 1)−1(x− sinx).
Theorem 1. Let x ∈ (0, pi/2). Then the double inequality
2 + cos x
3
−
(
2
3
−
2
pi
)
Φ1(x) <
sinx
x
<
2 + cosx
3
−
(
2
3
−
2
pi
)
Φ2(x) (2.1)
where Φ1(x) := (pi/2 − 1)
−1(x− sinx) and Φ2(x) := (pi/2− 1)
−2(x− sinx)2.
In a similar fashion to Theorem 1, Theorem 2 presents sharp bounds for
sinx/x of the form (1.3), with Υ(x) defined as exponentiated version of sinx−
x cos x.
Theorem 2. Let x ∈ (0, pi/2). Then, the double inequality
2 + cos x
3
−
(
2
3
−
2
pi
)
Ψ1(x) <
sinx
x
<
2 + cosx
3
−
(
2
3
−
2
pi
)
Ψ2(x) (2.2)
where Ψ1(x) := sinx− x cos x and Ψ2(x) := (sinx− x cos x)
2.
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Since Ψ2(x) and Ψ2(x) are positive, the Cusa-Huygens inequality in (1.1)
is clearly refined. Moreover, as linear combinations of simple functions, the
obtained bounds are quite manageable for diverse analytical manipulations
involving integration, series, and so on.
The main proofs of these theorems are based on several general and specific
results described in the next section. Some of them can be of independent
interest, for aims beyond the scope of this study. Let us mention that the
sharpness of the obtained bounds, as well as alternative proofs, will be dis-
cussed later.
3. Proofs
3.1. Preliminaries and lemmas. The following series expansions can be
found in [11, 1.411(7, 11)]:
cot x =
1
x
−
∞∑
k=1
22k|B2k|
(2k)!
x2k−1, x ∈ (0, pi) (3.1)
and
1
sinx
=
1
x
+
∞∑
k=1
2(22k−1 − 1)|B2k|
(2k)!
x2k−1, x ∈ (0, pi). (3.2)
From (3.2), we can write
x
sinx
= 1 +
∞∑
k=1
2(22k−1 − 1)|B2k|
(2k)!
x2k, x ∈ (0, pi). (3.3)
Similarly, we obtain( x
sinx
)2
= −x2(cot x)′ = 1 +
∞∑
k=1
22k(2k − 1)|B2k|
(2k)!
x2k, x ∈ (0, pi) (3.4)
and
cos x
sin2 x
=
(
1
sinx
)
′
=
1
x2
−
∞∑
k=1
(2k − 1)(22k − 2)|B2k|
(2k)!
x2k−2, x ∈ (0, pi),
(3.5)
respectively, from (3.1) and (3.2).
For Lemma 1, we refer to [2]. Lemma 1 is known as l’Hoˆpital’s rule of
monotonicity.
Lemma 1. Let f, g : [m,n] → R be two continuous functions which are dif-
ferentiable on (m,n) and g′(x) 6= 0 in (m,n). If f ′(x)/g′(x) is increasing (or
decreasing) on (m,n), then the functions (f(x) − f(m))/(g(x) − g(m)) and
(f(x) − f(n))/(g(x) − g(n)) are also increasing (or decreasing) on (m,n). If
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f ′(x)/g′(x) is strictly monotone, then the monotonicity in the conclusion is
also strict.
Lemma 2. ( [6, Lemma 2]) The function
P (x) :=
x2 sinx
sinx− x cos x
, x ∈ (0, pi/2)
is positive and strictly decreasing on (0, pi/2).
Lemma 3 below can be found in [1, 12].
Lemma 3. Let A(x) :=
∑
∞
n=0 anx
n and B(x) :=
∑
∞
n=0 bnx
n be convergent
for |x| < T, where an and bn are real numbers for n = 0, 1, 2, · · · such that
bn > 0, and T > 0 is a fixed constant. If the sequence an/bn is strictly increas-
ing(or decreasing), then the function A(x)/B(x) is also strictly increasing(or
decreasing) on (0, T ).
The next lemma is about lower and upper bounds for a ratio involving
absolute Bernoulli numbers. It is established in [19].
Lemma 4. For k ∈ N, the Bernoulli numbers satisfy
(22k−1 − 1)
(22k+1 − 1)
(2k + 1)(2k + 2)
pi2
<
|B2k+2|
|B2k|
<
(22k − 1)
(22k+2 − 1)
(2k + 1)(2k + 2)
pi2
.
The following result is for future technical considerations.
Lemma 5. The function
Q(x) :=
3 sin x− 2x− x cos x
x5
, x ∈ (0, pi/2)
is negative and strictly increasing on (0, pi/2).
Proof. First, Q(x) is negative due to inequality (1.1). Now, let
q1(x) := 3 sinx− 2x− x cos x, h1(x) := x
5,
q2(x) := x sinx+ 2cos x− 2, h2(x) := 5x
4
and
q3(x) := x cos x− sinx, h3(x) := 20x
3.
Then
qi(0+) = hi(0+) = 0 (i = 1, 2, 3),
q′i(x)
h′i(x)
=
qi+1(x)
hi+1(x)
(i = 1, 2)
and
q′3(x)
h′3(x)
= −
1
60
sinx
x
.
Since the function sinx/x is strictly decreasing on (0, pi/2), repeated applica-
tion of Lemma 1 gives that Q(x) is strictly increasing on (0, pi/2). 
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The following result is also an important ingredient of a main proof.
Lemma 6. The function
T (x) :=
x2 sinx
x− sinx
, x ∈ (0, pi)
is positive and strictly decreasing on (0, pi).
Proof. Clearly, T (x) is positive since x > sinx, x ∈ (0, pi). Thus, it suffices to
prove that 1/T (x) is strictly increasing on (0, pi). We have
1
T (x)
=
1
x2
( x
sinx
− 1
)
.
By (3.3), we get
1
T (x)
=
∞∑
k=1
2(22k−1 − 1)|B2k|
(2k)!
x2k−2, x ∈ (0, pi)
which is obviously strictly increasing on (0, pi). 
3.2. Proofs of main results.
Proof of Theorem 1. We first prove the left inequality of (2.1). Let us set
f(x) :=
sinx
x
− 2+cos x3
x− sinx
=
3 sin x− x cos x− 2x
3x2 − 3x sin x
, x ∈ (0, pi/2).
As intermediary functions, we consider
g1(x) := 3 sin x− x cos x− 2x, h1(x) := 3x
2 − 3x sin x,
g2(x) := x sinx+ 2cos x− 2, h2(x) := 6x− 3 sin x− 3x cos x,
and
g3(x) := x cos x− sinx, h3(x) := 3x sin x− 6 cos x+ 6.
Then
gi(0+) = hi(0+) = 0 (i = 1, 2, 3),
g′i(x)
h′i(x)
=
gi+1(x)
hi+1(x)
(i = 1, 2)
and
g′3(x)
h′3(x)
=
−x sinx
9 sin x+ 3x sinx
= −
1
3
(
x
3 + u(x)
)
with
u(x) :=
x
tanx
.
The function u(x) is positive and strictly decreasing on (0, pi/2). Applying
Lemma 1 repeatedly, we get that f(x) is strictly decreasing on (0, pi/2). Hence,
for x < pi/2, we have
f
(pi
2
−
)
< f(x).
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Since
f
(pi
2
−
)
=
2
pi
− 23
pi
2 − 1
,
we get required left inequality of (2.1).
Now we prove the right inequality of (2.1). Let
F (x) :=
sinx
x
− 2+cos x3
(x− sinx)2
=
3 sin x− x cos x− 2x
3x3 − 6x2 sinx+ 3x sin2 x
.
It can also be written as
F (x) =
3 1sinx −
2
x
(
x
sinx
)2
− x cos x
sin2 x
3x
(
x
sinx
)2
− 6x
(
x
sinx
)
+ 3x
.
Utilizing (3.2), (3.3), (3.4) and (3.5), we can write
F (x) =
∑∞k=1 6(22k−1−1)(2k)! |B2k|x2k−1 −∑∞k=1 22k+1(2k−1)(2k)! |B2k|x2k−1 +∑∞k=1 (2k−1)(22k−1)(2k)! |B2k|x2k−1∑∞
k=1
3·22k(2k−1)
(2k)!
|B2k|x2k+1 −
∑∞
k=1
3·22(22k−1−1)
(2k)!
|B2k|x2k+1


=
∑∞
k=1 2
[
3(22k−1 − 1)− 22k(2k − 1) + (2k − 1)(22k−1 − 1)
] |B2k|
(2k)!
x2k−1∑∞
k=1 12 [(2k − 1)2
2k−2 − (22k−1 − 1)] |B2k|
(2k)!
x2k+1
=
∑∞
k=2 2
[
3(22k+1 − 1)− 22k+2(2k + 1) + (2k + 1)(22k+1 − 1)
] |B2k+2|
(2k+2)!
x2k+1∑∞
k=1 12 [(2k − 1)2
2k−2 − (22k−1 − 1)] |B2k|
(2k)!
x2k+1
=
∑∞
k=2 4
[
−2k · 22k + 2 · 22k − k − 2
] |B2k+2|
(2k+2)!
x2k+1∑∞
k=2 3 [2k · 2
2k − 3 · 22k + 4] |B2k|
(2k)!
x2k+1
=
(
−1∑∞
k=2
180|B2k |
(2k)!
(2k · 22k − 3 · 22k + 4)x2k−2
:=M(x)
)
−

∑∞k=2 4|B2k+2|(2k+2)! (2k · 22k − 2 · 22k + k + 2)x2k+1∑∞
k=2
3|B2k|
(2k)!
(2k · 22k − 3 · 22k + 4)x2k+1
:=
A(x)
B(x)

 .
Now
2k · 22k − 2 · 22k + k + 2 > 0, (k = 2, 3, 4, · · · ),
and
2k · 22k − 3 · 22k + 4 > 0, (k = 2, 3, 4, · · · ).
Therefore, M(x) is strictly increasing on (0, pi/2). Next, let us notice that
A(x)
B(x)
=
∑
∞
k=2 akx
2k+1∑
∞
k=2 bkx
2k+1
where
ak :=
4|B2k+2|
(2k + 2)!
(2k · 22k − 2 · 22k + k + 2) > 0
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and
bk :=
3|B2k|
(2k)!
(2k · 22k − 3 · 22k + 4) > 0.
So,
ak
bk
=
2
3
|B2k+2|
|B2k|
1
(k + 1)(2k + 1)
(2k · 22k − 2 · 22k + k + 2)
(2k · 22k − 3 · 22k + 4)
:= ck
and
ck+1 =
1
6
|B2k+4|
|B2k+2|
1
(k + 2)(2k + 3)
(8k · 22k + k + 3)
(2k · 22k − 22k + 1)
.
Hence
ck+1
ck
=
1
4
|B2k+4|
|B2k+2|
|B2k|
|B2k+2|
(k + 1)(2k + 1)
(k + 2)(2k + 3)
×
(8k · 22k + k + 3)(2k · 22k − 3 · 22k + 4)
(2k · 22k − 22k + 1)(2k · 22k − 2 · 22k + k + 2)
.
By Lemma 4, we have
|B2k+4|
|B2k+2|
<
2(4 · 22k − 1)(k + 2)(2k + 3)
pi2(16 · 22k − 1)
and
|B2k|
|B2k+2|
<
pi2(2 · (22k − 1)
(22k − 2)(k + 1)(2k + 1)
.
Then
4
ck+1
ck
<
2(4 · 22k − 1)(2 · 22k − 1)
(16 · 22k − 1)(22k − 2)
×
(8k · 22k + k + 3)(2k · 22k − 3 · 22k + 4)
(2k · 22k − 22k + 1)(2k · 22k − 2 · 22k + k + 2)
:= N(k).
We claim that
N(k) < 4,
i.e.,
2(4 · 22k − 1)(2 · 22k − 1)(8k · 22k + k + 3)(2k · 22k − 3 · 22k + 4)
< 4(16 · 22k − 1)(22k − 2)(2k · 22k − 22k + 1)(2k · 22k − 2 · 22k + k + 2),
or
(8 · 24k − 6 · 22k + 1)
× (16k2 · 24k − 24k · 24k + 2k2 · 22k + 35k · 22k − 9 · 22k + 4k + 12)
< (32 · 24k − 66 · 22k + 4)
(4k2 · 24k − 6k · 24k + 2 · 24k + 2k2 · 22k + 5k · 22k − 4 · 22k + k + 2).
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Equivalently, after some computations, we get
(120k2 + 188) · 26k + (120k2 + 120) · 24k +
[
(57k + 67) · 22k + 4
]
< (64 · 22k) · 26k + (132k · 22k) · 24k +
[
(186 · 22k + 6k2) · 22k
]
which is clearly true for k = 2, 3, 4, · · · . This implies that ck+1 < ck, i.e., a
sequence {ak/bk}
∞
k=2 is strictly decreasing. By Lemma 3, A(x)/B(x) is strictly
decreasing on (0, pi/2) giving us that F (x) is strictly increasing on (0, pi/2).
Consequently, for x < pi/2,
F (x) < F
(pi
2
−
)
=
(
2
pi
−
2
3
)(pi
2
− 1
)
−2
and the desired right inequality of (2.1) follows. 
Remark 1. Fortunately, we can give a very simple proof of the right inequality
of (2.1). Indeed, we can write F (x) as follows:
F (x) =
1
3
·Q(x) · R(x) · [T (x)]2 ,
where
Q(x) :=
3 sin x− 2x− x cos x
x5
, R(x) :=
1
sin2 x
, T (x) :=
x2 sinx
x− sinx
.
As R(x) is clearly positive and strictly decreasing on (0, pi/2), we conclude by
Lemmas 5 and 6 that F (x) is strictly increasing on (0, pi/2) and the required
inequality follows. 
Proof of Theorem 2. For the left inequality of (2.2), let us set
g(x) :=
sinx
x
− 2+cos x3
sinx− x cos x
=
3 sinx− x cos x− 2x
3x sinx− 3x2 cos x
, x ∈ (0, pi/2).
We now introduce the following intermediary functions:
g1(x) := 3 sin x− x cos x− 2x, h1(x) := 3x sinx− 3x
2 cos x,
g2(x) := x sinx+ 2cos x− 2, h2(x) := 3 sinx− 3x cos x+ 3x
2 sinx,
and
g3(x) := x cos x− sinx, h3(x) := 9x sinx+ 3x
2 cos x.
Then
gi(0+) = hi(0+) = 0 (i = 1, 2, 3),
g′i(x)
h′i(x)
=
gi+1(x)
hi+1(x)
(i = 1, 2)
and
g′3(x)
h′3(x)
=
−x sinx
9 sinx+ 15x cos x− 3x2 sinx
= −
x
3v(x)
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with
v(x) :=
5x
tanx
− x2 + 3.
The function v(x) is positive on (0, pi/2) because of the obvious relation tan x/x >
5/(x2 − 3) and v(x) is also strictly decreasing on (0, pi/2). Applying Lemma 1
repeatedly we get g(x) strictly decreasing on (0, pi/2). Hence, for x < pi/2,
g(x) > g
(pi
2
−
)
=
2
pi
−
2
3
,
giving the left inequality of (2.2).
For the right inequality of (2.2), consider
G(x) :=
sinx
x
− 2+cos x3
(sinx− x cos x)2
=
1
3
· [P (x)]2 ·Q(x) ·R(x),
where
P (x) :=
x2 sinx
sinx− x cos x
, Q(x) :=
3 sinx− 2x− x cos x
x5
, R(x) :=
1
sin2 x
.
By Lemmas 2 and 5, the function [P (x)]2 · Q(x) is negative increasing and
R(x) is positive decreasing. Therefore, G(x) is strictly increasing on (0, pi/2)
and, for x < pi/2, we have
G(x) < G
(pi
2
−
)
=
2
pi
−
2
3
.
This completes the proof. 
4. Complements
This section discusses the importance of our results, by comparing the ob-
tained bounds through analytical and graphical approaches, and also providing
alternative proofs.
4.1. Comparison of the obtained bound. The bounds obtained in Theo-
rems 1 and 2 are comparable. Indeed, we claim that
• the lower bound of Theorem 1 is better to the one of Theorem 2,
• the upper bound of Theorem 2 is better to the one of Theorem 1,
which is strictly equivalent to say that Φ1(x) < Ψ1(x) for x ∈ (0, pi/2). After
basics developments, we arrive at that is
Φ1(x) < Ψ1(x) ⇔
2
pi
+
(
1−
2
pi
)
cos(x) <
sinx
x
,
which is an inequality proved by [5]. Finally, a best of Theorems 1 and 2 is
the following inequality:
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2 + cos x
3
−
(
2
3
−
2
pi
)
Φ1(x) <
sinx
x
<
2 + cos x
3
−
(
2
3
−
2
pi
)
Ψ2(x).
4.2. Graphical analysis. We now provide a graphical analysis of the bounds
in Theorems 1 and 2, by distinguishing lower bounds and upper bounds. Fig-
ure 1 presents the curves of the lower bounds of the two theorems, both minus
sinx/x for visual comfort.
0.0 0.5 1.0 1.5
−
0.0
04
−
0.0
02
0.0
00
Illustration of the lower bounds
x
Lower bound of Theorem 1 − sin(x)/x
Lower bound of Theorem 2 − sin(x)/x
Figure 1. Plots of “lower bounds of Theorems 1 and 2 − sinx/x”
Two immediate remarks come from Figure 1. First, the obtained lower
bounds are very sharp; the worst magnitude of the worst of the two curves
being a remarkable ≈ 0.004. As a second remark, it is clear that the lower
bound of Theorem 1 is uniformly the best, as proved previously.
Figure 2 displays the curves of the upper bounds of the two theorems, both
minus sinx/x.
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0.0 0.5 1.0 1.5
0.0
00
0.0
01
0.0
02
0.0
03
0.0
04
Illustration of the upper bounds
x
Upper bound of Theorem 1 − sin(x)/x
Upper bound of Theorem 2 − sin(x)/x
Figure 2. Plots of “upper bounds of Theorems 1 and 2 − sinx/x”
Figure 2 illustrates the sharpness of the obtained upper bounds; the worst
magnitude of the worst of the two curves being ≈ 0.004. It also shows that
the upper bound of Theorem 2 is uniformly the best, as discussed previously.
4.3. Alternative proofs of main results. It is worth mentioning that al-
ternative proofs of Theorem 1 and 2 can be developed. Such an alternative is
proposed below, based on the methodology developed by [23] and [24]. First,
let us notice that the functions
Φ1(x) =
x− sinx
pi/2− 1
, Φ2(x) =
(
x− sinx
pi/2 − 1
)2
and
Ψ1(x) = sinx− x cos x, Ψ2(x) = (sinx− x cos x)
2
involved in Theorems 1 and 2 are Mixed Trigonometric Polynomial (MTP)
functions in regards to [23] and [24]. Also, our main results can be formulated
as the following inequality:
2 + cos x
3
− a · ϕ(x) <
sinx
x
x <
2 + cosx
3
− a · ψ(x),
where a = 2/3− 2/pi, ϕ ∈ {Φ1,Ψ1} and ψ ∈ {Φ2,Ψ2} for x ∈ (0, pi/2). There-
fore, the previous inequality can be written under the form of an equivalent
double sided inequality as
−ϕ(x) <
1
a
(
sinx
x
x−
2 + cos x
3
)
< −ψ(x),
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for x ∈ (0, pi/2). Since ϕ(x) and ψ(x) are MTP functions, then the problem of
proving the previous double sided inequality can be considered by using meth-
ods presented in [23] and [24]. Here, is shown how the considered inequalities
in Theorem 1 and 2 can be reduced to corresponding MTP inequalities.
• Case 1: ϕ(x) = Φ1(x) = (x − sinx)/(pi/2 − 1). In this case, for x ∈
(0, pi/2), we have
1
a
(
sinx
x
x−
2 + cosx
3
)
+ ϕ(x) > 0
⇔
3pi
2pi − 6
(
sinx
x
x−
2 + cos x
3
)
+
x− sinx
pi/2 − 1
> 0.
This is equivalent to prove that f1(x) > 0, where
f1(x) :=
(
(−4pi + 12) x+ 3pi2 − 6pi
)
sinx
− pi (pi − 2) x cos x+ x
(
(4pi − 12) x− 2pi2 + 4pi
)
.
Or f1(x) > 0 is a MTP inequality which can be proved using meth-
ods from [23] and [24]. For example, let us state proof in short form
according to [24]. Let us set
P1(x) := (−4pi + 12)x+ 3pi
2 − 6pi, P2(x) := −pi(pi − 2)x
and
P3(x) := x
(
(4pi − 12)x− 2pi2 + 4pi
)
.
Let also T f,0n (x) be Taylor’s polynomial function f(x) of nth degree
at the point a = 0. Then, it is possible to check that from one side it
is true that
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f1(x) > P1(x)︸ ︷︷ ︸
(>0)
T sin,07 (x) + P2(x)︸ ︷︷ ︸
(<0)
T cos,04 (x) + P3(x)
=
(
pi
1260
−
1
480
)
x8 +
(
−
pi2
1680
+
1
840
)
x7
+
(
−
pi
30
+
1
100
)
x6 +
(
−
pi2
60
+
pi
30
)
x5 +
(
2pi
3
− 2
)
x4
= 1.12375 . . . · 10−4x8 − 2.13477 . . . · 10−3x7
− 4.71975 . . . · 10−3x6 − 5.97736 . . . · 10−2x5 + 9.43951 . . . · 10−2x4 >
> 1.12 · 10−4x8 − 2.14 · 10−3x7
− 4.72 · 10−3x6 − 5.98 · 10−2x5 + 9.43 · 10−2x4
=
7
62500
x8 −
107
50000
x7 −
59
12500
x6 −
299
5000
x5 +
943
10000
x4 > 0
for x ∈ (0, 1.35), and that, from other side, it is true that
f1
(
pi
2
− x
)
> P1
(
pi
2
− x
)
︸ ︷︷ ︸
(>0)
T cos,02 (x) + P2
(
pi
2
− x
)
︸ ︷︷ ︸
(<0)
T sin,01 (x) + P3
(
pi
2
− x
)
= (−2pi + 6) x3 +
(
pi2/2 + 2pi − 12
)
x2 +
(
−pi3/2− pi2 + 12pi − 12
)
x
= −2.83185 . . . · 10−1x3 − 7.82012 . . . · 10−1x2 + 3.26369 . . . · 10−1x
> −2.84 · 10−1x3 − 7.83 · 10−1x2 + 3.26 · 10−1x
= −
71
250
x3 −
783
1000
x2 +
163
500
x > 0
for x ∈ (0, 0.36).
Thus, the MTP inequality f1(x) > 0 for x ∈ (0, pi/2) is wholesomely
proved. The other cases are mentioned below, with less details.
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• Case 2: ψ(x) = Φ2(x) = ((x− sinx)/(pi/2 − 1))
2 . In this case, for
x ∈ (0, pi/2), we have
1
a
(
sinx
x
x−
2 + cosx
3
)
+ ψ(x) < 0
⇔
3pi
2pi − 6
(
sinx
x
x−
2 + cos x
3
)
+
(
x− sinx
pi/2 − 1
)2
< 0
⇔ f2(x) := −8x (pi − 3) cos
2 x− pix (pi − 2)2 cos x
+
(
(−16pi + 48) x2 + 3pi (pi − 2)2
)
sinx
− 2pi3x+ 8pix3 + 8pi2x− 24x3 − 24x < 0.
The MTP inequality f2(x) < 0 over (0, pi/2) can be proven using meth-
ods from [23] and [24].
• Case 3: ϕ(x) = Ψ1(x) = sinx− x cos x. In this case, for x ∈ (0, pi/2),
it holds that
1
a
(
sinx
x
x−
2 + cos x
3
)
+ ϕ(x) > 0
⇔
3pi
2pi − 6
(
sinx
x
x−
2 + cos x
3
)
+ sinx− x cos x > 0
⇔ f3(x) := (2 (pi − 3) + 3pi) sinx+ x (−2 (pi − 3) x− pi) cos x− 2pix > 0.
Hence, the MTP inequality f3(x) > 0 over (0, pi/2) can be proved via
the methods from [23] and [24].
• Case 4: ψ(x) = Ψ2(x) = (sinx− x cos x)
2 . For x ∈ (0, pi/2), we have
1
a
(
sinx
x
x−
2 + cos x
3
)
+ ψ(x) < 0
⇔
3pi
2pi − 6
(
sinx
x
x−
2 + cosx
3
)
+ (sinx− x cos x)2 < 0
⇔ f4(x) := −4x
2 (pi − 3) sinx cos x+ 3pi sinx
+ 2x(x2 − 1)(pi − 3) cos2 x− pix cos x− 6x < 0.
And, the MTP inequality f4(x) < 0 over (0, pi/2) can be proven using
methods from [23] and [24].
This ends this possible alternative proof.
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