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Abstract Given a non-uniform criss-cross triangulation of a rectangular domain Ω ,
we consider the approximation of a function f and its partial derivatives, by general
C1 quadratic spline quasi-interpolants and their derivatives. We give error bounds in
terms of the smoothness of f and the characteristics of the triangulation. Then, the
preceding theoretical results are compared with similar results in the literature. Fi-
nally, several examples are proposed for illustrating various applications of the quasi-
interpolants studied in the paper.
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1 Introduction
Spline quasi-interpolation is well known to be a good method for the approximation
of bivariate functions. A nice property of spline quasi-interpolants (abbr. QIs) is that
their construction does not need the solution of any system of equations. This prop-
erty is particularly attractive in the bivariate case, where the number of data sites can
be huge in practice.
In the literature, quadratic spline QIs on criss-cross triangulations Tmn of a rect-
angular domain Ω are proposed and studied by many authors (see e.g. [31, Chap.
2], [8, Chap. 8], [18, Chap. 12], [2,5,6,9,14,15,28] and the references therein). In
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general, they are based on B-splines with supports not completely included in Ω and
with some data points lying outside Ω . Therefore, f has to be defined in an open
set containing Ω . In particular, in [2] and [15], some quadratic C1 QIs defined on
uniform meshes are proposed to approximate f and its partial derivatives. Moreover,
error estimates are given in the case f ∈C3(Ω).
In [20,21] spline QIs based on B-splines with supports not completely included
in Ω and all data sites inside or on the boundary of Ω are proposed.
In [10,25,27] the authors define C1 quadratic spline QIs on Tmn, as linear com-
binations of B-splines whose supports are contained in Ω and with functionals based
on data sites lying inside or on the boundary of Ω , for which extra values outside Ω
are not necessary. This property can be very useful, for instance in numerical integra-
tion [19] and in the approximation of functions with boundary conditions [4,11]. In
[12], the error for two special QIs is introduced and partially studied.
In [29], quadratic C1 quasi-interpolating splines on uniform criss-cross triangu-
lations of Ω are directly determined by setting their Bernstein-Be´zier coefficients to
appropriate combinations of the given data values, without using locally supported
splines spanning the spaces.
We notice that C1 quadratic splines are those of the lowest degree having contin-
uous first partial derivatives. This property could be interesting and useful in several
applications, such as in numerical methods for PDEs (see e.g. [16]), where gradients
of the basis functions have to be computed in the space of variational approximants.
They should also provide excellent approximants of the solutions of integral equa-
tions (see e.g. [1,30]).
In this paper we investigate the approximation of a function f , defined in Ω , by
general C1 quadratic spline QIs on non-uniform criss-cross triangulations, based on
B-splines with supports in Ω and data sites inside or on the boundary of Ω . Denoting
them by Q f , we take their partial derivatives as approximation to those of f . We pro-
pose an error analysis for f and its derivatives, making a particular effort to give error
bounds in terms of the smoothness of f and the characteristics of the triangulation,
considering also the case of functions that are not regular enough.
Furthermore, in order to test our results, we provide several applications.
Here is an outline of the paper. In Section 2, general notations and results on C1
quadratic spline QIs and their first and second order partial derivatives are introduced
and three operators are considered: the Schoenberg-Marsden operator S1 (see e.g.
[5–7,9,10,25,27]) and the two optimal operators S2 (see [25,27]) and W2 (which is
a modified version of the one introduced in [6,7]). Here and in the following, the
expression “an optimal quadratic spline QI” has to be understood in the sense that
such a QI is exact on the space of bivariate quadratic polynomials. In Section 3,
local and global estimates on the infinity norm of approximation errors on functions
and first order derivatives are given. Local estimates are provided for second order
derivatives in the interior of each triangular cell of the given triangulation of the
domain. More specific results are given in Section 4 for uniform meshes. In Section
5, for the QIs S1, S2, W2 and their derivatives, specific error bounds are derived from
the general results given in Sections 3 and 4. Finally, in Section 6, some examples
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and applications are proposed where the above QIs are compared with other existing
QIs of the literature.
2 Quadratic spline quasi-interpolants and their partial derivatives
Let Ω = [a,b]× [c,d] be a rectangle decomposed into mn subrectangles by the two
partitions Xm = {xi,0 ≤ i ≤ m}, Yn = {y j,0 ≤ j ≤ n} of the segments [a,b] = [x0,xm]
and [c,d] = [y0,yn], respectively. Let Tmn be the criss-cross triangulation of Ω , de-
fined by drawing the two diagonals in each subrectangle (see Fig. 2.2). We define the
space
S
1
2 (Tmn) = {s ∈C1(Ω) : s|T ∈ P2, for each triangular cell T of Tmn},
whose dimension is (m+2)(n+2)−1, where Pℓ is the space of polynomials in two
variables of total degree less than or equal to ℓ [5,18,31]. Setting Kmn := {(i, j) :
0 ≤ i ≤ m+1, 0 ≤ j ≤ n+1} and K̂mn := {(i, j),1 ≤ i ≤ m, 1 ≤ j ≤ n}, let Bmn :=
{Bi j,(i, j) ∈ Kmn} be the collection of (m + 2)(n + 2) B-splines spanning the space
S 12 (Tmn) [27], with knots
x−2 = x−1 = a = x0 < x1 < .. . < xm = b = xm+1 = xm+2,
y−2 = y−1 = c = y0 < y1 < .. . < yn = d = yn+1 = yn+2.
In Bmn, we consider the mn B-splines associated with the set of indices K̂mn,
whose restrictions to the boundary Γ of Ω are equal to zero. To the latter, we add
2m + 2n + 4 boundary B-splines whose restrictions to Γ are univariate quadratic B-
splines. Their set of indices is
K˜mn := {(i,0),(i,n+1),0 ≤ i ≤ m+1;(0, j),(m+1, j),1 ≤ j ≤ n}.
The Bernstein-Be´zier coefficients (BB-coefficients) and the supports of the inner B-
splines {Bi j, 2 ≤ i ≤ m− 1, 2 ≤ j ≤ n− 1} are given in [22], the other ones can be
found in [24,26]. Some examples of B-spline supports are shown in Fig. 2.2(a). The
B-splines are positive and form a partition of unity.
In S 12 (Tmn), we consider QI operators Q : C(Ω)→S 12 (Tmn), defined by
Q f (x,y) = ∑
(i, j)∈Kmn
λi j( f )Bi j(x,y), (2.1)
where Bi j ∈Bmn and λi j : C(Ω)→ R are linear functionals of the following form:
λi j( f ) =
p
∑
µ=1
w
(i, j)
µ f (x(i)µ ,y( j)µ ), (2.2)
involving only a finite fixed number, p ≥ 1, of mesh-points (x(i)µ ,y
( j)
µ ) in the support
Σi j of Bi j, and of real non-zero weights w(i, j)µ . Moreover, we assume that the λi j’s are
such that Q f = f for all f ∈ Pℓ, 0 ≤ ℓ≤ 2.
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We remark that if (x,y) ∈ Ω is such that xr−1 ≤ x ≤ xr, ys−1 ≤ y ≤ ys, 1 ≤ r ≤ m,
1 ≤ s ≤ n, then it lies in the interior of one of the four triangular cells T (k)rs of Tmn,
k = 1,2,3,4 or in a common edge of two T (k)rs or in in an external edge or it is the
common vertex of the four triangles (see Fig. 2.1). Moreover, every triangle T (k)rs is
covered by the supports of exactly seven B-splines Bi j, whose indices belong to the
set I(T (k)rs ) := {(i, j) : Σi j ∩ int(T (k)rs ) 6= /0}, where int(T (k)rs ) denotes the interior of
T (k)rs .
Fig. 2.1 Triangular cells T (k)rs , k = 1,2,3,4.
Now, we consider Q f and its partial derivatives
Qα f (x,y) := Dα Q f (x,y) = ∑
(i, j)∈I(T (k)rs )
λi j( f )Dα Bi j(x,y). (2.3)
with 0 ≤ |α| ≤ 2, (x,y) ∈ T (k)rs for |α|= 0,1 and (x,y) ∈ int(T (k)rs ) for |α|= 2, where
α = (α1,α2) and |α|= α1 +α2.
In (2.3), we compute the values of the B-splines and their derivatives by means of
their BB-coefficients [26] and the de Casteljau algorithm for triangular surfaces [13,
18]. Since Bi j is a polynomial of total degree two in T (k)rs , it is described by six BB-
coefficients, ensuring the C1 smoothness. Consequently, its first partial derivatives are
polynomials of total degree one in such triangle, where they are described by three
BB-coefficients ensuring the C0 smoothness, while the second partial derivatives are
constant polynomials inside T (k)rs .
Now we consider some quadratic spline QI operators. In order to do it we define
the mesh-points:
si =
xi−1 + xi
2
, t j =
y j−1 + y j
2
, (i, j) ∈Kmn, (2.4)
that are the mn intersection points of diagonals in each subrectangle, the 2(m + n)
midpoints of the subintervals on the four edges, and the four vertices of Ω , see Fig.
2.2(b).
2.1 The quasi-interpolant S1
The first operator is the Schoenberg-Marsden near optimal operator (see e.g. [5–7,9,
10,25,27]) and it is obtained by assuming, in (2.2), p = 1, w(i, j)1 = 1 and (x(i)1 ,y( j)1 ) =
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(a) (b)
Fig. 2.2 (a) Some supports of inner and boundary B-splines. (b) Grid points (xi,y j) and mesh-points
(si, t j) defined in (2.4).
(si, t j), (i, j) ∈Kmn, given in (2.4), i.e.
S1 f (x,y) = ∑
(i, j)∈Kmn
f (si, t j)Bi j(x,y).
It is exact for bilinear polynomials and ‖S1‖∞ = 1, where ‖·‖∞ is the infinite norm.
We notice that the number of data sites required by S1 is
NS = mn+2m+2n+4. (2.5)
2.2 The quasi-interpolant S2
In order to define S2, for 0 ≤ i ≤ m+1, 0 ≤ j ≤ n+1, we set:
ai =−
pi2i pi
′
i+1
pii+pi ′i+1
, ci =−
pii(pi
′
i+1)
2
pii+pi ′i+1
, a j =−
ζ 2j ζ ′j+1
ζ j+ζ ′i+1 , c j =−
ζ j(ζ ′j+1)2
ζ j+ζ ′j+1 ,
bi j = 1− (ai + ci +a j + c j),
with a0 = c0 = am+1 = cm+1 = a0 = c0 = an+1 = cn+1 = 0, b00 = bm+1,0 = b0,n+1 =
bm+1,n+1 = 1 and pii = hihi−1+hi , pi
′
i =
hi−1
hi−1+hi = 1−pii, ζ j =
k j
k j−1+k j , ζ ′j =
k j−1
k j−1+k j =
1−ζ j, for 1 ≤ i ≤ m+1 and 1 ≤ j ≤ n+1, with hi = xi− xi−1, k j = y j − y j−1.
The quadratic spline QI S2 [25,27] is defined as follows:
S2 f (x,y) = ∑
(i, j)∈Kmn
λi j( f )Bi j(x,y),
with coefficient functionals obtained assuming, in (2.2), p = 5, w(i, j)1 = bi j, w(i, j)2 = ai,
w
(i, j)
3 = ci, w
(i, j)
4 = a j, w
(i, j)
5 = c j and
(x
(i)
1 ,y
( j)
1 ) = (si, t j) , (x
(i)
2 ,y
( j)
2 ) = (si−1, t j) , (x
(i)
3 ,y
( j)
3 ) = (si+1, t j) ,
(x
(i)
4 ,y
( j)
4 ) =
(
si, t j−1
)
, (x
(i)
5 ,y
( j)
5 ) =
(
si, t j+1
)
,
where si and t j are given in (2.4). The operator S2 is optimal and, since
|ai|, |ci|, |a j|, |c j| ≤ 1/2 and |bi j| ≤ 3, (2.6)
then ‖S2‖∞ ≤ 5, see [25]. Moreover, we can notice that the number of data sites
requested by S2 is equal to NS given in (2.5).
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2.3 The quasi-interpolant W2
The third quasi-interpolant W2 is defined as follows:
W2 f (x,y) = ∑
(i, j)∈Kmn
λi j( f )Bi j(x,y),
where the coefficient functionals are obtained assuming, in (2.2), p = 5, w(i, j)1 = 2,
w
(i, j)
2 = w
(i, j)
3 = w
(i, j)
4 = w
(i, j)
5 =−
1
4 and
(x
(i)
1 ,y
( j)
1 ) = (si, t j) , (x
(i)
2 ,y
( j)
2 ) = (xi−1,y j−1), (x
(i)
3 ,y
( j)
3 ) = (xi−1,y j),
(x
(i)
4 ,y
( j)
4 ) = (xi,y j−1), (x
(i)
5 ,y
( j)
5 ) = (xi,y j).
The definition of W2 involves two kinds of data sites: the points (si, t j) given in (2.4)
and the grid points (xi,y j), see Fig. 2.2(b). Moreover the number of data sites re-
quested by W2 is
NW = 2mn+3m+3n+1. (2.7)
The operator W2 is optimal and ‖W2‖∞ ≤ 3. We remark that in [6,7] an operator
similar to W2, but based on B-splines with octagonal support not completely included
in Ω , has been introduced.
3 Local and global error bounds for functions and derivatives
In this section general techniques to bound the errors on functions and partial deriva-
tives (of order at most 2) are presented, which are valid for all the operators defined
in Section 2. The results will be specified in Section 5 for each type of operator.
Let T (k)rs be a triangle of Tmn and
Eα,ν(x,y) := Dα ( f −Q f )(x,y), (3.1)
where 0 ≤ |α| ≤ 2, (x,y) ∈ T (k)rs for |α| = 0,1, (x,y) ∈ int(T (k)rs ) for |α| = 2 and
ν ≥ |α| is an integer related to the smoothness of f .
Since Q reproduces polynomials belonging to Pℓ, there results that (3.1) is equiv-
alent to Eα,ν(x,y) = Dα Rν(x,y)−Dα QRν(x,y), where
Rν(x,y) := f (x,y)−qν(x,y), (3.2)
for any qν ∈ Pν and any f such that Dα f (x,y) exists, with 0≤ |α| ≤ ν ≤ ℓ≤ 2. Since
|Eα,ν(x,y)| ≤ |Dα Rν(x,y)|+ |Dα QRν(x,y)| , (3.3)
in Theorem 3.1 and Theorem 3.2, we give upper bounds both for |Dα Rν(x,y)| and
|Dα QRν(x,y)| and finally, in Theorem 3.3, for |Eα,ν(x,y)|. In order to do it, we need
the following two lemmas, that give upper bounds for ∑
(i, j)∈I(T (k)rs )
∣∣Dα Bi j(x,y)∣∣ and∣∣λi j(Rν)∣∣.
First of all, we need to introduce the following notations:
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- hr = xr − xr−1, ks = ys− ys−1, for 0 ≤ r ≤ m+1, 0 ≤ s ≤ n+1;
- ∆̂rs = max{hr,ks}, 0 ≤ r ≤ m+1, 0 ≤ s ≤ n+1;
- hr = maxr−1≤i≤r+1 {hi}, hr = minr−1≤i≤r+1 {hi,hi 6= 0}, 2 ≤ r ≤ m−1,
h = max
1≤i≤m
{hi}, h = min
1≤i≤m
{hi};
- ks = maxs−1≤ j≤s+1
{
k j
}
, ks = mins−1≤ j≤s+1
{
k j,k j 6= 0
}
, 2 ≤ s ≤ n−1,
k = max
1≤ j≤n
{
k j
}
, k = min
1≤ j≤n
{
k j
}
;
- ∆rs = max
{
hr,ks
}
, ∆ rs = max
(i, j)∈I(T (k)rs )
{
∆i j
}
, δrs = min{hr,ks};
- ∆ = max
{
h,k
}
, δ = min{h,k};
- Σ (k)rs =
⋃
(i, j)∈I(T (k)rs )
Σi j;
- ‖·‖
∞,B = ‖·‖B = supremum norm over B, with B compact set in R2;
- ω (Dν f , t,B) = max{ω (Dα f , t,B) , |α|= ν}, where
ω (ϕ, t,B) = max{|ϕ(P1)−ϕ(P2)| ;P1,P2 ∈ B,‖P1−P2‖ ≤ t}
is the modulus of continuity of ϕ ∈C(B), and ‖·‖ is the Euclidean norm;
- ‖Dν f‖B = max
|β |=ν
∥∥∥Dβ f∥∥∥
B
.
Lemma 3.1 Let T (k)rs be a triangular cell of Tmn, (x,y) ∈ T (k)rs for |α| = 0,1 and
(x,y) ∈ int(T (k)rs ) for |α|= 2. Then
∑
(i, j)∈I(T (k)rs )
∣∣Dα Bi j(x,y)∣∣≤ K|α|(hr)−α1(ks)−α2 , (3.4)
with K0 = 1;
K1 =
{
4, if r = 1,m and/or s = 1,n
2, otherwise; (3.5)
K2 =
{
12, if r = 1,m and/or s = 1,n
6, otherwise. (3.6)
Proof For |α| = 0, due to the B-spline partition of unity, (3.4) is an equality, with
K0 = 1. In the case |α| = 1, since Dα Bi j is a linear polynomial in the triangle T (k)rs
with vertices A1, A2, A3, we have∣∣Dα Bi j(x,y)∣∣≤ max{∣∣Dα Bi j(A1)∣∣ , ∣∣Dα Bi j(A2)∣∣ , ∣∣Dα Bi j(A3)∣∣} .
If |α| = 2, then Dα Bi j is a constant inside T (k)rs . Using the values of the Bi j’s BB-
coefficients, we can easily deduce the inequality (3.4) and the constants K1 and K2.
We remark that the constants K1 and K2 are bigger for the triangles near the boundary
of Ω . ⊓⊔
Lemma 3.2 Let f ∈Cν(Σ (k)rs ), with 0 ≤ ν ≤ ℓ≤ 2. For any (i, j) ∈ I(T (k)rs )∣∣λi j(Rν)∣∣≤C(i, j)ν ∆ νi jω(Dν f , ∆i j2 ,Σ (k)rs
)
, (3.7)
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where C(i, j)ν is a constant dependent on ν , i and j. If, in addition, f ∈ Cℓ+1(Σ (k)rs ),
then ∣∣λi j(Rℓ)∣∣≤C(i, j)ℓ+1 ∆ ℓ+1i j ∥∥∥Dℓ+1 f∥∥∥Σ (k)rs , (3.8)
where C(i, j)ℓ+1 is a constant dependent on ℓ, i and j.
Proof We set (νβ) = ν!β1!β2! and, in (3.2), we choose as qν the Taylor polynomial in
the expansion of f at the midpoint (ξ0,η0) of the external edge of T (k)rs , i.e.
qν(x,y) =
1
ν! ∑
|β |≤ν
(
ν
β
)
Dβ f (ξ0,η0)(x−ξ0)β1(y−η0)β2 . (3.9)
Then, for 0≤ ν ≤ ℓ and (u,v) in the segment joining (x,y) to (ξ0,η0), from (3.2) and
(3.9) (see e.g. [6]),
Rν(x,y) =
1
ν! ∑
|β |=ν
(
ν
β
)[
Dβ f (u,v)−Dβ f (ξ0,η0)
]
(x−ξ0)β1(y−η0)β2 . (3.10)
Moreover, from (2.2), we have
∣∣λi j(Rν)∣∣≤ p∑
µ=1
∣∣∣w(i, j)µ ∣∣∣ ∣∣∣Rν(x(i)µ ,y( j)µ )∣∣∣ . (3.11)
Without loss of generality, we consider (ξ0,η0) = (0,0). Therefore, from (3.10), for
µ = 1, . . . , p, we get
Rν(x
(i)
µ ,y
( j)
µ ) =
1
ν! ∑
|β |=ν
(
ν
β
)[
Dβ f (u,v)−Dβ f (0,0)
]
(x
(i)
µ )
β1(y( j)µ )β2 . (3.12)
Since (u,v) lies in the segment joining (x(i)µ ,y( j)µ ) to (0,0), it is possible to find a real
constant σ (i, j)µ , depending on µ , i and j, such that∥∥∥(x(i)µ ,y( j)µ )− (0,0)∥∥∥≤ σ (i, j)µ ∆i j2 . (3.13)
Then, in (3.12),∣∣∣Dβ f (u,v)−Dβ f (0,0)∣∣∣≤ ω(Dβ f ,σ (i, j)µ ∆i j2 ,Σ (k)rs
)
≤ ⌈σ
(i, j)
µ ⌉ω
(
Dβ f , ∆i j
2
,Σ (k)rs
)
,
(3.14)
where ⌈z⌉ = min{integers i : i ≥ z}, for all z > 0. Similarly, it is possible to find a
real constant ρ(i, j)µ , depending on µ , i and j, such that(
|x
(i)
µ |+ |y
( j)
µ |
)
≤ ρ(i, j)µ ∆i j. (3.15)
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Therefore, from (3.12), (3.14) and (3.15)∣∣∣Rν(x(i)µ ,y( j)µ )∣∣∣ ≤ 1ν! [|x(i)µ |+ |y( j)µ |]ν ⌈σ (i, j)µ ⌉ω (Dν f , ∆i j2 ,Σ (k)rs )
≤ 1ν!
(
ρ(i, j)µ ∆i j
)ν
⌈σ
(i, j)
µ ⌉ω
(
Dν f , ∆i j2 ,Σ (k)rs
)
.
(3.16)
So, from (3.11) and (3.16), we get (3.7), with
C(i, j)ν =
1
ν!
p
∑
µ=1
∣∣∣w(i, j)µ ∣∣∣⌈σ (i, j)µ ⌉(ρ(i, j)µ )ν . (3.17)
Finally, if, in addition, f ∈Cℓ+1(Σ (k)rs ), then, from (3.10)
Rℓ(x,y) =
1
(ℓ+1)! ∑
|β |=ℓ+1
(
ℓ+1
β
)
Dβ f (u,v)(x−ξ0)β1(y−η0)β2 , (3.18)
with (u,v) lying in the segment joining (x,y) to (ξ0,η0). Following the same logical
scheme used in the first part of the proof and assuming (ξ0,η0) = (0,0), from (3.18),
for µ = 1, . . . , p∣∣∣Rℓ(x(i)µ ,y( j)µ )∣∣∣ ≤ 1(ℓ+1)! ∥∥Dℓ+1 f∥∥Σ (k)rs [|x(i)µ |+ |y( j)µ |]ℓ+1
≤ 1(ℓ+1)!
∥∥Dℓ+1 f∥∥
Σ (k)rs
(
ρ(i, j)µ ∆i j
)ℓ+1
.
(3.19)
Therefore, from (3.11) and (3.19), we obtain (3.8), with
C(i, j)ℓ+1 =
1
(ℓ+1)!
p
∑
µ=1
∣∣∣w(i, j)µ ∣∣∣(ρ(i, j)µ )ℓ+1 . (3.20)
⊓⊔
Remark 3.1 More details about the computation of the constants σ (i, j)µ and ρ(i, j)µ will
be given in Section 5, with reference to the three operators there considered.
Theorem 3.1 Let f ∈Cν(Σ (k)rs ), with 0≤ |α| ≤ ν ≤ ℓ≤ 2, (x,y) ∈ T (k)rs for |α|= 0,1
and (x,y) ∈ int(T (k)rs ) for |α|= 2. Then
|Dα Rν(x,y)| ≤
1
(ν −|α|)!
(
∆̂rs
2
)ν−|α|
ω
(
Dν f , ∆̂rs
2
,Σ (k)rs
)
. (3.21)
If, in addition, f ∈Cℓ+1(Σ (k)rs ), then
|Dα Rℓ(x,y)| ≤
1
(ℓ+1−|α|)!
(
∆̂rs
2
)ℓ+1−|α|∥∥∥Dℓ+1 f∥∥∥
Σ (k)rs
. (3.22)
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Proof From (3.10), assuming (ξ0,η0) = (0,0) and (x,y) = (x,y), since (u,v) lies in
the segment joining (0,0) to (x,y) and ‖(x,y)− (0,0)‖ ≤ ∆̂rs2 , then
|Dα Rν(x,y)| ≤ ω
(
Dν f , ∆̂rs2 ,Σ (k)rs
)
1
(ν−|α|)! (|x|+ |y|)
ν−|α|
≤ ω
(
Dν f , ∆̂rs2 ,Σ (k)rs
)
1
(ν−|α|)!
(
∆̂rs
2
)ν−|α|
,
that is (3.21). If, in addition, f ∈Cℓ+1(Σ (k)rs ), then, from (3.18), we get (3.22). ⊓⊔
Theorem 3.2 Let f ∈Cν(Σ (k)rs ), with 0≤ |α| ≤ ν ≤ ℓ≤ 2, (x,y) ∈ T (k)rs for |α|= 0,1
and (x,y) ∈ int(T (k)rs ) for |α|= 2. Then
|Dα QRν(x,y)| ≤C|α|,ν ∆ ν−|α|rs ω
(
Dν f , ∆ rs
2
,Σ (k)rs
)
, (3.23)
where
C|α|,ν = K|α|Cν
(
∆ rs
δrs
)|α|
, Cν = max
(i, j)∈I(T (k)rs )
{
C(i, j)ν
}
, (3.24)
C(i, j)ν is given by (3.17) and K|α| is defined as in Lemma 3.1. If, in addition, f ∈
Cℓ+1(Σ (k)rs ), then
|Dα QRℓ(x,y)| ≤C|α|,ℓ+1∆ ℓ+1−|α|rs
∥∥∥Dℓ+1 f∥∥∥
Σ (k)rs
, (3.25)
where
C|α|,ℓ+1 = K|α|Cℓ+1
(
∆ rs
δrs
)|α|
, Cℓ+1 = max
(i, j)∈I(T (k)rs )
{
C(i, j)ℓ+1
}
(3.26)
and C(i, j)ℓ+1 is given by (3.20).
Proof The proof is a consequence of Lemmas 3.1 and 3.2. Indeed, from (2.3), (3.4)
and (3.7), we get (3.23) and (3.24). If, in addition, f ∈Cℓ+1(Σ (k)rs ), then, from (2.3),
(3.4) and (3.8), we get (3.25) and (3.26). ⊓⊔
Theorem 3.3 Let f ∈Cν(Σ (k)rs ) and ˙T (k)rs = T (k)rs if |α| = 0,1 and ˙T (k)rs = int(T (k)rs ) if
|α|= 2, with 0 ≤ |α| ≤ ν ≤ ℓ≤ 2, then
‖Eα,ν‖
˙T (k)rs
≤ MQ|α|,ν ∆
ν−|α|
rs ω
(
Dν f , ∆ rs
2
,Σ (k)rs
)
, (3.27)
with error constant
MQ|α|,ν =
1
2ν−|α|(ν −|α|)!
+C|α|,ν (3.28)
and C|α|,ν given in (3.24). If, in addition, f ∈Cℓ+1(Σ (k)rs ), then∥∥Eα,ℓ+1∥∥
˙T (k)rs
≤ MQ|α|,ℓ+1∆
ℓ+1−|α|
rs
∥∥∥Dℓ+1 f∥∥∥
Σ (k)rs
, (3.29)
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with
MQ|α|,ℓ+1 =
1
2ℓ+1−|α|(ℓ+1−|α|)!
+C|α|,ℓ+1 (3.30)
and C|α|,ℓ+1 given in (3.26).
Proof From (3.3), Theorem 3.1 and Theorem 3.2, since ∆̂rs ≤ ∆ rs, we get (3.27) and
(3.29). ⊓⊔
Remark 3.2 If we consider a triangular cell sufficiently far from the boundary of Ω ,
the error constants MQ|α|,ν , M
Q
|α|,ℓ+1, |α|= 1,2, are smaller. Indeed, in those cases, K1
and K2, given by (3.5) and (3.6), are equal to 2 and 6, instead of 4 and 12, respectively.
The local estimates lead immediately to the following global results for |α|= 0,1.
Theorem 3.4 Let f ∈Cν(Ω), with 0 ≤ |α| ≤ ν ≤ ℓ≤ 2, |α|= 0,1, then
‖Eα,ν‖Ω ≤ M
Q
|α|,ν ∆ ν−
|α|ω
(
Dν f , ∆
2
,Ω
)
,
with error constant MQ|α|,ν = 12ν−|α|(ν−|α|)! +K|α|Cν
(∆
δ
)|α|
, K|α| defined as in Lemma
3.1 and Cν given in (3.24). If, in addition, f ∈Cℓ+1(Ω), then∥∥Eα,ℓ+1∥∥Ω ≤ MQ|α|,ℓ+1∆ ℓ+1−|α|∥∥∥Dℓ+1 f∥∥∥Ω ,
with MQ|α|,ℓ+1 = 12ℓ+1−|α|(ℓ+1−|α|)! +K|α|Cℓ+1
(∆
δ
)|α|
and Cℓ+1 given in (3.26).
Remark 3.3 In (3.27) and (3.29), the error constants for |α| = 0 are independent of
the mesh ratios
(
∆ rs
δrs
)
and therefore, in ˙T (k)rs we get Q f → f as ∆ rs → 0.
In case |α| = 1,2, the error constants depend on the above mesh ratios. When
such ratios are bounded, from (3.27) and (3.29), we can conclude that in ˙T (k)rs
Dα Q f → Dα f as ∆ rs → 0. (3.31)
For example, this condition occurs in case of uniform triangulation Tmn. Moreover,
if we assume that the sequence of partitions {Xm ×Yn} of Ω is γ-quasi uniform i.e.
there exists a constant γ > 1 such that 0 < ∆/δ ≤ γ , then (3.31) holds. From the local
convergence properties, we immediately get global convergence results for |α|= 0,1.
4 The case of uniform triangulations
If we consider the specific case of a uniform triangulation, for which hi = k j = ∆ ,
1 ≤ i ≤ m, 1 ≤ j ≤ n, using a technique similar to the one proposed in [15], we
get error constants that we expect to be substantially reduced, as shown in Section
5 for the QIs S1, S2 and W2, considered in Section 2. Moreover their computation is
easier, because, in this case, the BB-coefficients of the B-splines are independent of
the triangulation.
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First of all, we write Q f in the “quasi-Lagrange” form. From (2.1), (2.2) and
(2.3), if Dmn := {(x(i),y( j)), (i, j) ∈ K mn} is the set of all mesh-points used in the
definition of Q f , for a proper set of indices K mn, then
Qα f (x,y) = ∑
(i, j)∈K mn
f (x(i),y( j))Dα Li j(x,y),
where {Li j, (i, j)∈K mn} are the fundamental splines obtained, from (2.1) and (2.2),
as linear combinations of B-splines {Bi j, (i, j) ∈Kmn} (see e.g. [15]). Also the fun-
damental splines have local support Si j, obtained by the union of the B-spline sup-
ports involved in their definition. Given a point (x,y) ∈ T (k)rs only a finite number
of fundamental splines are non zero at this point, whose indices belong to the set
J(T (k)rs ) := {(i, j) : Si j ∩ int(T (k)rs ) 6= /0}. Moreover, we define S(k)rs =⋃(i, j)∈J(T (k)rs ) Si j.
Now, if (x,y) ∈ ˙T (k)rs and we consider the Taylor expansion of f at (x,y), then
f (x,y) = qˆν(x,y)+ ˆRν(x,y), with remainder term
ˆRν(x,y) =
1
ν! ∑
|β |=ν
(
ν
β
)[
Dβ f (u,v)−Dβ f (x,y)
]
(x− x)β1(y− y)β2 ,
for 0≤ ν ≤ ℓ and (u,v) lying in the segment joining (x,y) to (x,y). It is easy to verify
that ˆRν and its derivatives are 0 at (x,y). Since Q is exact on Pl , from (3.3) we obtain
|Eα,ν(x,y)| ≤ ∑
(i, j)∈J(T (k)rs )
∣∣∣ ˆRν(x(i),y( j))∣∣∣ ∣∣Dα Li j(x,y)∣∣ . (4.1)
Denoting |x(i) − x|+ |y( j) − y| = ∆τi j(x,y) and being θi, j a constant dependent on i
and j, such that
∥∥∥(x(i),y( j))− (x,y)∥∥∥≤ θi, j ∆2 , then, in (4.1)∣∣∣ ˆRν(x(i),y( j))∣∣∣ ≤ 1ν! ω (Dν f ,∥∥∥(x(i),y( j))− (x,y)∥∥∥ ,S(k)rs )(|x(i)− x|+ |y( j)− y|)ν
≤ 1ν!⌈θi, j⌉ω
(
Dν f , ∆2 ,S(k)rs
)
(∆τi j(x,y))ν .
(4.2)
Consequently, from (4.1) and (4.2),
|Eα,ν(x,y)| ≤ ω
(
Dν f , ∆
2
,S(k)rs
)
∆ ν 1
ν! ∑
(i, j)∈J(T (k)rs )
⌈θi, j⌉(τi j(x,y))ν
∣∣Dα Li j(x,y)∣∣ .
(4.3)
We can bound the last term in (4.3) as follows
1
ν! ∑
(i, j)∈J(T (k)rs )
⌈θi, j⌉(τi j(x,y))ν
∣∣Dα Li j(x,y)∣∣≤ ˆMQ|α|,ν ∆−|α|, (4.4)
where the constant ˆMQ|α|,ν is dependent on α and ν and can be evaluated, for any Q,
by a technique similar to the one used in [15, Theorem 1]. From (4.3) and (4.4), we
obtain
‖Eα,ν‖
˙T (k)rs
≤ ˆMQ|α|,ν ∆
ν−|α|ω
(
Dν f , ∆
2
,S(k)rs
)
. (4.5)
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Finally, if, in addition, f ∈Cℓ+1(S(k)rs ), then it is easy to deduce∥∥Eα,ℓ+1∥∥
˙T (k)rs
≤ ˆMQ|α|,ℓ+1∆
ℓ+1−|α|
∥∥∥Dℓ+1 f∥∥∥
S(k)rs
. (4.6)
5 Error bounds for specific quasi-interpolants
In this section, we detail the general error constants of Sections 3 and 4 for the three
specific operators introduced in Section 2.
5.1 The quasi-interpolant S1
By Theorem 3.3, we obtain the following error constants for the operator S1:
MS10,0 = 4, M
S1
0,1 = 5, M
S1
1,1 =
[
1+18
(
∆ rs
δrs
)]
, (5.1)
MS10,2 =
5
4
, MS11,2 =
[
1
2
+
9
2
(
∆ rs
δrs
)]
, MS12,2 =
[
1+
27
2
(
∆ rs
δrs
)2]
. (5.2)
Indeed, if for the sake of simplicity, we consider k = 3, i.e. the triangle T (3)rs , from
(3.28), (3.24) and (3.17), we notice that the only value related to the particular choice
of the QI operator is Cν . Moreover, it is easy to verify that
Cν = max
(i, j)∈I(T (3)rs )
{
C(i, j)ν
}
= C(r,s+1)ν =
1
ν!
⌈σ
(r,s+1)
1 ⌉
(
ρ(r,s+1)1
)ν
.
Therefore, we have to compute σ (r,s+1)1 and ρ
(r,s+1)
1 .
Since, from (3.13), the value σ (r,s+1)1 is such that
∥∥∥(x(r)1 ,y(s+1)1 )− (0,0)∥∥∥≤σ (r,s+1)1 ∆r,s+12 ,
after some algebra, we get σ (r,s+1)1 = 3. Similarly, from (3.15), since the value ρ(r,s+1)1
is such that
(
|x
(r)
1 |+ |y
(s+1)
1 |
)
≤ ρ(r,s+1)1 ∆r,s+1, after some algebra, we get ρ
(r,s+1)
1 =
3
2 .
Therefore Cν = 3ν!
( 3
2
)ν
and, from (3.28),
MS1|α|,ν =
1
2ν−|α|(ν −|α|)!
+K|α|
3
ν!
(
3
2
)ν (∆ rs
δrs
)|α|
, (5.3)
where K|α| is defined in Lemma 3.1. From (5.3), immediately we obtain (5.1).
If in addition f ∈C2(Σ (k)rs ), then, following the same logical scheme, from (3.30),
(3.26) and (3.20), we get C2 = C(r,s+1)2 = 12
( 3
2
)2
and
MS1|α|,2 =
1
22−|α|(2−|α|)!
+K|α|
1
2
(
3
2
)2(∆ rs
δrs
)|α|
. (5.4)
From (5.4), immediately we obtain (5.2).
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We reach the same results if we consider another triangle T (k)rs .
As noticed in Remark 3.2, in triangles T (k)rs lying sufficiently far from the bound-
ary of Ω , the error constants for the first and second derivatives, in (5.1) and (5.2),
are smaller and become
MS11,1 =
[
1+9
(
∆ rs
δrs
)]
, MS11,2 =
[
1
2 +
9
4
(
∆ rs
δrs
)]
, MS12,2 =
[
1+ 274
(
∆ rs
δrs
)2]
. (5.5)
For uniform meshes and T (k)rs sufficiently far from the boundary of Ω , from (4.5) and
(4.6), we get:
ˆMS10,0 = 2.7, ˆM
S1
0,1 = 2.5, ˆM
S1
0,2 = 0.5, ˆM
S1
1,1 = 6.3, ˆM
S1
1,2 = 1.3, ˆM
S1
2,2 = 5.
We remark that these constants are smaller than those we could get by (5.1), (5.2) and
(5.5), assuming uniform meshes.
5.2 The quasi-interpolant S2
By Theorem 3.3, we provide the following error constants for S2:
MS20,0 = 17, M
S2
0,1 =
61
2 , M
S2
0,2 =
245
8 ,
MS21,1 =
[
1+120
(
∆ rs
δrs
)]
, MS21,2 =
[
1
2 +122
(
∆ rs
δrs
)]
, MS22,2 =
[
1+366
(
∆ rs
δrs
)2]
,
(5.6)
MS20,3 =
45
8 , M
S2
1,3 =
[
1
8 +
269
12
(
∆ rs
δrs
)]
, MS22,3 =
[
1
2
+
269
4
(
∆ rs
δrs
)2]
. (5.7)
Indeed, by the same technique used for the operator S1, we consider the triangle T (3)rs ,
but in this case, we have
Cν = max
(i, j)∈I(T (3)rs )
{
C(i, j)ν
}
= C(r,s+1)ν =
1
ν!
5
∑
µ=1
|w
(i, j)
µ |⌈σ
(r,s+1)
µ ⌉
(
ρ(r,s+1)µ
)ν
.
After some algebra, taking also into account (2.6), we compute the values σ (r,s+1)µ ,
ρ(r,s+1)µ , µ = 1, . . .5, obtaining
Cν ≤
1
ν!
[
3 ·3
(
3
2
)ν
+
1
2
(
5
(
5
2
)ν
+4
(
5
2
)ν
+
(
1
2
)ν
+4
(
5
2
)ν)]
and
MS2|α|,ν =
1
2ν−|α|(ν −|α|)!
+K|α|Cν
(
∆ rs
δrs
)|α|
, (5.8)
where K|α| is defined in Lemma 3.1. From (5.8), immediately we get (5.6).
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If in addition f ∈C3(Σ (k)rs ), then we get
C3 = C(r,s+1)3 =
1
3!
[
3
(
3
2
)3
+
1
2
((
5
2
)3
+
(
5
2
)3
+
(
1
2
)3
+
(
5
2
)3)]
and
MS2|α|,3 =
1
23−|α|(3−|α|)!
+K|α|C3
(
∆ rs
δrs
)|α|
. (5.9)
From (5.9), immediately we obtain (5.7).
As noticed in Remark 3.2, in triangles T (k)rs lying sufficiently far from the bound-
ary of Ω , the error constants for the first and second derivatives in (5.6) and (5.7) are
smaller and become
MS21,1 =
[
1+60
(
∆ rs
δrs
)]
, MS21,2 =
[
1
2 +61
(
∆ rs
δrs
)]
, MS21,3 =
[
1
8 +
269
24
(
∆ rs
δrs
)]
,
MS22,2 =
[
1+183
(
∆ rs
δrs
)2]
, MS22,3 =
[
1
2 +
269
8
(
∆ rs
δrs
)2]
.
(5.10)
For uniform meshes and T (k)rs sufficiently far from the boundary of Ω , from (4.5) and
(4.6), we get:
ˆMS20,0 = 4.4, ˆM
S2
0,1 = 5.4, ˆM
S2
0,2 = 3.8, ˆM
S2
0,3 = 0.55,
ˆMS21,1 = 14.1, ˆM
S2
1,2 = 11.4, ˆM
S2
1,3 = 1.7, ˆM
S2
2,2 = 40.7, ˆM
S2
2,3 = 6.7.
(5.11)
We notice that, also in this case, the constants in (5.11) are smaller than those we
could get by (5.6), (5.7) and (5.10), assuming uniform meshes. Moreover, in the case
f ∈C3(Ω), we get the same error constants given in [15].
5.3 The quasi-interpolant W2
By Theorem 3.3, we provide the following error constants for W2:
MW20,0 = 11, M
W2
0,1 = 18, M
W2
0,2 =
131
8 ,
MW21,1 =
[
1+70
(
∆ rs
δrs
)]
, MW21,2 =
[
1
2 +65
(
∆ rs
δrs
)]
, MW22,2 =
[
1+195
(
∆ rs
δrs
)2]
,
(5.12)
MW20,3 =
131
48 , M
W2
1,3 =
[
1
8 +
65
6
(
∆ rs
δrs
)]
, MW22,3 =
[
1
2
+
65
2
(
∆ rs
δrs
)2]
. (5.13)
Indeed, by the same method used for S1 and S2, we consider the triangle T (3)rs and, in
this case, we have
Cν = max
(i, j)∈I(T (3)rs )
{
C(i, j)ν
}
= C(r,s+1)ν =
1
ν!
5
∑
µ=1
|w
(i, j)
µ |⌈σ
(r,s+1)
µ ⌉
(
ρ(r,s+1)µ
)ν
.
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After some algebra, we compute the values σ (r,s+1)µ , ρ(r,s+1)µ , µ = 1, . . .5, obtaining
Cν =
1
ν!
[
2 ·3
(
3
2
)ν
+
1
4
(
5
(
5
2
)ν
+5
(
5
2
)ν
+3
(
3
2
)ν
+3
(
3
2
)ν)]
and
MW2|α|,ν =
1
2ν−|α|(ν −|α|)!
+K|α|Cν
(
∆ rs
δrs
)|α|
, (5.14)
where K|α| is defined in Lemma 3.1. From (5.14), immediately we get (5.12).
If in addition f ∈C3(Σ (k)rs ), then we get
C3 = C(r,s+1)3 =
1
3!
[
2
(
3
2
)3
+
1
4
((
5
2
)3
+
(
5
2
)3
+
(
3
2
)3
+
(
3
2
)3)]
and
MW2|α|,3 =
1
23−|α|(3−|α|)!
+K|α|C3
(
∆ rs
δrs
)|α|
. (5.15)
From (5.15), immediately we obtain (5.13).
As noticed in Remark 3.2, in triangles T (k)rs lying sufficiently far from the bound-
ary of Ω , the error constants for the first and second derivatives in (5.12) and (5.13)
are smaller and become
MW21,1 =
[
1+35
(
∆ rs
δrs
)]
, MW21,2 =
[
1
2 +
65
2
(
∆ rs
δrs
)]
, MW21,3 =
[
1
8 +
65
12
(
∆ rs
δrs
)]
,
MW22,2 =
[
1+ 1952
(
∆ rs
δrs
)2]
, MW22,3 =
[
1
2 +
65
4
(
∆ rs
δrs
)2]
.
(5.16)
For uniform meshes and T (k)rs sufficiently far from the boundary of Ω , from (4.5) and
(4.6), we get:
ˆMW20,0 = 8.3, ˆM
W2
0,1 = 8.7, ˆM
W2
0,2 = 5.5, ˆM
W2
0,3 = 0.79,
ˆMW21,1 = 19.5, ˆM
W2
1,2 = 15.1, ˆM
W2
1,3 = 2.3, ˆM
W2
2,2 = 55.5, ˆM
W2
2,3 = 9.4.
(5.17)
We notice that the constants in (5.17) are smaller than those we could get by (5.12),
(5.13) and (5.16), assuming uniform meshes.
6 Some examples and applications
In this section we present some examples and applications, developed in Matlab,
related to the QIs S1, S2, W2 and comparisons with other quadratic C1 spline QIs on
criss-cross triangulations, proposed in the literature.
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6.1 Quasi-interpolant error constants for functions and partial derivatives
We compare the optimal QIs S2 and W2 with other optimal ones defined in [29] and
[2], on uniform criss-cross triangulations with hi = k j = ∆ , ∀i, j.
In [29], the authors introduce an optimal quadratic C1 quasi-interpolating spline
Q f , on a uniform criss-cross triangulation of a rectangular domain Ω , directly deter-
mined by setting the BB-coefficients of the spline to appropriate combinations of the
given data values. In case of f ∈C3(Ω), they provide error bounds given by
‖Dα( f −Q f )‖
T (k)rs
≤ MQ|α|,3
∥∥D3 f∥∥Ω ∆ 3−|α|, |α|= 0,1,2.
In the first four columns of Table 6.1 we compare the constants MQ|α|,3, |α| = 0,1,2
with the corresponding ones for S2 and W2, obtained in (5.7) and (5.13), assuming
uniform triangulations. In [29], the authors also remark that if T (k)rs is sufficiently far
from the boundary of Ω , the constants MQ|α|,3 are smaller. In such a case, the compar-
isons with the error constants of S2 and W2, given in (5.11) and (5.17), respectively,
are reported in the last four columns of Table 6.1. We can notice that MQ|α|,3 are al-
ways bigger than our constants ˆMS2|α|,3 and ˆM
W2
|α|,3, |α|= 0,1,2. However, in [29], the
authors were not interested in obtaining good constants in the estimates of the error
but in defining directly a quasi-interpolant by setting its BB-coefficients.
Case of an arbitrary Case of a triangular cell T (k)rs
triangular cell T (k)rs sufficiently far from the boundary of Ω
|α|= 0 |α|= 1 |α|= 2 |α|= 0 |α|= 1 |α|= 2
MS2|α|,3 5.625 22.54 67.75 ˆM
S2
|α|,3 0.55 1.7 6.7
MW2|α|,3 2.73 10.96 33 ˆM
W2
|α|,3 0.79 2.3 9.4
MQ|α|,3 [29] 18 274.5 867 MQ|α|,3 [29] 5.33 82 258
MQ0|α|,3 [2] 0.40 0.96 2.8
M
Q−1/16
|α|,3 [2] 0.40 0.93 2.7
Table 6.1 Error constants for some optimal QIs.
In [2] the authors construct a class of optimal QIs based on bivariate quadratic
C1 B-splines on uniform criss-cross triangulations of the plane R2. The coefficient
functionals are obtained by imposing the exactness on P2 and minimizing a constant
appearing in the leading term of an appropriate error estimate. They also propose
error bounds for two particular operators, denoted by Q0 and Q−1/16, in case of func-
tions f ∈C3(R2),∥∥Dα( f −Qγ f )∥∥T (k)rs ≤ MQγ|α|,3∥∥D3 f∥∥ΩT (k)rs ,γ ∆ 3−|α|, |α|= 0,1,2, γ = 0,− 116 ,
where Ω
T (k)rs ,γ
is an appropriate neighbourhood of T (k)rs . We remark that Q0 is the same
operator given in [15,23] and [17, Chap. 3]. The error constants for Q0 and Q−1/16
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are reported in the last four columns of Table 6.1 and they are comparable with those
we have obtained for S2 and W2. However, as noticed in [2], since Q0 and Q−1/16 are
defined on R2, then, if we consider a bounded region Ω , they require function values
outside Ω .
6.2 Estimate for the maximum steplength ∆ such that ‖ f −Q f‖Ω is less than a fixed
tolerance ε
From the error estimates given in Theorem 3.4 and from (5.2), (5.7), (5.13), one can
compute ∆ in order to have ‖ f −Q f‖Ω less than a given tolerance ε . Indeed, if we
consider the function error estimates, from Theorem 3.4, with α = (0,0), we have
‖ f −S1 f‖Ω ≤ 54 ∆ 2
∥∥D2 f∥∥Ω , ‖ f −S2 f‖Ω ≤ 458 ∆ 3∥∥D3 f∥∥Ω ,
‖ f −W2 f‖Ω ≤ 13148 ∆ 3
∥∥D3 f∥∥Ω .
Then, if we choose
∆ <
√
4ε
5‖D2 f‖Ω
for S1, ∆ < 3
√
8ε
45‖D3 f‖Ω
for S2, ∆ < 3
√
48ε
131‖D3 f‖Ω
for W2,
(6.1)
we are sure that ‖ f −Q f‖Ω ≤ ε .
For example, if we consider the test function (see Fig. 6.1(a))
f1 = 13 exp
(
− 8116
((
x− 12
)2
+
(
y− 12
)2))
on Ω = [0,1]2 and we assume ε = 5 · 10−3, then, from (6.1), we get ∆ < 5.2 · 10−2
for S1, ∆ < 3.9 ·10−2 for S2 and ∆ < 5.0 ·10−2 for W2.
In Fig. 6.1 we report the graphs of f1, W2 f1 and | f1−W2 f1|, computed on a 300×
300 uniform rectangular grid G of evaluation points in Ω , considering a uniform
triangulation with m = n = 21 (this choice ensures ∆ < 5.0 · 10−2). We remark that
max(u,v)∈G |( f1−W2 f1)(u,v)| ≤ 2.7 ·10−5.
The above procedure can be usefully applied to get error bounds in numeri-
cal evaluation of 2D integrals by quadrature rules based on bivariate spline quasi-
interpolation.
(a) (b) (c)
Fig. 6.1 The graphs of (a) f1, (b) W2 f1 and (c) | f1 −W2 f1|.
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6.3 Approximation of functions and first partial derivatives
In this section we propose some numerical examples, where we take the first partial
derivatives of S1 f , S2 f and W2 f as approximations to those of the function f . We
consider the two test functions
f2(x,y) = 3(1− x)2 exp(−x2− (y+1)2)−10
(
x
5 − x
3− y5
)
exp(−x2− y2)
− 13 exp(−(x+1)
2− y2)
and f3(x,y) = (xy) 53 + sin(xy), defined on the square domains Ω = [−4,4]2 and Ω =
[−1,1]2, respectively. We notice that f3 ∈ C1(Ω). For a given function f and for
Q = S1, S2, W2, we define
f error = max
(u,v)∈G
|( f −Q f )(u,v)|, D1 f error = max
|α|=1
{D(α1,α2) f error}, (6.2)
with D(α1,α2) f error=max(u,v)∈G |D(α1,α2)( f −Q f )(u,v)|, |α|= 1, where G is a 300×
300 uniform rectangular grid of evaluation points in Ω . We remark that the QIs S1
and S2 are based on NS, given in (2.5), data sites, while W2 is based on NW > NS,
given in (2.7), data sites.
In Table 6.2, for increasing m and n, we report the values (6.2), for f = f2, con-
sidering uniform criss-cross triangulations and comparing the performances of the
operators S1, S2 and W2 with those of Q0 and Q−1/16, proposed in [2]. We can notice
that the results related to the optimal operators S2, W2, Q0 and Q−1/16 are comparable.
However, we remark that Q0 and Q−1/16 need evaluation points outside Ω . In Fig.
6.2 we report the graphs of f2, S2 f2 and | f2−S2 f2| computed on the grid G, consid-
ering m = n = 128. In Figs. 6.3-6.4 we report the graphs of D(1,0) f2, D(1,0)S2 f2,∣∣∣D(1,0)( f2−S2 f2)∣∣∣ and D(0,1) f2, D(0,1)S2 f2, ∣∣∣D(0,1)( f2−S2 f2)∣∣∣, respectively, com-
puted on G, considering m = n = 128.
S1 S2 W2 Q0 [2] Q−1/16 [2]
m = n f2 error
32 3.8(-1) 5.6(-2) 4.5(-2) - -
64 9.7(-2) 4.4(-3) 3.7(-3) 4.1(-3) 4.8(-3)
128 2.5(-2) 3.8(-4) 3.5(-4) 3.8(-4) 4.2(-4)
256 6.1(-3) 3.9(-5) 3.8(-5) 3.9(-5) 4.2(-5)
m = n D1 f2 error
32 1.3(0) 4.5(-1) 4.2(-1) - -
64 3.4(-1) 9.8(-2) 1.0(-1) 1.2(-1) 1.2(-1)
128 8.3(-2) 2.6(-2) 2.6(-2) 3.0(-2) 3.0(-2)
256 2.2(-2) 6.6(-3) 6.7(-3) 8.4(-3) 8.4(-3)
Table 6.2 f2 error and D1 f2 error.
Now, we consider two kinds of non-uniform triangulations. In order to construct
them, we consider the following univariate non-uniform partitions of an arbitrary in-
terval [a,b], Xm = {xi, i = 0, . . . ,m} and ¯Xm = {x¯i, i = 0, . . . ,m} (see e.g. [3]), where,
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(a) (b) (c)
Fig. 6.2 The graphs of (a) f2, (b) S2 f2 and (c) | f2 −S2 f2|.
(a) (b) (c)
Fig. 6.3 The graphs of (a) D(1,0) f2, (b) D(1,0)S2 f2 and (c)
∣∣∣D(1,0)( f2 −S2 f2)∣∣∣.
(a) (b) (c)
Fig. 6.4 The graphs of (a) D(0,1) f2, (b) D(0,1)S2 f2 and (c)
∣∣∣D(0,1)( f2 −S2 f2)∣∣∣.
for m even
x0 = a, xi = a+
(
ln
(
1+ iq
)
ln(2)
)
b−a
2 , i = 1, . . . ,q−1, xq =
a+b
2 ,
xi+q = b−
(
ln
(
1+ q−iq
)
ln(2)
)
b−a
2 , i = 1, . . . ,q−1, xm = b,
(6.3)
and
x¯0 = a, x¯i =
a+b
2 −
(
q−i
q
)2 b−a
2 , i = 1, . . . ,q−1, x¯q =
a+b
2 ,
x¯i+q =
a+b
2 +
(
i
q
)2 b−a
2 , i = 1, . . . ,q−1, x¯m = b,
(6.4)
with q = m2 and knots thickening around the midpoint
a+b
2 (similarly for m odd). It is
easy to show that the sequence of partitions {Xm} is γ-quasi uniform, with γ = 2 and
the sequence { ¯Xm} is locally uniform with constant A = 3. We recall that a sequence
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of univariate partitions { ¯Xm} is locally uniform if there exists a constant A ≥ 1 such
that 1A ≤
x¯i+1−x¯i
x¯ j+1−x¯ j ≤ A, for all i and j = i±1. Similarly, we construct the partitions Yn
and ¯Yn of [c,d], by using the same scheme given in (6.3) and (6.4), respectively. We
consider the corresponding criss-cross triangulations Tmn and ¯Tmn, based on Xm, Yn
and ¯Xm, ¯Yn, respectively.
In Table 6.3 we compute (6.2), for f = f3 and Q = S1, S2, W2, defined on Tmn
and ¯Tmn, for increasing values of m and n, with m = n. For the above operators, in
case of a sequence of partitions {Xm ×Yn}, thanks to Remark 3.3, the convergence
of {Dα Q f} to Dα f , for |α| = 1 is guaranteed when m,n → ∞. For the second se-
quence of partitions { ¯Xm× ¯Yn} we have only numerical evidence for the convergence
of {Dα Q f} to Dα f , for |α| = 1, when m,n → ∞. We can notice that the use of the
non-uniform triangulation ¯Tmn allows to get better results.
S1 S2 W2 S1 S2 W2
non-uniform triangulations non-uniform triangulations
Tmn
¯Tmn
m = n f3 error
4 3.3(-2) 9.0(-3) 6.6(-3) 4.2(-2) 1.4(-2) 1.1(-2)
8 1.0(-2) 2.4(-3) 1.4(-3) 1.8(-2) 2.4(-3) 2.6(-3)
16 2.8(-3) 6.9(-4) 3.6(-4) 5.5(-3) 3.4(-4) 3.4(-4)
32 8.4(-4) 2.1(-4) 1.0(-4) 1.4(-3) 4.4(-5) 3.5(-5)
64 2.6(-4) 6.2(-5) 2.9(-5) 3.5(-4) 5.6(-6) 3.7(-6)
128 8.1(-5) 2.0(-5) 9.3(-6) 8.8(-5) 7.2(-7) 4.3(-7)
m = n D1 f3 error
4 3.1(-1) 1.9(-1) 1.3(-1) 2.2(-1) 1.3(-1) 9.5(-2)
8 1.8(-1) 9.8(-2) 6.1(-2) 7.4(-2) 3.5(-2) 2.9(-2)
16 9.9(-2) 5.0(-2) 2.7(-2) 2.8(-2) 7.9(-3) 7.9(-3)
32 5.3(-2) 2.3(-2) 9.7(-3) 1.1(-2) 2.0(-3) 2.0(-3)
64 2.5(-2) 7.8(-3) 5.2(-3) 4.9(-3) 4.9(-4) 4.9(-4)
128 9.7(-3) 1.5(-3) 2.7(-3) 2.4(-3) 1.3(-4) 1.3(-4)
Table 6.3 f3 error and D1 f3 error, in case of non-uniform triangulations Tmn and ¯Tmn.
In Figs. 6.5-6.6 we report the graphs of f3, W2 f3, | f3−W2 f3| and D(0,1) f3, D(0,1)W2 f3,∣∣∣D(0,1)( f3−W2 f3)∣∣∣, respectively, computed on G, considering m = n = 128 and the
triangulation ¯T128,128. The other first derivative D(1,0) is symmetrical and we do not
report it.
7 Conclusions and final remarks
In this paper we have analysed the error between a function f and a general C1
quadratic spline quasi-interpolant, Q f , defined on a non-uniform criss-cross trian-
gulation of a rectangular domain Ω . We have given error estimates for the infinity
norms of f −Q f , of the first derivatives Dα( f −Q f ), |α| = 1, and of the second
derivatives Dα( f −Q f ), |α|= 2 (in this case in the interior of each triangle of Tmn).
We have also considered the specific case of a uniform triangulation and, by a differ-
ent technique, we have reduced the constants in the error bounds.
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(a) (b) (c)
Fig. 6.5 The graphs of (a) f3, (b) W2 f3 and (c) | f3 −W2 f3|, with ¯T128,128.
(a) (b) (c)
Fig. 6.6 The graphs of (a) D(0,1) f3, (b) D(0,1)W2 f3 and (c)
∣∣∣D(0,1)( f3 −W2 f3)∣∣∣, with ¯T128,128.
Then, we have considered three local QI operators, we have computed their partial
derivatives and bounded their errors.
Finally, we have proposed some applications concerning the approximation of
functions and their partial derivatives by using the above QIs and we have compared
the obtained results with those obtained from other C1 quadratic spline QIs proposed
in the literature.
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