In this paper we will see that the global or local existence of solutions to
We also give some bounds for the maximal existence time of the partial differential system. Moreover, if such existence time is finite and min{p 11 + p 12 , p 22 + p 21 } > 1 then we will prove the partial differential system has solutions that blows-up at space infinite.
Introduction and statement of main results
Let i ∈ {1, 2} and j = 3−i. We shall consider positive solutions of the following non-linear reaction-diffusion system ∂u i ∂t (t, x) = k i (t)∆u i (t, x) + h i (t)u
where ϕ i : R n → R are continuous functions, non-negative and bounded, h i , k i : [0, ∞) → (0, ∞) are continuous functions and p ij are non-negative real numbers, i, j ∈ {1, 2}. Let us introduce the following convention. The numbers i and j are dummy variables in the sense that if we define (or obtain) an expression for i, then we get a similar expression for j changing only the roles of the indexes.
If f is a real-valued function in the variables (t, x), for t fixed we will denote by f (t, ·) the function x → f (t, x), or briefly f (t) = f (t, ·). Let B(R n ) be the space of real-valued bounded measurable functions defined on R n . Let us consider the family {T t , t ≥ 0} of bounded linear operators defined, on B(R n ), as T t (g)(x) = (p(t, ·) * g)(x) := R n p(t, x − y)g(y)dy, where p(t, x) = 1 (4πt) n/2 exp −
, is the Gaussian density. It is well known that {T t , t ≥ 0} is a strongly continuous semigroup. With this notation, the corresponding integral system to (1) is
where U i (s, t) = T K i (s,t) and
in particular, we denote K i (0, t) by K i (t). A solution of (2) is called mild solution of (1) , see [9] . The fact that (1) is not an autonomous equation implies the family {U i (s, t), 0 ≤ s < t} is an evolution system (when k i ≡ 1 then U i is a semigroup), see [9] . When we study the path behavior of mild solutions we usually use the semigroup property, but now we have an evolution system. This generality leads to some new difficulties that we are going to analysis in this paper. We introduce a little more notation. Generically, by [0, τ (·) ) we will denote the maximal interval of existence of solution of the system (·). We say that (1) has a global solution if
and we will say the solution of (1) blows-up in a finite time. Since we will study explosion in finite time we only need to verify that our system of equations of interest (1) only has a local solution, in principle we do not need to show that it has a global solution. In fact, we prove, in Theorem 6, that (2) has a local solution, from this we can deduce that the system (1) has a local solution.
Roughly speaking the diffusion term, in the system of equations (1), just dispersed the mass of the system and the reaction term gives to the system a drift. Under certain hypotheses, we will see that to decide if τ (1) is finite or not the diffusion term is not as important as the reaction term. To make precise this intuitive fact, let us consider the solution (y 1 , y 2 ) of the system
where ||f || u = sup{|f (x)| : x ∈ R n } is the uniform norm.
Theorem 1 For each i, j ∈ {1, 2}, let ϕ i be a non-negative bounded continuous functions defined on R n satisfying lim
are continuous functions and the constants p ij ≥ 0. Then τ (4) = τ (1) and moreover we have lim
The above convergence is uniform on compact subset of [0, τ (4) ).
The previous result means that the condition (5) together the system of equations (4) determine completely the existence of global or local solutions to the system (1). Such remarkable theorem was first proved in [6] for the equation
where p > 1 and the initial datum u 0 is a non-negative continuous function defined on R n satisfying lim
Now we omit the existence of some constant M , this is because it is not difficult to see that condition (8) is equivalent to M = ||u 0 || u . Moreover, we present a direct proof of Theorem 1 based on some simple properties of lim inf. On the other hand, if we relax the assumption (5) then (6) is not necessary true. In fact, Shimojo relaxed the condition (8) but under such new condition, see [10] , the limit lim ||x||→∞ u(t, x) is not necessary the solution to
The study of the global profile for the systems like (1) is a recent topic of great interest (see for example [1] , [6] , [7] , [10] , [11] and the references therein).
We will say that a solution of the system (1) blows-up in finite time at space infinity if the maximal existence time τ (1) < ∞ and for all R > 0, lim sup
The limit (10) implies that for t close enough to τ (1) the functions u 1 (t) or u 2 (t) are bounded in any closed ball, but on the other hand from (3) we can deduce that ||u 1 (τ (1) , ·)|| u = ∞ or ||u 2 (τ (1) , ·)|| u = ∞, so u 1 (t) or u 2 (t) are unbounded (or "infinite") just at infinity (R ≈ ∞).
Theorem 2 Let us assume the hypotheses of Theorem 1 and
If τ (1) < ∞, then the solution of the system (1) blows-up in finite time at space infinity.
If, for each i ∈ {1, 2}, we set u i (τ (1) −) := lim sup t↑τ (1) u i (t), from the proof of Theorem 2 we will see that |u i (τ (1) −, x)| < ∞, for each x ∈ R n and ||u 1 (τ (1) −)|| u + ||u 2 (τ (1) −)|| u = ∞, this clarifies the name of blow-up in finite time at space infinity. The condition (11) could be interpreted as a strong cooperative relationship in the system in order to have this kind of explosion. A similar autonomous system is studied in [11] , but now we consider the non-autonomous one and we observe that the time dependence, through k and h, does not affect the path behavior of the solution. This is intuitively clear because the explosion in time is finite, and in this case the contribution of k and h is bounded, since they are continuous functions.
The explosion time of equation (9) is t e = (p − 1) −1 M 1−p , p > 1. Using this, the authors in [6] proved that the maximal time of existence of (7) is t e . In our case, the system (4) does not have an explicit expression. Therefore, one of our main contributions is to give bounds for the maximum time of existence of the system (1). To state our next result we need to introduce some new notation. By τ (·),i we mean the maximal existence time of the i-th component of the system (·), then τ (·) = min{τ (·),1 , τ (·),2 }. We also set
In what follows, we denote by c (·) a positive constant related to the inequality (or expression) indicated in (·). If f : R → R is monotone by f (∞) we denote lim x→∞ f (x).
Theorem 3 Let us assume that
(a) Suppose a i > 0 and a j = 0.
where
In [8] is studied the possibility of non-simultaneous blow-up for positive solutions of the system (1), when h i ≡ 1, k i ≡ 1, i = 1, 2. Now we are able to get different conditions for non-simultaneous blow-up. For example, suppose h 1 ≡ 1, h 2 ≡ 1 in (1) and a i > 0, a j = 0. If α j > 1 and α i ≤ 1, then Theorem 3(a) implies that τ (4),j < ∞ and τ (4),i = ∞. Moreover, such result tell us intuitively that the simultaneous blow up "is not very common."
In the following result, which is a generalization of the blow-up criterion given in [4] or [11] , we will not impose any restriction on the functions k i but if over h i (see also Proposition 11) . This means, as we said before, that the reaction term is the important ingredient to determine the existence of global or local solutions.
Corollary 4 For i ∈ {1, 2}, let us assume h i ≡c i and let us take k i , ϕ i as in Theorem 1.
The paper is organized as follows. Using the Banach contraction principle we prove, in Section 2, that the system (1) has a local solution. The Theorem 1 is proved in Section 3 and it follows from a comparison theorem for an integral system of equations, which we consider is important in itself. In Section 4 we give the proof of Theorem 2 adapting some ideas introduced in [11] . Finally, using mainly a generalized version of Osgood's lemma we prove Theorem 3 in Section 5.
Local existence
In this section we prove the existence of local solutions to the system (1). The proof is standard and we only present the main ideas. We begin with the following elementary equality, which will be essential in some steps.
Proof. Considering the function (x, y) → x p y q and using the mean value theorem for several variables (see Exercise 4.W in Section 40 of [2] ) we get the desired equality.
To deal with the existence of local solutions to the system (1) let us consider the space
is a Banach space with the norm
||| ≤ R} be the closed ball in E T with center at (0, 0) and radius R and
Theorem 6 Under the hypotheses of Theorem 1 there exists a T > 0 such that (1) has a unique positive solution
Proof. Define the function ψ :
The Gaussian density means that for each t > 0
From this we get
Let us take R = max { ϕ 1 u + 1, ϕ 2 u + 1} , and some T > 0 small enough such that max R
This implies that ψ(u 1 , u 2 ) ∈B T (R). Therefore ψ : A T → A T . Now let us see that ψ is a contraction. Let us take (u 1 , u 2 ), (v 1 , v 2 ) ∈ A T . Lemma 5 and (12) turns out
Taking the supreme in t, in the above inequality, we get
Taking T > 0 small enough we see that ψ is a contraction, then the Banach contraction principle implies that there exists a unique (u 1 , u 2 ) ∈ A T such that, for each i, j ∈ {1, 2},
This means that (u 1 , u 2 ) is a mild local solution for the system (1). From the basic properties of the convolution operator, * , and using the Lebesgue dominated convergence theorem we can see that (
and satisfies the system (1).
A characterization of the maximal existence time
Remember that τ (1) is the maximal existence time for the systems (1), the above result implies τ (1) ≥ T > 0.
Theorem 7 Let z 1 and z 2 be non-negative measurable functions defined on [0, τ (4) )and τ ∈ (0, τ (4) ]. Suppose that, for each i, j ∈ {1, 2},
Proof. We only work with the case
the other case is similar. Let us introduce the sets
Observe that A i = ∅ (0 ∈ A i ), then T i = sup A i ≤ τ is well defined. We will see that T i = τ , i ∈ {1, 2}. Let us proceed by contradiction, suppose min{T 1 , T 2 } < τ . Without loss of generality let us assume that T 1 ≤ T 2 < τ . Using Lemma 5 we have, for each t ∈ [0, τ − T 1 ),
Notice that
From this we can see that h 11 ≥ 0 and h 12 ≥ 0. Let ε > 0 and define
and k ij (t) = h ij (T 1 + t). Then (15) leads to
The hypothesis h i > 0 and (16) implies k := k 11 + k 12 + k 21 + k 22 > 0 on [0, τ − T 1 ], therefore sup{k(t) : t ∈ [0, (τ − T 1 ])/2]} ∈ (0, ∞), then there exitst > 0 such that t 0 k(s)ds < 1/2. Let us definẽ
From the definition ofT 1 we get, for each t ∈ [0,T 1 ),
Now let us introduce the set
The sets B i are not empty because ψ iε (0) ≥ ε/2. Set S i = sup B i ≤T 1 . We will see that S i =T 1 . Let us proceed by contradiction, min{S 1 , S 2 } <T 1 . Without loss of generality let us suppose
then there is a δ 1 > 0, such that
Hence S 1 + δ 1 ∈ B 1 , contradicting the definition of S 1 . So we have seen that ψ iε (t) ≥ 0, for each t ∈ [0,T 1 ). In this way, the inequality (17) yields
Observing thatT 1 does not depend on ε and letting ε → 0 we have
Due toT 1 > 0, we get a contradiction to the definition of T 1 . Obtaining the desired result,
Proof of Theorem 1. Taking lim inf on both sides of the inequality (13) we have lim inf
Fatou's lemma yields lim inf
Given y ∈ R n the limits on the right hand side of the above inequality does not depend on y, so we can use (12) to get lim inf
Otherwise, taking the uniform norm in (13) and using (12) we obtain
Introducing the auxiliary functions
the inequalities (18) and (19) can be written, for each t ∈ [0, τ (1) ), as
The comparison Theorem 7 implies
then τ (4) = τ (1) . Moreover, the above inequality also implies
Hence it follows that y i (t) = lim ||x||→∞ u i (t, x).
Blow-up in finite time at space infinite
In this section we will see that there is blow-up in finite time, ||u 1 (τ (1) −)|| u +||u 2 (τ (1) −)|| u = ∞, but the blow-up is just at space infinite, |u i (τ (1) −, x)| < ∞, for each x ∈ R n .
Lemma 8 Let (u 1 , u 2 ) be the solution of (1) in [0, τ (1) ) × R n . Suppose that for each x 0 ∈ R n and ρ 0 > 0 there are t 0 = t 0 (x 0 , ρ 0 ) ∈ (τ (1) /2, τ (1) ) and θ = θ(x 0 , ρ 0 ) ∈ (0, 1) such that
Then
Proof. Let (y 1 , y 2 ) be the solution of the system (4). Extend the domain of y i to (−τ (1) , τ (1) ) such that the extended function, also denoted by y i , is smooth. Set
Take 0 < ε < τ (1) and define
where r = |x − x 0 |. From (4) we have
Observe that (using | sin(x)| ≤ |x|, x ∈ R)
Otherwise, using (4) we obtain
Taking 0 < ε < τ (1) /2 < t 0 < τ (1) we have
For each t ∈ [t 0 , τ (1) ), the equality (22), implies
−ε cos 2 (
The above estimation and (21) lead us to
Since p ii + p ij > 1 and θ ∈ (0, 1), then 1 − θ p ii +p ij −1 > 0. This implies that we can take ε = ε(ρ 0 ) > 0 small enough for which
Moreover, from (20) we deduce the boundary conditions
The comparison principle yields
Using that y i is increasing and g is decreasing we get
From this the result follows easily.
Proof of Theorem 2. We follow the ideas given in [11] . Let x 0 ∈ R n and r 0 > 0 be fix and arbitrary. The strong maximum principle (see Theorem 1 in Chapter 2 of [5] ) implies that the solution (u 1 , u 2 ) of (1) satisfies
for any compact set G ⊂ R n . By a translation of time we can consider that the system (1) begins at time t 0 ∈ (0, τ (1) ), then
whereB(x 0 , r 0 ) = {x ∈ R n : ||x − x 0 || ≤ x 0 }. Restarting the system at t 0 we may assume that t 0 = 0. Therefore
Let k (t) := k 1 (t) + k 2 (t) and w(t, x) be the solution of (see [5] )
We are going to prove that (y 1 w, y 2 w) is a super solution of (1), we means that
The maximal principle implies (see Chapter 2 of [5] ),
Using the hypothesis p ii + p ij > 1, (4), (24) and w(t, x) ≤ 1 we can conclude that
Moreover, we see that
and
then we are able to apply the comparison principle to deduce (23).
On the other hand, the strong maximum principle implies
For eachr 0 ∈ (0, r 0 ) and t 0 ∈ (τ (1) /2, τ (1) ) we set θ = θ(r 0 , t 0 ) := sup{w(t, x) : (t, x) ∈ [t 0 , τ (1) ] ×B(x 0 ,r 0 )}.
By (25) we have θ < 1 and
For each R > 0 let us consider the compact ballB(0, R). For each x ∈B(0, R) the inequality (26) implies (with x 0 = x, r 0 = R,r 0 = R/2 = ρ 0 ) that we can use Lemma 8. Then there exist t x ∈ (τ (1) /2, τ (1) ) and θ x ∈ (0, 1) such that
for some ε R > 0. The family {B(x, R/4) : x ∈B(0, R/4)} is an open cover ofB(0, R), then it admits a finite subcover {B(x 1 , R/4), ..., B(x k , R/4)}. Let us take
with such selection we obtain (1) ). We conclude the proof taking lim sup on t.
Bounds for the maximal existence time
In this section we recall a generalized version of Osgood's lemma and we will use this to obtain some bounds for the maximal existence time for the solutions of system (1). We begin with the following comparison result.
Lemma 9 Let (y 1 , y 2 ) be the positive solution of (4) defined on [0, τ (4) ). Let us assume that (h i ) ′ ≤ 0, for i ∈ {1, 2}.
(a) If a i > 0 and a j = 0, then there exists a constant c (27) > 0 such that
(b) If a i > 0 and a j = 0, then there exists a constant c (28) > 0 such that
(c) If a i = 0 and a j = 0, then
, for all t ∈ [0, τ (4) ).
Proof. (a) Let us define the function J : [0, τ (4) ) → R as
where M is a constant that we are going to fix later. Using (4) we get
Otherwise the definition (30) yields
If we take M > max {0, a j /a i } then the hypothesis (h i ) ′ ≤ 0 implies
Multiplying the above inequality by
we have
From this we obtain
To prove the inequality (27) it is sufficient if we can take J(0) ≥ 0. But from (30) we see that we get such inequality if we take
.
(b) In this case we define the function J : [0, τ (4) ) → R as
i (t) −h i (t) log(y j (t)).
Proceeding as before we have Using that p ij = p jj − 1 and p ji = p ii − 1, then the derivative of J can be written as
As before we can deduce log y i (t) y i (0) ≥h i (t) log y j (t) y j (0) , for all t ∈ [0, τ (4) ).
From which the inequality (29) is deduced readily.
To state the generalized version of Osgood's lemma we introduce some nomenclature. 
with y 0 > 0, is y(t) = B −1 (F (t)). 
Therefore it is enough to see that (38) is equivalent to which is a contradiction to (39). Therefore a 1 > 0 or a 2 > 0, from this and the inequality (39) we get (38).
