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Abstract
A matrix is totally positive (respectively, strictly totally positive) if all its minors are non-
negative (respectively, positive). In this paper, we revisit the main determinantal criteria for
these matrices and provide two new ones: one of them for the total positivity of m× n matrices
with any n consecutive rows linearly independent and another one to check if an n× n totally
positive matrix has all minors of order less than k (k  n) positive. © 2001 Elsevier Science
Inc. All rights reserved.
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1. Introduction
Totally positive matrices are matrices whose minors are nonnegative. These ma-
trices are having an increasing importance in approximation theory, combinatorics,
statistics, economics or computer-aided geometric design, which explains why linear
algebraists are paying more attention to them. See [1] for a comprehensive survey
from an algebraic point of view and historical references, and [11] for many classical
applications of totally positive matrices. Strictly totally positive matrices are matrices
whose minors are positive. Alternatively, totally positive and strictly totally positive
matrices have been called by some authors totally nonnegative and totally positive
matrices, respectively.
E-mail address: jmpena@posta.unizar.es (J.M. Peña).
1 Research partially supported the Spanish Research Grant DGES PB96-0730.
0024-3795/01/$ - see front matter  2001 Elsevier Science Inc. All rights reserved.
PII: S 0 0 2 4 - 3 7 9 5 ( 0 0 ) 0 0 2 0 0 - 7
132 J.M. Peña / Linear Algebra and its Applications 332–334 (2001) 131–137
One of the mains of the theory has always been to minimize the number of minors
to be checked in order to decide the total positivity of a matrix (see some recent
applications in [3,14,15]). In 1912, Fekete [6] provided a characterization of strictly
totally positive matrices in terms of minors using consecutive rows and consecutive
columns. In 1976, Cryer [5] proved a criterion to check if a matrix of given rank is
totally positive by the nonnegativity of some special minors. More recently, Gasca
and Peña provided new characterizations of strictly totally positive and nonsingular
totally positive matrices (see [7, Theorem 4.1] and [8, Theorem 3.1], respectively) in
terms of minors using initial rows and initial columns. A key tool to derive these last
results was an elimination procedure called Neville elimination. Roughly speaking,
Neville elimination consists in producing zeros in each column by adding to each
row an adequate multiple of the previous one. In fact, Neville elimination provides a
test of O(n3) operations to check if a matrix of order n is strictly totally positive or
totally positive (see [7]).
Let us recall that there also exist determinantal criteria for some special class-
es of totally positive matrices. This is the case of banded totally positive matrices
(see [12]) and of almost strictly totally positive matrices (see [9]), which form an
intermediate class between totally positive and strictly totally positive matrices. De-
terminantal criteria have also been found for classes of matrices containing totally
positive matrices. For instance, sign consistency of a given order can be characterized
by a reduced number of minors of such order, as shown in [13].
In this paper we provide two new determinantal criteria related with total po-
sitivity. In Theorem 2.3 we prove that an m× n matrix (m  n) such that any n
consecutive rows are linearly independent is totally positive if and only if all minors
using consecutive rows are nonnegative. We also prove (in Theorem 3.4) that an
n× n totally postive matrix is STPk (i.e. all minors of order less than or equal to
k are positive) if and only if all minors of the right upper and lower left corners of
order less than or equal to k are positive.
The paper is organized as follows. Section 2 is devoted to criteria for total positiv-
ity, including the mentioned result for m× n matrices with any n consecutive rows
linearly independent. Section 3 deals with criteria for strict total positivity, including
the characterization of totally positive matrices which are STPk .
2. Criteria for total positivity
Following the notation of [1], given k, n ∈ N, 1  k  n, Qk,n will denote the
set of all increasing sequences of k natural numbers less than or equal to n. The
dispersion d(α) of α ∈ Qk,n is defined by d(α) :=∑k−1i=1 (αi+1 − αi − 1) = αk −
α1 − (k − 1), with the convention d(α) = 0 for α ∈ Q1,n. Let A be a real m× n
matrix. For k  m, l  n, and for any α ∈ Qk,n and β ∈ Ql,n, we denote by A[α|β]
the k × l submatrix of A containing rows numbered by α and columns numbered by
β. The principal submatrices will be written in the form A[α] := A[α|α].
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A matrix is totally positive if all its minors are nonnegative. The number of minors
to be considered can be reduced as proved in [5] (see also [1, Theorem 2.1], valid for
sign-regular matrices):
Theorem 2.1. If A is an m× n matrix of rank r, then A is totally positive if and only
if, for all 1  k  min{m,n},
detA[α|β]  0 ∀α ∈ Qk,m, β ∈ Qk,n with d(α)  m− r. (2.1)
In the particular case of a nonsingular matrix A, the previous result states that
only minors with consecutive rows have to be considered:
detA[α|β]  0 ∀α, β ∈ Qk,n with d(α) = 0. (2.2)
The number of minors considered for nonsingular totally positive matrices was
again reduced in [8, Theorem 3.1], where the asymmetry of (2.2) was replaced by
the following result which only uses minors with consecutive initial columns and
minors with consecutive initial rows:
Theorem 2.2. A nonsingular matrix A of order n is totally positive if and only if it
satisfies, for each 1  k  n,
detA[α|1, 2, . . . , k]  0 ∀α ∈ Qk,n,
detA[1, 2, . . . , k|β]  0 ∀β ∈ Qk,n,
detA[1, 2, . . . , k] > 0.
This result was extended to rectangular matrices of maximal rank in [3, Prop-
osition 3.8], which also uses minors with consecutive initial columns and minors
with consecutive initial rows. On the other hand, Cryer’s criterion (see Theorem 2.1)
for an m× n matrix with rank n uses all minors detA[α|β] with k  n, β ∈ Qk,n,
α ∈ Qk,m and d(α)  m− n. The following result will improve this characterization
when we add the condition that any n consecutive rows of A are linearly independent:
it is sufficient to check the nonnegativity of minors using consecutive rows.
Theorem 2.3. Let A = (aij )1im;1jn be an m× n matrix (m  n) such that any
n consecutive rows are linearly independent. Then A is totally positive if and only if
all its minors with consecutive rows are nonnegative
Proof. Obviously, we have only to deduce that if detA[α|β]  0 for all α ∈ Qk,n
with d(α) = 0 and all β ∈ Qk,n, then A is totally positive. We shall prove it by in-
duction on the number of columns n. For n = 1 the result trivially holds. Let us now
assume that it holds for n− 1 and let us prove it for n.
We first see that if there are zero elements in the first column of A, they are at
the bottom. Otherwise, we could take k > 1 such that ak−1,1 = 0 and ak1 > 0. Since
A has no zero rows, one could also find an index h > 1 such that ak−1,h > 0. Then
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detA[k − 1, k|1, h] = −ak−1,hak1 < 0, contradicting our hypothesis. In conclusion,
there exists p  1 such that ai1 > 0 if i  p and ai1 = 0 if i > p.
Let Aˆ = (aˆij )1im;1jn be the matrix obtained from A after one step of Nev-
ille elimination, the elimination procedure commented in Section 1 and consisted in
making zeros in a column by adding to each row an adequate multiple of the previous
one. So the elements of Aˆ are given by
aˆij :=
{
aij if i = 1, p + 1, p + 2, . . . ,m,
aij − ai1ai−1,1 ai−1,j otherwise.
Observe that a submatrix Aˆ[i, i + 1, . . . , i + r − 1|j1, . . . , jr ] (i > 1, 2  j1 < j2
< · · · < jr  n) either coincides with a submatrix of A (if i > p) or it comes from
performing one step of Neville elimination to the submatrixA[i − 1, i, i + 1, . . . , i +
r − 1|1, j1, . . . , jr ]. Therefore one has in this case that
detA[i − 1, i, . . . , i + r − 1|1, j1, . . . , jr ]
= ai−1,1 det Aˆ[i, . . . , i + r − 1|j1, . . . , jr ].
Finally, each submatrix
Aˆ[1, . . . , r|j1, . . . , jr ] (2  j1 < j2 < · · · < jr  n)
is obtained from A[1, . . . , r|j1, . . . , jr ] by adding to each row a linear combination
of the previous ones and so
det Aˆ[1, . . . , r|j1, . . . , jr ] = detA[1, . . . , r|j1, . . . , jr ].
Summarizing we have proved that
det Aˆ[i, i + 1, . . . , i + r − 1|j1, . . . , jr ]
=


detA[i − 1, i, . . . , i + r − 1|1, j1, . . . , jr ]
ai−1,1
, 1 < i  p,
detA[i, . . . , i + r − 1|j1, . . . , jr ] otherwise, (2.3)
for all 2  j1 < j2 < · · · < jr  n. By our induction hypothesis Aˆ[1, . . . ,m|
2, . . . , n] is a totally positive matrix and therefore Aˆ is clearly totally positive.
Let Ei(α) denote the elementary m×m matrix whose (r, s) entry is given by

1 if r = s,
α if (r, s) = (i, i − 1),
0 otherwise.
Then, taking into account the elementary operations associated with Neville elimi-
nation, one can derive(
E2
(
a21
a1,1
))−1
· · ·
(
Ep−1
(
ap−1,1
ap−2,1
))−1 (
Ep
(
ap1
ap−1,1
))−1
A = Aˆ
or, equivalently,
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A = Ep
(
ap1
ap−1,1
)
Ep−1
(
ap−1,1
ap−2,1
)
· · ·E2
(
a21
a1,1
)
Aˆ. (2.4)
The elementary matrices in (2.4) are clearly totally positive. Since the product of
totally positive matrices is totally positive [1, Theorem 3.1] we conclude the total
positivity of A. 
By transposition one gets a similar characterization of the total positivity of an
m× n matrix (m  n) such that any m consecutive columns are linearly independent
in terms of minors with consecutive columns.
3. Criteria for strict total positivity
A matrix is strictly totally positive if all its minors are positive. A result due to
Fekete [6] (see also [1, Theorem 2.1], valid for strictly sign-regular matrices) states:
Theorem 3.1. An m× n matrix A is strictly totally positive if and only if all its
minors with consecutive rows and columns are positive.
This result was improved in [7, Theorem 4.1]. Although it is stated for square
matrices, from it and Theorem 3.1 one can deduce that it also holds for rectangular
matrices:
Theorem 3.2. An m× n matrix A is strictly totally positive if and only if, for all
1  k  min{m,n},
detA[α|1, 2, . . . , k] > 0 ∀α ∈ Qk,m with d(α) = 0, (3.1)
detA[1, 2, . . . , k|β] > 0 ∀β ∈ Qk,n with d(β) = 0.
Proof. Without loss of generality we can assume that m  n. If A is strictly totally
positive, then (3.1) holds. We now prove the converse by induction on h := m− n. If
h = 0 (i.e.,m = n) and (3.1) holds for all 1  k  n, then A is strictly totally positive
by [7, Theorem 4.1]. Let us assume that the converse holds for h− 1 and let us prove
it for h. Observe that the matrix A[1, . . . ,m− 1|1, . . . , n] satisfies the induction
hypothesis and therefore it is strictly totally positive. This also implies that the matrix
A[m− n+ 1, . . . ,m|1, . . . , n] has all minors using initial rows and consecutive col-
umns positive, so that this matrix also satisfies the induction hypothesis and is strictly
totally positive. In conclusion, we can now deduce from Theorem 3.1 that A is strictly
totally positive because any minor of A with consecutive rows and columns either
belongs to A[1, . . . ,m− 1|1, . . . , n] or belongs to A[m− n+ 1, . . . ,m|1, . . . , n].

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If a matrix A is totally positive, then [7, Theorem 4.3] provides a very simple con-
dition for A to be strictly totally positive. This condition was independently obtained
in [10, Theorem 4.2] and (for triangular matrices) in [16]. It only uses minors from
the upper right and lower left corners:
Theorem 3.3. Let A be a totally positive matrix of order n. Then A is strictly totally
positive if and only if it satisfies, for each 1  k  n,
detA[1, 2, . . . , k|n− k + 1, n− k + 2, . . . , n] > 0,
detA[n− k + 1, n− k + 2, . . . , n|1, 2, . . . , k] > 0.
Recall that a matrix is called STPk if all its r × r minors are positive for all 1  r 
k. The following result will extend Theorem 3.3 for STPk-matrices.
Theorem 3.4. Let A be a nonsingular totally positive matrix of order n and k  n.
Then A is STPk if and only if, for r = 1, 2, . . . , k,
detA[1, 2, . . . , r|n− r + 1, n− r + 2, . . . , n] > 0,
(3.2)
detA[n− r + 1, n− r + 2, . . . , n|1, 2, . . . , r] > 0.
Proof. If A is STPk , then (3.2) holds. We shall prove the converse by induction on k.
If k = 1, then an1 > 0, a1n > 0 by (3.2). Then shadows’ lemma for totally positive
matrices (cf. [2, Lemma A]) implies that A is formed by positive elements, i.e. it is
STP1.
Let us assume that the result holds for k − 1 and let us prove it for k. If (3.2) holds,
we deduce from our induction hypothesis that A is STPk−1. In order to deduce the
result it is sufficient to assume that we have a submatrix A[α|β], α, β ∈ Qk,n, with
rank k − 1 and to get a contradiction. We shall consider three cases:
(i) The submatrix uses consecutive rows and columns, i.e. d(α) = 0 = d(β). Since
A is nonsingular, A[α|1, . . . , n] and A[1, . . . , n|β] have rank k and then by [2,
Proposition A] we deduce that either the submatrix A[α, αk + 1, . . . , n|1, . . . ,
β1 − 1, β] or the submatrix A[1, . . . , α1 − 1, α|β, βk + 1, . . . , n] has rank
k − 1, which contradicts (3.2) for r = k.
(ii) The submatrix uses consecutive columns, i.e. d(β) = 0. Consider the matrix
B := A[1, . . . , n|β]. Since A is STPk−1, any minor of B using the k − 1 first
columns is positive. Case (i) implies that any minor of B using the k columns
and k consecutive rows is positive. Then, by [11, Theorem 3.2 of Chapter 2] we
deduce that B is STPk, contradicting that its submatrix A[α|β] has rank k − 1.
(iii) The general case. Let C := (A[α|1, . . . , n])T. Since A is STPk−1, any minor
of C using the k − 1 first columns is positive. Case (ii) implies that any minor
of C using the k columns and k consecutive rows is positive. Then, by [11,
Theorem 3.2 of Chapter 2] we again conclude that C is STPk , contradicting that
its submatrix A[α|β] has rank k − 1. 
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We finish by recalling a recent sufficient condition for strict total positivity
provided in [4]. Let us remark that this condition is not necessary for strict total
positivity and uses only the positivity of the elements and a restriction for 2 × 2
minors using consecutive rows and columns:
Theorem 3.5. Let A = (aij )1i,jn be a matrix such that
(i) aij > 0 for 1  i, j  n,
(ii) aij ai+1,j+1  c0ai,j+1ai+1,j for 1  i, j  n− 1, where c0 is the unique real
root of x3 − 5x2 + 4x − 1 (c0 = 4.07959562349 . . .).
Then A is strictly totally positive.
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