Abstract. We apply the methods of value distribution theory to the spectral asymptotics of Schrödinger operators with L 2 -sparse potentials.
Introduction
A real valued, locally integrable function V , defined on the half-line 0 ≤ x < ∞, is said to (V (x)) 2 dx < δ. In other words, if V is L 2 -sparse then one can find arbitrarily long intervals on which the L 2 norm of V is arbitrarily small. Given an L 2 -sparse potential, we can define a Schrödinger operator T = − to Dirichlet boundary condition at x = 0. By considering an appropriate sequence of approximate eigenfunctions (see for example [G] , Theorem 22) one may verify that the Weyl spectrum of T contains the whole of R + . It follows that we have the limit point case at infinity, so that T can be uniquely defined as a self-adjoint operator, subject to the single boundary condition at x = 0. Any L 2 -sparse potential is a sum V 1 + V 2 , where V 1 is a sparse potential and V 2 ∈ L 2 (0, ∞);
here a potential V is said to be sparse if arbitrarily long intervals exist on which V is identically zero. There is a considerable literature on sparse potentials and their perturbations, in particular establishing conditions for the existence of absolutely continuous and singular continuous spectra. For recent results in this field, see [KLS, R, SS] and references therein.
Spectral theory for the Schrödinger operator T can be closely linked to the theory of value distribution for real-valued functions, and in particular value distribution for functions which are 
Here · stands for Lebesgue measure. Thus M (A, S) is the Lebesgue measure of the set of λ ∈ A for which F + (λ) ∈ S. In the particular case that F + is the almost everywhere boundary value of a Herglotz function, i.e.
we can write (see [BP1] )
where θ(z, S) denotes the angle subtended at a point z by the Borel subset S of the real line.
(For λ ∈ R, we define θ(λ, S) to be πχ S (λ), where χ S is the characteristic function of the set S.) In fact, given A and S with |A| < ∞, the limit in (2) will exist for any Herglotz function F (whether or not F has real boundary values a.e.) and may be used to define the value distribution function M associated with an arbitrary Herglotz function. In general M may not describe the value distribution of any single real-valued function F + (λ), but there will always be sequences {F (n) } of real-valued functions for which M describes the limiting value distribution.
Value distribution for boundary values of Herglotz functions is also closely connected with the geometric properties of the upper half-plane, regarded as a hyperbolic space [BP1, BP2] . Given two points z 1 , z 2 ∈ C + , we define a measure of separation
which is related to the hyperbolic distance D(z 1 , z 2 ) by the equation
The relevance of hyperbolic distance to estimates of value distribution comes from the fact that if F 1 and F 2 are two Herglotz functions satisfying the estimate
for all z such that Im z = d and Re z ∈ A, then the value distribution M 2 (A, S) associated with F 2 is a good approximation to the value distribution M 1 (A, S) associated with F 1 , in the sense that
Here E A (d) is an error estimate which is an increasing function of d, and which converges to zero in the limit d → 0, for fixed Borel set A. For details of this and related results, see [BP1, BP2] . Estimates such as (4) imply that if {F (n) } n=1,2,3,... is a sequence of Herglotz functions converging uniformly to F (z) for z lying in any fixed compact subset of C + , then the value distribution associated with F (n) will converge in the limit n → ∞ to the value distribution associated with
The main purpose of this paper is to apply the above analysis to the spectral asymptotics of the Schrödinger operator with L 2 -sparse potential, as described by solutions f (x, λ) of the Finally, we indicate some consequences of the analysis for spectral theory of L 2 -sparse potentials, implying in particular the absence of absolutely continuous spectrum at negative λ.
Asymptotics of v ′ /v
We consider the differential expression τ = − d 2 dx 2 + V (x) on the half-line 0 ≤ x < ∞, where the potential function V is assumed to be real valued and integrable over any finite subinterval of [0, ∞). Assume limit-point case at infinity, implying that a self-adjoint operator
can be defined, acting in L 2 (0, ∞) and subject to a Dirichlet boundary condition at x = 0.
The Weyl m-function m(z; V ) may be defined in terms of solutions f (·, z) of the Schrödinger equation at complex spectral parameter z, namely
First define two solutions u(x, z), v(x, z) of (5), subject respectively to initial conditions
where prime denotes differentiation with respect to x. (Solutions of (5) and (6) with z replaced by a real spectral parameter λ will be denoted by u(x, λ), v(x, λ) respectively and, for fixed x, are the boundary values of u(x, z), v(x, z) as z approaches the real axis.)
Then (in the limit-point case at infinity) we define m(z; V ) uniquely by the condition that
An alternative characterisation of the Weyl function is that if
It follows from the limit point/limit circle theory [CL] Killip [DK] for L 2 potentials.
Since, according to equation (7), the m-function is dependent on the logarithmic derivative of a solution f (·, z) of equation (5), a first step in our analysis will be to carry out a comparison between logarithmic derivatives of solutions of equation (5) as the potential is varied. We begin with the logarithmic derivative of the solution v(·, z) subject to the initial conditions (6b). Here it is −v ′ /v rather than v ′ /v that is a Herglotz function for x > 0. The following elementary estimate provides a bound for the γ-separation of the logarithmic derivative as the potential is varied.
Lemma 1. Let v(x, z),ṽ(x, z) be solutions of equation (5) with potentials V (x),Ṽ (x) respectively, and subject to initial conditions
Then, for any x > 0,
Proof. Abbreviating the notation for simplicity, we have
where
Using the Schrödinger equation −v ′′ + V v = zv, and similarly forṽ, we have
which, with the initial conditions, gives
We also have
with a similar equation forṽ. Using (9) and (10), and substituting for
, from which (8) follows on applying Schwarz's inequality to the integral in the numerator.
If both potentials V,Ṽ are bounded, we can use the result of Lemma 1 to derive simple bounds for the separation γ between the two logarithmic derivatives. For example we have, from (8), for
In particular, we see that any uniformly convergent sequence V n of potentials will result in a corresponding sequence −v ′ n /v n which will converge uniformly in γ-separation (and hence also uniformly in the hyperbolic metric).
We turn now to the case of a potential subject to an L 2 -type condition, for which we take in the first instance the comparison potential to beṼ (x) = 0. Let v(x, z) be defined as before to be the solution of equation (5) with potential V (x) and subject to v(0, z) = 0, v ′ (0, z) = 1, and let
with the same initial conditions. Again we take Im z > 0, and write √ z = a + ib with a, b real and
and, from (8), we have
Here the integral in the numerator may be written
To complete the estimate of (11), we need a lower bound for the denominator integral, which comes to sinh 2bL 2b − sin 2aL 2a .
We shall make the assumption L ≥ 1/ |z|. Such a condition, with
L 2 , which contradicts the assumption.) We consider the two possibilities in turn:
From the bound sinh x/x > 1 for x > 0, we have sinh 2bL 2b > L,
and it follows that sinh 2bL 2b
Since the function sinh x/x is increasing for x ≥ 0, we then have
Hence in this case we find sin 2aL 2a
Noting that sinh √ 2 < 2, we see that the bound (14) holds both in case 1 and in case 2.
Using (12) and (14) as upper and lower bounds for the numerator and denominator respectively of (11), we have, now, for L ≥ 1/ |z|, the estimate
Noting that 2bL sinh 2bL < 1 and that cosh 2bL − 1 sinh 2bL = tanh bL < 1, we can use the estimate (a + b) 1/2 ≤ 2 a 2 + b 2 1/4 = (2|z|) 1/4 to obtain the following result.
Lemma 2. Define v(x, z) as in Lemma 1, and let v 0 (x, z) be the corresponding solution of (5) with zero potential. Then, for any L ≥ 1/ |z|, we have the bound
where C is a positive constant. (In fact we can take C = √ 2
in which case C < 3.3.)
Notice that Lemma 2 provides a simple bound for the hyperbolic distance between −v ′ /v and
Since, as is easily verified, we have lim
we can make a comparison, for large L, of −v ′ 0 /v 0 with its asymptotic limit, leading to the following result.
Lemma 3. With v 0 (x, z) defined as in Lemma 2, for any L ≥ 1/ |z| we have the bound
where C ′ is a positive constant. (In fact we can take C ′ = 2 1/4 C, where C is the constant defined in Lemma 2, in which case C ′ < 3.9.)
Proof. Explicitly, we have 
|e −iax e bx − e iax e −bx | .
Putting these results together we find, at x = L,
Substituting in the denominator the lower bound obtained previously in (14) and simplifying, we arrive at (16).
In using (16) to make precise estimates of the convergence to i √ z of −v 
Estimates of u and v for L 1 -bounded potentials
We consider solutions u(x, z), v(x, z) of equation (5) on a fixed interval 0 ≤ x ≤ N , subject to initial conditions (6) at x = 0. We compare these solutions with the corresponding solutions u 0 (x, z), v 0 (x, z) with zero potential, and subject to the same initial conditions as for u and v.
Lemma 4. Let K be a fixed compact subset of C + , and let N > 0 be fixed. Then, given any ǫ > 0, there exists δ 0 > 0 (δ 0 depending on ǫ, N and K) such that, for any potential function V satisfying
we have, for all z ∈ K and for all x ∈ [0, N ],
Proof. The proof is a standard perturbation argument using the Gronwall inequality. Let M be the 2 × 2 transfer matrix given by
and let
and we have
where I is the 2 × 2 identity matrix and, for notational convenience, we have suppressed the dependence on z. If A denotes operator norm of the matrix A in the two-dimensional space l 2 , we have, for x ≥ 0,
An application of the Gronwall inequality now leads to the bound, valid for all x ∈ [0, N ],
Noting that
we see that both M 0 (x, z) and A(t, z) are bounded for x, t ∈ [0, N ] and z ∈ K. The result of the Lemma now follows from (17) and the observation that
The following Corollary is a straightforward consequence of the Lemma. 
4. Estimate of −f ′ /f for potentials subject to an L 2 -type condition
We can now state an estimate of convergence of −f ′ /f to i √ z based on an L 2 -type condition on the potential. Theorem 1. Let f (x, z) be any solution for x ∈ [0, ∞) of the Schrödinger equation (5) at complex spectral parameter z (Im z > 0) which satisfies the condition
Let K be any fixed compact subset of C + .
Then, given any ǫ > 0, there exist δ, N > 0 (δ, N depending on ǫ and K) such that, for all L ≥ N and for all potential functions V satisfying the L 2 bound
holds for all z ∈ K.
Proof. In using the γ measure of separation to carry out the estimate (19), it should be noted that, unlike the hyperbolic metric which is a function of γ, the separation γ(z 1 , z 2 ) between two points z 1 , z 2 ∈ C + does not satisfy the triangle inequality. However, the following result can be useful as a substitute for the triangle inequality:
If z 1 , z 2 , z 3 ∈ C + and it is given that
then it follows that γ(z 1 , z 3 ) < √ 2 (α + β). (To verify this result, note that if 0 < α, β ≤ 2 and
√ 2 as required.) As a simple consequence of this result, the three inequalities
, with 0 < ǫ < 1, together imply that γ(z 1 , z 4 ) < ǫ. If, then, we define u, v, u 0 , v 0 as in the proofs of the previous Lemmas, it will be sufficient, to verify (19), to show that if z ∈ K then we have the three inequalities, at
We begin by fixing the value of N . Given ǫ > 0 and a compact subset K of C + , we take N = N (ǫ, K) to satisfy, for all z ∈ K, the three inequalities
That N may be chosen to satisfy the first of these inequalities for z ∈ K follows from the fact that for z ∈ K; the constant C ′ is defined in the proof of Lemma 3. Note also that 1/ |z| is bounded for z ∈ K in the third inequality.
From the Corollary to Lemma 4 we know that, for z ∈ K, the integral |V (t)| dt is sufficiently small. In particular, the inequality (21a)
implies that there exists δ 0 = δ 0 (ǫ, K) > 0 such that, for all z ∈ K, we have
Having fixed the values of N and δ 0 , now define δ = δ(ǫ, K) to satisfy the two inequalities
Here the constant C has been defined in the statement of Lemma 2. Now suppose that L ≥ N and L 0 |V (t)| 2 dt < δ. By the Schwarz inequality we then have
by inequality (i). Hence, (22) implies that
By Lemma 3 of [BP1] (see also Lemma 2 of [BP2]) we have, for any solution f of (5) satisfying
Thus we have derived the first inequality in (20). The second inequality in (20) follows from (15) and (ii) above, using
We can also use Lemma 3 with the inequality (21b) to complete the proof of (20), which also completes the proof of the Theorem.
We now explore some consequences of Theorem 1 in the case of
Given a fixed, bounded, measurable subset A of R, having closure A, and given any ǫ > 0, we first of all find d > 0 (d depending on ǫ and A) such that E A (d) < ǫ |A| /2. Here E A (·) is the error estimate on the right hand side of (4), and from (4) we deduce that
provided γ (F 1 (z), F 2 (z)) < ǫ for all z ∈ K, where K is the compact subset of C + defined by the
Now use Theorem 1 to define δ and N such that, for all L ≥ N and for all potentials V satisfying the bound
Here f (·, z) is a solution of the Schrödinger equation (5) for which
We take k sufficiently large (say k > k 0 ) so that L k ≥ N and such that the bound
is satisfied by our sparse potential V .
We can now apply (24) with L = L k , where f is a suitably chosen solution of the Schrödinger equation (5), but with potential modified by an appropriate change of x-coordinate. There are two separate cases to be considered:
Hence (24) is satisfied in this case, and we have
From (23) we now deduce that the respective value distributions for the Herglotz functions
with sparse potential V . The m-function m a k (z) for the Schrödinger operator −
We can now define f (·, z) by
has positive imaginary part, we also have Im (−f ′ (0, z)/f (0, z)) > 0. In this case, an application of (19) with L = L k results in the estimate γ m a k (z), i √ z < ǫ, and it follows as before that the respective value distributions for the Herglotz functions m a k and i √ z differ by at most 2ǫ |A|, for all k > k 0 .
The following Theorem summarises the situation regarding asymptotic value distribution in the case of L 2 -sparse potentials 1 . The Theorem implies in particular, for the special case of has purely singular spectral measure.
Proof. The proof follows from Theorem 2, using similar arguments to those applied in [BP1, BP2] to the special case in which V is a sparse rather than L 2 -sparse potential.
