Abstract. We consider singularities of the focusing subconformal nonlinear wave equation and some generalizations of it. At noncharacteristic points on the singularity surface, Merle and Zaag have identified the rate of blow-up of the H 1 -norm of the solution inside cones that terminate at the singularity. We derive bounds that restrict how this H 1 -energy can be distributed inside such cones. Our proof relies on new localized estimates-obtained using Carlemantype inequalities-for such nonlinear waves. These bound the L p+1 -norm in the interior of timelike cones by their H 1 -norm near the boundary of the cones. Such estimates can also be applied to obtain certain integrated decay estimates for globally regular solutions to such equations, in the interior of time cones.
Introduction
The main aim of this paper is to study the behaviour near a singularity of solutions to focusing power-law-type wave equations of the form + V (t, x)|φ| p−1 φ = 0 (1.1) over the Minkowski space-time R n+1 , (t, x) ∈ R × R n , V (t, x) ≥ > 0, with p lying in the subconformal range, p ∈ 1, 1 + 4 n − 1 .
A detailed understanding of this has been obtained in one spatial dimension; see [4, 5, 10, 11, 9, 8] . Our focus here is when n ≥ 2, without symmetry assumptions.
Our starting point are the works of Merle and Zaag, [7, 12, 13] , who obtained (sharp) upper and lower bounds on the blow-up rate of the H 1 -norm of the solution inside cones that terminate at the singularity. These results, however do not give information on the concentration properties of the H 1 -norm along the different directions toward the singularity. We show a result of this type, proving that any fraction of the H 1 -energy that persists on certain specific balls that shrink down towards the singularity must be "distributed" over such balls. Slightly more precisely, we show that at any space-time blow-up point O for (1.1) and any timelike cone C that terminates at O, the fraction of the H 1 -norm that lives inside C cannot concentrate in a thinner cone C ⊂ C. In fact, we prove that the amount of H 1 -energy in C \ C bounds the energy in C .
To put our result in context, we recall a few known facts from the literature. One can easily construct blow-up solutions for the classical focusing nonlinear wave equations-(1.1) with V ≡ 1-by imposing spatial homogeneity of the solution. This results in an ODE in t, for which one finds that the function φ * (t, x) := C(−t) solves (1.1) and blows up (for all x ∈ R n ) at t = 0. While this function clearly fails to be in L 2 , one can produce examples of singularity formation starting from L 2 -initial data by applying a spatial cut-off function to φ * (t, x) at t = −1 for |x| ≥ M , M > 0 large. By the domain of dependence property of (1.1), we then still obtain a singularity at t = 0, x = 0 (and nearby).
One can then build more blow-up solutions based on this example by using the invariance of the equation under Lorentz transformations. This yields the family of the solutions κ(d, y).
1 A rich literature has been developed in understanding the universality of these solutions.
It is known-see [2, 7] -that if a solution of (1.1) blows up at one point, then it must blow up on a Lipschitz hypersurface Γ that is graph over {t = 0}, with
This is called the blow-up graph of the solution.
Understanding the profile of the blow-up at each point of Γ involves a distinction between characteristic and noncharacteristic points. The latter (in the language adopted in our paper) are points P for which there exists a backwards spacelike cone 2 C emanating from P so that C locally intersects Γ only at P ; see figure 1a. In particular, any point of Γ that differentiable and spacelike is noncharacteristic.
At noncharacteristic points on Γ, Merle and Zaag, [7] , showed (in the case V ≡ 1) that the rate of blow-up of the H 1 -norm when approaching from a backwards null cone matches the one provided by the ODE examples φ * . Translating so that the singularity is at the origin, they prove that if (0, 0) ∈ Γ is noncharacteristic, then there exists an ε > 0 so that
Also, for any σ ∈ (0, 1) (even if (0, 0) ∈ Γ is characteristic), there exists K σ so that
Remark. In fact, the lower bound (1.2) also holds near noncharacteristic points for more general V , as long as V can be extended beyond the singularity. This can be seen via a straightforward adaptation of [7, Lemma 3.1] . In particular, even with these more general V , the local well-posedness theory for (1.1) in H 1 remains the same as for V ≡ 1; see, for example, [6] .
1 d encodes the Lorentz transformations that fixes the blow-up point; y stands for the similarity variable, which we do not use here.
2 More precisely, C is invariant under dilations centered at P , and the restriction of the Minkowski metric onto C is spacelike.
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We note that very recent results, [12, 13] , also show the stability of the family of blow-up profiles κ(d, y) (in similarity variables), as well as the C 1 -regularity of the blow-up graph near such a blow-up profile, for noncharacteristic points.
Nonetheless, to our knowledge, there does not seem to be a general result describing the profile of the singularities in higher dimensions beyond these perturbations of the ODE examples φ * . In fact, Bizon, Breitenlohner, Maison, and Wasserman, [3] , demonstrate in certain cases that there exists a countable family of stationary solutions, which shows the richness of potential profiles.
In particular, (1.2) and (1.3) do not give information on the profile of the solution in the balls B(0, −σt), but, merely on the growth of its H 1 norm. For example, the bound (1.2) in principle allows for the solution φ to blow up slowly on the annular regions B(0, −σt) \ B(0, −σ t) for some σ < σ, and for the bulk of the H 1 -energy to be concentrated in the smaller balls B(0, −σ t). We show that this cannot occur.
To explain our result, we first introduce some notation:
, we let ∇φ denote the spacetime gradient of φ. In addition, we let |∇φ| denote its vector norm:
Definition 1.2. Given 0 < σ < 1, we let C σ the interior of the future time cone about the time axis and with vertex at the origin:
Definition 1.3. Given 0 < σ 0 < σ 1 < 1 and t ∈ R, we define the annulus
Definition 1.4. Given any t * = 0 and any γ > 1, we let
Note that for the ODE examples φ * (for V ≡ 1), we have:
Similarly, on the domains R σ1 γ (t) ⊂ C σ , we see:
We show that if any fraction of the (weighted) H 1 -norm in C moves in timelike directions towards the singularity, then the norm must be "smeared" across the various angles that terminate at the singularity:
of (1.1), where p and V satisfy
Then, there is some γ > 1 (also depending on σ 0 and σ 1 ) such that
A corollary of this is that any fraction of the (weighted) H 1 -norm of φ in the balls B(0, −t) in (1.2) cannot be concentrated entirely on smaller balls B(0, −σt): Corollary 1.6. Consider any solution φ of (1.1) on the domain C, defined as in (1.7), where p and V satisfy (1.8). Assume also that (0, 0) belongs to the singular set of φ, and assume there exists 0 < σ 0 < 1 so that
We remark that the analysis in the papers [7, 12, 13, 10, 11, 9, 8] relies crucially on the existence of a Lyapunov functional for the equation in similarity variables. This is especially useful in completely understanding the blow-up behaviour in one spatial dimension. Our methods here do not rely on any Hamiltonian structure or on a Lyapunov functional. We also do not work directly in similarity variables, although our approach of studying time cones that terminate at the singularity perhaps captures the same geometric information as the similarity variables. For this reason, the results we derive directly apply to the more general class of equations (1.1), with a non-constant V (t, x). We remark that the class of equations to which our results apply can be further broadened, but we do not pursue this for brevity. Our method relies on a new estimate derived from the Carleman-type estimates in [1] ; for focusing equations the latter precisely works in the subconformal range of the exponents p. This new estimate is stated precisely in Section 1.2 and is proven in Section 2. Note the subconformal and conformal range of exponents is precisely that for which the energy functional E used in [13] (in the similarity variables) is well-defined and monotone decreasing.
1.1. Integrated decay in time-cones. We present a second result, which deals with decay in time of solutions of (1.1) inside time cones. We show that integrated decay on the cone ∂C σ , captured by the finiteness of the H 1 -norm, implies integrated decay inside the cone, measured by the finiteness of the bulk L p+1 -norm. We note that for technical reasons, the result in this subsection does not apply to all subconformal exponents, but rather to those for which
This agrees with the full subconformal range only when n = 2. In higher dimensions, this is a strictly smaller range of exponents. We remark, however, that one can obtain the same results in the full subconformal range in all dimensions, by strengthening the decay assumption on the cone, measured in a suitable L q -norm, with q depending on n.
of (1.1), where p satisfies,
and where V ∈ C 1 (C σ, * ) satisfies
Remark. Recall that any time cone in R n+1 (around any point and time-axis) can be mapped onto some C σ via a Minkowski isometry. Consequently, an analogue of Theorem 1.7 can be readily derived for any time cone.
Localized Estimates in Time Cones
. The proofs of Theorems 1.5 and 1.7 rely on new estimates for wave equations on suitable finite domains inside time cones. We feature two such estimates here, as we believe these may be of independent interest. In general, these time-localized estimates are proved using the global Carleman estimates developed in [1] . Definition 1.8. Let σ > 0 and η > 1. Then, for any t * > 0, we define
Both estimates control a solution φ of (1.1) in a time slab R σ γ (t * ) inside the cone. In the first estimate, this is controlled by φ and ∇φ in a slab K σ η (t * ) of the bounding time cone, while in the second estimate, this bound is by its values in a family of annuli A σ,σ (τ ) for τ t * . The precise estimates are below: Theorem 1.9. Fix 0 < σ < 1 and t * > 0, and suppose η > 1 is sufficiently large. In addition, assume φ ∈ C 2 (R σ η (t * )) is a solution of (1.1), where
and where V ∈ C 1 (R σ η (t * )) satisfies
for some C > 1 and some α > 0, sufficiently small with respect to p and C. Then, there exists 1 < γ < η, with γ − 1 sufficiently small, such that
Theorem 1.10. Fix 0 < σ 0 < σ 1 < 1 and t * > 0, and suppose η > 1 is sufficiently large. In addition, assume φ ∈ C 2 (R σ1 η (t * )) is a solution of (1.1), where
and where V ∈ C 1 (R σ1 η (t * )) satisfies (1.19) for some C > 1 and some α > 0, small with respect to p and C. Then, there is 1 < γ < η, with γ − 1 small, such that
We will apply both estimates in this paper: Theorem 1.10 is used to prove Theorem 1.5, while Theorem 1.9 is used for Theorem 1.7. However, this choice is not essential; one could prove a variant of Theorem 1.5 using Theorem 1.9 (and altering the assumptions accordingly), and the same statement holds for Theorems 1.7 and 1.10. For conciseness, we only demonstrate one application for each estimate.
Note that Theorem 1.9 has the advantage that one bounds by the values of φ on only a single hypersurface. On the other hand, Theorem 1.10 has the advantange that it applies to all subconformal p in all dimensions. In particular, an analogue of Theorem 1.7 using (1.22) would apply for all subconformal p.
The Main estimates
In this section, we establish the main estimates, Theorems 1.9 and 1.10. 
and let f denote the Lorentz square distance from the origin:
Note in particular that f is strictly positive on D. Next, we define regions within D for which the Carleman estimate applies. These are precisely the regions for which one can apply the standard divergence theorem in the Lorentzian setting. • The closure of Ω is a compact subset of D.
• The boundary ∂Ω of Ω is piecewise smooth, with each smooth piece being either a spacelike or a timelike hypersurface of D.
For an admissible Ω ⊆ D, we define the oriented unit normal N of ∂Ω as follows:
• N is the inward-pointing unit normal on each spacelike piece of ∂Ω.
• N is the outward-pointing unit normal on each timelike piece of ∂Ω.
Integrals over such an admissible region Ω and portions of its boundary ∂Ω will be with respect to the volume forms induced by g.
We can now state the global Carleman estimate, [1, Theorem 2.18]:
with Ω ⊆ D be an admissible region. Furthermore, let p ≥ 1, and let V ∈ C 1 (Ω) be strictly positive. 4 Then, for any a > 0,
where N is the oriented unit normal to ∂Ω, and where:
Remark. One particularly useful feature of (2.1) is that the weight f 2a vanishes as one approaches the double null cone about the origin.
A Preliminary Estimate.
Consider now the interior C σ , 0 < σ < 1, of a time cone (see Definition 1.2), and suppose φ ∈ C 2 (C σ ). In addition:
Definition 2.4. Let ζ be a future timelike geodesic ray beginning from the origin and lying within C σ . 5 Furthermore, given ζ and t * as above:
• Let ζ(t * ) denote the intersection point of ζ with {t = t * }.
• Let D σ t * ,ζ denote the spacetime region lying both in the exterior of the double null cone emanating from ζ(t * ) and inside C σ :
• We denote the boundary of D σ t * ,ζ on the time cone by G σ t * ,ζ := ∂D σ t * ,ζ ∩ ∂C σ .
• We define the translated square distance function
Our goal here will be to apply Theorem 2.3 to prove a preliminary estimate for φ in the region D σ t * ,ζ , for some ζ and t * as above, by the values of φ and ∇φ on G σ t * ,ζ . The result is given in the subsequent proposition: Proposition 2.5. Let p ∈ (1, 1 + 4 n−1 ), and choose a > 0 so that
Fix also 0 < σ < 1 and t * > 0, and assume V ∈ C 1 (D σ t * ,ζ ) satisfies the conditions (1.19), where C > 1 and where α > 0 is sufficiently small with respect to p, a, and C. Then, for any solution φ ∈ C 2 (D σ t * ,ζ ) of (1.1), we have the estimate
The main idea is to apply Theorem 2.3 to the translates
on the correspondingly shifted region
By a simple change of variables, this is equivalent to applying Theorem 2.3 to φ on the region D σ t * ,ζ , but with each instance of f in (2.1) and (2.2) replaced by f t * ,ζ . In particular, ∇ f in (2.1) and (2.2) is replaced by
5 These correspond to all future unit timelike vectors ζ at the origin that lie in C σ . 6 In fact, one can slightly strengthen (2.4): "|∇φ| 2 " in the right-hand side can be replaced by "(∂tφ) 2 + (∂rφ) 2 ". This can be accomplished via a more careful expansion in (2.9).
Remark. The essential observation is that the Carleman weight f 
where N is the outward-pointing unit normal to ∂C σ .
Since t t * and r t * on D σ t * ,ζ , we have
Since the right-hand side of (2.6) is assumed to be small by (1.19) (with respect to a, p, C), then the condition (2.3) implies that
and hence (2.5) becomes
It remains to expand and control the boundary integrand P 
Furthermore, simple computations yield on G σ t * ,ζ that |f t * ,ζ | t
Recalling the definition of P V in (2.2) (and replacing f by f t * ,ζ ), we bound
where we applied (2.8) in the intermediate steps.
For F σ,ε t * ,ζ , the relevant observations are Using (2.10), a direct computation yields on F σ,ε t * ,ζ that
Since φ and ∇φ are presumed to be uniformly bounded onD Finally, combining (2.7) and (2.9), taking the limit ε 0, and recalling (2.12) results in the desired estimate (2.4).
2.3.
Proofs of Theorems 1.9 and 1.10. We are now prepared to prove the main estimates, (1.20) and (1.22). The first steps, discussed below, are identical for both estimates. Throughout, we assume t * , η, p, V as in the hypotheses of Theorems 1.9 and 1.10. Moreover, in the case of Theorem 1.9, we let σ be as in the theorem statement, while for Theorem 1.9, we let σ ∈ (σ 0 , σ 1 ).
The main step is to apply Proposition 2.5 twice, with two rays ζ 0 = ζ 1 , and to add the resulting estimates.
8 Recalling the slabs R σ γ (t * ) from Definition 1.4, we observe that for some γ > 1 (depending on ζ 0 , ζ 1 ), Figure 1) . Moreover, if η > γ is sufficiently large, then the boundaries of D 7 See [1, Lemma 3.5] for details behind this computation. 8 For instance, we can assume ζ 0 is the positive time axis, so that ζ 0 (t * ) = (t * , 0).
2.3.1.
Proof of (1.20). It remains to control the last two terms in the right-hand side of (2.20). Since both terms are handled in the same manner, we fix i ∈ {0, 1} below, and we abbreviate G σ t * ,ζi and θ t * ,ζi by G and θ, respectively. The case n ≥ 3: Note the assumption (1.18) for p implies that 1 2
Assume a now also satisfies 1 2
Note this a indeed satisfies (2.3), and moreover,
An application of Hölder's inequality yields
For the remaining integral, defining h := tan θ, and applying the coarea formula (i.e., foliating G using level sets of h), we see that 
For the first term on the right-hand side of (2.28), we resort to the coarea formula. In particular, we think of K σ η (t * ) as the level set
and applying a short computation, we see that this can be estimated
As the remaining two terms in (2.28) will be treated identically, we again fix i ∈ {0, 1}, and we abbreviate G σ := G σ t * ,ζi and θ := θ t * ,ζi . Applying the coarea formula in the same manner as in (2.24), we obtain
To control the right-hand side of (2.30), we apply the fundamental theorem of calculus by integrating along each G σ from θ = θ to θ = 0 (i.e., to t = t * ):
(t,σ)=(t * ,σ )
Applying the appropriate coarea formulas to (2.31) yields
Finally, combining (2.28), (2.29), and (2.32) results in the desired estimate (1.22).
Proofs of the Main Theorems
In this section, we prove the main results of the paper: Theorems 1.5 and 1.7.
3.1. Proof of Theorem 1.5. Assume the hypotheses of Theorem 1.5, and let δ be as in the assumptions. Furthermore, for convenience, using the time reflection symmetry t → −t, we can work with positive times instead, that is, we can replace φ(t, x) and V (t, x) by φ(−t, x) and V (−t, x), respectively. We begin by applying the estimate from Theorem 1.10. First, we observe that there is some 0 < t 0 1 such that for any 0 < t * < t 0 :
• Applying (1.9) and the H 1 -L p+1 -Sobolev inequality, we have
• The conditions for V in (1.8) imply that (1.19) holds for t * .
Thus, (1.22) yields, for t * < t 0 and for some η > γ > 1, that
Moreover, combining (3.2) with Hölder's inequality yields (∂C σ ∩ {t * < t < 1}).
Applying the coarea formula (similar to (2.28)), we see that σ1 σ0 ∂C σ ∩{t * <t<1} t(|∇φ| 2 + |φ| p+1 + t −2 φ 2 )dσ (3.5) , where C δ denotes a constant which depends on δ. In particular, the portion of the integral in t * < t < δ is controlled using (3.1), while the part t 0 < t < 1 is trivially bounded by a constant. It follows that there is some σ ∈ (σ 0 , σ 1 ) such that The integral on the right-hand side of (3.7) can be decomposed into slabs of the form R σ0 γ (γ k t * ), which can be controlled using (3.2). Summing these, we see that We now resort to the standard energy identity for the wave operator. Applying the divergence theorem in the usual way on Ω t * , we obtain then applying the divergence theorem to the right-hand side of (3.11), recalling (3.2) and (3.3), and recalling that V and ∂ t V are uniformly bounded, we obtain 
