Computation of Boolean functions by randomized programs  by Chashkin, A.V.
Discrete Applied Mathematics 135 (2004) 65–82
www.elsevier.com/locate/dam
Computation of Boolean functions by randomized
programs
A.V. Chashkin1
Faculty of Mechanics and Mathematics, Moscow State University, Vorob’evy Gory,
Moscow 119899, Russia
Abstract
The average time of computing Boolean functions by straight-line programs with random
number generators is studied. Reliable programs, which always compute the correct value of
the function in question, and programs computing the desired value with some probability are
considered. In both cases, it is shown that random number generators do not lead to a noticeable
reduction in the average execution time for a large portion of the inputs. More exactly, for any
Boolean function of n arguments whose circuit size is L, there exists a domain for which the
ratio of L to the average time of computing the function by reliable programs does not exceed
n. For randomized programs with a probability di3erent from 1, this ratio may be only slightly
greater than n. ? 2002 Elsevier B.V. All rights reserved.
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0. Introduction
For many problems of practical importance no good polynomial time algorithms
are known. At the same time, these problems can be solved fairly rapidly “on the
average”, i.e., there are algorithms that rapidly solve the problems for almost all input
data. However, for any algorithm rapidly solving such a problem on the average, one
can 9nd input data for which that algorithm runs for a long time. Earlier, the belief
was repeatedly stated that randomized algorithms (i.e., ones making use of random
number generators) are free of this disadvantage [5,7,11]. This belief was based on the
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fact that the running time of such an algorithm is averaged not only over the input
data but also over the values produced by random number generators.
Here we propose a model that allows us to analyze as to what extent the use of
random number generators can reduce the execution time of complex problems. We
study the computation of Boolean functions by straight-line randomized programs with
a conditional stop. Any program in question is a sequence of operators of three types.
Every operator of the zero type generates 0 and 1 with the same probability. Every
operator of the 9rst type computes the value of a two-place Boolean function whose
arguments are either the values computed by preceding operators or the values of
independent variables. Operators of the second type can terminate the execution of the
program. The result of a second-type operator is determined by the values computed
by the program at two preceding steps. The indices of those steps are 9xed for each
particular operator and may di3er for di3erent operators. If the value computed at the
9rst step is 1, then a second-type operator terminates the program and its result is
declared to be the value computed at the second step. If the value computed at the
9rst step is 0, then the next operator is executed.
The last operator of every program is a 9rst-type operator. If the execution of the
program was not terminated at the preceding steps, then its result is the value com-
puted at the last step. Such programs produce random functions. Thus, a randomized
program is said to compute a particular Boolean function with some probability, called
reliability. If the probability equals 1, the program is called reliable.
In Section 1, basic de9nitions are given and two models of randomized computa-
tions are proved to be equivalent. The above randomized programs comprise the 9rst
model, and the second model is deterministic programs with random variables. The
di3erences between these models are purely formal. An advantage of the 9rst model is
that it naturally describes actual randomized computations. The second model is more
convenient from the computational point of view.
Section 2 studies the computation of Boolean functions by reliable randomized pro-
grams. It is established that there exist domains for which the average execution time
of such a program is less (up to a multiplicative constant) by at most a factor of n
than the conventional circuit size, where n is the number of arguments of the function
being computed.
Sections 3 and 4 analyze the computation of Boolean functions by arbitrary random-
ized programs. Results analogous to those stated for reliable randomized programs are
proved for programs whose reliability is at least 34 . It is easy to show that all results
remain valid for any reliability that is strictly greater than 12 .
Thus, random number generators do not prevent randomized programs from the dis-
advantages inherent in deterministic programs. Analogous results for worst-case com-
plexity can be found in [1].
1. Basic denitions and concepts
Let us give formal de9nitions of the concepts used below. Many of them are anal-
ogous to those de9ned for deterministic programs in [3].
A.V. Chashkin /Discrete Applied Mathematics 135 (2004) 65–82 67
Let B′ = {f : {0; 1}2 → {0; 1}} be the set of all Boolean functions depending on at
most two variables,  : {0; 1}2 → {0; 1}2 be the identity two-place Boolean operator,
and let  be a random function taking the values 0 and 1 with equal probabilities, i.e.,
such that P( = 1) = P( = 0) = 12 . Denote by Xn = {x1; : : : ; xn} a set of independent
Boolean variables. Put B= B′ ∪ {} ∪ {}. A straight-line program with a conditional
stop is a sequence P=p1p2 : : : ps whose members are the operators pi=fi(pi;1; pi;2),
where fi ∈B and pi;1; pi;2 ∈{p1; : : : ; pi−1}∪ Xn; if pi;1=pk and pi;2=pl, then fk and
fl belong to B′∪{}∪Xn. The operator pi is called a zero-type (or random) operator
if fi= . The operator pi is said to be a 6rst-type (or functional) operator if fi ∈B′.
The operator pi is called a second-type (or stop) operator if fi=. Programs consisting
of only 9rst- and second-type operators are referred to as deterministic programs.
Put n(pi) = i; i.e., n(p) is the index of the operator p in a program P. Let
pi1 ; : : : ; pim be all random operators in P; i1¡ · · ·¡im. Denote by rt the tth random
operator in P, i.e., rt = pit . Suppose that pj1 ; : : : ; pjk are all second-type operators in
P; j1¡ · · ·¡jk . Let qt denote the tth second-type operator in P and qt;1; qt;2 denote
the 9rst and second arguments of that operator, i.e., the operators pn(qt);1 and pn(qt);2.
Let us de9ne the values of random and functional operators in P on an arbitrary
binary tuple x. For any x and every random operator ri we set P(ri(x)=1)=P(ri(x)=
0) = 12 if the program does not terminate until ri(x) has been computed. The value of
a functional operator on a tuple x is de9ned by induction. We set p1(x) = f1(x) for
the 9rst operator and pi = fi(pi;1(x); pi;2(x)) for i¿ 1. Obviously, pi(x) is a variate.
Suppose that P contains exactly k second-type operators. The result of P on x is
denoted by P(x) and is de9ned as follows:
P(x) = q1;1(x)q1;2(x) ∨ Jq1;1(x)(q2;1(x)q2;2 ∨ · · ·
∨ Jqk−1;1(x)(qk;1(x)qk;2(x) ∨ Jqk;1(x)pend(x)) : : :);
where pend is the last operator in P. Obviously, P(x) is a variate.
The execution time of a program P on a tuple x, denoted by tP(x), is the minimum
number n(qj) such that qj;1(x) = 1. Since qj;1(x) is a variate, tP(x) is also a variate. It
is easy to see that P(x) is independent of the operators whose indices are greater than
n(qj). Therefore, we can say that P terminates after n(qj) operators have been executed,
and tP(x) equals the number of operators executed before the program terminates. The
average execution time of P on a tuple x is de9ned as
TP(x) =M (tP(x));
where M denotes the expectation. The average execution time of P on a domain D is
T (P) = |D|−1
∑
x∈D
TP(x):
Here, D is assumed to be 9xed because changes in D may lead to changes in T (P).
A randomized program P is said to compute a partial Boolean function f : D →
{0; 1} with reliability 1−  if
P(P(x) 
=f(x))6  (1)
for any x∈D.
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The size L(P) of a program P is the number of operators in P. The complexity
L(f) of computing a function f is the size of the simplest program computing f with
reliability 1− . The complexity L(f) determines the worst-case execution time. The
average time of computing f with reliability 1− is de9ned as T (f)=min T (P), where
the minimum is taken over all programs computing f with reliability 1−. The size of
the simplest circuit implementing f over the basis of all two-place Boolean functions is
denoted by L(f). The average time of computing f is de9ned to be T (f)=min T (P),
where the minimum is taken over all deterministic programs computing f.
Randomized programs computing Boolean functions with reliability 1 are called re-
liable.
Let P = p1 : : : pi : : : ps be any randomized program. It can be represented as
P = P1q1 : : : Piqi : : : Pt−1qt−1Pt; (2)
where each Pi is a subprogram consisting of only 9rst- and zero-type operators and
each qi is a second-type operators. Relation (2) is called the normal representation of
P.
A binary tuple y = (y1; : : : ; yk) is called admissible with respect to a randomized
program P and a binary tuple x if the value of the ith zero-type operator in P takes
the value yi; 16 i6 k, where k is the number of zero-type operators executed before
the program terminates. Let Dx be the set of all tuples admissible with respect to a
program P and a tuple x. Obviously, Dx is a complete pre9x set, i.e., for no ordered
pair y; y′ ∈Dx the tuple y′ is the beginning of y. It is easy to see that the elements of
Dx can be viewed as the values of the variate P(x) generated by P and x; moreover
P(P(x) = y) = 2−l(y);
∑
y∈Dx
P(P(x) = y) = 1; (3)
where l(y) is the length of y. Suppose that P computes a Boolean function f : D →
{0; 1} with reliability 1 − . Denote by P(x; y) the result of P on x provided that
P(x) = y. Since P(P(x) 
=f(x) |P(x) = y) is either 0 or 1 for any x∈D and y∈Dx,
we have
P(P(x) 
=f(x)) =
∑
y∈Dx
P(P(x) 
=f(x)|P(x) = y)P(P(x) = y)
=
∑
y∈Dx
(P(x; y)⊕ f(x))2−l(y)6 : (4)
Let TP(x; y) denote the execution time of P on x provided that P(x) = y. Then
T (P) = |D|−1
∑
x∈D;y∈Dx
TP(x; y)P(P(x) = y) = |D|−1
∑
x∈D;y∈Dx
TP(x; y)2−l(y): (5)
For various x∈D, the sets Dx consist of tuples of di3erent length. This creates cer-
tain diKculties in computing the reliability and average execution time of randomized
programs. Below we introduce certain concepts that allow one to overcome these dif-
9culties.
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Suppose that a randomized program P contains exactly m random operators. Let
Ym = {y1; : : : ; ym} be a set of new independent variables. A deterministic program P∗
is called the deterministic version of P if P∗ is obtained from P by replacing all
random operators by new variables so that the ith random operator ri in P is replaced
by the variable yi. The variables from Ym are referred to as random variables.
Suppose that a deterministic program P∗ depends on the variables x1; : : : ; xn; y1; : : : ; ym.
A randomized program P is called the randomized version of P∗ if P is obtained from
P∗ by replacing all the variables y1; : : : ; ym by random operators so that the ith variable
yi is replaced by the random operator ri.
Suppose that D ⊆ {0; 1}n and P∗ depends on n + m variables. The deterministic
program P∗ is said to compute a Boolean function f : D → {0; 1} with reliability
1−  if
2−m
∑
y∈{0;1}m
(P∗(x; y)⊕ f(x))6 ;
where x∈D and y∈{0; 1}m.
By analogy with randomized programs, for any deterministic program P∗ depending
on variables x1; : : : ; xn; y1; : : : ; ym, the functions T ′P∗(x) and T
′(P∗) are de9ned as
T ′P∗(x) = 2
−m ∑
y∈{0;1}m
TP∗(x; y); T ′(P∗) = |D|−1
∑
x∈D
TP∗(x):
In what follows, these functions are denoted in the same fashion as the average exe-
cution times of a deterministic program on a tuple of variables and on a domain, i.e.,
the primes are omitted. This does not lead to a misunderstanding because it is always
clear what function is computed by the program in question.
Let a randomized program P compute f :D → {0; 1} with reliability 1 − . Then
its deterministic version P∗ computes a Boolean function h(x; y) :D′ → {0; 1}, where
D′=
⋃
x∈D (x×Dx). The function h is extended to f∗ :D×{0; 1}m → {0; 1} as follows:
f∗(x; y)=h(x; y′) if y′ ∈Dx; y′ ∈{0; 1}k , and yi=y′i for 16 i6 k, i.e., if the tuple y′
coincides with the beginning of y. It is easy to see that on D × {0; 1}m the program
P∗ computes f∗, i.e., P∗(x; y) = f∗(x; y).
Proposition 1. Let D ⊆ {0; 1}n; and let a randomized program P contain exactly
m random operators and compute a Boolean function f :D → {0; 1} with reliability
1−. Then its deterministic version P∗ also computes f with reliability 1−. Moreover;
for any x∈D;
(a) 2−m
∑
y∈{0;1}m (P
∗(x; y)⊕ f(x)) =∑y∈Dx((P∗(x; y)⊕ f(x)) 2−l(y));
(b) TP(x) = TP∗(x);
(c) T (P) = T (P∗).
Proof. It follows from (4) that for any x∈D∑
y∈Dx
(P∗(x; y)⊕ f(x))2−l(y) =
∑
y∈Dx
(P(x; y)⊕ f(x))2−l(y)6 :
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Since for any y∈Dx there exist exactly 2m−l(y) tuples from {0; 1}m whose beginnings
coincide with y; we have
2−m
∑
y∈{0;1}m
(P∗(x; y)⊕ f(x)) = 2−m
∑
y∈Dx
(P∗(x; y)⊕ f(x))2m−l(y)
=
∑
y∈Dx
(P∗(x; y)⊕ f(x))2−l(y)6 ;
which completes the proof of (a) and (b). Furthermore
TP∗(x) = 2−m
∑
y∈{0;1}m
TP∗(x; y) = 2−m
∑
y∈Dx
TP∗(x; y)2m−l(y)
=
∑
y∈Dx
TP(x; y)2−l(y) = TP(x):
Since TP(x) = TP∗(x); T (P) = T (P∗). Proposition 1 is proved.
By Proposition 1, any randomized program P can be regarded as a deterministic one
with extra random variables. Moreover, the random variables can be viewed as being
independent, and their values, as being independent of P or the input data. The next
proposition can be proved in a similar fashion. For this reason, we omit its proof.
Proposition 2. Suppose that D ⊆ {0; 1}n and a deterministic program P∗ depends on
variables x1; : : : ; xn; y1; : : : ; ym and computes a Boolean function f :D → {0; 1} with
reliability 1− . Then its randomized version P also computes f with reliability 1− 
and for any x∈D;
(a) TP(x) = TP∗(x);
(b) T (P) = T (P∗)
In a sense, Proposition 2 is the converse of Proposition 1, and it can be used to
extend the results stated for deterministic programs to randomized ones.
Let a randomized program P contain exactly m random operators. To each pair of bi-
nary tuples (x; y), where x∈D ⊆ {0; 1}n is a tuple of length n and y is a tuple of length
m, we assign its index NP(x; y) such that 16NP(x; y)6 |D|2m;NP(x; y)¡NP(x′; y′) if
TP∗(x; y)¡TP∗(x′; y′);NP(x; y)¡NP(x′; y′) if TP∗(x; y) = TP∗(x′; y′); and xy¡x′y′,
where the tuples are compared lexicographically. Since deterministic programs repre-
sent the special case of randomized ones when m = 0, the function NP(x) is de9ned
for deterministic programs as well.
Let D′ ⊆ D ⊆ {0; 1}n. The restriction of a function h :D → {0; 1} to the domain
D′ is a function g :D′ → {0; 1} such that g(x) = h(x) for all x∈D′. The restriction of
f to D is denoted by fD.
The de9nitions of the concepts used below can be found in [6,9]. By c and ci; i =
1; 2; : : : ; we denote suitable constants. Throughout this paper log denotes the logarithm
to the base 2.
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2. Reliable programs
The main result for reliable programs is Theorem 2, which states that for suKciently
complicated Boolean functions there exist domains in {0; 1}n in which random number
generators are ineKcient when used in computing the values of those functions.
Theorem 1. Let D ⊆ {0; 1}n. Then for any function f :D → {0; 1}
T 0(f) = T (f):
Proof. Let P˜ be a reliable randomized program computing f for which the average
execution time is minimum; i.e.; T (P˜)= T 0(f). Let P˜
∗
be the deterministic version of
P˜; and let y0 be a tuple of random variables on which the average execution time of
P˜
∗
is minimum among all tuples of random variables; i.e.;∑
x∈D
TP˜∗(x; y0) = min
y∈{0;1}m
∑
x∈D
TP˜∗(x; y):
Then
T (P˜
∗
) =
1
|D|2m
∑
x;y
TP˜∗(x; y0)¿
1
|D|
∑
x
TP˜(x; y0):
Let P be the deterministic program obtained from P˜
∗
by replacing all random variables
with the corresponding components of y0. Obviously; P computes f; and
T (f)6T (P)6
1
|D|
∑
x
TP˜∗(x; y0)6T (P˜
∗
) = T (P˜) = T 0(f):
Since any deterministic program can be viewed as a special case of a randomized
program without zero-type operators; any function f satis9es
T (f)¿T 0(f);
which completes the proof of Theorem 1.
Theorem 2. Let f : {0; 1}n → {0; 1} be such that L(f)¿ n2; and let q=log(2n+4=L(f)
log L(f)). Then there exists a domain D ⊆ {0; 1}n such that
T 0(fD)¿
c
q
L(f):
The proof is based on Theorem 1 and two lemmas formulated and proved below.
Let #D denote the characteristic function of D ⊆ {0; 1}n.
Lemma 1. Suppose D ⊆ {0; 1}n. Then for any f :D → {0; 1} and any constant
c1¿ 1; there exist a domain D′ ⊆ D and a function h such that
(a) fD\D′ = hD\D′ ;
(b) L(h; #D\D′)6 5c1T (f);
(c) |D′|6 |D|=c1 + 1.
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Proof. Let P be a deterministic program that computes f in the minimum average
time; and let x0 be a tuple such that NP(x0) = |D| − |D|=c1. Then
T (f)¿
1
|D|

 ∑
x|NP(x)¿NP(x0)
TP(x)

¿ 1|D| (|D|=c1+ 1)TP(x0)¿TP(x0)=c1:
Therefore
TP(x0)6 c1T (f):
Let q1; : : : ; qk be the second-type operators in P; the last of which terminates the
program on the tuple x0. Put D′ = {x |TP(x)¿TP(x0)}. Then |D′|6 |D|=c1; #D′ =∧k
t=1 Jqi;1; and the values of the function
h= q1;1q1;2 ∨ Jq1;1(q2;1q2;2 ∨ · · · ∨ Jqk−2;1(qk−1;1qk−1;2 ∨ Jqk−1;1qk;1qk;2) · · ·)
coincide on D\D′ with the corresponding values of f and vanish outside this domain.
Obviously
L(h; #D′)6 k + 3k + TP(x0)6 5c1T (f):
Lemma 1 is proved.
Lemma 2. Let D ⊆ {0; 1}n. Then for any function f :D → {0; 1} such that L(f)¿ n2;
there exists a domain D′ ⊆ D such that
T (fD′)¿
c2L(f)
log 16|D|=L(f)log L(f) :
Proof. We prove the lemma by contradiction. Let c3 be any constant. Put T =c3L(f)=
log 16|D|=L(f)log L(f); D0 = D. Assume that
T (fD′)¡T
for any domain D′ ⊆ D0. Setting c1 = 2 and using Lemma 1; we conclude that there
are a domain D1 ⊆ D0 and a function h1 such that
fD0\D1 = h
1
D0\D1 ; L(h
1; #D1 )6 10T; |D1|6 |D0|=2 + 1:
Applying Lemma 1 to the function fD1 shows that there exist a domain D2 ⊆ D1 and
a function h2 such that
fD1\D2 = h
2
D1\D2 ; L(h
2; #D2 )6 10T; |D2|6 |D1|=2 + 1:
Repeating this procedure k − 2 times yields for each i; 06 i6 k − 1; the domains
Di+1 (Di+1 ⊆ Di) and functions hi+1 such that
fDi\Di+1 = h
i+1
Di\Di+1 ; (6)
L(hi+1; #Di+1)6 10T; (7)
|Di+1|6 |Di|=2 + 1: (8)
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It follows from (6) that:
fDi = h
i+1
Di J#Di+1 ∨ fDi+1#Di+1 :
Hence
f = h1 J#D1 ∨ #D1 (h2 J#D2 ∨ : : : (hk J#Dk ∨ #DkfDk ) : : :):
In view of (7) and the last formula; we have
L(f)6 13kT + L(fDk ): (9)
Let us estimate the cardinality of Dk from above. In view of (8);
|Dk | 6 12 |Dk−1|+ 16
1
2
(
1
2
|Dk−2|+ 1
)
+ 16 · · ·
6
1
2
(
1
2
(
: : :
(
1
2
|D0|+ 1
)
: : :
))
+ 16
1
2k
|D0|+ 2:
Setting k = log 4|D|=L(f)log L(f)+ 1; we obtain
|Dk |6 |D|2k + 26
1
8
L(f)log L(f) + 2¡
1
4
L(f)log L(f): (10)
In view of [2;10]; for any function f :D → {0; 1}; where |D|¿ nc4 and c4¿ 1; we
easily derive
L(f)6
2|D|
log |D| :
Substituting this inequality into (10) produces
L(fDk )¡
1
2L(f):
Furthermore; substituting this estimate into (9) and expressing T in terms of L(f) and
|D|; we obtain
L(f)¡ 13kT +
1
2
L(f)6
13c3L(f)
log 16|D|=L(f)log L(f)
(
log
4|D|
L(f)log L(f)
+ 2
)
+
1
2
L(f)6
(
13c3 +
1
2
)
L(f):
When c3¡ 126 ; we arrive at a contradiction. Thus; the assumption made is false. Lemma
2 is proved.
Proof of Theorem 2. Lemma 2 implies that for any function f there is a domain D
such that
T (fD)¿
c2
q
L(f):
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By Theorem 1; we have
T 0(fD) = T (fD):
Two last relations yield
T 0(fD)¿
c2
q
L(f);
which completes the proof of Theorem 2.
3. Randomized programs
The theorems proved below are analogs of Theorems 1 and 2 for programs computing
Boolean functions with a reliability smaller than 1. The main result of this section is
Theorem 4.
Theorem 3. For any function f : {0; 1}n → {0; 1} such that T (f)¿ n2 and for any
6 1=4;
T (f)¿
T (f)
(n− log(T (f)=n))2 :
Before proving Theorem 3, we prove two relevant lemmas.
Lemma 3. Suppose that a program P computes f with reliability 1−¿ 3=4. Then for
any positive integer l¿ 3 there exists a program P˜ that computes f with reliability
1− (4(1− ))l=2 and is such that
T (P˜)6 c5l2T (P):
Proof. Let P∗ = P1q1P2q2 : : : Piqi : : : Ps be the normal representation of the program
that is the deterministic version of P. Recall that qi;1 denotes the 9rst argument of the
operator qi; and qi;2 denotes the second argument of this operator. Consider l copies
of P∗. Let Pj=Pj1q
j
1 : : : P
j
i q
j
i : : : P
j
s denote the jth copy of this program. We now de9ne
the new program P consisting of l copies of P∗ that are executed “in parallel”. Put
P˜ = P˜1P˜
′
1 : : : P˜iP˜
′
i : : : P˜sP˜
′
s;
where P˜i = Pli : : : P
l
i ; P˜
′
i is a subprogram that for all j; 16 j6 l;
(a) computes the functions
zji;1 =
i∨
k=1
qjk;1; z
j
i;2 = z
j
i−1;2 ∨ Jzj;i−1;1qji;1qji;2; zj1;2 = qj1;1qj1;2;
(b) terminates the execution if
∧l
j=1
(∨i
t=1 q
j
t;1
)
= 1;
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(c) declares the result of the program to be the value of M (z1i;2; : : : ; z
l
i;2), where M is
the majority function.
For any i and j, the function zji;1 is equal to unity only if the jth copy of P
∗ has
terminated by the time when the computation of this function begins. The value of zji;2 is
then equal to the value computed by this copy of P∗. The equality
∧l
j=1
(∨i
t=1 q
j
t;1
)
=1
holds only if all copies of P∗ have terminated. It is easy to see that L(P˜
′
i) = O(l).
Therefore
L(P˜)6 c5lL(P): (11)
Let us estimate the average execution time of thus constructed program on an arbitrary
tuple x. The tuples y of random variables are enumerated so that 16N (y)6 2m and
N (y)¡N (y′) if TP∗(x; y)¡TP∗(x; y′) and N (y)¡N (y′) if TP∗(x; y)=TP∗(x; y′) and
y¡y′, where the tuples are compared as integers.
Let Tk be the execution time of P∗ on x and on the kth random tuple, i.e., Tk =
TP∗(x; y), where N (y) = k. Then
TP∗(x) =
1
2m
2m∑
k=1
Tk :
Furthermore, let y1; : : : ; yl be the random tuples that are the arguments of the program
P˜, and let the tuple yi ∈{0; 1}m be the argument of the ith copy of P∗. Obviously, the
execution time of P˜ on y1; : : : ; yl is determined by the execution time of the program
P∗ on the maximum tuple yi, i.e., on the tuple for which N (yi)¿N (yj) for all j 
= i.
It is easy to show that
TP˜(x; y1; : : : ; yl)6 c5lTk ;
where k =max16j¡l N (yj). Since the kth tuple is maximum for exactly kl − (k − 1)l
tuples of random variables y1; : : : ; yl and (1− 1=k)l¿ 1− l=k for k¿ 1, we have
TP˜(x) 6
c5l
2ml
2m∑
k=1
Tk(kl − (k − 1)l) = c5l2ml
2m∑
k=1
Tkkl
(
1−
(
1− 1
k
)l)
6
c5l
2ml
2m∑
k=1
Tkkl
(
1−
(
1− l
k
))
6
c5l2
2ml
2m∑
k=1
Tkkl−1
=
c5l2
2m
2m∑
k=1
Tk
(
k
2m
)l−1
6
c5l2
2m
2m∑
k=1
Tk = c5l2TP∗(x):
By the last inequalities and Proposition 1 proved in Section 1, we obtain
T (P˜)6 c5l2T (P∗) = c5l2T (P):
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Let us estimate the reliability of computing f by the program P˜. Let l=2l′+1. Since
P˜(x) is computed by voting among the values of l copies of P∗, we have
P(P˜(x) 
=f(x)) =
l∑
i=l′+1
(
l
i
)
i(1− )l−i = (1− )l
l∑
i=l′+1
(
k
i
)
i(1− )−i
6 (1− )l2l−1
l∑
i=l′+1
i(1− )−i6 (1− )l2l−1 
l′+1(1− )−l′
1− 2
6 2l((1− ))l′+1 6 (4(1− ))l=2
for 6 14 . Lemma 3 is proved.
Lemma 4. Let D ⊆ {0; 1}n and f :D → {0; 1}; and let a randomized program P˜
compute f with reliability 1−  and with average execution time T. Then for any a
satisfying ¡a6 12 ; there exist a function h :D → {0; 1} and a deterministic program
P computing h such that
(a) w(f ⊕ h)6 a|D|;
(b) T (P)6T 11−=a .
Proof. The deterministic version P˜
∗
of the program P˜ satis9es∑
y∈{0;1}m
(P˜
∗
(x; y)⊕ f(x))6 2m
for any x∈D. Therefore∑
x∈D
∑
y∈{0;1}m
(P˜
∗
(x; y)⊕ f(x))6 2m|D|:
For any positive a we estimate the number N equal to the cardinality of the set N˜
consisting of all tuples of random variables y such that∑
x∈D
(P˜
∗
(x; y)⊕ f(x))¿a|D|:
It is easy to see that
aN |D|¡|D|2m:
Hence
N ¡2m=a: (12)
Since
T = T (P˜
∗
) =
1
|D|2m
∑
x;y
TP˜∗(x; y)¿
1
|D|2m
∑
x;y 	∈N˜
TP˜∗(x; y)
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and by (12); among the tuples of random variables not belonging to N˜ ; there exists a
tuple y0 such that
1
|D|
∑
x
TP˜∗(x; y0) 6
1
|D|(2m − N )
∑
x;y 	∈N˜
TP˜∗(x; y)
6
2m
|D|(2m − N )2m
∑
x;y
TP˜∗(x; y)6
2m
(2m − N )T6
1
1− =aT:
Let P be the program obtained from P˜
∗
by substituting the components of the tuple
y0 for the corresponding random variables. Obviously; the function h computed by
P di3ers from f on at most a|D| tuples; and the average execution time T (P) of P
satis9es
T (P)6
1
1− =aT:
Lemma 4 is proved.
Proof of Theorem 3. Let P be a program computing f with reliability 1 − ¿ 34 in
the minimum time for this reliability; i.e.; T (P)=T (f). Put l= 6(n− log(T (f)=n)).
Then we have
0 = (4(1− ))l=26
(
3
4
)l=2
6
(
1
2
)l=6
6
1
n2n−1
T (f):
Lemma 3 implies that there exists a program P′ that computes f with reliability
1− 0¿ 1− T (f)=n2n−1 and satis9es
T (P′)6 c6(n− log(T (f)=n))2T (P):
By Lemma 4; for f; P′; and any constant a; there exist a function h and a deterministic
program P′′ computing h such that
w(f ⊕ h)6 a2n; T (P′′)6T (P′) 1
1− 0=a :
Setting a= 20; we have
w(f ⊕ h)6 4T (f)=n; T (P′′)6 2T (P′): (13)
Lupanov’s result on the circuit size of Boolean functions of small weight [8] implies
that
L(f ⊕ h)6T (f)=2: (14)
Let P˜ = P1P2 be the program consisting of P1 and P2; where P1 simulates the mini-
mum circuit implementing the function f ⊕ h and P2 computes h and sums its value
and that computed by P1. The program P2 can be easily obtained from P′′ so that
T (P2)6 2T (P′′). To this end; it suKces to augment each subprogram Pi of the normal
representation of P′′ with a functional operator computing the function P1(x)⊕ qi;2(x)
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and to declare this operator to be the second argument of the operator qi. Since P˜
computes f; it follows from (13); (14); and the equality T (P) = T (f) that
T (f) 6L(P1) + T (P2)6T (f)=2 + 2T (P′′)
6T (f)=2 + 4T (P′)6T (f)=2 + 4c6(n− log(T (f)=n))2T (P)
6T (f)=2 + c7(n− log(T (f)=n))2T (f):
Hence
T (f)6 2c7(n− log(T (f)=n))2T (f);
which completes the proof of Theorem 3.
Let log(k)n= log log : : : log︸ ︷︷ ︸
k times
n and log∗ n= k if 0¡ log(k) n6 1.
Theorem 4. For any function f : {0; 1}n → {0; 1} such that L(f)¿ n4 and for any
6 1=4; there exists a domain D ⊆ {0; 1}n such that
T (fD)¿L(f)=(qalog
∗q);
where q= log(2n+4=L(f)log L(f)) and a is a constant.
The proof is based on the following two lemmas.
Lemma 5. Let D ⊆ {0; 1}n; and let f :D → {0; 1} be such that nc86w(f)6 |D|=a3;
where c8¿ 3 and 266 a6 log |D|. Then
L(f)6
|D|
4a log |D| :
Proof. Applying Lemma 6 from [3] to any function satisfying the conditions of this
lemma gives
L(f)6
12 log
( |D|
w(f)
)
log log
( |D|
w(f)
) :
Since ( |D|
|D|=a3
)
6
|D||D|=a3
(|D|=a3)!6
(
3|D|
|D|=a3
)|D|=a3
= (3a3)|D|=a
3
;
we have
L(f)6
12(|D|=a3)log(3a3)
log((|D|=a3)log(3a3))6
|D|
4a log |D| :
Lemma 5 is proved.
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Lemma 6. Let D ⊆ {0; 1}n; and let f :D → {0; 1} be such that L(f)¿ n4 and
L(f)log L(f)¿ c9|D|; where c9 is any constant. Suppose that P computes f with
reliability 1− ; 6 1=2(c10)3; where c10 is a constant. Then there exists a constant
c11 depending on c9 and c10 and such that
T (P)¿ c11L(f):
Proof. By Lemma 4; for f and an arbitrary constant a; there exist a function h and a
deterministic program P′ computing h such that
W (f ⊕ h)6 a|D|; T (P′)6T (P) 1
1− =a :
Setting a= 2 gives
T (P′)6 2T (P): (15)
From the conditions of this lemma and Lemma 5; it follows that:
L(f ⊕ h)6 |D|
4c10 log |D|6
1
4c10c9
L(f): (16)
By Lemma 2; for f there exists a domain D′ ⊆ D such that
T (fD′)¿
c2L(f)
log 16|D|=L(f)log L(f)¿
c2L(f)
log(16=c9)
¿ c12L(f):
Since L(f)log L(f)¿c9|D| and the results of [2;10] imply that L(fD′)6 c13|D′|=log |D′|
for some constant c13; we have
c13|D′|
log |D′|¿L(fD′)¿T (fD′)¿ c12L(f)¿
c12c9|D|
log |D| :
Hence; |D′|=|D|¿ c9c12=2c13 and
T (f)¿T (fD′)
|D′|
|D| ¿ c12L(f)
c9c12
2c13
= c14L(f):
Note that c14 is independent of c10. Let P˜ = P′′P′ be the program consisting of P′′
and P′; where P′′ computes the function f⊕ h and satis9es (16) and P′ is a program
provided by Lemma 4 and satisfying (15). Since P˜ computes f; we have
T (f)6
1
4c10c9
L(f) + 2T (P):
Therefore
T (P)¿
1
2
(
T (f)− 1
4c10c9
L(f)
)
¿
1
2
L(f)
(
c14 − 14c10c9
)
:
Let c10 be such that the di3erence c14 − 1=(4c9c10) is positive. Setting c11 = (c14 −
1=(4c10c9))=2 completes the proof of Lemma 6.
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Proof of Theorem 4. It was shown in [4; Theorem 5] that there exist constants c15; c16
such that for any function h : {0; 1}n → {0; 1} there exists a domain D ⊆ {0; 1}n
satisfying
L(hD)log L(hD)¿ c15|D|; L(hD)¿L(h)=(qclog
∗ q
16 ): (17)
Let D be such a domain for f; and P be a program computing fD with reliability
1− ¿ 34 in the minimum average execution time. Setting l= 20 log c10 yields
(4(1− ))l=26 1
2(c10)3
:
Lemma 3 implies that there exists a program P′ computing fD with reliability 1 −
′¿ 1− 1=2(c10)3 such that
T (P′)6 c5l2T (P):
By virtue of (17) and Lemma 6
T (P′)¿ c11L(fD):
Therefore
c11L(fD)6T (P′)6 c5l2T (P)
or
T (P)¿ c17L(fD):
Since L(fD)¿L(f)=(qc
log∗ q
16 ); we have T (P)¿ c17L(f)=(qc
log∗ q
16 ). Put a=c16=c17; then
T (P)¿L(f)=(qalog
∗ q):
Theorem 4 is proved.
4. Randomized program: general case
In the de9nition of the average execution time T (P) of a randomized program P
in Section 1, we assumed that all arguments are equiprobable. Now for a randomized
program P we de9ne the average execution time Tˆ (P) independent of the probability
distribution over the set of arguments of that program. For a completely de9ned Boolean
function, we consider the average execution time Tˆ

(f) independent of the probability
distribution over the set of arguments of that function.
Let F be a probability distribution over {0; 1}n, and let PF(x) be the probability
of a tuple x. Recall that P(x) denotes the set of values of the random operators in a
program P produced by P on x, and TP(x; y) denotes the execution time of P on x,
provided that P(x) = y. Put
TF(P) =
∑
x∈{0;1}n

PF(x)∑
y∈Dx
TP(x; y)P(P(x) = y)

 ; Tˆ (P) = max TF(P);
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where the maximum is taken over all possible distributions F . For a Boolean function
f : {0; 1}n → {0; 1} we set
Tˆ

(f) = min P(Tˆ (P));
where the minimum is taken over all possible programs P computing f with a re-
liability at least 1 − . We reformulate Theorems 2 and 4 in terms of the function
Tˆ

(f):
Theorem 5. For any function f : {0; 1}n → {0; 1} such that L(f)¿ n4 and for any
6 14 ;
(a) Tˆ

(f)¿L(f)=(qalog
∗q);
(b) Tˆ
0
(f)¿ cqL(f);
where q= log(2n+4=L(f)log L(f)) and a is a constant.
To prove the theorem, it is suKcient to consider the domains D2 and D4 provided by
Theorems 2 and 4 and probability distributions F2 and F4 such that PFi(x)=PFi(x
′)¿ 0
for any x; x′ ∈Di and PFi(x) = 0 if x 
∈ Di.
In conclusion, we consider another measure of complexity for straight-line programs,
which is often used in the analysis of the running time of randomized algorithms [6].
A randomized program P is said to compute a Boolean function f : {0; 1}n → {0; 1}
with reliability 1−  in time t if
P(P(x) = f(x); tP(x)6 t)¿ 1− 
for any x∈{0; 1}n. It is easy to see that if P computes f with reliability 1−  in time
t and 6 14 , then T
6 t.
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