ment, such as a medical intervention, or a major life event, such as the birth of a child. GBTM, which was first advanced by Nagin and Land [7] in 1993, provides the capacity for conducting group-based analysis with timeand age-based data.
Muthén and colleagues [8] [9] [10] have since developed an alternative group-based approach called growth mixture modeling [for comparative discussion of these alternative approaches, see 1, 2, 10 ] . However, for the purpose of this overview, the differences between the methods are secondary to their both being group-based approaches involving application of finite mixture modeling.
Across all application domains, the group-based trajectory statistical method, whether of the GBTM or growth mixture modeling variety, lends itself to the presentation of findings in the form of easily understood graphical and tabular data summaries. In so doing, the method provides statistical researchers with a tool for figuratively painting a statistical portrait of the predictors and consequences of distinct trajectories of development. Data summaries of this form have the great advantage of being accessible to nontechnical audiences and quickly comprehensible to audiences that are technically sophisticated. Figure 1 reports a well-known application of GBTM that was first reported by Nagin and Tremblay [11] . It is based on data assembled as part of the Montreal Longitudinal-Experimental Study of Boys that has tracked 1,037 males from school entry through young adulthood. Assessments were made on a wide range of factors. Among these were teacher reports of each boy's physical aggression at the age of 6 years and again annually from the age of 10 to 15 years. The scale was based on items such as frequency of fighting and physically bullying.
An Illustration of GBTM
The best model was found to involve four groups. A group called 'lows' is comprised of individuals who display little or no physically aggressive behavior. This group is estimated to comprise about 15% of the sample population. A second group, comprising about 50% of the population, is best labeled 'moderate declining'. At age 6, boys in this group displayed a modest level of physical aggression, but by 10 years they had largely desisted. A third group, comprising about 30% of the population, is labeled 'high declining'. This group starts off scoring high on physical aggression at age 6 but scores far lower by the age of 15 years. Notwithstanding this marked decline, at age 15 they continue to display a modest level of physical aggression. Finally, there is a small group of 'chronics', comprising less than 5% of the population, who display high levels of physical aggression throughout the observation period.
Much could be said about the implications of these trajectories for the development of physical aggression, but for our purposes here, two implications are emphasized. One implication follows from the observation that all the trajectories are either stable or declining from the initial assessment at age 6. This implies that to understand the developmental origins of physical aggression it is important to begin studying physical aggression at an even earlier age. A second and related observation is that the onset of physical aggression is not in adolescence as suggested by many theories of delinquent behavior (see Tremblay and Nagin [12] for a full development of these two observations).
These two points are highlighted because they illustrate the value of conducting longitudinal analysis in terms of groups. Nagin [1] and Nagin and Odgers [2] emphasize that the groups should not be interpreted as literal entities. Instead, they should be thought of as latent longitudinal strata in the data that are composed of individuals following approximately the same development course on the outcome of interest. These strata identify distinctive longitudinal features of the data. In this application, the fact that all of the trajectories are stable or declining is a feature of the data that is of great substantive significance. Further, the absence of a feature, namely a trajectory reflecting the adolescent onset of physical aggression, also has important substantive significance. The group-based methodology is intended to be responsive to calls for the development of 'person-based' approaches to analyzing development [13, 14] . Such appeals are motivated by a desire for methods that can provide a statistical snapshot of the distinguishing characteristics and behaviors of individuals following distinctive developmental pathways. The group-based method lends itself to creating such profiles. Table 1 reports profiles of the characteristics of individuals following the four physical aggression trajectories shown in figure 1 . As developed in chapter 5 of Nagin [1] , the parameter estimates of the model can be used to calculate the probability of an individual's belonging to each of the trajectory groups. These probabilities are called the posterior probability of group membership. To create the profiles reported in table 1 , individuals were assigned to the trajectory group to which they most likely belonged based on their measured history of physical aggression. The summary statistics reported in table 1 are simply the product of a cross-tabulation of group membership with the various individual characteristics and outcomes. (The posterior probabilities can also be used to compute weights that account for uncertainty in individual-level trajectory group membership. However, use of these weights usually does not materially alter the profiles in well-fitting models.)
The profiles conform to long-standing findings on the predictors and consequences of problem behaviors such as physical aggression. Individuals in the chronic aggression group tend to have the least educated parents and most frequently score in the lowest quartile of the IQ distribution of the sample. By contrast, individuals in the low aggression group are least likely to suffer from these risk factors. Further, 90% of the chronic aggression group fail to reach the eighth grade on schedule and 13% have a juvenile record by age 18. By comparison, only 19% of the low aggression group had fallen behind grade level by the eighth grade and none have a juvenile record. In between are the moderate-and high-declining groups. Table 1 demonstrates that trajectory group membership varies systematically with the individual's psychosocial characteristics. An important generalization of the base model that is laid out in chapter 6 of Nagin [1] allows for joint estimation of both the shapes of the trajectory groups and the impact of psychosocial characteristics on the probability of trajectory group membership. For example, such an analysis shows that the probability of physical aggression trajectory group membership is significantly predicted by low IQ, low paternal education, family breakup prior to age 6 and being born to a mother who began childbearing as a teenager [15] . Figure 2 reports calculations of trajectory group membership for various combinations of these risk factors for physical aggression based on estimated model coefficients.
Trajectories are not immutable. Life events or interventions may alter trajectories for the better or worse. Nagin et al. [16] explored the effect of grade retention from the age of 6 to 15 years on the trajectories of physical aggression shown in figure 1 . They found that grade retention seems to exacerbate physical aggression in the low-and high-declining trajectory groups but has no ap- [17, 18] for a discussion of the use of propensity score matching in combination with GBTM in making causal inferences about the effect of life events and interventions on developmental trajectories).
Other important extensions of the basic model include joint/multitrajectory modeling and accounting for nonrandom subject dropout. Joint and multitrajectory modeling are designed to link trajectories of behaviors or outcomes that are thought to be theoretically related, such as trajectories of the level of physical activity in childhood and of body mass index in childhood and beyond, for example. Joint trajectory modeling probabilistically links trajectories of two different outcomes. Multitrajectory modeling is designed to link trajectories for two or more outcomes by defining a trajectory in terms of trajectories for all of the outcomes of interest. This modeling extension is described in chapter 8 of Nagin [1] . The other extension generalizes the basic model laid out in the next section to account for nonrandom subject dropout. In this model extension, each trajectory group is described by a trajectory and the probability of trajectory group membership at baseline and also by the probability of dropout for each period after baseline. This extension is described in Haviland et al. [19] .
Likelihood Function
Group-based trajectory models are a specialized application of finite mixture models. While the conceptual aim of the analysis is to identify clusters of individuals with similar trajectories, the estimated parameters of the model are not the result of a cluster analysis. Rather they are the product of maximum likelihood estimation. As such, they share the many desirable characteristics of maximum likelihood parameter estimates -they are consistent and asymptotically normally distributed.
The specific form of the likelihood function to be maximized depends on the type of data being analyzed, but all are a special form of the following underlying likelihood function: let Y i = y i 1 , y i 2 , ...., y it denote a longitudinal sequence of measurements on individual i over T periods. For expositional convenience, y it will generally be described as the behavior of an individual. However, the outcome of interest does not have to pertain to an individual or a behavior -y it can reference an entity such as a community, block face or an organization, or it can measure a quantity such as a poverty rate or a mean salary level.
Let P(Y i ) denote the probability of Y i . As developed in chapter 2 of Nagin [1] , for count data P(Y i ) is specified as the zero-inflated Poisson distribution, for censored data it is specified as the censored normal distribution and for binary data it is specified as the binary logit distribution. Whatever the probability distribution, the ultimate objective is to estimate a set of parameters, Ω , that maximizes the probability of Y i . The particular form of this parameter set is distribution specific. However, across all distributions, these parameters perform the basic function of defining the shapes of the trajectories and the probability of group membership. As in standard growth curve modeling, the shapes of the trajectories are described by a polynomial function of age or time.
If the parameters of this polynomial function were constant across population members, the expected trajectory of all population members would be identical. Neither standard growth curve methods nor the group-based method assume such homogeneity. Indeed the assumption of homogeneity is antithetical to the objective of either approach because both aim to analyze the reason for individual differences in development. Standard growth curve modeling assumes that the parameters defining the polynomial describe only a population mean and that the trajectories of individual population members vary continuously about this mean, usually according to the multivariate normal distribution. The group-based method assumes that individual differences in trajectories can be summarized by a finite set of different polynomial functions of age or time. Each such set corresponds to a trajectory group which is hereafter indexed by j . Let P j (Y i ) denote the probability of Y i given membership in group j , and π j denote the probability of a randomly chosen population member belonging to group j .
If it were possible to observe group membership, the sampled individuals could be sorted by group membership and their trajectory parameters estimated with readily available Poisson, censored normal (Tobit) and logit regression software packages. However, group membership is not observed. Indeed, the proportion of the population comprising each group j , π j , is an important parameter of interest in its own right. Thus, construction of the likelihood function requires the aggregation of the J conditional likelihood functions, P j (Y i ) , to form the unconditional probability of the data, Y i :
(1) where P(Y i ) is the unconditional probability of observing individual i 's longitudinal sequence of behavioral measurements, Y i . It equals the sum across the J groups of the probability of Y i given i 's membership in group j weighted by the probability of membership in group j . Equation  1 describes what is called a 'finite mixture model' because it sums across a finite number of discrete groups that comprise the population. The term 'mixture' is included in the label because the statistical model specifies that the population is composed of a mixture of unobserved groups. For given j , conditional independence is assumed for the sequential realizations of the elements of Y i , y it , over the T periods of measurement . Thus,
where p j (y it ) is the probability distribution function of y it given membership in group j .
The rationale for the conditional independence assumption deserves elaboration. This assumption implies that for each individual within a given trajectory group j, the distribution of y it for period T is independent of the realized level of the outcome in prior periods, y it -1 , y it -2 , …. Thus, p j (y it ) does not include prior values of y it in its specification. This assumption greatly reduces the complexity of an already complex model. Due to this reduction in complexity, most applications of finite mixture modeling with longitudinal data assume conditional independence for the sake of tractability.
On its face, the conditional independence assumption may seem implausible because it would seem to imply that current behavioral outcomes are uncorrelated with past outcomes. At the level of the group which is not observed, this is indeed the case. For individuals within a given group j , behavioral outcomes over time are assumed not to be serially correlated in the sense that individual level deviations from the group trend are uncorrelated. However, even with the assumption of conditional independence at the level of the latent group, there will still be serial dependence over time at the level of the population. Specifically, past outcomes will be correlated with current outcomes. Such serial dependence results from the group-specific specification of p j (y it ) . Differences in this specification across groups allow for persistent differences in the outcome variable across population members.
The conditional independence assumption is also invoked in the standard random effect model that underlies conventional growth curve models. The random effect model assumes that the sequential realizations of y it are independent, conditional upon the individual's random effect. Thus, in the group-based model, the conditional independence assumption is made at the level of the group, whereas in the random effect model it is invoked at the level of the individual. In this sense, the conditional independence assumption is stronger in the groupbased model than in the standard random effect model. Balanced against this disadvantage is the advantage that the group-based model does not make the very strong assumption that the random effect is independently and identically distributed according to the normal distribution.
The likelihood for the entire sample of N individuals is simply the product of the individual likelihood functions of the N individuals comprising the sample:
Intuitively, the estimation procedure for all data types identifies distinctive trajectory groups as follows. Suppose a population is composed of two distinct groups: (i) youth offenders (comprising 50% of the population) who up to age 18 have an expected offending rate, λ , of 5 and who after age 18 have a λ of 1 and (ii) adult offenders (comprising the other 50% of the population) whose offending trajectory is the reverse of that of the youth offenders -through age 18 their λ = 1 and after age 18 their λ increases to 5. Longitudinal data on the recorded offenses of a sample of individuals from this population would reveal two distinct groups: a clustering of about 50% of the sample who have had many offenses prior to 18 years and relatively few offenses after age 18, and another 50% clustering with the reverse pattern.
If these data were analyzed under the assumption that the relationship between age and λ was identical across all individuals, the estimated value of λ would be a 'compromise' estimate of about 3 for all ages. From this, one might mistakenly conclude that the rate of offending is invariant with age in this population. If the data were instead analyzed using the group-based approach, which specifies the likelihood function as a mixing distribution, no such mathematical 'compromise' would be necessary. The parameters of one component of the mixture would effectively be used to accommodate (i.e. match) the youth offending portion of the data whose offending declines with age and another component of the mixing distribution would be available to accommodate the adult offender data whose offending increases with age. 
Concluding Remarks
A hallmark of modern longitudinal studies is the variety and richness of measurements that are made about the study subjects and their circumstances. Less often acknowledged is that this abundance of information is accompanied by a difficult companion -complexity. Commonly, researchers are confronted with the dilemma of how best to explore and communicate the rich set of measurements at their disposal without becoming so bogged down in complexity that the lessons to be learned from the data are lost on them and their audience.
An important motivation for my commitment to developing and promoting the group-based trajectory method is the belief that alternative methods for analyzing development in longitudinal data sets too often leave the researcher with a Hobson's choice of balancing comprehensibility against an adequate exploration of complexity. GBTM does not solve the problem of balancing comprehensibility and complexity. However, it does provide researcher's with a valuable tool for identifying, summarizing and communicating complex patterns in longitudinal data.
Summarizing data necessarily requires reduction. Reduction requires approximation. In the case of groupbased models, the approximation involves the grouping of individuals who are not entirely homogenous. Balanced against this reduction error is a greatly expanded capability for creating dense, yet comprehensible, descriptions of groups of people through time.
