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I. INTRODUCTION
The observables that are the quantum kinematical operators are usually defined to have commutation relations analogous to the Poisson bracket structure of the associated classical kinematical variables. Examples are a single canonical pair and the Heisenberg commutation relation, or angular momentum variables and the Lie algebra of angular momentum operators. We shall say that p, q are classical affine variables if q > 0 (or p > 0), for example, with the other variable p (or q) being unrestricted. Since one variable is the generator of translations of the other, it follows that some conflict with the range restriction is possible, a situation that reflects itself in the quantum theory by the fact that the operators Q and P cannot both be observables (self-adjoint operators) satisfying the Heisenberg commutation relation if Q>O (or P>O). An acceptable substitute for the nonobservable operator is the dilation operator Focusing on the p > 0 case for the moment, we may imagine a formal phase-space path integral quantization of such a system given by ff-J exp{i J [pq-H(p,q) ] dt} If [dptdqrJ, (Ll) 0) "Bevoegdverklaard Navorser" at the National Foundation for Scientific Research. Belgium. where all paths satisfy the condition p(t) > O. This expression is plagued by two problems. The first problem relates to what (1.1) could possibly represent since it cannot be the propagator expressed in the Q-representation for the simple reason that if [Q,P] = i and P> 0 then no Q-representation is possible. A satisfactory answer to the first problem was given earlier! in which ( 1.1) was formally interpreted as the propagator expressed in the affine coherent-state representation (which makes fundamental use of the operators P and D rather than P and Q; see Refs. 2, 3). The second problem with ( 1.1 ) pertains to the formal nature of the path integral. In Ref. 1 meaning was given to (1.1) as the limit of a fairly standard lattice-space regularization. This approach made little direct contact with paths defined for continuous time as in the classical theory, and besides, it was relatively heuristic. On the other hand, in recent work 4 pertaining to the usual canonical case (and also for spin kinematical variabies), it was shown how the appropriate coherent-state representation of the propagator can be defined as the limit of well-defined path integrals over pinned Brownian-motion measures as the diffusion constant diverges. The purpose of the present paper is to extend this alternative form of regularization and its associated rigorous definition of a pathintegral representation to systems involving affine variables. To begin with, however, it is useful to give a brief description of the construction in Ref. 4 for the canonical case.
For a given Hamiltonian H, we defined 4 the path integrals 21Te v (,"-t')/2 J exp [ ~ J (pdq-qdp) -i J h (p,q) dt ] dp'W(p)dp'W(q) , (1.2) where dp'W (p) and dp 'W (q) are Wiener measures associated to two independent Brownian processes (one in p, one in q) with diffusion constant v, and pinned at p',q' for t = t', at p" ,q" for t = t ". The function h in (1.2) is the antinormal ordered symbol 2 of H. For finite v, (1.2) is a perfectly welldefined path integral on phase space. It has been proved
This procedure is not restricted to only the canonical kinematical variables. In Ref. 5 an outline is given of how the above construction can be extended to general semisimple Lie groups. One has then to use the corresponding generalized coherent states.
6 One can define a metric on the group manifold associated to these coherent states,5 and use the corresponding Laplace-Beltrami operator to define a generalized Wiener measure. Examples of interest outlined in Ref.
3 are (i) the Weyl-Heisenberg group, (ii) the group SU(2), and (iii) the affine (ax + b)-group, corresponding to, respectively, canonical, spin, and affine kinematic variables. The first two were extensively discussed in Ref. 4 . Here we present a more detailed study of the affine variable case. In particular, we derive explicit conditions characterizing the class of Hamiltonians that can be treated by our methods, and we give several examples as well.
This paper is organized as follows. In Sec. II we review the definition and some properties of the coherent states associated with the (ax + b)-group.2.3 We shall adopt notation related to that in Ref. 3, which is different from the notation in Refs. 1 and 2. We shall also indicate how to pass from one notation to the other. It is convenient to break the construction into two parts. In Sec. III we study the path integral for zero Hamiltonian. We introduce the Brownian process on the half plane, use it to construct the path integral, and show that in the limit of diverging diffusion constant the path integral converges to the coherent state overlap function [as it should, since exp ( -itH) = 1 if H = 0] . In Sec. IV we discuss the path integral with a nonzero Hamiltonian, and we derive sufficient conditions on the Hamiltonian so that the limit for diverging diffusion constant leads to the appropriate coherent-state matrix element of the evolution operator.
II. THE (ax+b)-GROUPAND THE AFFINE COHERENT STATES
Let us review the definition of the (ax + b) -group and the associated coherent states, and give some of their properties. Most of this discussion is analogous to what happens for the Weyl-Heisenberg group and its associated coherent states, the more familiar canonical coherent states. Both the affine and the canonical coherent states are examples of the construction of coherent states associated with general Liegroups.6
A. The (ax+b)-group
The "(ax + b)-group" is the setM +: = lR~ XlR, where lR~ = (0,00 ), with the group law
This group has two (faithful) inequivalent irreducible unitary representations U + and U _. We shall consider their following realizations on L 2(lR+). For t/!EL 2(lR+), one de-
We shall mainly use U +, except when specified otherwise.
The subscript + will often be dropped.
Both representations U + and U _ are square integrable. This means 7 that there exists an (unbounded) positive selfadjoint operator Con L 2(lR+) such that
Here dj1(a,b) = (1I21T)a-2 da db is the left-invariant measure on the (ax + b) -group. The operator C is given by
In particular (2.2) implies that, for all t,bED( C 1/2), 11t,b11 = 1, It, b(xW· (2.5) The closed spaces JIl" ± spanned by the sets [(U+(a,b) 
From the preceding paragraph it is clear that (2.7) can be considered as an expansion of F(B) with respect to an orthonormal base in L 2 (M + ). Since the sequence of coefficients is square summable, 2.j.E IAj 12 = 2 Tr(B *B), we immediately see that F(B)EL 2(M +), with d,u(a,b) 
The set of Hilbert-Schmidt operators B for which C -1/2 B is trace class is dense in the space 72 of Hilbert-Schmidt operators. One can use this to extend the mapB-+F(B) to all of 7 2 . This extension is a unitary map from 72 to L 2 (M + ). This is the (ax + b)-group analog of a well-known result for the Weyl-Heisenberg group.
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B. The affine coherent states
A special role in our path integral results below will be played by extremal-weight vectors for the unitary representation under consideration (see Ref. 5 ). In our case these are the vectors I (normalized to 1)
(2.9a)
In order for cp ==c ('I/Ip) to be finite, one has to impose,8>!. One finds
We shall use these minimal weight vectors '1/113 as "fiducial vectors" 6 for the construction of the affine coherent states,
From (2.4) one now immediately has the affine coherent state resolution of the identity
(2.10)
The "overlap function" of different coherent states (same value of,8) is given by (a" ,b ";I3la',b ';13)
2~a"a'
where d denotes the metric distance 9 on the Lobachevsky half-plane M + d (a",b ";a',b') 
where ¢J(z) is an entire analytic function on the half-plane Rez>O. The Hilbert space Yr'p is a reproducing kernel Hilbert space,!1 with reproducing kernel cp- '(a",b ";I3la',b';I3) . In other words, for I in Yr'P' u(a',b') (a,b;l3la',b';I3)f(a',b'). This means in particular that the orthogonal projection operator Pp mappingL 2(M +) ontoYr'p is an integral operator with integral kernel Pp(a", b"; a', b"; I3la', b'; I3) .
(2.14)
C. Correspondence with the pq-notation
We mentioned in the Introduction that our notation would not coincide with that in Ref. (p,q) is the image of cp -'d,u(a,b) 
With this change of notation, (2.13) becomes, for instance, 
III. THE PATH INTEGRAL FOR ZERO HAMILTONIAN
In the ab-notation, with the correspondence rules of Sec. II C, (1.1) becomes
where A > 0 throughout the integration domain. We shall give a sense to this expression by a regularization that leads to a Wiener measure, on the Lobachevsky half-plane, for diffusion constant v. In the end we take the limit V-+ 00. For related ideas (regularization by extra factors that formally disappear in the limit as a diffusion constant diverges), see Ref. 12. In this section we restrict ourselves to the case h = O.
The general case h =1= 0 will be handled in the next section.
Let us first define the Wiener measure on the Lobachevsky half-plane. The Laplace-Beltrami operator is given by (3.2) (in the pq-notation, fl. = a p p2 a p + f3 2p-2 a ~). This is a symmetric operator in L 2(M +), essentially self-adjoint on CO' (M + ), the COO-functions on M + with compact support away from a = ° (this essential self-adjointness is most easily checked in the pq-notation).
The heat kernel for this Laplace-Beltrami operator is given by9
where 8 = d (a",b ";a'b' ) is the metric distance (2.12). We define the affine (pinned) Wiener measure with diffusion constant v, denoted dllv,ifa",b";a',b" as the measure on path space, pinned at a' ,b ' for t = 0, at a" ,b " for t = T, such that
(3.4 )
Requiring (3,4) for all (a",b "), (a',b ')EM+, and all T>O defines dll"w unambiguously. We shall drop the super-and subscripts T, a", b " , a', and b ' in the sequel.
We use this measure to regularize (3.1) in the following way. We define ge (a" ,b ";a',b ';T) 
The expression Sa -I db should be considered as a stochastic integral, to be calculated using the Stratonovich (midpoint rule) procedure. Formally (3.5) can be written as ge (a" ,b ";a',b ';T) =fff exp 
where the factors cp and eVTBhave been absorbed in the (infinite) normalization constant ff. This formal expression shows how (3.5) can indeed be viewed as a regularization of (3.1) (for the case h = 0). In the final step of our regularization procedure we take the limit for v--00; in this limit the regularizing factor in the above formal expression vanishes. It is our aim in this section to prove that lim ge (a",b";a',b';T) = (a",b";I3la',b';I3) .
This is exactly what the general expression (3.1) or (1.1) should lead to l in the case h = 0.
We start by studying ge for finite v. ge (a",b";a',b';T) =cp[exp( -vTA) ] (a",b";a',b') . (3.7) The operator A is given by
In particular, A is a positive self-adjoint operator, with domain D( -fl.).
Proof: It is clear that the ci 1 ge satisfy a semigroup property, i.e., f dll (a,b) ge (a" ,b ";a,b;t2) ge (a,b;a',b ';t l ) = cp ge (a" ,b ";a',b ';t 
On the other hand, we have
ICi 1ge (a,b;a',b ';t) I <evtPKvt (a,b,a',b' ) . This already implies that ci 1 ge is the integral kernel of a semigroup of operators, i.e., Eq. (3.7), with A>-f3+!. (3.9) Here we have used that -fl.>! on the Lobachevsky halfplane. Following the standard procedure, and using the midpoint rule for the stochasticintegral Sa -1 db, one obtains the following differential equation for ge: (a,b;a',b ';t) . This implies that the infinitesimal generator A is given by (3.8). We have
Since, for all ifJED ( -fl.), and for all E > 0,
we see that A -( -fl.) is ( -fl.) -bounded with infinitesimally small bound. Hence A is self-adjoint, with domain D( -fl.). Finally it follows from (3.8b) that A is positive. Note: It follows from the proof that every core for -fl. is a core for A. In particular, A is essentially self-adjoint on CO' (M + ), the set of COO-functions on M + with compact support away from a = 0.
We shall see below that we can do much better than Lemma 3.1. We shall see that A has an isolated eigenvalue at 0. Ifwe denote by Po the projection onto the eigenspace of A for the eigenvalue 0, we then see that This will then lead to statement (3.6).
To carry out this program, we have to determine the spectrum of A and the corresponding eigenspaces. We shall reduce this to a spectral problem on L 2 (lR+) rather than on
We first introduce the infinitesimal generators of ',O) are strongly continuous unitary one-parameter groups.
Their generators are, respectively, Q and D, i.e.,
where Q and D are defined by
One easily checks that these are indeed self-adjoint operators onL 2(R +). The set CO' (R+) of all C "'-functions with compact support away from 0 is a core for both D and Q. Then U ± (a,b) can be written in terms of Q, D as follows:
Note that C = Q -I. With the help of all this we prove the following lemma. Lemma 3.2: On L 2(R+) we define the operators
, with domain CO' (R+). These are symmetric operators; we denote their closures by H ± . Then
( 1) H ± are self-adjoint,
and
Proof To prove the first statement it is convenient to
I
We have make a unitary transformation fromL 2(R+) toL 2(R). We define, for"peL 2(R+),
(3.12)
Accordingly UC 0' (R +) = CO' (R), the set of C '" -functions with compact support. On the other hand, It is easy to check that for "p,tjJeC a (R+) the functions
Their support is contained in a set of the form [C I ,C 2 ] XR, with C I > 0; they decrease more rapidly in b than any inverse polynomial, and this uniformly in a. This is sufficient to ensure that f J.",eD( -Il) = D(A), and also to justify the calculations below.
where we have repeatedly used that [D,Qa] = -iaQa. Hence (3.11) follows. As a consequence of (3.11) the subspaces K ± are invariant subspaces for A. Moreover the spectrum of A Iy ± is exactly the spectrum of H ± . 0 Lemma 3.3: Let A ± be the restrictions of A to K ± '
Proof Let P if be the family of spectral projection operators associated with H ± .
Let "pj be an orthonormal base in L 2 (R + ), with
!/IjeD(H
±). This ensures that !/IjeD(C-1/) and H±!/I j eD(C -11 ). Define now Pif on K
Using (2.2) one finds IPifl<1 and (Pif)* = Pd'. On the other hand clearly (p,;t )2 = P if, Pi = Iy , and p,;t P if ",,, ± ""I 2 = P 5. no,' This implies that the family {p if ; n. Borel set in R} is the set of spectral projection operators for some selfadjoint operator on K ± . It follows from (3.11) that this self-adjoint operator is exactly A ± . Since it is clear from (3.14) thatthe two projection-valued measuresP ± and P ± have the same support, £T(A ± ) = £T(H ± ) follows immedi- 
(3.17)
Note: Here we have used the notation Lx J for the largest integer strictly smaller than x:
Proof: Again it will be convenient to consider UH ± U -I rather than H ± itself, with U as defined by (3.12). We have [see (3.13)] 
Its continuous spectrum is [0, 00 ). 
Substituting y = -s -log /3, and making the inverse transformation U -I, we find the ground state rPo of H +: Here rPo is the ground state of H +, as defined by (3.19) . Note that This implies at least in a distributional sense, convergence of the corresponding integral kernels. In other words, and taking into account (2.14) and (3.7),
This is exactly what we set out to prove [see (3.6)]. We can do better, however, than only distributional convergence. In order to prove pointwise convergence of the 9~, we first derive a formula relating the integral kernel of exp ( -vAT) with H ± . This is done in the following two lemmas.
Lemma 3.5: For t>O, the operators C-1/2 X exp [ -tH ± ] C -112 are trace class.
Lemma 3.6:
Proof of Lemma 3.6: We shall first derive (3.21), already assuming that C -112 exp [ -tH ± ] C -112 are trace class.
Let {tPj; jEN} be an orthonormal base of L 2 (R +) such that tPjED(C + 1/2) nD( C -1/2) for all j. Define, as in (2.6), ' (3.23) Note that C -1/2 e -HE"tPk is well defined. since tPk ED ( C 1/2). hence tPk=C-1 /2 rPk for some rPko and since C-1 /2 exp ( -H€,t)C-1 /2 is a bounded (even trace-class) operator. From (3.23). (2.2). and the orthogonality of ~ + and ~ _ we obtain
Daubechies, Klauder, and Paul
Since the final result of this calculation is clearly a continuous function in (a",b "), (a',b ') , we may conclude (3.21) pointwise, even though a priori (3.22) was true only in a distributional sense. 0 We now tum to the proof of Lemma 3.5. In the course of the proof we shall not only prove that C -1/2 exp( -tH ± )C -1/2 are trace class, but also calculate an estimate of the trace. The method used in this estimation will be useful again in the next section, as well as the estimate itself.
Proof of Lemma 3.5: Again it is convenient to use the unitary transfonn (3.12). We have
We thus have to study .j1iT (3, 27) and
On the other hand,
(3.29)
Putting together (3.26), (3.27), (3.28), and (3.29) shows that condition (3.24) is fulfilled. This means that C-1 /2 exp ( -H± T)C-1 /2 is trace class, and
With the help of Lemmas 3,5 and 3.6, and of estimate (3.30), we can prove (3.6) pointwise. Proposition 3.7: Let 9~ be defined by (3.5). Then, for all T> 0, and for all (a" ,b "), (a',b ')EM +, lim ge (a",b ";a',b ';T) = (a",b ";{3la',b';{3) .
Proof By the definition of the affine coherent states in Sec. II B, and by (3.20), we have
where Po = 1</>0) (</>01 is the zero-eigenvalue spectral projection operator of H +.
Comparing (3.31) with Lemma 3.6, we find
The 
IV. THE PATH INTEGRAL FOR NONZERO HAMILTONIAN
For nonzero Hamiltonians our strategy will essentially be the same as for the zero-Hamiltonian case. We regularize (3.1) by means of a Wiener measure with diffusion constant v, i.e., we define "w(a,b) . (4.1) Again the stochastic integral Sa-I db should be understood in the Stratonovich sense. We shall show that in the limit for v tending to 00, 9 ~ tends to the affine coherent state matrix element (a" ,b ";{3lexp( -iTH) la',b ';{3), where H=ci l f dp,(a,b)la,b;{3)h(a,b) (a,b;{3l· (4.2) Our proof of this statement will run along the same lines as for the Weyl-Heisenberg case, in Ref. 2. We shall therefore not repeat the whole argument. We shall prove some basic estimates and show how, given these estimates, the proofs in Ref. 4 carry over to the affine path integrals studied here.
The proof, in Ref. 4 of the convergence, for V--+ 00, of the v-dependent path integral 9 ~ proceeded in essentially three steps. First it was shown that 9 ~ was the integral kernel of a contraction semigroup. Then strong convergence, as V--+ 00, of these contraction operators was proved; this led to convergence of the 9~ in a distributional sense. Finally, pointwise convergence of the 9~ was proved. For these three steps, different conditions of a technical nature were imposed on the function h.
We shall distinguish these same three steps here. We start however with a subsection listing different conditions on h and estimates following from these conditions. These estimates will be needed in the following three subsections, outlining the proof of our main result.
A. Conditions on the function h and various estimates
The first estimate will ensure that 9 ~ is a well-defined expression, i.e., that
exp { -i iT dt h [a(t),b(t)] }
is integrable with respect to dp, "w. For this it is sufficient that J dp,"w iT dt Ih [a(t),b(t)] 1< 00 . 
I(x,y) given by
I(x,y) = iT dt[t(T_t)]-3/2 e -X'IBt e -JlIB(T-,)
[ T] -3/2 {T12 
Hence iT dt K T _, (a",b ";a,b)K t (a,b;a',b') <;¢T-5/4(1 + T-I / 2 ) [ 1 + 1 ]
~sinh 8' ~sinh 8"
This implies
+ idem with roles of a' ,b ' and a" ,b " reversed.
Since
the first factor is finite by (4.5). We only need to prove still that, for all a > 0,
I djL(a,b) e-ad(a,b;a',b')'
< 00 ,
sinh [d(a,b;a',b ')] in order to conclude (4.6). Since both the measure djL(a,b) and the metric distance d are (left) invariant, it suffices to
prove, for all a > 0, Remark: We shall also need the following similar estimate. From (4.7) we obtain
iT dt I djL(a,b)K T _, (a",b ";a,b) Ih(a,b) IK, (a.b;a',b') <;¢T-5 / 4 0 + T-I / 2 ) (I djL(a,b) Ih(a,b) 12
(4.9)
Using the triangle inequality for the metric d one finds that
Inserting this into (4.9) we find Daubechies, Klauder, and Paul
We shall impose conditions on the function h other than only (4.3). To formulate them, we first need the following definitions.
For (a',b')EM +, and t > 0, we define the following functions onM+:
¢a ',b';t(a,b) ,b;a',b') , ¢a '.b';oo (a,b) = cp-l(a,b;[J la',b ';[J) = Pp (a,b;a',b ') . It is clear that ¢a ',b';t(a,b) 
¢a ',b';oo (a,b) =¢a,b;oo (a',b') . 
(4.13 )
[by Lemma 3.6 and (3.31)] We shall restrict ourselves to real functions h. Then the multiplication operator is self-adjoint, with domain
In the remainder of this subsection we shall determine sufficient conditions on h ensuring that ¢a ',b';oo and ¢a',b'; dfL(a,b)lh(a,b)1   2 1¢a ',b';00 (a,b) Ilh¢.',b,JI 4a o (w) with
Since A > 1, we find (useeitherJensen'sor Young'sinequality) [f df1 . 
J.5,T(X)<[I dpW,T;O,x iT dte 2W
(t) r[I dpW,T;O.x r -.5 <¢ T.5-112e.5T e.5x.
Combining (4.26) with (4.27) we obtain, with M(8) = max(8,8 2 ) ,
J.5,T(X)<¢ T.5-112 e.5x ~(.5)T.
Substituting this into (4.25) we find (4.27)
It is easy to see that this leads to (4.22).
With the help of Lemma 4.3 we can now estimate
Ilh(tPa',b';t -tPa'.b';oo)II, Lemma 4.4: Let h be a function satisfying
for positive parametes r,f-l satisfying the following conditions:
with M(8) = max (8,8 2 ), and
Then there exist constants ¢ I' ¢2 > 0 such that {I df-l(a,b) [ltPl,O;t (a,b) 
On the other hand a> m also implies 2a(r + 2)/r> 1. Using Lemma 4.3 leads then to 11h (¢a',b';t -¢a',b';oo ) 11
This holds for all aE (m,l] . It is clear from this that (4.30) follows if the conditions (4.29) are satisfied.
• Remark: The conditions (4.29) are sufficient conditions on the pair (r,IL), given{3, ensuring that (4.30) holds. The conditions (4.29) are however rather complicated, and may not be easy to check. It is possible, of course, to only consider one value for a, instead of the whole interval (m, 1). This considerably simplifies the condition on r,p., but may be too restrictive. One possibility of choosing such a fixed value for a is, e.g., a = r/(r + 2). It is then sufficient that
to ensure that the conditions ( 4.29) are satisfied. This allows only a finite range for the parameter r, however, and is thus very restrictive. It turns out that it is easier to proceed in the inverse direction, i.e., to start from the pair (r,IL) and to determine for which values of {3 the conditions (4.29) are satisfied. One finds that the following conditions imply (4.29):
Here E is defined by
withM(x) = max(x,x2).
Note that the second condition on a in (4.31 b) is an implicit condition, since it contains {3 again, and {3 is bounded below by a function depending on a. In the explicit examples below (see Remark 2 at the end of Sec. IV) we shall first disregard this extra condition on a, compute a lower bound on {3, and then verify that the condition is satisfied.
Our last estimate involves IIh¢a',b ';t II. From Lemma 4.2 and 4.4 one immediately has In what follows we shall always assume that (4.28) is satisfied.
B. The path as Integral kernel of a contraction semlgroup
Since h satisfied condition (4.28), hence condition (4.5), we know by Lemma 4.1 that ;?JJ~ is well-defined. Copying the argument in Ref. 4 the following proposition can be proved.
Proposition 4.5: Let h be a real function satisfying condition (4.28). Then there exists a strongly continuous semi- a" ,b ";a',b ';t) . For hEC 0 (M +) one uses the Trotter product formula to show that ;?JJ~ (a" ,b ",a',b ';T) a",b ";a',b') . (4.35) Since h is bounded, the operator vA + ih is well defined, and generates a semigroup. Since A >0, and h is a real function, this is a semigroup of contractions.
Using the dominated convergence theorem for gP~, and strong resolvent convergence for exp [ -(vA + ih) T], one can extend (4.35) to all bounded functions h.
In a next step one uses again dominated convergence arguments to show that, for all functions h satisfying (4.5), there exists a strongly continuous semigroup of contractions E( v, h; t) (a,b) =h(a,b) if Ih(a,b)l<n, hn(a,b) =nsgnh(a,b) otherwise. (See Ref. 4 ; the arguments given there carryover without problems.)
To prove (4.31), we use the fact that the integral kernel of E ( v, h; t) is given by a path integral, i.e., (4.33). We have, for all (a', b '), (a", a",b ";a,b;T -t)h(a,b) gP~ (a,b;a',b ';t) .
(4.36)
Take now II> 12EC (;,(M+) . We multiply (4.35) by h(a",b") II(a',b') and integrate over d,u(a',b') xd,u(a" ,b ") . Using the upper bound (valid for all h [this follows from (4.1) ] ) IgP~ (a",b ";a',b ';t) I <c f3 e vlf3 KVI (a", b "; a', b '), (4.37) and the estimate (4.6), one sees that the resulting integral converges absolutely. This allows us to change the order of the integrations, and leads to (4.34), for all/l,J2EC (;' (M + ).
We can extend this to the case where/lEiJ. To do this, we use (4.10). Take/lEiJJ2EC (;' (M +). Again we multiply (4.36) by 12(a" , b ") II (a', b ') and integrate over d,u(a',b ') X d,u (a" ,b " ) . Since the resulting integral is absolutely convergent by (4.37) and (4.10), we may again reverse the order of the integrations. We thus obtain ([2,E( v,h;T) u(a',b ') gP~ (a,b;a',b ';t)/1 (a',b ') .
We know however that (4.38) hence e -vA'!1 = II for all t. This means in particular that e -vA'!IEiJ(h) for all t, so that we may rewrite (4.38) in the form (4.34).
Once ( Proof To prove (4.40), the operator E (v,h;T) is split into three parts, E(v,h;T) =E(v,h;T)(l-P(3) +P(3E(v,h;T) 
The treatment of the last two terms is completely analogous to the proof of Proposition 2.2 in Ref. 4. We shall therefore restrict ourselves here to a discussion of the first term and an
We have lie -vAT(l -P(3) II <e -vTB(f3), with B(P) as defined by (4.14), and u(a,b) Ih(a,bWI (¢a',b';vl -¢a',b';oo )(a,bW] 1/2 u(a, b) Ih(a, b) 1 2 1¢a", b"; b"; oo (a, bW] 1/2 u(a, b) 1/1(a, b) 
by Lemma 4.4. Substituting this into (4.41) leads to IIE(v,h;T) (a",b ";a',b') =cp -z J df.l (a,b) <a ",b ";[3la,b;{J )h(a,b)(a,b;[3la',b ';(J) . 
The strong convergence (4.40) implies, in particular, convergence of the corresponding integral kernels, in a distributional sense (i.e., when evaluated on test functions). We have therefore, at least in a distributional sense,
This result will be sharpened to pointwise convergence in the next subsection.
To prove (4.43) for all points (a" ,b "), (a',b ')EM +, rather than ina distributional sense, we again use an integral equation relating .9' ~ and .9'~, obtained by combining (4.36) with the complex conjugate version of (4.36) for -h.
9~ (a" ,b ";a',b ';T) (az, bz; a Ibl; bl).9'~ (al, bl; a', b '; t I) .
Rewriting this in terms of rp a,b;1 and rp a,b; 00 , and combining it with an analogous integral equation for the coherent state matrix elements of exp ( -iTH) tPa",b";vT -rpa",b";oo ) (a',b ') -i IT dt (rpa",b";v(T-Iph(rpa',b';VI -rpa',b';oo) -i IT dt (rpa",b";v(T-t) -rpa",b";oo ,hrpa',b';oo) -IT dtz f' dtl (hrpa",b ";v(T-I,) , E( v, h; b '; VI, b '; 00 ] ) ( (" -Jo dtz Jo dtl (h [tPa",b";v(T-I,) -rpa",b";oo ] , E(v,h;tz-tl) hrpa ',b';oo) ( 4.44)
Denote the six terms in the right-hand side of (4.45) by a l , ... ,a 6 • We show that a j -+ v-"" 0 for j = 1, ... ,6.
The estimates (4.15) and (4.30) can be rewritten as Ill, 6a.b; 6a, b; "" 11.if(t) ,
IIh (l,6a,b;t -l,6a,b;"" ) II <g (a,b;t) , where the functionsf(·) and g (a,b;') [(a,b) and [(a',b') , (a",b") 
We now discuss the terms a l , ... ,a 6 one by one.
Using (3.38) we have immediately
The next four terms can be estimated in terms off, g,
+¢g (a',b';v;) a",b";v(T-t2») <TJ... ("" dtg(a",b";t) l(a,b) la,b;/3 )h(a,b) (a,b;/31 (4.45 ) is essentially self-adjoint on Dc, the finite linear span of the affine coherent states. Then, for all (a',b '), (a" ,b ")EM + and for all T>O
E. Remarks
The main result in the pq-notation
We define Ep =f3 -I a p p2 a p + f3p-2 a~.
Let K t be the associated heat kernel, in
where
Define dfi,W; ',qu;p',q' to be the associated Wiener process with diffusion constant v, pinned at p' ,q' for t = 0, at p" ,q"
J.lw;p',q';p',q' = vT P ,q ;p ,q , P q J.l W;p ,q ;p,q J.l W,p,q,p ,q -dijV,T -r-W;pU,q" ;p',q In this case the operator H defined by ( 4.45) is also bounded by M; H is thus clearly essentially self-adjoint on Dc. Moreover the condition (4.28) is satisfied for arbitrary r> 0 and for all,u > 1. Let us now determine from (4.29) or (4.31) the restrictions imposed on /3 by the condition,u > 1. Two possibilities have to be distinguished: ! </3< ~ or /3>~. In the first case we have R(/3) = (/3-!)z in (4.29b), leading to the condition 2(1-a)/3Z-2/3+!>_r_ i (2a r+2 ,2,u) , (4.47) r+2 r r with i as defined by (4.31c). It turns out there is no set of values (a,r,,u) with r/2(r + 2) <a < 1, and,u > 1, such that ( 4.4 7) is satisfied for /3E q, H.
For /3> ~ we have to determine /3 satisfying the conditions (4.31). One has then to choose (a,r,,u) so as to produce the smallest possible lower bound on /3 consistent with the other conditions. For,u > 1, r = !, and a = j one finds that (4.31a) reduces to /3 > 2.06, while all the other conditions are fulfilled also.
This means that Theorem 4.6 allows us to conclude that, for bounded Hamiltonians H associated to bounded func- In order for this operator to be essentially self-adjoint on Dc, V must have a singularity at the origin. More precisely, H will be essentially self-adjoint on Dc (regardless of /3), e.g., for Vex) of the form Vex) = Clx-a , + Czx a " where either a l > 2, C I > 0 or a l = 2, CI>~' and either 0<a z <2, C z arbitrary, or a z > 2, Cz>O. In all these cases V has a strong singularity at x = 0; for x ..... 00, V may tend to 00 , a constant, or -00, depending on the values chosen for the different parameters.
Let us now construct the corresponding functions h (a,b) , and determine the values of /3 for which Theorem 4.6 applies. The function ho (a,b) We shall restrict ourselves to one particular case now.
We take C z = 0, a l = 2, and CI>~' The Hamiltonian H is essentially self-adjoint, and , /3 /3-! 2 The pairs (r,,u) for which this function satisfies the condition (4.28) are restricted by the condition,u > 2 (r + 2). We have thus to find (r,a,,u) satisfying this condition as well as the conditions (4.31b); this then enables us, from (4.31a) to compute a/3o such that Theorem 4.6 applies, for this Hamiltonian, for all /3 > /30' For a = j,r = 1, and,u > 6, one finds that (4.31a) becomes /3> 27.33. It is easy to check that all the other conditions are satisfied as well. Hence Theorem 4.6 applies toH = -dZ/dxz + Cx-z , C>a, if/3> 27.33. Again we believe that this is not optimal. The true lower bound /30 on/3 for which (4.48) would hold, whenever /3 > /30' is probably much smaller than the here computed value 27.33, though possibly larger than !. 
