A complexity analysis of discrete multitone (DMT) and single-carrier modulation (SCM) in the context of a very high-speed digital subscriber line (VDSL) is presented in this paper. In addition to the traditional arithmetic complexity measures such as the number of multiply-and-accumulate (MAC) operations, we also compute the memory requirements. Furthermore, we normalize these metrics with respect to the number of information bits transmitted (rate normalized) and scale with respect to data path precision (precision scaled) in order to obtain more comprehensive metrics. The analysis shows that the number of MAC's per transmitted information bit ( MACb ) for SCM is greater than that for DMT for all distances of interest in VDSL. The number of MACs per information bit and scaled with respect to precision ( MAC ), i.e.,
I. INTRODUCTION
V ERY high-speed digital subscriber line (VDSL) is the latest digital subscriber line technology that enables high-rate data services over the last mile of the network over unshielded twisted-pair lines [1] - [6] . Supporting both asymmetric and symmetric services with data rates up to 22 Mb/s in the downstream, VDSL holds tremendous potential for serving both residential as well as business customers. In order to achieve tens of megabits per second over conventional copper wire, various state-of-the-art digital modulation technologies are employed.
At the present time, standards for VDSL are developed, and there are two candidate modulation techniques: multicarrier modulation, well-known as discrete multitone (DMT) and single-carrier modulation (SCM), known as quadrature amplitude modulation (QAM) or carrierless AM/PM (CAP) modulation. An extensive study for applying these techniques Manuscript received August 20, 2001 ; revised September 5, 2002 . This work was supported by the National Science Foundation under Grant CCR 99-79381. The associate editor coordinating the review of this paper and approving it for publication was Dr. Naofal M. W. Al on VDSL channel has been made [5] , [6] , and there is an on-going debate regarding achievable data rates [8] - [12] and complexity of two line codes. In a VDSL system, complexity is an important factor since it impacts the die size and cost. In addition, the optical network unit (ONU) requires low-power consumption (1 W/line) to achieve high port densities for economical VDSL deployment. Hence, system complexity becomes important since it is proportional to the power consumption.
The purpose of this paper is to provide a complexity analysis of the two modulation schemes described in VDSL technical specification for DMT [3] and SCM [4] . In analyzing system complexity, we consider the downstream direction from VTU-O transmitter to VTU-R receiver. There have been a few studies on the complexity analysis of two line code [13] - [15] . In [16] , the complexity of DMT ADSL and DMT VDSL systems is described in terms of the number of operations (MIPS) in programmable DSP systems. Specifically, our analysis differs from these previous efforts by not only including traditional arithmetic complexity measures such as the number of multiply-andaccumulate (MAC) operations but the memory requirements as well. Furthermore, we normalize these metrics with respect to the number of information bits transmitted and scale it with respect to the precision in order to obtain complexity metrics that are comprehensive.
Employing the symbol period as a unit of time, we denote and as the number of multiply-accumulates (MACs) and memory locations required to transmit a symbol. As the number of bits per symbol are usually different for DMT and SCM, we propose and (henceforth referred to as rate normalized metrics) as the number of MACs and number of memory locations, respectively, needed per transmitted information bit, i.e.,
where is the number of bits per symbol. Further, in order to account for precisions, we propose the following two complexity metrics (henceforth referred to as precision scaled metrics) and are the precisions of the MAC and the number of bits per word in the memory, respectively.
The organization of this paper is as follows: in Section II, we briefly review the signal processing blocks of a multi-carrier system and analyze its complexity. In Section III, the singlecarrier system is analyzed in a similar manner. In Section IV, we provide the comprehensive complexities of the two line codes and we conclude in Section V.
II. COMPLEXITY ANALYSIS OF DMT

A. Overview
DMT employs a large number of carriers with each being individually quadrature amplitude modulated. The parameters of a DMT based VDSL system [3] are shown in Table I .
The block diagram of a typical DMT system is shown in Fig. 1 . In the transmitter, the input data bits is mapped onto QAM constellation points with up to 11 bits per tone in order to generate the frequency domain samples ( ). Each tone has a complex transmit gain to control the tone power. As the number of tones equal , real multiplications are required for transmit gain scaling and memory locations are required each for the bit-allocation table and gain constants.
The frequency domain samples are converted into a time domain symbol by applying an -point inverse FFT (IFFT) (5) where is the time domain sample, is the frequency domain sample and . For a real sequence , has the conjugate symmetry property (6) which enables an -point IFFT to be implemented via an -point complex IFFT with an additional butterfly operation for the preprocessing stage [17] . Since multiplications are required in each butterfly stage and there are butterfly stages including the preprocessing butterfly stage, a total of complex multiplications (or real multiplications) are needed. 1 Similar complexity is required for the -point FFT operation at the receiver. For the FFT/IFFT operation, assuming in-place computation and exploiting the odd symmetry in the transform coefficients, one can show that complex memory locations are required for coefficient storage.
A cyclic extension is added to the time domain symbol to reduce intersymbol interference. Next, windowing is applied to reduce out-of-band leakage [18] . This operation requires 2 multiplications and memory locations. The resulting signal is then passed through a digital-to-analog converter and transmitted.
In the receiver, after the analog-to-digital converter (ADC), the received signal is shaped via a window function in order to reduce interchannel interference. Note that a time-domain equalizer is generally unnecessary in VDSL DMT as the channel impulse response is shorter than the recommended cyclic prefix length. Received symbols are transformed into frequency domain via an FFT operation. Due to channel impairments, signals in each subchannel undergo attenuation and phase rotation during transmission. The frequency domain equalizer (FEQ) inverts the channel with a complex multiplication for each tone, which can be achieved by 3 real multiplications per tone [19] . In the FEQ, complex memory locations are required for data and coefficients. The decision device then detects the symbols in each tone. The overall complexity of the DMT system is summarized in Table II .
B. ADC Precision
Assuming a uniform quantization noise model, the signal-toquantization noise ratio (SQNR) at the ADC output is given by [22] SQNR PAR dB (7) where is the ADC precision, PAR is the peak-to-average ratio defined as , where the dynamic range of the ADC output is [ ] and is the received signal. Since the absolute peak does not occur very frequently in practice, a realistic value for the PAR can be determined by specifying the probability of clipping . Since the probability density function of the DMT signal is well approximated as a Gaussian, can be expressed as , and hence PAR is given by
For a typical clipping probability of 10 , PAR computes to 14.5 dB from (9) 2 .
Since SNR , the relationship between the SNR and SQNR at the receiver input is given by SQNR SNR dB (10) where the quantization noise power to channel noise power ratio is defined as . In VDSL, the dominant source of noise power is due to far-end crosstalk (FEXT). The power of FEXT is expressed as [1] PSD (11) where is the number of disturbers, is coupling constant, is the line length, and channel loss in decibel is typically . The SQNR needs to be higher than the subchannel in order to minimize the impact of ADC quantization noise on the BER. If the degradation in SNR due to quantization noise is to be limited to 0.25 dB [18] , i.e.,
SQNR
SNR dB (12) From (7) and (12), the ADC precision is obtained as
The ADC precision in DMT is determined by the subchannel with the highest SNR because each subchannels needs to have the same BER.
The number of bits in a subchannel is given by [12] SNR (14) where is the SNR gap, is the system margin, and is the coding gain. For a bit error rate of 10 , the required SNR in subchannel approximates to SNR (15) Employing (7), (12) , and (15), we have the following approximate expression for the ADC precision PAR (16) The draft standards [1] , [3] specify a noise margin of 6 dB and the coding gain of approximately 3 dB. As the maximum number of bits per subchannel is constrained as: , from (16), the ADC in a DMT system requires bit precision.
C. Internal Precision
Since digital processing in a DMT system is performed primarily in the FFT/IFFT blocks, the quantization noise of the FFT should be less than the ADC quantization noise, i.e.,
SQNR
SQNR (17) When implementing an FFT in fixed-point arithmetic, scaling is needed to guard against overflow in the butterfly computations.
If an appropriate scaling scheme is employed, SQNR can be expressed as [22] SQNR (18) Substituting (7) and (18) into (17), we get PAR (19) As supported in Fig. 2 , (19) indicates that doubling the FFT size necessitates 0.5 additional bits in order to maintain SQNR. With PAR dB, bits, and , we obtain the required precision bits. 
D. Complexity Analysis
The relationship between the sampling frequency and the bit-rate in DMT (referred to as the rate constraint) is given by (20) where is the number of samples in the cyclic extension, is the total number of bits per symbol, and is the sampling frequency. The duration of the cyclic extension is chosen to be greater than the channel delay spread in order to prevent ISI, i.e.,
In addition, the block size should be chosen such that the cyclic extension results in minimal loss in throughput, i.e., (22) where is typically 5-7%. From (21) and (22), we obtain the throughput loss constraint (23) Substituting (22) in (20) , we get (24) Note that (23) and (24) indicate that , i.e., the symbol period should be sufficiently larger than the delay spread. In any case, (24) implies that increases with the delay spread of the channel . Using (20) , (22) and Table II , we have the rate normalized arithmetic complexity as follows: (25) where is given by (24) . Similarly, the rate normalized memory complexity is given by
The precision scaled arithmetic and memory complexity metrics are then obtained as (27) and (28) where is given by (19) . Note that the complexity of multiplier is given by [23] .
III. COMPLEXITY ANALYSIS OF SCM
SCM [24] - [27] includes carrierless AM/PM (CAP) based on passband spectral shaping and quadrature amplitude modulation (QAM) based on baseband spectral shaping. The parameters of an SCM based VDSL system [4] are shown in Table III . Since there are no substantial differences between QAM and CAP, without loss of generality, we consider the CAP system (see Fig. 4 ) in this paper.
A. Overview
Both DMT and SCM for VDSL employ frequency-division duplexing (FDD) which partitions the frequency spectrum into two upstream and downstream transmission bands as shown in Fig. 3 [4] . In each of the bands in SCM, a maximum of 8 bits/symbol can be allocated. These symbols are modulated in the digital domain via pulse-shaping filters. The in-phase and quadrature-phase filters are designed to form a Hilbert pair. The transmitted signal is expressed as (29) where and are discrete multilevel symbols at time , and are impulse responses of the in-phase and quadraturephase pulse-shaping filters, respectively. The passband impulse responses and are given by (see Fig. 5 )
where is the carrier frequency and is the square-root raised cosine filter with a roll-off factor and bandwidth , where is the symbol period. If we assume the number of taps in a transmit pulse-shaping filter to be , multiplications and memory locations are required in each band. Note that for the disparity between the symbol rate in each transmit band, the transmit filter includes an interpolator to perform digital upsampling operation [28] .
At the receiver, the sampled and decimated signal is fed to a decision feedback equalizer (DFE). The DFE is composed of a parallel combination of two adaptive feedforward and feedback FIR filters. While the feedback filters operate at a symbol rate of , the feedforward filters usually operate at a multiple of the symbol rate , where is the oversampling factor. As shown in Fig. 4 , the feedforward filter and feedback filter work together to equalize the channel distortion and compensate for time-varying narrowband radio frequency interference (RFI).
If we assume the number of filter taps of the feedforward and feedback filters to be and , respectively, then and multiplications [19] are required for equalization in the receiver. In addition, and memory locations are required for the feedforward and feedback filters, respectively. We do not consider the complexity of the coefficient update block since this operation is performed infrequently in steady state. After equalization, the decision device (slicer) converts the equalized signal into data symbols which are subsequently decoded. The complexity of an SCM system is summarized in Table IV. To achieve reasonable performance, the overall equalizer length needs to be greater than the channel impulse response. If we restrict our attention to the feedforward equalizer only, the feedforward filter should span the delay spread of channel impulse response. Thus, we approximately have (31) where we set as the duration that accounts for 99% of the total channel impulse response power.
In general, the feedforward and feedback filters in a DFE equalize the precursor and postcursor ISI, respectively. Fig. 6 shows the channel impulse response for the 1 kft and 4 kft length of 26-gauge line [1] . The number of taps increases with delay spread thereby increasing the complexity of SCM.
B. ADC Precision
Equation (13), derived for a DMT system, applies to SCM as well but with the following difference. The receiver input SNR is computed for each band and PAR is typically smaller. Fig. 7 compares the probability distribution function of an SCM transmit signal with a 256-point constellation in band1 and a 64-point constellation in band3 with that of a DMT system with 4096 tones. As going from single-band to two-band FDD scheme, PAR of SCM increases considerably. However, as can be seen, the distribution of SCM is narrower than that of DMT. For a clipping probability of 10 , the PAR ratio of SCM is about 10.3 dB.
The SNR at the receiver front-end is given by SNR (32) where PSD is the received signal power, PSD is the transmission power spectral density, is the power of the channel transfer function, is the AWGN power, and is the power of other crosstalks including FEXT in (11) .
For the downstream band 1 shown in Fig. 3 and ANSI specified noise model A [1] with 20 VDSL FEXT disturbers, the SNR at short distance ( kft) computes to 36.8 dB. Substituting SNR dB, dB into (13) results in bits.
Since SCM employs FDD, the signal power at the receiver front-end increases due to the ingress in adjacent frequency bands. Thus, it degrades performance and increases the ADC precision. In order to alleviate this problem, a guard band between the upstream and downstream band and an analog bandpass filter are used [4] , [29] .
C. Internal Precision
Since the inputs of the feedback filter are the slicer outputs which require only 4 bits for each I and Q channels, it is the feedforward filter that dominates the arithmetic complexity.
Let and be an received input and coefficient vector, respectively, and assume that is the filter output given by , then the error signal in feedforward filter is (33) where is the desired output. In order to reduce the impact of quantization noise on the BER, the mean square quantization error should be much smaller than the mean square error with infinite precision [30] .
The mean square quantization error in the filter output can be expressed as (35) where and are the coefficient quantization error vector and the output quantization error vector, respectively. We assume that the coefficient quantization errors have zero mean with variance , where is the coefficient precision. In addition, we assume that the received signal and the quantization error in the coefficients are uncorrelated. With these assumptions, we have where the output SNR is defined as , is the desired signal power, is the margin needed to minimize finiteprecision effects, and is the receiver input to output signal power ratio.
Since is linearly dependent on SNR, a channel with short distance usually requires maximum precision. In order to minimize the finite-precision effects, we chose , which results in 0.1 dB between infinite and finite precision performance. An AGC setting is assumed such that becomes unity. For an SNR of 34.3 dB and 64 feedforward taps in 2 kft channel, (37) indicates that a 11 bit coefficient precision is required. This is supported by simulation results in Fig. 8 , where the desired performance is achieved with 11 bits of precision.
D. Complexity Analysis
In SCM (38) where is the number of bits per symbol and is the constellation size, respectively, for the th band.
Using the results of Table IV , we obtain the expression for the rate normalized complexity metric as
Similarly, the rate normalized memory complexity is given by
The precision scaled arithmetic and memory complexity metrics are then obtained as (41) and (42) where and are given by (37) and (13), respectively.
IV. DISCUSSION
In the previous sections, we have analyzed the complexity of DMT (see Table II ) and SCM (see Table IV ) VDSL systems that satisfy the corresponding draft standards in [3] and [4] , respectively. In this section, we employ these results in order to evaluate the complexity of DMT and SCM as a function of the channel length (delay spread ).
Given a channel delay spread and the relation , (23) indicates that whereas (31) indicates that for SCM the equalizer tap length is given by
Assuming that the transmit spectra are the same for both systems, is much greater than . However, FFT algorithms reduce the computational complexity of DMT to . In addition, in downstream band 1 and 3 of DMT at 1 kft is approximately given by whereas for SCM indicating that the number of bits per symbol in DMT is much larger than SCM. Thus, we can expect the rate normalized complexity of DMT to be in general smaller than that of SCM.
To evaluate the overall complexity of two line code, we simulated these schemes for various VDSL channel conditions. The system parameters used in the simulations are listed in Tables I and III, where we used maximum 11 bit per tone  ( and, hence, 12 bits ADC) in DMT and maximal allowable symbol rate ( kHz, where kHz, is roll-off factor) in SCM for a comparable bandwidth. First, we considered a single 24-gauge VDSL channel with AWGN and self-FEXT from 20 other users. In DMT, we computed the bit loading tables [31] assuming an SNR gap of 9.8 dB, a noise margin of 6 dB, and a coding gain of 3 dB. In SCM, we considered only the feedforward equalizer with taps determined according to (31) . For both systems, the downstream band1 and 3 of spectral plan 998 shown in Fig. 3 is employed [4] . Fig. 9 (a) plots the rate normalized metrics and given in (25)- (26) for DMT and (39)-(40) for SCM. As expected, we find that DMT is better than the SCM overall with the difference increasing with . When precision scaled complexity metrics are considered [(27)-(28) for DMT and (41)-(42) for SCM], we find from Fig. 9 (b) that DMT is also better in memory complexity. However, we observe that SCM has a lower computational complexity than DMT for cable lengths of up to 3.25 kft. For distances longer than 3.25 kft, DMT has a lower computational complexity as well as a lower memory complexity. We next considered a VDSL channel having mixed gauge and bridge tap. Bridge tap is an open-ended twisted pair, which is connected in shunt with a working loop. Bridge taps are usually located near the customer premises with length varying from tens to hundreds feet [32] . As shown in Fig. 10 , the bridge tap introduces deep nulls at odd multiples of a certain frequency and thereby attenuates the transmitted signal more severely. In addition, a fraction of the incident signal is reflected back to the transmitter and, therefore, attenuates the signal. In order to handle these nulls, DFE needs to be employed in SCM and a corresponding subchannel should be reduced or turned off in DMT. As the feedback filter with proper taps performs as well as any longer size due to the finite length of channel response [34] , we set the size of feedback filter taps at the point where performance converges. Fig. 11 shows the complexity and performance results for the case where bridge tap with mixed gauge (24 to 26 gauge) is located at 150 ft from the customer premises end. We observe that SCM maintains its advantage in computational complexity for a distance less than 3 kft.
As a worst case scenario, a channel where radio frequency interference (RFI) is present was considered. Since VDSL overlaps an amateur radio band, a copper wire acts as an antenna attracting the narrowband radio signal into the VDSL receiver and radiating the transmit signal into the radio station. As an amateur radio receiver is very sensitive, unwanted radiation of the VDSL signal may severely harm the communications. In order to suppress the RF egress into the amateur radio receiver, transmit PSD in these RFI bands should be attenuated (down to 80 dBm/Hz [1] ). As specified in the standard [1] , downstream band1 overlaps with 1.8-2.0 and 3.5-4.0 MHz radio band and band3 overlaps with 7.0-7.3 MHz radio band.
To overcome this problem, the tone overlapping with the RFI band needs to be turned off in DMT transmitter. As the subcarrier in DMT has spectral leakage due to the imperfect band separation, we also turned off one additional tone on each side. In SCM transmitter, a second-order IIR notch filter is employed to reject RFI egress [35] , which requires three additional MACs for each sample in the transmitter. For the RFI simulation, we included the RFI signal generated by double-sideband modulated Gaussian signal with a 4-kHz cutoff frequency. Fig. 12 shows the complexity and performance in the presence of RFI. Due to the large residual ISI caused by notching RFI, we can see that the performance of SCM degrades severely for a long distances. Note that the crossover distance at which DMT has lower computational complexity is now around 2 kft. Finally, we considered the case where only downstream 1 band (DS1) is employed. It is evident from the previous results that the performance degradation in a long distance channel is significant in both systems (especially for the high frequency band). Thus, only downstream band1 can be used in many practical situations for economic reasons. For the same channel configuration of Fig. 9 , we employed 2048 tone in DMT and single transmitter for DS1 in SCM. As seen from Fig. 13 , for both systems, we can observe the considerable improvement in efficiency compared with that of full band use shown in Fig. 9 . It is also shown that SCM has lower computational complexity until 3.5 kft.
V. CONCLUSION
In this paper, we provided the system complexity analysis of two modulation scheme (DMT and SCM) for very high-speed digital subscriber line. By analyzing the transceiver complexity for the downstream direction of VDSL, we computed the arithmetic complexity expressed as multiply-and-accumulate (MAC) operation and memory requirements. In addition, we presented the rate normalized complexity ( ) and precision scaled complexity ( ) in order to obtain more comprehensive metrics. While SCM has a smaller computational complexity in a loop with short distance, it is observed that DMT has smaller computational complexity in a long distance and complex channel as mixed gauge with bridge tap or RFI. The information presented in this paper can be used as a reference for other analysis such as complexity analysis in upstream direction, transceiver power estimation or can serve as a baseline in complexity analysis for other transmission channels.
