Abstract. We study the long-range asymptotic behavior for an out-of-equilibrium countable one-dimensional system of Brownian particles interacting through their rank-dependent drifts. Focusing on the semi-infinite case, where only the leftmost particle gets a constant drift to the right, we derive and solve the corresponding onesided Stefan (free-boundary) equations. Via this solution we explicitly determine the limiting particle-density profile as well as the asymptotic trajectory of the leftmost particle. While doing so we further establish stochastic domination and convergence to equilibrium results for the vector of relative spacings among the leading particles.
1. Introduction
1.1.
Competing Brownian particles and the Atlas model. Systems of competing Brownian particles interacting through their rank-dependent drift and diffusion coefficient vectors have received much recent attention. For a fixed number of particles n ∈ N, such system is given by the unique weak solution of dX i (t) = j≥1 γ j ½ {X i (t)=X (j) (t)} dt + j≥1 σ j ½ {X i (t)=X (j) (t)} dW i (t) , (1.1) for i = 1, . . . , n, where γ = (γ 1 , . . . , γ n ) and σ = (σ 1 , . . . , σ n ) are some constant drift and diffusion coefficient vectors and (W i (t), t ≥ 0), i ≥ 1 are independent standard Brownian motions. Here X (1) (t) ≤ X (2) (t) ≤ . . . ≤ X (n) (t) are the ranked particles at time t, with which we associate the R n−1 + -valued spacings process Z(t) = (Z 1 (t), Z 2 (t), . . . , Z n−1 (t)), t ≥ 0, given by
The variables Y k (·) and Z k (·) correspond to the k-th ranked particle and k-th spacing, respectively. For example, Y 1 = min i X i denotes the leftmost particle, and the i-th particle has rank k at time t iff Y k (t) = X i (t) (breaking ties in lexicographic order, if needed). The index i of a particle X i (t) is called its name. We call X = (X 1 , X 2 , . . .) a system of named particles, and Y = (Y 1 , Y 2 , . . .) a system of ranked particles.
In particular, existence and uniqueness of the weak solution to (1.1) was shown in [3] (a work motivated by questions in filtering theory). The system (1.1) has also reappeared in stochastic portfolio theory under the name first-order market model (see [6, 14, 15] ). In this context one models the capitalization of the i-th stock in a certain portfolio, by e X i (t) , with non-increasing j → γ j and j → σ j to capture the empirical observation that stocks of a smaller capitalization tend to have both larger growth rate and a larger volatility. Thanks to its intriguing mathematical features, both ergodicity and sample path properties of this model have undergone a detailed analysis for fixed n (e.g. [20, 22, 23, 37] ), augmented by studies of convergence, asymptotic fluctuations, concentration and large deviations properties of the solution to (1.1) for n → ∞ and suitably re-scaled vectors γ; see [21, 25, 26, 27, 34, 43] , [29] , [33] and [9] , respectively (or [7, 28, 40, 42] for analysis of some related processes).
In this article, we focus on the asymptotic long-range behavior of the analogous infinite particle system, focusing on the infinite Atlas model (denoted hereafter by atlas ∞ (γ)), which has been constructed in [32, Section 3] , namely, the system (1.1) for n = ∞ and γ = (γ, 0, . . .) for some γ > 0. Informally, its a system of infinitely many particles on R, where at each time the currently leftmost particle has added drift γ to the right while all other particles move as standard Brownian motions (named after the Greek mythology about the Titan Atlas condemned to hold up the sky for eternity, for here the drift of the leftmost particle is what keeps all other particles in place).
To rigorously define the atlas ∞ (γ) (and similar infinite systems of rank-dependent diffusions), let us call x = (x n ) n≥1 ∈ R ∞ rankable if there exists a bijective mapping π x : N → N such that x (i) := x πx(i) ≤ x πx(j) for all 1 ≤ i ≤ j ∈ N. The uniqueness of such ranking permutation π x : N → N is then assured by resolving ties in lexicographic order (i.e. if x πx(i) = x πx(j) for some i < j, then we set π x (i) < π x (j)), and it leads to the ranked terms x (1) ≤ x (2) ≤ x (3) ≤ . . . of x. The solution of (1.1) starting at some fixed x ∈ R ∞ (i.e. having a.s. X i (0) = x i for all i ∈ N), is thus well defined if a.s. the resulting process X = (X 1 (t), X 2 (t), . . .) is rankable at all t (with a measurable ranking permutation). In this context, recall [22] (see [42, Prop. 3.1] ), that if i≥1 e −αx 2 i < ∞ for any α > 0 , (1.3) then there exists in the weak sense a version of the thus defined atlas ∞ (γ) starting from X(0) = x = (x i ), and it is further unique in law.
Without loss of generality, all atlas n (γ), n ∈ N ∪ {∞}, evolutions considered in this paper, start at a ranked configuration (i.e. Y k (0) = X k (0) for all k ≤ n). Moreover, for n = ∞ we assume that our (possibly random) initial configuration X(0) is always such that a.s. (1.3) holds. Indeed, this clearly applies when X(0) is sampled as a Poisson point process on R + of constant intensity λ > 0. Using the latter law, denoted hereafter as ppp + (λ), is equivalent to having the initial configuration Z(0) of the gap process drawn as Z (λ) , namely from the infinite product
Exp(λ), λ > 0, (1.4) of exponential distributions with the same rate λ.
Remark 1.1. The evolution of atlas ∞ (γ) particles-configuration X(·), for left-most particle drift γ > 0 and initial configuration X(0) drawn from ppp + (λ), is the same as that of the γ −1 atlas ∞ (1) particles-configuration after scaling time by factor γ 2 and using the random initial configuration drawn from ppp + (λ/γ). Consequently, without loss of generality we restrict our attention hereafter to the canonical drift choice γ = 1 (which we denote by atlas ∞ ).
Of particular note is the case of atlas ∞ with X(0) sampled according to the ppp + (2) law, or equivalently Z(0) = Z (2) ∼ ρ 2 . Indeed, building on the general theory of stationary distributions for reflected Brownian motions in polyhedra (due to [45] , c.f. the survey [46] ), it is shown in [32, Corollary 10] that the spacings process (Z 1 (t), . . . , Z n−1 (t)) for atlas n (1) has the unique invariant measure 5) from which it can be deduced, [32, Theorem 1] , that ρ 2 is an invariant measure for the spacings process of atlas ∞ (see also [35] for invariant measures of spacings when the particles follow linear Brownian motions which are repelled by their nearest neighbors through a potential). In contrast, consider the semi-infinite Harris system, i.e. when γ = (0, 0, . . . ), also starting at X(0) ∼ ppp + (λ), clearly X (1) (s) → −∞ for s → ∞ with diverging spacings between particles at the configuration's left edge (see [1, Section 4] for more results of a similar spirit). Thus, one can informally argue that [32, Theorem 1] implies that adding drift of critical value to the leftmost particle, compensates the spreading of bulk particles to the left, thereby keeping the system at equilibrium. Along this line of reasoning, [10] verifies [32, Conj. 3] , that at the equilibrium ppp + (2) initial configuration of atlas ∞ , 6) for standard normal G and some finite, positive constant c. Indeed, such asymptotic fluctuations at equilibrium were established for a tagged particle in both doublyinfinite Harris system, [13, 18] , the symmetric exclusion process associated with the srw on Z, [1, 12, 31, 35] , and following [10] also for a discrete version of the Atlas model (see [19] ). Somewhat surprisingly, [39] refutes [32, Conj. 2] by exhibiting the infinite family of invariant product measures ρ(a) := k Exp(2 + ka), a > 0, for the spacings process of atlas ∞ . Similar collections appeared before in the characterization of all invariant spacings measures for certain non-interacting discrete models (see [36, 41] ), but the question of determining all invariant measures for the atlas ∞ spacings, remains open. It is further shown in [39] that the drift induced by the exponentially growing in x number of particles in a fixed size interval around x, is strong enough for having under ρ(2a) that E[X (1) (s) − X (1) (0)] = −as and building on it, [44] shows that the collection {X (1) (s) + as} is then tight (in contrast with a = 0, where (1.6) applies).
1.2. Out of equilibrium: main results. Our goal is to determine the out of equilibrium long-range behavior of atlas ∞ . That is, study its particle configuration in the limit s → ∞ when λ = 2. By the preceding, one should expect having
However, nothing has been done in this direction and extra caution must be exercised in the presence of the infinitely many (other extremal) equilibrium measures ρ(a), a > 0. Beyond confirming (1.7) the precise rate of growth of |X (1) (t)| is also of interest, as well as the limiting particle density profile, which is expected to interpolate between the equilibrium value 2 near the leftmost particle and the initial value λ at far away lying regions. To this end, the key object of study is the following collection measurevalued processes
(1.8)
on R + × R, indexed by b > 0, where each of the time-space re-scaled named particles
is finite for all b, t and r < ∞ (c.f. Lemma 3.1), prompting us to work in the space M ⋆ (R) of Borel, locally-finite non-negative measures on R which assign finite mass to (−∞, 0). We equip M ⋆ (R) with the C ⋆ -topology under which the functional µ → µ(f ) = R f (x)µ(dx) is continuous for any f ∈ C ⋆ := {continuous, bounded functions on R which are eventually zero}. In analogy with the C b -topology on the space M 1 (R) of Borel probability measures, this topology of M ⋆ (R) is metrizable by
with f BL := f ∞ + f Lip for the Lipschitz pseudonorm · Lip . Let C denote the space of all continuous µ(t, ·) :
, and d be any metric in C whose topology coincides with the topology of uniform convergence on compact subsets of R + . We further show that Q b (t, ·) ∈ C (see Proposition 3.2), and establish by a non-equilibrium hydrodynamics approach, the following asymptotic for Q b (·, ·) as b → 0. Theorem 1.2. Fixing λ > 0, start the atlas ∞ evolution at X(0) distributed according to the ppp + (λ). Then, as b → 0, the C-valued measure-valued processes (Q b (t, ·)) t≥0 converge in probability to Q ⋆ . The latter non-random limit has, for each t ≥ 0, an absolutely continuous measure Q ⋆ (t, ·) whose density with respect to Lebesgue's measure is
for the standard normal cdf Φ(·) and constants
The value of κ ∈ R is set as the unique solution of
Further, the re-scaled left-most particle
converges in probability to y ⋆ (·), uniformly over compact sets.
is strictly increasing, with g(κ) ↓ −∞ for κ ↓ −∞, g(0) = 0 and g(κ) ↑ 1 for κ ↑ ∞, hence the uniqueness of the solution of (1.12), which is positive for 0 < λ < 2 and negative for λ > 2.
For insight about the resulting limiting particle-density profile u(t, ·) = u ⋆ (t, ·), note that (1.11) and (1.12) are equivalent to the algebraic equations
The relation (1.13) amounts to the initial condition
Alternatively, (1.13) reflects having the initial particle-density λ when x → ∞ (as far away particles are not yet aware of the drift endowed to the left-most particle). Similarly, the relation (1.14) is due to the particle-density profile near the left-most particle, quickly reaching its equilibrium value. That is,
Finally, (1.15) is merely saying that, as in Stefan's problem, the left boundary of our particle-density profile, namely the re-scaled left-most particle, is moving according to the corresponding density flux, i.e.
Indeed, it is easy to verify that the function u ⋆ (t, x) (with the associated, differentiable function y ⋆ (t) = inf{x : u ⋆ (t, x) > 0}), forms a uniformly bounded and uniformly positive on x ∈ (y(t), ∞), solution of the one-sided Stefan problem consisting of the one-dimensional heat equation It is the flux condition (1.18) which results with the particles cloud expanding (namely, κ < 0), when starting above the equilibrium density (that is, λ > 2), while contracting (namely, κ > 0), when starting below the equilibrium density (that is, with λ ∈ (0, 2)). The rate of such expansion/contraction is √ t with a non-random leading constant κ. Specifically, unraveling Y 
For λ = 2 this only shows that the asymptotic fluctuations of the leftmost particle are of o(t 1/2 ), whereas [10] provides a finer result of O(t 1/4 ) asymptotic fluctuations that converge in distribution to a properly scaled 1/4-fractional Brownian motion. Another immediate consequence of Theorem 1.2 is the convergence in probability 21) for each x 1 < x 2 . That is, the number of atlas ∞ particles at time s within
u ⋆ (1, z)dz for s ≫ 1 (which is why we call u ⋆ (1, ·) the limiting particle density profile).
Continuing in this direction, recall that weak convergence of probability measures on R, with a limiting cdf F ∞ which is strictly increasing at all x such that 0 < F ∞ (x) < sup x F ∞ (x) := F ∞ , implies the convergence for each q ∈ (0, F ∞ ) of the q-th quantile for the corresponding cdf-s, with their limit being F −1 ∞ (q). It is easy to verify that the same applies for convergence in (M ⋆ (R), d ⋆ ). Consequently, with u ⋆ (t, x) > 0 at all x ≥ y ⋆ (t), we get from Theorem 1.2 the following limiting densityprofile for the ranked particles {Y i } and the corresponding spacings process {Z i }. 
Corollary 1.5 provides the limiting density-profile of ranked particles in the bulk, where the transition from the equilibrium density to the initial density occurs. While this corollary does not reach all the way to individual spacings (near the left edge), it is supplemented by stochastic domination results for our spacings process, which are of independent interest. To present these, first recall the following relevant definition.
We say ξ is stochastically dominated by ξ ′ , denoted by ξ ξ ′ , if using the componentwise partial order for vectors in R n , we have
Similarly, an 
The preceding proposition states that starting atlas ∞ from ρ λ distributed spacings, if λ < 2 the initial spacings are stochastically larger than the invariant (flat, ie ρ(0)), law, and as time increases, they become smaller, converging weakly to the equilibrium ρ 2 . In contrast, when λ > 2 the initial spacings are stochastically smaller than the invariant law and become wider as time increases. In this case we do not prove convergence to the invariant measure ρ 2 . Indeed, determining which initial configurations yield convergence to the invariant spacings distribution ρ 2 , is an interesting open problem.
1.3. Sketch of proof of Theorem 1.2. The Stefan problem (1.18)-(1.19) with boundary conditions similar to (1.17) and strictly positive, jump initial conditions, appeared before in [30] , where the effect of a single (tagged) asymmetric particle on (truly) doubly-infinite symmetric exclusion processes on Z is considered (see [30, formula (5. 2)]). The key to the analysis of [30] is the interpretation, made already in [2, Section 4] , of the spacings between particles for the exclusion process associated with a srw on Z, as a series of queues, also known as the zero-range process with constant rate, which conveniently admits product equilibrium invariant measures (c.f. [16, 32] and the references therein, for various other works that utilize such connections).
Lacking such connection here, in Section 2 we build on [38] to prove Proposition 1.7. Combining these comparison results in Section 3 with large deviation estimates for i.i.d. Brownian motions and for the initial ppp, we establish the a.s. pre-compactness and suitable regularity of {Q b (·, ·), b > 0}, hence the existence of limit points in C when b → 0. Upon justifying the application of Ito's lemma, which results with a diminishing martingale (noise) term as b → 0, we deduce in Proposition 3.11 that all limit point of Q b (·, ·) satisfy the same weak (distributional) form of (1.16)-(1.19) given in Definition 3.9. Taking advantage of the a-priori regularity properties of such limit points, we reformulate in Section 4 our weak form, in terms of the one-sided Stefan problem alluded to above, thereby using standard pde tools to establish the uniqueness of its solution (and thus concluding the proof of Theorem 1.2).
Open problems.
The N-valued index I(·) of the named particle occupying the left-most position, is given by
Theorem 1.2 does not track I(t).
However, given its diffusive Brownian scaling, we postulate that { √ tI(t)} t≥0 is tight and converges in distribution (as t → ∞). The limiting density is further conjectured to be
with p x (t, y) the fundamental solution of the one-dimensional heat equation (1.19) for domain y ⋆ (t) = κ √ t, starting from δ x and having the Newman (reflecting) boundary condition at y ⋆ (·). The related occupation measure of the left-most position during [0, t] in terms of named particles, is given by
Similarly to (1.24), we expect the convergence of (2ǫ
, t) when t → ∞ followed by ǫ → 0, but proving such convergence and characterizing the limit measure, are both open problems.
Proof of Proposition 1.7
We rely here on [38] which deals with the infinite particle version of (1.1), in which particles are ranked from left to right, and the one which currently has rank k moves as a Brownian motion with drift coefficient γ k and diffusion coefficient σ γ k and σ 2 k , k ≥ 1 as model parameters). Indeed, since ρ 2 ρ λ when λ < 2, the convergence of f.d.d. when starting at ρ λ , λ < 2, is a direct corollary of [38, Theorem 4.7] . Turning to establish the claimed stochastic domination, we show only (1.25), as the proof of part (b) of the proposition follows analogously. To this end, we first prove that the spacings process Z is stochastically decreasing. That is,
. .) denote the corresponding ranked systems, namely
The atlas ∞ (1) process X corresponds to (1.1) with drift coefficients γ 1 = 1, γ 2 = γ 3 = . . . = 0 and unit diffusion coefficients, while the atlas ∞ (λ/2) process X ′ has the drift coefficients γ
. . = 0, and unit diffusion coefficients. For 0 < λ < 2, we have that 
With ρ λ an invariant measure for the spacings process of atlas ∞ (λ/2), clearly Z ′ (t) ∽ ρ λ for all t ≥ 0, hence the preceding stochastic domination translates into (2.1). We proceed to show by a similar reasoning that
To this end, note that the process X (s) (·) := X(· + s) satisfies (1.1) with the same parameters as X(·), but starting from X (s) (0) = X(s) as the initial law and having
(in view of (2.1)), hence applying [38, Corollary 3.10(ii)] to the pair of systems Y (·) and Y (s) (·) yields (2.2) (see also [38, Remark 4] ). Finally, to show that Z(t) ρ 2 for t ≥ 0 we consider yet another auxiliary process X ′′ , which is an atlas ∞ (1) whose spacings Z ′′ start at the invariant law Z ′′ (0) ∽ ρ 2 . Clearly, Z ′′ (t) ∽ ρ 2 for all t ≥ 0 and since 0 < λ < 2,
Using again [38, Corollary 3.10(ii)], we see that Z(t) Z ′′ (t) ∽ ρ 2 , as claimed.
Tightness and regularity of
Throughout this section we consider the point processes Q b (·, ·) of (1.8) for the atlas ∞ model {X i (t), i ≥ 1, t ≥ 0} starting at X(0) drawn from the ppp + (λ) distribution. In this context, our first result justifies the earlier statement that for each b > 0, with probability one
Lemma 3.1. For any T < ∞ there exist c T (r) → 0 as r → −∞, such that sup r {c T (r)/(1 + r 2 )} < ∞ and
, where {X i (t)} are the named particles of the semi-infinite Harris system (ie. atlas ∞ (0)), starting atX(0) = X(0) ∼ ppp + (λ) and using the same driving Brownian motions {W i (t)}. For any r ∈ R, endowing a positive drift γ 1 to some coordinates ofX(·) only decreases the number of particles in (−∞, r), regardless of which coordinate such drift applies at any given time. Hence, it suffices to prove (3.1) forQ
2) so Markov's inequality yields (3.1) for
Turning to bound c T (b, r), we fix T < ∞, with M i denoting i.i.d. copies of the nonpositive min t≤T {W (t)} andM : 
The rhs of (3.4) is a finite bound on c T (r), that decays to zero as r ↓ −∞ and is further bounded above by 4(1 + λ 2 E|M | 2 + λ 2 r 2 ) as claimed.
Building on Lemma 3.1, we show that the C-valued processes {t → Q b (t, ·) : b ≤ 1} are uniformly tight (namely, the corresponding laws are uniformly tight as probability measures on C), hence have limit points in distribution in (C, d).
Proof. Recall (1.9) that d ⋆ is a metric for the projective limit M ⋆ (R) of the spaces M + ((−∞, r]) of finite, non-negative Borel measures on (−∞, r], each equipped with the corresponding weak convergence. Thus,
with the bound (3.1) of Lemma 3.1 yielding d ⋆ -uniform tightness of the collection
where for any µ :
As for (3.7), note that if f Lip ≤ 1 and support(f ) ⊂ (−∞, r], then by (1.8),
and with r≥(y∨1) 2 −r ≤ 2 1−(y) + , we consequently get from (1.9) that for any t, s, b,
We decompose the increments of X i (·), and correspondingly of X b i (·), as the sum
for the semi-infinite Harris system {X i , i ≥ 1} of independent Brownian particles that we have introduced in Lemma 3.1, and the overall translation ∆ i (s, t) to the right due to the unit drift applied during [s, t] whenever X i (·) assumes the left-most position. In particular,X
which together with (3.8) and (3.9) imply that
where for any f : R + → R,
Thus, by Markov's inequality we get (3.7) upon showing that 
We next observe that 
Proof.
Step I: Control of the negative increments. We will show that for each δ, R > 0 there exist c > 0 and C finite such that
From Proposition 1.7 we have that, for any fixed time t, 
) for a ranked Atlas system (Ȳ i (t)) i∈N,t≥0 started at ppp + (λ + ). Furthermore, let ( Y i (t)) i∈N,t≥0 denote a ranked, one-sided Harris system started from a ppp + (λ + ) and
. Since the Harris system does not exert any drift to the particles we have that
From the stochastic monotone relations (3.16) and (3.17), we deduce that for any δ, R, b, t,
Proceeding to bound the second term on the right side of (3.18), since the Harris system has independent trajectories starting at Poisson ( Y i (0)) i∈N , we get that
is a Poisson random variable of mean 20) for a standard Brownian motion B(s). Setting y = (x + δ)b −R/2 ≥ δb −R/2 we have by the reflection principle and classical tail bounds for a standard normal G that
Plugging this into (3.20), we get for c = δ 2 /4, some C(R, δ, λ) finite and all b ≤ 1,
Now, by Markov's inequality, 
14).
Step II: Control of the positive increments. We will show that for each δ, R > 0 there exist c > 0 and C finite, such that
To this end recall Proposition 1.7 that for any fixed t ≥ 0, 25) where the (x * i ) i∈N are the ranked marks of a ppp + (λ − ) and λ − := 2∧λ. Consequently, by the same reasoning that led to (3.16), we deduce from (3.25) that
) and the ranked Atlas system (Ŷ i (t)) i∈N,t≥0 started at ppp + (λ − ). FurtherŶ
where (X b i (t)) i∈N,t≥0 denotes the named (non-ranked) version ofŶ b . Therefore, it suffices for (3.24) to provide such a bound on the right side of (3.26). To this end, consider the decompositionX 27) for m b := ⌈δλ − /(2b)⌉. To bound the right side of (3.26) we first show that 28) and then prove that for all b small enough
Turning to (3.28), wlog we order the particles of the named systemX i according to their initial position and consider the events
Then, in the event B and with C b (i) identically distributed, we get by the union bound that
We proceed to bound the terms on the right by expressions as in (3.28) . Specifically, B b occurs only if the Poisson variable #{i :
Hence by standard tail estimates for the Poisson(λ b ) law,
for some c > 0, C < ∞ and all b ≤ 1. Further, similarly to (3.21) we have that 
hence on the event in the left side of (3.29) we have that ∆ (3.27 ). This in turn implies by (3.10) that 
Consequently, for any q ≥ 0, the quantile mapping
is upper semi-continuous with respect to the d ⋆ -metric. Using hereafter y µ := µ −1 (0), we next deal with regularity in x of limit points Q 0 of the uniformly tight collection Q b , when b → 0. 
Proof. Recall that Q
0 is a sub-sequential limit of the family {Q b , b > 0}, which in view of Proposition 3.2 is uniformly tight as (C, d)-valued random variables. As such, necessarily Q 0 also takes values in (C, d) and in particular t → Q 0 (t, ·) is continuous as a mapping to (M ⋆ (R), d ⋆ ). Our claim amounts to having with probability one, no random T ≥ 0, a − < a + and rational η > 0, such that for c + := (1 + η)λ + (a + − a − ) and c − :
Taking rational q ± → a ± such that (a − , a + ) ⊆ (q − , q + ) in case of (3.35), while [q − , q + ] ⊆ [a − , a + ] in case of (3.36), wlog it suffices to consider in both only rational random a − < a + . Considering rational T k → T , by the d ⋆ -continuity of t → Q 0 (t) and (3.33) we deduce that wrt (3.35) it suffices to rule out having
for some fixed, non-random, rational T ≥ 0, η > 0, a − < a + . Similarly, with t → y Q 0 (t) upper semi-continuous, it suffices wrt (3.36) to rule out having
for some fixed, non-random, rational T ≥ 0, η > 0, a − < a + . Proceeding to rule out (3.37) and (3.38) , recall that with Q 0 a sub-sequential limit in distribution of
This, in combination with (3.1), yields that for some x = x(a + , T ) large enough lim inf 
By (1.8), the event in (3.39) implies that Y ℓ+c
whereas by Proposition 1.7, these probabilities increase upon replacing
That is, if (3.39) holds, then lim inf (3.39) and thereby also to (3.37) .
By the same reasoning, it follows from (3.40) that for c
Thus, in analogy with (3.41), here lim inf We next show that having a uniformly bounded below Radon-Nikodym derivative of Q 0 yields the continuity in t of its quantile and extends the convergence
to that of the corresponding quantile. 
is continuous in t and in r. So, fixing q > 0, we must have that for any t ≥ 0
In particular, since F 0 (s, r) = 0 whenever r ≤ r(s, 0), necessarily r(t, q) > r(s, 0) for all |s − t| small enough. Having in this case, by Proposition 3.4, that U 0 (s, x) ≥ λ − throughout [r(s, q), r(t, q)], we conclude from (3.43) and (3.44) that as s → t,
Further, fixing t ≥ 0 it follows from (3.34), (3.43) and having U 0 (t, x) ≥ λ − for x > r(t, 0) that for any q
Hence, r(t, q) is uniformly Lipschitz continuous in q and taking q → 0 allows us to deduce the continuity of t → r(t, q) at q = 0 from such at q > 0 (due to (3.45) 
By the d-convergence Q b k → Q 0 , the rhs converges to zero along the sequence b = b k , uniformly in x ≤ r. Since the same applies for f x−ǫ,ǫ (y), we have that for any fixed ǫ > 0 and r < ∞,
Thanks to the uniform bound on U 0 (t, x), we have that
With x → F 0 (t, x) non-decreasing, we get (3.46) upon combining (3.47)-(3.49) and taking ǫ → 0. Fixing q > 0 and building of (3.46), we proceed to show that
. Indeed, with F 0 (t, r(t)) = q and F 0 (t, x + ǫ) − F 0 (t, x) ≥ λ − ǫ for any t and x > y Q 0 (t) (by Proposition 3.4), we have that for any ǫ > 0,
It then follows from (3.46) that for all k large enough,
Similarly, with F 0 (t, r(t) + ǫ) ≥ q + λ − ǫ we deduce from (3.46) that r k (t) ≤ r(t) + ǫ for all k large enough and t ∈ [0, T ]. Hence, for any ǫ > 0,
which together with (3.51) results with (3.50), thereby completing the proof.
We proceed to tie the ǫ-quantile of the measure Q b (t, ·), to the corresponding rescaled left-most particle, in the limit b → 0 followed by ǫ → 0. Proposition 3.7. For any T finite and δ > 0,
Proof. We set
and recalling Proposition 1.
For any T finite and δ, ǫ > 0, restricting to any sub-sequence such that Q b k → Q 0 as in Lemma 3.5, the event in (3.52) is contained in
We thus conclude by controlling the probability of the first event in the union (3.55) via (3.54), that of the second event via Lemma 3.3 (with R = 1), handling the third event by the uniform over [0, T ] convergence from part (b) of Lemma 3.5 (at q = ǫ > 0), where the probability of the last event goes to zero as b → 0, thanks to the continuity of t → [Q 0 (t, ·)] −1 (ǫ) from part (a) of Lemma 3.5.
One important consequence of Proposition 3.7 is the existence of continuous limit points in distribution for (Y b 1 (t)) t≥0 (when b → 0), which are further related to the corresponding limit points of (Q b (t, ·)) t≥0 via the mapping Q → y Q(·) . Proof. We fix T finite, δ > 0 and, since Q b k → Q 0 in C we can (and will) assume wlog that the convergence holds almost surely, in the proper probability space. Setting r(t, q) = [Q −1 (t, ·)](q) as in Lemma 3.5 we have that for any ǫ > 0
Considering the lim sup k along b = b k → 0, followed by ǫ → 0, the first term on the rhs goes to zero by virtue of Proposition 3.7. In this setting the second term on the rhs also goes to zero, by part (b) of Lemma 3.5. Finally, by part (a) of Lemma 3.5 the third term on the rhs also goes to zero as ǫ → 0. Consequently, we have shown that almost surely, along the sequence b k → 0, the function Y b 1 (t) converges, uniformly in t, to the continuous function y Q 0 (t) (recall Lemma 3.5(a) at q = 0).
We shall make use of the following weak (distributional) Stefan problem. 
A bounded, measurable u(·, ·) ≥ 0 of continuous y u (t) := inf{x : c . Proceeding to show that any possible limit point U 0 (t, ·) (and the associated y Q 0 (t) ), must be a weak solution as in Definition 3.9, we start with the following handy approximation tool. Lemma 3.10. Fixing u, y and t ∈ R + , the functional S u,y [·](t) is continuous wrt
is separable under this norm.
is a bounded, hence continuous, linear functional on (C 1,2 c , · ⋆ ). This normed space is separable since for any r ∈ N, there exists a countable subset of C 1,2 ([0, r] ×[−r, r]) which is dense wrt f ∞ + f t ∞ + f x ∞ + f xx ∞ (for example, suitable smooth truncations of the collection of polynomials in t and x with rational coefficients). 16)-(1.19) .
Proof. Restricting to a suitable sequence b k → 0 we use Skorokhod's representation to have that almost surely
In view of Proposition 3.4 we further have that a.s.
is finite for all g ∈ C ⋆ and some non-negative U 0 (t, x) uniformly bounded, which by Proposition 3.4 is uniformly positive for x larger than the finite, continuous t → Y 0 1 (t) = y Q 0 (t) = y U 0 (t). Also, having X(0) ∼ppp + (λ), it follows that a.s. when b → 0,
∀x ∈ R (e.g. by the functional lil for partial sums of i.i.d. {Z i (0)} in [5, Theorem 9.4] ). This of course implies that a.s.
c . Excluding all of the above null sets, since Q b k ∈ C and f (t, ·) BL is uniformly bounded on [0, T ] for any f ∈ C 1,2 c and T finite, we have for any k that 
we show in the sequel that for any f ∈ C 1,2 c , a.s. for some k ℓ ↑ ∞,
hence S U 0 ,y U 0 [f ](t) = 0 for S u,y of (3.56) and all t ∈ [0, T ]. Considering T ∈ N we deduce that a.s.
c , · ⋆ ) and in view of Lemma 3.10, U 0 is then a weak solution of the Stefan problem, as claimed. Turning to prove (3.59), note that for any b = b k and t ∈ [0, T ], as n → ∞,
, and fixing b = b k , f ∈ C 2x n . By Borel-Cantelli lemma, it thus suffices to show that the sequence
is summable. As B i (n + s) = B i (n) + W i (s) for independent Brownian motions {W i } that are independent of {B i }, we alternatively express and then bound q n , as
for some c(r, λ) > 0 and all n. We conclude that n q n < ∞ hence a.s. the rhs of (3.64) is bounded by 5r.
4. Solving the Stefan problem:
We first verify that if y ∈ C 1 ((0, ∞)) and u ∈ C 1,2 ((0, ∞)×[y(t), ∞)) satisfy (1.19) with initial condition (1.16) and boundary values (1.17)-(1.18), then S u,y [f ] ≡ 0 for S u,y of (3.56) and all f ∈ C 1,2 c . Indeed, multiplying both sides of (1.19) by such f and twice integrating by parts in x the term u xx f , we arrive at
which in view of (1.17) and having u(s, z) = 0 for z < y(s), becomes
where F u,y := uy ′ + 1 2 u x . Integrating this identity over s ∈ [0, t] yields for t ≥ 0, Then, for any f ∈ C c (R) and
Further, with y(0) = 0, for any such f and t ∈ R + , by Fubini's theorem
Consequently, the identity S u,y [f ] ≡ 0 for S u,y of (3.56), can be rewritten as
Considering t = 0, since λ < 2 and the preceding holds for any f (0, x) ∈ C 2 c (R), we have the non-negative initial condition
Further, from (4.1) we have that v(t, x) ≡ 0 for all x < y(t) and by Fubini's theorem
Relying on key properties established in Lemma 3.13 and Lemma 4.1, we proceed to establish the uniqueness of any such (v, y) that corresponds to a limit point. Specifically, endow C[0, ∞) with uniform convergence on compact sets and by Corollary 3.8 and Proposition 3.11, fix b k → 0 such that a.s.
We provide next the remaining properties needed for uniqueness when λ < 2. 
Proof. (a) Fixing t > s ≥ 0 the value of Y 1 (t) − Y 1 (s) can alternatively be realized as the position of the left-most particle at time t − s, for an atlas ∞ system whose initial particle positions are
, that the position of the left-most particle is stochastically monotone with respect to the initial particles positions. Further, for λ < 2 we have by Proposition 1.7(a) that the corresponding spacings Z(s) stochastically dominate the equilibrium spacing law ρ 2 . The latter corresponds to the gaps at time s between {Ŷ k (s) −Ŷ 1 (s), k ≥ 1} for the atlas ∞ process that started at time zero with ppp + (2). Combining these facts we deduce that for b = 1, and hence by scaling for any fixed b > 0,
Having established the uniqueness of the Stefan problem when λ = 2 (e.g., from [24] ), Theorem 1.2 applies forŶ b 1 (t), whose a.s. limit is y ⋆ ≡ 0 (this follows also from (1.6), already proved in [10] ). In view of (4.5), a.s. y u (t) ≥ y u (s) for all t > s, s, t ∈ Q. Recall Remark 3.6 that a.s. t → y u (t) is continuous, hence also non-decreasing on R + , as claimed. (b). Having t → y u (t) non-decreasing, hence a.e. differentiable, by Fubini's Theorem we have that y u (·) is almost everywhere, almost surely differentiable, and we thus proceed wlog to establish (4.6) at a fixed t > 0 such that |y ′ u (t)| is finite. We then have for δ := η 3/2 and all η > 0 small enough
We fix hereafter such η and a non-negative g η ∈ C 2 c (R), where
(here t is a parameter, not an argument of g η ). Comparing the identity (4.4) for f (s, x) = g η (x), at t and at t − δ, yields Relying on the preceding lemma, here is the promised uniqueness result. Note that I(0) > 0 while I(c) = cg(κ)/g(c) for c = 0 and the strictly increasing g(·) of (1.12). Consequently, κ is the unique fixed point of this iteration (see Remark 1.3). If c k ∈ (0, κ) then g(c k ) ∈ (0, g(κ)) and thereby c k+1 = I(c k ) > c k . Further, one easily checks that I ′ (c) > 0, hence c 0 = 0 yields the (lower) boundaries D k (t) = c k √ t ր y ⋆ (t). Similarly, takingc 0 ≥ 5r ∨ κ for r = r(λ) of Lemma 3.13, yields the (upper) boundariesD k (t) =c k √ t ց y ⋆ (t). We proceed to show inductively in k that
relying on the maximum-principle of Lemma 4.3 to deduce from (4.18) that 19) and thereby complete the proof of the proposition. Indeed, by Lemma 3.13 a.s. y u (t) ≤D 0 (t) for all t ≥ 0, whereas by Lemma 4.1(a) 
