The aim of this short note is mainly pedagogical. It summarizes some knowledge about Boolean satisfiability (SAT) and the P=NP? problem in an elementary mathematical language. A convenient scheme to visualize and manipulate CNF formulae is introduced. Also some results like the formulae for the number of unsatisfied clauses and the number of solutions might be unknown.
even if only formulae are taken into account which have at most one solution. Therefore claims that the "hardness" of a problem is associated with the complexity of the solution space, [3] , are to be taken with skepticism.
To establish P=NP it suffices to prove that a p.t. algorithm exists which decides whether a given formula has a solution at all. For that purpose one should be aware that each instance is the representative of the class of logically equivalent formulas to which it belongs. This might appear trivial but should be kept in mind. Furthermore there are simple symmetry operations, like e.g. flipping variables from their positive to their negative form, which change the appearance of a formula but conserve the number of solutions and thus its satisfiability. Such transformations do not change the complexity of the problem or the structure of the solution space (if it is considered as a metric space with Hamming distance).
CNF-formulae and scheme-representation.
In the following the focus will be on propositional formulae in conjunctive normal form, CNF. I will not use the set theoretical description, see e.g. [4] , which stresses the interchangeability of clauses and of variables as well. Instead I write such formulae in the common form The first index -i -refers to the clause number. Note that tautologies cannot be written in CNF form (1) unless T is allowed as a fil-in.
A new short hand notation will be convenient, in particular to visualize a CNF formula. Write F as a (m,n)-matrix-scheme where rows represent clauses, columns variables. At position (i,j) we write 
Straightforward determinations of satisfiability.
There are trivially solvable CNF formulae which can be identified at a glance on the representing matrix scheme. We state a first example as a lemma:
Lemma Ia
If each row contains at least one x, F is satisfiable.
This is apparent since setting all variables to "true" will fulfill F. Similarly,
Lemma Ib
If each row contains at least one x , F is satisfiable.
In this case all variables set to "false" will be a fulfilling assignment.
Obviously, F 4 is not of that kind, because of rows 3 and 4. On the other hand, F 4 shows that the converse is not true: A scheme that contains rows with only one variety of the variables and one or more rows with the other variety, will not necessarily be unsatisfiable. I will call such rows "only-xrows" and "only-x -rows". F 4 for instance is such a formula, row 3 being an only-x -row, and row 4 an only-x-row. But F 4 has two solutions. Note that testing a formula for "only-x -rows" and "only-xrows" obviously is a p.t. test. The test is not sufficient for establishing non-satisfiability, only necessary.
This becomes clear by considering the equivalence class of a CNF formula which is generated by performing all possible variable "flips"
ii aa  , or in terms of the scheme representation by interchanging xx  in one or more columns. I will call this class FLIP(F) in the following.
For a CNF formula F with n variables and m clauses FLIP(F) contains 2 n formulae with the same number of variables and clauses. Moreover, all elements of FLIP(F) have the same number of solutions, that is the number of solutions is an invariant under the flipping operation, [5] . In particular all members of FLIP(F) are either satisfiable or non-satisfiable. That is so because any solution of F can be transformed into a solution of a different member of FLIP(F), F', simply by switching the values from "true" to "false" and vice versa for those variables which have been flipped in going from F to F'. One may also establish a one-to-one correspondence between the elements of FLIP and the possible assignments.
Consider F 4 as an example. Its solutions correspond to flipping columns 1,3 and 4 simultaneously, or 3 and 4 simultaneously. Both operations transform F 4 into new forms which fulfill the assumption of lemma I, thus they are trivially solved by setting all variables to true. Thus going back from the transformed formulae to F 4 generates the two solutions (false, true, false, false) and (true, true, false, false).
Consider, however, the enlarged formula F 5 , given by where an additional clause a 4 has been added. Now none of the aforementioned operations transforms F 5 into a form which is solvable by (true,true,true,true). In fact, there is no flipping operation at all that does the trick. Thus no member of FLIP (F 5 ) is solved by that assignment, therefore F 5 is unsatisfiable. To get this result all 2 n (=16 in the example) possible operations (or members of FLIP) have to be checked, in principle.
Flipping conserves the form (i.e. m and n do not change) and the number of solutions. It does not conserve the solutions itself. There are other operations which lead to logically equivalent formulae in this stronger sense, i.e. formulae with identical solutions. I will use the symbol for this equivalence. Trivial manipulations of this sort are permutations of rows and columns. In the first case the equivalence is a consequence of the commutativity of the  operation. In the second case, the same formula is restored by a renumbering of variables.
Other operations which keep a formula in the same equivalence class do not necessarily conserve the number of clauses, m. One is the "blow up" or "shrink" operation, given by "blow up"/"shrink" R x S R 0 S R x S where R and S represent any left and right parts of a row. It is a consequence of the distributive laws for logical operations, (or (X A) (X A) A    for any formulae X and A) . It works in both directions. Blow up is particularly interesting because it allows to eliminate all zeros in a scheme and "complete" each clause to a "prime". ("primes" are rows without zeros, i.e. clauses which contain all variables, either negative or positive. For a more precise definition see [5] .) It is not difficult to see the following lemma:
Lemma IIa
F is unsatisfiable iff a fully blown up CNF formula F contains all possible primes (possibly some of them several times).
One can also show the more general statement, [5] :
Lemma IIb
The number of solutions of a CNF formula F equals the number of missing primes in the fully blown up version of the formula.
Since there are 2 n different primes for a formula with n variables, the implementation of this fact into a search algorithm leads to an exponentially growing search time.
Some simplifications of schemes should be mentioned which shorten the formula without branching. One is "dropping clauses" in the scheme representing the formula: 
R (R S) R
   for any R and S. The rule can also be deduced from blowing up the upper clause on the left up to the point where the lower clause is generated. Which thus becomes superfluous. Note that it is not important where R is located in the formula because by interchanging columns it can always be moved anywhere without changing the solubility properties of the formula.
Another simplification is "remove only-x-columns": If a column contains x and zeros only ( x and zeros only) drop all rows which had an x ( x ) in this column and drop this column.
The remaining formula has one variable less. It is satisfiable iff the original was. The operation corresponds to setting the variable of the column to "true" ("false") and searching a solution for the rest of the formula with one variable removed. Thus the " remove only-x-columns" rule is a special case of an assigning operation: If a truth value is assigned to a variable a j (true/false) then drop column j, and drop all clauses with x/ x in column j.
Consider F 5 as an example. Assigning "true" to variable a 1 in F 5 leaves the scheme xxx 0 x 0 x 0 0 0 0 x to be solved. Again assigning "true" to variable a 2 (which now is represented by the first column), then to a 3 leads to xx 0 x0 x 0x  Since now one row is O  , the chosen assignments gives no solution. To establish unsatisfiability for the original formula, however, one would have to go back to F 5 and also try out "false" for a 1 , a 2 , a 3 and so forth. Thus in general, the assigning operation is a branching point in any algorithm that uses it, and therefore a potential source of exponential running times.
One last operation to simplify schemes is the treatment of unit clauses (also called "facts"), i.e. rows which, besides from zeros, contain just one x or x . We may call the operation "accept facts". "Facts" force the corresponding variable to be assigned "true" or "false", respectively. Thus the rule for "accepting facts" is the same as for the assigning operation. But they simplify the formula without branching. E.g. assigning "true" to variables a 4 
Splitting and Resolution
A common method to deduce non-satisfiability of a formula is "resolution". Resolution makes use of
(for any formulae X,Y,Z). In the resolution method one replaces two clauses of the form on the left of the arrow (if X is one of the basic variables) by the term on the right:
Should (Y  Z)  R turn out to be false then also the replaced formula must be false (otherwise the implication cannot be true, which is necessary since it is a tautology). So if repeating this process for all n variables leads to a contradiction, then the original formula must be unsatisfiable. Since the process has at most n steps and formulae get shorter and shorter on the way, it is a p.t. method for determining unsatisfiability. It works well, if the only appearance of the variables a k is of the form given in (2b) in each step, i.e. all other clauses summarized in R do not depend on a k or k a anymore.
Resolution is inconclusive, however, if that is not the case and the endresult is satisfiable. In this case the original formula may be either satisfiable or not. The effectivity of this method may depend on a clever choice of the order of "resolved" variables.
Take F 5 as an example. If first a 1 is resolved then a 4 , then a 3 one arrives at a contradiction and one may conclude that F 5 is unsatisfiable. Starting with a 2 and clauses 2 and 4, then resolving a 3 and clauses 1 and 3 does not lead to a contradiction.
Resolution can be considered as a special case of splitting variables. This means: A formula F is satisfiable iff either F with one of the variables set to T (true) is satisfiable or F with the same variable set to  (false) is satisfiable, or both are. In schemes "splitting" This is the case whenever one row has x, the other x in the same column. In e.g. F 5 the first clause (row) is orthogonal to all other rows, the second to all except the last one, the third and the fourth row only to the first two, the last row only to the first.
For a set of clauses I will call a subset "non-orthogonal" iff no two clauses of the subset are orthogonal. For determining satisfiability the notion of non-orthogonal subsets can be decisive, as we will see later.
Splitting consists of n steps only and leads to a conclusive result. But the number of clauses increases in each step (from r+s+t to rs+t). Some or many of the Y i  Z j might be orthogonal and thus negligible in the next step.
Also other simplifications like dropping clauses or removing only-x-columns might simplify the formula resulting from splitting. But there is no guaranty that the number of clauses remains of the same order. In principle it can grow exponentially. Therefore splitting is not a p.t. process.
In essence splitting is identical to building the "metavariable" Investigations on Boolean satisfiability are often reduced to examining k-SAT which is the class of CNF formulae with at most k variables (or their negatives) in every clause. k-SAT is NP-complete für k≥ 3. Many investigations focus on k-SAT with k=3. In addition there is a p.t. algorithm to reduce any k-SAT formula to READ-3 form. By definition, in READ-3 formulae each variable (including its complement) appears at most three times in the formula, in other words: in the scheme representing F there are at most 3 non-zero entries (at least m-3 zeros) in each column. Accept all facts, successively. Again, if the result is a contradiction or a confirmation stop and edit "unsatisfiable" or "satisfiable". Otherwise the remaining formula contains no more facts and no more only-x/ x -columns. Store that formula and choose one of the remaining variables. Proceed with 3. 3
If you reach this step for the first time assign the chosen variable to "true" and go to 4. Otherwise assign "false" to the chosen variable and go to 5. 4
At least one new fact turns up (otherwise there had been an only-x-column). Accept it. Again a new fact turns up. And so on. If the process leads to a confirmation stop and edit "satisfiable". If the process leads to a contradiction go to 3. 5
Accept all facts successively. If the process leads to a confirmation stop and edit "satisfiable". If it leads to a contradiction stop and edit "unsatisfiable".
Since all operations reduce the number of variables by at least one, the process comes to a halt. Since the procedure contains only one branching point the algorithm obviously is p.t. Since the HORN property is conserved under accepting facts, and since accepting facts is a p.t. procedure, HORNSAT is solvable in polynomial time.
Satisfiability as a nonlinear problem.
The matrix-scheme representation of CNF formulae is helpful in formulating satisfiability in terms of real numbers. First we derive a system of nonlinear equations from which the solutions of a formula 
T (a b) T (a) T (b) T (a)T (b) T (a b) T (a)T (b) T (a) 1 T (a)
It is straightforward to relate ij T(l ) to the representation (f ij ):
Thus any of the 2 n possible assignments for a formula with n variables is represented by a vector . From (5) we can express satisfiability of a formula F by a set of nonlinear equations in the basic truth assignments T(a j ) or the x j , since :
Any x that satisfies T x (F)=1 is a solution. The set of nonlinear equations in (6) yields all solutions, in principle. For m n the system is over-constrained and one expects F to be unsatisfiable. And vice versa for m n.
The determination of satisfiability by means of nonlinear equations has been utilized recently to construct new SAT solvers with considerable success, [7] .
Counting solutions.
There are several ways to determine satisfiability from (6). One is to count solutions:
is the number of solutions of F, if the sum is performed over all possible assignments. Perform the multiplication in T x (F) (equ. (5)) to get a sum over clusters of clauses 
Satisfiability and the number of unsatisfied clauses.
A different way to determine satisfiability from (6) reformulates the problem as a minimization problem. We define, for fixed F, a function u: {-1,1}
Note that u(x) is just the second term in the expansion (7a). u(x) has a meaning: If clause i is unsatisfied by x, then according to (5) 
which is exactly condition (8) .
Because of lemma IV the definition of u(x) appears to be the natural choice for representing satisfiability as a minimization problem. However, lemma V will hold for any positive coefficients α i instead of c i in (9) . To take into account the individuality of each clause one might choose different weight factors , for example 
Checks for 3-SAT based on u(x).
For 3-SAT there are no more than three nonvanishing f ij in each clause i. Thus by expanding the products in (5) and performing the summation over clauses term by term we get from (5) and (9) 
8u(x) 12 x 2x 2x 3x x x x x x x x x x x x x x x            matrix with at most n(n-1) nonvanishing elements, of which only n(n-1)/2 need to be calculated because of symmetry; likewise  ist a totally symmetric tensor with at most n(n-1)(n-2) non vanishing elements, of which only n(n-1)(n-2)/6 need to be calculated. Therefore, all coefficients and thus u(x) can be calculated in p.t.
Take F 5 as an example. One gets
For x= (1,1,1,1 ), e.g., (11) yields u(x)=1 in accordance with the formula F.
One can deduce some necessary conditions for the satisfiability of F from (10). To simplify the checks further we extend F to get rid of the cubic terms. Let F be a 3-SAT CNF-formula as before.
Definition: Such an extension can always be found by adding for each clause (l i ,l j ,l k ) a clause with adverse "parity", e.g. Should F ext turn out UNSAT, however, nothing can be said about F, because the unsatisfiability of F ext may result from the additional clauses. The good thing is that satisfiability of F ext is easier to check, because u(x) for F ext is represented by a quadratic form in x.
Is there always an extension of F (for arbitrary F) which is satisfiable iff F is? The answer is yes. But in order to construct one at least one solution of F must be known. Alternatively one has to check out all possible F ext . Therefore also this approach is not conclusive in determining whether 3-SAT is P or NP, because both alternatives may require exponential search depth.
Satisfiability as a minimization problem.
u(x) (or any corresponding quantity calculated with different i  ) represents all features of F to determine its satisfiability. The task is twofold: determine the minimum of u(x) with respect to all possible assignments x, and see if the minimum value is zero. If the latter is the case solutions exist and F is satisfiable. Otherwise F is non-satisfiable. Note that u(1,y) and u(-1,y) are the functions defined by (5) and (9) belonging to a formula F' in which the variable x 1 has been assigned the value 1 or -1, respectively. If F was 3-SAT and READ-3 so is F'. So the problem of finding the minimum value of u is reduced by one variable in p.t. steps. Repeating the same procedure for the other variables finally leads to the minimum value of u and the decision whether F is satisfiable (u min =0) or not.
Unfortunately there is condition (iii). Let 

Since it leads to branching the p.t. character of the procedure is disturbed.
To illustrate the fortunate way, consider the example F 5 . From (11) There is a shortcut however, opened up by lemma VI in the preceding section: Since the x-terms in 8u(-1,y) cannot compensate the constant term 11, it is clear already that u cannot become zero and thus F 5 is unsatisfiable.
A simple example for which the minimization procedure outlined above does not run efficiently is Similarity with models of statistical physics.
From (10) it is evident that u(x) can be considered as the hamiltonian of a dilute spin glass chain (x i =±1) with arbitrary longe range interactions () and a triple-spin interaction () in a locally varying magnetic field (). Thus the task of determining whether a given CNF-formula F is satisfiable is equivalent to the task of determining the -possibly highly degenerate -ground state of the corresponding "hamiltonian": if the ground state has zero energy F is satisfiable, otherwise F is nonsatisfiable. The similarity of Boolean satisfiability with problems in statistical physics is the basis for intricate studies of the nature of the satisfiability via thermodynamic methods borrowed from the physics of spin glasses.
On the basis of this (not rigorously established analogy) one may ask the P=NP? question anew. As claimed by Barahona [8] both the twodimensional Ising-model with magnetic field and the threedimensional Ising model are NP-complete. Considered as a model of statistical physics the u(x)-representation of the satisfiability question is expected to have the same degree of complexity as a threedimensional Ising model because of the triple-spin interactions. This in conjunction with Barahonas result can be taken as an indication for SAT being NP.
On the other hand one can map (in polynomial time) a finite three-dimensional Ising-model to a 2-SAT problem of propositional calculus [9] , which means that the question whether the spin system can occupy a state corresponding to the absolute minimum u=0 can be calculated in polynomial time, and thus the Ising model is of complexity P. Either Barahonas result is questionable or the analogy is too vague.
