Abstract-Genetic programming (GP) is a powerful evolutionary algorithm that has been widely used for solving many real-world optimization problems. However, traditional GP can only solve a single task in one independent run, which is inefficient in cases where multiple tasks need to be solved at the same time. Recently, multifactorial optimization (MFO) has been proposed as a new evolutionary paradigm toward evolutionary multitasking. It intends to conduct evolutionary search on multiple tasks in one independent run. To enable multitasking GP, in this paper, we propose a novel multifactorial GP (MFGP) algorithm. To the best of our knowledge, this is the first attempt in the literature to conduct multitasking GP using a single population. The proposed MFGP consists of a novel scalable chromosome encoding scheme which is capable of representing multiple solutions simultaneously, and new evolutionary mechanisms for MFO based on self-learning gene expression programming. Further, comprehensive experimental studies are conducted on multitask scenarios consisting of commonly used GP benchmark problems and real world applications. The obtained empirical results confirmed the efficacy of the proposed MFGP.
GP has undergone a rapid development and many improved GP variants have been proposed, such as grammatical evolution [3] , gene expression programming (GEP) [4] , Cartesian GP [5] , linear GP [6] , and semantic GP [7] [8] [9] . GPs have also been successfully applied to solve a wide range of scientific and engineering applications such as classification problem, time series prediction problem, and rule identification problem [10] [11] [12] [13] [14] [15] [16] [17] .
In the literature, existing research works of GP could be generally divided into two groups. The first group is for single objective optimization (SOO), which aims to find a single optimal or near-optimal solution for the encountered problem. The second group focuses on multiobjective optimization (MOO), which tries to obtain a set of equally good solutions (i.e., the Pareto front) that holds unique tradeoff among multiple conflicting objectives. However, it is worth noting that, as GP contains an iterative evolution process, it could be extremely slow for solving complex optimization problems, in which a single solution evaluation may take minutes or even hours (e.g., those evolved simulations [18] , [19] ).
Today, it is well established that problems seldom exist in isolation, and problems often contain useful information that if properly harnessed, can lead to enhanced problem-solving process when another related problem is encountered [20] [21] [22] [23] . For example, if two problems happen to have a common global optimum, solving one problem will get the other solved. Inspired by this, multitask learning (MTL) has been proposed in machine learning to learn multiple related tasks simultaneously for improving the generalization performance of each task. Over the years, various advanced MTL algorithms have been developed using the learners like artificial neural networks [24] [25] [26] , and support vector machines [27] [28] [29] . These MTL algorithms have been further successfully applied to many real world applications, such as image processing [30] and data mining [31] .
In spite of the accomplishments made in machine learning, application of multitasking for efficient search in evolutionary optimization, GP in particular, has to date received far less attention. In the literature, Krawiec and Wieloch [32] , presented an evolutionary framework that uses a set of instructions provided by a GP problem to automatically build a repertoire of related problems that are used to bias the evolutionary search process. However, as this framework requires that all the problems share a common representation, it can only solve problems within the same domain and would fail to apply GP across different problem domains. Recently, the concept of multifactorial optimization (MFO) has been introduced in [33] as a new optimization paradigm toward evolutionary multitasking with a single population of individuals. In contrast to traditional evolutionary search paradigm, as illustrated in Fig. 1 , MFO intends to conduct evolutionary search on multiple concurrently search spaces corresponding to different tasks or optimization problems, each possessing a unique function landscape. As MFO keeps only one population for multiple tasks, useful traits of different tasks could be transferred among individuals via the sexual reproduction process, leading to enhanced search performance. The efficacy of MFO has been confirmed by a particular design of multifactorial evolutionary algorithm (MFEA) on a set of continuous and combinatorial optimization problems in [33] . However, despite the efficacy of MFEA, the backbones in MFEA such as common solution representation and task decoding, are problem dependent. These components have to be particularly designed in GP for solving GP problems such as symbolic regression problems (SRPs). To the best of our knowledge, there is no existing study on GP for evolutionary multitasking with a single population. Thus, this paper presents an attempt to fill this gap.
In particular, in this paper, we propose a multifactorial GP (MFGP) paradigm toward evolutionary multitasking GP. The proposed MFGP involves a novel scalable chromosome representation which is capable of providing a flexible solution encoding for problems across different domains. Further, novel evolutionary multitask mechanisms based on a recently published GP variant named SL-GEP [34] , are designed to take both knowledge transfer and solution quality into consideration during the evolution process. Lastly, to evaluate the efficacy of the proposed MFGP for evolutionary multitasking, comprehensive empirical studies are conducted under multitask scenarios which are generated by two sets of problems.
The rest of this paper is organized as follows. Section II begins with an introduction of necessary background and related works for facilitating the understanding of our proposed MFGP. The details of the proposed MFGP toward evolutionary multitasking is then presented in Section III. Next, Sections IV and V provide the experiment studies on the two sets of problems. Last but not least, the concluding remarks of this paper are drawn in Section VI.
II. PRELIMINARIES
In this section, we first give the concept of MFO for evolutionary multitasking. Next, a particular evolutionary multitask algorithm [33] , which inspired the proposed MFGP in this paper, is then introduced and discussed. Lastly, the review of related works on evolutionary multitasking in the literature is presented.
A. Multifactorial Optimization
The MFO has been defined in [33] as an evolutionary multitask paradigm that builds on the implicit parallelism of population-based search with the aim of finding the optimal solutions for multiple tasks simultaneously. To solve multiple tasks, the traditional SOO (or MOO) requires different solvers with unique problem specific representation for each task, while MFO employs a unified problem representation and solves multiple tasks with one single solver simultaneously. In this manner, the implicit transfer of useful genetic material from one task to another for efficient evolutionary optimization may occur in MFO while search progresses.
In particular, suppose there are K unconstraint minimization problems needed to be solved concurrently. The ith problem is denoted as task T i and the corresponding objective function of T i is given by f i : X i → R, where X i is the search space of T i . The objective of MFO is to find a set of solutions {x * 1 , x * 2 , . . . , x * K } in one single run, where x * i minimizes T i , i.e.,
To evaluate the population in multitasking environment, the following properties are defined in [33] for each individual. Note that individuals are all encoded in a unified search space encompassing the search space of all the tasks, which can be decoded into task-specific solution representation with respect to each of the K tasks. ). With the concepts given above, the individuals are evaluated based on three phases, which is illustrated in Fig. 2 . In particular, in the first phase, the factorial costs of each individual on all the tasks are calculated. In the second phase, for each task, the whole population is ranked in ascending order with respect to the factorial cost of each individual on the task. Next, based on the ranking results, the factorial ranks of individuals on each task are obtained. In this way, each individual possesses K factorial ranks, where K is the number of tasks to be solved. In the third phase, the Skill Factor of each individual is obtained based on its K factorial ranks, and the scalar fitness of each individual is then set as ϕ p = 1/r j p , where j is the skill factor and r j p is the factorial rank of the individual on task j.
In MFO, the performance comparison between solutions are carried out based on the scalar fitness values of individuals. In particular, individual p a is considered to dominate p b in multifactorial sense simply if ϕ p a > ϕ p b . Therefore, suppose all the tasks are minimization problems, the definition of multifactorial optimality is given as [33] :
Multifactorial Optimality: An individual p * , with a list of objective values {f
, where x j denotes all the feasible solutions in the search space of task T j .
B. Multifactorial Evolutionary Algorithm
The MFEA was proposed by Gupta et al. [33] for MFO. The main procedures of the MFEA consist of five main steps. For the initialization of population (denote the initial population and the population size as P and N, respectively), each individual in MFEA is represented by a real vector with dimension D multitask , where D multitask = max{D j |j = 1, . . . , K}, and each dimension of the individual is given by a randomly generated value lying in the range of [0, 1]. For task T i with dimension D i , the dimensions from 1 to D i are considered for the individual evaluation on this task. The evaluation of P is conducted on all the K tasks to obtain the corresponding scalar fitness and skill factor for each individual.
Next, the Population reproduction kicks in to generate a set of offspring (denoted as Q) by using an assortative mating scheme. Specifically, for generating two offspring q i and q i+1 , two parents p a and p b are randomly selected from P to undergo crossover with probability rmp which is a user defined parameter. Otherwise, q i and q i+1 are obtained by performing mutation on p a and p b , respectively.
Furthermore, each individual in Q is evaluated by a selective evaluation that uses a vertical cultural transmission mode [21] . In the selective evaluation, the skill factor of each new individual is inherited from its parent. If an offspring has two parents, its skill factor is then configured to be one of the parent's skill factors with equal probability. In other words, each individual will only be evaluated on one task according to its skill factor, and the objective values of the unevaluated tasks are set to be +∞. Subsequently, the current population and the newly generated offspring are concatenated to form a pool of population (denoted as temppop), i.e., temppop = P ∪ Q. The skill factors and scalar fitness values of individuals in temppop are further updated by ranking the objective values of each individual on the K tasks.
Lastly, the fitter N individuals in temppop that have higher scalar fitness values are selected to form the new population for the next generation. If the stop criteria are not satisfied, MFEA will return back to the Population reproduction.
The efficacy of MFEA has been confirmed on a set of continuous (e.g., Sphere and Ackley) and discrete (e.g., knapsack problem and quadric assignment problem) problems. However, based on the descriptions above, it is straightforward to see that particular designs such as unified representation and task specific decoding, are required for conducting evolutionary multitasking in MFO on different problems, and the MFEA in [33] cannot be directly applied to GP.
C. Review on Existing Evolutionary Multitask Algorithms
Due to the efficacy of conducting multitask optimization, increasing research efforts on evolutionary multitasking has emerged in the literature. In particular, Gupta et al. [35] extended the MFEA framework for solving multiple MOO problems, while Zhou et al. [36] proposed a permutation-based unified representation and a split-based decoding operator for conducting MFO on the NP-hard capacitated vehicle routing problems. Toward positive knowledge sharing across tasks, Bali et al. [37] proposed a linearized domain adaptation strategy that transforms the search space of a simple task to the search space similar to its constitutive complex task. Further, Liaw and Ting [38] explored the resource allocation mechanism for evolutionary multitasking, and then proposed an evolutionary algorithm of biocoenosis through symbiosis for solving many-tasking optimization problem in [39] . To explore the generality of evolutionary multitasking with different search mechanisms, Feng et al. [40] presented two MFO approaches with particle swarm optimizer and differential evolution, respectively. Tang et al. [41] introduced an MFO algorithm for training multiple extreme learning machine with different number of hidden neurons for classification problems.
In contrast to the existing works, in this paper, we focus on designing multitasking GP for SRP. To the best of our knowledge, this is the first work in the literature on GP for multitask optimization. The detailed designs of the proposed multifactorial GP for SRPs will be presented in the next section. 
III. MULTIFACTORIAL GENETIC PROGRAMMING
In this section, the proposed MFGP is detailed. The proposed MFGP contains a novel scalable gene expression representation for encoding solutions across different domains, and new reproduction operators for conducting multifactorial evolution.
A. Scalable Gene Expression Representation
The solutions offered by GP (e.g., mathematical formulas and logical rules) are typically represented by expression tree (ET), which consists of interior function nodes and leave nodes. The function nodes denote functions such as "+," "sin," etc., while leave nodes represent terminals like variables and constants. The children of a function node are the inputs of this function. The output of a function could be either the final output or an input of another function node.
Gene expression representation with automatically defined functions [34] (labeled as C-ADF hereafter) is a recently proposed effective encoding scheme for GP, using a fixed length of strings. As illustrated in Fig. 3 , C-ADF contains one main function and multiple automatically defined functions (ADFs). The main function gives the final output, while the ADFs represent subfunctions of the main function. Further, as depicted in Fig. 3 , both the main function and ADFs are represented by the Karva expression (or K-expression) proposed in [42] which describes a solution via a fixed-length string that consists of functions and terminals. The K-expression can be converted to ET by the breadth first traversal method. Each K-expression contains two parts: head and tail. The head contains functions or terminals, while the tail consists of terminals only. To ensure that each chromosome can be converted to a valid ET, the lengths of head (h) and tail (l) are imposed with the following constraint:
where u is the number of children of the function with the maximum arity. A particular example of a chromosome including one main function and one ADF is given in Fig. 4 . The decoded main function and ADF are also provided in Fig. 4 . As can be observed, the final solution can be decoded as
The proposed scalable gene expression representation for multitasking is an extension of the C-ADF encoding scheme. We label the new representation as SC-ADF to facilitate description. As only a single population is required in MFO for solving multiple optimization tasks, the key challenge here is how to encode multiple solutions using a common representation. Note that different tasks across domains may have unique functions and terminals. To address this issue, in our proposed scalable gene expression representation, integers are employed to represent both functions and terminals. A single integer could represent various symbols for different tasks.
In particular, suppose there are K tasks need to be solved. The function set and terminal set of the ith task are F i and T i , respectively. To ensure that any chromosome can be properly converted to a valid ET, the lengths of head and tail are imposed with the following constraint:
where ξ(a) returns the number of arguments of function a. After determining the chromosome length, the second issue is to represent elements of each chromosome by using integers. Denote the number of ADFs in each chromosome and the number of input arguments in each ADF as N a and N g , respectively. Four integer ranges are defined to represent the elements (i.e., functions, terminals, ADFs, and input arguments), which 
where |F i | returns the number of elements in set
With this common chromosome representation, the decoding process that transforms a common chromosome to a task specific chromosome for evaluation can be conducted in the following two phases.
1) The first phase will figure out its corresponding type represented by each dimension of the chromosome.
This can be achieved by checking the range the integer belongs to, as illustrated in Fig. 5 . 2) The second phase is to scale the integer according to the maximum number of elements for the type defined for the task, which is given by
where [L x , U x −1] is the range of the element type found in the first phase and N x is the maximum number of elements for this identified type. In this way, x i is mapped to an integer between 0 and N x − 1, and we can subsequently use the scaled value as an index to map x i to a meaningful symbol for a specific task. For example, suppose we have two tasks to solve. The first task is an SRP. The function set, ADFs, terminal set, and input arguments are defined as {+, −, * , /}, {G 1 }, {a, b, c}, and {t 1 , t 2 }, respectively. The second one is an even-parity problem. The function set, terminal set, ADFs, and input arguments are defined as {&, |}, {G 1 }, {x 1 , x 2 }, and {t 1 , t 2 }, respectively. So, the maximum numbers of functions, terminals, ADFs, and input arguments of these two problems are then given by 4, 1, 3, and 2, respectively. ] be an example of the SC-ADF encoded chromosome with one ADF. In this example, the head and tail lengths, i.e., (h, t), of the main program and ADF are set as (4, 5) and (3, 4) , respectively. With this setting, the main function can be obtained based on the first nine dimensions (i.e., [4, 0, 2, 4, 5, 6, 7, 5, 7] ), while the ADF is then achieved based on the rest dimensions (i.e., [2, 0, 2, 8, 8, 8, 9] ). Further, to translate the chromosome to a solution of SRP, each dimension (x i ) of the chromosome has be to mapped to a meaningful symbol based on the number of functions, terminals, and ADFs defined for the SRP. In particular, this process consists of two phases. The first phase is to identify the type of x i , while the second phase is to assign the correct symbol to x i based on the corresponding type obtained in the first phase. For example, as the value of the first dimension is 4, which belongs to [A, B − 1], the element type of the first dimension is an ADF (note that A = 4, B = 5 in this example). Then, in the second phase, we use (9) to assign the correct ADF to x i . Since (4 − A)/(B − A) * 1 = 0, we set x i as the first ADF (i.e., G 1 , whose index is 0). In this way, we can translate the chromosome to the SRP solution [ G 1 , +,  * , G 1 , a, b, c, a, c,  * , +,  * , t 1 , t 1 , t 1 , t 2 ] , which can be further decoded to a final expression as illustrated in (3).
Meanwhile, this chromosome can also be transformed to the even parity problem solution
through the two-phase decoding. The corresponding final expression for the even parity problem is then given by
B. Algorithmic Framework
Based on the SC-ADF representation, the details of our proposed MFGP are presented in this section. The outline of the MFGP is given in Algorithm 1. Some notations in Algorithm 1 are defined as follows: rand(a, b) returns a random value uniformly distributed within [a, b] ; is a mutation probability calculated by (14) .
In particular, the proposed MFGP mainly contains four steps, i.e., Initialization, Population Reproduction, Concatenation, and Selection, which are detailed as follows.
1)
Step 1-Initialization: This step generates a random initial population (denoted the population and population size as pop and N, respectively.). Each individual is represented by a vector of integers using the SC-ADF representation, i.e.,
where x i,j is an integer within the feasible value range. In particular, a feasible type among {function, ADF, terminal, input argument} is randomly selected at the beginning. Next, x i,j is then set to a random integer within the value range of the selected type. For example, suppose x i,j belongs to the head of the main function, the set of feasible types for x i,j is then given by {function, ADF, terminal}. If "terminal" is the selected type and the value range of terminal is [a, b] , then x i,j is set to a random integer within [a, b] . Further, the number of integers in each individual (i.e., the length of chromosome) is obtained by
where N a is the number of ADFs in each individual, h (l) and h (l ) denote the head (tail) length of the main function and the ADFs, respectively. Once all the individuals are initialized, their fitness values are evaluated by using the three phases as described in Section II-A.
2)
Step 2-Population Reproduction: This step is to generate an offspring population (denoted as newpop) based on the current population pop. In contrast to the population reproduction conducted in traditional single task evolutionary search, two aspects should be considered in this process for concurrent evolution of multiple tasks. First of all, this reproduction should encourage the discovery and implicit transfer of useful genetic material across tasks, so that the useful traits found on one task could be transferred to improve the search on other tasks. Further, this reproduction should be able to provide good search capability for the problem encountered. Keeping these in mind, the proposed population reproduction in MFGP is designed based on assortative mating in MFEA [33] and the SL-GEP [34] . In particular, the ith individual in newpop is generated by either of the following two processes.
The first process is performed with a probability of rmp. In this process, the one-point crossover is employed to generate an offspring U i by crossing X i with a randomly selected parent X r1 . As different individuals may have unique skill factors, this crossover operation enhances the transfer of useful genetic materials found for different tasks. After that, a uniform mutation operation is performed on U i to bring more population diversity and to avoid local stagnation. The skill factor of the generated offspring U i is inherited from one of its parents with equal probability. Then, the factorial cost of U i on the τ th task (τ is the skill factor inherited from its parent) is evaluated. Fig. 6 shows a typical example of this reproduction process. In this example, the crossover point is seven. Thus, the offspring created by the crossover operator is comprised of the first seven dimensions of X i and the last eight dimensions of X r1 . The 5th and the 12th dimensions of the offspring are further changed to new values after the mutation operator. The skill factor of the offspring is inherited from X r1 in this example.
On the other hand, if the assortative mating operation is not performed, the SL-GEP-based reproduction operation will be performed on X i to generate an offspring U i . Each dimension of U i is set by
where t i,j is a randomly generated value and condition1 is the mutation condition. We will describe how to generate t i,j and calculate condition1 in the following parts. Specifically, condition1 is set to be [rand(0, 1) < CR or j = k] and [rand(0, 1) < ], where CR is a random value within 0 and 1, k is a random integer between 1 and n, u i,j and x i,j are the jth variables of U i and X i , respectively. The value of is calculated by
where F is the scaling factor defined by user, r2 and r3 are two distinct random indices, [a] is the Iverson bracket which returns 1 if a is true and 0 otherwise. Condition1 determines the probability of u i,j being assigned with a new value rather than x i,j . When a mutation occurs, if u i,j ∈ ADF, u i,j is then assigned with a random feasible value following the process introduced in the initialization step. Else, u i,j is assigned based on the frequencies of functions and terminals in the current population. Element that appears more often in the population is more likely to be selected and assigned to u i,j . Fig. 7 shows a typical example of this reproduction process. In this example, as the mutation rates of the 3rd, 4th, 6th, 7th, 12th, 14th, and 15th dimensions are zero according to (14) , these dimensions are kept the same as X i , while other dimensions may mutate to new values. The skill factor of the offspring is directly inherited from X i . Once all the elements of U i have been determined, the skill factor (τ ) of U i is set the same as X i , and the factorial cost of U i on the τ th task is evaluated accordingly. The other factorial costs of U i are set to be +∞.
Based on the factorial costs of the individuals, the scalar fitness values of individuals can be calculated by using the three phases described in Section II-A. It is worth noting that each individual can represent different solutions of multiple tasks. However, the fitness evaluation process only calculates the factorial cost of one task rather than all the tasks. This could help save computational cost if the tasks to be solved are similar.
3)
Step 3-Concatenation: In this step, the newly generated offspring population newpop is concatenated with the parent population pop to form a temporary population temppop, i.e.,
Subsequently, the 2 * N individuals in temppop are ranked on each task independently according to their corresponding factorial costs. By doing this, each individual will have K ranks, where K is the total number of tasks. After that, the Skill Factor and Scalar Fitness of each individual are updated.
4) Step 4-Selection:
To select individuals from temppop for survival in the next generation, the one-to-one selection strategy used in differential evolution algorithm is considered. In particular, in temppop, each offspring U i is compared with its parent X i . If both U i and X i rank first on their skill factors, X i survives and U i will be compared against another random individual in the population for survival. Otherwise, the fitter between U i and X i will survive for the next generation, i.e.,
where ϕ(X) returns the Scalar Fitness of X. X i is deemed redundant when there exists another individual X j , j < i which is exactly the same as X i . We replace a redundant individual with a new offspring so as to bring more population diversity.
IV. EXPERIMENT STUDIES ON BENCHMARK PROBLEMS
In this section, empirical studies on benchmark SRPs are conducted to evaluate the effectiveness of the proposed MFGP. First, the details of the experiment settings such as the test problems, the algorithms's configurations, the performance metrics, and a distance measure for problem similarity analysis, are presented. Next, the experiment results are provided and discussed.
A. Experiment Settings
SRPs are the most common benchmark problems considered in the field of GP, which have a wide range of real-world applications [43] . In an SRP, a set of measurement data which consists of input variables and the corresponding output responses are given. The objective is to find a correct mathematical formula to describe the relationship between the input variables and the outputs. Once the correct is obtained, 
where m is the number of input variables (i.e., the dimension of an SRP benchmark), t i,j denotes the jth variable value of the ith sampled data, and o i gives the corresponding output. The formula consists of function (e.g., +, "×," sin) and terminal (e.g., variables and constants). The functions and terminals are defined in advance for a given problem, and the goal of an SRP is to construct the optimal formula * by combining the functions and terminals so as to minimize the fitting error * = arg min g( ) (18) where g( ) returns the fitting error of . Commonly, g( ) is achieved by the root-mean-square-error (RMSE):
where (t i,1 , . . . , t i,m ) is the output of for the ith input data, o i is the true output of the ith input data, and M is the number of samples in the training data set. The objective formulas of the five SRPs in this paper are listed in Table I and the data sets of the five problems are plotted in Fig. 8 . In the literature, these benchmarks are commonly used to test the performance of GP variants. Here, we apply the proposed MFGP to solve two different SRPs simultaneously. Our objective is to investigate whether the proposed MFGP can solve two different SRPs more efficiently and effectively when compared to the solver that tackles a single SRP independently. We also investigate that how does the distance between two SRPs being solved affect the performance of MFGP. Further, to solve these problems, as suggested in [43] , the terminal set is set to {x} and the function set is set to {+, −, ×, ÷, sin, cos, e x , ln(|x|)}. 1 The proposed MFGP is designed based on a recently published GP variant named SL-GEP [34] , which has been confirmed to be effective in solving single-task SRPs. Thus, we compare MFGP with SL-GEP to investigate the effectiveness of the proposed multitask evolutionary mechanism. According to [34] , the parameters of SL-GEP are configured as: N = 50; h = 10; h = 3; the number of ADFs is set as 2 [l and l are set to h+1 and h +1, respectively, based on (2)]. Meanwhile, for fair comparison, the common parameters of MFGP are kept the same as SL-GEP for all the problems. The distinct parameters in MFGP are configured as rmp = 0.2 and pm = 0.002 for all the problems. The maximum number of fitness evaluations are set to 1 000 000 in both MFGP and SL-GEP.
Further, the SL-GEP terminates when a perfect hit is achieved or the maximum number of fitness evaluations is reached, while the MFGP terminates when the perfect hits of both problems are achieved or the maximum number of fitness evaluations is reached. Lastly, 100 independent runs with different random seeds are conducted for both MFGP and SL-GEP on all the test problems.
In the experiment studies, we use the tenfold cross validation method for training and testing. First, the regression data of each problem is evenly divided into ten folds. Then, nine folds are used for training and the remaining one fold is used to test the best solution found by the algorithm. There are ten different training cases, and we perform each algorithm on each training case for ten times. In this way, each algorithm is performed for 100 times on each problem. We consider that an algorithm has reached a perfect hit when the algorithm converges to a solution with g( ) < 10 −4 . Further, to evaluate the algorithm performance, the first performance metric considered here is the average best fitting errors over 100 independent runs. In addition, the success rate of achieving perfect hits (denoted as SUC) is adopted as the second metric. The SUC is computed by
where C is the number of independent runs and C s is the number of successful runs which achieved a perfect hit. In addition, when an algorithm achieves perfect hit on all the 100 independent runs, the averaged number of fitness evaluations that are required to reach a perfect hit (denoted as FES), is also investigated. The FES gives an indication of the convergence speed of an algorithm. In the case that the algorithm fails to achieve a perfect hit, the corresponding FES is ignored. It is worth noting that the SL-GEP is performed for each task independently. The FES of SL-GEP is thus independently counted on each task accordingly. Meanwhile, as MFGP solves two tasks simultaneously, the corresponding FES on one task is the number of function evaluations that are used only to evaluate this task.
To conduct evolutionary multitasking, the relatedness between tasks has great impact on the performance of the MFO search paradigm. Similar tasks usually possess common information that can be transferred across tasks to enhance the problem-solving process if properly harnessed. Therefore, to facilitate investigating the impact of similarity between tasks on the performance of the proposed algorithm, we define a distance measure for the SRPs considered in this paper. For the SRPs considered in this paper, their input-output pairs can be treated as time series. Thus, the distance measure for time series can be used to calculate the distance between SRPs. Taking this cue, here we consider the perceptually important point (PIP) approach [44] , which is a simple and effective distance measure for two time series segments, for calculating distances between SRPs.
Particularly, the PIP-based distance measure between SRPs is based on three phases. In phase one, the overlap interval [x min , x max ] of the datasets of two SRPs is first calculated. If two problems have no overlap, then these two problems are deemed as totally different. Next, each point (x, y) in the two data segments that falls into the overlap interval are normalized by
where (x , y ) is the normalized point, x min and x max are the minimum and maximum inputs of the two data segments, respectively, y min and y max are the minimum and maximum outputs of the two data segments, respectively. Further, in phase two, κ PIPs are identified to capture the general shape of the normalized segments. The set of PIP points are obtained by the method proposed in [44] . Lastly, the third phase is to calculate the distance between the two SRPs based on the obtained PIPs, which is given by
where U and V are the two SRPs. U and V denote the PIPs of U and V, respectively. p i and q i give the ith points in U and V , respectively. κ represents the number of PIPs and 
B. Results and Analysis
In this case study, the MFGP is applied to solve a pair of problems simultaneously in a single run. Five benchmark SRPs are used for testing, thus there are totally C 2 5 = 10 pairs of problems and the MFGP is applied to solve all the ten pairs of problems. Table II summarizes the performances of SL-GEP and MFGP on the five SRPs. In Table II , the first row represents the tasks which are solved together with the paired problems. The results of MFGP on each task are listed and compared against those of SL-GEP. For example, the MFGP achieved an FES of 3405 on F 1 when it is applied to solve the problem pair {F 1 , F 2 }, while the SL-GEP achieved an FES of 6272 on F 1 . It can be observed that MFGP can achieve better performance than SL-GEP in terms of FES, when the pair of problems are from the same problem set {F 1 , F 2 , F 3 }. However, the performance of MFGP may degrade if the first task is from {F 1 , F 2 , F 3 }, while the paired problem is from {F 4 , F 5 }.
To provide deeper insights of the results obtained by the MFGP above, we first recall the curves plotted in Fig. 8 . As can be observed, among all the five SRPs, F 1 , F 2 , and F 3 share similar shapes, which indicates that great similarity buried among these three SRPs. Therefore, useful traits found and transferred across these problems could enhance the corresponding optimization process accordingly. To quantify this, in Table III , we calculate the distances between the five problems based on the distance measure defined by (22) . As can be observed, the distance between F 1 , F 2 , and F 3 are quite small, while F 4 and F 5 are relatively dissimilar to F 1 , F 2 , and F 3 . Further, Fig. 9 provides the evolution curves of the averaged best fitting errors found by SL-GEP and MFGP on four pairs of problems, i.e., {F 1 ,
It can be observed that the evolution curves are consistent with the results as discussed above. In particular, when solving {F 1 , F 3 } and {F 2 , F 3 }, MFGP converges much faster over SL-GEP on F 1 and F 2 , respectively. Meanwhile, for solving {F 5 , F 3 }, MFGP evolves slower than SL-GEP on F 5 since these two problems are dissimilar (see Table III ). However, as natural selection in the evolutionary search can automatically neglect the detrimental solutions, it could reduce the effect of negative transfer when solving dissimilar problem pairs. Thus, enhanced search performance of MFGP has also been observed on F 4 over SL-GEP when solving the problem pair F 4 , F 3 .
Further, we study whether common building blocks exist in the final solutions obtained by MFGP on the studied problem pairs. Table IV lists three example solutions found by the MFGP when solving the problem pair of {F 1 , F 2 }. Each row of Table IV contains the best solutions of the two problems found by MFGP in a single run. As F 1 and F 2 share great similarity (see Table III ), we can see that ADFs of F 2 can also be the ADFs of F 1 . For example, for the first pair of solutions, the second ADF of the solution for F 2 [i.e., G 1 (t 1 , t 2 ) = (t 1 + (t 1 * t 2 ))] is exactly the same as the second ADF of the solution for F 1 . Similar results can also be observed from the second and third pairs of solutions. These results demonstrate that the building blocks learned from one task is indeed useful for constructing solutions for other similar tasks. By using this feature, significantly improved search performance has been achieved by the proposed MFGP, as presented above. 
V. EXPERIMENTAL STUDIES ON REAL-WORLD PROBLEMS

A. Experiment Settings
In this section, we further validate the performance of the proposed MFGP on real-world applications. In particular, we apply the proposed method for solving two real-world time series prediction problems. The first problem contains 260 sample data points, which are the monthly average atmospheric CO 2 concentrations, derived from flask air samples, which are collected at Alert, Northwest Territiries, Canada from January 1986 to August 2007 [45] . 2 To make the problem tractable, in this paper, the output is shifted by an offset of −340 for all data points to form the target y values. The x value represents the number of months starting from January 1986 (e.g., 1 represents January 1986, and 2 represents February 1986). The objective is to find a formula to model the relationships between x and y. The second problem contains 240 data points, which are the monthly U.S. No 2 Diesel Retail Prices (Cents per Gallon) from September 1997 to August 2017. 3 In this problem, the y values are the monthly Diesel Retail Prices, while the x value represents the number of months starting from September 1997. Further, we create two simplified time series for the two problems by selecting 40 important points from the original time series as training data. These selected points are important as they can capture the general shape of the curve of the original problem. Our objective is to investigate whether solving these simplified problems can help solve the original problems. To simplify the description, we mark the first two time series prediction problems as CO 2 and DRP, respectively. The corresponding simplified problems are labeled as S_CO 2 and S_DRP, respectively. The sample data of the four problems are plotted in Fig. 10 .
Further, as the problems in this case study are more complex than the SRPs studies above, the head length and the maximum number of fitness evaluations are set as 20 and 2 000 000, respectively, for both SL-GEP and MFGP. Other parameter settings of SL-GEP and MFGP are kept the same as that in the first case study. The tenfold cross validation method and the performance metrics used in the first case study are also adopted in this paper. To investigate the effectiveness of the proposed method, the MFGP is applied to solve three pairs 
B. Results and Analysis
Table V lists the results obtained by SL-GEP and MFGP on the test problems. It can be observed that the performances of MFGP on both CO 2 and DRP are significantly improved when the corresponding simplified problems are paired. When a different problem is paired, due to the natural selection and diversity increased by knowledge transfer, the proposed MFGP also performed better than SL-GEP on both CO 2 and DRP in terms of RMSE. As MFGP and SL-GEP only differs in the proposed knowledge transfer across tasks, the observed superior performance again confirmed the efficacy of the proposed method.
Further, the evolution curves of the averaged best fitting errors are illustrated in Fig. 11 . It can be observed that when the simplified problems are paired with the original problems, the best fitting errors of MFGP on the original problems converge much faster than those of SL-GEP. On the other problem pairs, better fitting errors have also been obtained by the proposed MFGP.
Moreover, we calculate the distance between the problems by the distance measure defined in (22) , and the results are listed in Table VI . It can be observed that {CO 2 , S_CO 2 } and {DRP, S_DRP} are the problem pairs that have the closest distances. For these similar problem pairs, positive knowledge transferring is more likely to happen during the evolution process. Thus, the MFGP can achieve much superior performance on these problem pairs.
Lastly, Table VII lists four example solutions found by MFGP in two independent runs. The first run is to solve CO 2 and S_CO 2 , while the second run is to solve DRP and S_DRP. It can be observed that the two solutions found by 
VI. CONCLUSION
In this paper, we have proposed an MFGP toward evolutionary multitasking GP. In particular, we have presented a novel scalable gene expression chromosome representation, which allows to encode multiple solutions across domains in a unified representation. Based on this representation, new evolutionary mechanisms that consider both the implicit transfer of useful traits across tasks and the effective evolutionary search capability, have also been presented. To investigate the effectiveness of the proposed MFGP, comprehensive empirical studies conducted in multitask scenarios have been provided and analyzed. The obtained results confirmed the efficacy of the proposed MFGP.
Although the results of this paper have been encouraging, we would like to note that this paper is only a first step in the research direction of conducting multitasking GP. More investigation of both practical and theoretical aspects of the proposed method is needed in the further. For example, one future work would be to apply the proposed method to real world applications such as image classification problems and rule identification problems in agent-based simulation. Besides, as shown in the experimental studies, the distance between problems has a significant impact on the performance of the algorithm. Hence, developing a generic distance measure for problems in different domains is a very promising research direction. Once such a generic distance measure is available, adaptive controlling strategy could be proposed and integrated into the proposed framework to adaptively decide which problem set should be solved concurrently.
