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1. INTRODUCTION 
In the theory of heat and mass transfer in a chemical tubular reactor, if 
the chemical reaction is accompanied by heat effects, the behavior of the 
system is described by the following nonlinear initial-boundary value problem 
(cf., PI): 
ut - a,u,, - u, - cu + A(1 - 4 exp (&-j + 4 
(t > 0,o < x < l), 
vt = a2vu,, - vz + d2U - v) exp (&) (1) 
a,u,(t, 0) - u(t, 0) = 0, u,(t, 1) = 0 
a2v,(t, 0) - v(t, 0) = 0, ve(t, 1) = 0 (t > O), (2) 
u(O, 4 = $1(x), 40,x) = 42(x) (0 < x < 1). (3) 
In the above system, u = u(t, x) is the temperature of the medium, v  G v(t, x) 
is the concentration, and the coefficients a, , c, di , h, , and y  (i = 1, 2) are 
physical quantities which are all positive constants (see [8] for the physical 
meaning of these constants). Motivated by the physical problem (l)-(3), we 
consider a more general coupled system of the form 
ut = a,(& x) u,, + b,(t, x) u, + ~(6 2) u -tfi(t, x, u, a) 
vt = a,(t, x) v,, + b,(t, x) vu, + c2(t, x) v +f2(t, x, u, v) 
(t > 0,o < x < l), 
(l-1) 
u,(t, 0) - al(t) u(t, 0) = 0, %(4 1) i- f%(t) 46 1) = 0 
v,(t, 0) - 44 v(t, 0) = 0, %(h 1) + /32(t) v(t, 1) = 0 
(t > O), (1.2) 
u(O,4 = +1(x), v(O, 2) = 42(X) (0 < x < 11, (1.3) 
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where a<,b,,ci,ai,pi, and&(i= 1,2) are continuous functions on t > 0, 
0 < x < 1, and ai(t, x) > a, > 0 for some positive constant a, . The func- 
tionsf, and f2 , which are nonlinear in u, v, are assumed to be continuous on 
0 < t < cc, 0 < x < 1, 0 < u < co, and 0 < v  < Y for some r > 0. We 
also assume that for each i = 1, 2, ci(t, x) < 0, ai > 0, pi(t) > 0, and 
$i and 4s satisfy the boundary conditions in (1.2), respectively. In view of the 
nonlinear functions appearing in (O.l), we make the following additional 
assumptions on fi: 
HYPOTHESIS 1. There exist positive constants Y, p1 , and pz such that for 
each t > 0 and 0 < x < 1 
fdt, x, u, 4 3 0 if u 20 and O<v<r, (1.4) 
f,(t, x, u, 4 > 0 if u>,O and --co<v<O, 
(I.51 
fi(h x, u, v) < 0 if u 3 0 and r<v<oo, 
and 
Ifi(t, x~ % v) -fiCt, x7 u’~ O’)I < Pi(l u - u’ I + I v - v’ I) (i= 1,2) 
f Or u, Id > 0, 0 < 21, v’ < r. (1.6) 
Notice that the functions 
fi f di( 1 - V) exp[u/( 1 + YU)] + hi (i = 1, 2), (1.7) 
where h, > 0 and h, = 0, satisfy all the conditions in (Hi) with r = 1 and 
pi = di exp(l/r) (see Eq. (4.15)). 
Many mathematical problems motivated by the heat and mass diffusion of a 
chemical reaction have been investigated in recent years for both time- 
dependent and steady-state systems (cf. [l, 4-6, and 9-131). In these papers 
the authors deal with some rather general initial and boundary value problems 
but are limited to equations with a single unknown function (either tempera- 
ture or mass concentration). On the other hand, the coupled system of the 
form (1. l)-( 1.3) has been investigated in [8 and 151 for the stability problem 
and in [3, 10, 11, and 141 for the maximum principles and comparison 
theorems. Additional examples of chemical reaction in the form of (l.l)- 
(1.3) can be found in [2]. The purpose of this paper is to show that under 
the conditions in (Hi) the system (1 .l)-( 1.3) has a unique positive solution, 
and under an additional assumption on fi and ci this solution is bounded for 
all t 3 0. A direct consequence of this result is the existence of a unique 
bounded positive solution to the system (l)-(3). 
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It should be pointed out that the work by Besala [3] and McNabb [IO] 
also includes a discussion on the existence problem. Besala has studied the 
existence problem of a rather general coupled system in an unbounded 
spatial domain, but he assumes that for every bounded domain the corres- 
ponding coupled system has a solution. McNabb has discussed the existence 
problem for a nonlinear equation in a general form of (1.1) but with the 
second equation in (1 .l) replaced by ZJ~ =f2(t, X, u, V) and with a Dirichlet- 
type boundary condition. His results require some rather restrictive condi- 
tions on the nonlinear functions. As will be seen in the following section, our 
approach can easily be applied to the system considered in [IO] with lesser 
restrictive conditions. This approach is the method of successive approxima- 
tions, which leads to a constructive method for the determination of the 
solution, as well as an error estimate for the approximations. In addition, 
our techniques can be applied to higher-dimensional spatial domain and 
larger number of coupled equations. However, the present treatment is 
limited to the system (1. I)-( 1.3) for the convenience of discussion. 
2. SUCCESSIVE APPROXIMATIONS 
In this section we describe our approach to the problem by the method of 
sucessive approximations and prove an existence theorem for the system 
(l.l)-(1.3) for a class of functions fi satisfying some global Lipschitz condi- 
tions. This theorem will be applied in the next section for the existence of a 
positive solution for the problem (l.l)-(1.3) when the functions fi only 
satisfy the conditions in Hypothesis 1. 
Let h be any positive real number. Then by letting ui = e-A% and ua = e-Atn 
the problem (l.l)-( 1.3) is transformed to the form 
(%)t - LiUi = Fi(4 x, Ul , %) (t > 0, 0 < x < I) (2-l) 
(%)z (4 0) - 4) %P, 0) = 0 (Ui)z (6 1) + f%(t) u,(t, 1) = 0 (t > 0) 
(2.2) 
%(O, x) = 43.(4 (O<x<l) (2.3) 
for i = 1,2, where 
LiUi = O,(t, 3) (Ui)ss + bi(t, X) (Ui)z - (A - Ci(ty x)) ui 
Fi(t, x, u, , 14%) = ecAtfi(t, x, eAtul , eAtu,) 
(i = 1, 2). 
(2.4) 
Thus the existence and uniqueness problem of (l.l)-(1.3) follows from the 
same as for (2.1)-(2.3). Consider, for each i = 1, 2, the uncoupled linear 
equation 
(Ui>t - Li”i = dt, x> (t > 0,o < x < 1) (2.5) 
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and the boundary and initial conditions (2.2) and (2.3), where gi is a given 
continuous function on 0 < t < co, 0 < x < 1. Assume that for each g, the 
linear problem (24, (2.2), and (2.3) h as a unique solution ui . (This is the 
case if, for example, the coefficients of& and the functions aii , /$ , $i , gi are 
Holder continuous; cf. [7]). Then by taking any pair of continuous functions 
~y’(t, x) and u;‘) (t, X) on 0 < t < co, 0 < x < 1, we can construct two 
sequences (z@)} and {UP)} successively from the linear system 
@!Jqt - L.u!“) = F.(t, x 2 2 8 z Jk-I), &-1) 7 1 2 > 
(z$qr (t, 0) - &i(t) uf'(t, 0) = 0, (u$yz (t, 1) + P,(t) z&t, 1) = 0 
zp(O, x) = l&(x), k = 1, 2,.... (2.6) 
The process of construction is as follows. Starting with k = 1 we solve the 
linear system (2.6) for each i = 1, 2 independently to obtain a pair of solutions 
sir), UP). This is possible since the function Fi(t, X, ~:a), uL’)) is known. Then 
with ~1”) replaced by u:‘) in the function Fi , we solve (2.6) for each i = 1, 2 
to obtain a pair of solutions ui2), ui2). By continuing the same process it is 
possible to construct a pair of sequences {z@}, {uik)}. The aim of this section 
is to show that under some conditions onfi these sequences converge to a 
unique solution of (2.1)-(2.3). Th e conditions we wish to impose are the 
following. 
HYPOTHESIS 2. For each i = 1, 2, fi(t, x, Q , ?a) is continuous on 
0 < t < co, 0 < x < 1, - a3 < Q , +12 < co, and there exists a positive 
constant pi such that 
i.fdt! x~ 71 3 72) -fdt, x, 71'~ 72')1 < Pi(l 71 - 71' 1 + 1 72 - 721 1) 
r7i ,7i'E (-a, cQ)l- (2.7) 
Hypothesis 2 implies that the functions Fi dejned in (2.4) satisfy the same 
Lipschitz condition (2.7). In fact, 
IF& xx 71 > 72) -F& x7 71'2 72% 
< ecAtpi(l eAtT1 - eA%jl 1 + 1 eAtq2 - eAtq2’ I) 
= #%(I 71 - 71' I + 1772 - 72' I>* 
(2.8) 
To show the existence problem of (2.1)-(2.3), it suffices to consider a 
finite interval [0, T] for an arbitrary value of T. Let D = (0, T] x (0, I), let 
D = [0, T] x [0, 11, and let C(D) be the Banach space of all continuous 
functions u(t, X) on II with its norm defined by 
11 u 11 = maxi1 u(t, x)1; (t, x) ED}. 
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Denote by V(D) the space of all vector functions U = {ui , ua} with its 
components u1 , us both in C(D). With the usual definition of addition and 
scalar multiplication for vectors and with the norm of U in %?(a) defined by 
II u II = II *1 II + II *2 II (U = 64 7 u2Ih 
the space g(D) is a Banach space. In fact, it is the product space C(D) x C(a). 
Since it seems there is no confusion, we use the same norm notation for both 
C(o) and ‘Z(D). W e a so 1 use the notation {., .} to indicate elements in V?(D) 
with components in C(D). 
For each i = 1,2, define an operator Ai by 
Api = (U&, - LiUi hi E WJI, (2.9) 
where D(AJ is the domain of A, given by 
D(Ai) = (ui E C(D): Aiui E C(s) and zdi satisfies (2.2) and (2.3)). (2.10) 
Then Ai is an operator with domain D(AJ and range R(A,) both in C(D). 
Similarly, by defining 
mJ1 , f42> (4 4 =F,(t, x, %(C 4, u2(6 4) hl , u2 E cm1 (2.11) 
for each i = 1,2 we may consider Fi as a (nonlinear) operator on the whole 
space 5?(D) into C(B). We next define operators & and $, by 
where D(A) = D(A,) x D(A,). Then A?’ and 9 are operators from %?(a) 
into itself with the domain of 9 the whole space g(D). With these definitions 
the problem (2.1)-(2.3) becomes an operator equation 
.dlJ = F(U) [U E w41 (2.13) 
in the Banach space U(D). The requirement of U in D(d) ensures that its 
components ui , u2 satisfy the boundary and initial conditions (2.2) and (2.3). 
Thus the existence problem of (2.1)-(2.3) is reduced to the existence of a 
function U in D(d) satisfying (2.13). To prove that (2.13) has a solution, 
we first establish some properties for the operators Ai and ~2. For convenience 
we set 
and 
Ci = max{c(t, x): (t, x) E D> (i = 1,2} 
co = max{.?r , C,). 
(2.14) 
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LEMMA 2.1. Let v1 , v2 E D(As) and let v  = v1 - v2 . Then there exist 
t, E (0, T] and x0 E [0, l] such that 11 v  (/ = 1 v(t, , x,,)l and 
441, xc,) [(Aivl - Ap,) (4, , xc,)] 3 (A - ci(t, , x0)) 1 v(t, , xo)12. (2.15) 
Furthermore, for any X > .c< the inverse operator Ai1 exists on R(A,) and 
II Aiv, - &, II >, (A - 2%) IIvl- ~2 II h 3 ~2 E Wdl (2.16) 
I/ A;%+ - A;1w2 /I < (X - ,)-’ II q - w2 I/ [q , w2 E R(A,)]. (2.17) 
Proof. Inequality (2.15) is trivially satisfied when v  = 0. We assume that 
v  + 0. Let (t,, , x0) be any point in D such that 11 v  j/ = I v(t,, , x,,)l . Then 
by the definition of Ai 
= v(h , x0) lWo y x0> - a& ,x0) vUez(tol x0) - W. , x0> v,(h ,x0) 
+ (A - Ci(hl > xc8 443 > %N. (2.18) 
Notice that t, # 0 since ~(0, x) = 4(x) - 4(x) = 0. In view of the positive 
maximum property of v2(t,, , x0), we have 
v(t, 7 x0) v&l I x0) = *v’tyt, , x0) >, 0 (2.19) 
for any t, E (0, T] and x0 E [0, 11. In fact, the strict inequality in (2.19) can 
hold only when t, = T. We next show that 
v,(t, , x0) = 0 and +I , x0) %&I , x0) 6 0. (2.20) 
This is obviously true if x,, is not a boundary point, since the positive maxi- 
mum property of / v(t, , x0)1 implies that 
%d4l 9 %I) 5 0 according to ‘U(t, 9 x0) 5 0. (2.21) 
Suppose that x0 is a boundary point, say x,, = 0. Then, since vi , v2 E D(AJ, 
the function v  satisfies the boundary condition vz(t, , 0) = ol(t,,) v(t,, , 0). This 
can not happen if a(&) # 0, for a(t) > 0 on 0 < t < 00 and v(t, , 0) is either 
a positive maximum or a negative minimum on B. This shows that 
v,(t, , 0) = 0, and thus (2.21) still holds. The latter is due to the fact that the 
curvature of the curve v(t, , x) is concave upward (or horizontal) at x = 0 
if v(t, , 0) < 0 and is concave downward if v(t, , 0) > 0. It follows that (2.20) 
holds for any t, E (0, T] and x,, E [0, I]. Using inequalities (2.19) and (2.20) 
in (2.18) we obtain (2.15). Now, if h > C~ , then an application of (2.15) 
yields 
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which shows that (2.16) holds. Finally, the existence of Ai1 and inequality 
(2.17) follow directly from (2.16). This completes the proof of the lemma. 
LEMMA 2.2. For any x > c,, , the inverse operator &-I exists on the range 
R(d) of & and satisjies 
11 d-1w - at-1W’ /I < (A - co)-1 /I w - w’ /I [W, W’ E R(d)]. (2.22) 
Proof. Let U = {ur , ~a} and U’ = {or’, uz’} be any pair of elements in 
D(d). Then by definition ui , ui’ E D(AJ (i = 1, 2), 
and 
u - U’ = (Ul - Ull, u.2 - uz’}, 
z2l.J - &U’ = {A+, - A1ul’, A.+, - A+,‘}. 
By Lemma 2.1, 
II c&U - afaeu’ II = II A+, - 4~1’ II + II A+, - &,’ II 
3 (A - co) (II Ul - Ul' II + II u2 - u2' II) 
= (A - co) I/ u - U'II . 
It follows from the above inequality that d-l exists and satisfies (2.22). 
THEOREM 2.1. Assume that (Ha) holds. Then for any h > c,, + p1 + p2 
and any function U(O) = (4’), uh”)> in V(D) the sequence U(“) GE {u:“), up)} 
determinedfrom system (2.6) converges in V(B) to a unique solution U = (ul , u2) 
of the problem (2.1)-(2.3). Furthermore, 
(k) 
II Ul - Ul II + II UP’ - u2 II 
< 
h = 1, 2,.... (2.23) 
Proof. Let W = {wl , wa} E V(D). Then for each i = 1,2 the linear pro- 
blem (2.9, (2.2), and (2.3) with g$(t, x) = Fi(t, x, w,(t, x), w,(t, x)) has a 
unique solution ui . By the definition of A, we have ui E D(Ai) and 
Aiua = gi = F,(w, , w,), which is equivalent to sZU = 9(W) with 
u = (u r , u2} E D(d). In view of Lemma 2.2 we may write U = J&IF(W). 
Since for any W = (wl , w2} and w’ = {wr’, wa’} in V(D) Hypothesis 2 
implies that 
I Fi(t, x, ~1 9 ~2) - Fi(t, x, WI’, wz’>I ,< pi(l ~1 - ~1’ I + I ~2 - ~2' I), 
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which in turn implies 
IIFi(w, > ~2) -Fdwl’, Wn’)II G P~(II WI - WI’ II + II ~2 - ~2’ II) = pi II W - IS” II, 
we see from the definition of F that 
! I  F(W) - ~(w?ll G (PI + P2) II w - W’ll . (2.24) 
This inequality together with (2.22) leads to 
11 d-19(W) - d-‘F(w()I~ < (A - co)-lll 9(W) - F(W’)(l 
d (A - co)-' (PI + P2> II w - W’ II * 
(2.25) 
The choice of h > c,, + p1 + pz ensures that &-IF is a contraction mapping 
with a contraction constant p,, = (A - c&r (pl + p2) on the Banach space 
F(D). Hence, given any U(O) = {u:‘), ZJ~‘)} E V(D), the sequence { IP)} 
determined recursively from the equation 
U’“’ = d-19( fy7c-19, k = 1, 2,... (2.26) 
converges to a unique function U E %?(D) such that U = &-1%(U) and 
k = 1, 2,.... (2.27) 
This shows that U E D(d) and G’U = F(U); that is, U = {u, , u2} is the 
unique solution of (2.13). Since (2.26) is equivalent to 
&gU(k) = $( U(“-1)) (U’“’ E D(d)), k = 1, 2,..., 
which is the operator equation for system (2.6), we conclude that the sequence 
U(k) s {up, UP’} determined from (2.6) converges to a unique solution 
{Ul Y u2} of (2.1)-(2.3). Finally, the error estimate (2.23) follows directly 
from (2.27). This completes the proof of the theorem. 
Since the existence of a unique solution to (2.1)-(2.3) implies the same as 
for the original problem (1. I)-( 1.3), we have 
THEOREM 2.2. Assume that fi , f2 satisfy the conditions in (H,). Then the 
problem (l.l)-(1.3) has a unique solution {u(t, u), v(t, x)}. 
Remark 1. In case (2.2) is replaced by the more general boundary con- 
ditions of the form 
4) @4x! (4 0) - /%1(t) (4 (4 0) = rdt> 
%2(t) (a! (t, 1) + /%2(t) (4 (6 1) = rtz(t> 
(t > O), (2.28) 
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where olij , pii , and yij are continuous on 0 ,( t < co with aii > 0, & > 0, 
but aii(t) + &(t) rf 0 for each t > 0, then Theorem 2.1 remains true. This 
can easily be shown by observing that Lemma 2.1 still holds for the operator 
A, except with the condition (2.2) in the definition of D(AJ replaced by 
(2.28). Notice that the function v(t, X) in Lemma 2.1 satisfies the boundary 
conditions in (2.28) with yij(t) = 0 (j = I, 2). 
Remark 2. The technique in the proof of Theorem 2.1 indicates that it 
is possible to extend the operator Li to a general elliptic operator in an 
n-dimensional space domain in the form of 
n 
Lu = 1 +(t, 4 %,Zj + i w, 4 %ci + (44 4 - 4 u, 
i.j=l i=l 
where x = (x1 ,..,, x,) denotes a vector in the Euclidean space Rn. Under 
suitable boundary conditions and some conditions on the coefficients of L, 
it can be shown that Lemma 2.1 holds for this case (cf. [12]). This observa- 
tion indicates the possible extensions of the results in Theorem 2.1 to more 
general system of parabolic equations. 
3. POSITIVE SOLUTION 
In the previous section it is assumed that the nonlinear functions fi and fi 
in (2.1) satisfy some global Lipschitz conditions that are not fulfilled by the 
functions satisfying only the conditions in Hypothesis 1. To overcome this 
difficulty we define, for each i = 1, 2, a modification f”i by 
Then fi is continuous in Q , 71~ for all -co < Q , q2 < cc and satisfies the 
global Lipschitz condition (2.7) with the same Lipschitz constant pi. By 
Theorem 2.2 the “modified problem” (l.l)-( I .3) (i.e., with fi replaced by A) 
has a unique solution U(t, x) = {u(t, x), v(t, x)}. Hence, if we can show that 
this pair of functions satisfies u(t, X) > 0 and 0 ,< v(t, X) < r for all (t, x) ED, 
then by the definition of 3i it is the unique positive solution of the original 
problem (1. I)-( 1.3). This observation leads to the following: 
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THEOREM 3.1. Assume that the conditions in Hypothesis 1 hold. Then for 
any inita2 functions #Jo > 0, 0 < $2(x) < r the problem (l.l)-(1.3) has a 
unique solution (u, v} such that 
46 4 >, 0 and 0 < v(t, x) < Y for aZZ (t, x) E D. (3.2) 
Proof. Let {u(t, x), v(t, x)} be the solution of the “modified problem” 
(l.l)-(1.3) with fi defined by (3.1). F rom the above observations it suffices 
to show that U, v  satisfy the condition (3.2). We first show that v(t, x) >, 0. 
Suppose, by contradiction, that this were not the case. Then v(t, x) has a 
negative minimum m < 0 at some point (to , x,,) ED. Obviously, to # 0 
since by hypothesis ~(0, x) = $a(.~) 3 0. Now, if x,, is not a boundary point, 
then from the second equation in (1.1) we have 
vOt(to , x0) - adto , x0> vzs:(to , x0> - bdt, , x0> v&, , x0> - 4to , x0) m 
= 3&” , x0 , 4to , x0), 4. (3.3) 
Since v(t, , x0) is a negative minimum in (0, T] x (0, l), the relations 
‘Ut(to 7 x0) G 0, %(to 9 x0) = 0, and v&o 9 x0> 3 0 (3.4) 
must hold. It follows from (3.4) and the hypotheses a,(t, x) > 0 and 
c,(t, x) < 0 that the left side of (3.3) . is nonpositive. But, by the definition 
of (3.1), 
which is strictly positive in view of condition (1.5) in Hypothesis 1. We thus 
obtain a contradiction. In case x0 is a boundary point, say x0 = 0, then from 
the second boundary condition in (1.2) and the hypothesis a2(t) >, 0 
Go , 0) = 4to) VP,, 0) = 4to) m < 0. 
This cannot happen unless a2(to) = 0, since v(to , 0) is a negative minimum, 
so that the slope of v(t, , x) must be nondecreasing at x = 0. Hence 
v*(t,, 0) = 0 and the curvature of the curve v(t, , x) is either concave upward 
or horizontal in a small interval [0, So) for some 6, > 0 (with to fixed). This 
implies that given any E > 0 we can find a So > 0 such that for each x E [0, So) 
%&o P x) < 0, I &to 9%) v&o, 41 -=c ~9 
v&o, x) < E, and v(t, , x) < 0. 
(35) 
Furthermore, by letting w = f2(to, x0, u(t, , x0), m), we obtain from the 
continuity of 3a that 
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for some 6, > 0. Let E = w/4 be chosen and let xi E (0, 6) be fixed, where 
6 = min(6, , 8,). Then ~(t, , x1) and ~(t, , xi) satisfy (3.3) with x,, and m 
replaced by x1 and ~(t, , xi), respectively. In view of (3.5) and (3.6) the left 
side of (3.3) is less than 2~ while the right side is greater than w - E = 3~. 
This again leads to a contradiction. The case x,, = I can similarly be shown. 
Therefore, we must have v(t, X) > 0 on D. 
We next show that v(t, x) < Y on D. Suppose this were not the case. Then 
z)(t, x) has a positive maximum M > Y. Let Ma be any real number satisfying 
r < Ms < M. Then there exists (to, x,,) E (0, T] x [0, I] such that 
~(t, , ~a) = Ma and v(t, x) < M,, for all (t, X) E [0, t,] x [0, 11. Furthermore, 
there exists at least one such pair of points (to, x0) such that u,(t,, x0) > 0, for 
otherwise v(t, X) can never assume the larger value M. In other words, at some 
to and a point x,, where ~(t, , x0) = Ma is a maximum on [0, t,] x [0, I] the 
function v(t, x,,) must continue to increase from t = t, in order to reach the 
larger value M. Now, if x0 is not a boundary point, then (3.3) holds with m 
replaced by M0 . By the maximum property of ~(t, , x0) we have ue(t, , x,,) = 0 
and ~,‘,,(ta , x0) < 0. This shows that the left side of (3.3) is strictly positive. 
By the definition of 3a and condition (1.5) in Hypothesis 1, the right side of 
(3.3) is nonpositive. This lead to a contradiction. In case x0 is a boundary 
point, a similar argument as in the proof of the nonnegative property of 
v(t, X) leads again to a contradiction. This completes the proof that 
0 e u(t, x) < r. 
Finally, we show that u(t, X) > 0 on D. To accomplish this, we consider 
the function z+(t, X) = e&k(t, X) for some h > 0. Then it suffices to show 
that u,(t, x) 3 0. Suppose z+(t, X) has a negative minimum m < 0 at some 
point (tr , x1) E D. Then 
(4t (t1 > Xl) - a 3 Xl) wzm (t1 9 Xl) - 4(t, 9 Xl) (%)z (t1 > 4 
i (A - cl(tl ,x1)) m (3.7) 
==e -Atljl(h , x1 , eAtlm, I-‘(4 , xl)>, 
and, if x1 is not a boundary point, the left side of (3.7) is no greater than 
Am < 0. Since 0 < v(t, X) < Y, the right side of (3.7) is equal to 
e-At$(t, , x1 , 0, ~(t, , x1)) which is nonnegative in view of condition (1.4) in 
Hypothesis 1. Thus we obtain a contradiction. The case of x1 being a bound- 
ary point can similarly be treated as for v(t, x). This concludes the proof of 
u(t, X) > 0 and thus of the theorem. 
4. ASYMPTOTIC BEHAVIOR 
In this section we study the asymptotic property of the solution {u, V} of 
the system (1. I)-( 1.3). Since v(t, X) is uniformly bounded by r, our primary 
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concern is to show that u(t, X) is also bounded on [0, I] as t --f co. We recall 
that any continuous function w(t, X) on [0, cc) x [0, l] may be considered as 
a vector-valued function w(t) in the normed space C[O, I] of all continuous 
functions on [0, I], where for each t E [0, CO) the norm of w(t) is given by 
II w(t)lL = m=4 ~(6 41; 0 < x < 11. 
The following lemma plays an important role on the asymptotic behavior of a 
solution. 
LEMMA 4.1 Let w(t, x) be a continuous f&&ion on [0, co) x [0, I], such 
that w,(t, x) exists at the point (t,, , x0). Then the right derivative of [ w(t, x,)1 
exists at t = t, and 
d+ 
Proof. We first show that (d+/dt) (I w(t, x0)1) exists at t = to and is given 
by 
g (I 44 %Nt=to = i$$ w 4&l 9 x0) + q4l , %)I - I W(Gl , %)I]. (4.2) 
It is easily shown that the limit on the right side of (4.2) exists (cf. [12] or 
Eq. (4.4) below). Since for each 6 > 0 
s-1 [I w(tcl + 6 %)I - I Wkl > %)I1 
- [I 447 3 x0) + ~w&cl 9 %)I - I f&l , xo)l] I 
G 6-l I W&J + 6 q) - w&l , x0) - SW&, , x,)1 
(4.3) 
and since the right side of (4.3) converges to zero as 6 -+ Of, we see that 
$$ WI 4tcl + 6, %)I - I wkl 7 %)I] 
= kF+ S-Y1 al > XII) + ~w&, , %)I - I w(t, , 3Jll. 
This proves (4.2). To prove (4.1) it suffices to show the case where 
/ w(t, , x,)1 # 0, since (4.1) is trivially satisfied if I w(t,, , x,)1 = 0. Now, if 
w(t, , x0) > 0, then for sufficiently small 6 w(t, , x0) + Sw,(t, , x0) > 0 and 
thus 
Similarly, if w(t, , x,,) < 0, then 
I 44l 9 x0) + %(4l, %)I - I “(&I, x,)1 = - %(t, , x0). 
4o9146/3-’ 9 
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Hence, for sufficiently small 6 > 0, 
S-7 4to , x0) + b(to , x0)1 - I 4to , 411 = sg04~o~ 61 f+(~, , 4. (4.4) 
It follows by taking 6 + 0+ and using (4.2) that 
which is equivalent to (4.1). This proves the lemma. 
THEOREM 4.1. Let the conditions in Hypothesis 1 hold. If, in addition, there 
exist positive constants M and u such that 
sup{cr(t, x): 0 < t < co, 0 < x < l} < -u, (4.5) 
then for any $1(x) > 0, 0 < +2(x) < Y the problem (1. I)-( 1.3) has a uniqq 
solution (u, v> such that 
0 < u(t, x) < t+ II (bl Ii1 + (M/u) (1 - e-ut) 
0 < v(t, x) < Y 
(t > 0,O < x < 1). (4.6) 
In particular, 
Proof. Since by Theorem 3.1 u(t, x) > 0 and 0 < v(t, X) < r for all 
t > 0,O < x < 1, we need only to show that u(t, X) is bounded above by the 
right side of the first inequality in (4.6). Let to E [0, co] be fixed (but arbitrary) 
and let x,, be any point in [0, l] such that ]I u(t,Jl, = 1 u(t, , x0)1 , where x0 
may depend on to. Then by Lemma 4.1 
d+ 
I 4to 7 x0)1 z (I 4to 2 x0)1) 
= UFO , x0> [adto , x0) udto , x0) + bl(to , x0> Uz(to , x0) 
+ c&o 9 x3 UP0 7 x0> +fi(to 7 x0 7 u(t0 9 x0). “(to 9 EON 
(4.7) 
Consider the case where x0 is not a boundary point. Since u(t, , x0) is either 
a positive maximum or u(t, , x) = 0 on [0, 11, we have u,(t, , x0) = 0 and 
uzO(to , x0) < 0. It follows from (4.7) and (4.5) that 
I 4to > ~011 2 (I u(to 9 x0)1) < - 0 I U(to, x,V + M I +,, xo)l . (4.8) 
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Hence, if ~(t,, , x,,) # 0, we obtain from (4.8) that 
4) < - u I 44, ,x,)1 + M. (4.9) 
Since the usual rules of differentiation hold for the right derivative of a 
continuous function, the above inequality may be written as 
f  (cot 1 u(t, %)I - u-lMeut)t=t, < 0. (4.10) 
This shows that the function 
p(t) GE e”t(ll u(t)lil - o-lM) (t 2 to) 
is strictly decreasing at t = t, and thus there exists 6 > 0 such that 
eut(ll WI, - Q-‘W G eoto(ll &III - W/4) fortE[t,,t,+6]. (4.11) 
The above inequality holds whenever 11 u(t,)l/, f  0; that is, u(to , X) # 0 for 
all 0 < x < 1. 
In case the maximum of u occurs at a boundary point, say x0 = 0, then 
the same argument as in the proof of Theorem 3.1 shows that, given any 
E > 0, there exists x1 > 0 such that (3.5) holds with v  replaced by u and x 
by x1 . Thus, 
G & 3 4 [c + Cl@, I 31) 4tll > 4 + f&l 3 Xl 9 “(to > Xl), u(t, , Xl))]. 
By taking E sufficiently small, the strict inequality in (4.5) ensures that 
I 4t,, 41 ‘; (I 4to 9 4l) < - 0 I UC&, 4l” + M I 4t, , 41 . (4.12) 
Furthermore, if u(t, , x0) is nonzero, so is u(to , x1). Hence, by (4.12) we 
obtain 
$ (I 4t,, 41) < - 0 I U(t, > 41 + M. (4.13) 
The above inequality implies that for some 6 > 0 
eot(l 44 41 - (Mb>) < euto(l 4to ,dl - (Mb)) when te[t,,,t,+S]. 
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By the continuity of / u(t, %)I we see by taking x1 -+ x,, that (4.11) also holds. 
This shows that at any t, E [0, co), where ~(t,, , X) is not identically zero, 
II Wl e e- o(t-taJ I/ u(t,)ll, + (M/u) (1 - e--)) (t E [to ) t, + S]). 
(4.14) 
By starting with t, = 0 in (4.14) and repeating the same process with t,, 
replaced by t, + 6, it is easily seen that 
II 4th < e-et II A Ii1 + (M/O) (1 - e-at> for any t E [0, 00). 
This completes the proof of (4.6) and thus of the theorem. 
Since the functions fi (z’ = 1,2) given by (1.7) satisfy conditions (1.4) and 
(1.5) in Hypothesis 1 with 
afi di(l - V) 
au = (1 + Yq2 
exp (&) and g = - di exp (%I ‘(4 15) 
which are uniformly bounded by di exp(l/r) for IA > 0, 0 .< v < 1 we 
see that all conditions in Hypothesis 1 are fulfilled by these functions with 
Y = 1 and pi = di exp(l/r). Furthermore, the first condition in (4.5) is also 
satisfied for any constant M > dl exp( 1 /r) + h, . This observation together 
with the fact that the constant c appearing in Eq. (1) is positive leads to the 
following results for the system (l)-(3). 
THEOREM 4.2. Let q$(x) > 0 and 0 ,( &(x) < 1. Then the problem (l)-(3) 
bus a unique solution {u, v} such that 
0 < u(t, x) < et II & Ill + c-‘[4 exp(lly)) + 41 (1 - e+) 
0 < v(t, x) < 1 
(t > 0,o <x < 1). (4.16) 
In Particular, 
& oy&u(t, 41 G 64 exp(l/r) + 41. (4.17) 
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