Abstract-This paper reports a two-dimensional time-domain inverse-scattering algorithm based upon the finite-difference timedomain method for determining near-surface material properties at microwave frequencies. The time-domain nature of this technique allows for limiting the region of inversion using causality. The algorithm traces a search trajectory in the ( , ) parameter space. The minimal parameter estimation error along this trajectory yields a set of approximate parameter values. It is shown that the algorithm's convergence and robustness with respect to broadband Gaussian noise depends on the shape and the duration of the illuminating electromagnetic wave pulse chosen for the electrical parameter reconstruction. It is possible to achieve an unambiguous indication of algorithm convergence despite the noisy background.
I. INTRODUCTION

N
UMERICAL inverse-scattering studies found in the literature are based on either frequency-or time-domain approaches. With frequency-domain algorithms, the interaction of the entire medium with the incident field is considered simultaneously [1] - [4] . For a general, lossy inhomogeneous medium this can result in a very large number of unknown parameters. In contrast, time-domain approaches can exploit causality to limit the region of inversion, potentially reducing the number of unknowns.
Time-domain inverse-scattering problems somewhat related to the present study commonly appear in the area of geoscience and remote sensing [5] - [7] . In such problems, ground-penetrating radar (GPR) is used to obtain information on subsurface features from data collected over the surface. Signal-processing algorithms, including those based on finite-difference time-domain (FDTD) [5] , [6] , can be used for target reconstruction. Global inversion techniques have emerged involving the neural network method [6] and the use of genetic algorithms [7] . These algorithms, based on stochastic strategies, offer advantages relative to local inversion algorithms including strong search ability, simplicity, robustness, and insensitivity to ill-posedness. However, they require a large number of function evaluations. More relevant to the present work are the FDTD/nonlinear optimization techniques of [8] and [9] . [8] reported a one-dimensional (1-D) FDTD formulation of an inverse-scattering scheme for remote sensing of inhomogeneous lossy layered media. Here, a layer-stripping procedure was used to simultaneously recover the conductivity and permittivity profiles. This work assumed a normally incident plane wave pulse and zero noise present on the received pulse.
[9] reported a two-dimensional (2-D) FDTD inverse-scattering scheme for remote sensing of the shape of conducting and dielectric targets. With this technique, as the illuminating wavefront sweeps across the target, causality is exploited to reconstruct the actual target surface contour in a sequential and cumulative manner. To test the complexity of a recoverable structure, a plane-wave-illuminated dielectric target with reentrant features was reconstructed from a single-point observation. Numerical experiments tested the performance of the algorithm in the presence of noise and demonstrated a promising degree of robustness.
The present work focuses on the development of a time-domain inverse-scattering algorithm that permits a noninvasive measurement of the near-surface dielectric parameters of a lossy layered half-space. The new algorithm extends the iterative technique of [8] to the case of a 2-D half-space impulsively excited at its surface by an infinitely long monopole. Both the time waveform and the duration of the exciting pulse are studied to explore optimization of the convergence of the inverse-scattering technique. Further, the robustness of the technique in the presence of noise is examined.
We choose to illustrate our new time-domain inverse-scattering algorithm in the context of measurement of the dielectric parameters and skin thickness of the female human breast. For breast skin tissue, the permittivity and conductivity values found in the literature are approximately 36 and S/m in the microwave frequency range [10] - [13] . The literature offers several studies, for example [14] , [15] , indicating that breast skin thickness ranges from 0.7-2.7 mm depending upon the location. The reported causes of mammary skin thickening are commonly categorized by their local or generalized nature. The localized causes can be carcinoma, inflammation, trauma, fat necrosis, postbiopsy, and dermatological conditions. The generalized causes are breast cancer, Hodgkin's disease, reticulum cell sarcoma, metastatic disease, radiation therapy, inflammation, surgery, primary skin disorders, anasarca and any cause of 0018-926X/04$20.00 © 2004 IEEE lymphatic obstruction. Therefore, careful monitoring of nearsurface breast properties can be used as a prediagnostic tool of the underlying tissue pathologies or health concerns of the patient in general.
This paper first reviews the single-parameter reconstruction of skin dielectric properties using the proposed time-domain inverse-scattering algorithm. Next, results are presented to show the development of a 2-D time-domain inverse-scattering algorithm for simultaneous estimation of electrical permittivity and conductivity of the skin layer. This algorithm locates a search trajectory in the ( , ) parameter space. Results are then presented which show that the convergence of the search trajectory and the convergence error depends on the shape and the duration of the impinging pulse. This convergence then permits the skin thickness to be determined by comparing the measurement with a simulated all-skin response. Finally, the robustness of the algorithm is tested in the presence of Gaussian noise for various signal-to-noise ratios.
II. SINGLE-PARAMETER RECONSTRUCTION OF SKIN DIELECTRIC PROPERTIES
This section introduces the basic time-domain inverse-scattering technique by considering the case of single-parameter reconstruction of a skin layer over a homogeneous lossy halfspace. We assume knowledge of the skin thickness. The principal logic of this scheme is shown in Fig. 1 .
Based on an initial guess for a set of dielectric parameters ( , ), the FDTD code computes a trial time-waveform for the magnetic field immediately adjacent to the monopole during a time window . is selected based upon the assumed knowledge of the skin thickness to be short enough to avoid contamination of the trial waveform by reflections from the interface between the skin and the underlying half-space. At each time-step during this run, we calculate the square of the difference between the trial and measured magnetic field waveforms at this point, and add this to a running sum which constitutes the energy-normed error . This value is used to perturb the dielectric parameter under investigation in the following manner:
1. Keeping the other dielectric parameter fixed, the dielectric parameter under investigation is incremented by an arbitrary fixed amount , where can be either positive or negative. 2. The FDTD code is rerun, and a new value of is calculated. 3. If the new value of is less than the previous value, the dielectric parameter under investigation is again incremented by . However, if the new value of is greater than the previous value, the dielectric parameter under investigation is incremented by .
There are two ways to exit the iterative loop of Fig. 1 . For exit 1, decreases below a predetermined threshold value. For exit 2, remains above the threshold but the estimated and parameters oscillate within a narrow band of values a predetermined number of times. Both of these exit criteria are chosen according to physical meaningfulness and to limitations imposed by available computational resources.
Here, we illustrate the convergence properties of the timedomain inverse-scattering algorithm of Fig. 1 for a skin halfspace with only one unknown parameter, or . A 120-ps (1/e full-width) differentiated Gaussian pulse is used as the excitation waveform.
In Case 1 [ Fig. 2 (a)], we fix the value of at the correct value of 4 S/m while iterating for . Here, the FDTD code computes the backscattered signal for a trial value of , compares it with the reference backscattered signal obtained for the correct value of , and calculates the energy-normed error. Based on this error, is perturbed, and the FDTD code computes the backscattered signal for this new guess for the permittivity. This is repeated until one of the criteria for exiting the iterative process is met. Sample results are shown for two initial guesses of , 99 and 150. In Case 2 [ Fig. 2(b) ], we fix the value of at the correct value of 36 while iterating for . Sample results are shown for two initial guesses for , 19 S/m and 20 S/m. In these and similar simulations, we have found a robust convergence for and in the absence of noise for a variety of parameter perturbation increments.
III. TWO-PARAMETER RECONSTRUCTION OF SKIN DIELECTRIC PROPERTIES
A. Methods
This section describes an optimization scheme which allows simultaneous recovery of the permittivity and conductivity of the skin. This scheme generates a search trajectory in the ( , ) space that ideally converges to the reference values of these parameters.
The search trajectory is generated in two possible ways. 1) A trial value of is assumed and a series of FDTD forward-scattering runs is conducted to find a corresponding value of which minimizes the energy-normed error relative to the measured backscattered waveform. This procedure is then repeated for a sequence of trial values of which vary uniformly in equal increments within a 50% range about the nominal value reported in the literature.
2) A trial value of is assumed and a series of FDTD forward-scattering runs is conducted to find a corresponding value of which minimizes the energy-normed error relative to the measured backscattered waveform. This procedure is then repeated for a sequence of trial values of which vary uniformly in equal increments within a 50 range about the nominal value reported in the literature. We here introduce the excitation waveforms used in our investigations. The results section will show that the search trajectory in the ( , ) space depends strongly on the signal shape and duration of the excitation waveform. The three -field excitation waveforms used for the dielectric parameter reconstruction are as follows: 1) 120-ps differentiated Gaussian pulse; 2) 10-ps differentiated Gaussian pulse with a 5-ps risetime; and 3) 5-ps rise time ramp which has the same maximum as the peak value of the 10-ps differentiated Gaussian pulse.
It is important to note the following. The inverse-scattering algorithm processes only a time window within which it compares the trial and measured signals. For breast-skin parameter recovery, it is critical that be small enough to avoid wave reflection from the underlying skin-breast interface which would corrupt the received signal. (In practical situations, the selection of would be conservatively based upon the minimum values of skin thickness and permittivity reported in the literature.) This means that only a part of the measured backscattered waveform might be usable for accurately generating a trajectory in the ( , ) space. For example, in the next section, we will see that, for the 120-ps differentiated Gaussian pulse excitation case, only the leading edge of the measured backscattered pulse is used in the reconstruction. Conversely, the entire measured backscattered pulse is used for the 10-ps differentiated Gaussian pulse excitation case. Results will illustrate the significant consequences that this has on the calculated trajectory in the ( , ) space.
B. Results in the Absence of Noise
1) Reconstruction With Trial Values of :
This section reports results for the inverse-scattering algorithm iterating for using a range of trial values of varying 50 % around the reference value of 4 S/m. In all simulations, the time step used in the FDTD code is 0.33356 ps. Fig. 3(a) depicts the resulting trajectory in the ( , ) space for the 120-ps differentiated Gaussian pulse excitation and . This trajectory passes through the reference value . Fig. 3 (a) also shows the large error made in the recovery if , which is large enough to include the unwanted reflection from the underlying skinbreast tissue interface. Fig. 3(b) graphs the error for for each value in the trial range for its corresponding estimated of Fig. 3(a) . Fig. 3(b) shows that the error function for recovery using trial values of suffers from local minima, and thus cannot be used as a search criterion along the trajectory in the ( , ) space. Similar results were observed for the 10-ps differentiated Gaussian pulse and 5-ps rise-time ramp excitation.
2) Reconstruction With Trial Values of :
This section reports results for the inverse-scattering algorithm iterating for using a range of trial values of varying 50% around the reference value of 36. In all simulations, the time step used in the FDTD code is 0.3335 ps. Results for the excitation signal waveforms under investigation are shown in Figs. 4-6. For both the 120-ps differentiated Gaussian pulse (Fig. 4) and the 5-ps rise-time ramp (Fig. 5) , includes only the leading edge of the backscattered pulse waveform. This window duration is conservatively chosen in the manner discussed previously to avoid contamination by wave reflections at the interface between the skin and the underlying tissue. This yields in Figs. 4(a) and 5(a) linear search and , implying that minimizing the error could be used as a search criterion along the trajectory in the ( , ) space. However, the broad error minimum suggests sensitivity of the skin dielectric parameter recovery in the presence of noise. Fig. 6 (a) graphs the search trajectory in the ( , ) space obtained for the 10-ps differentiated Gaussian pulse excitation. Here, includes the entire backscattered pulse waveform, and the search trajectory shows a parabolic behavior. We note a sharp null of the error along the search trajectory at the location of the assumed reference values of the skin dielectric parameters, which suggests robustness of parameter recovery in the presence of noise. This is explored next.
C. Results in the Presence of Zero-Mean Gaussian Noise
We now test the robustness of the inverse-scattering scheme of the previous section by adding zero-mean Gaussian noise to the simulated measured backscattered signals. The signal-tonoise (S/N) ratio is defined by (Signal /Noise ), where Signal is the peak value of the noiseless backscattered waveform and Noise is the standard deviation of the zero-mean Gaussian noise.
This section presents results for noisy backscattered signals resulting from the 10-ps differentiated Gaussian pulse excitation. Individual search trajectories in the ( , ) space are generated for five independent noise samples added to the backscattered signal for S/N ratios of 20 and 40 dB. Then, for each S/N level, the five data sets are averaged before input to the inverse-scattering algorithm to yield a final search trajectory. The latter procedure simulates the desirable outcome of "boxcar integration" which is often used as a technique for measuring signals contaminated with zero-mean noise wherein multiple measurements are averaged to enhance the deterministic signal. For all results shown, , where 0.33356 ps. Figs. 7(a) and 8(a) show the generated search trajectories in the ( , ) space for each noisy waveform and for the averaged backscattered waveform for S/N 20 and 40 dB, respectively. As expected, for the higher S/N ratio, we observe a smaller deviation of the individual trajectories from the trajectory obtained using the averaged backscattered signal.
More importantly Figs. 7(b) and 8(b) show that the corresponding error along the search trajectory as a function of the estimated exhibits a sharp null at the correct value of 36, even for the lower value of S/N. This unambiguous indication of the correct value of despite a noisy background is crucial in the determination of the skin thickness, to be discussed next.
IV. DETERMINING SKIN THICKNESS
We now briefly describe how we can estimate the breast skin thickness once the patient-specific value for is determined. Note that this procedure is relatively insensitive to . Here, the excitation signal shape and duration is much less critical than before.
Due to the dielectric contrast between the skin and the underlying breast tissue, the propagating pulse reflects off the skin-breast tissue interface. By comparing the measured response for the finite skin-thickness case with an FDTD simulation which assumes a homogeneous skin half-space characterized by the determined previously, the observed time of the first reflection yields the data required to determine the skin thickness.
To illustrate this strategy, Fig. 9 graphs the results of four test cases for an assumed 60-ps differentiated Gaussian pulse excitation wherein measured backscattered waveforms for skin thicknesses of 0.6, 1.2, 1.8 and 2.4 mm and 36 are simulated using 2-D FDTD models. These waveforms are subtracted from the FDTD-calculated backscattered response for the corresponding skin half-space. Then, the estimated time delay of the peak value of the difference signal with respect to the peak of the skin half-space response is used to estimate the skin thickness. The resulting breast skin thickness values obtained in this manner are 0.51, 1.25, 1.85 and 2.45 mm, respectively.
V. DISCUSSION
A. Impact of the Excitation Signal Shape and Duration Upon the Robustness of the Inverse-Scattering Algorithm
The results of the previous sections show that the robustness of the time-domain inverse-scattering algorithm for recovery of and depends on the duration and shape of the excitation waveform. Specifically, of the excitations considered, the 10-ps differentiated Gaussian pulse provides superior robustness, even relative to the ramp signal having the same rise-time, if includes the entire backscattered waveform due to the differentiated Gaussian pulse. Apparently, a bipolar excitation delivers more information to the proposed inverse-scattering algorithm about the signal-path propagation medium than a comparably fast unipolar excitation. The sharp error null consistently obtained along the search generated trajectory in the ( , ) space for the 10-ps differentiated Gaussian pulse excitation, even in the presence of significant levels of zero-mean Gaussian noise, clearly illustrates this point. Signal-to-noise ratios as low as 20 dB are adequate for reliable recovery of the skin permittivity using this excitation.
B. Linearity of Estimated Versus in the Case of Time-Linear Excitations
In the previous sections, we observed that the search trajectory in the ( , ) space is a straight line for cases where the leading edge of the 120-ps differentiated Gaussian pulse or the 5-ps rise-time ramp excitation was used for simulation of backscattered signals and parameter reconstruction. This was observed even in the presence of zero-mean Gaussian noise.
In this section, we analyze the connection between the linear time-dependence of the excitation pulse and the linearity of the generated search trajectory.
We begin the analysis with Ampere's law in three dimensions for linear, isotropic, nondispersive, lossy materials (1) Here, is the magnetic field (A/m); is the electric field (V/m);
is an independent source current density (A/m ); is the conductivity (S/m); and is the electrical permittivity (F/m), the product of relative permittivity with the free-space permittivity F/m. In two dimensions and in the absence of independent current sources, (1) can be reduced to the TM-mode scalar equation involving Cartesian components of the field vectors 
where and are constants with appropriate units. The proposed inverse-scattering iterative scheme computes the error based on energy difference. In essence, the iterative process attempts to minimize the following difference:
In order for this difference to reach zero, while observing (2), (4)-(6), the following condition must be fulfilled: (8) Clearly, (8) is satisfied when the trial values of parameters are equal to the measured parameter values, i.e., when and . However, (8) is satisfied also for the following condition: (9) Therefore, the minimal error condition of (8) and the final (9) tells us that linear relation between and with appropriate constants is a sufficient condition for reconstruction of and parameters by the proposed inverse-scattering scheme when the excitation signal is a linear function of time. This was observed even for the noise study in the case of the the linear, 5-ps ramp signal excitation. The potential benefit of the demonstrated linearity of the generated search trajectory in the ( , ) space is as follows: linear excitation can be used for two trial values, and the rest of the values along the anticipated linear ( , ) trajectory can be obtained by interpolation or extrapolation. Then, error values for the sets of ( , ) obtained by this means can be tested with the noise-robust 10-ps differentiated Gaussian pulse excitation. This would significantly decrease the computational cost of the dielectric recovery procedure.
VI. CONCLUSION
This work presented investigations of a novel 2-D time-domain inverse-scattering technique for determination of near-surface material properties at microwave frequencies. The new technique is based upon the use of an FDTD forward-scattering program element embedded within a numerical feedback loop containing a nonlinear optimization routine. A systematic parameter-perturbation strategy is adopted to permit searching of a multidimensional parameter space for the electrical properties of the materials.
There are two significant findings of this work. First, the use of a time-linear (ramp) excitation yields a linear search trajectory in ( , ) space. Second, the use of a short bipolar excitation signal provides a sharp null of the energy-normed error along the search trajectory even when the backscattered signal is contaminated with a significant level of additive zero-mean Gaussian noise. Proper combination of time-linear and short bipolar pulse excitation data can yield an efficient and robust search strategy.
A logical near-term extension of this work is to construct an additional software-element which would use the same technique to obtain the electrical properties of the material underlying the surface layer after first determining the layer's thickness, permittivity and conductivity. A second extension of this technique would be to exploit its potential multidimensional search capabilities to determine the frequency dispersion of the electrical properties of the surface layer and the underlying materials.
