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Abstract
In this paper, sufficient conditions are obtained for the existence of a unique periodic solution for a class
of differential systems.
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1. Introduction
In this paper, we consider the existence and uniqueness of periodic solution for the following
nonlinear differential system:
x′1 = f1(t, x1, x2, . . . , xn),
x′2 = f2(t, x1, x2, . . . , xn),
· · ·
x′n = fn(t, x1, x2, . . . , xn),
(1)
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X. Yang, K. Lo / J. Math. Anal. Appl. 327 (2007) 36–46 37where t ∈ R, xk ∈ R, fk :R×Rn → R, k = 1,2, . . . , n, are continuous and 2π -periodic in t , ∂fk∂xj ,
k = 1,2, . . . , n, j = 1,2, . . . , n are continuous and bounded.
If
fk(t, x1, x2, . . . , xn) = xk+1, k = 1,2, . . . , n − 1,
fn(t, x1, x2, . . . , xn) = −f
(
t, x, x′, . . . , x(n−1)
)
,
and let
x1 = x, x2 = x′1, . . . , xn = x′n−1,
then system (1) reduces to the following nth-order equation:
x(n) + f (t, x, x′, . . . , x(n−1))= 0, (2)
where f is continuous and 2π -periodic in t , ∂f
∂xk
, k = 1,2, . . . , n, are continuous and bounded.
The second-order scalar equation(
p(t)x′
)′ + f (t, x) = 0 (3)
is a special case of (1) with
x = x1, x2 = p(t)x′1, f1(t, x1, x2) = p−1(t)x2, f2(t, x1, x2) = −f (t, x1).
Moreover, it is easy to see that the following even-order differential equation
(
p(t)x(n)
)(n) + n−1∑
j=1
αjx
(2j) + (−1)n+1f (t, x) = 0, (4)
where α1, α2, . . . , αn−1 are constants, f ∈ C1(R × R,R) is 2π -periodic in t and p ∈ Cn(R,R)
is 2π -periodic, is also a special case of (1).
Recently, Cong [3] has obtained the following interesting results.
Theorem A. Assume
(A1) f (t, x) is 2π -periodic with respect to the first variable, ∂f∂x is continuous and p ∈ C1(R) is
2π -periodic. Moreover, there exist positive constants M1, M2, satisfying 0 < M1  p(t)
M2 on R;
(A2) there exist two positive constants a and b such that
a  ∂f
∂x
(t, x) b on R2
and there exists a nonnegative integer m satisfying the condition
m2M2 < a  b < (m + 1)2M1.
Then Eq. (3) has a unique 2π -periodic solution.
Theorem B. Assume that there exist positive constants A, B and a nonnegative integer m such
that the inequality
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n−1∑
j=1
(−1)j−nαjm2j < A ∂f
∂x
(t, x) B
< M1(m + 1)2n +
n−1∑
j=1
(−1)j−nαj (m + 1)2n
holds on R × R for some constants α1, α2, . . . , αn−1. Then Eq. (4) has a unique 2π -periodic
solution.
For more results on the existence of periodic solutions of (2) and (4), we refer to, for exam-
ple, [2–13] and references therein. In this paper, by using a fixed point theorem, we obtain the
following results.
Theorem 1. Assume fk , k = 1,2, . . . , n, with n 2, are continuous and 2π -periodic in t , ∂fk∂xj ,
k = 1,2, . . . , n, j = 1,2, . . . , n, are continuous and bounded. For any continuous vector function
x(t) = (x1(t), x2(t), . . . , xn(t)), t ∈ [0,2π], define an n × n matrix A(x) = (aij (x)) where
aij (x) =
2π∫
0
∂fi
∂xj
(
t, x1(t), x2(t), . . . , xn(t)
)
dt, i, j = 1,2, . . . , n.
If the matrix A(x) is nonsingular and the eigenvalues λk = λk(x), k = 1,2, . . . , n, of A(x)
satisfy the following condition:
For those {λj }, where λj = 0, there exists a positive constant δ such that∣∣(λj )∣∣ δ,
where (z) is the real part of z, and for those {λk} with (λk) = 0, there exist nonnegative
integers {mk} and positive constants {ak}, {bk} such that
2πmk < ak 
∣∣λk(x)∣∣ bk < 2π(mk + 1), (5)
then (1) has a unique 2π -periodic solution.
Corollary 1. Consider Eq. (2). If for any function x ∈ Cn(R,R), the zeros λk(x), k = 1,2, . . . , n,
of polynomial
F(λ) = λn + dn(x)λn−1 + dn−1(x)λn−2 + · · · + d2(x)λ + d1(x),
where
dk(x) = (2π)n−k
2π∫
0
∂f
∂xk
(
t, x(t), x′(t), . . . , x(n−1)(t)
)
dt, k = 1,2, . . . , n − 1, n,
satisfy (5), then Eq. (2) has a unique 2π -periodic solution.
Corollary 2. Consider the nth-order differential equation(
pn−1(t)
(
pn−2(t) · · ·
(
p1(t)x
′)′ · · ·)′)′ + f (t, x) = 0, (6)
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periodic in t , ∂f
∂x
(t, x) is continuous and bounded for all (t, x) ∈ R×R. Denote
P0 =
n−1∏
k=1
2π∫
0
p−1k (t) dt.
Then Eq. (6) has a unique 2π -periodic solution provided one of the following conditions is
satisfied:
(A1) n is odd and for any continuous function x(t), there exists a constant δ1 > 0 such that∣∣∣∣∣
2π∫
0
∂f
∂x
(t, x(t)) dt
∣∣∣∣∣P0  δ1;
(A2) n = 2p,p ∈ N and for any continuous function x(t), there exists a nonnegative integer
M1 ∈ N0, and positive constants a  b such that
(2M1π)n < a  (−1)p−1
2π∫
0
∂f
∂x
(
t, x(t)
)
dt · P0  b <
(
2(M1 + 1)π
)n;
(A3) n = 2q , q ∈ N and for any continuous function x(t), there exists a constant δ2 > 0 such
that
(−1)q
2π∫
0
∂f
∂x
(
t, x(t)
)
dt · P0  δ2.
Let us compare the result of Theorem 1 with Theorems A and B. First, we consider Eq. (3),
which can be written as system (1) with
f1(t, x1, x2) = p−1(t)x2, f2(t, x1, x2) = −f (t, x1).
In this case, the zeros of the polynomial
∣∣λI2 − A(x)∣∣= λ2 +
2π∫
0
dt
p(t)
·
2π∫
0
∂f
∂x
(
t, x(t)
)
dt
are pure imaginary with
λ1,2 = ±i
√√√√√
2π∫
0
dt
p(t)
·
2π∫
0
∂f
∂x
(
t, x(t)
)
dt.
The assumptions (A1) and (A2) imply that
2mπ <
√
a
M2
2π  |λ1,2|
√
b
M1
2π < 2(m + 1)π
for some nonnegative integer m. This is a special case of Theorem 1 for n = 1.
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x1 = x, x2 = x′1, . . . , xn+1 = x′n, xn+2 =
(
p(t)xn+1
)′
, xn+3 = x′n+2, . . . ,
x2n = x′2n−1.
Then Eq. (4) is equivalent to the system:
x′1 = x2,
x′2 = x3,
· · ·
xn = x′n=1,
x′n+1 = p−1(t)xn+2 − p−1(t)p′(t)xn+1,
x′n+2 = xn+3,
· · ·
x′2n−1 = x2n,
x′2n = −
n−1∑
j+1
αjx
(2j) + (−1)nf (t, x1),
where
x(2j) = x2j+1, j = 1,2, . . . , n − 1,
if n is even, and
x(2j) = x2j+1, for j = k, x(2k) = x(n+1) = p−1(t)xn+2 − p−1(t)p′(t)xn+1,
if n = 2k − 1 is odd. Since ∫ 2π0 p′(t)p(t) dt = 0, the matrix A(x) does not contain the item
p−1(t)p′(t). For simplicity, we consider the case when α1 = α2 = · · · = αn−1 = 0 only. In this
case, it is not difficult to get
∣∣λI2n − A(x)∣∣= λ2n + (−1)n+1
2π∫
0
∂f
∂x
(
t, x(t)
)
dt ·
2π∫
0
dt
p(t)
,
hence according to n is odd or even, we can verify that the assumptions of Theorem B guarantee
the conditions of Theorem 1, respectively. If the values α1, α2, . . . , αn−1 are not all equal to zero,
the discussion is more complicated, so we omit it for simplicity.
2. Lemmas
Lemma 1. Under the assumptions of Theorem 1, it is not difficult to show that the solution
x(t) = (x1(t), x2(t), . . . , xn(t)) of Eq. (1) satisfying the initial condition x(0) = (x1(0), x2(0),
. . . , xn(0)) = u = (α1, α2, . . . , αn) is unique and exists on R, where α1, α2, . . . , αn are any real
values.
The proof of Lemma 1 follows from the standard existence and uniqueness results of ODE,
so we omit it for simplicity.
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u′ = F(t, u), u(0) = u0. (7)
Assume F : [0,2π] ×RM → RM,M ∈ N, is continuous and possesses continuous partial deriv-
atives ∂F
∂u
(t, u). Assume the solution u(t) = u(t, u0) of (7) exists for t ∈ [0,2π] and let
H(t,u0) = ∂F
∂u
(
t, u(t, u0)
)
.
Then the function
Φ(t,u0) = ∂u(t, u0)
∂u0
exists and is the solution of
W ′ = H(t,u0)W
such that Φ(0, u0) is the unit matrix.
Lemma 3. [1] If A is an n× n matrix and there exists δ > 0 such that |λ| δ for all eigenvalues
λ of A, then ‖A−1‖ δ−n‖A‖n−1, where ‖A‖ = max√λ(A∗A), here A∗ = (aji) if A = (aij ).
Lemma 4. [14] For k ∈ N, assume a mapping H :Rk → Rk is continuously differentiable on
R
k and [H ′(u)]−1 exists for all u ∈ Rk , moreover, there exists a constant M > 0 such that
‖[H ′(u)]−1‖M for all u ∈ Rk . Then H is a homeomorphism of Rk onto Rk .
3. Proofs
Proof of Theorem 1. For xj ∈ R, j = 1,2, . . . , n, define x = (x1, x2, . . . , xn) ∈ Rn,
F(t, x) = col(f1(t, x), f2(t, x), . . . , fn−1(t, x), fn(t, x)),
then by Lemma 1, for any vector u = x(0) = col(α1, α2, . . . , αn) ∈ Rn, where {αk} are any real
numbers, the initial value problem (7) has a unique solution x(t) = x(t, u) and this solution is
defined on R×Rn under the assumptions of Theorem 1. Consider the variation equation of (7):
y′ = ∂F (t, x)
∂x
y, (8)
where
∂F (t, x)
∂x
=
(
∂fk
∂xj
(t, x)
)
.
By Lemma 2, the matrix function
W(t) = ∂x
∂u
(t, u) =
⎛
⎜⎜⎜⎜⎝
∂x1(t,u)
∂α1
∂x1(t,u)
∂α2
· · · ∂x1(t,u)
∂αn
∂x2(t,u)
∂α1
∂x2(t,u)
∂α2
· · · ∂x2(t,u)
∂αn
· · · · · · . . . · · ·
∂xn(t,u)
∂α1
∂xn(t,u)
∂α2
· · · ∂xn(t,u)
∂αn
⎞
⎟⎟⎟⎟⎠
is the fundamental matrix solution of Eq. (8), that is, W(t) is a solution of Eq. (8) satisfying
W(0) = In.
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Z(t) =
(
exp
t∫
0
(
∂F (s, x(s, u))
∂x
)T
ds
)T
,
where MT is the transport of matrix M . Then it is easy to verify that Z(t) is also the fundamental
matrix solution of Eq. (8). Hence W(t) ≡ Z(t), ∀t ∈ [0,∞).
Define mappings h, H :Rn → Rn as
h(u) = (x1(2π,u), x2(2π,u), . . . , xn(2π,u)), H(u) = u − h(u).
Then we have
H ′(u) = In − h′(u) = In − ∂x
∂u
(2π,u)
= In −
(
exp
2π∫
0
(
∂F (t, x(t, u))
∂x
)T
dt
)T
= In − exp
(
aji(u)
)
, (9)
where
aij (u) =
2π∫
0
∂fi
∂xj
(
t, x(t, u)
)
dt, i, j = 1,2, . . . , n.
Since if λ is an eigenvalue of A, then exp(λ) is an eigenvalue of exp(A), therefore it follows
from (9) that the eigenvalues μk(u) of H ′(u) are
μk(u) = 1 − eλk(u), k = 1,2, . . . , n.
Since
λk(u) =
∣∣λk(u)∣∣eargλk(u)i , k = 1,2, . . . , n,
we have∣∣μk(u)∣∣2 = (1 − e|λk(u)| cos θk(u))2 + 2e|λk(u)| cos θk(u)[1 − cos(∣∣λk(u)∣∣ sin θk(u))]
= (1 − e|λk(u)| cos θk(u))2 + 4e|λk(u)| cos θk(u) sin2( |λk(u)| sin θk(u)
2
)
,
where
θk(u) = argλk(u), k = 1,2, . . . , n.
If for some k, λk(u) = 0, which means that cos θk(u) = 0, we get from the above equation and
(5) that∣∣μk(u)∣∣2 = 4 sin2
( |λk(u)|
2
)
 4 min
{
sin2
(
ak
2
)
, sin2
(
bk
2
)}
=: δk > 0.
On the other hand, for those j , where λj (u) = 0, then by assumption, |λj (u)|  δ > 0, we
get from the expression of μj (u) that∣∣μj (u)∣∣2  min|λ (u)|δ
(
1 − e|λk(u)| cos θk(u))2 =: εj > 0.j
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δ0 = min
{√
δk, εj
}
,
then |μk(u)| δ0 > 0, k = 1,2, . . . , n. Since ∂fk∂xj (t, x) are bounded, we see that λ(H ′(u)(H ′∗(u))
is also bounded. Let C0 = supλ(H ′(u)(H ′∗(u)), then it follows from Lemma 3 that the mapping
H ′(u) is invertible and∥∥[H ′(u)]−1∥∥M,
where
M = C
n−1
0
δn
.
Lemma 4 now implies that H is a homeomorphism of Rn onto Rn, which means that there exists
a unique u∗ = (α∗1 , α∗2 , . . . , α∗n) ∈ Rn such that H(u∗) = 0, that is, u∗ is the unique fixed point
of h. Hence, the solution
x(t, u∗) = (x1(t, α∗1), x2(t, α∗2), . . . , xn(t, α∗n))
is the unique 2π -periodic solution of (1). 
Proof of Corollary 1. In case of Corollary 1, it is easy to see that the eigenvalues {λk} of
H ′(u) are the zeros of the polynomial of F(λ). Theorem 1 now implies the conclusion of Corol-
lary 1. 
Proof of Corollary 2. Set
x1(t) = x, x2(t) = p1(t)x′1(t), . . . , xn(t) = pn−1(t)x′n−1(t),
then Eq. (6) is equivalent to system (1) with
fk(t, x1, . . . , xn) = p−1k (t)xk+1, k = 1, 2, . . . , n − 1,
fn(t, x1, x2, . . . , xn) = −f (t, x).
Now, F(λ) = λn + G(u) with
G(u) =: P0
2π∫
0
∂f
∂x
(
t, x(t, u)
)
dt.
In this case,
λk(u) =
∣∣G(u)∣∣1/neθk(u)i , k = 1,2, . . . , n,
where
θk(u) = θk =
{
(2k−1)π
n
, if G(u) > 0,
2(k−1)π
n
, if G(u) < 0.
In case (A1), since n is odd, it is easy to verify that cos θk = 0, k = 1,2, . . . , n, and it follows
from the expression of λk(u) that for |λk(u)| δ we have
min
n
∣∣(μk(u))∣∣2  min (1 − e|G(u)|1/n cos θk )2 =: δk > 0.
u∈R |G(u)|δ1
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In case (A2), we prove the case that p is an odd number only. There exist some k such that
cos θk = 0, for these k, since G(u) > 0 and satisfies
(2M1π)n < a G(u) b <
(
2(M1 + 1)π
)n
,
we see that λk satisfies (5) with mk = M1 and for those j , where cos θj = 0, we have G(u) 
a > 0. Hence the conditions of Theorem 1 hold.
We can similarly prove that the conditions of Theorem 1 are satisfied in case (A3). 
Remark. The conditions of Corollary 2 are usually replaced by stronger conditions in the liter-
ature. For example, the conditions (A2) are replaced by (B2) below. See also the conditions of
Theorems A and B.
(B2) n = 2q , q ∈ N and there exist a nonnegative integer M1 ∈ N0 and functions C,D ∈
L∞[0,2π], C(t)D(t), t ∈ [0,2π], such that
Mn1
n−1∏
k=1
p∞k C(t) (−1)q−1
∂f
∂x
(t, x)D(t) (M1 + 1)n
n−1∏
k=1
p0k ,
where p0k =: max0t2π pk(t), p∞k =: max0t2π pk(t). Moreover, either at least one of
pk(t) is not constant: p0k < p
∞
k or the inequalities
Mn1
n−1∏
k=1
p∞k < C(t) and D(t) < (M1 + 1)n
n−1∏
k=1
p0k
hold on subsets of [0, 2π] of positive measure, respectively.
Example 1. Consider the following linear system:
x′ = p(t)y + f (t),
y′ = q(t)z + g(t), (10)
z′ = r(t)x + s(t)y + ξ(t)z + h(t),
where
p(t) = −(1 + 2 sin 2t)
2
, q(t) = −1 + 2 cos t, r(t) = 4 sin2 t + 1,
s(t) = 3 + 4 sin t, ξ(t) = 1
2
− 5 cos t,
and f , g, h are continuous 2π -periodic functions. Now the matrix A(x) = A is a constant matrix
A(x) = A =
( 0 −π 0
0 0 −2π
6π 6π π
)
and the eigenvalues {λ} of the matrix A satisfy λ3 − λ2π + 12λπ2 − 12π3 = (λ − π)×
(λ2 + 12π2) = 0. We have therefore λ1 = π , λ2,3 = ±
√
12πi, the conditions of Theorem 1 with
mk = 1, ak = bk =
√
12π , k = 1,2, are satisfied. Hence system (10) has a unique 2π -periodic
solution.
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1 + 3 sin2 t)x′)′ + (4 − 9 sin t)x = 3 cos t. (11)
Then
P0 =
2π∫
0
dt
1 + 3 sin2 t = π
and
4π2 < P0
2π∫
0
∂f
∂x
(t, x) dt = π
2π∫
0
(4 − 9 sin t) dt = 8π2 < 9π2.
Hence the conditions in (A2) of Corollary 2 are satisfied with M1 = 2, n = 2. Corollary 2 implies
that Eq. (11) has a unique 2π -periodic solution. But in this case, the function ∂f
∂x
(t, x) = 4−9 sin t
is sign changing, which means that the condition of Theorem A is not satisfied.
Example 3. Consider the following nonlinear second-order equation
x′′ + f (t, x) = 0, (12)
where
f (t, x) = (m + 2δ)(1 + 5 sin t)x + δ sin t · sinx,
m ∈ N and 0 < δ < 13 is a constant, in this case,
∂f
∂x
(t, x) = (m + 2δ)(1 + 5 sin t) + δ sin t · cosx
is a sign changing function. But for any x ∈ C(R,R), we get
2mπ < 2(m + δ)π <
2π∫
0
∂f
∂x
(
t, x(t)
)
dt < 2(m + 3δ)π < 2(m + 1)π.
Hence Corollary 2 implies that Eq. (12) has a unique 2π -periodic solution.
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