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AhfiUftfil
Shiffrin and Schneider (1977; Schneider St Shiffrin, 1977) have argued 
that categorization of target and distractor items is not a prerequisite for 
the development or maintenance of automatic processing. Cheng (1985),
on the other hand, has suggested that categorization is a critical factor for 
the development and maintenance of automaticity. In the present project, 
two expetiments were conducted to examine whether categorization is 
necessary for the maintenance of automaticity. In the first experiment, 
subjects were trained to automaticity on two consistent mapping (CM) tasks 
over a period of six sessions. On the seventh day, targets and distractors 
from the two CM tasks were exchanged in order to disrupt any categories 
that migh* have been formed during the pre-transfer phase (sessions 1-6). 
If categorization plays a role in the maintenance of automatic processing, 
we would expect this exchange of items t) disrupt performance during the 
post-transfer phase (sessions 7-10). The results indicated no significant 
costs to performance due to the exchange of items.
In Experiment 2 we further investigated the category hypothesis by
requiring subjects to perform the memory search task with other pre- 
catcgorized items as targets and distractors. These items were used to
encourage subjects to use the category information to distinguish between 
targets and distractors. Subjects again were trained to automaticity prior to 
re-arranging the targets and distractor items. Neither RT nor accuracy
measures indicated evidence of disruption to performance. The results of 
our two studies suggest that categorization is not necessary for the
maintenance of automatic processing.
INTRODUCTION
5
A number of researchers (Schneider & Shiffrin, 1977; Shiffrin & 
Schneider, 1977; Shiffrin & Dumais, 1981; Jonides, Naveh-Benjamin, 
& Palmer, 1985) have argued that the concept of automaticity 
captures the essence of the development of skill. Still others (Logan, 
1985) have postulated that while automatic processes are 
components of skill they do not include all aspects of skill. 
Furthermore, automatization has been defined in terms of the 
aquisition of domain-specific knowledge bases represented as 
"instances" (Logan, 1988). There are also researchers (Cheng, 1985; 
Schneider & Fisk, in press; Kristofferson, 1977) who believe that 
automaticity is not the "means to an end" so to speak. In particular, 
Cheng (1985) asserted that improvement in performance is not due 
to automaticity as some would claim. Instead, an increase in 
performance may be based in part on a restructuring of mental 
processes that enables one io integrate information.
The latter view proposed by Cheng (1985) is the central focus of 
the present experiment. According to Cheng, if subjects have been 
'automatized' to a particular stimulus configuration and then the task 
elements are rearranged, a decrement in performance should occur. 
This "cost" represents the time it takes subjects to reformulate 
categories in memory. The structuring of elements into categories 
may be necessary tor the development of automatic processes. This 
proposal will be tested in the present study by training subjects to 
"automaticity" and then rearranging stimuli from different sets.
6The following section of this paper will focus on the phenomena 
of automaticity and categorization or restructuring. Upon reviewing 
the literature a proposal will be presented to assess the effects of 
categorization using a Sternberg memory search paradigm (1966).
Definition of automaticity
Recent models of skill aquisition have assumed that two 
different modes of processing underlie performance: controlled and
automatic processing. These modes of processing are inferred from 
patterns of single and dual task performance. Automatic processing 
has been characterized as fast, parallel (i.e. occuring simultaneously 
with other non-automatic processes), effortless, and associated with 
extensive practice (Shiffrin & Dumais, 1981). If a process is not 
automatic it is a controlled process, and performance, while accurate, 
demands attention and requires more time. Again, according to 
Shiffrin and Dumais (1981), controlled processing is slow, serial (i.e. 
occuring sequentially when performed with other processes or 
tasks), effortful, controlled by the subject, and associated with novel 
situations. A process that is automatic is capacity-free and a process 
that is controlled is capacity-limited.
Sternberg task
In 1966, Sternberg introduced a methodology that has proved 
useful in decomposing m al processes. Sternberg was interested in 
the time it takes people to process information. He estimated the 
duration of various information processing components. Because this
7paradigm has also been imi arta.it in the study of autoniaticity it will 
be described in some detail here.
The Sternberg (1969) memory search task has formed 'he bas.' 
for a model of human information processing. The a. k was ' >ign\ 
to measure the amount of time required to compare visually 
presented items to items that had been previously stor d in memory. 
More specifically, subjects are given a set of items to memoi e 
(positive set). The positive set can consist of items such as digits, 
letters, words or categories. On a probe trial subjects are presented 
with one or more items which they then compare to items in the 
memory set. Subjects respond yes if the probe is a member of the 
memory set, and no  if the test probe is not a member of the memory 
set. See Table 1 for an example of what the task would look like 
from a subject's point of view.
Insert Table 1 and Figure 1 About Here
As a revolt of the pattern of interactions and additivities that 
resulted from a number of experiments, Sternberg proposed a serial 
stage model of information processing (See Fipure 1). In this four 
stage model, after a stimulus is presented, the information is 1) 
encoded by the perceptual system into an internal representation, 2) 
compared in a serial fashion to the other information that has been 
stored in memory, 3) a binary decision is generated and 4) 
translated into an appropriate response.
8Although this model was designed to represent a fairly simple 
task, it is illustrative of the operation of the human information 
processing system. Within this model, the reaction time (RT) slope 
represents the amount of time required to compare each of the 
probes to items that reside in memory. The intercept of the RT 
function represents the sum of processes related to the encoding of 
stimuli, binary decision, and generation of responses.
The assumptions of Sternberg's (1969) additive factors method 
include the following:
1. RT represents the sum of processing time of a set of independent
stages, from the encoding of the stimulus to the execution of the
response.
2. The output of each stags of processing is independent of the 
quality of the output. For example, although it may take more time 
to process an ambiguous stimulus, the output of that processing will 
be equal to that of processing an unambiguous stimulus once the 
mental transformation has taken place. Thus, the time required to 
perform the processing operation is increased so that the output is of 
equal quality in all cases.
3. Interactions between two orthogonally manipulated variables 
indicate that they affect a common processing stage. Additivity 
indicates that the variables influence different stages of processing. 
For example, if subjects perform a task with two different intensities 
and two different display durations and the effect of one variable is 
magnified at the more difficult level of the other (e.g. a dim stimulus
9presented at a short duration) then the two variables would be said 
to influence a common stage. On the other hand, if intensity and 
memory set size are manipulated and their effects are additive, the 
variables are said to effect two separate stages of processing.
The additive factors method is not without criticism. Sternberg 
proposed that information processing is serial and exhaustive (i.e. 
items arc scanned one by one in memory). He based his claim on 
evidence showing that an increase in memory set size results in an 
increase in RT and positive and negative items have the same slope. 
However, other researchers (Townsend, 1974; Theois, 1973) have 
proposed models that incorporate parallel processing (i.e.
simultaneous scanning of items in memory until the entire memory 
set has been searched) as well as self terminating models (i.e. the 
search is halted when the probe item matches an item in memory) 
that differ from the serial-exhaustive model proposed by Sternberg.
Another criticism of the additive factors method is the statistical 
nature of additivity. Unforseen confounds may influence results and 
produce an artifactual interaction which can then be interpreted in 
terms of two variables influencing the same stage.
The ability of subjects to categorize items can also influence the 
pattern of data collected within the Sternberg paradigm. If items are 
not categorized in the positive set but are transformed into 
categories in memory, subjects will search exhaustively within 
categories in memory, stopping when they reach a match, instead of 
searching all the categories before making a decision (Naus,
Glucksberg &  Orstein, 1972). Another potential problem is that 
practice over a long period of time will, under some conditions, 
decrease the slope of the memory search function, thereby reflecting 
a change in the subject's comparison strategies (Schneider & Shiffrin, 
1977). Fuially, RT to items in the positive set that are more likely to 
occur is faster than to items that are less frequent (Theois, Smith, 
Haviland, Traupman & Moy, 1973).
Although these factors cannot easily be explained within the 
framework of Sternberg's model, the model still remains an 
important heuristic for the study of human information processing. 
The Sternberg memory search task will be used in the present 
experiment to explore the role of categorization in the development 
and maintenance of automatic processing.
Characteristics of automaticitv
Research (Shiffrin & Dumais, 1981; Schneider & Fisk, 1982; 
Logan, 1979) has shown that consistent mapping is imperative for 
automaticity to develop while controlled processing occurs in varied 
mapping conditions. Varied mapping is defined in terms of an 
inconsistent mapping of stimuli to responses over repeated 
exposures. For example, a child quickly learns not to jump on 
furniture if both parents scold him/her for the behavior. However, if 
one parent laughs while the other parent scolds the child, learning 
will not take place. An example of varied mapping (VM) in a 
memory search paradigm would look something like the following:
Trials Memory Set Distractor Set
1 P F C M Q B I E
2 Q B I E P F C M
Within a Sternberg task, consistent mapping (CM) is achieved when 
targets and distractors do not switch roles over trials. Thus, the 
essential task elements are consistently related to the same response 
sequences in the CM condition. For example:
Trials Memory Set Distractor Set
1 AR J D B H S V
2 AR JD B U S Y
In addition to the characteristics of automaticity described above, 
Shiffrin and Schneider (1977) proposed that automatic 
processing does not interfere with other concurrent processing. For 
example, walking becomes automatic early in life. Once automatized 
it doesn't require processing effort (under normal conditions). If we 
take a child who knows how to walk efficiently and ask him/her to 
practice bouncing a ball while walking, the requirement to walk 
should not interfere with learning how to bounce a ball. In time, 
both activities will become well co-ordinated and automatic.
One of the primary criteria for automaticity is evidence of a 
reduced slope in a memory or visual search task. Under VM 
conditions, reaction time is a linear function of the size of the 
memory set. Thus, the larger the number of items a subject is 
required to maintain in memory, the longer it takes to compare a 
probe item to the items in memory. Sternberg (1969) has argued
12
that, in VM training, subjects compare the probe to each of the 
memory set items in sequence. Thus, if a memory set consists of the 
letters A, X, and Q and the probe is P, the subjects will compare the P 
to each of the items before responding that it does not match. Under 
CM conditions, reaction time decreases with practice (Schneider & 
Shiffrin, 1977). What we expect to see in a CM situation is a decrease 
in the memory set slope as illustrated in Figure 2.
Insert Figure 2 About Here
A second criterion for automaticity is the intrusion effect. One 
common example of the intrusion is the Stroop (1935) effect. In a
Stroop task subjects try as rapidly as possible to say aloud the color 
of a word that is either consistent or inconsistent with the word 
(e.g. inconsistent condition- the word green printed in blue). When 
the two cues conflict, reaction time is lengthened relative to the 
condition in which they match. Another version of the Stroop task is 
presented in Figure 3. In this version RT's are increased when there 
is a mismatch between the value of the target number and the items 
in the display. The important aspect of the Stroop task is the
Insert Figure 3 About Here
inconsistency between the task elements. Thus, it appears that the 
inconsistent aspects of the display interact such that the two
responses interfere with each other, thereby prolonging RT and 
reducing accuracy.
Shiffrin and Schneider (1977) have shown similar results in a 
visual search task. Subjects were trained in a CM condition until 
they achieved automatic processing. After consistent training a new 
task was presented. On one diagonal of a display was a VM search 
task and on the other diagonal were the CM items which were to be 
ignored. Schneider and Shiffrin (1977) found that when the target 
items from the CM search task (to be ignored) were presented, 
performance declined dramatically. They suggested this effect was 
due to the CM targets diverting attention from the VM task.
A third criterion for automaticity is perfect time sharing. Perfect 
time-sharing can be characterized by subjects performing two tasks 
together as well as they could perform either task alone. An 
example is the ability to drive (once it has become automatic) and 
talk to a passenger or listen to the radio or look at something other 
than the road. A novice would not be able to do this without causing 
harm to him/herself and others. Thus, when tasks become 
automatic, improved time-sharing should be present. *
Looking at the three criteria and how they provide a means for 
assessing automaticity we ask, Do all of these need to be fulfilled for 
the task to be automatic? Kahneman and Treisman (1984) have 
addressed this issue by stating, "...finding that processing is subject to 
load effects or dual task interference may mean that the processing 
is not yet completely automatic. The co-occurance of Stroop-like
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interference could mean that the processing is only partially 
automatic, which need not compromise the internal consistency of 
the concept of automaticity." Several investigators (See Bahrick & 
Shelly, 1958; Bahrick, Noble, & Fitts, 1954; Kramer & Strayer, 1988; 
Logan, 1978, 1979; Hirst, Spelke, Reaves, Caharack, & Neiser, 1980) 
have asserted that automaticity develops over time, that with 
practice performance moves in the direction of complete 
automaticity. There is no clear evidence that automaticity ever 
becomes complete (Logan, 1978).
IMPORTANCE OF CATEGORIZATION FOR THE DEVELOPMENT AND 
MAINTENANCE OF AUTOMATICITY
Recently, the importance of categorization for the development 
and maintenance of automaticity has been questioned (Cheng, 1985). 
Because Shiffrin and Schneider (1977) have explicitly stated that 
categorization (or restructuring) is not necessary for the 
development of automatic processing, the empirical studies that they 
have conducted to address this issue will be discussed in some detail. 
Shiffrin and Schneider's (1977) interpretation of categorization
In experiment 3, of Part II of Shiffrin and Schneider's (1977) 
classic report, the goal was to identify the role of categorization in 
controlled and automatic processing. The design of the experiment 
was constructed so that in one condition no categories could be 
formed (mixed condition). That is, the target and distractor items 
changed roles from trial to trial. In a second condition categories 
could be formed because the target and distractors did not switch
roles over trials (categorical condition). After training in these 
conditions for 24 experimental sessions, subjects were transferred to 
a condition in which the mapping of stimuli to categories as well as 
the mapping of stimuli to responses was consistent.
Insert Figure 4 About Here
The results of the categorical condition showed that while 
performance improved over trials, in the training phase, 
performance asymptoted by session 19. This effect can be observed 
in Figure 4. It can also be observed that while initially M=2 
conditions are better than M=4, after training the memory set sizes 
converged indicating the importance of categorization in reducing 
the effect of memory load (M=2 and M=4 refer to memory set sizes). 
In the mixed condition performance was worse than in the 
categorical condition even after 24 sessions of practice. The effect of 
memory set load was also maintained in the mixed condition 
throughout training. After 24 sessions subjects from both the mixed 
and the categorical conditions were transferred to completely 
"consistent" conditions. That is, both the items to categories and 
categories to responses were consistently mapped at this time.
Performance increased further over training conditions, such that 
the mixed and categorical conditions converged. Measuring the 
amount of time needed for convergence to occur between the two 
conditions, Shifflrin and Schneider (1977) concluded that 20-25
sessions were needed in order for categories to develop. By 
comparison, after four sessions in completely consistent training 
( ransfer condition) the mixed condition showed marked 
improvement and ultimately reached a performance level near the
categorical condition. Shiffrin and Schneider concluded that 
automatic detection was taking place during the transfer sessions.
In summary of experiment 3, Shiffrin and Schneider (1977) 
concluded the following: 1) Even randomly chosen characters can be
categorized as long as they remain constant across trials. 2) The use 
of categories improves subject's efficiency in a controlled search 
because it eliminates the effect of set size. 3) Switching to
completely consistent training produces rapid automatic detection for 
both categorical and noncategorical stimuli.
A category can be defined as any set of elements from which 
common properties can be extracted. Categories can be formed on 
the basis of visual, acoustic, or semantic features. With regard to 
search tasks, if all the members in a memory set can be
unambiguously categorized, then the search can take place on the 
basis of the category rather than the individual elements. Given that 
categories are formed frequently in everyday life, it is plausible that 
both categories and exemplars can be processed automatically.
According to Shiffrin and Schneider (1977) automatic category 
encoding is based on a stimulus represented by a node in memory
that is acted on automatically upon recognition of a category. They 
also claimed from the evidence presented in experiment 3 that while
the categorical condition led to better performance than the mixed 
condition, the magnitude of that difference was small. In addition, 
they stressed that attention can play a major role in the development 
of cate ,'es. Shiffrin and Schneider asserted, "...when a categorical 
encoding is learned, it will not necessarily be utilized by the subject 
during a controlled search,..a category response will facilitate 
controlled search only if the subject both notices the category and 
also decides to alter his/her search to compare the category rather 
than the individual stimuli" (pp. 143).
Shiffrin and Schneider (1977) concluded that categorization does 
have its place in search tasks and can be used to facilitate memory. 
However, they do not view categorization as necessary for the
development and maintenance of automatic detection.
Cheng's (19851 challenge
Recent evidence has challenged the validity of Shiffrin and
Schneider's claim that categorization is not necessary for the
development of automatic processes. Cheng (1985) provided an 
alternative model to Shiffrin and Schneider's theory of skill 
aquisition and automaticity. She reported that, in an effort to
isolate the effects of categorization, thereby eliminating any 
confounding, Shiffrin and Schneider underestimated the impact 
categorization--or restructuring--has on the development of
automaticity.
Cheng (1985) proposed that automatic processes can be accounted 
for by a restructuring viewpoint. In this view processing can be
modified in such a way that the result is a conglomeration of 
integrated processes that improve performance. More specifically, if 
limitations are placed on the human that reduce performance, the 
human does not just compensate for the loss by moving from one 
mode of processing to another (i.e. from capacity-limited to capacity- 
free); instead, a restructuring of the task may be implemented.
Schneider and Shiffrin (1977) concluded that memory load has 
no effect on performance in trained CM conditions. In VM conditions 
memory load has a negative effect on performance. From these 
findings Schneider and Shiffrin inferred that CM training yields
automatic attention-free processing and that VM training yields
controlled attention-demanding processing. There is an alternative
interpretation of these results, however. In the CM condition the 
memory set either consisted of letters and the distractor consisted of 
numbers or the reverse was true. Subjects may have formed 
categories based on these relations among task items. Thus, 
categorization could have influenced their reduced slope in memory 
comparison. Cheng labeled this a "category strategy."
A category strategy may enable the subjects to use the 
restructured information to increase performance in the memory 
search task. The category strategy proposed by Cheng involves the 
ability of subjects to discriminate among the features of the display 
items. Cheng asserted that subjects can easily distinguish between 
letters and numbers and classify them as such using a "categorical
feature strategy" (Cheng, 1985). A number of studies (Duncan,
1983; Posner, 1970; Rabbitt, 1967; Gleitman & Jonides, 1976; Jonides 
& Gleitman, 1976) provide support for this hypothesis.
Shiffrin and Schneider (1977) performed another experiment to 
determine the importance of the use of categories for the 
development of automatic processing. In this experiment targets and 
distractors were reversed after substantial practice. Performance in 
the CM condition decreased dramatically with this manipulation. A 
performance decrement was not observed when a new set of 
distractors was used in the VM conditions. Shiffrin and Schneider 
interpreted this pattern of results as support for their argument that 
categorizability is not the essence of automatic processing (because 
the categories were the same after the switch). However, Cheng 
pointed out that memory set size was not manipulated in this 
experiment, and, therefore, the degree of automaticity achieved 
cannot be evaluated. Also, the manipulation was not the same in the 
CM and VM conditions. New items were introduced in the VM 
condition while the targets and distractors were switched in the CM 
condition.
In my assessment other factors concerning Shiffrin and 
Schneider's (1977) experiments, and particularly experiment 3, 
require clarification. In particular, Shiffrin and Schneider's results 
for experiment 3 were interpreted in a manner that seems to be 
inconsistent with the data. Shiffrin and Schneider claimed that 
while the category structure available to subjects during training (i.e. 
categorical condition) increased performance relative to the mixed
20
condition the magnitude of the difference between the mixed and 
categorical conditions was relatively small. However, inspection of 
Figure 4 contradicts this interpretation. Accuracy increased 40% 
from the set size 2 mixed condition to the set size 2 categorical 
condition. There was also a 20% difference in accuracy between the 
set size 4 mixed and categorical conditions. A related point concerns 
Shiffrin and Schneider's treatment of the type of consistency tha: 
was found in the training and transfer versions of the two tasks. 
Although Shiffrin and Schneider (1977) indicated that the training
phase represented VM training, there are a number of consistent
aspects of the tasks. In the categorical condition targets and
distractors were mapped to categories, and even in the mixed 
condition subjects made the same physical responses over trials. 
Thus, the difference between categorical and mixed conditions and 
between training and transfer phases was not one of "consistent"
versus "varied" training. Instead, each condition possessed a mixture 
of consistent and varied components. Because their definition of 
varied mapping is inconsistent even across their own studies 
(Schneider & Shiffrin, 1977; Shiffrin & Schneider, 1977), these 
discrepancies in what Shiffrin and Schneider call "VM" training can at 
least partially account for the differential levels of improvement in 
the training and transfer versions of the categorical and mixed 
conditions.
Thus, some level of automatization may have occurred as a 
function of subject's ability to use category information (categorical
21
condition). In fact, in the categorical condition, during the training 
phase, performance was relatively stable (i.e. performance did not 
change significantly) between sessions 15 and 24, whereas for the 
mixed condition performance was still inferior to the categorical 
condition after 24 sessions of practice.
The major discrepancy between Shiffrin and Schneider's 
interpretation of the results and the category consistency 
interpretation is that 'Shiffrin and Schneider argue that the rapid 
improvement from the training to the transfer versions of the mixed 
condition indicate that consistent stimulus-response mapping rather 
than categorization is of critical importance for the development of 
automatic processing. Their argument is based upon the fact that it 
took 20-25 sessions before performance reached an asymptote in the 
training version of the categorical condition. On the other hand, 
performance in the mixed condition improved rapidly when both 
stimulus-response consistency and category structure were 
introduced (transfer phase). Thus, they conclude that because 
categorization took so long to become useful in the categorical 
condition, it could not possibly have been the critical factor in the 
rapid improvement in the mixed condition. What they fail to 
acknowledge, however, is that subjects become familiar with the set 
of items used in the mixed condition during training and therefore 
may have been able to rapidly form categories after transfer.
Returning to Cheng's argument concerning Shiffrin and 
Schneider's (1977) report, several other pieces of evidence support a
22
theory of a categorical search. In one study conducted by Fisk and 
Schneider (1983), even after extensive practice in a word search 
condition, the reaction time slope stayed constant at 20 msec. The 
target set contained eight words that were consistently mapped. 
Although no plausible explanation was offered by Fisk and 
Schneider, Cheng (1985) drew the following conclusion, "...this result 
is readily explained by the category-tag hypothesis: it is harder to
form a superordinate category of eight than of four items, especially 
when the distractor words were from the same taxonomic categories 
as the target words, as was the case in the word-search condition" 
(Cheng, 1985, pp. 418).
Schneider and Shiffrin's (19851 rebuttal
Schneider and Shiffrin disagreed with a number of Cheng's 
arguments, although they do admit that restructuring could lead to 
improved performance. However, they disagreed with Cheng's 
assertion that restructuring was a necessary and sufficient condition 
for the development of automatic processing. They suggested 
instead that consistency was the critical factor for the development 
of automaticity.
Schneider and Shiffrin defended their argument by contrasting 
Cheng's interpretation with their original experiment 3 (Shiffrin & 
Schneider, 1977). They claimed they were able to control two 
variables in order to establish automaticity: 1) the distribution of
category tars to be assigned to the target and distractor sets, and 2) 
the visual features of the memory set items and distractors (i.e. to
23
make them distinct). They agreed with Cheng that categorization 
did develop in the training condition of experiment 3, which is not 
surprising since there was a category difference between targets and 
distractors. They also claim that performance "rose dramatically" 
after transfer to completely consistent mapping. "Dramatic" appears 
to be an overestimate given that performance in the categorical 
condition rose only about 1% in M=4 and 6% in M=2 in the transfer 
condition. In the mixed condition the increase was indeed more 
pronounced with approximately a 7% increase in the M=2 condition 
and a 30% increase in the M=4 mixed condition. In addition, they 
stated that the mixed condition could benefit from both
categorization and consistent stimulus-response mapping in the 
transfer phase. However, they claimed that automaticity developed 
in the transfer phase as a result of the imposition of consistent 
stimulus-response mapping and not category structure. Shiffrin and
Schneider (1977) stated, "There are several lines of evidence 
suggesting that automatic detection may develop faster if 
categorization is available at the start of consistent mapping...The 
main conclusion to be drawn from the studies reported [here], based 
oi repeated findings, is that the presence of categories in search 
tasks can be used to facilitate, benefit, and modify controlled search" 
(Shiffrin & Schneider, 1977, pp. 143,145). Note that Cheng 
postulated that automatization and categorization are not "mutually 
exclusive" (i.e. processes can be both automatized and categorized).
24
Schneider and Shiffrin (1985) responded to Cheng concerning 
reversals as well. They quoted Cheng as saying that the effect of 
reversal on CM performance indicates that a category strategy alone 
cannot account for automaticity. However, Cheng asserted that 
automaticity may not have been established in this experiment :>ince 
the memory/visual load criterion was not assessed. Nonetheless, 
Schneider and Shiffrin (1985) insisted that categorization cannot 
explain their results, so there must be an alternative explanation: 
attention to the automatized list of targets interferes with the ability 
to process new information.
Schneider and Shiffrin (1985) described another experiment to 
support their argument that categorization is not sufficient to account 
for automatic processing. This is experiment 4 of Part II (Shiffrin &  
Schneider, 1977). In this experiment subjects were trained to 
automaticity for one task and were then presented with another task 
in which some items from the CM task were included, but were 
supposed to be ignored. Performance dropped considerably in this 
new task due to interference of the CM items. Schneider and Shiffrin 
(1985) asserted that this intrusion effect cannot be accounted for by 
the categorization hypothesis.
Further challenges to Shiffrin and Schneider's automaticity theory
Other studies have challenged the view that the development of 
automaticity may be at least partially dependent on the ability of 
subjects to form categories. One study that supports the notion of a
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category strategy hypothesis is described by Schneider and Fisk 
(unpublished manuscript). They describe a series of studies that
examine how context cues effect the development and maintenance 
of automatic processes. Schneider and Fisk claim that "theoretically, 
an automatic process may be a context cued phenomenon such that a 
particular stimulus may be automatically processed in one context 
but not in others." Twelve experiments, divided into 3 sets, were 
conducted. In each of the experiments subjects were shown a single 
memory set item. The memory set item was followed by 12
successive frames which included a central fixation dot and four 
probe items. For each presentation of items, subjects were to 
indicate the location of the original target item by pressing the
appropriate key on the computer keyboard (the keys chosen also
formed a square to correspond to a one-to-one mapping of the four 
stimulus locations). Subjects were provided feedback on their
accuracy.
In the first series of studies, subjects were presented with 
numbers and letters that were consistently mapped to categories. 
These categories (e.g. letters and digits) were inconsistently mapped 
to target and distractor responses over trials. Thus, although
subjects would respond to either letters or numbers, the category of 
numbers that they would respond to varied over trials. Prior to the 
experiment subjects were trained in one completely consistent 
condition (CM(1): categories and responses were consistently
mapped over trials and one completely inconsistent condition (VM)
26
for 2000 trials. For the experiment subjects alternated their 
performance on the CM(1) condition and the previous VM condition. 
However, the previous VM condition was now performed with 
consistent categories. Thus, the CM(1) and CM(2) conditions involved 
the alternation, on a trial by trial basis, of responding to either 
numbers or letters. In this series Schneider and Fisk tested for 
subject's ability to maintain automatic processing from the 
previously learned set (CM(1)) while learning a new set (CM(2)). 
The results indicated that two of the three subjects were able to 
process the CM(2) condition automatically while maintaining the 
ability to process information automatically for the CM(1) condition. 
One explanation for these results may lie in the subject's ability to 
use "well defined categories of character sets," without interference 
of nondiscriminable physical features, which in turn provided the 
subjects with clear external context (Schneider & Fisk, unpublished 
manuscript). External context is defined as context in addition to the 
category distinction.
The second series of nine studies replicated the first series while 
including additional conditions. Of particular interest was the 
addition of conditions in which the target items were cued not only 
by category context (e.g. a series of X's or O's that surrounded the 
probe items). Four subjects were used in these experiments. One 
subject was able to develop a second automatic process (CM(2)) while
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maintaining the first automatic proce< ')) by using the context
provided by the consistent categories. ;ry to response mappings
were not consistent in these experimt The second subject was
unable to develop the second automatic process by using the 
category context. However, he was only able to develop the second 
automatic process when the explicit external context was provided 
(e.g. X's and O's). The third and fourth subjects were not able to 
develop two automatic processes.
In the third series of studies Schneider and Fisk examined the 
effects of developing two context-dependent automatic processing 
skills simultaneously. Context was either consistent (i.e. external 
context cues either always used with number searches < always 
with letter searches) or inconsistent (i.e. external context cues were 
randomly assigned on each trial). The context cues consisted of four 
Greek symbols: delta, theta, omega, and psi. The searches consisted
of either locating letters among number distractors or numbers 
among letter distractors which alternated on each trial. Subjects 
indicated the location of the target item in the display as well as 
which context item (delta, theta, omega,or psi) occurred unless 
instructed to ignore the context cues. Performance in the CM(1) and 
CM(2) conditions was best when consistent context was used, except 
in conditions in which the context was reversed.
As mentioned earlier, this report provides further support and 
evidence for the category strategy hypothesis. Schneider and Fisk 
cited as evidence for their "context driven" theory of automaticity
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the framework of studies conducted by Schneider and Shiffrin (1977; 
Shiffrin & Schneider, 1977). They state that Shiffrin and Schneider 
suggest "context driven automatic processing should occur" 
(Schneider & Fisk, 1988). What is ironic is that, first, Schneider and 
Shiffrin (1977; Shiffrin &  Schneider, 1977) never refer to their 
studies as being an investigation of context dependent automatic 
processing. Secondly, what Shiffrin and Schneider (1977) do state is 
that a category strategy is not necessary for the development and 
maintenance of automatic processes. Inadvertently, what Schneider 
and Fisk's results indicate is that 'context dependency' could also 
refer to a 'categorically-based' aid in the development and 
maintenance of automaticity.
A study by Kristofferson (1977) indirectly examined the role of 
categorization in the maintenance of automatic processing. After 
achieving "automatic processing," subjects transferred to a new set of 
targets. However, the same distractor set was maintained. 
Kristofferson found that the level of automatic processing was 
maintained even with a completely new set of target items. Since 
the distractors remained the same it is possible that subjects used 
the distractor "category" to maintain their performance following the 
transfer to new target items.
Experiment 1
The primary purpose of the present study was to address the 
issue of whether category structure is crucial to the maintenance of
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automatic processing. Subjects were extensively trained with two 
consistently mapped sets of targets and distractors. Thus, subjects 
achieved performance levels consistent with "automatization" in two 
CM tasks. At this point target items from one task were exchanged 
with target items from the other task and distractor items from one 
task were exchanged with distractor items from the other task. If 
categorization plays a role in the maintenance of automatic 
processing we would expect this "exchange" of items to disrupt 
performance. However, if automatic processing can be carried out at 
the level of individual items, even if category structure had been 
used in the development of automatic processing, the exchange of 
items across target and distractor sets should have little effect on 
performance.
Method
Subjects. Twelve students from the University of Illinois 
were chosen to participate in this experiment. Subjects were 
between the ages of 18 and 30 and were right-handed. Subjects 
completed approximately 10 days (20 hours) of experimentation. 
Subjects were paid $3.50 an hour for their participation.
Stimuli and Apparatus. An IBM XT computer was used to 
conduct the experiment. Button press responses were measured 
with msec accuracy. The stimuli were presented on a monochrome 
display interfaced with a graphics adapter. Subjects either pressed 
the 'z' key on the computer for yes and the 7  key for n o  or vice
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versa. Subjects used the index finger of their right and left hands to 
make the responses.
Letters were used as targets and distractors for the CM(1) and 
CM(2) tasks. Targets and distractors were selected so that they were 
difficult to discriminate on the basis of simple features. 
Discriminability norms were used to select the appropriate curved 
and angular letters for the target and distractor sets (Gilmore, Hersh, 
Caramazza, & Griffin, 1979). See Appendix A.
Task. Subjects performed a Sternberg memory/visual task. 
In this task the subjects were presented with a memory set of either 
2 or 4 letters. Following the memory set, subjects were presented 
with probe items that they were instructed to compare to the 
memory set items. On probe trials subjects matched either 2 or 4
visually presented probes to the items in the memory set. Subjects 
made one response if one of the probes matched a memory set item 
and another response if neither of the probes matched a memory set 
item. Speed and accuracy were emphasized. (See Appendix C for 
daily RT and accuracy means)
Design. The experiment was conducted within the framework 
o f a 2 x 2 x 2 x 2 x 2  factorial design. The factors include: a) visual 
set size (2, 4), b) memory set size (2, 4), c) version of task (CM(1), 
CM(2)). d) response type (target and distractor), and e) experimental 
phase (training and transfer). Each block was constructed such that a 
subject was exposed to a memory set of either 2 or 4 items and a
display set of both 2 and 4 items occurring equally as often. The two 
CM tasks were presented on alternate days. That is, subjects were 
presented with CM1 for the first session, CM2 for the second session, 
CM1 for the third session and so on.
Procedure. Subjects were trained for six days on the two CM 
tasks (CM(1) and CM(2)). In each experimental session subjects 
performed 64 blocks with 30 probe trials in each block (1920 trials 
per session). The 64 blocks consisted of 8 replications of 2 memory 
set sizes x 2 visual set sizes x 2 response types. The temporal 
sequence of each block of trials is as follows.
Subjects were presented with a memory set for 4 sec. 
Subsequent to the presentaion of the memory set subjects were 
presented with 30 probe trials. Subjects decided on each probe trial 
whether the items were from the memory set and made the 
appropriate response. For example, if the memory set Z, P, F, X is 
presented and the probe Q appears, subjects should respond no  by 
pressing the appropriate key on the computer keyboard. Probes 
were presented for 200 msec with a 1500 msec interstimulus 
interval (See Appendix F for visual angle configuration).
Following the sixth experimental session, items from the CM(1) 
and CM(2) target and distractor sets were exchanged. Subjects then 
performed 64 experimental blocks for each of the remaining 4 
sessions.
R esults
The primary objective of this experiment was to determine
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whether automatic processing is dependent on the maintenance of 
category structure within a task. The effects of task restructuring are 
measured by the costs in subjects' performance upon transferring 
targets for CM(1) with targets from CM(2) and distractors from CM(1) 
with distractors from CM(2). However, before we begin to examine 
the transfer effects, it is important to establish that automaticity 
developed during the training sessions.
Figures 5a & b present the mean RTs for targets and distractors 
across the 10 experimental sessions. The mean pre-transfer RT's 
were submitted to a 4-way repeated measures ANOVA (session x 
memory set size x display set size x response type).
A number of significant main effects and interactions were 
obtained. As can be seen from the figures, performance improved 
across sessions [F(5,55) = 72.3, p< .011. RT's were also faster for the 
smaller memory load [F(l, 11) = 75.8, p< .01) and display load 
conditions [F( 1,11) = 101.9, p< .01). More importantly, however, 
session interacted with both display (F(5,55) = 17.8, p< .01] and 
memory load [F(5,55) = 31.5, p< .01] indicating that both display and 
memory load effects diminished with practice. 1
Insert Figures 5a & b about here
Accuracy data is presented in figures 6a and b. The accuracy data 
were submitted to a 4-way repeated measures ANOVA (session x 
display set size x memory set size x response type). As can be seen
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from the figure, the effects of both display (F(5,55) = 4.9, p< .01] and 
memory set size |F(5,55) = 6.3, p< .01] decreased with practice.
Insert Figures 6a & b about here
The RT and accuracy data that we have described strongly 
suggest that subjects developed automaticity in the CM tasks. Thus, 
we can now evaluate the main issue, the effect of task restructuring 
on the automatized performance. As seen in figures 6a and b 
performance in general remained unaffected by the change in 
experimental phase. This observation was confirmed by a repeated 
measures ANOVA in which 2 pre-transfer and 4 post-transfer 
sessions were entered (session 5 through 10). The factors in the 
ANOVA were session (6), display set size (2, 4), memory set size (2, 
4), and response type (target, distractor). Both the mean RT and 
accuracy ANOVA’s confirmed what can be seen in the figures. There 
was no significant main effect for the session variable. In fact, RT 
differed by +2 msec from the last session of pre-transfer to the first 
session of post-transfer while accuracy remained the same.
Discussion
The results obtained in the present study suggest that high levels 
of performance can be maintained when the task is reorganized. No 
costs to performance were evidenced at session 7 (post-transfer
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phase) and automaticity was maintained. Thus, these results 
provide evidence against Cheng's category tag hypothesis.
Although the results suggest that performance was not 
disrupted by task reorganization, we were not convinced that 
subjects could easily use the category structure to discriminate 
between targets and distractors in the present study. The stimuli 
that we employed in experiment 1 consisted of 24 letters of the 
alphabet all paired for visual confusability (across targets and 
distractors). We assumed that subjects would restructure the letters 
such that target letters from CM1 would be organized into a "target" 
category, and distractors from CMI would be organized into a
"distractor" category, etc. Thus, when the "exchange" of items look 
place subjects would need time to restructure the items in order to
maintain automatic processing--producing some cost initially. 
Instead, we saw no costs in performance even in the fine grained 
analysis. 2
However, it is conceivable that since the stimulus items were not 
"pre-categorized" into sets that corresponded to task, target and 
distractor boundaries, subjects did not capitalize on "category" 
structure. If this was the case then our manipulation of task
structure should have little, if any, effect on performance. In
experiment 2 we encouraged subjects to form categories by 
providing them with items that have been pre-categorized to 
conform to task, target and distractor boundaries.
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Experiment 2
Experiment 1 provided tentative support for the argument that 
automaticity can be maintained even when the c gory structure of 
the task is disrupted. However, since experiment 1 used arbitrary
sets of letters, it might be argued that subjects did not capitalize on 
the category structure to the degree they wouid have if pre­
categorized words had been used. In experiment 2 CM target and 
distractor sets were composed of words with strong category 
associations (Battig & Montague 1969) to encourage category
formation (See Appendix G) Subjects performed two diffnent CM
tasks. In each task subjects were presented with eight words as
targets and eight woids as distractors. f our of the targets wore from
one category (e.g. colors) and the other four category s from another 
category (e.g. clothing). Distractors were also composed in the same 
fashion A total of four categories, with eight exemplars each, per CM 
task were used At transfer words front both tasks were randomly
switched for targets and distractors so that each task was 
represented by four categories with two exemplars each.
Mflimit
Subjects . Twelve students from the University of Illinois 
were chosen to participate in this experiment. Subjects were 
between the ages of 18 and 30 and were right-handed. Subjects 
completed 10 days (20 hours) of experimentation. Subjects were 
paid $3.50 an hour for their participation.
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Stimuli and Api - us. An IBM XT computer was used to conduct 
the experiment. Reaction time responses were measured 
with msec accuracy. The stimuli were presented on a monochrome 
display interfaced with a graphics adapter. Subjects either pressed 
the 'z' key on the computer for yes and the ' f  key for no  or vice 
versa. Subjects used the index finger of their right and left hands to 
make the responses.
Unlike the stimuli in experiment 1, experiment 2 employed the 
use of strong category norms as described by Battig and Montague 
(1969). Eight categories were selected: colors, fruit, clothing,
countries, musical instruments, weapons, animals, and body parts. In 
all, there were 32 five-letter words used for this experiment ( See 
Appendix B).
T ask . Subjects performed a Sternberg memory/visual task. 
In this task the subjects were presented with a memory set of either 
2 or 4 letters. Following the memory set, subjects were presented 
with probe items that they were instructed to compare to the 
memory set items. On probe trials subjects matched either 2 or 4
visually presented probes to the items in the memory set. Subjects 
made one response if one of the probes matched a memory set item 
and another response if neither of the probes matched a memory set 
item. Speed and accuracy were emphasized (See Appendix D for 
daily RT and accuracy means).
Design. The experiment was conducted within the framework 
of a 2 x 2 x 2 x 2 x 2 factorial design. The factors include: a) visual
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set size (2, 4), b) memory set size (2, 4), c) version of task (CM(1), 
CM(2)). d) response type (target and distractor), and e) experimental 
phase (training and transfer). Each block was constructed such that a 
subject was given a memory set of either 2 or 4 and a display set of 
both 2 and 4 items occurring equally as often. The CM tasks were 
presented on alternate days as in experiment 1.
Procedure. Subjects were trained for six days on the two 
CM tasks (CM(1) and CM(2)). In each experimental session subjects 
performed 64 blocks with 30 probe trials in each block (1920 trials 
per session). The 64 blocks consisted of 8 replications of 2 memory 
set sizes x 2 visual set sizes x 2 response types. The temporal 
sequence of each block of trials is as follows.
Subjects were presented with a memory set for 4 sec. 
Subsequent to the presentaion of the memory set subjects were 
presented with 30 probe trials. Subjects decided on each probe trial 
whether the items were from the memory set and made the 
appropriate response. Probes were presented for 200 msec with a 
1300 msec interstimulus interval (See Appendix F for visual angle 
configuration).
Following the sixth experimental session, items from the CM(1) 
and CM(2) target and distractor sets were exchanged. Subjects then 
performed 64 experimental blocks for each of the remaining 4 
sessions.
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Results
Experiment 2 provided us with a comprehensive assessment of 
whether or not subjects' performance would be disrupted when 
categories were re-arranged. Mean RT's and accuracy data is 
presented in figures 7 and 8. A 4-way repeated measures ANOVA 
(session x response type x memory set size x display set size) was 
performed on the mean RT and accuracy data for the pre-transfer 
sessions. Mean RT decreased with practice [F(5,55)= 51.4, p< .01].
Insert Figures 7a & b about here
Significant main effects were also obtained for memory set size 
[F(l,ll)=  131.4, p< .01] and display set size ]F(1,11)= 75.2, pc.Ol] 
More important, however, were the significant interactions between 
session and memory set size [F(5,55)= 18.9, p<.01] and session and 
display set size [F(5,55)= 18.2, p< .01] indicating reduced memory 
and display set effects with training.
As can be seen in figures 8a and b, accuracy also improved with 
practice [F(5,55)= 2.8, p< .05]. Furthetmore, both the memory set 
[(5,55)= 6.7, p< .01] and the display set size effect [F(5,55)= 9.9, p< 
.01] diminished with practice.
Insert Figures 8a & b about here
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Results
Experiment 2 provided us with a comprehensive assessment of 
whether or not subjects' performance would be disrupted when 
categories were re-arranged. Mean RT's and accuracy data is 
presented in figures 7 and 8. A 4-way repeated measures ANOVA 
(session x response type x memory set size x display set size) was 
performed on the mean RT and accuracy data for the pre-transfer 
sessions. Mean RT decreased with practice (F(5,55)= 51.4, p< .01].
Insert Figures 7a & b about here
Significant main effects were also obtained for memory set size 
[F( 1.11 )= 131.4, p< .01] and display set size [F(l,ll)=  75.2, p<.01] 
More important, however, were the significant interactions between 
session and memory set size [F(5,55)= 18.9, pc.Ol] and session and 
display set size [F(5,55)= 18.2, p< .01] indicating reduced memory 
and display set effects with training.
As can be seen in figures 8a and b, accuracy also improved with 
practice [F(5,55)= 2.8, p< .05]. Furthermore, both the memory set 
[(5,55)= 6.7, p< .01] and the display set size effect [F(5,55)= 9.9, p< 
.01] diminished with practice.
Insert Figures 8a & b about here
The patterns of RT and accuracy data suggest that automaticity 
developed in the training session. Given the demonstration of 
automaticity we now turn to the issue of the effects of disrupting 
category structure on performance, the RT and accuracy data for 
ses^'ons 5 through 10 (2 pre-transfer and 4 post-transfer) were 
submitted to 4-way repeated measures ANOVA’s (session x memory 
set size x display set size x response type). Consistent with figure 7 
there was no disruption in performance upon transferring target and 
distractor items. In fact, RT continued to decrease across sessions 5 
to 10 [F(5,55)= 3.4, p< .01 ]. The effect of displ > , i size also
decreased throughout the transfer sessions [F(.‘o  > =  ?  5 , p< .051. 
Accuracy data also failed to show a disruption m performance as a 
function of practice.
Discussion
These findings suggest that categorization or restructuring is not 
necessary for the maintenance of automatic processing. Additional 
studies will be needed to determine whether or not a category 
structure is necessary for the development of automaticity. The 
stimulus set for experiment 2 was selected to encourage subjects to 
utilize the category distinctions. However, it is possible that subjects 
may have ignored these distinctions during performance. If this 
were the case then the disruption of "category structure" in session 7 
would not be expected to effect performance.
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In an effort to provide additional evidence concerning the 
subjects' use of category structure we implemented a free recall 
procedure. In this procedure subjects completed 33 recalls of the 
targets and distractors from the two CM tasks. The first recall 
involved free recall without any cues. Every recall thereafter was 
cued with one of the stimuli from the CM tasks. The recall protocols 
were then analyzed to ascertain whether or not subjects used the 
category structure to develop automaticity. A preliminary analysis 
of the data indicated that subjects did in faci recall items within their 
respective categories. Additional analysis are being conducted in an 
effort to provide a quantitative measure of the structure of subjects' 
recalls. Thus, the analysis of subjects' recall has provided us with 
tentative support for our assumption that category structure during 
performance.
The present studies support Shiffrin and Schneider's (1977/ 
classic report which states that restructuring is not a necessary 
component for the maintenance of automaticity. Despite Cheng's 
(1983) claim that the validity of their report was in question, our 
efforts to examine her hypothesis led to the following observations: 
1) the result of exchanging items in a visual/memory search task in 
order to disrupt restructuring has no effect on the automatized 
performance, 2) regardless of whether the memory set is 2 or 4 
automaticity is still maintained at the level of individual items, and 
3) even a fine-grained analysis of 240 trials across 6 blocks (as
4 1
opposed to 1 block) indicates maintenance of automatic processing 
with no significant degree of cost to performance.
Based on the findings of experiments 1 and 2 there are several 
ways in which we can further investigate the category hypothesis. 
One possibility is to increase the difficulty of the task. It is possible 
that "costs" for restructuring will be larger with more difficult tasks 
than they were with the tasks employed in experiments 1 and 2. So, 
instead of having memory sets sizes of only 2 and 4, we could 
include a memory set size of 6 as well to increase the complexity of 
the task. Additionally, since the use of category structure seems to 
be of more benefit in memory than in visual search tasks (Logan, 
1988), it is possible that subjects may not have taken full advantage 
of the categories in our mixed memory/vi al search task. This 
could be remedied in a future experiment by using a memory search 
task.
Experiments 1 and 2 investigated the effects of task structure on 
the maintenance of automaticity. However, although task structure 
may not be important for the maintenance of automaticity, it might 
be critical during development. This could be tes*vl- by comparing 
learning rates with a pre-categorized set of items v ith the same 
items arranged so that category structure would not be available (e.g. 
same category items would be used for targets and distractors).
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Footnotes
1 It is important to note that in the ANOVA that we reported, 
the two CM tasks were interleaved within the session variable such 
that pre-transfer sessions I, 3, and 5 represented 1 CM task while 
pre-transfer sessions 2, 4, and 6 represented the other CM task. A 
separate ANOVA was performed with the session variable 
subdivided into task and session variables. The pattern of significant 
effects (for session, memory set size, and display set size) was the 
same as obtained in the reported ANOVA.
2 A fine-grained analysis was conducted to examine the 
possibilities for costs in performance within smaller blocks of trials. 
That is, we examined RT, accuracy, and the standard deviation for 6 
blocks of 240 trials as opposed to 1 block of trials. The results of this 
analysis indicated the same effects as with the previously discussed 
analysis. There were no significant costs in performance when the 
mean RT, accuracy, and standard deviation were examined.
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Table 1
Four Trials of the Sternberg Task from a Subject's Point of View
Triall
Positive Set 2,7
(Hold this list in memory)
TestStmutUs 2
(Did this item occur In 
the positive set?)
Comet Response YES
(Indicate your response 
by pressing one of two 
keys)
Topical CRT (msec) 440
Trial 2 Trial 3 Trtal4
1.9 2. 3, 7,6 5, 2, 9,1
8 7 4
NO YES NO
480 520 560
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ST1MULUS»STIMULUS > SERIAL > BINARY > RESPONSE »RESPONSE 
ENCODING COMPARISON DECISION ORGANIZATION
Figure I Sternberg (1969) Serial Stage Model of Information Processing
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RT
Before CM
After CM
1 ____ I____ I____ L
2 3 4 5
memory set size
Figure 2 Consistent mapping before and 
after practice
50
Inconsistent consistent
Question: How many items are in each display?
Figure 3 Example of the Stroop effect
51
M-2 M-4
■ ®  Categorical
• Mixed
Figure 4 Shiffrin and Schneider's 
from experiment 3
(1977) results
1000
Figure 5a
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Mean RT: Targets (Exp. 1)
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Figure 5b Mean RT: Detractors (Exp. 1)
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Figure 8a Parcant Correct Targalt (Exp, 1)
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Figure 6b Percent Correct: detractors (Exp. 1)
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Figure 7a Mean RT: Targets (Exp. 2)
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Figure 7b M eanRT; Distractors (Exp. 2)
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Figure 8a Percent Correct Targets (Exp. 2)
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Figure 8b Percent Correct: Distractors (Exp. 2)
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Appendix A
Stimuli for Experiment 1 (Pre-Transfer)
Manual
Subject #1 Response
C M 1 Targets CM1 Dlstractors CM 2 Targets CM 2 Dlstractors YES NO
P F Y V /  Z
S B H W
J U R A
Z T Q 0
I L K X
M N C E
Subject #2
C M 1 Targets CM1 Dlstractors CM 2 Targets C M 2 Dlstractors YBS tD
F P V Y Z /
B S W H
U J A R
T Z 0 G
L 1 X K
N M E C
Subject #3
CM1 Targets CM1 Dlstractors CM2 Targets CM 2 Dlstractors YES I'D
H W 1 L /  Z
C E M N
S B K X
P F Z T
J U Y V
R A Q 0
Subject #4
CM1 Targets CM1 Dlstractors C M 2 Targets CM 2 Dlstractors YBS NDW H L 1 Z /
E C N M
B S X K
F P T Z
U J V Y
A R 0 G
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Subject #5
CM1 Targets CM1 Distractors CM 2 Targets C M 2  Distractors YES ND
C E J U / Z
Y V R A
I L P F
K X Z T
M N s B
H W G 0
Subject #6
CM1 Targets CM1 Distractors CM2 Targets C M 2  Distractors YES r o
E C U J Z /
V Y A R
L I F P
X K T Z
N M B s
W H 0 G
Subject # 7
CM1 Targets CM1 Distractors CM 2 Targets C M 2  Distractors YES ND
S B C E / Z
J U K X
Q 0 Z T
H w P F
M N I L
Y V R A
Subject #8
CM1 Targets CM1 Distractors CM 2 Targets C M 2  Distractors YES ND
B S E C Z 1
U J X K
0 G T Z
W H F P
N M L I
V Y A R
Subject #9
CM1 Targets CM1 Distractors CM 2 Targets C M 2  Distractors YES ND
P F M N / Z
Y V S B
Q 0 I L
K X C E
R A J U
Z T H W
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Subject #10
CM1 Targets CM1 Dlstractors C M 2 Targets C M 2 Dlstractors YES to
F P N M Z /
V Y B S
0 G L I
X K E C
A n U J
T Z W H
S u b ject #11
CM1 Targets CM1 Dlstractors CM 2 Targets C M 2 Distractors YBS to
Z T J U / z
K X S B
C E H W
I L M N
R A Y V
G 0 P F
S u b ject #12
CM1 Targets CM1 Distractors CM 2 Targets Cm 2 D istractors YES t o
T Z U J Z /
X K B S
E C W H
L I N M
A R V Y
0 G F P
Stimuli tor Experiment 1 (Post-Transfer)
S ub ject #1
CM1 Targets CM1 Dlstractors C M 2 Targets C M 2 D istractors YES to
C E Y V / z
S B I L
J U R A
K X G 0
H w Z T
M N P F
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Subject #2
CM1 Targets CM1 Distractors CM 2 Targets C M 2 Distractors YES to
F P V Y Z /
0 G T Z
E C A R
W H B S
L I X K
N M U J
S u b je c t# 3
CM1 Targets CM1 Distractors CM2 Targets CM 2 Distractors YES ND
I L H W / Z
Q 0 M N
S B K X
Z J R A
J U Y V
R A C E
S u b je c t# 4
CM1 Targets CM1 Distractors CM 2 Targets C M 2 Distractors YES ND
N M L I Z /
E C W H
0 G X K
F P T Z
V Y U J
A R B S
S ubject #5
CM1 Targets CM1 Distractors CM 2 Targets CM 2 Distractors YES to
S B J U / z
P F R A
I L Y V
Z T K X
M N C E
H W Q 0
Subject #6
CM1 Targets CM1 Distractors CM 2 Targets C M 2 Distractors YES to
A R J U Z /
T Z E C
F P L I
X K V Y
N M B S
W H 0 G
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Subject #7
CM1 Targets CM1 Distractors CM 2 Targets C M 2 Distractors ves tO
R A J U / Z
C E M N
G 0 Z T
H W P F
K X 1 L
Y V s B
Subject #8
CM1 Targets CM1 Distractors CM 2 Targets C M 2 Distractors YBS NO
E C B S L /
U J W H
T Z 0 G
X K F P
L I N M
V Y A R
Subject #9
CM1 Targets CM1 Distractors CM 2 Targets C M 2 Distractors YBS t o
P F M N / z
1 L s B
J U Y V
K X C E
R A G 0
H W Z T
S ubject #10
CM1 Targets CM1 Distractors CM 2 Targets C M 2 Distractors y es IO
E C X K z /
V Y 0 G
B S L 1
N M F P
A R U J
T Z W H
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S ubject #11
CM1 Targets  
Z  
H 
C  
Y 
R
CM1 Distractors
T
W
E
V
A
CM 2 Targets 
J 
G 
K 
M  
I
C M 2 Distractors YES N3
U
0
X
N
/
s B P F
S ubject #12
CM1 Targets CM1 Distractors CM 2 Targets C M 2 Distractors YES tO
V Y U J Z  /
X K A R
F P W H
L 1 N M
B S T Z
0 G E C
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Appendix B
Stimuli for Experiment 2 (Pre-Transfer)
Manual
Subject #1 Response
CM1 Targets CM1 Detractors C M 2 Targets CM 2 Distractors YES NO
HORSE KNIFE CUFF MOUTH / Z
TIGER RIFLE RIVER HEART
SHEB> SWORD OCEAN CHEST
ZEBRA SPEAR RIDGE BRAIN
SHIRT ITALY APPLE PIANO
SOCKS SPAIN PEACH FLUTE
PANTS CHINA GRAPE CELLO
DRESS JAPAN LBAON BANJO
S ubject #2
CM1 Targets CM1 Distractors CM 2 Targets C M 2 Distractors YES N )
KNIFE HORSE MOUTH CUFF Z !
RIFLE TIGER HEART RIVER
SWORD SHEEP BRAIN RIDGE
SPEAR ZEBRA BRAIN RIDGE
ITALY SHIRT PIANO APPLE
SPAIN SOCKS PIANO APPLE
CHWA PANTS m a in GRAPE
JAPAN DRESS BANJO LEMON
S ubject #3
CM1 Targets CM1 Distractors CM 2 Targets C M 2 Distractors YES NO
C U FF MOUTH HORSE KNIFE /  Z
RIVER HEART TIGER RIFLE
C C B N C W ST a n c B r SWORD
RIDGE BRAIN ZEBRA SPEAR
APPLE PIANO SHIRT ITALY
PEACH FLUTE SOCKS SPAIN
GRAPE c a io PANTS CHNA
LEMON BANJO DRESS JAPAN
S ubject #4
CM1 Targets CM1 Distractors CM 2 Targets C M 2 Distractors YES ND
MOUTH CUFF KNIFE HORSE Z /
HEART RIVER RIFLE TIGER
CHEST OCEAN SWORD SHEEP
BRAIN RIDGE SPEAR ZEBRA
PIANO APPLE ITALY SHIRT
FLUTE PEACH SPAIN SOCKS
net i n GRAPE CHNA PANTS
BANJO LEMON JAPAN DRESS
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Subject #5
CM1 Targets CM1 Dlstractors CM 2 Targets C M 2 Distractors YES NO
HORSE C U FF KNIFE MOUTH /  ZTIGER RIVER RIDGE HEART
SHEEP OCEAN SWORD CHEST
ZEBRA RIDGE SPEAR BRAIN
SHIRT APPLE ITALY PIANO
SOCKS PEACH SPAM FLUTE
PANTS GRAPE CHNA C P IO
DRESS LBAON JAPAN BANJO
S ubject #6
CM1 Targets CM1 Dlstractors CM 2 Targets C M 2 Dlstractors YES NO
CUFF HORSE MOUTH KNIFE z /
RIVER TIGER HEART RIFLE
OCEAN SHEEP CHEST SWORD
RIDGE ZEBRA BRAIN SPEAR
APPLE SHIRT PIANO ITALY
PEACH socre FLUTE SPAIN
GRAPE PANTS C B 1 0 CHNA
LEMON DRESS BANJO JAPAN
S ubject *7
CM1 Targets CM1 Dlstractors CM 2 Targets C M 2 Dlstractors YES NO
KNIFE MOUTH HORSE C U FF /  Z
RIFLE HEART TMCD RIVER
SWORD CHEST SHEEP OCEAN
SPEAR BRAIN ZEBRA RIDGE
ITALY PIANO SHIRT APPLE
SPAIN FLUTE SOCKS PEACH
CHNA r a m PANTS GRAPE
JAPAN BANJO DRESS LEMON
S ubject #8
CM1 Targets CM 1 Dlstractors CM 2 Targets C M 2 Dlstractors YES NO
MOUTH KNIFE CUFF Lrvacae z /
HEART RIFLE RIVER TIGER
CHEST SWORD OCEAN SHEEP
BRAIN SPEAR FUDGE Z B R A
PIANO ITALY APPLE SHIRT
FLUTE SPAIN PEACH SOCKS
n c n n CHNA GRAPE PANTS
BANJO JAPAN LEMON DRESS
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S ubject #9
CM1 Targets  
MOUTH
CM1 D etractors
ijODCC
CM 2 Targets 
CUFF
C M 2 D etractors  
KNIFE
YES
/
t o
z
HEART TIGER RIVER RIFLE
CHEST QUCEDo n c e r OCEAN SWORD
BRAIN ZEBRA RIDGE SPEAR
PIANO SHIRT APPLE ITALY
FLUTE SOCKS PEACH SPAIN
r a m PANTS GRAPE CHNA
BANJO ORESS LEMON JAPAN
S ubject *1 0
CM1 Targets CM1 Distractors CM 2 Targets CM 2 D etractors YES N3
HORSE MOUTH KNIFE CUFF Z /
TIGER HEART RIFLE RIVER
SHEEP CHEST SWORD OCEAN
ZEBRA BRAIN SPEAR RIDGE
SHIRT PIANO ITALY APPLE
SOCKS FLUTE SPAIN PEACH
PANTS C H IP CHINA GRAPE
DRESS BANJO JAPAN LEMON
S ubject *1 1
CM1 Targets CM 1 D etractors C M 2 Targets C M 2 D etractors YBS ND
KNIFE C U FF HORSE MOUTH / Z
RIFLE RIVER TIG S * HEART
SWORD OCEAN o n c e r CHEST
SPEAR RIDGE 7CDQA BRAIN
ITALY APPLE SHIRT PIANO
SPAIN PEACH SOCKS FLUTE
C H N A GRAPE PANTS r a m
JAPAN LEMON DRESS BANJO
S ubject *1 2
CM1 Targets CM 1 D etractors CM 2 Targets C M 2 D etractors YES r o
C U FF KNIFE MOUTH HORSE Z /
RIVER RIFLE HEART TIGER
OCEAN SWORD O E S T SHEB»
RIDGE SPEAR BRAIN ZEBRA
APPLE ITALY PIANO SHIRT
PEACH SPAIN FLUTE SOCKS
GRAPE CHNA r a m PANTS
LEMON JAPAN BANJO DRESS
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C M 1 Targets  
OCEAN 
RIDGE 
SHEEP 
ZEBRA 
GRAPE
l e m o n
PANTS
DRESS
Subject #2
CM1 Targets  
KNIFE  
RIFLE  
MOUTH 
HEART 
ITALY 
SPAIN  
PIANO 
FLUTE
Subject * 3
CM1 Targets  
C U FF  
RIDGE 
SHEEP 
TIGER  
APPLE 
LEMON 
PANTS 
SOCKS
Subject #4
CM1 Targets  
KNIFE  
SPEAR 
HEART 
CHEST 
ITALY 
JAPAN 
FLUTE 
r a in
Subject #1
Stimuli (or Experiment 2 (Post-Transfer)
CM1 Distractors  
CHEST 
BRAIN 
SWORD 
SPEAR 
r a m
BANJO
CHINA
JAPAN
CM 2 Targets C M 2 Distractors  
C U FF MOUTH
RIVER HEART
HORSE KNIFE
TIGER RIFLE
APPLE PIANO
PEACH FLUTE
SHIRT ITALY
SOCKS SPAIN
YES NO 
/  Z
CM1 Distractors 
HORSE 
TIGER 
CUFF  
RIVER 
SHIRT 
SOCKS 
APPLE 
PEACH
CM 2 Targets C M 2 Distractors  
SWORD SHEEP
SPEAR ZEBRA
O E S T  OCEAN
BRAIN RIDGE
CHINA PANTS
JAPAN DRESS
C H IP  GRAPE
BANJO LEMON
YES NO 
Z /
CM1 Distractors  
MOUTH 
BRAIN 
SWORD 
RIFLE  
PIANO 
BANJO 
CHINA 
SPAIN
CM 2 Targets C M 2 Distractors  
HORSE KNIFE
ZEBRA SPEAR
OCBAI HEART
RIVER CHEST
SHIRT ITALY
DRESS JAPAN
GRAPE CELLO
PEACH FLUTE
YES NO 
/  Z
CM1 Distractors 
HORSE 
ZEBRA 
RIVER 
OCEAN 
SHIRT 
DRESS 
PEACH 
GRAPE
CM 2 Targets CM 2 Distractors 
MOUTH C U FF
BRAIN RIDGE
RIFLE TIGER
SWORD SHEEP
PIANO APPLE
BANJO LEMON
SPAIN SOCKS
CHINA PANTS
YES NO 
Z /
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Subject #5
CM1 Targets CM1 Dlstractors CM 2 Targets C M 2 Dlstractors YES IO
HORSE C U FF KNIFE MOUTH /  Z
SHEEP OCEAN SWORD CHEST
RIFLE HEART TIGER RIVER
SPEAR BRAIN ZEBRA RIDGE
SHIRT APPLE ITALY PIANO
PANTS GRAPE CHINA GELID
SPAIN FLUTE SOCKS PEACH
JAPAN BANJO DRESS LEMON
S ubject #6
CM1 Targets C M t D li tractors CM 2 Targets C M 2 Dlstractors YES tO
MOUTH KNIFE C U FF HORSE z /
CHEST SWORD OCEAN SHEEP
RIVER TIGER HEART RIFLE
RIDGE ZEBRA BRAIN SPEAR
PIANO ITALY APPLE SHIRT
CELLO CHINA GRAPE PANTS
PEACH SOCKS FLUTE SPAIN
LEMON DRESS BANJO JAPAN
S ubject #7
CM1 Targets CM1 Dlstractors CM 2 Targets C M 2 Dlstractors YES IO
SHEEP OCEAN HORSE C U FF /  Z
ZEBRA RIDGE TIGER RIVER
SWORD CHEST KNIFE MOUTH
SPEAR BRAIN RIFLE HEART
PANTS GRAPE SHIRT APPLE
DRESS LEMON SOCKS PEACH
CHINA CQJLO ITALY PIANO
JAPAN BANJO SPAIN FLUTE
S ubject #8
CM1 Targets CM1 Dlstractors CM 2 Targets Cm 2 Dlstractors YES tO
MOUTH KNIFE CPEST SWORD z /
HEART RIFLE BRAIN SPEAR
C U FF HORSE OCEAN SHEEP
RIVER TIGER RIDGE ZEBRA
PIANO ITALY CELLO CHINA
FLUTE SPAIN BANJO JAPAN
APPLE SHIRT g r a p e PANTS
PEACH SOCKS l b a o n DRESS
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Subject #9
CM1 Targets CM1 Dlstractors CM 2 Targets CM 2 Dlstractors YES r o
MOUTH HORSE CUFF KNIFE / z
BRAIN ZEBRA RIDGE SPEAR
RIVER RIFLE HEART TIGER
OC8VM SWORD O E S T SHEEP
PIANO SHIRT APPLE ITALY
BANJO DRESS LBAON JAPAN
GRAPE SPAIN FLUTE SOCKS
PEACH CHINA CELLO PANTS
Subject #10
CM1 Targets CM1 Dlstractors CM2 Targets CM 2 Dlstractors YES t o
KNIFE CUFF HORSE MOUTH z /
SPEAR RIDGE ZEBRA BRAIN
TIGER HEART RIFLE RIVER
SHEEP CHEST SWORD OC8W
ITALY APPLE SHIRT PIANO
JAPAN LEMON DRESS BANJO
SOCKS FLUTE SPAIN PEACH
PANTS C S IO CHINA GRAPE
Subject #11
CM1 Targets CM1 Dlstractors CM 2 Targets C M 2 Dlstractors YES to
KNIFE CUFF HORSE MOUTH / z
SWORD OCEAN SHEEP CHEST
ZEBRA HEART RIFLE RIVER
TIGER BRAIN SPEAR RIDGE
ITALY APPLE SHIRT PIANO
CHINA GRAPE PANTS n m n
SOCKS FLUTE SPAIN PEACH
PANTS BANJO JAPAN LEMON
Subject # 12
CM1 Targets CM1 Dlstractors CM 2 Targets CM 2 Dlstractors YES t o
MOUTH HORSE CUFF KNIFE Z t
CHEST SHEEP OCEAN SWORD
RIVER RIFLE HEART TIGER
RIDGE SPEAR BRAIN ZEBRA
PIANO SHIRT APPLE ITALY
CELLO PANTS GRAPE CHINA
PEACH SPAIN FLUTE SOCKS
LEMON JAPAN BANJO DRESS
4 D4
667
620
544
522
483
490
478
482
463
460
4 D4
876
806
650
589
532
526
536
542
509
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Appendix C
Mean RT and Accuracy Scores 
Experiment 1
Targets
Session # M2 D2 M2 D4 M4 D2
1 553 599 609
2 503 547 549
3 470 503 497
4 455 484 476
5 429 460 445
6 436 467 449
7 427 460 440
8 420 449 441
9 414 441 430
10 414 436 430
Distractors
Session # M2 D2 M2 D4 M4 D2
1 614 716 689
2 556 650 626
3 509 559 551
4 477 519 512
5 478 486 472
6 453 481 472
7 452 494 476
8 441 477 470
9 434 469 459
10 427 450 447
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A ccuracy: Targets
Session # M2 D2 M2 D4 M4 D2 M4 D4
1 226 220 219 221
2 229 225 225 216
3 230 224 229 220
4 228 224 229 220
5 226 220 225 222
6 228 222 226 219
7 228 220 227 219
8 230 224 230 223
9 227 221 227 221
10 228 221 226 222
Accuracy: Distractors
Session # M2 D2 M2 D4 M4 D2 M4 D4
1 230 228 225 213
2 235 232 231 221
3 232 233 229 230
4 232 232 231 230
5 230 231 226 227
6 230 232 227 229
7 229 230 228 228
8 231 229 228 225
9 230 231 229 230
10 230 226 227 223
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Appendix D
M ean RT and Accuracy Scores
Experiment 2
RT: Targets
Session # M2 D2 M2 D4 M4 D2 M4 D4
1 615 698 655 756
2 573 649 613 707
3 521 581 540 604
4 515 575 533 598
5 494 548 510 564
6 499 548 513 569
7 493 535 507 558
8 491 544 507 569
9 473 5 17 490 531
10 480 532 499 541
RT: Distractors
Session # M2 D2 M2 D4 M4 D2 M4 D4
1 676 829 729 929
2 624 778 676 882
3 565 670 589 724
4 551 665 571 714
5 5 17 61 1 535 643
6 5 17 611 535 643
7 5 14 594 534 646
8 508 598 532 645
9 488 550 500 588
10 487 556 505 589
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Accuracy: Targets
Session # M2 D2 M2 D4 M4 D2 M4 D4
1 224 221 221 208
2 221 223 219 205
3 225 217 228 217
4 2 2 5 214 224 217
5 2 2 2 217 219 213
6 2 2 3 216 225 216
7 224 219 221 216
8 225 218 223 217
9 222 218 221 217
10 222 216 220 215
uracy: Dis tractors
ision # M2 D2 M2 D4 M4 D2 M4 D4
1 229 222 229 212
2 232 226 231 218
3 234 233 233 229
4 235 233 234 230
5 232 234 233 231
6 2 - 2 234 231 232
7 233 233 233 232
8 231 234 233 232
9 232 232 232 232
10 229 233 229 231
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Appendix t  
Standard Deviation
Targets: Experiment 1
M2 D2 M2 D4 M4 D2 M4 D4 Session #
101.917 138.333 141.333 169.750 1
75.000 99.750 82.417 157.167 2
115.500 74.333 98.917 159.083 3
77.000 59.250 57.500 65.583 4
39.250 61.000 55.417 62.417 5
86.167 68.167 66.333 109.667 6
84.583 57.333 56.333 92.417 7
60.167 68.583 58.833 117.667 8
30.417 60.250 27.417 63.833 9
68.250 46.333 61.917 82.833 1 0
Distractors: Experiment 1
M2 D2 M2 D4 M4 D2 M4 D4 Session #
87.500 195.333 160.333 178.417 1
90.500 160.917 138.750 205.833 2
80.500 86.583 86.833 106.917 3
73.250 105.333 68.333 134.000 4
37.833 60.250 79.750 180.500 5
60.250 117.083 84.500 107.833 6
63.750 77.500 73.500 68.333 7
49.417 77.750 56.667 76.000 8
43.667 74.917 73.500 68.333 9
64.750 85.667 50.000 68.417 1 0
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Targets: Experiment 2
M2 D2 M2 D4 M4 D2 M4 D4 Session#
126.667 178.500 108.500 243.083 1
100.250 84.333 79.833 148.667 2
97.500 83.583 103.667 152.833 3
69.500 119.000 82,250 90.250 4
37.750 74.250 60.333 107.917 5
51.750 85.833 58.583 91.667 6
58.833 54.833 61.250 102.917 7
71.750 123.417 81.333 104.417 8
63.583 77.833 90.417 89.000 9
51.250 71.000 
Distractors: Experiment 2
62.417 79.083 10
M2 D2 M2 D4 M4 D2 M4 D4 Session#
141.667 159.833 158.167 163.167 1
106.000 133.750 129.333 216.417 2
97.333 112.500 70.417 133.250 3
73.417 151.500 82.750 85.000 4
88.917 76.000 107.917 133.667 5
49.000 130.250 72.167 177.083 6
>>.333 96.667 68.500 143.250 7
74.917 128.333 63.750 124.667 8
58.083 100.917 50.000 143.667 9
85.833 78.083 67.333 121.667 10
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Appendix  F
V i s u a l  A n g le  C o n f ig u r a t io n  of S u b je c t  to  S t im u lu s  on
the  Computer
Expe rim en t 1:
v e r t i c a l  a r ^ le  
.3cm ( 4 0 # )
h o r iz o n t a l  a n g le  
. 9cm (1. 20°)
M-2
x x
v e r t i c a l  a n g le  
3cm (.40°)
h o r iz o n t a l  a n g le  
2.1cm (2 .8 ° )
H-4
X X X X
v i s u a l  d i s p l a y
v e r t i c a l  
1. 2cm
a n g le
( l .5 0 # )
h o r iz o n t a l  a n g le  
.9cm (1.20°)
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Experiment 2:
It* 2
xxxxx xxxxx v e r t i c a l  a n g le  
. 3c» (.40°)
h o r iz o n t a l  a n g le
3.3cm ( 4 . 4 * )
H-4
xxxxx xxxxx xxxxx xxxxx
v e r t i c a l  a n a le  
3cm ( . 4 0 ®)
h o r iz o n t a l  a n ^ le  
6. 9cb (9.1®)
v i s u a l  d i s p l a y
X X X X X xxxxx xxxxx xxxxx
xxxxx xxxxx xxxxx xxxxx
h o r iz o n t a l  a n g le  
3. 3cb ( 4 . 4 ° )
v i s u a l  
1. 2cb
a n g le
(1 . 6°)
-T here  a re  43cb b e tve e n  su b je c t  and co ap u te r  
- x ' s  a re  u sed  to  re p re se n t  l e t t e r s ,  v o rd s ,  o r  
s y a b o ls  on the  d i s p l a y
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Categories:
Appendix G
Percentage of Responses to Category Items Taken from 
Battig and Montague (1969)
N =442
% of frequency of response
SHIRT .80
SOCKS .75
PANTS .72
DRESS .54
Fruit
APPLE .97
PEACH .56
GRAPE .56
LEMON .30
Weapons
KNire .92
RIFLE .37
SWORD .29
SPEAR .12
Countries
ITALY .36
SPAIN .36
CHINA .26
JAPAN .23
HORSE .79
TIGER .46
S H E E Pm l L l u l .19
T E R R A .17
81
Birth Formations
CUFF .17
RIVER .33
OCEAN .17
RIDGE .04
Musical Instruments
PIANO .74
FLUTE .56
CELLO .20
BANJO .17
Parts of the Body
MOUTH .42
HEART .27
CHEST .17
BRAIN .14
