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Abstract 
We associate to a Turing machine two dynamical systems which we call Turing machine 
with moving tape (TMT) and Turing machine with moving head (TMH). TMT are equivalent 
to generalized shifts of Moore (1990) and they include two-sided full shifts. TMH are shifi- 
commuting maps of two-sided sofic systems. In both classes we characterize systems with the 
shadowing property, show that a bijective expansive TMT is conjugate to a subshift of finite 
type and that topological entropy of every TMH is zero. We conjecture that every TMT has a 
periodic point. 
1. Introduction 
Turing machine is a mathematical model of computation with single processor and 
potentially unlimited memory. It consists of a head with finite set of inner states 
Q, attached to a doubly infinite tape with letters from a finite alphabet A. Its step- 
by-step computation is a dynamical process which may be analyzed with the con- 
cepts of topological dynamics. When we look at Turing machines in this way, we 
are concerned with the computation process itself rather than with its results. This 
leads to a certain simplification of the concepts involved. Our starting structure is 
just a transition function 6 : Q x A -+ Q x A x { -l,O, l}, We do not need any 
initial or final states. The computation may start in any state and proceed indefi- 
nitely. The halting may be represented by a fixed point of the dynamics. We need 
not restrict the computation only to finite tape contents either. The computation works 
on arbitrary content of the tape, so we need not distinguish any blank 
letter. 
In topological dynamics, a dynamical system is defined by a state space X, which 
is assumed to be a compact metric space, and a continuous self-map f : X -+ X 
assigning to the present state x E X of the system the state f(x) in the next time 
instant. The state of a Turing machine is its configuration, given by the inner state 
of the head, whole content of the tape and a pointer to a field of the tape. However, 
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there are at least two different ways to make this precise. In the first case, which we 
call Turing machines with moving tape (TMT), the head is stationary and the tape 
moves. The state space of a TMT is given by an inner state q E Q and the content 
of the tape U: Z --f A, where Z is the set of integers. It is assumed that the head 
points to the field with address zero. The move (of the tape) is accomplished by the 
shift map B: A” + A” given by a( = xi+l. Thus, the state space of a TMT is 
X = Q x A”. When this space is equipped with the product topology, we get a discon- 
tinuum, which is homeomorphic to the Cantor middle third set. This framework for the 
study of Turing machines as dynamical systems is due to Moore [9], who called them 
the generalized shifts. Turing machines with more tapes have been considered in Kurka 
143% 
To obtain a Turing machine with a moving head (TMH) we could define the state 
by an inner state q E Q, tape content U: Z -+ A, and a pointer to the tape i E Z. 
However, the resulting state space Q x A” x Z would not be compact, which is a 
serious drawback in topological dynamics. A compactification of this space may be 
obtained by putting the inner state on the tape too and admitting, as a configuration, 
also a tape with no head at all. The configuration is then a map u : Z -+ Q U A, such 
that the set {i E H; Ui E Q} has at most one element (Q and A are disjoint). We assume 
that the head points to the field immediately to its right. The state space Xi c(Q U A)” 
is a subshift (indeed a sofic system, see Weiss [12]), i.e. a closed o-invariant subset 
of (Q U A)“. The action of the Turing machine commutes with the shift on Xi. We 
can extend the action in various ways to the full space (Q U A)” obtaining a cellular 
automaton. This construction expresses the observation that every Turing machine can 
be simulated by a cellular automaton (see [lo]). In the context of dynamical systems, 
the extensions of Turing machines to cellular automata have been studied in a slightly 
different setting by Maass [8]. 
As dynamical systems, both TMT and TMH have strange but different properties. 
Some of these properties may be expressed in terms of the position function, which 
describes the movement of the tape or head. We show that every TMT is locally bi- 
jective, has never attracting periodic point, is never positively expansive, and when 
it is bijective and expansive, then it is conjugate to a subshift of finite type. More- 
over, we characterize the TMT with the shadowing property. We conjecture that ev- 
ery TMT has a periodic point. TMH do not have attracting periodic points either, 
and they are neither positively expansive nor expansive. They are equicontinuous if 
and only if they have the shadowing property, and they have always zero topological 
entropy. 
2. Dynamical systems 
Let A be a finite alphabet with at least two elements Z the set of integers, and N the 
set of nonnegative integers. For n, m E Z denote (n, m) = {i E Z; n < i < m}. For n E N 
Denote A” the set of words of letters from A of length n, and A* = UnEN A”, the set 
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of finite words. For u E A* denote Iu] its length, ui its ith letter, and uli = us.. . u~__I 
its initial segment of length i. 
Denote A” the set of infinite sequences of letters from A, and A” the set of doubly 
infinite sequences of letters from A. Define a metric on A” by 
d(x, y) = 22”, where n = inf{i 3O;xi # y; or x-i # y-i}. 
Topologically, A” is a discontinuum, i.e. a compact, zero-dimensional, perfect metric 
space. Every two discontinua are homeomorphic (see [3]). If K c Z is a finite set, and 
u : K -+ A a map, the set 
[u] = {_x E A”; (Vi E K)(xi = Ui)} 
is called a cylinder. It is a clopen (closed and open) set, and every clopen set is a 
finite union of cylinders. 
The two-sided shift map u : A” --t A” is defined by a( = xi+i, and it is continuous. 
A two-sided subshift is any nonempty closed subset C c A”, which is o-invariant, i.e., 
o(C) C C. A two-sided subshift C C_ A” is of finite type if there exists k > 0 such that 
for every x E A”, x E C iff for every n E Z, [xn . . .x,+k_-l] fl C # 0. We consider 
also one-sided subshifts, which are closed a-invariant subsets of A”. While two-sided 
subshifts are bijective, one-sided subshifts are not. 
Definition 1. A dynamical system (X, f) is a continuous map f : X + X of a compact 
metric space X to itself. A homomorphism H : (X,f) -+ (Y, g) of dynamical systems 
is a continuous map H : X + Y such that Hf = gH. A conjugacy is a homomorphism 
which is bijective. 
Denote f’ : X + X the tth iteration of f defined by f O(x) = x, f t+1(x) = f (f l(x)). 
If f is bijective, we have also negative iterations f p-f = (f -‘)‘, where f -’ is the 
inverse map to f. A point x E X is periodic if f’(x) = x for some t > 0. It is eventu- 
ally periodic, if f J’(x) is periodic for some p E N. Thus, a point is eventually periodic 
iff its orbit O(x) = {f’(x); t >O} is finite. A set Y 5X is invariant if f(Y) 2 Y. A 
set Y CX is an attractor if there exists an open set U CX such that f(D) 2 U, and 
Y = o(U) = niEN f’(u). If X is a discontinuum, then this means that there exists a 
clopen invariant set U such that Y = o(U). A periodic point is attracting, if its orbit 
is an attractor. An E-chain from x0 E X to x” E X is a sequence x0,. . .,x” such that 
n > 0 and d(f(x’),x’+‘) < E for 06i < n. A sequence xi is a-shadowed by a point 
x E X, if d(f’(x),x’) < c for 0 <i <n. 
A point x E X is equicontinuous, if the family (f ‘)tErm is equicontinuous at x, i.e. if 
w > O)W > WVY E B(x, s))(vn~O)(d(f"(Y),f"(x)) -= 6). 
Here B(x, a) = {y E X; d(y,x) < E} is the ball with centre x and radius a. Denote 
Eq(X, f) the set of equicontinuity points of (X, f ). Every attracting periodic point is 
equicontinuous. 
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A clopen partition of a discontinuum X is a surjective continuous function ~1: X + 
A, where A is a finite set with the discrete topology. Thus, (~‘(a); a E A} is 
a finite collection of nonempty disjoint clopen sets, whose union is the full space. 
Denote 
Lfct(x?f) = {u E A*; (3.x E X)(‘cli < lUl)(Uj = elf”(x))}. 
the language generated by (X, f) on CC, and 9:(X, f ) = ZE(X, f)nA”. The topological 
entropy h,(X, f) of (X, f) on 0: is defined by 
h&X, f) = Jima i In card _Y’“,(X, f). 
The topological entropy h(X,f) of (Xf) is defined by 
K&f> = suPVa(X, f); a is a clopen partition of X}. 
Definition 2. Let (X,f) be a dynamical system. 
1. (X,f) is positively expansive, if there exists E > 0, such that for every two 
distinct points x,y E X there exists t > 0 with ~(~~(~),~~(~)) > E. 
2. A bijective dynamical system (X,f) is expansive, if there exists E > 0, such that 
for every two distinct points x,y E X there exists t E Z with d(f’(x),f”(y)) > a. 
3. A dynamical system (X,f) is locally bijective, if for every x E X there exists a 
neighbourhood lf of x, on which f is one-to-one. 
4. A dynamical system (X,f) is bounded-to-one if there exists k > 0 such that for 
all x, card(f-‘(x)) dk. 
5. A dynamical system (X, f) has the shadowing property, if for every E > 0 there 
exists b > 0, such that every J-chain is s-shadowed by some point. 
It is well-known that every positively expansive dynamical system on discontinuum 
is conjugate to a one-sided subshi~, and every bijective expansive dynamical system 
on discontinuum is conjugate to a two-sided subshift. A locally bijective map is open, 
i.e. for every open set U 2 X, f(U) is open. Moreover, for every x E X, the set of 
its preimages f-'(x) is finite. 
3. Tm4ng machines with moving tape 
Definition 3. A transition function for a Turing machine is a triple of maps 6 = 
(SQ, &A, 6~} : Q x A + Q x A x { - 1, 0, I ), where Q is a nonempty finite set, A is a 
finite set with at least two elements, and Q fl A = $!J. We refer to Q as the set of inner 
states and to A as the alphabet of the Turing machine. 
Given a transition function 6 : Q x A -+ Q x A x { - 1, 0, l}, consider a space X = 
Q x A”. An element x E X is given by x4 E Q and xi E A for i E Z. Denote 
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7c : X -+ Q x A the projection defined by Z(X) = (+x0). Define a metric d on X 
by 
d(x,y) = 1 if x9 # yqT 
d(x, y) = 2-” if x9 = y, and n = min{ i E N;xi # yi or x-i # y-i}. 
Again, X is a discontinuum. We have d(x, y) -c 2-” iff x9 = yq and xi = yi for ]i( <n. 
Definition 4. Let 6 : Q x A ---) Q x A x { - l,O, 1) be a transition function. A Turing 
machine with moving tape (TMT) is a dynamical system (X,f), where X = Q x A”, 
and f is defined by 
fcX)q = 6Qn(x), 
f (X)i = 6,47C(X) if i = -&71(X), 
f(x)i = xi+dzn(x) otherwise, 
2: 
f(z) : . . . t-3 z-2 2-l 2; r1 . . . 6Zk,,EO) = -1 
I 
. . . x-2 2-l x6 Xl 22 6z(r,,za) = 0 
(-I 4 
. . . 2-l r; 21 22 23 . . b(zq, to) = 1 
The new state f(x) is obtained from x by changing first x to n’, where xi = 
GQ(x~,xo), xh = iS~(x~,xe), xi = xi otherwise, and then f(x) = cd(d), where j = 
&(x9,x0). This clearly includes full shift on A” when we put Q = { 1) a one point set 
and 6( 1, a) = (1, a, 1). An equivalent concept has been introduced by Moore [9] under 
the name generalized shift. See also 14-61. 
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Proposition 1. Every TA4T is locally bijective and bounded-to-one. 
Proof. If z(x) = n(y), and f(x) = f(y), then x = y. Thus for every x, f is one-to- 
one on K’TC(X), which is a clopen neighbourhood of x. Moreover, for every x E X, 
card(f-‘(x))<card(Q x A). q 
Definition 5. The (relative) position function @ : X x N --f Z of a TMT (X,f) is 
defined by 
t-1 
64T t) = c b~fl(X) 
i=o 
In case that f is bijective we define for negative t 
--1 
k3k t> = - c ~z~f’(Xh 
i=t 
where @3(x, t) is the total shift of the tape in time t. Clearly, 
@kt + S> = 63&t) + @;)(ft(X),S); jfJ(x,t)l <It]. 
Define functions @,$i : X x N --t Z by 
g(x,t) = min{p(x,s);O<s<t}; jC(x,t) = max{~(x,s);O<s,<t}. 
If f is bijective, define for negative t, 
p(x,t) = min{@(x,s);t<.s,<O}; jS(x,t) = max{p(x,s);t<s<O} - 
For a given t > 0, (@(x, t), &x, t)) is the interval of relative addresses of the fields 
on the tape which the head visits up to time t. 
Lemma 2. Let x, y E X, t E N, yq = xq, and y2 = xi for p(x, t) <i <j&r, t). Then - 
1. mkt> = HY,t), 
2. .F(x)g = f’(Y),, 
3. .P(X)i-f&,t) = .P(y)i-p(~,t) for &Gt)GiGF(X,t), 
4. ff(X)i_p(x,g) = Xi for i < @(X, t) Or jS(X, t) < i. 
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Lemma 3. Suppose that for every n E N there exist y E X, and t E N such 
that ~(y, t) = n. Then there exists x E X with Iim inf,,, m(x, t) = 0, and 
lim SUPS,, @3(x, t) = co. 
Proof. For n E N denote 
V, = {x EX;(3t)(&x,t)>n & (~s<t)(@(x,s)>,O))}. 
If &y, t) = n, let s < t be the last integer for which @(y,s) = 0. Then @(y(y), t - 
s) = &y, t) - @( y,s) = n, so fS(y) E X,,. Thus, V, is a nonempty closed set, and 
Vn+l & V,, so there exists x E nV, by compactness. Clearly, lim SUP(_~ @(x, t) = 00. 
To show that lim inf,,, @3(x, t) = 0, observe that for every n, x E V,, so there exists 
t with @(x, t) = n, and necessarily tan, so @(x,n)30. 0 
Proposition 4. Let (X, f) be a TMT, and x E X. Then 
1. x E Eq(X, f) ifs @(x, t) is a bounded function of t. 
2. If x E Eq(X, f ), then x is eventually periodic. 
Proof. Suppose that l&x, t)l <k for all t E N. Let n > k and d(x, y) < 2-“-k. 
BY Lemma 2, f’(x& = ff(y&, and ff(~)i-p(,(x,t) = .Y(y)i-p(p,t) for all Ii1 Gn + q- 
Thus, f’(x)i = f’(y)i for all Ii] Qn, SO d(f’(x),f’(y)) < 2~“. Conversely, sup- 
pose that @(x, t) is not bounded and x E Eq(X,f). Then for E = 1 there exists 
6 = 2-k such that if d(x, y) < 2-k, then nf’(x) = nf’(y) for all t. Let t is 
the first number with \@(x, t)l = k + 1. If a(x, t) = k + 1, then f’(x)s = xkfl. 
Pick a point y with yi = xi iff i # k + 1. Then f’(x)0 # f’( y)s, which is a 
contradiction. From the boundedness of 63(x, t) easily follows that x is eventually 
periodic. 0 
Corollary 1. The equicontinuity set of a TMT is open. 
Proposition 5. No TMT has an attracting periodic point. 
Proof. Assume that f”(x) = x, and 0(x) = {x, f(x), . . . , f”+l(x)} is an attractor. 
Suppose first that @(x,m) = 0. Then there exists k > 0 such that l@(x, t)l bk for 
every t. It follows that if d(x, y) < 2- k, then y is a periodic point too. Thus in 
every clopen invariant set U containing O(x) there exists a periodic orbit different 
from 0(x), so w(U) # O(x). If @(x,m) # 0, then @(x, t) is not a bounded function 
of t, so x $4 Eq(f). Again, 0(x) is not an attractor. 0 
Theorem 6. A TMT has the shadowing property, ifSits returns are of bounded length, 
i.e. ifs 
(3k > O)(Vx E X)(‘v’t > 0)(&x, t) = 0 + (Vs < t)( I @(x,s)l <k)). 
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Proof. Suppose that (X, f) has the shadowing property, and that every 2-“-k-chain 
is 2-“-shadowed by some point. Suppose that x E X, 0 < s < t, @(x, t) = 0, and 
]@(x,s)( = k + 1. We can assume, without loss of generality, that @(x,s) = k + 1, 
and @(x,u) > 0 for 0 < u < t. We construct a 2-“-k-chain xi with the following 
properties: 
xi = f’(x) for i < s, 
4 = f"(x),, $ = r(X)j iff j # -n - k - 1, 
xi = f’-“(.J) for i > s. 
Suppose that xi is 2~“-shadowed by some y E X. Then f’(y)i = yi for i < 0, but xt,, = 
x-n = ~S(X)-.,_~(~,~) # xS_n_p(X,s) = x!_,, which is impossible. Thus, x0,. . . ,x1 is not 
2~“-shadowed by any point which is a contradiction with our assumptions. Conversely, 
suppose that the condition is satisfied, and let xi be a 2-“-k-chain. Define its position 
t function by p(t) = c:zi S&2). Define a point x E X by x4 = xi, xi = X~_~(~), if t 
is the first number for which )i - p(t)1 < ,n, and arbitrarily if no such t exists. Then x 
2-“-shadows xi. 0 
Proposition 7. No TMT is positively expansive. 
Proof. Assume that (X,f) is a positively expansive TMT, so we have E = 2-” such 
that for every x # y there exists t with d(f’(x), f’(y)) 2s. Suppose that for some 
x E X, liminf,,, @3(x, t) = a > -cm. Construct a point y E X such that xi = 
yi iff i 2a - n. Then x # y, and d(f’(x), f’(y)) < E for every t 30, which is a 
contradiction. Thus for every x E X, lim inf t+,oo @(x,00) = -co, and similarly we 
show that lim SUP~+~ @(x, 00) = 00 for every x E X. This is, however, in contradiction 
with Lemma 3. 0 
Lemma 8. A TMT is bijective ifs the function 6p~ = (&,c~A) : Q x A -+ Q x A is 
bijective. If a bijective TMT is expansive, then for every x E X, 
lm$zf &x, t) = --co or litm if @(x, t) = -0c 
and 
lim sup @(x, t) = cc or lim sup @(x, t) = 00. 
t---o0 t-c!0 
The proof is similar as in Proposition 7. 
Theorem 9. If a bijective TMT is expansive, then it is conjugate to a two-sided 
subsh$ of jinite type. 
Proof. Every bijective expansive TMT (or more generally dynamical system on dis- 
continuum) is conjugate to a two-sided subshift. By a theorem of Walters [l 11, a 
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two-sided subshift is of finite type iff it has the shadowing property (called pseudo- 
orbit tracing property in Walters). Thus, it suffices to prove that a bijective expansive 
TMT has the shadowing property. Suppose that (X,f) is a bijective TMT which has 
not the shadowing property. For n > 0 denote 
V, = {x E X;@ < 0 < t)(@(x,s) = p(x,t) = n & (VU E (S,t))(@(X,U)>O))}. 
For n < 0 denote 
v, = {x EX; (3s < 0 < t)(p(x,s) = g&t) = n & (Vu E (S,t))(@(X,U)<O))}. 
Then for every n > 0, V,UV_, is a nonempty closed set, V,+, C V,, and En_1 C V-n. 
Thus, at least one of the sets n, , ,, V,, n, <,, V, is nonempty. Let x E n,, , ,, V,. We have 
then liminf,,_, @(x,t) = 0, lim SUP~_~ @(x,t) = co. Thus, (X,f) is not expansive 
by Lemma 8 and this is a contradiction. q 
Conjecture 1. Every TMT has a periodic point. 
4. Turing machines with moving head 
Let 6: Q x A + Q x A x {-l,O,l} b e a transition function for a Turing machine. 
For n 2 0 denote 
X, = {x E (Q U A)“; card{i E Z;Xi 6 Q} <n}. 
Then X, c(Q U A)” is a subshift, indeed a sofic system (see [ 121). We are concerned 
mostly with the space Xl. We use the standard metric on XI, so d(x, y) < 2Yk iff 
Xi = yi for all lildk. 
Definition 6. Let 6 : Q x A -+ Q x A x { - l,O, 1) be a transition function. A Turing 
machine with moving head (TMH) is a dynamical system (Xl, g), where 
g(X)i = 6,4(Xi__1,Xi) if xi-1 E Q, &Xxi-l,Xi)60, 
g(X)i = GQ(Xi_l,Xi) if Xi-1 E 8, dz(xi-l,xi) = 1, 
dX)i = Xi- 1 if xi E QT bZ(Xi,Xi+l) = -19 
g(X>i = bQ(Xi,Xi+l) if Xi E Q, ~Z(Xi,Xi+l> = 03 
g(Xh = ~A(Xi,Xi+l) if Xi E Q, ~Z(Xi,Xi+l> = 13 
dX)i = dQ(Xi+l,Xi+2) if Xi+1 E Q, &(Xi+l,Xi+2) = -1, 
g(x>i = Xi otherwise, 
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Z: . . . a b P c d ... 
g(z) : . . . a q’ b c’ d . . 
. a b q’ c’ d . . 
. . . a b c’ 9’ d . 
6Z(%C) = -1 
b(91 cl = 0 
az(9,c) = 1 
Thus, the head is on the tape too, and it points to the field immediately to 
its right. Clearly, g is a shift-commuting map, since every g(x)i depends only 
on xi-l, xi, xi+1 and xi+z. If x E 270, i.e. if there is no head on the tape, then 
g(x) =x is a fixed point. We say in this case that x is a quiescent state. 
Definition 7. The (absolute) position function p : XI --f z = Z u {co} of a TMH 
(Xl, g) is defined by 
p(x)=n ifx, EQ, p(x) = co otherwise. 
Lemma 10. Let 6 be a transition function for a Turing machine, let (X, f) be the 
corresponding TMT and (Xl, g) the corresponding TMH. There is a continuous map 
H : X + XI given by 
H(x)i = xi for i < 0, 
H(x)0 = xq, 
H(x)i = xi-1 for i > 0. 
Let ,Q : X x N -+ Z, p : Y -+ z be the corresponding (relative and absolute) position 
functions. Then for every x E X, @(x, t) = pgfH(x), and Hf’(x) = a@(%‘)g’H(x) (thus 
H is not a homomorphism). 
Define p,@: X x N + 7 by - 
Pkt) = min{w%);O<sst}, F(x,t) = max{p#(x); O<s<t} + 1. - 
Then (p(x, t),ji(x, t)) is the interval of the absolute addresses on the tape which the 
head visits or may change up to time t. 
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Lemma 11. Let (Xl, g) be a TMH, x, y E Xl - X0 be nonquiescent states, t E N, and 
yi = xi for I&X, t) <i < jF(x, t). Then 
1. pg’(x) = PSYY), 
2. g’(X)i = g’(_Y)i for p(x, t) <i <P(x, t), 
3. g’(X)i = Xi for i < 6(X, t) or fi(X, t) < i. - 
Lemma 12. Suppose that for every n E RJ there exists y E X, and t E N such that 
pgI(y) >, n. Then there exists x E X with lim inf,,, pg’(x) = 0, and lim SUP~_~ pg*(x) 
= oc. 
Proof. This follows from Lemmas 10 and 3. 0 
Proposition 13. No TMH is positively expansive. No bijective TMH is expansive. 
Proof. In the case of positive expansivity, the proof is the same as in Proposition 7 
using Lemma 12. If a TMH were bijective and expansive, then the head must visit all 
the fields on the tape, but because of its finite capacity it must do so several times. We 
obtain again arbitrary long returns, so Lemma 12 applies and we get a contradiction. 
Proposition 14. If a TMH is not bijective, then it is not locally bijective. 
Proof. Again, a TMH is bijective iff &A : Q x A + Q x A is bijective. Suppose that 
6, is not bijective. Take any quiescent state x E X. If U is an arbitrary neighbourhood 
of x, then there exists different y,z E U with p(y) = p(z) # 0, and g(y) = g(z). 0 
Proposition 15. Let (Xl, g) be a TMH and x E Xl - X0. Then 
(1) pg*(x) is a bounded function oft ifsx is eventually periodic. 
(2) Zf x is eventually periodic, then x E Eq(Xi,g). 
Proof. (1) It is clear. To prove (2), suppose Ipg’(x)l <k for every t. Then for every 
y E X with d(x, y) < 2-k-’ we have d(g’(n),g’(y)) < 2-k for every t. cl 
Example 1. The converse of Proposition 15(2) is not true. Consider Q = {0}, 6(0,a) = 
(O,a, 1). Then x E Eq(Xi,g) iff p(x) # 00. 
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Proposition 16. No TMH has an attracting periodic point. 
Proof. If x is a nonquiescent periodic point, then pg”(x) is a bounded function of t, 
and all points sufficiently close to x are periodic too. If x is a quiescent point, then 
there is arbitrarily close different quiescent state which is a fixed point too. 0 
Theorem 17. Let (Xl, g) be a TMH. Then the following properties are equivalent. 
(1) (Xl, g) is equicontinuous. 
(2) (Xl, g) has the shadowing property. 
(3) For every nonquiescent x E Xl, pg’(x) is bounded. 
Proof. (1) =+- (2) see [7] for a more general assertion that every equicontinuous dy- 
namical system on zero-dimensional space has the shadowing property. 
(2) + (3) Suppose that (Xi,g) is a TMH for which there exists x E X such that 
pg’(x) is not bounded from above. We can assume, without loss of generality, that 
p(x) = 0, and pg’(x)>O for iZ0. Let E = 2?, 6 = 2-“-k. We construct a &chain, 
which is not s-shadowed by any point. Let t be the first integer for which pg’(x) = 
n + k + 1, and let s < t be the last integer for which p#(x) = n. Construct a &chain 
x’ as follows: 
XP = Xi for i > -n, 
xP = #(X)i+2n+k+l for -n-k<i< -n, 
xj = gi(xO) for 0 < j < t, 
Xt,-k-1 = gs(X)n, 
t 
%+k+l E A arbitrary, 
Xf = gf(Xo)i for Ii1 #n+k+ 1, 
xj = gi-‘(xt) for j > t. 
Then p(x2’-“) = -n, thus the head left the strip (-n,n) to the right at the time s, 
and returned at the time 2t - s from the left, which is impossible. Thus, xi is not 
s-shadowed by any point. 
(3) + (1). By Proposition 15, every nonquiescent state is equicontinuous. Moreover, 
there exists k such that for every y, if p(y) = 0, then (pg’(y)I Qk for every t. If x 
is a quiescent state, then for every E = 22” there exists 6 = 2-“-k such that if x is 
a quiescent state, and d(x, y) < E, then d(g’x,g’y) < 6 for every t. Thus, quiescent 
states are equicontinuous too. 0 
Theorem 18. Every TMH has zero topological entropy. 
Proof. For m > 0 consider the clopen partition LX,,, : XI -+ (Q x A)(-m,m) given 
by c(,(x) = (x-, . . . x,). Consider a fixed word u E 9R,(X~, g) generated by a 
point x E Xi, so ui = g’(x)_, . . gi(x)m. The position function may be extended to 
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t4i E (Q X a)‘- m*m) by n(Ui) = j if (ui)j E Q, and n(ui) = 00 if no such j exists. 
Denote so the first nonnegative integer such that p(u,) # 00. Denote 
M = {i > SO; (3 E 92,m(X,,g))(Uli = Uji 86 ai # ai)}. 
Then 
i E 154 * p(Uj_1) = 00 & Ip(Ui)l = Et. 
Let (Si)i>o be an increasing sequence numerating M, so {si; i > 0) = M. For i > 0 
denote ti = fi - St-i. Denote zii E _YEm(Xt, g) the word from the definition of M with 
U’is = U(s,r n:; # %, . 
si ‘the 
Thus, d # ui for i # j. Since in both time instants i-i and 
head is within interval (-m, m), in time interval between si-1 and Si, it may 
visit only fields with addresses (j] <m + t;/2. It follows that Ui is uniquely determined 
by ug and by {~‘O(X)~; m - ti/2 4 j < m + ti/2}. For a given time t, let n be such that 
nlog, n> t > (n - l)log,(n - l), where a = card(d). Denote k = max{ti; idn). For 
i<n put 
I$ = (x E ,4-m-k,m+kf; (Vj E (s~,s~})(g~-s~(x)_m . . . g”-““(& = t$)}. 
Since all vi are different, all vi are disjoint. For every x E Vi, x_,,, . . .xm = UO, and as 
shown above, every vi depends only on at most ti sites form (-m -k, -m - 1) U (m + 
I,m+k). Thus, card(I$)>a2k-‘P, and u2k-f1+.~~+a2k-tn < card(~*)+...+c~d(~~) 
d a2k, so a-“’ + . . . + a-” < 1. It follows that tt +. . . + t,, 2 n log, n 2 t. Thus, there is 
at most n branchings up to time t. Every branch must correspond to a different inner 
state q E Q, so we get card(2?,(&, g)) d (card( Q)Y. It follows that 
i lncard(Y!&fi,g))G 
n in card(Q) 
(n - l)log,(n - 1) 
and the right-hand side converges to zero as t converges to infinity. Thus, h,,(Xr , g) = 0 
and, therefore, h(Xt, g) = 0. Cl 
5. Discussion 
Every TMH may be extended to a cellular automaton, i.e., to a shift commuting 
d~amical system with the state space (Q U A)‘. It is only necessary to extend the 
definition of g to the case that two, three or four heads appear among xi-t, xi, xi+1 
and xi.+*. The heads may annihilate one another, reducing their total number on the 
tape, or conversely, two heads may produce a third one when they encounter. The 
results obtained by Maass [8] indicate that the cellular automaton obtained may have 
properties quite independent from its underlying TMH, so it seems to be difficult to 
obtain general results in this direction. In the special case that at least one of the heads 
disappears when several heads encounter, we get that every X, is an invariant set, 
and typically the basin of attraction of Xi might be quite large. This seems to be the 
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mechanism behind the disappearance of dislocations studied extensively on the rule 18 
of Wolfram classification (see e.g. [2]). 
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