A new Monte Carlo algorithm for ion transport in two-
Introduction
Ion transport in one dimensional liquid crystal structures has already been studied, using mainly the finite difference approach for simulation purposes [1] . When going to higher dimensions, the solving of the drift-diffusion differential equations becomes a time consuming process, because very small time steps and grid spacings are needed. In this case, a Monte Carlo approach can be used. The technique that we adopted is to use a high number of representative particles, and to calculate the motion of every particle using the solution of the governing differential equation. For this technique to be applied, the solution of the differential equation of ion motion has to be known in advance in a closed form.
Let us consider the transport of charged particles (ions) in a biaxial anisotropic medium due to drift in the electric field E(r, t) and thermal diffusion. Because of the anisotropy, the ion mobility and diffusion constant can be expressed as the tensors m and D, respectively, [ 
and the diffusion by sampling random variables from Gaussian distributions with dispersions 2D tD , 2D tD , and 2D t || D for the directions ¢¢ ¢¢ x y , and ¢¢ z , respectively. Applying Eq. (2) for every calculation particle and taking a histogram of the positions, we can obtain the ion distribution n x y z t ( , , , ) ¢¢ ¢¢ ¢¢ . If we want to express the ion displacements in an arbitrary coordinate system, we can first calculate the displacements in the principal coordinate system, and then perform a rotational transformation of the coordinates. We refer to this method as the "simple Monte Carlo" method.
Problems in inhomogeneous media near a boundary
The principal directions of the inhomogeneous anisotropic medium depend on the position. Equation (2) does not contain information about the changing material properties, which hinders the possibility of interpolating the medium properties along the ion trajectory. Averaging two consecu-tive diffusion displacements is not an option as the diffusion is proportional to Dt for small time steps. The only option is to use small time steps. In inhomogeneous anisotropic media, the method laid out above can indeed yield sufficiently correct simulations if the time step is small enough. However, this is exactly what we want to avoid with the Monte Carlo method, so a form of trajectory interpolation is needed. The non-homogeneity problem becomes even more obvious when there is a boundary against which the ions are pushed by an electric field. Because of the drift-diffusion dynamic balance, the ions will constantly move to and from the wall. Since the ion displacements are calculated as straight lines (tangents to the real trajectory), the ions will systematically deviate to the outer side of the real trajectory (Fig. 1) . This results in a simulation of a cumulative ion motion in the lateral direction, which is obviously erroneous.
Another problem that arises is that the boundary imposes a preferential direction for drift and diffusion that is in general different than any principal direction. The solution of the drift-diffusion equation with this boundary condition is a much more complicated function than Eq. (2) that cannot be easily sampled. In this case, the calculation can be split in the direction perpendicular to the boundary z and in the lateral directions x and y. For the z-direction we use an algorithm developed by Vermael [2] [3] [4] , which is described in detail in Sec. 3 in this paper. For the x-and y-directions, however, there is no clear way how to proceed as the diffusion is first calculated in the principal coordinate system of the medium ¢¢ ¢¢ ¢¢ x y z , and then in the cell system xyz by rotation of the coordinates. The existence of the boundary can only be taken into account by disregarding the z-diffusion. This is inconsistent with the fact that the zdisplacement is already a mix of drift and diffusion (see Sec. 3), and thus closely related to the diffusion in the lateral directions that cannot be treated independently.
We reconsidered the processes of drift diffusion in anisotropic medium in more detail, and developed an original Monte-Carlo algorithm for simulation of ion transport in anisotropic, inhomogeneous media that solves the problems laid out above. The solution is split in three parts:
• determining the ion displacement along the direction (perpendicular to the boundary that confines the medium),
• determining the displacements in the other two directions x and y. Here, we propose a new method based on the analytical solution of the diffusion equation in an arbitrary coordinate system,
• correcting the calculated displacements by averaging the medium properties (director in case of a LC) and the electric field along the ion trajectory. Finally, a few tests of the program implementation of the algorithm are given, for a case of ion motion in a switched liquid crystal cell.
Determination of the z displacement
In order to model the complicated solution of the driftdiffusion equation near an impermeable boundary in a presence of an electric field, we use the approach developed by Vermael [2] [3] [4] .
Let us consider a plane boundary confining the z > 0 part of the medium (the z axis is set perpendicular to the boundary). We are interested in finding the z position of an ion after the time step Dt. The ion is initially at the position z 0 . The approach is based on balancing the statistical distribution averages for three simplified cases (regimes):
• ion drift and diffusion in non-confined space, far away from the boundary,
• equilibrium exponential distribution when an electric field is pushing the ions against the boundary,
• diffusion from the boundary, if the electric field is negligible. When an ion is near a boundary, only one of the cases 2 and 3 is chosen, depending on a criterion given below. In all cases, the z displacement of the ion can be calculated much simpler than using the solution of Eq. (1) in a general case.
Let us consider an ion at the position z = z 0 . We will use the mobility and diffusion constants in the z direction, µ zz and D zz , which are the zz components of the mobility and diffusion tensors in a coordinate system where the z axis is perpendicular to the boundary.
If the ion is far from a boundary, its motion is not confined. After the time step Dt, its most probable z position will be z z v t 
The latter is sampled from the probability density
In the second regime, the ion probability distribution from the boundary z = 0 is a decaying exponential
The constant a has the meaning of the inverse of the average ion position in the exponential distribution,
If the ion is found in this regime, its new position z z new = 2 ( ) a is directly sampled from the exponential probability distribution, Eq. (6).
The third regime is described by ions diffusing from the boundary. The probability density will be a half-Gaussian bell with double amplitude (z > 0)
The average z position of this distribution is
) of an ion found in this regime is sampled from the half-Gaussian distribution.
In order to calculate the new z position of an ion, we have to determine in which regime the ion is. Let us find a condition that tells us when we are to use the exponential distribution from the boundary (regime 2) and when diffusion from the boundary (regime 3). The border between the two regimes is set by the condition that the two average z positions are equal, i.e., z z
If p ³ p 4, the exponential regime is more important (the average z z 2 3 £ , i.e., the field is strong enough to keep the ions piled against the boundary). So, in this case we use regime 2. The transition between the free space regime and the exponential distribution from the boundary is determined by z z If p < p 4, the exponential distribution is flatter than the Gaussian, thus the diffusion from the boundary is more important. Then, we use regime 3 to calculate the new z position of the ion. The transition between the free space regime and diffusion from the boundary is given by the condition z z 1 3 = , or q p p = + 4 p . So, if p < p 4 and q p p £ + 4 p , we have to use regime 3, i.e., diffusion from the boundary.
In all the other cases we use drift and diffusion in a free space, Eq. (4). There is one problem left, namely if the ion is in a free space (regime 1), but still reaches the boundary within the time step due to an occasional large diffusion displacement (which can in principle have all values from -¥ to +¥). Then, we check the p value, if p < p 4, the ion is considered to be in the "diffusion from boundary" mode, and if p ³ p 4, the new ion position is calculated using an exponential distribution from the boundary. Figure 2 represents these conditions and regions on a p q -graph. The solid lines (q p p = + 4 p at p < p 4 and q p = +1 at p ³ p 4) divide the parameter space into the regions where suitable regimes apply. The dashed lines are just a continuation of the border lines into the other regimes and are given for comparison. In Fig. 2 we see, that depending on the ion distance from the boundary (z 0~q ), the velocity and the time step
, the ion can be in any of the three regimes. We can then calculate the ion's new position z new according to the given probability distribution, and calculate the z displacement as Dz z z new = -0 . Because of the approximate nature of this approach, the algorithm will work properly if p is sufficiently far away from p 4. If p » p 4, there will be some deviation of the calculated distribution from the analytical solution. This can be avoided by reducing the time step Dt, thereby increasing the calculation time. This algorithm has been tested and compared with a finite difference method, to yield satisfactory results [2] [3] [4] .
Drift and diffusion in an arbitrary coordinate system
Now, that we have an algorithm for calculation of the z displacement at our disposal, let us see how to calculate the drift and diffusion in the other two directions using the displacement along the z axis.
Diffusion
Using the Fourier transform method, we have solved the diffusion equation
f t ¶ ¶ (with the constant D) in an arbitrary coordinate system xyz where the diffusion tensor is not diagonal anymore. The initial condition at t = 0 is that the ion is at the position (x y z
-0 . The probability density for the position of the ion is 
and det
The 
With the fixed y 1 and z 1 , the third exponent in Eq. (8) is maximal for
This means that, for the calculated z z = 1 and the time step Dt, the probability density is the highest in the point C x y z ( , , ) 1 1 1 (Fig. 3) , decreasing as a Gaussian distribution along the x and y axes, with dispersions 2D 
We call this the g direction. The vectors $ e x , $ e y , and $ e z are the unit vectors along the axes x, y, and z, respectively.
Drift
For the electric field and medium properties, we consider a two-dimensional structure. The electric field is zero in the x direction, so the drift velocity can be written as
In order to calculate both drift and diffusion at once, we can decompose the ion drift velocity v into components along the g direction v g , Eq. (16) 
where by m xy and m yy we define the reduced mobilities 
In this way, the drift displacement after the time step Dt is calculated from
The g direction is in fact the direction along which the ions drift under influence of an electric field along the z axis only. The electric field in the y-direction contributes to the motion along x and y with the reduced mobilities.
A new algorithm for ion drift and diffusion in 2D calculation structure
Now, it is obvious how to unite the algorithms for drift and diffusion with the algorithm with three regimes for the z displacement. The new algorithm is described in the following steps:
• first, calculate the total ion displacement in the z direction Dz. If the ion is in free space, we calculate the drift
. If the ion is in any of the other two regimes, we calculate Dz by using a corresponding probability distribution, 
Discussion
In homogeneous media without a boundary, this Monte Carlo algorithm gives the same results as the simpler one, described in the introduction. The two algorithms are equivalent because the solutions of Eqs. (2), (3), and (8), (22) define identical states. But is the new algorithm correct when an ion is near a boundary, which is a problem for the simpler algorithm? Let the anisotropic medium be confined at the z > 0 side by an impermeable boundary to which the z axis is perpendicular. If the electric field is negligible, all ions sufficiently close to the boundary should diffuse from the boundary (they fall in regime 3). A concentration gradient ¶ ¶ n z in the z direction will occur. The ion flux in this regime is determined only by diffusion and will depend on this gradient
We see that ions that diffuse near a boundary (ions that diffuse because of the gradient ¶ ¶ n z) undergo a mass transport along the g direction that is directly proportional to the diffusion displacement along the z-direction, governed by D v z zz ( ) ¶ ¶ . This is exactly what is done in the Monte Carlo algorithm.
Let us now consider regime 2, where the ion distribution is exponentially decaying from the boundary, Eq. (6). This is a solution of the drift-diffusion Eq. (1) for a steady state in case of a constant electric field. The steady state is a result of a dynamic equilibrium between the drift towards the boundary and diffusion away from the boundary because of the ion concentration gradient. Now, how do the ions behave in the lateral directions when they are in a steady state in the z direction? When there are electric field components in both the y and the z direction, the ion velocities are
Because of the steady state, the velocity v z must be zero. If we use this condition, for the first two equations (i = x, y) we obtain
where the coefficients m iy , i = x, y are the same reduced mobilities as in Sec. 5 [Eqs. (20) and (21)]. In this representation, the lateral ion motion is reduced to motion under influence of the E y field only, but with the reduced mobilities m iy .
We can interpret this if we have in mind the conclusions from Secs. 4-5. The drift along the g direction towards the boundary will be compensated by diffusion along the g direction away from the boundary, but the lateral drift component due to the field E y and the reduced mobilities will remain.
Thus, the algorithm we propose yields a correct average behaviour of the ion population in free space, as well as near a boundary, the assumed calculation of the z displacement is correct (and this is the case for the p value sufficiently different from p 4). The power of our new algorithm lies in the possibility of calculation of both drift and diffusion in inhomogeneous media using trajectory interpolation.
Trajectory interpolation
The solutions of the differential equations of ion transport have been derived under the condition that the medium is homogeneous and that the ion mobilities and diffusion co- efficients, as well as the electric field, are constant. This is obviously not the case in a liquid crystal display. One way to calculate the ion trajectory in an inhomogeneous medium and electric field is to first calculate the trajectory assuming constant medium/field properties, then average the changing properties over the trajectory using a suitable approximation and finally re-calculate the ion displacement using the averaged quantities. Let an ion be at the point 0 (Fig. 5) . 
The first-order terms cancel out because the integration interval is symmetric around the midpoint r 1 . If we use a central difference formula for the second derivatives, the average quantity u can be written as . (31) Now, using these averaged quantities u , we can re-calculate the lateral ion displacements Dx, Dy, and Dz according to the algorithm in the previous section. Of course, it is important that we use the same random variable used to sample the first diffusion displacement, and only replace the diffusion constant. The ion ends up at the point B', which is equivalent to following a parabolic trajectory instead of a straight line.
In this way, instead of using the medium and field properties at the initial ion position, we perform averaging over the ion path. With these corrections, the ion trajectory is calculated correctly up to the third-order correction (because the next non-zero term in the expansions of Eq. (30) would be the fourth-order term).
Simulation results
We have implemented the algorithm described in this paper (hereafter "the Monte Carlo program") in an existent program for calculation of the director and electric field in 2D liquid crystal structures [5] .
The simulated cell is a TN (twisted nematic) with 90°t wist. The applied voltage is above the threshold, so the director tilt distribution in the cell is strongly inhomogeneous. The initial ion distribution in the cell is uniform. The cell is 5-µm thick and 1-µm wide. We have used 100,000 calculation particles. A square wave voltage with 32-ms period was applied until the ion motion due to the changing voltage polarity becomes periodic. For comparison, we have also simulated the same structure under the same conditions with a well-trusted finite difference (FD) 1D program "Glue" written in our lab [1] . The program "Glue" calculates the ion motion in the z-direction by solving the differential equation on a finite difference one-dimensional grid. The ion trajectories are calculated in all three dimensions by integrating the three ion velocity components which depend only on the z-coordinate and time.
The average ion positions during the last period of the simulations calculated by both programs are given in Figs. 6 and 7. The x axis is along the rubbing direction at the cell bottom (z = 0) and the y axis along the rubbing at the top surface (z = d). The ion trajectories (x -z and y -z) calculated with the FD program are given in black, and the ones calculated by the Monte Carlo program, in grey. We see that both trajectories coincide. That means that the average ion motion calculated with the Monte Carlo program in two dimensions is the same as the motion calculated by the FD program. This test confirms the correctness of our algorithm and its program implementation. 
Advantages
One of the reasons to reproach Monte Carlo algorithms is the increasing calculation time of finite differences when one steps up to calculations of higher dimensional structures. In a finite-difference program, one has to use a small time step and a very fine grid in order to avoid instability because of diffusion, and to calculate with larger precision the ion distribution in a strongly inhomogeneous medium. Typical spacings we used in the FD program were around 0.01 micrometers (500 points), and the time steps 10 ms. When one goes to 2-dimensional calculations, the amount of calculation time with FD increases drastically with the calculated surface. For example, for an In-plane switching (IPS) LCD structure in 2-dimensions, of 12×4 micrometer, one needs almost 0.5 million grid points. The time step should still be in the range of 10 ms, so the number of base calculations per second calculated ion motion is 5×10 10 . If one wants to calculate the ion distribution using the MC method, one can use 10 5 ions and calculation times of 1 ms, so the number of base calculations per second calculated ion motion is 10 8 , or 500 times less. Even if the MC program contains 10 times more base calculations, it still yields 50-times less calculation time. Because of the nature of the MC algorithm, the results will be correct but noisy with any amount of ions, and the statistical noise can be traded off for calculation time. So, the real advantage of the Monte Carlo algorithm over finite differences is gained when it is used in 2-dimensional large structures, such as IPS or VA liquid crystal cells.
Another advantage of the Monte Carlo method is the ability to adopt it to the structures other than rectangular ones. Because this algorithm calculates ion motion in continuous space, using a suitable border detection and vector calculus, the ion motion can be calculated on polygonal or even curved surfaces (deploying, e.g., the analytical expression for the boundary, or a look-up table instead of an arbitrarily confined system).
Conclusions
In this paper, we have proposed a new algorithm for Monte Carlo simulations of ion transport in two dimensional anisotropic inhomogeneous media. Using an approach based on statistical averages, we can calculate the ion distribution near an impermeable boundary in the direction perpendicular to the boundary. Using the solution of the drift-diffusion equation in an arbitrary coordinate system, we have founded a new algorithm to simulate drift and diffusion in the other directions. Using averaging along the ion path, the ion trajectories are calculated with third-order accuracy, so ion transport in media with inhomogeneous diffusion constants and/or electric field can be correctly calculated. The new Monte Carlo algorithm has been compared with a finite difference program for ion transport calculations in a liquid crystal cell. The results coincide which confirms the correctness of the new algorithm. The strength of the proposed Monte Carlo method is the calculation time saving compared to a finite-difference simulation in more than 1 dimension, as well as possibility to adopt the MC algorithm for arbitrary structures. 
