As everyone knows, multiple regression analysis is an important approach to prediction studies. However, regression model has some limitations and constraints in the real world practices. This study applied fuzzy regression using neural network (FRNN) to predict organizational performance, and the findings indicate that the accuracy rate analysis supported FRNN to be a better method to predict nonlinear variables.
Introduction
In both manufacturing and service sectors, new approaches to innovation management have become prime drivers of various industries. As product life cycles condense and substitutive product offerings expand, product innovation becomes increasingly outstanding for establishing sustainable competitive advantage. 
Determinants of Performance
This study adopted two criteria to measure 
Methods

Fuzzy regression
Traditional regression theory considers error as a concept of probability, whereas fuzzy regression theory see errors as a possibility [4, 5] . Thus, the linear fuzzy regression model can be expressed as:
Or,
Where
The regression coefficient A i a i , c i is a triangular fuzzy number with its center= a i and spread = c i. . Thus for a sample point with center = y j and spread = d j , the seeking of boundaries is a problem of linear programming:
The upper boundary of this model is ax j c |x j |,
whereas lower boundary is ax j c |x j | and center is ax j. Moreover, y j and d j is the center and spread of jth sample.
Fuzzy regression using neural network (FRNN)
In order to solve the problem of non-linear relationships, Scholars [6] 
Where Ai is a fuzzy number and
Thus, y p cab be estimated by a three-layer back-propagation neural network:
 Output layer:
Where E is error and g * x p is upper boundary of prediction and 
Measures
Results
Adopting multiple regression analyses to predict organizational innovation and profit rate, we found that product line development, employee wage, and environmental management and Table 1 .
Please note that accuracy rate for prediction means that the testing sample was include in the 95% prediction interval. 52 samples was divided into training sample (37) and testing sample 
