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Uniqueness of viscosity mean curvature flow solution
in two sub-Riemannian structures
E. Baspinar∗ G. Citti†∗
1 Introduction
Mean curvature flow describes the evolution of a surface whose points move in the normal direction,
with speed equal to the curvature. The first results in the Euclidean setting have been provided by Gage
[33, 35], Huisken [37], Gage-Hamilton [34], Grayson [36] and Altschuler-Grayson [1], with the methods
based on differential geometry. Since a mean curvature flow can develop singularities even for initially
smooth surfaces, (see for example [29]), different notions of weak solution were proposed in order to
study the flow after singularities: Brakke introduced in [8] an approach based on the notion of varifold
and geometric measure theory, Evans-Spruck [29], [26], [27], [28] and Chen-Giga-Goto [12] independently
studied existence and uniqueness of viscosity solutions via level set methods.
The level set method identifies the evolving surface at time t as a level sextMt = {x ∈ Rn : u(x, t) =
0} of a function u, which is a solution to a differential equation. In n−dimensional Euclidean setting the
curvature can be expressed as K = div
( ∇u
|∇u|
)
and the mean curvature flow equation reads:
∂tu(x, t) = |∇u|K =
n∑
i,j=1
(
δij −
∂xiu ∂xju
|∇u|2
)
∂xixju,
where δij denotes the Kronecker delta operator, ∂t represents the derivative with respect to time variable
and ∂xi the derivative with respect to i
th spatial variable.
The present paper focuses on the sub-Riemannian analogue of the mean curvature flow in a group
G, which can be either a Carnot group of step 2 or the group SE(2) of rigid motions. A sub-Riemannian
structure on one of these groups is defined by a triple (G,D, (gij)), where G is the group, D is a
horizontal distribution and (gij) is a metric on D. The space has the bracket generating properties
at step 2. That is, if we denote a basis of D by {X1, X2, . . . , Xm} then {[Xi, Xj]}i,j=1,2...,m together
with {X1, X2, . . . , Xm} spans the tangent space TG to G at every point where [. , .] is the Lie bracket.
Eventually we will choose a metric (gij) on D, which will make X1, X2, . . . , Xm orthonormal. In the
particular case where we consider SE(2), the underlying manifold will be G = R2 × S1, its elements will
be expressed by ξ = (x, y, θ) ∈ SE(2) so that x, y denote the spatial components and θ the angular
(orientation) component. We will make the choice of the vector fields
X1 = cos(θ)∂x + sin(θ)∂y , X2 = ∂θ,
at every ξ ∈ G, which satisfy the bracket generating condition, as it is easy to verify. We will denote the
commutator by
X3 = − sin(θ)∂x + cos(θ)∂y.
While studying a Carnot group G ≃ Rn of step 2 we will denote the corresponding elements by ξ = (x, θ),
with x = (x1, x2, . . . , xm) representing the horizontal variables and θ = (θ1, θ2, . . . , θn−m) representing
the variables of the second layer. It is known (see for example [41]) that a basis of bracket generating
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vector fields can be represented by using m×m real matrices W (i) in this setting as:
Xi = ∂xi + 〈(Wx)i,∇θ〉 = ∂xi +
n−m∑
k=1
m∑
l=1
w
(k)
il xl∂θk , i = 1, . . . ,m, (1)
with ∇θ = (∂θ1 , . . . , ∂θm), (Wx)i = ((W (1)x)i, . . . , (W (m)x)i) where (W (k)x)i is the ith component of
W (k)x (see also [5], [9] and [7]). Note that up to a Lie group isomorphism the matrices W (k) can be
assumed to be skew-symmetric (see for example [7] and [3] for more details). Therefore we will consider
that
w
(k)
ij = −w(k)ji , w(k)ii = 0. (2)
Furthermore the vertical vector fields in the second layer can be expressed as
Xi = ∂θi−m , i = m+ 1, . . . , n. (3)
We explicitly note that that the Heisenberg group can be considered as the limit structure obtained
from SE(2) via a blow up procedure (see [12], [25] and [31]), hence those two structures, which have
completely different group laws, share the same local structure. This is why they can be studied together,
and used as models of the same types of problems. The interest in studying motion by curvature in these
two groups comes from applications of image inpainting through models of the visual cortex. Recall
that the first layer (V1) of the mammal visual cortex was modeled as a smooth sub-Riemannian surface
with the local structure of the Heisenberg group in [40], and with the SE(2) geometry in [16]. As a
consequence, some models of image completion inspired by the functionality of the cortex were proposed
in [38] and [16]. Convincing completion results have been presented using the mean curvature flow in
these groups (see [42] and [13]). We also remark that numerous image processing applications can be
performed in similar sub-Riemannian geometries (see for example the algorithms proposed in [32], [21],
[22], [23], [24], [4]).
The main obstacle to the development of a strong numerical theory for sub-Riemannian mean cur-
vature flow is the lack of uniqueness results in those settings. Indeed the existence of sub-Riemannian
mean curvature flow solutions is known in Carnot groups (see [9]), and in general Ho¨rmander structures
[20], but the uniqueness problem is still largely open. Furthermore, the geometry in Carnot groups of
step 2 is different from the geometry in Carnot groups of a higher order step, since it was shown in [9]
that the planes are not minimal surfaces in Carnot groups of a step strictly bigger than two, resulting
in the lack of a family of functions which can be used as barrier functions. Hence it is natural to focus
only on step 2 groups. Up to now Capogna and Citti [9] proved the uniqueness of evolving graphs in a
Carnot group by using the fact that graphs do not suffer from singularities during the mean curvature
flow. In the special case of the 3-dimensional Heisenberg group, Ferrari, Liu and Manfredi [30] provided
uniqueness under the assumption of axisymmetricity of solutions to the sub-Riemannian mean curvature
flow equation given by (4) in the sequel.
Here we will present a complete proof of the uniqueness of the sub-Riemannian mean curvature flow
solution in the generic setting of Carnot group of step 2 and in the setting of SE(2) by discarding the
previous restrictions on the solution.
Differential calculus in sub-Riemannian spaces is well-established (see for example [39]). The hori-
zontal gradient of a function is defined as
∇0 = (X1, X2, . . . , Xm).
The notion of regular surface in sub-Riemannian settings has been introduced by Franchi, Serapioni and
Serra Cassano [31] as the zero level set M = {ξ ∈ G : u(ξ) = 0} of a smooth function u, whose horizontal
gradient does not vanish. However even surfaces which are regular in the Euclidean sense have points
at which the horizontal gradient vanishes. We call such points characteristic points and we denote the
set of those points by Σ(M) = {ξ ∈ M : ∣∣∇0u(ξ, t)∣∣ = 0}. As a result of the presence of characteristic
points we lack a definition of mean curvature in sub-Riemannian settings.
Let us recall that at non-characteristic points the horizontal normal is defined as
ν0 =
∇0u
|∇0u| ,
2
and the horizontal mean curvature of the manifold M is given by
K0 =
m∑
i=1
Xiν0,i.
This notion has been introduced in a general setting in [18]. Results on the mean curvature equation in
the special setting of the Heisenberg group were provided in [11], [9], [10], [30] and in SE(2) by [13]. We
refer to [9] for more detailed references.
Analogously to the Euclidean setting, the horizontal mean curvature flow is the evolution of a surface
M0 ⊂ G with normal speed equal to the horizontal mean curvature. If M0 is the level set of a function
u0, the flow at time t will be identified as the level set Mt = {ξ ∈ G : u(ξ, t) = 0} of the solution of the
following degenerate problem:

∂tu =
m∑
i,j=1
(
δij − XiuXju|∇0u|2
)
(XiXj)u in G× (0,∞)
u(., 0) = u0(.) on G× {0}.
(4)
In order to establish the uniqueness we prove the following comparison principle for the viscosity
solutions of problem (4) (see Definition 2 below):
Corollary 1.1. Assume that u and v are continuous viscosity solutions of problem (4) (as defined in
Definition 2) such that
• there exists R > 0 with u = 0, v = 0 for |ξ| > R,
• u ≤ v at time t = 0.
Then u ≤ v for every t > 0.
Note that the role of the boundary conditions on the solutions is to restrict the solution level set
to stay in a bounded set. In fact any constant C could be chosen as the boundary condition without
losing the generality. We choose zero as boundary condition for the sake of simplicity when we study
the asymptotic behavior of the solutions.
The proof relies on a regularization procedure together with a Riemannian approximation. We will
use also the general notation which includes the approximating vertical vector fields given by
Xiδ = δ
deg i−1Xi, i = 1, . . . , n, (5)
where δ > 0 and deg(·) gives the degree of its argument, i.e.,
deg i =
{
1 if i ≤ m,
2 if m+ 1 ≤ i ≤ n.
We define the gradient
∇δ = (X1, X2, . . . , Xm, X(m+1)δ, . . . , Xnδ),
with 0 < δ, ǫ < 1, then for an open ball B(0, R) (with respect to the left-invariant metric generated
by X1, . . . , Xm) with radius R centered at the origin we introduce the regularized problem with the
Riemannian approximation

∂tu
ǫ
δ =
n∑
i,j=1
(
δij − Xiδu
ǫ
δXjδu
ǫ
δ
|∇δuǫδ|2 + ǫ2
)
XiδXjδu
ǫ
δ in B(0, R)× (0,∞)
uǫδ(., 0) = u0(.) on B(0, R)× {0}
uǫδ(., t) = 0 on ∂B(0, R)× [0, T ],
(6)
and the same problem on the whole space

∂tu
ǫ
δ =
n∑
i,j=1
(
δij − Xiδu
ǫ
δXjδu
ǫ
δ
|∇δuǫδ|2 + ǫ2
)
XiδXjδu
ǫ
δ in G× (0,∞)
uǫδ(., 0) = u0(.) on G× {0}.
(7)
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Remark. Here we explicitly remark that the solutions uǫδ to the equations given by (6) and (7) are of
C∞ type and they are considered as the solutions in the classical sense.
Then we use the following vanishing viscosity solution definition:
Definition 1. A function u is called a bounded, continuous vanishing viscosity solution to (4) if there
exist a constant C, for any compact set Z a constant C(Z), and for any δ, ǫ, R > 0 a solution uǫ,Rδ to
the problem (6) such that
• ||uǫ,Rδ ||∞ ≤ C, |∇Euǫ,Rδ (ξ, t)| ≤ C(Z) where ∇E denotes the Euclidean gradient,
• there exists a function uǫδ, solution to (7), such that uǫδ = lim
R→+∞
uǫ,Rδ uniformly,
• u = lim
ǫ,δ→0
uǫδ uniformly.
This definition immediately implies that comparison principle and uniqueness are valid for vanishing
viscosity solutions (see also Theorem 2.2 below and [13] for more details). The same result will be
extended to viscosity solutions, proving that those two notions, viscosity and vanishing viscosity solutions,
coincide. This assertion has been already known in the Euclidean setting but not in a sub-Riemannian
setting. Indeed the crucial idea of the article is to establish the following approximation result:
Theorem 1.1. Let v be a bounded, continuous viscosity solution to the problem (4) in the sense of
Definition 2 below, constantly equal to 0 outside of a compact set, and let uǫδ be a solution to the problem
(7), limit of problem (6). Then for every 0 < T <∞ and α > 0 there exists a constant M =M(u0, T, α)
such that
sup
ξ∈G,0≤t≤T
|(v − uǫδ)(ξ, t)| ≤Mǫα,
for all 0 < ǫ < 1 and δ = δ(ǫ).
An immediate consequence of Theorem 1.1 is the following:
Corollary 1.2. Any continuous viscosity solution v is a vanishing viscosity solution.
The proof of Theorem 1.1 generalizes the proof of Deckelnick [19] to the sub-Riemannian geometries
of step 2 Carnot groups and SE(2). The comparison principle of viscosity solutions is based on the
maximization of
w(ξ, η, t) = v(ξ, t)− u(η, t)− φ(ξ, η, t),
for a suitable function φ where ξ, η ∈ G. In Euclidean setting (see for example [19]) the function φ
satisfies the following conditions:
i) the sum of the second order derivatives vanish when the first order ones do,
ii) Xξi φ = −Xηi φ, where Xξi and Xηi denote the ith horizontal vector fields at ξ, η ∈ G.
As noted by Ferrari, Liu and Manfredi [30], the main difficulty in extending the classical approach to
the sub-Riemannian setting is to find a function φ satisfying the above mentioned conditions. We handle
this difficulty and we consider a weaker condition required on |Xξi φ + Xηi φ| (see (28)). Then instead
of following the classical approach for proving uniqueness, which is based on comparing two different
solutions of the same equation, we compare two different solutions of two different equations, (4) and
(7), where the latter converges to the first one at the limit as we send the parameters ǫ and δ to zero.
Note that with the approximated equation (7) we give a formal meaning to the regularized operator
|∇δuǫδ|K0 at the characteristic points. Indeed, formally if ξ is characteristic for every ǫ > 0, then
n∑
i,j=1
(
δij − Xiδu
ǫ
δ(ξ)Xjδu
ǫ
δ(ξ)
|∇δuǫδ(ξ)|2 + ǫ2
)
XiδXjδ(u
ǫ
δ(ξ)) =
m∑
i=1
XiXiu(ξ), (8)
which is the Laplace operator of the function u in the sub-Riemannian setting of G as δ, ǫ→ 0.
The article is organized as follows. In Section 2, we provide some basics of SE(2) and Carnot group
sub-Riemannian geometries. In particular, we provide the notions of vanishing viscosity solution and
viscosity solution, and describe the generalized flow. In Section 3 we give some geometric properties
of vanishing viscosity solutions. Finally in Section 4 we prove Theorem 1.1 in both settings of Carnot
groups and SE(2). From this theorem we deduce the comparison principle and the uniqueness result for
viscosity solutions in those settings.
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2 Definitions and preliminary results
2.1 Definition of viscosity and vanishing viscosity solutions
Let us consider a vector field X , a point ξ in G. If γξ,X is a solution to the following Cauchy problem:{
γ˙ξ,X(t) = Xγξ,X(t)
γξ,X(0) = ξ,
then we will define exp(X)(ξ) := γξ,X(1). For every fixed ξ and e = (e1, e2, . . . , en) ∈ Rn the exponential
map
e 7→ exp(
n∑
i=1
eiXi)(ξ), (9)
is a local diffeomorphism from a neighborhood of 0 in Rn to a neighborhood of ξ.
In Carnot groups, using the representation of the vector fields provided in (5), a direct computation
shows that the increment defined in (9) can be expressed as
ei =xξ,i − xη,i if deg i = 1,
ei =θξ,i−m − θη,i−m + 1
2
m∑
l,j=1
w
(i−m)
lj (xξ,jxη,l − xξ,lxη,j) if deg i = 2.
(10)
On the other side, in the setting of SE(2), in order to simplify the computations, we will consider the
increments associated to the vector fields with constant coefficients. Starting from [2], it is indeed clear
how the exponential distance (9) induced by a family of vector fields is approximated with the distance
induced by vector fields with constant coefficients. We consider the distance induced by the vector fields
with coefficients evaluated at the point ξ, then we symmetrize the distance by following a similar idea
as the one proposed in [14], [15]. Here we choose θ0 = θξ. Then the exponential increments becomes:
e1 = cos(θ0)(xξ − xη) + sin(θ0)(yξ − yη), e2 = sin(θξ − θη),
e3 = − sin(θ0)(xξ − xη) + cos(θ0)(yξ − yη).
(11)
We define the superjets P2,+u(ξ, t) and P2,−u(ξ, t), as follows:
P2,+u(ξ, t) := {(a, p,H) ∈ R× Rn × S(m) | u
(
exp
( n∑
i
eiXi
)
, s
)
(ξ) ≤ u(ξ, t)
+a(s− t) +
n∑
i
piei +
1
2
m∑
i
Hijeiej + o(|s− t|+ |e|2) as (e, s− t)→ 0},
and P2,−u(ξ, t) = −P2,+(−u)(ξ, t) with S(n) representing the group of n × n symmetric matrices.
Note that (p1, p2, . . . , pm) plays the role analogous to a horizontal gradient in this formula. However in a
Carnot group of step 2, the right hand side contains the analogue of the complete gradient (p1, p2, . . . , pn).
Furthermore (Hij)i,j=1,2,...,m plays the role of a horizontal Hessian. Finally we denote the closure of the
superjets by P˜2,+ and P˜2,−.
Then the viscosity solution in this case is defined as follows:
Definition 2. A function u ∈ C0(G× [0,∞)) is called a viscosity subsolution of (4) if for every (ξ0, t0) ∈
G× (0,∞) and every (a, p,H) ∈ P˜2,+u(ξ0, t0) it is provided that
a ≤
m∑
i,j=1
(
δij − pipj|p|2
)
Hij if p 6= 0,
a ≤
m∑
i,j=1
δijHij if p = 0.
Viscosity supersolution is defined analogously where ≤ is replaced by ≥ and P˜2,+u(ξ0, t0) by P˜2,−u(ξ0, t0).
A viscosity solution to (4) is a function u ∈ C0(G× [0,∞)) which is both a subsolution and supersolution.
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The condition at the characteristic points is motivated by (8). Let us explicitly note that alternative
definitions are available, as for example given in [20].
We explicitly remark that the set of viscosity solutions is a larger set than the set of vanishing viscosity
solutions. In other words, a vanishing viscosity solution to (4) is the viscosity solution which is the limit
of a solution to (7) as ǫ, δ → 0. Consequently vanishing viscosity solutions are also viscosity solutions
(see [13]) while the fact that viscosity solutions are also vanishing viscosity solutions will be proved here
in this article.
2.2 Existence and comparison results
In [29] the existence of a vanishing viscosity solution of an Euclidean mean curvature flow was established
under the assumption that the initial condition is identically 1 at infinity. The same theorem is already
known in the two types of groups considered here: Carnot groups and SE(2) (see [9] for Carnot groups
and [13] for SE(2)).
Theorem 2.1. Assume that G is either a Carnot group or SE(2), and the initial datum u0 is of class
C1E(G) (i.e., in the Euclidean sense). Then there is a sphere of radius R such that u0 is identically
constant out of this sphere, and there is a constant C˜ such that
max(‖u0‖L∞(G), ‖∇Eu0‖L∞(G)) ≤ C˜,
where ∇E denotes the standard Euclidean gradient. Then for every compact set Z there is a constant
C˜(Z), such that for every δ and ǫ the solution of problem (7) satisfies
‖uǫδ(., t)‖L∞(G) ≤ C˜,
‖∇Euǫδ(., t)‖L∞(G) ≤ C˜(Z).
As a consequence, there exists a continuous vanishing viscosity solution u of problem (4) which satisfies
‖u(., t)‖L∞(G) ≤ C˜,
‖∇Eu(., t)‖L∞(G) ≤ C˜(Z).
Recall that the regularized equation (7) has no critical points, hence the comparison principle estab-
lished by Capogna and Citti [9] for viscosity solutions of the equation in the Carnot group settings is
valid for (7) as well.
The proof of Theorem 2.1 in [13] is obtained via an approximation, starting with vanishing viscosity
solutions, in the sense of Definition 1. Using this explicit construction, the following weak version of the
comparison principle follows:
Theorem 2.2. Let G be a Carnot group or SE(2). Assume that u and v are vanishing viscosity solutions
of (4) in accordance with Definition 1, identically constant out of a compact set. Suppose further
(i) For all ξ ∈ G, u(ξ, 0) ≤ v(ξ, 0),
(ii) u and v are uniformly continuous when restricted to G× {t = 0}.
Then u(ξ, t) ≤ v(ξ, t) for all ξ ∈ G and t ≥ 0.
Proof. The solution uǫ,Rδ , which is defined on the bounded cylinder, satisfies the maximum and compar-
ison principles. As a consequence these properties are inherited by uǫδ = lim
R→+∞
uǫ,Rδ and u = limδ, ǫ→0
uǫδ.
3 Asymptotic behavior of solutions
In this section we establish the asymptotic behavior of solutions of equations (4) and (7), whose Euclidean
analogue has been proved by Evans [29], and extended to Carnot groups in [9]. The proof is based on a
comparison with an ad hoc auxiliary function. Since at this stage we have the comparison principle only
for the vanishing viscosity solutions, the geometrical results hold only for that type of solutions.
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3.1 Asymptotic behavior of the vanishing viscosity solution
Recall that in a Carnot group of step 2 we use the notation ξ = (x, θ), where x = (x1, · · · , xm) are the
variables of the first layer, θ = (θ1, · · · , θn−m) are the variables of the second layer and in SE(2) we use
ξ = (x, y, θ) with the spatial variables x, y ∈ R and the angular variable θ ∈ S1. We will write |ξ| in
order to denote a pseudo-distance of ξ from the origin which can describe a neighborhood of infinity. In
particular we will denote
|ξ| = (x2 + y2)1/2 in SE(2), |ξ| = (|x|4 + |θ|2)1/4 in a Carnot group. (12)
In the Euclidean and Carnot settings it is known that if the level sets of the initial datum are confined
in some bounded region, then the corresponding level set of the solution remains in the same region during
the whole mean curvature flow. This result in Carnot groups can be stated by following [9, Theorem 5.6]
as:
Theorem 3.1. Assume that G is a Carnot group of step 2, u0 is continuous and there exists a constant
K > 0 such that
u0(ξ) is constant for all ξ ∈ G satisfying |ξ| ≥ K.
Then there exists R > 0, dependent only on K, such that any vanishing viscosity solution of (4) satisfies
u(ξ, t) is constant for all ξ ∈ G satisfying |ξ| ≥ R and for all t > 0.
Here we prove the same asymptotic behavior in SE(2). Clearly, if ξ = (x, y, θ) ∈ SE(2) it is sufficient
to check the (x, y) variables in a neighborhood of infinity. Precisely we prove
Theorem 3.2. Assume that u0 ∈ C∞(SE(2)) and it is constant at the exterior of a cylinder. More
precisely, assume there exists a constant K > 0 such that
u0(ξ) is constant for all ξ ∈ SE(2) satisfying |ξ| ≥ K.
Then there is R > 0, dependent only on K, such that the vanishing viscosity solution u of (4) satisfies
u(ξ, t) is constant for all ξ ∈ SE(2) satisfying |ξ| ≥ R and for all t > 0.
Lemma 3.1. Assume that G = SE(2). Let us fix 0 < δ, ǫ < 1 and let h(ξ) = x
2+y2
2 . For all ξ ∈ G, t > 0
let us call
V ǫδ (ξ, t) = Ψ
(
h(ξ) + tǫ
)
− Ctǫ1/2 with Ψ(s) ≡
{
0 (s ≥ 2),
(s− 2)3 (0 ≤ s ≤ 2).
Then there exists a choice of the constant C such that the function V ǫδ satisfies
∂tV
ǫ
δ −
3∑
i,j=1
(
δij − XiδV
ǫ
δ XjδV
ǫ
δ
ǫ2 + |∇δV ǫδ |2
)
(XiδXjδ)V
ǫ
δ ≤ 0,
and at the initial time t = 0
V ǫδ (ξ, 0) = 0 if h(ξ) ≥ 2, −1 ≤ V ǫδ (ξ, 0) ≤ 0 if 1 ≤ h(ξ) ≤ 2,
V ǫδ (ξ, 0) ≤ −1 if 0 ≤ h(ξ) ≤ 1.
(13)
Proof. Let us first note that Ψ ∈ C2([0,∞)), and it satisfies
Ψ′(s) =
{
0 (s ≥ 2),
3(s− 2)2 (0 ≤ s ≤ 2), and Ψ
′′(s) =
{
0 (s ≥ 2),
6(s− 2) (0 ≤ s ≤ 2).
From this explicit expression it immediately follows that Ψ′ ≥ 0, Ψ′′ ≤ 0 and Ψ ≤ 0, |Ψ′′| ≤ 2√3 (Ψ′)1/2,
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|Ψ′|, |Ψ′′| ≤ 12, for all s > 0. Besides if we call
vǫδ(ξ, t) = Ψ
(
h(ξ) + tǫ
)
,
then
Xiδv
ǫ
δ(ξ, t) =Ψ
′(h(ξ) + ǫt)Xiδh, (14)
(XiδXjδ)v
ǫ
δ(ξ, t) =Ψ
′(h(ξ) + ǫt)XiδXjδh+Ψ
′′(h(ξ) + ǫt)XiδhXjδh.
If so we see
∂tv
ǫ
δ −
3∑
i,j=1
(
δij − Xiδv
ǫ
δXjδv
ǫ
δ
ǫ2 + |∇δvǫδ|2
)
(XiδXjδ)v
ǫ
δ =
= ǫΨ′ −
3∑
i,j=1
(
δij − (Ψ
′)2XiδhXjδh
ǫ2 + (Ψ′)2|∇δh|2
)
(Ψ′XiδXjδh+Ψ
′′XiδhXjδh)
= ǫΨ′ −
(
1− (Ψ
′)2X1hX1h
ǫ2 + (Ψ′)2|∇δh|2
)
(Ψ′X1X1h+Ψ
′′X1hX1h)
−
(
1− (Ψ
′)2X3δhX3δh
ǫ2 + (Ψ′)2|∇δh|2
)
(Ψ′X3δX3δh+Ψ
′′X3δhX3δh)
+
2(Ψ′)2(X1h)
2(X3δh)
2Ψ′′
ǫ2 + (Ψ′)2|∇δh|2 ,
since X2h = X2X2h = 0 and X1X3δh = X3δX1h = 0. Using the fact that Ψ
′′ ≤ 0, Ψ′X1X1h ≥ 0,
Ψ′X3δX3δh ≥ 0 we obtain
∂tv
ǫ
δ−
3∑
i,j=1
(
δij − Xiδv
ǫ
δXjδv
ǫ
δ
ǫ2 + |∇δvǫ|2
)
(XiδXjδ)v
ǫ
δ ≤ ǫΨ′ −
ǫ2Ψ′′(|X1h|2 + |X3δh|2)
ǫ2 + (Ψ′)2|∇δh|2 ≤
ǫΨ′ +
ǫ2|Ψ′′| |∇δh|2
ǫ2 + (Ψ′)2|∇δh|2 ≤ ǫΨ
′ +
2
√
3ǫ2|Ψ′|1/2|∇δh|2
ǫ2 + (Ψ′)2|∇δh|2 ,
where we have used also the fact that |Ψ′′| ≤ 2√3 (Ψ′)1/2. We can assume here that h(ξ) < 2 (since
otherwise the thesis is trivially true) and in this set |∇δh|2 ≤ 16.
We have two cases. The first one is ǫ > Ψ′ resulting in
ǫΨ′ +
2
√
3ǫ2|Ψ′|1/2|∇δh|2
ǫ2 + (Ψ′)2|∇δh|2 ≤ ǫΨ
′ +
2
√
3 ǫ5/2|∇δh|2
ǫ2
≤ ǫ1/2Ψ′ + 32
√
3ǫ1/2 ≤ Cǫ1/2,
where C > 0 is a fixed finite number.
In the second case where now ǫ < Ψ′ we find the same estimate as
ǫΨ′ +
2
√
3ǫ2|Ψ′|1/2|∇δh|2
ǫ2 + (Ψ′)2|∇δh|2 ≤ ǫΨ
′ +
2
√
3ǫ2(Ψ′)1/2
(Ψ′)2
≤ ǫΨ′ + 2
√
3ǫ2
(Ψ′)3/2
≤ ǫΨ′ + 2
√
3ǫ2
ǫ3/2
≤ ǫ1/2Ψ′ + 2
√
3ǫ1/2 ≤ Cǫ1/2.
Choosing C in this way in the definition of vǫδ, we immediately deduce that V
ǫ
δ satisfies
∂tV
ǫ
δ −
3∑
i,j=1
(
δij − XiδV
ǫ
δ XjδV
ǫ
δ
ǫ2 + |∇δV ǫδ |2
)
(XiδXjδ)V
ǫ
δ ≤ 0,
and at the initial time t = 0
V ǫδ (ξ, 0) = 0 if h(ξ) ≥ 2,
− 1 ≤ V ǫδ (ξ, 0) ≤ 0 if 1 ≤ h(ξ) ≤ 2,
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V ǫδ (ξ, 0) ≤ −1 if 0 ≤ h(ξ) ≤ 1.
Now we can provide the proof of Theorem 3.2.
Proof. By Lemma 3.1 we know that there exists a function V ǫδ which satisfies
∂tV
ǫ
δ −
3∑
i,j=1
(
δij − XiδV
ǫ
δ XjδV
ǫ
δ
ǫ2 + |∇δV ǫδ |2
)
(XiδXjδ)V
ǫ
δ ≤ 0,
and the conditions given in (13) at the initial time t = 0. Up to a rescaling we can assume that |u0| ≤ 1,
and u0 = 0 where x
2+y2 ≥ 1. Hence the conditions in (13) imply that V ǫδ (ξ, 0) ≤ u0(ξ) for all ξ ∈ SE(2).
Applying the comparison principle to vanishing viscosity solutions obtained from the regularized mean
curvature equation, we deduce that V ǫδ ≤ uǫδ in SE(2)× [0,∞) for each 0 < δ, ǫ < 1. This result implies
lim
ǫ→0
V ǫ = Ψ
( |x|2 + |y|2
2
)
= 0 ≤ u(ξ, t), (15)
for all t ≥ 0 and ξ = (x, y, θ) ∈ SE(2) satisfying (|x|2 + |y|2)/2 ≥ 2. Hence u ≥ 0 if (|x|2 + |y|2)/2 ≥ 2.
Arguing in the same way with the function V˜ ǫδ = −V ǫδ , we deduce
u ≤ 0 if (|x|2 + |y|2)/2 ≥ 2. (16)
Hence (15) and (16) give u(ξ, t) = 0 for all t ∈ [0, T ] and ξ = (x, y, θ) such that (|x|2 + |y|2)/2 ≥ 2.
3.2 Asymptotic behavior of the approximating solutions
Here we prove that the solutions of problem (7), which are obtained as limits of the solutions of problem
(6), exponentially tend to a constant value.
Theorem 3.3. Let G be either a Carnot group of step 2 or SE(2), and let uǫδ be the solution of problem
(7), obtained as the limit of the solution of problem (6). For each 0 < δ, ǫ < 1 there exist some finite
numbers B, b > 0 independent of ǫ and δ such that∣∣1− uǫδ(ξ, t)∣∣ ≤ Be−b|ξ| for all ξ ∈ G× [0, T ],
where T is a positive finite number denoting the final time and |ξ| is defined in (12).
Proof. The proof is based on comparing the function 1− uǫδ with the auxiliary function
vǫδ(ξ, t) = Ψ(h(ξ)) where Ψ(s) = cˆe
−σ(2T−αt)s,
with 0 < α < 1, 0 < σ <∞ and constant cˆ = 2e4σT . The function h will be a polynomial, and we will
need to perform different choices of this function for the first and the second layer of the Carnot group
and for the SE(2) group. As before we assume that
|u0| ≤ 1 on G, u0 = 0 for all |ξ| ≥ 1. (17)
Now we proceed by using a procedure similar to the one in the proof of [6, Theorem 5.1], and we
show that both in Carnot groups of step 2 and in SE(2) we have
∂tv
ǫ
δ −
n∑
i,j=1
(
δij − Xiδv
ǫ
δXjδv
ǫ
δ
ǫ2 + |∇δvǫδ|2
)
(XiδXjδ)v
ǫ
δ ≥ 0. (18)
In a Carnot group of step 2 we will consider a function h(ξ) = |x|2 +
n−m∑
s=1
√
1 + θ2s where x denotes
the horizontal and θ the vertical variables. Furthermore we will express the horizontal vector fields Xi
9
by using (1), and the approximating vertical vector fields Xiδ by using (3). In this case we write all the
vector fields as:
Xjh = 2xj +
∑
k,s
w
(s)
jk xk
θs√
1 + θ2s
, j = 1, . . . ,m,
XiXjh = 2δij +
∑
s
w
(s)
ji
θs√
1 + θ2s
+
∑
p,k,s
w
(s)
ip w
(s)
jk
xkxp
(1 + θ2s)
3/2
, i, j = 1, . . . ,m,
Xjδh =
δθj−m√
1 + θ2j−m
, j = m+ 1, . . . , n,
XiδXjδh =
δijδ
2
(1 + θ2j−m)
3/2
, i, j = m+ 1, . . . , n,
XiδXjh =
δ
(1 + θ2i−m)
3/2
∑
k
w
(i)
jk xk = XjXiδh, i = m+ 1, . . . , n, j = 1, . . . ,m.
We use the derivatives of vǫδ computed in (14) and the fact that XiXjδh = XjδXih, then we write
the curvature operator on the function vǫδ as:
∂tv
ǫ
δ −
n∑
i,j=1
(
δij − Xiδv
ǫ
δXjδv
ǫ
δ
ǫ2 + |∇δvǫδ|2
)
(XiδXjδ)v
ǫ
δ
=∂tv
ǫ
δ −
m∑
i,j=1
(
δij − (Ψ
′)2XihXjh
ǫ2 + (Ψ′)2|∇δh|2
)
(Ψ′XiXjh+Ψ
′′XihXjh)
− 2
m∑
i=1
n∑
j=m+1
(
− (Ψ
′)2XihXjδh
ǫ2 + (Ψ′)2|∇δh|2
)
(Ψ′XiXjδh+Ψ
′′XihXjδh)
−
n∑
i,j=m+1
(
δij − (Ψ
′)2XiδhXjδh
ǫ2 + (Ψ′)2|∇δh|2
)
(Ψ′XiδXjδh+Ψ
′′XiδhXjδh)
=∂tv
ǫ
δ −Q1 −Q2 −Q3.
Let us first consider Q1. Due to the symmetry of δij − (Ψ
′)2XihXjh
ǫ2+(Ψ′)2|∇δh|2
and the antisymmetry of w
(s)
ji
(note that wji(s)
′s correspond to a skew-symmetric matrix, see (1) and (2)) we deduce that
−
m∑
i,j=1
(
δij − (Ψ
′)2XihXjh
ǫ2 + (Ψ′)2|∇δh|2
)
Ψ′
(
2δij +
∑
s
w
(s)
ji
θs√
1 + θ2s
+
∑
p,k,s
w
(s)
ip w
(s)
jk
xkxp
(1 + θ2s)
3/2
)
=
= −Ψ′
m∑
i,j=1
(
δij − (Ψ
′)2XihXjh
ǫ2 + (Ψ′)2|∇δh|2
)(
2δij +
∑
p,k,s
w
(s)
ip w
(s)
jk
xkxp
(1 + θ2s)
3/2
)
≤ 0,
where we use also that Ψ′ < 0 and the matrix of coefficients of the equation is positive semidefinite. On
the other hand we see by using Ψ′′ > 0 that
m∑
i=1
(
δij − (Ψ
′)2(Xih)
2
ǫ2 + (Ψ′)2|∇δh|2
)
Ψ′′XihXjh =
m∑
i,j=1
i6=j
(
− (Ψ
′)2XihXjh
ǫ2 + (Ψ′)2|∇δh|2
)
Ψ′′XihXjh
+
m∑
i=1
(
1− (Ψ
′)2(Xih)
2
ǫ2 + (Ψ′)2|∇δh|2
)
Ψ′′(Xih)
2
≤
m∑
i=1
∣∣∣∣∣1− (Ψ
′)2(Xih)
2
ǫ2 + (Ψ′)2|∇δh|2
∣∣∣∣∣Ψ′′(Xih)2 ≤ Ψ′′
m∑
i=1
|Xih|2 ≤ Z1Ψ′′|x|2.
Therefore
Q1 ≤ Z1Ψ′′|x|2 ≤ Z1σ2(2T − αt)2Ψ|x|2,
10
where Z1 > 0 is a fixed finite number.
We continue with Q2 and thanks to the antisymmetry of w
(j)
ik we find that
Q2 ≤ 2
m∑
i=1
m∑
j=m+1
∣∣∣∣∣ (Ψ
′)2XihXjδh
ǫ2 + (Ψ′)2|∇δh|2
∣∣∣∣∣ |Ψ′XiXjδh| ≤
n∑
j=m+1
m∑
i=1
|Ψ′XiXjδh|
≤ 2
m∑
i=1
n∑
j=m+1
|Ψ′| | δ
(1 + θ2j−m)
3/2
∑
k
w
(j)
ik xk| ≤ 2δ|x||Ψ′| ≤ δ(|x|2 + 1)σαΨ.
Finally we consider Q3. Note that
Q3 ≤
∣∣∣∣∣
n∑
i=m+1
(
δii − (Ψ
′)2(Xiδh)
2
ǫ2 + (Ψ′)2|∇δh|2
)
Ψ′′(Xiδh)
2 −
n∑
i,j=m+1
i6=j
(
(Ψ′)2(Xiδh)
2(Xjδh)
2
ǫ2 + (Ψ′)2|∇δh|2
)
Ψ′′
∣∣∣∣∣
≤
∣∣∣∣∣
n∑
i=m+1
(
δii − (Ψ
′)2(Xiδh)
2
ǫ2 + (Ψ′)2|∇δh|2
)
Ψ′′(Xiδh)
2
∣∣∣∣∣ ≤
n∑
i=m+1
Ψ′′
δ2θ2i−m
1 + θ2i−m
≤ Z3σ2(2T − αt)2Ψ,
where Z3 > 0 is a fixed finite number.
As a consequence
∂tv
ǫ −Q1 −Q2 −Q3 ≥
≥ σαΨ(|x|2 + 1)− Z1σ2(2T − αt)2Ψ|x|2 − δ(|x|2 + 1)σαΨ − Z3σ2(2T − αt)2Ψ ≥ 0,
if σ and δ are small.
We choose for the SE(2) setting h(ξ) = x
2+y2
2 . Then by using X2h = 0, Ψ
′X1X1h < 0, Ψ
′X3δX3δh <
0 and Ψ′′ > 0 we obtain
∂tv
ǫ
δ −
3∑
i,j=1
(
δij − Xiδv
ǫ
δXjδv
ǫ
δ
ǫ2 + |∇δvǫδ|2
)
(XiδXjδ)v
ǫ
δ ≥∂tvǫδ −
3∑
i=1
ǫ2
ǫ2 + (Ψ′)2|∇δh|2Ψ
′′(Xiδh)
2
≥σαΨ|x|2,
and we conclude as before that (18) is satisfied. Note that
∂t(1 − uǫδ)−
3∑
i,j=1
(
δij − Xiδ(1− u
ǫ
δ)Xjδ(1− uǫδ)
ǫ2 + |∇δ(1 − uǫδ)|2
)
(XiδXjδ)(1 − uǫδ) = 0.
Recall that 0 ≤ |1−u0| ≤ 2 due to (17). Hence, applying the comparison principle for vanishing viscosity
solutions (see Theorem 2.2 and [13] for more details) to the functions 1 − uǫδ (as well as uǫδ − 1) and vǫδ
we find
|1− uǫδ| ≤ vǫδ in G× [0, T ].
The proof is complete.
4 Viscosity and vanishing viscosity solutions
In this section we prove Theorem 1.1, which says that any viscosity solution is a limit of a family of
special vanishing viscosity solutions obtained with the procedure of [19]. We provide the proof in the
generic setting of Carnot groups of step 2. We will denote any Carnot group of such family by G ≃ Rn
while we will use the standard notation with SE(2) for the rototranslation group.
Let us now define an exponential distance in the considered groups in terms of the exponential
increments given in (10) and (11). We fix β in such a way that 0 < β = δ ≤ ǫ < 1. Then we define
dβ(ξ, η) :=
(
e21 + · · ·+ e2m + β2e2m+1 + · · ·+ β2e2n
)1/2
, (19)
11
and
d20(ξ, η) := e
2
1 + · · ·+ e2m, d23(ξ, η) := β2e2m+1 + · · ·+ β2e2n. (20)
We fix an initial datum u0 and denote by Lip(u0) its Lipschitz constant with respect to dβ . We will
denote by α, γ, M the parameters to be specified later, but satisfying
γ > 2, 0 < β < 1, µ =
γ4γ Lip(u0)
γ
Mγ−1
. (21)
Remark. Assume that β is fixed. The distance dβ(ξ, η) depends on β, therefore, so Lip(u0) does. In
order to remove the dependency of the Lipschitz constant one may perform the following substitutions:
U(ξ, t) = u(βξ, t), U ǫδ (η) = u
ǫ
δ(βη, t), (22)
and
U0(ξ) = u0(βξ), U
ǫ
0,δ(η) = u0(βη).
If we denote by Lip(u0) the Lipschitz constant independent of β, that is,
Lip(u0) = max
ξ,η∈G
|u0(ξ)− u0(η)|
d1(ξ, η)
=
|u0(ξ˜)− u0(η˜)|
d1(ξ˜, η˜)
.
We can employ the substitutions given by (22) and write
Lip(U0) ≤ Lip(U0)
β
=
d1(βξ˜, βη˜)Lip(u0)
βd1(ξ˜, η˜)
=
βd1(ξ˜, η˜)Lip(u0)
βd1(ξ˜, η˜)
= Lip(u0).
Consequently we have the Lipschitz constant of the dilated initial condition, now which is independent of
β and in the SE(2) case this independence is valid for any θ0 (see (27)). Furthermore, if (24) is satisfied
by the functions u and uǫδ, then the dilated versions of those functions satisfy the same inequality with the
same constants. Therefore, the solutions from now on can be considered as the dilated versions U(ξ, t)
and U ǫδ (η, t).
Then we introduce the function
φ(ξ, η, t) =
µ
γ
ǫ1−
γ
2 dγβ(ξ, η) +
Mt
2T
ǫα.
If u and uǫδ are the solutions of (4) and (7), respectively (note that u is continuous while u
ǫ
δ is smooth),
with the same initial condition u(ξ, 0) = uǫδ(ξ, 0) = u0(ξ), we write our test function as follows:
ω(ξ, η, t) = u(ξ, t)− uǫδ(η, t) − φ(ξ, η, t), (23)
with suitable constants M ≥ 0 and 0 < ǫ < 1.
Lemma 4.1. Let u and uǫδ be two continuous functions such that u(ξ, 0) = u
ǫ
δ(ξ, 0), for every ξ ∈ G.
Let dβ be the distance defined in (19) and |ξ|, |η| be defined as in (12). Let ω be the test function
defined in (23). Assume that
• There exist constants Bǫ, bǫ Rǫ > 0 such that for every |ξ| > Rǫ
|1− u(ξ, t)| ≤ Bǫe−bǫ|ξ|
2
, |1− uǫδ(ξ, t)| ≤ Bǫe−bǫ|ξ|
2
,
• There exists a constant C˜ > 0, such that for every ξ ∈ G, t ≥ 0
|u(ξ, t)| ≤ C˜, |uǫδ(ξ, t)| ≤ C˜.
•
sup
ξ∈G,0<t≤T
(u− uǫδ)(ξ, t) > Mǫα. (24)
Then
sup
ξ,η∈G,
0≤t≤T
ω(ξ, η, t) = sup
dβ(ξ,η)≤r, |ξ|,|η|≤Rǫ
0<t≤T
ω(ξ, η, t)
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where r :=
(
2γC˜
µ ǫ
γ
2−1− Mγ4µ ǫα+
γ
2−1
) 1
γ
and R˜ǫ := r+
√
4Bǫ
Mbǫ
ǫ−α, and the maximum is attained at a point
(ξˆ, ηˆ, tˆ) with tˆ > 0.
Proof. We first show that the supremum on the whole space is equal to the supremum under the condition
that dβ(ξ, η) ≤ r. Indeed using (23) and (24) we observe
sup
ξ,η∈G,
0≤t≤T
ω(ξ, η, t) ≥Mǫα − M
2T
ǫαT =
M
2
ǫα. (25)
Note that when dβ(ξ, η) ≥ r we have
ω(ξ, η, t) ≤ sup
ξ∈G, 0≤t≤T
u(ξ, t) + sup
η∈G, 0≤t≤T
(
− uǫδ(η, t)
)
− µ
γ
ǫ1−
γ
2 dβ(ξ, η)
γ
≤2C˜ − µ
γ
ǫ1−
γ
2 dβ(ξ, η)
γ ≤ M
4
ǫα,
due to the choice of r. Consequently we deduce that
sup
ξ,η,∈G,
0≤t≤T
ω(ξ, η, t) = sup
ξ, η ∈ G, dβ(ξ, η) ≤ r,
0≤t≤T
ω(ξ, η, t).
Now we show that the supremum is not achieved in a neighborhood of infinity. Indeed for |η| ≥ R˜ǫ,
we see by the first assumption that
|1− uǫδ(η, t)| ≤ Bǫe−bǫ|η|
2 ≤ Bǫ
bǫ|η|2 ≤
M
8
ǫα.
Analogously
|1− u(ξ, t)| ≤ M
8
ǫα,
for |ξ| ≥ R˜ǫ. If |η|, |ξ| ≥ R˜ǫ, then it follows that
ω(ξ, η, t) ≤ ∣∣1− u(ξ, t)∣∣+ ∣∣1− uǫδ(η, t)∣∣ ≤ M4 ǫα.
Therefore we deduce
sup
ξ,η∈G,
0≤t≤T
ω(ξ, η, t) = sup
ξ, η ∈ G,
|ξ|≤R˜ǫ, |η|≤R˜ǫ,
0≤t≤T
ω(ξ, η, t).
We will denote the point where ω is maximum by (ξˆ, ηˆ, tˆ).
Finally we see that tˆ > 0 must hold. Observe for t = 0 that
ω(ξ, η, 0) = u0(ξ)− u0(η)− µ
γ
ǫ1−
γ
2 dβ(ξ, η)
γ (26)
≤ dβ(ξ, η) Lip(u0)
(
1− µ
Lip(u0)γ
ǫ1−
γ
2 dβ(ξ, η)
γ−1
)
.
Consider the first case with dβ(ξ, η) Lip(u0) ≤ Mǫα4 . Then from (26) we deduce
ω(ξ, η, 0) ≤ Mǫ
α
4
,
which together with (24) ensures that the maximum is not achieved at t = 0.
Now consider the second case where dβ(ξ, η) Lip(u0) >
Mǫα
4 . Then we observe that (21) and (26)
give
ω(ξ, η, 0) ≤ dβ(ξ, η) Lip(u0)
(
1− µ
Lip(u0)γ
ǫ1−
γ
2 dβ(ξ, η)
γ−1
)
≤ 0,
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which contradicts (25) and ensures that tˆ > 0.
At this point we can determine θ0, which appears in (11). In the SE(2) setting, we will fix
θ0 =
θˆξ + θˆη
2
, (27)
so that the orientation components of the points, ξˆ = (xˆξ, yˆξ, θˆξ) and ηˆ = (xˆη, yˆη, θˆη), which are the
points maximizing a test function ω(ξ, η, t), satisfy
θˆξ − θ0 = θˆξ − θˆξ + θˆη
2
=
θˆξ − θˆη
2
= −(θˆη − θ0).
In order to simplify the computations in the proof of Theorem 1.1 we state here some properties of
the derivatives of the function φ. We will denote the vector fields by Xξiδ and X
η
iδ while we take the
derivatives with respect to ξ and η, respectively. For the sake of simplicity we will write φ instead of
φ(ξˆ, ηˆ, tˆ) and dβ , d0, d3 instead of dβ(ξˆ, ηˆ), d0(ξˆ, ηˆ), d3(ξˆ, ηˆ) from now on, as long as explicit notation is
not specifically required. Furthermore we will use the notation K˜ in order denote a fixed finite positive
number which is not necessarily the same each time it appears.
Let us first collect some properties of the first derivatives of the function φ.
Lemma 4.2. Assume that dβ ≤ 1. At the point (ξˆ, ηˆ, tˆ), if deg i = 1, we have
|Xξi φ|, |Xηi φ| ≤ K˜µǫ1−
γ
2 dγ−2β d0, |Xξi φ+Xηi φ| ≤ K˜µǫ1−
γ
2 dγ−1β d0β, (28)
if deg i = 2
|Xξiδφ|, |Xηiδφ| ≤ K˜µǫ1−
γ
2 dγ−2β d0δ(dβ + β), |Xξiδφ+Xηiδφ| ≤ K˜µǫ1−
γ
2 dγβδ. (29)
Finally, for d0 and d3 defined in (20), the following estimate of the gradient holds
|∇ζ0φ| ≥ µǫ1−
γ
2 dγ−2β d0, |∇ηδφ|2 ≥ γ2µ2ǫ2−γ(d2γ−20 + β2δ2d2γ−23 ). (30)
Proof. The proof is a direct computation, which is similar in Carnot groups and in SE(2). We first show
if deg i = deg j = 1 and |θξ − θη| ≤ π/4, that
|Xξi ej |, |Xηi ej | ≤ 1, |Xξi ej | ≥ δij/2, |Xξi ej +Xηi ej | = 0. (31)
Indeed, using the expression (10), we obtain in Carnot groups
Xξi ej = δij , X
η
i ej = −δij if deg i = deg j = 1.
In SE(2), we use the increments given by (11) and find
Xξ1e1 =cos(
θˆξ − θˆη
2
), Xξ1e2 = X
ξ
2e1 = 0, X
ξ
2e2 = 1,
Xη1 e1 =− cos(
θˆξ − θˆη
2
), Xη1 e2 = X
η
2 e1 = 0, X
η
2 e2 = −1.
When deg i = 1, deg j = 2, we have
|Xξi ej|, |Xηi ej | ≤ dβ , |Xξi ej +Xηi ej | ≤ dβ , (32)
where we use as structure constants for SE(2) the constants of the Heisenberg group. Indeed we obtain
in Carnot groups
Xξi ej =
m∑
l=1
w
(j−m)
il el = X
η
i ej,
and in SE(2) we find:
Xξ1e3 = X
η
1 e3 = sin(
θˆξ − θˆη
2
) =
e2
2
+O(|e2|3), Xξ2e3 = Xη2 e3 = 0.
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From here and the expression of the function φ and the distance function dβ in (19) we obtain
Xζiδφ = µǫ
1− γ2 dγ−2β
( m∑
j=1
ejX
ζ
iδej + β
2
n∑
j=m+1
ejX
ζ
iδej
)
, (33)
where ζ can be either ξ or η. Applying (31) and (32) we obtain
|Xζiδφ| ≤ K˜µǫ1−
γ
2 dγ−2β
(
d0 + βd0d3
)
,
and using the assumption dβ ≤ 1, the first inequality in (28) for deg i = 1 follows. Moreover, using the
last equality in (31), we find
(Xξi +X
η
i )φ =2γµǫ
1−γ2 dγ−2β β
2
n∑
j=m+1
ej
m∑
l=1
w
(j−m)
il el in Carnot groups,
(Xξi +X
η
i )φ =γµǫ
1− γ2 dγ−2β δi1β
2e3 sin(
θˆξ − θˆη
2
) in SE(2).
(34)
By using (33), and the fact that |Xζiδej | ≥ δij/2 we find for deg i = 1,
|Xζi φ| = µǫ1−
γ
2 dγ−2β
∣∣∣ m∑
j=1
ejX
ζ
i ej + β
2
n∑
j=m+1
ejX
ζ
i ej
∣∣∣ ≥ µǫ1− γ2 dγ−2β ( |ei|2 − βdβd0
)
,
and therefore
|∇ζ0φ| ≥ µǫ1−
γ
2 dγ−2β d0. (35)
If deg i = 2 and deg j = 1, we obtain
Xξδiej = O(δdβ). (36)
Indeed in the case of Carnot groups we have
Xξδiej = X
η
δiej = 0,
while in SE(2) we obtain
Xξ3δe1 = X
η
3δe1 = −δ sin(
θˆξ − θˆη
2
) = −δe2
2
+O(δd3β), X
ξ
3δe2 = X
η
3δe2 = 0.
Finally if deg i = 2 = deg j = 2,
Xξδiej = δδij +O(δd
2
β), X
η
δiej = −δδij +O(δd2β), |Xξδiej +Xηδiej | = 0. (37)
In Carnot groups
Xξiδej = −Xηiδej = δ δij .
In SE(2), we obtain
Xξ3δe3 = δ cos(
θˆξ − θˆη
2
) = δ +O(δe22), X
η
3δe3 = −δ cos(
θˆξ − θˆη
2
) = −δ +O(δe22).
Now we plug (36) and (37) in (33) and we obtain for deg i = 2, and ζ = ξ or ζ = η
|Xζiδφ| ≤ µǫ1−
γ
2 dγ−2β
∣∣∣ m∑
j=1
ejX
ζ
iδej + β
2
n∑
j=m+1
ejX
ζ
iδej
∣∣∣ ≤ K˜µǫ1−γ2 dγ−2β d0δ.
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Always from (33) we have
|Xξiδφ+Xηiδφ| ≤ µǫ1−
γ
2 dγ−2β
∣∣∣ m∑
j=1
ejX
ζ
iδej
∣∣∣ ≤ K˜µǫ1−γ2 dγβδ.
Then the inequalities in (29) are directly found.
Finally applying (33) with deg i = 2 and the fact that |Xζiδej | ≥ δij/2, if deg i = deg j = 2 we have
|Xζiδφ| ≥ µǫ1−
γ
2 dγ−2β
∣∣∣ m∑
j=1
ejX
ζ
iδej + β
2
n∑
j=m+1
ejX
ζ
iδej
∣∣∣ ≥ µǫ1− γ2 dγ−2β (β2δ|ei|/2− ∣∣∣
m∑
j=1
ejX
ζ
iδej
∣∣∣)
≥ µǫ1− γ2 dγ−2β
(
β2δ|ei|/2− δdβd0
)
.
Also using (35) we obtain
|∇ζδφ| ≥ µǫ1−
γ
2 dγ−2β (d0 + βδd3).
Lemma 4.3. At the point (ξˆ, ηˆ, tˆ), the following holds:
|∇ξ0φ|2 = 0 =⇒ |∇η0φ|2 = 0.
Proof. In Carnot groups, the zero gradient at (ξˆ, ηˆ, tˆ) implies
d20 = 0,
therefore
Xξi φ = 0, X
η
i φ = 0, if deg i = 1.
Furthermore (54) gives
|∇η0φ|2 = 0.
In SE(2), we first notice that Xξ1φ(ξˆ, ηˆ, tˆ) = 0 and X
ξ
2φ(ξˆ, ηˆ, tˆ) = 0 imply
e1 cos(
θˆξ − θˆη
2
) + β2e3 sin(
θˆξ − θˆη
2
) = 0, θˆξ − θˆη = 0, (38)
respectively, as a result of θˆξ − θˆη ≪ 1. From (38), we see also that
e1 = 0,
therefore
∇η0φ = 0.
Let us now collect some properties of the second derivatives of the function φ.
Lemma 4.4. Assume that dβ ≤ 1. At the point (ξˆ, ηˆ, tˆ), if deg i = deg j = 1, we have
|Xηi Xηj φ| ≤ K˜µǫ1−
γ
2 dγ−2β . (39)
If deg i = 2 or deg j = 2, we have
XηiδX
η
jδφ ≤ K˜µǫ1−
γ
2 δdγ−2β . (40)
If deg i = deg j = 2
XηiδX
η
jδφ ≤ K˜µǫ1−
γ
2 δ2dγ−2β . (41)
Finally, in both settings for i and j of any degree the following holds:
|Xξi (Xξj φ+Xηj φ)|, |Xηi (Xξj φ+Xηj φ)| ≤ K˜µǫ1−
γ
2 βdγ−2β . (42)
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Proof. It is a direct computation using the expression of the derivatives already computed in the previous
lemma together with the second order derivatives of the increments. Note that for ζ1, ζ2 ∈ {ξ, η} a second
order derivative of φ is written as
Xζ1iδ X
ζ2
jδφ =(γ − 2)γµǫ1−
γ
2 dγ−4β
( m∑
k=1
ekX
ζ1
iδ ek + β
2
n∑
k=m+1
ekX
ζ1
iδ ek
)( m∑
k=1
ekX
ζ2
iδ ek + β
2
n∑
k=m+1
ekX
ζ2
iδ ek
)
+ γµǫ1−
γ
2 dγ−2β
m∑
k=1
(
Xζ1iδ ekX
ζ2
jδ ek + ekX
ζ1
iδX
ζ2
jδ ek
)
+ γµǫ1−
γ
2 β2dγ−2β
n∑
k=m+1
(
Xζ1iδ ekX
ζ2
jδ ek + ekX
ζ1
iδX
ζ2
jδ ek
)
.
(43)
We plug the first and second order derivatives of the increments in (43). Then for deg i = deg j = 1
and ζ denoting either ξ or η, we see
m∑
k=1
(
Xζi ekX
ζ
j ek + ekX
ζ
iX
ζ
j ek
)
≤ K˜(1 + d2β) ≤ K˜, β2
n∑
k=m+1
(
Xζi ekX
ζ
j ek + ekX
ζ
iX
ζ
j ek
)
≤ βdβ ,
and we obtain by using also Lemma 4.2 that
XζiX
ζ
j φ ≤ K˜µǫ1−
γ
2 dγ−4β (dβ + βd
2
β)
2 + K˜µǫ1−
γ
2 dγ−2β (1 + βdβ) ≤ K˜µǫ1−
γ
2 dγ−2β ,
which gives the estimate in (39).
The estimates given by (40) and (41) are found in the same way via direct substitution of the first
and second order derivatives of the increments in (43).
Finally the estimate provided in (42) is found via differentiating (34) straightforwardly.
Let us now provide the proof of our main result, Theorem 1.1.
Proof. We argue by contradiction and assume that for each M ≥ 0 there exists an ǫ such that 0 < δ <
ǫ < 1 and
sup
ξ∈G,0<t≤T
|(u− uǫδ)(ξ, t)| > Mǫα.
Due to Theorem 2.1 and Theorem 3.3 we can apply Lemma 4.1 and deduce that the function ω defined
in (23) attains its maximum at an interior point (ξˆ, ηˆ, tˆ) satisfying
dβ(ξˆ, ηˆ) ≤
(2γC˜
µ
ǫ
γ
2−1 − Mγ
4µ
ǫα+
γ
2−1
) 1
γ
. (44)
Since the function u is only continuous, we replace the derivatives of u with the superjet P2,+u(ξ, t)
(see Subsection 2.1 for the superjet definition). Note that uǫδ is smooth so we have −Xηi uǫδ(ηˆ, tˆ) =
Xηi φ(ξˆ, ηˆ, tˆ) and −Xηi Xηj uǫδ(ηˆ, tˆ) ≤ Xηi Xηj φ(ξˆ, ηˆ, tˆ). We know by [17, Theorem 8.3] that for every ρ > 0
there exist symmetric matrices H = (Hij)i,j,=1,··· ,m and Y = (Yij)i,j,=1,··· ,m such that
(i) (a,∇ξ0φ(ξˆ, ηˆ, tˆ), H) ∈ P˜2,+u(ξˆ, tˆ),
(b,∇ηδφ(ξˆ, ηˆ, tˆ), Y ) ∈ −P˜2,−uǫδ(ηˆ, tˆ),
(ii) a+ b = M2T ǫ
α,
(iii) −
(
1
ρ + ||A||
)
I ≤
(
H 0
0 Y
)
≤ A+ ρA2,
where A is defined as follows:
A =
(
Bξξ Bξη
Bηξ Bηη
)
, Bζ1ζ2 =
(
Xζ1i X
ζ2
i φ
1
2 (X
ζ1
i X
ζ1
j φ+X
ζ1
j X
ζ2
i φ)
1
2 (X
ζ1
i X
ζ2
j φ+X
ζ1
j X
ζ2
i φ) X
ζ1
j X
ζ2
j φ
)
i, j = 1, . . . ,m
i 6= j
where ζ1, ζ2 ∈ {ξ, η}.
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We employ (42) and (iii) to see that for all z ∈ Rm
zT (H + Y )z =
(
zT , zT
)(H 0
0 Y
)(
z
z
)
≤ (zT , zT ) (A+ ρA2)(z
z
)
.
Due to (42), this implies that for 0 < β < 1 and as ρ goes to zero we have
zT (H + Y )z ≤ K˜µǫ1−γ2 βdγ−2β |z|2. (45)
Since (a,∇ξ0φ(ξˆ, ηˆ, tˆ), H) ∈ P˜2,+u(ξˆ, tˆ) and u is a viscosity subsolution of (4) we have
a−
m∑
i,j=1
(
δij −
Xξi φ(ξˆ, ηˆ, tˆ)X
ξ
j φ(ξˆ, ηˆ, tˆ)
|∇ξ0φ(ξˆ, ηˆ, tˆ)|2
)
Hij ≤ 0, if ∇ξ0φ(ξˆ, ηˆ, tˆ) 6= 0,
a−
m∑
i,j=1
δijHij ≤ 0, if ∇ξ0φ(ξˆ, ηˆ, tˆ) = 0.
(46)
Moreover since uǫδ is smooth we have ∂tu
ǫ
δ(ηˆ, tˆ) = −b. It is a solution and it satisfies
b = −∂tuǫδ(ηˆ, tˆ) = −
n∑
i,j=1
(
δij −
Xηiδu
ǫ
δ(ξˆ, ηˆ, tˆ)X
η
jδu
ǫ
δ(ξˆ, ηˆ, tˆ)
ǫ2 + |∇ηδuǫδ(ξˆ, ηˆ, tˆ)|2
)
XηiδX
η
jδu
ǫ
δ(ηˆ, tˆ)
≤
n∑
i,j=1
(
δij −
Xξiδφ(ξˆ, ηˆ, tˆ)X
ξ
jδφ(ξˆ, ηˆ, tˆ)
ǫ2 + |∇ξδφ(ξˆ, ηˆ, tˆ)|2
)
XηiδX
η
jδφ(ηˆ, tˆ),
(47)
due to the fact that at the maximum point −∇ηδuǫδ(ηˆ, tˆ) = ∇ηδφ(ξˆ, ηˆ, tˆ), and
−Xηi Xηj uǫδ(ηˆ, tˆ) ≤ Xηi Xηj φ(ηˆ, tˆ), −Xηi Xηj uǫδ(ηˆ, tˆ) ≤ Yij .
Now we distinguish two cases: ∇ξ0φ(ξˆ, ηˆ, tˆ) 6= 0 and ∇ξ0φ(ξˆ, ηˆ, tˆ) = 0. Let us first consider the case
with ∇ξ0φ(ξˆ, ηˆ, tˆ) 6= 0.
We sum (46) and (47). Then we obtain
Mǫα
2T
= a+ b
≤
m∑
i,j=1
(
δij −
Xξi φX
ξ
j φ
|∇ξ0φ|2
)
Hij +
n∑
i,j=1
(
δij −
XηiδφX
η
jδφ
(ǫ2 + |∇ηδφ|2)
)
XηiδX
η
jδφ
≤
m∑
i,j=1
(
δij −
Xξi φX
ξ
j φ
|∇ξ0φ|2
)
(Hij + Yij) + 2
n∑
i=1
n∑
j=m+1
∣∣∣δij − XηiδφXηjδφ
(ǫ2 + |∇ηδφ|2)
∣∣∣XηiδXηjδφ
+
m∑
i,j=1
Xξi φX
ξ
j φ
( ǫ2
(ǫ2 + |∇ηδφ|2)|∇ξ0φ|2
)
Xηi X
η
j φ
+
m∑
i,j=1
Xξi φX
ξ
j φ
( |∇ηδφ|2 − |∇η0φ|2
(ǫ2 + |∇ηδφ|2)|∇ξ0φ|2
)
Xηi X
η
j φ
+
m∑
i,j=1
(Xξi φXξj φ(|∇η0φ|2 − |∇ξ0φ|2) + |∇ξ0φ|2(Xξi φXξj φ−Xηi φXηj φ)
(ǫ2 + |∇ηδφ|2)|∇ξ0φ|2
)
Xηi X
η
j φ.
(48)
Let us denote by I1, I2, I3, I4, I5 the five terms appearing on the right hand side of the last inequality
in (48), and let us consider one term at a time.
We set β = δ = ǫσ, where σ > 0 is to be determined in the sequel. Furthermore, we will employ the
estimate which is found from (44):
dγβ ≤
2C˜γ
µ
ǫ
γ
2−1. (49)
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Finally we note that for any value of M we can find an ǫ (which satisfies 0 < ǫ < 1) such that
dβ(ξˆ, ηˆ) ≤ 1.
We use (45) and observe that
I1 =
m∑
i,j=1
(
δij −
Xξi φX
ξ
j φ
|∇ξ0φ|2
)
(Hij + Yij) ≤ K˜µǫ1−
γ
2 βdγ−2β .
We use (49) and the definition of µ given by (21) in this expression. Then we find
K˜µǫ1−
γ
2 βdγ−2β ≤ K˜(µ
1
γ ǫ(1−
γ
2 )
1
γ
+σ + µ
2
γ ǫ(1−
γ
2 )
2
γ
+2σ) ≤ K˜µ 2γ ǫ(1− γ2 ) 2γ+σ,
which implies for M > 1 that
I1 ≤ K˜µ
2
γ ǫ(1−
γ
2 )
2
γ
+σ.
Once we impose on σ > 0, the condition given by
(1 − γ
2
)
2
γ
+ σ ≥ α, (50)
results for M > 1 in
I1 ≤ K˜M−1ǫα.
We continue with the second term: I2. We first notice that
I2 ≤ 2
n∑
i=1
n∑
j=m+1
|XηiδXηjδφ|.
Furthermore, by (40) and (41), we have
|XηiδXηjδφ| ≤ K˜µǫ1−
γ
2 (δ2dγ−2β + β
2δ2dγ−4β )K˜µǫ
1− γ2 δ2dγ−2β ≤ K˜µǫ1−
γ
2 δdγ−2β
if at least one of i and j is of degree 2. We employ (21) and (49) to find
I2 ≤ µ
2
γ ǫ(1−
γ
2 )
2
γ
+σ
which implies for M > 1 and the values of σ satisfying (50) that
I2 ≤ K˜M−1ǫα.
Now we consider I3. First we observe that
I3 ≤
m∑
i,j=1
ǫ2 |Xηi Xηj φ|
(ǫ2 + |∇ηδφ|2)
.
Then we employ the estimates given in (30) and (39) in order to find
m∑
i,j=1
ǫ2Xηi X
η
j φ
(ǫ2 + |∇ηδφ|2)
≤ K˜(γ − 2)γµǫ
3−γ2 dγ−2β
ǫ2 + γ2µ2ǫ2−γd2γ−4β (d
2
0 + β
2δ2d23)
≤ K˜(γ − 2)γµǫ
3− γ2 dγ−20 + (γ − 2)γµǫ3−
γ
2 dγ−23
ǫ2 + γ2µ2ǫ2−γd2γ−20 + γ
2µ2ǫ2−γβ2δ2d2γ−23
.
We may write the first term in the numerator as follows:
(γ − 2)γµǫ3−γ2 γdγ−20 = (γ − 2)γµ
1
γ−1 ǫ
γ−2
2(γ−1) ǫ
γ
γ−1µ
γ−2
γ−1 ǫ−
(γ−2)2
2(γ−1) dγ−20 .
Then we employ Young’s inequality mn ≤ 1pmp + 1qnq with p = 2(γ−1)γ and q = 2(γ−1)γ−2 , which results in
(γ − 2)γµǫ3−γ2 γdγ−20 ≤ (γ − 2)γµ
1
γ−1 ǫ
γ−2
2(γ−1)
( γ
2(γ − 1)ǫ
2 +
γ − 2
2(γ − 1)µ
2ǫ2−γd2γ−20
)
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≤ K˜(γ − 2)γµ 1γ−1 ǫ γ−22(γ−1)
(1
2
ǫ2 + µ2ǫ2−γd2γ−20
)
. (51)
The second term in the numerator can be handled in the same way:
(γ − 2)γµǫ3−γ2 γdγ−23 = (γ − 2)γµ
1
γ−1 ǫ
(γ−2)(1−4σ)
2(γ−1) ǫ
γ
γ−1µ
γ−2
γ−1 ǫ−
(γ−2)(γ−2−4σ)
2(γ−1) dγ−23
≤ K˜(γ − 2)γµ 1γ−1 ǫ (γ−2)(1−4σ)2(γ−1)
(1
2
ǫ2 + µ2β2δ2ǫ2−γd2γ−23
)
. (52)
We sum up (51) and (52) and obtain
m∑
i,j=1
ǫ2Xηi X
η
j φ
(ǫ2 + |∇ηδφ|2)
≤ K˜µ 1γ−1 ǫ (γ−2)(1−4σ)2(γ−1) .
Furthermore we use (21) and find
K˜µ
1
γ−1 ǫ
(γ−2)(1−4σ)
2(γ−1) ≤K˜
(γ4γ Lip(u0)γ
Mγ−1
) 1
γ−1
ǫ
(γ−2)(1−4σ)
2(γ−1) ,
which implies for M > 1 and the values of σ satisfying (50) the following:
I3 ≤ K˜ǫ
(γ−2)(1−4σ)
2(γ−1) M−1 = K˜M−1ǫα
if
α =
(γ − 2)(1− 4σ)
2(γ − 1) . (53)
Now let us tackle I4 and I5. Note that by (28)
∣∣∣|∇η0φ|2 − |∇η0φ|2∣∣∣ ≤
n∑
i=m+1
|Xηi φ|2 ≤ δ2K˜µ2ǫ2−γd2γ−4β d20 ≤ K˜δ2|∇η0φ|2, (54)
hence
I4 ≤ K˜δ2
m∑
i,j=1
Xηi X
η
j φ.
Now, using (28) and (30) we obtain∣∣∣Xξi φXξj φ(|∇η0φ|2 − |∇ξ0φ|2) + |∇ξ0φ|2(Xξi φXξj φ−Xηi φXηj φ)∣∣∣ ≤
|∇ξ0φ|2
m∑
i,j=1
(Xξj φ+X
η
j φ)(X
ξ
i φ−Xηi φ) ≤ |∇ξ0φ|2βK˜2µ2ǫ2−γd2γ−4β d20 ≤ β|∇ξ0φ|2|∇η0φ|2,
As a consequence
I5 ≤ K˜β
m∑
i,j=1
Xηi X
η
j φ.
At this point we use the estimates given in (29), (39) and find for M > 1 that
I4 + I5 ≤(δ + β)K˜µǫ1−
γ
2 dγ−2β .
This term is clearly similar to I2. We see that for the values of σ which satisfy (50) we have
I4 + I5 ≤ K˜M−1ǫα.
Finally we have proved that
Mǫα
2T
≤ I1 + I2 + I3 + I4 + I5 ≤ K˜M−1ǫα, (55)
where σ fulfills the condition given in (50) and α > 0 is defined as in (53). This result is a contradiction
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for large values of M , proving the assertion of the theorem if the gradient of φ does not vanish at the
maximum point (ξˆ, ηˆ, tˆ).
Now we look at the case with ∇ξ0φ(ξˆ, ηˆ, tˆ) = 0. In this case we can write (48) by using (46) and
Lemma 4.3 as
M
2T
ǫα = a+ b ≤
m∑
i,j=1
δij(Hij + Yij) + 2
n∑
i=1
n∑
j=m+1
(
δij −
XηiδφX
η
jδφ
(ǫ2 + |Xη3δφ|2)
)
XηiδX
η
jδφ.
The first and second terms on the right hand side of the final inequality can be tackled exactly in
the same way employed in the previous non-zero gradient case of I1 and I2, respectively. Then the
contradiction follows from (55) as before.
We have obtained the contradiction for both cases with vanishing and non-vanishing horizontal gra-
dients. The proof is complete.
Remark. The comparison principle given in Theorem 2.2 was valid only for the vanishing viscosity
solutions. Now we have also the comparison principle for the viscosity solutions both in Carnot groups
of step 2 and SE(2), as given in Corollary 1.1. It follows directly from Theorem 1.1.
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