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NONEXISTENCE OF NONNEGATIVE ENTIRE SOLUTIONS OF
SEMILINEAR ELLIPTIC SYSTEMS
ALEXANDER GLADKOV AND SERGEY SERGEENKO
Abstract. We consider the second order semilinear elliptic system ∆u =
p (x) vα, ∆v = q (x)uβ , where x ∈ RN , N ≥ 3, α and β are positive con-
stants, p and q are nonnegative continuous functions. We prove that nontrivial
nonnegative entire solutions fail to exist if the functions p and q are of slow
decay.
1. Introduction
We consider the second order semilinear elliptic system of the following form{
∆u = p (x) vα,
∆v = q (x)uβ ,
(1.1)
where x ∈ RN , N ≥ 3, α, β are positive numbers, p and q are nonnegative con-
tinuous functions defined on RN . Our objective is to establish conditions for the
nonexistence of nontrivial nonnegative entire solutions of (1.1). An entire solution
of (1.1) is defined to be a vector-valued function (u, v) ∈ C2 (RN)×C2 (RN) which
satisfies (1.1) at every point in RN .
To formulate main result of this paper we introduce the functions p˜(r) and q˜(r)
by
p˜(r) =

(
1
ωNrN−1
∫
|x|=r p
1/(1−α)(x) dS
)1−α
, α > 1,
min|x|=r p(x), α = 1,
q˜(r) =

(
1
ωNrN−1
∫
|x|=r q
1/(1−β)(x) dS
)1−β
, β > 1,
min|x|=r q(x), β = 1,
where r > 0, ωN is the surface area of the unit sphere in R
N . We set p˜(r) = 0 and
q˜(r) = 0 if ∫
|x|=r
p1/(1−α)(x) dS =∞ and
∫
|x|=r
q1/(1−β)(x) dS =∞,
respectively. We note that p(x) = p˜(|x|), q(x) = q˜(|x|) when p and q are spherically
symmetric functions (i.e., p(x) = p(|x|) and q(x) = q(|x|)). Suppose that p˜ and q˜
satisfy
p˜(r) ≥ L1
rλ lnν r
, q˜(r) ≥ L2
rµ lnξ r
, r ≥ r0 > 1, (1.2)
where L1 > 0, L2 > 0 and λ, ν, µ, ξ are constants. Our main result is as follows.
2010 Mathematics Subject Classification. 35J47, 35J91.
Key words and phrases. Semilinear elliptic system; entire solutions; nonexistence.
1
ar
X
iv
:2
00
3.
01
37
2v
1 
 [m
ath
.A
P]
  3
 M
ar 
20
20
2 A. GLADKOV AND S. SERGEENKO
Theorem 1.1. Let N ≥ 3, α ≥ 1, β ≥ 1, αβ > 1 and p and q satisfy (1.2). If at
least one from the following conditions holds
(i) 2− µ+ β(2− λ) > 0;
(ii) 2− λ+ α(2− µ) > 0;
(iii) 2− µ+ β(2− λ) = 0, λ < 2, 1− ξ − βν > 0;
(iv) 2− λ+ α(2− µ) = 0, µ < 2, 1− ν − αξ > 0;
(v) λ = 2, µ = 2, 1− ξ + β(1− ν) > 0;
(vi) λ = 2, µ = 2, 1− ν + α(1− ξ) > 0,
then there are not nontrivial nonnegative entire solutions of (1.1).
The problem of the existence and nonexistence of entire solutions of scalar elliptic
equations has been investigated by many authors (see e.g. [1, 2, 3, 4, 5, 6, 7,
8, 9, 10, 11] and the references therein). Entire solutions for semilinear elliptic
systems have been considered in many papers also (see, for example, previous works
[12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22]). In particular, Theorem 1.1 was proved
in [13, 14] for ν = ξ = 0. Lair in [20] established the existence of positive entire
solutions to the elliptic system (1.1) with spherically symmetric coefficients p and
q. More precisely, the system (1.1) has positive entire solutions if αβ > 1 and p(|x|)
and q(|x|) satisfy at least one of the following conditions∫ ∞
0
tp(t)
(
t2−N
∫ t
0
sN−3
∫ s
0
τq(τ)dτds
)α
dt <∞, (1.3)∫ ∞
0
tq(t)
(
t2−N
∫ t
0
sN−3
∫ s
0
τp(τ)dτds
)β
dt <∞. (1.4)
This paper is organized as follows. Some auxiliary propositions are proved in
Section 2. Section 3 is devoted to the proof of Theorem 1.1. In Section 4, we discuss
the optimality of obtained results.
2. Auxiliary propositions
Let P and Q be nonnegative nonincreasing continuous functions and h and g
be nonnegative continuous functions. We introduce the functions y and z in the
following way
y(r) =
∫ r
R
(r − s)mP (s)gα(s) ds, z(r) =
∫ r
R
(r − s)nQ(s)hβ(s) ds,
where r > R > 0, m, n ∈ N.
Lemma 2.1. Let m,n ∈ N, b > 1, α > 0, β > 0, αβ > 1 and for r ∈ [R, bR]
h(r) ≥
∫ r
R
(r − s)mP (s)gα(s) ds,
g(r) ≥
∫ r
R
(r − s)nQ(s)hβ(s) ds.
Then
y
αβ−1
(n+1)α+m+1 (A)
∫ bR
A
(P (r)Qα(r))
1
(n+1)α+m+1 dr ≤ Cy, (2.1)
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z
αβ−1
(m+1)β+n+1 (A)
∫ bR
A
(
Q(r)P β(r)
) 1
(m+1)β+n+1 dr ≤ Cz, (2.2)
where A ∈ (R, bR), Cy and Cz are positive constants which do not depend on R.
Proof. We prove only (2.2), the proof of (2.1) is similar. Note that
h(r) ≥ y(r) ≥ 0, g(r) ≥ z(r) ≥ 0, (2.3)
y(i)(r) ≥ 0, y(i)(R) = 0 for i ∈ {1, 2, . . . ,m}, (2.4)
z(i)(r) ≥ 0, z(i)(R) = 0 for i ∈ {1, 2, . . . , n}, (2.5)
y(m+1)(r) = m!P (r)gα(r) ≥ 0, z(n+1)(r) = n!Q(r)hβ(r) ≥ 0. (2.6)
Thus, from (2.3), (2.6), we have
y(m+1)(r) ≥ m!P (r)zα(r), (2.7)
z(n+1)(r) ≥ n!Q(r)yβ(r). (2.8)
Now we multiply (2.7) by z′(r) and integrate over [R, r]. Using the integration by
parts, (2.4), (2.5) and the monotonicity of P, we obtain
y(m)(r)z′(r) ≥ m!
α+ 1
P (r)(z(r))α+1.
Repeating this process appropriately many times, we get
y(r)(z′(r))m+1 ≥ m!
(α+ 1)(α+ 2) . . . (α+m+ 1)
P (r)(z(r))α+m+1. (2.9)
A combination of (2.8) and (2.9) gives
z(n+1)(r)(z′(r))(m+1)β ≥ c1Q(r)P β(r)(z(r))(α+m+1)β , (2.10)
where a positive constant c1 does not depend on R. From now on, without causing
any confusion, we may use ci, Ci, C¯i, Cˆi, C˘i or C˜i (i = 0, 1, 2, ...) to denote various
positive constants. Applying n times the operation of multiplying (2.10) by z′(r)
and integration over [R, r], we obtain
(z′(r))(m+1)β+n+1 ≥ c2Q(r)P β(r)(z(r))(α+m+1)β+n. (2.11)
Without loss of generality, we can suppose that z(A) > 0. From (2.11), we find
(z(r))−
(α+m+1)β+n
(m+1)β+n+1 z′(r) ≥ (c2Q(r)P β(r)) 1(m+1)β+n+1 , r ∈ [A, bR].
Integrating this relation from A to bR, then leads to the inequality
Cz
(
z−
αβ−1
(m+1)β+n+1 (A)− z− αβ−1(m+1)β+n+1 (bR)
)
≥
∫ bR
A
(
Q(r)P β(r)
) 1
(m+1)β+n+1 dr,
which completes the proof. 
Let us introduce the functions uk(r), vk(r) by the following recurrence relation-
ships
u0(r) = 1, v0(r) = 1, (2.12)
uk(r) =
1
N − 2
∫ r
ρ
sp˜(s)
[
1−
(s
r
)N−2]
vαk−1(s) ds, k ∈ N, (2.13)
vk(r) =
1
N − 2
∫ r
ρ
sq˜(s)
[
1−
(s
r
)N−2]
uβk−1(s) ds, k ∈ N (2.14)
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and define the functions
yk(R) =
∫ aR
R
(aR−s)ms1−mp˜(s)vαk (s) ds, zk(R) =
∫ aR
R
(aR−s)ns1−nq˜(s)uβk(s) ds,
where ρ > 0, R > 1, a > 1.
Now we prove an auxiliary statement which has independent interest.
Theorem 2.2. Let N ≥ 3, α ≥ 1, β ≥ 1, αβ > 1, r1−mp˜(r) and r1−nq˜(r) be
nonincreasing functions on (ρ,∞) for some m,n ∈ N and ρ > 0. If at least one
from the following conditions holds
lim sup
R→∞
y
αβ−1
(n+1)α+m+1
k (R)
∫ bR
aR
(
s1−mp˜(s)(s1−nq˜(s))α
) 1
(n+1)α+m+1 ds =∞ (2.15)
or
lim sup
R→∞
z
αβ−1
(m+1)β+n+1
k (R)
∫ bR
aR
(
s1−nq˜(s)(s1−mp˜(s))β
) 1
(m+1)β+n+1 ds =∞ (2.16)
for some k ∈ N and a, b such that 1 < a < b ≤ 2, then there are not nontrivial
nonnegative entire solutions of (1.1).
Proof. Assume to the contrary that (1.1) has a nontrivial nonnegative entire solu-
tion (u, v). Let u(r), v(r) denote the averages of u(x), v(x) over the sphere |x| = r,
respectively, that is,
u(r) =
1
ωNrN−1
∫
|x|=r
u(x) dS, v(r) =
1
ωNrN−1
∫
|x|=r
v(x) dS.
Then we can proceed analogously as in [23, 24] to find that
(rN−1u′(r))′ ≥ rN−1p˜(r)vα(r), r > 0, u′(0) = 0, (2.17)
(rN−1v′(r))′ ≥ rN−1q˜(r)uβ(r), r > 0, v′(0) = 0. (2.18)
Obviously, u′(r) ≥ 0, v′(r) ≥ 0, r ≥ 0 and u(r) > 0, v(r) > 0, r > ρ for some ρ > 0.
Integrating (2.17) and (2.18) twice over [0, r], we have for r > ρ
u(r) ≥ u(0) + 1
N − 2
∫ r
0
sp˜(s)
[
1−
(s
r
)N−2]
vα(s) ds
≥ 1
N − 2
∫ r
ρ
sp˜(s)
[
1−
(s
r
)N−2]
vα(s) ds (2.19)
and
v(r) ≥ v(0) + 1
N − 2
∫ r
0
sq˜(s)
[
1−
(s
r
)N−2]
uβ(s) ds
≥ 1
N − 2
∫ r
ρ
sq˜(s)
[
1−
(s
r
)N−2]
uβ(s) ds. (2.20)
Now the principle of mathematical induction is used to prove the estimates
u(r) ≥ C2kuk(r), v(r) ≥ C2k+1vk(r), r > ρ, (2.21)
where uk(r) and vk(r) are defined in (2.12) – (2.14), k = 0, 1, 2, . . . . It is easy to
see that (2.21) follows from (2.12) for k = 0. Assume (2.21) is true for k = l− 1. In
view of (2.13), (2.14), (2.19), (2.20) and (2.21) with k = l − 1, we have
u(r) ≥ C
α
2l−1
N − 2
∫ r
ρ
sp˜(s)
[
1−
(s
r
)N−2]
vαl−1(s) ds,
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v(r) ≥ C
β
2l−2
N − 2
∫ r
ρ
sq˜(s)
[
1−
(s
r
)N−2]
uβl−1(s) ds,
that is equivalent to (2.21) with k = l, C2l = C
α
2l−1, C2l+1 = C
β
2l−2.
Let R ≤ s ≤ r ≤ bR. Then s/r ≥ 1/b and (r − s)/s ≤ b − 1 ≤ 1. Using mean
value theorem, we obtain
1−
(s
r
)N−2
=
rN−2 − sN−2
rN−2
=
(N − 2)ξN−3(r − s)
rN−2
≥ N − 2
bN−2
r − s
s
,
where s ≤ ξ ≤ r. Since (r − s)/s ≤ 1, we conclude that
1−
(s
r
)N−2
≥ N − 2
bN−2
(
r − s
s
)m
, 1−
(s
r
)N−2
≥ N − 2
bN−2
(
r − s
s
)n
. (2.22)
Now (2.19), (2.20), (2.22) imply the inequalities
u(r) ≥ c3
∫ r
R
(r − s)ms1−mp˜(s)vα(s) ds,
v(r) ≥ c3
∫ r
R
(r − s)ns1−nq˜(s)uβ(s) ds,
where c3 = 1/b
N−2, R ≥ ρ. Applying Lemma 2.1 with h = u, g = v, P (s) =
s1−mp˜(s), Q(s) = s1−nq˜(s), A = aR, we have
y
αβ−1
(n+1)α+m+1 (aR)
∫ bR
aR
(
s1−mp˜(s)(s1−nq˜(s))α
) 1
(n+1)α+m+1 ds ≤ Cy, (2.23)
z
αβ−1
(m+1)β+n+1 (aR)
∫ bR
aR
(
s1−nq˜(s)(s1−mp˜(s))β
) 1
(m+1)β+n+1 ds ≤ Cz. (2.24)
Combining (2.23), (2.24) with (2.21), one obtains(
Cα2k+1yk(R)
) αβ−1
(n+1)α+m+1
∫ bR
aR
(
s1−mp˜(s)(s1−nq˜(s))α
) 1
(n+1)α+m+1 ds ≤ Cy,(
Cβ2kzk(R)
) αβ−1
(m+1)β+n+1
∫ bR
aR
(
s1−nq˜(s)(s1−mp˜(s))β
) 1
(m+1)β+n+1 ds ≤ Cz,
that contradicts (2.15), (2.16).

Remark 2.3. Let the conditions of Theorem 2.2 hold for the problem (1.1) with
p(x) = p0(x) and q(x) = q0(x). Then from the proof of Theorem 2.2 we conclude
that there are not nontrivial nonnegative entire solutions of (1.1) with any p(x) and
q(x) satisfying the inequalities
p˜(r) ≥ p˜0(r), q˜(r) ≥ q˜0(r).
3. The proof of Theorem 1.1
Proof. Theorem 1.1 is proved in [13, 14] under the conditions (i) and (ii). Let us
consider the problem (1.1) with p(x) and q(x) such that
p˜(r) =
L1
rλ lnν r
, q˜(r) =
L2
rµ lnξ r
, r ≥ r0 > 1, (3.1)
Let (iii) hold, that is,
2− µ+ β(2− λ) = 0, λ < 2, 1− ξ − βν > 0. (3.2)
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Using the principle of mathematical induction, we prove the estimates
v2k(r) ≥ C¯2k(ln r)
(αkβk−1)(1−βν−ξ)
αβ−1 , (3.3)
u2k+1(r) ≥ C¯2k+1r2−λ(ln r)
(αkβk−1)(1−βν−ξ)α
αβ−1 −ν , (3.4)
where uk(r) and vk(r) are defined in (2.12) – (2.14), k = 0, 1, 2, . . . , r > rk for some
rk > r∗ = max(ρ, r0). First, we prove (3.3), (3.4) for k = 0. Then (3.3) follows from
(2.12). Easy to see that
1−
(s
r
)N−2
≥ r − s
r
for s ∈ (0, r). (3.5)
From (2.12), (2.13), (3.1), (3.5), we conclude
u1(r) ≥ L1
r
∫ r
r∗
(r − s)s1−λ ln−ν s ds.
Using (3.2) and the integration by parts, we obtain
u1(r) ≥ C¯1r2−λ ln−ν r, r > r1
for a suitable choice C¯1 and r1. Assume (3.3) and (3.4) are true for k = l − 1. In
view of (2.14), (3.1), (3.2), (3.5) and (3.4) with k = l − 1, we have
v2l ≥ L2C¯β2l−1
∫ r
r∗
s1−µ+(2−λ)β(ln s)−ξ−βν+
(αl−1βl−1−1)(1−ξ−βν)αβ
αβ−1
(
1−
(s
r
)N−2)
ds
≥ L2C¯
β
2l−1
r
∫ r
r∗
r − s
s
(ln s)−ξ−βν+
(αl−1βl−1−1)(1−ξ−βν)αβ
αβ−1 ds.
Integrating by parts on the right side of last inequality, we deduce (3.3) with k = l.
It follows from (2.13), (3.1), (3.2), (3.5) and (3.3) with k = l − 1, that
u2l+1(r) ≥ L1C¯
α
2l
r
∫ r
r∗
(r − s)s1−λ(ln s)−ν+ (α
lβl−1)(1−ξ−βν)α
αβ−1 ds.
Applying the integration by parts, we prove (3.4) with k = l.
Now we check (2.16). To do it we estimate the multipliers on left side of (2.16).
For the convenience, we denote
σk = −ξ − βν + (α
kβk − 1)(1− ξ − βν)αβ
αβ − 1 .
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It is easy to see that σk > 0 for large values of k. Applying (2), (3.1), (3.2), (3.4)
and mean value theorem, we get
z2k+1(R) =
∫ aR
R
(aR− s)ns1−nq˜(s)uβ2k+1(s) ds
≥ L2C¯β2k+1
∫ aR
R
(aR− s)ns1−n−µ+(2−λ)β lnσk s ds
≥ L2C¯β2k+1
∫ (a+1)R/2
R
(
aR
s
− 1
)n
s−1 lnσk s ds
≥
(
a− 1
a+ 1
)n L2C¯β2k+1
σk + 1
{
lnσk+1
(
(a+ 1)R
2
)
− lnσk+1R
}
≥
(
a− 1
a+ 1
)n+1
L2C¯
β
2k+1 ln
σk R
(3.6)
for large values of R and k. Using (3.1), (3.2) and mean value theorem, we find∫ bR
aR
(
s1−nq˜(s)(s1−mp˜(s))β
) 1
(m+1)β+n+1 ds
= L2L
β
1
∫ bR
aR
(
s1−n−µ+(1−m)β−λβ ln−ξ−βν s
) 1
(m+1)β+n+1
ds
= L2L
β
1
∫ bR
aR
s−1(ln s)−
ξ+βν
(m+1)β+n+1 ds
= L2L
β
1
(m+ 1)β + n+ 1
(m+ 1)β + n+ 1− ξ − βν
[
(ln(bR))
(m+1)β+n+1−ξ−βν
(m+1)β+n+1 − (ln(aR)) (m+1)β+n+1−ξ−βν(m+1)β+n+1
]
= L2L
β
1
b− a
γ
(ln(γR))−
ξ+βν
(m+1)β+n+1 ,
(3.7)
where R > r0, γ ∈ (a, b). Now from (3.6), (3.7), we conclude
lim sup
R→∞
z
αβ−1
(m+1)β+n+1
2k+1 (R)
∫ bR
aR
(
s1−nq˜(s)(s1−mp˜(s))β
) 1
(m+1)β+n+1 ds
≥ Cˆk lim
R→∞
(lnR)
αβ
(m+1)β+n+1 (α
kβk(1−ξ−βν)−1) =∞
for large values of k. Since λ < 2 and µ > 2 the functions r1−nq˜(r) and r1−mp˜(r)
are nonincreasing for any n ∈ N, m > 1−λ and large r. Thus, by Theorem 2.2 and
Remark 2.3 there are not nontrivial nonnegative entire solutions of (1.1).
The case (iv) is treated in a similar way.
We note that (v) follows from (vi) if ν < 1 and ξ ≥ 1, (vi) follows from (v)
if ν ≥ 1 and ξ < 1, and (v) and (vi) are equivalent if ν < 1 and ξ < 1. So, we
can prove the theorem for (v) under the condition ν < 1 and for (vi) under the
condition ξ < 1.
Let (v) and ν < 1 hold, that is,
λ = 2, µ = 2, 1− ξ + β(1− ν) > 0, ν < 1. (3.8)
As in a previous case, using the principle of mathematical induction, we prove the
estimates
v2k(r) ≥ C˘2k(ln r)
(αkβk−1)(1−ξ+β(1−ν))
αβ−1 , (3.9)
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u2k+1(r) ≥ C˘2k+1 (ln r)
(αkβk−1)(1−ξ+β(1−ν))α
αβ−1 +1−ν ,
where k = 0, 1, 2, . . . , r > r¯k for some r¯k > r∗. By virtue of (2), (3.1), (3.8), (3.9),
we have
lim sup
R→∞
y
αβ−1
(n+1)α+m+1
k (R)
∫ bR
aR
(
s1−mp˜(s)(s1−nq˜(s))α
) 1
(n+1)α+m+1 ds
≥ C˜k lim
R→∞
(lnR)
αk+1βk(1−ξ+β(1−ν))−α−αβ
(n+1)α+m+1 =∞
for large values of k. Obviously, r1−mp˜(r) and r1−nq˜(r) are nonincreasing functions
for any m,n ∈ N and large r. Applying Theorem 2.2 and Remark 2.3 again, we
prove that there are not nontrivial nonnegative entire solutions of (1.1).
If (vi) and ξ < 1 hold then the theorem is proved in a very similar manner. 
Remark 3.1. Let p and q have spherical symmetry and (u, v) be a nonnegative
spherically symmetric entire solution of (1.1). If α > 0, β > 0 then (u, v) satisfies
the following problem
(rN−1u′(r))′ = rN−1p(r)vα(r), r > 0, u′(0) = 0,
(rN−1v′(r))′ = rN−1q(r)uβ(r), r > 0, v′(0) = 0.
We note that the conditions α ≥ 1, β ≥ 1 of Theorem 1.1 and Theorem 2.2 are used
for (2.17) and (2.18) only. Hence we can state in Theorem 1.1 and Theorem 2.2
the nonexistence of nontrivial nonnegative spherically symmetric entire solutions of
(1.1) without the assumptions α ≥ 1, β ≥ 1.
4. The optimality of Theorem 1.1
In this section, we show the optimality of Theorem 1.1. We assume that the
system (1.1) has spherically symmetric coefficients p(x) = p(|x|), q(x) = q(|x|)
which satisfy the inequalities
p(r) ≤ L3
rλ lnν r
, q(r) ≤ L4
rµ lnξ r
, r ≥ r1 > 1, (4.1)
where L3 > 0, L4 > 0.
The following statement is proved by a direct verification of the conditions (1.3)
and (1.4).
Theorem 4.1. Let N ≥ 3, αβ > 1 and p and q satisfy (4.1). If one from the
following conditions holds
(i) 2− µ+ β(2− λ) < 0, 2− λ+ α(2− µ) < 0;
(ii) 2− µ+ β(2− λ) = 0, λ < 2, 1− ξ − βν < 0;
(iii) 2− λ+ α(2− µ) = 0, µ < 2, 1− ν − αξ < 0;
(iv) λ = 2, µ = 2, 1− ξ + β(1− ν) < 0, 1− ν + α(1− ξ) < 0,
then (1.1) has positive entire solutions.
Let the conditions of Theorem 1.1 and Theorem 4.1 hold with L3 ≥ L1, L4 ≥ L2.
The figures 1–4 show values of the parameters λ, µ, ν and ξ in (1.2) and (4.1)
providing the nonexistence and existence of nontrivial nonnegative entire solutions
of (1.1).
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Figure 1. ν and ξ are any.
Figure 2. 2 − µ +
β(2 − λ) = 0 and λ <
2.
Figure 3. 2 − λ +
α(2 − µ) = 0 and µ <
2.
Figure 4. λ = 2 and
µ = 2.
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