Distance methods for producing phylogenies require n* comparisons among y1 taxa to generate a complete matrix. Moreover, techniques for generating distances-such as DNA hybridization-are subject to both systematic and random experimental errors, so that the measurements do not satisfy the mathematical properties of distances. We have explored the possibility of reconstructing trees from incomplete data. In our simulations, we discard one or both of reciprocal pairs from a complete matrix, estimate these values, reconstruct a tree, and compare the topology and branch lengths of the estimated tree with the phylogeny based on complete data. We investigated separately and jointly the effects of rate variation and random and systematic errors, added to a fabricated ultrametric matrix, and then passed on to simulation experiments with several complete DNA hybridization matrices. Our empirical results show that topological and metric recovery is always very good provided no terminal sister taxa lack both reciprocal measurements or extremely short internodes are involved. We then present two applications of the method for estimating phylogenies from incomplete DNA hybridization matrices-the first illustrating reconstruction of a matrix with about 27% of missing cells, and the second suturing two matrices where some data are held in common but 29% are missing from the combined table. Thus, considerable information may be implicit in very sparse matrices, and this circumstance has practical consequences for distance studies when money, material, or time are limited.
Introduction
A serious practical limitation of distance methods for generating phylogenetically informative data is that such methods require n* comparisons among n taxa to compile a complete matrix amenable to phylogenetic analysis (Swofford and Olsen 1990) , thus often demanding a prodigious amount of work and biological material and limiting distance studies to relatively few taxa. This criticism is the more telling because techniques for generating distances, such as comparative serology or DNA hybridization, are subject to experimental error (Bleiweiss and Kirsch 19934 1993b) , and so tables of such comparisons do not conform to the usual mathematical expectations of distances (Bledsoe and Sheldon 1989) . In methods which produce distances directly, each taxon is used in turn as a point of reference for measuring distances to every other in order to generate the matrix. This is accomplished in comparative serology by evoking an antiserum to each reference taxon's an-tigens (Maxson and Maxson 1990 ) and in DNA hy bridization by sequentially radiolabeling a DNA extrac from each taxon ( Werman et al. 1990 ). The antiserun or label is then combined with antigens or DNA fron the panel of species under study to assess their difference! relative to the standards. Many biological and chemica factors (Kirsch 1977; Krajewski 1989a Werman et al. 1990 ) limit the comparability of thest "reagents,"
and hence compromise the equality of re, ciprocal distances among taxa. Thus, completeness o distance matrices is regarded as necessary for recovering correct topologies in the face of error, which is exacer bated by evolutionary processes that limit other math. ematical properties of the measurements.
However, it is not literally true that a complete tabk of distances is always required to reconstruct a tree (Heir 1987) . Because distance values are not independent fronone another, it is often possible to reconstruct a phylog eny from a lacunose (i.e., incomplete) matrix, either bl estimating the missing cells prior to the analysis or b) assigning a null weight to the missing values when re. constructing the tree. Because most tree reconstructior algorithms require a full or nearly full matrix (Swofforc and Olsen 1990)) estimation is usually the better optior when a large number of comparisons are missing. In thi! paper, we evaluate the merits of a mathematical estimation procedure that relies on the ultrametric property of distances to fill missing cells (De Soete 1984) . We begin with exploration of the effects of experimental error, as well as of rate variation, on the recovery of missing data using hypothetical data, then pass on to experiments with real DNA hybridization matrices. We also present two applications, the first illustrating reconstruction of a matrix with about 27% of missing cells and the second suturing two matrices where some data are held in common but 29% are missing. Our overall conclusion is that estimation procedures are extremely useful in distance studies where lack of time, money, materials, or industry inevitably results in incomplete matrices; we end with some recommendations for-and caveats about-the design of experiments when such constraints apply.
What Are Distances?
A given matrix containing the measurements d( i, j), between every pair of taxa i andj, is defined as a distance 1 i Scale = 0.5
FIG. 1 .-Ultrametric tree (dendrogram)
uniquely corresponding to the distances in table 1. The correlation between original and pathlength distances fitted on the tree is 1.000. matrix if the four following mathematical properties are satisfied:
Identity:
d( i, j) = 0, for i = j.
Positiveness:
Symmetry:
for every i and j.
Triangle inequality:
In addition to these properties, a distance matrix is said to be additive when meeting the four-point condition, also called the quadrangular inequality (Buneman 1971): d(i, j) + d (k, 0 G max[d(i, k) + d(j, l); d(i, l) + d(j, k) ], for every i, j, k, 1. (5) And, the same distance matrix is said to be ultrametric when meeting one last property-the ultrametric inequality ( Hartigan 1967 ) :
Such an ultrametric matrix, meeting properties ( 1) to (6 ), is presented in table 1.
Distances that satisfy the quadrangular inequality (5) can be uniquely represented by an additive tree (Waterman et al. 1977) , and distances that satisfy the ultrametric inequality (6) can be uniquely depicted in the form of an ultrametric tree (Jardine et al. 1967) or dendrogram (i.e., an additive tree in which all taxa are equidistant from the root; see fig. 1 ). With such data, any reconstruction algorithm, either additive (i.e., allowing for unequal rates of evolution among lineages) or ultrametric (i.e., with a clock constraint, or constant rates of evolution), always recovers the correct tree from the corresponding distance matrix-that is, with a perfect fit (Springer and Krajewski 1989b) between observed distances and path-length distances fitted on the tree.
What Are DNA Hybridization Distances?
The technique of DNA hybridization is, in principle, extremely simple (Werman et al. [ 19901 provide details) : artificial hybrid DNAs composed of complementary strands from two different species (i.e., one that is radiolabeled, called the tracer, combined with one that is unlabeled, the driver) are examined for the stability of pairing, compared to self-hybridized DNA from either of the parental species. Because DNA strands are linked by hydrogen bonds, a straightforward means of assessing the stability of a hybrid is to subject it to heat: the fewer the matches between the strands, the less heat is required to melt the DNA. The distance between the self-hybridized standard and any hybrid composed of a combination of species is then the difference (delta) in melting temperatures, which may be indexed to determine the differences in mode ( ATmode) or median (AT,) melting temperature of each hybrid (for a description of these indexes, and others, see Bledsoe and Sheldon 1989; Springer and Krajewski 1989a Bledsoe and Sheldon 1989) , one or more labels may produce hybrids that melt at lower temperatures-or hybridize more-than tracers fabricated with DNA from other taxa. This is the "compression" effect discussed elsewhere ( Springer and Kirsch 199 1) . In such cases, comparing taxon i toj will give a different answer than comparing taxon j to i, violating symmetry (eq.
[ 31) and possibly the triangle inequality (eq. [ 4 3) as well. Departures from additivity (eq. [ 51) may also be occasioned in DNA hybridization data by the evolutionary process itself, which results in measured distances that fall short of total sequence change because of parallelisms, convergences, and back mutations (collectively, homoplasy). And differences in the rates of these changes among lineages (see Springer and Krajewski 1989a ) guarantee, at least, that the data will not be ultrametric ( eq.
[ 6 ] ) .
Such a matrix of ATmode values measured among 11 species of opossums (after Kirsch et al. 1995 ) is presented in table 2. As observed by Bledsoe and Sheldon ( 1989) , most distance properties are likely to be violated by DNA hybridization data. Besides negative or null distances that are sometimes obtained between closely related taxa (violating properties 1 and 2)) asymmetry Thus, three sorts of noise are known to compromise the distance properties of DNA hybridization data: rate variation (with homoplasy), label compression, and random experimental error. It is not always experimentally feasible to separate these noise sources, however, and to correct for their effects. ( 1) On the one hand. rate variation (and homoplasy) is a fact of evolution, Some correction for discrepancies between measured distances and actual amounts of change can still be effected to reduce their influence (Springer and Krajewskj 1989a) . (2) On the other hand, label compression can NOTE.-Data from Kirsch et al. (1995) . Columns are labels, identified by first three letters of the genus names (given in rows). R/C ratios at the bottom c columns are multipliers used for effecting symmetrization by the method of Sarich and Cronin (1976) . Asymmetry = 4.75%.
always be corrected. Springer et al. ( 1990) showed that its effect is linear and can therefore be rectified by calculating column multipliers which are used to produce a "symmetrized" matrix (table 3 ) . An algorithm for effecting symmetrization, based on that of Sarich and Cronin ( 1976) for serological data, has also been provided (Springer and Kirsch 1989) . (3) Finally, random experimental error can never be completely eliminated, although it can be ameliorated somewhat by performing replicate measurements for each hybrid combination Kirsch 1993a, 1993b implies that for any triplet of distances among the objects i, j, and k, the two largest distances are equal; one then only needs two of the three distances to recover the third; its value is set to the larger of the two known distances. Applying the ultrametric rule to every triplet of objectsinvolving the pair (i, j) between which neither reciprocal is measured, plus any third object k-returns a series of maxima; the missing distances d( i, j) and d(j, i) are estimated as the minimum of these maxima (De Soete 1984) . 270 Lapointe and Kirsch There are at most n -1 different values in an ultrametric matrix uniquely representing the different cluster heights (i.e., internal nodes) of a dendrogram; there are exactly n -1 values if all cluster heights differ (Hartigan 1967; Johnson 1967 (table 1) and estimated values are thus identical, as will be the case for every other missing cell estimated in the same fashion.
Let us repeat, however, that one constraint applies to the use of the ultrametric procedure to estimate missing distances: every cluster height must be represented at least once in the lacunose matrix. Without this minimal information, some distances could never be recovered by the ultrametric rule, or any other rule, for that matter. This case occurs when both reciprocal values between two terminal sister taxa are missing. For example, if d( 1, 2) and d( 2, 1) were missing in table 1, the ultrametric procedure would return the value 2.01 as their estimate, instead of 2.00, the real distance; the corresponding tree will then bear a trichotomy. It is important to note here that "terminal sister taxa" may designate either singletons or clusters: if all distances among 1, 2, 3, and 4 were missing, the same prediction of a polytomy would apply with respect to them (i.e., the pairs ( 1, 2 and 3, 4) and 5, the next-nearest taxon ).
Estimation of Missing DNA Hybridization Distances: The Real Case
Owing to the asymmetric nature of DNA hybridization data, it becomes necessary to distinguish cases for which only one of the reciprocal values, d( i, j) or d(j, i), is missing, from cases where both reciprocal comparisons, d( i, j) and d( j, i) , are missing from the matrix. We term these hemilacunary and hololacunarq cells, respectively.
One way of estimating hemilacunaries would be by simple reflection, either explicitly or implicitly by folding the matrix. However, these operations fail to take intc account label compression.
Missing cells are more accurately estimated by reflection after symmetrization. based only on known d( i, j )s, although it is possible tc obtain them prior to symmetrization using the same in formation needed for that operation (Springer ant Kirsch 199 1 Didelphis-Lutreolina distance (3.475). Substitution of the estimated value in the two relevant cells of the matrix (table 3) produces a tree with the same topology as in figure 2. However, a different tree would have been obtained if the reciprocal comparisons between terminal sister taxa were missing (as is also true in the ultrametric case). For example, if the two reciprocal comparisons between
Didelphis and Philander were missing, their estimated value would be 3.496 instead of a mean distance of 1.836, and they would be separated by Lutreolina in the derived tree, the latter forming a new sister pair with Philander.
Ultrametricity predicts a trichotomy in that situation, but experimental data produce something worse: two incorrect dichotomies.
Methods

Simulation
Design for Ultrametric Data
In order to assess the effect of missing distances in phylogenetic reconstruction, a series of simulations were designed to study the behavior of the estimation procedure (De Soete 1984) , by adding some noise (i.e., rate variation, R; label compression, C; and random experimental error, E) to, and then deleting distances from, an ultrametric matrix (table 1) . Both hololacunary and hemilacunary values were generated in the process. The results thus provide a baseline for study of the effects of estimating hemi-and hololacunary cells in DNA hybridization matrices, where noise is already present. Rate variation can first be added to the matrix by lengthening or shortening each terminal branch of the dendrogram (i.e., adding a random constant to each row and column of the distance matrix representing every taxon i). The effect of label compression can then be mimicked by multiplying each column i of the matrix by a different constant. Finally, the last source of noise, random experimental error, could be introduced by
pair of taxa i and j. In our simulations we bounded the different random constants based on values observed in real DNA hybridization data. A maximal rate difference of 20% between sister branches was thus used as the limit for rate variation. Column multipliers for the label compression effect were bounded between 0.5 and 2.0. And a A value of half a degree was set as the limit for random experimental error, using -0.5 and +OS as the bounds for the added constants.
The simulations used a factorial design, with a variable percentage of missing values (P = 0, 0.1, 0.2, 0.3, 0.4, 0.5, and 0.6), and different combinations of added noise (R, C, E, R+C, R+E, C+E, R+C+E). The first experiment, involving deletions from untransformed (i.e., noiseless) data, was conducted as a control. For each further experiment, matrices were generated byjrst adding noise to the ultrametric data, and then deleting some values; 20 replicates were created in each case. For a given P, a fixed number of cells were deleted at random from each matrix. These new lacunose matrices were symmetrized, the hemilacunary cells reflected, and hololacunaries estimated with the ultrametric procedure. Finally, additive trees-allowing for unequal rates of evolution-were constructed from the estimated matrices using the FITCH program of the PHYLIP package (version 3.5~ ; Felsenstein 1993) . Three recovery indices were used to evaluate the relative performance of the estimation method under different conditions. First, estimated distances were compared with the original ones (table 1) by computing a matrix correlation r ( Rohlf 1982) ; this was done to quantify metric recovery. Then, each of the reconstructed trees was compared to the original dendrogram ( fig. 1 ) derived from the complete and noiseless matrix (table 1). The metric recovery of path-length distances fitted on each tree was computed by a correlation between the original and estimated path-length matrices. Also, topological recovery between the original dendrogram ( fig. 1 ) and each of the derived additive trees was assessed using the partition metric pm (Robinson and Foulds 198 1) . The average recovery value of each set of 20 replicates and its standard deviation are presented for matrix correlations.
The median and the range of topological recovery values are also provided for each experiment.
Finally, majority-rule (Margush  and  McMorris 198 1) and average-consensus ( Cucumel 1990 ) trees were computed and compared with the original dendrogram to illustrate topological and metric discrepancies among the 20 replicates, for each experiment.
Design for DNA Hybridization Data
To assess the efficiency of lacunose-matrix reconstruction of real data, where noise is already present, we used five DNA hybridization distance matrices of differing sizes (n = 7, 9, 11, 13, and 15, respectively, from Kirsch et al. 1990; Springer and Kirsch 199 1; Bleiweiss et al. 1994; Kirsch et al. 1995; J. A. Kirsch et al., unpublished data) ; all distances were indexed as ATmodes, except for those from Springer and Kirsch ( 199 1 ), which were based on AT,s. These matrices were submitted to random deletion of distances at varying percentages (P = 0.1, 0.2, 0.3, 0.4, 0.5, and 0.6) and to three simulation designs: ( 1) hemilacunary deletions, ( 2) hololacunary deletions, and (3) a combination of holo-and hemilacunary deletions. The deletion and estimation procedures were conducted as follows.
For a given percentage, P, of values to be deleted from a matrix of size n, we selected a fixed number of cells at random from the half-matrix. From the selected cells representing the different pairs (i, j), ( 1) either Kirsch et al. (199 1; using the "Dro2" label) . Columns are labels, identified by the first three letters of the genus names (giver in rows). R/C ratios at the bottom of columns are multipliers used for effecting symmetrization by the method of Sarich and Cronin (1976) . The asymmetry i! 10.25% for the 10 X 10 portion of the matrix, 9.93% for the 12 X 12 portion of the matrix, and 9.67% for the entire 16 X 16 matrix (not counting empty cells ir the second and third cases). Lacunary cells are identified by dashes. property repeatedly to every triplet of taxa, until the complete matrix was filled.
The same recovery indices and consensus methods described above were again used in this series of experiments to compare the results. However, to compare topological recovery values computed over matrices of different sizes, the partition metric was standardized by its maximal possible value (2n -6) for each matrix (Steel and Penny 1993) . The one-complement of this standardized statistic was taken as an index of topological similarity, with a maximal value of 1 .O for topologically identical trees and a value of 0.0 for the most different possible pairs of trees.
Applications
We present two applications using experimental data: ( 1) an incomplete DNA hybridization matrix (table 4) for ordinal-level relationships among 16 marsupial species (including and augmenting data from Kirsch et al. 199 1) and (2) a combination of the complete ( 1C X 10) portion of this matrix and another, also complete ( 11 X 11) matrix among 11 confamilial taxa (data in Kirsch et al. 1995 ) sharing a subset of four species wit1 the first matrix (table 6, below).
The first example is really a severe test of our ap plication of De Soete's ( 1984) estimation procedure, foi two reasons: it is based on ANPH, the least precise 01 DNA hybridization distance measures (Bleiweiss ant Kirsch 19933) ; and two of the labels employed were extremely compressed, yielding distances-particularly to the outgroup-that are much shorter than the table. wide average ingroup-to-outgroup distance, even after symmetrization.
Thus, systematic (i.e., label compres sion), as well as random, experimental error is unusually high; some rate variation is probably present as well Therefore, if our estimation method works with this datz set, it is likely to perform well with most DNA hybrid. ization matrices.
Given that some data really are lacking in this lt X 16 matrix, we cannot confirm our results by recursive comparisons with "true" values, as in the simulations Instead, we take the following tack: first, the complete ( 10 X 10) portion of the 16-square table is used to derive a tree; second, two taxa, for which only hemilacunaq cells are missing, are added, and again a tree is con strutted from the 12 X 12 matrix; third, the holo-a! well as additional hemilacunary cells resulting from ad, dition of four more species are estimated, and the entin Estimating Phylogenies 273 16 X 16 table is used to generate the final tree. The result of this sequence of additions is largely to subdivide branches of the phylogeny. Jackknife (Lapointe et al. 1994 ) and bootstrap (Krajewski and Dickerman 1990) analyses were used at each step of this sequence to evaluate the stability and robustness of the results.
In the second example, we show that the complete portion ( 10 X 10) of the first matrix can be combined with a second ( 11 X 11) table (data in Kirsch et al. 1995 ) , also based on ANPHs, which provides additional resolution within the opossum lineage documented in the ordinal-level trees; the two matrices share only four labels which were hybridized with all 17 species. This exercise represents a common experimental sequence where a broad-scale analysis identifies clusters which are then investigated in more detail: the first matrix, when combined with the lower-level one, provides an array of outgroups for an ingroup study. It is a simple design where the two matrices overlap, so that cell values are missing in the lower-left and upper-right quadrats (table 6, below).
Results
Ultrametric Data
The results of the simulations evaluating the effects of rate variation, label compression, and random experimental error are summarized in figure 3 , for different levels of missing values. The control experiment is presented first, for comparison purposes. Then, we report on single-effect experiments where the different sources of noise (i.e., R, C, E) are added independently to assess their relative effect. Finally, the following simulations illustrate the cumulative effect of the three sorts of noise, taken in pairs (i.e., R+C, R+E, C+E) or all three at once (i.e., R+C+E).
In the control experiment, random deletions are applied to the untransformed matrix (table 1) . The simulation results ( fig. 3 ; Noiseless) show that the original ultrametric distances-which uniquely correspond to path-length distances-can be perfectly recovered (r = 1 .OO) for up to 30% of missing (hemi-and hololacunary ) cells, and with very high correlation for higher levels (i.e., 40% and more). Similarly, it is shown that topological recovery is optimal for most lacunose matrices generated: 90 of the 120 derived trees recovered the correct topology. The consensus trees confirm these results. The branching pattern of the majority-rule tree and path lengths of the average consensus are perfectly recovered, for up to 40% of estimated cells. At higher levels (i.e., 50% and 60%), the distances between taxa 1 and 2 and between 7 and 8 are incorrectly estimated, however.
In the first of the single-effect experiments, rate variation was added to terminal branch lengths, to see whether this would affect the recovery indices. It is shown ( fig. 3 ; R) that metric recovery (for original and pathlength distances) holds up to the same value (Y = 0.99) until the 40% level, then drops slightly. Topological recovery, on the other hand, steadily declines as more cells are deleted from the matrix; perfect recovery is obtained up to 10%; one topological difference is then observed up to 40%, two for 50%, and three for 60% of missing cells. The average consensus depicts the correct topology, up to 40%, but shows an incorrect branching order for taxa 1, 2, 7, and 8, for 50% and 60% of missing values. The majority-rule tree collapses earlier (i.e., at the 40% level) with respect to the positions of taxa 1 and 2.
The second experiment evaluates the compression effect by creating asymmetric matrices with added systematic bias, and correcting them with the symmetrization procedure. Interestingly, the results obtained in that single-effect experiment ( fig. 3 ; C) illustrate that metric recovery is almost as high as in the control experiment. A maximal value (Y = 1 .OO) is obtained for both correlations, up to 30%. Then recovery steadily declines as more cells are missing and drops at the 60% level below the values obtained in the R and E experiments. The partition metric follows a similar pattern, with perfect recovery up to 40%. As depicted by the average consensus, the structure of the tree starts to collapse at 40% but gets worse as more cells are deleted from the matrix. At the 60% level, the only groups included in the majority-rule tree are those supported by long branches.
In the last of the single-effect experiments, random error was added to the matrix to introduce asymmetry. As shown by the results of these simulations ( fig. 3 ; E), this single source of noise has, by far, the most important effect on recovery values. The correlations obtained between original and estimated distances (or path lengths) are smaller than for the other single-effect experiments, except at the 50% and 60% levels. Topological recovery shows even more discrepancies.
Random error could lead to an incorrect tree, even with a complete matrix (i.e., 0%). In fact, for only 4 of the 140 matrices generated was the correct topology recovered. Looking at consensus trees illustrates that the weaker points of the tree are located at short internodes. These branches are collapsed first in the majority-rule consensus but are recovered by the average consensus, up to the 30% level. At the 60% level, the only groups included in the majority-rule consensus (i.e., { 3, 4 } and { 1, 2, 3, 4, 5 } ) are the ones supported by branches longer than 0.5.
The first of the paired-effect experiments considers the additive effect of rate variation and compression on table 1 , for different sources of added noise anI varying percentages of missing cells. For each experiment, the average consensus of every set of 20 replicates is presented. In these trees, heav branches are also supported by the majority-rule consensus. Under each tree are metric and topological recovery values; they represent averag correlations between the original and estimated distances (/irst fine), average correlations between path-length distances in the "real" ant estimated trees (sc~nd lint), and median partition metric values comparing topologies of the "real" and estimated trees (third line). In parenthese are the standard deviations of correlation values and the range of the partition metric values, computed over each set of 20 replicates. Th "Noiseless" experiment is the control case referring to untransformed data. Experiments with added rate variation (R), label compression (C random experimental error (E), and combinations of the different types of noise-in pairs (R+C, R+E, C+E) or all at once (R+C+E)-ar also presented. 0% refers to complete data (no missing cells), whereas 10%-60' S are actual percentages of missing cells (hemi-and hololacunar values) in the generated matrices. recovery. It combines two sources of noise and therefore exhibits worse results ( fig. 3 ; R+C) than either of the individual effects. The correlation values obtained are slightly higher here than for the two other combined pairs (i.e., R+E and C+E) but less than for the corresponding singleeffect experiments (i.e., R and C). Topological recovery is quite high as well: the partition metric is optimal for up to 10% of missing cells and depicts only one topological discrepancy up to the 40% level. Of the 140 matrices generated, 50 return the correct topology, as shown by the majority-rule consensus, which holds for up to 30% of missing cells. The average consensus does even better, up to the 50% level, but then errs with respect to the position of taxa 1, 2, 6, 7, and 8.
The second experiment evaluating the paired effec of two sources of noise combines rate variation wit1 random experimental error. The results of these simu lations ( fig. 3 ; R+E) are similar to those in which ran dom experimental error is combined with labe compression (i.e., C+E). Metric recovery values are ver stable in this experiment; whereas correlations are worst than for R+C at relatively low levels (i.e., up to 30%) they are better for more than 50% of missing cells. To pological recovery levels are comparable to those ob tained for random error alone (i.e., E); only 5 of the 140 trees generated recovered the correct topology, even for a complete matrix. The consensus trees do not perform any better. The average tree collapses at the 20% level, while the majority-rule tree falls apart at the 0% mark. Again, the shorter branches are the first ones to collapse, destroying the entire structure of the tree as more cells are deleted.
The last of the paired-effect experiments adds compression and random error to the data. As expected from the results of single-effect experiments, the worst recovery values are obtained in this case ( fig.  3; C+E) . The correlation values start on par with the R+E experiment, steadily declining as more cells are deleted. However, both indices of metric recovery take a huge drop at the 60% level, falling behind all other experiments (including R+C+E). As in the simulations where experimental error is combined with rate variation (i.e., R+E), topological recovery is not good here. Indeed, only 6 of the 140 trees generated recovered the correct topology. The majority-rule and average-consensus trees confirm that problem. Neither of these consensus methods recovered the correct tree, even with complete data. Short branches, again, collapse early.
The combination of all sources of noise evaluates the joint effect of rate variation, label compression, and random experimental error. As before, the results ( fig.  3 ; R+C+E) again reflect the major influence of random experimental error, but they are not worse than the pairwise experiments R+E and C+E. The metric recovery values are somewhat smaller than for the paired-effect experiments, but the topological recovery values are similar to those obtained in R+E and C+E. The consensus trees illustrate the same poor resolution as in other experiments involving random experimental error-that is, that short branches are not always recovered when random error is added to the matrix. These branches collapse and affect the topology of the entire tree as more cells are deleted. 
DNA Hybridization Data
Assuming that our experiments with transformed ultrametric distances are representative of real data, we expected to get similar results with DNA hybridization matrices, which are naturally subject to noise, when cells were deleted and estimated. We present in detail only the experiments involving the opossum matrix (table  2) , because it has the same size ( 11 X 11) as the ultrametric one (table 1) used in the first simulation series. Figure 4 distinguishes among experiments involving hemilacunary cells only, hololacunary cells only, and a combination of both types of missing data. The results of the experiments based on all hybridization matrices used in these simulations are summarized in figure 5 . The first series of experiments ( fig. 4 ; Hemis), looking at varying percentages of hemilacunary values on metric and topological recovery, evaluates the ef ciency of the symmetrization and reflection procedure It shows that the correlations between estimated al original distances are very high, even with 60% of t cells reflected. Similarly, correlations among path-leng matrices representing the original and estimated tre are also high-even higher than those between origir distances and estimated distances. Topological recove is almost perfect as well; the median recovery valu illustrate perfect agreement between topologies of t estimated trees and the "real" tree (i.e., that based t the complete matrix; fig. 2 ). Of the 120 trees reco strutted, 105 recovered the correct topology, and t remaining 15 differed on the position of only one cla (i.e., Lestodelphys + Thylamys). As illustrated in t consensus trees, the correct answer holds for up to 6C of reflected cells, for both the average and majority-rule procedures.
The second series of simulations ( fig. 4 ; Holos) evaluates the effect of varying percentages of hololacunary cells, estimated by the ultrametric rule, on metric and topological recovery. We observe worse results in this case, not only because hololacunary values are more difficult to estimate but also because twice as many cells are missing when simulating hololacunary values than when generating matrices with hemilacunary distances. The correlation values between distance matrices are high for up to 30% of missing cells, but correlations decrease rapidly as more cells are deleted. The same relation is obtained for path-length distance correlations, but with somewhat larger values than for distance comparisons. The major difference between hemi-and hololacunary experiments is in topological recovery. Only 27 trees recovered the correct topology in this series of simulations, compared to the 105 correct trees obtained in the hemilacunary experiment. The topological recovery values illustrate that with more than 10% of hololacunary cells, the (apparently) correct branching order of the tree is seldom recovered. As the percentage of missing data increases, the number of topological differences between the estimated trees and the real tree gets larger, reaching a maximum value of 16 (i.e., 8 topological discrepancies) for some trees in which 60% of the cells were estimated. The majority-rule consensus reflecting the agreement among topologies of the 20 replicate trees of each experiment starts to fall apart at the 30% level, and it is completely collapsed with 60% of hololacunary values. The average consensus does a little better and holds for up to 40% of missing data.
The third and final set of simulations ( fig. 4 ; Hemis + Holos) combined hemi-and hololacunary cells to evaluate their joint effects. Obviously, because the two types of lacunary values are considered at the same time, the results are intermediate between hemi-and hololacunary experiments.
Indeed, the metric recovery values are almost as good as in the experiments with hemilacunary distances only. The same can be said about pathlength correlations, which parallel the results of distance correlations.
Moreover, topological recovery of the estimated trees holds for up to 30% of missing cells (hemilacunary values alone held for up to 60%, whereas hololacunaries held for up to only lo%, of missing cells). In comparison with the R+C+E experiment on ultrametric data, the results of the opossum matrix are slightly better, even though both series of simulations involved hemi-and hololacunary cells. Metric recovery values proved to be somewhat larger for real DNA hybridization distances than for simulated data with noise added (fig.  3) . Topological recovery values are much worse for the R+C+E experiment.
Only five of the trees with missing data recovered the correct topology in the ultrametric case, whereas 6 1 trees returned the correct topology for the DNA hybridization data. As we have seen, this result is a consequence of short branches in the ultrametric data, which are more likely to be affected by random experimental error. Indeed, there.is only one internode shorter than 0.5 in the opossum tree ( fig. 2) , and it is the only one that collapses in the average consensus, for 60% of missing cells. In the majority-rule consensus, two branches (the two shortest) collapse at the 50% level. In comparison, the ultrametric tree ( fig. 1 ) bears four very short branches (i.e., less than 0.2), which always collapse when noise is added to the matrix, even for complete data.
A look at figure 5 confirms that the recovery values obtained from the opossum matrix are not atypical. It also shows that the results of the R+C+E experiment based on ultrametric distances ( fig. 3 ) fall within the range of variation observed for real data matrices (fig  4) . Some data sets do better, while some do worse However, generally speaking, the more cells missing, tht lower the recovery values; and the more hololacunaq cells, the relatively lower the recovery values. Never-the, less, more missing values does not always imply lowel recovery values; the results based on high levels of la, cunary cells are also more variable. Indeed, the corre, lation calculated between the average recovery value! and their standard deviation (based on each set of 2( replicates) is -0.954 for DNA hybridization matrice! and -0.540 for path-length distance comparisons.
Thf correlation between the median and range statistics o the standardized partition-metric values (based on eacl set of 20 replicates) is -0.754. This means that low level: of missing data-corresponding also to high recovery values-are associated with more stable results, on the average. To the contrary, with a high percentage of la. cunary cells, anything goes: in some cases (e.g., n = 15 ) the original and path-length distances ( fig. 5A , B) arc well recovered with 60% of missing cells, while other matrices (e.g., n = 13 ) fall apart at earlier levels. Simi larly, topological recovery values ( fig. 5C ) are mart variable when there are more missing cells in the matrix There is no clear relation between recovery values ant matrix size, however. The effect of short branches seem: more likely to affect these results. For example, the bar matrix ( n = 15 ), showing the worst topological recovery values, is also the tree with the largest number of shon internodes ( i.e., five branches shorter than 0.2). The hum. mingbird matrix (n = 9), with relatively longer branche: (i.e., no branches shorter than 0.2), gives better results and seems less affected by low levels of missing data. Figure 6A , B, and C depicts relationships among the 10, 12, and 16 marsupial taxa (see table 5 ). In the first tree ( fig. 6A) (Lapointe et al. 1994) . When two more taxa are added ( fig. 6 B) , and 12 hemilacunary cells are reflected, Caenolestes moves to a position next to the four opossums (i.e., Caluromys, Monodelphis, Metachirus, and Didelphis), while the two bandicoots (Echymipera and Isoodon, the latter being one of the two added taxa) are excluded from either of the twc major marsupial clades; bootstrap percentages for these two associations are higher than that uniting the bandicoot and Caenolestes in the earlier ( lo-species) tree eight hololacunary pairs are added, the topology does not change with respect to common taxa ( fig. 6C) Eighty-four hololacunary values were estimated prior to tree reconstruction for the sutured-matrix example (table 7) . However, no hololacunary values occur between closely related taxa (i.e., missing cells always represent interordinal distances).
Applications
The resulting tree is shown in figure 7 ; once again, we effected internal validation by jackknifing and bootstrapping, and the appropriate indications of support are shown. In nearly all respects, relationships are as indicated in the separate studies ( Kirsch et al. 199 1, 1995 Kirsch et al. (1991 Kirsch et al. ( , 1995 . Columns are labels, identified by the first three letters of the genus names (given in rows). R/C ratios at the bottom of columns are multipliers used for effecting symmetrization by the method of Sarich and Cronin (1976 Echymipera, which were associated with poor support in fig. 6A ), while the greater detail among opossums matches that shown in the tree ( fig. 2 ) based on ATmode values, except for a dichotomy that places the ThylamysLestodelphys group between Caluromys and the other opossums. In this respect it also differs from the ANPH tree in Kirsch et al. ( 1995) based only on the 11 opossums, where Thylamys-Lestodelphys pair with { Didelphis i-Philander + Lutreolina i-Chironectes + Metachirus} ; however, the resolution shown in Kirsch et al. ( 1995) is again based on a very short, and not wellsupported, internode, and those authors concluded that the basal dichotomies among opossums other than Caluromys should be considered unresolved.
Discussion Limitations
We undertook the present study primarily to determine how many comparisons could be omitted from a DNA hybridization study and still recover phylogenetic reliably. This determination is of some practical interest: compared to other molecular-systematic techniques, DNA hybridization (like comparative serology) requires rather large amounts of material. Because the number of hybrids rises as the square of the number of taxa included, most complete DNA hybridization studies have been limited to rather few (less than 20) species. Given the experimental error inherent in any laboratory method, some degree of replication is also necessary, multiplying the already large burden imposed by the apparent need to generate n2 comparisons.
In previous papers Kirsch 1993a, 1993b) , we have confirmed earlier estimates (Krajewski 1989; Sibley and Ahlquist 1990; Werman et al. 1990 ) that four to five replicate measurements are sufficient to capture the range of random experimental error; here we were concerned with whether something less than n2 (or even n[ n -1 ] / 2) interspecies comparisons would be sufficient. If so, this would allow for inclusion of a greater number of species in a project. While it is true that distance algorithms require at least one measurement between each pair of taxa to construct a tree, as Lanyon ( 1992 ) observed in his critique of Sibley and Ahlquist's work, rigorous means of estimating missing distances to provide such a minimal number do exist, and we have applied one of these (De Soete 1984) here.
Yet, the two caveats resulting from these simulations and experiments create new dilemmas for DNA hybridizers or comparative serologists. The first and more important one is that very short internodes can present a real problem in the face of random experimental error, even for complete data. The indifferent topological recovery values in some simulation experiments do not result from failures of the estimation method but from shortcomings of the original data. As a matter of fact, our estimation procedure recovers distances that usually fall within the range of variation among replicates, for each cell; it is thus analogous to bootstrap resampling, in that it represents results no worse than would be obtained by redoing the hybridization tests. Indeed, nodes that proved unstable under estimation are exactly the ones identified as vulnerable to bootstrapping or jackknifing in the original papers. Thus, the single unstable node in the didelphid tree ( fig.  2) was also that about which Kirsch et al. ( 1995) expressed reservation, and it is the shortest segment in their tree. In contrast, all nodes in the hummingbird tree (n = 9) were completely supported by jackknifing and bootstrapping of the complete matrix , and by our deletion-and-estimation tests for up to 30% of missing cells. There is a sense in which, with respect to very short internodes, even "complete" data are misleading, as they constitute very uncertain estimates of true distances. Much of the criticism of DNA hybridization has failed to take into account experimental error ( DeBenedictis, unpublished), in dismissing both distance data per se and the trees resulting from particular studies.
The second reservation-formally, that recovery of the correct relationship of terminal sister groups depends on the availability of at least one distance between (or among) them-emerged from our application of De Soete's ( 1984) estimation procedure for hololacunaries, and in retrospect it is no less obvious (see Swofford and Olsen 1990) : it is clearly exemplified by combining matrices. If sutured matrices include some closely related (i.e., terminal) sister taxa that were not compared in either of the original studies, the probability that this problem occurs is increased. On the other hand, if rather distinct clades are combined, or if one matrix represents a more detailed study of a group forming a clade in the other (as would often be the case), then hololacunaries will involve distantly related taxa, providing information about basal relationships instead of terminal pairs. The estimation method should then provide good results. However, if overlapping clades are combined, it is no simple task to make sure that no terminal sister pairs are involved, because there is often no way to tell a priori if a missing cell represents a distance between such taxa. Therefore, we recommend checking the position of the taxa between which the distances were estimated a pos-zation among the "new" and "old" labeled taxa, it will again generate some hololacunaries (see fig. 8 F) . Finally, sutured matrices (see table 7) are another case of experimental designs involving hololacunary cells ( fig. 8 F) . The number of hololacunary cells to estimate in that case will be function of the overlap between the matrices. The more taxa in common, the fewer cells to fill in the sutured matrix. As we have shown in our second application above, the likely design where some common taxa have been compared with all others in two overlapping matrices works very well, especially if the A values are based on the same index. Similarly, when different extracts of the common taxa were used as labels in different runs, one may simply compute average A values for the intersection of the two matrices. When different indices are used, it is not recommended to join matrices, even though it is possible to compute among-runs regressions to estimate the A values of the intersection ( Dickerman 199 1).
Conclusion
Lacunose matrices can indeed provide the bases for generating reliable phylogenetic trees, although the estimation procedures needed to fill them inherit the inescapable limitations of experimental data, as well as the considerable virtues of distances. Moreover, leastsquares algorithms are themselves heuristic and are not guaranteed to recover the true (or even best-fit) topology. However, we wish to make it clear that we are not recommending abdication of the responsibility to produce the most complete data sets possible but only that incomplete tables should not be considered intractable to phylogenetic analysis and that the information contained in lacunose matrices is greater than heretofore realized. Indeed, we regard as the most interesting result of our study that distance matrices can be successfully sutured; in this sense hybridization data are as cumulative as character data. Nevertheless, the quest for a reliable means of placing confidence limits on topologies continues (Krajewski and Dickerman 1990; Lapointe et al. 1994 ), but it is no less an unfulfilled search as regards complete matrices than for lacunose ones, and as urgent a problem for character-based as for distance techniques.
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