Change in Idiosyncratic
The FlexRay consortium is coming together in response to changing industry needs. Future automotive applications demand high-speed bus systems that are both deterministic and fault-tolerant, capable of supporting distributed control systems. FlexRay technology is designed to meet these requirements, complementing major in-vehicle networking standards CAN, LIN, and MOST.
Appendix C The BEGLS Estimator
The OLS estimator of equation (3) assumes that the covariance matrix of the error term is an identity matrix times a constant, σ 2 I, so that there is no covariance between observations. However, we believe that the covariance matrix does have covariance between observations, both within firms and within events. Thus, we believe the covariance matrix is σ 2 Ψ, where Ψ has some nonzero elements off the diagonal. To understand the consequences of this, we rewrite equation (3) as y = Xβ + e. Here, X is a matrix of all the independent variables and control variables, y is a vector of the dependent variable, β is a vector of the coefficients to be estimated and e is a vector of error terms with the covariance matrix σ 2 Ψ. If this is true, then the generalized least squares estimator of the parameters, β GLS = (X`Ψ -1 X) -1 X`Ψ -1 y, is more efficient than the OLS estimator, β OLS = (X`X) -1 X`y (Judge et al. 1988 ).
β GLS and β OLS are both unbiased so that the expected value of the estimate equals the true value of the parameter being estimated. But the variance of β GLS is less than the variance of β OLS . This means that if many samples are taken and β is estimated many times, overall the GLS estimates will be closer than the OLS estimates. However, this requires that we use the true value of Ψ, which in practice we do not know, thus we must estimate it.
We postulate that there is covariance within standard setting events and that there is covariance within firms. To make this concrete, take a sample of size six, where the first standard (1) 
There are two different types of terms here. The first is those like φ m,s,1 , which is the covariance between Microsoft (m) and Sun (s) for the first standard (1). The second is those like φ i,i,2,1 , which is the covariance between IBM (i) in standard two (3) and IBM (i) in standard one (1). Note that the covariances are symmetrical across the diagonal. There is no a priori reason to believe that the covariances within an announcement are the same. It is easy to imagine, for example, that the fortunes of Sun and Microsoft might have negative covariance while the fortune of IBM and Microsoft have positive covariance for a particular standard, like a Java standard. Similarly, there is no particular reason to believe that the covariance between a particular firm in two different standards is the same as the covariance between that firm in some other pair of standards. For example, the covariance between IBM in two software standards might be different than the covariance between IBM in a hardware and a software standard.
In general, Ψ is unknown and must be estimated. Using an estimated value of Ψ leads to the estimated generalized least squares (EGLS) estimator. For our specification, we have more elements of Ψ than we have data points. In the example above, we have seven φ's and only six events from which to estimate them. This rules out maximum likelihood methods. However, we do have another option. Because the OLS estimates are unbiased, they provide an unbiased estimate of the error vector, e. Thus, ee` provides an unbiased estimated σ 2 Ψ. More to the point, e r e c provides an unbiased estimate of φ r,c , where r and c denote the row and column respectively. Thus, in the example above an unbiased estimate of φ m,s,1 is e 2 e 1 because φ m,s,1 is the element in the second row, and first column.
Therefore, to construct the estimate of σ 2 Ψ, we first use OLS to estimate equation (3), then construct a matrix which has the value e r e c in every place where the row and column have the same standard setting event or the same firm (and along the diagonal). Thus, the estimate, V, from our example would be There are a few points to notice. Obviously, e r e c = e c e r . The σ 2 has been removed because the GLS estimator is invariant to multiplication by a constant and e r e c is actually an estimate of the (r,c) element of σ 2 Ψ not of Ψ. Finally, rather than assuming a constant variance, we allow for the possibility of heteroskedasticity. In fact, the diagonal is the well known White's heterskedastictic consistent covariance matrix (White 1980 ). The consequence of using an estimate of σ 2 Ψ rather than the true σ 2 Ψ is that the finite sample properties are unknown. That is to say, that as the number of firms in each standard setting event increases to infinity and the number of times a firm appears increases to infinity, the EGLS estimates converge to the GLS estimates. On the other hand, in this sample we have some very small standard setting events (i.e. few firms or one firm) and many firms appear only a few (or one) times. There is nothing to be done, but we want to make clear that the finite sample properties of this estimator are unknown. Now we run into the tricky part. To follow the rules of probability, σ 2 Ψ must be positive definite. If it is not then it implies that more than 100% of the variance in one observation is explained. However, there is nothing to guarantee that an estimate of σ 2 Ψ will be positive definite (Swamy 1970) . In fact, it is fairly common for estimates of a covariance matrix to be nonpositive definite. More to the point, in our sample we find that our estimate of σ 2 Ψ is not positive definite.
To overcome this, we use a procedure called bending (Hayes and Hill 1981) . Bending uses an iterative procedure to insure that the covariance matrix is positive definite. The steps are as follows (Jorjani et al. 2003 ):
