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Abstract 
The current trend in system of systems design is to explore larger and more diverse alternative spaces earlier in the design 
process. However, the ability to do so is constrained by the efficiency of the models used during the process. Previous research 
has suggested that aggregation function based models for calculating the overall performance of a system of systems concept can 
be a very effective way to explore such alternative spaces efficiently. However, such modeling frameworks require the creation 
of the aggregation functions and as of yet no method or framework has been proposed for choosing the functions that properly 
model anything but the simplest system of systems. This research surveys existing aggregation methods from the perspective of 
system of systems modeling, and attempts to find families of aggregation functions that are well suited for modeling relevant 
types of alternatives and metrics. The goal is ultimately to populate an aggregation based modeling framework with the correct 
aggregation functions given all the desired alternative types and metrics of performance. This paper takes the first steps in 
developing the framework by identifying candidate functions and methods which may be appropriate for an aggregation-based 
approach.  
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1. Introduction 
There is a push in the military system design community to design systems of systems (SoS). The idea is that 
with the increasing ability of systems to interact with each other, they are no longer disjoint entities performing 
separate tasks, but rather they are pieces of a whole all working together to provide a unique capability. As such, 
these interactions must be taken into account during the design process, so that the final product will actually fit into 
the framework the way it is intended. Architectures are generally used as a method for describing the makeup of a 
Available online at www.sciencedirect.com
 2013 The Authors. Published by Elsevier B.V.
Selection and/or peer-review under responsibility of Georgia Institute of Technology
Open access under CC BY-NC-ND license.
Open access under CC BY-NC-ND license.
237 David Warshawsky and Dimitri Mavris /  Procedia Computer Science  16 ( 2013 )  236 – 244 
system of systems, but they are often developed at a high-level and therefore lacking in information pertaining to the 
performance of the system of systems. To improve architecture descriptions there is a desire within the system of 
systems design community to develop executable architectures, which are architectures that are backed by computer 
simulations that compute the performance metrics of the described system of systems in an automated or semi-
automated fashion. The challenge is that the sheer number of alternatives available in a system of systems design 
space is so large that it is impossible for a conventional model to handle them all. Section 3 describes the Rapid 
Architecture Alternative Modeling framework, which is a modeling framework that claims to be able to handle 
millions of diverse and discrete architectural alternatives with ease. However, RAAM requires the analyst to choose 
aggregation functions in order to develop the final computational model but does not provide sufficient guidelines 
for developing these functions. Without proper choice of the aggregation functions RAAM is not well suited for real 
design problems. Section 4 goes into detail on aggregation functions and the challenges of choosing functions that 
are well suited for modeling system of systems. Section 5 surveys other methods that have been developed to model 
system of systems that may be adaptable for the purpose of generating aggregation functions.  
2. Motivation 
The DoD in its Systems Engineering Guide for System of Systems defines a system of systems A set or 
arrangement of systems that results when independent and useful systems are integrated into a larger system that 
delivers unique capabilities 1]. 
combination of new, old, and off-the-shelf systems that were not necessarily designed to fit together. This makes the 
job of the system of systems engineer extremely difficult.  
The Architecture-Based Technology Evaluation and Capability Tradeoff Method (ARCHITECT) proposes a 
method for designing system of systems [2]. The premise of the methodology is to use architectures to describe the 
system of systems and generate an architectural alternative space from it. The alternatives are subsequently 
evaluated in order to generate data from which a decision can be made. It is the alternative generation and 
evaluation steps that are most relevant to this survey 
Generating system of systems alternatives is no simple task. It is a combinatorial problem where even the 
simplest system of systems with a handful of systems performing a handful of tasks can result in billions of 
alternatives. Expand that to real world system of systems and the number of alternatives quickly approaches an 
unfathomable number. Evaluating all the alternatives to an appropriate level of detail quickly becomes costly, time 
consuming and approaches impossible. Conventional evaluation techniques attempt to reduce this cost by relying on 
computer simulations to generate performance estimates. However, conventional modeling methods, such as agent 
based models and discrete event simulations, are generally too slow and too limited in scope to effectively handle 
full system of systems alternative space, due to the level of detail required in constructing them.   
Iacobucci [3] proposes a framework that is designed to handle large system of systems alternatives spaces. The 
tradeoff for increasing the generality of the model, to handle the whole design space, is that it ignores many of the 
details that help define a unique system of systems. This has its advantages in that such a model is necessarily 
intended to be used during the conceptual phase of design in the pre-systems acquisition phase, as defined by the 
DoD [4], which happens before technology development and before details required for more conventional models 
are available. The Rapid Architecture Alternative Modeling (RAAM) method provides the capability to evaluate 
large architectural alternative spaces in a reasonable amount of time, and to a level of fidelity appropriate for 
conceptual phase decision making. The backbone of the RAAM computational model is based on aggregation 
functions that combine subtask scores to obtain higher level task scores, and continuing on until one overall score 
remains. The problem is that the methodology provides no criteria by which to create the aggregation functions.  
Whether or not RAAM is an ideal method for modeling system of system architectures is yet to be seen. 
However, one can assume that aggregation functions in general promise to be a good approach to model systems of 
systems before many of the details become available. In contrast to conventional modeling methods, such as agent 
based modeling where every time step is considered or discrete event modeling where only the relevant time steps 
are consider, aggregation functions sum up the entire system of systems based on the performance of the individual 
systems. While this means that such a model cannot handle time series data, it does reduce the number of function 
calls and subsequently the model run time by several orders of magnitude, thereby increasing the number of 
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alternatives that can be effectively evaluated during the conceptual design phase. Therefore, it is the purpose of this 
survey to explore the use of aggregation functions for system of systems modeling so that a model such as RAAM 
can be used to provide reliable data.   
3. Rapid Architecture Alternative Modeling (RAAM) [3] 
The purpose of this section is to give a brief description of the RAAM methodology and show how it uses 
aggregation functions to model system of systems performance.  
3.1. Determine required derived capabilities 
The first step in the RAAM methodology is to define the derived capabilities. 
capabilities that the system of systems architecture portfolio will be  [3]. For example, in 
a Suppression of Enemy Air Defenses (SEAD) mission the derived capability is to perform SEAD. Additionally, 
this step includes defining the metrics that will be used to evaluate performance.  
3.2. Create capability hierarchy 
A capability hierarchy is a way of describing an architecture by listing the tasks that are required to achieve the 
specified capability. This is done by starting at the highest level of task; 
root of the SEAD hierarchical tree. Each task can be decomposed to a group of subordinate tasks that are required to 
complete the higher level task. This process of decomposition continues until an appropriate level of detail is 
reached. RAAM diverges here from conventional methods by including all the alternatives in the hierarchy. At each 
level of decomposition the analyst can define multiple alternative sets of subtasks for a given task allowing the 
hierarchy to branch. During runtime, all the possible paths down the tree are explored. Therefore the RAAM 
capability hierarchy is in fact a complete description of the entire design space. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
        Fig. 1: sample RAAM capability hierarchy [3] 
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3.3. Define candidate systems 
RAAM essentially treats the systems as subtasks of the lowest level tasks. What this means is that the candidate 
systems are added to the capability hierarchy at the lowest level, subordinate to the tasks which they are intended to 
accomplish. Each system is then represented by a metric score of how well it performed that task. The advantage of 
this is that it allows system assignment alternatives to be treated the same way as task alternatives, thereby making 
the model more run more efficiently.  
3.4. Define system of systems computer model 
This step is where the analyst must define how the model computes the overall metric scores. As mentioned 
earlier the model is only given the performance scores of the individual systems performing tasks. However, in 
order to draw any conclusions about the effectiveness of a particular alternative a single metric value must be 
calculated that represents the performance of the architecture as a whole. This is done by aggregating the system 
performance scores one step at a time. The analyst defines aggregation and transformation functions for each task 
that defines how to combine the scores of its subtasks. In doing so the entire hierarchy gets rolled up into a single 
value. It is creating the aggregation functions that is difficult, in that each task will have a unique function that acts 
as a model of how it is performed. Additionally a unique computational model must be defined for each metric, 
thereby increasing the total number of functions that must be created by the analyst.  
RAAM does include five aggregation and transformation methods that can be used. They are: 
 Threshold 
 Weak threshold 
 Weakest link 
 Goals  
 Ranking 
The threshold method returns zero if any of the subtask scores are below a certain level, which means the task 
fails if any of the subtasks fail. If none of the subtasks fails, then the result is obtained using a linear weighted sum 
of the form  
 
 
(1) 
 
 
where A is the aggregated score, W is the weighting vector, and S is the vector of sub-scores to be aggregated.  The 
weak threshold method is similar to the threshold method except it does not fail entirely when one subtask is zero. 
Rather, any subtask that is below the threshold is set to zero and a linear weighted sum is used in all cases. The 
weakest link method is similar to the other methods with how it handles poorly performing subtasks, except instead 
of a linear weighted sum it uses the minimum function. This represents that the overall performance is limited by the 
poorest performing system. The maximum function can also be, and can simulate the total time spent to complete 
parallel tasks. The goals method transforms the subtask scores based on whether or not they achieved a specified 
value or not. If the score is less than the goal value than it gets set to zero. The aggregated score is determined by a 
linear weighted sum. This is useful for modeling the fractional contributions of subtasks, and the only consideration 
is whether they met their goal or not. The last method also uses the linear weighted sum to aggregate the subtask 
scores, except it performs the calculation on the ranking of the scores and not their actual values. This is useful 
when assessing qualitative subtask scores.  
It can be noted that despite claiming to have five aggregation methods RAAM only provides two; linear weighted 
sum and min/max. This is rather limited and does not cover the full range of possible aggregation methods. 
Furthermore, RAAM does not currently provide adequate guidance on how these functions map to actual SoS 
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measures of effectiveness, which will be required to make RAAM an adoptable framework for modeling SoS in 
general.   
 
The last two steps of the RAAM methodology relate to the analysis of data obtained from the model and are not 
of interest to this survey.   
 
3.5. SEAD example problem 
A Suppression of Enemy Air Defenses (SEAD) architecture was used as a proof of concept for the RAAM 
methodology.  The following architecture was used as a baseline for running the simulation.   
 
Fig 2. The SEAD example task hierarchy with possible systems [7] 
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The task hi n dashed boxes, 
ontrol as the primary subtasks.  Next, everything in the dashed box is a subtask of that task.  
The effects of the order of the tasks, as well as the effects of collaboration between multiple systems or one system 
performing multiple tasks, is all handled by the aggregation function.  Therefore, 
that can perform that task.  Lastly, the aggregation functions that are applied as follows: 
 
 Probability of success  simple product 
 Complexity  the aggregation function used differs for each subtask.  For the main task a simple product, for 
detect a simple sum, for correlate and track the max function, for target assignment the min function, and for 
weapon control a simple sum is used.   
 Time to completion  simple sum 
 Maintainability  minimum. 
The RAAM literature provides very little support for why these are the correct aggregation functions.  In fact, 
except for complexity, none of them take into account how the tasks are broken down into subtasks, making the 
choice of systems the only relevant factor.  However, without data with which to fit more descriptive aggregation 
functions to, these simplistic aggregation functions are all that is available within the current RAAM methodology.  
The aggregation functions are assumed to help model the effects of interactions between systems, among other 
things. However, the only way to account for these effects with the current methodology is to calibrate RAAM using 
a higher fidelity model. Higher fidelity models are not available early enough in the design process, so in order to 
use RAAM where the system of systems performance is not simply the sum of the parts, the analyst must build 
aggregation functions from scratch.  
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4. Aggregation functions 
An aggregation function is a function with multiple arguments that always returns a single value. Aggregation 
functions are commonly used for multi-attribute decision making, group decision making, fuzzy set combinations, 
and other types of problems that involve combining multiple pieces of information. It follows that one could 
conceivably use aggregation functions to model a system, where the input vector is aggregated to return a metric 
score. The main families of aggregation functions are: [5] 
 
 Min and Max  as mentioned earlier these basic functions are best used to model heavily non-linear interactions 
 Means  this is a family of averaging functions where the result is in between the min and the max. Weighted 
means use a weighting vector to balance the impact of individual factors differently.  
 Ordered weighted averages  a much more flexible averaging function which sorts the input vector before 
performing a weighted mean. The result is that these functions have the min and max functions as special cases. 
 Choquet and Sugeno integrals  this family of functions uses fuzzy measures. While going into extensive detail 
about fuzzy measures is beyond the scope of this survey, it is sufficient to say that fuzzy measures are useful for 
modeling interactions between input variable, which is likely very relevant for modeling systems of systems. 
 Conjunctive functions  any aggregation function whose result is always less than the min is conjunctive. 
Therefore, like the Min function, these functions are best suited to modeling systems with no compensation for 
poor performance.  
 Disjunctive functions  the opposite of conjunctive, disjunctive functions are best used for system with complete 
compensation. 
 Mixed aggregation functions  functions with changing behavior over different parts of the input domain. For 
example, a function modeling a system where too many failed subsystems means catastrophic failure 
(conjunctive behavior), but is fairly forgiving of a few failures resulting in more average performance (averaging 
behavior), would be a mixed aggregation function.  
 
Also of note is that combinations of aggregation functions will behave differently, but are still aggregation 
functions, and are therefore also likely useful for modeling systems of systems.  
These families of functions cover the basic properties of most aggregation functions. The advantages are that 
they are simple to implement, but still describe some of the basic attributes of the system. The biggest problem is 
correctly choosing the right function. Conventional methods for building aggregation functions frequently rely on 
optimization methods to fit a desired type of aggregation function to existing data. While generally very accurate, 
the problem with using this method for system of systems aggregation functions is that existing data is usually not 
available and obtaining it is usually costly and takes time. The alternative is therefore operating under the 
assumption that expert information is available concerning the behavior of the system, and a model can be 
constructed subjectively.  The problem here is that this method is vulnerable to errors in the expert knowledge, but 
lacking any existing data, that is the apparent choice. Therefore it is the goal of this research to determine how to 
best utilize the expert knowledge when choosing an aggregation function. Section 5 gives a brief description of a 
few modeling methods that may be adaptable for use within the RAAM framework, and therefore may shed some 
light on what to look for in aggregation functions for modeling systems of systems.  
 
5. Existing modeling methods that resemble (or use) aggregation functions 
5.1.  Fuzzy systems  
Fuzzy modeling arose from an attempt to better handle the uncertainties in ill-defined systems. The concept of 
fuzziness refers to a method of modeling a system using linguistic variables in addition to numeric ones, and 
characterizing relations between factors with If-Then statements or unique fuzzy reasoning algorithms. One 
advantage of fuzzy modeling is that it can take a more qualitative approach to describing a system, allowing the 
experts to use their knowledge of the system to define the rules upon which the fuzzy logic operates [6]. For 
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example, in the case of the SEAD model, using product to aggregate probability of success is essentially using the 
AND function under the assumption that the tasks are independent events. However, if it is assumed that the tasks 
are not truly independent events, then a more complicated AND function must be used, such as the kind that are 
commonly used in fuzzy logic. Much research has been conducted in this area for the purpose of modeling systems 
however, it has yet to be used for modeling systems of systems, and there are sure to be nuances in the process that 
have yet to be addressed.  
5.2. ARCNET 
ARCNET was developed by Domerçant [7] as a simplified engagement model to be used within the 
ARCHITECT methodology. It was developed for the purpose of modeling SEAD architectures and take into 
account the effects of collaboration between systems on the overall performance. The basic principle upon which the 
s method [8] which uses information theory to quantify the knowledge in a C2 
system. The method starts by quantifying the mission uncertainty with a probability distribution, then using 
istribution. This can then be related to 
the overall probability of success of the mission, which is a useful metric of effectiveness for a military architecture, 
such as the SEA D example. Since collaboration between systems generally involves sharing information it can be 
assumed that collaboration will affect the average amount of information in the system which will affect the overall 
performance. The result is a function relating the mission performance to the architecture. While ARCNET is a full 
engagement model where information theory is used to quantify the probability of finding and successfully engaging 
an enemy unit, the method can be expanded to apply to a larger scope.  Additionally, while the result is not 
technically an aggregation function, it is a simple enough function that it fits the requirements to be used in RAAM. 
5.3. Architectural complexity measure 
Also developed by Domerçant [7, 9], the architectural complexity measure is intended to be used by acquisitions 
decision makers to compare architectural alternatives early in the design process. The method sums up several 
different sources of complexity The first source is 
functional distribution complexity which quantifies the tradeoff between a few complex systems doing all the tasks 
and many simple systems each doing one task. The next source is functional processing complexity which describes 
the system to system interactions. Next is resource state complexity, which characterizes the effects of resources 
being exchanged. The last source is resource processing complexity, which takes into account collaboration and 
resource sharing. The result is a function that returns the complexity of the system of systems which can be used in 
RAAM and as seen in the SEAD example, is a very relevant metric. 
5.4. Motivated metamodeling 
Metamodels are emulations of complex high-resolution models, used in order to speed up the data collection 
effort.  This is generally done by taking output data from the high level model and fitting a response surface to that 
data. Davis and Bigelow [10] suggest that this will result in models that are accurate on average but have several 
shortcomings. Such shortcomings of pure statistical models include failure to tell a story, failure to represent 
multiple-critical-component problems, poor choice of variables, and shortcoming in the presence of an adversary. 
They suggest applying knowledge of the problem to specify the form of the metamodel before fitting it to the data, 
instead of jumping straight to advanced statistical methods.  The method starts by identifying critical components 
which are often ignored by statistical methods.  Then next step is to postulate a structural form based on a simplified 
understanding of the problem, and taking into account the critical components.  Next, important branches in the 
solution which can result in nonlinearities are identified.  The fourth step is combining variables that are naturally 
related. The next step is introducing fudge factors that account for unknown coefficients, and finally the problem is 
that more transparently represents the problem, takes into account critical components, and other worst-case 
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scenario behavior. While not as specific a method as the three mentioned above, there is still a lot that can be 
transferred to building an aggregation functions for all the metrics.   
 
6. Conclusions 
In summary, the RAAM methodology is a promising step in the direction of rapidly running system of systems 
models, but it relies on a computational model that is based on aggregation functions defined by the analyst.  The 
problem with this is that the distinct able to tell analysts 
that they can model any system of systems metric simply by picking the correct aggregation functions. A method 
must be defined to help analysts choose the aggregation functions. Such a method would define which metrics can 
be modeled by aggregation functions, and provide a list of the families of functions that effectively model those 
metrics. There are a few existing methods that promise to be useful here. First, fuzzy modeling is the method that is 
most like an aggregation function and has previously been used to model complex systems.  Next, ARCNET and the 
architectural complexity measure are simple system of systems models that while not technically aggregation 
functions, can be modified to fit into the RAAM computational model. They also provide a few examples of what 
kinds of metrics can be modeled early in the design process.  Lastly, the method of motivated metamodeling 
provides some guidelines for what to focus on when developing low resolution models similar to aggregation 
functions. If successful the end result will be the ability to use aggregation functions to drastically speed up the rate 
at which system of systems alternatives can be analyzed.   
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