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Abstract
In this paper, We use the continuous wavelets on the interval constructed by Cohen et al. (Appl. Comput. Harm. Anal.
1 (1993) 54–81) to solve the second kind integral equations. To this end, we give the decomposition and reconstruction
algorithm for these wavelets, and construct the quadrature formulae for the calculation of inner products of any functions
and the scaling functions, which are required in the wavelet-Galerkin methods for integral equations. In this method, the
integral kernels are represented in these wavelet bases as sparse matrices, to high precision. Thus, we present an e7cient
algorithm for numerical solution of second kind integral equations. c© 2001 Elsevier Science B.V. All rights reserved.
1. Introduction
In some recent papers [1,4], wavelet-Galerkin methods for the approximate solution of second kind
integral equations have been developed. The wavelet functions used in [1,4] are discontinuous. In
this paper, we are to use the continuous (or smooth) wavelets on the interval constructed by Cohen
et al. [2] to solve the second kind integral equations. So, we can use smooth functions to approximate
the solutions of integral equations. Moreover, there are lots of numerical integrations which need
calculating when the integral equations are discretized. To solve this problem, we construct the
quadrature formulae for the calculation of inner products of any functions and the scaling functions.
Using these quadrature formulae and Mallat’s decompositon, we can get a Anite system of linear
equations whose coe7cient matrix is sparse matrix.
In this section, we introduce the results of construction of orthonormal wavelet bases on the interval
constructed by Cohen et al. [2]. In Section 2, we present the decomposition and reconstruction
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algorithm for the wavelets on the interval, which can be used in the wavelet-Galerkin methods for
integral equations. In Section 3, we construct the quadrature formulae for the calculation of inner
products of any functions and the scaling functions on the interval. In Section 4, we describe the
wavelet-Galerkin methods for second kind integral equations, analyse the sparseness of matrices
resulting from the discretization of integal equations, and give some estimations of the error for the
approximate solution of integral equations. In Section 5, we Arst give some methods of obtaining
the Anite system of linear equations resulting from the discretization of integral equations, then give
some numerical examples.
Now, we introduce the main results of construction of orthonormal wavelet bases on the interval
[2].
Let N¿2 be an integer, (x) and  (x) be the Daubechies scaling function and wavelet function,
respectively, whose supports are [−N +1; N ]. Set j;k(x)= 2j=2(2jx− k), and  j; k(x)= 2j=2 (2jx−
k); j; k ∈ Z; then we have the reAnement equations
j;k(x) =
∑
n
hn−2kj+1; n; (1.1)
 j; k(x) =
∑
n
gn−2kj+1; n (1.2)
with gn=(−1)nh2N−1−n, where hn can be obtained from [3]. Moreover,  (x) has N vanishing moment,
i.e., ∫ N
−N+1
xp (x) dx = 0; p= 0; 1; : : : ; N − 1:
Then we have
Theorem 1.1 (Cohen [2, Theorem 4.4]). Choose any J so that 2J¿2N . Then the collection {0J; k ;
k = 0; : : : ; N − 1} ∪ {J;m; m = N; : : : ; 2j − N − 1} ∪ {1J;2J−k ; k = 1; : : : ; N}
⋃
j¿J [{ 0j; k ; k = 0; : : : ;
N − 1} ∪ { j;m; m = N; : : : ; 2j − N − 1} ∪ { 1j;2j−k ; k = 1; : : : ; N}] is an orthonormal basis for
L2([0; 1]).
The boundary functions 0J; k ; 
1
J;2J−k ;  
0
j; k and  
1
j;2j−k can be constructed by the method in [2].
2. Decomposition and reconstruction
For f ∈ L2([0; 1]), let Pj and Qj be orthogonal projection operators on the subspace V [0;1])j and
W [0;1]j , respectively, then
Pjf =
N−1∑
k=0
sjk
0
j; k +
2j−N−1∑
k=N
sjkj;k +
2j−1∑
k=2j−N
sjk
1
j; k ; (2.1)
Qjf =
N−1∑
k=0
djk 
0
j; k +
2j−N−1∑
k=N
djk j; k +
2j−1∑
k=2j−N
djk 
1
j; k : (2.2)
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By V [0;1]j+1 = V
[0;1]
j ⊕W [0;1]j , we have
Pj+1f = Pjf + Qjf: (2.3)
Using 0j; k ; k = 0; : : : ; N − 1; j; k ; k = N; : : : ; 2j − N − 1, and 1j; k ; k = 2j − N; : : : ; 2j − 1 to make
inner products with two sides of (2.3), respectively, also using (1:8), (1.1) and (1:9), we have
sjk =
N−1∑
l=0
H 0k; ls
j+1
l +
N+2k∑
m=N
h0k;ms
j+1
m ; k = 0; : : : ; N − 1; (2.4)
sjk =
N+2k∑
m=2k−N+1
hm−2ksj+1m ; k = N; : : : ; 2
j − N − 1 (2.5)
and for k = 2j − N; : : : ; 2j − 1
sjk =
2j+1−1∑
l=2j+1−N
H 1k−2j ; l−2j+1s
j+1
l +
2j+1−N−1∑
m=2k−N+1
h1k−2j ;m−2j+1s
j+1
m : (2.6)
Similarly, we have
djk =
N−1∑
l=0
G0k; ls
j+1
l +
N+2k∑
m=N
g0k;ms
j+1
m ; k = 0; : : : ; N − 1; (2.7)
djk =
N+2k∑
m=2k−N+1
gm−2ksj+1m ; k = N; : : : ; 2
j − N − 1 (2.8)
and for k = 2j − N; : : : ; 2j − 1
djk =
2j+1−1∑
l=2j+1−N
G1k−2j ; l−2j+1s
j+1
l +
2j+1−N−1∑
m=2k−N+1
g1k−2j ;m−2j+1s
j+1
m : (2.9)
Algorithm (2.4)–(2.9) is called the decomposition algorithm.
Using 0j+1; k ; k=0; : : : ; N −1; j+1; k ; k=N; : : : ; 2j+1−N −1, and 1j+1; k ; k=2j+1−N; : : : ; 2j+1−1
to make inner products with two sides of (2.3), respectively, we have
sj+1k =
N−1∑
n=0
H 0n; ks
j
n +
N−1∑
n=0
G0n; kd
j
n; k = 0; : : : ; N − 1; (2.10)
sj+1k =
N−1∑
n=0
h0n; ks
j
n +
2j−N−1∑
n=N
hk−2nsjn +
2j−1∑
n=2j−N
h1n−2j ; k−2j+1s
j
n +
N−1∑
n=0
g0n; kd
j
n
+
2j−N−1∑
n=N
gk−2ndjn +
2j−1∑
n=2j−N
g1n−2j ; k−2j+1d
j
n; k = N; : : : ; 2
j+1 − N − 1 (2.11)
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and for k = 2j+1 − N; : : : ; 2j+1 − 1
sj+1k =
2j−1∑
n=2j−N
H 1n−2j ; k−2j+1s
j
n +
2j−1∑
n=2j−N
G1n−2j ; k−2j+1d
j
n; (2.12)
where hn = gn = 0, for n6− N or n¿N , similar to other Alter coe7cients.
Algorithm (2.10)–(2.12) is called the reconstruction algorithm.
3. Quadrature formulae
3.1. General idea
We often want to calculate the inner products of functions and scaling functions or wavelet
functions when we use wavelet-Galerkin methods for integral equations. We know that the wavelet
functions can be expressed in scaling functions (see Section 1). So we only need to consider the
scaling functions (x + n− N + 1); n= 0; : : : ; 2N − 2; supp= [− N + 1; N ].
Sweldens and Piessens give a method of construction of quadrature formulae for the calculation
of inner products of smooth functions and scaling functions on the line [6]. We generalize the
Sweldens’ and Piessens’ theory, and provide quadrature formulae for boundary functions. The idea
of quadrature formulae is to And weights wn;k and abscissae xn;k such that∫ 2N−1−n
0
f(x)(x + n− N + 1) dx=
∫ N
n−N+1
f(x − n+ N − 1)(x) dx
≈Qn;r[f(x)]:=
r−1∑
k=0
wn;kf(xn;k); n= 0; : : : ; 2N − 2: (3.1)
Set
Mn;p =
∫ N
n−N+1
xp(x) dx; p¿0 (3.2)
and Mp =M0;p. Then, we have∫ 2N−1−n
0
xp(x + n− N + 1) dx=
∫ N
n−N+1
(x − n+ N − 1)p(x) dx
=
p∑
i=0
(
p
i
)
(N − n− 1)p−iMn; i; n= 0; : : : ; 2N − 2: (3.3)
For n=0; : : : ; 2N −2, taking {xn;k}; k=0; : : : ; r−1 such that 0¡xn;0 ¡ · · ·¡xn;r−1 ¡ 2N −1−n,
by (3.1) and (3.3), we can solve the following system of linear equations
r−1∑
k=0
wn;kx
p
n;k =
p∑
i=0
(
p
i
)
(N − n− 1)p−iMn; i; p= 0; : : : ; r − 1 (3.4)
to And wn;k . So, we can get 2N − 1 quadrature formulae whose degree of accuracy is r − 1. More
e7cient quadrature formulae can be constructed by also treating the abscissae {xn;k} as unknowns,
cf. Gauss quadrature formulae.
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3.2. Calculation of Mn;i
For n= 1; : : : ; 2N − 2, set
bn;p =−
∑
k
hk
p−1∑
j=0
(
p
j
)
kp−jM2n+1−N−k; j; p= 1; 2; : : : (3.5)
and deAne bn;0 = 0. Then, by (3.2) and (1.1), we have∑
k
hkM2n+1−N−k;p − 2p+1=2Mn;p = bn;p: (3.6)
We can see that Mn;p =M0;p =Mp, for n60, and using (1.1), we have
Mp =
1
(2p − 1)21=2
p−1∑
j=0
(
p
j
)
mp−jMj; (3.7)
where
mi =
∑
k
hkki; M0 = 1:
We also see Mn;p = 0, for n¿2N − 1.
Set
m˜p = (M1;p; M2;p; : : : ; M2N−2;p)T (3.8)
and
bp =
(
b1;p −
N∑
k=−N+3
hkMp; b2;p −
N∑
k=−N+5
hkMp; : : : ; bN−1;p −
N∑
k=N−1
hkMp; bN;p; : : : ; b2N−2;p
)T
:
(3.9)
Then (3.6) becomes
Apm˜p = bp; (3.10)
where Ap = A˜+ diag(−2p+1=2; : : : ;−2p+1=2), and
A˜=


h−N+2 h−N+1 0 0 · · · 0 0
h−N+4 h−N+3 h−N+2 h−N+1 · · · 0 0
...
...
...
...
...
...
hN hN−1 hN−2 hN−3 · · · h−N+4 h−N+3
0 0 hN hN−1 · · · h−N+6 h−N+5
...
...
...
...
...
...
0 0 0 0 · · · hN−2 hN−3
0 0 0 0 · · · hN hN−1


:
If Ap; p=0; 1; : : : are nonsingular matrices, then m˜p; p=0; 1; : : : can be calculated recursively, i.e.,
we Arst And m˜0 from (3.10), for p = 0, then calculate b1 by (3.9), (3.5) and (3.7); secondly, And
m˜1 from (3.10), for p= 1, etc.
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Proposition 3.1. Let supp(x) = [− N + 1; N ]; ∑k h2k =∑k h2k+1; h−N+1 	= h−N+2; and hN 	= hN−1.
Then Ap; p= 0; 1; : : : are nonsingular matrices.
Proof. In order to prove that Ap; p=0; 1; : : : are nonsingular, we only need to prove that the
(2i+1)th column and (2i+2)th column are linearly independent. Suppose two columns are linearly
dependent, then using the known condition, we can And that there must be h−N+1=h−N+2 or hN=hN−1,
which contradicts the known condition.
By Proposition 3.1, we know that the Ap; p= 0; 1; : : : are nonsingular for Daubechies wavelets.
3.3. One-point formulae
Now, we construct quadrature formulae (3.1), for r = 1, i.e., one-point formulae:
Qn;1[f(x)] = wn;0f(xn;0); n= 0; : : : ; 2N − 2: (3.11)
For f(x) = 1; x, by (3.4), with r = 1, but p= 0; 1, we have
Proposition 3.2. If we let wn;0 =Mn;0; and xn;0 =Mn;1=Mn;0 +N −n+1; then the degree of accuracy
of one-point formulae (3:11) is 1.
Remark. When n= 0; the degree of accuracy of (3.11) is 2, see [6].
3.4. Multiple-point formulae
If r is small, we can use the system of equations (3:4) to construct the multiple-point formulae
Qn;r[f(x)] =
r−1∑
k=0
wn;kf(xn;k); n= 0; : : : ; 2N − 2: (3.12)
But if r is large, the system of equations (3.4) is ill-conditioned. For instance, let N=4; n=0; x0; k=
7(k + 1)=(r + 1), and r = 10, the condition number of (3.4) is 2:3 · 1012.
Similar to [6], the ill-conditioned problem can be overcome if we use the basis of Chebyshev
polynomials. The Chebyshev polynomial Tn(x) of degree n is deAned by T0(x) = 1; T1(x) = x, and
Tn(x) = 2xTn−1 − Tn−2(x) for n¿ 1. Set
x˜ = x − n+ N − 1; L= 2N − 1− n; y = 2x − n− 1
L
;
b=
n+ 1
L
; ∗(y) = 
(
L(y + b)
2
)
· L
2
; and f∗(y) = f
(
L(y + 1)
2
)
;
then (3.1) becomes∫ 2N−1−n
0
f(x˜)(x˜ + n− N + 1) dx˜ =
∫ N
n−N+1
f(x − n+ N − 1)(x) dx
=
∫ 1
−1
∗(y)f∗(y) dy
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≈ Qn;r[f(x˜)]
:=
r−1∑
k=0
wn;kf∗(yn;k); n= 0; : : : ; 2N − 2; (3.13)
note that
x˜ =
L(y + 1)
2
:
Set
M ∗n;p =
∫ 1
−1
Tp(x)∗(x) dx; (3.14)
then
M ∗n;p =
∫ N
n−N+1
Tp
(
2x
L
− b
)
(x) dx; (3.15)
i.e., M ∗n;p can be expressed in Mn;0; Mn;1; : : : ; Mn;p.
For instance,
M ∗n;0 =
∫ N
n−N+1
(x) dx =Mn;0;
M ∗n;1 =
∫ N
n−N+1
(
2x
L
− b
)
(x) dx =
2
L
Mn;1 − b ·Mn;0:
...
For n=0; : : : ; 2N −2, taking {yn;k}; k=0; : : : ; r−1 such that −1¡yn;0 ¡yn;1 ¡ · · ·¡yn;r−1 ¡ 1,
we can solve the following system of linear equations:
r−1∑
k=0
wn;kTi(yn;k) =M ∗n; i; i = 0; : : : ; r − 1 (3.16)
to And wn;k . So, we can get 2N − 1 quadrature formulae whose degree of accuracy is r − 1.
The condition numbers of system (3.16) for the same example above is 2:6 · 103.
4. Wavelet-Galerkin method and error analysis
4.1. Wavelet-Galerkin method
We consider the following Fredholm equations of the second kind:
f(x)−
∫ 1
0
K(x; y)f(y) dy = g(x); (4.1)
where f; g ∈ L2([0; 1]); K ∈ L2([0; 1]× [0; 1]). If we deAne K by
(Kf)(x) =
∫ 1
0
K(x; y)f(y) dy; (4.2)
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then (4.1) becomes
(I −K)f = g: (4.3)
As a consequence, the integral operator K is compact on L2([0; 1]) and hence if 1 is not an
eigenvalue of K; (I −K)−1 is a bounded linear operator, and Eq. (4.3) has a unique solution
f = (I −K)−1g ∈ L2([0; 1]).
Moreover, if g ∈ C([0; 1]); K ∈ C([0; 1]× [0; 1]), then f ∈ C([0; 1]).
In wavelet-Galerkin method, expansions of f;K , and g are made in some wavelet basis, the
expansions are truncated, and resulting Anite system of linear equations is solved numerically.
For convenience’ sake, we denote the wavelet basis for L2([0; 1]) of Theorem 1.1. by
{J;m; m= 0; : : : ; 2J − 1}
⋃
j¿J
{ j;m; m= 0; : : : ; 2j − 1}; 2J¿2N; (4.4)
where
J;m = 0J;m; m= 0; : : : ; N − 1; J;m = 1J;m; m= 2J − k; k = 1; : : : ; N;
 j;m =  0j;m; m= 0; : : : ; N − 1;  j;m =  1j;m; m= 2j − k; k = 1; : : : ; N:
Sometimes, we denote the basis of (4.4) by
{bk}k¿0; (4.5)
where for k = 0; : : : ; 2J − 1; bk = J;k , and for k¿2J ; bk =  j;m; k = 2j +m; j¿J; m= 0; : : : ; 2j − 1.
Let
f(x) =
∑
i¿0
fibi(x); fi = 〈f; bi〉; (4.6)
g(x) =
∑
i¿0
gibi(x); gi = 〈g; bi〉 (4.7)
and
K(x; y) =
∑
i;l¿0
Ki; lbi(x)bl(y); Ki; l =
∫ 1
0
∫ 1
0
K(x; y)bi(x)bl(y) dx dy: (4.8)
Then the integral equation (4.1) can be written as
fi −
∑
l¿0
Ki; lfl = gi; i¿0: (4.9)
Therefore, the integral equation (4:1) can be approximated by the system
fi −
2j−1∑
l=0
Ki; lfl = gi; i = 0; : : : ; 2j − 1 j¿J: (4.10)
which is a system of 2j equations in 2j unknowns.
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4.2. Error analysis
Let
(PJ1g)(x) =
2J1−1∑
k=0
gkbk(x) =
2J−1∑
i=0
g˜J; iJ; i +
J1∑
j=J
2j−1∑
i=0
gj; i j; i(x); (4.11)
then, we have
Proposition 4.1. If g ∈ CN ([0; 1]); then
||g− Pjg||=O(hN ); h= 12j ; j¿J; (4.12)
i.e.; the order of convergence of Pj is N.
Proof. The whole idea with the construction in [2] is to have polynomials up to degree N − 1
in spank{j;k}. The approximation property, ||g − Pjg|| = O(hN ) is an immediate consequence of
this.
Set Kj = PjKPj, then Kj is a compact operator on V
[0;1]
j , and
(Kjf)(x) =
∫ 1
0
Kj(x; y)f(y) dy; (4.13)
where
Kj(x; y) =
2j−1∑
j;l=0
Ki; lbi(x)bl(y); and Ki; l =
∫ 1
0
∫ 1
0
K(x; y)bi(x)bl(y) dx dy; (4.14)
hence (4.10) can be written as
(I −Kj)(Pjf) = Pjg: (4.15)
By (4.3) and (4.21), we have
(I −K)(f − Pjf) = (K−Kj)(Pjf) + (g− Pjg);
it follows that
||f − Pjf||6||(I −K)−1||(||(K−Kj)(Pjf)||+ ||g− Pjg||): (4.16)
The error depends on the conditioning of the original integral equation, i.e., the ||(I −K)−1||,
on the Adelity of Kj to K, and the approximation of Pjg to g. The error bound of ||g − Pjg|| is
given by (4.12), and for ||(K−Kj)(Pjf)||, we have
Proposition 4.2. Let @2NK(x; y)=@yN@xN be continuous; then
||(K−Kj)(Pjf)||=O(hN ); h= 12j ; j¿J: (4.17)
Proof. By seeing the kernel of Kj as a projection onto spank1 ;k2{j;k1 ⊗ j;k2}, we immediately get||K−Kj||operator6||K−Kj||L2([0;1]2) (see, e.g., [5, p. 211]) =O(hN ) by the two-dimensional version
of Proposition 4.1.
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4.3. Sparseness of system matrix
Now, we discuss the sparseness of the matrix in (4.10). The characteristics of the wavelets bases
which lead to a sparse matrix representation are that
(1) the basis functions are orthogonal to low-order polynomials (have vanishing moments); and
(2) most basis functions have small interval of support.
An integral operator whose kernel is a smooth function of its arguments over most of their range
will have negligible projection on most basis functions.
In numerical methods for integral equations, the accuracy ) of calculations is Axed, and we can
choose a threshold )0 ¿ 0, and get the following system of linear equations whose matrix is sparse
(I − A)F = G; (4.18)
where I is an identity matrix, A= (K˜ i; l), with
K˜ i; l =
{
Ki; l if |Ki; l|¿)0;
0 otherwise;
F = (f0; : : : ; f2j−1)T; and G = (g0; : : : ; g2j−1)T:
We can solve (4.18) instead of (4.10).
4.4. Weakly singular kernels
Let K(x; y) satisfy the conditions∣∣∣∣@rK(x; y)@xr
∣∣∣∣6M |x − y|,−r ; x 	= y (4.21)
and ∣∣∣∣@rK(x; y)@yr
∣∣∣∣6M |x − y|,−r ; x 	= y; (4.22)
where M ¿ 0 is a constant, −1¡,60, and r¿0 is an integer. As a consequence, the integral
operator K is compact on L1([0; 1]), hence if 1 is not an eigenvalue of K, and g ∈ C([0; 1]), Eq.
(4.1) has a unique solution f ∈ C([0; 1]).
Let n = 2j denote the order of (4.18), and C)0 (n) denote the number of nonzero entries in the
matrix I − A in (4.18), with a threshold )0 ¿ 0, then we have
Theorem 4.3. Let K(x; y) satisfy (4:19) and (4:20); then
C)0 (n) = O(n log n):
Proof. We can use the same methods as [4] to prove the result.
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5. Equation set up and numerical examples
5.1. Equation set up
In order to solve Eq. (4.18), we should Arst set up Eq. (4.18), i.e., we must produce the coe7cient
matrix I − A and the vector G in (4.18). Now, we introduce two methods.
Method 1: By (4.7) and (4.8), we can use quadrature formulae constructed in Section 3, and
reAnement equations in Section 1 to calculate them.
Method 2: We denote the basis for V [0;1]j by
{j;k}k=0; :::;2j−1; 2j¿2N;
where
j;k = 0j; k ; k = 0; : : : ; N − 1; and j;k = 1j; k ; k = 2j − N; : : : ; 2j − 1 (see(1:7)):
Let
(Pjf)(x) =
2j−1∑
k=0
fjkj;k(x); f
j
k = 〈f;j;k〉; (5.1)
(Pjg)(x) =
2j−1∑
k=0
gjkj;k(x); g
j
k = 〈g; j;k〉 (5.2)
and
Kj(x; y) =
2j−1∑
i;l=0
Kji; lj; i(x)j;l(y); (5.3)
where
Kji; l =
∫ 1
0
∫ 1
0
K(x; y)j; i(x)j;l(y) dx dy:
Then (4.15) can be written as
fji −
2j−1∑
l=0
Kji; lf
j
l = g
j
i ; i = 0; : : : ; 2
j − 1; (5.4)
where gji , and K
j
i; l can be calculated by the methods of Section 3.
We can use the decomposition algorithm (2.4)–(2.9) to transform (5.4) into (4.10). Then we can
choose a threshold, )0 and get (4.18).
5.2. Numerical examples
We Arst let
n= 2j; j ¿ J; 2J¿2N; N = 4; J = 3;
)= ||f(x)− fn(x)||2; fn(x) is the approximate solution.
c = ||B||2||B−1||2 be the condition number of system (4.18), with B= I − A,
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Table 1
Numerical results for Example 1
n k )0 ) c c)0
32 5 10−4 1:0 · 10−4 3.40 0.333
64 7 10−5 1:5 · 10−5 3.40 0.171
128 8 10−6 3:4 · 10−6 3.40 0.087
256 9 10−7 1:1 · 10−6 4.40 0.035
Table 2
Numerical results for Example 2
n k )0 ) c c)0
32 8 10−4 8:4 · 10−5 3.21 0.614
64 9 10−5 2:8 · 10−5 3.19 0.473
128 11 10−6 1:3 · 10−5 3.19 0.338
256 12 10−7 5:7 · 10−6 3.19 0.224
c)0=(the number of non-zero entries of B)=(all the entries of B), with the threshold )0, and
k denote the number of iterations for solving (4.18).
Then we give some examples:
Example 1.
f(x) +
∫ 1
0
sin(4x + 2y)f(y) dy = cos(2x) + 1
2
sin(4x):
Exact solution: f(x) = cos(2x). Table 1 is the numerical results for Example 1.
Example 2.
f(x)−
∫ 1
0
ln|x − y|f(y) dy = x − 0:5[x2 ln x + (1− x2)ln(1− x)− (x + 0:5)]:
Exact solution: f(x) = x. Table 2 is the numerical results for Example 2.
In order to compare with methods based on multiwavelets, we use the method in [4] to construct
an example of noncontinuous multiwavelets with multiplicity 4. It has the same vanishing moments
as the Daubechies wavelet used above does (i.e. 4 vanishing moments). We use these multiwave-
lets to solve the same integral equations given above. The numerical results are given in Tables 3
and 4.
From these numerical results, we can see that using the Daubechies wavelets to solve the integral
equations has almost the same numerical results as those of noncontinuous multiwavelets. But the
Daubechies wavelets have some good properties for solving integral equations. Firstly, they are
continuous or smooth, so we can use continuous or smooth functions to approximate the solutions
of integral equations. Secondly, they have the property
∫
N (x) dx=1, that can be used to construct
one-point quadrature formulae which is be useful in the discretization of integral equations.
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Table 3
Numerical results for Example 1
n k )0 ) c c)0
32 4 10−4 9:1 · 10−5 4.21 0.167
64 4 10−5 2:1 · 10−5 4.22 0.106
128 4 10−6 1:5 · 10−6 4.22 0.065
256 5 10−7 3:2 · 10−7 4.22 0.034
Table 4
Numerical results for Example 2
n k )0 ) c c)0
32 6 10−4 8:5 · 10−5 2.98 0.701
64 8 10−5 4:3 · 10−5 3.05 0.527
128 9 10−6 2:1 · 10−5 3.07 0.350
256 10 10−7 1:1 · 10−5 3.08 0.227
We have also constructed the biorthogonal wavelets on the interval by a method which is similar
to [2], and used them to solve the integral equations. The numerical results are similar to those of
Daubechies wavelets or noncontinuous multiwavelets.
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