Abstract In this paper, the magneto-heating coupling model is studied in details, with turbulent convection zone and the flow field involved. Our main work is to analyze the well-posed property of this model with the regularity techniques. For the magnetic field, we consider the space H 0 (curl) ∩ H(div 0 ) and for the heat equation, we consider the space H 1 0 (Ω). Then we present the weak formulation of the coupled magneto-heating model and establish the regularity problem. Using Roth's method, monotone theories of nonlinear operator, weak convergence theories, we prove that the limits of the solutions from Roth's method converge to the solutions of the regularity problem with proper initial data. With the help of the spacial regularity technique, we derive the results of the well-posedness of the original problems when the regular parameter ǫ −→ 0. Moreover, with additional regularity assumption for both the magnetic field and temperature variable, we prove the uniqueness of the solutions.
Introduction
It is well known that the manifestation of magnetohydrodynamic dynamo (MHD) processes can be applied to demonstrate large-scale magnetic activities [1] . Assume that the magnetic field B, the electric field E and the electric current density J are governed by the Maxwell's equations and constitutive relations in the magnetohydrodynamic approximation, that is [1] ,
∇ × B = µJ, J = σ(E + U × B),
where µ and σ are the magnetic permeability and the electric conductivity, and U is the velocity of the fluid. Large-scale magnetic and flow fields activities can also drive small-scale turbulent flows as well as large-scale global circulations in their interiors [2, 3] . Then it is useful to introduce mean-field dynamo theory [4] , which describes the large-scale behavior of such fields. The magnetic and velocity fields can be divided into mean fields and deviations (called "fluctuations"), B =B + b and U =Ū + u. The equations (1)- (2) can be averaged by
∇ ×B = µJ,J = σ(Ē +Ū ×B + E),
where E is the mean electromotive force due to fluctuations; it is crucial variable for all mean-field electrodynamics:
In order to discuss E, its mean partŪ and the fluctuations u are assumed to be known. Then the fluctuations b are determined by
This equation implies that b can be considered as a sum b 0 + bB, where b 0 is independent ofB and bB is a linear and homogeneous inB. This in turn leads to E = E 0 + EB in which E 0 is independent ofB and EB is a linear and homogeneous inB. For simplicity, we assume that there is no mean motion, and u corresponds to a homogeneous isotropic turbulence. One can derive the relationship
where the two coefficients, α and β, are independent of position and are determined by u, and η = 1 µσ . The term αB describes the α-effect. Substituting (7)into (3)-(4), one can get
Here λ =: η + β is the effective magnetic diffusivity, covering both magnetic diffusion at the microscopic level and the turbulent diffusion, respectively and it is also effected by the temperature. The α term represents the turbulent magnetic helicity. In order to deal with the feedback of the magnetic field on fluid motions (the Lorentz force), we employ a so-called α-effect or α-quench [5] by the form α(B) = α 0 f (x, t)
where α 0 > 0 is constant, 0 ≤ n ≤ 2, f (x, t) is a model-oriented function, and theR m dependent quenching expression should be regarded as a simplified steady state expression for the nonlinear dynamo [6] , B eq is the equipartition magnetic field and can be assumed as a constant. For the convenience, here and later, we still denoteB by B and simplify (8)- (9) by the following form with θ(x, t) denoting the temperature at location x ∈ Ω and time t.
where λ(θ) is bounded and strictly positive i.e. 0 < λ 0 ≤ λ ≤ λ M < +∞, γ is a constant parameter, R α is a dynamo parameter in connection with the generation process of small scale turbulence. With the boundary condition λ(θ)∇ × B × n = 0, on ∂Ω,
and the initial data B(x, 0) = B 0 (x).
The local density of Joule's heat equation generated by E · J = σ(|∇ × B| 2 − ∇ × B · (U × B) − R α ∇ × B · ( f (x, t)B 1 + γ|B| 2 )).
with the initial data and boundary conditions [9] θ(x, 0) = θ 0 , in Ω,
where θ 0 ∈ L ∞ (Ω ∪ Γ 1 ) is the background temperature, ∂Ω = Γ 1 ∪ Γ 2 , ζ is the heat convection coefficient and ω the radiation coefficient, κ is the thermal conductivity and other physical constants such as density and specific heat have been normalized. n is the unit outer normal to Ω. θ 0 and κ are reasonable to assume that
where θ min , κ min are positive constants. For convenience, we define for the positive temperature function
Let θ = ξ + θ 0 , we have
and
The phenomenon of magneto-heating has been the main point of interest for many researches. In [13] , the authors aim to develop a mathematical model for magnetohydrodynamic flow of biofluids through a hydrophobic micro-channel with periodically contracting and expanding walls under the influence of an axially applied electric field, and different temperature jump factors have also been used to investigate the thermomechanical interactions at the fluid-solid interface. In [14] , the authors aim is to investigate the mixed convection flow of an electrically conducting and viscous incompressible fluid past an isothermal vertical surface with Joule heating in the presence of a uniform transverse magnetic field fixed relative to the surface. In [15] ,they study the coupling of the equations of steady-state magnetohydrodynamics (MHD) with the heat equation when the buoyancy effects due to temperature differences in the flow as well as Joule effect and viscous heating are taken into account, wher the existence results of weak solutions are presented under certain conditions on the data and some uniqueness results are derived. In [16] , the authors study a coupled system of Maxwells equations with nonlinear heat equation while they employ time discretization based on the Rothe's method to provide energy estimates for discretized system and prove the existence of a weak solutions to this coupled system with controlled Joule heating term.
The most significant differences of our mathematical model compared to models stated in papers mentioned above can be summed into three points:
• The model coupled with turbulent convection zone and the flow fields.
• The nonlinear term concluding α-quench.
• The coefficient of magnetic diffusion is temperature dependent and the temperature field is controlled by mixed nonlinear boundaries.
The outline of the paper is as follows:
Preliminaries
For any p ≤ 1, let L p (Ω) be the sobolev space with the norm
denotes the space of essentially bounded functions with the norm u L ∞ (Ω) = esssup|u(x)|.
For p = 2, L 2 (Ω) denotes the Hilbert space equipped with the inner product and norm
(Ω), |ς| ≤ m}, which is equipped with the following norm and semi-norm
The most frequently used spaces in the subsequent analysis are the following two Sobolev spaces:
and their subspaces
which are the equipped with the inner product
and the norm
To treat the constraint equation ∇ · B = 0, we shall need the following subspace
with the inner product and norm
We also need define the functional space for the radiative and conductive heat equation
The coupling system (11)-(17) can be is equivalent to the following vari-
where
In this paper, we consider the well-posedness of the coupling system (19)-(20) with the regularity technique. In order to be convenient for the following proofs, we introduce two nonlinear operators defined by: for a given constant τ > 0, let
Lemma 1 There exits a constant
, C 2 dependent of ζ, ω, Γ 2 , C 3 dependent of κ, and parameters τ such that
Proof Noting that f (x,t) 1+γ|B| 2 ≤ 1, λ(ξ + θ 0 ) ≤ λ M and using Chaucy-Schwarz inequality, we have
Then there exists a constant C 2 dependent of ζ, ω, Γ 2 and θ 0 L ∞ (Ω) such that
Therefore, there exists a constant C 3 dependent of τ and κ so that the boundness of the nonlinear operator L can be estimated by
Lemma 2 There exist a positive constant
and C 5 depending on τ, κ such that
Proof From Young inequality and λ(ξ + θ 0 ) ≥ λ 0 , we have
after taking ǫ 1 , ǫ 2 and τ such that
Now we consider the coercive of the nonlinear operator L. For the function
we know that Ψ (t) is a monotone function, and there holds
then we have
Therefore, we have
where C 5 is take as the C 5 = min{ 1 τ , κ}. Lemma 3 For the vector A, B and the parameter γ > 0, there holds
Proof By calculating, we have
.
By the symmetry, we have
The operator P and L is strictly monotone in the sense that
where C 6 is taken as min{(
where the constant C 7 can be taken as C 7 = min(τ −1 , κ).
Proof From the Young inequality and Lemma 3, we have
Since Ψ (·) is a monotone function, we have
where C 7 is take as the C 7 = min(τ −1 , κ).
Lemma 5 The nonlinear operator
Proof For convenience, we denote Q(s) = R + sQ. For any s, s 0 ∈ [0, 1], we have
where we use
We also denote
which means Z(s) is continuous on [0, 1] for any u, v ∈ Y.
The Regularized Problem
We have to notice the test function Υ ∈ L ∞ (Ω) in (20),which increases the difficulties deeply when analyzing the well-posedness. In order deal with this problem, The Regularized techniques can be employed: given the small parameter 0
where [D] ǫ is the cut-off of D defined by
Semi-discrete Approximation
We will use Roth's method [10] to explore the well-posedness of solution of the regularized problem (37)-(38). Let N be a positive integer and let an equidistant partition of [0, T ] be given by
The semi-discrete approximation to (37)-(38) can be formulated by :
For convenience, we also denote the difference operator
Obviously, (39)-(40) can be solved sequentially since (39) is independent of (40) for a given B n−1 and (40) can be solved after given by B n in (39) and ξ n−1 .
Well-posedness of the Nonlinear Magnetic Equation
LetB τ and B τ denote the piecewise constant and piecewise linear interpolations using the discrete solutions, that is
for any t ∈ [t n−1 , t n ] and 1 ≤ n ≤ N with L n (t) = (t − t n−1 )/τ . Obviously, we haveB
We also denoteB τ =B τ (:, t − τ ), ∀t ∈ (t n−1 , t n ]. Letξ τ and ξ τ denote the piecewise constant and piecewise linear interpolations using the discrete solutions, that is
for any t ∈ [t n−1 , t n ] and 1 ≤ n ≤ N . We also denotê
Theorem 1 For any 1 ≤ n ≤ N and for given B n−1 , the weak formula (39) has a unique solution B n ∈ V. For a given B n ∈ V and ξ n−1 ∈ Y, the weak formula (40) has a unique solution ξ n ∈ Y.
Proof We rewrite the weak formula (39) as: find
which is equivalent to an nonlinear operator equation
. We also rewrite (40) as: find ξ n ∈ Y such that
From Lemma 1-Lemma 5, we know that P and L are a bounded, coercive, strictly monotone,and semi-continuous operator on V and Y, respectively. From [11, 12] , we know that problem (43) has a solution B n ∈ V, and (45). has a solution ξ n ∈ Y. Now we have to prove the uniqueness of the solution. Let B n ,B n be the two solutions of (43). From Lemma 4, we have
We can conclude B n =B n in Ω, which means the uniqueness of the solution of (43). Let ξ n ,ξ n be the two solutions of (45). From Lemma 4, we also have
which means the uniqueness of the solution of (45).
Lemma 6 There exists two positive constants C 8 and C dependent of
Proof Taking Φ = B n in (39), we have
based on Growall's inequality, we have
where C 8 is independent of n, which means
Similarly, (49) comes directly from (48).
Lemma 7 There exists two positive constants and C 9 and C dependent of ǫ, κ, q max , ζ, ξ 0 0 , ∇θ 0 0 such that
Proof Taking Υ = ξ n in (40), we have
Firstly, we estimate the right hand of (56). We should notice
which leads to
And we also have
, and
summing up (56) from i = 1, 2, · · · , n, we have
Takingδ n and ς such thatδ n + κτ ς ≤ 1 2 , and using Growall's inequality, we have
where C 9 is independent of n, which means
Similarly, (55) comes directly from (54).
The Existence of the Solution of the Regularized Problem
From Lemma 6-Lemma 7, we can see that the two discrete solutions of the Regularized Problem imply the boundedness in V and Y, respectively. Since both V and Y are reflexive, there exist a subsequence ofB τ and a subsequence of B τ , which have common subscripts and are denoted the same notations such thatB
where B ∈ L 2 (0, T ; V) and "⇀" denote the weak convergence of the sequences. Similarly,there exist a subsequence ofξ τ and a subsequence of ξ τ with the same subscripts such that
where "−→" means strong convergence of the sequences. In this subsection, we shall present the proof that the limits B, ξ solve the regularized problem (37)-(38). Without causing the confusions, we always use {B τ }, {B τ }, {ξ τ }, {ξ τ } to denote their convergence subsequences in the rest of this section.
Theorem 2
The limit function B is the weak solution of problem (37) with initial dada B(x, 0) = B 0 (x).
(Ω) and φ(t) ∈ C ∞ 0 (0, T ), from (39) after calculating, we have
For the first term, we have
For the second and the third term, since ∇ ×B τ and ∇ ·B τ converge to ∇ × B and ∇ · B, respectively, we have
Since both f (x, t)and U are Lipschitz continuous and
From (64)- (66), we have
By the density of C ∞ 0 in V, the equation (68) holds for any Φ ∈ V, too.
Theorem 3
The limit function ξ is the weak solution of problem (38) with the initial condition ξ(x, 0) = 0.
Proof For any η(x, t) = Υ (x)φ(t) with Υ (x) ∈ C ∞ 0 (Ω) and φ(t) ∈ C ∞ 0 (0, T ), from (40) we know that
Similar to (64), and the weak convergence in
The right hand of the equation (69) can be considered from the the uniform boundedness and the strong convergence ofξ τ in L 2 (0, T, Y) and the strong
From (69)- (72), we can get
By the arbitrariness of φ(t), it yields
By the density of Y ∩ C ∞ (Ω) in Y, the above equation (74) holds for any Υ ∈ Y.
Taking any Υ ∈ C ∞ 0 and let η(t) = (T − t)Υ , we have η(0) = T Υ, η(T ) = 0. Using integration by part, we have
Therefore, ξ(x, 0) = 0, which finish the proof.
Stability of the Regularized Problem
Now we present the stability estimate of the regularized problem to ensure the well-posedness of the equations (19)
-(20).
Lemma 8 There exists a constant C 10 depending of
Proof Taking Φ = B in (37) and using λ(ξ + θ 0 ) ≥ λ 0 > 0, we have 1 2
Integrating the above with respect to 0 ≤ t ≤ s and using Cauchy inequality and young inequality, we have
Taking a 1 , a 2 such that λ 0 −a 1 −a 2 > 0, by employing the Growall's inequality, we have
The proof is completed.
Lemma 9 There exits a constant C 11 depending on Ω, T, κ, λ, Λ,
Proof First we need define a function
Obviously, h ρ (s) is a bounded, absolutely continuous and increasing function in R. for any η ∈ Y, it can be calculate to get h ρ (η) ∈ Y and
where χ {x∈Ω:|η|<ρ} is the characteristic function.
We need analyze (80) term by term. From the convergence of (79), we have
From (81)- (84) and Lemma 8, we have
By using The Growall's inequality and integrating the inequality with respect to 0 ≤ t ≤ s for any s ∈ [0, T ], we can finish the proof.
Lemma 10 There exists a constant C 12 depending only on Ω, T, λ, Λ,
, we have |h(s)| ≤ 1. For any η ∈ Y, there holds h(η) ∈ Y and ∇h(η) = ∇η 2(1+|η|) 3 2 . Let H(s) be the primitive function of h(s) defined by
Taking Υ = h(Υ ) in (38), we have
From (87),we have
Now we estimate (88) term by term.
From (84) and Lemma 8, we have
By Young's inequality in (93), we have
which implies the estimate of this lemma.
Proof Taking p = 4q 3 , q 1 = 3q 3−q , by the Cauchy-Schwarz inequality, we have
By the embedding of W 1,q ֒→ L q1 and using Poincare's inequality, we have
Taking r =
5−4q
3 , then we have p = (1+r)q 2−q . By lemma 10 and CauchySchwarz inequality, we have
which implies ∇ξ L q (QT ) ≤ C, and (97) implies ξ L p (QT ) ≤ C.
Well-posedness of the Source Problem
We will prove the well-posedness of the problem (19)- (20), that is, we will investigate the limit of the solution of the regularized problem (37)-(38) as the regularization parameter ǫ → 0. For convenience, we denote the solutions of (37)-(38) by (B ǫ , ξ ǫ ). Then the regularized problem (37)-(38) can be rep-
From Lemma 8, there exists B ∈ L 2 (0, T ; V) and a sequence B ǫ such that
From lemma 11,there exists a ξ ∈ W 1,q (Q T ) and a sequence ξ ǫ such that
Since q(ξ) is bounded and Lipschitz continuous, we know that
Theorem 4 Let B be the limit of the approximate solutions B ǫ as ǫ → 0. Then B satisfies the weak formulation (19) together with the initial condition
Proof The proof is parallel to that of Theorem 2 and we omit the details here.
Lemma 12 There exists a subsequence of B ǫ denoted still by the same notation such that
Proof Firstly, we have
Secondly, we have
Thirdly, we have
From (102)- (104), by using the triangle inequality, (101) can be proved.
Theorem 5 Let ξ be the limit of the approximate solutions ξ ǫ as ǫ → 0. Then ξ satisfies the weak formulation (20) together with the initial condition ξ(0) = 0.
Proof Define the function: for any > 0
It is easy to see that G r is a primitive function of g r and it satisfies |g r (s)
Moreover, g r (ξ ǫ ) and G r (ξ ǫ ) are uniformly bounded with respect to ǫ, we infer that
. Clearly, we have φ ǫ → φ in Q T . The proof consists of two steps.
From (100), we have
It is easy to see that
At the same time, since
From Lemma 9 there exists a subsequence denoted by the same notation such that ξ ǫ → ξ in L 3 (0, T ; Γ 2 ). This implies that
The third term of (105) satisfies
For the righthand side of (105), by lemma 12, we have
From (106)- (109) and (105), we can get
The initial condition ξ(0) = 0 can be proved similarly as in the proof of Theorem 3. We do not elaborate on the details here. For the function g r (ξ), we know g r (ξ) → 1, a.e.in Q T . Then we have
We can get
Similarly, the righthand side converges to the form
Collecting all the above equalities and using (110), we finally get:
By the arbitrariness of v, we conclude (20).
In the foloowing, we present the stability of the solutions of the problem (19)-(20) from Lemma 8-Lemma 11 directly.
Theorem 6 Let B, ξ be the limits of B ǫ , ξ ǫ given by (99) and (100), respectively. Then (B, ξ) solves the weak problem (19)-(20). Furthermore,
In the end, we give the uniqueness analysis of the solutions of the problem (19)-(20). 
For the first error equation, based on the equality that λ(θ 1 ) − λ(θ 2 ) = λ ′ (η)ξ, with η between θ 1 and θ 2 , we have
in which the last two steps come from the fact that both θ 1 and θ 2 stay bounded in L ∞ (0, T ; L ∞ (Ω)), and B 2 stays bounded in L ∞ (0, T ; W 1,4 (curl, Ω)). The right hand side of (113) could be bounded in a more straightforward way:
since
Therefore, a substitution of (115)- (117) into (113) ≤ (q(ξ 1 ) − q(ξ 2 ))K(B 2 ),ξ
The assumption that B 2 stays bounded in L ∞ (0, T ; W 1,4 (curl, Ω)) implies that
This in turn indicates that (q(ξ 1 ) − q(ξ 2 ))K(B 2 ),ξ = q ′ (η)ξK(B 2 ),ξ
Again, the fact that both ξ 1 and ξ 2 stay bounded in L ∞ (0, T ; L ∞ (Ω)) has been used in the derivation. For the second expansion term on the right hand side of (119), we see that
The other terms on the right hand side of (119) could be analyzed in a similar way: 
And also, the estimate for the boundary integral term on the left hand side of 119) is trivial:
Subsequently, a substitution of (121)- (125) As a result, a combination of (118) and (126) 
Furthermore, the following Sobolev inequality (in 3-D) is applied: 
so that the following estimates become available: 
in which Young's inequality has been extensively applied. Going back to (127), we arrive at 
Consequently, with an application of Gronwall inequality, and making use of the fact that B (·, t = 0) 0 = 0, ξ (·, t = 0) 0 = 0, we arrive at B (·, t) 0 = 0, ξ (·, t) 0 = 0, ∀t > 0.
This completes the uniqueness proof.
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