A comparative, quantitative study of image compression techniques for use with digital particle image velocimetry has been performed. Several candidate compression algorithms were selected for the study including a lossless technique and a series of mathematical transform-based methods. Each of the compression algorithms was implemented using commercial off-the-shelf software packages. Three image sequences were selected to exercise the various compression methods. These sequences included a set of industry standard images and two sets of images obtained from experimental work conducted at NASA Langley. Evaluation of the various methods was accomplished using quantitative perceptual and metrological performance measures. The results of the study indicate that several methods of compression are applicable to digital particle image velocimetry images. For selected applications where thresholding of the image gray levels can be performed, lossless algorithms yield excellent performance in terms of compression rates and introduction of negligible errors to the images. For applications where thresholding is not appropriate, JPEG and wavelet-based algorithms yield high compression rates with minor spatial errors introduced to the images. Fractal-based algorithms were shown to be capable of providing high compression rates, but the technique must be guided via the use of a suitably selected template image if spatial errors are to be minimized in the compressed images. 
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ABSTRACT
A comparative, quantitative study of image compression techniques for use with digital particle image velocimetry has been performed. Several candidate compression algorithms were selected for the study including a lossless technique and a series of mathematical transform-based methods. Each of the compression algorithms was implemented using commercial off-the-shelf software packages. Three image sequences were selected to exercise the various compression methods. These sequences included a set of industry standard images and two sets of images obtained from experimental work conducted at NASA Langley. Evaluation of the various methods was accomplished using quantitative perceptual and metrological performance measures. The results of the study indicate that several methods of compression are applicable to digital particle image velocimetry images. For selected applications where thresholding of the image gray levels can be performed, lossless algorithms yield excellent performance in terms of compression rates and introduction of negligible errors to the images. For applications where thresholding is not appropriate, JPEG and wavelet-based algorithms yield high compression rates with minor spatial errors introduced to the images. Fractal-based algorithms were shown to be capable of providing high compression rates, but the technique must be guided via the use of a suitably selected template image if spatial errors are to be minimized in the compressed images. 
PSNR
Peak signal-to-noise ratio, dB, see eqn. (7) ) , ( j i u [1] [2] [3] [4] Over the past several years, significant improvements have been achieved in DPIV acquisition hardware with the introduction of high-resolution, large-format cameras which are capable of acquiring images at 10 frames / second and faster. Associated with the introduction of these new camera technologies, stereo DPIV systems have recently been described in the literature which incorporate as many as four separate cameras. 5 With the increase in the number of cameras employed in these systems as well as the increase in the pixel count per camera, the issues of image storage and management become relevant. For instance, the authors recently completed a series of DPIV tests in the NASA Langley Subsonic Basic Research Tunnel which required the use of four separate 1300-by 1030-pixel cameras connected to 8-bit digitizing frame grabbers. During four days of testing, 32,800 separate images were acquired.
These images required approximately 41 gigabytes of hard drive storage space, and were archived on 68 CD-ROM disks.
For a typical turbulence study where acquisition of several thousand images is required for a single flow condition, the total storage space needed for these images can quickly become problematic. In addition, new technologies are forthcoming which will enable high speed DPIV acquisition at rates surpassing 1000 frames / second. The cost of storage media has rapidly diminished over the past decade; nevertheless, there remains a need to achieve maximum efficiency in the archival and retrieval of vast numbers of acquired images.
One established method for improving the efficiency of handling large numbers of images involves compression of the image data during storage. A large number of books and papers have been written describing and contrasting various methods of image compression. Classically, studies characterizing the performance of various compression methods have concentrated on qualitative measures of performance based on human visual perception -a perfectly acceptable criteria given that a majority of image processing algorithms are designed to provide outputs which are viewed by people.
With a few exceptions (most notably astronomical imaging), less attention has been paid to the consequences of using compressed images in metrological applications like DPIV. In particular, the effect of image compression on post-processed data accuracy has not been extensively addressed. Because DPIV technology is now being applied in numerous laboratory and industrial settings to collect large numbers of images, a few groups have begun to look at the implications of using compression techniques to reduce the storage requirements for DPIV data. A few papers describing techniques compatible for use in DPIV acquisition have been presented in the literature over the past two years. In particular, Li 6 presented a good examination of various wavelet methods in relation to DPIV image de-noising and information retention. Freek et.al. 7 examined the accuracy of using JPEG compression on sequences of synthetic DPIV images. Cenedese et.al. 8 examined using two different compression techniques, namely the JPEG algorithm and a lossless technique applied to binary versions of the original American Institute of Aeronautics and Astronautics DPIV images. These studies represent advances in understanding the effects of applying image compression to DPIV.
Nevertheless, a comprehensive study using a number of quantifiable performance measures characterizing the measurement uncertainty in the displacement vector maps derived from analysis of compressed DPIV images has not been performed.
Also, the implications for choosing a lossless versus a lossy (i.e., loss of information) compression algorithm have not been thoroughly examined.
To complement and extend the previous work given in references 6-8, a comparative yet quantitative study has been conducted of several popular image compression techniques, both lossless and lossy, with regard to their effect on the accuracy of DPIV-derived displacement vector maps. Several key performance measures based on compression rates, signal-to-noise levels, and spatial distortions were chosen to evaluate each candidate technique. Three different sequences of DPIV images, two experimentally obtained and one an industry standard sequence, were chosen to exercise each candidate. This paper presents brief descriptions of the candidate compression techniques, performance measures chosen to evaluate each candidate, and some representative results comparing the performance of the various techniques.
CANDIDATE COMPRESSION ALGORITHMS
The authors chose one lossless, one modified lossless, and three lossy image compression techniques for this study. The lossless technique examined was the Lempel Ziv 77 (LZ77) dictionarybased compressor. This algorithm was included in the study to provide baseline lossless compression rates as well as to establish guidelines for determining when use of a purely lossless technique may be preferable. The modified lossless technique consisted of the LZ77 algorithm coupled with gray level thresholding of the images before compression. This technique is somewhat similar to that described by Cenedese in reference 8. However, Cenedese created a binary image after thresholding, whereas the technique used for this study consists of a simple gray level truncation technique which maintains an 8-bit image. The lossy techniques which were examined are all based on various mathematical transformation and recursion equations and include the discrete cosine transform, the discrete wavelet transform, and a recursive fractal equation. Each of these algorithms is described in more detail subsequently. A summary of characteristics for the various candidate algorithms is presented in Table 1 . Each algorithm was implemented for this study using readily available commercial off-the-shelf software packages.
LZ77 Compression: The LZ77 lossless compression algorithm was first described by Ziv and Lempel 9 in 1977 and is often referred to as a sliding window coding algorithm. Variations of the LZ77 algorithm are incorporated into popular programs such as PKZIP and LHarc. The algorithm, shown in block diagram form in Figure 1 , encodes incoming data by maintaining the last n bytes of the data as a dictionary buffer. The length of the buffer is user defined and is typically fixed in the range of 2048 to 16384 bytes. When an incoming block of data matches part of the dictionary buffer, three values are sent to a compressed output file (which also contains the dictionary buffer) -the matching position in the buffer, the matching length, and the byte or character following the match in the buffer. Compressed files are reconstructed via a table look-up procedure using the dictionary buffer and pattern matching data. The LZ77 algorithm provides for fast compression and decompression. However, non-textual data (e.g., binary image files) typically cannot be compressed more than approximately 30 percent using LZ77 due to the relatively short matching sequences of bytes in the data.
To overcome the limited image compression capability of the LZ77 technique, a modified algorithm is proposed which couples the LZ77 compressor to a thresholding process. Before compression, image pixels are gray level thresholded using a simple truncation formula:
where f(i,j) represents the i th , j th original pixel value and f'(i,j) represents the corresponding thresholded value. The benefit of performing this operation prior to compression derives from the structure of a typical DPIV image. Such images are composed of small groups of illuminated pixels superimposed on essentially a black background dominated by noise. By careful choice of the threshold level, the background can be forced to zero, thereby increasing the matching length between sequences of pixels and the LZ77 dictionary buffer. This can dramatically increase the compression rate over using LZ77 alone. While not a lossless technique in the strict sense, the method can still be thought of as a "pseudo" lossless technique. As will be seen, if the threshold level is American Institute of Aeronautics and Astronautics carefully chosen, increased compression can be achieved with no change in the accuracy of the DPIV processed vector displacement data as compared with use of non-compressed images.
JPEG Compression: The Joint Photographic Experts Group (JPEG) compression standard is the leading technique for use in numerous imaging applications 10 , and is incorporated into a number of commercial DPIV processing systems. The algorithm is based on the two-dimensional discrete cosine transform (DCT) pair:
where f(i,j) represents the value of the i th and j th pixel in the original image and DCT(x,y) represents the corresponding image transform coefficient at a spatial frequency identified by coordinates x and y. The image f is assumed to be square in equation (2) . The popularity of the JPEG technique is partly due to the speed of the algorithm -the DCT transform shown in equation (2) is separable, allowing it to be efficiently implemented as a series of one-dimensional fast Fourier transforms. This is accomplished by first performing a one-dimensional transform of each pixel row in the image followed by a transform of each pixel column.
A diagram illustrating how the DCT is applied for monochrome image compression is shown in Figure 2 . An input image is broken up into a series of non-overlapping 8 x 8 pixel blocks. Each pixel block is independently transformed into the spatial frequency (wavenumber) domain using the DCT. Because of the small size of the pixel blocks, a very efficient table look-up implementation of the DCT can be formed which dramatically improves performance of the algorithm. After converting each block to the spatial frequency domain, the DCT coefficients are represented in integer form and a coefficient quantizer (implemented as a series of multiplicative quantization matrices) is used to reduce the number of bits required to store each coefficient. The coefficients are then encoded using lossless run-length and entropy schemes. The use of variable quantization matrices allows the user to easily specify the amount of compression to perform, thereby providing a measure of control over the resultant image quality.
However, an overly aggressive quantization matrix may cause severe degradation in compressed image quality. As the number of bits required to store the coefficients is decreased, highwavenumber information in the 8 x 8 pixel block is removed. The loss of too much information results in a visible "checkerboard" pattern in the image, referred to as Gibb's phenomenon.
Gibb's phenomenon is a major limiting factor in application of high JPEG compression rates. In particular, for cases where a DPIV particle image crosses an 8 x 8 pixel block boundary (which is quite likely), Gibb's phenomenon manifests itself as a change in the spatial distribution of the particle image during compression. This spatial change imparts an error to the image displacement vector derived from the particle image.
Wavelet Transform Compression: Wavelet-based image compression relies on performing a mathematical transformation of the original image followed by a reduction in the storage size of the transform coefficients. In a typical Discrete Wavelet Transform (DWT) analysis of an image, shown in Figure 3 , a set of four complementary filters is used to decompose the image into four different components: approximation (A), horizontal detail (HD), vertical detail (VD) and diagonal detail (DD). The approximation image captures the lowwavenumber information in the image, while the detail images capture the high-wavenumber information along the horizontal, vertical and diagonal directions. The specific filter coefficients used in the decomposition are related to the wavelet family used in the analysis. Wavelets are orthogonal functions, and functionally the DWT is very similar to the Discrete Fourier Transform (DFT) and DCT which also incorporate orthogonal transforming functions. The main difference between the DWT and the DFT / DCT is in the characteristics of the basis functions used. Whereas the DFT and DCT use sinusoids as basis functions, the DWT uses a set of basis functions that are defined by the recursive difference equation
where J represents the number of non-zero coefficients C in the recursion. The most commonly used family of wavelets for image compression are the Daubechies wavelets.
In particular, the Daubechies third-order wavelet is suited for DPIV image compression because this function produces a American Institute of Aeronautics and Astronautics satisfactory representation of an idealized onedimensional model of particles in a DPIV image. Other commonly used wavelet families for image compression include Coiflets and Baylkin wavelets. In reference 6, Li presents a comparative study of these various families used for DPIV compression.
After image decomposition using a suitable wavelet family defined by equation (3), each of the component images (A, HD, VD and DD) can be fully described using a number of wavelet coefficients that is equal to ¼ the size of the original image. That is, after a one-step DWT analysis, the number of 'pieces' of information required to represent the originalimage fully is exactly the same as before. However, if the information in the image is for the most part localized in space, the majority of the detail wavelet coefficients should be negligible. Hence, most of these coefficients can be discarded without significant loss of image fidelity, resulting in a reduction in the amount of information needed to represent the original image and thus achieving image compression.
If all the detail coefficients are approximately zero (when A contains all the relevant information) an information compression of ¼ is achieved.
This represents the best attainable compression using a one-step DWT approach. However, if one is to apply the DWT analysis recursively on A up to an m-step DWT decomposition, it is easy to see that the best attainable compression ratio is given by
Thus, in wavelet-based image compression, one may increase the amount of compression by increasing the decomposition level (m) and/or discarding more detail wavelet coefficients. In practice it is not possible to discard all of the detail coefficients to achieve maximum compression while at the same time maintaining an acceptable image quality. Thus, the insignificant detail wavelet coefficients are determined and discarded using a user-selectable threshold level. The easiest approach for setting such a threshold is known as the global approach where a single threshold value is used for all detail images regardless of their DWT coefficient level. In such a case, the threshold value is varied systematically until one achieves an 'acceptable' balance between the fraction of coefficients discarded and retained image energy. However, this method is subjective. A somewhat better approach is one where the selected threshold value depends on the level of decomposition. In this method, the threshold is typically selected as a fraction of the largest detail wavelet coefficient at each level, the median of the wavelet coefficients at the different levels, etc. Again, this method is subjective and incapable of transparently adapting to different types of images. Much of the research into improving the quality of wavelet-based compressed images has concentrated on developing new methods of choosing the best threshold for removal of detail coefficients.
The ability to threshold wavelet coefficients over the complete set of detail images provides an advantage over DFT-and DCT-based techniques like the JPEG algorithm, since the DWT operates over a range of spatial wavenumbers. In other words, wavelet image compression removes information from the image across multiple spatial scales, and thus should provide superior image quality at higher compression rates relative to other techniques.
Fractal Compression: A different class of image compression based on fractal self-similarity has appeared in recent years, and shows promise for achieving very high compression ratios while retaining reasonable details in the compressed images. 11 Only a brief overview of the technique is presented here -for more detail the reader is referred to an excellent description of fractal compression by Nelson and Gailly. 12 In general, the fractal image algorithm creates a compressed file containing a packed list of transformation coefficients which map the original image to itself, in essence creating a mathematical model for the image. Using this model, the original image can be reproduced at any resolution desired, even resolutions higher than the original uncompressed image. Because only the mathematical model need be saved, very high compression ratios are possible using this technique. However, since a self-similarity model is employed to compress an image, the algorithm is susceptible to the creation of unwanted artificial details or artifacts in the reconstructed image. These artifacts can corrupt the information content of the image. For example, artifacts in a fractal reconstructed DPIV image can appear as spatial distortions in individual particle images, greatly reducing the accuracy of any processed displacement vector data derived from these images. However, these artifacts can be reduced by use of a fractal template containing small representations of features in the image to be compressed. Impressive improvement in compressed image quality can be achieved using templates. Most commercial software packages which implement fractal compression support the use of fractal templates. American Institute of Aeronautics and Astronautics
COMPRESSION PERFORMANCE MEASURES
One of the challenges in conducting a comparative study of algorithms for image compression involves the selection of performance measures used to evaluate the results of the study. The image processing community has traditionally used three primary measures of performance for evaluating compression algorithms.
The first measure is referred to as the compression rate, and is defined as the ratio of the number of bits in the original image to those in the compressed image:
where B tot and tot B are the total bits contained in the original and compressed images, respectively. Obviously as a higher compression rate is achieved, a smaller and thus more efficient compressed image file is generated. The second measure which is similar to the compression rate is the bit rate, defined as:
where M, N are the image pixel height and width, respectively. The bit rate can also be used to determine the efficiency of an algorithm, with a lower bit rate representing a more compact compressed image file. The third commonly used performance measure is the peak signal to noise ratio, defined as:
where L g represents the maximum number of gray levels in the image (256 for an 8- represents the corresponding compressed image pixel value. The PSNR is commonly used to provide an objective level of performance of the compression algorithm in terms of the fidelity of the information retained in the compressed image. It is commonly accepted that images with PSNR levels above 32 dB are perceptually lossless. Nevertheless, the PSNR is not a sufficient predictor of metrological errors which may be introduced to the compressed images. DPIV is a time-of-flight measurement technique where retention of pixel spatial information is equally important to retention of pixel amplitudes. Therefore, additional performance measures need to be defined. The authors chose to implement two different spatial error estimates based on examination of processed displacement vector data obtained from original and compressed DPIV images.
One measure implemented for this study consists of a root-mean-square (RMS) error estimate computed using the displacement vectors derived from processing both the original and compressed DPIV images. This measure provides a look at global spatial biases imparted to the images as part of the compression process. The RMS error estimates are defined as: 
are the corresponding components obtained from processing the compressed image, and P,Q are the number of horizontal and vertical displacement vectors in the processed data, respectively. Equation (8) is a modified version of an error function described by Huang, et.al. 13 , for use in DPIV error investigations. In practice, the E u,RMS and E v,RMS functions should be approximately zero if the individual vector component errors are truly random in nature.
To accompany the error estimates given in equation (8) , an additional performance measure which examines individual image displacements on a percentage basis can be defined by:
Using equation (9), E u and E v are computed with respect to the local u and v vector magnitudes over the entire ensemble of processed displacement vectors. The results are presented in the form of a histogram representing a vector percentage count versus percent deviation from the original displacement vector.
For those compression American Institute of Aeronautics and Astronautics algorithms which preserve spatial integrity of the image, a histogram formed using equation (9) should exhibit a narrow distribution centered around zero percent deviation. As spatial errors in the individual u and v vector components increase (as would be expected if the compression rate were increased), the histogram will broaden and / or become nonsymmetric about zero percent deviation. The final performance measure used for this study is the DPIV false vector rate, defined as the ratio of the number of false vectors detected during validation of the vector field to the total number of vectors processed:
The FVR is represented as a percentage and is computed for displacement vector fields obtained from both the original image before compression (to obtain a baseline) as well as the image after compression.
Increases in the FVR due to compression effects are indicative of introduced spatial errors severe enough to cause the DPIV processing algorithms to select an incorrect vector magnitude and / or direction for one or more interrogation regions in the compressed images. Thus, a significant change in the FVR is a critical indicator of large-scale errors introduced to the DPIV displacement vector maps as a result of the compression process.
IMAGE SEQUENCES CHOSEN FOR STUDY
One industry standard image sequence and two sequences obtained from DPIV facility applications at NASA Langley Research Center were chosen to test the candidate compression algorithms. Each sequence contains 20 single images or image pairs depending on whether single or double exposed frames were acquired. Table 2 lists the relevant characteristics of each sequence and Figure 4 shows a representative image from each sequence.
The industry standard sequence was obtained from the Visualization Society of Japan (VSJ) through their PIV Standard Project. 14 The VSJ standard images are fully documented and publicly available, providing a way for researchers in the field to test and compare various DPIV processing algorithms. Each image in the standard sequence contains 65536, 8-bit pixels. The sequence requires cross-correlation analysis for processing, and the images contain a "low" particle image density of a few thousand particles per image. The Normal incidence Impedance Tube (NIT) sequence was acquired in an acoustically driven, zero-mean flow experiment conducted at NASA Langley Research Center in 1998. 15 Each
The sequence requires cross-correlation analysis for processing, and each image contains a "high" particle image density of over 5000 particles per image.
The choice of the three sequences listed in Table 2 was based on several factors. First, it was desired to have three different particle image densities available since this tests the ability of the image compression algorithms to handle various spatial frequency ranges. In general, the greater the particle image density, the higher the frequency content of the resultant images. It was also desirable to have various background noise levels available in the sequences. By examining the representative images shown in Figure 4 , it can be seen that the VSJ sequence images are the "cleanest" in the sense that there is very little background noise present as compared with the other two sequences. Finally, it was desirable to have a sequence contaminated with unwanted flare light as shown in the separated flow image in Figure 4 where unwanted reflections of laser light were observed at the bottom of the image. This flare light can be thought of as a low frequency contamination superimposed on the relatively higher frequency content represented by the particle images. This ensemble of image types provides the capability for testing the candidate compression algorithms under a number of realistic conditions. EVALUATION PROCEDURE Figure 5 depicts a flowchart showing the compression algorithm evaluation procedure which was adopted for this study. For each image or image pair in the three test sequences, an initial auto-or cross-correlation analysis and validation was performed to derive the baseline displacement vector map and false vector rate information needed for subsequent processing.
The auto-and cross-American Institute of Aeronautics and Astronautics correlation processing routines were written by the authors and are based on classical DPIV spatial analysis techniques as described by Raffel et.al. in reference 1. Table 3 lists parameters used to process each of the sequences. Identification and tabulation of false vectors present in the displacement vector maps were performed using magnitude difference algorithms contained in the CleanVec validation system developed by Soloff and Meinhart 16 at the Laboratory for Turbulence and Complex Flow at the University of Illinois -Urbana. Once the baseline analysis for an image was completed, the image was compressed using a candidate algorithm, and the compression and bit rates computed using equations (5) and (6) . The image was then decompressed and equation (7) was used to compute the PSNR. The decompressed image was then analyzed and validated using the identical processing parameters employed to analyze the original image. Note that identical processing must be done on both the original and decompressed images in order to remove any influences on the displacement vectors other than those introduced by the compression algorithm. After processing, false vectors identified during the validation step were removed from the original and decompressed vector maps, the FVR was computed using equation (10) , and equations (8) and (9) were used to compute the global RMS errors and E u , E v histograms. The removal of false vectors before computation of the RMS errors ensures that any spatial errors which are detected are generated by valid vectors only. This is a reasonable step because the presence of invalid vectors would result in inflated RMS errors given that erroneous vectors typically deviate substantially from valid ones.
SAMPLE RESULTS AND DISCUSSION
LZ77 Results: Six different gray level thresholds spanning a range from 0 to 150 out of 256 gray levels were chosen for the LZ77 evaluation. A threshold of zero results in implementation of the standard LZ77 algorithm. For each test sequence, 20 images or image pairs were thresholded using equation (1) and compressed. The images were then decompressed and processed in accordance with the procedures outlined previously, and the results were averaged. Table 4 lists the average bit rates, false vector rates, PSNR levels, and E u,RMS and E v,RMS values for this portion of the study. Figure 6 illustrates the bit rate and PSNR level versus applied threshold. It is immediately evident from examination of the results in Table 4 and the graphs in Figure 6 that thresholding an image before compression dramatically reduces the bit rate due to removal of background noise. The VSJ and NIT sequences experienced the lowest bit rates as the threshold was increased, while the separated flow sequence showed bit rates approximately three times as high. This is not surprising given that the VSJ and NIT sequences have lower particle image densities and thus more "open" background areas. A lower density allows more of these background areas to be zeroed out during thresholding, increasing the matching lengths between the LZ77 dictionary buffer and sequences of bytes in the image and thus reducing the compressed image size.
An interesting result is seen in Table 4 in the FVR, E u,RMS and E v,RMS values. While there is a dramatic decrease in the PSNR level for each sequence as the bit rate is reduced, the effect on the accuracy of the processed displacement vector maps is negligible, even at the highest compression levels. There is no change in the FVR between the baseline and compressed results, and there are no discernable bias errors in the vector maps. The reason for this insensitivity to threshold level stems from the construction of the DPIV auto-and cross-correlation processing algorithms where a thresholding of individual interrogation regions in the image is performed before computing the correlation functions. As can be seen from the parameters shown in Table 3 , the threshold level in the processing software was maintained at a value of 150. As long as the threshold level in the LZ77 algorithm was kept below the threshold level in the processing software, no degradation in the resultant displacement vector maps appeared. Of course, if the compression threshold is increased beyond that set in the processing software, then increases in the FVR and RMS bias levels are expected to appear. Thus, when applying LZ77 compression with thresholding to DPIV images, a parametric study should be conducted to determine the optimal balance between compression threshold level and rate to maintain negligible errors in the processed displacement vector maps. For those applications where thresholding of interrogation regions cannot be performed during processing, then it is advisable to choose one of the lossy compression techniques examined in this study. Alternately, the LZ77 algorithm can be applied alone, at the expense of higher bit rates in the compressed images.
JPEG Results: Five different compression levels ranging from 1 to 5 were chosen for the JPEG evaluation, with level 1 representing the least compression and level 5 representing the highest. In American Institute of Aeronautics and Astronautics a manner similar to that employed for the LZ77 evaluation, 20 images or image pairs in each sequence were compressed and processed. Table 5 lists the average bit rates, false vector rates, PSNR levels, and E u,RMS and E v,RMS values for this portion of the study. Figure 7 (a) shows the PSNR level as a function of the bit rate using JPEG compression. With the exception of the NIT sequence (which exhibits a flattening of the PSNR above 0.8 bits/pixel), the PSNR levels decrease uniformly as the bit rate is reduced. The majority of the PSNR levels are greater than 32 dB, indicative of little perceptual degradation in the images. Figure 7 (b) depicts the change in FVR as a function of bit rate. In general, for bit rates of 1 bit/pixel and above, less than a one percent change is noted in the FVR. Below 1 bit/pixel, the FVR starts to increase in the VSJ and separated flow sequences, with the change in FVR reaching 2.5 to 3.5 percent for the lowest bit rates. The NIT sequence displays excellent stability in the FVR across the entire range of bit rates employed in the evaluation. It is suspected that the excellent FVR trend shown for the NIT sequence is related to the use of auto-correlation analysis for the images. The auto-correlation analysis algorithm developed by the authors uses a restrictive search box for the correlation peak which may mitigate the generation of false vectors, even at low compression bit rates. The other two sequences examined for this study utilized cross-correlation analysis which does not employ a search box. The FVR trends for the VSJ and separated flow sequences are superimposed on one another in Figure 7 (b) with the NIT results appearing noticeably lower. Figure 8 illustrates average E u,RMS and E v,RMS values for the three image sequences. In general most of the results are tightly grouped between 0.010 and 0.020 pixels with the E v,RMS values for the VSJ sequence appearing slightly higher at between 0.015 and 0.025 pixels. These results would tend to indicate that there are only small global spatial biases being imparted to the images by the JPEG algorithm, and that these biases do not increase appreciably as the compression rate is increased. Note that while these results indicate that the JPEG algorithm performs well in terms of the overall ensemble of particle displacement vectors generated from processing the compressed images, it is not indicative of errors which may be introduced to individual displacement vectors. These individual spatial errors can best be seen through the formation of E u , E v histograms using equation (9) . Figure 9 displays a series of representative E u , E v histograms for a JPEG compression level of 5. Several observations can be made from an examination of these histograms. First, the shape of the histogram distribution depends greatly on the type of DPIV image being compressed. For the VSJ and NIT sequences, the E v histograms display a much more narrow distribution than the E u histograms. This is to be expected, because the E u , E v functions given in equation (9) are normalized by the local u and v vector displacement components. Thus, the functions are sensitive to the predominant flow direction. For the VSJ and NIT sequences, the predominant flow direction is aligned along the v direction, making local v components much larger than corresponding u components. On the other hand, the separated flow sequence contains highly variable local u and v components, and thus displays more balanced E u and E v histogram distributions. The E u , E v functions could be normalized by the displacement vector magnitude; however, this would result in the generation of much more narrow distributions which would make it harder to detect subtle changes in distribution shape. Using the local u and v components for normalization make these histograms more useful in the present study in that they allow a better examination of changes as various compression levels or algorithms are employed. Figure 10 shows representative compressed images from the three sequences for a JPEG compression level of 5. Perceptual changes can be detected in the VSJ image as compared with the corresponding original image shown in Figure 4 . Similar changes are much harder to detect in the NIT image, while in the separated flow image, degradation of the image is most easily seen in the background area located at the top of the image. Visual differences in the images were reduced dramatically as the compression level was decreased from level 5 to level 1. Figure 11 shows overlaid image displacement vector maps for JPEG compression levels of 1 and 5 for a representative image pair taken from the VSJ sequence. An examination of these maps reveals only minor differences in the validated vector fields as the compression level is increased from level 1 to level 5. In particular, the largest deviations are noted in the upper right quadrant of the vector map of Figure  11 (b). The JPEG compression algorithm produced comparable vector maps for the other two image sequences examined in the study.
Wavelet Results: Four different compression levels were chosen for the wavelet evaluation, with level 1 representing the least compression and level 4 the highest. In a similar manner to the LZ77 and JPEG evaluations, 20 images or image pairs in each sequence were compressed and processed. Figure 12 illustrates the change in PSNR level as the bit rate is reduced. Compared with the results shown in Figure 7(a) for the JPEG algorithm, the wavelet compression produces remarkably consistent PSNR levels, with degradation of the PSNR only occurring for bit rates below 1 bit/pixel. This trend is consistent with the nature of the wavelet algorithmthe DWT removes information from the image across a range of wavenumber scales, and thus does a better job of preserving image features such as edges, dots, etc., at higher compression rates.
A similarly consistent trend can be seen in Figure 13 which depicts the change in FVR as a function of bit rate. The FVR is very consistent above bit rates of 1.5 bit/pixel, and actually indicates a reduction in the FVR, in comparison to the uncompressed image results, for bit rates above 0.5 bit/pixel. The reason for this decrease can probably be attributed to the de-noising effect which the DWT imparts to the images, an effect mentioned by Li in reference 6. The separated flow sequence would be most sensitive to any de-noising since it contains the highest levels of background and particle image noise among the three sequences, and indeed from examining Figure 13 , this sequence shows the largest reduction in the FVR. Figure 14 shows the average E u,RMS and E v,RMS values for the three image sequences using wavelet compression.
As was observed for the JPEG evaluation, most of the results are tightly grouped between 0.010 and 0.020 pixels for bit rates above 0.5 bits/pixel. There is consistency in the RMS values across a wide range of bit rates. These results would tend to indicate that there are only small global spatial biases being imparted to the images by the wavelet algorithm, and that these biases do not change appreciably as the compression rate is increased. Figure 15 displays a series of representative E u , E v histogram functions for each of the three image sequences for a wavelet compression level of 4. In general, the histogram distributions for the NIT and separated flow image sequences are very similar to those shown for the JPEG evaluation. However, the VSJ image sequence shows a much broader E u distribution and a slightly larger E v distribution over the JPEG results. For reasons unknown, the E v distribution for this sequence also appears to be slightly bimodal in structure, with a small peak occurring at between 20 and 50 percent deviation. The reason for the broadening of the distribution can be explained via an examination of the wavelet compressed images shown in Figure 16 and the overlaid image displacement vector maps shown in Figure 17 . The VSJ image shown in Figure 16 (a) is perceptively more distorted than the other two images for similar compression bit rates. The reason for the increased distortion in the VSJ image is unclear, but may be related to the wavenumber scales appearing in the image -the wavelet compression algorithm appears to have performed a poor job of thresholding the detail coefficients for this particular sequence. As a result, the vector map shown in Figure 17(b) shows more visible deviations between vectors derived from the original and compressed images. Based on these results, it appears the wavelet compression technique in general outperforms the JPEG algorithm; however, it is advisable to conduct test runs using various wavelet compression rates to determine the optimal bit rate to use for a particular class of image.
Fractal Results: Due to an image size limitation of 500,000 pixels in the commercial fractal compression program used for this study, only the VSJ industry standard sequence could be processed. Nevertheless, four different fractal compression levels were chosen, with level 1 representing the least compression and level 4 the highest. As with the previous evaluations, the 20 image pairs in the VSJ sequence were compressed both with and without the use of fractal templates and processed. Table 7 lists the average bit rates, false vector rates, PSNR levels, and E u,RMS and E v,RMS values for this portion of the study. As can be seen from the results presented in Table 7 , the fractal algorithm performs extremely poorly when used without templates, with extreme degradation of the compressed images and 40 -50 percent increases in the FVR observed. These results are so poor that it is essential that fractal image templates be used to guide the process of compressing DPIV images. For this reason, the results which follow are based on the use of templates during compression. Figure 18 shows the PSNR levels and change in FVR rate as a function of bit rate for the fractal algorithm using templates. The PSNR levels are essentially constant across the entire range of bit rates employed for the study. This result is not surprising given the self-similarity nature of the fractal compression algorithm. The use of self-similarity equations implies that reconstructed fractal images have similar spatial wavenumber characteristics regardless of the amount of compression applied to the original image. DPIV images compressed using the fractal technique over a range of bit rates should have similar background and particle image features, and thus similar PSNR levels. In a like manner, the change in FVR between the baseline and compressed processed images is shown to be a consistent 3.5 American Institute of Aeronautics and Astronautics percent for all bit rates, as can be seen in Figure 18(b) . The E u,RMS and E v,RMS results shown in Figure 19 are also constant at 0.022 pixels for the u component and 0.033 pixels for the v component. Figure 20 displays representative E u , E v histograms for the VSJ sequence for a fractal compression level of 4. As with the wavelet evaluation, the VSJ image sequence shows a much broader E u distribution and a slightly larger E v distribution over the JPEG results. The reason for this broadening can be seen in Figure 21 . The VSJ image shown in this figure is perceptively more distorted than for the other candidate compression algorithms. The selection of a proper fractal template is critical towards controlling the quality of the compressed images, and another choice for the template may improve the VSJ image displayed in Figure 21 . The optimization of fractal templates for DPIV compression is an area for future study. Figure 22 depicts two overlaid image displacement vector maps derived from processing a representative original and fractal compressed image pair for compression levels of 1 and 4. There are similar slight vector deviations in both maps, again showing an insensitivity of introduced spatial errors to the level of compression applied. This is a remarkable result given the obviously degraded appearance of the image in Figure 21 , but implies that while pixel amplitudes are being distorted with the fractal algorithm, only minimal spatial distortions are being introduced to the images. Thus, if the level of error is acceptable for a particular DPIV application and if an appropriate DPIV template image can be generated, extremely high compression levels may be achieved using fractal compression.
SUMMARY
Based on the results of this study, there are several candidate algorithms which may be successfully applied to compress DPIV images with minimal error.
For those applications where thresholding of individual DPIV interrogation regions can be performed before correlation functions are formed, it is possible to achieve compressed bit rates of less than 1 bit/pixel with no degradation of the processed vector maps by using the LZ77 algorithm. For those applications where thresholding cannot be performed, the wavelet compression algorithm in general yields the best performance in terms of imparting negligible increases in the false vector rate (in some cases actually decreasing the rate) and imparting negligible increases in the E u , E v histograms. However, depending on the spatial wavenumber content of individual images, test cases need to be examined when using wavelet compression to ensure that the proper detail coefficient thresholds are selected, thus minimizing spatial errors. If a modest increase in the false vector rate can be tolerated, then compressed bit rates of 0.5 -2 bits / pixel can be achieved using JPEG or fractal compression.
However, when using fractal compression, a proper template image must be selected if the image quality is to be optimized. Regardless of the type of compression algorithm contemplated for use with DPIV, it is advised that test images be compressed and processed and that any errors due to the algorithm be identified before replacing the original images with compressed ones during data archiving. 
