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Abstract
Matching articulated shapes represented by voxel-sets
reduces to maximal sub-graph isomorphism when each set
is described by a weighted graph. Spectral graph the-
ory can be used to map these graphs onto lower dimen-
sional spaces and match shapes by aligning their embed-
dings in virtue of their invariance to change of pose. Clas-
sical graph isomorphism schemes relying on the ordering of
the eigenvalues to align the eigenspaces fail when handling
large data-sets or noisy data. We derive a new formula-
tion that finds the best alignment between two congruent
K-dimensional sets of points by selecting the best subset
of eigenfunctions of the Laplacian matrix. The selection is
done by matching eigenfunction signatures built with his-
tograms, and the retained set provides a smart initializa-
tion for the alignment problem with a considerable impact
on the overall performance. Dense shape matching casted
into graph matching reduces then, to point registration of
embeddings under orthogonal transformations; the regis-
tration is solved using the framework of unsupervised clus-
tering and the EM algorithm. Maximal subset matching of
non identical shapes is handled by defining an appropriate
outlier class. Experimental results on challenging examples
show how the algorithm naturally treats changes of topol-
ogy, shape variations and different sampling densities.
1. Introduction
Shape matching is a central topic in many areas of com-
putational vision, such as object modeling, motion track-
ing, object and action recognition. One of the main goals of
shape matching is to find dense correspondences between
the representations of two objects (as illustrated on Figure 1.
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Figure 1. Two articulated shapes, of 12577 and 12346 voxels,
matched with our method. The two voxel-sets are embedded in a
7-dimensional space. Using eigenfunction alignment to initialize
the 7×7 orthogonal trasformation, EM converges after 9 iterations.
There are only 90 unmatched voxels(in grey).
In the recent past there has been tremendous interest in both
2-D and 3-D shape matching. In spite of these efforts, the
problem of matching 3-D articulated shapes remains very
difficult, mainly because it is not yet clear how to choose
and characterize the group of transformations under which
such shapes should be studied [9], [11], [1], [10]. One pos-
sible approach, among many others, is to represent shapes
by locally connected sets of points, i.e. sparse graphs, and
to use spectral embedding methods in order to isometrically
map these graphs onto a lower dimensional space. As a re-
sult, a dense match between shapes can be found through
the alignment of their embeddings. Umeyama [19] pro-
posed a solution to the weighted graph matching problem
based on eigendecomposition of the graphs’ adjacency ma-
trices, and Scott and Longuet-Higgins [16] who used the
Gaussian proximity matrix to match sets of rigid points, pi-
oneered this research area. The proximity matrix was also
used in [17] while [5, 6] extended the Gaussian kernel to
other robust weight functions and proposed a probabilistic
1
framework for point-to-point matching. The main drawback
of these embedding techniques is that they cannot be easily
extended to articulated shapes. Also they are quite sensitive
to noise, to outliers, as well as to discrepancies between the
two point-sets (e.g. missing parts, deformations, etc.).
To extend the the use of spectral graph methods to the
unsupervised representation and matching of articulated
shapes, one can use local isometries as invariants preserved
by articulated motion (except in the vicinities of the joint).
Methods such as Laplacian Eigenmaps [3], generally used
for dimensionality reduction, are explicitly conceived to
find a mapping that best preserves such pairwise relation-
ships. Indeed, the Laplacian matrix [7] encodes local geo-
metric and topological properties of a graph, and hence it
is well suited for describing articulated objects. Belkin and
Niyogi [3] provide a theoretical justification for combining
the Laplacian operator with the Gaussian (or heat) kernel.
Laplacian embedding has strong links with spectral clus-
tering [14] and with other local-based embedding methods
such as LLE [15]. In [10], the Laplacian embedding is used
to embed 3-D meshes using a global geodesic distance and
to match the embeddings using the ICP algorithm [21].
In this paper we propose a new method for matching ar-
ticulated shapes which combines Laplacian embedding with
probabilistic point matching, [8, 12, 20]. We thoroughly
justify the choice of the Laplacian for capturing the proper-
ties of locally-rigid shapes, for mapping them onto a low-
dimensional subspace of the eigenspace, and for performing
probabilistic point registration. Problems with the ordering
of eigenvalues have been identified before [10] with point-
sets of cardinality 102 . We offer an interesting alternative
to eigenvalue ordering, namely the use of eigenfunction his-
tograms. Our new alignment method is particularly relevant
when the cardinality of the point-sets is very large (of the or-
der of 104) while the dimension of the embedding space is
of the order of 10. Since we conclude that articulated shape
matching is equivalent to point-to-point assignment under
an orthogonal transformation, we concentrate on the latter
and provide an algorithm that handles point registration in
the framework of unsupervised clustering. We claim that,
by adding a uniform component to a mixture of Gaussians,
it is possible to deal with discrepancies between the shapes
and with outliers.
The remainder of this paper is organized as follows. Sec-
tion 2 establishes a link between graph isomorphism and
point registration. Section 3 describes a method for aligning
eigenfunctions based on their histograms. Section 4 casts
the point registration problem in the framework of unsuper-
vised clustering. Section 5 describes experiments with sev-
eral data sets, and Section 6 draws some conclusions and
proposes directions for future work.
2. Problem statement
2.1. Graph Laplacian operator
Given a voxel-set representation of an articulated shape,
let X = {X1, . . . , XN} be the set of voxel centers (Xi ∈
R
3). It is possible to define a graph Gx, where each node is
associated with a Xi and where the local geometry of the set
is used to define the edges. The voxel connectivity together
with a notion of local distance between pairs of nodes de-





exp(−d2(i, j)/ν2) if i ∈ N (j)
0 if i /∈ N (j)
0 if i = j
(1)
where d(i, j) denotes the local shortest-path distance be-
tween points associated with nodes i and j, ν is a scalar, and
N (j) is the set of neighbors of j. In order to analyze some
of the geometric and topological properties of these graphs
(e.g., patterns of connectivity), we can use spectral graph
theory [7], and in particular, the normalized graph Lapla-
cian L = D−1/2WD−1/2. Here D stands for the diagonal
degree matrix whose elements verify Dii =
∑
j Wij .
2.2. Spectral graph matching
Consider another articulated shape Y = {Y1, . . . , YM}
and let for the time being N = M . From X and Y we
build two graphs Gx and Gy and two adjacency matrices Lx
and Ly . Matching these graphs is the problem of finding a
N × N permutation matrix P minimizing the function:
J(P) = ‖Lx − PLyP
⊤‖2. (2)
According to Umeyama’s theorem [19], the solution can be
found through the alignment of the graphs’ eigenspaces,
as follows. Let Lx = UxΛxU
⊤
x and Ly = UyΛyU
⊤
y
be the eigendecompositions of the corresponding adjacency
matrices, where Ux and Uy are two orthogonal matrices
and Λx = Diag [λ1, . . . , λN ], Λy = Diag [δ1, . . . , δM ].
First, the domain of the objective function (2) is ex-
tended to the space of all orthogonal matrices Q. This
extension is natural because permutation matrices belong
to the group of orthogonal matrices. Umeyama’s theo-
rem states that if the eigenvalues of Lx and Ly are dis-
tinct and if they can be ordered, then the minimum of
J(Q) is reached for Q∗ = UxSU
⊤
y . The diagonal ma-
trix S = Diag [s1, . . . , sN ], s ∈ {+1;−1} accounts for the
sign ambiguity in the eigendecomposition. The matrix Q∗
is an alignment of the complete eigenbasis. For two per-
fectly isometric shapes, Q∗ is also identical to the searched
permutation matrix P and determines a node-to-node as-
signment function (acting on the indexes of one node sets)
ω : {1, ...,M} 7→ {ω(1), ..., ω(M)}.
One of our main contributions, is the extension of this
theorem in order to solve the maximum sub-graph matching
problem through the registration of the graphs’ embeddings
under an orthogonal transformation.
2.3. Graph matching in a reduced eigenspace
For large and sparse graphs, Umeyama’s theorem holds
only weakly. Indeed, one cannot guarantee that the eigen-
values of the Laplacian matrix are all distinct. Furthermore,
the presence of symmetries in the shape causes some of
eigenvalues to have an algebraic multiplicity greater than
one. Under these circumstances and due to numerical ap-
proximations, it might not be possible to properly order the
eigenvalues. In the absence of an absolute eigenvalue order-
ing, Umeyama’s theorem is impractical (one would need to
find the best out of all possible N ! orderings).
One elegant way to overcome this problem, is to reduce
the dimension of the eigenspace, along the line of spec-
tral nonlinear reduction techniques. Following the Lapla-
cian eigenmaps scheme [3], one can perform a generalized
eigendecomposition of the Laplacian matrix L and use the
K smallest eigenvalues1 with their associated eigenspace
(K ≪ N). We denote by UKx the N × K block matrix of
Ux. The columns of U
K
x correspond to the K eigenvec-
tors associated with the selected eigenvalues, while its rows
represent the coordinates of the set X̄ in the embedded K-
dimensional space: X̄ = {x1, . . . , xN}. Since Xi ∈ R
3
and xi ∈ R
K , this corresponds to a mapping R3 7→ RK .
Respectively, for the second shape Y , we can use the matrix
UKy to derive the embedding Ȳ = {y1, . . . , yM}.
Because it preserves local geometry, the Laplacian em-
bedding projects a pair of locally isomorphic shapes (true
for articulated shapes) onto two congruent point-sets in RK .
This condition makes it suitable for Umeyama’s frame-
work. If the K eigenvalues of the reduced embeddings
were distinct and reliably ordered, one could directly use
Umeyama’s theorem and the minimizer of J(Q) in the re-
duced eigenspace:




Notice that SK is now K×K. If we can not reliably oder
the eigenvalues: {λ1, . . . , λK}, {δ1, . . . , δK}, we need to
add a permutation PK :




Again, PK is only K × K. Let RK = S
KPK and extend
the domain of RK to all possible orthogonal matrices of
1leaving out the eigenvalue 0 and its unitary eigenvector
size K×K. This is done both, to find a close-form solution
and to deal with algebraic multiplicities. As a result:




RK works as an orthogonal transformation aligning the





where the column vectors of ŨKx
⊤ = [xω(1) . . . xω(M)] are
assigned to the column vectors of UKy
⊤
= [y1 . . . yM ], with
ω : {1, ...,M} 7→ {ω(1), ..., ω(M)}. Under an exact local-
isomorphism assumption, the alignment matrix RK makes
the estimation of ω trivial (it can be performed by a simple
nearest-neighbor method). To conclude, we can state the
following proposition:
Proposition: Let two articulated shapes be described by
two graphs as defined in section 2.1. Consider the Lapla-
cian embeddings of these two graphs onto a K-dimensional
space. Solving for the local graph isomorphism problem
is equivalent to finding a solution for the point registra-
tion problem under the group of orthogonal transforma-
tions. Namely, estimate a K × K orthogonal matrix RK
that aligns the reduced eigenspaces and find the trivial as-
signment ω.
Nevertheless, in real scenarios the two shapes are never
locally identical and the number of voxels in each set can
be different. To be able to recover the assignment ω, the
problem needs to be reformulated as a maximum sub-graph
isomorphism, i.e. finding the largest match between sub-
graphs in the two shapes. In practice, this amounts to relax-
ing the constraints of the assignment ω being strictly one-to-
one and the two graphs having the same number of nodes.
One possible solution is to devise an algorithm that alter-
nates between estimating the K × K orthogonal transfor-
mation RK , which aligns the K-dimensional coordinates of
the two points sets, and finding an assignment ω. One may
observe that RK belongs to the orthogonal group O(K),
therefore this framework is different from the classical rigid
point registration, where one seeks for a 3-D rotation, i.e. a
member of the special orthogonal group SO(3).
Since an alternation approach may lead to local-minima,
we propose a solution to the maximum sub-shape isomor-
phism problem in two stages. First, in section 3, we de-
scribe a method that estimates the best matrices PK and
SK , relying neither on eigenvalue ordering nor on exhaus-
tive search, but instead in a comparison of the eigenfunc-
tion histograms of the two embeddings. Then, in section
4, we detail a robust point registration method, based on
maximum likelihood with latent variables. The algorithm
follows the clustering formulation of EM, and is initialized
with the PK and SK obtained in the previous stage.
3. Alignment using Laplacian eigenfunctions
In the context of embedded representations of graphs, the
columns of matrix UKx may be viewed as a set of eigenfunc-
tions, each such eigenfunction maps the graph Gx onto R.
Similarly a column of UKy maps Gy onto R. For two iden-
tical graphs, these eigenfunctions should be identical, up
to the ordering of the eigenvalues (which implies an order-
ing of the column vectors of both UKx and U
K
y ) and up to
a node-to-node assignment. However, empirical evidence
points out that eigenvalue ordering is not reliable (hence
the presence of matrix PK) and we do not have a node-
to-node assignment. Let ukx (respectively u
k
y) be the k
th
eigenfunction of the Laplacian associated with the graph Gx
(respectively Gy). u
k
x can be seen as a column vector, whose
histogram h(ukx) is obviously invariant with respect to the
order of the vector’s components, and thus to the order in
which the graph nodes are considered. The histogram can
be regarded then as an eigenfunction signature.
The problem of finding an estimate for the matrices PK
and SK can therefore be addressed as the problem of find-
ing a set of assignments {ukx ⇔ ±u
l
y, 1 ≤ k, l ≤ K}
based on the comparison of the eigenfunction signatures,
namely the histograms. This is an instance of the stan-
dard bipartite maximum matching problem whose complex-
ity is O(K3). Notice however that the eigenvectors are
defined up to a sign (hence the presence of matrix SK)
so two different histograms h(u) and h(−u) can be asso-
ciated with each eigenfunction and need to be compared.
Let C(h(u), h(v)) be a measure of dissimilarity between
two histograms. Computing the dissimilarity of all pairs of
eigenfunctions (ukx,±u
l
y) we can build a K × K matrix A










The Hungarian algorithm provides an optimal solution to
the problem of finding an assignment between eigenfunc-
tions of the two graphs (shapes), taking A as input and pro-
ducing as output a permutation matrix. Because the sign
ambiguity has been explicitly taken into account, this solves
as well for SK . This method provides an good initialization
for the point registration method described in section 4.
As an example, Figure 2 shows the histograms of the
first five eigenfunctions associated with the two different
poses of the wooden mannequin of Figure 3. One can vi-
sually realize the striking similarity of histograms related
to extremely separated poses of the same shape: as a mat-
ter of fact the topology of the body is different in the two
cases due to the presence of the hands’ self-contact. The ef-
fectiveness of the histograms as eigenfunction signatures is
attested by the correct assignments represented as arrows.
Notice that, due to the topological differences, it has not
been possible to align all the eigenfunctions. This is not an
(a) (b)
Figure 2. Histograms associated with the embeddings of the
wooden-mannequin example. (a) pose 1 (b) pose 2. First 5 his-
tograms out of the 20 compared. Notice the sign flip when the
fourth histogram on the left is aligned with the fifth histogram on
the right (horizontal reflection).
issue since we only retain the aligned eigenfunctions. These
form an eigenspace where finding the assignment is easier.
In practice, the algorithm starts with the most significant,
e.g. the first 20-25, eigenvalues and eigenfunctions for each
shape, but retains only only the pairs of eigenfunctions with
the best alignment score. This improves the robustness of
the matching algorithm.
4. Point registration and clustering
Points belonging to two poses of the same articulated
shape are congruent after graph Laplacian embedding. To
find an assignment between them we need to find an opti-
mal alignment between two congruent sets of points in the
reduced space of dimension K. An immediate consequence
of the result obtained in section 2 is that articulated shape
matching casts into a point registration problem, which we
propose to solve in the framework of clustering. The points
X̄ are treated as observations, while the points in the sec-
ond shape, Ȳ , are treated as centers of normally distributed
clusters. In addition to these Gaussian clusters, we will need
to consider an outlier component with uniform distribution.
We refer then to our method as unsupervised robust point
registration.
Under these conditions, the likelihood of an observation
xn to belong to a cluster m, 1 ≤ m ≤ M , has a Gaussian
distribution with mean 2 µm = Rym and covariance Σ. We
also introduce a (M + 1)th outlier cluster with uniform dis-
tribution. The likelihood of an observation to be an outlier
is uniformly distributed over the volume V which contains
the embedded shapes. This yields:
P (xn|zn = m) = N (xn|Rym,Σ), 1 ≤ m ≤ M,
P (xn|zn = M + 1) = U(xn|V, 0).
One can write the likelihood of an observation as a mixture




πmP (xn|zn = m).
We introduce the latent variables Z = {z1, . . . , zn}, that
assign each observation to a cluster. By assuming indepen-
dent and identically distributed observations, we obtain the
log-likelihood of the point-set X̄ :






πmP (xn|zn = m). (7)
Hence, the problem of point-to-point assignment can be for-
mulated as the maximization of the log-likelihood in eq. (7).
Due to the presence of the latent variables this will be car-
ried out using the EM algorithm. With our notations, EM
should solve:
R∗ = arg max
R
EZ [lnPR(X̄ ,Z)|X̄ ]. (8)
That is, maximize the conditional expectation taken over
Z of the joint log-likelihood (of observations and assign-
ments) given the observations. The joint likelihood is pa-
rameterized by R. In contrast to standard EM, we estimate
a global orthogonal transformation R (instead of M inde-
pendent K-dimensional means), as well as a global K × K
covariance matrix Σ, constrained to be common to all the
clusters (in the interest of avoiding convergence problems
when a point xn is infinitely close to a cluster center Rym).
In order to formally derive an analytic expression for
the conditional expectation of eq. (8), we need to compute
the posterior class probabilities, namely P (zn = m|xn) =
P (zn = m,xn)/P (xn). This can be interpreted as the pos-
terior probability of a point xn to be registered with point
ym and we denote it by αnm. We assume that all points m
have equal prior probabilities and hence π1 = . . . = πM =
πin. Therefore we have πM+1 = 1 − Mπin = πout. De-




i=1 exp(−dΣ(xn,Ryi) + κ)
. (9)
2For simplicity we drop the superscript of RK .
3dΣ(a, b) = (a − b)
⊤Σ−1(a − b)
The parameter κ represents the contribution of
the outlier cluster; it is possible to verify that:
κ = (2π)K/2(detΣ)1/2πout/V πin. Next, we write
P (X̄ ,Z) as:






P (xn|zn = m)P (zn = m)
)δm(zn)
,
where the function δm(zn) is equal to 1 if zn = m and to 0
otherwise. When taking the conditional expectation of the
log of this likelihood, we need to estimate the conditional




δm(zn = i)P (zn = i|xn) = αnm.
Finally, denoting the current parameter estimate with super-
script (q) and dropping out the constant terms, the negative













i=1 αimxi/ξm and ξm =
∑
i αim. (11)
Our algorithm finds one-to-one assignments xm ⇔ ym.
xm is a mean over all xi ∈ X̄ , built by weighting each xi
with its posterior probability of being assigned to ym ∈ Ȳ ,
and normalizing each such assignment by ξm. In practice,
these posteriors (αnm) and these weights (ξm) allow the
classification of the observations into inliers and outliers.
For this reason, our algorithm performs unsupervised robust
point registration.
To summarize, the formal derivation outlined above
guarantees that the maximization of eq. (7) is equivalent to
the minimization of eq. (10) [13]. Therefore, one can apply
the EM algorithm to eq. (10) as detailed in the next section.
5. Experimental results
We applied the method described above to estimate the
matching of 3-D articulated shapes described as dense sets
of voxels. In this section, we show the results of the al-
gorithm on three different objects: a wooden mannequin, a
person, and a hand (see Table 5). We gathered several data
sets of poses of these objects using six calibrated cameras
and a voxel reconstruction software package. The results
show how most of the points are matched in few iterations
of the algorithm.
Figure 3 shows two widely separated poses of the same
articulated object, a wooden mannequin. The algorithm
Example EM Number Outliers+
iterations of voxels Unmatched
Mannequin 6 12667 - 13848 472
Manneq-person 8 11636 -12267 388
Hand 4 13594 -13317 39
Table 1. Three challenging experiments
starts by building the Laplacian matrices of these shapes in
order to map them onto a lower dimensional space (Figure
4). Then, the signatures of the associated eigenfunctions
are computed and matched as described in Section 3 in or-
der to find a permutation matrix between the eigenvectors
associated with the two embeddings and solve for the sign
ambiguity (see Figures 2 and 6-a). In this experiment, the
dimension of the embedding space turned out to be K = 5.
Notice how the contact between the two hands alters the
topology of the embedded shape (Figure 4); without the
eigenfunction matching stage, i.e. using only eigenvalue
to order the eigenfunctions, the point matching becomes a
difficult task and the EM algorithm would easily fall into a
local minimum.
(a) pose 1 (b) pose 2
Figure 3. Two poses of a wooden mannequin. In (a) the hands
touch each other introducing important topological differences be-
tween the two associated graphs.
(a) eigenfunctions 1-2-3 (b) eigenfunction 1-4-5
Figure 4. Embeddings before alignment: Embeddings of the two
poses of the wooden mannequin in Figure 3 (blue: pose 1,
green: pose 2). The embeddings are represented as their three
dimensional projections on two different subspaces. (a) subspace
spanned by eigenfunctions1-2-3, (b) subspace 1-4-5.
(a) eigenfunctions 1-2-3 (b) eigenfunction 1-4-5
Figure 5. Aligned embeddings: result after eigenfunction align-
ment and EM. Only the K retained eigenfunctions are shown.
(a) After eigenfunction alignment (EM initialization)
(b) After EM convergence
Figure 6. Dense match between the two poses of the wooden
mannequin in Fig. 3. (a) Assignment found after aligning the
eigenspaces with the eigenfunction signature histograms. (b) Final
result after convergence of EM. Points in grey illustrate outliers.
Then, the algorithm performs point registration under a
K × K orthogonal transformation, using the EM algorithm
described in Section 4. This procedure treats the first point-
set as observations and the second point-set as cluster cen-
ters. EM needs to be initialized, by provision of an initial
orthogonal transformation R and a covariance matrix Σ, as
well as values for the cluster priors π1 . . . πM (see below).
We use the eigenfunction alignment scheme of Section 3 to
provide an initialization for R. We also use an isotropic co-
variance σ2I for the initialization, where σ is chosen suffi-
ciently large to allow evolution of the algorithm and I is the
K × K identity matrix. In practice the initial covariance is
of the order of 15 voxels. The cluster priors are chosen such
that π1 = . . . = πM = πin and πM+1 = 1−Mπin = πout.
Moreover πin is chosen as a small proportion of the work-
ing volume V .
The E-step computes the posterior probabilities associ-
ated with each observation using eq. (9); in addition to
the current estimates of R and Σ, one needs to specify
the uniform-component parameter κ. With the explained
choice for πin and πout we have κ ∝ (detΣ)
1/2. The
M-step estimates the transformation R and the covariance
Σ. The estimation of R is done in closed form using an ex-
tension of [2] to deal with orthogonal matrices of arbitrary
dimension rather than with 3-D rotations. The covariance
matrix can be easily estimated from eq. (10) as is classi-
cally done [4]. At convergence, EM provides an optimal
value for the maximum likelihood, as well as final estimates
for the posterior probabilities. This posteriors assign each
“mean” observation xm (eq. 11) to a “cluster center” ym.
Figure 5 shows the final alignment of the two embed-
ded shapes of Figure 4. Even though the hands self-contact
induces significant differences in the graph topology and
thus in the embedded shapes, there is still a significant
set of voxels which preserves the same structure in both
poses. Our sub-graph matching algorithm is capable to re-
cover this maximal subset and successfully match the point-
sets, despite the presence of a large number of unmatchable
points. This performance is due the Laplacian embedding,
but mainly to the outlier rejection mechanism introduced in
Section 4, which rejects this unmatched points to a class of
their own and prevents them to influence the correctness of
the orthogonal alignment.
Figure 6 shows the registered sets of voxels after the
eigenfunction alignment and EM. It is interesting to see how
the initial registration, based on aligning the eigenfunctions
of the Laplacian, is already capable to provide a good as-
signment for the voxels in the limbs. This has a simple jus-
tification in terms of spectral clustering, since each eigen-
function corresponds to a well-identified group of voxels.
(a) Shape 1 (b) Shape 2
(c) Match between (a) and (b)
Figure 7. Matching the wooden mannequin to a person is possi-
ble in our framework, as the maximal sub-graph isomorphism is
sought. As long as two shapes have a common sub-structure, the
algorithm is normally able to find it.
Figure 7 illustrates the capability of the proposed algo-
rithm to handle shapes of different datasets. It shows the
matching between the wooden mannequin and a person.
Even though they have roughly the same “shape” (described
as a graph whose nodes are voxels), the relative dimen-
sions of the limbs are not the same, the shape of the rigid
links forming them is also altered, and finally they are sam-
pled with a different number of voxels. Nevertheless our
methodology delivers remarkable results.
(a) Pose 1 (b) Pose 2
(c) Match between (a) and (b)
Figure 8. Matching two different poses of a hand showing bending
and a different type of self-contact. Points in the extended finger
are matched to points in the bent finger. The unmatched region in
the palm reflects the local change of the connectivity.
In a final test, Figure 8 shows an alignment between two
different poses of a hand. The bending of the small finger
creates a different type of self-contact. The algorithm solves
for most of the matches and in particular finds appropriate
matchings for the small finger. The unmatched region in
the palm reflects the change in the connectivity between the
palm and the finger which alters the embedded shapes.
5.1. Discussion
The good performance of the algorithm is the result of
several choices. First, the use of voxel-sets as input for
our experiments instead of other shape representations such
as meshes; indeed, due to the statistical properties of our
large datasets, the voxel representations leads to highly sta-
ble embeddings, they are easier to generate and to main-
tain than surfaces, and allow to exploit the full volumet-
ric information of the shape. Furthermore, the fact that
they are regularly sampled contributes to the convergence
of the Laplacian embedding towards a “geometric-aware”
eigenbasis [3]. Second, the definition of a local graph-
connectivity allows the treatment of the otherwise difficult
cases related to self-contacts and topology changes. These
cannot be handled when completely connected graphs are
defined since a self-contact would imply changes in all the
pairwise distances. Furthermore, locality gives rise to very
sparse Laplacian matrices and thus to an efficient calcula-
tion of the eigendecomposition (we use ARPACK). Addi-
tionally, the initialization is usually good for EM to con-
verge in a few iterations. As a consequence, the procedure is
time-efficient, and that whole matching procedure of large
voxel-sets takes only a few seconds. Finally, it is important
to mention that our method can be applied to other type of
data since it relies only on geometric cues and does not use
the photometric information as suggested in [18].
6. Conclusions
This paper describes a new method for establishing
dense correspondences between the points associated with
two articulated objects. We address the problem using both
spectral matching and unsupervised point registration. We
formally introduce graph isomorphism using the Laplacian
matrix, and we provide an analysis of the matching problem
whenever the number of nodes in the graph (or, equivalently
the number of voxels in the shape) is very large, i.e. of the
order of 104. We show that there is a simple equivalence be-
tween graph isomorphism and point registration under the
group of orthogonal transformations, when the dimension
of the embedding space is much smaller than the cardinal-
ity of the point-sets.
The eigenvalues of a large sparse Laplacian cannot be re-
liably ordered. We propose an elegant alternative to eigen-
value ordering, using eigenfunction histograms and align-
ment based on comparing these histograms. The point reg-
istration that results from eigenfunction alignment yields an
excellent initialization for the EM algorithm, subsequently
used only to refine the registration. Indeed, each eigenfunc-
tion corresponds to a “mode” within the framework of spec-
tral clustering.
Moreover, the proposed EM algorithm differs signifi-
cantly from previously proposed methods: it leads to a gen-
eral purpose unsupervised robust point registration method.
The algorithm can deal with large discrepancies between
the two sets of points, by incorporating a uniform compo-
nent in the mixture model. Eventually, it assigns an optimal
“mean” observation to each cluster center, which amounts
to a dense point-to-point matching.
In the future we plan to study more thoroughly the link
between spectral matching and spectral clustering. We be-
lieve that this may solve the problem of dimension selec-
tion for the embedding space and that this is equivalent to
choosing the number of modes in spectral clustering algo-
rithms. The combination of spectral matching with prob-
abilistic methods, along the lines described in this paper,
can be applied to many other representations, such as 3-D
meshes, 2-D silhouettes, bags of features, and so forth.
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