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Let G be a finite, nontrivial group. In a paper in 1994, Cohn defined the covering
number of a finite group, denoted as σ(G), as the minimum number of proper subgroups
whose union is equal to the whole group. This concept has received considerable attention
lately, mainly due to the importance of recent discoveries. In this thesis we study a dual
concept to the covering number. We define the intersection number of a finite group,
denoted by ι(G), as the minimum number of maximal subgroups whose intersection is equal
to the Frattini subgroup. Similarly, we define the inconjugate intersection number of a finite
group, ιˆ(G) as the minimum number of inconjugate maximal subgroups whose intersection
is equal to the Frattini subgroup. We study basic properties for these intersection numbers
and determine its values for certain types of finite groups. Then we single out some
similarities and differences between the covering number and the intersection number in
specific types of groups. Finally we point to some directions of future developments and
research.
iii
Chapter 1
Introduction
The concept of a group is ubiquitous in mathematics. It has been like that since it
was studied and developed for the first time by mathematicians of the stature of Lagrange,
Galois, Cauchy, Cayley and others during the second half of the Nineteenth Century. The
vast number of books and articles that are published every year about the subject reflect
the importance of the theory of groups for the study of symmetry, not only in the realm of
mathematics, but also in many branches of science and even in the visual arts. The topic
of the present thesis can be classified as part of the theory of groups, even more specifically,
as part of the theory of finite groups.
In 1994, Cohn defined the covering number for a finite group G, as the minimum number
of its proper subgroups whose set-theoretic union would be equal to G. He denoted this
number by σ(G). A dual notion to that of the covering number, the intersection number of a
finite group, is defined as the minimum number of maximal subgroups whose intersection is
equal to the Frattini subgroup of G. This intersection number is denoted as ι(G). The main
purpose of this thesis is to determine the intersection number for certain infinite families of
finite groups. We also study the related concept of the inconjugate intersection number for
finite groups and determine its value for specific types of such groups.
Now we give an outline of the present thesis. This work starts properly in the sec-
ond chapter, where the basic definitions and results from finite group theory that will be
necessary throughout are stated. The concepts of intersection number and inconjugate in-
tersection number, together with some important results about covering numbers for finite
groups are enunciated too. In Chapter 3, some preliminary, basic properties of intersection
numbers are given. In Chapter 4, the main results concerning the intersection numbers
and the inconjugate intersection numbers of nilpotent groups are given. Some results con-
cerning non-nilpotent groups are given in Chapter 5. In the last chapter, we draw some
conclusions and comparisons between the intersection number, the inconjugate intersection
number and the covering number, as well as point in some directions of possible future work
and developments.
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Chapter 2
Background on Finite Group Theory
2.1 Basic Definitions
The basic concepts in the theory of finite groups are common knowledge in the formation
of every mathematician. Nevertheless for the purpose of completeness we include in this
section all the necessary definitions and results that will be used throughout this work. We
begin by defining the main object of study, a group.
Definition 2.1. A group G is a set equipped with a binary operation, ∗ : G×G→ G that
satisfies the following properties:
• Associativity: for all a, b, c ∈ G, a ∗ (b ∗ c) = (a ∗ b) ∗ c,
• Existence of identity: There exists an element e ∈ G such that a ∗ e = a = e ∗ a for
all a ∈ G,
• Existence of inverses: For all a ∈ G there exists some b ∈ G such that a∗b = b∗a = e.
It is customary to omit the symbol ∗ and simply write ab for a ∗ b. We will use the
abbreviated notation when this does not lead to confusion. Also, sometimes the identity
is denoted by 1 instead of e. We may use both notations interchangeably. Immediate
consequences of the definition of a group are the facts that the identity element is unique
and that each a ∈ G has a unique inverse. Hence if G is a group and a ∈ G, the inverse of
a will be denoted by a−1.
Definition 2.2. Let G be a group. If the binary operation in G is commutative, that is, if
for every a, b ∈ G,
ab = ba,
then the group is called abelian or commutative.
Definition 2.3. Let G be a group. If the number of elements in G is finite then G is called
a finite group. Otherwise, G is called an infinite group. The number of elements of G
is called the order of G.
One of the most important examples of a group is presented next.
Example 2.4. Consider the set [n] := {1, 2, . . . , n}. The set of bijective functions τ : [n]→
[n] under the operation of composition forms a group called the group of permutations on
n letters or simply the group of n-permutations. This group is denoted by Sn and is a finite
group of cardinality n!.
Our main results deal with the properties of maximal subgroups of a finite group. We
first need to define the concept of a subgroup.
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Definition 2.5. Let G be a group. A subgroup of G is a nonempty subset H ⊆ G such
that for all a, b ∈ H, ab−1 ∈ H. Whenever H is a subgroup of G we denote this as H ≤ G.
Example 2.6. Note that by definition every group G is a subgroup of itself. Also note
that the subset {e} is a subgroup of G for every group G. This is obviously the smallest
subgroup that can exist for any given group.
The next example of a subgroup will appear frequently in what follows.
Example 2.7. Let G be a group and let x ∈ G. If we define x0 = 1, for every n ∈ Z+,
xn = x · x · · ·x︸ ︷︷ ︸
n times
and x−n =
(
x−1
)n
, then the set {xn : n ∈ Z} forms a group and is called the cyclic
subgroup of G generated by x.
It will also be important to define the order of an element in a group.
Definition 2.8. Let G be a group and let x ∈ G. The order of x is the smallest positive
integer n such that xn = 1. If no positive power of x is the identity then x is said to have
infinite order.
The next important example of a subgroup will also appear frequently throughout this
work.
Example 2.9. Consider the group of permutations Sn. The permutations that only inter-
change two numbers and leave fixed all the other numbers are called transpositions. It
turns out that any τ ∈ Sn can either be expressed as the product of an even number of
transpositions or else as the product of an odd number of transpositions.
Definition 2.10. If a permutation can be expressed as the product of an even number
of transpositions then it is called an even permutation. Otherwise it is called an odd
permutation. The set of all even permutations of Sn is a subgroup of Sn called the
alternating subgroup of Sn and is denoted as An.
Definition 2.11. If G is a group and H ≤ G such that H 6= G then we say that H is a
proper subgroup. The subgroup {e} mentioned above is called the trivial subgroup.
One immediate consequence of the definition of a subgroup is that the arbitrary inter-
section of subgroups is also a subgroup whereas in contrast the union of subgroups is not
necessarily a subgroup. Another important theorem called Lagrange’s Theorem, imposes
some restriction on the possible size that the subgroups of finite groups can have.
Theorem 2.12. Let G be a finite group of order n. If H ≤ G then |H| divides n.
Although we will not be directly concerned with the lattice-theoretic structure of the
collection of all subgroups of any given group, it is important to be aware of the following
basic fact: the collection of subgroups of a group G forms a partially ordered set1 with the
1A partially ordered set or poset is a set with a binary relation ≤ that is reflexive, antisymmetric
and transitive. A poset in which every pair of elements has a join (∨) and a meet (∧) is called a lattice.
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binary relation provided by the inclusion of sets. Not only that, the collection of subgroups
of a given group G forms a lattice with the join defined as the subgroup generated by the
union of subgroups and the meet defined by the intersection of subgroups.
An important class of subgroups is the set of normal subgroups. In order to define what
a normal subgroup is we first need to define the concept of a coset.
Definition 2.13. Let G be a group and suppose that H ≤ G. For every x ∈ G, we define
the left coset of H in G as the subset
xH := {xh : h ∈ H}.
We denote the set of all left cosets as G/H. Analogously we define the right coset of H
in G as the subset
Hx := {hx : h ∈ H}.
If for every x ∈ G it is true that xH = Hx then we say that H is a normal subgroup of
G and denote this fact as
H E G.
If H ≤ G, the number of distinct right cosets (which coincides with the number of distinct
left cosets) is called the index of H in G and is denoted by [G : H].
It is useful to know the following fact about normal subgroups.
Theorem 2.14. Let G be a group and H ≤ G. The set of left cosets defines an equivalence
relation on G given by x ∼ y if and only if y−1x ∈ H. An analogous relation can be defined
for left cosets. Furthermore, if H E G then G/H forms a group, called the quotient group,
with the operation given by
xH · yH = (xy)H.
We now consider functions between groups that respect the group structure.
Definition 2.15. Let G and H be groups and let ϕ : G → H be a function. We say that
ϕ is a group homomorphism if for every x, y ∈ G we have that ϕ(xy) = ϕ(x)ϕ(y). If ϕ
is bijective then it is called an isomorphism and we say that G and H are isomorphic.
If ϕ is an isomorphism from G to itself, it is called an automorphism. The set of all
automorphisms on G will be denoted as Aut(G).
Note that for any group G, the set Aut(G) with the operation given by composition of
automorphisms is itself a group because the composition is asociative, the identity auto-
morphism is in Aut(G) and every automorphism is invertible and the inverse is an element
of Aut(G).
Given the definition of group homomorphism it is natural to consider the set of elements
that map to the identity under the homomorphism. Hence we have the following definition.
Definition 2.16. Let G and H be groups and let ϕ : G→ H be a group homomorphism.
The set
{g ∈ G : ϕ(g) = 1}
is called the kernel of ϕ and is denoted by kerϕ.
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The following theorem relates the concepts of normal subgroup and kernel of a homo-
morphism.
Theorem 2.17. Let G be a group and let N ≤ G. Then N is a normal subgroup if and
only if it is the kernel of some group homomorphism.
If G is a group and N E G, one useful property of the quotient group is given by the
following theorem, known as the Correspondence Theorem but sometimes also called the
Lattice or Fourth Isomorphism Theorem.
Theorem 2.18. Let G be a group and let N E G. Then there is a bijection between the
family of subgroups of G that contain N and the family of subgroups of G/N . Moreover,
suppose that H ≤ G and K ≤ G with N ≤ H and N ≤ K. Then the bijection satisfies:
1. H ≤ K iff H/N ≤ K/N .
2. (H ∩K)/N = H/N ∩K/N .
3. H E G iff H/N E G/N .
Groups can act on sets or on other groups. We now define group actions.
Definition 2.19. Let G be a group and let S be a set. The action of G on S is a function
from G× S := {(g, s) : g ∈ G, s ∈ S} to S such that:
1. 1 · s = s for all s ∈ S,
2. g1 · (g2 · s) = (g1g2) · s for all g1, g2 ∈ G and all s ∈ S.
Now we can define a special type of groups that are the solvable (or soluble) groups.
Definition 2.20. A group G is said to be solvable if there exists a chain of subgroups
{1} = G0 E G1 E G2 E G3 E · · · E Gn = G
such that for every i ∈ {0, 1, . . . , n− 1} the quotient group Gi+1/Gi is abelian.
One way to obtain new groups from existing groups is to consider their direct product.
Definition 2.21. Let G and H be groups. We can define the direct product of G and
H as G×H := {(g, h) : g ∈ G, h ∈ H} with the operation defined componentwise.
Example 2.22. If C2 is the cyclic group with two elements, the direct product C2 ×C2 is
called Klein’s 4-group, sometimes also written as Z2 × Z2, where Z2 represents the group
{0, 1} with addition modulo 2.
Another product between groups that will be useful later is the semidirect product,
which we now define.
Definition 2.23. Let G and H be groups and let ϕ be a homomorphism from H to the
group Aut(G). Let · denote the left action of H on G determined by ϕ. The semidirect
product of G and H with respect to ϕ is denoted by G oϕ H (or simply G oH if there
can be no confusion) and is the set {(g, h) : g ∈ G, h ∈ H} with the product given by
(g1, h1)(g2, h2) = (g1(h1 · g2), h1h2).
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Finally we define in this section the nilpotent groups, which will be studied in Chapter
4. To this end we first define p-subgroups and Sylow p-subgroups.
Definition 2.24. Let G be a group and let p be a prime.
1. A group of order pα with α ∈ Z+ is called a p-group. If H ≤ G and H is a p-group
then H is called a p-subgroup.
2. If G is a group of order pαm and p - m, then a subgroup of order pα is called a Sylow
p-subgroup of G.
3. The set of Sylow p-subgroups is denoted by Sylp(G) and its cardinality by np(G).
The existence of Sylow p-subgroups is guaranteed by Sylow’s theorem, stated below.
Theorem 2.25. Let G be a group of order pαm with α > 0, p prime, and p - m. Then
1. Sylp(G) 6= ∅.
2. If P ∈ Sylp(G) and Q is a p-subgroup of G then there is some g ∈ G such that
Q ≤ gPg−1.
3. np(G) ≡ 1 (mod p) and np|m.
Now we can define nilpotent groups. It is worth pointing out that the following definition
is not the usual definition of nilpotent group but both definitions are equivalent.
Definition 2.26. Let G be a finite group, let p1, p2, . . . , pk be the distinct primes dividing
the order of G and let Pi ∈ Sylpi(G) for i ∈ {1, 2, . . . , k}. Then G is said to be nilpotent
if it is isomorphic to P1 × P2 × · · · × Pk.
2.2 Covering Numbers of Finite Groups
At this point we have all the necessary background we need to start discussing covering
numbers of groups. If G is a group that contains H as a proper subgroup, then of course
H cannot contain all of the elements from G, but could there exist two distinct proper
subgroups H and K such that G = H ∪K? We will see that this can never occur.
Theorem 2.27. A group can never be expressed as the union of two of its proper subgroups.
( Proof) Suppose that G is a group and H and K are two distinct proper subgroups of G.
We can assume H 6⊂ K and H 6⊂ K. Take an element h ∈ H \K, which must exist because
H 6= K, and take another element k ∈ K \ H. Then hk cannot be an element of H for
otherwise, we would have h−1(hk) = k ∈ H and it cannot be an element of K for otherwise
we would have (hk)k−1 = h ∈ K. This proves that there are elements in G that are not in
H ∪K. 
Haber and Rosenfield proved this and related results in 1959. Considering the previous
theorem, one could naturally ask: when can a group be expressed as the union of three of
its proper subgroups? The answer is given by the same authors although the result was
already proved by Scorza in 1926 [10] and it is stated in the following theorem.
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Theorem 2.28. (Scorza, 1926 [10] and Haber, Rosenfield, 1959 [7]) A group can be ex-
pressed as the union of three of its proper subgroups if and only if it has a quotient isomor-
phic to Klein’s 4-group.
A deeper study of important results related to the previous two theorems was begun in
a paper written by Cohn in 1994 [3] when he gave the following definition for the covering
number of a finite group.
Definition 2.29. Let G be a finite group. The covering number of G is the minimum
number of proper subgroups whose union is equal to G. We denote the covering number of
G as σ(G).
In the aforementioned paper, Cohn characterized the groups with covering number
σ(G) ∈ {4, 5, 6} and conjectured that no finite group G can have σ(G) = 7 and that if
G is a finite noncyclic solvable group then σ(G) = pa + 1 where p is a prime and a is a
positive integer.
After that, in 1997 Tomkinson [11] proved the two previous conjectures by Cohn, found
examples of groups G with σ(G) ∈ {10, 16} and in turn conjectured that there can be no
groups with covering number equal to 11, 13 or 15.
In 2008, Detomi and Lucchini [4] proved that Tomkinson’s conjecture is true for σ(G) =
11 but previously, in 1999, Bryce, Fedri and Serena [2] found that σ(PSL(2, 7)) = 15 and in
2007, Abdollahi, Ashraf and Shaker [1] proved that σ(S6) = 13, so only one of Tomkinson’s
conjectures turned out to be true.
Garonzi [5] summarized previous results and concluded in 2013 that the integers less
than or equal to 25 that cannot be covering numbers are 2, 7, 11,19, 22 and 25.
One major contribution in this direction is a paper written by Garonzi, Kappe and
Swartz in 2018 [6] where they extended the list of the integers that are between 26 and
129 that cannot be covering numbers of finite groups to include the following integers: 27,
34, 35, 37, 39, 41, 43, 45, 47, 49, 51, 52, 53, 55, 56, 58, 59, 61, 66, 69, 70, 75, 76, 77, 78,
79, 81, 83, 87, 88, 89, 91, 93, 94, 95, 96, 97, 99, 100, 101, 103, 105, 106, 107, 109, 111,
112, 113, 115, 116, 117, 118, 119, 120, 123, 124, 125. Furthermore, in the same article
they provided strong evidence that indicates that infinitely many integers are not covering
numbers. Finally they gave an infinite sequence of numbers that are covering numbers for
finite groups, that is, they proved that every integer of the form
(qm − 1)
(q − 1) ,
where m 6= 3 and q is a prime power, is a covering number. In the next section, we define
a dual notion to that of covering numbers.
2.3 Intersection Numbers of Finite Groups
Let us first define a maximal subgroup. The concept of a maximal subgroup will be
vital for the remainder of this thesis.
Definition 2.30. Let G be a group. A proper subgroup M of G is called a maximal
subgroup if it is not contained in any other proper subgroup of G.
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A natural question to ask after the definition of maximal subgroup would be whether
these maximal subgroups always exist. If G is the trivial group, then it has no maximal
subgroups. In the case of finite, non-trivial groups, the lattice of subgroups constitutes a
poset with the partial order given by inclusion of sets and every finite poset has a maximal
element. In the particular case of finite groups, we answer this question affirmatively in the
following theorem.
Theorem 2.31. Let G be a finite, non-trivial group. Then there exists some maximal
subgroup of G.
( Proof) Take any proper subgroup H0 of G. We know proper subgroups exist because G
is non-trivial. If H0 is maximal then we are done. If not, then there exists some proper
subgroup H1 such that H0 ( H1. If H1 is maximal, we are done. If not, there must exist
some proper subgroup H2 such that H1 ( H2. We thus obtain a chain of subgroups
H0 ( H1 ( H2 ( · · · .
We claim that this chain is finite because by Lagrange’s Theorem, we have the following
chain of divisibilities
|H0|
∣∣ |H1| ∣∣ |H2| ∣∣ · · · ∣∣ |G|
and since |G| <∞ then it has a finite number of factors, so this chain is finite. Hence every
finite non-trivial group has a maximal subgroup. 
Recall that the arbitrary intersection of subgroups is a subgroup. Therefore it is possible
to consider the intersection of all maximal subgroups of a finite non-trivial group. Given
the importance of this intersection in finite group theory, it is given a name.
Definition 2.32. Let G be a group. The Frattini subgroup of G, denoted by Φ(G), is
the intersection of all maximal subgroups of G.
We now have the tools to introduce a new group invariant that we call the intersection
number.
Definition 2.33. Let G be a non-trivial finite group. The intersection number of G is
the minimum number of maximal subgroups of G whose intersection is equal to Φ(G). We
will denote the intersection number of G as ι(G).
It is important to state that as we have seen before, the intersection number of a group
is well defined for every finite, non-trivial group. Now we study an illustrative example.
Example 2.34. The quaternion group of 8 elements is given by the set
Q8 = {±1,±i,±j,±k}
with the operation of multiplication which satisfies the following rules
ij = k, ji = −k
jk = i, kj = −i
ki = j, ik = −j
8
Q8
{±1,±j} {±1,±k}{±1,±i}
{1,−1}
{1}
Figure 2.1: Subgroup lattice of Q8
i2 = j2 = k2 = −1.
Obviously this is a non-abelian group. The lattice of subgroups for Q8 is shown in Figure
[2.1]. Note that the subgroups 〈i〉 := {±1,±i}, 〈j〉 := {±1,±j} and 〈k〉 := {±1,±k} are
the only maximal subgroups of Q8 and therefore its Frattini subgroup is Φ(Q8) = {1,−1}.
Also note that Φ(Q8) can be obtained as the intersection of any two of the three maximal
subgroups but this is the smallest number of maximal subgroups with this property. This
allows us to conclude that ι(G) = 2. It is also interesting to point out that since there are
three maximal subgroups and the Frattini subgroup can be obtained by intersecting any
two of the three maximal subgroups then there are
(
3
2
)
= 3 ways to obtain the Frattini
subgroup in this manner.
2.4 Inconjugate Intersection Numbers of Finite Groups
We now define what means for a subgroup to be the conjugate of another subgroup.
Definition 2.35. Let G be a group, let H ≤ G and fix some x ∈ G. We define the
conjugate of H by x as the set
xHx−1 := {xhx−1 : h ∈ H}.
Some of the properties of the conjugate of a subgroup that will be important are given
by the following theorem.
Theorem 2.36. Let G be a group, let H ≤ G and fix some x ∈ G. Then xHx−1 is a
subgroup of G. If H is cyclic, then xHx−1 is cyclic. If xHx−1 is abelian then xHx−1 is
abelian.
( Proof) Note that since H is a subgroup, then 1 ∈ H. Then we have that x1x−1 = 1 ∈
xHx−1. Suppose that xh1x−1, xh2x−1 ∈ xHx−1. Then h1, h2 ∈ H and h1h2 ∈ H so
(xh1x
−1)(xh2x−1) = xh1(x−1x)h2x−1 = xh1h2x−1 ∈ xHx−1.
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If xhx−1 ∈ xHx−1, then h ∈ H and then h−1 ∈ H so xh−1x−1 ∈ xHx−1 and we have that
(xhx−1)(xh−1x−1) = xhh−1x−1 = 1.
If H is cyclic then every element of H is of the form ha for some a ∈ Z but then every
element of xHx−1 is of the form xhax−1 which proves that xHx−1 is cyclic.
Finally, if H is abelian then we have that
(xh1x
−1)(xh2x−1) = xh1h2x−1 = xh2h1x−1 = (xh2x−1)(xh1x−1),
and so xHx−1 is also abelian. 
Definition 2.37. Let H and K be subgroups of a group G. Then H and K are conjugates
if there is some x ∈ G such that K = xHx−1. If no such x exists then H and K are said
to be inconjugate. Whenever two subgroups are conjugate we say that they belong to the
same conjugacy class.
It is immediate from the definition that all the conjugate subgroups within a given
conjugacy class have the same cardinality. We can now define the other main concept that
will be studied throughout.
Definition 2.38. Let G be a finite, non-trivial group. We define the inconjugate inter-
section number of G as the minimum number of inconjugate maximal subgroups whose
intersection is the Frattini subgroup of G. We denote the inconjugate intersection number
of G by ιˆ(G). If there are no inconjugate maximal subgroups whose intersection is equal to
the Frattini subgroup, we write ιˆ(G) =∞.
Example 2.39. We saw previously that ι(Q8) = 2. Now we determine ιˆ(Q8). Note that
the maximal subgroups of Q8, 〈i〉, 〈j〉 and 〈k〉, are not conjugates of each other, in fact,
by direct multiplication of the elements we see that x〈i〉x−1 = 〈i〉 for every x ∈ Q8 and
that the same is true for the other two maximal subgroups of Q8. This proves that all the
maximal subgroups are inconjugate and ιˆ(Q8) = 2.
In the next chapter we study some of the basic properties of intersection numbers.
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Chapter 3
Preliminary Results
In this chapter we study some general basic properties of the intersection numbers
and inconjugate intersection numbers for finite groups. We start by stating an inequal-
ity obtained as an immediate consequence of the definitions of intersection number and
inconjugate intersection number.
Proposition 3.1. For any finite, nontrivial group G we have that ι(G) ≤ ιˆ(G).
There are four basic operations that one can perform on existing groups to obtain
new groups: direct products, quotients, taking subgroups and semidirect products. We
first study how the intersection number of the direct product of two groups relates to the
intersection number of the factors. To this end we need a classic result, first proved by
Miller in 1915 (see [9]) about the Frattini subgroup of the product of finite groups that is
mentioned in the following lemma.
Lemma 3.2. If G1 and G2 are nontrivial, finite groups, then Φ(G1×G2) = Φ(G1)×Φ(G2).
( Proof) See for example [9]. 
Theorem 3.3. If G1 and G2 are nontrivial, finite groups, then ι(G1×G2) ≤ ι(G1) + ι(G2).
( Proof) Let k, ` ∈ Z+ such that k = ι(G1) and ` = ι(G2). Assume that M1,M2, . . . ,Mk
and K1,K2, . . . ,K` are maximal subgroups of G1 and G2, respectively, such that
M1 ∩M2 ∩ · · · ∩Mk = Φ(G1)
and
K1 ∩K2 ∩ · · · ∩K` = Φ(G2).
For each i ∈ {1, 2, . . . , k}, the subgroup Mi × G2 is maximal in G1 × G2. Additionally,
G1 ×Kj is a maximal subgroup of G1 ×G2 for each j ∈ {1, 2, . . . , `}. It follows that
k⋂
i=1
(Mi ×G2) ∩
⋂`
j=1
(G1 ×Kj) = Φ(G1)× Φ(G2) = Φ(G1 ×G2),
where the last equality holds because G1×G2 is a finite group. Therefore, ι(G1×G2) ≤ k+l.

Corollary 3.4. If G1, G2, . . . , Gn is a finite collection of nontrivial, finite groups, then
ι(G1 ×G2 × · · · ×Gn) ≤ ι(G1) + ι(G2) + · · ·+ ι(Gn).
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( Proof) The result follows from the previous theorem, applying induction on n. 
Besides products, we would like to know how the intersection number of a group interacts
with the quotient group by a normal subgroup contained in Φ(G). The answer is provided
by the following theorem.
Theorem 3.5. Let G be a nontrivial group and N be a normal subgroup of G . If N ⊆ Φ(G)
then ι(G/N) ≤ ι(G).
( Proof) Let ι(G) = k for some k ∈ Z+, and let M1,M2, . . . ,Mk be maximal subgroups of
G such that
k⋂
i=1
Mi = Φ(G).
Note that since N ⊆ Φ(G), then for every maximal subgroup M of G, N ⊆M .
By the Correspondence Theorem, to each maximal subgroup M of G corresponds a
unique maximal subgroup M/N of G/N and
Φ(G/N) = Φ(G)/N =
(
k⋂
i=1
Mi
)
/N =
k⋂
i=1
(Mi/N),
where the last equality follows from the Correspondence Theorem again. Hence ι(G/N) ≤ k.

We have seen that the intersection numbers behave as one would expect for products
and quotients by subgroups. It reasonable to expect that the same would happen with
subgroups, that is, one would expect that ifG is a finite group andH ≤ G, then ι(H) ≤ ι(G).
Nevertheless, as the following example shows, this is not always true.
Example 3.6. Consider the symmetric group S7. There are 26 maximal subgroups of order
42. Two such subgroups are:
M1 = 〈(1, 2, 3, 4, 5, 6, 7), (2, 6, 5, 7, 3, 4)〉
and
M2 = 〈(1, 2, 7, 3, 5, 6, 4), (2, 6, 5, 4, 7, 3)〉.
It is clear that M1 ∩M2 = {1}, which renders Φ(S7) = {1} and ι(S7) = 2. Now, if we
consider the subgroup of S7
H = 〈(1, 2), (3, 4), (5, 6)〉,
we note that this subgroup is isomorphic to Z2×Z2×Z2, so its subgroup lattice is isomorphic
to the following lattice
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1Z2Z2 Z2Z2 Z2Z2Z2
Z22Z22Z22 Z22Z22Z22 Z22
Z2 × Z2 × Z2
If we intersect all the maximal subgroups of H we get that Φ(H) = {1} but the intersection
of any two maximal subgroups of H is isomorphic to Z2 so we need to consider the intersec-
tion of 3 maximal subgroups to obtain the Frattini subgroup. This proves that ι(H) = 3.
Therefore ι(S7) < ι(H).
Now that we have established some basic general results, in the next chapter we focus
on results concerning nilpotent groups. The proper containments between different classes
of groups are:
cyclic groups ⊂ abelian groups ⊂ nilpotent groups ⊂ solvable groups ⊂ all groups.
By the previous containment relations, all the results in the next chapter that are valid for
the nilpotent groups will also by valid for abelian groups and for cyclic groups. Nevertheless,
some specific results for cyclic groups will remark the different characteristics between the
covering numbers and the intersection numbers.
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Chapter 4
Nilpotent Groups
In this chapter we determine the intersection number of nontrivial nilpotent groups. We
first consider the case of p-groups, for p a prime. To this end we first need to define finite
fields Fp.
Definition 4.1. Let p be a prime. Then the set {0, 1, 2, . . . , p − 1} with the operations
of addition and multiplication defined modulo p is called the finite field with p elements,
denoted Z/pZ or Fp.
Here we now recall the definition of an elementary abelian p-group.
Definition 4.2. Let p be a prime. We say that the group G is an elementary abelian
p-group if every element of G \ {e} has order p.
We now define an important concept for elementary abelian p-groups called the rank
of the p-group. Let P be a p-group, then the quotient P/Φ(P ) is an elementary abelian
p-group and it can be seen as a vector space over the finite field Fp. Thus we give the
following definition.
Definition 4.3. Let P be a p-group. The dimension of the vector space P/Φ(P ) over the
finite field Fp is called the rank of P .
The following theorem determines the intersection number of elementary abelian p-
groups.
Theorem 4.4. Let p be a prime. If P is a nontrivial elementary abelian p-group of rank
r, then ι(P ) = r.
( Proof) We first consider the case r = 1. Note that if r = 1, the elementary abelian p-
group, P , is isomorphic to (Z/pZ)1 = Zp, which is just a cyclic group. In 2013, Lauderdale
(see [8]) proved that the number of maximal subgroups of a group is equal to the number
of primes that divide the order of the group if and only if the group is cyclic. Therefore,
in this case we have only one maximal subgroup and so the Frattini subgroup is just the
unique maximal subgroup. Obviously the intersection number of this group is 1 and we
have that ι(P ) = r = 1.
If r = 2, the elementary abelian p-group is isomorphic to
(Z/pZ)2 = (Z/pZ)× (Z/pZ) = Zp × Zp.
From the case r = 1 and by the theorem 3.3 we have that
ι(P ) = ι(Zp × Zp) ≤ ι(Zp) + ι(Zp) = 2.
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Thus ι(P ) can either be 1 or 2. Note that P contains subgroups isomorphic to Zp×{1} and
{1}×Zp and note that this subgroups are distinct maximal subgroups and their intersection
is the trivial subgroup. Therefore Φ(P ) = {1} × {1}. This allows us to conclude that
ι(P ) 6= 1 and so ι(P ) = 2.
Now assume that r ≥ 3. For each i ∈ {1, 2, . . . , r} we define
Hi := Zp × · · · × Zp︸ ︷︷ ︸
i−1 factors
×{1} × Zp × · · · × Zp︸ ︷︷ ︸
r−i factors
.
In this case, each Hi is isomorphic to a maximal subgroup of P and
r⋂
i=1
Hi = {1}.
Since Φ(P ) = {1} for every elementary abelian p group, then ι(P ) ≤ r. To prove that
ι(P ) = r, it now suffices to show that the intersection of any r − 1 maximal subgroups of
P properly contains Φ(P ) = {1}. By way of contradiction, suppose that M1,M2, . . . ,Mr−1
are maximal subgroups of P such that
M1 ∩M2 ∩ · · · ∩Mr−1 = Φ(P ).
For j ∈ {1, 2, . . . , r − 1} define Kj =
⋂j
i=1Mj . Since |P | = pr, then
pr = [P : Kr−1] = [P : K1][K1 : K2][K2 : K3] · · · [Kr−2 : Kr−1]
and pr is the product of the aforementioned r − 1 indices. Because K1 = M1 is a maximal
subgroup of P and [P : K1] = p, there exists j ∈ {2, 3, . . . , r − 2} such that p2 divides
[Kj : Kj+1]. It follows that Kj 6⊂Mj+1, and thus P = KjMj+1 because Mj+1 is a maximal
subgroup of P . Consequently,
pr = |P | = |Kj ||Mj+1||Kj ∩Mj+1| =
|Kj ||Mj+1|
|Kj+1| ≥ p
2pr−1 = pr+1,
which is impossible and hence ι(P ) = r. 
The following theorem shows that the result above holds for p-groups in general.
Theorem 4.5. Let p be a prime. If P is a nontrivial p-group of rank r, then ι(P ) = r.
( Proof) Note that Theorem 3.4 and Theorem 4.4 imply that
r = ι(P/Φ(P )) ≤ ι(P ).
Then it suffices to show that ι(P ) ≤ r. To that end, choose r maximal subgroups of P/Φ(P )
whose intersection is the identity subgroup, say M1/Φ(P ),M2/Φ(P ), . . . ,Mr/Φ(P ). Under
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these assumptions,
{1} = Φ(P/Φ(P ))
= M1/Φ(P ) ∩M2/Φ(P ) ∩ · · · ∩Mr/Φ(P )
= (M1 ∩M2 ∩ · · · ∩Mr)/Φ(P ),
where the first equality holds because P/Φ(P ) is an elementary abelian p-group and the
last equality holds by the Correspondence Theorem. It follows that
M1 ∩M2 ∩ · · · ∩Mr = Φ(P )
and ι(P ) ≤ r, as desired. 
Definition 4.6. Let G be a finite non-trivial group. We denote the set of all different
primes that divide the order of G as pi(G).
As we have defined, nilpotent groups are the direct product of their Sylow p-subgroups.
Now we determine the intersection number of nilpotent groups.
Theorem 4.7. Let G be a nontrival nilpotent group. Suppose that pi(G) = {p1, p2, . . . , pk}.
Then
ι(G) =
k∑
i=1
ι(Pi) =
k∑
i=1
ri,
where Pi is a Sylow pi-subgroup of G with rank ri for each i ∈ {1, 2, . . . , k}.
( Proof) Since G ∼= P1 ×P2 × · · · ×Pk is nilpotent, all maximal subgroups of G have prime
index in G. For each i ∈ {1, 2, . . . , k}, the maximal subgroups of G with index pi are in
one-to-one correspondence with the maximal subgroups of Pi. The result now follows from
Theorem 4.5. 
As an application of the previous theorem we determine the intersection number for
every cyclic group.
Theorem 4.8. If G is a nontrivial cyclic group, then ι(G) = pi(G).
( Proof) Assume that |G| = pe11 pe22 · · · pekk in the prime factorization of |G|, where ei ∈ Z+
for all i ∈ {1, 2, . . . , k}. By the Fundamental Theorem for Finite Abelian Groups,
G ∼= Zpe11 × Zpe22 × · · · × Zpekk
and Theorem 4.4 implies that ι(Zpeii ) = 1 for each i ∈ {1, 2, . . . , k}. The result now follows
from Theorem 4.7. 
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Notice that while the covering number of a finite group can only be equal to certain
numbers, the intersection number of a cyclic group can attain positive integer value. In the
next chapter we look at some non-nilpotent groups with this property.
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Chapter 5
Non-Nilpotent Groups
5.1 Dicyclic Groups
For each value of the parameter n ∈ Z+, with n > 1, the dicyclic group of order 4n can
be obtained from the following presentation
Dicn := 〈a, x | a2n = 1, x2 = an, x−1ax = a−1〉.
From this presentation, it immediately follows that:
• x4 = a2n = 1
• x2ak = anak = an+k = ak+n = akx2
• if j = ±1, then xjak = akxj .
• akx1 = aknanx1 = aknx2x1 = aknx.
In general, the multiplication rules are:
• akam = ak+m
• akamx = ak+mx
• akxam = ak−mx
• akxamx = ak−m+n
The dicyclic groups constitute an example of a family of solvable finite groups G that
are nilpotent only when n = 2k.
As an example, we consider the case n = 3. We obtain the dicyclic group of order 12
given by the following presentation:
Dic3 := 〈a, x | a6 = 1, x2 = a3, x−1ax = a−1〉 ∼= Z3 o Z4.
In more explicit form,
Dic3 = {1, a, a2, a3, a4, a5, x, ax, a2x, a3x, a4x, a5x}.
By Sylow’s Theorems, this group has the following subgroups:
1. one subgroup of order 1: the trivial subgroup,
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2. one subgroup of order 2: 〈a3〉 = {1, a3} ∼= Z2,
3. one subgroup of order 3: 〈a2〉 = {1, a2, a4} ∼= Z3,
4. three conjugate cyclic subgroups of order 4:
(a) 〈x〉 = {1, x, a3, a3x} ∼= V4,
(b) 〈ax〉 = {1, ax, a3, a4x} ∼= V4,
(c) 〈a2x〉 = {1, a2x, a3, a5x} ∼= V4,
5. one cyclic subgroup of order 6: 〈a〉 = {1, a, a2, a3, a4, a5} ∼= Z6, and
6. the subgroup of order 12: Dic3 ∼= Z3 o Z4.
The following diagram shows the lattice of subgroups for Dic3.
Dic3
〈a2x〉〈ax〉〈x〉
〈a〉
〈a3〉
〈a2〉
{1}
Figure 5.1: Subgroup lattice of Dic3
This example illustrates several ideas that we will extend to the most general case. First
of all notice that, by order considerations, the three subgroups of order 4 and the subgroup
of order 6 are maximal subgroups. Also, these are the only maximal subgroups.
The Frattini subgroup of Dic3 is readily obtained to be
Φ(Dic3) = {1, a3}.
Since the Frattini subgroup can be obtained as
Φ(Dic3) = 〈x〉 ∩ 〈a〉,
and given that these subgroups are not conjugates, then we have that
ι(Dic3) = 2
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and
ιˆ(Dic3) = 2.
We now compute ι(G) and ιˆ(G) for this family of groups. The previous example illus-
trates the general result which is proved in the following theorem.
Theorem 5.1. Let n = pα11 p
α2
2 · · · pαkk where p1, p2, . . . , pk are distinct prime numbers and
α1, . . . , αk ∈ Z+ and consider the dicyclic group of order 4n, denoted by Dicn. Then the
following are true:
1. Dicn has p1 + p2 + · · ·+ pk + 1 maximal subgroups,
2. the Frattini subgroup of the dicyclic group Dicn is given by
Φ(Dicn) = 〈ap1·p2···pk〉,
3. ι(Dicn) = ιˆ(Dicn) = k + 1.
( Proof) The proof proceeds as follows: first we explicitly determine all the maximal sub-
groups, then we prove that there are no other maximal subgroups, then we show that
the Frattini subgroup can be obtained by intersecting one element from each of the k + 1
conjugacy classes of maximal subgroups that exist.
It is convenient to write the dicyclic group Dicn in a more explicit form as
Dicn = {1, a, a2, . . . , a2n−1, x, ax, a2x, . . . , a2n−1x}.
First consider the cyclic subgroup 〈a〉 = {1, a, a2, . . . , a2n−1}. We claim that this cyclic
group cannot be contained in any other proper subgroup. We prove this statement by
contradiction. Suppose that there is some proper subgroup H of Dicn such that 〈a〉 ( H.
Then H must contain an element of the form ajx for some j ∈ {0, 1, . . . , 2n− 1}. But then,
multiplying this element by all the elements of 〈a〉 we obtain that H = Dicn, since every
element, say asxt ∈ Dicn can be written as asxt = as−jajxt, where j, s ∈ {0, . . . , 2n − 1},
t ∈ {0, 1} and s− j can, if necessary, be replaced by another representative taken from its
equivalence class which belongs to a reduced system modulo 2n1. This contradiction yields
that such subgroup H cannot exist and therefore 〈a〉 is a maximal subgroup.
On the other hand, for each j ∈ {1, 2, . . . , k}, and for each i ∈ {0, 1, 2, . . . , pj − 1},
consider the subgroups 〈apj , aix〉. Note that for a fixed j ∈ {1, 2, . . . , k}, and for s, t ∈
{0, 1, 2, . . . , pj} with s 6= t, we have that
〈apj , asx〉 ∩ 〈apj , atx〉 = 〈apj 〉.
Hence for i ∈ {0, 1, 2, . . . , pj − 1}, the sets
〈apj , aix〉 \ 〈apj 〉
1In modular arithmetic, a reduced system modulo n consists of the representatives {0, 1, · · · , n}.
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form a partition of
Dicn \〈a〉 = {x, ax, a2x, . . . , a2n−1x}.
Note that since these subgroups are counted by the index i then there are pj subgroups of
this type and all of them have order 4npj because
pj∑
i=1
∣∣〈apj , aix〉 \ 〈apj 〉∣∣ = 2n
and |〈apj 〉| = 2n. From this we can prove that these subgroups are maximal because if there
existed a proper subgroup H that contained one of these subgroups, then H must satisfy
that
4n
pj
< |H| < 4n
but also that (
4n
pj
) ∣∣ |H| ∣∣ (4n
pj
pj
)
,
which is impossible. Hence these subgroups are maximal. We now use a proof by con-
tradiction to show that these are the only maximal subgroups. Suppose that there exists
another maximal subgroup, call it M , that is not in the previous list of maximal sub-
groups. Note that for any fixed j0 ∈ {1, 2, . . . , k}, the family of subgroups 〈apj0 , aix〉, where
i ∈ {0, 1, 2, . . . , pj − 1}, are all conjugate, that is, they form a conjugacy class. Since Dicn
is finite and M is a subgroup then M is finite so it must be finitely generated. If the set
of generators of M includes an element of the form aj then its intersection with 〈a〉 is non-
empty but H cannot be the cyclic group generated by a so the set of generators must also
include an element of the form asx with s not a prime number because if s were a prime
then it would be included in one of the conjugacy classes described above. Finally, if M
does not include an element of the form aj then by using the multiplication rule
akxamx = ak−m+n,
we see that M always includes at least two elements of the form aj , which is a contradiction,
so M always includes elements of the form aj . This implies that M is contained in one of
the subgroups of the conjugate classes described above. Hence M is not maximal. This
contradiction implies that such M cannot exist and that the list of maximal subgroups was
in fact complete. A direct computation of the intersection of these maximal subgroups gives
us that their intersection, that is, the Frattini subgroup is given by
Φ(Dicn) = 〈ap1·p2···pk〉.
Finally, since the Frattini can be obtained by taking one element from each of the conju-
gacy classes, and since we have one of these classes for each distinct prime number in the
factorization of n, then we get that ι(Dicn) = ιˆ(Dicn) = k + 1. 
To illustrate the previous theorem, we can consider a particular example.
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Example 5.2. For n = 30 = 2 · 3 · 5, the dicyclic group of order 4n = 120, denoted by
Dic30, can be given explicitly as
Dic30 = {1, a, a2, . . . , a59, x, ax, a2x, . . . , a59x}.
The maximal subgroups of Dic30 are distributed in the following 4 conjugacy classes.
1. The cyclic subgroup 〈a〉 = {1, a, a2, . . . , a59} which has order 60.
2. Two maximal subgroups of order 1202 = 60:
• 〈a2, x〉 = {1, a2, a4, . . . , a58, x, a2x, . . . , a58x}
• 〈a2, ax〉 = {1, a2, a4, . . . , a58, ax, a3x, . . . , a59x}
3. Three maximal subgroups of order 1203 = 40:
• 〈a3, x〉 = {1, a3, a6, . . . , a57, x, a3x, . . . , a57x}
• 〈a3, ax〉 = {1, a3, a6, . . . , a57, ax, a4x, . . . , a58x}
• 〈a3, a2x〉 = {1, a3, a6, . . . , a57, a2x, a5x, . . . , a59x}
4. Five maximal subgroups of order 1205 = 24:
• 〈a5, x〉 = {1, a5, a10, . . . , a55, x, a5x, . . . , a55x}
• 〈a5, ax〉 = {1, a5, a10, . . . , a55, ax, a6x, . . . , a56x}
• 〈a5, a2x〉 = {1, a5, a10, . . . , a55, a2x, a7x, . . . , a57x}
• 〈a5, a3x〉 = {1, a5, a10, . . . , a55, a3x, a8x, . . . , a58x}
• 〈a5, a4x〉 = {1, a5, a10, . . . , a55, a4x, a9x, . . . , a59x}
Note that by Lagrange’s Theorem, all the subgroups in the list are maximal subgroups
because if there existed another proper subgroup, say H properly containing any of these
maximal subgroups, say Mi, then we would necessarily have that |Mi| < |H| < 120 and
120 = |H| ·k for some integer k with k > |Mi|, which is not possible. Also note that the list
is complete, that is, there are no other maximal subgroups. This can be seen from simple
inspection or with the help of a computer. From the list of maximal groups above it is
immediate that the Frattini subgroup of Dic30 is
Φ(Dic30) = 〈a30〉 = {1, a30}
and this subgroup can be obtained by intersecting one subgroup from each of the four
conjugacy classes above. Finally note that the Frattini subgroup cannot be obtained by
intersecting less than four maximal subgroups. This proves that ι(Dic30) = ιˆ(Dic30) = 4.
In the next section we extend the ideas developed in this section to another well known
infinite family of groups, the dihedral groups.
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5.2 Dihedral Groups
We now consider the dihedral groups. In general the dihedral group of order 2n is given
by the following presentation:
D2n = 〈r, s | rn = s2 = 1, rs = sr−1〉.
In the case when n = pα the values of ι and ιˆ for the dihedral group D2pα are given by
the following
Theorem 5.3. Let p be a prime and α ∈ Z+. The Frattini subgroup of the dihedral group
D2pα is Φ(D2pα) = 〈rp〉 and
ι(D2pα) = ιˆ(D2pα) = 2.
( Proof) It is convenient to write explicitly the group:
D2pα = {1, r, r2, . . . , rpα−1, s, sr, sr2, . . . , srpα−1}.
Now we detail the maximal subgroups of D2pα :
1. The cyclic group 〈r〉 is a maximal subgroup because it has order pα and if it were
contained in a bigger proper subgroup, H, then by Lagrange’s Theorem we would
have pα < |H| and |H| ∣∣ 2pα, which is impossible.
2. For j ∈ {0, 1, 2, . . . , p− 1}, the subgroups 〈rp, srj〉 are all maximal subgroups. Notice
that there are p of such subgroups and also that they are all conjugates and have
order 2pα−1. Hence, by Lagrange’s Theorem, these subgroups are maximal because if
there existed a bigger proper subgroup H such that for some j ∈ {0, 1, 2, . . . , p − 1},
〈rp, srj〉 ⊂ H , then we would have that 2pα−1 < |H| and |H| ∣∣ 2pα which is impossible.
The p + 1 subgroups described above are the only maximal subgroups of D2pα . Hence
we have that Φ(D2pα) = 〈rp〉 and since for any j ∈ {0, 1, 2, . . . , p − 1} we have that 〈r〉 ∩
〈rp, srj〉 = 〈rp〉, therefore ι(D2pα) = ιˆ(D2pα) = 2. 
The previous result can be generalized as we can see in the following theorem.
Theorem 5.4. Let n = pα11 p
α2
2 · · · pαkk for k ≥ 2, where p1, p2, . . . , pk are distinct prime
numbers and α1, . . . , αk ∈ Z+. Then the Frattini subgroup of the dihedral group D2n is
Φ(D2n) = {1} and ι(D2n) = ιˆ(D2n) = k + 1.
( Proof) It is possible to write explicitly the group:
D2n = {1, r, r2, . . . , rn−1, s, sr, sr2, . . . , srn−1}.
Now we detail the maximal subgroups of D2n:
1. The cyclic group 〈r〉 is a maximal subgroup because it has order n and if it were
contained in a bigger proper subgroup, H, then by Lagrange’s Theorem we would
have n < |H| and |H| ∣∣ 2n.
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2. For i ∈ {1, 2, . . . , k} and for j ∈ {0, 1, 2, . . . , pi − 1}, the subgroups 〈rpi , srj〉 are all
maximal subgroups. Notice that there are p1 +p2 + · · ·+pk of such subgroups and for
each prime pi, there are pi subgroups of the form 〈rpi , srj〉, all are conjugates and have
order 2pα−1i . Hence, by Lagrange’s Theorem, these subgroups are maximal because if
there existed a bigger proper subgroup H such that for some j ∈ {0, 1, 2, . . . , p − 1},
〈rpi , srj〉 ⊂ H , then we would have that 2pα−1i < |H| and |H|
∣∣ 2pαi , which is
impossible.
The p1 + p2 + · · ·+ pk + 1 subgroups described above are the only maximal subgroups
of D2n. Hence we have that Φ(D2n) = {1} so we need to have at least one of each group
of conjugate family of subgroups and exactly one to get the minimum, therefore ι(D2n) =
ιˆ(D2n) = k. 
5.3 Frobenius Groups
In this section we consider the Frobenius Groups of the type Zp o Zp−1, where p is a
prime number such that p ≥ 5.
5.3.1 F7
The Frobenius group F7 ∼= Z7 o Z6 of order 42 has the presentation
F7 ∼= Z7 o Z6 ∼= 〈x, y : x7 = y6 = 1, yxy−1 = x5〉.
This group has 9 maximal subgroups in the following three conjugacy classes:
1. The subgroup Z7oZ2 which has order 14. This conjugacy class has only one subgroup.
2. The subgroup Z7oZ3 which has order 21. This conjugacy class has only one subgroup.
3. Seven cyclic subgroups isomorphic to Z6. This conjugacy class has the seven conjugate
subgroups: 〈y〉, 〈yx〉, 〈yx2〉, 〈yx3〉, 〈yx4〉, 〈yx5〉, 〈yx6〉.
If we intersect any two of these cyclic subgroups we get the trivial subgroup. It follows
that the Frattini subgroup is the trivial subgroup:
Φ(Z7 o Z6) = {1}.
On the other hand, the intersection of one subgroup from each of the three conjugacy
classes will result in the Frattini subgroup exactly. This allows us to conclude that for this
particular Frobenius group we have:
ι(F7) = 2 and ιˆ(F7) = 3.
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Z7 o Z6
Z7 o Z3Z7 o Z2 7(Z6)
7(Z2) Z7 7(Z3)
{1}
Figure 5.2: Subgroup lattice of F7 ∼= Z7 o Z6
5.3.2 F11
The Frobenius group F11 ∼= Z11 o Z10 with presentation
F11 ∼= Z11 o Z10 ∼= 〈x, y : x11 = y10 = 1, yxy−1 = x6〉
and order 110 has 13 maximal subgroups in the following three conjugacy classes:
1. The subgroup Z11 o Z2 which has order 22. This conjugacy class has only one sub-
group.
2. The subgroup Z11 o Z5 which has order 55. This conjugacy class has only one sub-
group.
3. Eleven cyclic subgroups isomorphic to Z10. This conjugacy class has eleven subgroups.
It follows that the Frattini subgroup is the trivial subgroup:
Φ(Z11 o Z10) = {1}
As one can see from the subgroup lattice for this group, the intersection of any two
subgroups of the groups mentioned above will result in a subgroup that contains the Frattini
subgroup as a proper subgroup. Nevertheless, the intersection of one subgroup from each
of the three conjugacy classes will result in the Frattini subgroup exactly. This proves that
ι(F11) = 2 and ιˆ(F11) = 3.
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Z11 o Z10
Z11 o Z5Z11 o Z2 11(Z10)
11(Z2) Z11 11(Z5)
{1}
Figure 5.3: Subgroup lattice of F11 ∼= Z11 o Z10
5.3.3 F13
The Frobenius group F13 ∼= Z13 o Z12 with presentation
F13 ∼= Z13 o Z12 ∼= 〈x, y : x13 = y12 = 1, yxy−1 = x6〉
and order 156 has 15 maximal subgroups in the following three conjugacy classes:
1. The subgroup Z13 o Z4 which has order 52. This conjugacy class has only one sub-
group.
2. The subgroup Z13 o Z6 which has order 78. This conjugacy class has only one sub-
group.
3. Thirteen cyclic subgroups isomorphic to Z12. This conjugacy class includes thirteen
isomorphic subgroups: 〈y〉, 〈yx〉, 〈yx2〉, 〈yx3〉, 〈yx4〉, 〈yx5〉, 〈yx6〉,〈yx7〉, 〈yx8〉, 〈yx9〉,
〈yx10〉, 〈yx11〉
The intersection of any pair of subgroups from the last conjugacy class is the trivial
subgroup. It follows that the Frattini subgroup for this Frobenius subgroup is:
Φ(Z13 o Z12) = {1}.
On the other hand, the intersection of one subgroup from each of the three conjugacy
classes will result in the Frattini subgroup exactly and no inconjugate subgroups can have
trivial intersection. This implies that for this particular Frobenius group:
ι(F13) = 2 and ιˆ(F13) =∞.
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Z13 o Z12
Z13 o Z4 Z13 o Z6 13(Z12)
13(Z4) Z13 o Z2 Z13 o Z3 13(Z6)
13(Z2) Z13 13(Z3)
{1}
Figure 5.4: Subgroup lattice of F13 ∼= Z13 o Z12
5.3.4 F17
The Frobenius group F17 ∼= Z17 o Z16 with presentation
F17 ∼= Z17 o Z16 ∼= 〈x, y : x17 = y16 = 1, yxy−1 = x6〉
and order 272 has 18 maximal subgroups in the following two conjugacy classes:
1. The subgroup Z17 o Z8 which has order 136. This conjugacy class has only one
subgroup.
2. Seventeen cyclic subgroups isomorphic to Z16. This conjugacy class includes the
seventeen isomorphic subgroups: 〈y〉, 〈yx〉, 〈yx2〉, 〈yx3〉, 〈yx4〉, 〈yx5〉, 〈yx6〉,〈yx7〉,
〈yx8〉, 〈yx9〉, 〈yx10〉, 〈yx11〉, 〈yx12〉, 〈yx13〉, 〈yx14〉, 〈yx15〉, 〈yx16〉.
The intersection of any pair of subgroups of this conjugacy class is the trivial subgroup.
It follows that the Frattini subgroup for this group is:
Φ(Z17 o Z16) = {1}.
On the other hand, the intersection of any of these cyclic subgroups with the other
maximal subgroup of order 136 would result in a subgroup of order 2. Hence we cannot
obtain the Frattini subgroup as the intersection of inconjugate maximal subgroups. Then,
for this particular Frobenius group we have:
ι(F17) = 2 and ιˆ(F17) =∞.
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Z17 o Z16
Z17 o Z8 17(Z16)
17(Z8)Z17 o Z4
Z17 o Z2 17(Z4)
17(Z2)
Z17
{1}
Figure 5.5: Subgroup lattice of F17 ∼= Z17 o Z16
The Frobenius group F19 ∼= Z19 o Z18 with presentation
F19 ∼= Z19 o Z18 ∼= 〈x, y : x19 = y18 = 1, yxy−1 = x3〉
and order 342 has 21 maximal subgroups in the following three conjugacy classes:
1. The subgroup Z19 o Z9 which has order 171. This conjugacy class has only one
subgroup.
2. The subgroup Z19 o Z6 which has order 114. This conjugacy class has only one
subgroup.
3. Nineteen cyclic subgroups isomorphic to Z18. This conjugacy class includes nineteen
isomorphic subgroups: 〈y〉, 〈yx〉, 〈yx2〉, 〈yx3〉, 〈yx4〉, 〈yx5〉, 〈yx6〉,〈yx7〉, 〈yx8〉, 〈yx9〉,
〈yx10〉, 〈yx11〉, 〈yx12〉, 〈yx13〉, 〈yx14〉, 〈yx15〉, 〈yx16〉, 〈yx17〉, 〈yx18〉.
The intersection of any pair of subgroups from the last conjugacy class is the trivial
subgroup. It follows that the Frattini subgroup for this Frobenius subgroup is:
Φ(Z19 o Z18) = {1}.
On the other hand, the intersection of one subgroup from each of the three conjugacy
classes will result in the Frattini subgroup exactly and no inconjugate subgroups can have
trivial intersection. This implies that for this particular Frobenius group:
ι(F19) = 2 and ιˆ(F19) =∞.
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Z19 o Z18
Z19 o Z9 Z19 o Z6 19(Z18)
19(Z9) Z19 o Z2Z19 o Z3 19(Z6)
19(Z2)Z1919(Z3)
{1}
Figure 5.6: Subgroup lattice of F19 ∼= Z19 o Z18
The previous examples constitute particular instances of the next theorem but first recall
the following definition
Definition 5.5. Let n ∈ Z+. We say n is a square free integer if it is not divisible by any
perfect square other than 1.
Theorem 5.6. Let p be an odd prime number, with p ≥ 5 and let Fp ∼= Zp o Zp−1 be the
Frobenius group of order p(p− 1). Then, ι(Fp) = 2. Moreover,
• If p− 1 is not a square free integer, then ιˆ(Fp) =∞.
• If p− 1 is a square free integer, then ιˆ(Fp) = 3.
( Proof) Let p be an odd prime number and let Fp ∼= Zp oZp−1 be the Frobenius group of
order p · (p − 1). First we prove that ι(Fp) = 2. By Sylow’s theorem, Fp has p conjugate
maximal, cyclic subgroups of order p − 1. Since these subgroups are cyclic but generated
by different elements, it follows that the intersection of any two of them will be the trivial
subgroup. This determines that the Frattini subgroup is Φ(Fp) = {1} and as a second
consequence we have that ι(Fp) = 2.
Now suppose that p − 1 is not a square free integer. Note that p − 1 is even, that is,
p− 1 can be written as
p− 1 = 2a1qa22 qa33 · · · qakk ,
where q2, . . . , qk are distinct odd primes, and a1, . . . , ak ∈ Z+, for some k ∈ Z+. Then for
each qi ∈ {q2, . . . , qk}, there exists a maximal subgroup of Fp that is isomorphic to
Zp o Z(p−1)/qi .
Notice that there are exactly k maximal subgroups of this type. Now we can enumerate all
the maximal subgroups of Fp. We can divide these into the two following conjugacy classes:
1. There are p maximal, conjugate, cyclic subgroups of order p− 1,
2. There are k maximal subgroups: Zp o Z(p−1)/qi .
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Also note that by Lagrange’s Theorem, these are the only maximal subgroups of Fp because
there are no other proper divisors of p(p− 1) that are not included in the previous list and
the order of a subgroup has to divide the order of Fp.
Now, since p− 1 is not a square free integer then there is at least one aj ∈ {a1, . . . , ak}
such that aj > 2. Therefore, if i 6= j, the non-isomorphic maximal subgroups
• Zp o Z(p−1)/qi , and
• Zp o Z(p−1)/qj ,
have a nontrivial intersection. Actually, the intersection of any subset of the collection of
maximal subgroups above will give us a non-trivial subgroup. This proves that ι(Fp) =∞.
Finally, suppose p is a square free integer, then the intersection of the following three
maximal subgroups:
1. Any of the cyclic subgroups Zp−1,
2. the Sylow 2-subgroup Zp o Z(p−1)/2, and
3. any Sylow k-subgroup Zp o Z(p−1)/qi .
The intersection of all the maximal subgroups above will give us the trivial subgroup.
This proves that the Frattini subgroup is trivial and also that ιˆ(Fp) = 3. 
5.4 Quasidihedral Groups
We now consider the quasidihedral groups, also called the semidihedral groups. These
groups are denoted by QDn for integers n ≥ 4. One presentation for this groups is given by
QDn = 〈r, s : r2n−1 = s2 = 1, srs = r2n−2−1〉.
These groups have order 2n.
Theorem 5.7. Let n ∈ Z, with n ≥ 4. Let QDn be the quasidihedral group of order 4n,
then
ι(QDn) = ιˆ(QDn) = 2.
( Proof) Let n ∈ Z, with n ≥ 4. The quasidihedral group QDn has order 2n. By Sylow’s
theorem, the maximal subgroups ofQDn are subgroups of order 2
n−1. From the presentation
of the group, it is clear that the only maximal subgroups of QDn are isomorphic to one of
the following:
1. Z2n−1 , the cyclic group of order 2n−1;
2. D2n−1 , the dihedral group of order 2
n−1;
3. Q2n−1 , the generalised quaternion group of order 2
n−1.
If we obtain the intersection of these three groups, we get that the Frattini subgroup is
given by
Φ(QDn) = Z2n−2 .
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These subgroup can be obtained as the intersection
Φ(QDn) = Z2n−1 ∩D2n−1 .
Since these two subgroups are inconjugate, it follows that ι(QDn) = ιˆ(QDn) = 2. 
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{1}
〈(1, 4), (2, 3)〉〈(1, 3), (2, 4)〉〈(1, 2), (3, 4)〉
〈(1, 2, 3)〉 〈(1, 2, 4)〉 〈(1, 3, 4)〉〈(2, 3, 4)〉
〈(1, 2)(3, 4), (1, 3)(2, 4)〉
A4
Figure 5.7: Lattice of subgroups of A4
5.5 Alternating Groups
The alternating groups A1, A2 and A3 are cyclic, hence they have been dealt with in
a previous chapter. Now we will deal first with the special case of the group A4 because
it is not a simple group. Note that |A4| = 12 so it is easy to determine the lattice of
subgroups of A4 which is depicted in Figure 5.6. From the lattice of subgroups for A4 we
can conclude that there are 5 maximal subgroups divided into two conjugacy classes, one of
which includes only one group and the other includes four subgroups. Also, if we intersect
all five maximal subgroup we get that the Frattini subgroup of A4 is the trivial subgroup,
which can also be obtained as the intersection of the maximal subgroup of order 4 with any
of the maximal subgroups of order 3. Hence the intersection number and the inconjugate
intersection number are ι(A4) = 2, and ιˆ(A4) = 2.
We now consider the alternating group A5. Recall that a group is simple if its only
normal subgroups are the trivial and itself. Also recall that for all n ≥ 5, An is simple.
With the help of Sage we obtain the following list of maximal subgroups. There are 21
maximal subgroups of A5.
The following lattice of subgroups depicts the 3 conjugacy classes of maximal subgroups
as well as the other 6 conjugacy classes of subgroups.
{1}
15Z2
10Z36Z5
5Z22
10S36D5 5A4
A5
Note that if we intersect any 2 subgroups of a conjugacy class of maximal subgroups we
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get that Φ(A5) = 1 therefore ι(A5) = 2 but since we can never obtain the Frattini subgroup
as the intersection of maximal subgroups then ιˆ(A5) =∞.
The alternating group A6 has 52 maximal subgroups (computed using Sage):
{1}
Z2 Z3Z3
Z5 Z22Z22Z4 S3 S3Z23
D5D4 A4A4Z3oS3
S4S4Z23oZ4 A5 A5
A6
45 2020
36 151545 60 6010
3645 151510
151510 6 6
For A6 the Frattini subgroup is the trivial subgroup and the intersection numbers are
ι(A6) = 2, ιˆ(A6) =∞.
33
Chapter 6
Conclusions and Open Questions
Although the concept of intersection number is a dual to that of the covering number
for finite groups we have already seen some differences between the two. For example,
given any positive integer n, we can always find at least three different groups, namely a
cyclic, a dihedral and a dicyclic groups all of which have n as their intersection number.
The determination of intersection numbers for other more general types of groups, like the
symmetric groups, is a matter of ongoing inquiry and research. In this section we point
in some directions of possible future work concerning intersection numbers or inconjugate
intersection numbers.
For what groups is ι(G/N) = ι(G)?
If we consider the group G and suppose that N E G, we saw that in general we have that
ι(G/N) ≤ ι(G). It would be interesting to determine exactly when does the equality hold.
That is, what are the characteristics of the group G and of its normal subgroup N that
guarantee that ι(G/N) = ι(G)?
What structural characteristics of G imply ι(G) = ιˆ(G)?
As we have seen in Chapter 3, in general we have that ι(G) ≤ ιˆ(G). On the other hand,
consider for example the Frobenius group of order 42, denoted by Z7oZ6. As we have seen
in chapter 5, for this group we have that ι(F7) = 2 < ιˆ(F7) = 3. It would be interesting to
determine the structural characteristics of the group G that produce the equality.
What structural characteristics of G imply ι(G) =∞?
As the Frobenius group of order 20 demonstrates, ιˆ(F5) = ∞ therefore it would be inter-
esting to determine what structural characteristics of G imply that ι(G) =∞.
Does the inequality ι(G) < |m(G)| hold for all noncyclic groups G?
Let m(G) denote the set of maximal subgroups of the group G. In [8], Lauderdale proved
the following theorem:
Theorem 6.1. If G is a finite group, then |m(G)| ≥ |pi(G)|. Furthermore, equality holds if
and only if G is cyclic.
We believe that there is an analogous result involving |m(G)| and ι(G) for nontrivial
solvable groups. It is clear that ι(G) ≤ |m(G)|, and the results of this thesis seem to indicate
that the question above would have an affirmative answer.
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Does the inequality |pi(G)| < ι(G) hold for all solvable groups G?
We are also interested in the relationship between |pi(G)| and ιˆ(G) for nontrivial solvable
groups G. For instance, assume that G is a solvable group satisfying ιˆ(G) = 2; let M1 and
M2 be inconjugate maximal groups of G satisfying that M1 ∩M2 = Φ(G). Under these
assumptions, G = M1M2 and thus
|G|
|M1| ·
|G|
|M2| =
|G|
|Φ(G)| .
Since maximal subgroups of nontrivial solvable groups have prime power index and pi(G) =
pi(G/Φ(G)), the equation implies that |pi(G)| ≤ 2. Therefore, |pi(G)| ≤ ιˆ(G) provided that
G is a solvable group satisfying ιˆ(G) = 2.
Intersection Numbers of Semigroups
Can the concepts dealt with in this work be defined for other algebraic structures? As
an example, in the article Finite coverings: A journey through groups, loops, rings and
semigroups, Kappe studies covering numbers in other algebraic structures, like rings and
semigroups.
The concept of intersection number can also be considered for other algebraic structures.
In particular, for finite semigroups, one can define a maximal subgroup of a semigroup S as
a subgroup of S that is not contained in any other proper subgroup. In this case, it is not
required that a maximal subgroup be a proper subgroup. One interesting characteristic of
semigroups is that it is possible to define a bijection between the collection of all maximal
subgroups of the semigroup and the idempotent elements of said semigroup because each
idempotent element is the identity element of a unique maximal subgroup.
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