We propose the genetic algorithm for time window optimization, which is an embedded genetic algorithm (GA), to optimize the time window (TW) of the attributes using feature selection and support vector machine. This GA is evolved using the results of a trading simulation, and it determines the best TW for each technical indicator. An appropriate evaluation was conducted using a walk-forward trading simulation, and the trained model was verified to be generalizable for forecasting other stock data. The results show that using the GA to determine the TW can improve the rate of return, leading to better prediction models than those resulting from using the default TW.
I. INTRODUCTION
Stock market movement prediction is a dynamic and nonlinear problem, and its forecasting presents a challenge. The authors of previous studies who aimed at building a model to forecast stock market movement rooted their investigations in technical analysis features based on statistical and chart patterns of historical data. These features were normally based on a time window of a certain period, normally days, in the past. Although the value of the time window variable could completely change the model results, the authors of these studies simply fixed the time window (TW) by taking the default value of this variable for each feature. Although many authors proposed new preprocessing methods to improve their models, such as the feature selection (FS) methods [1] - [3] or discretization methods [4] - [6] , none of them conducted research to determine the global TW optimum values.
This study aimed to build a trading simulation based on a generalized model to classify the next day movement. In studies based only on next day classification, a supervised classifier training using one-day ahead movement as a binary class was built, and out-of-sample instances were tested to obtain the accuracy of the results or other measurements. Kim [7] proposed the use of a support vector machine (SVM) rather than casebased reasoning or an artificial neural network (ANN) as a classifier to predict the next day movement. Following Kim's study, many studies compared machine learning classification algorithms. For example, Ou and Wang [8] experimentally investigated 10 classification algorithms to predict the stock market movement. Their experimental results showed that the SVM and least squares SVM algorithms generated better predictive performance than the others. Kara [2] and Patel [6] determined the best parameter combination for machine learning algorithms and tested several combinations of technical indicators and preprocessing techniques for these features.
In recent studies, authors tended to combine an SVM or ANN with preprocessing techniques and sometimes used a meta-heuristics algorithm to find the optimal machine learning parameters, the ANN architecture, and a set of input features [9] , [10] . Other researchers built a classifier model and used the classification output as decision support for trading stocks, taking the rate of return (RR) as the measurement. Thus, some works, such as those of Li [11] , Chang [12] , and Ng [3] , were based on the classification of turning points. Chang [12] proposed an ANN backpropagation model based on an improved piecewise linear representation to detect real points that indicate trading opportunities. Li [11] built a GA-based threshold optimization model as a trading design. Using the same turning point detection method, Ng [3] proposed a two-step GA for FS and an ANN architecture to build a model for trading simulation. The authors built a trading algorithm to determine the turning points using a GA to minimize the localized generalization error measurement and to balance the classifications into sell, buy, and hold such that they have the same distribution. Conversely, Żbikowski [13] based his trading simulation on a modification of the SVM called the volume-weighted SVM (VW-SVM), used the real transaction volume of the stock as a penalty function and F-score FS, and tested the algorithm with a stock market simulation.
The proposed method uses a combination of a TW optimization for each technical analysis feature and an embedded FS in a GA evolved by the RR of the simulation of transactions. This paper is organized as follows. Section 2 explains the prediction models related to this work. Section 3 provides the details of the proposed model. Section 4 presents the experimental results, and Section 5 concludes the paper.
II. SVM
SVM has been widely used with success in many studies in the stock prediction context. This classifier improves its generalization ability by constructing a model maximizing the margin ‖ ‖ dividing hyperplanes in an n-dimensional feature space. This maximized margin is used as the final decision boundary. An SVM binary classifier was implemented by Cortes and Vapnik [14] using the structural risk minimization principle based on statistical learning theory for controlling generalization to determine the ideal tradeoff between structural complexity and empirical risk [2] .
The SVM works by mapping the input vectors xi ∈ R d (i=1,2, ..., N) by class label yi ∈ {+1, −1} into a highdimensional feature space ( ) ∈ to build the optimal separating hyperplane. The classifier is defined by (1), and the quadratic programing problem to determine the coefficients is defined by (2), (3), and (4) [15] .

The tradeoff between the margin and the misclassification error is controlled by the regularization parameter c. ( , ) is the kernel function that performs the mapping of the input vectors into the high-dimensional space ( ). The simplest kernel function is linear, but the polynomial and the Gaussian radial basis kernel function (RBF) are the most frequently used kernels. These kernel functions are shown in (5) and (6), respectively, where d is the degree of the polynomial kernel and is the bandwidth of the Gaussian radial basis function kernel.
Polynomial Function: ( , ) = ( • + 1)  Radial Basis Function: ( , ) = (− ‖ − ‖) 
III. GENETIC ALGORITHM FOR TIME WINDOW OPTIMIZATION (GATWO)
As previously stated, the main goal of GATWO is to optimize the TW variable of each technical analysis feature at the same time the FS is conducted in a GA optimization. Eventually, GATWO will have built an SVM model along with the selected features, its TW sizes, and a data scaler for each feature. This data scaler is used to scale new entries according to the normalization performed in the training phase. In every generation of the GA, an SVM prediction model is trained and evaluated with the resultant set of the features. This optimization finds the best value and the best set for the TW variables, represented by n in the equations presented in Table  II , at the same optimization.
As conducted in this work, prediction models can use metaheuristic algorithms, such as GAs, to maximize the accuracy or the profit of a trading simulation. This type of optimization can be programmed to determine better parameters or to optimize a certain transformation of the input features in the preprocessing stage. The GA is inspired by natural selection that evolves a population of individuals, with each one being composed of a set of genes (chromosome) as the parameters of a maximization or minimization function called the fitness function. Each iteration of the evolving process is composed of the operations of the crossover, mutation, and selection of the individuals. The selection of the individuals probabilistically retains the superior results and discards the others. In this work, the chromosome comprises two genes of each technical analysis feature: the first gene indicates the TW variable value and the second gene represents the selection variable. The format of the chromosome is presented in Table III . The formed chromosome is submitted to the fitness function, which is the maximization of the rate of return of the trading algorithm that evaluates the performance of the model over three stocks. The fitness evaluation function is presented in (9) , and the trading algorithm is explained in detail in Section 3.A. This algorithm uses the SVM trained model in the evaluation to determine whether to buy, hold, and sell. For each sell event, the total profit (TP) is calculated as presented in (7):
where A and P are the amount of stocks and the price per stock, and NT, NS, and tcost are the total number of transactions, number of sales, and the cost per transaction, respectively. The cost per transaction is fixed at $5.00 because this is the transaction price charged by low-cost brokers. Moreover, the rate of return RR is calculated, as expressed in (8), where Inv is the start amount invested [11] .
The RR average of the datasets is returned as the fitness function for the GA process. The GA takes this RR average as the evolving score for the maximization of the profits, as shown in (9), where RRs is the rate of return of the dataset from index s, and n is the number of training datasets present in the building model phase. The datasets are explained at Section 3.A.
A. Data Preparation
In this study, the stock dataset for training was different from that for evaluation to attain the purpose of the highly generalized trained model, which can predict from any other stock dataset. The chosen training daily data were Microsoft (MSFT), Nike (NKE), and Goldman Sacks (GS) from January 1, 2000 to December 31, 2004 (Yahoo Finance). Two years of stock datasets with different trends were used for the trading evaluation (Table I) . 
Name of Feature Formula
Table II presents the 10 technical indicators extracted from the data, where Ct, Lt, Ht, and are the closing price, low price, high price, and volume at time t, respectively. LLt-n and HHt-n are the lowest low and the highest high in the preceding n days before t. The variables M t , SM t , and D t are calculated by (10), (11) , and (12).
 Moreover, -DM, +DM, and TR are calculated by (13) , (14) , and (15) .
nLastHH is the number of periods since the highest high achieved in the n periods. Up is the upward price change, Dw is the downward price change at time t, and NUp is the number of rising periods.
The direction of the daily change in the stock price is used as a class, which is classified as 1 for equal or higher and 0 for a lower next day price as defined in (16) .
B. GA Configuration and Encoding
This study was based on an elitist GA selection, which selects a highly scored population to keep for the next generation. About 70% of the best individuals with the highest trading simulation results were maintained for the next generation. The population size was fixed at 30 chromosomes. To replace the removed population, new individuals were generated by cloning randomly individuals. Before the subsequent round, the crossover operation was applied in 40% of the entire population, and mutation was conducted in 10% of the genes of all individuals. The range of each gene's values is provided in detail in Table III , where the TW and FS value ∈ ℕ. The stop condition was set to run until 100 rounds after the latest highest value. FS is performed simultaneously with the TW optimization by GATWO. As shown in Table III , each technical indicator has two genes: one to control the TW and the second to control the FS. The FS value 1 means that the feature is considered in the training model; otherwise, it is not considered. This dual optimization provides to the classification a real interaction between the features during the evolution of the population. To accomplish this simultaneous optimization, the chromosome was encoded with TW and FS values.
The entire process, shown in Figure 1 , is related to the resultant chromosome generated by the continuous evolving process. For each chromosome, each technical indicator is calculated using the given TW value, and then the features are normalized (details provided in Section 3.C). After this transformation, the data are used to train the SVM classifier to classify the next day movement, and the resultant classifier is used in the trading simulator. The trading simulation obtains the signal from the trained SVM classifier. Buying and selling with the three evaluation trading datasets is shown in Figure 3 . The resultant average RR from these three stock simulations is used as the fitness function evaluation for the GA process and the best model is stored after each round of evolution for comparison with other studies.
C. Data Normalization
Classifiers based on the distance between instances, such as SVM, require a normalization of the features, which rescales each feature value. In this study, each feature was normalized using z-score normalization, given by (17) , where x' is the transformed value, x is the original value of the feature, µ is the mean, and σ is the standard deviation of the population for the given feature.
′ = ( − )


To simulate the transactions, new instances to be classified by the model need to be input. To use the same model with another stock dataset, the GATWO needs to continue the TW, aside from the generated SVM model, of each gene and the resultant normalization scales. As shown in (17) , to transform new instances, the mean and standard deviation must be stored to scale new input data. Figure 2 shows the manner through which this process submits new data to be used. The new raw data are input in the GATWO model, and these data are transformed into features according to each TW and selected features of the model. Then, each feature is scaled by the scaler composed of the mean and the standard deviation. Finally, these scaled data are sent to the SVM trained model. In obtaining the class, for example, the trading simulation can choose whether to buy, hold, or sell the stock, as presented in the following section. 
D. Trading Simulation
The algorithm uses the model built in the training step of the classifier to classify each transaction as buy, sell, or hold. The rules of the algorithm are shown in detail in Figure 3 , where f(x') is the resultant classification for the x' instance. Only after the stock has been sold is it possible to evaluate whether the decision is profitable or not. The algorithm only buys everything possible with the available money and sells every stock; there is no mid-ground. The trading algorithm was run on the test datasets. The experiments were conducted after running GATWO to generate the model, as presented in Figure 1 , and trade was conducted according to the simulation using the new stock datasets produced by the GA process. The following were evaluated:
 RR, shown in (8), is used as the fitness function for the GA process.  Maximum drawdown (MDD), which is used as a risk measurement, is the lowest value obtained in the transactions result. It is the worst percentage decrease between the highest and the lowest value the investor can obtain. It is calculated by using the percentage difference between the highest and the lowest account value shown in (18) . In the following section, the submission of the raw dataset to GATWO to build the model using the test stock datasets is described. In the first step, the SVM RBF configuration is tested, and the training stock data are selected.
IV. EXPERIMENTS AND DISCUSSION
The experiment begins to find the best parameters and the best training dataset, consequently building the best generalized model. After building the model, it is tested under stress and uptrend rally conditions, and the final experiments are compared with the literature results.
A. GATWO Model Configuration
The SVM RBF configuration tested the parameters shown in (6) , namely, the parameters cost, c, and γ. To select the best SVM parameter configuration, GATWO was run on a grid search algorithm to determine the best composition of these two parameters. The chosen stock datasets for training were Microsoft (MSFT), Nike (NKE), Goldman Sacks (GS), and Intel (INTC) between January 2000 and December 2004. A simple grid search was chosen to find the best combination of the SVM parameters to test the values of c between 0.125 and 100 and the values of γ between 0.1 and 10. The best combination of parameters was c = 1 and γ = 0.25.
As stated previously, these experiments aimed to determine the most generalized model. To accomplish this, finding the most generable training dataset among the four training datasets was necessary to determine the SVM RBF parameters c and γ. To test these models, the datasets in Table I were used as test datasets. The results are presented in Table IV . As shown in Table IV , the MSFT stock data were the most generalizable for training the model.
As the efficacy of the generalization of the model was considered an issue, normalization also needed to be tested because applying the correct procedure for scaling the features would result in higher yields. Until this point, z-score (17) was used as the normalization method and compared with the minmax normalization given in (19) in Table V . The min-max normalization procedure did not generalize as well as the z-score despite the good results in the other experiments based on the same stock data, as shown in Table  V .
B. Resultant Model
After determining the best parameters, the most generalizable normalization method, and the training dataset, the resultant model was finally met. The model has five selected features. Its TWs are presented in Table VI . 
C. Stress Testing and Up-trend Rally Simulation
The first test used to evaluate a model is a stress test, which is performed by financial analysts to examine a company's financial condition in a market stress situation. In the current study, the model was tested on data related to the market's financial crisis of 2008 and its partial recovery. The period begins on February 1, 2008 and ends on May 31, 2009. In Figure 4 and Table VII , the results of the stress test using GE, Pfizer, and Google stocks with US$100,000.00 of starting equity are shown and compared with the market default outcome called buy and hold (B&H). This outcome is the same as buying on the first day and selling on the last day of the period. As the model has the capability to avoid great market falls, recovery is achieved and good profits are obtained despite the crisis. To compare the efficacy of optimized TW SVM model, in Table VIII is presented the results obtained using default TW values, presented in Table III , without the proposed optimization of the TW. The results using the default TW are better than those suing the B&H. However, the results of GATWO are even better, as presented in Table VII , than those without the TW optimization. The RR of the non-optimized model is 25.43% on average, which is better than that of B&H, but the model using the TW optimized by GATWO achieves 109.66% on average.
After the stress test, the model was applied to stocks that showed a considerable up-trend rally. The stock market in this period was characterized by a subsequent appreciation of stock values. For this test, Apple (AAPL) stock from January 1, 2014 to January 31, 2015 and Microsoft stock from July 1, 2013 to August 31, 2014 were used. As presented in Figure 5 and Table  IX , the results of this test show a small margin of profit compared with the B&H strategy. Nevertheless, the test serves as a means to analyze whether the model overlooks any trading opportunities. As shown in Figure 5 , the model sometimes does overlook some opportunities, but it also avoids some market falls. In both cases, the model outperforms the B&H strategy. This trained model buys or sells stocks in 27.5% of all instances. In the remaining 72.5% of all instances, the trading model holds, waiting for a change in the classifier.
D. State of the Art Comparison
Other classifiers trained to determine the turning points are used to classify only a few trades at less than 10%, such as Chang's [12] intelligent piecewise linear representation (IPLR) and Li's [11] turning point prediction framework (TPP). This type of model overlooks some short-term trading opportunities. To overcome this limitation, the LG-Trader of Ng [3] was developed with three classes, namely, buy, sell, and hold, and the class distributions were balanced among the classes, with a penalty for the hold class. However, as presented in Figures 4 and 5, holding in a trend results in a better outcome. The moment when it is better to wait and hold for some time is extracted by the model from some features that were built on the basis of a trending detection method.
The proposed model was run with the same stock datasets, namely, IPLR, TPP, and LG-Trader, to compare the models. The results for these stocks are presented in Tables X and XI. In addition, this model was compared with the VW-SVM trading engine of Żbikowski [13] . As in our model, the VW-SVM model was trained with a binary class, which classifies the trend situation, using the classification output to buy, hold, or sell. The VW-SVM model achieved good results when the model was trained with a delay classification. Żbikowski [13] used five days instead of one day ahead for classification in his best resultant model, and his experiments were conducted using 20 stocks and a wide time period of January 1, 2003 to October 21, 2013. The study used QCOM, GE, and MCD stocks. The comparison of these stocks is shown in Table VII ). 
V. CONCLUSION
The experimental results showed that the novel optimization of TW and the embedded FS in GATWO for predicting short-term trends in the stock market could lead to the creation of a profitable trading strategy. The resultant model was strong for down-trends, resisted market falls, and did not overlook good trading opportunities. Moreover, the several techniques applied for model generalization exhibited a strong generalization capability. The presented results indicated that the final model could be run with any other stocks without training the model. 
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