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RESUMEN
En este trabajo se analizan las capacidades de la 
técnica de control Proporcional Integral Genera-
lizado para el rechazo/seguimiento de señales pe-
riódicas. De esta manera, se presenta un control 
basado en un observador de alta ganancia bajo el 
enfoque del rechazo activo de perturbaciones. Se 
compara su desempeño con otros tipos de com-
pensadores que han mostrado ser eficaces para 
este tipo de problema de control y se realizan aná-
lisis de desempeño frente a diferentes condiciones 
de operación por medio de simulaciones numéri-
cas. Los análisis y simulaciones demuestran un 
desempeño similar al conseguido con las técnicas 
convencionales, a la frecuencias de operación no-
minal y, por otra parte, una notable ventaja a re-
gímenes de operación con frecuencias variables. 
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ABSTRACT
This paper presents the active disturbance rejec-
tion methodology for the tracking and rejection 
of periodic signals. The possibilities of the Gen-
eralized Proportional Integral (GPI) control to 
face repetitive control problems are emphasized. 
An extended high gain observer based control 
scheme is proposed for linear systems according 
to the Active Disturbance Rejection strategy. An 
illustrative case study example is presented. Some 
comparisons with other established controller de-
sign methodologies for that kind of problem are 
provided. Performance analysis and numerical 
simulations for specific operation conditions are 
presented. 
INTRODUCCIÓN
El seguimiento/rechazo de señales periodicas 
constituye un tema de gran interés de investiga-
ción en la teoría de control, ya que incluye un 
amplio grupo de aplicaciones de ingeniería en las 
que este tipo de señales está involucrado. Algu-
nas de estas aplicaciones incluyen controladores 
de discos duros (Wu y Tomizuka, 2010), robóti-
ca (Tayebi et al., 2008), inversores electrónicos 
(Zhang et al., 2010), filtros activos de potencia 
(Griñó et al., 2007), turbinas eólicas (Houtzager 
et al., 2013), entre otras.
Un enfoque que ha marcado una línea de inves-
tigación en el área es el control de aprendizaje 
iterativo (iterative learning control [Wang et al., 
2009]). Dentro de este contexto, operando en 
línea con el sistema, el control repetitivo emer-
ge como una técnica basada en el Principio del 
Modelo Interno (IMP) que ha sido muy eficiente 
en aplicaciones de control que requieren el segui-
miento o rechazo de señales periódicas (Li Cui-
yan, 2004).
Igualmente, basado en el principio del modelo in-
terno, el control resonante (Byl et al., 2005) se 
dedica al rechazo/seguimiento selectivo de los 
harmónicos presentes en la señal. Los generado-
res lineales de este tipo son denominados “reso-
nadores” y generalmente se utilizan en un arreglo 
en paralelo y son sintonizados a frecuencias se-
leccionadas para proveer mayor flexibilidad en su 
operación con respecto a las técnicas menciona-
das anteriormente.
Con una filosofa radicalmente diferente, se está 
estableciendo un nuevo paradigma de control con 
el nombre de “rechazo activo de perturbaciones” 
(Gao, 2006), en el cual se tratan de manera uni-
ficada perturbaciones endógenas y exógenas a la 
planta. La señal de perturbación unificada se esti-
ma en línea de manera aproximada para ser luego 
cancelada por medio de una ley de control que 
resulta notablemente simplificada al hacer uso de 
esta estimación.
Una metodología ya madura dentro del enfoque 
del rechazo activo de perturbaciones es el con-
trol Proporcional Integral Generalizado (GPI) 
(Sira-Ramirez et al., 2011). En esta estrategia, el 
modelo aproximado de la perturbación unificada 
utilizado no está enfocado a comportamientos 
periódicos; por lo tanto, resulta interesante deter-
minar el alcance de esta metodología para el re-
chazo/seguimiento de señales periódicas. En este 
trabajo se realiza una comparación de las estra-
tegias existentes más clásicas para el manejo de 
este tipo de señales (control repetitivo y control 
resonante), con respecto a la estrategia GPI. Se 
analizan las ventajas y desventajas de cada estra-
tegia bajo diferentes condiciones de operación.
*   *   *
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DESCRIPCIÓN DE LAS ESTRATEGIAS  
DE CONTROL
Control resonante
El control resonante proporciona el seguimiento/
rechazo de señales periódicas basado en el IMP, 
el cual establece que para lograr el rechazo/se-
guimiento de una señal el modelo interno o ge-
nerador de dicha señal debe incluirse en el lazo 
de control (Francis y Wonham, 1976). Como mo-
delo interno se utilizan los llamados resonadores, 
los cuales corresponden a señales sinusoidales de 
frecuencia y fase determinadas. De esta manera, 
el seguimiento/rechazo de una señal periódica se 
realiza mediante la inclusión de m resonadores, 
dependiendo del número de armónicos que se de-
sea representar en el modelo interno. El modelo 
del resonador para cada frecuencia se puede ex-
presar a partir de la ecuación (1).
         
 (1)
Donde gk es una ganancia real positiva, φk es el 
corrimiento de fase de Rk (s) a la frecuencia wk 
y k define el componente armónico representado. 
Figura 1. Estructura del control basado en resonadores
Fuente: elaboración propia.
Como se muestra en la figura 1, la estructura usa-
da en el control resonante se compone de dos la-
zos de control. El lazo interno está compuesto por 
la planta Gp (s) y un controlador Gc (s) diseñado 
para proporcionar buenos márgenes de estabili-
dad. La función de lazo cerrado del lazo interno 
es G0(s) = Gc(s)Gp(s)/(1+Gc(s)Gp(s)). El lazo ex-
terno está definido por la ecuación (2).
     
 (2)
Dicho lazo es el encargado de proporcionar el 
desempeño del sistema en cuanto a seguimiento 
y rechazo, y está compuesto por: 1) R0 (s) que en 
general se encarga de suministrar el desempeño 
deseado a bajas frecuencias, incluyendo señales 
dc y 2) un número finito de resonadores Rk (s) con 
k = 1, K, m. El corrimiento de fase φk y las ga-
nancias gk se definen para asegurar la estabilidad 
del sistema, determinan la respuesta transitoria de 
este y, por tanto, el desempeño del lazo cerrado 
(Byl et al., 2005).
Control repetitivo
El control repetitivo es una estrategia que ha sido 
usada exitosamente en el rechazo y seguimiento 
de señales periódicas (Li Cuiyan, 2004). Al igual 
que el control basado en resonadores, esta estra-
tegia se basa en el principio del modelo interno, 
con la diferencia de que utiliza un generador se 
señales periódicas en lugar de resonadores. Este 
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modelo interno puede escribirse a partir de la 
ecuación (3).
       
 (3)
Donde Tp es el periodo de señal y H (z) es un filtro 
pasabajos que limita la ganancia proporcionada 
en las altas frecuencias. Este modelo interno pro-
porciona ganancia infinita en la frecuencia funda-
mental ƒ = 1/Tp y todos sus armónicos.
Figura 2. Estructura plug-in del control repetitivo
Fuente: elaboración propia.
Para agregar el modelo interno al lazo de control 
se usará la estructura plug-in mostrada en la figu-
ra 2. En esta estructura, el modelo interno se usa 
para extender un lazo de control existente que se 
determina mediante el controlador Gc (s); de esta 
manera, el lazo existente queda determinado por 
G0(s) = Gc(s)Gp(s)/(1+Gc(s)Gp(s)), en donde Gp (s) 
es la planta. Se observa que, adicionalmente, se en-
cuentra el filtro Gx (s), el cual es agregado para pro-
porcionar estabilidad al sistema de lazo cerrado.
La estabilidad del sistema de lazo cerrado de la fi-
gura 2 queda determinada por las siguientes con-
diciones (Costa-Castelló et al., 2012).
1. El lazo cerrado sin control repetitivo, esto es 
G0(s) es estable.
2. .
Basándose en la condición 2, se pueden estable-
cer las reglas de diseño de los filtros H (z) y Gx (s). 
Usualmente el filtro H (z) se define de manera que 
║H (z)║
∞
 = 1 y el filtro Gx (s) se usa para cancelar 
la fase de G0 (s) en el intervalo de frecuencias de 
interés. Así, para sistemas de fase mínima se defi-
ne la ecuación (4).
  (4)
Donde el término (s+α)l  se usa para obtener un 
filtro propio con una adecuada definición de l y α 
determina el intervalo de frecuencias para el cual 
Gx (s) aproxima a 1/ Go (s).
RECHAZO ACTIVO DE PERTURBACIONES 
EN SISTEMAS LINEALES
Los controladores GPI se han establecido como 
una técnica de control lineal eficiente que presen-
ta robustez frente a perturbaciones clásicas (i.e. 
pasos, rampas, parábolas, etc.) (Sira-Ramirez et 
al., 2011). Además, se diseñan desde el contexto 
del “rechazo activo de perturbaciones”, en el cual 
se usan modelos simplificados de los sistemas y se 
estiman y rechazan de manera conjunta y apro-
investigación
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ximada dinámicas no modeladas, perturbaciones 
internas y externas del sistema.
Estos controladores GPI rechazan de manera 
efectiva términos aditivos de la dinámica exis-
tente entre la entrada del sistema y la salida de 
este. La metodología primero establece el modelo 
dinámico entrada-salida plana (Sira-Ramírez y 
Agrawal, 2004), simplificándolo a un modelo que 
solamente considera como elementos clave para 
el diseño del controlador el orden de integración 
del sistema y el factor de ganancia de entrada, en 
el caso monovariable.
Los controladores GPI incluyen de manera natu-
ral y embebida un modelo interno de la función 
de perturbación que constituye una aproximación 
polinomial en el tiempo, cuya actualización es de 
índole automática, lo que permite aproximacio-
nes arbitrariamente cercanas a las perturbaciones 
desconocidas.
El objetivo de control es lograr la cancelación 
de las perturbaciones aditivas y al mismo tiempo 
imponer una dinámica lineal en lazo cerrado me-
diante realimentación de estados estimados, los 
cuales se obtienen directamente del mismo obser-
vador lineal propuesto.
Se consideran sistemas lineales perturbados cuan-
do se modelan con la forma de la ecuación (5).
 (5)
Donde ϕ agrupa la dinámica lineal no modela-
da o desconocida y ϛ representa la perturbación 
externa. Desde el enfoque del rechazo activo de 
perturbaciones, estas dos funciones se consolidan 
en un solo término y se maneja como una señal de 
carácter desconocido pero acotado (ecuación 6).
        (6)
Donde ξ(t) es m-diferenciable y uniformemente 
acotada, i.e. sup│ξ (m)(t)│≤K, con K real finito. El 
sistema es controlable (para κ≠0) y tambien pue-
de ser catalogado como un sistema diferencial-
mente plano (Sira-Ramírez y Agrawal, 2004) con 
salida plana y(t).
El objetivo es controlar la salida plana del sistema 
y(t) para lograr el seguimiento de una trayectoria 
suave de referencia r(t), independientemente de 
la señal de perturbación ξ(t).
Observador de alta ganancia GPI
Se propone a continuación un observador estilo 
Luenberger que se denominará en lo sucesivo ob-
servador GPI (observador Proporcional Integral 
Generalizado). El esquema de observación consis-
te de una copia de la planta lineal simplificada au-
mentada por un modelo aproximado de la función 
de perturbación ξ(t) y con inyecciones ponderadas 
del error de observación (y(t)−ŷ(t)). Estas últimas 
deben garantizar una dinámica estable y arbitra-
riamente gobernada del error de estimación.
Mediante la designación y1(t) = y(t), y2(t) = ẏ(t), 
..., yn(t) = y
(n−1)(t), se obtiene el siguiente modelo 
en variables de estado del sistema lineal con la 
perturbación aditiva ξ(t) (ecuación (7)).
	 						ẏj(t) = yj+1(t), j = 1,...,n−1 (7)
yn(t) = κu(t) + ξ(t)
Sea  el modelo interno aproximado-
1de la perturbación aditiva, con z2(t) el estimado 
de ξ(t), i.e. (t) = z1(t), se propone el siguiente 
observador GPI (ecuación (8)).
⁞
    (8)
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⁞
Para analizar los errores de estimación asociados 
a la salida y sus primeras (n−1) derivadas con res-
pecto al tiempo, se definen: e1(t) = y1(t) − ŷ1(t), 
e2(t) = y2(t) − ŷ2(t), ..., en(t) = yn(t) − ŷn(t). Se-
guidamente se fijan los errores de estimación 
asociados a la función de perturbacion ξ(t) y sus 
primeras m−1 derivadas con respecto al tiempo: 
en+1(t) = ξn(t) − z1(t), en+2(t) = (t) − z2(t), ..., 
en+m 1(t) = ξ
 (m 1)(t) − zn+m 1(t). La dinámica aso-
ciada a estos errores de estimación esta dada por 
la ecuación (9).
⁞
       (9)
⁞
El error de estimación en(t) = e1(t) satisface, des-
pués de un proceso de eliminación sobre la ecua-
ción (9), la ecuación diferencial (10) perturbada 
de orden n+m.
 
 (10)
Teorema: dado el polinomio característico po(s) 
en la variable compleja s, asociado al error de es-
timación (ecuación (11))
 (11)
Considerando que las anteriores hipótesis son vá-
lidas, se seleccionan los coeficientes λj, j=1,...,n + 
m−1, de forma que po(s) exhiba todas sus raíces 
en el semiplano izquierdo. Entonces, el error de 
estimación ey(t) y sus correspondientes derivadas 
temporales, , j=1,...,n + m−1, convergen 
globalmente a una bola, B(0, ρ), centrada en el 
origen del espacio de fase { } de 
radio ρ	tan pequeño como se desee, dependiendo 
de la parte real de las raíces seleccionadas. Cuan-
to mayor sea la magnitud de la parte real, más 
pequeño será el radio de la bola B(0, ρ). Cola-
teralmente, la variable z1(t) y sus derivadas tem-
porales zj(t), j=2,..., m siguen arbitrariamente la 
señal de perturbación en el tiempo ξ(t) y sus deri-
vadas temporales ξ (j)(t), j=1,..., m.
Prueba: de manera constructiva, se presenta la 
dinámica del error de observación ey(t) en (10). 
Para detalles de la caracterización del acotamien-
to del radio ρ	con respecto a la parte real de las 
raíces del polinomio caracteristico ver (Luviano-
Juárez et al., 2010).
A partir de la definición de los errores de estima-
ción, para una convergencia arbitraria de e1(t) a 
cero se puede observar de (7) que ei+1(t) sigue ar-
bitrariamente cerca ėi(t), luego yj(t), j=1,..., n re-
construyen de una forma arbitrariamente cercana 
las derivadas de y(t).
En particular, para la estimación de la función de 
perturbación ξ(t) se tiene la ecuación (12).
    (12)
Luego, de acuerdo con la evolución en el tiempo 
de e1(t) y ėn(t) hacia la bola de acotamiento en 
el espacio de fase de los errores de estimación, 
z1(t) estima de manera arbitrariamente precisa la 
investigación
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función de perturbación ξ(t). Realizando análisis 
similares sobre las ecuaciones de los siguientes 
errores de observación se puede comprobar que 
en general zi(t), i = 1,..., m sigue arbitrariamente 
cerca a  (i−1)(t).
Control basado en el observador GPI
Las estimaciones proporcionadas por el observa-
dor GPI permiten el planteamiento de una ley de 
control para el rechazo de la perturbación y esta-
blecimiento de un error de seguimiento. El control 
basado en observador GPI para el seguimiento de 
trayectorias está dado por la ecuación (13).
 (13)
Donde los parámetros del controlador {γ0,...,	γn−1} 
se seleccionan de tal manera que el polinomio 
 exhiba todas 
sus raíces en el semiplano izquierdo del plano 
complejo C. Se define el error de seguimiento por 
e(t) = r(t) − y(t). 
Teorema: el controlador basado en el observador 
GPI (13) conduce el error de seguimiento e(t) ha-
cia una vecindad tan pequeña como se desee del 
origen de su espacio de fases, (e, ė,...e(n−1)), siem-
pre que el conjunto de coeficientes {γ0, ..., γn−1} 
se escoja de tal forma que pc(s) sea un polinomio 
Hurwitz con raíces suficientemente alejadas del 
eje imaginario en C. 
Prueba: de acuerdo con la ecuaciones (13) y (6) se 
puede comprobar que la dinámica del error de se-
guimiento de la salida plana en lazo cerrado está 
gobernada por la ecuación (14).
 
 (14)
Donde (z1(t) − ξ(t)) y los términos , k = 
1, 2,..., n−1 evolucionan con el tiempo en una 
vecindad tan pequeña como se desee del origen; 
por lo tanto, el miembro derecho de la ecuación 
(14) se mantiene de manera uniforme y acotada 
dentro de una vecindad arbitrariamente peque-
ña del origen del espacio de fases del error de 
seguimiento de las salidas. Dado el acotamiento 
del término de la derecha de la igualdad (14), se 
pueden usar los mismos razonamientos de la de-
mostración del anterior teorema; de esta manera, 
se tiene que el error de seguimiento e(t) y sus 
derivadas temporales e(t), ė(t), ..., e(n−1)(t) conver-
gen hacia una vecindad arbitrariamente pequeña 
del origen del espacio de fases de error de segui-
miento, siempre que se verifique que las raíces de 
pc(s) están ubicadas suficientemente a la izquier-
da del eje imaginario del plano complejo C. 
CASO DE ESTUDIO
Los sistemas mecatrónicos rotatorios, en general 
accionados por motores eléctricos, agrupan un 
gran número de aplicaciones importantes en las 
que las perturbaciones periódicas tienen un gran 
efecto (Tomizuka, 2008). En caso de trabajar a 
una velocidad constante, las perturbaciones se 
presentan como señales periódicas en el tiempo 
originadas por la no uniformidad de los elemen-
tos mecánicos, excentricidad, desbalanceos en la 
carga, etc., o torques de operación o perturbación 
dependientes de la posición. En esta sección se 
muestra el diseño de los controladores expuestos 
anteriormente aplicados al rechazo de una señal 
de perturbación periódica para el caso de un mo-
delo correspondiente a una planta mecatrónica.
El sistema usado para la comparación de las estra-
tegias, así como para la presentación del control 
basado en observador GPI aplicado al rechazo 
de señales periódicas, es un sistema mecatrónico 
operado por un motor DC de escobillas. Este tipo 
de plantas pueden modelarse como un sistema de 
segundo orden (Chen, 1993):
      
 (15)
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Para el ejemplo actual b = 1767.17, a1 = 52.19 y 
a0 = 109.4. Las figuras 3 (a) y 3 (b) muestran la 
respuesta del sistema en lazo abierto, junto con 
su composición armónica para una velocidad de 
operación de 4 rev/s, la cual es adoptada como la 
velocidad nominal del sistema. La perturbación es 
una señal dependiente de la posición y se muestra 
junto con su contenido armónico en la figuras 3 
(c) y 3 (d). La selección de esta perturbación se 
basa en su alto contenido armónico; aspecto muy 
útil para demostrar el desempeño de los controla-
dores estudiados en este trabajo.
Figura 3. (a) contenido frecuencial de la velocidad de salida en lazo abierto; (b) velocidad de salida; c) contenido 
frecuencial de la perturbación, y d) señal de perturbación
Fuente: elaboración propia. 
Diseño del control basado en resonadores
El diseño se basa en la estructura de dos lazos de 
la figura 1: para el lazo interno se escoge Gc(s) = 
10, el cual resulta en márgenes de estabilidad y 
robustez suficientes; para el lazo externo se esco-
ge un controlador PI con el cual R0(s) = (0,25s + 
2,5) /s y 12 elementos resonantes (m = 12) dise-
ñados para la velocidad nominal de 4 rev/s; esto 
es, para una frecuencia fundamental de 4 Hz y 
los subsecuentes 11 armónicos. El corrimiento de 
fase se ha definido como γk = arg(Go( jωk)). Las 
ganancias gk seleccionadas proporcionan estabi-
lidad al sistema y una respuesta transitoria sufi-
cientemente rápida. La tabla 1 muestra la relación 
de ganancias gk y los ángulos γk seleccionados con 
respecto a la frecuencia ωk. La respuesta en fre-
cuencia de la función de lazo abierto Gl(s) = Gre(s) 
Go(s) se muestra en la figura 4. Pueden notarse los 
picos de alta ganancia de cada uno de los resona-
dores y que la magnitud de estos disminuye con 
la frecuencia.
investigación
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    Tabla 1. Parámetros usados en el diseño del control basado en resonadores
ωk 4 8 12 16 20 24
gk 5 10 15 20 25 30
γk -89.65 -125.72 -142.04 -151 -156.59 -160.39
ωk 28 32 36 40 44 48
gk 35 40 45 50 55 60
γk -163.14 -165.22 -166.84 -168.15 -169.22 -170.11
   Fuente: elaboración propia.
Figura 4. Respuesta en frecuencia de 
Fuente: elaboración propia.
Diseño del control repetitivo
El control repetitivo se diseña para una frecuen-
cia nominal ƒ = 4Hz que corresponde con la ve-
locidad nominal del sistema. De esta manera, el 
periodo resulta Tp = 1/4s, lo cual permite definir 
el elemento de retardo del modelo interno de la 
ecuación . Se determina un filtro pasabajos de pri-
mer orden H(s) = 1/(0,0001s + 1). La respuesta 
en frecuencia de este modelo interno se muestra 
en la figura 5, y se puede observar cómo el mo-
delo interno proporciona alta ganancia para las 
frecuencia fundamental y sus armónicos; además, 
se observa el efecto de atenuación causado por el 
filtro H(s), hecho que determina de manera im-
portante el rechazo de los armónicos de más alta 
frecuencia. 
Figura 5. Respuesta en frecuencia del modelo interno de la ecuación  para el diseño a una frecuencia de ƒ = 4Hz
Fuente: elaboración propia. 
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Para el lazo existente se selecciona un controlador 
Gc(s) = 20 que junto con el modelo de la planta 
(15) forman el sistema de lazo cerrado Go(s) = 323/ 
(0.457s + 324). Esto permite seleccionar el filtro 
Gx(s) usando la ecuación , con l = 1 y α = 0.0001. 
Es importante anotar que esta selección de pará-
metros hace cumplir las condiciones de estabilidad 
expuestas en en el apartado Control repetitivo.
Diseño del control basado en observador GPI
El diseño del controlador GPI sigue lo expuesto en 
el apartado Rechazo activo de pertubaciones en sis-
temas lineales. La señal de perturbación se adiciona 
a la entrada de la planta. De esta manera y conside-
rando el modelo de la planta descrita en la ecuación 
(15), se tiene el sistema de la ecuación (16).
  (16)
Donde la perturbación externa ζ(t) = bd(t). Agru-
pando parte de la dinámica del sistema y la per-
turbación externa en la variable	ξ(t) se obtiene el 
modelo simplificado de la ecuación (17).
         (17)
Se toman las siguientes variables de estado del sis-
tema x1(t) = y(t), x2(t) = y
(1)(t) y como modelo in-
terno aproximado de la pertubación . Para 
representar este modelo interno se usan las varai-
bles extendidas zi(t) con i = 1,2,...,6. Con esto se 
propone el observador robusto GPI descrito en la 
ecuación (18).
            (18)
Donde z1(t) es el estimado de la perturbación ξ(t); 
, el de la salida y(t); y 2(t), el de la primera 
derivada de la salida, ẏ(t). El polinomio caracte-
rístico del error de estimación es po(s) = s
8 + λ7s
7 
+ λ6s
6 λ5s
5 + λ4s
4 + λ
3
s3 + λ2s
2 + λ1s + λ0s. Los co-
eficientes λi se han seleccionado para obtener las 
siguientes raíces del polinomio característico: 
(-450, -500, -550, -600, -650, -700, -750, -800).
El controlador adquiere la forma simple de la 
ecuación (19).
 (19)
El polinomio característico del error de segui-
miento resulta s2 + γ1s + γ0, y con los coeficientes 
γi definidos para obtener races reales ubicadas en 
(-20, -15).
RESULTADOS DE SIMULACIÓN
En esta sección se presentan los resultados de simu-
lación obtenidos con los compensadores diseñados 
anteriormente. Se realiza un análisis comparativo 
en cuanto a estructura, diseño, complejidad y des-
empeño y dos diferentes casos de operación son 
analizados, uno con perfil de velocidad constante y 
otro con perfil de velocidad variable.
Perfil de velocidad constante
Este ejemplo de operación está en consonancia con 
aplicaciones en las cuales la velocidad del sistema 
permanece constante y la principal función del 
sistema de control es rechazar las perturbaciones 
investigación
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periódicas. La señal de referencia es constante de 
amplitud 4 rev/s y la señal de perturbación corres-
ponde con la mostrada en la figura 3 (d).
La figura 6 muestra el contenido frecuencial del 
error de seguimiento y la velocidad de salida (re-
cuadro) para los tres controladores. Se puede notar 
que para los tres casos se obtiene un buen desem-
peño y se logra así rechazar exitosamente la per-
turbación. Se puede observar que en el caso del 
control por resonadores los armónicos de frecuen-
cias superiores al 12th armónico aún permanecen 
en el sistema, mientras que el control repetitivo y el 
basado en observador GPI sí logran atenuar armó-
nicos de mayor frecuencia. Esto es debido a que, 
en los últimos dos casos, el modelo interno propor-
ciona alta ganancia aún para armónicos superiores.
Figura 6. Contenido frecuencial del error de seguimiento y velocidad de salida en el tiempo (recuadro), (a) control 
basado en resonadores; (b) control repetitivo, y (c) control basado en observador GPI
Fuente: elaboración propia. 
Vale la pena anotar que el desempeño del control 
por resonadores puede mejorarse aumentando el 
número de estos, lo cual disminuiría el contenido 
armónico del error de seguimiento y lo hará más 
pequeño; sin embargo, esto hace que el compensa-
dor sea más complejo y la implementación práctica 
resultaría más artificiosa. Con esto se necesitaría, 
por ejemplo, una plataforma de punto flotante, a la 
vez que se tendría una mayor carga computacional.
En el caso del control repetitivo, una forma de 
mejorar el desempeño es aumentando el ancho 
de banda del filtro H(z), pero esto afectaría la ro-
bustez del sistema, por lo cual debe realizarse un 
balance entre la robustez y el desempeño deseado 
(Osburn y Franchek, 2004).
La complejidad del control basado en el observa-
dor GPI es baja, ya que se fundamenta en el nú-
mero de integradores usados en la aproximación 
polinomial (m en la ecuación (6)). Para mejorar 
el desempeño de este compensador se puede au-
mentar la rapidez de los polos seleccionados para 
definir la ecuación del error de estimación; sin 
29Control proporcional integral generalizado para señales periódicas
Germán ramos Fuentes / John Cortés romero / alexander Jiménez triana
investigación
embargo, se debe evitar demasiado aumento en el 
ancho de banda del observador, puesto que pue- 
de causar alta sensibilidad al ruido y problemas de 
robustez. De esta manera, se puede establecer 
que el control basado en el observador GPI puede 
usarse satisfactoriamente para el rechazo de per-
turbaciones periódicas.
La figura 7 presenta la estimación lograda de la 
perturbación d(t). Dado que la estimación (t) in-
cluye la dinámica no modelada (asociada a los tér-
mios a0 y a1) y la señal perturbación externa, para 
fines de comparación, a (t) se le resta la dinámi-
ca no modelada para obtener una estimación de la 
perturbación d(t). Se observa que se realiza una es-
timación bastante aproximada de la perturbación.
Figura 7. Perturbación d(t) y perturbación estimada (t)
Fuente: elaboración propia. 
Adicionalmente, a diferencia de las estrategias de 
control repetitivo y control por resonadores, el ob-
servador GPI tiene la ventaja adicional de no ne-
cesitar el conocimiento completo del sistema para 
su diseño y mantiene el desempeño a pesar de las 
variaciones en los parámetros del mismo. Esto se 
debe a que, además de las perturbaciones, el ob-
servador GPI puede estimar la dinámica no mode-
lada y posibles variaciones del sistema. En el caso 
de resonadores y control repetitivo, el sistema es 
mucho más sensible a la variación de los paráme-
tros del sistema; de esta manera, pierde robustez 
y puede llegar más facilmente a la inestabilidad. 
Perfil de velocidad variable
Estos resultados de simulación están orientados 
a aplicaciones en las que es necesario variar la 
velocidad del sistema. En este caso, la frecuen-
cia de la señal periódica varía en el tiempo con el 
cambio de velocidad. Como es sabido, esto causa 
problemas de desempeño en el controlador reso-
nante y el controlador repetitivo (Costa-Castelló 
et al., 2011).
El perfil de velocidad utilizado se describe en la 
ecuación (20)
 
 (20)
La figura 8 muestra la respuesta de los tres com-
pensadores, debida al perfil de velocidad de la 
ecuación (20). Como puede observarse, el desem-
peño del control repetitivo y el control basado en 
resonadores se ve fuertemente afectado una vez la 
velocidad del sistema se desvía de la nominal. Lo 
anterior ocurre porque el modelo interno de estos 
compensadores ofrece alta ganancia en las frecuen-
cias armónicas de la perturbación, pero esta ganan-
investigación
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cia solo se consigue en una vecindad muy pequeña 
alrededor de dichas frecuencias (figuras 4 y 5). 
Por lo tanto, pequeñas variaciones en la frecuencia 
de la señal de perturbación disminuyen drástica-
mente la ganancia obtenida por el modelo interno, 
lo cual deteriora fuertemente su desempeño. Una 
forma de mejorar el desempeño del controlador re-
petitivo ante variaciones en la frecuencia es usar 
metodos adaptativos o modelos internos de alto 
orden (Costa-Castelló et al., 2012). Por otra parte, 
usando el observador GPI, la respuesta obtenida 
mantiene el desempeño, a pesar de los cambios en 
la frecuencia y se proporciona así un buen segui-
miento del perfil de velocidad. 
Figura 8. Respuesta de los tres controladores al perfil de velocidad variable. (a) control resonante; (b) control re-
petitivo; (c) control basado en observador 
Fuente: elaboración propia. 
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CONCLUSIONES 
En este trabajo se comprueban las altas capaci-
dades que posee la técnica de control GPI para 
el rechazo/seguimiento de señales periodicas. 
Adicionalmente, se demuestra una robustez com-
plementaria de esta estrategia frente a incertidum-
bres paramétricas.
Las comparaciones con respecto a la variación 
de velocidad (frecuencia variable) dejan al con-
trol GPI con una notable ventaja en cuanto al 
desempeño evidenciado en un menor error de se-
guimiento. Este error es incluso disminuido para 
condiciones de operación a menor velocidad.
Todas las estrategias de control consideradas en 
esta evaluación presentan desempeños compa-
rables a la velocidad nominal de operación del 
sistema. Las estrategias de control repetitivo y 
resonante refieren fuerte disminucion de desem-
peño a velocidades de operación diferentes a la 
nominal de diseño. Aunque este problema puede 
ser compensado usando métodos adaptativos o 
modelos internos de alto orden; la inclusión de 
estimadores de frecuencia y mecanismos de adap-
tación serían necesarios en el primer caso y solo 
pequeñas desviaciones de la frecuencia nominal 
se permitirían en el segundo. Por otra lado, la es-
trategia de control basado en el observador GPI 
mantiene una estructura simple sin necesitar los 
mecanismos adicionales antes mencionados.
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