Abstract
Introduction
Hearing with two ears allows to accurately localize sounds in space. The perceived spatial position of an acoustic stimulus predominantly depends on its interaural time difference (ITD) and its interaural level difference (ILD) [6, 11, 12, 22, 34, 35, 47, 62, 63] . In order not to blur the interaural information, the binaural system compares the inputs from both ears at a relatively early stage in the neural pathway. The first intersection of left and right auditory nerve fibers occurs at the superior olive (SO) within the brain stem [38] . Binaurally sensitive cells also reside in the subsequent brain stem nuclei, i.e., the lateral lemniscus (NLL) and the inferior colliculus (IC) [4, 5, 15, 16, 18, 19, 33, 58, 60, 61] .
Evoked potentials have been widely used to investigate directional hearing in humans. The majority of the studies dealing with the dependence of auditory brain stem responses (ABRs) on ITD and ILD focused on the analysis of the waveforms of single EEG channels [2, 3, 7, 13, 14, 20, 24, 26, 28, 29, 32, 50, 59] . The so-called three-channel Lissajous' trajectory represents an attempt to infer the activity of the brain stem from ABR recordings. It is measured using three bipolar pairs of electrodes with preferably perpendicular orientation. The three time signals are then visualized as a trajectory in the three-dimensional voltage space [23, 42, 43] . Three-channel Lissajous' trajectories have been used to analyze binaural processing [39, 40, 41, 44, 45] . The benefit of the method is that it avoids the problem of the reference electrode by using a bipolar montage. However, it relies on the assumption of a single dipole located exactly in the center of the head, and volume conduction effects are not taken into account.
A more sophisticated approach to localize active neural tissue in the brain is dipole source analysis from multi-channel EEG measurements [27, 36, 52, 53, 54] . Scherg and von Cramon [55] proposed a model of six fixed current dipoles to describe the five waves of the monaurally evoked ABR. This model not only used a fixed location and orientation for each dipole, but also heavily constrained the time course of the dipole moment magnitude. The active structures at the latency of the largest deflection, wave V, were identifed as the superior olive and the lateral lemniscus.
The present study focuses on the source analysis of monaurally and binaurally evoked ABRs. In order to analyze the influence of lateralization, nine different binaural stimulus conditions, the combinations of three ITDs and three ILDs are used. Since the same lateralization can be generated by different combinations of the interaural differences, the variation of both cues allows to draw conclusions about the representation of the stimulus laterality in the brain stem.
Methods

Subjects
Twelve subjects (three females) from the staff of the University of Oldenburg without any history of audiological or neurological problems participated voluntarily in this study. They were aged between 25 and 36 years and were classifed as normal hearing by routine audiometry. The audiometric loss was less than 10 dB for frequencies below 4 kHz and less than 15 dB for the higher frequencies.
Stimuli
Rarefaction click stimuli were produced by applying rectangular voltage pulses of 100 µs duration to Etymotic Research ER-2 insert earphones. The time interval between the onsets of two successive stimuli was chosen to vary randomly and equally distributed between 62 and 72 ms, yielding an average stimulation rate of approximately 15 Hz.
15 stimulus conditions were tested, 9 binaural and 6 monaural. The monaural clicks were presented at the levels 53, 59 and 65 dB nHL and are denoted as L-m, L0m, L+m and R-m, R0m, R+m for monaural left and right stimulation, respectively. The binaural stimuli were the nine possible combinations of 3 ITDs (-0.4, 0 and 0.4 ms) and 3 ILDs (-12, 0 and 12 dB), as indicated in Figure 1 .
The binaural stimuli are named as follows: the first letter refers to the perceived lateralization of the stimuli: 'L' for left, 'C' for center and 'R' for right. The second and third characters ('-', '0' and '+') are used to specify the ILD and ITD, respectively. For example, for diotic stimulation, to both ears a click at 59 dB nHL was presented simultaneously. This stimulus C00 is found in the center of the diagram (ILD = ITD = 0). The stimulus R+0 in the middle of the top row has zero ITD, but is lateralized to the right due to its positive ILD. On the other hand, the stimulus R0+ at the right of the middle row has zero ILD, but is also lateralized to the right due to its positive ITD. The arrows in Figure 1 point into the approximate direction of the lateralization of the stimuli. Both an ITD of 0.4 ms and an ILD of 12 dB cause a strong, but not extreme lateralization of about 70° [13, 32] . A stronger, almost complete lateralization is produced by the synergistic stimuli L--and R++ whose ILDs and ITDs point into the same direction. In contrast, the stimuli C+-and C-+ refer to the antagonistic situation: ILD and ITD act in opposite directions resulting in a centered image. In the lower left corner of each subplot in Figure 1 , the respective binaural stimulus is depicted schematically. In the ITD-ILD-plane lines of equal lateralizaton are the diagonal dotted lines. Identical stimuli were used for all subjects for better comparability of the results.
Electrode configuration and recordings
Ag/AgCl-electrodes were attached to a fiexible cap worn by the subjects. ABRs were recorded from 32 sites according to the extended 10-20-system [21, 57] using a DC-coupled differential amplifier (Synamps 5803) at a samplingrate of 10 kHz with 16 bit resolution. The common reference electrode was placed at the vertex (Cz), the ground electrode at the forehead (Fpz). Electrode impedances were measured at a test signal frequency of 30 Hz and brought below 5 kΩ. 10000 single sweeps for all of the 15 stimuli were recorded in an interleaved manner. The electrode positions in the three-dimensional space were determined using a measuring instrument exploiting different ultrasonic signal propagation delays at different sensors (CMS30P by Zebris Medizintechnik). Details of the recording procedure can be found elsewhere [48, 50] . Before averaging, the single sweeps were filtered with a linear phase FIR bandpass with 200 taps and corner frequencies of 100 and 1500 Hz [17] . An iterated weighted average of the filtered sweeps was computed for all subjects and stimulus conditions [49] .
Dipole source analysis
To fit a current dipole to the data, a software package was written in MATLAB. The head was modeled by a homogeneous sphere characterized by a constant volume conductivity g = 0.
0033
The radius of the sphere was determined by fitting the electrode positions r → c , c = 1 . . . C, to a sphere in a least squares sense for each subject. The source was described by a single rotating dipole, i. e., its location r The measured data was supposed to be contaminated with additive multivariate Gaussian noise [25] . The elements of the time-averaged noise covariance matrix S were estimated from the J single sweeps of a measurement according to (1) with c and d being the indices of two channels. µ c (t) = 1/J Σ J j=1 V cj (t) represents the ensemble average, i. e., the evoked potential of channel c at time t. To minimize the difference between measured and modeled data, i. e., the residual e = V -V model , the cost function of generalized maximum-likelihood estimation (2) was used. The resulting forward model that minimizes the cost function is termed 'the fit' V fit . In contrast, in the majority of EEG studies no noise information is utilized, i. e., S = 1 is assumed, and solely the least squares error E 1 = e T e = Σ C c=1 e c 2 is minimized. The search of the optimal dipole location r → was performed by means of the simplex algorithm by Nelder and Mead [37] . Within the nonlinear fitting routine, the vector of the optimal moment parameters was directly determined by (3)
Estimation of the parameter uncertainties
The L × L covariance matrix S L of the linear moment parameters was determined by error propagation (4) The variances of the linear parameters are found on the diagonal of S L .
The N × N covariance matrix S N of the nonlinear location parameters were estimated by calculating the curvatures in a small region around the minimum. 
Evaluation of the goodness-of-fit
The fit quality was assessed by the comparison of the residual e, i. e., the difference between data and forward model, with
the noise in the measurement. If the residual is below or in the range of the measurement errors, the fit can be regarded as of good quality. On the other hand, if the deviation between model and data drastically exceeds the noise, the fit cannot be considered as satisfactory. In mathematical terms, the fit quality is assessed by means of a chi-square test. If only the noise variances are known, i. e., σ cd = σ 2 c δ cd , the cost function reduces to the one of ordinary maximum likelihood estimation (6) Under the assumption of Gaussian measurement errors the quantity e c /σ c is normally distributed with mean zero and variance one. Consequently, the cost function E V is a sum of squared standard normal distributions and is therefore χ 2 -distributed.
In the present work, the complete noise covariance matrix S resulting in the more general cost function E S (eq. (2)) was used. However, E S remains invariant under a unitary transform U, i. e., U -1 = U T , into the eigen-system of S -1
. With S -1
= US -1 U T and e = Ue it follows
Since S -1 is diagonal, E S has the form of E V (eq. (6)). As a consequence, E S also obeys a χ 2 -distribution. E * S , denoting E S at the end of the fitting procedure, is distributed as a χ 2 -distribution with ν = C -P degrees of freedom [46] . The goodness-of-fit (gof) was calculated using the incomplete gamma function Γ inc :
The goodness-of-fit is the area under the χ 2 -density function with ν/2 degrees of freedom integrated from half the minimal error E * S /2 to infinity. It is interpreted as the probability that the residual e, i. e., the difference between model and data, can be considered as measurement noise. For vanishing error E * S gof approaches 1. For increasing E * S the numerator approaches the denominator resulting in a decreasing gof. The χ 2 -distribution has a mean of ν and a variance of 2ν. Therefore, gof-values above 0.1 are considered as good, above 0.001 as acceptable, models with gof < 0.001 should be rejected [46] . The goodnessof-fit is determined by the ratio of E * S and ν. For C = 32 channels and a single time instant a dipole has ν = 26 degrees of freedom. If for each channel the deviation between model and data equals the standard error of that channel, E * S amounts to 32 and gof to 0.193 which is rated as a good fit.
For the purpose of comparison, the so-called residual variance, which is widely used in the literature, was also computed The residual variance rv is the least-squares cost function normalized by the global power of the measured signal P global . Therefore it should be termed 'normalized residual variance', however, we follow the expression 'residual variance' prevailing in literature. A detailed description of the source analysis strategy used in the present study can be found in [48] . Figure 2 shows ABRs of one subject for all 32 measured channels in recording reference. For each channel three responses are depicted: the response to the diotic stimulus (C00) in the top trace, the monaural left response (L0m) in the middle trace, and the monaural right response (R0m) in the bottom trace. The residual noise for each channel and condition is shown by the error bars. They denote the threefold standard error of the mean (±3 S.E.M.). Channels near the reference electrode (Cz) generally exhibit smaller responses and smaller residual noise compared to channels more distant from Cz. Exceptions are channels Fp2 and F4 which show irregular waveforms. However, these channels also have large standard errors. While a least squares fit would incorporate these irregular waveforms into the dipole fit, the maximum likelihood method is not distracted by these irregularities because it takes into account the raised residual noise in these channels.
Results
In Figure 3 the locations of a rotating dipole for all stimulus conditions and subject DJ are shown. Data were fitted for a time interval from 1 ms before to 1 ms after the latency of wave V. This 2-ms interval comprises 21 samples and will be used in the subsequent analysis. Note that its beginning and end depend on stimulus condition and subject. The optimized locations are inferior to the center of the head, about 2.7 cm below the horizontal plane. The fitted locations from the binaural conditions (filled symbols) form a narrow cluster. Their 95 %-confidence regions (ellipses) at t V have a diameter of about 0.4 cm. The locations of the monaural left and right conditions are found 0.5 cm to the right and left from the midline (x = 0), respectively. The 95 %-confidence regions of the monaural conditions (open symbols) have roughly twice the size of those from the binaural conditions (0.8 cm). For subject DJ the spatial separation of the dipoles fitted to the monaural stimuli is most pronounced across subjects, it amounts to approximately 1 cm. In the average over subjects, the mean distance in x-direction between dipoles corresponding to monaural left and right stimuli is only 0.4 cm. Figure 4 shows the dipole moment trajectories of the rotating dipole fitted in the interval from 1 ms before to 1 ms after peak V in the frontal plane. Data are averaged over subjects. The triangle denotes the start of the trajectory at t V -1 ms. The ellipses drawn at t V are the 95 %-confidence regions for the dipole moment. They do not vary over time because neither the leadfield matrix F nor the covariance 4)). The trajectories for the central stimuli, i. e., the diotic stimulus C00 and the antagonistic stimuli (C+-and C-+), exhibit the largest dipole moments in the vertical direction (m z ). With growing lateralization, m z decreases and is smallest for the monaural conditions. The moment trajectories allow to distinguish between left and right conditions. For stimuli which are lateralized to the right clockwise trajectories are observed while counter-clockwise trajectories are found for left-lateralized stimuli. Furthermore, for the conditions with ITD only and ILD only the trajectories look very similar. The trajectories to R+0 and R0+ as well as to L-0 and L0-bear a strong resemblance to each other. This is striking since they are produced by different physical stimuli but elicit the same subjective lateralization. Figure 5 shows the characteristics of signal and noise, and exemplifies the two measures of fit quality applied. Data are ABRs from diotic stimulation of subject HR. In the upper left panel (A), the rms-value of the signal averaged over the 32 measurement channels, i. e., ͌ __ P _____ global is shown. Wave V at a latency of 5.8 ms is the most pronounced peak of the ABR, its rms-value is 248 nV. The straight line in Figure 5B at 9.3 nV is the rms-value of the noise level averaged over channels, i. e., the square root of the global noise power. Since the noise fluctuations over time are small they were averaged over time [49] . The noise level varies very little between stimulus conditions, but considerably between subjects (rms-values are in the range from 8.9 to 16.5 nV, mean 11.8 nV). The residual e is the difference between measured EEG V and forward model V fit . Its rms-value averaged over channels is also plotted in Figure 5B. It varies substantially over time, at t V it is maximal and amounts to 17.3 nV. Whereas for illustration only the average over channels is depicted in the upper panels of Figure 5 , the fitting routine uses noise and residual individually for each channel, cf. eq. (2). In Figure 5C , the residual variance rv (eq. (9)) is shown. It is mainly determined by its denominator: at small signal energies, rv is found to be large and vice versa. As a consequence, despite the maximal residual at t V of 17.3 nV, rv amounts to only 0.005 or half a percent. On the other hand, Figure 5D depicts the goodness-of-fit (gof, eq. (8)) as the outcome of the χ 2 -test. At time instants where the residual is smaller than the noise, gof is near 1. At t V gof is very low since the residual is nearly twice the noise, i. e., it is very unlikely that the deviation between data and model is due to the noise. Although at t V 99.5 % of the variance of the data is explained by the model, the fit cannot not be regarded as good because of the low gof. However, a reduction of the number of sweeps from 10000 to 2500 would approximately double the residual noise and generate gof-values near one. The residual noise would be virtually unaffected by such a change of the noise level. Figure 6 shows the quality measures of the rotating dipole fit for the mean over subjects and all stimulus conditions. At t V the residual variance (thin lines) is about 2 % for the monaural (and synergistic) stimuli and roughly 1 % for the binaural stimuli. The monaural responses have approximately half the amplitude of the binaural responses and therefore exhibit roughly twice the rv. The goodness-of-fit values (thick lines) are high for the monaural stimuli and markedly lower for the binaural stimuli implying that the monaurally evoked potentials are well described by a single dipole while the binaurally evoked potentials are not. This finding cannot be inferred from the residual variance.
Figure 3 Locations of rotating dipoles fitted to the 15 conditions for subject DJ. x points to the right, y to the front and z to the top. The fit interval began 1 ms before and ended 1 ms after the latency of wave V (t V ). Filled symbols denote binaural stimuli, open symbols stand for monaural stimuli. The 95%-confidence regions (ellipses) hold for t V , they are only drawn for the three binaural stimuli with ILD = 0 dB and the two monaural stimuli with intermediate level.
Discussion
The aim of this work is to analyze the correspondence between psychophysical lateralization and the neural generators of potentials evoked by lateralized stimuli. Since the generators of early auditory evoked potentials are deep, i. e., reside in the brain stem, data exhibit a relatively low SNR (signal-to-noise ratio). Therefore a large number of sweeps per stimulus condition (10000) was collected to ameliorate the signal quality.
Incorporation of the noise covariance matrix
To enhance and accurately determine the quality of the solutions of the inverse problem, information of the measurement errors based on the single sweeps of the EEG recordings was used [49] . The noise covariance matrix allows (i) a more general formulation of the cost function, (ii) the computation of confidence regions for source parameters by error propagation, and (iii) the evaluation of the fit quality by means of a statistical test. Generalized maximum likelihood estimation was first used by Sekihara et al. [56] who analyzed the biomagnetic inverse problem. Lütkenhöner [30, 31] demonstrated the advantage of the incorporation of noise covariance both theoretically and with MEG (magnetoencephalogram) data from late auditory evoked potentials. The current paper extends these findings to auditory brain stem responses that exhibit a markedly lower SNR.
Goodness-of-fit versus residual variance
An important methodological improvement pertains to the judgement of fit quality. In EEG literature the residual variance rv is commonly used to determine the quality of the fit. It has two major drawbacks. First, it introduces a kind of 'quadratic bias'. A residual variance of 1 % sounds reasonably small, but is equivalent to a residual standard deviation of 10 %. Second, the rv does not compare the residual with the noise in the measurement. Therefore it should be considered as not being appropiate for rating the fit quality. Without noise information it is also impossible to infer confidence regions of source parameters. The goodness-of-fit (gof) allows to decide if it is necessary to improve the source model in order to better explain the data. The single dipole model is sufficient for the monaural conditions. Since the gof unveiled significant differences between data and model for the binaural conditions, it is reasonable to analyze a more complex model, e. g., a model using two dipoles, one for a brain stem nucleus in each hemisphere [48] . Such conclusions can not be drawn from the analysis of the residual variance which indicates a better fit quality for the binaural conditions. In commercial software programs like BESA (Brain Electrical Source Analysis) and ASA (Advanced Source Analysis) noise information is not considered, i. e., S is set to the unit matrix. The fit quality is expressed in terms of rv. Given the sophisticated algorithms which are used in data analysis, e. g., distributed source models or the computation of forward models using realistically shaped head models, it is surprising that the judgement of noise and SNR of data has such a low significance.
The rotating dipole
Despite the small extension of the brain stem, significantly different dipole locations were detected for monaural and binaural stimuli. For binaural stimuli a centered source with a 95 %-confidence region radius as small as 2 mm is found for subjects with high SNR. For monaural stimuli the fitted dipole position is found in the contralateral hemisphere. This is physiologically meaningful because the majority of the auditory fibers projects to contralateral nuclei in the brain stem [38] . However, the distance between left and right fitted source amounts to maximally 1 cm. Given the anatomical distance of the likely generators of wave V, namely 1.6 cm for the superior olives and 2.2 cm for the nuclei of the lateral lemniscii, the fitted distances appear as being too small. Two reasons are conceivable to explain this discrepancy. First, the homogeneous sphere which served as head model may be too simple because it does not model the attenuation effect of the skull. Compared to the brain tissue and the skin, the conductivity of the skull is about 80 times smaller [8]. Ary et al.
[1] compared the homogeneous sphere with a three-shell head model. They showed that a dipole in the 3-shell head model must have a larger excentricity to generate approximately the same EEG as an identically oriented dipole in a homogeneous sphere. Second, for monaural stimulation the ipsilateral generators will also be activated, albeit weaker. The fitting algorithm has to optimize a single source that must explain two sources of different strengths. It consequently finds the best matching position between both sources which is located nearer to the stronger source.
Additionally, the rotating dipole fit unveils characteristics of the generators. Centrally perceived stimuli cause trajectories of the dipole moment in the frontal plane that mainly extend in the vertical direction. Lateral stimuli generate trajectories with smaller vertical but larger horizontal extension. This corresponds well to the results from [50] , taking into account that the single channels A1, A2, PO9 and P010 are orientated predominantly vertical and therefore map the vertical component m z of the source dipole. The laterality of the stimulus is coded in the sense of rotation of the trajectory. The moment trajectories of the rotating dipole do not code the ITD or ILD alone, but show a striking correlation with the lateralization of the stimuli (see Figs. 1 and 4) , i. e., stimuli with similar lateralization cause similar dipole moment trajectories. This means that ITD and ILD are not processed independently in the brain stem.
Possible improvements
A three-shell model of the head can be used instead of the homogeneous sphere. It is generally believed that by means of realistically shaped head models derived from MRI (magnetic resonance imaging) scans, the localization accuracy can be augmented. However, recently Cuffin et al.
[9] compared the source localization errors of the three-shell model with a realistically shaped head model. The sources were created by injecting current into implanted depth electrodes of human patients. Virtually no difference occurred in the localization errors of both models.
Alternatively, the number of recording channels can be raised to improve spatial sampling. Residual noise can be further reduced by even longer recording sessions. Presumably, evoked potentials to only a few stimulus conditions can be collected. Instead of the click a rising frequency chirp [10, 51] generating larger evoked potentials with a higher SNR is a promising alternative.
Summary and conclusions
• The incorporation of the noise covariance matrix into the algorithm to solve the inverse problem allows to derive confidence regions for dipole parameters and to apply a statistical test to evaluate the fit quality.
• The goodness-of-fit, comparing the residual with the noise, is preferable to the residual variance which relies only on the residual and does not account for the noise in the recording.
• Rotating dipoles corresponding to binaural stimuli are localized in the sagittal plane.
• For monaural stimuli, the locations of the rotating dipoles lie in the hemisphere contralateral to the side of stimulation.
• The moments of the rotating dipoles strongly correlate with the lateralization of the stimuli caused by ITD and ILD, but they do not correlate with ITD or ILD alone.
