We say that a linear code C over a field F is triangular representable if there exists a two dimensional simplicial complex ∆ such that C is a punctured code of the kernel ker ∆ of the incidence matrix of ∆ over F and there is a linear mapping between C and ker ∆ which is a bijection and maps minimal codewords to minimal codewords. We show that the linear codes over rationals and over GF (p), where p is a prime, are triangular representable. In the case of finite fields, we show that this representation determines the weight enumerator of C. We present one application of this result to the partition function of the Potts model.
Introduction
The aim of this paper is to introduce a theory of geometric representations of general linear codes. A seminal result of Galluccio and Loebl [1] asserts that the Ising partition function on graph G may be written as a linear combination of 4 g(G) Pfaffians, where g(G) is the minimal genus of the closed Riemann surface in which G can be embedded. Recently, a topological interpretation of this result was given by Cimasoni and Reshetikhin [2] . We explain in Section 1.1 that the Ising partition function on graph G may be described as the weight enumerator of the cycle space C of G. Viewing the cycle space C as a linear code over GF (2), a graph G may be considered as a useful geometric representation of C which provides an important structure for the weight enumerator of C, see Theorem 1.1. This motivated Martin Loebl to ask, about more than 10 years ago, the following question: Which binary linear codes are cycle spaces of simplicial complexes? In general, for the linear codes with a geometric representation, one may hope to obtain a formula analogous to that of Theorem 1.1. This question remains open. However, to extend the theory of Pfaffian orientations, it suffices to construct a geometric representation which carries over the weight enumerator only. This was achieved in Rytíř [3] for binary linear codes. In this paper we present results for general linear codes. By another result of Galluccio and Loebl [4] , the q-Potts partition function of graph G is determined by the row space of the oriented incidence matrix O G of graph G over GF (q). The row space of O G is a linear code, and so one surprising application of our results is a new formula for the q-Potts partition function, where q is a prime.
We start with basic definitions. A linear code C of length n and dimension d over a field F is a linear subspace with dimension d of the vector space F n . Each vector in C is called a codeword. We define a partial order on C as follows Let C ⊆ F n be a linear code over a field F and let S be a subset of {1, . . . , n}. Puncturing a code C along S means deleting the entries indexed by the elements of S from each codeword of C. The resulting code is denoted by C/S. A simplex X is the convex hull of an affine independent set V in R d . The dimension of X is |V | − 1, denoted by dim X. The convex hull of any non-empty subset of V that defines a simplex is called a face of the simplex. A simplicial complex ∆ is a set of simplices fulfilling the following conditions: Every face of a simplex from ∆ belongs to ∆ and the intersection of every two simplices of ∆ is a face of both. The dimension of ∆ is max {dim X|X ∈ ∆}. Let ∆ be a d-dimensional simplicial complex. We define the incidence matrix A = (A ij ) as follows: This paper studies 2-dimensional simplicial complexes where each maximal simplex is a triangle or an edge. We call them triangular configurations. The cycle space of ∆ over a field F, denoted ker ∆, is the kernel of the incidence matrix A of ∆ over F, that is {x|Ax = 0}. A linear code C is triangular representable if there exists a triangular configuration ∆ such that C = ker ∆/S for some set S and there is a linear mapping between C and ker ∆ which is a bijection and maps minimal codewords to minimal codewords. For such S we write S = S(ker ∆, C).
Motivation
Our motivation to study geometric representations of linear codes lies in the theory of Pfaffian orientation in the study of the Ising problem on graphs. In this section we use the notation from Loebl and Masbaum [5] . Let G = (V (G), E(G)) be a finite unoriented graph. We say that E ′ ⊆ E(G) is even if the graph (V (G), E ′ ) has even degree at each vertex. Let E(G) denote the set of all even sets of edges of G. The set of all even sets E(G) is called cycle space of graph G. Note that, graph G is 1-dimensional simplicial complex. Let A G be its incidence matrix, then the set of characteristic vectors of the even sets forms the kernel of A G over GF (2).
We assume that a variable x e is associated with each edge e, and define the generating polynomial for even sets, E G , in Z[(x e ) e∈E(G) ], as follows:
Let C be the kernel of the incidence matrix A G of graph G. Then there is the following relation between the weight enumerator of C and the generating polynomial of even sets of G W C (x) = E G (z) z e := x ∀e ∈ E(G) .
Next, we describe the equivalence of Ising partition function and the generating function of even subgraphs. The Ising partition function on graph G is defined by
where the J e (e ∈ E(G)) are weights (coupling constants) associated with the edges of the graph G, the parameter β is the inverse temperature, and
The theorem of van der Waerden [6] (see [7, Section 6 .3] for a proof) states that Z Ising G (x) is the same as E G (x) up to change of variables and multiplication by a constant factor:
The significance of geometric properties of graph G in studying the Ising partition function Z Ising G (x) and the generating function of the even subsets of edges of G, E G (x), is expressed by the following theorem. Theorem 1.1 (Galluccio and Loebl [1] ). If G embeds into an orientable surface of genus g, then the even subgraph polynomial E G (x) can be expressed as a linear combination of 4 g Pfaffians of matrices constructed from the embedding of G.
Main results
Theorem 1.2. Let C be a linear code over a field F, C ⊆ F n , and let B be a basis of C such that for each b ∈ B, each entry of b belongs to a cyclic subgroup G(b) of the additive group of the field F. Then C is triangular representable. Moreover, if C is finite, then there exists a triangular representation ∆ such that: if m i=0 a i x i is the weight enumerator of ker ∆ then
where e = (|S(ker ∆, C)| − n)/ dim C. Corollary 1.3. The conclusion of Theorem 1.2 holds for the linear codes over rationals and over GF (p), where p is a prime. Corollary 1.3 was proved for GF (2) in Rytíř [3] . On the other hand, we have the following negative results for the remaining fields. Theorem 1.4. Let C be a linear code over a field F such that every basis B of C contains a vector b so that its entries f, p do not belong to the same cyclic subgroup of the additive group of F. Then code C is not triangular representable. Corollary 1.5. Let F be a field different from rationals and GF (p), where p is a prime. Then there exists a linear code over F that is not triangular representable.
In Rytíř [3] , for every triangular configuration ∆, we constructed a triangular configuration ∆ ′ such that there exists a bijection between the cycle space over GF (2) of ∆ and the set of the perfect matchings of ∆ ′ . We conjecture that this result can be extended to other finite fields. Finally, see Section 3.2 for the multivariate versions of the above theorems.
Potts model
We give an application (suggested by Martin Loebl) of our results to the Potts partition function. The q-Potts partition function of a graph G is defined according to the formula
The Hamiltonian H(s) is defined as uv∈E w(uv)δ(s(u), s(v)) where δ is Kronecker delta and w(uv) is the weight of edge uv. The Potts partition function is one of the extensively studied functions in statistical physics; see the book by Loebl [7] . We note that 2-Potts partition function is equivalent to the Ising partition function and that P q (G, x) is also called the multivariate Tutte polynomial of G; see the survey by Sokal [8] .
Theorem 1.6. Let G be a connected graph such that all edges of G have the same weight w. Let q be a prime. Then there exists triangular configuration ∆ such that if m i=0 a i x i is the weight enumerator of ker ∆ then
where e is a positive integer linear in the number of edges of G.
The case of different weights is treated in Section 3.2.
Triangular representations
In this section all computations are done over a fixed field F. Let ∆ 1 , ∆ 2 be subconfigurations of a triangular configuration ∆. We denote the set of vertices of ∆ by V (∆), the set of edges by E(∆) and the set of triangles by T (∆). The difference of ∆ 1 and ∆ 2 , denoted by ∆ 1 − ∆ 2 , is defined to be the triangular configuration obtained from
by removing the edges and vertices that are not contained in any triangle in
An abstract simplicial complex on a finite set V is a family ∆ of subsets of V closed under taking subsets. Let X be an element of ∆. The dimension of X is |X| − 1, denoted by dim X. The dimension of ∆ is max {dim X|X ∈ ∆}. Every simplicial complex defines an abstract simplicial complex on the set of vertices V , namely the family of sets of vertices of simplexes of ∆. We denote this abstract simplicial complex by A(∆). The geometric realization of an abstract simplicial complex ∆ is a simplicial complex ∆ ′ such that ∆ = A(∆ ′ ). It is well known that every finite d-dimensional abstract simplicial complex can be realized as a simplicial complex in R 2d+1 . We choose a geometric realization of an abstract simplicial complex ∆ and denote it by G(∆). Let ∆ 1 , ∆ 2 be triangular configurations. The union of
We start with construction of basic building blocks.
Triangular configuration B n
The triangular configuration B n consists of n disjoint triangles as is depicted in Figure 1 . We denote the triangles of B n by B n 1 , . . . , B n n . 
Orientation
An oriented triangular configuration ∆ is a triangular configuration ∆ with an assignment o : T (∆) → {+, −} of signs to triangles. We denote the subset of triangles {t ∈ T (∆)|o(t) = +} by ∆ + and {t ∈ T (∆)|o(t) = −} by ∆ − .
Oriented tunnel T
An empty triangle is a set of three edges forming a boundary of a triangle. The oriented tunnel T is defined by Figure 2 . The oriented tunnel has two empty triangles be a vector whose entries are indexed by triangles of T satisfying: For each inner edge e, e∈t v t = 0. Then v ta = v t b = v tc and v t 1 = v t 2 = v t 3 , where for f ∈ {a, b, c, 1, 2, 3}, t f denotes the triangle of T containing the edge f . Moreover, v ta = −v t 1 .
Linking triangles by oriented tunnel
Let ∆ be an oriented triangular configuration. Let t 1 and t 2 be two edge disjoint triangles of ∆.
The link from t 1 to t 2 in ∆ is the oriented triangular configuration ∆ ′ defined as follows. Let T be an oriented triangular tunnel as in Figure 2 . Let t 1 1 , t 2 1 , t 3 1 and t 1 2 , t 2 2 , t 3 2 be edges of t 1 and t 2 , respectively. We relabel edges of T such that {a, b, c} = t 1 1 , t 2 1 , t 3 1 and {1, 2, 3} = t 1 2 , t 2 2 , t 3 2 . We let ∆ ′ := ∆ ∪ T . Note that, the link has a direction, the triangle t 1 is incident with the positive end of T in ∆ ′ , and t 2 is incident with the negative end of T in ∆ ′ .
Analogously, we define linking from t 1 to t 2 of edge disjoint t 1 , t 2 where at least one of t 1 , t 2 is an empty triangle of ∆.
Further, if ∆ is (non-oriented) triangular configuration and t 1 , t 2 are edge disjoint triangles, then link from t 1 to t 2 is defined as above, but replacing oriented tunnel by tunnel.
Triangular configuration ∆ C B
Let C be a linear code of length n and dimension d over a field F. Let B = {b 1 , . . . , b d } be a basis of C. We say that a basis B is representable if for each b ∈ B each entry of b belongs to a cyclic subgroup G(b) of the additive group of the field F. In this section we suppose that the linear code C has a representable basis B. This is used in the key Proposition 2.2 bellow. We construct the triangular configuration ∆ C B as follows. First, for every basis vector b we construct a triangular configuration ∆ C b . Then, the triangular configuration ∆ C B is the union of ∆ C b , b ∈ B.
Triangular configuration
. . , a k be a subset of distinct non-zero elements of a cyclic subgroup G of the additive group of F. Let n be a positive integer. Then there exists a triangular configuration M such that dim ker M = 1 and there exists a vector v ∈ ker M having a 1 , a 2 , . . . , a k among its entries. Moreover, the vector v contains each entry a i at least n times and v is non-zero on all entries.
The proof is postponed to Section 2.7. We recall that b is a basis vector of a representable basis B and that the length of C is n.
(b) be a triangular configuration and a vector provided by Proposition 2.2. Next, we construct ∆ C b . We proceed in three steps. In the first step, the construction starts from B n ∪ M(b). See Section 2.1 for definition of B n .
In the second step, we make the following tunnels. Let J(b) be the set of indices of nonzero entries of b. Let g be an injection g :
We note that g exists since the multiplicity of each a i in b is at most n. For each j ∈ J(b) we create link by tunnel from the triangle g(j) to the triangle B n j . In the third step, we remove the triangles Figure 3 . 
The triangular configuration ∆ C B is the union of ∆ C b , b ∈ B. An example of a triangular configuration ∆ C B is depicted in Figure 4 . We define the following vectors of ker ∆ C B . The vector gen(
. As a corollary of Proposition 2.3 we get: 
Then f (c)
B n j = c j for all j = 1, . . . , n and all c ∈ C.
Proof. f (c)
By Proposition 2.3 and by definition of gen(∆
Corollary 2.7. The linear mapping f is injective.
Lemma 2.8. For each non-zero vector w of ker ∆ C B there exists b ∈ B and γ b = 0 such that
Proof. The kernel ker B n is ∅, since the triangles of B n are disjoint. Therefore, every non-zero vector w ∈ ker ∆ C has a non-zero element w t = 0 indexed by a triangle
Let j be an index such that b j = 0. Let t 1 , t 2 , t 3 be three triangles of ∆ C b touching edges of B n j . Then by proposition 2.1, w t 1 = w t 2 = w t 3 . By Proposition 2.3, the dimension of ∆ C b is 1. Hence, there is a non-zero scalar γ b such that
Theorem 2.9. Let C be a linear code with a representable basis B and let ∆ C B be the triangular configuration from this section. Then C = ker ∆ C B /S, where S is a set of indices. Moreover, the linear mapping f defined above is a bijection between the linear code C and ker ∆ C B which maps minimal codewords to minimal codewords.
Proof. By Proposition 2.6, the code C equals ker ∆ C B /S, where S is the set of triangles of ∆ C B − B n . By Corollary 2.7, the mapping f is injective. It remains to be proven that dim C = dim ker ∆ C B . We show that every codeword w of ker ∆ C B is in the linear span of {f (b)|b ∈ B}. Let B(w) be the following set of basis vectors {b ∈ B|∃t ∈ T (∆ C b − B n ) such that w t = 0}. By Lemma 2.8, the set B(w) is not empty. By Lemma 2. 
Then f (r) ≺ f (s) for some codeword r. Therefore, for all j = 1, . . . , n; f (r) Let n be an integer. Then there exists a balanced triangular configuration ∆ C B such that n < e ∆ C B .
Proof. Let ∆ C B be the triangular configuration from Section 2.5.
We expand the parts of ∆ C B by the following algorithm. First, we define two steps. Let ∆ be a triangular configuration.
Step A: We choose a triangle of ∆ and subdivide it in the way depicted in Figure 6 . This step increases the number of triangles of ∆ by 6.
Step B: We choose two triangles of ∆ connected by an edge of degree 2 and subdivide them in the way depicted in Figure 7 . This step increases the number of triangles of ∆ by 4.
We initialize the set I to {1}, then we apply the following procedure while the set I = {1, . . . , d}.
Let i be the smallest index not in I. We repeatedly apply step A to ∆ C In this section we give a proof of Proposition 2.2. The oriented triangular sphere S m is a triangulation of a 2-dimensional sphere by m triangles, such that there is an assignment of sign '+' and '−' to triangles and every edge is incident with one '+' triangle and one '−' triangle. An example is depicted in Figure 5 for m = 8. Proposition 2.13. Let F be a field and let a be a non-zero element of F. Then ker S m = span({(a, −a, a, −a, . . . , a, −a)}). Proof. We construct the desired sphere S m from the sphere S 8 , depicted in Figure 5 , by sequentially subdividing triangles of S 8 in the way depicted in Figure 6 or 7. These subdivisions increase the number of triangles by 4 or by 6.
Oriented triangular multisphere
In this subsection we construct the oriented triangular configuration which we call oriented triangular multisphere. We note that an important property of the oriented triangular multisphere which we use is that it has an even number of triangles. In the construction of oriented triangular multisphere we proceed in four steps.
Step 1. Let n 1 , n 2 , . . . , n k be distinct positive integers and let M be an integer. We start with oriented triangular configuration
where t i(i+1) , t ′ i(i+1) are empty triangles, i = 1, . . . , k − 1; and S j is oriented triangular sphere S m (see Section 2.7.1) such that m > 4n i and m > 2M for every i = 1, . . . , k and every j = 1, . . . , k. If k equals 1, the triangular multisphere M M n 1 is S 1 . Recall that an empty triangle is a set of three edges forming a boundary of a triangle.
Step 2. We make the following links between the triangles of M 1 . For every i = 1, . . . , k−1; we choose n i+1 different triangles of S i − (for this notation see Section 2. . Then, we delete the triangles of S i − and S (i+1) + that we linked with a tunnel from M 1 . We denote the resulting triangular configuration by M 2 .
Step 3. To achieve the even number of triangles of the multisphere we make the following links between the triangles of M 2 . For every i = 1, . . . , k−1; we choose n i+1 different triangles of S i − and create the link by the tunnel from empty triangle t ′ i(i+1) to each chosen triangle. Then, we choose n i different triangles of S (i+1) + and create the link by the tunnel from each chosen triangle to empty triangle t ′ i(i+1) . Finally, we delete the triangles of S i − and S (i+1) + that we linked with a tunnel from M 2 . The resulting triangular configuration is oriented triangular multisphere M M n 1 ,n 2 ,...,n k . Step 4. For every i = 1, . . . , k − 1, we denote by T i the triangular configuration consisting of all the tunnels linked to oriented triangular sphere S i in steps 2,3. We denote the set of triangles S i + ∪ T i + by M M n 1 ,n 2 ,...,n k +i and the set of triangles
. An example of M M n 1 ,n 2 ,...,n k is depicted in Figure 8 .
Proof of Proposition 2.2. Let g be a generator of G and let n i be such that a i = n i × g = Now, we show that the vector v belongs to ker M. Let e be an edge different from the edges of empty triangles t i(i+1) and t ′ i(i+1) . Then the edge e is incident with two triangles and the equation indexed by e is a i − a i = 0. Let e be an edge of an empty triangle t i(i+1) or t ′ i(i+1) . Then the edge e is incident with n i triangles from M
−(i+1)
and n i+1 triangles from
Hence, the vector v belongs to ker M.
A triangle path is a sequence of triangles t 1 , . . . , t k such that t i and t i+1 have a common edge, for every i = 1, . . . , k − 1. Next, we prove a claim. Proof of Claim 2.15. If e is neither an edge of an empty triangle t i(i+1) nor t ′ i(i+1) , then the edge e has degree 2 and the lemma follows.
Suppose that e is an edge of an empty triangle t i(i+1) or t ′ i(i+1) . The entries indexed by the triangles that belong to M . Let v 1 be the entry of v indexed by t 1 and let v l be an entry indexed by t l . If v 1 / ∈ G, we choose an appropriate scalar α ∈ F such that αv 1 ∈ G and set v := αv. Then the following equation holds
We show that there is only one solution v l . We use the fact that every cyclic subgroup G of the additive group of the field F has a prime or an infinite order. In the case of an infinite order, Equation 1 has only one solution v l . In the case of a prime order, since the integers n i and n i+1 do not divide the group order and by Lagrange's theorem, Equation 1 has only one solution v l . End of proof of Claim 2.15. Finally, we prove the proposition. Since there is a triangle path between any two triangles of M and by the above lemma, the dimension of the kernel ker M is 1. From the definition of the vector v, all entries of v are non-zero.
We define the extended weight enumerator (with respect to a fixed basis) by
If a code C has dimension d, then
Recall that a basis B is representable if for each b ∈ B each entry of b belongs to a cyclic subgroup G(b) of the additive group of the field F. A code C is even if all codewords have an even weight. 
Proof. Let f be the mapping from Definition 2.5. For every codeword c of degree k of C there is codeword f (c) of degree k of ker ∆ C B . By Proposition 2.12, w(f (c)) = w(c) + ke ∆ C B . Therefore,
Proposition 3.2. Let C be an even finite linear code of length n with a representable basis B and let ∆ C B be a balanced triangular configuration provided by Proposition 2.11. Then the inequality ke ∆ C B ≤ w(d) ≤ ke ∆ C B + n holds for every codeword d of degree k of ker ∆ C B . Proof. Let f be the mapping from Definition 2.5. By Proposition 2.12,
Corollary 3.3. Let C be an even finite linear code of dimension d and length n with a representable basis B and let ∆ C B be a balanced triangular configuration provided by Proposition 2.11 such that n < e ∆ C B . Denote e ∆ C B by e. Let de+n i=0 a i x i be the weight enumerator of ker ∆ C B . Then
Theorem 3.4. Let C be an even finite linear code of dimension d and length n with a representable basis B and let ∆ C B be a balanced triangular configuration provided by Proposition 2.11 such that n < e ∆ C B . Denote e ∆ C B by e. Let de+n i=0 a i x i be the weight polynomial of ker ∆ C B . Then
Proof. The inequality w(c) ≤ n holds for every codeword c ∈ C. Let f be the mapping from Definition 2.5. By Proposition 2.12, w(f (c)) = w(c) + deg(c)e for every codeword c of C. Since n < e, the following equality holds.
w(f (c)) mod e = (w(c) + deg(c)e) mod e = w(c).
Hence,
Proof of Theorem 1.2
The double code, denoted by C 2 , of a linear code C of length n is the code
Proposition 3.5. Let C be a linear code and let C 2 be its double code. Then, the double code C 2 is even and the code C is a punctured code of its double code C 2 and there is a linear bijection between C and C 2 that maps minimal codewords to minimal codewords and
Proof of Theorem 1.2. Let C 2 be the double code of C. The code C 2 is even. Let B 2 be the basis {(b 1 , . . . , b n , b 1 , . . . , b n )|b ∈ B} of C 2 . The basis B 2 is representable. Let ∆ C 2 B 2 be a balanced triangular configuration provided by Proposition 2.11 such that e ∆ C 2 B 2 > n 2 , where n 2 = 2n is the length of C 2 . We denote e ∆ C 2 B 2 by e. By Theorem 2.9, the code C 2 is equal to ker ∆ C 2 B 2 /S ′ for some set of indices S ′ and there exists a linear bijection f ′ : C 2 → ker ∆ C 2 B 2 which maps minimal codewords to minimal codewords. By Proposition 3.5, the code C is equal to C 2 /S ′′ where S ′′ = {n + 1, . . . , 2n} and there is a linear bijection f ′′ : C → C 2 which maps minimal codewords to minimal codewords. Therefore, the code C is equal to ker ∆ C 2 B 2 /(S ′ ∪ S ′′ ) and there is a linear bijection f : C → ker ∆ C 2 B 2 which maps minimal codewords to minimal codewords. Hence, the code C is triangular representable and ∆ C 2 B 2 is its triangular representation. We denote ∆ C 2 B 2 by ∆. By Proposition 2.10, e = |S ′ |/ dim C 2 . Let S(ker ∆, C) = S ′ ∪ S ′′ . The cardinality |S ′′ | is equal to n. Hence, e = (|S(ker ∆,
If the code C is finite, the formula for the weight enumerator follows from Theorem 3.4 and from Proposition 3.5.
Proof of Corollary 1.3. The additive group of GF (p), where p is a prime, is cyclic. In the case of rationals, we multiply the basis vectors by a sufficiently large integer, so that all vectors are integral. Hence, all elements of all basis vectors belong to the cyclic group of integers. Then, we use Theorem 1.2.
Multivariate weight enumerator
Let C be a linear code of length n. Let R be the set of coordinates of C. The assignment of variables to coordinates is a mapping λ from R to the set of indices of variables {1, . . . , k}. The multivariate weight enumerator of C is
Theorem 3.6. Let C be a finite linear code over a field F, C ⊆ F n . Let λ be an assignment of variables. If C is triangular representable, then there exists a triangular configuration ∆ and an injection µ : {1, . . . , 2n} → T (∆) such that: if
, where e = (|S(ker ∆, C)| − n)/ dim C.
Proof. By Theorem 1.4, the code C has a representable basis B. Let C 2 be the double code of C. Let B 2 be the basis {(b 1 , . . . , b n , b 1 , . . . , b n )|b ∈ B} of C 2 . The code C 2 is even and the basis B 2 is representable. Let ∆ C 2 B 2 be a balanced triangular configuration provided by Proposition 2.11 such that e ∆ C 2 B 2 > n 2 , where n 2 = 2n is the length of C 2 . The desired configuration ∆ is ∆ C 2 B 2 . We denote e (∆) by e. By Theorem 2.9, the code C 2 is equal to ker ∆/S ′ for some set of indices S ′ . By Proposition 3.5, the code C is equal to C 2 /S ′′ where S ′′ = {n + 1, . . . , 2n}. Therefore, the code C is equal to ker ∆/(S ′ ∪ S ′′ ). By Proposition 2.10,
We define an assignment of variables of C 2 in the following way: λ ′′ (i) := λ ′′ (n + i) := λ(i) for i = 1, . . . , n. Let µ : {1, . . . , 2n} → T (∆) be the injection from Definition 2.5. Then,
The weight of the variable indexed by j in a codeword c with respect to an assignment of variables λ is the number of nonzero coordinates of c assigned to variable j. We denote this weight by w λ j (c). Let f : C 2 → ker ∆ be the mapping from Definition 2.5. By Proposition 2.6, f (c) t = c µ −1 (t) for t ∈ µ −1 ({1, . . . , 2n}) and c ∈ C 2 . For j = 1, . . . , k − 1 we have
. . , 2n}) and λ ′ (t) = λ ′′ (µ −1 (t)) for t ∈ µ −1 ({1, . . . , 2n}). The Hamming weight of c satisfies w(c) = k j=1 w λ j (c) for arbitrary λ. By Proposition 2.12, w(f (c)) = w(c) + deg(c)e for every codeword c of C 2 . From this equation we subtract equations
The inequality w(c) ≤ 2n holds for every codeword c ∈ C 2 . Since 2n < e, the following equality holds.
The weights of codewords of a code and its double code satisfy 2w λ j ((c 1 , . . . , c n )) = w λ ′′ j ((c 1 , . . . , c n , c 1 , . . . , c n )) for every j = 1, . . . , k. Hence,
Let G be a connected graph and let n be the number of edges of G. Let E = {e 1 , . . . , e n } be the set of edges of G and let w : E → {w 1 , . . . , w k } be weights of edges of G. Let q be a prime. Then there exists triangular configuration ∆ and an injection µ : {1, . . . , 2n} → T (∆) such that if
is the multivariate weight enumerator W λ ′ ker ∆ (x 1 , . . . , x k ) of ker ∆ over GF (q) with the assignment of variables λ ′ defined: λ ′ (t) := i if t ∈ µ({1, . . . , n}) and w(e µ −1 (t) ) = w i or t ∈ µ({n + 1, . . . , 2n}) and w(e µ −1 (t)−n ) = w i , and λ ′ (t) := k if t / ∈ µ({1, . . . , 2n}), then P q (G, x) equals
where e is a positive integer linear in number of edges of G.
Proof. The proof follows from the following calculations.
Let cut(s) be the set of edges uv of G such that s(u) = s(v). Then
The following part of this proof is taken from Galluccio and Loebl [4] and modified for the multivariate enumerator. Let z be a vector from GF (q) |V (G)| defined as z v := s(v). Let O G be an oriented incidence matrix of G. Then, e ∈ cut(s) if and only if (O T g z) e = 0. Hence,
Observe that each equivalence class consists of q elements since O T G w = O T G z if and only if z − w is a constant vector. Hence,
where λ is the assignment of variables defined: λ(uv) := i if w(uv) = w i , for i = 1, . . . , k. By Corollary 1.3, C is triangular representable. By Theorem 3.6, 
Triangular non-representability
In this section we prove a sufficient condition for triangular non-representability. We will show that for non-prime fields every construction of triangular representation fails on very weak condition that a linear code and its triangular representation have to have the same dimension.
Proof of Theorem 1.4. First, we observe that the field F contains a proper subfield P. We use the fact that every field contains a prime subfield P isomorphic to rationals or GF (q), where q is a prime, and the fact that every two elements of a prime field belong to a common cyclic subgroup of the additive group of the prime field. We can view the field F as a vector space over P. This space can have an infinite dimension. An element f of F is equal to (f 1 , f 2 , . . . ), where f i 's are elements of P. We identify the vectors (f 1 , 0, 0, . . . ) that have only first non-zero coordinate with the subfield P. Let f = (f 1 , f 2 , f 3 , . . . ) be an element of F. We define two projections on the vector space F over P:
[f ]
1 := f 1 , 0, 0, . . .
and [f ]
2+ := 0, f 2 , f 3 , . . . .
Note that, [f ]
1 ∈ P for all f ∈ F, and [f ] 2+ = 0 or [f ] 2+ ∈ F \ P for all f ∈ F. For a contradiction suppose that the linear code C is triangular representable. We say that a vector of C is bad if it has two entries which belong to no common cyclic subgroup. Let ∆ be a triangular representation of C. Let B be a basis of C with the minimum number of bad vectors. Let b ∈ B be a bad vector. We recall that each basis B has a bad vector by assumptions of the theorem.
The bad vector b contains two entries p, f which belong to no common cyclic subgroup. We can suppose that p belongs to P, otherwise we choose a non-zero scalar α such that αp ∈ P and replace b by αb in basis B. Then, the entry f belongs to F \ P.
Let v be a vector from ker ∆. We define two projections:
[ Since the linear code C is a punctured code of ker ∆ and the codes C and ker ∆ have the same number of codewords, we can define mapping g from C to ker ∆ such that c is a punctured codeword of g(c) for every c ∈ C. The mapping g is linear and bijective.
The Proof of Corollary 1.5. We know that the field F contains a proper subfield P. Let p be an element of P and let f be an element of F \ P. By Theorem 1.4, the linear code C = span({(f, p)}) over F is not triangular representable.
