ABSTRACT Remote sensing image fusion based on the detail injection scheme consists of two steps: spatial details extraction and injection. The quality of the extracted spatial details plays an important role in the success of a detail injection scheme. In this paper, a remote sensing image fusion method based on adaptively weighted joint detail injection is presented. In the proposed method, the spatial details are first extracted from the multispectral (MS) and panchromatic (PAN) images through à trous wavelet transform and multiscale guided filter. Different from the traditional detail injection scheme, the extracted details are then sparsely represented to produce the primary joint details by dictionary learning from the subimages themselves. To obtain the refined joint details information, we subsequently design an adaptive weight factor considering the correlation and difference between the previous joint details and PAN image details. Finally, the refined joint details are injected into the MS image using modulation coefficient to achieve the fused image. The proposed method has been tested on QuickBird, IKONOS, and WorldView-2 datasets and compared to several state-of-the-art fusion methods in both subjective and objective evaluations. The experimental results indicate that the proposed method is effective and robust to images from various satellites sensors.
I. INTRODUCTION
The remote sensors extract desired information about the Earth's surface structure and content, which is derived from different portions of the electromagnetic spectrum at a distant location. Therefore, the remote sensing images are various in spectral, spatial and temporal resolutions. Due to the technical limitations of satellite sensors [1] , the commercial optical satellites such as IKONOS, QuickBird, and WorldView-2, cannot directly collect high-resolution multispectral (HRMS) images. However, they provide panchromatic (PAN) and multispectral (MS) sensors simultaneously [2] . The PAN sensor produces a high spatial resolution but low spectral resolution image, while the MS sensor produces a high spectral resolution but low spatial resolution image. To obtain a HRMS image, the best solution is to develop an efficient remote sensing images fusion technique, which can fuse the complementary information from the PAN and MS images [3] .
Remote sensing image fusion aims at preserving the original spectral characteristics of the MS image and adding spatial characteristics of the PAN image to the fused image. Over the years, multi-source remote sensing images with HRMS have been widely used in land-use classification, map updating, water-quality evaluation, air-quality monitoring, oil-spill detection, etc. [4] , [5] .
In the past few years, various types of image fusion methods have been developed to merge MS and PAN images. These fusion algorithms are generally divided into four classes [6] : component substitution (CS), multiresolution analysis (MRA), hybrid methods (combinations of CS and MRA), and model-based algorithms. The CS method is based on a space transformation and component substitution strategy. In this strategy, the spatial structure is separated from the spectral information in different components, and then, one of the newly obtained components is replaced with the PAN image [7] . To reduce spectral distortion, histogram matching between the PAN image and the selected component is performed before the substitution process. Finally, the fused image is obtained through inverse space transformation. Among these methods, the popular algorithms are intensity-hue-saturation (IHS) transformation [8] , principal component analysis (PCA) [9] , Gram-Schmidt (GS) method [10] , and Brovey transform (BT) [11] . These approaches can achieve good performance in spatial resolution but usually cause varying degrees of spectral distortion [12] . Choi et al. [13] and Yang et al. [14] respectively proposed a direct scheme of CS through another formalization. In these formalizations of CS, the fused image is obtained by using a proper detail injection scheme, which is based on the Amélioration de la Résolution Spatiale par Injection de Structures (ARSIS) concept [15] . The significant advantage of the details injection scheme is the preservation of spectral information of the original MS image.
To better achieve spectral information preservation, MRA-based methods have been widely used in the remote sensing image fusion field. The MRA-based methods are to design an optimal fusion rule to obtain fused image or extract high-frequency information and then inject them into an MS image [16] . The MRA-based methods are usually performed with a pyramid transform or a wavelet transform. Famous modalities of the MRA-based methods include discrete wavelet transform (DWT) [17] , à trous wavelet transform (ATWT) [18] , non-subsampled Contourlet transform (NSCT) [19] , and non-subsampled Shearlet transform (NSST) [20] . These kinds of methods first decompose the source images into several scale levels to obtain the approximated version and the spatial details of the source images. Then, fusion is applied at each level of the source images. Finally, the transform is inverted to synthesize the fused image. Compared to the CS-based methods, the MRA-based methods can better preserve the spectral characteristics but are generally not satisfactory in terms of spatial enhancement [21] .
In view of the advantages of both the CS-and MRA-based methods, another family of hybrid methods has been developed. On the one hand, the spatial details are preserved by the CS method; on the other hand, the spectralinformation preservation ability of MRA is used to improve the spectral quality of the fused image. As reported in [22] , both the MRA-and CS-based methods can be modeled by a detail injection scheme. In this scheme, the CS-based method is used to separate the spatial structure from the spectral information in the MS image. The MRA-based method is used to extract high-frequency components. Then, the MS image is sharpened by injecting the detail features extracted from the PAN image. Such as the additive wavelet luminance proportion (AWLP) method which adaptively injects the wavelet plane into each MS band [23] . To overcome the limitations of the wavelet concept with respect to the description of directional information and intrinsic geometrical structures, Ghahremani and Ghassemian [24] proposed an image fusion method based on Curvelet and ICA. Shah et al. [25] proposed a combined adaptive PCA algorithm based on the discrete Contourlet transform. Compared to the CS-or MRA-based single methods, the hybrid methods balance spatial sharpness and spectral preservation in the remote sensing image fusion algorithm.
In recent years, there has been an increasing interest in the field of model-based fusion methods. The new and popular approaches are deep learning based algorithms. Such as, a new pan-sharpening method with deep neural networks (DNNs) [26] , and a pan-sharpening method based on Convolutional Neural Networks [27] . The nonlinear DNNs are confirmed to have significantly representational power for complex structures and have superior performance in the field of image processing. In addition, many other approaches have been developed, such as Bayesian framework based method [28] , and inhomogeneous Gaussian Markov randomfield prior approach based method [29] . Particularly, many remote sensing image fusion works were carried out using sparse theory. Guo et al. [30] proposed online coupled dictionary learning (OCDL) based method. Cheng et al. [31] developed a fusion framework that combined the advantages of wavelet transform and sparse representation (SR). Li et al. [32] presented a restoration-based remote sensing image fusion method with sparse regularization. Zhu and Bamler [33] proposed a new remote sensing image fusion method named sparse fusion of images (SparseFI). These SR-based methods have super-resolution capability and robustness, and can acquire higher spatial and spectral resolutions with less spectral distortion [34] .
Although the existing fusion algorithms work fine in some respects, margins still have to be improved to preserve spectral information and enhance spatial information for the MS image during the remote sensing image fusion. Moreover, the PAN and MS images may present some global/local instabilities or dissimilarities [35] . Furthermore, some CS-or MRA-based methods are restricted to a specific sensor type, such as the fast IHS fusion technique with spectral adjustment (FIHS-SA) [36] , which achieves well performance only in the IKONOS satellite. Besides, the traditional detail injection methods estimate the difference between the PAN image and I component of the MS image or the low-pass-filtered version of the PAN image to obtain the desired details. As a result, the obtained details are insufficient to consider the global/local instability or dissimilarity between the PAN and MS image. In view of these problems, this paper presents a remote sensing image fusion method based on adaptively weighted joint detail injection. In the proposed method, ATWT and multiscale guided filter [37] are employed to extract the spatial details from both the MS and PAN images. Then, a sparse fusion method via a dictionary learning from the detail sub-images of the PAN and MS images is proposed to produce the primary joint details. Subsequently, we design an algorithm to obtain the refined joint detail information. In this process, an adaptive weight factor which is based on the correlation and difference between the primary joint details and the PAN image details is constructed. Lastly, the whole details are injected into each band of the upsampled MS image with the help of modulation coefficient to achieve the final fused image. Experimental results indicate that the proposed method can achieve satisfactory effects and is robust to images from various satellites sensors.
This paper is organized as follows. The relevant work is briefly described in Section II. The scheme of the proposed approach is presented in Section III. Section IV provides the experimental data settings and quality assessment indices. Experimental results and discussion are given in Section V. Finally, the conclusions are given in Section VI.
II. RELEVANT WORK
In this section, the theories related to the proposed remote sensing image fusion method are described, including the general detail injection scheme, sparse representation, and dictionary learning.
A. HIGH RESOLUTION DETAIL INJECTION SCHEME
The detail injection scheme is based on the assumption of a linear transformation and the substitution of a single component. The key problem of the detail injection scheme is to extract the spatial details of the PAN image and inject these details into the MS image. Generally, this scheme includes the CS-based approach and the MRA-based approach [22] . The CS-based approach is achieved by calculating the difference between the PAN image and I component of the MS image. The general formulation of the CS-based method is given by
where FMS k and MS k are the kth bands of the desired HRMS image and the upsampled LRMS image, respectively; g k is the kth modulation coefficient; P is the histogrammatched PAN; n is the number of the bands. I represents the intensity component of the MS image, which can be calculated as
where θ k is the kth combination coefficient. The parameter settings for θ k and above g k in many popular remote sensing image fusion approaches are summarized in [22] . In another class of the injection scheme, the MRA-based approach is achieved by calculating the difference between the PAN image and its low-pass version. The process is given by
where P L is the low-pass version of the P, and it can be calculated by
where h LP denotes the low-pass filter.
Choi et al. [13] proposed that the high-frequency detail information of the HRMS image is intimately linked with the PAN image and the corresponding MS image if the MS image is highly correlated with PAN image. For these reasons, Eq. (1) or Eq. (3) must bear a resemblance to the mathematical relationship of the following equation:
where IHMS k is the kth band of the ideal high-spatialresolution MS image (IHMS 
B. SPARSE REPRESENTATION
Sparse representation is a powerful tool for describing signals. In the sparse representation based image processing approach, an image can be processed into partially overlapping patches that are ordered lexicographically. A small patch can be modeled more easily than the whole image. Let signal x ∈ R n be a √ n × √ n image patch, ordered lexicographically as a column vector. Signal x can be sparsely represented by a suitable over-complete dictionary [38] . That is, signal x can be represented as x = Dα, where the matrix D ∈ R n×m is a dictionary, in which each column d i ∈ R n (i = 1, 2, . . . , m) is an atom, and α ∈ R m is the coefficient vector with only a few nonzero elements. The task of sparse representation is to obtain the sparsest α, which can be formulated as the following optimization problem
where α 0 represents the number of nonzero elements in α.
Most of the coefficient are close to or equal to zero, and Dα matches the measurements up to a specified tolerance ε ≥ 0. A popular method to solve this non-deterministic polynomialhard problem is the orthogonal matching pursuit (OMP) [39] , which iteratively updates the sparse vector by selecting the most relevant atom to the given signal.
C. DICTIONARY LEARNING
The key to the sparse representation model is the selection of a suitable dictionary. Several dictionary-learning algorithms have been developed over the years. A generalization of this method for dictionary learning is the K-singular value decomposition (K-SVD) algorithm [40] . Suppose that M image patches of size √ n × √ n are sampled from natural images and rearranged to column vectors in the R n space, thereby the training database {y i } M i=1 is constructed with each y i ∈ R n . The dictionary learning model can be represented as
where ε > 0 is an error tolerance,
is the unknown sparse vector corresponding to {y i } M i=1 , and D ∈ R n×m is the unknown dictionary to be learned. The K-SVD is one of the most commonly used methods to solve this problem.
III. PROPOSED APPROACH
The spatial details of the theoretical fused HRMS image are approximately equal to those details extracted from the PAN and MS images. Therefore, to ensure that the quality of the fusion result is close to that of an HRMS image, the PAN image must be highly correlated with, or have similar spectral/spatial characteristics to each band of MS image. In fact, the wavelength of the PAN image may be not overlapped by each band of MS image. As a result, global/local dissimilarity or low correlation between the PAN and each band of MS image is produced. Thus, the spectral distortion of the fused image will be an inevitable consequence in the injection process of spatial details. To reduce spectral distortion, we consider the correlation and difference between the PAN and MS images to achieve high similar details from the observed images. We name these details as refined joint details. Therefore, the key strategy of the proposed method is to merge the details extracted from the PAN and MS images to obtain the refined joint details through an adaptive weight factor.
Based on the motivation, we propose a remote sensing image fusion method that is based on adaptively weighted joint detail injection. The proposed method consists of three steps. The first step is to obtain the primary joint details based on the PAN and MS image details through multiscale decomposition combing with sparse representation. The second step is to adjust the details by an adaptive weight factor to obtain the refined joint details as the injection details. The third step is to inject those refined joint details into the MS image through a modulation coefficient scheme to achieve the final fused image. The framework of the proposed method is illustrated in Fig.1 , which will be described in detail below.
A. DETAILS EXTRACTION BASED ON MULTISCALE DECOMPOSITION AND SPARSE REPRESENTATION
In this section, we propose a multiscale decomposition strategy which is based on ATWT and guided filter to obtain our desired high-resolution details from the MS and PAN images. On the one hand, the ATWT is able to effectively preserve the spatial information of an image because it is a non-orthogonal, shift-invariant, undecimated, and redundant DWT algorithm [18] . Through this transform, the input image is decomposed into the low-frequency part and the highfrequency part with detail texture information. In this study, the low-frequency coefficients are computed by the following equation, which is given by
where I l−1 and I l denote the original image and the approximation coefficients of that image at the l level, respectively. When l = 1, I l−1 is the intensity component of the MS image. h l−1 is the low-pass filter at the l level. (i, j) is the coordinate of each pixel. ⊗ is the convolution operation. The high-frequency information of the intensity component I is obtained from the differences of the low-frequency coefficients of the two successive levels, yielding
where ID l (i, j) is the high-frequency information at each pixel coordinate (i, j) of the intensity component I at the l level.
On the other hand, the guided filter can acquire the variation tendency of the guidance image and preserve the major high spatial resolution information of the input image, simultaneously. So we adopt the multiscale guided filter to decompose the histogram matched PAN image. In this approach, the histogram matched PAN image is used as the input image and the intensity component I of the MS image is used as the guidance image. The output image is the low-pass version of the PAN image. The high-resolution detail information of the PAN image is obtained by calculating the difference between the low-pass versions of the two successive levels. The process of the PAN image details can be obtained by
where G (·) represents the filtering operator of guided filter. P l−1 and P l is the input and output of the guided filter at the l stage; when l = 1, P l−1 is the histogram matched PAN image. PD l is the high-resolution detail information of the PAN image at the l level.
In the traditional detail injection methods, the details are only extracted from the PAN image resulting in that the fused image is not sufficiently similar to the original MS image. To overcome this problem, in this paper, we propose a detail-fusion approach to extract the desired details from not only the PAN image, but also the MS image. The aim of the proposed approach is to acquire the lost details which are caused by global/local dissimilarity or low correlation between the PAN and MS images. To obtain the more relevant details from the original images, we take into account that sparse reconstruction based on dictionary learning can make the reconstructed information adapt to the available source image and the reconstructed result is highly relevant to the input image. Hence, we propose to sparsely fuse the PAN and MS details by adopting the K-SVD algorithm to build an over-complete dictionary which is learned from the detail sub-images. In the proposed approach, in order to reduce computational cost and effectively obtain the highfrequency detail dictionary simultaneously, we integrate the detail sub-images ID l and PD l into a single detail sub-image according to the rule of maximum value. Then, through the sliding-window technique with overlapping areas of size 7×7 as [41] , the integrated detail sub-image is divided into patches as training sets for subsequent dictionary learning. The atoms of the constructed dictionary are more relevant to the PAN and MS detail sub-image patches, leading to a better fusion result. The process of the dictionary learning is mathematically defined as
where D H is the desired dictionary, ZD is the collection of training sets {zd i } Num i=1 , A ZD is the sparse coefficient matrix of the integrated details, and α ZD i is the ith coefficient vector. Then, based on the learned dictionary D H , the details extracted from PAN and MS images are sparsely represented. Instead of directly using the detail sub-images, we consider small, overlapping image patches in each detail sub-image. Each patch is of size √ n × √ n and is ordered lexicographically as an n-dimensional column vector. Let the sets of patches in ID li and PD li be {d
, respectively, where N is the number of patches in one image. Sparse coefficient of the patches can be obtained via OMP algorithm by solving the following equations: 
where (i, j) is the element coordinate in the corresponding vector. α FD li is the fused coefficient. With the aforementioned steps accomplished, the primary joint details are reconstructed based on the learned dictionary D H , yielding
where d FD li represents the reconstructed high-frequency detail patch which is obtained by averaging the overlapping detail patches after all the high-frequency detail patches are reconstructed at lth level. R i is a matrix that is extracted from the ith block of the image. FD is the primary joint details.
B. DETAILS REFINING BASED ON ADAPTIVE WEIGHT FACTOR
Through the section A, the primary joint details and PAN image details are obtained. Actually, the primary joint details have complementary information of PAN image details, and this compensatory information mainly consists of the difference details which are presented in the MS image but are absent in the PAN image. Hence, the primary joint details are comprised of the details of the PAN image and the difference details. However, the primary joint details are not the ideal injected details, because some useful PAN image details are partially replaced by the difference details in the fusion process. Therefore, if the primary joint details are regarded as the resultant details to be injected into MS image, then excessive complementary information and insufficient PAN image details will bring about information redundancy and spatial resolution distortion to the fused image. However, in fact, the wavelength of the PAN band may be not overlapped by each MS band. So, the PAN image and each band of the MS image exist global/local dissimilarity and low correlation. Therefore, only the PAN image details are regarded as the resultant details to be injected into MS image, the fused image will not be sufficiently similar to the original MS image. To add the correlations or similarities between the injected details and the MS image and avoid over-injection, we need to consider how to obtain the proper details from the primary joint details and PAN image details. The best solution is to take advantage of the strongly approximate relation between the two categories details to design a weight factor to trade off the two approximation components. We take into account that the correlation coefficient can measure the similarity of details features, and the root mean square error (RMSE) can assess the difference between the primary joint details and the PAN image details. Therefore, we define the weight factor as
where CR(·) is the function to be used to obtain the correlation coefficient between the primary joint details and PAN image details. Its role is to adjust the relative magnitude of the high-frequency information to minimize the global dissimilarity between the desired HRMS image and the original MS image. RS(·) is the function for obtaining the RMSE. The role of RS(·) is to reduce the local difference. CR(·) and RS(·) can be calculated as
where COV (·) is the covariance, σ (·) is the standard deviation, PD is the PAN image details, and m 1 × n 1 is the sub-image size. Thus, the refined joint details can be obtained by modifying the partial replacement based on assessing the correlation and the difference between the primary joint details and PAN image details, and it can be defined as
where RD is the refined details. With the refining of the correlation coefficient and RMSE between the primary joint details and PAN image details, the refined joint details are obtained through minimizing the difference of local and global dissimilarity. As can be seen from Eqs. (19) and (23), if the primary joint details and PAN image details have a correlation value of one, then the values of the RMSE and ρ are zero, and the refined joint details are equal to the original PAN image details. If the correlation value is below one, then the refined joint details are partially replaced by the difference details. The proportion of the replacement is decided by the correlation coefficient and RMSE. In the reconstruction of the refined joint details, the proportion of PAN image details is used to keep up spatial details, whereas the proportion of primary joint details is intended to preserve spectral information in a specific region. As a result, the refined joint details will be higher correlated with, or similar to the MS image and are better than the PAN image details, because it remains most of the PAN image de tails and effectively contains the difference details simultaneously.
To test the performance of the PAN image details, the primary joint details, and the refined joint details, a series of contrast experiments are implemented. We assume that the three class details are the resultant details to be injected into the MS image, respectively. In the experiment, there are 10 groups of images derived from various satellites to be used as shown in Fig.2 . Taking into account the large amount of the data, three groups are selected and evaluated by the subjective assessment (shown in Fig.3) , the corresponding quantitative assessment of the fusion results of the three groups of images are shown in Fig. 4 (a)-(c) , and the average quantitative assessment of the 10 groups of images are shown in Fig.4 (d) . From the subjective assessment, it can be seen that the results of the primary joint details have a blur effect as shown in Fig. 3 (PJa) , (PJb), and (PJc). Although the results of the PAN image details (shown in Fig. 3 (Pa) , (Pb), (Pc)) are fine from vision, the results of the quantitative assessment (shown in Fig. 4(a)-(c) ) are worse compared to results of the refined details. Since the refined details combine the advantages of both the primary joint details and PAN image details, the results of the refined joint details (shown in Fig. 3 (RJa) , (RJb), and (RJc)) are closer to the reference images in subjective assessment. Meanwhile, from Fig. 4 (a)-(c) , we can find that the results of the refined joint details show the best performance in quantitative assessment. In addition, from Fig.4 (d) , we can observe that the average quantitative assessment indices of adopting refined details for the 10 groups of images are all the best in terms of the six indices. Therefore, the experiments and analysis presented FIGURE 2. The reference images which are derived from IKONOS, QuickBird, and WorldView-2 satellite datasets are used to test the performance of the PAN image details, the primary joint details, and the refined joint details. Fig.2 (a) , Fig.2 (b) , and Fig.2 (c) , respectively. (Pa), (Pb), and (Pc) are the fused results of PAN image details about the LRMS and corresponding PAN images of Fig.2 (a), Fig.2 (b) , and Fig.2 (c) , respectively. (RJa), (RJb), and (RJc) are the fused results of refined joint details about the LRMS and corresponding PAN images of Fig.2 (a), Fig.2 (b) , and Fig.2 (c), respectively. here can testify the refined joint details scheme is effective and robust to images from various satellites sensors.
C. DETAILS INJECTION BASED ON MODULATION COEFFICIENT
Through the section B, the resultant details, i.e., the refined joint details are obtained. Then, the resultant details are injected into each band of the upsampled MS image with the help of the modulation coefficient. Here, we introduce the improved modulation coefficient technique [14] which is based on the approximate relation between the edge information of the PAN image and MS images to adaptively inject the resultant details into each MS band. The process of the improved modulation coefficient is given by
where β k denotes the MS image's kth band tradeoff parameter. w P denotes the edge detecting weighting matrix on the PAN image. w MS k denotes the kth bands of edge detecting weighting matrix on the MS image. So the fused image can be obtained by solving the following equations:
IV. EXPERIMENTAL SETUP A. EXPERIMENTAL DATASETS
In this paper, to evaluate the performance of the proposed method, three datasets, i.e., WorldView-2, QuickBird, and IKONOS datasets, were used in the experiments. The experiments include two categories: experiments on degraded data and experiments on real data. In real applications, since a reference image cannot be obtained, we follow Wald's protocol [42] : the spatial resolutions of the original PAN and MS images are commonly degraded by downsampling to obtain the degraded PAN and MS images. The original MS image is regarded as the reference image. Each MS image was resampled with the equivalent spatial size of the corresponding PAN image by bicubic interpolation, and each fusion procedure was accomplished by co-registration VOLUME 6, 2018 of the MS and PAN images and histogram-matching processing. The details of the various satellite sensors are as follows. 1) WorldView-2: The WorldView-2 dataset used in this paper was obtained from [43] (an open data-sharing platform). The image datasets from the WorldView-2 satellites contain PAN images with 0.5-m resolution and MS images with 2-m resolution.
2) QuickBird: The QuickBird dataset used in this paper was obtained from [44] . The QuickBird dataset provides PAN images of 0.7-m resolution and MS images of 2.8-m resolution.
3) The IKONOS dataset used in this paper was obtained from [45] . The IKONOS dataset provides PAN images of 1-m resolution and MS images of 4-m resolution.
For the experiments on the degraded data, we degrade the original MS and PAN images by a factor of 4 to generate LRMS images of size 64 × 64 and the corresponding PAN images of size 256 × 256 from WorldView-2 and QuickBird, respectively. For the experiments on the real data, we have generated LRMS images of size 128 × 128 and the corresponding PAN images of size 512 × 512 from WorldView-2 and IKONOS, respectively.
B. QUALITY EVALUATION INDICES FOR ASSESSING FUSION RESULTS
To evaluate the performance of the fused images, two types of quality assessment approaches, with and without reference image are used, including the subjective evaluation and the quantitative assessment. Experiments on degraded data are evaluated by the following seven indices:
1) The correlation coefficient (CC) [33] : The CC is the spatial correlation coefficient with the reference and fused image. It is a spatial measure for the geometric distortion. The two images are highly correlated when the value of CC is close to 1.
2) The universal image quality indices (UIQI) [46] : The UIQI which measures the spatial details of the fused image is used to assess the quality of image sharpening. It combines three different factors, namely, loss of correlation, luminance distortion, and contrast distortion. Its optimum value is 1. The higher value of UIQI means the better quality of the fused image.
3) The root mean square error (RMSE) [47] : The RMSE is widely used to assess the difference between the fused image and the reference image by calculating the changes in pixel values. A smaller value of RMSE indicates that the fused image is closer to the reference image. 4) The relative average spectral error (RASE) [48] : The RASE reflects the average performance of the fusion method in the spectral aspect. The lower the value of RASE, the better the method.
5) The erreur relative global adimensionnelle de synthèse (ERGAS) [49] : The ERGAS evaluates both spatial and spectral quality. It is used to reflect the overall quality of the fused image. The value of the ERGAS is smaller, the quality of the fused image is higher.
6) The peak signal-to-noise ratio (PSNR) [50] : The PSNR is commonly used for measuring the restoration degree of images, with a higher value indicating a better performance.
7) The spectral angle mapper (SAM) [51] : The SAM reflects the spectral distortion between the fused image and the reference image. The smaller value of SAM denotes the less spectral distortion in the fused image.
Another type of assessment index with no reference image is QNR [52] which is based on UIQI. It can measure the quality of the fused image including the local relationship, luminance, and contrast between two images. The QNR is composed of the spectral distortion index D λ and the spatial distortion index D S . The best value of QNR is 1.
C. EXPERIMENTAL SETTING
In the paper, experiments on degraded data and real data are conducted to evaluate the performance of the proposed method. Nine popular fusion methods are used as the comparison methods in the experiments, such as the GSA method [53] , the ATWT method [18] , the DWT method [17] , the additive wavelet luminance proportion (AWLP) method [23] , the improved adaptive IHS (IAIHS) method [54] , the bilateral filter luminance proportional (BFLP) method [55] , the matting model (MM) based method [56] , the matting model and multiscale transform (MMMT) based method [57] , and a method based on AIHS and multiscale guided filter (IMG) [14] .
The GSA methods are implemented as [53] . As to the IAIHS and IMG methods, and the proposed method, the parameters are set as: λ = 10 −9 , ε = 10 −10 . The value of β in the IAIHS method is 0.25. The decomposition level of ATWT and DWT methods are set as three. For ATWT method, the wavelet function is the B3-spline scaling function. For DWT method, the images are decomposed using the DBSS (2, 2) wavelet. For the proposed method, the ATWT uses ''9-7'' filter; the global error ε of the OMP is 0.05; the size of the dictionary is 256, the decomposition level of the guided filter and ATWT are set as second. The training samples are adaptively chosen from the extracted detail subimages. The size of the patches of the training sample is 8×8 with overlapping size of 7×7. In the dictionary learning stage, the iteration number controls the stopping criterion, which is set to five in the experiments. All the comparison methods used in this paper are open source codes offered by corresponding authors.
V. RESULTS ANALYSIS AND DISCUSSION

A. EXPERIMENTS ON DEGRADED DATA
To evaluate the performance of the proposed fusion approach on the degraded data, we used three groups of remote sensing images coming from different satellites. The data are comprised of one group from the QuickBird datasets (group 1 shown in Fig. 5 ) and two groups from the WorldView-2 datasets (group 2 shown in Fig. 6 , and group 3 shown in Fig. 7 ).
1) QUICKBIRD DATASETS
For the ''group 1'' image sets, the original MS image as shown in Fig. 5 (a) is used as the reference image to compare the fused images. Fig. 5 (b) shows the degraded PAN image. The corresponding fusion results are given in Fig. 5 (c)-(l) . The images contain seawater, land and forest. Each fused image has two red marked rectangle regions, the bigger region VOLUME 6, 2018 is the enlarged image to the smaller one. From the fused images, it is clear that the fusion results obtained by the GSA and IAIHS methods suffer from serious spectral distortion in seawater, land and forest. The results of the ATWT and DWT methods are close to the reference image in seawater and land, but suffer from some spectral distortion in forest. The result of the AWLP method has obvious spectral distortion in forest. The results of the BFLP and IMG methods are of reasonable spatial quality, but there have some spectral distortions in forest. The MM method can achieve better performance in seawater, land and forest, but lost some image details. The result of the MMMT method has some spectral distortion in land and forest. By contrast, the result of the proposed method has higher spatial resolution and preserves more spectral information than those of the other comparison methods. Furthermore, the result of the proposed method is the closest to the reference image by visual inspection.
In addition to the subjective analysis, we conducted a detailed objective analysis on the above experimental results obtained by different fusion methods. The qualitative assessments of fused images in Fig. 5 are shown in Table 1 , in which the best results for each criterion are labeled in bold. Since the proposed method considers the contributions of both the MS and PAN images, from Table 1 , we can find that the proposed method produced the best quantitative evaluation results among all fusion methods in terms of all seven indices.
2) WORLDVIEW-2 DATASETS
For the ''group 2'' image sets are shown in Fig. 6 , in which the original MS image (shown in Fig. 6 (a) ), is used as the reference images for comparison with the fused image. Fig. 6 (b) shows the degraded PAN images. The corresponding fusion results are given in Fig. 6 (c)-(l) . From Fig. 6 , it can be seen that there are obvious spectral distortion in the fusion results obtained by the GSA and IAIHS methods. The ATWT and DWT methods have obvious spectral distortion in the gym. The results of the AWLP and BFLP methods contain inhomogeneity spectral information in the vegetation areas. The MM and MMMT methods are not effective in the spectral preservation in the red areas. In contrast to other comparison methods, the proposed method and the IMG method have the best visual effects for the fusion results. But, it is difficult to distinguish the difference between the results of them only through observation. However, from the quantitative evaluation results of Fig. 6 as shown in Table 2 , it is easy to see that the proposed method has the best values in CC, UIQI, RASE, RMSE, ERGAS and PSNR, and has the second largest value in SAM.
For the ''group 3'' image sets are shown in Fig. 7 . In Fig. 7 , the original MS images (shown in Fig. 7 (a) ), are used as the reference images for comparison with the fused image. Fig. 7 (b) shows the degraded PAN images.
The corresponding fusion results are given in Fig. 7 (c)-(l) . From Fig. 7 , we can find that the fusion results obtained by the GSA and IAIHS methods preserve the spatial details effectively, but suffer from serious spectral distortion. The results of the ATWT and DWT methods have various degrees of spectral distortion. Because the contrast of the color information is not obvious in the source image, the results of other comparison methods and the proposed method are difficult to distinguish by visual contrast. However, according to the results of objective analysis of the ''group 3'' fusion results given in Table 3 , the proposed method outperforms all other fusion methods in terms of CC, UIQI, RASE, RMSE, ERGAS and PSNR, and has the third largest value in SAM.
Therefore, according to the above comparison experiments, the proposed method can produce the best fusion results and exhibits the highest robustness for both the QuickBird and WorldView-2 datasets among all the comparison fusion methods. Fig.8 .
B. EXPERIMENTS ON REAL DATA
To evaluate the performance of the proposed method in real applications, we also used three groups of remote images from datasets of different satellites. One group of remote sensing images are derived from the IKONOS Datasets (group 4 shown in Fig. 8 ), and others from the WorldView-2 dataset (group 5 shown in Fig. 9 , and group 6 shown in Fig. 10 ).
1) IKONOS DATASETS
For the ''group 4'' image sets, the upsampled MS images are shown in Fig. 8 (a) , and the PAN image is shown in Fig. 8 (b) . The corresponding fusion results are given in Fig. 8 (c)-(l) , respectively. The fusion results of the IAIHS methods suffer from serious spectral distortion in the vegetation areas. The color of the vegetation areas is almost completely lost in the fused image of the GSA method. The results of the ATWT and DWT methods have lower spatial information than the proposed method, and produce some color distortion in the red, and vegetation areas. The result of the MM method has insufficient spectral information in the red areas. The result of the MMMT method has obvious spectral distortion in red, yellow and orange areas. The results of the AWLP, BFLP, IMG and the proposed method have little difference by subjective assessment. However, from Table 4 , we can clearly observe that the QNR index is the biggest and the D λ and D S values are the smallest for our method, which indicates that the proposed method can provide more spatial information and preserve more spectral information compared to other fusion methods.
2) WORLDVIEW-2 DATASETS
For the ''group 5'' image sets, the upsampled MS image is shown in Fig. 9 (a) and the PAN image is shown in Fig. 9 (b) . The content of the images is the seaview in the evening, including seawater, sandbeach and coast scenery. The corresponding fusion results are given in Fig. 9 (c)-(l) , respectively. From the fused images, the fusion result of the GSA method suffers from serious spectral distortion in seawater, sandbeach and the red areas of the coast scenery. The results of the IAIHS suffer from serious spectral distortion in the red areas of the coast scenery. The AWLP method cannot preserve the spatial detail well. The results obtained by the ATWT, DWT, BFLP and MM methods exhibit various degrees of spectral distortion in seawater, sandbeach, especially in the red areas. The result of MMMT method has some spectral distortion in red areas and seawater. The result of the IMG method has some spectral distortion in coastal beach area. The proposed method outperforms the other fusion methods in terms of the spatial and spectral information. The results of the quantitative assessments of the fused images in Fig. 9 are shown in Table 5 . The QNR index of the proposed method is the biggest, the D S value of the proposed method is the smallest, and the D λ values of the proposed method and IMG method are the smallest. Thus, the superiority of the proposed method compared to all other fusion methods can be obviously observed.
For the ''group 6'' datasets, the upsampled MS image is shown in Fig. 10 (a) and the PAN image is shown in Fig. 10 (b) . The content of the image sets is an urban scene. The corresponding fusion results are given in Fig. 10 (c)-(l) , respectively. From the fused images, because of the particularity of the images, the spectral distortion of the fused images is mainly reflected in the red areas. It is clear that the fusion results obtained by the GSA and IAIHS methods suffer from obvious spectral distortion. The results of the ATWT, DWT, AWLP, BFLP and MM methods exhibit various degrees of spectral distortion. The result of the MMMT method has obvious spectral distortion in the red areas. There is not much difference between the results of the IMG method and the proposed method in terms of visual contrast, and they achieve the best performances with respect to the spatial and spectral information. The quantitative assessments of the VOLUME 6, 2018 fused images in Fig. 10 are shown in Table 6 . The QNR index of the proposed method is the third largest, the D S values of the proposed method and the BFLP method are the second largest, and the D λ value of our method and IAIHS method are the third largest.
Therefore, from the above experiments on degraded and real data, we can find that the proposed method can achieve good fusion results in most indices and is effective for various satellites images.
VI. CONCLUSION
This paper presents a novel joint detail injection based remote image fusion method, which is developed by a detail refining based strategy with an adaptive weight factor. Unlike the traditional fusion methods that use only the PAN image details, the proposed method first extracts the primary joint details from both PAN and MS images through multiscale decomposition and sparse representation. Then, we design an adaptive weight factor based algorithm to obtain the refined joint details. Finally, the fused image is achieved by injecting the refined details to each band of MS image with the help of the modulation coefficient. The WorldView-2, QuickBird, and IKONOS datasets were adopted to verify the performance of the proposed method. We have also conducted series of comparison experiments on the degraded data and real data, respectively. Experimental results indicate that the proposed method can effectively minimize spectral distortion and add the spatial resolution to the fused image, which shows better than those of state-of-the-art fusion methods in terms of subjective and objective assessments. Since SR-based algorithm is time-consuming and of high complexity, the future work will focus on designing a more efficient implementation approach such as C++ to improve the speed of the algorithm. 
