We study global optimization problems that arise in macromolecular modeling, and the solution of these problems via continuation and smoothing. Our results unify and extend the theory associated with the use of the Gaussian transform for smoothing. We show that the Gaussian transform can be viewed as a special case of a generalized transform and that these generalized transforms share many of the properties of the Gaussian transform. We also show that the smoothing behavior of the generalized transform can be studied in terms of the Fourier transform and that these results indicate that the Gaussian transform has superior smoothing properties.
Introduction to Macromolecular Global Optimization
Macromolecular modeling gives rise to a wide variety of global optimization problems with interesting features. These problems usually require the determination of the global minimum of a function with n = 3m variables, where m is the number of atoms in the molecule.
A typical problem requires the determination of a molecular structure such that the positions of the atoms x 1 ; : : :; x m in I R 3 satisfy certain constraints on the structure or such that a given potential energy function is minimized. There is also interest in determining structures that nearly satisfy these constraints or that have nearly minimal potential value.
The problem of determining a structure that satis es geometric constraints on the structure falls under the general area of distance geometry. Distance data between atoms and other geometric constraints (for example, angle constraints) can be obtained from nuclear magnetic resonance (NMR) data, but in most cases only partial information is available.
In particular, for distance data only a fraction of the distances i;j between the (i; j) pair of atoms is available for a subset S of the atom pairs. Given this information, we seek positions x 1 ; : : :; x m in I R 3 of the atoms in the molecule such that kx i ? x j k = i;j ; (i; j) 2 S: (1:1) Since the data obtained from NMR is usually inaccurate, distance geometry problems that arise in the determination of protein structure are usually associated with the more general problem of nding positions x 1 ; : : :; x m in I R 3 such that l i;j kx i ? x j k u i;j ; (i; j) 2 S; (1:2) where l i;j and u i;j are lower and upper bounds on the distance constraints, respectively. Problems (1.1) and (1.2) can be formulated in terms of nding the global minimum of a function that measures the deviation of the structure from the constraints. We formulate problem (1. In general, distance geometry calculations impose additional constraints on the structure. For additional information on distance geometry, see Crippen In macromolecular modeling we are also interested in determining structures with minimal or nearly minimal potential energy. Various potential functions arise in applications.
We are interested, in particular, in the determination of positions x 1 ; : : :; x m in I R 3 for some functions h i;j : I R 7 ! I R and h i : I R 7 ! I R. Our approach for determining the global minimum of functions of the general form (1.6,1.7) is based on smoothing and continuation.
The smoothing process transforms a function f : I R n 7 ! I R into a smoother function hfi with fewer local minimizers. The parameter controls the degree of smoothing; the original function is obtained if = 0, while smoother functions are obtained as increases. Given the smooth function hfi , we use continuation on to trace the minimizers of hfi back to the original function.
In this paper we unify and extend the work of Wu 31] and Mor e and Wu 18, 19] on using the Gaussian transform hfi for smoothing. Our results in Sections 2 and 3 show that the Gaussian transform can be viewed as a special case of a generalized transform and that these generalized transforms share many of the properties of the Gaussian transform. Of interest are the results in Section 3 on the smoothing behavior of the generalized transform in terms of the Fourier transform, since these results indicate that the Gaussian transform has superior smoothing properties. Sections 5 and 6 complete this paper with a discussion of techniques for computing the generalized transform. Section 5 introduces the decomposable functions and shows how the generalized transform of a decomposable function can be expressed in terms of onedimensional integrals, which can be either evaluated analytically or, at worst, approximated by Gaussian quadratures. Section 6 outlines several techniques that can be used to compute the Gaussian transform of any function de ned by (1.6,1.7). We show that the Gaussian trasnform can be expressed in terms of special functions or one-dimensional integrals. These techniques are only applicable to the Gaussian trasnform, and thus show that the Gaussian transform plays a special role in problems that arise in macromolecualr modelling.
Smoothing
The value hfi of the transformed function at a point x 2 I R n is generally obtained by computing weighted averages of f in a neighborhood centered at x. The weights are determined by a probability density function, that is, a nonnegative function : I R n 7 ! I R such that Z I R n (x) dx = 1:
We could use any density function, but the use of the Gaussian density function We have de ned the Gaussian transform for a vector-valued mapping f : I R n 7 ! I R m because we are also interested in the more general case. In particular, this extended de nition will come up when discussing the smoothing of gradients and Hessian matrices.
The idea of transforming a function into a smoother function has been used extensively in macromolecular modeling. Straub 29] reviews work in this area. The di usion equation method of Piela, Kostrowicki, and Scheraga 20] is central to our work since the idea of the Gaussian transform underlies the di usion equation method. Other approaches include the packet annealing method of Shalloway 27, 26] and the e ective energy simulated annealing method of Coleman, Shalloway, and Wu 2, 3] .
We generalize the de nition of the Gaussian transform by replacing the Gaussian density function with another density function : I R n 7 ! I R. De nition 2.2 Given a density function : I R n 7 ! I R, the generalized transform hhfii of a function f : I R n 7 ! I R m is hhfii (x) = 1 n Z I R n f(y) x ? y dy:
Transformations of the general form (2.5) have been used in stochastic optimization, often in the equivalent formulation
Any density function can be used in (2.5) but from a computational viewpoint, the Gaussian density function (2.1) and the uniform density function (x) = 1 2 ; kxk 1 1;
(2:7) are of special interest.
The earliest reference to transformations of the form (2.5) in stochastic optimization seems to be due to Katkovnik (see, for example, Katkovnik and Kulchitskii 12] ). References and generalizations of this work can be found in the work of Rubinstein 22, 23, 24] , where the generalized transformation (2.5) is called a smoothed functional. Related work and other references can be found in Kreimer and Rubinstein 15] and Ermoliev, Norkin, and Wets 6]. Transformations of the form (2.5) also arise in the theory of distributions, but in this work the density is usually in nitely di erentiable and of compact support.
The emphasis of the work on stochastic optimization has been on the approximation of non-smooth functions. There has been little emphasis on computational issues. In particular, the transformation (2.5) is never computed explicitly; instead, a Monte Carlo method is used to approximate the transformation. As we shall see, the emphasis of the work on global optimization is quite di erent.
Properties of the Generalized Transform
The Gaussian transform has many interesting properties, with most of these properties being shared by the generalized transform hhfii . We rst consider the questions of existence of the transformations.
The Gaussian transform is de ned if f is continuous almost everywhere, and if jf(x)j 1 exp( 2 kxk) (3:1) for positive constants 1 (v) dv; k = 0; 1; : : :; p exists. In this section we assume that f satis es assumption (3.1) whenever we are discussing the Gaussian transform hfi or the generalized transform hhfii for a density function with compact support. The modi cations needed to handle arbitrary density functions should be clear from this discussion.
The generalized transform is a linear operator in the vector space of functions that are continuous almost everywhere and satisfy (3.1), since hh fii = hhfii ; hhf 1 + f 2 ii = hhf 1 ii + hhf 2 ii for any scalar and functions f 1 and f 2 . The generalized transform hhfii is also an isotone operator, since it preserves the standard order relation between functions, that is, f 1 f 2 implies that hhf 1 ii hhf 2 ii :
In particular, min ff(y) : I R n g hhfii (x) max ff(y) : I R n g : These properties are direct consequences of the de nition of the generalized transform hhfii .
The di erentiability properties of the generalized transform hhfii follow from general results (see, for example, Lang 17, Chapter 13]) on the di erentiability of functions of the form g(x) = Z I R n h(x; y) dy; where the mapping h : I R n 7 ! I R is integrable in y. If @ x h is continuous almost everywhere in an open set of the form B I R n , and j@ x h(x; y)j h B (y); (x; y) 2 B I R n ; (3:2) for some integrable function h B : I R n 7 ! I R, then g is di erentiable and g 0 (x) = Z I R n @ x h(x; y) dy:
This result can be applied, in particular, to the Gaussian transform. which is the desired result for the gradient. If we repeat the process, we obtain that r 2 hhfii (x) = Z I R n r 2 f(x ? u) (u) du = hhr 2 fii (x); so that the generalized transform of the Hessian matrix is the Hessian of hhfii . Theorem 3.2 was stated informally by Wu 31] for the Gaussian density function; a formal proof under assumption (3.3) appears in Mor e and Wu 18] . The proof for the generalized transform follows the arguments used by Mor e and Wu 18] ; the only tricky part in the proof is to show that assumption (3.3) guarantees that we can di erentiate under the integral sign. Proof. Since hhfii is integrable whenever f is integrable, the result follows from (4.1) by verifying that c (w) = b ( w).
We use Theorem 4.1 to estimate the rate of decay of the Fourier transform for various density functions. The estimates are simpli ed when the density function satis es Note that jb (w)j 1 for both density functions, as must be true for any density function.
We use Clearly, the estimate for the Gaussian density function is more favorable. Theorem 4.1 and the analysis of the rate of decay of the Fourier transform are an extension of the results obtained by Wu 31] for the Gaussian transform. Although we have considered only the Gaussian and uniform density functions, it is clear that this analysis can be carried out provided we are able to estimate the Fourier transform of the density function. increase as we go from the graph on the top to the graph in the bottom. For these graphs the values of are 0; 1; 2, and 4, with = 0 for the graph on the top. From these pictures, we see that both transforms smooth the function well for increasing values. However, for a given value, the Gaussian transform is slightly smoother than the uniform transform. In other words, in order to obtain a su ciently smooth function, a larger value may be required for the uniform transform than for the Gaussian transform.
We have applied a simple Matlab minimization procedure to the transformed functions in the gures, rst the top one, and then the next, and so on. The symbol in the contours marks the solutions obtained. The pictures show that after smoothing the function, by either the Gaussian or the uniform transform, the global minimizer of the function was found with a few continuation steps. Thus, in this approach, the transformation is de ned as any solution to the n-dimensional di usion equation. In later work ( 13, 14] ) it was shown that (2.4) could also be used to de ne this transformation in I R n . In our work we have used (2.4) as the de nition of the Gaussian transform and derived all results from this de nition. for some mapping h i;j : I R 7 ! I R.
The example x 7 ! kxk points out that functions of the general form (6.1) and (6.2) are not usually decomposable. On the other hand, we now show that we can still reduce the computation of the Gaussian transform to the computation of one-dimensional integrals in terms of h i;j . Note that in these problems f is de ned on I R n , where n = mp and m is the number of atoms, but that h i;j is de ned in I R.
The following result of Mor e and Wu 19 ] is needed to prove that computing the Gaussian transform of (6.1) requires only the Gaussian transform of f i;j . f(x) = h(P T x);
for some matrix P 2 I R n p such that P T P = 2 I, then hfi (x) = hhi (P T x):
As an application of Theorem 6.1 consider the mapping f : I R n 7 ! I R de ned by (6.1).
Computing the Gaussian transform of this mapping is immediate if we are able to compute the Gaussian transform of f 0 : I R n 7 ! I R de ned by f 0 (x) = f i;j (x i ? x j ):
Clearly, we can nd a matrix P 2 I R n p of the form is the Gaussian transform of the potential function de ned by (6.1). In this case f is de ned on I R n , but f i;j is de ned on I R p .
The other ingredient needed for computing the Gaussian transform of functions de ned by (6.1) and (6.2) is the Gaussian transform of the function f i;j de ned by (6.2) . Note that, unlike Theorem 6.1, the following result requires that f be de ned on I R 3 . 
