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SOLUTIONS BETWEEN KNIZHNIK-ZAMOLODCHIKOV EQUATIONS AND
SUPER KNIZHNIK-ZAMOLODCHIKOV EQUATIONS
BINTAO CAO AND NGAU LAM
Abstract. We establish an one-to-one correspondence between the singular solutions of the
(super) KZ equation associated to the Lie superalgebra, of infinite rank, of type a, b, c, d and
to the corresponding Lie algebra. As a consequence, the singular solutions of the super KZ
equation associated to the classical Lie superalgebra, of finite rank, of type a, b, c, d for the tensor
product of certain parabolic Verma modules (resp., irreducible modules) are obtained from the
singular solutions of the KZ equation for the tensor product of the corresponding parabolic
Verma modules (resp., irreducible modules) over the corresponding Lie algebra of sufficiently
large rank, and vice versa. The analogous results for some special kinds of trigonometric (super)
KZ equations are obtained.
1. Introduction
The Knizhnik-Zamolodchikov equation (KZ equation) is a system of complex partial differ-
ential equations discovered by V. G. Knizhnik and A. B. Zamolodchikov [KZ] from studying
the Wess-Zumino-Novikov-Witten model in 2-dimensional conformal field theory. A mathe-
matical treatment, in the case sl2, was first given in [TK] (see also [EFK]). It can be derived
using either the formalism of Lie algebras or that of vertex algebras. Let us explain with more
details for our settings. Let g be a finite-dimensional simple complex Lie algebra and let ( , ) be
a non-degenerate invariant bilinear form on g. Let {Ia | a ∈ I} be a basis of g and {I
a | a ∈ I} the
dual basis with respect to the bilinear form ( , ). Let V1, . . . ,Vℓ be highest weight g-modules
and V = V1 ⊗ · · · ⊗ Vℓ. Let Ω :=
∑
a Ia ⊗ I
a denote the Casimir symmetric tensor and let
Ω(i j) :=
∑
a I
(i)
a ⊗ I
a( j), where x(i) means the action of x on the i-th component of V , for x ∈ g
and i = 1, . . . , ℓ. The KZ equation with values in V is a system of differential equations
(1.1) κ
∂ψ
∂zi
=
ℓ∑
j=1
j,i
Ω(i j)
zi − z j
ψ, for i = 1, . . . , ℓ,
with a fixed parameter κ ∈ C, where ψ is a V-valued function on a nonempty open subset U
in the configuration space Xℓ := {(z1, . . . , zℓ) ∈ C
ℓ | zi , z j, for any i , j} of ℓ distinct points
in C. The solutions were found in [CF], [TK], [M], [DJMM], [FR], et cetera, and the general
case was obtained by V.V. Schechtman and A. N. Varchenko [SV] (see [EFK] and [V] for more
information). The super KZ equation is a system of partial differential equations formulated
analogously to the equations (1.1) for Lie superalgebras (see, for example, [GZZ] for sl(2|1)
case). However, the analogous results for the solutions of the super KZ equations are very rare
compared with the non-super cases.
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The super duality conjecture was originally developed in [CWZ] for finding characters of
finite-dimensional irreducible modules over the general linear superalgebras gl(m | n). The su-
per duality conjecture was proved in [CL] for type a and in [CLW] for type b, c, d showing
that there is equivalence of tensor categories between the parabolic BGG category O for Lie
superalgebra, of infinite rank, of type a, b, c or d and the parabolic BGG category O for the
corresponding Lie algebra (see Proposition 2.6 below for precise statements).
In this article, we apply the results of the super duality to connect the singular solutions
(that is, the solutions ψ takes values in the space spanned by the singular vectors in V) of
super KZ equation associated to the Lie superalgebra, of infinite rank, of type a, b, c or d and
of KZ equation associated to the corresponding Lie algebra. To formulate the KZ equations
associated to the Lie algebras of infinite rank and the super KZ equations associated to the Lie
superalgebra of infinite rank is an essential prerequisite. For each positive integer n, let gn and
gn denote the Lie algebra and Lie superalgebra of type a, b, c or d in the settings of the super
duality, respectively (see Subsection 2.3 below). There are inclusions of Lie superalgebras
gn ⊂ gn+1 and of Lie algebras gn ⊂ gn+1, for n ∈ N. Let g := g∞ := ∪
∞
n=1gn and g := g∞ :=
∪∞n=1gn. The Lie algebra g is the counterpart of the Lie superalgebra g for the super duality.
The KZ equation associated to the Lie algebra g and the super KZ equation associated to the
Lie superalgebra g are defined in Subsection 3.2 and an one-to-one correspondence between
the singular solutions of the (super) KZ equation associated to the Lie algebra g and to the Lie
superalgebra g are obtained in Subsection 3.3. Also we show that ψ is also a solution/singular
solution of the KZ equation (resp., super KZ equation) for gn (resp., gn) with n ≥ k including
n = ∞ if ψ is a solution/singular solution of the KZ equation (resp., super KZ equation) for gk
(resp., gk). The Lie superalgebra gn (resp., gn) is a trivial central extension of Gn (resp., Gn),
where Gn (resp., Gn) is either the general linear Lie superalgebra gl(m|n) (the general linear
Lie algebra gl(m + n)), Lie superalgebra of type osp (resp., orthogonal Lie algebra) or Lie
superalgebra of type spo (resp., symplectic Lie algebra), see Subsection 2.1 and 2.3 below.
For n ∈ N, we show in Proposition 3.18 that the different of the solutions/singular solutions
of the KZ equation (resp., super KZ equation) for Gn (resp., Gn) and for gn (resp., gn) is by
multiplying by a scalar function. Combing the results mentioned above, we have an one-to-one
correspondence between the singular solutions of the super KZ equation for the tensor product
of parabolic Verma modules (resp. irreducible modules) over Gn and the singular solutions of
the KZ equation for the tensor product of the corresponding parabolic Verma modules (resp.
irreducible modules) in Gk for all sufficiently large k, and vice versa.
The paper is organized as follows. We review the materials related to the super duality in
Section 2. The Lie superalgebras g˜n, gn and gn and their respective module categories O˜n, On
and On are recalled. In Section 3, the Casimir operators and the Casimir symmetric tensors
of the Lie superalgebras g˜, g and g are defined and the results about the (super) KZ-equations
are established. The analogous results of the (super) KZ equations for some special kinds of
trigonometric (super) KZ equations are obtained in Section 4.
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Notations. Throughout the paper the symbols Z, N, and Z+ stand for the sets of all, positive
and non-negative integers, respectively. All vector spaces, algebras, tensor products, et cetera,
are over the field of complex numbers C.
2. Preliminaries
In this section, we first recall the infinite rank Lie (super)algebras gx, gx and g˜x associated to
the 3 Dynkin diagrams in (2.2) below and their parabolic BGG categories Ox (resp., O
x
and O˜x)
of gx- (resp., gx- and g˜x-)modules, where x denotes one of the five types a, b, b•, c, d. Then we
recall the truncation functors on the categories Ox, O
x
and O˜x which relate the parabolic BGG
categories Oxn, O
x
n and O˜
x
n of finite-dimensional Lie subalgebras of g
x
n, g
x
n and g˜
x
n, respectively.
We refer the readers to [CL, Section 2 and 3] for type a and [CLW, Section 2 and 3] for types
b, b•, c, d for details (see also [CW, Section 6.1 and 6.2]). Finally, we recall the tensor functors
T and T and their properties. We fix m ∈ Z+ in this article.
For m ∈ Z+, we let I˜m denote the following totally ordered set:
· · · <
3
2
< 1 <
1
2
< −1 < · · · < −m︸               ︷︷               ︸
m
< 0 < −m < · · · < −1︸               ︷︷               ︸
m
<
1
2
< 1 <
3
2
< · · ·
and define the following subsets of I˜m:
Im := {−1, . . . ,−m︸          ︷︷          ︸
m
, 0,−m, . . . ,−1︸          ︷︷          ︸
m
} ∪ {1, 2, 3, . . .} ∪ {1, 2, 3, . . .},
Im := {−1, . . . ,−m︸          ︷︷          ︸
m
, 0,−m, . . . ,−1︸          ︷︷          ︸
m
} ∪ {
1
2
,
3
2
,
5
2
, . . .} ∪ {
1
2
,
3
2
,
5
2
, . . .},
I˜
+
m := {−m, . . . ,−1,
1
2
, 1,
3
2
, 2, . . .}.
We set {−1, . . . ,−m} ∪ {−m, . . . ,−1} = ∅ for m = 0. For a subset X of I˜m, let X
× := X \ {0},
X
+ := X ∩ I˜+m and X(n) = X \ { j| j > n, j ∈
1
2
N}. For example,
I˜
+
m(n) = {−m, . . . ,−1︸          ︷︷          ︸
m
} ∪ {
1
2
, 1,
3
2
, . . . , n −
1
2
, n}, I+m(n) = I
+
m ∩ I˜
+
m(n) and I
+
m(n) = I
+
m ∩ I˜
+
m(n).
2.1. Lie superalgebras Gx, G
x
and G˜x. For a homogeneous element v in a super vector space
V = V0¯ ⊕ V1¯ we denote by |v| its Z2-degree. For m ∈ Z+ and n ∈ N ∪ {∞}, let V˜m(n) denote the
super space over C with ordered basis {vi | i ∈ I˜m(n)}. We declare |vr | = |vr | = 0¯, if r ∈ Z \ {0},
and |vr | = |vr | = 1¯, if r ∈
1
2
+ Z+. The parity of the vector v0 is to be specified. With respect to
this basis a linear map on V˜m(n) may be identified with a complex matrix (ars)r,s∈˜Im(n)
. The Lie
superalgebra gl(V˜m(n)) is the Lie subalgebra of linear transformations on V˜m consisting of (ars)
with ars = 0 for all but finitely many ars’s. Denote by Ers ∈ gl(V˜m(n)) the elementary matrix
with 1 at the rth row and sth column and zero elsewhere.
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The vector spaces Vm(n) and Vm(n) are defined to be subspaces of V˜m(n) with ordered basis
{vi} indexed by Im(n) and Im(n), respectively. The corresponding subspaces of Vm(n), Vm(n)
and V˜m(n) with basis vectors vi, with i indexed by I
×
m(n), I
×
m(n) and I˜
×
m(n), respectively, are de-
noted by V×m(n), V
×
m(n) and V˜
×
m(n), respectively. This gives rise to Lie superalgebras gl(Vm(n)),
gl(Vm(n)), gl(V
×
m(n)), gl(V
×
m(n)) and gl(V˜
×
m(n)).
2.1.1. General linear superalgebras G˜an. For m ∈ Z+ and n ∈ N ∪ {∞}, let G˜
a
n denote the Lie
subalgebra gl(V˜m) spanned by {Ei, j | i, j ∈ I˜
+
m(n)} and let
Gan := G˜
a
n ∩ gl(Vm) and G
a
n := G˜
a
n ∩ gl(Vm).
The sets {Ei, j | i, j ∈ I˜
+
m(n)}, {Ei, j | i, j ∈ I
+
m(n)} and {Ei, j | i, j ∈ I
+
m(n)} are bases for G˜
a
n, G
a
n and
G
a
n, respectively. The Dynkin diagrams for the Lie (super)algebras G˜
a
n, G
a
n and G
a
n are given
in (2.2) below with the corresponding notations. The corresponding Cartan subalgebras have
bases {Ei := Ei,i | i ∈ I˜
+
m(n)}, {Ei | i ∈ I
+
m(n)} and {Ei | i ∈ I
+
m(n)} , respectively.
2.1.2. Ortho-symplectic Lie superalgebras G˜b
•
n and G˜
c
n. In this subsection we set |v0| = 1¯. For
m ∈ Z+ and n ∈ N ∪ {∞}, we define a non-degenerate skew-supersymmetric bilinear form (·|·)
on V˜m(n) by
(vr |vs) = (vr |vs) = 0, (vr |vs) = δrs = −(−1)
|vr |·|vs |(vs|vr), r, s ∈ I˜
+
m,
(v0|v0) = 1, (v0|vr) = (v0|vr) = 0, r ∈ I˜
+
m.
Restricting the form to V˜×m(n), Vm(n), V
×
m(n), Vm(n) and V
×
m(n) gives rise to non-degenerate
skew-supersymmetric bilinear forms that will again be denoted by (·|·).
Let G˜b
•
n , G
b•
n , G
b•
n , G˜
c
n, G
c
n and G
c
n denote the subalgebras of Lie superalgebras gl(V˜m(n)),
gl(Vm(n)), gl(Vm(n)), gl(V˜
×
m(n)), gl(V
×
m(n)) and gl(V
×
m(n)) preserving the bilinear form (·|·), re-
spectively. Their Dynkin diagrams are given in (2.2) below with the corresponding notations.
The corresponding Cartan subalgebras have bases {Er := Err − Er,r | r ∈ I˜
+
m(n)}, {Er | r ∈ I
+
m(n)}
and {Er | r ∈ I
+
m(n)}, respectively.
2.1.3. Ortho-symplectic Lie superalgebras G˜bn and G˜
d
n. In this subsection, we set |v0| = 0¯. For
m ∈ Z+ and n ∈ N ∪ {∞}, we define a non-degenerate supersymmetric bilinear form (·|·) on
V˜m(n) by
(vr |vs) = (vr |vs) = 0, (vr |vs) = δrs = (−1)
|vr |·|vs |(vs|vr), r, s ∈ I˜
+
m,
(v0|v0) = 1, (v0|vr) = (v0|vr) = 0, r ∈ I˜
+
m.
Restricting the form to V˜×m(n), Vm(n), V
×
m(n), Vm(n) and V
×
m(n) gives respective non-degenerate
supersymmetric bilinear forms that will also be denoted by (·|·).
Let G˜bn, G
b
n, G
b
n, G˜
d
n, G
d
n and G
d
n denote the subalgebras of Lie superalgebras gl(V˜m(n)), gl(Vm(n)),
gl(Vm(n)), gl(V˜
×
m(n)), gl(V
×
m(n)) and gl(V
×
m(n)) preserving the bilinear form (·|·), respectively.
Their Dynkin diagrams are given in (2.2) below with the corresponding notations. The cor-
responding Cartan subalgebras have bases {Er := Err − Er,r | r ∈ I˜
+
m(n)}, {Er | r ∈ I
+
m(n)} and
{Er | r ∈ I
+
m(n)}, respectively.
SOLUTIONS BETWEEN KZ EQUATIONS AND SUPER KZ EQUATIONS 5
2.2. Dynkin diagrams. Consider the free abelian group with basis {ǫi, |i ∈ I˜
+
m}, with a sym-
metric bilinear form (·, ·) given by
(2.1) (ǫr, ǫs) = (−1)
2rδrs, r, s ∈ I˜
+
m.
Let |ǫi| = 0 for i ∈ Z and |ǫ j| = 1 for j ∈
1
2
+ Z, for convenience. We set
α× := ǫ−1 − ǫ1/2, α j := ǫ j − ǫ j+1, −m ≤ j ≤ −2,
β× := ǫ−1 − ǫ1, αr := ǫr − ǫr+1/2, βr := ǫr − ǫr+1, r ∈
1
2
N.
For x = a, b, b•, c, d, we denote by kx the contragredient Lie (super)algebras ([K, Section 2.5])
whose Dynkin diagrams
☛
✡
✟
✠k
x together with certain distinguished sets of simple roots Π(kx) are
listed as follows:
© © © © ©© · · ·a:
α−m α−m+1 α−3 α−2
© © © © ©©⇐= · · ·b:
−ǫ−m α−m α−3 α−2
② © © © © ©⇐= · · ·b•:
−ǫ−m α−m α−3 α−2
© © © © © ©=⇒ · · ·c:
−2ǫ−m α−m α−3 α−2
© © © © ©
©
©
❅❅
  
· · ·d:
−ǫ−m−ǫ−m+1
α−m
α−m+1 α−3 α−2
According to [K, Proposition 2.5.6] these Lie (super)algebras are so(2m+1), osp(1|2m), sp(2m)
for m ≥ 1 and so(2m) for m ≥ 2, respectively. We will use the same notation
☛
✡
✟
✠k
x to denote
the diagrams of all the degenerate cases for m = 0, 1 as well. We have used ✈ to denote an
odd non-isotropic simple root.
For n ∈ N let
☛
✡
✟
✠Tn ,
☛
✡
✟
✠Tn and
☛
✡
✟
✠T˜n denote the following Dynkin diagrams, where
⊗
denotes
an odd isotropic simple root:
© © © ©© · · ·
✡ ✠
☛ ✟
Tn
β× β1 β2 βn−2 βn−1
© © © ©
⊗
· · ·
✡ ✠
☛ ✟
Tn
α× β3/2β1/2 βn−5/2 βn−3/2⊗ ⊗ ⊗ ⊗⊗
· · ·
✡ ✠
☛ ✟
T˜n
α× α1/2 αn−1 αn−1/2α1
We will denote the sets of simple roots of the above diagrams accordingly byΠ(Tn), Π(Tn) and
Π(T˜n), respectively. The Lie superalgebras associated with these Dynkin diagrams are gl(n+1),
gl(1|n) and gl(n|n + 1), respectively. In the limit n → ∞, the associated Lie superalgebras are
direct limits of these Lie superalgebras, and we will simply drop ∞ to write
☛
✡
✟
✠T =
☛
✡
✟
✠T∞ and
so on.
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Any of the head diagrams
✞
✝
☎
✆k
x may be connected with the tail diagrams
☛
✡
✟
✠T˜n ,
☛
✡
✟
✠Tn and☛
✡
✟
✠Tn to produce the following Dynkin diagrams (n ∈ N ∪ {∞}):
(2.2) ✡ ✠
☛ ✟
kx ✡ ✠
☛ ✟
T˜n ✡ ✠
☛ ✟
kx ✡ ✠
☛ ✟
Tn ✡ ✠
☛ ✟
kx ✡ ✠
☛ ✟
Tn
We will denote the sets of simple roots of the above diagrams accordingly by ‹Πxn, Π
x
n and
Π
x
n, respectively. Let us denote the 3 Dynkin diagrams of (2.2) by
☛
✡
✟
✠G˜
x
n ,
☛
✡
✟
✠G
x
n and
☛
✡
✟
✠G
x
n for
n ∈ N ∪ {∞}. We will drop the subscript ∞ for n = ∞. For Dynkin diagrams of the degenerate
cases, we refer to [CLW, Section 2.3] for details.
2.3. Central extensions. Consider the central extension g˜xn (resp., g
x
n and g
x
n) of G˜
x
n (resp., G
x
n
and G
x
n) for x = a, b, b
•, c, d by the one-dimensional center CK determined by the 2-cocycle
τ(A, B) := Str([J, A]B), A, B ∈ G˜xn (resp., G
x
n and G
x
n),(2.3)
where J := −
∑
r≥ 12
Err and Str denotes the supertrace defined by
Str
(
(ai, j)i, j∈˜Im
)
:=
∑
j∈˜Im
(−1)|v j |a j, j.
In fact, the cocycle τ is a coboundary. Moreover, there is an isomorphism ι from the direct sum
of Lie superalgebras G˜xn ⊕ CK (resp., G
x
n ⊕ CK and G
x
n ⊕CK) to g˜
x
n (resp., g
x
n and g
x
n) defined by
(2.4) ι(A) = A + Str(JA)K, for A ∈ G˜xn (resp., G
x
n and G
x
n) and ι(K) = K.
Remark 2.1. Using the isomorphisms given in (2.4) and the standard bases of the Cartan sub-
algebras, it is easy to see that the central extensions defined by the 2-cycle in (2.3) are the same
as the central extensions defined in [CLW, Section 2.4] for x = b, b•, c, d.
Note that G˜xn, G
x
n and G
x
n are naturally subalgebras of gl(V˜) and hence g˜
x
n, g
x
n and g
x
n are
naturally subalgebras of the central extension of gl(V˜). Also note that Gxn and G
x
n are subalgebras
of G˜xn and g
x
n and g
x
n are subalgebras of g˜
x
n. The standard Cartan subalgebras of g
x
n, g
x
n and g˜
x
n will
be denoted by hxn, h
x
n and h˜
x
n, respectively. They have bases {K, E
x
r} with dual bases {Λ0, ǫr} in
the restricted dual (h˜xn)
∗, (hxn)
∗ and (h˜xn)
∗, where r runs over the index sets I˜+m(n), I
+
m(n) and I
+
m(n),
respectively. Here Exr ∈ h˜
x
n (resp., h
x
n and h
x
n) and Λ0 ∈ (h˜
x
n)
∗ (resp., (hxn)
∗ and (h
x
n)
∗) are defined
by
Exr :=
{
Err for x = a;
Err − Err for x = b, b
•, c, d,
and Λ0(K) = 1, Λ0(E
x
r) = 0,
for all r ∈ I˜+m(n) (resp., I
+
m(n) and I
+
m(n)).
In the remainder of the paper we shall drop the superscript x and the symbol ∞ if there
has no ambiguity. For example, we write G˜n, Gn and Gn for G˜
x
n, G
x
n and G
x
n, and g˜n, gn and gn
for g˜xn, g
x
n and g
x
n, respectively, where x denotes a fixed type among a, b, b
•, c, d. Also, we write
g˜, g and g for g˜x∞, g
x
∞ and g
x
∞, and I˜
+
m, I
+
m and I
+
m for I˜
+
m(∞), I
+
m(∞) and I
+
m(∞), respectively.
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2.4. Categories O˜n, On and On. Recall that ‹Π
x
n, Π
x
n and Π
x
n denote the sets of simple roots of
g˜n, gn and gn, respectively. Let
‹Φ+n (resp., Φ
+
n and Φ
+
n ) denote the set of positive roots and let b˜n
(resp., bn and bn) denote the corresponding Borel subalgebra of g˜n (resp., gn and gn).
For n ∈ N∪{∞}, let Y˜n, Yn and Yn denote the subsets of ‹Πn, Πn and Πn, respectively, defined
by
(2.5) Y˜n := Π(T˜n) \ {α×}, Yn := Π(Tn) \ {β×} and Yn := Π(Tn) \ {α×}.
Let l˜n (resp., ln and ln) be the standard Levi subalgebra of g˜n (resp., gn and gn) associated to Y˜n
(resp., Yn and Yn) and let p˜n = l˜n + b˜n (resp., pn = ln + bn and pn = ln + bn) be the corresponding
parabolic subalgebra.
Given a partition µ = (µ1, µ2, . . .), we denote by ℓ(µ) the length of µ and by µ
′ its conjugate
partition. We also denote by θ(µ) the modified Frobenius coordinates of µ:
θ(µ) := (θ(µ)1/2, θ(µ)1, θ(µ)3/2, θ(µ)2, . . .),
where
θ(µ)i−1/2 := max{µ
′
i − i + 1, 0}, θ(µ)i := max{µi − i, 0}, i ∈ N.
Associated to a partition λ+ = (λ1, λ2, . . .), d ∈ C and λ−m, . . . , λ−1 ∈ C (resp., λ−m, . . . , λ−1 ∈
Z) for x = a, b, c, d (resp., b•), we define
λ :=
−1∑
i=−m
λiǫi +
∑
j∈N
λ+j ǫ j + dΛ0 ∈ (h
x)∗,(2.6)
λ :=
−1∑
i=−m
λiǫi +
∑
s∈ 12+Z+
(λ+)′
s+ 12
ǫs + dΛ0 ∈ (h
x
)∗,(2.7)
λ˜ :=
−1∑
i=−m
λiǫi +
∑
r∈ 12N
θ(λ+)rǫr + dΛ0 ∈ (h˜
x)∗,(2.8)
which are called dominant weights. Let P+ := P+∞ ⊂ h
∗, P
+
:= P
+
∞ ⊂ h
∗
and P˜+ := P˜+∞ ⊂ h˜
∗
denote the sets of all dominant weights of the form (2.6), (2.7) and (2.8), respectively. The
purpose of the definitions of the dominant weights for b• is to give a simple way to define
the Z2-gradations for the g˜
b• -modules, gb
•
-modules and gb
•
-modules in the categories defined
below. By definition we have bijective maps
− : P+ −→ P¯+
λ 7→ λ
and
∼: P+ −→ P˜+
λ 7→ λ˜
.
Given n ∈ N and λ ∈ P+ with λ+j = 0 (resp., (λ
+)′j = 0 and θ(λ
+) j = 0) for j > n, we may
regard it as a weight λn ∈ h
∗
n (resp., λn ∈ h
∗
n and λ˜n ∈ h˜
∗
n) in a natural way. The subsets of such
weights λn, λn, λ˜n in h
∗
n, h
∗
n and h˜
∗
n will be denoted by P
+
n , P¯
+
n and P˜
+
n , respectively.
For n ∈ N ∪ {∞} and µ ∈ P˜+n (resp., P
+
n and P
+
n ), we denote by ∆˜n(µ) = Ind˜
gn
p˜n
L(˜ln, µ) (resp.,
∆n(µ) = Ind
gn
pn
L(ln, µ) and ∆n(µ) = Ind
gn
pn
L(ln, µ)) the parabolic Verma g˜n- (resp., gn- and gn-
)module, where L(˜ln, µ) (resp., L(ln, µ) and L(ln, µ)) is the irreducible highest weight l˜n- (resp.,
ln- and ln-)module of highest weight µ. The unique irreducible quotient g˜n- (resp., gn- and
gn-)module of ∆˜n(µ˜) (resp., ∆n(µ) and ∆n(µ)) is denoted by L˜n(µ) (resp., Ln(µ) and Ln(µ)).
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For n ∈ N∪{∞} , let O˜n (resp., On and On) be the category of g˜n- (resp., gn- and gn-)modules
M such that M is a semisimple h˜n- (resp., hn- and hn-)module with finite dimensional weight
subspaces Mγ for γ ∈ h˜
∗
n (resp., h
∗
n and h
∗
n), satisfying
(i) M decomposes over l˜n (resp., ln and ln) as direct sum of L˜(˜ln, µ) (resp., L(ln, µ) and
L(ln, µ)) for µ ∈ P˜
+
n (resp., P
+
n and P¯
+
n ).
(ii) There exist finitely many weights λ1, λ2, . . . , λk ∈ P˜+n (resp., P
+
n and P¯
+
n ) (depending on
M) such that if γ is a weight in M, then λi − γ ∈
∑
α∈Π˜n
Z+α (resp.,
∑
α∈Πn Z+α and∑
α∈Πn
Z+α) for some i.
The morphisms in the categories are even homomorphisms of modules. Our categories O˜n, On
and On are the largest categories among the categories given in [CW, Section 6.2]. The cate-
gories are abelian categories. There is a natural Z2-gradation on each module in the categories
with compatible action of the corresponding Lie (super)algebra defined as follows. Set
Ξ˜xn :=
CΛ0 +
∑−1
j=−m Cǫi +
∑
r∈˜I+0 (n)
Z+ǫr, if x = a, b, c, d;
CΛ0 +
∑−1
j=−m Zǫi +
∑
r∈˜I+0 (n)
Z+ǫr, if x = b
•,
Ξxn :=
{
CΛ0 +
∑−1
j=−m Cǫi +
∑
r∈I+0 (n)
Z+ǫr, if x = a, b, c, d;
CΛ0 +
∑−1
j=−m Zǫi +
∑
r∈I+0 (n)
Z+ǫr, if x = b
•,
(2.9)
Ξ
x
n :=
CΛ0 +
∑−1
j=−m Cǫi +
∑
r∈I
+
0 (n)
Z+ǫr, if x = a, b, c, d;
CΛ0 +
∑−1
j=−m Zǫi +
∑
r∈I
+
0 (n)
Z+ǫr, if x = b
•.
For ε = 0 or 1 and Θ = Ξ˜, Ξ or Ξ, we define
Θxn(ε) :=
{
{µ ∈ Θxn |
∑n
r=1 µ(Er+ 12
) ≡ ε (mod 2) }, if x = a, b, c, d;
{µ ∈ Θxn |
∑
r∈I+m(n)
µ(Er) ≡ ε (mod 2) }, if x = b
•,
As before, we will drop the subscript n for n = ∞ and the superscript x. It is clear that the
weights of M are contained in Ξn and Ξn for M ∈ On and On, respectively. By the paragraph
before Theorem 6.4 in [CW], the weights of M are contained in Ξ˜n for M ∈ O˜n. For M ∈ O˜n,
M = M0
⊕
M1 is a Z2-graded vector space such that
(2.10) M0 :=
⊕
µ∈Ξ˜n(0)
Mµ and M1 :=
⊕
µ∈Ξ˜n(1)
Mµ.
By the description of the set of positive roots for g˜n given in [CW, Section 6.1.3, 6.1.4], the
Z2-gradation on M is compatible with the action of g˜n. Similarly, we define a Z2-gradation
with compatible action of gn and gn on M for M ∈ On and On, respectively. The categories are
denoted by O˜0, O0 and O
0
in [CL] and [CLW]. It is clear that On and On are tensor categories.
By [CW, Theorem 6.4], O˜n is also tensor category. Note that the Z2-gradation on M ⊗ N given
by (2.10) and the Z2-gradation on M⊗N induced from the Z2-gradations on M and N given by
(2.10) are the same for M,N ∈ O˜n (resp., On and On).
A proof of the following proposition is given in [CW, Corollary 6.8].
Proposition 2.2. Let n ∈ N ∪ {∞}.
(i) The modules ∆˜n(λ) and L˜n(λ) lie in O˜n for all λ ∈ P˜
+
n ,
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(ii) The modules ∆n(λ) and Ln(λ) lie in O˜n for all λ ∈ P
+
n ,
(iii) The modules ∆n(λ) and Ln(λ) lie in On for all λ ∈ P
+
n .
The following lemma is easy to see by using the weights of the modules described in (2.9).
Lemma 2.3. For n ∈ N ∪ {∞}, let M,N ∈ O˜n (resp., On and On) and let µ and γ be weights of
M and N, respectively. We have
(µ + γ)(Er) = 0 if and ond if µ(Er) = 0 and γ(Er) = 0,
for r ∈ I˜+0 (n) (resp., I
+
0 (n) and I
+
0 (n)).
For 0 ≤ k < n ≤ ∞, the truncation functor trnk : On −→ Ok is defined by
tr
n
k(M) =
⊕
ν∈Ξk
Mν for M ∈ On
and trnk( f ) is defined to be the restriction of f to tr
n
k(M) for f ∈ HomOn(M,N). Similarly,
tr
n
k : On −→ Ok and t˜r
n
k : O˜n −→ O˜k are defined. It is clear that t˜r
n
k , tr
n
k and tr
n
k are exact
functors. By Lemma 2.3, we have t˜r
n
k(M ⊗ N) = t˜r
n
k(M) ⊗ t˜r
n
k(N) for all M,N ∈ O˜n and hence
t˜r
n
k is a tensor functor. Similarly, tr
n
k and tr
n
k are tensor functors. A proof of the following
proposition is given in [CW, Proposition 6.9].
Proposition 2.4. Let 0 ≤ k < n ≤ ∞ and V = L˜, ∆˜. For µ ∈ P˜+n , we have
t˜r
n
k(Vn(µ)) =
{
Vk(µ), if µ ∈ P˜
+
k ;
0, otherwise.
Similar statements hold for trnk and tr
n
k .
The following lemma follows from Lemma 2.3.
Lemma 2.5. Let µ, γ ∈ Ξ˜. We have
µ + γ ∈ Ξ, (resp., Ξ) if and only if µ, γ ∈ Ξ (resp., Ξ).
Now we recall the functors T : O˜ → O and T : O˜ → O defined in [CL] and [CLW] as
follows. Given M =
⊕
γ∈˜h∗
Mγ ∈ O˜, we define
T (M) :=
⊕
γ∈h∗
Mγ, and T (M) :=
⊕
γ∈h
∗
Mγ.(2.11)
It is clear that T (M) is a g-module and T (M) is a g-module. ForM,N ∈ O˜ and f ∈ Hom
O˜
(M,N),
we define T ( f ) and T ( f ) to be the restrictions of f to T (M) and T (M), respectively. It is also
clear that f (T (M)) ⊆ T (N) and f (T (M)) ⊆ T (N), and
T ( f ) : T (M) −→ T (N) and T ( f ) : T (M) −→ T (N)
are g-homomorphism and g-homomorphism, respectively. The functors T and T are exact (see,
for example, [CW, Proposition 6.15]). By Lemma 2.5, we have T (M ⊗N) = T (M)⊗ T (N) and
T (M ⊗ N) = T (M) ⊗ T (N) for all M,N ∈ O˜ and hence T and T are tensor functors.
The equivalence of categories given in Proposition 2.6 (iii) below is called super duality.
The proof of the following proposition is given in [CW, Theorem 6.39] and [CLW, Theorem
4.6] (cf. [CW, Proposition 6.16]).
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Proposition 2.6. (i) T : O˜ → O is an equivalence of tensor categories.
(ii) T : O˜→ O is an equivalence of tensor categories.
(iii) The tensor categories O and O are equivalent.
Moreover, if V is a highest weight g˜-module of highest weight λ˜ for λ ∈ P+, then T (V)
and T (V) are highest weight g–module and g-module of highest weight λ and λ, respectively.
Furthermore, we have
T
(
∆˜(λ˜)
)
= ∆(λ) and T
(
L˜(λ˜)
)
= L(λ);
T
(
∆˜(λ˜)
)
= ∆(λ) and T
(
L˜(λ˜)
)
= L(λ).
3. Super Knizhnik-Zamolodchikov equations
In this section, we first define the Casimir elements (operators) and Casimir symmetric
tensors for the Lie (super)algebras g˜n, gn and gn and we introduce the (super) Knizhnik-
Zamolodchikov equations associated to the Lie superalgebras g˜n, gn and gn of finite and infinite
ranks. We show that the solutions of the (super) KZ equations are stable under the truncation
functors t˜r
n
k , tr
n
k and tr
n
k . We obtain an one-to-one correspondence between the singular solu-
tions of (super) KZ equations associated to the Lie (super) algebras g˜∞, g∞ and g∞. Finally, we
have an one-to-one correspondence between the solutions of (super) KZ equations associated
to G˜n (resp., Gn and Gn) and associated to g˜n (resp., gn and gn) for n ∈ N.
3.1. Casimir symmetric tensors. First, we recall the Casimir elements of G˜n, Gn and Gn. For
n ∈ N ∪ {∞}, we define ˜̺xn, ̺xn and ̺xn by˜̺xn := ∑
j∈˜I+m(n)
(rx + δ j − (−1)
2 j j(1 − δ j))E j,
̺xn :=
∑
j∈I+m(n)
(rx − j + δ j)E j and ̺
x
n :=
∑
j∈I
+
m(n)
(rx − (−1)2 j( j +
1
2
δ j))E j
for x = a, b, b•, c, d, where
rx :=

−1, for x = a;
−m − 1
2
, for x = b, b•;
−m − 1, for x = c;
−m, for x = d
and
δi :=
{
1, for i ≥ 1
2
;
0, for i ∈ {−m, . . . ,−1}.
For n ∈ N, we have ˜̺xn ∈ G˜xn, ̺xn ∈ Gxn and ̺xn ∈ Gxn. We also regard ˜̺xn ∈ g˜xn, ̺xn ∈ gxn and ̺xn ∈ gxn
by identifying G˜xn (resp., G
x
n and G
x
n) as a subspace of the vector space of g˜
x
n (resp., g
x
n and g
x
n).
For n = ∞, there are only finitely many terms of ˜̺xn (resp., ̺xn and ̺xn) with nonzero actions on
each given element in M for M ∈ O˜ (resp., O and O) and hence ˜̺xn (resp., ̺xn and ̺xn) is a well
defined operator on M. As before, we will drop the superscript x.
For n ∈ N, the bilinear form (·, ·) on gl(V˜m(n)) defined by
(A, B) := Str(AB) for A, B ∈ gl(V˜m(n))
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is nondegenerate invariant even supersymmetric. The restriction of the bilinear form (·, ·) on
G˜n (resp., Gn and Gn), which is also denoted by (·, ·), is also a nondegenerate invariant even
supersymmetric bilinear form. To simplify the notations we assume that
〈·, ·〉 := (·, ·) on G˜an, G
a
n and G
a
n, and 〈·, ·〉 :=
1
2
(·, ·) in other cases.
For each positive root β of G˜n (resp., Gn and Gn), we fix two root vectors Eβ and E
β of weights
β and −β, respectively, satisfying
〈Eβ, E
β〉 = 1.
Note that 〈Ei, Ei〉 = (−1)
2i for any i ∈ I˜+m(n). Then the elements
˚˜cn := 2
∑
β∈Φ˜+n
EβEβ +
∑
j∈˜I+m(n)
(−1)2 jE2j + 2˜̺n,
c˚n := 2
∑
β∈Φ+n
EβEβ +
∑
j∈I+m(n)
E2j + 2̺n,
c˚n := 2
∑
β∈Φ
+
n
EβEβ +
∑
j∈I
+
m(n)
(−1)2 jE2j + 2̺n,
which are called the Casimir elements, lie in the center of the respective universal enveloping
algebras (cf. [CW, Exercise 2.3]). Note that our choice of the pairs of Eβ and E
β are slight
different from the choice of that in [CW] and our ˚˜cn, and c˚n and c˚n can be obtained from [CW]
by using the fact that 〈Eβ, E
β〉 = (−1)|Eβ |〈Eβ, Eβ〉. By (2.4), the elements
ι(˚˜cn) = 2
∑
β∈Φ˜+n
EβEβ +
∑
j∈˜I+m(n)
(−1)2 j(E j − (−1)
2 jδ jK)
2
+ 2
∑
j∈˜I+m(n)
(r + δ j − (−1)
2 j j(1 − δ j))(E j − (−1)
2 jδ jK),
ι(c˚n) = 2
∑
β∈Φ+n
EβEβ +
∑
j∈I+m(n)
(E j − δ jK)
2 + 2
∑
j∈I+m(n)
(r − j + δ j)(E j − δ jK),
ι(c˚n) = 2
∑
β∈Φ
+
n
EβEβ +
∑
j∈I
+
m(n)
(−1)2 j(E j + δ jK)
2 + 2
∑
j∈I
+
m(n)
(r − (−1)2 j( j +
1
2
δ j))(E j + δ jK)
lie in the centers ofU(g˜n),U(gn) andU(gn), respectively. Hereafter U(k) stands for the universal
enveloping algebra of the Lie (super)algebra k. By removing the terms of K and K2 in the
equations above, the elements
c˜n := 2
∑
β∈Φ˜+n
EβEβ +
∑
j∈˜I+m(n)
(−1)2 j(E2j − 2(−1)
2 jδ jKE j) + 2˜̺n,
cn := 2
∑
β∈Φ+n
EβEβ +
∑
j∈I+m(n)
(E2j − 2δ jKE j) + 2̺n,
cn := 2
∑
β∈Φ
+
n
EβEβ +
∑
j∈I
+
m(n)
(−1)2 j(E2j + 2δ jKE j) + 2̺n,
which are also called the Casimir elements, also lie in the centers of U(g˜n), U(gn) and U(gn),
respectively.
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Taking n →∞, we define
c˜ := c˜∞ := 2
∑
β∈Φ˜+
EβEβ +
∑
j∈˜I+m
(−1)2 j(E2j − 2(−1)
2 jδ jKE j) + 2˜̺∞,
c := c∞ := 2
∑
β∈Φ+
EβEβ +
∑
j∈I+m
(E2j − 2δ jKE j) + 2̺∞,
c := c∞ := 2
∑
β∈Φ
+
EβEβ +
∑
j∈I
+
m
(−1)2 j(E2j + 2δ jKE j) + 2̺∞.
Lemma 3.1. Let 0 ≤ k < n ≤ ∞. If v is a weight vector of weight µ in M ∈ O˜n (resp., On and
On) such that µ ∈ Ξ˜k (resp., Ξk and Ξk), then Eβv = 0 for all β ∈ ‹Φ
+
n \
‹Φ+k (resp., Φ
+
n \Φ
+
k and
Φ
+
n \Φ
+
k ) and Eiv = 0 for i > k.
In particular, for each v ∈ M and M ∈ O˜, O or O, there are only finitely many Eβ and Ei
such that Eβv , 0 and Eiv , 0.
Proof. We will prove the case M ∈ O˜n only. The proofs of the remaining cases are similar. Let
M ∈ O˜n and v ∈ M be a weight vector of weight µ such that µ ∈ Ξ˜k. Therefore µ(Ei) = 0 for
i > k. and hence Eiv = 0 for i > k. For β ∈ ‹Φ
+
n \
‹Φ+k , we have β(Ei) < 0 for some i > k by the
description of the positive roots of g˜ given in [CW, Section 6.1.3, 6.1.4]. Therefore the weight
of Eβv does not lie in Ξ˜. Hence Eβv = 0. 
By Lemma 3.1 and c˜n (resp., cn and cn) commuting with elements in g˜n (resp., gn and gn)
for n ∈ N, c˜ (resp., c and c) is a well defined operator on each M ∈ O˜ (resp., O and O) and
commutes with the action of g˜ (resp., g and g). They are called the Casimir operators.
For n ∈ N ∪ {∞}, we extend the symmetric bilinear form given in (2.1) to a symmetric
bilinear form (·, ·) on h˜∗n (resp., h
∗
n and h
∗
n) defined by
(Λ0,Λ0) = 0, (ǫi, ǫ j) = (−1)
2 jδi j and (Λ0, ǫi) = −δi,
where i, j ∈ I˜+m(n) (resp., I
+
m(n) and I
+
m(n)).
For n ∈ N, it is easy to see the bilinear form (·, ·) on h∗n and h
∗
n are non-degenerate. Therefore
there exist unique elements ρn ∈ h
∗
n and ρn ∈ h
∗
n satisfying
(ρn, λ) = λ(̺n), for λ ∈ h
∗
n ; and (ρn, λ) = λ(̺n), for λ ∈ h
∗
n.
The bilinear form (·, ·) is degenerate on h˜∗n for n ∈ N. We define ρ˜n :=
∑
j∈˜I+m(n)
(rx + δ j −
(−1)2 j j(1 − δ j))ǫ j ∈ h˜
∗
n. Then we have
(ρ˜n, λ) = λ(˜̺n), for any λ ∈ h˜∗n.
For n = ∞, let ρ˜ := ρ˜∞ (resp., ρ := ρ∞ and ρ := ρ∞) be an element in the dual space of h˜
(resp., h and h) defined by
ρ˜(E j) := (−1)
2 j(r + δ j − (−1)
2 j j(1 − δ j)), ρ˜(K) = 0,
ρ(E j) := r + δ j − j, ρ(K) = 0,
ρ(E j) := (−1)
2 j(r − (−1)2 j( j +
1
2
δ j), ρ(K) = 0.
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We extend the symmetric bilinear form ( , ) on h˜∗ (resp., h∗ and h
∗
) to the bilinear form ( , ) on
(h˜∗ ⊕ Cρ˜) × h˜∗ (resp., (h∗ ⊕ Cρ) × h∗ and (h
∗
⊕ Cρ) × h
∗
), which is also denoted by ( , ), defined
by
(ρ˜, ǫ j) = (−1)
2 j ˜̺(E j) and (ρ˜,Λ0) = 0, for j ∈ I˜+m;
(ρ, ǫ j) = ̺(E j) and (ρ,Λ0) = 0, for j ∈ I
+
m;
(ρ, ǫ j) = (−1)
2 j̺(E j) and (ρ,Λ0) = 0, for j ∈ I
+
m.
For n ∈ N ∪ {∞} and a weight vector v of weight µ in M ∈ O˜n (resp., On and On), we have
(3.1) ˜̺nv = (ρ˜n, µ)v, ̺nv = (ρn, µ)v and ̺nv = (ρn, µ)v.
Lemma 3.2. Let n ∈ N ∪ {∞}. If v is a vector in a highest weight module V ∈ O˜n (resp., On
and On) of highest weight λ, then
c˜nv = (λ + 2ρ˜n, λ)v (resp., cnv = (λ + 2ρn, λ)v and cnv = (λ + 2ρn, λ)v ).
Proof. We will prove c˜nv = (λ˜ + 2ρ˜n, λ˜)v. The others are similar. It is sufficient to assume that
v is a highest weight vector in V . Let λ = dΛ0 +
∑
j∈˜I+m(n)
λ jǫ j ∈ P˜
+
n . By (3.1), we have
c˜nv =
( ∑
j∈˜I+m(n)
(−1)2 j(E2j − 2(−1)
2 jδ jKE j) + 2˜̺n)v
=
∑
j∈˜I+m(n)
((−1)2 jλ2j − 2δ jdλ j)v + 2˜̺nv
= (λ, λ)v + (2ρ˜n, λ)v.

Proposition 3.3. For λ ∈ P+, we have
(λ˜ + 2ρ˜, λ˜) = (λ + 2ρ, λ) = (λ + 2ρ, λ).
Proof. We will show (λ˜+2ρ˜, λ˜) = (λ+2ρ, λ). The proof of the equality (λ˜+2ρ˜, λ˜) = (λ+2ρ, λ)
is similar. By [CW, Proposition 6.11], the parabolic Verma module ∆˜(λ˜) of highest weight λ˜
is also a highest weight module of highest weight λ ∈ P+n with respect to b˜
c(n) for sufficiently
large n, where b˜c(n) is a Borel subalgebra of g˜ corresponding to the Dynkin diagram:
⊗
© ©
⊗ ⊗
· · · · · ·
ǫn − ǫ1/2 β1/2 βn−1/2 αn+1/2 αn+1
✡ ✠
☛ ✟
k ✡ ✠
☛ ✟
Tn
Let A = {ǫi− 12
− ǫ j|i, j ∈ N, 1 ≤ i ≤ j ≤ n}. Then the set of positive roots of g˜ with respect
to b˜c(n) is ‹Φc+(n) := (‹Φ+\A ) ∪ (−A ) and Eβ is a positive root vector for β ∈ A . Let vλ be a
highest weight vector of ∆˜(λ˜) with respect to b˜c(n) and let λ = dΛ0 +
∑
j∈I+m(n)
λ jǫ j ∈ P
+
n . Note
14 BINTAO CAO AND NGAU LAM
that EβEβ = −EβE
β − (Ei− 12
+ E j) for β = ǫi− 12
− ǫ j ∈ A . Then
c˜vλ = 2
∑
β∈A
EβEβvλ +
∑
j∈˜I+m
(−1)2 j(E2j − 2(−1)
2 jδ jKE j)vλ + 2˜̺vλ
= −2
∑
β∈A
EβE
βvλ − 2
∑
1≤i≤ j≤n
(Ei− 12
+ E j)vλ +
∑
j∈I+m
(λ2j − 2δ jdλ j)vλ + 2˜̺vλ
= −2
n∑
i=1
iλivλ + (λ, λ)vλ + 2˜̺vλ.
From the definitions of ˜̺ and ̺, we have ˜̺vλ −∑ni=1 iλivλ = ̺vλ. Therefore c˜vλ = (λ+2ρ, λ)vλ.
On the other hand, c˜vλ = (λ˜ + 2ρ˜, λ˜)vλ by Lemma 3.2. Hence (λ˜ + 2ρ˜, λ˜) = (λ + 2ρ, λ). 
Remark 3.4. A combinational proof of the equality (λ + 2ρ, λ) = (λ + 2ρ, λ) for type a is given
in [CKL, Lemma 3.3].
Now, for n ∈ N ∪ {∞}, we define
‹Ωn :=
∑
β∈Φ˜+n
(Eβ ⊗ Eβ + (−1)
|Eβ |Eβ ⊗ E
β) +
∑
j∈˜I+m(n)
(−1)2 j
(
E j ⊗ E j − (−1)
2 jδ j(K ⊗ E j + E j ⊗ K)
)
,
Ωn :=
∑
β∈Φ+n
(
Eβ ⊗ Eβ + (−1)
|Eβ |Eβ ⊗ E
β) +
∑
j∈I+m(n)
(E j ⊗ E j − δ j(K ⊗ E j + E j ⊗ K)
)
,
Ωn :=
∑
β∈Φ
+
n
(Eβ ⊗ Eβ + (−1)
|Eβ |Eβ ⊗ E
β) +
∑
j∈I
+
m(n)
(−1)2 j
(
E j ⊗ E j + δ j(K ⊗ E j + E j ⊗ K)
)
,
which are called Casimir symmetric tensors. As before, we will drop the subscript for n = ∞.
Hereafter ∆ denotes the comultiplication on a universal enveloping algebra. For n ∈ N, it is
easy to see that ‹Ωn, Ωn and Ωn are elements in U(g˜n)⊗U(g˜n), U(gn)⊗U(gn) and U(gn)⊗U(gn),
respectively, satisfying the following equations:
‹Ωn =
1
2
(
∆(c˜n) − c˜n ⊗ 1 − 1 ⊗ c˜n
)
,
Ωn =
1
2
(∆(cn) − cn ⊗ 1 − 1 ⊗ cn),(3.2)
Ωn =
1
2
(∆(cn) − cn ⊗ 1 − 1 ⊗ cn).
It is easy to see that these equations also hold for n = ∞ by regarding both sides of the equations
acting on M ⊗ N for M,N ∈ O˜ (resp., O and O) in the following sense. ‹Ω (resp., Ω and Ω) is
regarded as a well defined operator on M ⊗ N by Lemma 3.1 and ∆(c˜) (resp., ∆(c) and ∆(c))
is regarded as the action of c˜ (resp., c and c) on M ⊗ N. The following proposition is a direct
consequence of equations obtained in (3.2).
Proposition 3.5. For n ∈ N ∪ {∞} and M,N ∈ O˜n (resp., On and On), the action of ‹Ωn (resp.,
Ωn and Ωn) on M ⊗ N commutes with the action of g˜n (resp., gn and gn).
3.2. (Super) Knizhnik-Zamolodchikov equations. Let n ∈ N ∪ {∞} and let Mi ∈ O˜n for
i = 1, . . . , ℓ and let
(3.3) M := M1 ⊗ · · · ⊗ Mℓ.
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Then M ∈ O˜n. For x ∈ g˜n, we write x
(i) = 1 ⊗ · · · ⊗ 1⊗
i
x ⊗1 ⊗ · · · ⊗ 1︸                                ︷︷                                ︸
ℓ
, acting on M. Given any
operator A =
∑
r∈I xr⊗yr on N1⊗N2 with xr, yr ∈ g˜n for any N1,N2 ∈ O˜n, let A
(i j) :=
∑
r∈I x
(i)
r y
( j)
r
for 1 ≤ i, j ≤ ℓ. Then A(i j) is an operator on M for i , j. Recall that the Casimir symmetric
tensor ‹Ωn is an operator on N1 ⊗ N2 for any N1,N2 ∈ O˜n and hence ‹Ω
(i j)
n is an operator on
M. Similarly, we can define the operators Ω
(i j)
n (resp., Ω
(i j)
n ) on the tensor product (3.3) for
M1, . . . ,Mℓ ∈ On (resp., On) of modules for i , j.
Lemma 3.6. Let 1 ≤ i < j ≤ ℓ. We have ‹Ω
( ji)
n = ‹Ω
(i j)
n , Ω
( ji)
n = Ω
(i j)
n and Ω
( ji)
n = Ω
(i j)
n .
Proof. We show ‹Ω
( ji)
n = ‹Ω
(i j)
n only. The proofs of remaining cases are similar. It suffices to
show
Eβ( j)E
(i)
β + (−1)
|Eβ |E
( j)
β E
β(i) = Eβ(i)E
( j)
β + (−1)
|Eβ |E
(i)
β E
β( j) for all β ∈ ‹Φ+n ,
which follows from the fact that x(i)y( j) = (−1)|x||y|y( j)x(i) for any homogeneous elements x, y ∈
g˜n. 
Let Xℓ := {(z1, . . . , zℓ) ∈ C
ℓ | zi , z j, for any i , j} denote the configuration space of ℓ
distinct points in C. For a nonempty open subset U in Xℓ and a finite-dimensional vector space
N, let D(U,N) denote the set of differentiable functions from U to N. For N ∈ O˜n (resp., On
and On), let
D(U,N) :=
⊕
µ
D(U,Nµ),
where µ runs over all weights of N. It is clear that D(U,N) is a g˜n- (resp., gn- and gn-)modules
for N ∈ O˜n (resp., On and On).
The (quadratic) Gaudin Hamiltonians ‹Hin, for i = 1, . . . , ℓ, are linear operators on D(U,M)
defined by
‹Hin :=
ℓ∑
j=1
j,i
‹Ω
(i j)
n
zi − z j
.
Similarly, we can define the (quadratic) Gaudin Hamiltonians Hin and H
i
n, for i = 1, . . . , ℓ,
being linear operators onD(U,M) by
Hin :=
ℓ∑
j=1
j,i
Ω
(i j)
n
zi − z j
and H
i
n :=
ℓ∑
j=1
j,i
Ω
(i j)
n
zi − z j
if M1, . . . ,Mℓ ∈ On and M1, . . . ,Mℓ ∈ On, respectively. Fix a nonzero complex number κ and
ψ(z1, . . . , zℓ) ∈ D(U,M), we can consider a system of partial differential equations
(3.4) κ
∂
∂zi
ψ(z1, . . . , zℓ) = ‹H
i
nψ(z1, . . . , zℓ), for i = 1, . . . , ℓ.
The system of equations (3.4) is called the super Knizhnik-Zamolodchikov equation (super KZ
equation for short). Similarly, we can consider the KZ equation and super KZ equation
(3.5) κ
∂
∂zi
ψ(z1, . . . , zℓ) = H
i
nψ(z1, . . . , zℓ), for i = 1, . . . , ℓ, ψ(z1, . . . , zℓ) ∈ D(U,M)
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and
(3.6) κ
∂
∂zi
ψ(z1, . . . , zℓ) = H
i
nψ(z1, . . . , zℓ), for i = 1, . . . , ℓ, ψ(z1, . . . , zℓ) ∈ D(U,M)
for M1, . . . ,Mℓ ∈ On and M1, . . . ,Mℓ ∈ On, respectively. For M1, . . . ,Mℓ ∈ O˜n and a weight µ
of M, let
K˜Z(Mµ) := {ψ ∈ D(U,Mµ) |ψ is a solution of the super KZ equation (3.4)}
and
K˜Z(M) :=
⊕
µ
K˜Z(Mµ)
where µ runs over all weights of M. Analogously, we let KZ(Mµ) and KZ(Mµ) denote the set
of all solutions of (3.5) and (3.6) inD(U,Mµ), respectively. Also, let
KZ(M) :=
⊕
µ
KZ(Mµ), and KZ(M) :=
⊕
µ
KZ(Mµ),
where µ runs over all weights of M. Let S˜(M˜µ) (resp., S(Mµ) and S(Mµ)) be the set of functions
in ψ ∈ K˜Z(Mµ) (resp., KZ(Mµ) and KZ(Mµ)) satisfying Eβψ = 0 for β ∈ ‹Φ
+
n (resp., Φ
+
n and
Φ
+
n ). The sets are the sets of the solutions of (super) KZ equations with values in the subspaces
spanned by singular vectors of weight µ. S˜(M˜µ) (resp., S(Mµ) and S(Mµ), which is called the
singular solution space of the (super) KZ equation, is a vector space.
The proof of the following proposition is standard. We include the proof for completeness.
Proposition 3.7. The Gaudin Hamiltonians ‹Hin, (resp.,H
i
n andH
i
n) onD(U,M), are mutually
commute with each other, and they also commute with the action of Lie (super)algebra g˜n (resp.,
gn and gn), for i = 1, . . . , ℓ.
Proof. The second statement follows directly from Proposition 3.5. We will show [‹Hin,
‹Hin] =
0 for 1 ≤ i, j ≤ ℓ. The other cases are similar.
Note that [‹Ω
(i j)
n , b
(p)] = 0 for p , i, j and [‹Ω
(i j)
n , b
(i) + b( j)] = [‹Ω
(i j)
n ,∆(b)
(i j)] = 0 for all
b ∈ g˜n, by Proposition 3.5. By writing ‹Ω
(pi)
n =
∑
c,d
c(p)d(i) and ‹Ω
(p j)
n =
∑
c,d
c(p)d( j) with c, d ∈ g˜n
and |c| = |d|, we have
(3.7) [‹Ω(i j)n ,
‹Ω(pi)n +
‹Ω(p j)n ] = 0 for p , i, j and i , j.
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By Lemma 3.6 and (3.7), we have, for i , p,
[‹Hin,
‹Hpn ] =
ℓ∑
j=1
j,i,p
[
‹Ω
(i j)
n
zi − z j
,
‹Ω
(pi)
n
zp − zi
+
‹Ω
(p j)
n
zp − z j
] +
ℓ∑
j=1
j,i,p
[
‹Ω
(ip)
n
zi − zp
,
‹Ω
(p j)
n
zp − z j
]
=
ℓ∑
j=1
j,i,p
[‹Ω
(i j)
n ,‹Ω
(pi)
n ]
(zi − z j)(zp − zi)
+
ℓ∑
j=1
j,i,p
[‹Ω
(i j)
n ,‹Ω
(pi)
n + ‹Ω
(p j)
n − ‹Ω
(pi)
n ]
(zi − z j)(zp − z j)
+
ℓ∑
j=1
j,i,p
[‹Ω
(ip)
n ,‹Ω
(p j)
n + ‹Ω
(i j)
n − ‹Ω
(i j)
n ]
(zi − zp)(zp − z j)
=
ℓ∑
j=1
j,i,p
[‹Ω(i j)n ,
‹Ω(pi)n ]
( 1
(zi − z j)(zp − zi)
+
1
(zi − z j)(z j − zp)
+
1
(zp − zi)(z j − zp)
)
= 0.

As a consequence, we have the following proposition.
Proposition 3.8. K˜Z(M) (resp., KZ(M) and KZ(M)) is a g˜n-(resp., gn- and gn-)module.
From the definition of t˜r
n
k (resp., tr
n
k and tr
n
k), we can define the function t˜r
n
k(ψ) (resp., tr
n
k(ψ)
and tr
n
k(ψ)) in D(U, t˜r
n
k(M)µ) (resp., D(U, tr
n
k(M)µ) and D(U, tr
n
k(M)µ)) in an obvious way for
ψ(z1, . . . , zℓ) ∈ D(U,Mµ), where µ is a weight of M for M = M1 ⊗ · · · ⊗Mℓ and Mi ∈ O˜n (resp.,
On and On) for i = 1, . . . , ℓ. Note that t˜r
n
k(ψ) (resp., tr
n
k(ψ) and tr
n
k(ψ)) = ψ, if µ ∈ Ξ˜k (resp., Ξk
and Ξk), and 0, otherwise.
Proposition 3.9. Let 0 ≤ k < n ≤ ∞ and M = M1 ⊗ · · · ⊗ Mℓ. Assume that ψ ∈ D(U,M).
(i) For µ ∈ Ξ˜k and M1, . . . ,Mℓ ∈ O˜n, we have
ψ ∈ K˜Z(Mµ)⇔ t˜r
n
k(ψ) ∈ K˜Z
(
t˜r
n
k(M)µ
)
and ψ ∈ S˜(Mµ)⇔ t˜r
n
k(ψ) ∈ S˜
(
t˜r
n
k(M)µ
)
.
(ii) For µ ∈ Ξk and M1, . . . ,Mℓ ∈ On, we have
ψ ∈ KZ(Mµ)⇔ tr
n
k(ψ) ∈ KZ
(
trnk(M)µ
)
and ψ ∈ S(Mµ)⇔ tr
n
k(ψ) ∈ S
(
trnk(M)µ
)
.
(iii) For µ ∈ Ξk and M1, . . . ,Mℓ ∈ On, we have
ψ ∈ KZ(Mµ)⇔ tr
n
k(ψ) ∈ KZ
(
tr
n
k(M)µ
)
and ψ ∈ S(Mµ)⇔ tr
n
k(ψ) ∈ S
(
tr
n
k(M)µ
)
.
Proof. We will show (i) only. The proofs of (ii) and (iii) are similar. Write ψ =
∑p
r=1 ψr such
that ψr(z1, . . . , zℓ) ∈ (M1)µr,1 ⊗ · · · ⊗ (Mℓ)µr,ℓ for all (z1, . . . , zℓ) ∈ U, where µ
r,s are weights of
Ms for s = 1, . . . , ℓ and r = 1, . . . , p. Note that
∑ℓ
s=1 µ
r,s = µ for r = 1, . . . , p. By Lemma 2.3,
µr,s ∈ Ξ˜k, for all s = 1, . . . , ℓ and r = 1, . . . , p. Therefore t˜r
n
k(ψ) = ψ =
∑p
r=1 ψr. By Lemma 3.1,
‹Ω
(i j)
n ψ = ‹Ω
(i j)
k ψ =
‹Ω
(i j)
k t˜r
n
k(ψ) for 1 ≤ i , j ≤ ℓ since µ
r,i, µr, j ∈ Ξ˜k, for r = 1, . . . , p. Hence
ψ ∈ K˜Z(Mµ) if and only if t˜r
n
k(ψ) ∈ K˜Z
(
t˜r
n
k(M)µ
)
. The second part follows from the first part
and the fact that v is a singular vector of weight µ ∈ Ξ˜k in M if and only if Eβv = 0 for all
β ∈ ‹Φ+k . 
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3.3. KZ equations for modules over g˜, g and g. Let M˜i ∈ O˜ for i = 1, . . . , ℓ and let
M˜ := M˜1 ⊗ · · · ⊗ M˜ℓ.
We set Mi := T (M˜i) and Mi := T (M˜i) for i = 1, . . . , ℓ. Then
T (M˜) = M1 ⊗ · · · ⊗ Mℓ and T (M˜) = M1 ⊗ · · · ⊗ Mℓ.
Recall that T and T are tensor functors defined in (2.11). We define Tψ(z1, . . . , zℓ) ∈ D(U, T (M˜))
and Tψ(z1, . . . , zℓ) ∈ D(U, T (M˜)) for ψ(z1, . . . , zℓ) ∈ D(U, M˜) in an obvious way by letting
Tψ := ψ (resp., T˜ψ := ψ), for ψ ∈ D(U, M˜µ), if µ ∈ Ξ (resp., µ ∈ Ξ), and 0, otherwise. Recall
that we drop the ∞ for n = ∞.
Lemma 3.10. Let N ∈ O˜ and let v ∈ N be a weight vector of weight µ.
(i) For µ ∈ Ξ, we have Eiv = 0 for all i ∈ I˜
+
m\I
+
m and either Eβv = 0 or E
βv = 0 for
β ∈ ‹Φ+\Φ+.
(ii) For µ ∈ Ξ, we have Eiv = 0 for all i ∈ I˜
+
m\I
+
m and either Eβv = 0 or E
βv = 0 for
β ∈ ‹Φ+\Φ
+
.
Proof. We will show (i). The proof of (ii) is similar. Let v ∈ N be a weight vector of weight
µ such that µ ∈ Ξ. Then µ(Ei) = 0 for all i ∈ I˜
+
m\I
+
m and hence Eiv = 0 for all i ∈ I˜
+
m\I
+
m. For
β ∈ ‹Φ+\Φ+, we have β(Ei) , 0 for some i ∈ I˜
+
m\I
+
m. Therefore either the weight of Eβv or E
βv
does not lie in Ξ˜. Hence either Eβv = 0 or E
βv = 0. 
Lemma 3.11. Let M,N ∈ O˜ and let v ∈ M ⊗ N be a weight vector of weight µ.
(i) For µ ∈ Ξ, we have ‹Ωv = Ωv.
(ii) For µ ∈ Ξ, we have ‹Ωv = Ωv.
Proof. We will show (i). The proof of (ii) is similar. We may assume that the weight vector
v = v1 ⊗ v2 such that v1 ∈ M and v2 ∈ N are weight vectors of weight µ
1 and µ2, respectively.
We have µ = µ1 + µ2 ∈ Ξ. By Lemma 2.3, we have µ1, µ2 ∈ Ξ. For β ∈ ‹Φ+\Φ+, we have
β(Ei) , 0 for some i ∈ I˜
+
m\I
+
m. Therefore either the weight of Eβv1 or E
βv2 does not lie in Ξ˜.
Thus either Eβv1 = 0 or E
βv2 = 0 and hence Eβ ⊗ E
β(v1 ⊗ v2) = 0 for β ∈ ‹Φ
+\Φ+. Similarly,
Eβ ⊗ Eβ(v1 ⊗ v2) = 0 for β ∈ ‹Φ
+\Φ+. By Lemma 3.10, we have Eiv1 = 0 and Eiv2 = 0 for all
i ∈ I˜+m\I
+
m. Therefore
‹Ω(v1 ⊗ v2) = Ω(v1 ⊗ v2). 
Theorem 3.12. Let ψ ∈ D(U, M˜). We have
(i) For µ ∈ Ξ, ψ ∈ K˜Z(M˜µ) if and only if Tψ ∈ KZ(T (M˜)µ),
(ii) For µ ∈ Ξ, ψ ∈ K˜Z(M˜µ) if and only if Tψ ∈ KZ(T (M˜)µ).
Proof. Wewill show (i). The proof of (ii) is similar. Write ψ =
∑p
r=1 ψr such that ψr(z1, . . . , zℓ) ∈
(M1)µr,1 ⊗ · · · ⊗ (Mℓ)µr,ℓ for all (z1, . . . , zℓ) ∈ U, where µ
r,s are weights of Ms for s = 1, . . . , ℓ
and r = 1, . . . , p. Note that
∑ℓ
s=1 µ
r,s = µ for r = 1, . . . , p. By Lemma 2.3, we have µr,s ∈ Ξ,
for all s = 1, . . . , ℓ and r = 1, . . . , p. Therefore Tψ = ψ =
∑p
r=1 ψr. By Lemma 3.11,
‹Ω(i j)ψ = Ω(i j)ψ = Ω(i j)Tψ for 1 ≤ i , j ≤ ℓ since µr,i, µr, j ∈ Ξ, for r = 1, . . . , p. Hence
ψ ∈ K˜Z(Mµ) if and only if Tψ ∈ K˜Z
(
T (M˜)µ
)
. 
A proof of the following lemma is given in the proof of [CLW, Theorem 4.6].
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Lemma 3.13. Let λ ∈ P+ and V = ∆˜(λ˜) or L˜(λ˜). Then dimV
λ˜
= dimVλ = dimVλ = 1 and there
are Xλ,Yλ,Xλ,Yλ ∈ U (˜l) such that
ϕ : V
λ˜
−→ Vλ
v 7→ Yλv
and
φ : V
λ˜
−→ Vλ
v 7→ Yλv
are linear isomorphisms with ϕ−1(u) = Xλu for u ∈ Vλ and φ
−1(w) = Xλw for w ∈ Vλ.
The following theorem is a consequence of Theorem 3.12, Lemma 3.13 and the fact that
K˜Z(M˜) is a g˜-module.
Theorem 3.14. Let λ ∈ P+.
(i) If ψ ∈ K˜Z(M˜
λ˜
), then Yλψ ∈ KZ(T (M˜)λ) and Yλψ ∈ KZ(T (M˜)λ).
(ii) If ψ ∈ D(U, M˜λ) and Tψ ∈ KZ(T (M˜)λ), then Xλψ ∈ K˜Z(M˜λ˜).
(iii) If ψ ∈ D(U, M˜λ) and Tψ ∈ KZ(T (M˜)λ), then Xλψ ∈ K˜Z(M˜λ˜).
Recall S˜(M˜
λ˜
) (resp., S(T (M˜)λ) and S(T (M˜)λ), for λ ∈ P
+, denotes the set of functions
ψ ∈ K˜Z(M˜
λ˜
) (resp., KZ(T (M˜)λ) and KZ(T (M˜)λ)) satisfying Eβψ = 0 for β ∈
‹Φ+ (resp., Φ+ and
Φ
+
).
The following theorem follows from Theorem 3.14, Lemma 3.13 and a consequence of
Proposition 2.6 that there are natural isomorphisms Hom
O˜
(∆˜(λ˜), M˜)  HomO(∆(λ), T (M˜)) and
Hom
O˜
(∆˜(λ˜), M˜)  Hom
O
(∆(λ), T (M˜)) for λ ∈ P+.
Theorem 3.15. Let λ ∈ P+. There are linear isomorphisms
ϕ : S˜(M˜
λ˜
) −→ S(T (M˜)λ)
ψ 7→ Yλψ
and
φ : S˜(M˜
λ˜
) −→ S(T (M˜)λ)
ψ 7→ Yλψ
with ϕ−1(ψ) = Xλψ for ψ ∈ S(T (M˜)λ) and φ
−1(ψ) = Xλψ for ψ ∈ S(T (M˜)λ).
The following lemma follows from the description of the positive root system of g˜n given in
[CW, Section 6.1.3, 6.1.4] and possible weights of a module given in (2.9).
Lemma 3.16. Let n ∈ N and λi ∈ P+ such that λ
i
∈ P
+
n , for i = 1, . . . , ℓ. Let V i denote
the parabolic Verma module ∆n(λ
i
) in On of highest weight λ
i
, for i = 1, . . . , ℓ, and let V :=
V1 ⊗ · · · ⊗ Vℓ. Let µ ∈ P
+ such that µ is a weight of V and let k0 :=
∑
j≥ 12
µ(E j). Then
µ, λ1, . . . , λℓ ∈ P+k0 .
The following corollary is a direct consequence of Proposition 3.9, Theorem 3.15 and
Lemma 3.16.
Corollary 3.17. Let n ∈ N and λi ∈ P+ such that λ
i
∈ P
+
n , for i = 1, . . . , ℓ. Let V i denote the
parabolic Verma module ∆n(λ
i
) (resp., irreducible module Ln(λ
i
)) in On of highest weight λ
i
,
for i = 1, . . . , ℓ, and let V := V1 ⊗ · · · ⊗ Vℓ. Let µ ∈ P
+ such that µ ∈ P
+
n and µ is a weight
of V and let k0 :=
∑
j≥ 12
µ(E j). For a fixed k ≥ k0, let Vi denote the parabolic Verma module
∆k(λ
i) (resp., irreducible module Lk(λ
i)) in Ok of highest weight λ
i, for i = 1, . . . , ℓ, and let
V := V1 ⊗ · · · ⊗ Vℓ. Then there is a linear isomorphism between the singular solution spaces
S(Vµ) and S(Vµ).
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3.4. KZ equations for modules over G˜n Gn and Gn. In this subsection, we show that there
is an one-to-one correspondence between the solutions of the (super) KZ equations for tensor
product of modules in O˜n (resp., On and On) and for tensor product of the corresponding G˜n-
(resp., Gn- and Gn-)modules.
For n ∈ N, let ‹˚Ωn (resp., Ω˚n and Ω˚n) denote the Casimir symmetric tensors of G˜n (resp., Gn
and Gn) defined by
‹˚Ωn :=
∑
β∈Φ˜+n
(Eβ ⊗ Eβ + (−1)
|Eβ |Eβ ⊗ E
β) +
∑
j∈˜I+m(n)
(−1)2 jE j ⊗ E j,
Ω˚n :=
∑
β∈Φ+n
(
Eβ ⊗ Eβ + (−1)
|Eβ |Eβ ⊗ E
β) +
∑
j∈I+m(n)
E j ⊗ E j,(3.8)
Ω˚n :=
∑
β∈Φ
+
n
(Eβ ⊗ Eβ + (−1)
|Eβ |Eβ ⊗ E
β) +
∑
j∈I
+
m(n)
(−1)2 jE j ⊗ E j,
For n ∈ N, it is easy to see that ‹˚Ωn, Ω˚n and Ω˚n are elements in U(G˜n) ⊗ U(G˜n), U(Gn) ⊗ U(Gn)
and U(Gn) ⊗ U(Gn), respectively, satisfying the following equations:
‹˚Ωn =
1
2
(
∆(˚˜cn) − ˚˜cn ⊗ 1 − 1 ⊗ ˚˜cn
)
,
Ω˚n =
1
2
(∆(c˚n) − c˚n ⊗ 1 − 1 ⊗ c˚n),
Ω˚n =
1
2
(∆(c˚n) − c˚n ⊗ 1 − 1 ⊗ c˚n).
Recall that ∆ denotes the comultiplication on an universal enveloping algebra. Also it is easy
to see
(3.9) ι ⊗ ι
(‹˚Ωn) = ‹Ωn, ι ⊗ ι(Ω˚n) = Ωn + nK ⊗ K and ι ⊗ ι(Ω˚n) = Ωn − nK ⊗ K,
where ι are the isomorphisms defined in (2.4).
Let ‹Hn (resp., Hn and Hn) and ‹Bn (resp., Bn and Bn) denote the Cartan subalgebra and the
Borel subalgebra of G˜n ⊕ CK (resp., Gn ⊕ CK and Gn ⊕ CK) associated to the Dynkin diagram
(2.2), respectively. Let‹Ln (resp., Ln and Ln) be the standard Levi subalgebra of G˜n⊕CK (resp.,
Gn ⊕CK and Gn ⊕CK) associated to Y˜n (resp., Yn and Yn) defined in (2.5) and let P˜n =
‹Ln +‹Bn
(resp., Pn = Ln +Bn and Pn = Ln +Bn) be the corresponding parabolic subalgebra.
For n ∈ N and µ ∈ ‹H∗n (resp., H
∗
n and H
∗
n), we denote by
˚˜
∆n(µ) = Ind
G˜n⊕CK
P˜n
L(‹Ln, µ) (resp.,
∆˚n(µ) = Ind
Gn⊕CK
Pn
L(Ln, µ) and ∆˚n(µ) = Ind
Gn⊕CK
Pn
L(Ln, µ)) the parabolic Verma G˜n⊕CK- (resp.,
Gn⊕CK- and Gn⊕CK-)module, where L(
‹Ln, µ) (resp., L(Ln, µ) and L(Ln, µ)) is the irreducible
highest weight ‹Ln- (resp., Ln- and Ln-)module of highest weight µ. The unique irreducible
quotient G˜n ⊕ CK- (resp., Gn ⊕ CK- and Gn ⊕ CK-)module of
˚˜
∆n(µ˜) (resp., ∆˚n(µ) and ∆˚n(µ)) is
denoted by ˚˜Ln(µ) (resp., L˚n(µ) and L˚n(µ)).
Since the Cartan subalgebras ‹Hn (resp., Hn and Hn) and h˜n (resp., hn and hn) are equal,
we identify the dual space of ‹Hn (resp., Hn and Hn) with the dual space of hn (resp., hn
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and h˜n). Associated to a partition λ
+ = (λ1, λ2, . . .), d ∈ C and λ−m, . . . , λ−1 ∈ C (resp.,
λ−m, . . . , λ−1 ∈ Z) for x = a, b, c, d (resp., b
•), we define
λ˚ :=
−1∑
i=−m
λiǫi +
∑
j∈N,1≤ j≤n
(λ+j − d)ǫ j + dΛ0 ∈ (Hn)
∗, for λ+n+1 = 0;(3.10)
λ˚ :=
−1∑
i=−m
λiǫi +
∑
s∈ 12+Z+,1/2≤s≤n−1/2
((λ+)′
s+ 12
+ d)ǫs + dΛ0 ∈ (Hn)
∗, for (λ+)′n+1 = 0;(3.11)
˚˜
λ :=
−1∑
i=−m
λiǫi +
∑
r∈ 12N,1/2≤r≤n
(θ(λ+)r − (−1)
2rd)ǫr + dΛ0 ∈ (‹Hn)
∗, for θ(λ+)1/2+n = 0.(3.12)
Let P˚+n (d) ⊂ (Hn)
∗, P˚+n (d) ⊂ (Hn)
∗ and ‹˚P+n (d) ⊂ (‹Hn)
∗ denote the sets of all weights of the
form (3.10), (3.11) and (3.12) for a fixed d ∈ C, respectively. For n ∈ N, let ‹˚P+n :=
⋃
d∈C
‹˚P+n (d)
P˚+n :=
⋃
d∈C P˚
+
n (d) and P˚
+
n :=
⋃
d∈C P˚
+
n (d).
For n ∈ N and d ∈ C , let
˚˜
On(d) (resp., O˚n(d) and O˚n(d)) be the category of G˜n ⊕ CK-
(resp., Gn ⊕ CK- and Gn ⊕ CK-)modules M such that M is a semisimple
‹Hn- (resp., Hn- and
Hn-)module with finite dimensional weight subspaces Mγ for γ ∈ ‹H
∗
n (resp., H
∗
n and H
∗
n),
satisfying
(i) M decomposes over ‹Ln (resp., Ln and Ln) as direct sum of L˜(‹Ln, µ) (resp., L(Ln, µ)
and L(Ln, µ)) for µ ∈ ‹˚P
+
n (d) (resp., P˚
+
n (d) and P˚
+
n (d)).
(ii) There exist finitely many weights λ1, . . . , λk ∈ ‹˚P+n (d) (resp., P˚+n (d) and P˚+n (d)) (depend-
ing on M) such that if γ is a weight in M, then λi − γ ∈
∑
α∈Π˜n
Z+α (resp.,
∑
α∈Πn Z+α
and
∑
α∈Πn
Z+α) for some i.
Let
˚˜
On := ⊕d∈C
˚˜
On(d), O˚n := ⊕d∈CO˚n(d) and O˚n := ⊕d∈CO˚n(d). Themorphisms in the categories
are even homomorphisms of modules. Forgetting the Z2-gradations, it is clear that there is an
isomorphism Ψn of categories from
˚˜
On(d) (resp., O˚n(d) and O˚n(d)) to O˜n(d) (resp., On(d) and
On(d)) induced from the isomorphism ι defined in (2.4) and hence
˚˜
On (resp., O˚n and O˚n) and O˜n
(resp., On and On) are isomorphic as tensor categories. Since Ψn(M) = M for each M ∈
˚˜
On(d)
(resp., O˚n(d) and O˚n(d)), the Z2-gradation on M is defined to be the Z2-gradation on Ψn(M).
For µ ∈ ‹˚P+n (resp., P˚+n and P˚+n ), the parabolic Verma module
˚˜
∆n(µ) (resp., ∆˚n(µ) and ∆˚n(µ))
and the irreducible module
˚˜
Ln(µ) (resp., L˚n(µ) and L˚n(µ)) are in
˚˜
On (resp., O˚n and O˚n).
Let M := M1 ⊗ · · · ⊗ Mℓ for M1, . . . ,Mℓ ∈
˚˜
On (resp., O˚n and O˚n). Fix a nonzero complex
number κ and ψ(z1, . . . , zℓ) ∈ D(U,M) :=
⊕
µ D(U,Mµ), µ runs over all weights of M, we can
consider a system of partial differential equations, for i = 1, . . . , ℓ,
κ
∂
∂zi
ψ =
ℓ∑
j=1
j,i
‹˚Ω
(i j)
n
zi − z j
ψ, (resp., κ
∂
∂zi
ψ =
ℓ∑
j=1
j,i
Ω˚
(i j)
n
zi − z j
ψ, and κ
∂
∂zi
ψ =
ℓ∑
j=1
j,i
Ω˚
(i j)
n
zi − z j
ψ ).
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The systems of equations above are called the super KZ equation, KZ equation and super
KZ equation, respectively. Let
˚˜
KZ(M), K˚Z(M) and K˚Z(M) (resp.,
˚˜
S(M), S˚(M) and S˚(M))
denote the solutions (resp., singular solutions) of the (super) KZ equation in D(U,M), for
M = M1 ⊗ · · · ⊗ Mℓ and M1, . . . ,Mℓ ∈
˚˜
On (resp., O˚n and O˚n), respectively. The following
proposition follows from the direct computation by using (3.9).
Proposition 3.18. Let n ∈ N, M = M1 ⊗ · · · ⊗ Mℓ and ψ(z1, . . . , zℓ) ∈ D(U,M).We have
(i) ψ ∈
˚˜
KZ(M) (resp.,
˚˜
S(M)) if and only if ψ ∈ K˜Z(Ψn(M)) (resp., S˜(Ψn(M))), for Mi ∈
˚˜
On(di), di ∈ C, i = 1, . . . , ℓ.
(ii) ψ ∈ K˚Z(M) (resp., S˚(M)) if and only if
ℓ∏
1≤i< j≤ℓ
(zi − z j)
−ndid j
κ ψ ∈ KZ(Ψn(M)) (resp.,
S(Ψn(M))), for Mi ∈ O˚n(di), di ∈ C, i = 1, . . . , ℓ.
(iii) ψ ∈ K˚Z(M) (resp.,
˚˜
S(M)) if and only if
ℓ∏
1≤i< j≤ℓ
(zi − z j)
ndid j
κ ψ ∈ KZ(Ψn(M)) (resp.,
S(Ψn(M))), for Mi ∈ O˚n(di), di ∈ C, i = 1, . . . , ℓ.
Remark 3.19. Let n ∈ N. By Corollary 3.17 and Proposition 3.18, we have an one-to-one
correspondence between the singular solutions of weight λ of the super KZ equation for the
tensor product of parabolic Verma modules (resp. irreducible modules) in O˚n and the singular
solutions of weight λ of the KZ equation for the tensor product of the corresponding parabolic
Verma modules (resp. irreducible modules) in O˚k for sufficiently large k.
4. Trigonometric super KZ equations
In this section, we study the trigonometric (super) KZ equations associated to the Lie super-
algebras g˜n, gn and gn. We show that the solutions of the trigonometric (super) KZ equations are
stable under the truncation functors t˜r
n
k , tr
n
k and tr
n
k . We obtain an one-to-one correspondence
between the singular solutions of some special kinds of trigonometric (super) KZ equations
associated to g˜∞, g∞ and g∞. Finally, we have an one-to-one correspondence between the so-
lutions of some special kinds of trigonometric (super) KZ equations associated to G˜n (resp., Gn
and Gn) and associated to g˜n (resp., gn and gn).
Let n ∈ N ∪ {∞}. Recall ‹Φ+n (resp., Φ
+
n and Φ
+
n ) denotes the set of positive roots of g˜n (resp.,
gn and gn) associated to the Dynkin diagrams (2.2). For each β ∈
‹Φ+n (resp., Φ
+
n and Φ
+
n ),
we fix root vectors Eβ and E
β of weights β and −β, respectively, satisfying 〈Eβ, E
β〉 = 1. By
Lemma 3.1, ‹Ωn,0, ‹Ωn,+, ‹Ωn,− (resp., Ωn,0, Ωn,+, Ωn,−, and Ωn,0, Ωn,+, Ωn,−) are operators on
M ⊗ N, for any M,N ∈ O˜n (resp., On and On), defined by
‹Ωn,0 :=
1
2
∑
j∈˜I+m(n)
(−1)2 j
(
E j ⊗ E j − (−1)
2 jδ j(K ⊗ E j + E j ⊗ K)
)
,
‹Ωn,+ := ‹Ωn,0 +
∑
β∈Φ˜+n
(−1)|Eβ |Eβ ⊗ E
β, ‹Ωn,− := ‹Ωn,0 +
∑
β∈Φ˜+n
Eβ ⊗ Eβ,
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Ωn,0 :=
1
2
∑
j∈I+m(n)
(
E j ⊗ E j − δ j(K ⊗ E j + E j ⊗ K)
)
,
Ωn,+ := Ωn,0 +
∑
β∈Φ+n
(−1)|Eβ |Eβ ⊗ E
β, Ωn,− := Ωn,0 +
∑
β∈Φ+n
Eβ ⊗ Eβ,
Ωn,0 :=
1
2
∑
j∈I
+
m(n)
(−1)2 j
(
E j ⊗ E j + δ j(K ⊗ E j + E j ⊗ K)
)
,
Ωn,+ := Ωn,0 +
∑
β∈Φ
+
n
(−1)|Eβ |Eβ ⊗ E
β, Ωn,− := Ωn,0 +
∑
β∈Φ
+
n
Eβ ⊗ Eβ.
We also define
R˜n(z) :=
z‹Ωn,+ + ‹Ωn,−
z − 1
, Rn(z) :=
zΩn,+ + Ωn,−
z − 1
, Rn(z) :=
zΩn,+ + Ωn,−
z − 1
, for z ∈ C\{1}.
Let M1, . . . ,Mℓ ∈ O˜n (resp., On and On) for i = 1, . . . , ℓ and M := M1 ⊗ · · · ⊗ Mℓ. Let
U be an nonempty open subset in the configuration space Xℓ. Let h˜ (resp., h and h) be an
operator defining on every N ∈ O˜n (resp., On and On) simultaneously such that the restriction
of h˜ (resp., h and h) to each weight space of N is a multiple of the identity map. For a fixed
nonzero complex number κ, h˜, h, h and ψ(z1, . . . , zℓ) ∈ D(U,M), we consider the trigonometric
(super) KZ equations associated to the Lie (super)algebras g˜n, gn and gn, respectively, defined
by
(κzi
∂
∂zi
−
ℓ∑
j=1
j,i
R˜(i j)n (
zi
z j
) − h˜(i))ψ = 0, ψ ∈ D(U,M), for i = 1, . . . , ℓ;(4.1)
(κzi
∂
∂zi
−
ℓ∑
j=1
j,i
R(i j)n (
zi
z j
) − h(i))ψ = 0, ψ ∈ D(U,M), for i = 1, . . . , ℓ;(4.2)
(κzi
∂
∂zi
−
ℓ∑
j=1
j,i
R
(i j)
n (
zi
z j
) − h
(i)
)ψ = 0, ψ ∈ D(U,M), for i = 1, . . . , ℓ,(4.3)
For a weight µ of M, we define
flTKZ(Mµ, h˜) := {ψ ∈ D(U,Mµ) |ψ is a solution of the super KZ equation (4.1)}
and
flTKZ(M, h˜) :=
⊕
µ
flTKZ(Mµ, h˜),
where µ runs over all weights of M. Analogously, we can define TKZ(Mµ, h), TKZ(Mµ, h),
TKZ(M, h) and TKZ(M, h) for the corresponding settings of the trigonometric (super) KZ
equations (4.2) and (4.3), respectively. The singular solutions of the trigonometric (super)
KZ equations are defined similar to the singular solutions of the (super) KZ equations. Let
S˜ (Mµ, h˜) (resp., S (Mµ, h) and S (Mµ, h) denote the set of functions ψ ∈flTKZ(Mµ, h˜) (resp.,
TKZ(Mµ, h) and TKZ(Mµ, h)) satisfying Eβψ = 0 for β ∈ ‹Φ
+ (resp., Φ+ and Φ
+
). The sets are
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called the singular solution spaces of the trigonometric (super) KZ equations and the functions
in the sets are called singular solutions of the trigonometric (super) KZ equations.
Applying a similar proof of Proposition 3.9, we have the following proposition.
Proposition 4.1. Let 0 ≤ k < n ≤ ∞ and M = M1 ⊗ · · · ⊗ Mℓ. Assume that ψ ∈ D(U,M).
(i) For µ ∈ Ξ˜k and M1, . . . ,Mℓ ∈ O˜n, we have
ψ ∈flTKZ(Mµ, h˜) ⇔ t˜r
n
k(ψ) ∈
flTKZ
(
t˜r
n
k(M)µ, h˜
)
and ψ ∈ S˜ (Mµ, h˜)⇔ t˜r
n
k(ψ) ∈ S˜
(
t˜r
n
k(M)µ, h˜
)
.
(ii) For µ ∈ Ξk and M1, . . . ,Mℓ ∈ On, we have
ψ ∈ TKZ(Mµ, h)⇔ tr
n
k(ψ) ∈ TKZ
(
trnk(M)µ, h
)
and ψ ∈ S (Mµ, h)⇔ tr
n
k(ψ) ∈ S
(
trnk(M)µ, h
)
.
(iii) For µ ∈ Ξk and M1, . . . ,Mℓ ∈ On, we have
ψ ∈ TKZ(Mµ, h) ⇔ tr
n
k(ψ) ∈ TKZ
(
tr
n
k(M)µ, h
)
and ψ ∈ S (Mµ, h)⇔ tr
n
k(ψ) ∈ S
(
tr
n
k(M)µ, h
)
.
For γ ∈ h˜∗n (resp., h
∗
n and h
∗
n), we define the operator h˜γ (resp., hγ and hγ) on N ∈ O˜n (resp.,
On and On) by h˜γ(v) = (γ, µ)v (resp., hγ(v) = (γ, µ)v and hγ(v) = (γ, µ)v for any weight vector
v ∈ N of the weight µ.
We need the following technical lemma.
Lemma 4.2. Let n ∈ N∪{∞} and let v be a weight vector of the weight µ in M := M1⊗· · ·⊗Mℓ.
(i) For µ ∈ P˜+n and M1, . . . ,Mℓ ∈ O˜n, we have
( ℓ∑
j=1
j,i
‹Ω
(i j)
n,− − (
1
2
h˜µ + ˜̺n)(i)))(v) = ( ∑
β∈Φ˜+n
Eβ(i)Eβ −
1
2
c˜(i)n
)
(v).
(ii) For µ ∈ P+n and M1, . . . ,Mℓ ∈ On, we have
( ℓ∑
j=1
j,i
Ω
(i j)
n,− − (
1
2
hµ + ̺n)
(i))
)
(v) =
( ∑
β∈Φ+n
Eβ(i)Eβ −
1
2
c(i)n
)
(v).
(iii) For µ ∈ P
+
n and M1, . . . ,Mℓ ∈ On, we have
( ℓ∑
j=1
j,i
Ω
(i j)
n,− − (
1
2
hµ + ̺n)
(i))
)
(v) =
( ∑
β∈Φ
+
n
Eβ(i)Eβ −
1
2
c(i)n
)
(v).
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Proof. We will prove (i). The proof of other cases are similar. We may assume that v =
v1 ⊗ · · · ⊗ vℓ such that vi is a weight vector of weight γ
i in Mi, for each i = 1, . . . , ℓ.( ℓ∑
j=1
j,i
‹Ω
(i j)
n,− − (
1
2
h˜µ + ˜̺n)(i)))(v)
=
( ℓ∑
j=1
j,i
(1
2
∑
k∈˜I+m(n)
((−1)2kE
(i)
k E
( j)
k − δk(K
(i)E
( j)
k + E
(i)
k K
( j))) +
∑
β∈Φ˜+n
Eβ(i)E
( j)
β
)
− (
1
2
h˜µ + ˜̺n)(i))(v)
=
(1
2
∑
k∈˜I+m(n)
((−1)2kE
(i)
k Ek − δk(K
(i)Ek + E
(i)
k K)) +
∑
β∈Φ˜+n
Eβ(i)Eβ
)
(v)
−
(1
2
∑
k∈˜I+m(n)
((−1)2kE
(i)
k E
(i)
k − δk(K
(i)E
(i)
k + E
(i)
k K
(i))) +
∑
β∈Φ˜+n
Eβ(i)E
(i)
β + ˜̺(i)n (v) + 12 h˜(i)µ )(v)
=
(1
2
(µ, γi) +
∑
β∈Φ˜+n
Eβ(i)Eβ
)
(v) − (
1
2
c˜(i)n +
1
2
h˜(i)µ
)
(v)
=
( ∑
β∈Φ˜+n
Eβ(i)Eβ −
1
2
c˜(i)n
)
(v).

The following theorem is an analogy of Theorem 3.15. Recall that Xλ, Xλ, Yλ and Yλ are
defined in Lemma 3.13.
Theorem 4.3. Let λi ∈ P+ and let V˜(λ˜i) ∈ O˜ be a highest weight module of weight λ˜i, for
i = 1, . . . , ℓ. Let M˜ := V˜(λ˜1) ⊗ · · · ⊗ V˜(λ˜ℓ), M := T (M˜) = T (V˜(λ˜1)) ⊗ · · · ⊗ T (V˜(λ˜ℓ)) and
M := T (M˜) = T (V˜(λ˜1)) ⊗ · · · ⊗ T (V˜(λ˜ℓ)). For λ ∈ P+, there are linear isomorphisms
ϕ : S˜ (M˜
λ˜
, h˜
λ˜
+ ˜̺) −→ S (Mλ, hλ + ̺)
ψ 7→ Yλψ
and
φ : S˜ (M˜
λ˜
, h˜
λ˜
+ ˜̺) −→ S (Mλ, hλ + ̺)
ψ 7→ Yλψ
with ϕ−1(ψ) = Xλψ, for ψ ∈ S (Mλ, hλ + ̺) and φ
−1(ψ) = Xλψ, for ψ ∈ S (Mλ, hλ + ̺).
Proof. We will prove the case for ϕ is an isomorphism and ϕ−1(ψ) = Xλψ for ψ ∈ S (Mλ, hλ +
̺). The other case is similar. Fix i ∈ {1, . . . , ℓ}. Let ψ ∈ D(U, M˜
λ˜
) such that ψ(z1, . . . , zℓ) are
singular vector in M˜ for all (z1, . . . , zℓ) ∈ U. By Lemma 4.2 and Lemma 3.2, we have( ℓ∑
j=1
j,i
R˜(i j)(
zi
z j
) + (
1
2
h˜
λ˜
+ ˜̺)(i))(ψ) = zi ℓ∑
j=1
j,i
Ω(i j)
zi − z j
(ψ) −
( ℓ∑
j=1
j,i
‹Ω
(i j)
− − (
1
2
h
λ˜
+ ˜̺)(i))(ψ)
= zi
ℓ∑
j=1
j,i
‹Ω(i j)
zi − z j
(ψ) −
( ∑
β∈Φ˜+n
Eβ(i)Eβ −
1
2
c˜(i)n
)
(ψ)
= zi
ℓ∑
j=1
j,i
‹Ω(i j)
zi − z j
(ψ) −
1
2
(λ˜i + 2ρ˜, λ˜i)ψ.
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Briefly, we have
(4.4)
( ℓ∑
j=1
j,i
R˜(i j)(
zi
z j
) + (
1
2
h˜
λ˜
+ ˜̺)(i))(ψ) = zi ℓ∑
j=1
j,i
‹Ω(i j)
zi − z j
(ψ) −
1
2
(λ˜i + 2ρ˜, λ˜i)ψ.
Similarly,
(4.5)
( ℓ∑
j=1
j,i
R(i j)(
zi
z j
) + (
1
2
hλ + ̺)
(i)
)
(ψ) = zi
ℓ∑
j=1
j,i
Ω(i j)
zi − z j
(ψ) −
1
2
(λi + 2ρ, λi)ψ,
for i ∈ {1, . . . , ℓ}, where ψ ∈ D(U, T (M˜)˜
λ
) such that ψ(z1, . . . , zℓ) are singular vectors in T (M˜)
for all (z1, . . . , zℓ) ∈ U.
Now, let ψ ∈ S˜ (M˜
λ˜
, h˜
λ˜
+ ˜̺). By (4.4), Proposition 3.3, Proposition 3.5 and Lemma 3.11,
we have
Yλ
( ℓ∑
j=1
j,i
R˜(i j)(
zi
z j
) + (
1
2
h˜
λ˜
+ ˜̺)(i))(ψ) = zi ℓ∑
j=1
j,i
‹Ω(i j)
zi − z j
(Yλψ) −
1
2
(λ˜i + 2ρ˜, λ˜i)Yλψ
= zi
ℓ∑
j=1
j,i
Ω(i j)
zi − z j
(Yλψ) −
1
2
(λi + 2ρ, λi)Yλψ.
By (4.5), we have Yλψ ∈ S (Mλ, hλ + ̺) since ψ ∈ S˜ (M˜λ˜, h˜λ˜ + ˜̺). On the other hand, we
assume ψ ∈ S (Mλ, hλ + ̺). By (4.4), Lemma 3.11, Proposition 3.5 and Proposition 3.3, we
have
Xλ
( ℓ∑
j=1
j,i
R(i j)(
zi
z j
) + (
1
2
hλ + ̺)
(i)
)
(ψ) = Xλzi
ℓ∑
j=1
j,i
‹Ω(i j)
zi − z j
(ψ) −
1
2
(λi + 2ρ, λi)Xλψ
= zi
ℓ∑
j=1
j,i
‹Ω(i j)
zi − z j
(Xλψ) −
1
2
(λ˜i + 2ρ˜, λ˜i)Xλψ.
By (4.4), we have Xλψ ∈ S˜ (M˜λ˜, h˜λ˜+ ˜̺) since ψ ∈ S (Mλ, hλ+̺). Now, the proof is completed
by Lemma 3.13. 
The following corollary is analogous to Corollary 3.17 and it is a direct consequence of
Proposition 4.1 and Theorem 4.3.
Corollary 4.4. Let n ∈ N and λi ∈ P+ such that λ
i
∈ P
+
n , for i = 1, . . . , ℓ. Let V i denote the
parabolic Verma module ∆n(λ
i
) (resp., irreducible module Ln(λ
i
)) in On of highest weight λ
i
,
for i = 1, . . . , ℓ, and let V := V1 ⊗ · · · ⊗ Vℓ. Let µ ∈ P
+ such that µ ∈ P
+
n and µ is a weight
of V and let k0 :=
∑
j≥ 12
µ(E j). For a fixed k ≥ k0, let Vi denote the parabolic Verma module
∆k(λ
i) (resp., irreducible module Lk(λ
i)) in Ok of highest weight λ
i, for i = 1, . . . , ℓ, and let
V := V1 ⊗ · · · ⊗ Vℓ. Then there is a linear isomorphism between the singular solution spaces
S (Vµ, hµ + ̺n) and S (Vµ, hµ + ̺k).
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4.1. Trigonometric (super) KZ equations for modules over G˜n Gn and Gn. In this subsec-
tion, we show that there is an one-to-one correspondence between the solutions of the trigono-
metric (super) KZ equations for tensor product of modules in O˜n (resp., On and On) and for
tensor product of the corresponding G˜n- (resp., Gn- and Gn-)modules.
Recall that the Casimir symmetric tensors ‹˚Ωn (resp., Ω˚n and Ω˚n) for
˚˜
Gn (resp., G˚n and G˚n)
are defined in (3.8). For n ∈ N, we define the operators ‹˚Ωn,0, ‹˚Ωn,+, ‹˚Ωn,− (resp., Ω˚n,0, Ω˚n,+, Ω˚n,−,
and Ω˚n,0, Ω˚n,+, Ω˚n,−) on M ⊗ N, for any M,N ∈ O˜n (resp., On and On), by
‹˚Ωn,0 :=
1
2
∑
j∈˜I+m(n)
(−1)2 jE j ⊗ E j,
‹˚Ωn,+ := ‹˚Ωn,0 +
∑
β∈Φ˜+n
(−1)|Eβ |Eβ ⊗ E
β, ‹˚Ωn,− := ‹Ωn,0 +
∑
β∈Φ˜+n
Eβ ⊗ Eβ,
Ω˚n,0 :=
1
2
∑
j∈I+m(n)
E j ⊗ E j,
Ω˚n,+ := Ω˚n,0 +
∑
β∈Φ+n
(−1)|Eβ |Eβ ⊗ E
β, Ω˚n,− := Ω˚n,0 +
∑
β∈Φ+n
Eβ ⊗ Eβ,
Ω˚n,0 :=
1
2
∑
j∈I
+
m(n)
(−1)2 jE j ⊗ E j,
Ω˚n,+ := Ω˚n,0 +
∑
β∈Φ
+
n
(−1)|Eβ |Eβ ⊗ E
β, Ω˚n,− := Ω˚n,0 +
∑
β∈Φ
+
n
Eβ ⊗ Eβ.
We also define
‹˚Rn(z) :=
z‹˚Ωn,+ + ‹˚Ωn,−
z − 1
, R˚n(z) :=
zΩ˚n,+ + Ω˚n,−
z − 1
, R˚n(z) :=
zΩ˚n,+ + Ω˚n,−
z − 1
, for z ∈ C\{1}.
Recall that we identify the Cartan subalgebras ‹Hn (resp., Hn and Hn) with h˜n (resp., hn and
hn) and we identify the dual space of ‹Hn (resp., Hn and Hn) with the dual space of h˜n (resp.,
hn and hn). Let h˜ (resp., h and h) be an operator defining on every N ∈ O˜n (resp., On and
On) simultaneously such that the restriction of h˜ (resp., h and h to each weight space of N is a
multiple of the identity map. Let U be an nonempty open subset in the configuration space Xℓ.
Let M := M1 ⊗ · · · ⊗ Mℓ for M1, . . . ,Mℓ ∈
˚˜
On (resp., O˚n and O˚n). We refer to Subsection 3.4
for the definition of
˚˜
On (resp., O˚n and O˚n). For a fixed nonzero complex number κ, h˜, h, h and
ψ(z1, . . . , zℓ) ∈ D(U,M), we consider the trigonometric (super) KZ equations associated to G˜n,
Gn and Gn, respectively, defined by
(4.6) (κzi
∂
∂zi
−
ℓ∑
j=1
j,i
‹˚R(i j)n (
zi
z j
) − h˜(i))ψ = 0, ψ ∈ D(U,M), for i = 1, . . . , ℓ;
(4.7) (κzi
∂
∂zi
−
ℓ∑
j=1
j,i
R˚(i j)n (
zi
z j
) − h(i))ψ = 0, ψ ∈ D(U,M), for i = 1, . . . , ℓ;
(4.8) (κzi
∂
∂zi
−
ℓ∑
j=1
j,i
R˚
(i j)
n (
zi
z j
) − h
(i)
)ψ = 0, ψ ∈ D(U,M), for i = 1, . . . , ℓ.
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Let f˚lTKZ(Mµ, h˜) (resp., ˚TKZ(Mµ, h) and
˚TKZ(Mµ, h)) denote the set of the solutions ψ ∈
D(U,Mµ) for the trigonometric (super) KZ equation (4.6) (resp., (4.7) and (4.8)) for each
weight of M. Let
˚˜
S (Mµ, h˜) (resp., S˚ (Mµ, h) and S˚ (Mµ, h)) be a subset off˚lTKZ(Mµ, h˜) (resp.,
˚TKZ(Mµ, h) and
˚TKZ(Mµ, h)) consisting of singular solutions.
Note that we have
ι ⊗ ι
(
‹˚R
(i j)
n (
zi
z j
)
)
= R˜
(i j)
n (
zi
z j
), for i , j;
ι ⊗ ι
(
R˚
(i j)
n (
zi
z j
)
)
= R
(i j)
n (
zi
z j
) +
n(zi+z j)
2(zi−z j)
K ⊗ K, for i , j;(4.9)
ι ⊗ ι
(
R˚
(i j)
n (
zi
z j
)
)
= R˚
(i j)
n (
zi
z j
) −
n(zi+z j)
2(zi−z j)
K ⊗ K, for i , j.
Analogous to Proposition 3.18, we have the following proposition using (4.9) by direct
computation.
Proposition 4.5. Let n ∈ N, M = M1 ⊗ · · · ⊗ Mℓ and ψ(z1, . . . , zℓ) ∈ D(U,M).
(i). ψ ∈f˚lTKZ(M, h˜) (resp.,
˚˜
S (M, h˜)) if and only if ψ ∈flTKZ(Ψn(M), h˜) (resp., S˜ (Ψn(M), h˜)),
for Mi ∈
˚˜
On(di), di ∈ C, i = 1, . . . , ℓ.
(ii). ψ ∈ ˚TKZ(M, h) (resp., S˚ (M, h)) if and only if
ℓ∏
1≤i< j≤ℓ
(zi − z j)
−ndid j
κ
ℓ∏
r=1
z
ndr (d−dr)
2κ
r ψ ∈
TKZ(Ψn(M), h) (resp., S (Ψn(M), h)), for Mi ∈ O˚n(di), di ∈ C, i = 1, . . . , ℓ and
d =
∑ℓ
i=1 di.
(iii). ψ ∈ ˚TKZ(M, h) (resp., S˚ (M, h)) if and only if
ℓ∏
1≤i< j≤ℓ
(zi − z j)
ndid j
κ
ℓ∏
r=1
z
−ndr(d−dr)
2κ
r ψ ∈
TKZ(Ψn(M), h) (resp., S (Ψn(M), h)), for Mi ∈ O˚n(di), di ∈ C, i = 1, . . . , ℓ and
d =
∑ℓ
i=1 di.
Remark 4.6. We have an analogous result of Remark 3.19 for super KZ equations. By Corol-
lary 4.4 and Proposition 3.18, we have an one-to-one correspondence between the singular
solutions of weight λ of the trigonometric super KZ equation for the tensor product of para-
bolic Verma modules (resp. irreducible modules) in O˚n for h = hλ + ̺ and n ∈ N and the
singular solutions of weight λ of the trigonometric KZ equation for the tensor product of the
corresponding parabolic Verma modules (resp. irreducible modules) in O˚k for h = hλ + ̺ and
sufficiently large k.
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