We present a closed form upper bound for the average pairwise error probabilities (PEP) of space-time codes for a keyhole channel. It is derived from the exact conditional PEP for given fading channel coefficients, using a moment generating function-based approach. We include simulation results for varying numbers of antennas which affirm that the proposed PEP serves as a tight bound for codes in a keyhole channel.
1 Introduction denote matrices. The Frobenius norm is denoted || · ||, while the transpose and conjugate transpose are denoted T and † respectively. An expectation is indicated by E[·], and CN (0, 1) denotes a complex Gaussian random variable with zero mean and unit variance and is also circular symmetric. Finally, C denotes the set of complex numbers.
Keyhole Channel
Consider a screen with a small hole (called a keyhole) between M transmitter and N receiver antennas in a quasi-static frequency-flat fading channel. See Figure 1 . The transmitted signals can propagate to the receiver antennas only by passing through the keyhole. This situation is modelled by assuming that the fading coefficients of the N ×M channel matrix H are a product of two uncorrelated Gaussian random variables.
Specifically, set β ∈ C N ×1 = [β 1 , β 2 , . . . , β N ] T and α ∈ C M ×1 = [α 1 , α 2 , . . . , α M ] T , where β i and α j are assumed to be independent CN (0, 1) random variables, representing scatterings at the transmitter and receiver antennas respectively. Then, by [1] , the channel matrix is H = βα T . The matrix has rank(H) = 1; in other words, a keyhole causes a rank deficiency of the channel matrix H.
Let X be an M × M transmitted matrix. Then the corresponding N × M received matrix Y is modelled by Y = HX + W where W is an N × M additive noise matrix whose elements are independent CN (0, 1). The receiver uses maximum-likelihood criterion to decode the message.
Moment Generating Function (MGF)-Based Approach
Let P (E|Y = y) be the conditional probability of error for a given nonnegative random variable Y , and let p Y (y) be the probability density function (pdf) of Y . The average probability of error is
Suppose the conditional probability of error for a given Y is of the form P (E|Y = y) = ke −sy where k and s are positive constants. Then the average probability of error is computed as
Now consider a keyhole channel whose channel matrix is H = βα T and set Y = ||H|| 2 . Then
where now U and V are Chi-square random variables with 2M
and 2N degrees of freedom respectively (we note that setting Y which is a product of two random variables will be used later to analyze an average PEP from a conditional PEP for a given product of two random variables of (11) in Section 4). For y ≥ 0, the pdf of Y = U V is computed by [10] 
where Γ(·) is the gamma function. To express its MGF, we recall the degenerate hypergeometric function Ψ(a, b; z) and the generalized hypergeometric function p F q (a 1 , a 2 , . . . , a p ; b 1 , b 2 , . . . , b q ; z); see Appendix A. It is shown in [10] that the MGF of Y = U V is given by
4 Pairwise Error Probability (PEP)
Consider a multiple-input multiple output system with M transmitter and N receiver antennas in a Rayleigh flat fading channel with fading coefficients
. Let H = βα T denote the corresponding channel matrix, let ρ denote the SNR at each receiver antenna, and assume that the expected value of the sum of all transmitted signal powers equals to one. Further, recall that the
2 dt, and let us use † to denote the conjugate transpose of a matrix and tr to denote its trace.
Then the exact conditional PEP that the receiver antennas erroneously decodes e from a codeword c is given by [12] 
where B(c, e) = e − c is defined as the difference matrix of the codewords c and e.
The codewords are in general M × l matrices, where l is the length of the codeword sequence. If the space-time code is to be full rank 1 then we must have l ≥ M .
To bound the value of P PEP , we first note that
See Figure 2 , which plots Q(x) compared with Q 1 (x) and Q 2 (x). We can see that when x ≤ 2 π , Q 1 (x) gives the better upper bound of Q(x), whereas when x ≥ 2 π , Q 2 (x) gives the better upper bound. Hence (7) is equivalent to saying that we approximate Q(x) by min(Q 1 (x), Q 2 (x)).
Using the Upper Bound Q 1
Using the upper bound Q 1 as given in (7), the exact PEP in (6) is bounded by
Recall that the M ×M matrix B(c, e)B(c, e) † is hermitian and positive semi-definite. Hence it admits a singular value decomposition B(c, e)B(c, e) † = U DU † , where U is an M ×M unitary matrix whose columns are eigenvectors of B(c, e)B(c, e) † , and In what follows, we will assume that rank(B) = M ; that is, we assume that B(c, e)B(c, e) † is positive definite (not just positive semi-definite) and hence that λ i > 0 for all i [13] .
Consider now the specific case of a keyhole channel. Substituting H = βα T and B(c, e)B(c, e) † = U DU † in (8) gives
since U is unitary, it follows that γ = α . Then we may write
Recalling that λ 1 ≥ λ 2 ≥ . . . ≥ λ M > 0, we may further simplify the above expression to deduce that
where we have defined λ c,e min = λ M , the minimum eigenvalue of the matrix B(c, e)B(c, e) † .
It now follows that the conditional PEP in the equation (9) is
where we recall that Y = U V = ||α|| 2 ||β|| 2 , from Section 3.
We note that the bound on conditional PEP determined in (11) has the form ke −sY , with k = 1/2 and s = ρ 4 λ c,e min , and Y = U V with U , V Chi-square random variables with 2M and 2N degrees of freedom, respectively. It follows that we may apply an MGF-based approach to bounded the average probability of error. That is, we deduce from (2) through (5) that the average probability of error for space-time codes on a keyhole channel, P (E), is bounded by
Using the Upper Bound Q 2
Using the upper bound Q 2 as given in (7) to bound the exact conditional PEP in (6) gives the bound
tr(HB(c, e)B(c, e) † H † )
.
Repeating the argument of the preceding section, with H = βα T , we deduce that tr(HB(c, e)B(c, e)
Hence we may bound the numerator of (14) from above and the denominator of (14) from below to obtain
Recall that Y is defined as Y = U V = ||α|| 2 ||β|| 2 with U and V Chi-square random variables with 2M and 2N degrees of freedom respectively. Hence to compute the average probability of error P (E) from the bound on condition PEP given in (15), we define a new term called the modified MGF of Y as
Using the pdf of Y given in (3), the modified MGF of Y can be computed by
Hence, using the modified MGF computed in (17) and the conditional PEP in (15), that is, setting
and s = ρ 4 λ c,e min , we deduce that the average PEP of space-time codes using the upper bound Q 2 is
It is also written in the terms of the degenerate hypergeometric function as
Consequently, we can summarize our proposed bound on the average PEP of erroneously decoding e for c over a keyhole channel as
where P PEP 1 and P PEP 2 are as defined in (12) and (18) respectively.
Block Error Rate and Union Bound Performance
, where the number of columns of V l is equal to M , the number of transmitter antennas. The average PEP for a given transmitted V l is
where P PEP (l, l ) is defined in (20). We may assume that all codewords occur with the same probability, hence, the block error rate (BLER) of space-time codes of order L for a keyhole channel is computed
In the case that V is suitably symmetric, e.g. V is a unitary group constellation, the block error rate given in (22) is reduced to
We note that a union bound on the block error rate may be determined by defining λ min = min l,l ={0,1,...,L−1}, l =l (λ l,l min ); then for a space-time code of order L is approximated by P U BLER ≤ (L − 1)P PEP (λ c,e min = λ min ).
Performance of 2 × 2 Orthogonal Space-Time Block Codes
We compare simulation results with the analytical block error rate from (22) using the proposed bound on PEPs in (20), for a 2 × 2 orthogonal space-time block code [14] . Since this code is a group (in fact a subgroup of the special unitary group of rank 2 SU (2)), we can compute its block error rate using
The performance is considered by plotting block error rate against SNR in dB, using a Monte-Carlo simulation over a keyhole channel. We consider 2 × 2 orthogonal space-time block codes for M = 2 transmitter antennas. The transmitted signal matrix is
where x and y are chosen from BPSK signals. Hence L = 4 and this code has data rate R = log 2 4/2 = 1 bits/s/Hz. Figure 3 shows the block error rate performance for N = 1, 2 and 3 receiver antennas.
The analytical curves in Figure 3 are the function min(P PEP 1 , P PEP 2 ), as defined in (12) and (18) 2 .
Using the upper bounds of the Q-function which arises in the expression for the exact conditional PEP yields a gap between the analytical curves and the simulations. However we can see that the proposed PEP will give particularly tight upper bound on the simulation at high SNR.
Conclusion and Future Work
We have derived a closed form solution for the average PEP of space-time codes over a keyhole channel, as shown in (12) and (18). The block error rate performance obtained from our proposed PEP gives a good tight upper bound compared to simulation.
This PEP is an improvement on that given in [9] , both in its simplicity and in that it applies even when the eigenvalues are not distinct (which arises, for example, in the Alamouti space-time code).
On the other hand, note that the key upper bound (10) would not be tight in the case that there is a large disparity in the sizes of the eigenvalues. Hence future work should consider tightening the bound in this case, as well as extending to rank deficient codes.
¿From the proposed average PEPs presented in (12) and (18) and given that the generalized hypergeometric function 2 F 0 is an increasing function, a design criterion of robust codes for a keyhole channel might be to maximize the λ min of B(c, e)B(c, e) † for all distinct codewords c and e. An extension work would be to find a method to construct space-time codes which meet this design criterion; this is a max-min eigenvalue problem that can be done by the power method using the POWER software [3] . 
