A unitary design is a collection of unitary matrices that approximate the entire unitary group, much like a spherical design approximates the entire unit sphere. In this paper, we use irreducible representations of the unitary group to find a general lower bound on the size of a unitary t-design in U(d), for any d and t. We also introduce the notion of a unitary code -a subset of U(d) in which the trace inner product of any pair of matrices is restricted to only a small number of distinct values -and give an upper bound for the size of a code of degree s in U(d) for any d and s. These bounds can be strengthened when the particular inner product values that occur in the code or design are known. Finally, we describe some constructions of designs: we give an upper bound on the size of the smallest weighted unitary tdesign in U(d), and we catalogue some t-designs that arise from finite groups. *
Introduction
Recently, problems in quantum information theory [6, 14, 19] have led to the study of a variation of spherical t-designs in which the points of the design are elements of the unitary group rather than points on a unit sphere.
Let X be a finite subset of U(d), the group of d × d unitary matrices. Then X is called a unitary t-design if
where dU denotes the unit Haar measure (the unique invariant measure on U(d) normalized so that U(d) dU = 1). In this paper, we find lower bounds on the size of a unitary t-design by observing that, as implied by (1), the space linearly spanned by the matrices U ⊗r ⊗(U * ) ⊗s over all choices U ∈ U(d) is the same as that under the restriction U ∈ X whenever r + s = t. In the process, we find that there is a duality between unitary designs and unitary codes, which are finite subsets of the unitary group in which few inner product values occur between elements. We also give upper bounds on the size of a unitary code.
In order to verify directly that a set of unitary matrices forms a t-design, the RHS of (1) must be evaluated explicitly; this has been done by Collins [4] and Collins andŚniady [5] . In particular, X is a unitary 1-design if and only if 1 |X|
where P (12) maps u 1 ⊗ u 2 to u 2 ⊗ u 1 ; X is a unitary 2-design if and only if
where here P (13) (24) , for example, is the representation of the permutation (13)(24) (written in cycle notation) in (C d ) ⊗4 , and maps u 1 ⊗ u 2 ⊗ u 3 ⊗ u 4 to u 3 ⊗ u 4 ⊗ u 1 ⊗ u 2 . For an evaluation of the integral for t > 2, see [19] .
There is a second characterization of unitary t-designs, originally based on a bound of Welch [24] , which is easier to compute. See [19, Theorem 5.4] for a proof of the following.
Theorem 1. For any finite
with equality if and only if X is a t-design.
The RHS of (2) can also be evaluated explicitly: it is the number of permutations of {1, . . . , t} that have no increasing subsequence of length greater than d. For example, if d ≥ t, then the RHS is t!. See Diaconis and Shahshahani [11] and Rains [17] for details.
Let Hom(r, s) denote the polynomials that are homogeneous of degree r in the matrix entries of U ∈ U(d) and homogeneous of degree s in the entries of U * . Then a third characterization is the following: X is a t-design if, for every f ∈ Hom(t, t),
Every t-design is also a (t − 1)-design. To see this, note that the constant function U → tr(U * U)/d = 1 is in Hom(1, 1). It follows that every f ∈ Hom(t−1, t−1) can be embedded in Hom(t, t) by multiplying by the constant function 1. As with spherical t-designs, we are interested in finding t-designs of minimal size. For applications in quantum information theory, 2-designs are currently generating the most interest.
The outline of the paper is as follows. In Section 2, we discuss irreducible representations of the unitary group, which are needed to describe the results in later sections. In Section 3, we introduce unitary designs and their dual notion, unitary codes. We give lower bounds on the size of a design in terms of its strength and upper bounds on the size a code in terms of its degree; we call these bounds the absolute bounds, as they closely resemble the absolute bounds for spherical t-designs and codes found by Delsarte, Goethals, and Seidel [9, 10] . In Section 4, we introduce zonal orthogonal polynomials for U(d), which are used in Section 5 to give more precise bounds when distances in a design or code are specified; these bounds are called relative bounds. In Section 6, we discuss weighted t-designs: there is an upper bound on the size of the smallest weighted t-design in U(d). Finally, in Section 7, we catalogue constructions of designs from finite groups.
Unitary Representations
We begin by describing the irreducible representations of U(d). In fact, it will suffice to describe the irreducible representations GL(d, C). It is clear that every representation of GL(d, C) restricts to a representation of U(d); however, the converse is also true. Call a representation (ρ, V ) of GL(d, C) algebraic if the matrix entries of ρ(M), M ∈ GL(d, C), are polynomials in the matrix entries M ij and det(M) −1 . The following theorem is given by Bump [2, Theorem 38.3].
Theorem 2. Every finite-dimensional representation of U(d) extends uniquely to an algebraic representation of GL(d, C).
So, while many of the results quoted below were originally given for GL(d, C), they apply equally well to U(d).
The irreducible representations of U(d) have been studied extensively in Lie theory and much is known of them. In particular, they may be indexed by nonincreasing integer sequences of length d, µ = (µ 1 , . . . , µ d ), where µ i ∈ Z and µ i ≥ µ i+1 . Weyl's character formula then gives the dimension 
By way of example, the standard representation ρ µ (U) = U is indexed by µ = (1, 0, . . . , 0), which gives
There is generally more than one irreducible representation with the same dimension.
Given a nonincreasing integer sequence µ, let |µ| denote the sum of the entries of µ. If µ is a partition of k, then |µ| = k. Also, let µ + denote the subsequence of µ of positive integers. For example, if µ := (1, 1, 0, −1),
⊗s into irreducible GL(d, C) representations has been described by Stembridge [22, 23] , and this decomposition also applies to U(d Next, we explain how the dimension of the span of the matrices of a representation relate to the dimension of the representation itself.
Proof.
We may identify each matrix entry (i, j) with a function f ij : U(d) → C such that f ij (U) = ρ µ (U) ij ; therefore, we may also identify M µ with the space of matrix coefficient functions.
To see the dimension is exactly d µ 2 , it suffices to show that the functions f ij are linearly independent as functions on U(d). This follows from the Schur orthogonality relations (see Bump [2, Theorem 2.4] for example), which state that f ij and f kl are orthogonal for (i, j) = (k, l). 
Proof. First, we claim that multiplicities do not play a role in the dimension of M = span{ρ(U) : U ∈ U(d)}. For, suppose the irreducible component V µ occurs m µ times. Then the block diagonalized component of ρ(U) corresponding to V µ has the form
and the vector space spanned by {ρ µ (U) ⊗ I mµ : U ∈ U(d)} is isomorphic to the space spanned by {ρ µ (U) : U ∈ U(d)}. Next, we claim that if V µ and V ν are nonisomorphic irreducible representations, then every matrix coefficient function from ρ µ (U) is orthogonal to every matrix coefficient function from ρ ν (U). This is also a consequence of the Schur orthogonality relations: see
Combining these results we obtain the following closed form for the dimension of the space spanned by all representation matrices ρ(U) = U ⊗r ⊗(U * ) ⊗s . For later convenience, this is phrased in terms of the dual space of homogeneous polynomials of degree r in the matrix entries of U ∈ U(d) and degree s in the entries of U * , which we denote Hom(r, s) or, in the following, Hom(U(d), r, s) to be explicit.
Theorem 7.
For positive integers d, r, and s,
where the sum is over nonincreasing, length-d integer sequences µ, and 
Additionally, it is easy to show that
Furthermore, since the number of independent homogeneous polynomials of degree k in n variables is
, and in U(d) we have d 2 variables, we also have
Finally, since Hom(U(d), r, s) can be embedded into Hom(C d 2 , r, s) as a subspace, the dimension of the latter provides an upper bound to the dimension of the former:
Absolute bounds
In this section we use the dimension of Hom(U(d), r, s) to give an upper bound on the size a unitary design, as well as an analogous lower bound on the size of a unitary code. These bounds are absolute, meaning they depend only on the strength of the design or the degree of the code, rather than the distances that occur in the subset. Recall that X is a unitary t-design if for every f ∈ Hom(t, t) = Hom(U(d), t, t),
The inner product for functions f and g on U(d) is the average value of f g:
Similarly, we use f, g X to denote the average value of f g over X, for any finite subset X ⊆ U(d): this is an inner product for functions on X. It follows that X is a unitary t-design if and only if
The absolute bound for designs is the following:
Proof. Let S 1 , . . . , S N be an orthonormal basis for Hom(⌈t/2⌉, ⌊t/2⌋). Then S i S j is in Hom(t, t). Since X is a t-design,
So, the polynomials S i : X → C are orthogonal (and therefore independent) as functions on X. The space of functions on X has dimension |X|, which is at least the number of independent elements N.
2 + 2 was first found by Gross, Audenaert, and Eisert [14] . If equality holds in Theorem 8, then Hom(⌈t/2⌉, ⌊t/2⌋) spans the space of functions on X. At the end of Section 5 we will make further comments on this case.
The proof of Theorem 8 in fact shows |X| ≥ D(d, r, s) for any t-design X, whenever r + s = t; in particular, |X| ≥ D(d, t, 0) =
Constructions meeting the latter asymptotic lower bound are known for U(2) [19] .
Define a finite subset X ⊆ U(d) to be a unitary code of degree s or a unitary s-distance set if |tr(U * M)| 2 takes only s distinct values for all U = M in X.
Moreover if some U and M in X are orthogonal, then
Then A U is in Hom(s, s), and A U (M) = 0 for every M ∈ X except U (and A U (U) is nonzero). Therefore the set of functions {A U : U ∈ X} are linearly independent in Hom(s, s), and there are |X| such functions.
In the case when α 1 = 0, consider
Zonal orthogonal polynomials
Let χ µ denote the character for an irreducible representation (ρ µ , V µ ). Then define a zonal orthogonal polynomial as follows, for U and M in U(d):
It is clear that Z µ,U (M) depends only on U * M; in fact, Z µ,U (M) depends only on the eigenvalues of U * M, since the characters χ µ (U * M) are symmetric functions of the eigenvalues of U * M. The functions are called zonal for this reason: they depend only on the "zone", or spectrum, of the matrices. (They are called polynomials because they are polynomial in the eigenvalues of U * M and their conjugates, and they are called orthogonal because Z µ,U and Z ν,M are orthogonal for µ = ν.) This concept of "zone" is more general than that of spherical codes and designs [13, Chapter 15] , where the zonal orthogonal polynomials are univariate.
These polynomials have a number of special properties which will be used in the next section to derive bounds for unitary codes and designs. The most useful is following:
Proof. Recall that by the Schur orthogonality relations, the functions f ij (M) := d µ ρ µ (M) ij form an orthonormal basis for M µ . Since
where in the last line we have written p in terms of the basis {f ij }.
It follows from Lemma 10 that any polynomial in M µ which is orthogonal to every Z µ,U must be identically zero. Therefore the set {Z µ,U : U ∈ U(d)} spans M µ , and we can use zonal orthogonal polynomials to characterize designs. Proof. X is a t-design if and only if 1, f X = 1, f for every f ∈ Hom(t, t). Since {Z µ,U : U ∈ U(d), |µ| = 0, |µ + | ≤ t} spans Hom(t, t), we see that X is a t-design if and only if 1, Z µ,U X = 1, Z µ,U for all U and µ. But M µ is orthogonal to M 0,...,0 for µ = (0, . . . , 0), so 1, Z µ,U = 0.
We can write down a closed form of Z µ as a symmetric polynomial in d variables, so that if {λ i } is the spectrum of Λ = U * M,
The following is the content of 
Then the character of V µ is
By way of example, the character of V (1,0,...,0) , the standard representation, is χ (1,0, 
, where λ i are the eigenvalues of Λ. The dimension of V (1,0,...,0) is d, so the first zonal orthogonal polynomial is Table 1 : The first few characters and zonal orthogonal polynomials, for sufficiently large d, given in terms of Λ = U * M and its eigenvalues λ i .
Relative bounds
With zonal orthogonal polynomials in place, we can get a bound on the size of a unitary code which depends on the particular inner product values that occur. These bounds are called relative bounds, in contrast with the absolute bound in Theorem 9 that depends only on the number of distinct inner product values. The proof, which in some sense uses linear programming, mimics the relative bounds of Delsarte [8] for codes in association schemes and the bounds of Delsarte, Goethals, and Seidel [9] for spherical codes. 
Theorem 13. Let F be a function of the eigenvalues of a matrix and X a finite subset of U(d) such that F (U * M) is real and non-positive for every
U = M in X. If F = |µ|=0 c µ Z µ ,
Moreover, if c µ > 0 for every |µ + | ≤ t, then equality holds in equation (4) if and only if X is a t-design.
Proof. Since F (U * M) ≤ 0 for every U = M, summing over all M ∈ X, we have
Then averaging over all U ∈ X,
Using Lemma 10, the inner sum is non-negative for µ = (0, . . . , 0):
On the other hand Z (0,...,0) (U * M) = 1 for all U and M. Therefore, 
Corollary 14. If X is a unitary 1-distance set with |tr(U
* M)| 2 = α < 1 for all U = M in X, then |X| ≤ d 2 − α 1 − α .
Equality holds if and only if X is a 1-design.
Proof. Take F to be the annihilator of α,
we may write
and so by Theorem 13
More generally, for any X ⊂ U(d) let
If α < 1, then the argument of Corollary 14 shows that |X| ≤
, with equality if and only if X is an equiangular 1-design. In particular, when α =
, we find that |X| ≤ d 4 − 2d 2 + 2 (the bound in Theorem 8 for 2-designs).
Corollary 15. Let X be a unitary 2-distance set with |tr(U
Equality holds if and only if X is a 2-design.
, the annihilator of α and β, and write it in terms of zonal orthogonal polynomials. Define 
Therefore,
Applying Theorem 13,
In particular, if X is the union of a set of mutually unbiased unitaryoperator bases [19, Theorem 5.6] , then {α, β} = {0, 1} and
with equality if and only if X is a 2-design.
Every s-distance set in U(d) is also (up to scaling) an s-distance set in the complex space C d 2 . When s = 1, the bound in Corollary 14 coincides with the bound for complex lines due to Delsarte, Goethals and Seidel [9, Tables 1 & 2] . However, the upper bounds in Theorem 9 and Corollary 15 for sets in U(d) are smaller than the upper bounds for sets in C d 2 . There is also a (less useful) relative bound for designs. 
Theorem 16. Let F be a symmetric function of the eigenvalues of a matrix, suppose X is a unitary
t-design such that F (U * M) ≥ 0 for every U = M in X. If F = |µ|=0 c µ Z µ ,
Equality holds if and only if F (U
Again we give two examples.
with equality if and only if |tr(U * M)| 2 = α for all U and M.
Proof. Take F to be the annihilator of α, as in Corollary 14. Then apply Theorem 16.
Corollary 18. Let α and β satisfy
with equality if and only if |tr(U * M)| 2 ∈ {α, β} for all U and M.
In particular, if X is a 2-design such that |tr(
with equality if and only if |tr(U * M)| 2 ∈ {0, β} for all U and M. A unitary t-design X is tight if it satisfies the bound in Theorem 8 with equality:
Other types of tight designs, such as tight spherical designs or tight complex projective designs, play an important role in algebraic combinatorics [9] and quantum information [18] . They are less significant here as they appear to be very rare: numerical searches have not revealed any tight t-designs at all for t > 1. Nevertheless, if they do exist, Theorem 16 gives some necessary conditions for their structure.
Corollary 19. For r = ⌈t/2⌉ and s = ⌊t/2⌋, define
Proof. Since F t (λ) ∈ Hom(r, s), it follows that G t (λ) = |F t (λ)| 2 is in Hom(t, t). Moreover, G t (U * M) ≥ 0 for every U = M in X, and relations in the Schur polynomials show that when G t is written in the form µ c µ Z µ (λ), we have c (0,...,0) = F t (I). Applying Theorem 16, we find that
Equality holds only if
A tight unitary 1-design in U(d) has size d 2 , and the matrices of the design are orthogonal. Such designs exist and are called unitary operator bases [15] . A tight 2-design has size d 4 − 2d 2 + 2 and is equiangular with angle |tr(U
(see also [19, Theorem 5.5] 
Weighted designs
Let X be a finite subset of U(d) and let w : X → R be a positive weight function (i.e., w > 0, U ∈X w(U) = 1). Then (X, w) is a weighted unitary t-design if
Every t-design X is a weighted t-design with weight function w(x) := 1/|X|. Many results about t-designs apply equally well to weighted t-designs. In particular, from the proof of Theorem 8 we get the following:
Equality holds only if X is a t-design.
The fact that equality holds only for unweighted designs follows from an argument of Levenshtein [16, Theorem 4.3] . The bounds in Theorem 16 and Corollaries 17 and 18 also hold for weighted designs, with equality only if the designs are unweighted.
For many applications of classical design theory or spherical designs, weighted designs are just as useful as unweighted designs. Moreover, weighted designs are easier to find. Here, we give an upper bound on the size of smallest weighted t-design, using arguments of Godsil [13, Theorem 14.10 .1] (see also [12] ) and de la Harpe and Pache [7, Proposition 2.6 ].
Theorem 21. For any t and d, there exists a weighted
Proof. Given a nonincreasing integer sequence µ = (µ 1 , . . . , µ d ), define µ := (−µ d , . . . , −µ 1 ), and note that
, where we take {µ 1 , . . . , µ N } = {µ : 0 < |µ + | ≤ t, |µ| = 0}. Since |µ + | = |µ + | for |µ| = 0, the polynomial Z µ,U (M) = Z µ,U (M) appears as an entry in f U whenever Z µ,U (M) does (i.e. V µ * appears in the irreducible decomposition of V ⊗t ⊗ (V * ) ⊗t with the same multiplicity as V µ ). Now define Ω X := {f U : U ∈ X} and
Now, for any µ = (0, . . . , 0),
and thus
which means the zero function 0 is in the convex hull ofΩ U(d) ; see [7, Lemma 2.5] . By Carathéodory's theorem, there exists a finite subset X ⊆ U(d) for which 0 is also in the convex hull ofΩ X . That is, there are positive real weights w(U), with U ∈X w(U) = 1, such that
and thus,
independent of M. This means (X, w) is a weighted t-design (by Corollary 11 in the weighted case). Moreover, again by Carathéodory's theorem, X can be chosen with cardinality
In fact, since U(d) is connected, the bound can be improved by one: |X| ≤ D(d, t, t) − 1; see de la Harpe and Pache [7, Proposition 2.7] .
Constructions
Some constructions of 2-designs were given by Dankert, Cleve, Emerson and Livine [6] and Gross, Audenaert and Eisert [14] . The argument of Seymour and Zaslavsky [21] shows that U(d) t-designs exist for every t and d [19, Corollary 5.3] , and the result of the previous section bounds the size of the smallest weighted t-design to O(d 4t ). Since U(2) t-designs are equivalent to RP 3 t-designs [19] , the interesting dimensions are d > 2, in which case, all of the known constructions with t > 1 come from groups.
Group designs were defined by Gross et al [14] as the images of unitary representations of finite groups. We make good use of Theorem 1 in this section and thus restate it here for the special case of group designs. Let ρ be a unitary representation of a finite group G. Since ρ(g) * ρ(h) = ρ(g −1 h) for all elements g and h, we can test whether X = {ρ(g) : g ∈ G} is a unitary t-design in terms of the character χ = tr ρ alone:
Thus, whenever X represents a group, we can confirm X to be a t-design by simply checking that 1, f X = 1, f for the single polynomial f (U) = |tr(U)| 2t ; in general, a basis for Hom(t, t) must be checked. Note that X is a unitary 1-design if and only if ρ is irreducible: if µ (ρ µ ⊗ I mµ ) is an irreducible decomposition of ρ, then the multiplicities satisfy
by Schur orthogonality. We can therefore restrict our search for group designs to irreducible representations of finite groups. By Schur's lemma, we then have ρ(g) ∝ I for all g ∈ Z(G), and the size of the design can be reduced to |G|/|Z(G)| by ignoring the |Z(G)| different phase factors. Alternatively, the central quotient H = G/Z(G) defines a unitary t-design through the irreducible projective unitary representation π :
Note that all group designs of a fixed size can now be found, in principle, by calculating a Schur covering group C of each group H of that size. This is because every projective representation of H can be lifted to an ordinary representation of C. Unfortunately, while exhaustive, this approach is computationally expensive and no additional designs were discovered in this way beyond those described next. Following Gross et al [14] , an alternative approach is to harvest unitary designs straight from the known character tables of finite groups. The smallest known group design for each t and d is listed in Table 2 . Of these, the so-called Clifford designs deserve special mention: for any H ′ ≤ Sp(2n, q) that acts transitively on F , whilst the subgroup discovered by Gross et al is given in Table II of [14] .
Finally, we remark that, although there are currently no known nontrivial examples of weighted t-designs for d > 2, the minimal 2-design in U(2) is necessarily weighted: it is known that no tight t-designs exist for U(2) when t > 1 and, in fact, the 12-point group U(2) 2-design in Table 2 is minimal for unweighted designs; but there exists a weighted 11-point U(2) 2-design [19] .
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