for all continuous convex/, where Xit) is a given (finite) nondecreasing function on a closed interval [a, b] , can be given immediately from a theorem (stated in §3) of Hardy, Little wood and Pólya. It is the purpose of this note to rephrase these conditions as a condition on a nondecreasing approximant to Git). The condition is that the nondecreasing approximant to Git), defined in §2, shall be a distribution function. [ 
(in (5) only intervals {u, v} are to be considered which contain to and for which fiu,v)dX(t)>0). For convenience in stating the condition given in Theorem 1, we shall define Note that if X(t) has a discontinuity at a(b) then (7) ((8)) coincides with (5) for t0=a(b).
The function G* has occurred in investigations of certain minimum problems suggested by the maximum likelihood estimation of ordered parameters [l; 2; 3]. Certain of its properties are listed here for easy reference.
in the class of nondecreasing functions g(t). (The function G*(t) also minimizes, in this class of functions, the integral obtained by replacing the squared difference in the integrand by any of a class of functions sharing appropriate properties of the squared difference.) G*(t) is constant on each of a countable set of intervals (11) {ui, Vi}: G*(t)=M{ui, Vi} tor tE{ui, »<}; elsewhere, except on a set of X-measure 0, G*(t) =G(t).
If {u, v} is a maximal interval on which G*=c, then for each ,".
interval {£, v} of positive X-measure we have M{%, v} ic, and for each interval {u, 77} of positive X-measure we have
M{u, 77} ^c.
The following is an immediate consequence of (11):
The following characterization of G* when X(f) =¿, and its generalization for the case of arbitrary nondecreasing Xit), are due to W. T.
Reid [2] . If Xit) =t, then flG*it)dt is the maximal convex function (14) dominated by fxaGit)dt; fxG*it)dt is the minimal concave function dominating flGit)dt.
Either (14) or (11) and (12), with Bonnet's form of the second law of the mean, may be used to prove the following property of G*. f XdG + f GdX = f diXG)
for an arbitrary interval 7 on which X and G are of bounded variation. In order for this to hold, and also to avoid minor difficulties involved in the determination of G at common points of discontinuity of X and G, we shall suppose that X is continuous from the left (right) and that G is continuous from the right (left). 
(t) for tE [a, b], if/" and d)" exist on this range and if G*(t) is a distribution function on [a, b)
. On specializing <j>, say, to be x2/2, one has an estimate of the difference between the left and right members of (4) in terms of /". Theorem 1 can be shown to be a consequence of a theorem of Hardy, Littlewood and Pólya, discussed in §3. A proof of Theorem 1 as a consequence of the validity of (4) for distribution functions G is given in §4. 
for every function f continuous and convex on a closed interval containing the ranges of X(t) and Y(t) are that
/or all real u.
Proof. Hardy, Littlewood, and Pólya introduce the term "angle" for the function/(x) = [x-u]+, where u is fixed. The validity of (17), (18), and (19) is necessary in order that (16) should hold for linear functions and angles, and the sufficiency follows from the observation that an arbitrary function continuous and convex on a closed, bounded interval may there be approximated uniformly by the sum of a linear function and a finite sum of positive multiples of angles. (17) and (18) are satisfied. Equation (16) becomes (4), and the right member of (19) becomes (« -«)+. Thus a necessary and sufficient condition that (4) hold for all continuous convex / is that
for all real u. It remains to verify that (19') is equivalent to the condition G*(a)=0, G*(o) = l, or equivalently, in view of (7) and (8) (4) f f[X(t)]dG(t)^f\ f X(t)dG(t)\.
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