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We obtain a parametric normal form for any non-degenerate perturbation of the generalized
saddle-node case of Bogdanov–Takens singularity. Explicit formulas are derived and greatly
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1 Introduction
Any planar differential system
[x˙, y˙] :=
[ ∞∑
i+j=2
aijx
iyj,−x+
∞∑
i+j=2
bijx
iyj
]
,
is associated with the vector field
v(x, y) := −x ∂
∂y
+ h.o.t, x, y ∈ R (1.1)
where h.o.t denotes nonlinear (higher order) terms in (x, y), and vice versa. Given this, the
words vector fields and differential systems are interchangeably used. A classical normal form
of the (unperturbed) Bogdanov–Takens singularity (1.1) is
v(1)(x, y) = −x ∂
∂y
+
∞∑
k=1
aky
k+1 ∂
∂x
+
∞∑
k=1
bky
k
(
x
∂
∂x
+ y
∂
∂y
)
. (1.2)
Assume that there exist i and j such that ai, bj 6= 0 and define
r1 := min{k | ak 6= 0} and s := min{k | bk 6= 0}; (1.3)
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see [4] where the authors use µ for r1, and ν for s. Throughout this paper we assume that
2s < r1. Following Stro´z˙yna and Z˙oladek we call this case the generalized saddle-node case
of Bogdanov–Takens singularity; see [20, 23, 24] for more details. Most real life applications of
Bogdanov-Takens singularity appear in spaces with more than two dimensions. Here, we have
assumed that a center manifold reduction has already been applied.
Our main result in this paper is as follows. For any (N -degree truncated) multiple-
parametric non-degenerate perturbation of the generalized saddle-node case of Bogdanov–
Takens singularity v(x, y, µ), there exist invertible parametric changes of state variables, time
rescaling and reparametrization that transform v(x, y, µ) into the truncated parametric normal
form
x˙ = µs + µs+1y +
n∑
i=1
(αji + µi+s+1)y
ji+1 + xys +
s−2∑
k=0
µk+1xy
k,
y˙ = −x+ ys+1 +
s−2∑
k=0
µk+1y
k+1. (1.4)
Here ji 6= r1 + s2 + s and ji 6= k(s + 1) + 2s for k 6= s, k ≥ 0, when r1 = min{ji |αji 6= 0} and
r1 6= s(s+ 1) + 2s.
There are only a few research results dealing with parametric cases of different singularities;
see [8–11,15,18,26,29]. However, there is no research report in the literature dealing with para-
metric hypernormalization of the Bogdanov–Takens singularity in which parametric changes of
state variable, parametric time rescaling and reparametrization are all efficiently used.
Baider and Sanders [3, 4] considered the simplest normal form computation of Bogdanov–
Takens singularity without parameters. Since then many theoretical and computational meth-
ods have been employed to solve the remaining unsolved cases or to develop computer programs
for its practical applications; see e.g., [1, 2, 5, 6, 13, 19, 20, 23–25, 27, 28]. Baider and Sanders [4]
chose to smartly skip tedious derivation of most formulas. Here we have used results of [4]
while we have derived the involved formulas and extended them to include time rescaling cases.
Formulas are substantially simplified and applied to develop our Maple program.
Recently, Stro´z˙yna and Z˙oladek [21] have claimed to conclusively solve the simplest normal
forms of Bogdanov–Takens singularity without parameters. Stro´z˙yna and Z˙oladek [20, 23, 24]
obtained complete formal orbital normal form classification for germs of analytic complex
Bogdanov–Takens singularities through their powerful non-algebraic method. In addition, the
convergence analysis of the classical normal forms are presented; see also [22].
The rest of this paper is organized as follows. Section 2 presents the necessary algebraic
structures, notation and our theory of normal form computations. In Section 3 we derive
and simplify the necessary formulas for the computation of orbital normal forms. The simplest
normal form obtained by Baider and Sanders are reproduced in Section 4. Under some technical
conditions, Section 5 deals with the parametric normal form of any non-degenerate perturbation
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of the system given by Equation (1.1). Some practical formulas are included in Section 6 that
demonstrate the applicability of the results.
2 Algebraic structures
The necessary algebraic structures are presented in this section. The same notation as of [4]
are used here, while they are extended to include time rescaling. Define
Alk :=
k − l + 1
k + 2
xl+1yk−l
∂
∂x
− l + 1
k + 2
xlyk−l+1
∂
∂y
(−1 ≤ l ≤ k + 1), (2.1)
Blk := x
l+1yk−l
∂
∂x
+ xlyk−l+1
∂
∂y
(0 ≤ l ≤ k), (2.2)
Z lk := x
lyk−l (0 ≤ l ≤ k), (2.3)
and denote the ring of all formal power series in terms of x and y by R := F [[x, y]], where F
denotes the field of real numbers R in Sections 3 and 4. Here, R stands for the space of all
time rescaling generators. We refer to either of Alk, B
l
k and Z
l
k as a term in this paper. Hence,
R :=
{∑
cl,kZ
l
k
∣∣ 0 ≤ l ≤ k, cl,k ∈ F}. (2.4)
Further,
L :=
{
a10A
1
0 +
∑
alkA
l
k +
∑
bnmB
n
m|alk, bnm ∈ F
}
, (2.5)
where the first summation is over −1 ≤ l ≤ k + 1 with k ≥ 0, and the indices of the second
summation are subjected to the conditions 0 ≤ n ≤ m and m ≥ 0. The space L represents the
space of all vector fields of type Equation (1.1).
Remark 2.1. Equations (2.1) and (2.2) were derived via a sl2-representation for planar vector
fields where the triad M,N,H are given by M := y ∂
∂x
, N := −x ∂
∂y
, and H := [M,N ]; see [3] for
details. The vector field Bnm is called an Eulerian vector field and does not have any nontrivial
first integral. For any l and k, the vector field Alk is called a Hamiltonian vector field and its
Hamiltonian is given by hlk :=
1
k+2
xl+1yk−l+1. In particular, the algebra of first integrals for A−1k
is generated by y.
Lemma 2.2 (Structure Constants). Following [4], the Lie algebraic structure of L is governed
by
[Alk, A
n
m] = (k +m+ 2)
(
n+ 1
m+ 2
− l + 1
k + 2
)
Al+nk+m,
[Alk, B
n
m] =
m(m+ 2)
(m+ k + 2)
(
n
m
− l + 1
k + 2
)
Bn+lk+m − kAn+lk+m,
[Blk, B
n
m] = (m− k)Bn+lk+m.
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The space of all near-identity time rescaling transformations acts on the Lie algebra through a
left R-module structure (see [12]) given by the following rules
ZnmA
l
k = A
n+l
m+k +
(k + 2)n−m(l + 1)
(k + 2)(k +m+ 2)
Bn+lm+k,
ZnmB
l
k = B
n+l
m+k,
ZnmZ
l
k = Z
n+l
m+k.
The classical normal forms of Bogdanov–Takens singularity in their Hamiltonian–Eulerian
decomposition are presented in the following lemma; see [4].
Lemma 2.3. For any vector field v given by (1.1), there exist invertible changes of state vari-
ables transforming v into the first level normal form
v(1) = A10 +
∞∑
k=r1
akA
−1
k +
∞∑
k=s
bkB
0
k . (2.6)
In particular, nonlinear part of v(1) commutes with M = A−10 , i.e., v
(1) − A10 ∈ ker adM .
The sl2-style normal form is used in Lemma 2.3 and we extend it to a simplest normal
form style via notion of formal basis style, that is, we give priority to elimination of B0k-terms
over A−1k -terms when such choices are needed; see [10, 11, 18]. This style provides a unique
complement space (or a unique projection) for im dn,N within the space of A−1p and B
0
q terms.
Definition 2.4. We extend the grading function introduced in [4] to include parameters by
δ
(
Alkµ
n
)
= δ
(
Blkµ
n
)
:= k+ ls+(r1 + 2) |n|, |n| :=
p∑
i=1
mi, for n := (m1, m2, . . . , mp), (2.7)
where µn :=
∏p
i=1 µi
mi . This grading is generalized to include time rescaling terms by
δ
(
Z lkµ
n
)
:= k + ls + (r1 + 2)|n|. (2.8)
Hence, L =
∑
Li is a graded Lie algebra and R =
∑
Ri is a graded ring. Furthermore, L is
a left R-graded module; see [10] for more details.
Let α := sign(bs) and β :=
1
s+1
√
bsαs
. Thus, by the time rescaling t := βτ and state changes
of variables (x, y) := (αX, βY ), Equation (2.6) is transformed into
v˜(1) = A10 +B
0
s +
∞∑
k=s
βk+2ak
sign(bs)
A−1k +
∞∑
k=r1
βk+1bkB
0
k .
Hence, without loss of generality we assume that bs = 1 in Equation (2.6). Denote
Bs := A
1
0 +B
0
s ∈ Ls. (2.9)
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Notation 2.5 (Pochhammer k-symbol). The Pochhammer k-symbol notation is defined by
(a)nk = a(a + k)(a+ 2k) · · ·
(
a+ (n− 1)k),
for any natural number n and real number k.
Now we present our theory of hypernormalization which we shall use in the next three
sections. Let v =
∑∞
i=s vi, vi ∈ Li, and let A :=
∑∞
i=0Ai denote a grading for the space of all
transformation generators. The space A shall be defined in each of the following three sections.
The space A acts on L and we denote this action by ∗. Define
dn,s+1 : An−s → Ln,
dn,s+1(Yn−s) := Yn−s ∗ vs.
Here, vs := Bs. Assume that a normal form style is fixed; a normal form style refers to a rule
on how to uniquely assign a complement space to any given vector subspace of L . Then, there
exist spaces of Rn,s+1 := Im dn,s+1 and Cn,s+1 such that Ln := Rn,s+1⊕Cn,s+1. Therefore, v can
be transformed into the (s+1)-th level (orbital or parametric; depending on the transformation
space A) normal form v(s+1) =
∑∞
k=s vk, where vn ∈ Cn,s+1 for all n > s. Then, for any n and
N such that n ≥ N ≥ s+ 1, we inductively define
dn,N : ker dn−s−1,N−1 ×An−s → Ln,
dn,N
(
gn−N+1, . . . , gn−s
)
:=
N−1∑
k=s
gn−k ∗ vk. (2.10)
Here, dn,N projects
(
gn−N+1, . . . , gn−s
) ∗
(
N−1∑
j=s
vj
)
:=
(
n−s∑
i=n−N+1
gi
)
∗
(
N−1∑
j=s
vj
)
into Ln. For any n with s+ 1 ≤ n < N, let dn,N := dn,N−1. Denote
Rn,N := Im dn,N and Ln := Rn,N ⊕ Cn,N ,
where Cn,N is the unique complement space of Rn,N in Ln. A vector field v =
∑
vk is called an
N-th level normal form when vk ∈ Ck,N for any k ∈ N, or an infinite level normal form when
vk ∈ Ck,k for any k ∈ N. Then, by [10, Theorems 4.3–4.4] the following theorem holds.
Theorem 2.6. For any v ∈ L , there exist near-identity changes of variables such that they
transform v into its N-th level v(N) or infinite level v(∞) (parametric or orbital) normal form.
The following lemma highlights the basic idea used in many formulas in this paper.
M. Gazor and M. Moazeni Bogdanov–Takens singularity 6
Lemma 2.7. Let v(N−1) =
∑∞
i=s vi (vi ∈ Li) be the (N − 1)-th level (parametric or orbital)
normal form of v. Suppose that for any g ∈ ker dn−1,N−1 × An−s, there exists a Yn−s ∈ An−s
such that
dn,N
(
g ∗ v(N−1) + [vs, Yn−s]
) ∈ span{A−1p , B0q | p, q ∈ N} ∩Ln.
Then,
Rn,N = Rn,N−1 + span {dn,N (g ∗ v(N−1) + [vs, Yn−s]) ∣∣ g ∈ ker dn−1,N−1 × An−s} .
The space Rn,N is sometimes called the N th level removable space of grade n.
The following two lemmas play a central role in development of our Maple program; com-
pare them with [3, Propositions 6.1.2 and 6.1.5].
Lemma 2.8. For any nonnegative integers m and n, there exists a δ-homogenous polynomial
vector field Anm ∈ L such that
Anm + [Bs,A
n
m] =
(
(s+ 2)(m+ 1 + ns)(m)n−1s
(m+ 2− n)n+1s+1
− (s+ 2)(m)
n−1
s
(m+ 2)(m− n+ 1)n−1s+1
)
B0m+ns
+
(m)n+1s
(m− n+ 2)n+1s+1
A−1m+ns+s.
Proof. By Lemma 2.2 we have
A
n
m :=
n−1∑
q=1
s(s+ 2)(n+ 1− q)(m)q−1s
(m+ (q − 1)s+ 2)2s(m− n + 2)qs+1
n−1−q∑
l=0
(
m+ (q − 1)s)l
s(
m− n+ 1 + q(s+ 1))l+1
s+1
B
n−1−q−l
m+qs+ls
+
n∑
l=0
(m)ls
(m− n+ 2)l+1s+1
An−1−lm+ls (2.11)
while
n−1∑
q=1
s(s+ 2)(n+ 1− q)(m− n+ 2 + s)q−1
s+1
(m+ (q − 1)s+ 2)2s(m− n + 2)qs+1
n−1−q∑
l=0
(m)l+q−1s(
m− n + 2 + s)l+q
s+1
B
n−1−q−l
m+qs+ls
=
n−1∑
q=1
s(s+ 2)(n+ 1− q)(m− n+ 2 + s)q−1
s+1
(m+ (q − 1)s+ 2)2s(m− n + 2)qs+1
n−1∑
l=q
(m)l−1s(
m− n + 2 + s)l
s+1
Bn−1−lm+ls
=
n−1∑
l=1
(m)l−1s(
m− n + 2 + s)l
s+1
l∑
q=1
s(s+ 2)(n+ 1− q)(m− n + 2 + s)q−1
s+1
(m+ (q − 1)s+ 2)2s(m− n + 2)qs+1
Bn−1−lm+ls
=
n−1∑
l=1
(
(s+ 2)(m)l−1s
(m+ ls + 2)(m− n + 2)ls+1
− (s+ 2)(m)
l−1
s
(m+ 2)(m− n + 2 + s)ls+1
)
Bn−1−lm+sl .
This completes the proof.
Lemma 2.9. For natural numbers n and m, there exists a Bnm ∈ Lm+ns−s such that
Bnm + [Bs,B
n
m] =
(m− s)ns
(m− n+ 1)ns+1
B0m+ns.
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Proof. Define
B
n
m :=
n−1∑
l=0
(m− s)ls
(m− n + 1)l+1s+1
Bn−1−lm+ls , (2.12)
and observe that [Bs,B
n
m] =
∑n−1
l=0
(
(m−s)l+1s
(m−n+1)l+1s+1
− (m−s)ls
(m−n+1)ls+1
)
Bn−lm+ls.
The above two lemmas imply that transformation generators (2.11) and (2.12) simplify all
nonlinear terms except for A−1p and B
0
q .
3 The orbital normal forms
In this section we compute the orbital normal form of the generalized saddle-node case of the
vector field (1.1). Let A := L ⊕R. Hence, Equation (2.10) is given by
dn,N
(
Sn−N+1, . . . , Sn−s, Tn−N+1, . . . , Tn−s
)
:=
N−1∑
k=s
(
[vk, Sn−k] + Tkvn−k
)
, Si ∈ Li, Ti ∈ Ri,
where the order of state terms and time terms are rearranged in this section for convenience.
We generalize a map Γ defined in [4] to include the space R in its domain, i.e.,
Γ : L ×R → L ,
is given by
Γ(S, Znm) :=
[
[Bs, S] + T Bs, A
−1
0
]
, for any T ∈ R and S ∈ L .
The map Γ is a bilinear map. Baider and Sanders [4] indicated that Ak+1k and B
k
k (for any k ∈ N)
generate vector fields Ak+1k and Bkk such that ker(Γ) is spanned by Ak+1k and Bkk . Further, Z lk
(for l ≤ k) also generate vector fields Alk such that
ker(Γ) = span
{(Alk, (k − l + 1)Z lk), (Bkk , 0) | l ≤ k + 1, l, k ∈ N ∪ {0}}. (3.1)
Here, our formulas uniformly treats the vector fields Alk for l ≤ k and l = k + 1. We derive the
formulas for Alk and Bkk in Equations (3.3) and (3.8). Only these vector fields may contribute
to further normalization of the classical normal forms; also see [3, Proposition 5.1.1] and [14].
Lemma 3.1. For any nonnegative integers m,n, there exists a δ-homogenous Anm such that
(Anm, (m− n + 1)Znm) ∈ ker(Γ) (3.2)
where
Anm =
n−1∑
l=0
(s+ 2)(m)ls
(m+ (l + 1)s+ 2)(m+ 2− n+ s)ls+1
Bn−l−1m+ls+s −
(m− n + 1)
m+ 2
Bnm
+
n∑
l=−1
(m)l+1s
(m+ 2− n+ s)l+1s+1
An−l−1m+s+ls. (3.3)
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Proof. By definition of Γ and the structure constants we have
Anm :=
n∑
l=−1
(m)l+1s
(m+ 2− n+ s)l+1s+1
An−l−1m+s+ls −
n∑
l=0
(m− n+ 1)(m− s)ls
(m+ 2)(m− n + s+ 1)ls+1
Bn−lm+ls
+
n−1∑
q=0
n−1−q∑
l=0
s(s+ 2)(n+ 1− q)(m)qs
(
m+ qs
)l
s
(m+ qs+ 2)2s(m+ 2− n + s)qs+1
(
m− n + (q + 1)(s+ 1))l+1
s+1
B
n−1−q−l
m+s+qs+ls
+
n−1∑
l=0
(m− n+ 1)(m)ls
(m− n+ s+ 1)l+1s+1
Bn−l−1m+s+ls. (3.4)
We conclude the proof by simplifying (3.4).
Lemma 3.2. For any m,n (0 ≤ n ≤ m+ 1) we have
dm+ns+s,s+1
(Anm, (m− n + 1)Znm) = asm,nA−1m+2s+ns + asm,nc0,sm,n+2B0m+ns+s, (3.5)
where
asm,n :=
(m)n+2s
(m+ 2− n + s)n+1s+1
and c0,sm,n+2 :=
(s+ 2)
(
m+ (n + 1)s+ 1
)
(m+ ns)
(
m+ (n+ 1)s
) . (3.6)
Proof. Proof follows from Lemma 3.1 and
[Bs,Anm] + (m− n+ 1)ZnmBs = asm,nA−1m+2s+ns + asm,nc0,sm,n+2B0m+ns+s.
Corollary 3.3. Cm+s,s+1 ⊆ span{A−1m+2s} for any m ∈ N, where B-terms precede A-terms in
our normal form style.
Proof. The proof follows from Lemma 3.2; using
(A0m, (m + 1)Z0m), all B0m+s terms can be
eliminated in the (s+ 1)-th level orbital normal form.
Remark 3.4. Corollary 3.3 implies that
(A0m, (m+1)Z0m) can be used to eliminate all B0k-terms
for k > s. This may accidentally simplify the coefficient of A−1r1 or changes a zero coefficient
(of A−1r for a r < r1) to a nonzero coefficient. Thus, we need to iteratively update the number
r1. For a given number r∗ assume that A−1r and B
0
r−s (for 2s < r < r∗) are eliminated from the
system. Denote a−12s+m and b
0
s+m for the updated coefficients of A
−1
2s+m and B
0
s+m. Then,
r1 := min
{
2s+m
∣∣ a−12s+m 6= m(m+ s)b0s+m(s+ 2)(s+m+ 1) , m ∈ N, m ≥ r∗ − 2s
}
. (3.7)
Hence, the updated r1 generically is 2s+1; see [6, Page 2160] and [7] for similar remarks. This
update is not further necessary once all B0r−s-terms (for r ≤ r1) are eliminated.
Corollary 3.5. For any k ≥ 1 and N ≥ s + 1 we have Ck(s+1)+s,N = {0} if and only if k 6= s.
Furthermore, Cs2+2s,N = span{A−1
s2+3s} for any N ≥ s+ 1.
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Proof. The term Bkk generates a polynomial vector field Bkk such that (Bkk , 0) ∈ ker(Γ). Indeed,
Bkk :=
k∑
l=0
(k − s)ls
l!(s+ 1)l
Bk−lk+ls, (3.8)
and by [Bs,Bkk ] =
∑k
l=0
(k−s)l+1s
l!(s+1)l
Bk−lk+ls+s − l (k−s)
l
s
l!(s+1)l−1
Bk−l+1k+ls , we have
[Bs,Bkk ] =
(k − s)k+1s
k!(s+ 1)k
B0k(s+1)+s. (3.9)
Thus for any k > 0, Lemma 3.2 and Equation (3.9) imply thatA−1
k(s+1)+2s, B
0
k(s+1)+s ∈ Im dk(s+1)+ss+1
if and only if k 6= s. This completes the proof.
Proposition 3.6. The generalized saddle-node case of Bogdanov–Takens singularity (1.1) can
be transformed into the (s+ 1)-th level orbital normal form
A10 + βsB
0
s + αr1A
−1
r1
+
∑
αiA
−1
i , (3.10)
where the summation is over i > r1, and αk(s+1)+2s = 0 for any natural number k 6= s. Besides,
r1 6= k(s+ 1) + 2s for k 6= s.
Proof. The proof follows from Lemma 3.2 and Corollary 3.5.
Following Lemma 3.2, for two different pair of values m1, n1 and m2, n2, (m1 + n1s =
m2 + n2s) we end up with the same pair A
−1
m1+2s+n1s
and B0m1+n1s+s in the right hand side of
Equation (3.5). Since c0,sm1,n1+2 = c
0,s
m2,n2+2, the associated homogeneous transformation terms
can not simplify A−1m1+2s+n1s and therefore, they generate an element in the symmetry group of
Bs as follows. For nonnegative integers mj , nj (j = 1, 2, nj ≤ mj , m1 + n1s = m2 + n2s) denote
An1,2m1,2 :=
1
asm1,n1
An1m1 −
1
asm2,n2
An2m2 , (3.11)
Zn1,2m1,2 :=
(m1 − n1 + 1)
asm1,n1
Zn1m1 −
(m2 − n2 + 1)
asm2,n2
Zn2m2 . (3.12)
Hence, δ(An1,2m1,2) = δ(Zn1,2m1,2) = m1 + n1s.
Corollary 3.7. Let m1 + n1s 6= s2 + s. Then,
ker dm1+n1s+s,s+1 = span
{(
An1,2m1,2 , Zn1,2m1,2
) ∣∣m1 + n1s = m2 + n2s} ,
while for m1 + n1s = s
2 + s,
ker ds
2+2s,s+1 = span
{(
An1,2m1,2 , Zn1,2m1,2
)
, (Bss, 0)
∣∣m1 + n1s = m2 + n2s} .
Proof. The proof is complete by Lemmas 3.2 and 3.5.
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Most formulas are presented for an arbitrary natural number r whenever it is possible.
Lemma 3.8. For any N ≥ r1 − s+ 1, we have Cr1+s2,N = {0}.
Proof. For any r, [A−1r ,Bss] = −rAs−1s+r + s(s+2)s+r+2Bs−1s+r . By Lemmas 2.8–2.9 yield that there exists
a Y rs such that
[A−1r ,Bss] + [Bs, Y rs ] =
(r + s)ss
(r + 3)ss+1
A−1
s+r+s2 + fr,sB
0
r+s2 , (3.13)
where
fr,s :=
(r)s−1s
(r + 2)s−1s+1
+
(s+ 2)(r + 1 + s2)(r + s)s−2s
(r + 3)ss+1
− (s+ 2)(r + s)
s−2
s
(r + s+ 2)(r + 3 + s)s−2s+1
. (3.14)
This concludes the proof.
Remark 3.9. The above lemma implies that Bss (of course, along with A0r1+s2−s and Z0r1+s2−s)
may simplify A−1
s+r1+s2
and B0
r1+s2
. Similarly by Corollary 3.5, Bkk eliminates both B0k(s+1)+s and
A−1
k(s+1)+2s. Therefore, for r1 6= 2s mod (s + 1), these do not contribute to ker dN,r1−s+1. The
same is true for r1 6= s(s + 1) + 2s by Proposition 3.6. Hence, the only remaining case is
r1 := s(s+ 1) + 2s. This gives rise to(
(r1 + 3)
s
s+1
(r1 + s)ss
Bss,Bs,r1,
(r1 + s
2 − s+ 1)
a
r1,s
r1+s2−s,0
Z0r1+s2−s
)
∈ ker dr1+s2−s,r1−s+1, (3.15)
where a δ-homogeneous vector field Bs,r1 is defined by
(r1 + 3)
s
s+1
(r1 + s)ss
Y r1s +
(2s)!(s+ 1)2s
(s)2s+1s
(
1− c0,s
r1+s2−s,2 −
(r1 + 3)
s
s+1
(r1 + s)ss
fr1,s
)
B2s2s +
1
a
r1,s
r1+s2−s,0
A0r1+s2−s.
The left hand side of Equation (3.15) can be used to simplify A−1
s+r2+s2
and B0
r2+s2
when r2 <
2r1 − 2s = 2s(s+ 1) + 2s; see Proposition 6.2 and Equation (6.3).
Now we deal with
(An1,2m1,2 , Zn1,2m1,2) in the (r1− s+1)-th step of (orbital) hypernormalization.
Lemma 3.10. For arbitrary nonnegative integers r,m, n, n ≤ m+ 1, we have
[Anm, A−1r ] + (m− n+ 1)ZnmA−1r
=
n∑
l=1
(
(n− l + 1)(r +m+ 2 + ls)(m)ls
(m+ 2 + ls)(m+ 2− n+ s)ls+1
− r(s+ 2)(m)
l−1
s
(m+ 2 + ls)(m− n + 2 + s)l−1s+1
)
An−l−1r+m+ls
+(r +m+ 2)An−1r+m +
n∑
l=1
(s+ 2)(n− l)(m)l−1s
(r +m+ 2 + ls)(m+ 2− n+ s)l−1s+1
Bn−l−1r+m+ls.
Proof. The proof follows from Lemma 3.1.
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Lemma 3.11. There exists a δ-homogenous polynomial vector field Yn,rm ∈ L such that
[A−1r ,Anm] + (m− n+ 1)ZnmA−1r + [Bs,Yn,rm ] = ζr,s,nm,n A−1r+m+ns + br,sm,ncr,sm,nB0r+m+(n−1)s,(3.16)
where r,m, n ∈ N ∪ {0}, δ(Yn,rm ) = r +m+ (n− 2)s,
br,sm,n := ζ
r,s,n
m,n −
(r +m+ ns + 2)(m)ns
(m+ 2− n + s)ns+1
, and cr,sm,n :=
(s+ 2)
(
r +m+ 1 + (n− 1)s)(
r +m+ (n− 2)s)2
s
, (3.17)
where ζr,s,nm,n follows Equation (8.1) in Appendix.
Proof. Lemmas 2.8, 2.9, and 3.10 imply that there exists a δ-homogenous Yn,rm ∈ L such that
Equation (3.16) holds, where
b
r,s
m,nc
r,s
m,n
(s+2)
is given by Equation (8.4) and br,sm,n − ζr,s,nm,n equals to
n−1∑
l=1
(
r −m+ s− ls+ (l − n+ s)r)(m)l−1s (r +m+ ls)n−ls
(m+ 2− n+ s)ls+1
(
r +m− n+ 2 + l(s+ 1))n−l
s+1
− (r +m)
n
s
(r +m− n+ 3 + s)n−1s+1
− (r +m+ 2 + ns)(m)
n
s(
m+ 2 + ns
)
(m+ 2− n + s)ns+1
+
r(s+ 2)(m)n−1s
(m+ ns+ 2)(m+ 2− n+ s)n−1s+1
.
Now by telescoping series we have
n−1∑
l=1
(
r −m+ s− ls+ (l − n + s)r)(m)l−1s (r +m+ ls)n−ls
(m+ 2− n + s)ls+1
(
r +m− n + 2 + l(s + 1))n−l
s+1
=
(r +m)ns
(m− n + 1)(r +m− n + 3 + s)n−1s+1
− (r +m+ ns− s)(m)
n−1
s
(m− n+ 1)ns+1
.
This completes the proof.
Corollary 3.12. For nonnegative integers n1, m1, n2, m2 such that n1 +m1s = n2 +m2s, n1 6=
n2, let An1,2m1,2 and Zn1,2m1,2 follow Equations (3.11–3.12), respectively. Then, for any nonnegative
integers m3 and n3 such that m3 + n3s = r1 +m1 + n1s− 2s, there exists a state δ-homogenous
solution Yn1,2,r1m1,2 such that
[
A−1r1 ,An1,2m1,2
]
+ Zn1,2m1,2A
−1
r1
+
[
Bs,Yn1,2,r1m1,2
]
=
(
ζr1,s,n1m1,n1
a
r1,s
m1,n1
− ζ
r1,s,n2
m2,n2
a
r1,s
m2,n2
)
A−1r1+m1+n1s
+c0,sm3,n3+2
(
ζr1,s,n1m1,n1
a
r1,s
m1,n1
− ζ
r1,s,n2
m2,n2
a
r1,s
m2,n2
)
B0r1+m1+n1s−s.
Proof. Let Yn1,rm1 and Yn2,rm2 denote the state solutions given in Lemma 3.11. Then,
[
A−1r1 ,
Anjmj
a
r1,s
mj ,nj
]
+
mj − nj + 1
a
r1,s
mj ,nj
ZnjmjA
−1
r1
+
[
Bs,
Ynj ,r1mj
a
r1,s
mj ,nj
]
=
ζ
r1,s,nj
mj ,nj
a
r1,s
mj ,nj
A−1r1+mj+njs +
br1,smj ,njc
r1,s
mj ,nj
a
r1,s
mj ,nj
B0r1+mj+(nj−1)s.
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Recall that δ(Yn1,rm1 ) = δ(Yn2,rm2 ) = r +m1 + n1s− 2s. Therefore, for any r ∈ N define
Yn1,2,rm1,2 :=
1
asm1,n1
Yn1,rm1 −
1
asm2,n2
Yn2,rm2 . (3.18)
Now, we claim that the condition m3 + n3s = r +m1 + n1s− 2s implies
c
0,s
m3,n3+2 =
b
r,s
m1,n1
c
r,s
m1,n1
asm1,n1
− b
r,s
m2,n2
c
r,s
m2,n2
asm2,n2
ζ
r,s,n1
m1,n1
asm1,n1
− ζ
r,s,n2
m2,n2
asm2,n2
.
Assume that n2 = 0 and n3 = 0. Then, m1 = m2 − n1s, m3 = r +m2 − 2s, ζr,s,0m2,0 = r +m2 + 2,
and br,sm2,0 = 0. Then,
b
r,s
m1,n1
c
r,s
m1,n1
asm1,n1
− b
r,s
m2,0
c
r,s
m2,0
asm2,0
ζ
r,s,n1
m1,n1
asm1,n1
− ζ
r,s,0
m2,0
asm2,0
=
b
r,s
m2−n1s,n1
c
r,s
m2−n1s,n1
asm2−n1s,n1
− b
r,s
m2,0
c
r,s
m2,0
asm2,0
ζ
r,s,n1
m2−n1s,n1
asm2−n1s,n1
− ζ
r,s,0
m2,0
asm2,0
(3.19)
=
asm2,0b
r,s
m2−n1s,n1c
r,s
m2−n1s,n1
asm2,0ζ
r,s,n1
m2−n1s,n1 − (r +m2 + 2)asm2−n1s,n1
=
(s+ 2)(r +m2 − s+ 1)
(r +m2 − 2s)(r +m2 − s) = c
0,s
m3,2, (3.20)
where the last equation follows cr,sm2,0 = c
r,s
m2−n1s,n1 = c
0,s
r+m2−2s,2 = c
0,s
m3,2
. For arbitrary number
n2, assume that n3 = 0, i.e., m3 + 2s = r +m1 + n1s = r +m2 + n2s. Therefore, Equations
(3.19–3.20) imply
c
0,s
m3,2
=
b
r,s
m1−n1s,n1
c
r,s
m1−n1s,n1
asm1−n1s,n1
− b
r,s
m1,0
c
r,s
m1,0
asm1,0
ζ
r,s,n1
m1−n1s,n1
asm1−n1s,n1
− ζ
r,s,0
m1,0
asm1,0
=
b
r,s
m2−n2s,n2
c
r,s
m2−n2s,n2
asm2−n2s,n2
− b
r,s
m2,0
c
r,s
m2,0
asm2,0
ζ
r,s,n2
m2−n2s,n2
asm2−n2s,n2
− ζ
r,s,0
m2,0
asm2,0
.
(Recall that a
b
= c
d
implies a
b
= a−c
b−d .) Thus,
c
0,s
m3,2 =
b
r,s
m1,n1
c
r,s
m1,n1
asm1,n1
− b
r,s
m2,n2
c
r,s
m2,n2
asm2,n2
ζ
r,s,n1
m1,n1
asm1,n1
− ζ
r,s,n2
m2,n2
asm2,n2
,
where n3 = 0. When n3 6= 0, the proof is complete by c0,sm,n+2 = c0,sm+ns,2 for any n and m.
Corollary 3.13. Let m1 + n1s = m2 + n2s,m3 + n3s = r +m1 + n1s− 2s, and
An1,2,3,rm1,2,3 := Yn1,2,rm1,2 −
ζ
r,s,n1
m1,n1
asm1,n1
− ζ
r,s,n2
m2,n2
asm2,n2
asm3,n3
Am3n3 , (3.21)
Zn1,2,3,rm1,2,3 := −
ζ
r,s,n1
m1,n1
asm1,n1
− ζ
r,s,n2
m2,n2
asm2,n2
asm3,n3
Zm3n3 . (3.22)
Then, for r = r1 we have
[A−1r1 ,An1,2m1,2] + Zn1,2m1,2A−1r1 + [Bs,An1,2,3,r1m1,2,3 ] + Zn1,2,3,r1m1,2,3 Bs = 0.
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The above gives rise to the following corollary.
Corollary 3.14. The (r1 − s+ 1)-th level orbital normal form is given by
A10 + βsB
0
s + αr1A
−1
r1
+
∑
αiA
−1
i ,
where αr1+s2+s = 0, αk(s+1)+2s = 0 for any natural number k 6= s, and r1 6= k(s + 1) + 2s for
any k 6= s. In addition, we have αs+r2+s2 = 0 when r1 = s(s+ 1) + 2s and r2 < 2s2 + 4s.
The rest of this section is devoted to proving that any further simplification in the (r2−s+1)-
th level is not possible when r2 < 2r1 − 2s.
Lemma 3.15. Assume that Yn,rm is given by Lemma 3.11. Then, there exist θr,sm,n, κr,sm,n ∈ R
and Yn,rm ∈ L such that[
A−1r ,Yn,rm
]
+ [Bs,Y
n,r
m ] = θ
r,s
m,nA
−1
2r+m+ns−2s + c
2r,s
m,n−2
(
θr,sm,n + κ
r,s
m,n
)
B02r+m+ns−3s.
Proof. The formulas for Yn,rm , θ
r,s
m,n and κ
r,s
m,n are explicitly derived. However, they are not
presented here since they are too long.
Corollary 3.16. Assume that m1 + n1s = m2 + n2s. Then, there exists a Y
n1,n2,r
m1,2
such that
[
A−1r ,Yn1,2,rm1,2
]
+
[
Bs,Y
n1,2,r
m1,2
]
=
(
θr,sm1,n1
asm1,n1
− θ
r,s
m2,n2
asm2,n2
)
A−12r+m1+n1s−2s (3.23)
+c2r,sm1,n1−2
(
θr,sm1,n1
asm1,n1
− θ
r,s
m2,n2
asm2,n2
+
κr,sm1,n1
asm1,n1
− κ
r,s
m2,n2
asm2,n2
)
B02r+m1+n1s−3s.
Proof. Let Y
n1,2,r
m1,2 :=
1
asm1,n1
Y
n1,r
m1
− 1
asm2,n2
Y
n2,r
m2
. Then, the proof follows from Lemma 3.15.
We assume that there exists a αk 6= 0 for some k > r1 where αk stands for the (r1 − s+ 1)-th
level coefficients of A−1k . Let
r2 := min{αk | k > r1, αk 6= 0}. (3.24)
Lemma 3.17. Assume that r2 < 2r1 − 2s and let m1 + n1s = m2 + n2s and m3 + n3s =
r1 +m1 + n1s− 2s. Then, there exists a state solution An1,2,3,r1,2m1,2,3 such that
pir2+m1+n1s−s
([
A−1r2 ,An1,2m1,2
]
+ Zn1,2m1,2A
−1
r2
+
[
A−1r1 ,An1,2,3,r1,2m1,2,3
]
+
[
Bs,An1,2,3,r1m1,2,3
]
+ Zn1,2,3,r1m1,2,3 Bs
)
=
(
ζr2,s,n1m1,n1
a
r2,s
m1,n1
− ζ
r2,s,n2
m2,n2
a
r2,s
m2,n2
)
A−1r2+m1+n1s +
(
ζr2,s,n1m1,n1
a
r2,s
m1,n1
− ζ
r2,s,n2
m2,n2
a
r2,s
m2,n2
)
c
0,s
m3,n3+2B
0
r2+m1+n1s−s,
where pir2+m1+n1s−s denotes the projection on the δ-homogeneous space of grade r2+m1+n1s−s.
Besides, cr1,sm3,n3 = c
2r1,s
m1,n1−2 = c
0,s
m3,n3+2
.
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Proof. Define
An1,2,3,r1,2m1,2,3 := Yn1,2,r2m1,2 + Yn1,2,r1m1,2 −
ζ
r1,s,n1
m1,n1
a
r1,s
m1,n1
− ζ
r1,s,n2
m2,n2
a
r1,s
m2,n2
a
r1,s
m3,n3
Yn3,r1m3 . (3.25)
Since r2 < 2r1 − 2s, δ
([
A−1r2 ,A
n1,2
m1,2
])
= r2 +m1 + n1s− s, and
δ
([
A−1r1 ,Yn1,2,r1m1,2
])
= δ
([
Bs,Y
n1,2,r1
m1,2
])
= 2r1 +m1 + n1s− 3s,
the proof follows from Corollary 3.12.
Theorem 3.18. The generalized saddle-node case system of Bogdanov–Takens given by (1.1)
can be transformed into its orbital normal form
x˙ = xys + αr1y
r1+1 +
∑
i>r1
αiy
i+1,
y˙ = −x+ ys+1.
Here, αk(s+1)+2s = 0 for any natural number k 6= s, αr1+s2+s = 0, and r1 6= k(s + 1) + 2s for
any k 6= s. Furthermore, for r1 = s(s+ 1) + 2s and r2 < 2s2 + 4s we have αs+r2+s2 = 0.
Proof. The proof readily follows from Lemma 3.17 and Corollary 3.14.
4 The simplest normal form
The formulas obtained in Section 3 are enough (along with Lemma 4.1) to readily reproduce
the corresponding results already obtained by Baider and Sanders [4]. Define s1 := s. Let
A := L . Hence, Equation (2.10) is governed by
dn,N (Sn−N+1, . . . , Sn−s1) :=
N−1∑
k=s1
[vk, Sn−k], Si ∈ Li.
Then, Lemmas 2.8–2.9 imply that v given by Equation (1.1) can be transformed into the
(s+ 1)-th level normal form
v(s1+1) = A10 +
∞∑
i=r1
aiA
−1
i +
∞∑
j=s1
bjB
0
j ,
where bm+(m+1)s1 = 0 for m 6= s1 and bm+(m+2)s1 = 0 for any natural number m. Assume that
there exists bj 6= 0 for some j > s1. Define s2 := min{bj | bj 6= 0, j > s1}.
Lemma 4.1. There exists a Bs1s1,s2 such that [B0s2,Bs1s1 ] + [Bs1 ,Bs1s1,s2] =
(s2)
s1
s1
(s2+1)
s1
s1+1
B0
s1+s2+s12
.
Proof. We have [B0s2 ,Bs1s1 ] = (s2 − s1)Bs1s1+s2 . Lemma 2.9 completes the proof.
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The following theorem restates the unique normal form obtained by Baider and Sanders [4].
Theorem 4.2. Any system associated with v given by Equation (1.1) with the condition 2s1 < r1
can be transformed with a near-identity state transformation into the simplest normal form
dx
dt
=
∞∑
i=r1
αiy
i+1 +
∞∑
j=s1
βjxy
j,
dy
dt
= −x+
∞∑
j=s1
βjy
j+1,
where βm+(m+1)s1 = 0 for m 6= s1, βm+(m+2)s1 = 0 for any natural number m, and
• βr1+s12 = 0 for r1 − s1 < s2. Furthermore, αr1+s1+s12 = 0 if r1 = m+ (m+ 2)s1 − s12.
• βs1+s2+s12 = 0 when r1 − s1 ≥ s2. Furthermore, αm+(m+3)s1 = 0 for s2 = m+ (m+ 2)s1 −
s1 − s12.
Proof. The proof is straightforward by Equation (3.1), Lemmas 2.8, 2.9, 4.1 and 3.2.
5 Parametric normal form
This section is devoted to the computation of parametric normal form for the generalized saddle-
node case of Bogdanov–Takens singularity. Parametric changes of state variables, parametric
time rescaling and reparametrization are all needed for parametric normal form computation.
For a detailed study of parametric normal forms and unfolding see [8–10, 15–17]. Let P :=
R[[µ]]p denote the p-dimensional vector formal power series in terms of µ = (µ1, µ2, . . . , µp),
F := R[[µ]], and A := L ⊕ R ⊕ P; recall Equations (2.4) and (2.5). We define a grading
structure on the space P by the grading function
δ(µn) := (r1 + 2)|n|.
Hence, for any Si ∈ Li, Ti ∈ Ri, and Pi ∈ P, Equation (2.10) is given by
dn,N+1 (Sn−N , Tn−N , Pn−N , . . . , Sn−s, Tn−s, Pn−s) :=
N∑
k=s
([vk, Sn−k] + Tkvn−k +Dµ(vn−k)Pk) ,
where Dµ denotes derivative with respect to µ. We call a parametric vector field w(x, y, µ) a
parametric deformation of v(x, y) given by Equation (1.1), if
w(x, y, 0) := v(x, y), v(0, 0, 0) = 0, (5.1)
and µ := (µ1, µ2, . . . , µp) for some p ∈ N.
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Lemma 5.1. By invertible parametric state transformations any parametric deformation of
Equation (1.1) can be transformed into
v(x, y, µ) := A10a(µ) +
∞∑
k=−1
ak(µ)A
−1
k +
∞∑
k=0
bk(µ)B
0
k, (5.2)
where a(0) = 1 and a−1(0) = a0(0) = b0(0) = 0.
Proof. Lemmas 2.8–2.9 prove that the only nonlinear terms ak(µ)A
−1
k and bk(µ)B
0
k can stay in
the classical normal forms. Following [18], by a primary shift (x 7→ x−a0−1(µ)), we can simplify
terms of the form A0−1a
0
−1(µ).
For the rest of this section assume that there exist k and l such that ak(0), bl(0) 6= 0. Then,
define
r1 := min
{
k | ak(0) 6= 0, k ≥ 1
}
and s := min
{
l | bl(0) 6= 0, l ≥ 1
}
,
and let 2s < r1. Note that r1 must be iteratively updated following (similar to) Remark 3.9.
Lemma 5.2. There exists invertible changes of variables and parametric time rescaling that
transform v given by Equation (5.2) into the (r1 − s+ 1)-th level parametric normal form
v(r1−s+1) = a(µ)A10 +
s−2∑
j=0
bj(µ)B
0
j +B
0
s + αr1A
−1
r1
+
∞∑
i=−1
ai(µ)A
−1
i , (5.3)
where ar1+s2+s(µ) = 0 and ak(s+1)+2s(µ) = 0 for any k 6= s, k ≥ 0, µ ∈ Rp. Furthermore,
ai(0) = 0 for all −1 ≤ i ≤ r1 and bj(0) = 0 for 0 ≤ j ≤ s− 2. Besides, as+r2+s2(µ) = 0 when
r1 = s(s+ 1) + 2s and r2 < 2s
2 + 4s.
Proof. Let k = 0 in Equation (3.9) and n = m = 0 in Lemma 3.2. Then, the associated solutions
can be used to simplify A−12s µ
n and B0sµ
n for any n with |n| ≥ 1. Furthermore since bs(0) 6= 0,
transformations (x, y) := (αX, βY ) and t := βτ (for α = sign(bs(0)) and β :=
1
s+1
√
bs(0)αs
)
change the coefficient bs(0) into 1. Because [A
0
−1,Bs] = A
0
s−1 − s(s+2)s+1 B0s−1, (by a secondary
shift; see [18]) terms of the form bs−1(µ)B0s−1 can be eliminated. The rest of the proof follows
the grading structure and parametric versions of Lemmas 3.2, 3.8, and Corollary 3.5.
An N -degree truncated (r1−s+1)-th level parametric normal form wN(x, y, µ) is given by
wN := A
1
0a(µ) +
s−2∑
i=0
B0i bi(µ) +B
0
s + αr1A
−1
r1
+
N−1∑
j=−1
aj(µ)A
−1
j , (5.4)
for N > r1. Then, an N -degree truncated parametric deformation of v given by Equation (1.1)
is called a non-degenerate perturbation if
rank
(
∂wN
∂µ
∣∣∣
µ=0
)
= n + s+ 1. (5.5)
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Here, n and the (increasing) sequence j1, j2, . . . , jn are defined by{
j | 1 ≤ j < N, j 6= r1 + s2 + s
} \ {k(s+ 1) + 2s | k 6= s, k ≥ 0} = {j1, j2, . . . , jn},
when r1 6= s(s+ 1) + 2s. In this paper we also consider r1 := s(s+ 1)+ 2s when r2 < 2s2 + 4s.
Then, n and the sequence ji are instead derived by{
j | 1 ≤ j < N, j 6= 2s2 + 4s, j 6= s+ r2 + s2
} \ {k(s+ 1) + 2s | k 6= s, k ≥ 0} = {j1, j2, . . . , jn}.
The following theorem presents the main result of this paper.
Theorem 5.3. There exist invertible reparametrization, parametric time rescaling and changes
of state variables such that any non-degenerate perturbation of the generalized saddle-node case
of Equation (1.1) can be transformed into N-degree truncated parametric normal form
x˙ = µs + µs+1y +
n∑
i=1
(αji + µi+s+1)y
ji+1 + xys +
s−2∑
k=0
µk+1xy
k,
y˙ = −x+ ys+1 +
s−2∑
k=0
µk+1y
k+1, (5.6)
where αji = 0 for all ji < r1, and αr1 6= 0. The differential system (5.6) yields the Hamiltonian–
Eulerian decomposition.
Proof. The proof is straightforward by Lemma 5.2 and rank condition (5.5).
6 Examples
In this section we present some useful formulas for normal form computations of Bogdanov–
Takens singularity. First we derive the coefficients associated with the classical normal forms
in Eulerian–Hamiltonian decomposition. Then, explicit formulas of some parametric normal
form coefficients for the case (s, r1) = (1, 3) and (s, r1) = (1, 4) are presented. Given our Maple
program, computation of the remaining cases can be readily derived.
Proposition 6.1. Consider a differential system given by
dx
dt
=
∑
i+j≥2
ai,jx
iyj,
dy
dt
= −x+
∑
i+j≥2
bi,jx
iyj.
Then, some coefficients of the classical normal form{
x˙ =
∑∞
k=1 a˜ky
k+1 +
∑∞
k=1 b˜kxy
k,
y˙ = −x+∑∞k=1 b˜kyk+1 . (6.1)
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are as follows:
a˜1 = a0,2,
a˜2 = a0,3 − b1,1a0,2 − 4
9
b0,2
2 − 1
9
a1,1
2 +
5
9
a1,1b0,2,
a˜3 = a0,4 − 1
3
b0,2a1,1b1,1 − 3
2
b1,1a0,3 − 1
2
a2,0a0,3 +
2
3
b0,2
2a2,0 − 1
2
b0,2a1,1a2,0 +
1
18
a1,1b2,0a0,2
−14
9
b0,2b2,0a0,2 − 2
3
b1,2a0,2 +
1
6
a2,1a0,2 − 1
12
a2,0
2a0,2 +
7
12
b1,1
2a0,2 − 1
6
a1,1a1,2 +
2
3
b0,2a1,2
+
1
2
a2,0b1,1a0,2 +
1
12
a1,1
2b1,1 +
1
2
a1,1b0,3 − b0,2b0,3 + 1
12
a1,1
2a2,0,
and
b˜1 =
1
3
a1,1 +
2
3
b0,2,
b˜2 =
1
4
a1,2 +
3
4
b0,3 − 1
8
a1,1b1,1 − 1
8
a1,1a2,0 +
1
4
b0,2a2,0,
b˜3 =
1
5
a1,3 +
4
5
b0,4 − 8
45
b0,2
2b2,0 +
1
30
b1,1
2a1,1 +
1
15
b0,2b1,1
2 +
1
15
a1,1a2,0
2 − 4
15
b0,2a2,0
2
−1
9
b0,2a1,1b2,0 − 1
90
a1,1
2b2,0 +
1
10
a2,0a1,1b1,1 − 2
5
b0,3b1,1 − 1
5
b0,3a2,0 − 1
5
a1,2b1,1 − 1
5
a1,2a2,0
− 1
15
a1,1b1,2 +
4
15
b0,2b1,2 − 1
30
a1,1a2,1 +
1
3
b0,2a2,1.
Proof. The proof follows a symbolic computation using Maple.
The next proposition provides the formulas for parametric normal forms of the case s = 1
and r1 = 3 and 4.
Proposition 6.2. Consider a differential system given by Equation (6.1), and assume that
a˜1 = a˜2 = 0, b˜1 6= 0, and a˜3b˜1 6= 29 b˜2. Let ak = a˜k b˜1|b˜1|
k
2 and bk = b˜k|b˜1| k+12 for k > 1. Then, the
8-degree truncated parametric normal form of any non-degenerate perturbation of the system is
given by
x˙ = xy + µ1 + µ2y + µ3y
2 + µ4y
3 + (α3 + µ5)y
4 + (α4 + µ6)y
5 + α7y
8,
y˙ = −x+ y2, (6.2)
where
α3 := a3 − 2
9
b2,
α4 := a4 +
53
81
b2
2 − 8
3
b2a3 − 1
2
b3,
and α7 follows Equation (8.2) in Appendix. When a˜3b˜1 =
2
9
b˜2 and 5a˜3
2|b˜1| + 4a˜4b˜1 6= 2b˜3, the
8-degree truncated parametric normal form of any non-degenerate perturbation of the system is
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x˙ = xy + µ1 + µ2y + µ3y
2 + µ4y
3 + µ5y
4 + (αˆ4 + µ6)y
5 + (αˆ5 + µ7)y
6 + αˆ7y
8,
y˙ = −x+ y2, (6.3)
where αˆ7 is given in Equation (8.3) in Appendix and
αˆ4 :=
1
4a4 − 2b3 + 5a32
(
b3
2 − 5a32b3 + 4a42 + 25
4
a3
4 − 4b3a4 + 10a32a4
)
6= 0,
αˆ5 :=
1
4a4 − 2b3 + 5a32
(
136
3
a3b3a4 +
712
5
a3
3a4 − 16
5
b4a4 − 4a32b4 − 2a5b3 − 1268
15
a3
3b3
−26
3
a3b3
2 + 5a3
2a5 +
531
2
a3
5 +
8
5
b4b3 − 56a3a42 + 4a5a4
)
.
Furthermore, assume αˆ5 6= 0. Then, αˆ7 vanishes via applying an appropriate transformation.
Proof. Given the rescalings a˜k and b˜k, Equation (6.1) yields
A10 +B
0
1 + b2B
0
2 + a3A
−1
3 + b3B
0
3 + a4A
−1
4 + b4B
0
4 + a5A
−1
5 + b5B
0
5 + a6A
−1
6 + b6B
0
6 + a7A
−1
7 .(6.4)
The inequality a˜3b˜1 6= 29 b˜2 ensures that a3 6= 2b29 . By Remark 3.4 we have
r1 = 3. (6.5)
Since s = 1, we have 2s < r1. Next, Theorem 5.3 and symbolic implementation of the results
gives rise to Equation (6.2).
Now, assume that a˜3b˜1 =
2
9
b˜2. This condition leads to elimination of both A
−1
3 and B
0
2 .
Furthermore, B03 can be eliminated by B
1
2; see Lemma 2.9. Then, the coefficient of A
−1
4 is
a4 − 1
2
b3 +
5
4
a3
2,
and 5a˜3
2|b˜1|+4a˜4b˜1 6= 2b˜3 implies that 4a4+5a32 6= 2b3. Equation (3.7) infers that r1 := 4 and
αˆ4 6= 0. Symbolic computation and Theorem 5.3 via Equation (5.6) conclude our claims.
Assume that αˆ5 6= 0. Since r1 := s(s + 1) + 2s = 4, then r2 := 5 < 2r1 − 2s = 6. Thus by
Remark 3.9, A−17 is also simplified from the system. Symbolic computation and Theorem 5.3
via Equation (5.6) conclude our claims.
This paper concludes with an example to show that simple conditions can ensure that a
parametric system can be reduced to (6.3).
Example 6.3. Consider the system
x˙ = ax2 + bxy,
y˙ = −x+ cx2 + dxy + by2, (6.6)
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for b 6= 0. Then,
a˜3 =
1
4
b2(a− d), a˜4 = b2
(
11
320
d2 − 117
320
a2 + 53
160
ad− 2
5
bc
)
,
b˜1 = b, b˜2 =
1
8
b(a− d), b˜3 = 110b(d2 − 2a2 − 3cb+ ad).
Now s = 1 and
a˜3b˜1 − 2
9
b˜2 =
1
4
b(a− d)
(
b2 − 1
9
)
.
For a 6= d and b 6= ±1
3
, r1 = 3. Hence, by Proposition 6.2, the 8-degree truncated parametric
normal form for any non-degenerate perturbation of (6.6) can be obtained by formulas (6.2).
Assume that a = d, c 6= 0, and b 6= ±
√
3
2
√
2
. Then, we have a˜3 = 0,
5a˜23|b˜1|+ 4a˜4b˜1 − 2b˜3 =
1
5
b2c
(
3− 8b2) 6= 0, and r1 = 4.
Hence, the hypothesis for the parametric normal form (6.3) in Proposition 6.2 is satisfied.
Finally for b = ±1
3
, we have
5a˜3
2|b˜1|+ 4a˜4b˜1 − 2b˜3 =
{
391
4860
a2 − 49
2430
ad− 293
4860
d2 + 19
405
c, if b = 1
3
,
− 757
9720
a2 + 73
4860
ad+ 611
9720
d2 + 19
405
c, if b = −1
3
.
(6.7)
Any non-degenerate perturbation of the system (6.6) is reduced to (6.3) if the number given in
formula (6.7) is nonzero.
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8 Appendix
In this appendix we present some formulas used in the paper.
ζr,s,im,n :=
(r +m+ 2)(r +m)is
(r +m− n+ 3)is+1
−
i∑
l=1
(m)l−1s (r +m+ ls)
i−l
s(
r +m− n+ 3 + l(s+ 1))i−l
s+1
(m+ 2− n+ s)ls+1
×
(
l2s− nls− 2ls+ lm+ lr + s+ ns+ rs− nm+ r −m− nr
)
. (8.1)
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α7 :=
1
2b2 − 9a3
(
837
7
a4b4a3 − 282
7
b3b4a3 +
579
14
b3a5a3 − 99
35
b2a6a3 +
44
7
b2b3a5 +
225
28
a5
2 +
36
7
b4
2
+
6502276
31000725
b2
6 − 3665
12
b2b3a4a3 + 2b2a7 +
102387959
3444525
b2
5a3 − 20
7
b2b6 − 3676
567
b2
3b4 +
5989
810
b2
3a5
−129
35
b2
2a6 +
24
7
b2
2b5 +
22
9
b2
2a4
2 − 71983
15120
b2
2b3
2 +
3831413
306180
b2
4b3 − 9a7a3 − 982462
25515
b2
4a4
−177040867
765450
b2
4a3
2 − 13137
35
b2
2a3
4 +
236822
315
b2
3a3
3 +
90
7
b6a3 − 8154
35
b4a3
3 +
1359
8
b3a3
4
−90
7
a5b4 +
1253
320
b3
2a3
2 +
12231
140
a6a3
2 − 4077
70
a5a3
3 − 459
7
b5a3
2 − 4257
70
b2b4a3
2 +
2397
10
b2b3a3
3
+
90863
1680
b2b3
2a3 + 339b2a4
2a3 +
94
7
b2a4b4 − 24
7
b2b3b4 +
906
5
b2a4a3
3 +
657
35
b2a5a3
2 − 6
7
b2b5a3
−361
14
b2a5a4 +
147286
567
b2
3a4a3 − 3392327
34020
b2
3b3a3 − 71363
70
b2
2a4a3
2 +
1909
252
b2
2a5a3
+
4639
252
b2
2b3a4 +
6451
315
b2
2b4a3 +
4782209
15120
b2
2b3a3
2 − 3051
28
a5a4a3 +
2979
112
b3a4a3
2
)
. (8.2)
αˆ7 :=
1
4a4 − 2b3 + 5a32
(
24
5
a3a6b3 − 52a3b5a4 + 14
3
a3b5b3 − 3924
25
a3b4a5 − 224442
35
a3
3b3a4
−9938
5
a3
2a5a4 − 18548
35
a3
2b4b3 +
12349
20
a3
2a5b3 +
263572
175
a3
2b4a4 − 6a3b3a42 + 239
5
a3b3
2a4
+9a5b3a4 +
16
5
b4b3a4 +
144
5
a3a6a4 − 1030612
35
a3
5a4 +
60591
10
a3
4a5 − 36
5
a6a5 − 50
7
a3
2b6
+
2499
5
a3
3b5 − 72
5
b4a4
2 + 8500a3
3a4
2 − 76
5
a3b3
3 − 32
5
b5b4 +
20
7
b6b3 − 11808
25
a3
3a6 + 4a7a4
−36
5
a5b3
2 +
810141
700
a3
3b3
2 +
144
25
a6b4 + 5a3
2a7 − 5246687
1750
a3
4b4 − 40
7
b6a4 − 2a7b3 + 8b5a5
+
104
25
b4b3
2 +
44397211
4200
a3
5b3 +
576
5
a3a5
2 +
1296
25
a3b4
2 − 73881267
3500
a3
7
)
. (8.3)
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br,sm,nc
r,s
m,n
(s+ 2)
=
n∑
l=0
(n− l + 1)(r + 2 +m+ ls)(m)ls(
m+ 2 + ls
)
(m+ 2− n + s)ls+1
((
r +m+ 1 + (n− 1)s)(r +m+ ls)n−l−2s(
r +m+ 3− n + l(s+ 1))n−l
s+1
− (r +m+ ls)
n−l−2
s
(r +m+ ls + 2)
(
r +m− n+ 2 + (l + 1)(s+ 1))n−l−2
s+1
)
−
n∑
l=1
r(s+ 2)(m)ls
(m+ sl + 2)(m+ 2− n+ s)l−1s+1
((
r +m+ 1 + (n− 1)s)(r +m+ ls)n−l−2
s
(r +m+ 3− n+ ls + l)n−ls+1
− (r +m+ ls)
n−l−2
s
(r +m+ ls + 2)
(
r +m− n+ 2 + (l + 1)(s+ 1))n−l−2
s+1
)
+
n−1∑
l=1
(
n− l)(m)l−1s (r +m+ (l − 1)s)n−l−1s
(r +m+ 2 + ls)(m+ 2− n+ s)l−1s+1
(
r +m− n+ 2 + l(s+ 1))n−l−1
s+1
+
(m− n + 1)(r +m+ 2)(r +m+ 1 + (n− 1)s)(r +m)n−2s
(m+ 2)(r +m+ 3− n)ns+1
− (m− n + 1)(r +m)
n−2
s
(m+ 2)
(
r +m+ 3− n+ s)n−2
s+1
. (8.4)
