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Abstract
This thesis presents advances in modelling and inference for match outcomes in
the association football English Premier League. We firstly extend earlier models
by introducing a behavioural aspect which can be used to investigate how teams
react to the state of play in a match. We show that the model, in its simplest form,
outperforms existing models and is able to select a portfolio of profitable bets against
a bookmaker. Secondly, we introduce a dynamic component to the model by allowing
team ability parameters to vary stochastically in time. We employ particle filtering
methods to cope with a mixture of static and dynamic parameters and find that the
updating of posterior distributions is particularly fast, a necessary attribute should
we wish to update parameter estimates while matches are in-play. Furthermore, it
is shown that the methods are able to recover model parameters based on simulated
league data. Finally, we propose an extension to the model so that we are able to
investigate how a team modifies its behaviour based on their league situation. We
consider league positions that are closely attainable and suggest that since teams
modify their behaviour based on their current league position, outcomes of different
matches are not necessarily independent.
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Chapter 1
Introduction
1.1 An overview of gambling in sport
Gambling has been a hugely popular activity throughout human life, and has recorded
mentions in ancient Roman and Greek history. While the practice of gambling has
been frowned upon or even illegal in certain periods of time or locations over the
globe, in recent times in the UK gambling (under regulation) has been widely ac-
cepted by the public. Most UK high streets now contain at least one bookmaking
office (shop) and even more gambling is done online. Horse racing and association
football (commonly referred to as soccer in the United States and football elsewhere)
are the most gambled upon sports in the UK, with sports like tennis and greyhound
racing also being popular.
After a government go-ahead in 1960, UK bookmaking offices began to open in
1961 with the aim of ending unregulated, illegal gambling. Before then, bets could
only be legally placed at racing tracks. The number of bookmaking offices quickly
grew, and in 2013 was estimated at around 8,700 (Barford and Judah (2013)). It
is however thought that the number of bookmaking offices is declining due to the
popularity of on-line gambling.
Founded in 2000, Betfair (https://www.betfair.com/exchange) offered the first
on-line sports betting exchange. It allowed bettors to act either as a traditional
bettor, ‘backing’ an event, or act in the traditional role of the bookmaker, ‘laying’
an event. This allowed bettors to bet against each other and thus offer better odds
than a bookmaker. Bookmakers typically worked an expected profit of around 15%
into their odds, whereas Betfair would only take a small percentage (around 5%) of
any winnings. An example of the Betfair exchange can be seen in Figure 1.1, which
shows the market of a race at the hugely popular Royal Ascot. The Figure shows
the odds which are available to back (in bold under ‘Back all’) and the amount
of money which is in the exchange at those odds (directly underneath the odds).
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Figure 1.1: A screenshot of the Betfair exchange showing available back and lay
odds for the runners of the 14:30 at Royal Ascot
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Similarly, the odds which you can lay are shown. The screenshot was taken about
an hour before the start of the race, and already the exchange had matched bets up
to a total value of £575,652. It is not uncommon to see several millions matched on
big horse racing or association football markets.
Somewhat in response to Betfair, high street bookmakers had to invest in websites
which easily allowed on-line gambling (as we will see in the forthcoming section) and
also operated at a lower expected profit, in order to offer competitive odds. This led
to a massive increase in turnover for bookmakers as many people are not comfortable
with the Betfair exchange and prefer a simpler betting approach with a bookmaker.
This also suggests an additional opportunity for bettors, betting against high street
bookmakers who now offer better odds.
1.2 Gambling in association football
The first popular association football bet in the UK was known as the ‘football
pools’. Littlewoods football pools was the first of its kind, beginning in 1923 when
the football pools coupons were offered outside Manchester United’s ground Old
Trafford. The bet quickly spread across the whole of the UK, probably because, for
a small stake the bet offered the chance of a share of a massive jackpot (pool of
money). The aim of the bet was to select the outcome of several matches which at
the time, were all played concurrently at 3pm on a Saturday. More recently, since
association matches are televised, matches occur at different times during the week,
although the bulk are played in the traditional 3pm Saturday slot. At its peak of
popularity, it is estimated around that the pools had around 10 million players in
the UK, this figure however severely plummeted following the introduction of the
UK national lottery in 1994, which offered even bigger jackpots. It is also likely that
bettors now favour association football bets with bookmakers, who can offer odds
on a much larger selection of events.
Bookmakers now offer a large number of association football betting markets to
customers. This is no real surprise since to quote Constantinou et al. (2012),
‘[association football] is the world’s most popular sport . . . and constitutes the
fastest growing gambling market’. Some of the most popular betting markets are:
‘1X2’ (also called match betting), in which the bettor chooses the final outcome
of the match (home team win, draw, or away team win), ‘total goals under/over’,
in which the bettor chooses if the total number of match goals will be under or
over a certain line (usually 2.5), and ‘correct score’, in which the bettor chooses
the exact final score in the form x-y. There are also more obscure betting oppor-
tunities, for example betting on the number of corners in the last 15 minutes of
a match. In fact, as can be seen in Figure 1.2, bookmakers such as William Hill
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(http://sports.williamhill.com/bet/en-gb) may offer in hundreds of betting
markets (218 for this particular example) on an association football match.
Figure 1.2: A screenshot from the website of one of the top UK bookmakers William
Hill, showing the odds for some of the markets available on an international match
between Peru and Venezuela
There has also been a recent increase in what is known as ‘in-play’ betting, where
bets can be placed during a match. Previously, as soon as a match had started, the
betting markets would suspend, however with in-play betting this is no longer the
case. In-play betting markets see the odds change continuously throughout time in
a match, and react to events such as goals or player dismissals.
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1.3 Bookmaking
Bookmakers typically estimate the probability of an event (for example a score of 3-0
or a home team win), and then add what is called ‘over-round’ in order to ensure
an expected net profit from their published odds - effectively worsening the fair
odds. Odds may be offered in various forms (for example fractional or American)
but we consider the odds in decimal form, which are the most natural to work with
mathematically. Decimal odds are given by:
dm,E =
1
pm,E + om,E
(1.1)
where dm,E is the bookmaker’s decimal odds, pm,E is the bookmaker’s estimated
probability, and om,E is the added over-round, for event E in match m. From a
bettor’s point of view, a 1-unit bet at decimal odds d results in either a loss of 1
unit, or a profit of d− 1 units.
In the past, bookmakers would devise odds based on their expert knowledge of
sport and any bets they had already taken. For example they might begin with
their best guess of the statistically profitable odds (which include over-round), then
as bets are placed, shorten (decrease) the odds on events which have been heavily bet
(discouraging future bets) and lengthen (increase) the odds on events which have not
been bet so much (encouraging future bets). This strategy aims to keep a ‘balanced
book’, that is, a low-risk spread of bets taken over all events which ideally results in
arbitrage for the bookmaker, and largely no cases where the bookmaker has a large
sum to pay should a particular event occur. The strategy is in a sense Bayesian in
flavour since the Bookmaker first assigns some prior odds based on expert knowledge,
and then updates the odds based on new information (bets) becoming available.
We note two points from the above bookmaking strategy, firstly, it is very labour
intensive, requiring expert knowledge in both the prior setting of the odds and any
movement of the odds as bets are placed. Secondly, the bookmaker moves odds based
on his current book of bets and not necessarily on the true underlying probability
of an event. Therefore, should a bookmaker take a lot of bets on a particular event,
for example a UK bookmaker taking bets on England to win the association football
World Cup, then the odds on that particular event may be particularly bad value and
there may be scope for good-value, long-term profitable betting strategies focused
on less fancied teams within the betting market.
The first point mentioned above has been a real problem for bookmakers, and has
been remedied in recent years by the use of statistical models which can calculate
odds for hundreds of betting market events. They are most prevalent for in-play
betting markets, since theoretically the odds should change continuously throughout
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time and a bookmaker who was manually trading may not be able to keep up with
the ever changing market. Furthermore, if the bookmaker believes they have a good
statistical model, they may choose not to change the odds based on incoming bets,
instead opting for a high-risk, high-rate-of-return strategy.
The second point mentioned above is mainly of interest to bettors, and suggests
the use of statistical models to bet against the bookmaker, of which we present an
example in Chapter 3 Section 3.4.3.
In practice, it is likely that different bookmakers opt for different strategies with re-
gards to the use of statistical models and movement of odds based on bets. However,
statistical models have considerably reduced the amount of manual labour required
for a bookmaker to offer a large number of betting markets - as we will discuss
further in Section 1.5.
1.4 The English Premier League
The English Premier League (EPL) is one of the top association football leagues
and attracts interest internationally. At the end of the 2011/2012 season over
£1.1bn was paid out to the 20 participating teams in broadcast money alone (www.
premierleague.com). We thus choose this league as a test system for our subse-
quent statistical models.
Each EPL season involves 20 teams playing against each other twice, once at home
and once away, giving a total of 380 matches which are played over 38 weeks (10
matches per week). Teams are awarded three points for a win, one point for a
draw, and zero points for a loss, goals scored, conceded, and difference are also
recorded for calculation of the league standings. Teams are first ranked on points,
then goal difference, and then goals scored. Ending the season in positions 1-4
grants qualification to what is known as the Champions League, a short tournament
which contains the top teams in Europe, similarly, position 5 grants qualification
to the Europa League. At the other end of the table, teams in positions 18-20 are
relegated to the league below (known as the Championship), while the top 3 teams
from the Championship are promoted into the EPL. The league table at the end of
season 2011/2012 is shown in Table 1.1 where ‘p’ denotes the league position, ‘pld’
the number of matches played, ‘w’ the number of matches won, ‘d’ the number of
matches drawn, ‘l’ the number of matches lost, ‘gf’ the number of goals for (scored),
‘ga’ the number of goals against (conceded), ‘gd’ the goal difference (‘gf’ - ‘ga’), and
‘pts’ the league points. At the end of the 2010/2011 season (the previous season)
Norwich City, Swansea City, and Queens Park Rangers were promoted into the EPL,
replacing Birmingham City, Blackpool, and West Ham United.
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p team pld w d l gf ga gd pts
1 Manchester City 38 28 5 5 93 29 +64 89
2 Manchester United 38 28 5 5 89 33 +56 89
3 Arsenal 38 21 7 10 74 49 +25 70
4 Tottenham Hotspur 38 20 9 9 66 41 +25 69
5 Newcastle United 38 19 8 11 56 51 +5 65
6 Chelsea 38 18 10 10 65 46 +19 64
7 Everton 38 15 11 12 50 40 +10 56
8 Liverpool 38 14 10 14 47 40 +7 52
9 Fulham 38 14 10 14 48 51 −3 52
10 West Bromwich Albion 38 13 8 17 45 52 −7 47
11 Swansea City 38 12 11 15 44 51 −7 47
12 Norwich City 38 12 11 15 52 66 −14 47
13 Sunderland 38 11 12 15 45 46 −1 45
14 Stoke City 38 11 12 15 36 53 −17 45
15 Wigan Athletic 38 11 10 17 42 62 −20 43
16 Aston Villa 38 7 17 14 37 53 −16 38
17 Queens Park Rangers 38 10 7 21 43 66 −23 37
18 Bolton Wanderers 38 10 6 22 46 77 31 36
19 Blackburn Rovers 38 8 7 23 48 78 −30 31
20 Wolverhampton Wanderers 38 5 10 23 40 82 −42 25
Table 1.1: The league table at the end of the EPL 2011/2012 season
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Each match in the EPL consists of two 45-minute halves. However, at the end of
each half the referee may allow the match to continue for longer than the allocated
45 minutes in what is known as ‘injury time’. Injury time typically adds around 2
minutes to the first half, and 3.5 minutes to the second half.
As touched upon in Section 1.2, each week the 10 EPL matches were traditionally all
played at the same time of 3pm on a Saturday. This is however no longer the case,
with television companies demanding that matches be played at different times so
more can be televised. The tradition however holds on the last set of 10 matches in
week 38, which often sees teams concurrently playing to avoid league relegation, or
at the other end of the league table, for league victory. Furthermore, as information
now flows quickly between matches, at all times teams are aware of the state of
other concurrent games which may affect them.
1.5 Statistical models in association football
Coinciding with the rise in on-line and in-play betting as been a demand for statisti-
cal models which can capture the details of sporting contests. As seen in Section 1.3,
bookmakers offer hundreds of markets and thus require a statistical model which is
capable of predicting the probability of each event in each market, both before and
during a match. Statistical models may also be used by bettors, to inform their own
betting strategy against bookmakers, or other bettors on an exchange like Betfair.
Much of the published work on this area typically extends a model proposed by
Maher (1982) who suggested modelling the numbers of goals scored by the home
and away teams goals as independent Poisson random variables, where the mean
of each distribution depends on the strength of the home and away team’s attack-
ing and defensive capabilities. Dixon and Coles (1997) proposed an adjustment to
the probability of certain match scores in the independent Poisson model and also
suggested that a model’s forecasting ability improved if the likelihood incorporated
weightings that decreased exponentially with the time elapsed since the observation
of an event. Karlis and Ntzoufras (2003) built on these ideas with a diagonally
inflated bivariate Poisson model for modelling scores. McHale and Scarf (2011) also
presented a method of modelling the number of home and away team goals, by
assuming the number of goals each team scored had a marginal negative binomial
distribution, and considered the joint distribution of home and away team goals
using copula methods (see Nelsen (2007)).
Dixon and Robinson (1998) introduced a richer model which modelled match goal
times as opposed to only the final score. They demonstrated that when goal times
were modelled as a non-homogeneous Poisson process, the rate of scoring of teams
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changed depending on the current score. Volf (2009) later presented a similar (albeit
much less cited) model which he applied to international matches. While not applied
to modelling association football goal times, Baker and McHale (2013) developed a
10-dimensional point-process model for the different methods of scoring in American
football, and is also an excellent reference for the type of models mentioned here.
Owen (2011) presented a dynamic generalized linear model which extended the
model of Maher (1982) to the dynamic spectrum where each team’s attack and
defense parameter followed a random walk throughout the football season. It was
shown that, when applied to Scottish Premier League data, it was beneficial in
terms of predictive performance to allow a dynamic model component. Koopman
and Lit (2015) then modelled each team’s attack and defense parameter as an auto-
regressive process which fed into a bivariate Poisson model for the number of home
and away team goals. They used a mixture of Monte Carlo and maximum likelihood
methods for efficient estimation of all model parameters, and showed some evidence
that the model produced a significant profit when compared to bookmaker’s odds.
All of the above mentioned models describe the strength of each team with two pa-
rameters, one which represents the team’s attacking capability, and one which repre-
sents their defensive capability. The EPL involves 20 teams competing throughout a
season and thus these models use 39 parameters to describe the team strengths (one
parameter must be constrained for model identifiability). Furthermore, ranking of
the teams based on these parameters is not straightforward.
A further class of models is only concerned with the final match outcome (home
team win, draw, or away team win). Fahrmeir and Tutz (1994); Knorr-Held (2000);
Cattelan et al. (2013) modelled this outcome using Bradley-Terry type models where
parameters representing a team’s strength could vary dynamically with time. How-
ever these models have the disadvantage of not being able to process all the infor-
mation contained in a match’s score, as for example, a score of 5-0 is treated the
same as a score of 3-2.
Scarf and Shi (2008) also employed a Bradley-Terry type model, which they used
in order to estimate an idea of ‘match importance’ by considering the difference in
probability of events like winning the league, when a team won or lost a match.
These ideas fit in with the concept that teams may change their behaviour if a
match is deemed important. Somewhat similarly, the Bradley-Terry type model of
Goddard and Asimakopoulos (2003) used covariates related to if matches had league
promotion or relegation implications, in a thought that teams may try harder and
thus have greater chance of winning in these matches.
From the view of a bookmaker, Bradley-Terry type models are limited in that they
are only able to predict probabilities (and thus provide odds) for the 1x2 market
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before a match begins. The Poisson models which extend the work of Maher (1982)
are a little more useful, in that they can predict probabilities for any correct score
x-y and thus are able to provide odds for markets such as total goals under/over,
but again, only before a match. The non-homogeneous Poisson process model of
Dixon and Robinson (1998) however models goal times, and thus is able to provide
odds for the most markets both before the match and in-play. This type of model
is thus the most useful to bookmakers who wish to use models for the purposes of
making a betting market, and bettors who wish to bet both before a match and
in-play on a variety of betting markets.
It should also be mentioned that forecasting match outcomes is not the only use of
statistical models in association football. They have become increasingly popular in
advising managers on match tactics and player transfers. Data is now collected for
each intricate movement a player makes, from missing a tackle to scoring a goal from
30 metres out, and teams are becoming aware of the benefits of analysis of this data.
Many teams now house data analysis departments whose job is to value players in
order to advise which player transfers represent good value, and to provide feedback
on each individual player’s performance. Statistics of this kind have been commonly
used in other sports (particularly Baseball, which even has a book and film about
this very topic, ‘Moneyball’, Lewis (2004)) but have only recently become utilised
in association football. In fact, in 2012, one of the top EPL teams, Manchester
City, made player data publicly available in order to promote analysis of player
performance.
1.6 Data
We use data that record for each match the particular minute(s) during which a goal
is scored and the team scoring the goal. Our analyses in Chapter 3 and Chapter
4 concern all matches in the 2011/2012 EPL season, with specification of prior
distributions based on the previous season (2010/2011). While analyses in Chapter
5 concern all matches from five seasons of EPL data, from seasons 2007/2008 to
2011/2012. The goal-time data are available at www.scoresway.com.
As mentioned in Section 1.4 at the end of each 45 minute half, the referee allows
extra injury time to be played. Goals scored in first half injury time are simply
recorded in the data as having been scored at minute 45, and similarly for goals in
second half injury time at minute 90. Hence, the histogram shown in Figure 1.3
displays visible spikes at these times. We also note here that the vast majority of
the figures in this thesis have been created via the use of R and ggplot2 (R Core
Team (2015); Wickham (2009)).
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Figure 1.3: A bar plot of goal times (in minutes) for the EPL season 2011/2012
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We also use historical data on bookmaker’s odds from the 2011/2012 EPL season
which are available as a direct download on the website www.football-data.co.uk.
These data contain pre-match odds from the UK bookmaker Bet365 for the 1X2
betting market. In the notation of Section 1.3, the data comprise dm,H , dm,D, and
dm,A for matches m = 1, . . . , 380. For any match m, pm,H + pm,D + pm,A = 1, but
calculation of 1/dm,H +1/dm,D +1/dm,A for a given match m typically yields a value
in the region of 1.045 to 1.06, which highlights the use of over-round, om,H , om,D,
and om,A in Bet365’s published odds. Values of 1/dm,H , 1/dm,D, and 1/dm,A and
their sum are displayed in Figure 1.4 via a stacked bar chart. In Chapter 3 Section
3.4.3 we make the assumption that om,H = om,D = om,A in order to estimate the
bookmaker’s assumed probabilities pm,H , pm,D, and pm,A.
1.7 Aim and structure of the thesis
This thesis aims to achieve the following points in the noted chapter:
1. The creation of models which are widely applicable, have improved predictive
power, and are more parsimonious than models currently in literature. As
mentioned throughout this introductory chapter, bookmakers need to offer
hundreds of markets for association football matches both before the match
and in-play. We thus seek to create a model which is applicable to a wide
selection of markets, that is, a model of the goal times in a similar vein to
Dixon and Robinson (1998). We consider model parsimony important, and
seek to create a more parsimonious, but still rich, model. A model of this
nature is introduced in Chapter 3
2. Inference for models in a Bayesian framework. The use of Bayesian methods
is relatively rare in the literature concerning association football models. We
propose reasons for why the Bayesian framework is preferable for this particu-
lar application in Chapter 2, and then throughout the remainder of the thesis,
use Bayesian methods for all model inference
3. Methods of inference which are quick to compute. We also view speed of compu-
tation as important, since for in-play markets, updated predictions are needed
continuously throughout time, in particular after goals. We thus explore ‘parti-
cle filtering’ methods in Chapter 4 which also naturally present an opportunity
to add a dynamic element to the model, in a similar vein to Owen (2011)
4. The creation of models which can capture behavioural aspects of teams. Finally,
we add another layer to the model proposed in Chapter 3, which represents
how teams change their behaviour in relation to their league situation. This
research is able to investigate if a notion of ‘value’ can be placed on the dif-
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ferent EPL positions, and if there is evidence that concurrent matches are not
necessarily independent. This work is presented in Chapter 5
We also introduce the Bayesian methods used throughout the thesis in Chapter 2,
and present a conclusion to the thesis in Chapter 6.
14
Chapter 2
Bayesian computational methods
2.1 Introduction
Here we review some of the Bayesian methods used throughout this thesis. This
chapter focuses on introducing methodology which is further discussed and applied
in later chapters. We use the notation P(.) to denote value of probability and p(.)
to denote a value of a Probability Density Function (PDF).
2.2 The Bayesian approach to inference
Their are currently two main schools of thought with statistics, each with their own
approach to parameter inference. The Bayesian approach to inference involves as-
suming unknown model parameters are random variables. The Frequentist approach
however, involves assuming that model parameters are fixed but unknown, and only
an estimate of the model parameters, typically the Maximum Likelihood Estimate
(MLE), is a random variable. For a Frequentist, probability statements only make
sense for repeatable experiments. For example a 95% confidence interval of a model
parameter means that when repeating the experiment and each time calculating the
confidence interval, 95% of the time the interval should contain the true parameter
value. The interpretation of the comparable interval in the Bayesian framework, the
Bayesian Credible Interval (BCI), is much clearer - there is a 95% probability the
true parameter value is in said interval given the observed data.
Bayes theorem (and in turn Bayesian inference) is named after the Reverend Thomas
Bayes (1702-1761) whose work, An essay towards solving a problem in the doctrine
of chances, which contained the theorem, was published by Richard Price (Bayes
and Price (1763)). Bayes’ theorem provides the conditional probability of one event
given another. For example for events A and B, the probability of observing event
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A given we have already observed event B is:
P(A|B) = P(B|A)P(A)
P(B)
. (2.1)
What can be slightly confusing is that Bayes’ theorem is not inherently Bayesian - it
is unarguable and can be easily derived from the definition of conditional probability.
A quick derivation is given by noting the definition of conditional probability, P(A∩
B) = P(A|B)P(B), and then by noting that P(A ∩ B) = P(B ∩ A) due to the
commutativity of the ∩ operator. What is Bayesian however are the methods of
inference presented in this chapter, which all rely on Bayes’ theorem.
Firstly let us consider a more general formulation of Bayes’ theorem relating to
partitions of a sample space S. If A1, . . . , An denote a partition of S, that is, they
are mutually exclusive and their union is S, we have for any j ∈ {1, . . . , n}:
P(Aj|B) = P(B|Aj)P(Aj)∑n
i=1 P(B|Ai)P(Ai)
. (2.2)
Now, the Bayesian approach to inference is to treat the unknown model parameter
vector θ as a random variable, and so inference is concerned with determining the
distribution of θ, given we have observed some data D. This means we consider
what is known as the posterior distribution of θ, p(θ|D). In a similar vein to
Equation (2.2), the posterior distribution may be written as:
p(θ|D) = p(D|θ)p(θ)∫
p(D|θ′)p(θ′) dθ′ (2.3)
where p(D|θ) is the likelihood function (which will be determined by the choice of
model employed) and p(θ) is the prior density function. The prior p(θ) is chosen
to reflect any information regarding the model parameters θ, and the ability to
incorporate such information is one of the benefits (but also main criticisms) of
the Bayesian approach to inference. Note that Equation (2.3) includes a constant
normalising factor,
∫
p(D|θ′)p(θ′)dθ′. In many of the Bayesian methods, we need
only be concerned with the posterior distribution up to a constant of proportionality,
and thus we use:
p(θ|D) ∝ p(D|θ)p(θ) (2.4)
which is often referred to as Bayes’ rule (as opposed to Bayes’ theorem).
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2.2.1 Bayesian versus Frequentist
The Bayesian framework naturally allows us to make probability statements around
model parameters, for example we can compute P(θ1 > θ2) by considering posterior
probabilities. The equivalent Frequentist approach would be to use a hypothesis
test of H0 : θ1 = θ2 against H1 : θ1 > θ2 and calculate a p-value, rejecting H0
in favour of H1 if the p-value is less than the chosen significance level, usually a
somewhat arbitrary 0.05. In fact, in 2015 the academic journal ‘Basic and Applied
Social Psychology’ banned the use of p-values stating ‘We believe that the p < 0.05
bar is too easy to pass and sometimes serves as an excuse for lower quality research’
(Trafimow and Marks (2015)). Others have also been critical of the use of p-values
for example Colquhoun (2014) who made the rather bold statement ‘if you use
p = 0.05 to suggest that you have made a discovery, you will be wrong at least 30% of
the time’. The false positive rate of at least 30% is however somewhat misleading - it
is based on the assumptions of real effects being present in only 10% of experiments,
and an underlying statistical power of 80%. If 100% of experiments contained real
effects, the false discovery rate would be 0%, and similarly, the false discovery rate
would decrease as the statistical power increased - so the results are highly sensitive
to the assumptions made. There are numerous discussions of p-values, both old and
new (Casella and Berger (1987); Ioannidis (2005); Senn (2015)), what is important
to take from all this debate however is that p-values should not represent the end
of a statistical analysis, but rather the beginning.
The Bayesian approach also very naturally propagates uncertainty surrounding es-
timates of model parameters, which is contained in the posterior distribution. Fre-
quentists typically rely on an asymptotic normality assumption of the MLE in order
to describe uncertainty of model parameter estimates. There are no such assump-
tions in the Bayesian approach and furthermore, a Bayesian analysis can provide
credible intervals for parameters or any function of the parameters which are more
easily interpreted than the concept of confidence interval in a Frequentist setting.
Finally (in terms of pro Bayesian arguments), in some areas inference has only
been possible with a Bayesian framework. For example, when there are cases of
missing data which prevent the calculation of the likelihood function, authors like
Streftaris and Gibson (2004) have successfully managed to infer model parameters
in a Bayesian framework using data augmentation to infer the missing data.
The main criticism of the Bayesian approach regards the choice of prior distribu-
tions, in that the choice is completely subjective. For example two Bayesian statis-
ticians who are very confident in their own, differing, opinion of the likely values
of model parameters may choose to use quite different prior distributions. The two
statisticians may then come to different conclusions regarding model parameters (in
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particular if the data sample is small then the posterior distribution can be quite
sensitive to the choice of prior). In this case the difference has not come from the
data - it has emerged based on the statistician’s opinion. Frequentists typically
believe that conclusions must be based solely on the data and Frequentists should
always come to the same conclusions regarding model parameters.
Many however see the prior distribution as an asset to the Bayesian statistician’s
toolbox. It offers the chance to include further information and experience into
the belief surrounding model parameters, and extra information should always be
appropriately used when available. Sports modelling presents an ideal example for
when informative priors can and should be used. For example we have knowledge of
the likely values of model parameters based on our experiences of years of watching
association football and the vast amount of historical data on the game. Informative
priors are used for model parameters throughout this thesis.
In response to the criticism of the use of subjective prior distributions, much research
has been discussed on ‘non-informative’ priors. We discuss the non-informative prior
in the following section.
2.2.2 The non-informative prior
An obvious choice of a non-informative prior is the uniform distribution over an al-
lowable/sensible parameter range, or to follow Laplace and choose p(θ) = 1 (Berger
and Bernardo (1992)), however, this approach may not be as non-informative as
one might first believe. For example if ψ ∈ [0, 1] is the model parameter of inter-
est, one may elicit the ‘non-informative’ prior ψ ∼ U(0, 1). This however implies
ψ2 ∼ B(1
2
, 1), suggesting ψ2 is closer to 0 than 1, so the prior is non-informative
regarding ψ but not ψ2. That is, the approach of the non-informative uniform prior
is not invariant under transformations of the model parameters - different model
parameterisations may lead to different posterior distributions.
This lack of invariance prompted the development of a non-informative prior which
was also invariant under parameter transformations. Jeffreys (1946) thus proposed
what is known as the Jeffreys’ prior :
p(θ) ∝
√
det(I(θ)) (2.5)
where:
I(θ) = −E
(
d log(p(D|θ))
dθ2
)
(2.6)
is the Fisher information. The prior is most often improper, that is, it does not inte-
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grate to a finite value, and furthermore, the ‘non-informative’ label may be somewhat
misleading - the prior requires input from the statistician via the statistical model
employed.
Objective Bayesian methods (in which the analysis is data-driven) have been most
notably furthered by Bernardo (1979); Berger and Bernardo (1992); Berger et al.
(2009) who discuss a ‘reference prior’. The resulting ‘reference posterior’ provides a
standard to which posterior distributions, formed from using different priors based
on subjective or objective items of information, may be compared. The intuition
behind the reference prior is that is it the prior which maximises the distance or
divergence between the posterior and prior distribution so that the data have maxi-
mum effect on the posterior distribution. A sensible question is ‘how can you choose
a prior to maximise the divergence between the prior and posterior distributions
before you have seen any data?’ The answer is that reference priors deal with the
expectation of the divergence, given a statistical model.
One commonly used divergence measure is the Kullback-Leibler divergence intro-
duced by Kullback and Leibler (1951). If we consider a sufficient statistic T = T (D),
the Kullback-Leibler divergence for the prior and posterior distributions is:
DKL =
∫
p(θ|t) log
(
p(θ|t)
p(θ)
)
dθ (2.7)
where t is an observation of T . The expectation of DKL over the distribution of T
is:
E(DKL) =
∫
p(t)
∫
p(θ|t) log
(
p(θ|t)
p(θ)
)
dθdt (2.8)
=
∫ ∫
p(θ, t) log
(
p(θ, t)
p(θ)p(t)
)
dθdt (2.9)
which may be recognised as the mutual information between θ and t. Thus, the
reference prior involves finding p(θ) which maximises this mutual information.
As noted by Berger and Bernardo (1992), this method is typically very hard to
implement. It is however consistent with the Jeffreys’ prior for the single parameter
case, and it is generally much more recommended in the multi-parameter case due
to the shortcomings of the Jeffreys’ prior in a multivariate setting - as acknowledged
by Jeffreys himself (Jeffreys (1946)).
2.3 MCMC
In most cases, the form of the posterior distribution p(θ|D) is analytically in-
tractable. For example, for the chosen prior distributions and model specifications
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employed in Chapter 3, p(θ|D) ∝ p(D|θ)p(θ) does not conform to a recognisable
distribution. As a result, many Bayesian analyses use sampling methods to approx-
imate the distribution of the posterior p(θ|D), of which Markov Chain Monte Carlo
(MCMC) is the most popular. MCMC methods are inherently very computationally
demanding, and so have only been possible with advances in computing power.
The basic Monte Carlo principle is to draw an independent and identically dis-
tributed set of samples {θ1, . . . ,θn} from our target distribution (the posterior
p(θ|D)) which may be used directly for parameter inference and prediction. The n
samples can be used to approximate the expectation:
E(f(θ|D)) =
∫
f(θ)p(θ|D) dθ
≈ 1
n
n∑
i=1
f(θi) (2.10)
for some function f which must be Lebesgue integrable with respect to p(θ|D) in
order for the expectation to exist. The strong law of large numbers then holds
and the approximation becomes more accurate as n → ∞. It is thus possible
to approximate features such as the posterior mean using f(θ) = θ, or posterior
probabilities like P(θ < L|D) using f(θ) = I(θ < L) (the indicator function which
is 1 if the comparison is true and 0 otherwise). We can quickly see that having
a Monte Carlo sample from the posterior distribution of θ is sufficient to enable
inference to be made.
In order to generate the Monte Carlo sample, we seek to create a Markov chain where
the stationary distribution corresponds to our posterior distribution. We firstly
consider a discrete state-space S = {s1, . . . sm} for the purposes of illustration of
the ideas of Markov chains, before describing methods relating to continuous state-
spaces in Section 2.3.1. The extension to continuous state-spaces do not require any
new concepts (Roberts (1996); Tierney (1996)).
A Markov chain is a stochastic process which takes values in S at discrete time
points t while satisfying the following condition: if the state of the chain at time
t is Xt, then the distribution of Xt conditional on X1, . . . , Xt−1 is the same as the
distribution of Xt conditional only on Xt−1. That is:
P(Xt|X1, . . . , Xt−1) = P(Xt|Xt−1) (2.11)
in words, the future states which the process takes depend only on the current state
and not the past. This finite state Markov Chain is defined by a m×m transition
matrix T where entry Ti,j contains P(Xt+1 = sj|Xt = si) for all integer values of
t ≥ 0. Furthermore, if q is a row vector of length m (like all the distributions we
will be concerned with here) containing the distribution of the Markov chain state
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at time 0 so qi = P(X0 = si), then the distribution of the Markov chain state at
time 1 is qT . It follows by repeated application of the matrix multiplication that
qT k is the the distribution of the Markov chain state at time k.
Roberts (1996) succinctly describes the three properties which T must satisfy in
order for the corresponding Markov chain to converge to stationary distribution pi:
1. Irreducible. That it is possible for the Markov process to reach any state si
from any state sj within a finite number of time steps. That is, the Markov
chain transition graph is connected
2. Aperiodic. The chain does not oscillate between different sets of states in a
regular periodic movement. In other words, the Markov chain transition graph
has period 1
3. Positive recurrent. If an initial value x0 is sampled from pi then x1 and all
subsequent iterates will also be distributed according to pi. In terms of the
stationary distribution pi, this implies pi = piT
The positive recurrent property can sometimes be shown by demonstrating that a
stronger property holds, known as detailed balance:
piiTi,j = pijTj,i for all i, j. (2.12)
Furthermore, summing both sides over j yields:
pii =
m∑
j=1
pijTj,i (2.13)
since
∑m
j=1 piiTi,j = pii
∑m
j=1 Ti,j = pii, it then follows that pi = piT . Detailed balance
can also be seen as a reversibility condition. In words, it means that the probability
of the Markov chain being in state si and moving from si to sj must be the equal
to the probability of being in state sj and moving from sj to si.
Thus for any initial distribution q and a transition matrix which is irreducible,
aperiodic, and satisfies pi = piT , we have that qT k tends to pi as k → ∞. That
is, that no matter what the initial distribution of the chain is, after a sufficient
number of steps the distribution of the state of the chain will approach pi and will
be independent of the initial distribution q. Thus if we simulate the process starting
from any of the states in S, after a sufficient amount of time steps, we will be able
to take samples from the stationary distribution pi.
21
Chapter 2: Bayesian computational methods
2.3.1 The Metropolis-Hastings algorithm
In Section 2.3 we reviewed some of the theory of how a Markov chain can be defined
by its transition matrix T in order to have some stationary distribution over a
discrete state-space S. Here, we review the Metropolis-Hastings (MH) algorithm
(Metropolis et al. (1953), Hastings (1970)) which ensures the stationary distribution
of the Markov chain is our posterior distribution of interest over a continuous state-
space.
It is intuitive that Markov chains can be used in cases where the state-space is
discrete, however the theory of Markov chains in a continuous state-space is nearly
identical after replacing the discrete stationary distribution pi with a continuous
posterior density function p(θ|D), discrete sums with continuous integrals, and the
discrete support transition matrix T with a continuous support transition kernel K.
For example, in a continuous state-space setting we may write Equation (2.13) as:
p(θt+1|D) =
∫
p(θt|D)K(θt+1|θt) dθt (2.14)
so the kernel K is the conditional density of θt+1 given θt, where θt denotes the
state of the chain at time t.
The MH algorithm is commonly referred to as the most popular MCMC method
(Hitchcock (2003)) and is the base for many other algorithms which are special cases
or extensions, for example the Gibbs sampler (Geman and Geman (1984)) which we
review in Section 2.3.2. An outline of the algorithm is as follows:
Let the state of the chain at time t be θt where θ0 is some user-specified value.
Then with a user-specified proposal distribution q(θ′|θt), repeat the following steps
for t = 0, . . . , n:
1. Sample θ′ from the proposal density q(θ′|θt)
2. Calculate the acceptance probability α(θ′,θt)
3. With probability α(θ′,θt) set θt+1 = θ
′, otherwise θt+1 = θt
The acceptance probability is given by:
α(θ′,θt) = min
(
1,
p(θ′|D)
p(θt|D) ×
q(θt|θ′)
q(θ′|θt)
)
= min
(
1,
p(D|θ′)
p(D|θt) ×
p(θ′)
p(θt)
× q(θt|θ
′)
q(θ′|θt)
)
. (2.15)
Note that the appearance of the ratio in the acceptance probability means that the
posterior normalising factor (seen in Equation (2.3)) cancels. The transition kernel
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for the MH algorithm from point current state θt to the next state θt+1 is:
K(θt+1|θt) = q(θt+1|θt)α(θt+1,θt) + δθt(θt+1)
∫
q(θ∗|θt)(1− α(θ∗,θt)) dθ∗
(2.16)
where δθt(θt+1) is the Dirac delta measure located at θt. The first term on the right
hand side of Equation (2.16) corresponds to an accepted proposal, and the second a
rejected proposal. For further details on the transition kernel of the MH algorithm,
see for example Tierney (1998).
It can be proved that the Markov chain produced by the MH algorithm converges
and has the desired stationary distribution p(θ|D) by considering the three proper-
ties described in Section 2.3. Firstly, the chain is irreducible so long as the proposal
density q(θ′|θt) allows the chain to cover the support of the posterior p(θ|D). Sec-
ondly, the chain is aperiodic since a rejected proposal implies θt+1 = θt. Finally, we
show the chain is positive recurrent by demonstrating that detailed balance holds,
that is:
K(θt+1|θt)p(θt|D) = K(θt|θt+1)p(θt+1|D). (2.17)
In the case of a rejected proposal we have θt+1 = θt and so Equation (2.17) clearly
holds. In the case of an accepted proposal we have:
K(θt+1|θt) = q(θt+1|θt)α(θt+1,θt)
= min
(
q(θt+1|θt), p(θt+1|D)q(θt|θt+1)
p(θt|D)
)
(2.18)
and therefore:
K(θt+1|θt)p(θt|D) = min (p(θt|D)q(θt+1|θt), p(θt+1|D)q(θt|θt+1))
= K(θt|θt+1)p(θt+1|D) (2.19)
by noting that θt and θt+1 are symmetric inside the min function. We now have
proof of Equation (2.17), that is, the MH algorithm produces a Markov Chain which
converges to a stationary distribution of p(θ|D).
Much research has been undertaken regarding the optimal acceptance rate within the
MH algorithm, that is, the proportion of proposals θ′ that are accepted. Intuitively,
the proposal density q(θ′|θt) should be chosen so that the acceptance rate is not close
to 0 (the proposals are never accepted, for example when the proposal distribution
has very high variance, and the chain is ‘stuck’) and not close to 1 (the proposals
are always accepted, for example when the proposal distribution has very small
variance, and the chain moves very slowly).
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A common choice for the proposal density is q(θ′|θt) = N(θt, σ2) where the user
may tune σ2 to achieve a certain acceptance rate, the resulting algorithm is known as
random-walk MH. Also of note is q(θ′|θt) = q(θ′) which results in the independence
sampler algorithm.
Roberts et al. (1997) (the original work was published in 1994) were the first authors
to publish theoretical results regarding the optimal acceptance rate, and suggested
a commonly cited value of 0.234. This value was obtained however under the as-
sumption of a high-dimensional target distribution made of Independent Identically
Distributed (IID) components. Gelman et al. (1996) provided some theoretical jus-
tification for acceptance rates in the range of 0.15 to 0.5, but note that these values
do not guarantee efficiency of the algorithm, in particular when sampling from a
highly multi-modal distribution. More recently, Bedard (2008) warned statisticians
of the problems of blindly tuning a MH algorithm to the 0.234 rule, and showed
that when the assumption of IID components was relaxed, the optimal acceptance
rate may be far from 0.234. For MH algorithms implemented in this thesis we follow
Gelman et al. (1996) and are satisfied with acceptance rates between 0.15 and 0.5.
Algorithm 1 provides an implementation of the MH algorithm which takes n sam-
ples for d parameters, and stores the sample from each iteration in the rows of a
matrix denoted by S. The algorithm performs updates to each of the d parameters
separately.
2.3.2 The Gibbs sampler
We describe the Gibbs sampler for a d dimensional posterior p(θ|D) with θ =
(θ(1), . . . , θ(d)). The Gibbs sampler relies on simulation from the conditional posterior
density of θ(i) given all other parameters in θ for all i = 1, . . . , d. For a user-
specified starting value θ0, the Gibbs sampler algorithm repeats the following steps
for t = 0, . . . , n:
1. sample θ
(1)
t+1 from conditional density p(θ
(1)|D, θ(2)t , . . . , θ(d)t )
2. sample θ
(2)
t+1 from conditional density p(θ
(2)|D, θ(1)t+1, θ(3)t , . . . , θ(d)t )
...
k. sample θ
(k)
t+1 from conditional density p(θ
(k)|D, θ(1)t+1, . . . , θ(k−1)t+1 , θ(k+1)t , . . . , θ(d)t )
...
d. sample θ
(d)
t+1 from conditional density p(θ
(d)|D, θ(1)t+1, . . . , θ(d−1)t+1 )
The key note from this algorithm is that after having updated a component, the
updated value must be used when we condition on it in subsequent samples.
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Algorithm 1 MH algorithm
1: procedure MH(n, m)
2: θ = (θ
(1)
0 , . . . , θ
(d)
0 )
3: S = Matrix(n, d)
4: for t = 1 to n do
5: for p = 1 to d do
6: θ′ = θ
7: θ′p = q(θp)
8: logD = log(p(D|θ)) + log(p(θ)) + log(q(θ′p|θp))
9: logN = log(p(D|θ′)) + log(p(θ′)) + log(q(θp|θ′p))
10: if u() < exp(logN − logD) then
11: θp = θ
′
p
12: end if
13: St,p = θp
14: end for
15: end for
16: end procedure
17: function q(x)
18: return random draw from the proposal density q(x′|x)
19: end function
20: function u( )
21: return random draw from U(0, 1)
22: end function
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It can be shown that the Gibbs sampler is a composition of MH moves where the
proposed value is always accepted. To illustrate this we consider the simple two
dimensional case, the extension to higher dimensions follows similarly. Consider
θ = (θ(1), θ(2)) and a proposal to update component θ(1) of θ′ at current time t
where the state is θt = (θ
(1)
t , θ
(2)
t ). The MH acceptance probability is given by:
α = min
(
1,
p(θ′, θ(2)t |D)
p(θ
(1)
t , θ
(2)
t |D)
× p(θ
(1)
t |D, θ(2)t )
p(θ′|D, θ(2)t )
)
= min
(
1,
p(θ′, θ(2)t |D)
p(θ
(1)
t , θ
(2)
t |D)
× p(θ
(1)
t , θ
(2)
t |D)
p(θ
(2)
t )
× p(θ
(2)
t )
p(θ′, θ(2)t |D)
)
= 1. (2.20)
The update step of θ(2) follows similarly when conditioning on θ
(1)
t+1 = θ
′.
Since a Gibbs move is a special case of a MH move, it follows that each individual
Gibbs component update satisfies detailed balance as described in Section 2.3.1. It
is also clear that the chain will be irreducible since the support of the conditional
posterior densities covers the same support as the full posterior distribution. It
may not however be obvious that the chain is aperiodic since the chain does not
allow for rejections. However it is difficult to imagine a sequence of conditional
posterior distributions that would ‘force’ the chain away from the current value. We
refer the reader to Roberts and Polson (1994) for more technical details regarding
the convergence of the Gibbs sampler and a proof of the aperiodicity of the Gibbs
sampler.
The Gibbs sampler is in some ways simpler than the MH algorithm since it does
not require tuning of the proposal density in order to acquire satisfactory mixing of
the Markov chain. It does however require simulation from particular conditional
distributions which may not always be straightforward, as is the case in Chapter
3 and onwards. It should also be noted that it is perfectly acceptable to mix the
Gibbs sampling and MH algorithm sampling steps, with Gibbs updating steps for
some components and MH updating steps for others.
Algorithm 2 provides an implementation of the Gibbs sampling algorithm which
takes n samples for d parameters, and stores the sample from each iteration in the
rows of a matrix denoted by S. The algorithm performs updates to each of the d
parameters separately.
2.3.3 Burn-in, thinning, and convergence diagnostics
Although algorithms like MH are guaranteed to produce Markov chains which con-
verge, there is no guarantee on how many time steps this may take. In particular,
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Algorithm 2 Gibbs sampler algorithm
1: procedure Gibbs(n, d)
2: θ = (θ
(1)
0 , . . . , θ
(d)
0 )
3: S = Matrix(n, d)
4: for t = 1 to n do
5: for p = 1 to d do
6: θp = q(θ, p)
7: St,p = θp
8: end for
9: end for
10: end procedure
11: function q(θ, p)
12: return random draw from the conditional density
p(θ(p)|D, θ(1), . . . , θ(p−1), θ(p+1), . . . , θ(d))
13: end function
time to converge may be long if the chain is initialised in a position of low posterior
probability. Furthermore, after a sufficient number of steps have been taken and
the chain has converged, adjacent samples may exhibit high dependence (positive
auto-correlation), breaking the independence assumption of a Monte Carlo sample.
One solution to the two above mentioned problems is the use of burn-in and thinning.
To burn samples means to exclude the first B samples from analysis, B is typically
determined by visual inspection of trace plots to see how long it takes for the sampled
value to ‘settle’. To thin samples means to only use every T -th sample, with T
usually determined by visual inspection of auto-correlation plots to see what value
of T would ensure that adjacent samples are sufficiently independent.
The strategies of burn-in and thinning are however very wasteful. They involve
discarding information, which should be a statistical sin. Authors like Geyer (2011)
suggest that instead of burn, ‘any point you don’t mind having in a sample is a
good starting point’ and suggest practical ways of initialising the Markov chain so no
burn-in is required. For example practising statisticians may run MCMC procedures
multiple times, in particular if using the MH algorithm which requires the tuning of
the proposal distribution based on the acceptance rate. Thus a good rule to follow is
to initialise each Markov chain where the previous one ended. Alternatively, it may
be possible to initialise the Markov chain at the posterior mode which can sometimes
be found via optimisation methods, or the MLE may be a good starting point if there
is thought to be little influence of the prior on the posterior distribution.
The smallest amount of thinning involves discarding every 2nd sample, so at best,
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thinning involves immediately halving the sample size. Link and Eaton (2012)
show results from simulations suggesting that estimation of posterior features is
more precise when based on un-thinned chains, which is intuitive since they use
more information. Furthermore, for unbiased estimation of a posterior expectation
using Equation (2.10), there is no requirement for independence within the MCMC
samples.
Estimation of standard errors of estimates (MCMC error) however does require
independent samples. A useful reference for this point (and many others related to
MCMC) is the discussion paper by Kass et al. (1998). For example Carlin describes
how it is perfectly fine to estimate the posterior mean with the the sample mean θ¯ =
1
n
∑n
i=1 θi, since the estimate is unbiased even if the samples are not independent.
However calculation the sample variance s2 = 1
n−1
∑n
i=1(θi − θ¯)2 and using s2/n as
an estimate of the MCMC error of θ¯ would very likely be an underestimate due to
the positive auto-correlation in the samples.
Numerous methods for calculating MCMC error are discussed in Kass et al. (1998),
including using thinned chains (which is deemed sub-optimal). Neal suggests (and
further explains in Neal (1993)) the calculation of an effective sample size, neff ,
which accounts for the positive auto-correlation within the samples:
neff =
n
1 + 2
∑∞
k=1 acf(k)
(2.21)
where acf(k) is the estimated auto-correlation at lag k. The sum must then be
truncated at some reasonable value and MCMC error estimates may be based on
s2/neff . Calculation of neff may also be useful in order to gain an idea how many
samples, n, to take. Other methods like non-overlapping batch means are described
in Geyer (2011).
Throughout this thesis we only burn samples if we are unsure of the validity of the
chain starting points, and no thinning is used.
Formal diagnostics are available for checking the convergence of MCMC algorithms.
The most popular of these are the Gelman-Rubin diagnostics (see Gelman and Rubin
(1992); Brooks and Gelman (1998)) which involve running multiple chains from
over-dispersed starting points and comparing the between chain and within chain
variability, and the Geweke diagnostic (see Geweke et al. (1991)), which produces
z-scores by comparing the means of the first 10% and last 50% (by default for most
computer packages) of samples.
28
Chapter 2: Bayesian computational methods
2.4 RJMCMC
Reversible Jump Markov Chain Monte Carlo (RJMCMC) is a framework in which
reversible Markov chain samplers are able to ‘jump’ between parameter state spaces
of differing dimensionality. The RJMCMC algorithm was first described in Green
(1995) and is an extension of the MH algorithm. It has since been used to tackle
numerous problems, mainly concerning Bayesian model choice, for example in Hastie
and Green (2012); Punska et al. (1999), but may also be used for data imputation.
For example if we are concerned with modelling goal times in association football,
and obtain data which records goal times for several matches, but also data which
only records the match outcome (home team win, draw, or away team win) for
several matches, we could use RJMCMC methods to impute a varying dimension
vector of goal times for the matches for which goal times were not recorded. For
an example of the use of RJMCMC to impute unobserved data, see Gibson and
Renshaw (1998).
RJMCMC allows the MCMC routine to explore different models m, each with their
own parameter space θm and aims to generate samples from the posterior distribu-
tion p(m,θm|D). The dimension of θm, dim(θm), need not be the same for each m.
An outline of the algorithm for a between-models move is as follows:
Let the current state of the chain be (m,θm), then with a user-specified model
proposal density j(m′|m), parameter proposal density q(µ|θm,m,m′), and invertible
parameter transformation function gm,m′(θm,µ):
1. Sample the proposal model m′ from j(m′|m)
2. Sample µ from q(µ|θm,m,m′)
3. Set (θ′m′ ,µ
′) = gm,m′(θm,µ)
4. With probability α, set the new state of the chain to (m′,θ′m′)
Here, the acceptance probability is given by:
α = min
(
1,
p(D|θ′)
p(D|θ) ×
p(θ′|m′)
p(θ|m) ×
p(m′)
p(m)
× j(m|m
′)
j(m′|m) ×
q(µ′|θ′m′ ,m′,m)
q(µ|θm,m,m′) ×
∣∣∣∣∂gm,m′(θm,µ)∂(θm,µ)
∣∣∣∣)
(2.22)
The algorithm is essentially the same as MH but formulated to allow for sampling
from a union of models with parameter spaces of differing dimension, and hence
comments on the MH algorithm are also applicable here.
When moving across model spaces it is likely that there is a natural way to propose
the new model parameters θ′m′ based on the current model parameters θm and the
function gm,m′(θm,µ) should be chosen accordingly. The variates µ and µ
′ provide
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dimension matching between spaces such that dim(θm) + dim(µ) = dim(θ
′
m′) +
dim(µ′) (note dim(µ′) or dim(µ) can be 0), a necessary condition for the Jacobian
term to always be calculable, while the Jacobian term appears in α to account for
the deterministic transformation of the parameter space when switching models.
Typically when proposing a move from model m to model m′ where m is nested
in m′, µ when passed into gm,m′(θm,µ) will be transformed (or given directly) into
the additional parameters in θ′m′ and dim(µ
′) = 0. Oppositely, when proposing a
move from model m to model m′ where m′ is nested in m, that is, the removal of
parameters, dim(µ) = 0 and µ′ will account for the removed parameters.
Furthermore, often the Jacobian term will be 1 (which it is in a standard MH
procedure) for example when all the parameters of the proposed model are generated
directly from the proposal distribution (essentially an independence sampler). A
detailed example of an implementation of RJMCMC is shown in Chapter 5 Section
5.6. For an example of when the Jacobian term is not equal to 1; see the ‘Poisson
versus negative binomial’ section in Hastie and Green (2012).
2.5 Particle filtering methods
Particle filtering methods have been applied in a wide range of fields such as robotics
(Montemerlo et al. (2002); Rekleitis (2004)), navigation (Gustafsson et al. (2002)),
and image processing (Nummiaro et al. (2003)), where they are used to quickly
update a posterior belief around a dynamic system as new data arrives throughout
time. The particle filter does not limit the dynamic system to be linear or for
the system and observational noise to be Gaussian (for which the Kalman filter
(Kalman (1960)) is a popular approach). In addition, particle filtering methods can
be surprisingly straightforward to implement. Practically, the implementation of a
particle filter can readily take advantage of parallel processing which is not always
straightforward in most MCMC methods (for example in MH).
The methods are typically used for what is known as on-line learning, that is, up-
dating of posterior belief as data arrive sequentially through time. This differs the
more common case of off-line learning where the data are fixed. For example, updat-
ing posterior belief regarding model parameters every few seconds of an association
football match would clearly constitute on-line learning, and would naturally re-
quire computationally fast methods to be useful. Inferring model parameters for a
fixed amount of past data would be off-line learning, and is typically not be so time
restricted.
Also known as Sequential Importance Resampling (SIR) or Sequential Monte Carlo
(SMC) (Sanjeev Arulampalam et al. (2002)), particle filtering methods have been
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designed for filtering of hidden Markov models. That is, at each time t we se-
quentially observe data yt and wish to infer the distribution of the unobserved
(hidden) underlying Markov process xt where yt is observed with noise, for example
yt = f(xt) + t. The posterior distribution of the hidden state is thus p(xt|Dt)
where Dt = {Dt−1,yt} (the total data observed up to time t).
While not used in this thesis, it should also be noted that these methods may
be used to sample from a target distribution p(x|D) in non-sequential problems.
For example if p(x|D) is highly multi-modal and difficult to sample from, it may
be beneficial to begin sampling from an easy-to-sample distribution and move the
sample through an artificial sequence of distributions which ultimately ends with
p(x|D). The idea is that at each time step, the sample distribution approaches
closer to the target distribution p(x|D). Such methods have been discussed by
Neal (2001); Chopin (2002); Del Moral et al. (2006) and in some cases outperform
traditional MCMC methods. For example Del Moral et al. (2006) considers the
artificial sequence of distributions:
pt(x|D) ∝ p(D|x)φtp(x) (2.23)
where 0 ≤ φ1 < . . . < φT = 1. At t = 1 the sample is very close to a sample
from the prior (or exactly if φ1 = 0), and at each time point t, the distribution
of the samples moves closer to the target distribution, a sample from the target
distribution is ultimately obtained at t = T .
We now discuss the underlying ideas of the particle filtering algorithm. Suppose we
have a size n sample from the posterior distribution p(xt|Dt) at time t. The sample
is defined by a set of points {x(1)t , . . . ,x(n)t } with corresponding importance weights
{ω(1)t , . . . , ω(n)t } and will be denoted as P t, the particle approximation of p(xt|Dt).
In the case where all the weights are equal (ω
(i)
t = 1/n for all i), P t is a direct Monte
Carlo sample - as will be the case for the methods described in this thesis.
We assume that the model transition density of the dynamic parameter xt is avail-
able and is p(xt+1|xt). We further assume the likelihood function for the data
observed at time t, yt, is available and is p(yt|xt).
After obtaining data yt+1 we wish to sample from the posterior distribution p(xt+1|Dt+1).
Using Bayes rule:
p(xt+1|Dt+1) ∝ p(yt+1|xt+1)p(xt+1|Dt)
= p(yt+1|xt+1)
∫ ∞
−∞
p(xt+1|xt)p(xt|Dt)dxt (2.24)
where p(xt+1|Dt) is the prior density of xt+1 at time t. At time t = 0, a known
prior p(x1|D0) = p(x1) is used. Now, we have our discrete particle representation
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of p(xt|Dt), P t, and so the integral in Equation (2.24) is replaced with a weighted
summation where each particle i is sampled from the transition density, p(xt+1|x(i)t ).
The posterior distribution p(xt+1|Dt+1) is then approximated by:
pˆ(xt+1|Dt+1) ∝ p(yt+1|xt+1)
n∑
i=1
ω
(i)
t p(xt+1|x(i)t ). (2.25)
So in theory a set of particles P t, should be able to represent a posterior distribution
throughout time t with some movement in the particles, followed by a weighting
step based on the likelihood of the data at that point. We continue the discussion of
particle filtering methods in Chapter 4 where we apply them to estimate parameters
in the models we develop.
2.6 Bayesian model choice
In a Bayesian framework it is only natural to represent all uncertainty by proba-
bility distributions. Typically this is done by displaying the belief of a parameter
by its posterior distribution, but can also extend to posterior probabilities for a col-
lection of models. The discussion paper by Draper (1995) promotes consideration
of model uncertainty, as opposed to finding the ‘best’ model from a collection of
competing models and basing all inference on that single model, which may lead to
over-confidence in uncertainty of predictions.
For a collection of models m1, . . . ,mK , the posterior probability of model mk is:
p(mk|D) = p(mk)p(D|mk)∑K
i=1 p(mi)p(D|mi)
(2.26)
where p(mk) is the prior model probability of model mk and:
p(D|mk) =
∫
p(D|mk,θk)p(θk|mk) dθk (2.27)
where θk is the parameter vector for model mk, p(θk|mk) is the prior density of θk
under model mk and p(D|mk,θk) is the likelihood function. That is, p(D|mk) is
the marginal likelihood for model mk obtained by integrating the likelihood function
with respect to the prior distribution of the parameters.
In practice the integration in Equation (2.27) is often not analytically tractable and
thus approximations are needed, for example the methods described in Chib and
Jeliazkov (2001). We note that the method of approximating the marginal likelihood
by computing the harmonic mean of the likelihood with respect to posterior samples
is generally frowned upon by the statistical community, and was even branded as
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‘The Harmonic Mean of the Likelihood: Worst Monte Carlo Method Ever’ (Neal
(2008)). In addition, the posterior model probabilities are by construction quite
sensitive to the choice of prior p(θk|mk).
Model choice could be based on the posterior model probabilities by simply choosing
model mk with the highest p(mk|D). However, in a Bayesian framework it is not
necessary to limit ourselves to only one model (which may even have a posterior
probability of being the true model much less than 1) and hence Bayesian model
averaging can be used.
2.6.1 Bayesian model averaging
In order to perform inference or make predictions using a combination/ensemble of
models, one may use a method such as Bayesian model averaging. The basic concept
is to calculate a weighted average of the output from each model, where the weights
are the posterior model probabilities.
If a quantity of interest is ∆ which models m1, . . . ,mK aim to shed light on (such
as the outcome of an association football match, or a particular parameter common
to all models), then the posterior distribution of ∆ using Bayesian model averaging
is:
p(∆|D) =
K∑
i=1
p(∆|mi,D)p(mi|D). (2.28)
It has been suggested by Hoeting et al. (1999); Madigan and Raftery (1994) that
averaging over all models in this fashion provides a better average predictive ability
than any single model. An example of Bayesian model averaging can be found in
Chapter 5 Section 5.6 which uses RJMCMC to sample posterior model probabilities
from a large collection of models in order to estimate a particular utility function.
2.6.2 The Bayes factor
The actual values of posterior model probabilities can however be somewhat mis-
leading. They do not necessarily imply the probability that a particular model is
the true model, but the probability of one model in relation to another. For example
when the number of models under consideration increases, under a uniform prior on
the models, the posterior model probability of any given model will decrease. Thus,
it is intuitive to consider ratios of evidence in favour of models, known as the Bayes
factor, which do not change with the number of models under consideration.
The Bayes factor appeared in 1939 in the first text to develop a fundamental theory
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Bx,y Interpretation
1 to 3 Not worth more than a bare mention
3 to 20 Positive
20 to 150 Strong
> 150 Very strong
Table 2.1: An interpretation of Bayes factors from Kass and Raftery (1995)
of scientific inference based on Bayesian statistics, Theory of Probability (see Jeffreys
(1939)). The Bayes factor for comparison of models m1 and m2 is:
BF1,2 =
p(D|m1)
p(D|m2) (2.29)
where p(D|m1) and p(D|m2) are calculated as in Equation (2.27). The Bayes factor
is thus linked to the ratio of posterior model probabilities via:
p(m1|D)
p(m2|D) = BF1,2 ×
p(m1)
p(m2)
. (2.30)
Literature often cites (somewhat arbitrary) tables which show how much evidence
the Bayes factor provides in favour of model m1 against model m2, the most popular
being by Kass and Raftery (1995) which is shown in Table 2.1.
2.6.3 The Jeffreys-Lindley paradox
There are however inherent problems with the above methods which use posterior
model probabilities. Typically, the marginal likelihood (Equation (2.27)) is very sen-
sitive to the choice of prior distribution p(θk|mk). Choosing a very non-informative
prior (which is often used in Bayesian analysis) can mean that when comparing two
nested models the Bayes factor may favour the more parsimonious model even when
a classical hypothesis test clearly rejects it. This clear contradiction is often referred
to as the Jeffreys-Lindley paradox after Lindley (1957) further discussed the paradox
based on findings in Jeffreys (1939). The intuition behind the paradox is that even
though a more complex model may have a much higher posterior mode, it is likely
very peaked, and the additional dimensionality means that the integration (seen in
Equation (2.27)) of the likelihood with respect to the prior spans over a larger range
of low density.
The Jeffreys-Lindley paradox is probably best illustrated with an example (taken
from Wikipedia (2014)). Consider a certain city where m′ = 49, 581 males are born
from a total of n = 98, 451 births. We assume the number of male births M is a
binomial random variable such that M ∼ Bin(n, p). We are interested in testing
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whether p is 0.5 or some other value. That is, we test the hypothesis H0: p = 0.5
against H1: p 6= 0.5.
The classical approach to the hypothesis test is to calculate a p-value (in this case
2-sided), 2 × P(M > m′) assuming H0 is true. Using a Normal approximation the
p-value is 0.0235, which usually allows for the rejection of H0 in favour of H1 (since
the p-value is below the magic cut-off value, 0.05).
The Bayesian approach is to compute the posterior probabilities of H0 and H1.
We assign equal prior probabilities, P(H0) = P(H1) = 0.5, and then calculate the
posterior model probabilities in a similar fashion to as described in Equation (2.26):
P(H0|m′) = P(m
′|H0)
P(m′|H0) + P(m′|H1) . (2.31)
P(m′|H0) simply refers to the probability of observing M0 = m′ where M0 ∼
Bin(n, 0.5) (determined by H0) and P(m′|H1) is the probability of observing M1 =
m′ where M1 ∼ Bin(n, p1) and p1 ∼ U(0, 1) (determined by H1). Therefore
P(m′|H0) = 0.0001951 and:
P(m′|H1) =
∫ 1
0
(
n
m′
)
pm
′
(1− p)n−m′ dp
=
(
n
m′
)
B(m′ + 1, n−m′ + 1)
= 0.00001016 (2.32)
by rearranging the terms in the integral into a beta PDF which integrates to 1 and
calculating the beta function B and binomial coefficient on a log scale (to prevent
numerical issues). The posterior probabilities are thus P(H0|m′) = 0.9505 and
P(H1|m′) = 0.04948. Which is strongly in favour of H0.
The root of the disagreement in the two methods is that the classical test looks for
evidence against H0 without making any real reference to H1, whereas the Bayesian
test directly compares H0 and H1. The tests do not exactly contradict, either, one
says there is evidence against p = 0.5, the other tells that p = 0.5 explains the data
better than p ∼ U(0, 1).
In this thesis we mainly consider Bayesian methods and the above example warns us
of the problems of Jeffreys-Lindley paradox when comparing models with posterior
model probabilities. The prior of p under H0 is very informative, p = 0.5, and under
H1 it is very vague, p ∼ U(0, 1). Although H1 contains the MLE pˆ = m′/n = 0.5036,
it largely contains values of p which are not in anyway consistent with the data, for
example p < 0.4 or p > 0.6, and hence it is rejected. The same ideas apply to a
more complex model having a higher dimension of parameter space and thus scope
to contain the best model for explaining the data, but also scope for more space of
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low posterior probability, in particular when vague priors are used. As is stated in
Robert (2014) one of the main problems with the paradox is that it persists even
when the sample size grows to infinity, and is hence why it is still a topic of discussion
amongst statisticians, for example in the aptly named ‘Who should be afraid of the
Jeffreys-Lindley paradox?’ Spanos (2013).
2.6.4 The Deviance information criterion
The Deviance Information Criterion (DIC) was first proposed by Spiegelhalter et al.
(2002) in a lengthy discussion paper and is often used as a model comparison measure
in Bayesian analysis. It is simple to calculate and is a readily available statistic from
the widely used program WinBUGS (Lunn et al. (2000)), which may have aided in
its popularity. Methods like DIC have been proposed due to a desire for model
comparison techniques which are not sensitive to the choice of prior distribution or
potentially susceptible to the Jeffreys-Lindley paradox (like many methods which
make use of the marginal likelihood, for example the Bayes factor). In a similar
vein was the proposal of the posterior Bayes factor in a discussion paper by Aitkin
(1991) which (unfortunately for the author) was not so well received by the statistical
community. For example in the discussion Lindley states ‘the method of posterior
Bayes factors is seriously flawed and cannot be recommended’.
In a Bayesian framework it can often be difficult to calculate the effective number of
parameters in a model. For example when there are several levels of parameterisation
in a hierarchical model. Spiegelhalter et al. (2002) provide a method for determining
the effective number of model parameters, which they define as:
pD = D(θ)−D(θ) (2.33)
where:
D(θ) = −2 log(p(D|θ)) + 2 log(f(D)). (2.34)
D(θ) is termed as the ‘Bayesian Deviance’ which depends on the log-likelihood
of the data D for parameter θ, that is, log(p(D|θ)), and a standardising term,
2 log(f(D)), where f(D) is the likelihood of the data under a saturated model. The
DIC (Spiegelhalter et al. (2002)) is then proposed as:
DIC = D(θ) + 2pD (2.35)
that is, a Bayesian measure of model fit, D(θ), penalised by a measure of model
complexity, pD.
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When using DIC for model comparison purposes (as we do in Chapter 5 Section
5.5.3) it is sufficient to use 2 log(f(D)) = 0, since this term will be identical (and
thus cancel) over models. DIC is analogous to other model selection information
criteria (for example Akaike Information Criterion (AIC) or Bayesian Information
Criterion (BIC), see Burnham and Anderson (2004)) in that it considers a measure
of fit to the data, and a measure of model complexity. In a similar fashion, smaller
values of DIC correspond to a preferable model. In addition, for models using
negligible prior information, DIC is approximately equivalent to AIC (Spiegelhalter
et al. (2002)).
In practice, for model comparisons, D(θ) is calculated by storing the value of
log(p(D|θi)) for each sample i = 1, . . . , n taken in the MCMC procedure. Then
the estimate is:
D(θ) =
−2
n
n∑
i=1
log(p(D|θi)). (2.36)
Similarly, D(θ) = −2 log(p(D|θ)) where θ is the posterior sample mean. An exam-
ple of model choice based on DIC is shown in Chapter 5 Section 5.5.3.
2.6.5 The posterior predictive distribution and scoring rules
In this thesis we are naturally concerned with the one-week-ahead forecasting abili-
ties of our chosen models. It is thus only sensible to evaluate models based on how
accurately they are able to forecast results. Given a posterior distribution p(θ|D)
and a random variable of interest ∆, the posterior predictive distribution of ∆ has
probability function:
p(∆|D) =
∫
p(∆|θ)p(θ|D) dθ (2.37)
which provides an indication of the uncertainty in the prediction of ∆ via the un-
certainty present in p(θ|D). Equation (2.37) shows the expectation of p(∆|θ) with
respect to the posterior p(θ|D), and so we may approximate p(∆|D) with:
pˆ(∆|D) = 1
n
n∑
i=1
p(∆|θi) (2.38)
following from the methodology presented in Equation (2.10).
If we consider the weekly arrival of data and denoteDw to be the data collected up to
week w, then we may calculate the one-week-ahead posterior predictive distribution
pˆ(∆w,i|Dw−1) where ∆w,i is a random variable which denotes the outcome of event
i in week w. This implies use of the week w − 1 posterior distribution, p(θ|Dw−1).
37
Chapter 2: Bayesian computational methods
We make use of pˆ(∆w,i|Dw−1) in Chapters 3 and 4 in order to calculate a scoring
rule. A scoring rule is described by Dawid et al. (2012) as a function measuring the
quality of a quoted probability distribution Q for a random variable ∆, in the light
of the realised outcome O of ∆. For example if we consider a random variable which
denotes the end of match result in association football (a home team win, a draw,
or an away team win), the scoring rule measures the quality of our prediction of the
result based on the observed result. Furthermore, a scoring rule is known as strictly
proper if it is uniquely optimised when Q is the true probability distribution of ∆.
We make use of the strictly proper logarithmic scoring rule which we calculate as:
LSRw =
nw∑
i=1
log(Pˆ(Ow,i|Dw−1)) (2.39)
where nw is the number of considered events in week w and Ow,i is the observed
outcome of the random variable ∆w,i in week w. Larger values of LSRw then im-
ply high quoted probabilities for the events which were actually realised in week
w, an indication of how well a model’s probabilities forecast the observed outcomes
when using the data up to and including week w − 1. Furthermore, we may con-
sider
∑
w LSRw as an indication of the forecasting ability throughout all weeks w
(Gneiting and Raftery (2007)).
One common method for model assessment and selection is cross-validation (an
excellent reference is Hastie et al. (2009)) where model parameters are inferred using
a partition of the available data (training data) and then performance is tested on
the remaining partition of data (testing data). The process is typically repeated k
times (and the resulting method k-fold-cross-validation) so that k non-overlapping
testing data partitions comprise the entire data, and the results are averaged. That
is, all the data has been used for testing. The idea of methods like cross-validation
is to assess how well a model generalises to unseen observations.
Calculation of LSRw is somewhat similar to cross-validation methods in that the
model parameters are inferred on a particular partition of the data and then model
performance is assessed on the remaining data. The method proposed for calculation
of LSRw however respects the sequential nature in which the data we consider in
this thesis arrives, and so it is a performance metric which we use for the tuning of
model parameters and model selection.
We also note that the approximation of the posterior predictive distribution, pˆ(∆|D),
may be used for what is known as posterior predictive checks. The notion is to ‘check’
where an observed outcome O of ∆ sits within the distribution pˆ(∆|D), which in
turn suggests the posterior predictive p-value (see Meng (1994); Gelman (2013)).
Again, we are naturally concerned with forecasting ability of models, since this has
a direct relation to bookmakers odds, and so we prefer to evaluate models based
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on a metric like
∑
w LSRw. We do however consider a posterior predictive check
in Chapter 3 Section 3.3.6. These checks are typically useful to understand where
the model is not fitting the data and thus offer insight as to how a model may be
improved.
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An adaptive behaviour model for
association football using rankings
as prior information
3.1 Introduction
We propose a model in which teams are defined by their overall capacity (a single
parameter) which they then partition into attacking or defending according to the
current time and state of the match. The model is most closely related to that of
Dixon and Robinson (1998) through its explicit modelling of goals times. The use
of a single parameter to represent a team’s strength (as opposed to two parameters)
offers parsimony in comparison to other similar models in literature, and also means
that a ranking of the teams (based solely on the value of the single parameter)
is readily available. We are thus also able to place an informative prior upon the
team strength parameters jointly that reflects belief about the relative ranking of
the teams. Furthermore, the model developed here offers insight into how teams
adapt their behaviour in response to the time and state of a match. Also, models
such as the one presented here, which use the extra information of goal times, are
relatively uncommon in the literature when compared to models which only use the
final count of goals or the final match outcome. We hope to highlight the merits
of models which use more detailed data which, in essence, should lead to higher
predictive ability, as will be seen in Section 3.4.
The chapter is organised as follows: Section 3.2 presents models in the current
literature and introduces a new model for association football. Section 3.3 describes
Bayesian computational methods for parameter inference. Section 3.4 compares the
predictive performance of four models and compares the probabilities predicted by
the models with those used by a major UK bookmaker, Bet365. Lastly, concluding
remarks are presented in Section 3.5.
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3.2 Association football models
3.2.1 The model of Dixon and Robinson
Dixon and Robinson (1998) proposed a non-homogeneous Poisson process model
considering goal times for each of the competing teams. They denoted their best
model ‘model VI’ which has the following specification for the instantaneous rates
of scoring in match m where team i plays at home against team j:
λDRm (t) = γhαiβjλxyρ(t) + 1t (3.1)
µDRm (t) = αjβiµxyρ(t) + 2t (3.2)
where λDRm (t) and µ
DR
m (t) are the instantaneous rates of scoring for team i and team
j respectively, γh is a constant parameter to represent the home advantage, αk and
βk are constant parameters representing the attacking and defensive capability of
team k respectively, 1 and 2 are parameters designed to account for the increase in
rate of goals throughout a match for the home and away teams respectively, λxy and
µxy are parameters which adjust the rates of scoring for the home and away teams
respectively based on the current score being x-y (x for the home team and y for
the away team), and t is the time elapsed in the current match, t ∈ [0, 1]. Note that
time is measured on a scale for which 1 unit is equivalent to 90 minutes and thus
observed injury time goals will be assigned to t = 0.5 or t = 1.0. The parameter
ρ(t) is included to account for recording of injury-time goals as occurring in the last
minute of the respective half of the match and is specified as:
ρ(t) =

ρ1 if t ∈ (44/90, 45/90]
ρ2 if t ∈ (89/90, 90/90]
1 otherwise.
(3.3)
The parameter λxy is defined as:
λxy =

λ10 if the current score is 1-0
λ01 if the current score is 0-1
λ21 if the home team is winning and the score is not 1-0
λ12 if the away team is winning and the score is not 0-1
1 otherwise
(3.4)
and the parameter µxy is defined similarly. To provide model identifiability, the
constraint 1
20
∑20
k=1 αk = 1 is necessary.
With its use of separate parameters αk, 1 ≤ k ≤ 19, and βl, 1 ≤ l ≤ 20 the model
has a high number of parameters. However it is natural to assume (and this can be
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seen in the sample of parameter estimates in Dixon and Robinson (1998)) that there
is a strong correlation between the attacking strength and the defensive strength of
a team. Typically, the top teams have the best attacking and the best defensive
strengths, and the bottom teams have the worst attacking and the worst defensive
strengths. Thus, it seems sensible to instead consider a model which only uses a
single parameter to represent the overall strength of a team.
3.2.2 The Bradley-Terry model
The Bradley-Terry model was first proposed by Bradley and Terry (1952) and has
been used for forecasting association football results (see Cattelan et al. (2013);
Knorr-Held (2000); Fahrmeir and Tutz (1994)). The Bradley-Terry model for a 3-
outcome event (denoted Y ∈ {0, 1, 2} where 0, 1, and 2 denote the events ‘away
team win’, ‘draw’, and ‘home team win’ respectively) where team i plays at home
to team j is specified by the following probability:
P(Y ≤ y) = exp(δy − (h+ Si − Sj))
1 + exp(δy − (h+ Si − Sj)) (3.5)
where −∞ < δ0 < δ1 < δ2 = ∞ are the threshold parameters and Sk represents
the ability of team k. The constraint δ0 = −δ and δ1 = δ with δ ≥ 0 ensures that
home and away teams have the same probability of winning if there is no home
advantage (h = 0) and the team abilities are equal (Si = Sj). Larger values of
δ correspond to a larger probability of the draw outcome, Y = 1. The constraint∑20
k=1 Sk = 0 is necessary for model identifiability. In contrast to the model of Dixon
and Robinson (1998), the Bradley-Terry model represents only the probabilities of
a home win, draw, or away win as opposed to modelling the goal times between two
competing teams. Thus, it is a natural choice of model when considering the 1X2
betting market, as we do in this paper. However, in contrast with the model we
propose, the richness of available data which includes comprehensive information on
goal times, cannot be exploited directly by this class of model.
3.2.3 A new non-homogeneous Poisson process model
The model we propose is related to the approach taken by Dixon and Robinson
(1998), in that it is also a non-homogeneous Poisson process model. However we
replace the two parameters representing attacking and defensive strengths for each
team with a single parameter, denoted Rk for team k, representing the total resource
(i.e. capacity) of that team. We then define the function αk(t) to be the proportion
of resource team k puts into attacking at time t, leaving 1−αk(t) as the proportion of
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resource allocated to defence. Thus αk(t) attempts to describe how teams typically
behave, whether offensively or defensively, through time in a single match.
The intuitive notion behind this model is that teams divide a finite amount of re-
source between attacking and defending. Shifting the balance of resource towards
the former tends to increase the rate of scoring but also conceding goals, while shift-
ing towards the latter, tends to reduce both the chance of scoring and of conceding.
The model is defined by the following instantaneous rates of scoring in match m
where team i plays at home against team j:
log(λm(t)) = h+ αi(t)Ri − (1− αj(t))Rj + ρ(t) (3.6)
log(µm(t)) = a+ αj(t)Rj − (1− αi(t))Ri + ρ(t) (3.7)
where λm(t) and µm(t) are the instantaneous rates of scoring for the home and away
teams respectively, h and a are parameters representing the baseline scoring rate
for any home and away team respectively, and t is as described in Section 3.2.1.
However we modify ρ(t) slightly so that:
ρ(t) =

ρ1 if t ∈ (44/90, 45/90]
ρ2 if t ∈ (89/90, 90/90]
0 otherwise.
(3.8)
We also have the constraints 0 ≤ αk(t) ≤ 1 for t ∈ [0, 1] and Rk ≥ 0 for all k. Any
reasonable form for αk(t), the proportion of resource team k puts into attacking at
time t, may be proposed. Here we consider the formulation:
αk(t) =

c1 + (d1 − c1)t if team k is winning at time t
c0 + (d0 − c0)t if team k is drawing at time t
c−1 + (d−1 − c−1)t if team k is losing at time t
(3.9)
where αk(t) is common to all teams k. This allows us to capture a linear change
with time in a team’s allocation of resource over three different states, which is a
novel and interpretable approach for dealing with the change in a team’s behaviour
throughout a match. This model specification is also more parsimonious than that
of Dixon and Robinson (1998) and more readily describes how teams adapt their
behaviour in response to their current situation.
This specification also means that αk(0) = ci and αk(1) = di where i is −1, 0, or 1
when the team is losing, drawing, or winning respectively. Thus, constraining ci and
di to be ∈ [0, 1] will provide the constraint 0 ≤ αk(t) ≤ 1 for t ∈ [0, 1]. Inferences
on these parameters should offer insights into how teams typically react to losing,
drawing, or winning throughout a match.
We also test the assumption of linearity in αk(t) by considering two more general
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functions. Firstly, a quadratic polynomial function which we denote α
(1)
k (t), specified
in order to satisfy α
(1)
k (0) = ci and α
(1)
k (1) = di (akin to αk(t)), but also α
(1)
k (0.5) = ei,
giving three additional parameters e−1, e0, and e1. The specification of α
(1)
k (t) is
therefore:
α
(1)
k (t) =

c1 + (−3c1 + 4e1 − d1)t+ (2c1 − 4e1 + 2d1)t2 team k winning
c0 + (−3c0 + 4e0 − d0)t+ (2c0 − 4e0 + 2d0)t2 team k drawing
c−1 + (−3c−1 + 4e−1 − d−1)t+ (2c−1 − 4e−1 + 2d−1)t2 team k losing.
(3.10)
We choose this form as opposed to the usual polynomial, a+ bt+ ct2, so that α
(1)
k (t)
reduces to αk(t) when ei − 0.5(ci + di) = 0 for i = −1, 0, 1.
In order to satisfy the constraint, 0 ≤ α(1)k (t) ≤ 1 for t ∈ [0, 1], we firstly constrain
ci, ei, and di to be ∈ [0, 1]. We then consider the turning points t∗i of α(1)k (t). If
t∗i /∈ [0, 1] then the constraint must be satisfied. Otherwise, when t∗i ∈ [0, 1], the
constraint is only satisfied when 0 ≤ α(1)k (t∗i ) ≤ 1.
Secondly, we consider a piecewise linear function which we denote α
(2)
k (t). The
function comprises 12 parameters, four for each of the three game states (losing,
drawing, or winning) which define the value of the function at times 0/90, 30/90,
60/90, and 90/90. We denote the parameters f ji where i corresponds to the losing,
drawing, or winning state, and j the times 0/90, 30/90, 60/90, and 90/90.
3.3 Bayesian inference for parameter estimation
We now discuss the necessary ingredients for inference in a Bayesian setting of
the parameter vectors θ = (h, a, c−1, c0, c1, d−1, d0, d1, ρ1, ρ2, R1, . . . , R20), θ
(1) =
(θ, e−1, e0, e1), and θ
(2) = (h, a, f
0/90
−1 , f
30/90
−1 , . . . , f
90/90
1 , ρ1, ρ2, R1, . . . , R20). We use
the 2010/2011 season data to aid with prior elicitation and then study posterior
samples taken using data from the 2011/2012 season.
3.3.1 The log-likelihood
We consider data (H1, . . . , H380) and (A1, . . . , A380) where Hm is a set containing
the times of the home team goals in match m and Am is defined similarly for the
away team. Then, conditioning on the parameter values and assuming that events in
different matches are independent conditional on the parameters, the contribution
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to the log-likelihood from match m where team i plays at home against team j is:
log(L(θ;m)) =−
∫ 1
0
λm(t) dt−
∫ 1
0
µm(t) dt
+
∑
t∈Hm
log(λm(t)) +
∑
t∈Am
log(µm(t)).
(3.11)
The log-likelihood for an entire season of matches is then given by:
log(L(θ)) =
380∑
m=1
log(L(θ;m)). (3.12)
For a reference on the likelihood for such models, see Cox and Lewis (1966) and
Dixon and Robinson (1998). The integrals in Equation (3.11) must be calculated
piecewise between goal times which change the state of the match (home team
winning, a draw, or the away team winning) or change-points in ρ(t) (44/90, 45/90,
89/90, 90/90) so that the integrands are smooth, continuous functions. For start
point t1 and end point t2 meeting these criteria, and considering the use of the
linear function αk(t), the integral
∫ t2
t1
λm(t) dt can be calculated by first defining the
following terms:
λm(t) = e
g(t) (3.13)
g(t) = h+ αi(t)Ri − (1− αj(t))Rj + ρ(t)
= h+ (ci + (di − ci)t)Ri − (1− (cj + (dj − cj)t))Rj + ρ(t) (3.14)
g′(t) = (di − ci)Ri + (dj − cj)Rj. (3.15)
We then have: ∫ t2
t1
λm(t) dt =
∫ t2
t1
eg(t) dt (3.16)
=
1
g′(t)
[
eg(t)
]t2
t1
(3.17)
=
1
g′(t)
(eg(t2) − eg(t1)) (3.18)
=
1
g′(t)
(λm(t2)− λm(t1)) (3.19)
where ci is c−1, c0 or c1 when team i is losing, drawing or winning between the times
t1 and t2 respectively, di follows similarly. The calculation of the integral
∫ t2
t1
µm(t) dt
also follows in a similar fashion to that of
∫ t2
t1
λm(t) dt.
When considering the function α
(1)
k (t), the integral terms in Equation (3.11) must
be calculated using numerical integration methods (for which we use Simpson’s
composite rule). For the piecewise linear function α
(2)
k (t), the integrals are calculated
similarly to when using αk(t), but with two additional points from which the integral
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much be computed piecewise between, 30/90 and 60/90.
3.3.2 Simulation of goal times
We discuss here the methodology used for the simulation of goal times from the
model, since the notation and ideas follow from Section 3.3.1.
The simulation of goal times can be performed by rescaling the time axis of a
homogeneous process as is described in Lewis and Shedler (1979); Cinlar (2013).
Thus, to simulate the time of a goal from given initial time t1, we solve the following
equation for t2: ∫ t2
t1
(λm(t) + µm(t)) dt = τ (3.20)
where τ is a random variate drawn from an Exponential distribution with unit rate.
We then have that a goal has occurred at time t2 and the process is repeated from
this point in time. If t2 > 1 then no goal is scored before the game ends. The
simulated goal is identified as being scored by the home team, i, with probability:
ph =
λm(t2)
λm(t2) + µm(t2)
(3.21)
and so the probability that the goal being scored by the away team, j, is pa = 1−ph.
Again considering the use of the linear function αk(t), we have already seen the form
of the integral
∫ t2
t1
λm(t) dt in Section 3.3.1, it follows similarly that:∫ t2
t1
(λm(t) + µm(t)) dt =
1
g′(t)
((λm(t2) + µm(t2))− (λm(t1) + µm(t1))) (3.22)
=
λ¯m + µ¯m
g′(t)
(eg
′(t)t2 − eg′(t)t1) (3.23)
where we consider only times t1 to t2 where there are no change-points in ρ(t) and
we define λ¯m and µ¯m as:
λ¯m = e
h+ciRi+(cj−1)Rj+ρ (3.24)
µ¯m = e
a+cjRj+(ci−1)Ri+ρ (3.25)
where ρ is the (constant) value of ρ(t) between times t1 and t2 so:
λm(t) = λ¯me
g′(t)t (3.26)
µm(t) = µ¯me
g′(t)t. (3.27)
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This yields the solution:
t2 =
1
g′(t)
log
(
τg′(t)
λ¯m + µ¯m
+ eg
′(t)t1
)
. (3.28)
Note the solution in Equation (3.28) is only valid for times t1 and t2 which do not
cross change-points in ρ(t). The solution for t2 must be found by checking the
integral in (3.20) from t1 to future ρ(t) change-points after t1 and checking if the
integral is bigger or smaller than τ . We can then determine between which change-
points the goal time t2 lies and use Equation (3.28) to find the exact time. Of
course, if the goal time is beyond change-points, we must account for the value of
the integral up to those change-points. For example, if (known) t1 < 44/90 and the
true (unknown) value of the simulated goal is t2 = 70/90 we would have:∫ 44/90
t1
(λi(t) + µj(t)) dt+
∫ 45/90
44/90
(λi(t) + µj(t)) dt+
∫ t2
45/90
(λi(t) + µj(t)) dt = τ
(3.29)
then in a similar fashion to the derivation of Equation (3.28):
t2 =
1
g′(t)
log
(
τ ′g′(t)
λ¯i + µ¯j
+ eg
′(t)45/90
)
(3.30)
where:
τ ′ = τ −
(∫ 44/90
t1
(λi(t) + µj(t)) dt+
∫ 45/90
44/90
(λi(t) + µj(t)) dt
)
. (3.31)
Since the model explicitly simulates goal times, it can be used in practice to estimate
the probability of any event defined by the times of goals for the two competing teams
in a match. Thus, assuming we can approximate the posterior distribution of the
model parameters θ, we may use these simulation methods in order to approximate
the posterior predictive distribution pˆ(∆|D). We typically take ∆ to be the random
variable which denotes the outcome of a particular match (home team win, draw,
or away team win), but also consider match scorelines in Section 3.3.6. Again, D
denotes the observed data.
In this chapter (and throughout the thesis) we use sampling methods to approximate
the posterior distribution of the model parameters, for each sample we then simulate
goal times for a single match and count the proportion of occurrences of our events
of interest (the possible outcomes of ∆) in order to calculate pˆ(∆|D).
When considering the function α
(1)
k (t) we must use numerical methods for the sim-
ulation of goal times, which follows from the integration in Section 3.3.1 being
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analytically intractable. When considering the piecewise linear function α
(2)
k (t), the
simulation of goal times is similar to αk(t) when accounting for the two additional
change-points in time, 30/90 and 60/90.
3.3.3 Prior choice
We use data from the 2010/2011 season to determine suitable prior distributions as
follows:
h ∼ N(0.4, 0.52)
a ∼ N(0.08, 0.52)
ρ1 ∼ N(1.098, 0.52)
ρ2 ∼ N(1.504, 0.52)
ci ∼ B(1.5, 1.5) for i ∈ {−1, 0, 1}
ei ∼ U(0, 1) for i ∈ {−1, 0, 1}
f ji ∼ U(0, 1) for i ∈ {−1, 0, 1}, for all j
di ∼ B(3, 1) for i ∈ {−1, 0, 1}.
(3.32)
We note here that the prior parameters are chosen to reflect knowledge on past EPL
data, under the Bayesian paradigm. The choice of specific prior parameter values is
explained below.
We recall that parameters ρ1 and ρ2 account for higher counts of goals (in reality
scored in injury time) recorded as occurring in the 45-th and 90-th minute. A
reasonable estimate, in the absence of data (injury time minutes are not recorded
in the data), for the amount of injury time typically played in the first and second
half is 2 and 3.5 minutes respectively. This suggests that there is typically a 3 and
4.5 minute window in which goals can be recorded as 45 and 90 respectively (for
example in the first half, the minute of 44 to 45 plus the 2 minutes extra injury
time). Thus, we choose ρ1 and ρ2 to increase the rate of scoring by an average
factor of 3 and 4.5, which is achieved by proposing prior means of log(3) = 1.098
and log(4.5) = 1.504 respectively.
The prior standard deviations for ρ1 and ρ2 were given the value 0.5 which re-
sults in fairly vague prior distributions, in that 95% prior credible intervals are
(0.1186, 2.0786) and (0.5241, 2.4841), corresponding to an increase in the rates of
scoring by a factor of (1.1260, 7.9932) and (1.6889, 11.9898) respectively.
We can then define a base scoring rate for the home and away teams defined here
by h and a. In the absence of all other parameters, h and a would provide a
constant scoring rate for home and away teams respectively, effectively reducing the
model to a simple Poisson model. Maximum likelihood estimates of h and a are
then 0.48470 (0.04026) and 0.16015 (0.04735) respectively (standard errors shown
in brackets) using data from the 2010/2011 season. However, these point estimates
do not account for parameters ρ1 and ρ2 which both serve to increase the rate of
scoring for 1 minute each. We therefore round the prior mean for h down to 0.4 and
48
Chapter 3: An adaptive behaviour model for association football
decrease the prior mean for a a similar amount to 0.08. We also inflate the standard
error estimates by a factor of over 10 to 0.5 for use as the prior standard deviation.
This is to account for additional uncertainty in how the prior means of h and a were
estimated.
The prior distributions for ci and di are chosen to be fairly non-informative. Other
authors (Dixon and Robinson (1998)) and betting markets have suggested that there
are more goals in the second half than the first, consistent with teams becoming
more attack-minded as a match progresses (ci < di). We use the model parameter
estimates to determine whether this phenomenon is indicated by our data. Since
the parameter ei is used to test the assumption of linearity in αk(t), we choose to
give it a non-informative prior over the allowable parameter range. However, when
using the function α
(1)
k (t) we must consider the joint prior p(ci, ei, di) which is zero
when the constraints in Section 3.2.3 are not satisfied and otherwise proportional
to p(ci)p(ei)p(di). Similarly, we place a non-informative uniform prior on the f
j
i
parameters.
We now discuss the prior that we propose for the resource parametersR = (R1, . . . , R20).
3.3.4 A prior for R using ranking information
For the resource parameter vector R, a prior which uses only the team’s ranking
from a previous season is adopted. This small amount of data provides enough
information to create an informative prior, producing a simple method to incorporate
previous team rankings into parameter inference. The joint prior distribution for
the teams’ resource parameters is given by:
p(R) ∝ f(R1) . . . f(R20)e−γ1D1(R)e−γ2D2(R) (3.33)
where D1(R) and D2(R) are functions which measure the distance between the
ordering of R and a pre-specified prior order. In this example, our prior order is
simply the ordering of the previous season’s league table, where D2(R) relates to
newly promoted teams, D1(R) relates to ‘surviving’ teams, and f(Rk) is the gamma
PDF at point Rk with hyperparameters α and β.
Here, e−γ1D1(R) and e−γ2D2(R) are terms (whose magnitude is determined by the
value of γ1 and γ2) that penalise differences between the order induced by R and
the previous season’s league positions. Conceivably, the performance of this model is
improved by having a smaller penalty on the resource of newly promoted teams (γ1 >
γ2) reflecting our uncertainty in how the newly promoted teams will perform in the
EPL. A plausible option for the placing of teams promoted from the Championship
in positions 1, 2, and 3 is in positions 18, 19, and 20 of the Premiership.
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We choose the functions D1(R) and D2(R) to count the minimum number of ad-
jacent swaps made to transform the ordering of R into the same order as the pre-
vious season’s league table. Swaps which involve one of the three newly promoted
teams contribute to D2(R), otherwise swaps contribute to D1(R). For example,
if the previous season ended with Manchester United and Chelsea in 1st and 2nd
place respectively, and in R the top two values were RManchesterUnited = 1.2 and
RChelsea = 1.5 then there would be 1 swap (contributing to D1(R) since neither of
these teams was newly promoted) to put both of these teams in the correct order.
Algorithm 3 implements the functions D1(R) and D2(R) in a similar fashion to a
bubble swap algorithm.
We set the gamma density parameters in f(Rk) to α = 2 and β = 4. This choice
of prior parameters ensures that the difference between the resource parameters is
not too large, as one would expect in a highly competitive league such as the EPL.
Furthermore, the gamma density also naturally provides the constraint Rk ≥ 0 for
all k.
To illustrate the properties of the joint prior on the team resources, we simulate
from it using a random-walk MH algorithm. Figure 3.1 and Figure 3.2 portray
the characteristics of the prior with γ1 = 1 and γ2 = 0.5 from 200,000 samples for
randomly chosen teams. We also show that the marginal density of the prior for
Rk is continuous. Let us consider p(R1), the marginal distribution of R1:
p(R1) ∝
∫ ∞
0
. . .
∫ ∞
0
f(R1) . . . f(R20)e
−γ1D1(R)e−γ2D2(R) dR2 . . . dR20
= f(R1)
∫ ∞
0
. . .
∫ ∞
0
f(R2) . . . f(R20)e
−γ1D1(R)e−γ2D2(R) dR2 . . . dR20. (3.34)
Now, this is the expectation of the penalty term e−γ1D1(R)e−γ2D2(R) with respect to
the PDF f(R2) . . . f(R20) and so by defining R
′ = (R′2, . . . , R
′
20) with R
′
k ∼ Γ(α, β)
for all k independently we have:
p(R1) ∝ f(R1)ER′(e−γ1D1((R1,R′))e−γ2D2((R1,R′))) (3.35)
where we use the notation ER′ to clarify that the expectation is with respect to
R′. The gamma density function and the expectation of the penalty term must
be continuous in R1 and thus p(R1) must be also. In contrast to the continuous
marginals (samples from which are displayed in Figure 3.1), Figure 3.2 highlights
the discontinuity of the prior density for R in a bivariate setting, there is a clear
discontinuity on the line y = x.
We treat γ1 and γ2 as tuning parameters which are determined using past data (here
from the 2010/2011 season, as with the prior parameters discussed in Section 3.3.3)
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Algorithm 3 Swap algorithm function
1: function swaps(D1, D2, R)
2: D1 = 0
3: D2 = 0
4:
5: . index i of P is previous league position of team i
6: P = previousSeasonPositions()
7:
8: . index i of O is ranking of team i in R
9: O = positions(R)
10:
11: madeSwaps = true
12: while madeSwaps do
13: madeSwaps = false
14: for i = 1 to 19 do
15: firstTeam = teamInPosition(i, O)
16: secondTeam = teamInPosition(i + 1, O)
17: if PfirstTeam > PsecondTeam then
18: madeSwaps = true
19: OfirstTeam = OfirstTeam + 1
20: OsecondTeam = OsecondTeam − 1
21: if PfirstTeam < 18 && PsecondTeam < 18 then
22: D1 = D1 + 1;
23: else
24: D2 = D2 + 1;
25: end if
26: end if
27: end for
28: end while
29: end function
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Figure 3.1: Marginal plots of samples from Rk for Manchester United, Arsenal,
Everton, and Wolverhampton Wanderers
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Figure 3.2: Bivariate plots of samples from R plotted using hexagonal bins. The
darker red hexagons represent a higher count of samples in that bin
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in an analogous approach to the tuning parameter, λ, in ridge or lasso regression
(see for example Tibshirani (1996) or Hastie et al. (2009) which suggest determining
the optimal value of λ by cross-validation). In our context it is natural to choose a
fixed value of γ1 and γ2 in order to maximise the model’s one-week-ahead predictive
ability. The methodology for doing so is as follows:
For each of the 38 match weeks in the 2010/2011 EPL season we sample from
the joint posterior distribution of the parameter space θ using a random-walk MH
algorithm where the log-likelihood contains data up to but not including the match
week w for which we wish to make predictions. We then estimate the posterior
probability of the observed match results in week w (as per Section 3.3.2) and
record the value of the logarithmic scoring rule (see Dawid et al. (2012); Gneiting
and Raftery (2007)), LSRw for each week w:
LSRw =
∑
m∈Mw
log(Pˆ(Om|Dw−1)) (3.36)
where Mw is the set of 10 matches in week w, Om is the observed outcome of match
m (either a home team win, draw, or away team win), andDw−1 is the observed data
up to but not including week w. This process is repeated for differing combinations
of γ1 and γ2.
We estimated the quantity LSRw for each week w = 1, . . . , 38 with 40,000 posterior
samples (after a 5,000 sample burn) and thus estimated
∑38
w=1 LSRw which repre-
sents the model’s forecasting power over the whole season. Optimal values were
found empirically when γ1 = log(2) and γ2 = log(1.5). We also noted that once γ1
and γ2 become sufficiently large the difference in
∑38
w=1 LSRw becomes negligible as
the probability of accepting any orderings of the teams that contradict the previous
seasons order in the MCMC is effectively zero.
3.3.5 Inference results
Firstly, in Figure 3.3 we display the posterior distributions of ei − 0.5(ci + di) for
i = −1, 0, 1 using 100,000 posterior samples after a 5,000 sample burn. The function
α
(1)
k (t) reduces to αk(t) when ei− 0.5(ci + di) = 0 and the plots show no compelling
evidence against this for any i. Secondly, we show plots of 1,500 posterior samples
from the functions αk(t), α
(1)
k (t), and α
(2)
k (t) in Figure 3.4. Only a small number of
samples are shown to avoid plot rendering issues. The plots do not display any real
evidence against the suitability of the linear function. Thus for the remainder of the
thesis we solely consider the use of the linear function αk(t).
We now explore the posterior distribution of the model parameters, again, using
data from the 2011/2012 season. Visualisations of 100,000 posterior samples (again
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Figure 3.3: Density histograms of the posterior samples for ei−0.5(ci+di) for i = −1
(top), i = 0 (middle), and i = 1 (bottom)
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Figure 3.4: Transparent plots of 1,500 posterior samples from the functions αk(t)
(top), α
(1)
k (t) (middle), and α
(2)
k (t) (bottom) for the states losing, drawing, and
winning. the posterior mean
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with 5,000 sample burn) of the team resource parameters are displayed in Figure
3.5 and Figure 3.6. Histogram estimates and trace plots are displayed in Figure
3.7 and Figure 3.8 for the 10 non-resource model parameters, with a corresponding
summary shown in Table 3.1.
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Figure 3.5: A violin plot of the marginal posterior distribution of the teams’ resources
(Rk for team k). The teams have been ordered by the posterior mean of their resource
The relative ability of each team, as suggested by the marginal posterior distribution
of each team’s resource, Rk, is displayed in Figure 3.5 through a violin plot. A violin
plot is similar to a box-plot but includes a kernel density estimate reflected in the
horizontal axis to provide a clearer comparison of multiple densities on a single plot.
Figure 3.6 displays the ranking of each team according to the posterior distribution
of the parameter vector R. That is, each posterior sample taken indicates a ranking
of the teams from best to worst, and the posterior distribution of the ranking can be
estimated from the entire MCMC output. For each team, this distribution is shown
in the plot using shading across each row of the graph. It can be seen that each
team’s resource largely lies in a single ranking position, although the newly promoted
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probability and again, the teams have been ordered by the posterior mean of their
resource. denote the final league position of the teams in the 2011/2012 season
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Figure 3.7: Trace plots and density histograms of the posterior samples for param-
eters h, a, c−1, c0, and c1
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Figure 3.8: Trace plots and density histograms of the posterior samples for param-
eters d−1, d0, d1, ρ1, and ρ2
60
Chapter 3: An adaptive behaviour model for association football
parameter mean median 95% BCI
h 0.3277 0.3281 (0.1965, 0.4542)
a 0.0591 0.0598 (−0.0783, 0.1923)
c−1 0.4779 0.4766 (0.0906, 0.8836)
c0 0.2083 0.2071 (0.0552, 0.3695)
c1 0.2635 0.2526 (0.0416, 0.5569)
d−1 0.7415 0.7501 (0.4400, 0.9787)
d0 0.7137 0.7119 (0.5319, 0.9047)
d1 0.7481 0.7474 (0.5435, 0.9525)
ρ1 1.2740 1.2747 (1.0045, 1.5391)
ρ2 1.5169 1.5188 (1.2766, 1.7480)
Table 3.1: A summary of posterior estimates for the 10 non-resource model param-
eters
teams (Norwich, Swansea, and Queens Park Rangers) are more free to explore other
ranks. The plot suggests that Norwich and Swansea may be better teams than
suggested by Figure 3.5, where their posterior mean resource was comparatively
low.
To test whether or not there is a significant home advantage, that is, h > a, it is
not sufficient to simply check the posterior summaries in Table 3.1. There may be
correlation in the joint posterior distribution of θ so we consider the posterior prob-
ability that h > a. This probability is found to be unity from which we conclude
that a home advantage clearly exists. The same applies for comparison of the pa-
rameters ci and di, for which we estimate posterior probabilities of 0.8210, 0.99996,
and 0.9914 in di > ci for i = −1, 0, and 1 respectively. Thus, it is clear that teams
generally allocate more resource to attack as a match progresses, showing that this
model contains the observation that more goals are typically scored later in a match
(as found by Dixon and Robinson (1998)). Finally, Table 3.1 displays a suggestion
that teams play differently when losing near the start of a match. One might expect
teams to play more offensively when they are in a losing state, and this is captured
by the parameter c−1 which on averages is around twice that of its drawing and
winning counterparts, c0 and c1.
In Figure 3.9 we display the dynamics of the model by showing the instantaneous
rates of scoring, λm(t) and µm(t), for one particular match m between Manchester
City (the home team) and Queens Park Rangers (the away team) in the last week
of the 2011/2012 season. The posterior mean, θ¯, was used to calculate the rates for
simplicity of display. We admit that using such a point estimate is somewhat against
Bayesian methodology, but it does allow us to convey the dynamics of the model
clearly. The plot visually conveys the extent at which the rates of scoring change
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when the winning, losing, or drawing state changes, along with a gradual increase
in scoring rates throughout the match. Furthermore, this match featured two home
team goals in second half injury time (recorded as having occurred at minute 90),
which coincide with increased rates of scoring due to the parameter ρ(t). We revisit
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Figure 3.9: A plot of λm(t) ( ) and µm(t) ( ) for match m where Manchester
City (i) played Queens Park Rangers (j). denotes goal times, the resulting score
in the form i - j is annotated
this particular match in more detail in Chapter 5 Section 5.7.
MCMC convergence was checked via Gelman-Rubin diagnostics (Gelman and Rubin
(1992); Brooks and Gelman (1998)) and can be seen in Table 3.2. The diagnostics
show no indication of the MCMC procedure not converging to the desired station-
ary distribution. The multivariate potential scale reduction factor was 1.0024 -
sufficiently close to 1.
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parameter point estimate upper CI
h 1.00012 1.00029
a 1.00042 1.00123
c−1 1.00010 1.00036
c0 1.00007 1.00025
c1 1.00001 1.00005
d−1 1.00013 1.00050
d0 1.00032 1.00084
d1 1.00036 1.00125
ρ1 1.00006 1.00021
ρ2 1.00024 1.00082
RArsenal 1.00021 1.00040
RAstonV illa 1.00021 1.00072
RBlackburnRovers 1.00033 1.00115
RBoltonWanderers 1.00118 1.00412
RChelsea 1.00039 1.00133
REverton 1.00019 1.00053
RFulham 1.00064 1.00188
RLiverpool 1.00053 1.00176
RManchesterCity 1.00013 1.00049
RManchesterUnited 1.00034 1.00115
RNewcastleUnited 1.00110 1.00338
RNorwichCity 1.00026 1.00087
RQueensParkRangers 1.00028 1.00089
RStokeCity 1.00092 1.00294
RSunderland 1.00068 1.00188
RSwanseaCity 1.00094 1.00289
RTottenhamHotspur 1.00029 1.00082
RWestBromwichAlbion 1.00044 1.00155
RWiganAthletic 1.00025 1.00086
RWolverhamptonWanderers 1.00043 1.00159
Table 3.2: Potential scale reduction factors from Gelman-Rubin’s convergence
diagnostic obtained from three chains
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3.3.6 Goodness of fit
Using the methods described in Section 3.3.2, we can use our posterior samples
to simulate match scorelines for all 380 matches of the season and examine their
distribution, effectively providing a posterior predictive check on the goodness of
fit of the model. For each of 40,000 posterior samples we simulate the scores of a
single season and thus estimate the posterior predictive expectation of the number
of occurrences of each score in a season:
E =

0 1 2 3 4
0 26.4008 28.52860 18.51570 8.86340 3.48027
1 35.3997 42.09020 24.84920 11.17730 4.08060
2 28.5913 30.80390 18.48740 7.53418 2.60033
3 16.8721 17.14380 9.36785 3.78510 1.17815
4 8.1698 7.77698 3.97843 1.45443 0.44690

. (3.37)
The expected frequencies of scores E can be compared to the observed frequency of
score lines:
O =

0 1 2 3 4
0 27 20 21 7 3
1 33 45 34 8 2
2 30 30 14 11 1
3 21 23 7 5 0
4 9 4 2 1 2

(3.38)
where entry i, j in the matrix refers to the score i to j, so the home team scores are
across rows and the away team scores are across columns. Scores where a team has
scored more than four goals have not been displayed to save space, but are used in
all calculations.
Informally, apart from score lines of 3-0 and 3-1, the observed and expected scores
appear to conform. A more formal test however, is obtained by calculating a χ2
type statistic for each of our simulated seasons based on the difference between the
simulated score lines in that season (denoted Si from simulation i) and the expected
score lines in matrix E. We define the following χ2 type statistic between matrices
X and Y representing the observed and expected scores respectively:
χ2(X,Y ) =
20∑
i=0
20∑
j=0
I(Yi,j ≥ 5)(Xi,j − Yi,j)
2
Yi,j
+
(X ′ − Y ′)2
Y ′
(3.39)
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where:
X ′ =
20∑
i=0
20∑
j=0
I(Yi,j < 5)Xi,j (3.40)
Y ′ =
20∑
i=0
20∑
j=0
I(Yi,j < 5)Yi,j (3.41)
so that score lines with expectation less than five are grouped.
For a further 40,000 simulations we calculate χ2i = χ
2(Si,E). In essence, we are
treating each Si as an observed set of score lines and examining the distribution
of χ2i for i = 1, . . . , 40, 000. We can then see how the statistic χ
2 = χ2(O,E) fits
into this distribution, or rather if the observed score lines O, fit in with a typical
simulation from the model. Figure 3.10 shows no evidence against the model’s
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Figure 3.10: A density histogram of the simulated χ2i statistics. the overall χ
2
statistic
ability to capture the structure of the distribution of score lines, since the observed
χ2 statistic lies at the mode of the distribution of χ2i .
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3.4 Model comparisons
We now compare our proposed non-homogeneous Poisson process model (denoted
M) to three other models on the basis of their ability to forecast match outcome
results one-week-ahead in the EPL 2011/2012 season. The competing models are
as follows: the model of Dixon and Robinson (1998) (described in Section 3.2.1)
with parameter estimation in a classical framework as in their paper (denoted DR),
the Bradley-Terry model (described in Section 3.2.2) with parameter estimation in
a classical framework (denoted BTC), and the Bradley-Terry model with parameter
estimation in a Bayesian framework using a similar ranking prior to that described
in Section 3.3.4 (denoted BTB).
To reiterate, the DR model was chosen as a competing model as it is the closest rel-
ative of our proposed model, and the Bradley-Terry type models have been selected
since we are assessing model performance based on ability to forecast the home win,
draw, away win outcomes, which the Bradley-Terry models directly calculate.
To obtain maximum likelihood estimates of the parameters in models BTC and DR
we use the C++ optimisation library ‘NLopt’ (Johnson (2010)). To obtain posterior
samples of the parameters in the BTB model we use following prior distributions:
p(S) ∝ f(S1) . . . f(S20) exp(−γ1D1(S)) exp(−γ2D2(S)) (3.42)
where S = (S1, . . . , S20) is the team ability parameter and f(Sk) is the normal
density given by f(Sk) ∝ exp(− (Sk−µ)22σ2 ). The hyperparameters µ and σ2 are common
for all teams with µ = 0 and σ2 = 52 being used. Prior distributions for parameters
h and δ are given by h ∼ N(0.35, 12) and δ ∼ Γ(3, 5). These are chosen to reflect the
belief that a home advantage (h > 0) is likely and to give realistic probabilities of a
draw. If h = 0.35 and the competing teams have equal ability, Si = Sj, then a 95%
prior credible interal for δ is (0.1237, 1.4449) which corresponds to draw probabilities
of 0.0599 and 0.6068, with a reasonable value being 0.2833 when δ is 0.6 (the prior
mean). Optimal values for γ1 and γ2 for model BTB were found at γ1 = log(3.5)
and γ2 = log(1.5) using the same methods as in Section 3.3.4.
We chose to begin the comparisons on week six, since after five weeks of matches,
the graph, in which vertices are teams and edges link teams that have played each
other, becomes connected - a necessary condition for identifiability of the team-
ability model parameters. That is, pairs of teams who have yet to play each other are
nevertheless comparable by virtue of their links to teams that they have both already
played against. Thus, the comparisons use 330 matches of the EPL 2011/2012
season. The home team win, draw and away team win probabilities are estimated
by simulation of match outcomes for model M and model DR, and calculated directly
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model
∑38
w=6 LSRw GM6,38
M −324.26 0.3743
DR −337.24 0.3599
BTC −357.04 0.3389
BTB −334.56 0.3628
Table 3.3: A comparison of the four competing models in terms of the sum of the
logarithmic scoring rule and the geometric mean of the one-week ahead predicted
probabilities for the match outcomes that were actually observed, for weeks 6 to 38
for the two Bradley-Terry models BTC and BTB.
3.4.1 Comparison using a scoring rule
We calculate the modelling approach performance metric LSRw (Equation (3.36))
for weeks 6 to 38 in the season. The overall forecasting ability of each of the models
for the whole season can be seen in Table 3.3. We also show the value of:
GM6,38 = exp(
1
330
38∑
w=6
LSRw) (3.43)
which is the geometric mean of the one-week ahead predicted probabilities for the
match outcomes that were actually observed - enabling perhaps a more intuitive
notion of magnitude of the difference in forecasting ability between the models.
It is clear that the model we have proposed (M) exhibits the best performance as
measured by this particular procedure. The results also highlight potential advan-
tages from adopting a Bayesian approach when informative prior distributions can
be used, which is often the case in modelling of sporting events, as evidenced by the
comparative performance of models BTC and BTB.
We also suggest a test of the significance of the differences in
∑38
w=6 LSRw by con-
sidering the sampling distribution of LSRw for each of the four models. This is
non-trivial since the LSRw values do not form an IID sample. That is, for weeks
w = 7, . . . , 38 we cannot assume the sampling distribution of LSRw is the same
as LSRw−1. The pairs of competing teams are different in each week w and fur-
thermore, the model prediction for the observed outcome of match m in week w
(Pˆ(Om|Dw−1)) which is used to calculate LSRw depends on the results in the pre-
vious weeks (Dw−1). We thus consider H0: the distribution of LSRw given Dw−1 is
approximately equal for all four models each week w, against H1: the distribution
of LSRw is different for at least one of the models each week w. H0 may only state
that the distributions are approximately equal since each model predicts different
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probabilities for the outcomes of each match, and so one could immediately prove
that the distribution of LSRw is slightly different under each model.
We sample from the distribution of
∑38
w=6 LSRw under H0 by iterating through
weeks w = 6, . . . , 38 and for each w we randomly choose LSRw under one of the
four models. This was repeated 100,000 times and the resulting histogram estimate
is shown in Figure 3.11. There is clear evidence that
∑38
w=6 LSRw calculated using
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Figure 3.11: A density histogram of
∑38
w=6 LSRw under H0: the distribution of
LSRw givenDw−1 is approximately equal for all four models each week w. Individual
model estimates of
∑38
w=6 LSRw are denoted by M, DR, BTC, BTB
the estimated probabilities of model M is different (and preferable in terms of per-
formance) from the other models, as the value −324.26 sits very much on the upper
tail of the distribution of
∑38
w=6 LSRw under H0.
A natural question that one might ask after seeing Figure 3.11 is ‘what happens
if you remove model BTC which is clearly performing worse than the others?’ We
display the corresponding plot, for which model BTC was omitted from the sam-
pling procedure, in Figure 3.12. Again,
∑38
w=6 LSRw calculated using the estimated
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Figure 3.12: A density histogram of
∑38
w=6 LSRw under H0: the distribution of
LSRw given Dw−1 is approximately equal for the three best performing models
each week w. Individual model estimates of
∑38
w=6 LSRw are denoted by M,
DR, BTB
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probabilities of model M sits on the upper tail of the distribution of
∑38
w=6 LSRw
under H0. The corresponding p-value, P(
∑38
w=6 LSRw > −324.26|H0), is 0.0072.
The results of this test also show that if one wished to maximise
∑38
w=6 LSRw by
using some combination of the four models over the weeks w, then selecting to use
model M each every week w provides an almost optimal solution.
3.4.2 A Hosmer-Lemeshow type test
A further test of models involves grouping based on the values of estimated proba-
bilities with the aim of assessing the performance of the models over different ranges
of predicted probability. The test is similar to multiple separate Hosmer-Lemeshow
tests (Hosmer Jr et al. (2013)) in its grouping based on predicted probabilities and
comparison of observed and expected occurrences in each group.
We define the following notation. Let P(Em) denote a model’s predicted probability
of event E in match m, I denote a probability interval (of the form (x, y]), MI,E
denote the set of matches m such that P(Em) ∈ I (note that the set MI,E may
contain different matches for the same I when a different model’s predicted proba-
bilities are used), and XMI,E denote a random variable which counts the frequency
of event E in the set of matchesMI,E, of which we observe the value OMI,E . Using
a particular model we have expectation and variance:
E(XMI,E) =
∑
m∈MI,E
P(Em) (3.44)
V(XMI,E) =
∑
m∈MI,E
P(Em)(1− P(Em)). (3.45)
We use a normal approximation to obtain a 95% prediction interval around E(XMI,E)
and compare this to OMI,E . The end-points in each probability interval I are cho-
sen to ensure that for each of the four models, MI,E always contained at least 34
matches, in line with the Hosmer-Lemeshow test which determines the end-points
based on probability deciles (33 observations in each of 10 probability intervals).
Results of the test are summarised in Figure 3.13. The test does not show any evi-
dence against the fit of model M since the observed frequencies are consistent with
the prediction interval for all probability intervals I and types of event E. However
it can be seen that the other models may be underperforming in certain ranges of
predicted probability where the observed frequencies are outwith the 95% prediction
intervals.
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Figure 3.13: A plot of OMI,E and a 95% prediction interval around E(XMI,E) for the
events H (top), D (middle), and A (bottom). In each probability interval I, OMI,E
is denoted by ( ), ( ), ( ), and ( ) for models M, DR, BTC, and BTB respectively,
the 95% prediction interval follows similarly
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3.4.3 Use of models to inform betting strategies
As mentioned in Chapter 1 Section 1.3, bookmakers add over-round into their esti-
mated probabilities on which their published odds are based. There may neverthe-
less be scope to make profit when betting against bookmakers when their estimated
probability of an event is low.
We study the performance of the models when they are used to inform a naive
strategy for selecting bets against UK bookmaker Bet365. We simply place a single
unit bet on event E in match m if Pm(E) > 1/dm,E where Pm(E) is a model’s
estimated probability and 1/dm,E is the bookmaker’s estimated probability plus
over-round (pm,E + om,E). We discuss the significance of any of the model’s betting
profits via a hypothesis test.
Consider H0: the bookmaker’s estimated probabilities are correct, against H1: the
use of model probabilities gives the bettor an advantage over the bookmaker. We
sample from the distribution of betting profit for each of the model’s portfolio of
bets under H0. In order to do so we firstly uncover the bookmaker’s underlying
probabilities by assuming om,H = om,D = om,A = Km and thus:
Km =
1
3
(
1
dm,H
+
1
dm,D
+
1
dm,A
− 1
)
(3.46)
pm,E =
1
dm,E
−Km. (3.47)
The probabilities are then used to simulate match outcomes for the 330 matches
under consideration. This is repeated 100,000 times, recording each time the profit
from each model’s portfolio of bets, providing samples from the distributions of
profit using the respective models. We also calculate the profit of each model’s
portfolio of bets for the observed match outcomes, determining the quantile of this
value with respect to each model’s distribution of profit under H0. This yields a
p-value, P(P > OP ), the probability that the profit under H0 exceeds the observed
profit, OP .
Results are displayed in Table 3.4 which also shows the expected profit using each
model under H0. Model M achieves the highest profit betting against the bookmaker
and furthermore is the only model which shows significant evidence against H0 at
the 5% level. What is somewhat counter-intuitive, is that model BTB performs
particularly poorly on this test. We previously noted in Section 3.4.1 that BTB
performed better than BTC based on forecasting ability - and one might then expect
model BTB to achieve greater betting profits than BTC. In this instance the opposite
is true, but we note that betting profits are very sensitive to the placement of only a
small number of bets. For example the difference in betting profits between models
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model OP E(P ) P(P > OP )
M 60.33 -37.61 0.0045
DR 17.47 -30.50 0.0640
BTC 1.43 -25.07 0.1685
BTB -6.09 -25.36 0.2310
Table 3.4: The results of the hypothesis test H0: the bookmaker’s estimated
probabilities are correct, against H1: the use of model probabilities gives the bettor
an advantage over the bookmaker
BTC and BTB of 7.52 could be due to the differing placement of a single bet. It
is for this reason we suggest a test of the statistical significance of any observed
betting profits.
The naive betting strategy can be generalised by considering a difference in the
product of the model estimated probability and the bookmaker’s odds. We can
impose a stricter betting strategy which only places bets when the product exceeds
a certain value. That is we place a single unit bet on event E in match m if:
Pm(E)dm,E =
Pm(E)
pm,E + om,E
> r. (3.48)
A similar betting strategy is discussed in Dixon and Coles (1997) where the model
estimated probabilities are only profitable when r > 1.1. In Figure 3.14 we display
the profit OP,r for differing values of r using each of the four model’s estimated
probabilities. As would be expected after the results of the simpler betting strategy,
model M almost always provides the largest profit. The plot however shows that a
greater profit is achievable for all models using a value of r in the region of 1.2, of
course, one would need to determine the optimal value of r before the test to avoid
using the data twice.
Figure 3.14 also displays the dynamics of the betting strategy as r varies, in that as
r → 0, the strategy selects all possible bets, and due to the over-round present in
the odds, makes a certain loss. Also, as r becomes larger, the strategy selects fewer
bets, to the point of selecting none, and the profit is 0.
We are also aware of more complex betting strategies, such as the Kelly betting
criterion (Kelly Jr (1956)) which suggests a fraction of the betters bankroll to bet
dependant on the estimated probability and the bookmaker’s odds - with the aim
of maximising the expected log-utility of the bettor’s bankroll. More recently, work
has appeared in the literature extending the Kelly betting criterion to the case of
multiple simultaneous events (Whitrow (2007)). For a bettor wishing to place bets
on matches in the EPL, this would prove to be most useful since, as mentioned in
Chapter 1 Section 1.4, matches often take place concurrently.
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Figure 3.14: A plot of the observed profit OP,r for varying levels of r and when using
estimated probabilities from each of the four models. M, DR, BTC,
BTB
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We choose however to not investigate the optimal betting strategies further, since
the focus of this thesis is the statistical modelling which can be used to inform
betting strategies, rather than the design of the strategies themselves.
3.5 Concluding remarks
In this chapter we have described a non-homogeneous Poisson process model for
modelling the goal times of competing teams in the EPL. The model is able to
capture a linear change with time in a team’s behaviour over the states losing,
drawing, and winning. It is also more parsimonious than earlier models in the
literature, thus more readily lending itself to novel inference methods.
We have shown that there may be several advantages using the ranking-based prior
proposed in Section 3.3.4, most notably by the difference in performance between
the Bradley-Terry models in the classical and Bayesian frameworks. One other
advantage is that an appropriate team ranking could be easily given by combining
expert opinion and/or past data and could therefore be chosen in order to account
for team changes between seasons. Thus the ranking-based prior provides a simple
method for an expert to specify prior distributions. The ranking-based prior can also
easily be adapted to other sports, for example tennis where rankings could simply
be determined from the tennis world rankings at the start of the analysis.
The model developed here also outperformed a related model described by Dixon
and Robinson (1998) based on one-week-ahead predictive accuracy, and it was also
shown that our model is capable of making a significant profit when used to bet
against a large UK bookmaker.
We now move onto more practical considerations for the inference of our non-
homogeneous Poisson process model, and also present an addition to the model
which allows the team resource parameters to vary dynamically throughout a sea-
son, as was deemed beneficial by Owen (2011).
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4.1 Introduction
In the domain of sports modelling, several authors have suggested benefits in allow-
ing parameters related to team strength to follow a dynamic system whereby the
parameters are assumed to evolve throughout time. Owen (2011) presented a dy-
namic generalised linear model which allowed parameters representing each team’s
attacking and defensive strengths to follow a random walk through time, and found
that the dynamic model performed better than its non-dynamic counterpart when
compared on forecasting ability. Koopman and Lit (2015) modelled the team related
parameters as an auto-regressive process and again suggested increased forecasting
power when comparing their model with the time invariant version. Several Bradley-
Terry type models with an added dynamic component have also been presented in
the literate. For example Fahrmeir and Tutz (1994) considered models which con-
tained the team ability parameter following a first-order, second-order, and local
linear trend, with parameter inference via empirical Bayes. Knorr-Held (2000) al-
lowed the team ability parameter to follow a Gaussian first-order random walk,
with parameter inference via the extended Kalman filter (see, for example, Einicke
(2012)). Finally, Cattelan et al. (2013) proposed modelling the team abilities via
an exponentially weighted moving average and performed inference via a two step
maximisation of the likelihood.
Here we apply methods described in Liu and West (2001) which update parameter
beliefs regarding dynamic and non-dynamic (static) parameters as new data arrive.
We aim to show that particle filtering methods are computationally fast, accurate,
are not limited by assumptions of normality or linearity, and can be straightforward
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to implement. Moreover, we discuss whether particle filtering methods and the
additional dynamic model component perform better than the static model with
inference in a more traditional MCMC framework when comparisons are based on
one-week-ahead predictive ability. In addition, we propose that the computational
speed of the particle filtering methods may allow for in-play updating of parameter
estimates, so one could for example use the most up-to-date posterior distributions
to inform in-play betting strategies.
The chapter is organised as follows: Section 4.2 presents a number of particle filtering
algorithms and discusses their practical implementation. Section 4.3 describes how
the particle filtering algorithms can be modified in order to deal with the inference
of dynamic and static model parameters. Section 4.4 presents a modification to
our non-homogeneous Poisson process model presented in Chapter 3 Section 3.2.3
which allows the team resource parameters to follow a dynamic system throughout
a season, and deals with the inference of all model parameters. Lastly, concluding
remarks are presented in Section 4.5.
4.2 Particle filtering methods
We firstly reiterate some of the theory and notation that was introduced in Chapter
2 Section 2.5. The aim of particle filtering methods is to quickly update the posterior
belief of a dynamic model parameter xt (which we assume to be Markovian) as data
yt is observed sequentially at each time point t with Dt = {Dt−1,yt} denoting the
entire data observed up to time t. The methods assume a known model transition
density p(xt+1|xt) and likelihood function p(yt|xt).
4.2.1 The bootstrap filter
A simple but effective first algorithm is the bootstrap filter proposed by Gordon et al.
(1993), which implements the theory discussed in Chapter 2 Section 2.5. Suppose at
time t we have a set of equally weighted samples {x(1)t , . . . ,x(n)t } which are approx-
imately distributed as the posterior distribution p(xt|Dt), the bootstrap filter is an
algorithm for propagating and updating these samples in order to obtain a new set
of equally weighted samples which are approximately distributed as p(xt+1|Dt+1).
The algorithm consists of three steps:
1. Prediction. The samples are used to generate an approximation of the time
t + 1 prior, p(xt+1|Dt). That is, a new set of samples {x(1),∗t+1 , . . . ,x(n),∗t+1 } are
drawn from the model transition densities p(xt+1|x(i)t )
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2. Update. The data at time t + 1, yt+1, is used to give each prior sample i a
normalised weight:
ω(i) =
p(yt+1|x(i),∗t+1 )∑n
j=1 p(yt+1|x(j),∗t+1 )
(4.1)
3. Resampling. Sample with replacement n times from {x(1),∗t+1 , . . . ,x(n),∗t+1 } with
probability ω(i) of picking x
(i),∗
t+1 . The new sample {x(1)t+1, . . . ,x(n)t+1} has approx-
imate distribution p(xt+1|Dt+1)
The algorithm is initialised at time t = 0 by drawing samples from the known prior
p(x1|D0) = p(x1). These samples feed directly into the update stage of the filter.
After the resampling stage of the filter, particles with larger relative weights will be
replicated and particles with smaller weights will be discarded. It is the resampling
step which distinguishes the bootstrap filter from a Sequential Importance Sampling
(SIS) scheme as it implies repeated applications of the importance sampling and
resampling steps. Particle filtering algorithms like the bootstrap filter are thus
known as SIR schemes. The SIS scheme updates the weights w
(i)
t at each time
point t (with no resampling) and typically suffers from a problem known as particle
degeneracy where only a small proportion of the particles contain nearly all of the
weight, see Cappe´ et al. (2007) for an overview on particle degeneracy and the SIS
scheme.
The resampling step described by Gordon et al. (1993) is a simple multinomial
sampling procedure. There are however resampling strategies with smaller variance
such as residual resampling, stratified resampling and systematic resampling (see
Carpenter et al. (1999); Douc and Cappe´ (2005)). A discussion of residual resampling
is in Section 4.2.5.
4.2.2 General particle filter
The more general particle filter can propagate particles with importance (or um-
brella) function q(xt+1|xt,yt+1) as opposed to using the model transition density
p(xt+1|xt). This may mean that particles can more adequately move around the
space we wish to explore. There is also potential benefit from using an adapted
particle filter where the importance density uses the newly arrived data yt+1 (see
the ‘likelihood filter’ in Sanjeev Arulampalam et al. (2002)). The weights given to
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each particle i in the update stage of the bootstrap filter are modified to:
ω(i) =
p(yt+1|x(i)t+1)p(x(i)t+1|x(i)t )
q(x
(i)
t+1|x(i)t ,yt+1)
(4.2)
ω(i) =
ω(i)∑n
j=1 ω
(j)
(4.3)
where ω(i) are the un-normalised weights, so that ω(i) ∝ ω(i). We now consider
the use of un-normalised weights, which can always be normalised by dividing each
weight by the sum of the weights. If the importance function q(xt+1|xt,yt+1) =
p(xt+1|xt) then the general particle filter reduces to the bootstrap filter.
Pitt and Shephard (1999) describe two basic weaknesses of the particle filtering
algorithm:
1. When yt+1 is an outlier, the weights w
(i) will be very unevenly distributed
and so the algorithm will require a very large number of particles or a more
efficient sampling process. This is of particular concern when the likelihood is
very peaked, that is, p(yt+1|xt+1) is very sensitive to xt+1
2. Due to the particle filter mixture approximation, the tails of p(xt+1|Dt) may be
poorly approximated. This can lead to a poor approximation of p(xx+1|Dt+1)
when an outlier is observed
A solution to the first point is the auxiliary particle filter which has an additional
resampling stage which favours particles that are more likely to be consistent with
the next data points and is explained in the following section. We also note the
problem of selecting an adequate number of particles, as discussed by Boers (1999).
In order to alleviate these problems, we opt to run algorithms with a very high
number of particles - 100,000.
4.2.3 Auxiliary particle filter
Proposed by Pitt and Shephard (1999), the idea of the auxiliary particle filter is
to add an additional step to the general particle filtering method so that particle
locations are typically more consistent with the likelihood of the new data yt+1.
Before propagation of the particles (moving them under the importance function),
there is an additional resampling step, we assign the first-stage weights for particle
i as:
ω
(i)
1 = p(yt+1|µ(i)t+1) (4.4)
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where µ
(i)
t+1 is some likely value that particle i will evolve to at time t+1 such as the
mean or the mode of p(xt+1|x(i)t ). We then sample (with replacement) ‘auxiliary’ in-
dicators j with probabilities proportional to ω
(i)
1 . The particles are then propagated
via sampling from the model transition density p(xt+1|x(j)t ) (based on the auxiliary
indicators j) and second-stage weights are:
ω
(j)
2 =
p(yt+1|x(j)t+1)
p(yt+1|µ(j)t+1)
. (4.5)
After a second case of resampling based on the weights ω
(j)
2 , the particles form an
equally weighted approximation to p(xt+1|Dt+1).
4.2.4 Practical implementation
In implementation of particle filters, weights are naturally stored on a log scale
since calculating the likelihood is often not computationally feasible (its value can
be numerically 0 when stored on a computer using double precision). An example
of representing weights on the log scale for the general particle filter is as follows:
log(ω(j)) = log(p(yt+1|x(j)t+1)) + log(p(x(j)t+1|x(j)t ))− log(q(x(j)t+1|x(j)t )). (4.6)
We then calculate m = max(log(ω(j))) and calculate new un-normalised weights as:
ωˆ(j) = elog(w
(j))−m (4.7)
resampling can then be based on the new weights ωˆ(i). The largest weight now has
a value of 1 and therefore it and other significant weights can be easily stored on a
computer using double precision. Weights that are very small relative to the largest
weight may be computationally 0 after we use the exponential function and will not
be chosen in the resampling process.
The propagation and weighting steps of the particle filtering algorithm are also good
candidates to make use of parallel processing. We use the parallel processing library
OpenMp (see Dagum and Menon (1998)) which very easily allows a programmer to
write for loops which are executed in parallel. Other parallel processing libraries
are available, for example MPI (see Gropp et al. (1996)) which may result in quicker
program run-times, but are notoriously harder to work with.
4.2.5 Resampling methods
Douc and Cappe´ (2005) describe four methods for particle filter resampling. The
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most simple of these is the standard multinomial resampling method, where each
particle is selected with probability equal to its weight (or proportional to its un-
normalised weight). Stratified and systematic resampling methods are mentioned,
but we choose to implement the residual resampling method, which has no mentioned
drawbacks and is very intuitive.
Let N (i) count the number of times particle i is chosen in the resampling process.
We can then split each N (i) into two parts, one which is deterministic (which lowers
the variance of this resampling method compared to multinomial sampling) based
on the expectation of N (i), and one which is random (the residual contribution). We
define:
N (i) =
⌊
nω(i)
⌋
+N (i),∗ (4.8)
where nw(i) is the expectation of N (i) (since ω(i) is the normalised weight) and
N (i),∗ follows a multinomial distribution which draws n −∑ni=1 ⌊nω(i)⌋ (n is the
total number of particles) counts so in total there are n counts. The weights of the
multinomial resampling step are:
ω(i),∗ = nω(i) − ⌊nω(i)⌋ (4.9)
so the weights take into account how many draws of that particle have already
occurred in the deterministic stage of the resampling method, also note that these
weights are not normalised and they sum to n−∑ni=1 ⌊nω(i)⌋. Figure 4.1 shows an
example of how residual sampling can work when a sample of size 100,000 is taken
from a U(−5, 5) distribution and given weights according to a N(0, 1) distribution.
4.3 A mixture of dynamic and static parameters
We have seen how particle filter methods can be used to update our belief regarding
dynamic parameters, that is, parameters which are thought to vary throughout time,
which we have denoted xt. We now consider the case where we have a mixture of
dynamic (time varying) and static (non time varying) parameters. The filtering
algorithms previously discussed do not work for static parameters as they have no
model transition density and thus become stuck in position, not able to explore the
posterior distribution. We represent our belief of the static parameter z at time
t via the posterior distribution p(z|Dt), and the joint distribution p(θt|Dt) where
θt = {z,xt}. Note we may use the notation zt to denote the time t posterior of the
parameter z - this does not indicate time variation in the parameter z.
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Figure 4.1: An example of residual resampling to gain a sample from a N(0, 1) dis-
tribution. particles which counts have been deterministic from the floor of the
particle count expectation, particles which have been included from the multino-
mial resampling step
82
Chapter 4: Fast updating of dynamic and static parameters using particle filters
4.3.1 Artificial evolution
One simple solution described in Liu and West (2001) based on ideas originally by
Gordon et al. (1993) is to add an artificial evolution to the parameter z so that z
is replaced by zt at time t. We than have the dynamic system:
zt+1 = zt + z,t (4.10)
where z,t ∼ N(0,W t) and W t is typically small providing a minimal perturbation
to zt+1. This method allows the particles to move as the posterior distribution
changes with each new observation of data. If the particles did not move we would
have problems with particle degeneracy (Cappe´ et al. (2007)). The method however
introduces the problem that the variance of the posterior p(zt|Dt) will be larger than
the correct theoretical posterior p(z|Dt) and will compound at each time step t. So
there is a loss of information introducing the artificial evolution of the parameter z.
In order to tackle the problem of the loss of information in artificial evolution, we
first discuss the kernel smoothing methods of West (1993) in Section 4.3.2. We
then discuss how Liu and West (2001) use these methods for the artificial evolution
problem in Section 4.3.3.
4.3.2 Kernel smoothing
Consider a particle approximation of the posterior p(z|D), which is z∗ = {z(1), . . . ,z(n)}
with importance weights w = {w(1), . . . , w(n)}. A typical approximation of p(z|D)
is then:
pˆ1(z|D) =
n∑
i=1
ω(i)z(i). (4.11)
West (1993) however developed smooth kernel density approximations of the form:
pˆ2(z|D) =
n∑
i=1
ω(i)gi(z) (4.12)
where gi(z) denotes an elliptically symmetric PDF centered at m
(i) with variance
h2V , h is a smoothing parameter, m(i) is the kernel location of density gi(z), and V
is an estimate of the variance of p(z|D). We solely consider the use of a Gaussian
density for gi(z), which we will see relates to the Gaussian perturbation in Section
4.3.1, although similar results will hold for other kernels.
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We follow West (1993) in using the Monte Carlo estimate of the variance:
V =
n∑
i=1
ω(i)(z(i) − z)2
=
n∑
i=1
ω(i)(z(i))2 −
(
n∑
i=1
ω(i)z(i)
)2
(4.13)
where z =
∑n
i=1 ω
(i)z(i) is the Monte Carlo mean.
For h > 0, we show that the kernel density approximation may have an undesirable
variance greater than the variance of the target posterior distribution. We first
consider that the moments of the kernel density approximations in Equation (4.12)
are given by:
Epˆ2(zk|D) =
∫ ∞
−∞
zk
n∑
i=1
ω(i)gi(z) dz
=
n∑
i=1
ω(i)
∫ ∞
−∞
zkgi(z) dz
=
n∑
i=1
ω(i)Egi(zk) (4.14)
where we use the notation Epˆ2(zk|D) to denote the expectation of zk|D with respect
to the PDF pˆ2 (similarly for the variance Vpˆ2(z|D)). The variance of the kernel
density approximation is thus:
Vpˆ2(z|D) =
n∑
i=1
ω(i)Egi(z2)−
(
n∑
i=1
ω(i)Egi(z)
)2
=
n∑
i=1
ω(i)(h2V + (m(i))2)−
(
n∑
i=1
ω(i)m(i)
)2
= h2V +
n∑
i=1
ω(i)(m(i))2 −
(
n∑
i=1
ω(i)m(i)
)2
. (4.15)
Using a natural first choice of kernel location m(i) = z(i), we immediately see from
Equations (4.15) and (4.13) that Vpˆ2(z|D) = h2V + V , larger than the target
variance of V . West (1993) describes one method of alleviating the problem of over
estimating the target variance by specifying:
h =
c
n
1
1+4d
(4.16)
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where:
c =
(
4
1 + 2d
) 1
1+4d
(4.17)
and d is the dimension of z (the number of parameters). This enables h → 0 as
n→∞ and so pˆ2(z|D) approaches p(z|D) (and pˆ1(z|D)) as n increases.
However for fixed n, pˆ2(z|D) is always over-dispersed relative to p(z|D). To correct
the over-dispersion, West (1993) suggested shrinking Gaussian kernel locations m(i)
from z(i) closer to the weighted mean of z∗, z. Using parameter α ∈ [0, 1] we define
the kernel locations as:
m(i) = αz(i) + (1− α)z. (4.18)
Following from Equation (4.15) the variance of the kernel density approximation
with the new kernel locations is then:
Vpˆ2(z|D) = h2V + α2V (4.19)
and so the kernel density approximation will have the desired variance V when
α =
√
1− h2.
Figure 4.2 shows an example of the effect of the two different kernel locations (with
shrinkage: m(i) = αz(i) + (1 − α)z, and without: m(i) = z(i)) when pˆ2(z|D) is
used to approximate a N(0, 1) distribution via an equally weighted random sample
of size 5,000. When h is low, there is little effect of adding shrinkage to the kernel
locations, and the resulting kernel density estimate is very un-smooth. However,
when h becomes larger, the kernel density estimate with shrunk kernel locations
more accurately approximates the theoretical distribution. The density estimate
in red, which simply takes the kernel locations as the particle locations, has clear
over-dispersion.
4.3.3 Kernel smoothing methods for variance reduction in
artificial evolution
The problem with a mixture of Gaussian distributions with kernel locations at each
particle (m(i) = z(i)) is very similar in nature to each particle being given an artificial
evolution via Gaussian noise. In the case of the mixture of Gaussian distributions
the particle sample has Monte Carlo variance V , but the smooth approximation has
variance V + h2V . In the case of artificial evolution the particle sample has Monte
Carlo variance V t at time t, but after artificial evolution the particles have variance
V t +W t (W t is the variance of the artificial perturbation z,t). Both methods lead
85
Chapter 4: Fast updating of dynamic and static parameters using particle filters
0.0
0.1
0.2
0.3
0.4
−3 0 3
x
de
ns
ity
0.0
0.1
0.2
0.3
0.4
−3 0 3
x
de
ns
ity
0.0
0.1
0.2
0.3
0.4
−3 0 3
x
de
ns
ity
Figure 4.2: Smooth kernel density estimates when h = 0.1 (top), h = 0.5 (middle),
and h = 0.9 (bottom). the kernel density estimate with no shrinkage, the
kernel density estimate with shrinkage
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to over-dispersion of the target distribution.
The solution to over-dispersion in the kernel smoothing case was to shrink the kernel
locations towards the sample mean, and a very similar solution is possible in the
case of artificial evolution. The artificial evolution in Equation (4.10) implies:
V(zt+1|Dt) = V(zt + z,t|Dt)
= V(zt|Dt) +W t + C(zt, z,t|Dt) + C(z,t, zt, |Dt). (4.20)
Previously C(zt, z,t|Dt) = C(z,t, zt|Dt) = 0 since there was independence between
the current state zt and the artificial perturbation z,t. We allow these covariance
terms to be non-zero to enable the artificial perturbation to not increase the variance
of the particle approximation (V(zt+1|Dt) = V(zt|Dt)). We thus set:
C(zt, z,t|Dt) = C(z,t, zt|Dt)
= −1
2
W t (4.21)
for symmetric variance matrix W t (for random vectors X and Y , C(X,Y ) =
C(Y ,X)′ so the covariance matrices may only be equal when they are symmetric).
This implies:
C(zt+1, zt|Dt) = E(zt+1z|Dt)− E(zt+1|Dt)E(zt|Dt)
= E((zt + z,t)zt|Dt)− z¯t2
= E(z2t + z,tzt|Dt)− z¯t2
= E(z2t |Dt) + E(z,tzt|Dt)− z¯t2
= (V t + z¯t
2) + (−1
2
W t + 0)− z¯t2
= V t − 1
2
W t. (4.22)
It follows similarly that C(zt, zt+1|Dt) = V t− 12W t which is automatic only in the
case of scalar zt+1 and zt.
Under the assumption of approximate joint normality of θt, z,t|Dt, we may use
standard results regarding the conditional distribution of a multivariate normal dis-
tribution. An outline of the results are as follows:
For a multivariate normal vector Y ∼ N(µ,Σ), consider partitioning µ and Y into:
µ =
[
µ1
µ2
]
and Y =
[
y1
y2
]
(4.23)
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with a similar partition of Σ into: [
Σ11 Σ12
Σ21 Σ22
]
. (4.24)
The conditional distribution of the first partition given the second is then:
y1|y2 ∼ N(µ1 + Σ12Σ−122 (y2 − µ2),Σ11 −Σ12Σ22−1Σ21). (4.25)
In our problem:
µ1 = µ2 = z¯t
Σ11 = Σ22 = V t
Σ12 = Σ21 = V t − 1
2
W t
and so the conditional normal evolution, as stated by Liu and West (2001), is:
zt+1|zt ∼ N(z¯t + (V t − 1
2
W t)V
−1
t (zt − z¯t),V t − (V t −
1
2
W t)V
−1
t (V t −
1
2
W t))
= N(Atzt + (I −At)z¯t, (I −A2t )V t) (4.26)
where:
At = I − 1
2
W tV
−1
t . (4.27)
Liu and West (2001) restrict to the special case where the artificial evolution variance
matrix is specified by a standard discount factor, and use the symmetric matrix:
W t = V t(
1
δ
− 1) (4.28)
the conditional distribution in Equation (4.26) then simplifies further to:
zt+1|zt ∼ N(αzt + (1− α)z, h2V t) (4.29)
where δ ∈ [1/3, 1] and is typically 0.95 - 0.99 (Liu and West (2001) suggest around
0.99), α = 3δ−1
2δ
, and h =
√
1− α2. That is, a very similar form to as was seen to
correct over-dispersion for the kernel smoothing in Section 4.3.2.
Using the transition density p(zt+1|zt) implied by Equation (4.29) means that if
p(zt|Dt) has finite mean z¯t and variance V t then p(zt+1|Dt) will also have finite
mean z¯t and variance V t. We therefore have a solution to the problem of increasing
variance and loss of information when using artificial evolution.
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4.3.4 An example of variance reduction in artificial evolu-
tion
Here we present a simple example where we wish to perform inference on a single
static parameter µ using the methods described in Section 4.3.3. We observe data
points from a N(µ, 22) distribution, the true value of µ being 1. We start with the
(poor choice of) prior µ ∼ N(5, 12) and at each time point t, we observe the data
vector of length two, yt = (y
(1)
t , y
(2)
t ). The theoretical posterior distribution of µ|Dt
is available:
µ|Dt ∼ N
(
20 +
∑t
i=1 y
(1)
i + y
(2)
i
4 + 2t
,
(
1 +
t
2
)−1)
. (4.30)
We use the discount factor δ = 0.99 as suggested by Liu and West (2001), and 50,000
particles updated via the Auxiliary Particle Filter. Despite the large sample, the
program run times were very quick. Results can be seen in Figure 4.3, which conveys
how accurately the sampled particles follow the theoretical posterior distribution.
4.4 An updated model
We present a modification to the non-homogeneous Poisson process model of Chap-
ter 3 Section 3.2.3, which allows the log of a team’s resource to follow a random
walk. We therefore consider the model:
log(λi(t, w)) = h+ αi(t)e
LRi,w − (1− αj(t))eLRj,w + ρ(t) (4.31)
log(µj(t, w)) = a+ αj(t)e
LRj,w − (1− αi(t))eLRi,w + ρ(t) (4.32)
where LRk,w represents the log of team k’s resource in week w of the season (the
log-resource) and λk(t, w) is team k’s instantaneous rate of scoring at time t of the
match in week w, similarly for the away team regarding µk(t, w). The random walk
process for team k is:
LRk,w+1 = LRk,w + k (4.33)
where k ∼ N(0, σ2) for all k = 1, . . . , 20, so the log-resource for each team follows
an independent random walk. Inference is now concerned with the parameter vector
θw = (z,LRw) where z = (h, a, c−1, c0, c1, d−1, d0, d1, ρ1, ρ2) is the vector of 10 static
parameters and LRw = (LR1,w, . . . , LR20,w) is the vector of 20 dynamic log-resource
parameters.
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Figure 4.3: Example of the Auxiliary Particle Filter at time 1 (top), 10 (middle),
20 (bottom). The histogram represents the particle posterior approximation of the
static parameter µ. the prior density, the theoretical posterior
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4.4.1 Updated model inference
We now follow through a full example of how the particle filter updates the posterior
belief of the parameter vector θw for the season 2011/2012 in the EPL. We employ
the method of the auxiliary particle filter as discussed in Section 4.2.3, and also
show how an optimal value of σ2 (the variance of the random walk) can be found.
Note the subtle difference in notation used to denote the week w and the weight ω.
We start the inference process by obtaining a particle approximation of p(θ1|D0),
that is, the prior distribution of the week 1 parameters before we have observed any
data. We begin by using a random-walk MH algorithm, assuming static resource
parameters (as was in Chapter 3 Section 3.3) using all data from the previous season,
2010/2011. We used the following prior distributions:
h ∼ N(0.4, 0.52)
a ∼ N(0.08, 0.52)
ρ1 ∼ N(1.098, 0.52)
ρ2 ∼ N(1.504, 0.52)
ci ∼ β(1.5, 1.5) for i ∈ {−1, 0, 1}
di ∼ β(3, 1) for i ∈ {−1, 0, 1}
LRk ∼ N(−0.7, 12) for k ∈ {1, . . . , 20}
(4.34)
using the same reasoning as in Chapter 3 Section 3.3. The prior on the log-resource
parameters, LRk, is quite vague, in that a 95% prior credible interval for a team’s
resource is (0.0700 3.5253).
The resulting posterior distribution was then used as our particle approximation
of p(θ0|D0), and we obtain an approximation of p(θ1|D0) by passing the particles
through the system transition model. This means that the prior for the log-resource
parameters at week w = 1, p(LR1|D0), will have higher variance than p(LR0|D0)
- in order to take account of uncertainty regarding how the team’s abilities change
between seasons. For the static parameters, the variance of p(z1|D0) will be equal
to that of p(z0|D0) since the system model for these parameters is static through
each week.
The three teams who were promoted into the 2011/2012 EPL, (Queens Park Rangers,
Norwich City, and Swansea City) were given the particle representation for the log-
resource from the three teams whom they replaced (Birmingham City, Blackpool,
and West Ham United).
We observe data for week w sequentially for w = 1, . . . , 38. The posterior distribu-
tion of θw after observing data from week w is p(θw|Dw) and is approximated by a
set of n equally weighted particles {θ(1)w , . . . ,θ(n)w }.
Upon the arrival of data from week w+1, yw+1, we firstly identify the current kernel
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location vector of the 10 static parameters:
m(i)w = αz
(i)
w + (1− α)zw. (4.35)
In order to perform the auxiliary resampling step, we calculate first-stage weights
for each particle i as:
ω
(i)
1 = p(yw+1|LR(i)w ,m(i)w ) (4.36)
since LR(i)w is the mean of the random log-resource parameter vector when evolving
to LR
(i)
w+1 for particle i. We then sample with replacement the auxiliary indicators
j with probabilities proportional to ω
(i)
1 .
Now the particles must be propagated based on the auxiliary indicators j, the static
parameters are propagated via the method of artificial evolution corrected for infor-
mation loss (as described in Section 4.3.3):
z
(j)
w+1 ∼ N(m(j)w , h2V w) (4.37)
where V w is the covariance matrix of the 10 static parameters, estimated from
the sample covariance matrix of the particle approximation of p(z|Dw). We use
the discount factor δ = 0.99 as suggested by Liu and West (2001), which implies
h2 = 0.010. The dynamic parameters are more simply propagated as per the system
transition model:
LR
(j)
k,w+1 = LR
(j)
k,w + k for k = 1, . . . , 20. (4.38)
Finally, we calculate second-stage weights for particle j proportional to:
ω
(j)
2 =
p(yw+1|LR(j)w+1, z(j)w+1)
p(yw+1|LR(j)w ,m(j)w )
. (4.39)
A resampling step of the particles j based on these second-stage weights provides a
set of equally weighted particles {θ(1)w+1, . . . ,θ(n)w+1} which provide an approximation
of the posterior p(θw+1|Dw+1) where θ(k)w+1 = (z(k)w+1,LR(k)w+1).
4.4.2 Finding the optimal variance
We now have sufficient tools to give a particle approximation of p(θw|Dw). We
use these particles to simulate match results, providing one week ahead forecasts.
We can do this for different values of σ2, and in a similar fashion to determining
the optimal value of the parameters γ1 and γ2 in Chapter 3 Section 3.3.4, record
the value of a performance metric. We follow Owen (2011) who used the geometric
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mean of the one-week ahead predicted probabilities for the match outcomes that
were actually observed:
GM1,38 = exp(
1
380
38∑
w=1
∑
m∈Mw
log(Pˆ(Om|Dw−1))) (4.40)
where again, Mw is the set of 10 matches in week w, Om is the observed outcome
of match m (either a home team win, draw, or away team win), and Dw−1 is the
observed data up to but not including week w. The interpretation of the metric
GM1,38 is then perhaps simpler than the metric
∑38
w=1 LSRw previously considered
in Chapter 3 Section 3.3.4, although the two methods will be totally in agreement
with regards to determining the optimal σ2.
Using 100,000 particles, a plot of various different values for σ2 and the corresponding
GM1,38 can be seen in Figure 4.4. Again, we follow Owen (2011) and show σ
2
in the range of 0 to 0.02, there is however no concrete evidence that there is an
optimal σ2 > 0, as highlighted by the smooth Local Regression (LOESS) estimate
(see Cleveland (1979)) which is typically decreasing in σ2. An optimal value of
σ2 > 0 would have suggested that there is benefit in allowing the team log-resource
parameters to follow a dynamic system, but somewhat unfortunately, we cannot
deduce this from our results.
This is in contrast to the findings of Owen (2011), who found an optimal value of
σ2 near 0.004 based on the metric GM1,38. This is likely due to one (or both) of the
following reasons:
1. The different data used, in our case the 2011/2012 season from the EPL, and
in the case of Owen (2011), seasons 2003/2004, 2004/2005, and 2005/2006
from the Scottish Premier League (SPL)
2. The different model specifications used, in our case a dynamic system for a
single ‘resource’ parameter for each team, and in the case of Owen (2011), a
dynamic system for an ‘attack’ and ‘defence’ parameter for each team
That is, it may be that the teams in the SPL vary in ability more throughout a
season(s), or that attack and defense strengths may vary throughout a season, but
overall team abilities/resources do not.
We continue analysis of the particle filtering methods and the dynamic team log-
resource model using σ2 = 0.0001, a very small value which should still allow
adequate propagation of the particles, not unlike the artificial evolution methods
described in section 4.3.1.
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Figure 4.4: Values of the metric GM1,38 for different values of σ
2 in the range 0 to
0.5 (top) and 0 to 0.02 (bottom). the calculated values, a smooth LOESS
estimate
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4.4.3 Inference results
Here we show time series plots for the 0.025 and 0.975 posterior quantiles, along
with the posterior mean of the particle approximation of p(θw|Dw) using 100,00
particles, for each parameter in θw. The plots are shown in Figures 4.5 to 4.9.
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Figure 4.5: Time series plot of parameters h, a, c−1, c0, c1, and d−1. posterior
mean, 95% BCI
There are some notable fluctuations in posterior probability of the team log-resource
parameters which correspond to large match scores. For example week w = 9
featured a score of Manchester United 1 - 6 Manchester City and there is clear
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parameters. posterior mean, 95% BCI
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model
∑38
w=6 LSRw GM6,38 OP
M -324.26 0.3743 60.33
DM -324.23 0.3744 48.18
Table 4.1: A comparison of the sum of the logarithmic scoring rule, the geometric
mean of the one-week ahead predicted probabilities for the match outcomes that
were actually observed, and the betting profit, for models M and DM for weeks 6 to
38
spike in Manchester City’s log-resource at this time, conversely, the log-resource
of Manchester City appears to be decreasing at this time. Other notable results
include: Manchester United 5 - 0 Wigan Athletic in week 18, Newcastle United 3 -
0 Manchester United in week 20, and West Brom 1 - 0 Chelsea in week 27. We also
comment on the parameter estimates with comparison to parameter estimates from
simulated data in Section 4.4.6.
4.4.4 Model and inference performance
Here we make comparisons regarding the one-week-ahead predictive performance
of the dynamic log-resource model (which we will denote DM), with our proposed
model (denoted M) in Chapter 3 Section 3.2.3. In order for model DM to be com-
parable to the models shown in Chapter 3 Section 3.4, we again consider matches
from weeks 6 to 38. These weeks were previously considered since after 5 weeks of
matches, all the teams were comparable in that they had all played a common team.
The results of the comparison can be seen in Table 4.1. The results are almost iden-
tical, as one would expect - the models and inference methods are in many ways the
same. With regards to the models, for model DM we used a very small value of σ2
which effectively reduces the dynamic model to the static model of M. With regards
to the inference methods, we used posterior samples from the previous season’s data
(the 2010/2011 season) to give the week w = 1 prior distribution approximation for
the model DM parameters. Likewise, for the parameters in model M, we used the
previous season data for prior elicitation, albeit in a much simpler way.
In terms of betting against the UK bookmaker Bet365 on matches in weeks 6 to 38,
the models did not perform so similarly, which may be at first somewhat unintuitive
given the previous comments. The betting profits are shown in Table 4.1, under the
notation OP . We thus choose to examine the differences in one-week-ahead predicted
probabilities between the two models, a plot of which can be seen in Figure 4.10.
The values in the plot do largely lie on the line y = x, but there are some subtle
differences which lead to the disparity in the betting profits - which can be influenced
by only a single bet being placed or not placed. The smooth LOESS estimate helps
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Figure 4.10: Scatter plot of the home win (top), draw (middle), and away win
(bottom) probabilities predicted by the models M and DM for 330 matches from
weeks 6 to 380. the line y = x, a smooth LOESS estimate
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to display that the models are in the most disagreement for events which are at the
tail end of being likely or unlikely. This is most probably due to the choice of prior
used for the inference of the model M parameters, the ranking prior may mean that
model M places higher probability on stronger teams winning (and likewise, less on
weak teams).
In this case the most notable difference is between the computational efficiency of
the inference of model M and DM. In situations when data are observed sequentially,
MCMC methods with MH updates are very inefficient. Given a posterior sample,
MH does not immediately provide a method of updating the sample based on any
new data. That is, we cannot use the sample as a prior which may be combined with
the likelihood of new data in order to sample from a new posterior. One must simply
discard the posterior sample and start again using all the available data. Particle
filtering methods retain the posterior sample at each point and it is simply updated
in accordance with the likelihood of the new data from each week as it arrives.
Furthermore, to take a single sample using MH we must calculate the log-likelihood
up to 30 times (the full log-likelihood may not need to be taken if terms may be
cancelled in the MH acceptance ratio) for each of the 30 model parameters. A single
sample using particle filtering methods may only require the log-likelihood to be
calculated once or twice (twice with algorithms which have two stages of weights for
example the auxiliary particle filter).
Program run-times are displayed in Figure 4.11 which show the cumulative time
taken for the inference process throughout the season. That is the time to generate
100,000 particles/samples from the posteriors p(θM |Dw) using random-walk MH,
and p(θDM |Dw) using the auxiliary particle filter, for each week w = 1, . . . , 38.
θM denotes the parameter vector for model M, θDM is the parameter vector for
model DM, and Dw is all the data up to and including week w. It is clear that the
computational time for the particle filtering sampling method scales linearly as the
amount of data increases each week. Conversely, due to the nature of repeating the
inference process for the entirety of the data each week, the MH sampling method
scales exponentially.
There is thus clear benefit in the particle filter method for time critical applications,
in particular when the total amount of observed data is large. To perform inference
for matches in-play, MH may be useful for the first few weeks, but will soon become
too slow to be useful, as the match will have changed significantly (or even finished)
by the time the inference process is complete. Particle filtering methods are however
capable of updating a whole week’s worth of data in less than 10 seconds - fast enough
to update posterior distributions for in-play matches.
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Figure 4.11: The cumulative time to take 100,000 samples from the posteriors
p(θM |Dw) ( ) and p(θDM |Dw) ( ) for weeks w = 1, . . . , 38
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4.4.5 Combining MH and particle filtering methods
As noted by Liu and West (2001), sequential filtering methods inherently induce
approximation errors which can build up over time. While it does not appear that
there are problems with model performance or particle degeneracy in our example,
as noted by the performance indicators in Table 4.1 and the time series plots of the
model parameters in Figures 4.5 to 4.9, it may be the case for longer time periods or
different data/models. In this case, one may choose to ‘refresh’ the particle sample in
an off-line setting when there is sufficient time using more standard MCMC methods.
We thus propose that in a real setting, the optimal strategy may be to perform an
off-line analysis, using for example MH, in order to generate posterior samples when
there is ample time after matches have ended, and then update the samples using
on-line particle filtering methods while matches are in-play. This would allow the
user to be informed by the most up-to-date posterior distribution during a match.
4.4.6 Inference using simulated data
We also study the performance of the particle filtering method when the true value
of θw is known for all w. Match result data from a single season are simulated from
these true parameter values, we then use the particle filtering algorithm described in
Section 4.4.1 to recover the true parameter values. The true values for the dynamic
log-resource parameters are as follows:
LRk,w = cos
(
Uk +
w
15
)
+ k,w (4.41)
where Uk is a random variate drawn from a U(0, 2pi) distribution and k,w is random
noise added at each week w via a N(0, 0.052) distribution. The true values for the
static parameters are:
h = 0.4
a = 0.1
ρ1 = 1
ρ2 = 1.5
c−1 = 0.7
c0 = 0.4
c1 = 0.6
d−1 = 0.9
d0 = 0.5
d1 = 0.3
(4.42)
These true parameter values were chosen so that match simulations result in score-
lines which are in line with our expectations of matches in the EPL.
Determination of σ2 is the same as in Section 4.4.2, but since the underlying team
log-resources clearly vary throughout a season, the optimal value of σ2 is much
clearer, as is shown in Figure 4.12. Thus, for the simulated league data, we use σ2 =
0.06131 which corresponded to GM1,38 = 0.4487. The inference process was started
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by drawing a random sample with mean equal to the true parameter value and it
was tested how the particles, approximating the posterior distribution p(θw|Dw),
behaved throughout the weeks w = 1, . . . , 38. Again, we display time series plots
for the 0.025 and 0.975 posterior quantiles, along with the posterior mean of the
particle approximation of p(θw|Dw), but we can also now display the true underlying
parameter values. The plots are shown in Figures 4.13 to 4.17.
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Figure 4.13: Time series plot of parameters h, a, c−1, c0, c1, and d−1. posterior
mean, 95% BCI, the true parameter value
Firstly, let us consider the tracking ability of the 10 static parameters. It is clear
that the variance of the posterior approximation is deceasing throughout the season,
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Figure 4.14: Time series plot of parameters d0, d−1, ρ1, ρ2, and the team log-resource
parameters. posterior mean, 95% BCI, the true parameter value
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Figure 4.15: Time series plot of the team log-resource parameters. posterior
mean, 95% BCI, the true parameter value
108
Chapter 4: Fast updating of dynamic and static parameters using particle filters
−4
−3
−2
−1
0
0 4 8 12 16 20 24 28 32 36
week
M
an
ch
es
te
r C
ity
−3
−2
−1
0
1
0 4 8 12 16 20 24 28 32 36
week
M
an
ch
es
te
r U
ni
te
d
−3
−2
−1
0
1
0 4 8 12 16 20 24 28 32 36
week
N
ew
ca
st
le
 U
ni
te
d
−4
−3
−2
−1
0
1
0 4 8 12 16 20 24 28 32 36
week
N
or
w
ic
h 
Ci
ty
−3
−2
−1
0
1
0 4 8 12 16 20 24 28 32 36
week
Qu
ee
ns
 P
a
rk
 R
an
ge
rs
−2
−1
0
1
2
0 4 8 12 16 20 24 28 32 36
week
St
ok
e
 C
ity
Figure 4.16: Time series plot of the team log-resource parameters. posterior
mean, 95% BCI, the true parameter value
109
Chapter 4: Fast updating of dynamic and static parameters using particle filters
−2
−1
0
1
2
0 4 8 12 16 20 24 28 32 36
week
Su
nd
er
la
nd
−2
−1
0
1
2
0 4 8 12 16 20 24 28 32 36
week
Sw
a
n
se
a
 C
ity
−2
−1
0
1
0 4 8 12 16 20 24 28 32 36
week
To
tte
nh
am
 H
ot
sp
ur
−3
−2
−1
0
1
0 4 8 12 16 20 24 28 32 36
week
W
e
st
 B
ro
m
−3
−2
−1
0
1
0 4 8 12 16 20 24 28 32 36
week
W
ig
an
 A
th
le
tic
−1
0
1
0 4 8 12 16 20 24 28 32 36
week
W
o
lve
rh
am
pt
on
Figure 4.17: Time series plot of the team log-resource parameters. posterior
mean, 95% BCI, the true parameter value
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most notably in the parameters h, a, ρ1 and ρ2 - likely due to the fact that these
parameters are not constrained to be ∈ [0, 1] like the ci and di parameters. It is
possible to ‘home in’ on the true static parameter value due to the methods of Liu
and West (2001) for correcting loss of information in artificial evolution. A similar
pattern is not observed in the time series plots for the static parameters using real
data (Figure 4.5 and Figure 4.6 in Section 4.4.3) because there the particles at week
w = 1 were obtained from data from the previous season, and were likely already a
very good posterior approximation.
Secondly, the time series plots for the dynamic team log-resource parameters in
Figures 4.6 to 4.9 show that the particle filtering methods do provide accurate
tracking of the underlying true log-resource parameters. We must also bear in mind
that the information of the underlying process is taken from match results, which is
a rather noisy process. For example it is not unlikely that a team can be improving
and still lose a match to a worse team, in addition sometimes there may be few, or
even no goals so information can be scarce. It should also be noted that, in contrast
to the 10 static parameters, the posterior variance of the log-resource parameters
appears fairly constant throughout the season.
4.5 Concluding remarks
In this chapter we have presented an update to the model in Chapter 3 Section
3.2.3 by allowing the 20 team resource parameters to vary dynamically throughout
a season. We then presented efficient particle filtering algorithms which could readily
handle such a dynamic underlying system and showed how the methods could be
used to also perform inference on other model parameters which were deemed static
throughout the season.
We displayed the computational efficiency of the particle filtering methods when
compared to more traditional MCMC methods, in the case of when data are observed
sequentially. In particular, if one wished to perform in-play posterior updating for
betting purposes during a match, the MCMC methods would not be able to provide
a posterior sample approximation using all the available data within a reasonable
time frame (or likely even before the match finished) whereas the particle filtering
methods would simply/quickly update the pre-match posterior samples based on the
small amount of data observed in the match. Thus, although the dynamic system
model component which particle filtering methods readily handle being somewhat
wasted on our tested data, there is still benefit in employing efficient particle filtering
methods.
We thus note that one ‘best of both worlds’ solution would be to use traditional
111
Chapter 4: Fast updating of dynamic and static parameters using particle filters
off-line MCMC methods (for example MH) to approximate posterior distributions
when there is ample time after matches have finished, and then use on-line particle
filtering methods to update the posterior distribution for matches in-play when time
is limited.
In Chapter 5 a further modification to our non-homogeneous Poisson process model
is presented, with the aim of specifying the model so that model inference is able
to capture how teams may modify their behaviour in light of their current league
position.
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Incorporating league position into
team behaviour
5.1 Introduction
So far in the literature, all statistical models concerned with predicting the outcome
of association football matches have made the assumption that the outcomes of
distinct concurrent matches are independent. Furthermore, while Poisson process
models have included current state of the match as predictors of the scoring rate,
none have taken account of league situation.
It is intuitive that football teams should be influenced by their league situation,
most notably at the end of a season. Modern technology has also meant that teams
are almost instantaneously aware of any changes to their league situation arising
from events in other concurrent matches. Some notable examples of this include
the occasion when Manchester City scored two goals in injury time to beat Queens
Park Rangers 3-2 in the last game of the 2011/2012 season. When information that
Manchester United were beating Sunderland in a concurrent game became available,
Manchester City, who trailed 1-2, were currently 2nd in the league and needed to
win their match to secure 1st place in the league. It appeared that while in this
losing match state, Manchester City devoted a large proportion of their resource
into attack in order to increase the chance they could win the match and thus the
league.
We propose an extension of our non-homogeneous Poisson process model which aims
to uncover the extent to which teams change their behaviour depending on their
current league situation and analyse the implications of these behavioural changes
with regard to model predictions. For example, we will consider questions such as
‘do teams devote all of their resource into attack if they need a goal to prevent
league relegation?’ Or, ‘do teams devote all their resource into defense if they only
need a draw in order to secure 1st place in the league?’ Furthermore, any evidence
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suggesting teams change their behaviour based on their current league situation
would also imply that matches are not necessarily independent, since goals in one
match can affect the league situation of teams in different matches, and therefore,
their tactics.
Evidence of dependence between separate matches in association football suggests a
considerable overhaul needs to be made in how bookmakers offer odds. With one of
the most popular bets being the ‘1X2 accumulator’ where bettors select one of the
home win, draw, or away win events for multiple matches, it should be of utmost
interest to bookmakers to ensure that the odds they offer for these bets are correct,
that is, profitable. From a bettor’s point of view, if a certain bookmaker offers odds
based on the assumption of independence between matches, then there may exist
certain situations where a net betting profit is expected when the independence
assumption is clearly invalid.
The chapter is organised as follows: Section 5.2 discusses two models (which are not
Poisson-process models) from the literature which take account of the team’s league
position. Section 5.3 then presents an extension of our non-homogeneous Poisson
process model which under the assumption that teams are instantly aware of any
league situation changes, allows the rates of scoring to depend on league consid-
erations. Section 5.4 discusses our motivation in selecting the data used to infer
model parameters. Section 5.5 considers four different models which we compare
using DIC (Spiegelhalter et al. (2002)). Section 5.6 presents an alternative approach
to hand-selecting models and comparing them with DIC, via the use of RJMCMC
(Green (1995)) to allow for Bayesian model choice. Section 5.7 penultimately shows
an example of how the rates of scoring implied by the non-homogeneous Poisson
process model change in response to events in concurrent matches, and concluding
remarks are presented in Section 5.8.
5.2 Association football models using league in-
formation
Scarf and Shi (2008) developed a quantitative measure of ‘match importance’ using
Bradley-Terry type models. The idea is that with respect to outcome X, a team
would deem a match important if there exists favourable and unfavourable results of
the match, conditioned on which the difference in probability of achieving X is large.
X can then be taken to denote favourable league outcomes, for example winning
the league, qualifying for a European tournament, or not being relegated.
The importance of match m to team k at current week of the season w with respect
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to outcome X is defined as:
Sk(X)w,m = P(Xk|Fk,m,Dw)− P(Xk|Uk,m,Dw) (5.1)
where Xk is the event that team k achieves X, Fk,m and Uk,m denote a favourable and
unfavourable outcome of match m for team k respectively, and again, Dw denotes
the data observed up to week w. We note that team k is not necessarily one of
the competing teams in match m, but typically team k will deem that matches in
which it plays the most important, in which the favourable outcome will be team
k winning match m, and the unfavourable outcome will be team k losing match m.
For match m in which team k is not competing, the draw outcome can potentially be
the favourable or unfavourable outcome, for example if team k is top of the league
with 80 points, and teams i and j who both have 78 points compete in match m,
the favourable outcome of match m for team k is a draw, for which they will retain
the top league position (again, teams are awarded 3 points for a win, 1 for a draw,
and 0 for a loss).
Sk(X)w,m is typically calculated by simulating the remainder of the season from
current week w using a probabilistic model which does not depend on Sk(X)t,m,
and fixed results of Fk,m and Uk,m. Hence this method is able to characterise how
important specific matches are for broadcasting or tournament design purposes, but
is unfortunately not directly useful for prediction. If teams change their behaviour
based on the match importance, then the probabilistic model (which does not depend
on match importance) used to calculate match importance is invalid - as noted by
Scarf and Shi (2008) with regards to using match importance measures for optimising
competitor effort.
Goddard and Asimakopoulos (2003) were able to include the concept of match
importance into a probabilistic model. They proposed adding covariates denoted
SIGHi,j and SIGAi,j (which indicate if the match is deemed significant for the
home and away teams respectively) into a Bradley-Terry type model for a match in
which team i plays at home to team j as follows:
SIGHi,j =

1 if match has championship, promotion, or relegation
significance for team i but not for team j
0 otherwise
(5.2)
SIGAi,j =

1 if match has championship, promotion, or relegation
significance for team j but not for team i
0 otherwise.
(5.3)
A match was deemed to be significant if it is still possible for the team in question
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to win the championship (league), be promoted, or be relegated, assuming that
all other teams currently in contention for the same outcome take one point on
average from their remaining matches. It is hoped that this covariate can indicate
a difference in incentive between the competing teams i and j, which will typically
only become apparent later in the season. Goddard and Asimakopoulos (2003)
described the coefficients of SIGHi,j and SIGAi,j as significant at the 1% and 10%
levels respectively based on Wald tests (see for example Hosmer Jr et al. (2013)).
Data from seasons 1986/1987 to 2000/2001 for four English leagues were used for
the analysis.
5.3 A non-homogeneous Poisson process model
using a concept of utility
We propose that a team’s behaviour should be influenced by the respective values of
league positions, which naturally suggests the use of a utility function. An example
of how such a utility function might look is given in Figure 5.1. This particular
utility function is defined by eight ‘knots’, between which the function is linear.
The knots allow ‘jumps’ in utility between certain league positions. For example
there is a jump in utility when moving between positions 1 and 2 in the league,
and similarly between positions 17 and 18 (position 18 is in the relegation zone).
Also of importance is the league positions which permit entry to play in further
European leagues, the Champions League for positions 1-4, and the Europa League
for position 5 (in normal circumstances and ignoring domestic cups which may also
grant entry to the European leagues). The governing body, UEFA, released that
there was a prize fund of e904.6m to be shared amongst the 32 teams participating
in the 2012/2013 Champions League (UEFA (2013a)) and (a still substantial, but
much less) e209m to be shared amongst the 56 teams participating in the 2012/2013
Europa League (UEFA (2013b)). Thus, there is a clear monetary incentive for teams
to reach league positions which provide qualification for the European leagues, in
particular the Champions League.
The first challenge we address is how to formulate a model specification which uses
a utility function to determine how the teams behave, that is, how to sensibly
incorporate utility values in a formula which defines the function αk(t). We choose
to add an extra term to our existing formulation of αk(t) so the function is now
a mixture of information from the current game situation (as with the previous
formulation which considered winning, drawing, or losing in a match) and the current
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Figure 5.1: An illustration of how a utility function which values each league position
might look. Knot locations are denoted by
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league situation:
αk(t, w) = β(w)αl,k(t) + (1− β(w))αm,k(t) (5.4)
where 0 ≤ β(w) ≤ 1 is a mixing parameter between the allocation of resource based
on the league (l) situation, αl,k(t), and the resource allocation based on the match
(m) situation, αm,k(t) (previously αk(t)), in week w.
We expect that β(w) will increase from week w = 1 to week w = 38 as league
positions become more important in the later stages of the season, and we aim to
capture the extent of the increase by formulating:
β(w) = g(A+Bw) (5.5)
where g is the logistic function:
g(x) =
1
1 + e−x
. (5.6)
Note that if the parameter A becomes large and negative and the parameter B
is near 0, β(w) quickly approaches zero and the resulting model reduces to the
previously proposed model in Chapter 3 Section 3.2.3. Inference on the values of
β(w) will thus demonstrate whether the data show any evidence of teams changing
their behaviour towards the end of a season, a time in which Sir Alex Ferguson
(a well known Manchester United manager) famously referred to as ‘squeaky-bum
time’ (Ferguson (2003)).
Lastly, and somewhat most importantly, we specify:
αl,k(t) = g(
∑
p∈P
(U(p)− U(c))) (5.7)
where P is the set containing the unique league positions of team k if they were
to concede 2, 1, or score 1 or 2 goals at time t (the reasoning for this choice is
explained later in this section), c is their current position, U(p) denotes the value
of the utility function at position p, and again, g(.) denotes the logistic function as
in Equation (5.6). This formulation allows the model to capture any evidence of
teams changing their behaviour based on the league positions which are realistically
attainable (1 or 2 goals away). When none of the 4 scoring scenarios would result
in a league position change, the value of αl,k(t, w) will be 0.5. However, when the
scoring scenarios result in position changes, αl,k(t) can be greater than 0.5 (as the
team plays offensively) or less than 0.5 (as the team plays defensively) depending
on the values of utility U(p) for the different obtainable positions p.
The intuition behind this formulation of αl,k(t) is that if scoring a goal would result
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in a move up to a new, more desirable position p+, then the team may choose to play
offensively in order to have an increased chance of scoring. We observe this offensive
behaviour via an increase of goals scored but also conceded, and use it to suggest
that the utility of position p+, U(p+), is greater than the utility of their current
position U(c) and thus the team is playing in order to maximise their expected
utility. That is, U(p+)−U(c) > 0 which suggests (ignoring other scoring scenarios)
αl,k(t, w) > 0.5, corresponding to offensive behaviour.
In a similar fashion, if conceding a goal would move the team down to position p−,
then the team may choose to play defensively in order to decrease the chance of
conceding. We observe this defensive behaviour and use it to suggest that U(p−)−
U(c) < 0 which suggests αl,k(t, w) < 0.5, corresponding to defensive behaviour.
One assumption in this model is that teams play according to their league position
if they were to concede 2, 1, or score 1 or 2 goals. We made this assumption with
the thought that scoring 1 or 2 goals in a short time frame is quite reasonable in
the EPL whereas 3 is quite rare. For example, suppose team k is losing 3-0 which
results in 0 league points while a 3-3 draw would result in 1 point and would boost
their league position by a single place. Should team k devote more of their resource
to attack (play more offensively)? They are almost surely going to lose and we
feel that league considerations will be quite irrelevant for the team at that point.
Should team k however score, so the match score is 3-1, they may then start playing
offensively as they have a chance to score 2 more goals and achieve a 3-3 draw which
would result in them moving up a place in the league.
We follow the model specification presented in Chapter 4 Section 4.4 in that we
consider the model specification:
log(λi(t, w)) = h+ αi(t, w)e
LRi − (1− αj(t, w))eLRj + ρ(t) (5.8)
log(µj(t, w)) = a+ αj(t, w)e
LRj − (1− αi(t, w))eLRi + ρ(t). (5.9)
The model is however not dynamic in that the team resources are considered fixed
throughout a season (it is just our estimate of the team resource parameters which
changes). Nevertheless we still consider the log-resource which makes computation
slightly easier (there is no restriction on the value of LRk for all teams k).
5.4 Data
As indicated previously, we suspect that the effects of utility decisions will only
become apparent at the end of a season, where teams will be fighting last minute
to avoid relegation or for one of the top league positions. This not only suggests
that the mixing parameter β(w) be a function of the week of the season w, but
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model knot positions
m0 (1, 17, 18, 20)
m1 (1, 5, 17, 18, 20)
m2 (1, 2, 5, 17, 18, 20)
m3 (1, 2, 4, 5, 6, 17, 18, 20)
Table 5.1: A summary of the different knot positions in each of the four models
also that only a small portion of each season’s data may display the effects we are
looking for - making inference difficult. With this in mind we chose to use five
seasons of data, from 2007/2008 to 2011/2012. The data contain the day of each
match, but unfortunately not the time, so we make the assumption that matches
are played at the same time every day since the model must be aware of the current
league standings at all times. These five seasons of data include 29 teams (teams
are relegated and promoted each season) and thus we now consider the team log-
resource parameters LR = (LR1, . . . , LR29) which are assumed to be constant from
season to season.
5.5 Four competing models
We now consider the problems of model inference and also model choice as we
attempt to determine the number and location of knots in the utility function. In
this section we consider four competing models, each defined by a different choice
of positions for the knots. The models are hand-selected based on our prior belief of
what the league utility function might look like and have varying complexity. For
example we believe there should be a jump in utility between positions 17 and 18
(again, position 18 is the highest relegation position) which implies we place knots
at these positions. We then use DIC as a model selection criterion to choose between
the four hand-selected models.
We begin by considering the model which places knots at the same positions as in
Figure 5.1, that is, positions (1, 2, 4, 5, 6, 17, 18, 20). We consider this as our most
complex model, m3, and in addition consider three less complex models which have
knots in positions shown in Table 5.1. For all models, the utility function is linear
between knot positions, as was in Figure 5.1. The knot positions for each model are
fixed, but the corresponding utility value at each knot is a model parameter, which
we denote Umi for model mi. However, for all models the value of utility at position
20 is constrained, U(20) = 0, to ensure model identifiability. For example, for model
m0 the parameter space is (θ,Um0) where Um0 = (U1, U17, U18) (the utility values
at positions 1, 17, and 18 respectively) and θ = (h, a, . . .) contains the remaining
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p 1 2 4 5 6 17 18
U0p 10 8 7.5 7 6.5 4 1
Table 5.2: The means of the Γ prior density for the utility value at the knot
positions p used within models m0, m1, m2, and m3
model parameters, common to all models.
5.5.1 Prior choice
The parameters in θ are assigned the following prior distributions which follow from
prior distributions used for model inference in Chapters 3 and 4 where possible:
h ∼ N(0.4, 0.52)
a ∼ N(0.08, 0.52)
ρ1 ∼ N(1, 0.52)
ρ2 ∼ N(1.5, 0.52)
ci ∼ B(1.5, 1.5) for i ∈ {−1, 0, 1}
di ∼ B(3, 1) for i ∈ {−1, 0, 1}
LRk ∼ N(−0.7, 12) for k ∈ {1, . . . , 29}
A ∼ N(0, 22)
B ∼ Exp(0.5).
(5.10)
We have little information on plausible values of A, and thus use the relatively
non-informative prior N(0, 22) which should still allow for A to become large and
negative, allowing the model to reduce effectively to that of Chapter 3 if the data
suggest such a value. B however suggests a change throughout the season in how
important utility decisions are, and so we constrain it to be positive (utility decisions
become more important towards the end of the season).
For the utility value at position p, we choose the prior Up ∼ Γ(2.5, 2.5/U0p ) so the
priors at each position share a common shape parameter and have differing means,
U0p . The mean at each position is shown in Table 5.2. We also display a density plot
of the utility value prior distributions in Figure 5.2. Of course, the simpler models
do not make use of the prior distributions at positions where they do not contain
knots.
The variance of the utility value is notably larger for the higher positions when
compared to position 18. The model is constrained so that the utility of position
20 is zero (U(20) = 0) and so we can be fairly sure that neighbouring positions (for
example position 18 which is also a relegation position) have a utility fairly near
0. As we move further away from position 20 however, it is harder to reasonably
estimate values of the utility function, and hence, we allow the variance of the utility
values to increase with the mean.
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Figure 5.2: A plot of the prior density of the utility value for the possible knot
locations. position 1, position 2, position 4, position 5, position
6, position 17, position 18
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5.5.2 Results of model fitting
For each model mi we take 40,000 posterior samples from the joint posterior distri-
bution of (θ,Umi) using a random-walk MH algorithm. An optimisation routine for
the log-likelihood was performed in order to find the MLE (θˆ, Uˆmi) which was used
as a starting value. For a similar model, we have already considered the posterior
distribution of the parameters θ in Chapter 3 Section 3.3. Here we only report the
posterior distributions of the new parameters related to the utility function. We
do however note that our posterior estimate of θ will in general now be slightly
different to that reported in Chapter 3 Section 3.3, due to the different model and
data employed. Figures 5.3, 5.4, 5.5, and 5.6 display plots of posterior samples from
the functions U(p) and β(w) for each of the four models. The plots display a ran-
dom sample of size 1,500 from the 40,000 posterior samples taken to prevent plot
rendering problems.
The plots showing posterior samples of the function β(w) are all quite similar for
each of the four models, and show that in the first match of the season the function
is in the region of 0.05, increasing to values in the region of 0.4 in the last match of
the season.
The plots showing posterior samples of the utility function U(p) are largely as we
would expect. There is a clear difference between the utility value of relegation
positions (18, 19, and 20) and the first non-relegation position (17). The value of
utility then in general increases upwards towards the league winner (position 1).
However, there is one very noticeable, and unexpected result shown in the inference
of model m3. The plot suggests that U(6) > U(5), that is, the value of position six
is greater than the value of position five, as shown by the behaviour of teams. In
fact, the posterior probability P(U(6) > U(5)) = 0.9804.
We mentioned in Section 5.3 that position 5 granted qualification to the Europa
League, and thought this would provide incentive for teams to reach this position.
We naturally then placed a prior distribution on the utility function values which
suggested that U(5) > U(6). The posterior distribution however contradicts our
prior belief, and suggests that teams will play offensively in order to get out of
position 5, and play defensively to defend position 6 instead of moving up to position
5. This contradiction between the prior and posterior distributions suggests that
the data may contain strong evidence of an unexpected effect in team behaviour
related to position 5, which we discuss in further detail.
In 2015 several on-line articles appeared suggesting that EPL teams may prefer not
to play in the Europa League, for example the aptly named ‘The Race to Avoid
Europa League Qualification Starts Now’ (Potton (2015)), ‘The battle to avoid the
Europa League’ (Lea (2015)), and ‘Tottenham’s Mauricio Pochettino: avoiding Eu-
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Figure 5.3: A plot of 1,500 samples from the posterior distribution of the utility
function U(p) (top) and the function β(w) (bottom) for model m0. the posterior
mean
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Figure 5.4: A plot of 1,500 samples from the posterior distribution of the utility
function U(p) (top) and the function β(w) (bottom) for model m1. the posterior
mean
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Figure 5.5: A plot of 1,500 samples from the posterior distribution of the utility
function U(p) (top) and the function β(w) (bottom) for model m2. the posterior
mean
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Figure 5.6: A plot of 1,500 samples from the posterior distribution of the utility
function U(p) (top) and the function β(w) (bottom) for model m3. the posterior
mean
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model pD DIC
m0 35.7211 5650.54
m1 36.7981 5647.54
m2 36.4681 5647.96
m3 37.3923 5642.70
Table 5.3: pD and DIC for the four competing models
ropa League could help us’ (Hytner (2015)). The articles all imply that the extra
travelling around Europe and matches (up to 23) is a potential burden on teams. An
EPL team typically plays a Europa League match on a Thursday, and then a EPL
match on a Sunday, and it is widely thought that players struggle to recover phys-
ically and/or mentally between the frequent matches. Thus playing in the Europa
League may have a negative affect on a teams performance in the EPL and further-
more, as mentioned in Section 5.3, the monetary rewards of the Europa League are
not huge (in European association football terms).
On reflection it does seem plausible that teams behave in order to avoid qualification
for the Europa League - and our model inference is consistent with this thought. We
do however realise that there could be other explanations for observing the locally
low value of U(5) in Figure 5.6. One thought is that a particular team may have
been in position 5 for a large amount of time throughout the data, and it may be
that this team had a particularly offensive style of play. Thus, the team may not
have been devoting a larger proportion of resource into attack in order to move out
of position 5 (to 4 or 6), they are behaving this way simply because it is their style
of play. The same thoughts apply to a particularly defensive team which may have
spent a large amount of time in position 6.
5.5.3 Model choice using DIC
DIC values calculated from 40,000 posterior samples are shown in Table 5.3. The
differences in values of DIC are not dramatic between the models, but do suggest
that model m3 is preferred.
We also note the rather counter-intuitive finding of the effective number of param-
eters pD being greater for model m1 when compared to model m2. We might not
expect this since dim(Um2) > dim(Um1), but as can be seen in Figure 5.4 and
Figure 5.5, it appears that the extra parameter in the utility function for model m2
actually serves to decrease the variance in the utility function (note the differing
y-axis scales on each figure).
Taking the approach of comparing models on DIC, one might stop here and base
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all analysis on the ‘best’ model, model m3, which as mentioned in Section 5.5.2,
displayed unexpected evidence of teams playing in order to not be in position 5
(Europa League qualification position). We however present an alternative approach
to choosing a single model and basing all analysis upon it in the following section
using the method of Bayesian model averaging first presented in Chapter 2 Section
2.6.1.
5.6 Model inference using RJMCMC
In Section 5.5 we considered four models, each defined by a different set of knot
positions. There are however a total of 218 = 262, 144 possible models, which each
either does or does not contain a knot at any of the 18 available positions, 2, 3, . . . , 19.
We design a sampling procedure using RJMCMC (reviewed in Chapter 2 Section 2.4)
which explores the posterior distribution on a space of models and the corresponding
model parameters at the same time. Thus using a data-driven approach to decide
what knot positions should be considered.
This approach allows us to use Bayesian model averaging in order to infer the utility
function U(p) by averaging over the space of possible models (possible knot loca-
tions). We shall then see how close the utility function obtained from Bayesian
model averaging is to the utility function from simply using model m3. For exam-
ple, is it possible that we did not even consider a model defined by a choice of knot
locations that would better fit our test data?
The parameter space of interest is (κ,Uκ,θ) where κ is the league positions of the
knots, Uκ are their corresponding utility values, and θ = (h, a, . . .) as previously
contains the remaining model parameters. Furthermore, we denote Um(p) to be the
value of utility under model m at position p, and denote the number of knots as
K = dim(κ). We follow a similar method to that of Punska et al. (1999), in that for
each iteration of the RJMCMC we propose either a birth of a knot, the death of a
knot, or the movement of an existing knot, followed by random-walk MH updating
of the parameters θ which are not related to the utility function. As in Section 5.5,
we fix the knot at position 20 with U(20) = 0 and constrain that there is always
a knot at position 1 to ensure model identifiability. The allowable values of K are
thus the integers from 2 to 20. An outline of a single iteration of the algorithm after
initialisation of the parameters is as follows:
1. Sample s ∼ U(0, 1)
2. If s < pbirth(K) then propose the birth of a new knot
3. Else if s < pbirth(K) + pdeath(K) then propose the death of an existing knot
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4. Else propose a movement to one of the existing knot utility values, Uκ
5. Update θ using random-walk MH
where:
pbirth(K) =

1/2 if K = 2
0 if K = 20
1/3 otherwise
(5.11)
pdeath(K) =

0 if K = 2
1/2 if K = 20
1/3 otherwise
(5.12)
so the functions pbirth(K) and pdeath(K) give the probability of a proposal of a birth
or death respectively depending on the current number of knots, (minimum 2 and
maximum 20). Parameters θ are updated using random-walk MH methods, the
birth and death proposals are however slightly more non-standard and are thus
explained in Sections 5.6.1 and 5.6.2.
5.6.1 Knot birth
If the current state of the chain is (κ,Uκ,θ) for which we denote corresponding
model m, the methodology for the proposal for the birth of a new knot is as follows:
1. Propose model m′ which places a knot in one of the 20−K currently available
positions with equal probability, denote this position p′ and thus κ′ = (p′,κ)
2. Sample u′ ∼ N(Um(p′), σ2κ), our proposal for the utility value at the new
position p′, and set U ′κ = (u
′,Uκ)
3. Accept model m′ with probability αbirth
where:
αbirth = min
(
1,
p(D|κ′,U ′κ,θ)
p(D|κ,Uκ,θ) ×
p(κ′,U ′κ)
p(κ,Uκ)
× pdeath(K
′)
pbirth(K)
×
1
K′−2
1
20−K
× 1
p(u′)
)
.
(5.13)
In this case the proposal state is (κ′,U ′κ,θ,µ
′) with dim(µ′) = 0. The additional
parameters µ = (p′, u′) (which are included in the vectors κ′ and U ′κ) are drawn
directly from probability distributions and all remaining parameters are the same
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from models m to m′. We may write the parameter transformation function as:
gm,m′(κ,Uκ,θ,µ) = (κ,Uκ,θ, p
′, u′,µ′) (5.14)
that is, it does not actually perform any transformations. It is fairly straightforward
to see that: ∣∣∣∣∂gm,m′(κ,Uκ,θ,µ)∂(κ,Uκ,θ,µ)
∣∣∣∣ = ∣∣∣∣∂(κ,Uκ,θ, p′, u′,µ′)∂(κ,Uκ,θ,µ)
∣∣∣∣ = 1. (5.15)
As was noted in Punska et al. (1999), if the proposal (in this example µ) is made di-
rectly in the new parameter space (as opposed to using dimension matching random
variables) the Jacobian term is equal to 1.
Figure 5.7 shows a graphical illustration of the knot birth process. Firstly, a birth of a
knot in position p′ = 10 is chosen uniformly from the available positions 2, 3, . . . , 19.
The utility value at the new knot position is then sampled from the proposal density
N(Um(p
′), σ2κ). Model m
′ containing the new knot is then accepted with probability
αbirth.
5.6.2 Knot death
We follow from the knot birth and explain how to reverse the birth move. At
current state (κ′,U ′κ,θ
′) for which we denote corresponding model m′ and using
the notation A−a to denote the vector A with value a removed, the methodology
for the proposal for the death of an existing knot is as follows:
1. Propose model m which removes one of the K ′−2 current knot positions with
equal probability, denote the removed position p′ with corresponding utility
value u′. Thus the proposal parameters are κ = κ′−p′ and Uκ = U
′
κ,−u′
2. Accept model m with probability αdeath
where:
αdeath = min
(
1,
p(D|κ,Uκ,θ)
p(D|κ′,U ′κ,θ)
× p(κ,Uκ)
p(κ′,U ′κ)
× pbirth(K)
pdeath(K ′)
×
1
20−K
1
K′−2
× p(u
′)
1
)
.
(5.16)
In this case the proposal parameters are (κ,Uκ,θ,µ) with µ = (p
′, u′) containing
the removed parameters and dim(µ′) = 0. The parameter transformation function
is the inverse of that seen for the birth:
gm′,m(κ,Uκ,θ, p
′, u′,µ′) = (κ,Uκ,θ,µ) (5.17)
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Figure 5.7: The utility function given by model m (top), the proposal of a new
knot in position 10 (middle), the resulting utility function of model m′ (bottom).
utility function knot locations, the superimposed proposal density
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p 1 2 3 4 5 6 7 8 9 10
U0p 10 8 7.75 7.5 7 6.5 6.27 6.05 5.82 5.59
p 11 12 13 14 15 16 17 18 19
U0p 5.36 5.14 4.91 4.68 4.45 4.23 4 1 0.5
Table 5.4: The means of the Γ prior density for the utility value at each possible
knot position
and again, does not perform any transformations so the Jacobian term is equal to
1. Also it can be seen that αbirth and αdeath are reciprocals, as is needed in order for
the Markov Chain to satisfy detailed balance (Hastie and Green (2012)).
Figure 5.8 shows a graphical illustration of the knot death process. Firstly, the death
of the knot in position p′ = 3 is chosen uniformly from the available knot positions
3, 5, 10. Model m containing one fewer knot is then accepted with probability αdeath.
5.6.3 Prior choice
The prior distributions used for θ follows from Section 5.5.1, we now however place
a prior on the number of knots K, the knot values Uκ, and the knot positions κ.
The position of two knots in κ are fixed at 1 and 20. There is then a uniform prior
on the position of the potential remaining knots in positions 2 to 19. We extend
Table 5.2 with similar reasoning as previously discussed to show the Γ density prior
means at all the possible knot positions, which can be seen in Table 5.4, again,
Up ∼ Γ(2.5, 2.5/U0p ). Finally, we place a prior on the number of knots, K:
P(K) =
{
f(K)
1−F (1) if 2 ≤ K ≤ 20
0 otherwise
(5.18)
where f(K) is the discrete binomial probability mass function at point K with
parameters n and α, and F (1) is the corresponding cumulative distribution function
at point 1. P(K) is then a conditional binomial distribution, the condition being
K > 1. n = 20, and we choose α = 0.05 which means the prior favours models
with a smaller number of knots (this prior distribution can be seen in Figure 5.10).
We thus argue that a high posterior probability of the presence of a knot is due to
significant evidence in the data.
The prior (as seen in Equations 5.13 and 5.16) for the vector of knot positions and
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Figure 5.8: The utility function given by model m′ (top), the proposal of the
death of the knot in position 3 (middle), the resulting utility function of model m
(bottom). utility function knot locations
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corresponding knot values is thus:
p(κ,Uκ) ∝ P(K)
K∏
i=1
p(Uκi) (5.19)
where again, K = dim(κ) (the number of knots), and p(Uκi) is the value of the
Γ(2.5, 2.5/U0κi) density at point Uκi with Uκ = (Uκ1 , . . . , UκK ).
5.6.4 Model inference results
We opt to take a large amount of samples from the RJMCMC process since the
posterior space we wish to explore is very high in dimension. We initialise the chain
with a sample from the last iteration of the MCMC procedure for model m3 from
Section 5.5 and take 100,000 posterior samples. Figure 5.9 displays plots of posterior
samples from the functions U(p) and β(w) - which are Bayesian model averaging
estimates. Again, the plots only display a random sample of size 1,500 of the 100,000
to prevent plot rendering problems. Figure 5.10 displays plots showing the prior and
posterior distribution of the number of knots, K, and the posterior distribution of
the knot positions, κ.
The most prominent knot positions are 4 and 5, which as can be seen in Figure
5.10 have the highest posterior probabilities of the non-fixed knot positions. Also,
the posterior probability P(U(6) > U(5)) = 0.81887, again showing an unexpected
decrease in utility going from position 6 to position 5, which we attribute to the
same reasons as discussed in Section 5.5.2. The difference here is that we imposed
no knowledge of a knot in any of the positions, the knot position was chosen purely
by the data. Thus, in some ways this suggests even stronger evidence of teams
adapting their behaviour based on their league situation, in order to avoid position
5 which grants entry to the Europa League.
Figure 5.9 also shows an, at first, counter-intuitive finding of a locally high utility
value around the mid-table positions (position 10). We expect that this is due to
the fact that when utility decisions become important (later in the season due to
β(w)) it is highly likely that teams are only able to move a few positions at any
one time. For example it would certainly be very unlikely that a team would be
able to move from position 10 to position 1 by winning a single match. And so we
must be careful how we interpret the utility function, as the utility values are only
comparable locally. It does then seem that the mid-table position may be rather
comfortable for some teams, which makes sense in that these teams are safe from
the pitfall of relegation.
In comparison to the inferred utility function of model m3, the utility function here
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Figure 5.9: A plot of 1,500 samples from the posterior distribution of the util-
ity function U(p) (top) and the function β(w) (bottom) using RJMCMC. the
posterior mean
136
Chapter 5: Incorporating league position into team behaviour
0.0
0.2
0.4
0.6
1 2 3 4 5 6 7 8 9 10 11
K
pr
ob
ab
ilit
y
0.00
0.25
0.50
0.75
1.00
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
p
pr
ob
ab
ilit
y
Figure 5.10: A bar plot of the prior and posterior probabilities for the total number
of knots (top). A bar plot of the posterior probability of a knot in each position
(bottom). the prior probabilities, the posterior probabilities
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is very similar in most positions apart from the relegation positions. The RJMCMC
procedure did not produce a high posterior probability of a knot at positions 17 and
18 which would be required to separate the utility values of the relegation positions
to the non-relegation positions, and thus the utility function shown in Figure 5.9 is
reasonably linear around the relegation positions. This does suggest that teams play
offensively in order to escape relegation, but not as obviously or dramatically as the
utility function of model m3 (Figure 5.6) would suggest. One possible explanation
for this is that the teams which are typically in the relegation zone at the end of the
season are of lesser ability and thus low resource, effectively meaning that changing
their behaviour has little effect on the rates of scoring - making the effects harder
to uncover.
It should be noted however that posterior model probabilities (which we have im-
plicitly used for the Bayesian model averaging estimate of the utility function U(p))
are susceptible to the Jeffreys-Lindley paradox as discussed in Chapter 2 Section
2.6.3, whereas methods like model choice based on DIC are not. Thus, we might
expect the Bayesian model averaging estimate of the utility function to be less com-
plex than one determined by comparison of models based on DIC. We do however
restrict our susceptibility to the Jeffreys-Lindley paradox via the use of relatively
informative prior distributions.
5.7 An exemplar match
In a similar fashion to as shown in Chapter 3 Section 3.3, we show the rates of
scoring and the resource allocation for the competing teams throughout an EPL
match in Figure 5.11. Again, the rates of scoring and the resource allocations are
based on posterior mean estimates. The match saw Manchester City play at home to
Queens Park Rangers in the last match of the season on 13th May 2012. What was
particularly interesting about this match, and was not mentioned in any detail in
Chapter 3 Section 3.3, was that this match saw Manchester City fluctuate between
league positions 1 and 2, and at the other end of the league, Queens Park Rangers
fluctuate between positions 16, 17, and 18 (a relegation position). Before the 10
final matches, the league table was as is shown in Table 5.5.
We list in detail the main events (marked with vertical grey dashed and solid lines
in Figure 5.11) which affected the resource allocation (behaviour) of the teams and
thus the rates of scoring:
1. Minute 9: Wolverhampton Wanderers score against Wigan Athletic, meaning
if Queens Park Rangers are able to win their match, they could move up to
position 15.
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Figure 5.11: A plot of the rates of scoring (λm(t) and µm(t)) (top) and the resource
allocation αk(t, w) (bottom) for match m where Manchester City played at home
to Queens Park Rangers. denotes Manchester City, denotes Queens Park
Rangers, goals scored in this match, goals scored in other concurrent matches
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p team pld w d l gf ga gd pts
1 Manchester City 37 27 5 5 90 27 +63 86
2 Manchester United 37 27 5 5 88 33 +55 86
3 Arsenal 37 20 7 10 71 47 +24 67
4 Tottenham Hotspur 37 19 9 9 64 41 +23 66
5 Newcastle United 37 19 8 10 55 48 +7 65
6 Chelsea 37 17 10 10 63 45 +18 61
7 Everton 37 14 11 12 47 39 +8 53
8 Liverpool 37 14 10 13 47 39 +8 52
9 Fulham 37 14 10 13 48 49 −1 52
10 West Bromwich Albion 37 13 8 16 43 49 −6 47
11 Sunderland 37 11 12 14 45 45 0 45
12 Swansea City 37 11 11 15 43 51 −8 44
13 Norwich City 37 11 11 15 50 66 −16 44
14 Stoke City 37 11 11 15 34 51 −17 44
15 Wigan Athletic 37 10 10 17 39 60 −21 40
16 Aston Villa 37 7 17 13 37 51 −14 38
17 Queens Park Rangers 37 10 7 20 41 63 −22 37
18 Bolton Wanderers 37 10 5 22 44 75 −31 35
19 Blackburn Rovers 37 8 7 22 47 76 −29 31
20 Wolverhampton Wanderers 37 5 10 22 38 79 −41 25
Table 5.5: The league table before the last match of the EPL 2011/2012 season.
‘p’ denotes the league position, ‘pld’ the number of matches played (note this is one
less than the week of the season), ‘w’ the number of matches won, ‘d’ the number of
matches drawn, ‘l’ the number of matches lost, ‘gf’ the number of goals for (scored),
‘ga’ the number of goals against (conceded), ‘gd’ the goal difference (‘gf’ - ‘ga’), and
‘pts’ the league points
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2. Minute 12: Wigan Athletic score against Wolverhampton Wanderers, return-
ing Queens Park Rangers into the same situation they were in at the beginning
of the match.
3. Minute 20: Manchester United score against Sunderland, Manchester City
thus move into position 2, behind Manchester United.
4. Minute 39: Manchester City score, and thus regain the top position.
5. Minute 45: Bolton score, moving Queens Park Rangers into the relegation
zone (position 18).
6. Minute 48: Queens Park Rangers react with a shock goal, moving themselves
into position 17, and also Manchester City back into position 2.
7. Minute 66: Queens Park Rangers score again, moving themselves into a rather
safe position 16 while Manchester City remain in position 2. The league title
appears to have slipped away.
8. Minute 90: In one of the most dramatic season ends, Manchester City score
two goals in injury time to win 3-2 and claim league victory.
We note two main points here, firstly, the model suggests that the rates of scoring
can be greatly altered by Manchester City’s behavioural changes. This is since they
are a strong team with a large amount of resource. Conversely, Queens Park Rangers
have little resource, and so their behavioural changes have little effect on the rates
of scoring of the match. Secondly, we can see how the teams alter their behaviour as
goals in concurrent matches change their league situation. For example at minute
20 when Manchester United score against Sunderland, Manchester City move down
to position 2 and immediately play more offensively in an effort to score and regain
position 1. Similarly, the most offensive behaviour from Queens Park Rangers is seen
between minutes 45 and 48, where they are in position 18 (a relegation position).
Furthermore, at minute 20 when Manchester United score against Sunderland, the
combined instantaneous rate of scoring (λm(t) + µm(t)) in the Manchester City -
Queens Park Rangers match increases by almost 50% from 2.0662 to 3.0804, a clearly
significant amount which has dramatic implications for in-play betting markets such
as ‘total number of goals in the match’ or ‘time of next goal’.
5.8 Concluding remarks
In this chapter we have presented a substantial modification to the model first
presented in Chapter 3 Section 3.2.3 by allowing the resource allocation of teams
to depend on their league situation. We were able to specify a model which could
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capture how league considerations become more important later in a season, and
how teams play offensively when scoring means moving to a ‘better’ league position,
or play defensively when conceding means moving to a ‘worse’ league position. We
were also thus able to place an effective value of ‘utility’ on each of the league
positions.
Two different methods of model inference and model choice were proposed:
1. Comparison of four hand-selected models via DIC
2. Bayesian model choice using RJMCMC to consider the entire space of models
The RJMCMC method allowed posterior model probabilities over the whole possi-
ble model space, over which we could average in order to infer a Bayesian model
averaging estimate of the utility function U(p). The estimate of the utility function
was in fact quite similar to our best (according to DIC) hand-selected (from 262,144
choices) model.
Posterior estimates of the utility function U(p) suggested a locally minimal value
at position 5, a position granting Europa League qualification which a priori, we
believed would be valuable. This finding is actually consistent with many on-line
articles (Potton (2015); Lea (2015); Hytner (2015)) regarding the Europa League
and how teams may wish to avoid the extra matches and travelling it brings - in
order to focus on the much more prestigious/profitable EPL.
Finally, we were able to display (via an example) the magnitude of the effect league
considerations had on the actual model rates of scoring. Using our models, we
estimated that at one point, a single goal in a match between Manchester United
and Sunderland affected the combined scoring rate of a separate match between
Manchester City and Queens Park Rangers by almost 50%. We thus conclude that
these effects may have considerable implications for in-play betting markets for select
matches.
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6.1 Results and discussion
At the beginning of this thesis, we described four main aims regarding the devel-
opment of modelling approaches in association football. To reiterate in short, they
are:
1. The creation of models which are widely applicable, have improved predictive
power, and are more parsimonious than models currently in literature
2. Inference of models in a Bayesian framework so that prior knowledge can be
exploited and parameter uncertainty accounted for
3. Methods of inference which are quick to compute
4. The creation of models which can capture behavioural aspects of teams
Throughout this thesis we have shown examples of numerous Bayesian methods
of inference, for example MH, particle filtering methods, and RJMCMC. We have
suggested benefit in these methods which allow the addition of extra information
into the model inference process via prior distributions, perform parameter updating
very quickly, and also naturally inform model choice/model averaging decisions. Not
only this but the Bayesian framework easily accounts for uncertainty in parameter
estimation through the posterior distribution. We strongly feel that the Bayesian
framework should be strongly considered when performing inference of sports related
models - and hope that this thesis has shown some of the many benefits.
In Chapter 3 of the thesis we presented a novel non-homogeneous Poisson process
model which we then presented several modifications to in Chapters 4 and 5 (some
more potential modifications are discussed below). The model is more parsimonious
than similar models in literature by defining each team’s ability by a single team-
specific parameter (which we called the ‘resource’), as opposed to a team-specific
attack and defense parameter (Maher (1982); Dixon and Coles (1997); Dixon and
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Robinson (1998)). This simpler model was shown to outperform other models in the
literature based on a number of tests, largely concerning one-week-ahead forecasting
ability. Furthermore, since the model can be used to simulate match goal times, it
can be used to make predictions around any event which is defined by goal times -
of which the vast majority of betting markets comprise.
We displayed how particle filtering methods could be employed to update posterior
distributions extremely quickly and efficiently, and also how they could cope with
a mixture of static and dynamic model parameters. Similarly to Owen (2011),
we proposed a model whereby the team resource parameters were allowed to vary
dynamically throughout a season, in contrast however, we found no compelling
evidence that this addition to the model was beneficial for our (different to that
of Owen (2011)) test data. The superior computational speed of particle filtering
methods however allows users to practically update posterior distributions while
matches are being played. Clearly useful if one wished to have the most up-to-date
parameter estimates during matches for betting or other purposes.
Finally, in terms of the results of the thesis, we presented a final extension to the
model which included modifying the team resource allocation parameter (αk(t)) in
order to account for current league position and obtainable league positions. This
is indeed a new and novel behavioural aspect which previous models in literature
have not been able to fully capture. Model inference then suggested that teams
may indeed play in order to avoid ending the season in position 5 (which grants
qualification to the Europa League) by noting a local minimum in the estimated
utility function at this position. That is, there is some evidence to suggest that
controversially, teams in the EPL would rather finish the season in position 6 than
5. Furthermore, we showed (via an example of a a match between Manchester City
and Queens Park Rangers in the final week of the season) how the model captures the
change in behaviour of teams as they react to news from other concurrent matches
which affects their league situation. The change in behaviour was shown to have a
large real effect on the rates of scoring, in one example increasing the scoring rate
by almost 50%, and thus has clear implications for certain betting markets.
Statistical models all make assumptions, either explicit or implicit, and indeed ours
is no exception to this. We note some of our modelling assumptions here:
1. Red cards have no effect
2. The perception of utility is common across all teams
3. With regards to the match situation (and not the league situation), teams only
consider whether they are winning, drawing, or losing
4. With regards to the league, teams consider positions which can be reached
following the scoring of at most two more goals for either team
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The first point portrays the main limitation of the model, that it should not be used
for prediction during in-play matches for which a player has been dismissed via a red
card, and that the model likelihood does not explicitly account for matches which
have contained red cards. Whilst relatively rare events, and typically occurring
at later times in matches, red cards surely effect the scoring rate during matches.
Somewhat surprisingly however, Volf (2009) did consider red cards as a covariate in a
Poisson process model for goal times and found it to be non-significant (a confidence
interval for the coefficient contained the value 0).
Having the scoring rates of the competing teams depend on red cards would add
another dimension of complexity to the model. Simulation of matches would require
not only the simulation of goal times, but also cards. With our aim to create par-
simonious models, for which inference and prediction was computationally efficient,
we chose to not add red card information - in line with many authors in the litera-
ture concerning the modelling of association football outcomes (for example Dixon
and Coles (1997); Dixon and Robinson (1998); McHale and Scarf (2011)).
The remaining three points concern our formulation of the team resource allocation
parameter (αk(t)) for which we discuss potential modifications for below. With one
of the aims of this thesis to create parsimonious models which are still capable of
capturing a large variety of effects, we always opted for the simplest sensible formu-
lation possible. We thus assumed that all teams react the same way to league or
match position, as opposed to specifying up to 20 team-specific behavioural param-
eters. At first we also only consider whether a team was losing, drawing, or winning
during a match, which is intuitive and also largely agrees with the modelling of
Dixon and Robinson (1998) who additionally considered different formulations for
when the match score was 0-1 or 1-0. However with the addition of the league utility
considerations into the model, the model considers all score lines attainable through
the scoring of up to two more goals for either team, as well as the winning, drawing,
or losing state.
6.2 Future work
Evolution of statistical models in sport often comes as experts in the sport suggest
effects which statistical models should be able to capture. In this thesis, we, for
example, hypothesised that teams should change their behaviour based on the league
situation, and were able to specify a model formulation which could capture said
effects. There are many other effects which an expert would suggest a statistical
model for association football should be able to capture. This is both a blessing and
a curse. On one hand there are always ideas for how to specify your next model,
on the other, whatever model you can think of will have something that it doesn’t
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account for or is misspecified or misrepresented. This ties in quite nicely with a
well-known quote from Box and Draper (1987), ‘all models are wrong, but some are
useful’. This is why research on statistical models for sport will evolve as long as
sport itself does.
To extend the utility based model presented in Chapter 5 one might look at ways
of adding an idea of ‘match importance’ (Scarf and Shi (2008)) into the function
β(w) so that teams play in accordance to their league position when the match is
considered important with regards to the league. Unfortunately, the raw ideas of
Scarf and Shi (2008) would not be usable, some other form of ‘match importance’
would need to be formulated.
More generally, there are many factors which the function resource allocation func-
tion αk(.) could account for, for example any linear or non-linear interaction of
in-play data such as number of corners kicks, number of throw-ins, number of shots,
number of passes, or number of yellow/red cards. One might also expect that dif-
ferent teams react differently depending on the match state, and also whether or
not they are the home or away team. For example we would expect a strong team
at home to react differently to weak team away when they are in the losing state.
Many sporting experts will have (likely differing) opinions on how these data im-
ply changes to the rates of scoring/the team behaviour in a match - and as these
data become more readily available it is likely that statistical models will appear in
literature which account for them all.
More complex models may also require more complex MCMC algorithms in order to
perform inference efficiently. Hamiltonian MCMC (see for example Neal (2011)) is
one such algorithm, and it is becoming more popular due to recent developments in
the program Stan (Stan Development Team (2015)) which implements Hamiltonian
MCMC while maintaining a very similar user interface to WinBUGS. In addition,
model comparison will always be a difficult topic, and information criteria other
than DIC could also be considered, for example the Widely Applicable Information
Criterion (WAIC) (see Vehtari et al. (2015)).
Somewhat unfortunately, historical in-play betting odds data are not currently easily
accessible. This is where one might expect betting strategies informed by statistical
models to be most profitable, due to the continuously changing odds as the match
unfolds and particular events (namely goals) occur. In particular we would expect
the model to be profitable if the bookmaker odds were manually driven. Our non-
homogeneous Poisson process model would naturally be able to provide predicted
probabilities for events of matches as they are in-play, although one would need to
be careful in the cases where matches contain ‘red-card’ events, as mentioned above.
The first research to appear in the literature showing the potential profits of in-play,
statistical model informed, betting strategies could be truly ground breaking, and
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could also be worrying news for bookmakers.
Finally, one might also consider the use of a similar non-homogeneous Poisson pro-
cess model for the occurrences of points in other sports. For example Rugby Union
where teams divide their resource between attempting to score a try or a penalty
kick/drop goal. In a similar fashion, American football teams may divide their re-
source between attempting to score field goals or touchdowns, which suggests an
potential extension to the point-process model of Baker and McHale (2013). Ice
Hockey is another popular sport where such a model could be effective - in par-
ticular since Ice Hockey teams are known to behave particularly offensively when
losing in the final minutes of a match, and often deploy their goalkeeper as an extra
attacking player in an attempt to score (this tactic however most often leads to
conceding a goal).
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