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Abstract
With the increase number of companies focusing on commercial-
izing Augmented Reality (AR), Virtual Reality (VR) and wearable
devices, the need for a hand based input mechanism is becoming essen-
tial in order to make the experience natural, seamless and immersive.
Hand pose estimation has progressed drastically in recent years due to
the introduction of commodity depth cameras.
Hand pose estimation based on vision is still a challenging problem
due to its complexity from self-occlusion (between fingers), close simi-
larity between fingers, dexterity of the hands, speed of the pose and the
high dimension of the hand kinematic parameters. Articulated hand
pose estimation is still an open problem and under intensive research
from both academia and industry.
The 2 approaches used for hand pose estimation are: discriminative
and generative. Generative approach is a model based that tries to fit
a hand model to the observed data. Discriminative approach is ap-
pearance based, usually implemented with machine learning (ML) and
require a large amount of training data. Recent hand pose estimation
uses hybrid approach by combining both discriminative and generative
methods into a single hand pipeline.
In this paper, we focus on reviewing recent progress of hand pose
estimation from depth sensor. We will survey discriminative methods,
generative methods and hybrid methods. This paper is not a compre-
hensive review of all hand pose estimation techniques, it is a subset of
some of the recent state-of-the-art techniques.
Keywords: Hand pose estimation; Hand tracking; VI; HCI; NUI
1 Introduction
Hand pose estimation and gesture recognition provide a natural input mech-
anism for Human Computer Interaction (HCI) especially in the area of AR
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and VR. Nevertheless, they are also important scenarios in which the user
cannot touch the computing device such as medical doctor during operation,
or someone is eating and want to change the playing song or change the read-
ing page (dirty hand scenario), or 10 experience (TV experience) in which
you are far away from the screen, or during a presentation in which you want
to change the current slide or highlight a section during the presentation,
and many more.
Some of the non-vision methods used for hand tracking are using gloves
with sensors. The main advantage of using gloves is its accuracy and perfor-
mance compared to vision based state-of-the-art methods, especially in case
of heavy occlusion; however, the gap is getting closer. The problems of using
gloves are that they are costly, require calibration and not the most natural
way for the user to wear yet another device. An advantage of wearing gloves
beside accuracy is that they can provide a force feedback.
Other vision based hand tracking uses marker in the hand for easy seg-
mentation and part detection, marker usually can be a colored gloves [1] or
painted hand [2, 3] (used offline to capture ground truth) or any other form
of marker. The advantage of this approach is that it solves a lot of the chal-
lenges of marker-less hand pose estimation, the marker can be pretty cheap,
depend on the marker it might not need calibration and the vision algorithm
for the marker usually fast and less complicated than the marker-less pose
estimation. However, the main issue is that using marker is not natural or
as accurate as glove methods. One big advantage of using marker, is that it
can be used to create labeled training data [2, 3] for the marker-less training
algorithm, which as we see later is the most time consuming part and labor
intensive.
There are a lot of literature on hand gesture recognition [4, 5] and hand
pose estimation [6, 7, 8, 9, 10, 2, 3, 11, 12]; for hand pose estimation, it seems
that recently most literature converged on high level architecture of what the
hand pose pipeline should look like. And the focus is to improve the different
algorithms in each of the pipeline stages. Also, due to Microsoft Kinect and
the introduction of a relatively cheap depth sensor, most papers now focus
on RGB-D data from depth sensor to estimate hand pose. Nonetheless,
there are some papers that tried to estimate 3D hand pose from 2D image
with the help of a hand model or depth estimate of the hand(Fanello14).
The problem in extracting hand pose from 2D image is that it is many to
one mapping, which mean you can have 2 different 3D hand poses projected
to the same 2D pose using temporal might help in this case by providing
some context.
As for hand gesture recognition, gross hand gestures has a lot of attention
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both from academia and industries because it is relatively easier than hand
pose estimation and more suitable for user interface (UI) interaction (i.e.
Hand gesture in Xbox one, Samsung TVetc). For UI controls, we just need
discrete set of gestures such as grab, pick, hand open, hand closeetc, and
motion between any 2 endpoints for scrolling. Hand gestures also might be
beneficial to speed up hand pose estimation, for example if we know the
current gesture we can reduce the search space on some of the algorithms
that uses model or search based techniques.
There are a third type that can be consider a subset of hand pose esti-
mation or super-set of hand gesture, which is partial hand pose estimation
[13, 4]. The idea here is that for some applications, there is no need to
the full hand pose estimation, knowing the fingers location and tracking the
hand is enough to provide pointing, zooming and other dynamic gestures
for the application.
Gesture recognition and partial hand pose estimation are usually inferred
from the observed data directly, there are heuristics, image based search and
machine learning techniques for hand gesture recognition. As for hand pose
estimation, there are 3 types of pipeline used: appearance based approach
similar to hand gesture which is a regression problem [10, 2, 11, 12], model
based fitting which tries to fit hand model to the observed data [6, 7] and
a hybrid approach which uses both techniques in a single pipeline [9, 3].
Inferred from observed data directly is called discriminative approach and
fitting a model is called generative approach.
The focus of this paper is on hand pose estimation from depth data. I
will discuss some of the hand pose estimation from 2D images and some of
the hand gesture techniques, but the in-depth discussion and analysis will
focus on articulated hand pose estimation from depth data. Pretty much
estimating the 20+ degree of freedom (DOF) parameters of the human hand.
1.1 Related works
To the best of my knowledge, the latest comprehensive review work on hand
pose estimation and hand gesture was published in 2007 [13], the focus of
[13] paper was primarily vision based hand pose estimation.
In [13], they divided pose estimation into two categories:
1. Appearance based: inferring the hand gesture or pose directly from the
observed visual data without the help of a model. This usually im-
plemented using machine learning (ML) which require a large training
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data or with Inverse Kinematic (IK) or a hybrid approach.
2. Model based: this approach generate multiple hand model usually
called hypothesis and it tries to find the model that best fit the ob-
served data. Pretty much it convert the problem into a high dimension
optimization problem, finding the model that minimizing a certain cost
function.
There are a lot of progress and improvements since 2007 in vision based
articulated hand pose estimation, especially from depth sensor. This paper
will focus primarily on the state of the art works done post 2007.
A more recent paper [14] in 2015 focused on comparing 13 hand pose
estimation algorithms from a single depth frame and evaluated their per-
formance on various publicly available dataset. Furthermore, [14] created a
new hand training dataset that is more diverse and complex to existing one.
[14] focus primarily on comparing the quality of each of the 13 algorithms
using a common training dataset, this paper focus on reviewing the latest
state-of-the-art hand pose estimation algorithms.
There are also older reviews [15, 16] for hand gesture; however, those
reviews focused mainly on gesture recognition and not pose estimation which
is a more challenging problem.
1.2 Outline
The remaining of this paper will be organized as follow, in section (2) we
will provide a high level overview of hand pose estimation pipeline and the
different hand pose estimation architectures, we will also discuss why it is
still a challenging problem. Next, each of the stage shown in section (2)
will have their own section for in depth analysis and comparison between
latest state-of-the-art. Therefore, next section will be segmentation section
(3) which will focus on the various hand segmentation algorithms, followed
by the initializer section (4) which focus on appearance based hand pose
estimation methods, then followed by the tracking section (5) which focus
on the model base hand pose estimation.
Recently, there was 2 deep learning explorations for hand pose estimation
that do not fit in the mentioned layout, so following the tracking section is
the deep learning section(6), which focus on the 2 deep learning papers for
hand pose estimation. Next, we will discuss the current state-of-affair of
hand pose dataset in section (7), followed by current vision based hand pose
limitations in section (8), then followed by future directions in section (9).
Lastly, we conclude our findings in section (10).
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2 Pose estimation overview
Vision based pose estimation is the process of inferring the 3D positions
of each of the hand joints from a visual input. Although, hand pose esti-
mation is similar in concept to human body pose estimation and some of
the hand pose algorithms are inspired or taken from body pose estimation
methods, there are subtle differences that make hand pose estimation more
challenging. Such as the similarity between fingers, dexterity of the hand
and self-occlusion.
Figure 1: An example of hand model with 26 DOF.
Here some of the challenges for hand pose estimation, the below list
assume a non-wearing glove single hand. For more challenging cases are
addressed in section (8) which discuss current hand pose estimation limita-
tions.
1. Robust hand segmentation: while this might seem to be a solved
problem, segmenting the hand reliably under unconstrained condition
is a difficult task. Hand segmentation is crucial for the quality of the
hand pose estimation, most of the reviewed techniques in this paper,
their success depend heavily on a good hand segmentation.
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2. Degree of freedom (DOF): hand pose have 20+ DOF that need to
be recovered, which is an extremely difficult problem, shown in figure
(1).
3. Hand shape: not all hands are the same, they vary from one per-
son to another. The need to estimate or learn hand shape add more
challenges.
4. Self-occlusion: in a lot of hand poses, the occlusion come from fingers
occluding each other, which make estimating the pose difficult.
5. Speed: To estimate hand pose, we are dealing with high dimension-
ality, huge amount of data and complex algorithms. Most algorithms
on hand pose estimation are not fast enough for the task that they are
trying to solve and some of them require a high end PC or GPU to
run in real-time. Furthermore, the amount of time taken by the hand
pose estimation algorithm is an added latency to the hand input, in
some cases the estimated hand pose wont match current hand pose
due to latency.
2.1 Pose estimation pipeline
Vision based mark-less hand pose estimation has improved drastically in
recent years, the two approaches used for hand pose estimation are discrim-
inative approach and generative approach. Discriminative approach is an
appearance based approach, which mean it infer the hand pose from the
input data directly. Generative approach uses a hand model and tries to fit
the hand model to the observed data.
Some hand pose pipelines use discrimininative approach only [17, 10,
2, 12, 11], others use generative approach only [6, 7], and another use a
hybrid approach that combine both discriminative and generative method
in a single pipeline [9, 3]. Also, [2] uses discriminative approach for the hand
pose pipeline and generative approach to generate the ground truth training
data in order to train their discriminative pipeline. Training data is one of
the biggest bottleneck for hand pose estimation, the in-depth discussion of
hand tracking dataset is in section (7).
Figure (2) is a high level architecture of a hybrid hand pose estimation
pipeline. The initializer stage help to bootstrap and recover the tracking
stage in case of tracking failure or during the first frame. The tracking part
in this pipeline is the most expensive part in term of compute, it tries to
6
find a hand model that explains the observed data. This pipeline is the most
robust but the most costly in term of compute.
Figure 2: A hybrid hand pose estimation pipeline.
Figure (3) is a high level architecture of discriminant hand pose estima-
tion pipeline. This pipeline usually use machine learning (ML) and require
a lot of data. One of the main disadvantage of this pipeline is that it does
not take into consideration previous result. So the output can be jittery,
this can easily be fixed by smoothing the output with the previous output.
Figure 3: Discriminative hand pose estimation pipeline.
Figure (4) is a high level architecture of a generative hand pose esti-
mation pipeline. This pipeline tries to find a hand model that explain the
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observed data. The main issue of this pipeline is that it does not recover
from tracking failure, it assumes that the hand pose changes between frames
are minimum.
Figure 4: Generative hand pose estimation pipeline.
Figure (5) shows model based hand tracking, the orange piece is only
available if we have an initializer stage, otherwise it does not exist. The hand
model generators generate multiple hand models around previous frame
hand joint result and the initializer output. Those hand models are called
hypothesis and they are the input to the optimizer. The optimizer (called
”Find Best Hand Model” in the diagram) tries to find which hypothesis
explains the observed data the best using a cost function that measure the
discrepancy between the observed data and the hand model.
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Figure 5: Inside the hand tracking stage, the orange circle is only when the
initializer is present.
Next, we will go in depth for each of the hand pose pipeline stages. One
advantage of having well defined pipeline is that we can pick and choose the
algorithm used for each stage without impacting the rest.
3 Segmentation
One of the disadvantages of using model fitting, is that it is sensitive to
segmentation. If the hand segmentation is not accurate the tracking part of
most of the techniques mentioned in this paper will fall apart. This is why
hand segmentation is crucial aspect for the success of hand pose estimation
and it needs more attention.
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Although hand segmentation might seem an easy problem at first, seg-
menting the hand in an unconstrained environment is still an unsolvable
problem. Here some of the challenges for hand segmentation:
1. Hand does not have distinct features similar to human faces.
2. Hand is a non-rigid body part, which mean for each pose the shape of
the hand is different.
3. Depend on the hand pose, the shadow in the hand can change.
4. For real-time hand tracking pipeline, hand segmentation is the first
stage in the pipeline and it needs to be extremely fast in order for
the rest of the pipeline, which is more computational intensive, to fit
within the real-time constrains.
5. Using Machine learning approach, the most challenging part is to have
good coverage for the non-hand cases. Which is extremely difficult.
Figure (6) shows hand parts classification output, the output of the ML
hand segmentation can be binary classifier (hand or no hand) or multiclass
classifier (no hand or hand parts).
Figure 6: Example of hand parts classification.
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As shown next, most of the current hand segmentation algorithms have
some assumptions and added constrains.
3.1 Color or IR skin based segmentation
A lot of literature focused on skin based detector for face recognition [18]
and hand tracking [6, 7, 19]. Skin color detection is attractive for hand
segmentation due to its speed, simplicity and the uniqueness of human skin
color. Skin detector is usually implemented heuristically, probabilistically
or using Machine Learning.
Heuristic methods are based on a color space or combination of color
spaces [18, 20, 21, 22], the preferred color space is the one that separate
chrominance channels from the luminance channel in order to be resilient
to illumination changes, [23] did comparative study for different skin color
models for human face detection in color image which also apply to hand
segmentation.
For probabilistic methods, the idea is to create a probability distribution
that provide the probability for each pixel in the image if it is a skin or not.
[6, 7, 19] implemented a Bayesian classifier, they used YUV422 color space
and ignored the Y channel, which corresponding to illumination, in order
to reduce illumination dependency and the amount of data. [19] involved
training phase and an adaptive detection phase, the training phase trained
offline on training dataset and the adaptive phase combine the prior prob-
ability from the training phase and the prior probability from the previous
N frames to cope with illumination changes.
For the machine learning methods, the idea is to train a machine learning
algorithm on the input image to distinguish between skin and non-skin area.
[8] trained a random decision forest on Infrared (IR) signal to infer depth
from IR skin tone. The training data was capture with the help of a depth
sensor registered to the IR sensor, with the assumption that the hand is
the closest object to the camera. With the tagged data they run a random
decision forest in order to infer depth value from IR skin tone. The tagged
data was for each IR frame there is a corresponding depth frame in which
the skin pixel has depth and the non-skin pixel has zero depth. There are 2
advantages for this approach:
1. IR signal is the same under most lighting conditions, which mean the
variation of illumination problem in color image does not apply here.
2. They infer depth for each skin pixel not only skin or not skin, which
provide more data for hand tracker.
11
While skin based hand segmentation is attractive, it suffers from a lot of
problems that make it insufficient for general purpose hand pose estimation:
1. For color image, even using chrominance channels only, is not sufficient
to protect against illumination changes.
2. Skin color detector assumes that no other object in the scene have the
same color, which is not true. Even for IR skin tone detector, there
are some objects with similar IR level as the human skin.
3. If the person is wearing a short sleeve, skin color detector will segment
the rest of the arm which might break hand tracking (Hand model
used in [3] include part of the arm to work around this issue).
3.2 Temperature based segmentation
In order to provide a robust hand segmentation that work across different
lighting conditions and cluttered background, [4] segment the hand from
a passive IR image using a thermal vision infrared camera. The idea is
that normal body temperature is constant, so using thermal imaging, [4]
segmented the hand with a single threshold that matches body temperature.
Although, this method work under different lighting condition and busy
background, it assumes that body temperature is constant. Which might
not be the case, if someone is sick, or his or her body temperature is a little
off because of the weather. Also, it assumes that no other object in the
scene have the same temperature as the human body.
3.3 Marker based segmentation
In order to increase the robustness and speed of the hand segmentation, [1]
segmented the hand using a colored gloves. The glove actually provided a
unique color for each part of the hand to help not only the segmentation
part but the pose estimation part also. While this approach worked in [1]
scenario, it assumed that no other object in the scene have the same color as
the glove. Also, wearing a glove in order to do hand tracking is not natural
for natural user interaction.
Instead of wearing a glove, [2, 3] colored the actual hand in order to
segment and estimate part of the hand. Although, we shouldn’t expect
people to color their hand in order to use their hand as input mechanism
and even with colored hands it still have the same issues as the glove method.
[2, 3] used the colored hand to generate training data only, and then they
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used machine learning algorithm to train on the generated data. Manually
tagging the hand is cumbersome, error prone and does not scale, so painting
the hand is a good solution to automate the tagging process.
3.4 Depth based segmentation
Depth image provide the depth value at each pixel in the scene. One of the
big advantage of the depth data is that because we know how far the hand
is in the scene, we can roughly estimate heuristically a bounding box around
the hand regardless of how far or how close the hand is from the camera. In
essence, depth data is hugely beneficial in writing a scale invariant detector.
For depth based hand segmentation, one of the assumptions commonly
made is that the hand is the closest object to the sensor [9, 12], which is not
always true especially in office environment where part of the desk is visible
to the depth sensor. In [9], they assumed the hand is the closest object to the
sensor and used connected component analysis to find all depth pixels belong
to the hand, in order to avoid having the wrist as part of the segmentation,
they wore a black band around the wrist to create a depth void.
[7] segmented the hand using both skin based approach from a color
image and a depth based approach from a depth sensor. They used the
depth data to limit the search space of the hand location, and they used
skin color detector from [19] to segment the actual hand. They limited the
search space to be within of +/- 25 cm from the previous frame.
3.5 ML based segmentation
[3, 2] used random forest for pixel wise classification of the hand, their
algorithm is based on the human pose estimation work from [24]. In [3],
they used 2 steps process to segment the hand.
1. Using the output of Kinect body tracker to provide a rough estimate
of the hand position.
2. Kinect body tracker hand position is not always precise and does not
work closer than 0.5 meter from the sensor. So the second step is
Machine learning (ML), a pixel wise classifier from [24] that classify
pixels that belong to the hand from those belonging to the forearm or
background.
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Figure 7: From [3] Hand segmentation:left training data, right test data and
last row shows failure case
In order to automate the process of tagging segmented hand, [3] capture
a video sequence of a painted hands from a Time-of-Flight (ToF) depth
sensor, and from a calibrated color camera that is registered to the depth
sensor. Then a semi-automatic color segmentation algorithm applied to the
captured data in order to produce pixel wise ground truth for finger, palm
and forearm. As shown in 8, each finger is painted with different color,
and the palm also is painted with a different color. All the participants are
wearing long sleeve with uniform white color.
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Figure 8: From [3] Hand segmentation ground truth
4 Initializer
The function of the initializer is to infer the most likely hand pose or poses
(called hypothesis) that explain current input data. Its main purpose is
to help recovering tracking failure and provide estimate of the initial set of
hand poses for the tracker in order to constrain the optimizer search space.
The better the initializer in estimating the hand pose, the less work and
less compute is needed by the tracker to fine tune the final result. Hand
pose estimation algorithms in the initializer stage are appearance based
techniques (discriminative), which mean they estimate hand pose based on
the input frame directly without a hand model to fit.
Most discriminative hand pose estimation and gesture recognition algo-
rithms can be used as initializer in the hand pose pipeline described in this
paper.
Most of the works done in the initializer can be categorized into four
different categories:
1. Heuristics: [9] used heuristics to estimate finger tip locations and palm
direction, then used those to estimate the final hand pose.
15
2. Inverse Kinematic (IK): using hand IK [2] to estimate hand joint lo-
cations.
3. Machine learning: use ML [25, 3] to estimate hand pose directly from
the data.
4. Image Retrieval: [17] treat hand pose estimation as image search from
a large database of hand poses.
4.1 Heuristics
Heuristic techniques are the least reliable method, because they are usually
based on a lot of assumptions and specific hand scale.
To find finger tips [9] used the extreme points in the geodesic distance
for both the 2D XY plane and 1D Z direction. [9] tried to use the 3D point
cloud [26, 27] instead of the 2D XY and 1D Z, however, this approach did
not work well with fingers. Each of the top extreme points are considered
finger tip proposals, the next step is to find which one is a real fingertip and
which one is not.
To evaluate each finger tip proposal, [9] grew a finger segment for each
finger tip proposal then checked if its geometry is similar to a finger or
not. Finger geometry similarities are done using heuristics and template
matching. After the evaluation, the direction of each finger tips is estimated
using principal component analysis (PCA). Then, all finger segments are
removed from the 3D cloud, the remaining blob is the palm, the direction
of the palm is also estimated using PCA.
To estimate the hand pose, [9] used finger tips, finger directions and
palm direction as constrains. From forward kinematic, [9] derived finger tips,
finger directions and palm direction from the hand model. Therefore, the
optimal hand pose is the one that minimize the delta between the observed
finger tips, finger directions and palm directions, and the model finger tips,
finger directions and palm directions. Because the finger identity is not
known, [9] enumerate all possible finger combinations and select the one
that return the minimum cost function.
4.2 Inverse Kinematic (IK)
Inverse kinematics (IK), used in hand pose estimation, is simply the solution
to a non-linear hand kinematic equations or objective function based on a
certain hand model and the end effectors (such as hand joints or finger tips).
Hand model in this context is rigid bodies connected via joints. The end
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effectors are the estimated 3D joint and/or finger tips locations in the depth
frame. So in essence, from a set of estimated 3D joint locations, we generate
a set of non-linear equations based on the kinematic of the hand model and
its constrains, then we try to find a solution. Or a cost function that evaluate
how the model align to the observed data.
The non-linear equations do not have close form solution for a complex
structure such as hand model, so in order to solve the equations we need to
use optimization techniques. The solutions of these equations are the joint
configurations for the hand model which is usually the 3D coordinate of each
joint. A review to different IK techniques is given in [28].
[2] estimated the joint locations from a heatmap generated by a trained
convolution neural network (ConvNet) from a single depth frame, their Con-
vNet is discussed in detail in section (6). Then, they used IK to recover the
pose.
The heatmap generated from [2] ConvNet contains 3D or 2D feature
points corresponding to the hand joint in the depth image. The (x, y) are
the coordinate of the feature point in the depth image and the z is the actual
depth value, 2D feature points if the depth value is zero. Using those feature
points they minimized an objective function to align the hand model to the
inferred features. Equation (1) shows the objective function used in [2]:
f(m) =
n∑
i=1
[∇i(m)] + Φ(C)
∇i(m) =
{
‖(u, v, d)ti − (u, v, d)mi ‖2, If dti 6= 0.
‖(u, v)ti − (u, v)mi ‖2, otherwise.
(1)
Where (u, v, d)ti feature position i from the heatmap and (u, v, d)
m
i is the
model feature position i from current pose estimate. And Φ(C) is a penalty
constrain.
To find the best model that align with the observed feature points, [2]
used Particle Swarm Optimization (PSO) algorithm. The advantage of PSO
is that it can be parallelized and it is resilient to local optima.
One problem of IK is that it does not perform well with occlusion, such
as joints that are not visible to the camera.
4.3 Machine Learing (ML)
In this technique, we can turn the initializer problem into a regression prob-
lem, train ML on an input data to predict the hand pose. However, regres-
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sion on high dimension data is difficult in practice [29, 25, 3]. [25, 3] split
the regression problem into two sub-problems called levels or stages, first
level predict global features, called Global Expert Network (GEN) in [25],
and second level predict local features, called Local Expert Network (LEN)
in [25]. This split is also called coarse to fine tune [10, 14, 11].
In [3], they used discriminative ferns ensembles [5] for the first level, and
decision jungle [30] for the second level:
1. Level 1: In this level [3] used discrimination ferns ensembles to infer
the global rotation of the hand. The global rotation is quantized to
128 discrete bins.
2. Level 2: This level is condition on the output of level 1, there is a
classifier for each bin. So in this level, there are 128 classifiers for each
of the 128 bins. Decision Jungles was used because its small memory
footprint allowed it to scale to 128 classifiers. Level 2 predicts:
• Global translation.
• Global rotation.
• Pose cluster from one of the following clusters: open, flat, half
open, closed, pointing, pinching.
4.4 Image Retrieval
In this category, the problem of finding per image hand pose is treated as
a content base image retrieval (CBIR), by simply index a large database
of image poses with their corresponding hand pose parameters. Then, for
an input image extract its features and find the closest hand pose from the
hand poses database that matches the input image features. The closest
match is the result.
[17] created a large database of rendered hand poses where each entry
contains the hand pose parameters that generated this hand pose view. This
part is a preprocessing part that can be done offline.
Now for an input image, [17] find the closest hand pose entry in the
database, and return the hand pose parameters associated with this entry.
The returned hand pose parameters are the hand pose result for the input
image.
The problem of this method is that it will require a pretty large database
in order to accommodate the analog nature of hand pose. Nevertheless, it
can be used as first layer in the machine learning approach.
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5 Tracking
The goal of the tracking is to estimate the current hand pose from multiple
hypothesis and the observed data, these hypothesis are generated from the
initializer and previous hand poses, as shown in figure (9). The main purpose
of the multiple hypothesis is to reduce the number of hand poses that the
tracking need to evaluate and constrain the search space. Hand hypothesis
is a model of the hand and the evaluation is a cost function that takes a
hand model and the observed data as input, and return a single number
that measure how close is this hypothesis to the observed data.
Figure 9: Optimizer in model based hand tracker.
Due the number of parameters required by the hand model, even with
a limited number of initial hypothesis, perturb the model parameters will
result a huge number of hypothesis that need to be evaluated. In order,
to efficiently search the parameter space of the hand model, most papers
use stochastic evolutionary optimization techniques. So for hand tracking
to work, we need the following 2 parts:
1. A good hand model that can express the required hand poses and the
corresponding cost function that measure the discrepancy between the
observed data and the model.
2. An optimization technique to search the hand model parameter space
in order to find the best hypothesis that explain the observed data.
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Having a hand model (hypothesis) and a cost function that measure the
discrepancy between the hand model and the observed data, the goal of
the optimizer is to find the best hypothesis that explain the observed data
according to the cost function.
The cost function depends heavily on the selected hand model, the type
of observed data and the assumption made to reduce the evaluation of the
cost function.
5.1 Hand model and cost function
Human hand contains many moving parts that interact with each other
and provide complex articulation. In order to model the hand, there are
a variety of options depend on the balance required between accuracy and
performance. The selected hand model and the input signal dictate the
design of the cost function.
The characteristic of a good objective function for hand tracking is as
follow:
1. Need to provide a measure of how close a hand model is to the observed
data without ambiguity.
2. Need to have constrains against trivial solution that break the kine-
matic or the anatomy of the hand. Such as overlapping fingers, bone
angles that are physically impossible...etc.
3. For real-time system, the objective function is called for each hypoth-
esis. So the evaluation of the objective function need to be fast.
Hand model used in literature varies from simple model consistent of
basic geometries [9, 6, 7] to a more sophisticated model consistent of full
3D mesh of the hand [3, 2]. From performance perspective, there are two
bottlenecks related to hand models:
1. To evaluate a hand model with a set of parameters, the hand model
need to be rendered first. Which occur for each hypothesis evaluation
per frame.
2. Once we have a rendered hand mode, the evaluation itself measure
the discrepancy between two 3D point clouds, one from the observed
depth and another from the synthetic hand model.
Both of the above operation are computation expensive.
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5.1.1 Sphere based hand model
One of the most simple hand model, is sphere based hand model from [9]
as shown in Figure 10. In this presentation, to present a hand, all what we
need is the center of each of the spheres and their corresponding radius. [9]
adopted 26 degrees of freedom (DOF) similar to [7, 1].
Figure 10: From [9] Sphere based hand model and its corresponding DOF.
In order to approximate the hand, [9] used 48 spheres: 6 for each finger
except the thumb finger, 8 for the thumb finger and 16 for the palm. The
number of spheres chosen for each finger and the palm were entered manu-
ally. The sphere size and center were set empirically from the polygon mesh
model in [6]. The model is fixed in size and not adaptable to different hand
sizes.
One of the huge benefit of the sphere model is that its cost function is
relatively fast due to the fact that points on the surface of the hand model
are simply points on a sphere which can be evaluated with a single equation.
The cost function used in [9] is composed of three terms, shown in equa-
tion (2):
• Align point cloud to model M , in order to compute this term in real-
time [9] down sampled the point cloud randomly to 256 points (this
will affect the number of local optima because of the addition artifacts
from down sample).
• Force the model to lie inside the cloud.
• Penalize self-collision.
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E(P,M) = λ ·
∑
p∈sub(P )
D(p, sx(p))
2 +
∑
i
B(ci, D)
2 +
∑
i
L(si, sj)
2 (2)
Where P is the point cloud and M is the sphere based hand model. D(.)
align sub-sampled point cloud to the hand model, for each point cloud D
compute the distance between this point to the surface of the closest sphere.
B(.) forces the model to lie inside the point cloud, by project each sphere
into the depth map, then measure the distance between the actual depth
and the projected sphere depth. L(.) penalize self-collision between neighbor
fingers, by check if the spheres from both finger overlap or not.
5.1.2 Geometry based hand model
[6] used a hand model based on a number geometry primitives as shown
in figure (11). [6] uses elliptic cylinder and two ellipsoids for palm, three
cones and four spheres for each finger except the thumb, two cones and three
spheres for the thumb.
Figure 11: From [6] Basic geometry based hand model.
[6] captured multiple images of the hand pose from multiple cameras
surrounded the hand, then they projected the 3D hand model to each of the
camera view using the camera calibration data. Therefore, the result is N
images that capture the real hand pose and another N images that capture
the hypothesis. And the goal became how to compare the N observed 2D
images with the N rendered 2D images, in order to evaluate the hypothesis.
In order to evaluate each hand hypothesis relative to the observed data,
[6] generated descriptors from the observed data and from the synthetic
model, then compare them with some objective function define in equation
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(3). The hand pose in [6] was captured with multiple cameras simultaneous,
so each capture is a multi-frame capture, the computed descriptors in each
of the observed frame are:
• Segmentation mask of the hand, generated using skin color to segment
the hand from background.
• A distance transform of the edge map of the image. The edge map
was computed using Canny Edge Detector[31].
Using the same notation as [6], each image I, from the multi-frame cap-
ture, will have segmentation mask os(I) and distance transform map od(I).
In order to compute the equivalent mask and map from the hypothesis, [6]
render each hypothesis to each of the cameras using the camera calibra-
tion data C(I). Then from the rendered image [6] generate the same mask
and map as the one from the observed data. The segmentation mask for
a hypothesis h corresponding to image I is rs(h,C(I)) and the distance
transform for the same hypothesis corresponding to image I is rd(h,C(I)).
The hypothesis evaluation used by [6] is a distance measure between
hand pose hypothesis h and the observed multi-frame data M , this distance
indicate how closely this hypothesis match the observed data. Here the
evaluation function used by [6]:
E(h,M) =
∑
I∈M D(I, h, C(I)) + λk · kc(h) (3)
At high level, equation (3) has two terms:
1.
∑
I∈M D(I, h, C(I)) this term is responsible for measuring how close
the hypothesis is to the observed data.
2. λk · kc(h) this term is a penalty term for kinematically implausible
hand configurations.
From equation (3), h is the hypothesis, M is the observed multi-frame,
I is an image in M , C(I) is the camera calibration for the camera that
captured image I, λk is a normalization factor and the sum is over all images
in this multi-frame. D from equation (3) is defined as follow:
D(I, h, c) =
∑
os(I)⊕ rs(h, c)∑
os(I) +
∑
rs(h, c) + 
+ λ
∑
od(I) · rs(h, c)∑
re(h, c) + 
(4)
Where os(I), od(I), rs(h, c), and re(h, c) are the mask and map for both
observed image and rendered hypothesis, the term  is to avoid dividing by
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zero, the symbol ⊕ is the logical XOR which will return zero if both elements
match, and the sum is over the entire mask and map.
The above cost function satisfy most of the requirements of a good cost
function, except the dis-ambiguity requirement. This is due to the fact that
it projects the 3D model into a 2D image which lose information. To mitigate
that they surrounded the hand with multiple camera in 360 degree fashion,
which make it difficult and awkward to use in 3D interaction scenario.
The same author in [7] implemented similar algorithm with the same
hand model but using depth data from a single Microsoft Kinect sensor
instead of multiple RGB sensors. The model was rendered into 3D depth
cloud instead of 2D projection.
5.1.3 Mesh based hand model
Full mesh model of the hand is currently the most accurate model but also
the most expensive model in term of computational resource. [3] used a
full mesh model of the hand that include the wrist for their optimization
stage; in contrast, [2] used the accurate model to generate ground truth of
the hand poses for their training algorithm, as discussed in section (6).
Figure (12) shows the mesh based hand model used by [3]. The left
image is the kinematic of the hand used in [3], center and right are possible
hand model generated by standard linear blend skinning from [32].
Figure 12: From [3] Mesh based hand model.
For the scoring function, [3] render each hypothesis (hand model) into
a synthetic depth compatible with the real depth data, then compare the
synthetic depth with the real depth directly. [3] define a function that takes
the base mesh and the pose parameters θ of the hand as input, and output
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the synthetic depth. As shown in equation (5), rij is the synthetic depth
pixel at index i and j, for no hand pixel the value equal to the background.
R(θ;V ) = {rij |0 < i < H, 0 < j < W} (5)
And here the scoring function:
E(Zd, R) =
∑
ij
vijρ(zij − rij) (6)
Where ρ(.) is a truncated linear function kernel.
As shown above the cost function is pretty simple, however, the main
computation task is the rendering of the hand 3D mesh model for each
hypothesis.
5.2 Optimization
The tracking part of the hand pose pipeline turns the hand tracking prob-
lem into an optimization problem, its goal is to find the parameters of the
hand model that minimize the cost function. Because it is an optimization
problem, most optimization techniques can be applied. However, the are
multiple issues specific to hand tracking optimization that put constrain on
the type of optimizer used:
• The parameter space of the hand model is a high dimension space,
usually around 27 dimensions as we will see later.
• The parameter space contains a lot of local optima.
• The cost function is expensive in term of compute, because it requires
rendering the hand model and compare it to the input 3D point cloud.
Both operation are expensive in term of compute.
The input to the optimizer is the result of the initializer and previous
frame result.
In [13] 2007 survey, they reviewed the following optimization techniques
used in hand pose estimation: GaussNewton method [33], Nelder Mead
Simplex (NMS) [34], Genetic Algorithms (GAs) and Simulated Annealing
(SA) [35], Stochastic Gradient Descent (SGD) [36], Stochastic Meta Descent
(SMD) [36], and Unscented Kalman Filter (UKF) [37].
Most recent publications in hand pose estimation use evolutionary algo-
rithm to search the parameters space of the hand model. [6] in 2010 showed
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that Particle Swarm Optimization (PSO) can be used efficiently to find the
right hand hypothesis that explain the observed data. Current state of the
art hand pose estimation uses hybrid approach: PSO to explore the param-
eter space and be more resilient to local optima, and another algorithm to
speed up the convergence. Next we will go in depth to each of the PSO
variation used for hand tracking.
5.2.1 Particle Swarm Optimization (PSO)
Particle Swarm Optimization (PSO) is evolutionary computation and population-
based optimization technique, inspired by social behavior of bird flocking
and the field of evolution computation. PSO was introduced in particle
swarm optimization [38] and described in details in Swarm Intelligence [39].
PSO optimize an objective function by keeping track of a population of can-
didate solutions each called particle, in each iteration (called generation)
each of those particles move in the solution space using a simple mathemat-
ical formula that depends on the evaluation of the objective function (called
fitness) at each particle; the global best solution is updated in each iteration
and shared across all particles.
In PSO each particle store its current position and current velocity, in
addition to the position in which it had the best score of the fitness func-
tion. Also, the global best position (solution candidate) across all particles
is stored and kept up-to-date.
Here the high level steps of PSO:
1. Initialize the particles at random, the number of particles is given as
an input.
2. Evaluate the fitness function or objective function for each particles.
3. Update individual best fitness’s and update the global best fitness.
4. Update the velocity and position for each particle
5. Repeat until the global best fitness meet certain threshold or the num-
ber of iteration exceed a certain threshold.
Here the equation to update the velocity and position:
vi(t+ 1) = wvi(t) + c1r1[xi(t)− xi(t)] + c2r2[gi(t)− xi(t)]
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xi(t+ 1) = xi(t) + vi(t+ 1)
Where the subscript i indicate which particle, vi(t) is the velocity of
particle i at iteration t, xi(t) is the position of particle i at iteration t, xi(t)
is the best position of particle i at iteration t and gi(t) is the global best
solution at time t. w, c1 and c2 are parameters provided by the user, and
r1 and r2 are random samples of a uniform distribution between 0 and 1,
generated at each iteration.
Advantage of PSO are that it is easy to implement, few parameters
to tune, easy to parallelize and resilient to local optima. The reason for its
resilient to local optima is due to the fact that each particle explore different
area in the search space at the same generation.
A problem can arise in PSO is particle premature collapse [38], which is
caused by premature conversion to a local optima, this usually happen in
high dimension data. A mitigation against particle premature, is to have
multiple global best fitness one for each sub-swarm particles. So in essence
split the particles into a clusters where each cluster has its own global best
fitness. Another issue, depend on the cost function PSO might be slow to
converge [9].
There are a lot of variation of PSO to mitigate some of its issues and
there are a lot of hybrid approaches which is mixing PSO with other tech-
niques.
To the best of my knowledge, the first use of PSO in hand pose estimation
was introduced by [6], [6] shows that PSO can be used successfully in hand
tracking. PSO was used to find the optimal 3D hand model parameters that
best fit or explain the observed data. The hand model used has 26 DOF
encoded in 27 parameters, so the search space is 27 dimensions and each
particle position is 27 dimensions vector encapsulating the parameters of
the hand model. Each instance of a hand model is called hypothesis, so the
objective of PSO is to find the best hypothesis that explain the observed
data.
5.2.2 Iterated Closest Point (ICP)
ICP [40, 41] is widely used iterative algorithm to align two point clouds, by
fixing one (the observed or scanned point cloud) while keep changing the
other until they align. ICP converge fast and suitable for real-time applica-
tion, but it can easy be trapped in local optima.
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Here the high level steps for ICP:
1. For each point in the source cloud find the closest point in the observed
cloud.
2. Estimate the rotation and translation transform between both clouds
using mean square error.
3. Apply the transform estimated in the previous step to the source data.
4. Iterate until the mean square error is below certain threshold or it
exhausted a maximum number of iteration.
[42] generalize ICP algorithm to articulated structure with multiple parts
connected with joint or point of articulation. Their experiment showed
promising results for both upper body tracking and hand tracking. They
represented articulated structure as a tree, where each node is a rigid body
part and the edge represent the joint that is connected two body parts.
Also, one of the node is arbitrarily selected as the root node. The root node
transform is relative to the world coordinate, and all other node transforms
are relative to their parents. Each transform between a child node and its
parent is constrained by the degree of freedom of this joint. Each body part
is presented by a set of points.
The extension that [42] provided to generalize ICP for articulated struc-
ture, instead of trying to find all closest points from the source to the ob-
served data, they pick a body part first, then find the correspondence of this
body part to the observed data while enforce the joint constrains.
5.2.3 ICP-PSO
To take advantage of ICP fast convergence, and of PSO resilient to local
optima and search space exploration, [9] implemented a hybrid approach
that uses both methods to find the closest hand model parameters that
matches the observed data, they called the new hybrid algorithm ICP-PSO.
The observed that was captured from single Time-of-Flight(ToF) sensor.
The result was a real-time hand tracking from a single depth sensor.
[9] combined both algorithm by performing ICP for each particle before
move to the next PSO generation. Pretty much they used ICP to fast track
the convergence at the local particle level.
The hybrid ICP-PSO algorithm used by[9] is shown in Algorithm (1)
below:
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Algorithm 1 ICP-PSO Algorithm
1: procedure ICP-PSO(PreviousHandPose, InitializerResult)
2: ps← GenerateRandomParticles(PreviousHandPose, InitializerResult)
3: for each generation do
4: for each particle do
5: compute correspondences
6: for m times do . ICP each particle
7: gradient decent on a random parameter
8: end for
9: end for
10: k-mean clustering for all particles
11: particle swarm update for each cluster
12: end for
13: return best particle
14: end procedure
As shown above, the k-mean clustering is used to avoid PSO premature
convergence.
Figure (13), from [9], shows hand tracking comparison between PSO,
ICP and ICP-PSO. The red rectangle highlight the images that has large
error. As shown above, ICP-PSO outperform both PSO and ICP alone. To
reach a real-time performance [9] used a sparse subset of the input depth
data, which will make the data less smooth and will increase local optima
from the introduced artifacts. In this setup, ICP-PSO performed better
than PSO only or ICP only.
5.2.4 Genetic Algorithm (GA)
Genetic Algorithm [43] is a search algorithm inspired by the process of natu-
ral selection and genetics in evolution. GA used successfully in optimization
problem, especially in problems with little known or large search space. GA
depends on a fitness function that evaluate how good each candidate so-
lution in the population is, using techniques similar to evolution such as
selection, mutation and crossover, GA will generate a new population from
existing one that provide better scoring. After each generation, the search
space should move to areas with high value of fitness function, which mean
closer to the solution.
Here the 3 main operations per each generation for GA:
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Figure 13: From [9] PSO versus ICP versus ICP-PSO
1. Selection: This step select which individuals will have offspring, the
selection is based on a probability associated to each individual. The
probability is proportional to individual fitness score.
2. Crossover: Crossover does not occur in every generation, it occurs
based on probability. When it occurs, each produced offspring will
share parts from 2 parents (2 parts each from different parent will
crossover to produce a new individual).
3. Mutation: Mutation also happen with probability, it randomly changes
some of the parameters of individual offspring.
The above operations happen at each generation until it converge or
exceed a max number of generations.
To the best of my knowledge the first use of GA in hand tracking was
from [35]. In [35] they used 2 optimization techniques:
30
1. GA: To reach close to the solution quickly in the hand model param-
eters search space.
2. Simulated Annealing (SA): For local search to find the best model.
In essence, [35] used GA to reduce the search space and SA to fine tune
the final solution.
5.2.5 PSO + GA
In [3] they combined features from both PSO and GA, based on a modified
version of HGAPSO [44], for their hand tracking stage. According to [3] the
crucial aspect of PSO is how the next generation of particles are populated
from current generation and their scores.
Using [3] terminologies, the algorithm has a population of P particles
{Θp}Pp=1 and their corresponding score {Ep}Pp=1. The main loop is a standard
PSO loop, with 2 levels of randomization as follow:
• Each generation: adjust only fingers, for 50% of the particles, a random
digit is chosen. Its abduction or flexion is adjusted.
• Each third generation: select 50% of best performing particles (called
elite in [44]) and within these 50% do the following:
– Perform local perturbation on 30% of the particles.
– Replace 50% of the particles by drawing new one from a set of
poses.
– Perform GA, splicing or crossover operation, on the remaining
20% of the particles. By selected a random particles from top
50% to replace this particle.
Most of the parameters tuning, percentage and methods performed above
are from intuition and experimentation. So there is a room for more optimal
solution.
In figure (14) left most column contains the initial pose, and the seven
other columns show draw from the every third generation.
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Figure 14: From [3] draw for every third generation
6 Deep learning
The huge success of deep learning in object recognition and other vision tasks
is primarily because the availability of huge amount of images (tagged and
non-tagged) and the computational power available today. In case of hand
pose estimation, the amount of tagged hand poses from RGB-D available
today are still low compared to image recognition dataset. Which might
explain why deep learning usage in hand pose estimation is low and did not
yet provide the impact that it did for other vision tasks.
To the best of my knowledge, there are only two deep learning publica-
tions for hand pose estimation [2, 12], both of them are pretty recent 2014
[2] and 2015 [12]. In this section we will discuss both implementations and
how they might fit into the general architecture of hand pose estimation.
In [2] they trained a convolution neural network (ConvNet) to generate
a heat map that highlight all the hand joints visible to the sensor, as shown
in figure (15). The input to the ConvNet is a segmented and preproccessed
hand, for the segmentation they used pixel-wise hand classifier similar to
[24]. In the final stage, they used Inverse Kinematic (IK) to find the hand
model from the heat map that minimize an objective function.
The heatmap is a 2D image that contains the (x, y) coordinate of each
visible hand joint and the corresponding depth value is from the depth map,
the problem in using IK to find the hand pose based only on the heatmap
and not taking into consideration the actual observed depth data, is that it
wont be reliable for hidden joints. Nevertheless, the ConvNet stage can be
used in the initializer, from section (4), in the general architecture that we
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discussed previously, and a more robust optimizer can be used to find the
final hand pose.
An interested work by [2], is how they generated their tagged training
data. They generated two set of data, one for the segmentation part and
another for the ConvNet part.
• Segmentation training data: Similar to [3], they used the painted hand
approach to automate the process of generating hand segmentation
ground truth.
• ConvNet training data: they used PSO with partial randomization(PrPSO)
[45] and high quality hand model (Linear Blend Skinning[LBS]), offline
in order to find the best hand pose that explain the depth data based
on a modified version of [7] algorithms. They fine tune the output of
the PSO with Nelder-Mead optimization algorithm [46]. The result
of the tracking is the ground truth for the ConvNet, doing the model
based tracking part offline means that only quality matter and not
performance.
Figure 15: From [2] ConvNet architecture to generate the heatmap
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Figure 16: From [2] Heatmap result with feature points overlaid.
Figure 17: From [2] One of the feature detector ConvNet.
As shown in figure (15), the input depth is segmented using a random
decision forest (RDF) to generate a depth map that have depth values only
on the hand pixels and background value otherwise. Then, the segmented
hand is preprocessed, the output of the preproccessing is 3 different fixed
resolutions in which each is fed to a ConvNet feature detector shown in de-
tails in figure (17), the output of the detectors is fed into 2 layers full neural
network to generate the heatmap. And example of heatmap result is shown
in figure (16).
In [12], they used different approach than [2] in their Convolution Neural
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Network(CNN) architecture. They used two networks: one to infer the world
position of each hand joint, and the other to fine tune the result, so it is
similar to coarse to fine layers from [10, 11]. For the segmentation part,
[12] simply assumed that the hand is the closest object to the sensor, they
created a 3D bounding box around the hand, resize it to 128x128 pixels,
then normalized the depth to be in [−1, 1] range.
One of the contribution by [12] in CNN for hand tracking is the incor-
poration of hand kinematic constrains in the network. Due to the strong
correlation between different 3D hand joint locations because of hand kine-
matic, it is possible to represent the parameters of the hand in a lower
dimensional space [47]. In order to embed and enforce such constrain in
CNN, [12] added a bottleneck layer with less neurons than needed by full
pose representation, this bottleneck layer force the network to learn a low
dimension presentation of the hand pose.
Figure 18: From [12] different CNN architectures used in stage 1
Figure (18) shows the different network architectures tried by [12] with
the addition of the bottleneck layer. (a) shows a shallow CNN network, (b)
shows a deep CNN network and (c) shows the multi-scale network. (d) is
the final architecture with the bottleneck layer, the Multi-layer Network is
simply one of the networks in (a), (b), and (c). According to [12] (c) per-
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formed best followed by (b) then (a).
Next stage is another network that refine the result from first stage,
the architecture of this network is called Refinement with Overlapping Re-
gions(ORRef) by [12]. The input to the network is several patches with
different sizes centered around joint location from the the first stage. The
pooling is done only on the large patches, and the size of the pooling regions
depend on the patch size. The reason for no pooling in small patches is
accuracy.
Figure 19: From [12] CNN architectures used in stage 2
As shown in figure (19), there are multiple refinement networks one per
joint.
Both deep learning approaches discussed in this section are per frame
regression of the hand pose joints, they do not take previous frame result
into consideration.
7 Dataset
Although there are a great progress in recent years for 3D hand pose estima-
tion from single depth camera, the amount of training hand data available
publicly are still pretty low. And within those available the dataset are lim-
ited in number of subjects and poses as we will see later. One of the main
problem in generating tagged hand pose data is that it is time consuming,
error prone and difficult to scale the process unless we introduce some form
of automation or semi-automation.
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Some of the works that we discuss here come up with innovative way to
automate the process of tagging hands in images, as follow:
• For hand segmentation the main method used is coloring the hand as
shown in [3, 2].
• For hand pose, [2, 11] used a slow but high quality hand pose estima-
tion pipeline in order to generate ground truth offline, then manually
corrected the result.
• Another approach for hand pose is to use synthetic pipeline to generate
a ground truth for hand pose estimation, assuming that the synthetic
pipeline is accurate enough to mimic human hand as shown in [48].
[49] is a well known open source library that generate floating synthetic
hand pose. Even if the hand synthetic dataset is accurate, we still need
a real hand data for verfication and testing.
Table (1) shows some of the available non-synthetic hand pose dataset:
37
Dataset Description Comment
NYU [2] NYU dataset contains 72757
training hand pose frames
of RGB-D data with ground
truth information and 8252
test set. The data are from
3 Kinects camera: a front
view and 2 side views. The
dataset also contains 6736
tagged depth frames for seg-
mentation. The training data
are from one subject and the
test data are from 2 subjects.
While NYU contains a good
set of complex hand pose
ground truth, the problem is
that the training data, for
both hand pose and segmen-
tation, are from one subject
only and the test data are
from 2 subjects only. Which
mean the data is biased. Fur-
thermore, 73K frames is very
little.
ICL [10] ICL data was captured from
Intels Creative Interactive
Gesture Time of Flight(ToF)
Camera. They used [50] to
generate the ground truth for
each frame than manually
refine it. The data is from
10 different subjects with
different hand size. Total
number of captured ground
truth is 20K images, with
rotation applied to this data,
the final frame count is 180K.
While it is better than NYU
data in term of the number of
subjects and variety of hand
size. It has 2 problems; first,
the total number of original
data is 22K only, and sec-
ond, the captured hand poses
are not as complex as NYU
dataset.
MSRA [11] Captured 76500 depth images
from 9 subjects using Intels
Creative Interactive Camera.
The ground truth was gen-
erated using the optimization
method in [9], then manually
corrected. Each subject was
asked to do 17 gestures cho-
sen from American Sign Lan-
guage under large view point
and fast motion.
Although this dataset con-
tains a good number of sub-
jects and gestures, it is not
large enough.
Table 1: Some of the publicly available non-synthetic hand pose dataset.
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8 Limitations and challenges
Even with the huge progress in recent years for vision based mark-less hand
pose estimation, current state of the art still far away from human level
recognition and still does not match the non-vision gloves based approach.
Looking at the state of the art hand pose estimation reviewed in this pa-
per, we can see that most of them assume single hand, the background not
clutter or busy, no glove on the hand, the hand scale is predetermine and
the hand is empty (not holding any object). Some of those constrains might
be acceptable in certain cases, however, for general and reliable hand pose
estimation, and other cases, we need to address those constrains.
Here the list of current hand pose estimation challenges:
• Hand segmentation: Hand segmentation is still a challenging prob-
lem especially with clutter background and sleeve. Short sleeve make
it difficult to segment the hand from the wrist up without taking part
of the arm. The most promising solution for hand segmentation is
machine learning approach such as the pixel wise classification from
[3, 2], which classify if a pixel belong to a hand or non-hand. The
limitation of this approach is that it require a lot of training data.
• Two hands: Most of the focus for hand pose estimation is using one
hand, and for 2 hands they simply run 2 separate hand pose pipelines.
The problem in this case, beside doubling the computation amount, is
that it does not work when both hands interact with each other and
occlude each other. To the best of my knowledge, non of the publicly
available training dataset have 2 hands in a single scene interacting
with each other. 2 hands complicate all hand pose estimation pipeline
stages.
• Object grabbing: Grabbing an object by hand is another challenge,
there are 2 problems from hand pose estimation perspective when the
hand is holding an object:
1. The object will occlude part of the hand, which will make pose
estimation more difficult.
2. If the object is not properly segmented from the hand, it can
cause false hand pose estimation because the hand pipeline can
treat part of the object as hand part.
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• Scale: Not all hands are created equal, the shape of the hand vary
from one individual to another, especially between kids, women and
men. Each have different scale and slight different shape. Most of
the publications reviewed here assumed a fixed scale. We need a way
to estimate the hand scale and shape or learn them, this can happen
at the initializer stage or the hand tracking stage. In hand tracking
stage, scale and shape can be added as parameters to the hand model,
in essence increase the degree of freedom of the hand model.
• Gloves and sleeves: None of the literature reviewed in this paper
support wearing gloves except when it is used as a marker. All publicly
available hand pose dataset are gloves free. Also, sleeve is another
problem depend on its materials and how long or short the sleeve is,
it will usually affect the segmentation process which in turn will affect
all downstream stages.
• Dataset: Compared to object recognition and classification the num-
ber of hand pose dataset available publicly is still pretty low, and most
of what is available does not cover some of the challenges mentioned in
this list. The lack of wide variety of hand pose dataset make it difficult
to compare various hand pose estimation algorithms, [11] created their
own dataset because existing one was not complex enough.
• Degree of freedom (DOF): Hand kinematic has a high number
DOF, which complicate the optimizer and can easily fall to local op-
tima.
• Computation expensive: Latest state of the art hand pose estima-
tion algorithms are pretty expensive in term of resource and run close
to real-time using high end machine.
9 Future directions
In this section, we will focus on what direction merit more focus in order to
progress hand pose estimation forward. One of the most important aspect
that begin to get attention recently [14, 11] is the availability of a large pub-
licly tagged hand pose dataset that cover variety of hand poses from different
subjects with different hand sizes. The poses need to contain challenging
hand poses in a cluttered background.
The other important aspect is the direction of the hand algorithm itself.
The most promising direction of hand pipeline is to have hybrid approach
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discriminative and generative in a single pipeline [9, 3]. However, the current
bottleneck in this approach in the optimization part which require to search
a high dimension space plagued with local optima, and in each evaluation it
needs to render a complex hand model. So, the focus should be to improve
the initializer in order to make the per frame prediction as good to the final
result as possible, that will make the tracking part much simpler.
Another part that need attention is hand segmentation, current hand
segmentation works in most cases except with complex scene such as clut-
tered backgrounds. The most promising algorithm for hand segmentation is
machine learning based algorithm that classify each pixel.
Next, we will discuss each of the above items in depth.
9.1 Dataset
There is a huge need for a large training dataset for hand pose estimation and
hand segmentation on variety of subjects that can be used for benchmark
between algorithms in order to move vision based hand pose quality forward.
Furthermore, the complexity of the hand poses in the training set need to
cover wide range of complexity and some of the issues that we listed in
section (8) such as 2 hands manipulation, wearing gloves, different hand
sizes and variety of sleeves.
Generating ground truth from synthetic data is a great way to scale up
the training and test hand data creation, in addition to bootstrap hand pose
algorithms. Nevertheless, synthetic hand data does not replace real data.
And it is very difficult to generate synthetic training data for segmentation,
due to the need of wide variety of different backgrounds.
Here some of the possible improvements for synthetic hand data:
• The ability to simulate gloves and sleeves with a wide variety of ma-
terials.
• The ability to render wide variety of hand poses with speed and dex-
terity similar to human hand.
• The ability to add specific camera noise model and depth artifacts
such as for ToF sensor multipath, mixed pixels...etc.
• The ability to simulate cluttered background.
• The ability to render hand model in infrared (IR) and color frame.
Newer depth sensor support both streams.
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• The ability to simulate 2 hands and their interaction to each other.
For generating training hand data based on real capture, the 2 promising
directions to reduce the time required to tag each frame are:
1. Segmentation training data: [3, 2] registered a color camera to the
depth camera and painted their subject hands with a specific color.
Then, they used a color segmentation algorithms to segment the hand
and produce the needed ground truth for hand segmentation. This
approach help automate the process of generating training data for
hand semgentation which is a tedious and slow task if done manually.
2. Hand pose training data: [2, 11] used a high quality hand model
to generate the initial ground truth by running an optimizer on the
input data, then manually adjust the result. The advantage of this
process is that it is semi-automatic and the only manual work needed
is for quality assurance. The use of high quality hand model is not an
issue here performance wise, because this process run offline.
Another direction that will help moving vision based hand pose estima-
tion field forward is to have competitions similar to what available in object
classification, such as PASCAL Visual Object Classes (VOC) [51] and Ima-
geNet [52]. These competitions in object classification helped spur contest
between different universities that caused improvement in image recogni-
tion algorithms each year and helped increase the training data for object
recognition (now in millions).
9.2 Hand pose
If we have a perfect hand initializer, then we wont need a hand tracker, and if
we have a perfect hand tracker, then we wont need an initializer. However, in
reality we need the initializer for hand tracking loss and the hand tracking to
fine tune the initializer estimate. Therefore, the most promising solution for
hand pose estimation is the one that uses both discriminative and generative
approaches in a single pipeline.
Most of the hand pose estimation algorithms reviewed in this paper,
still use heuristics and magic numbers from intuition. So there is a room
for improvement by finding the optimium values and replace heuristics with
more theoritically sound algorithms or machine learning. For example, in [3]
all the percentages selected for the PSO+GA algorithm were from intuition
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and try-and-error. Therefore, focusing on fine tune to parameters might
result better hand pose estimation.
Furthermore, the initializer stage need more attention. The focus should
be to make the per frame hand pose estimation as close as possible to the
final result, that will reduce the dependency on the hand tracking part
which is the current performance bottleneck. The reason for that is that
the optimizer inside the hand tracking search a high dimension space for a
hand model that explain the observed data, this hyperdimension space has
a lot of local optima. And in order to evaluate the discrepancy between the
hand model and the observed data, the algorithm need to render the hand
model then apply a complex cost function to do the comparison. Each of
these steps are costly in term of performance and error prone.
The 2 promising direction in the initializer stage are:
• Machine learning (ML): Multi-layers ML algorithms look promis-
ing, by multi-layers we mean coarse to fine tune hand pose estimation
[3, 11, 10, 12]. The first layer usually compute global parameters of
the hand such as rotation, orientation and location. Given those pa-
rameters the second layer infer local hand parameters.
• Image search: Content based image retrievel (CBIR) could estimate
discrete poses of the hand [17, 5], then we feed this pose to ML algo-
rithm that predict the final hand pose. In concept, CBIR will act as
the first layer in multi-layers ML system for hand initializer.
Another important aspect is benchmark, in order to improve on current
algorithms, we need to be able to compare various hand pose estimation
algorithms together using a publicly available benchmark. Moreover, the
benchmark should not be only on the final result, it should also cover each
stage.
For segmentation and initializer, the most promising approach is machine
learning (ML) approach that classify each pixel as a hand or not a hand.
Which depend heavily on the availability of large training dataset.
10 Conclusion
Articulated hand pose estimation based on vision without marker is a chal-
lenging and open problem. Hand pose provides a natural interaction in a lot
of important scenarios such as TV, Car, 3D manipulation, Virtual Reality
(VR) and Augmented Reality (AR). There is a need to have a reliable and
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robust vision based hand pose estimation in real-time under unconstrained
condition, especially with the proliferation of wearable devices.
In this paper, we reviewed various hand pose pipelines and reviewed
in-depth current state-of-the-art hand pose estimation algorithms, we also
looked at each of the hand pipeline stage in detail. Current state-of-the-
art almost solved hand pose estimation challenge for a single isolated non-
wearing gloves hand with somewhat challenging background. Nevertheless,
we are still far away from human level recognition and the ability to infer
hand pose in unconstrained environment, especially the 2 hands interaction
case and hold an object case.
We also show the importance and difficulty to have a large training
dataset in order to progress vision based hand pose estimation quality fur-
ther. Furthermore, we discussed which stage in the hand pose pipeline need
more attention and which technique show promising.
Articulated hand pose estimation has the potential to revolutionize the
way we interact with technology, by making the interaction natural and
seamless. And with the recent progress in hand pose estimation, we are
getting closer to achieve this goal.
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