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Résumé de la thèse 
 
Après le succès des missions spatiales infrarouge de l’ESA Planck et Herschel (2009), le 
développement de détecteurs submillimétriques à très haute sensibilité en matrices de plusieurs 
milliers d’éléments est l’un des grands défis auxquels il faut apporter des solutions pour répondre 
aux besoins des missions scientifiques de l’astrophysique spatiale du futur comme le satellite 
SPICA (JAXA/ESA lancement potentiel pour 2026). Ce dernier permettra de nombreuses 
avancées spectaculaires dans la connaissance de l’Univers lointain. Il permettra, en particulier, 
d’observer l’émission infra-rouge des premières galaxies de l’Univers et des trous noirs qu’elles 
abritent en leur centre, de caractériser leur contenu en molécules complexes, et ainsi de mieux 
comprendre les mécanismes physiques de leur formation et de leur évolution. Il permettra 
également de découvrir et caractériser de nouvelles exoplanètes. Dans le cadre du projet SPICA, 
l’IRAP est en charge du développement de l’unité de contrôle et de lecture (Detector Control 
Unit - DCU) de l’instrument européen SAFARI. Ce sous-système assure le contrôle et la lecture 
de 3500 détecteurs supraconducteurs TES (Transition Edge Sensors). Pour cela il assure le 
multiplexage en fréquence des détecteurs et linéarise la chaîne de détection. Le DCU traite les 
signaux, pour une partie de manière analogique (filtrage et amplification), mais surtout de manière 
numérique (filtrage numérique, contrôle d’asservissement, ...) pour extraire le signal scientifique 
des bolomètres 
La première partie de mon travail de thèse a été de développer un modèle de co-simulation 
analogique et numérique de l'ensemble de la chaîne de détection de SAFARI pour valider 
l’architecture de l’électronique conçue à l’IRAP. En effet, la chaîne de détection de SAFARI est 
développée dans plusieurs laboratoires européens et de ce fait l'IRAP ne dispose pas d’un plan 
focal représentatif qui permettrait de valider le concept ainsi que les fonctionnalités du DCU. 
L'implémentation d'un modèle représentatif de l'ensemble de cette chaîne de détection dans mon 
simulateur m'a tout d’abord permis de valider le principe de lecture et d'asservissement mis au 
point pour SAFARI. J’ai donc participé aux développements et aux tests du DCU en utilisant ce 
modèle comme référence fonctionnelle. 
La seconde partie de cette thèse s'est orientée vers l'optimisation du DCU afin de diminuer sa 
consommation énergétique. Avec les ingénieurs de l'IRAP j’ai développé et mis en œuvre une 
nouvelle architecture numérique optimisée de l'électronique de lecture en accord avec les 
spécifications du DCU. Ces développements permettent de diviser la puissance consommée par 
un facteur 10 et réduisent d'environ 1/3 l'utilisation des ressources numériques.   
La troisième partie de mon travail a consisté à caractériser cette nouvelle architecture et à 
définir le protocole de calibration de la chaîne de lecture. La lecture de 3500 détecteurs requiert la 
configuration d'environ 21000 paramètres qui sont déterminés à partir de caractérisations qui 
doivent pouvoir être réalisées à bord. J'ai donc développé un ensemble de procédures 
automatisées pour la caractérisation de l'instrument. Ces procédures ont fait l'objet d'une 
campagne de tests au SRON (Pays-Bas) sur une chaîne de détection composée d'une matrice de 
160 TES refroidis à 50 mK. Elles ont été validées et sont maintenant régulièrement utilisées lors 
des campagnes d’essais des détecteurs. 
 
Mots clés : SPICA, SAFARI, multiplexage fréquentiel, bolomètre TES, SQUID, 






After the success of ESA’s infrared space mission, Planck and Herschel (2009), it is mandatory 
to develop new generation ultra-sensitive detector arrays to meet the science requirements of the 
future space missions such as SPICA (JAXA/ESA due to be launched in 2026). SPICA will allow 
many breakthroughs in our knowledge of the far Universe by observing the first galaxies and 
characterizing their chemical composition. Thus, it will provide a better understanding of the 
physical mechanisms that contributed to their formation and their evolution. In addition to that, 
it will allow the discovery and characterization of new exoplanets. In the context of SPICA, 
IRAP is developing the digital control unit (DCU) of the European instrument SAFARI to drive 
the frequency domain multiplexed readout of the kilo-pixel bolometer arrays. It consists in a 
digital electronics performing a massively parallel signal processing to manage the data of the 
3500 bolometers.  
My first objective was to develop a co-simulation model of the entire SAFARI detection chain 
in order to validate the DCU concept developed at IRAP. The instrument is a complex and 
expensive instrument developed by a European consortium; IRAP does not have a representative 
focal plane to be used with the DCU. My model mimics the DCU. This part has been used as a 
functional reference during the development of the DCU firmware. It also includes a realistic 
model of the focal plane array. This has been used to validate the readout concept of SAFARI. 
My second objective was to optimize the digital readout and control electronics in order to 
reduce its power consumption. With the DCU team at IRAP I developed an optimized digital 
architecture to process the bolometers data. Thanks to this, we managed to reduce the dynamic 
power consumption of the circuit by a factor of 10, saving at the same time about 1/3 of the 
digital resources. 
My third objective was to define the calibration protocol for the readout chain. Indeed, the 
operation of the detection and readout chains needs to properly define more than 21000 
parameters that must be determined onboard. I worked out an automatic procedure to set up 
these optimal values. It had been validated at SRON (Netherlands) and it is now regularly used 
during the test campaigns of bolometers and their front-end FDM readout electronics. 
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Après le succès des missions spatiales Planck et Herschel, les observations du ciel dans les 
domaines de longueur d’onde infrarouge et submillimétrique suscitent un grand intérêt pour 
l’étude de la formation et l’évolution d’objets tels que les galaxies, les étoiles et les planètes. Grâce 
à sa grande sensibilité, le satellite SPICA permettra de nombreuses avancées dans la connaissance 
générale de l’Univers.  
 
L’agence spatiale européenne contribue au projet SPICA en fournissant notamment 
l’instrument SAFARI. C’est dans le cadre du développement de cet instrument que l’IRAP 
apporte sa contribution et dans lequel s’inscrit cette thèse, cofinancée par la société Microtec et le 
Centre National d’Études Spatiales (CNES). 
 
Dans un premier chapitre, je présente le satellite dans son ensemble. Je détaille pour cela ses 
objectifs scientifiques ainsi que la structure même du satellite avec ses quatre instruments.  
 
Dans un second chapitre, je présente en détail l’instrument SAFARI et ses trois piliers 
technologiques qui permettent de répondre aux objectifs scientifiques.  
 
Dans un troisième chapitre, je me focalise sur la chaîne de détection de SAFARI. Pour cela, je 
présente en détail chaque élément qui constitue cette chaîne, en partant des détecteurs jusqu’à 
l’électronique de lecture.  
 
Puis dans un quatrième chapitre, j’aborde les spécificités de cette électronique de lecture. 
J’analyse les différentes techniques liées à sa mise en œuvre ainsi que ses limitations 
technologiques.  
 
Pour répondre à ces contraintes, je présente ensuite dans un cinquième chapitre les 
optimisations apportées à l’électronique de lecture. Je détaille la nouvelle architecture développée 
à l’IRAP ainsi que les points critiques liés à son développement.  
 
Je présente ensuite dans un sixième chapitre un ensemble de procédures que j’ai développé 
pour étalonner cette chaîne de détection et aussi valider intégralement l’électronique de lecture. 
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L’Univers est un grand point d’interrogation, auquel philosophes et scientifiques tentent 
d’apporter des réponses. Comment se sont formés l'Univers, les galaxies, les planètes ?  
Y avait-il un « avant » ? Y aura-t-il un « après » ? Depuis le début du siècle, notre vision de 
l'Univers et ce qu'il contient s'est affinée voire même transformée, laissant place à de 
nouvelles interrogations. C'est dans le milieu des années 1920 que l'astronome américain 
Edwin Hubble démontre pour la première fois que les galaxies peuvent être assimilées à des 
systèmes stellaires [1]. Il marque alors le début de l'astrophysique extragalactique. Durant la 
seconde moitié du XXème siècle, la technologie subit de grandes avancées permettant à 
l'Homme d'exploiter toujours plus finement le spectre électromagnétique. Les premières 
observations en infrarouge et submillimétrique ont montré que la poussière interstellaire joue 
un rôle clé dans les processus physiques et chimiques responsables de la naissance des étoiles 
et des planètes. L'étude de la formation des étoiles, ou plus particulièrement l'évolution des 
formations d'étoiles à différentes époques dans l'Univers, nous renseigne sur l'apparition des 
premières galaxies. L'étude du domaine submillimétrique et infrarouge lointain du spectre 
électromagnétique est donc primordiale pour comprendre la formation et l'évolution de 
l'environnement qui nous entoure et dans lequel nous vivons. 
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Observer dans le domaine submillimétrique et infrarouge lointain est très difficile depuis 
le sol terrestre. En effet, dans ces gammes de longueurs d’ondes, la lumière est absorbée par 
l’atmosphère, et plus particulièrement par la vapeur d’eau qui la compose. De plus, 
l’atmosphère rayonne un flux parasite tel un corps noir sous l’effet de sa température. Ce 
rayonnement indésirable est incomparablement plus élevé que le signal que l’on voudrait 
détecter. Au sol il n'est donc possible d’observer dans l’infrarouge lointain et le 
submillimétrique que depuis de rares observatoires situés en haute altitude mais avec de 
faibles niveaux de sensibilité. Les meilleurs sites d’observation se trouvent dans l’espace où 
plusieurs satellites comme IRAS [2], IRTS [3], ISO [4], Spitzer [5] ou AKARI [6] ont déjà 




Fig. 1-1 : Émissions thermiques d'un télescope en fonction de sa température. 
Figure 1.1. Émissions thermiques d'un télescope en fonction de sa température [7]. 
 
La principale source de perturbation pour un satellite télescope en orbite est le télescope 
lui-même. Bien qu’il soit dans le vide de l’espace, le miroir du télescope présente une 
température non nulle. Il émet donc un rayonnement dont le pic d’émissivité se situe 
malheureusement dans le domaine de l’infrarouge proche et lointain. Pour limiter les effets 
de ces rayonnements thermiques, il est nécessaire de refroidir le miroir. En dessous d'une 
certaine température, on atteint un niveau de sensibilité tel que l'on n'est plus limité que par 
le bruit de fond (background) créé par les émissions zodiacales, le fond diffus galactique ainsi 
que le fond diffus cosmologique. Les miroirs des télescopes cités précédemment étaient 
refroidis par des cryostats de pointe fonctionnant à l’hélium (He) liquide. Afin d’assurer des 
durées de mission de l’ordre de 12 à 28 mois, ces satellites embarquaient de grandes quantités 
d’hélium réduisant ainsi la taille des miroirs (généralement inférieurs à 1 m) et donc leur 
résolution spatiale. Avec son miroir de 3,5 m de diamètre, le satellite d’astronomie 
submillimétrique Herschel [8] a fait un bond en avant en terme de résolution spatiale. 
Cependant son télescope était refroidis de manière radiative à une température de 80 K, ce 
qui a limité sa sensibilité pour les longueurs d’ondes inférieures à 100 µm. Encore plus grand, 
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le James Webb Space Telescope (JWST) [9] prévu pour un lancement en 2018 par la NASA 
se veut très prometteur pour les observations astronomiques infrarouges proches et moyens 
avec son miroir de 6,5 m de diamètre. Cependant il ne sera refroidi qu’à 45 K ce qui est 
malheureusement trop élevé pour les observations dans l'infrarouge lointain (𝜆 > 20 𝜇𝑚).t 
cosmologique). Observer dans la gamme 5 à 210 µm nécessite une température < 6 K. 
Afin d'optimiser à la fois la résolution spatiale et la sensibilité d’un télescope, un miroir de 
grand diamètre ainsi qu'un refroidissement poussé sont nécessaires. Comme le montre la 
Figure 1.1, une température d’optique inférieure à 6 K est indispensable pour observer dans 
le domaine infrarouge lointain et submillimétrique. Pour pallier à ces obstacles 
technologiques, l’agence spatiale japonaise (JAXA) a proposé avec la collaboration de 
l’agence spatiale européenne (ESA) la mission satellite SPICA [10] (Space Infrared Telescope 
for Cosmology and Astrophysics). SPICA sera équipé d’un miroir de 3 m de diamètre 
refroidi à 4,5 K de manière active par des systèmes cryogéniques de dernière génération. Ses 
caractéristiques techniques lui permettront d’atteindre un niveau de sensibilité inégalé 
pouvant être 100 fois meilleur que celui du satellite Herschel.  
 
 
Fig. 1-2 : Vue d'artiste du satellite SPICA 
Figure 1.2. Vues d'artiste du satellite SPICA 
La durée nominale de la mission spatiale SPICA est fixée à 3 ans, avec un objectif de 
5 ans. Le satellite sera lancé depuis le centre spatial japonais Tanegashima à bord d’un lanceur 
H2A-202 à l’horizon 2026. Cette fusée placera le satellite en orbite terrestre basse  
(LEO : Low Earth Orbit) à environ 300 km d’altitude. SPICA demeurera environ 3 jours sur 
cette orbite d’attente afin de préparer la phase cruciale de mise en orbite de transfert qui 
l’emmènera directement vers sa destination finale. Après un vol de 2 mois, SPICA aura 
atteint le point de Lagrange L2, son site d’observation situé à environ 1,5 millions de km de 
la Terre. 
 
 Dans ce premier chapitre nous analyserons les objectifs scientifiques de la mission 
spatiale SPICA, l'architecture du satellite et ses instruments. 
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1.2. Objectifs scientifiques 
 
La mission spatiale SPICA jouera un rôle essentiel dans la compréhension de la naissance 
et l’évolution des galaxies ainsi que la formation des systèmes planétaires. Le milieu 
interstellaire était, et, est toujours principalement constitué de gaz et de poussières qui 
rayonnent majoritairement dans l’infrarouge moyen et lointain. Grâce à la grande sensibilité 
de SPICA (cf. Figure 1.3), il nous sera possible d’analyser les processus de formation d’étoiles 
au sein des galaxies par l’interaction des nuages de gaz et des poussières. Il nous sera aussi 
possible d’étudier avec précision la composition et l’évolution de ces nuages gravitant autour 
d’étoiles pour déterminer les conditions de la formation des planètes et peut-être même celles 
de l’émergence de la vie. Dans cette section nous synthétiserons les principaux objectifs 
scientifiques de SPICA (inspiré du « Yellow Book » de SPICA [7]). 
 
 
Fig. 1-3 : Illustration des limites de détection de SPICA, Herschel, JWST et ALMA 
Figure 1.3. Illustration des limites de détection de SPICA, Herschel, JWST et 
ALMA [7] 
 
1.2.1. Formation et évolution des galaxies 
 
L’une des grandes questions de l'astrophysique d'aujourd'hui est de comprendre les 
processus qui gouvernent la formation et l’évolution des galaxies. Pour cela une étude des 
galaxies distantes basée sur leur morphologie et leur distribution spectrale d’énergie  
(SED – Spectral Energy Distribution) est nécessaire. Les observations des télescopes 
infrarouges ont démontré clairement que dans l'Univers lointain (et donc jeune), une fraction 
très importante de l'énergie émise par les galaxies se trouve dans le domaine infrarouge 
lointain et submillimétrique [11] (20 – 200 µm) comme le montre la Figure 1.4. Cette 
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Fig. 1-4 : Distributions spectrales d’énergie de différents types de galaxies 
Figure 1.4. Différents exemples de distributions spectrales d’énergie pour 
différents types de galaxies : ULIRG, Starburst et Elliptique [12] 
 
 
Un très grand nombre de galaxies à haut redshift (datant d’environ 800 millions d’années 
après le Big Bang) s’avère être très lumineuses en infrarouge, représentant plus de 1013 fois la 
luminosité solaire L⊙. Cette caractéristique implique un taux de formation d’étoiles de 
plusieurs milliers de masses solaires M⊙ par an, ce qui est gigantesque comparé à notre Voie 
Lactée qui génère ≈ 2 M⊙/an [13] [14]. Ces « nurseries » d’étoiles ou « Starburst » en anglais, 
sont des objets essentiels pour la compréhension de la formation et l’évolution des galaxies 
via l’analyse de l’accrétion de la matière et la formation des étoiles. D’autre part l’actuel 
scénario de la formation des galaxies (suivant un modèle hiérarchique basé sur la matière 
noire froide [15]) n'est pas compatible avec les observations [16]. Grâce à SPICA on 
s’intéressera notamment au(x) lien(s) qu’il peut y avoir entre la formation des étoiles et la 
présence d’un trou noir [17] supermassif au centre de galaxies actives et ultra lumineuses en 
infrarouge (ULIRGs – UltraLuminous InfraRed Galaxy [18]). SPICA nous informera aussi 
plus généralement sur l’époque et les conditions de formation de galaxies « calmes » comme 
notre Voie Lactée. 
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Fig. 1-5 : Simulation d’images pour plusieurs résolutions angulaires 
Figure 1.5. Simulation d’images comparant les résolutions angulaires et 
sensibilités d’ISO avec son miroir de 60 cm (en haut à gauche), ASTRO-F 
(Akari) avec son miroir de 67 cm (en haut à droite), Spitzer avec son miroir de 85 
cm (en bas à gauche) et Herschel comme SPICA avec leur miroir de 3,5 m (en 
bas à droite) à 160 µm. On peut voir que seuls Herschel et SPICA sont capables 
de discerner les deux sources ponctuelles (flèches rouges) alors qu’elles 
n’apparaîtssent que comme une unique source pour les autres satellites [19].  
 
Les objets que nous venons de décrire seront facilement observables par SPICA compte-
tenu de leur forte intensité lumineuse en infrarouge. Cependant le principal inconvénient 
rencontré jusque-là par les précédentes missions telles qu’ISO ou Spitzer, était le pouvoir 
séparateur des télescopes. Ce paramètre détermine l’angle minimal qu’il doit y avoir entre 
deux objets que l’on souhaite analyser pour que les instruments puissent bien les discerner 
comme le montre la Figure 1.5. Le pouvoir de séparation est contraint par la diffraction du 
télescope, sa valeur maximale (1,22 𝜆/𝐷) est fonction de la longueur d'onde 𝜆 observée et 
du diamètre 𝐷 du miroir primaire. Il faut également noter que dans le domaine infrarouge, le 
phénomène de confusion limite fortement la résolution et donc la profondeur des relevés. 
En effet, plus la sensibilité du télescope est grande, plus bas seront les flux observés et plus 
grande sera la densité de sources. Or à partir d'un certain flux, les sources impactées par la 
fonction d'étalement de point (Point Spread Function – PSF) dominent et limitent donc 
l'étude des sources faibles aux grandes longueurs d'onde. On quantifie pour cela le 
pourcentage de fond diffus infrarouge (Cosmic Infrared Background – CIB) résolu en 
galaxies (cf. Figure 1.6). Grâce notamment à la dimension spectrale de son spectro-imageur, 
SPICA sera en mesure de résoudre plus de 90% du CIB, contre environ 60% pour Herschel. 




Fig. 1-6 : Fraction du CIB résolu pour différents diamètres de télescope 
Figure 1.6. Fraction du CIB résolu en fonction de la longueur d'onde pour 
différents diamètres de télescope [20]. Le télescope de 3 m de diamètre de 
SPICA ne sera pas limité par la confusion jusqu'à 70 µm, il permettra donc de 
résoudre plus de 90% du CIB. 
 
1.2.2. Formation des systèmes planétaires 
 
Les études liées à la formation des étoiles au sein de notre galaxie ont été révolutionnées 
ces dernières années grâce à la spectroscopie dans le domaine infrarouge moyen et lointain 
car c’est dans cette gamme que l’on peut observer la composition chimique des gaz et les 
processus d’interaction gaz-poussières liés à la naissance des étoiles et des systèmes 
planétaires. C'est par exemple le cas pour l’étoile Bêta Pictoris située à 50 années-lumière de 
nous, qui est entourée d’un épais disque de matière, probablement précurseur d’un système 
de planètes.  
 
A l’heure actuelle, tout porte à croire que notre système solaire se serait formé par 
l’effondrement gravitationnel d’un nuage de matière interstellaire. Tout comme pour la 
formation des galaxies, ce nuage en s’effondrant aurait pris la forme d’un disque et se serait 
progressivement mis à tourner sur lui-même par conservation de son moment cinétique. Ce 
disque protoplanétaire aurait été principalement constitué de gaz (probablement d’hydrogène 
et d’hélium) et d’éléments lourds (métaux, roches, glace) sous forme de poussières. Cet 
effondrement se serait traduit par l’agrégation de petits objets en objets plus importants. Au 
début de ce processus, les grains de poussière en rotation s’agglutinent pour former des 
fragments plus gros. Ce processus se répète et donne naissance à des objets de différentes 
tailles dont certains pouvant atteindre plusieurs kilomètres, on les appelle les planétésimaux. 
Le processus d’accrétion s’accélère et les collisions deviennent de plus en plus violentes. Les 
planétésimaux grossissent et peuvent atteindre des tailles de l’ordre du millier de kilomètres. 
Des orbites se dessinent alors au sein du disque protoplanétaire, et dans chaque orbite 
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domine une planétésimale géante, que l’on pourrait assimiler à un embryon de planète ou 
protoplanète. Par leur gravité, les protoplanètes continuent d’attirer les planétésimales et 
poussières environnantes grossissant encore et encore jusqu’à former des planètes [21]. 
 
Ce scénario de formation des planètes par un disque protoplanétaire serait le plus réaliste. 
Il expliquerait entre-autre pourquoi toutes les planètes de notre système solaire gravitent 
essentiellement dans le même plan (écliptique). Cependant, il reste très difficile d’apporter à 
ce jour une dimension temporelle à ce scénario. De plus, les caractéristiques chimiques 
exactes des nuages de gaz et des poussières (taille des grains) et leur évolution durant la 
formation d’un système planétaire restent peu connues. Grâce à sa sensibilité dans la bande 
5 - 210 µm, SPICA sera en mesure d’analyser par spectroscopie différentes espèces présentes 
dans ces nuages telles que l’oxygène (O), l’hydroxyde (HO) ou alors l’eau (H2O), toutes 
composées d’oxygène et donc permettant de mieux comprendre le rôle de la glace et de la 
vapeur d’eau dans la formation et l’évolution des systèmes planétaires et peut-être même de 
retracer l’émergence de la vie. 
 
Grâce à son spectrographe et son coronographe, SPICA pourra étendre ses analyses à la 
caractérisation d’exoplanètes. Pour ce genre d’étude, on distingue deux groupes de méthodes. 
Le premier groupe est celui des méthodes dites indirectes qui ne permettent pas d’observer la 
planète en elle-même, mais seulement son effet gravitationnel ou photométrique sur son 
étoile hôte. Dans ce groupe on inclut les mesures de vitesse radiales [22] (variation de la 
vitesse de l’étoile sur la ligne de visée), les transits [23] (passage de la planète devant son 
étoile), l’astrométrie [24] [25] (déplacement apparent de l’étoile sur le ciel), le chronométrage 
des variations périodiques des pulsars millisecondes et les microlentilles gravitationnelles [26]. 
Le second groupe est celui des méthodes directes qui ont pour but de mesurer le signal 
intrinsèque de la planète par interférométrie ou par imagerie à haut contraste et haute 
résolution angulaire [27]. Cette méthode de mesure est assez difficile car l'écart de luminosité 
entre une planète et son étoile peut atteindre quelques 107. L’autre difficulté est que la 
séparation angulaire entre les deux astres peut se réduire à quelques fractions de 
millisecondes d’arc. Le spectrographe SAFARI (voir chapitre 2) et le coronographe SCI (voir 
section 1.4.3) rendront possible ces analyses directes. De plus, SPICA ne se limitera pas 
seulement à la détection d’exoplanètes mais permettra aussi leur analyse chimique par 
spectroscopie coronographique directe à haute résolution comme le montre la Figure 1.7. 




Fig. 1-7 : Spectroscopie directe d’une planète et exemple de spectre de SCI 
Figure 1.7. Représentation d’une spectroscopie directe d’une planète (gauche) 
accompagnée d’un exemple de spectre (droite) que SCI devrait être en mesure de 
fournir.   
 
1.3. Structure du satellite 
 
Comme tout satellite, aussi bien commercial (télécommunications, météo…) que 
scientifique, SPICA sera constitué de deux principaux éléments : la plateforme (souvent 
appelée module de service) et la charge utile. Parfois très imbriqués, ces deux constituants 
assurent des fonctions très différentes.  
 
1.3.1. La plateforme du satellite 
 
 La plateforme assure les servitudes, c’est-à-dire les fonctions génériques nécessaires à 
l’activité en orbite. Voici les principales fonctions : 
 
 La structure porteuse assure l’interface mécanique avec le lanceur. Elle assure 
l’intégrité du satellite et le support de tous ses équipements, y compris ceux dont la stabilité 
dimensionnelle en orbite est essentielle comme le télescope par exemple, et les équipements 
déployés (panneaux solaires, radiateurs…). 
 
 Le contrôle thermique de SPICA assure le maintien des équipements dans des plages 
de températures spécifiées. Le blindage thermique du télescope est assuré par trois boucliers 
thermiques. Le refroidissement actif du télescope et des instruments de SPICA est opéré par 
un ensemble redondant de refroidisseurs mécaniques de type Stirling 2-étages et Joule-
Thomson (étages 4,5 et 1,7 K) [28]. 
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 La propulsion quant à elle a pour fonction de créer les accroissements de vitesse 
nécessaire à toutes les manœuvres du satellite, à savoir le contrôle périodique d’orbite et de 
maintien en attitude ainsi que les manœuvres de désorbitation en fin de vie. L’unité de 
propulsion de SPICA reste conventionnelle avec un système à propulsion liquide mono-ergol 
de type « blowdown » fonctionnant à l’hydrazine (N2H4). L’ensemble est composé de 4 
propulseurs de 23 Newton (N) et 8 de 3 N. Compte-tenu de la masse du satellite, ce système 
de propulsion permet une vitesse caractéristique ΔV = 110 m/s avec 300 kg d’ergols 
embarqués. 
 
 Le contrôle d’attitude et d’orbite assure l’orientation du satellite et l’ajustement de son 
orbite. L’attitude de SPICA est asservie dans les 3 dimensions par l’unité de contrôle AOCS 
(Attitude and Orbit Control Subsystem) via des roues à inertie. Le guidage fin sera contrôlé 
par une des caméras de l’instrument FPC (voir section 1.4.2) située au plan focal du 
télescope. Le point de Lagrange L2 étant un point d’équilibre instable, l’orbite de SPICA 
devra être corrigée régulièrement par de petits incréments de vitesse avec les propulseurs, le 
tout ordonné depuis le sol. 
 
 La génération d’énergie est effectuée par 4 panneaux solaires pouvant fournir une 
puissance nominale de 2,8 kW sous 55 V. Cette énergie est ensuite stockée dans des batteries 
électrochimiques dont la capacité totale est de 23,5 Ah, puis distribuée à l’ensemble des 
équipements sous 32 - 52 V par l’unité de contrôle de puissance (PCU). 
 
 La transmission des données permet l’émission des informations scientifiques 
 et des servitudes HK (HouseKeepings). Les informations scientifiques des instruments à 
bord seront transmises au sol avec un débit de 11 kbits/s en bande X (8 -12 GHz) grâce à 
une antenne à haut gain pilotée sur 2 axes (et une antenne à gain moyen de secours). Les 
télécommandes (sol → satellite) et données HK (satellite → sol) seront quant à elles 
transmises en bande S (2 – 4 GHz) avec un débit de 1 à 2 kbits/s. Les stations de 
transmission sont au nombre de deux, l'une étant située à Usuda (Japon) et l'autre à Cebreros 
(Espagne). Chaque station permet un contact périodique avec SPICA d'environ 10h/jour, ce 
qui représente un téléchargement moyen de données d'environ 47 Go/jour. 
  
 La chaîne de traitement, stockage et gestion bord constitue le nœud des informations 
transitant à bord entre les différents équipements (via bus SpaceWire). Les données 
scientifiques issues des divers instruments de la charge utile (~ 28 Go/jour) parviennent 
compressées et sont temporairement stockées dans 48 Go de mémoire avant d’être envoyées 
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1.3.2. La charge utile du satellite 
 
La charge utile constitue le cœur même du satellite, elle est l’élément spécifique lié à la 
mission du satellite. La charge utile de SPICA que nous analyserons dans la partie 
suivante 1.4, comprend 4 instruments scientifiques se partageant le même plan focal du 
télescope. La charge utile comprend aussi le télescope de SPICA qui est de type Ritchey-
Chrétien [29], avec un miroir primaire de 3 m de diamètre refroidis à 4,5 K et avec un champ 
de vue de 5 minutes d’arc.  
 
 
1.4. Les instruments à bord de SPICA 
 
1.4.1. L'instrument MCS 
 
 L’instrument Mid infrared Camera and Spectrometer [30] est le fruit d’une 
collaboration entre le Japon et la Corée du Sud. Cet instrument disposera de 4 modules 
couvrant la gamme [5 – 38 µm] dans deux modes d’observation : caméra et spectromètre. 
Chaque module sera composé de deux canaux, notés respectivement –S et –L pour les 
courtes et grandes longueurs d’ondes et fonctionnant avec des détecteurs de type SiAs (-S) et 
SiSb (-L). Le mode caméra est opéré par les deux modules WFC-S (Wide Field Camera - 
Short wavelength [5 – 25 µm]) et WFC-L (Wide Field Camera - Long wavelength  
[20 – 38 µm]). Le mode spectromètre quant à lui concerne les modules MRS-S (Mid 
Resolution Spectrometer – Short wavelength [12,2 - 23 µm]), MRS-L (Mid Resolution 
Spectrometer – Long wavelength [23 – 37,5 µm]),  et HRS (High Resolution Spectrometer 
[12 - 18 µm]). Les principales caractéristiques de MCS sont résumées sur la Table 1-1. 
  
Table 1-1. Principales caractéristiques de MCS 
WFC WFC-L WFC-S 
Longueur d’onde 20 – 38 µm 5 – 25 µm 
Champ de vue 5’ × 5’ 5’ × 5’ 
Type de détecteur SiSb SiAs 
MRS MRS-L MRS-S 
Longueur d’onde 23 – 37,5 µm 12,2 – 23 µm 
Champ de vue 12’’ × 7’’,5 12’’ × 6’’ 
Type de détecteur SiSb SiAs 
HRS HRS-L HRS-S 
Longueur d’onde 12 – 18 µm 4 – 8 µm 
Type de détecteur SiAs SiAs 
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1.4.2. L'instrument FPC 
 
L’instrument Focal Plane finding Camera (FPC) [31], développé par l’institut Coréen 
KASI (Korea Astronomy and Space science Institute) consiste en une caméra sensible aux 
proches infrarouges [0,8 – 5,2 µm] placée au niveau du plan focal du télescope. Cet 
instrument est en réalité composé de deux caméras. La première FPC-G (FPC – Guidance) 
sera utilisée pour le guidage fin du télescope et donc le contrôle d’attitude en appui à l’AOCS, 
ce dont nous avons discuté en 1.3.1. Cette demande de finesse de pointage provient 
principalement des instruments SAFARI, SCI et surtout MCS qui requièrent une précision de 
pointage d’environ 0,036’’ d’arc. L’autre caméra FPC-S (FPC – Science) sera plutôt dédiée 
aux observations scientifiques occasionnelles, bien qu’elle ait un rôle principal de redondance 
à FPC-G. C’est son domaine spectral le proche infrarouge, autrement inexploité par SPICA, 
et son large champ de vue qui ont permis à FPC d’acquérir une place scientifique dans la 
mission spatiale. Cet instrument permettra de faire des analyses photométriques à champ 
large ainsi que des analyses spectroscopiques à basse résolution des bandes JHKLM [32], 
aussi exploitées par JWST. L’avantage face à JWST, bien que ce dernier ait une meilleure 
résolution, est que le FPC sera capable de couvrir de larges zones en un temps très court. Les 
principales caractéristiques de FPC sont résumées sur la Table 1-2. 
 
 
Table 1-2. Principales caractéristiques de FPC 






Longueur d’onde 0,8 – 5,2 µm 0,7 – 5 µm 
Type de détecteur 
InSb  
matrice 1024 × 1024 
InSb 
matrice 1000 × 1000 
Champ de vue 5’ × 5’ 5’ × 5’ 
 
 
1.4.3. L'instrument SCI  
 
L'instrument japonais Spica Coronagraph Instrument (SCI) [33] est un nouveau concept 
de spectromètre imageur couplé à un coronographe pour l'analyse des exoplanètes. Un 
coronographe est un dispositif visant à atténuer l’intensité de l’étoile brillante observée afin 
d’augmenter le contraste autour de celle-ci. Le contraste de 10-6 proposé par SCI permettra 
d'analyser avec précision l'atmosphère des exoplanètes et leurs caractéristiques physiques 
pour enfin remonter aux théories de l'évolution des systèmes planétaires. Les principales 
caractéristiques de l'instrument sont exposées sur la Table 1-3 
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Table 1-3. Principales caractéristiques de SCI 
Type d’instrument 





R = 5, 20, 200 
Champ de vue 1’ × 1’ 
Longueur d'onde 
3,5 – 2,7 µm (imag./spectro coronographique) 
1 – 27 µm (imag./spectro non coronographique) 
Technologie des 
détecteurs 
InSb ( λ < 5 µm), SiAs ( λ > 5 µm) 
 
 
1.4.4. L'instrument SAFARI  
 
L’instrument SAFARI [34] (Spica FAR infrared Instrument) fait partie de la contribution 
de l’agence spatiale européenne (ESA) sur SPICA. Le développement de cet instrument est 
coordonné par l’institut de recherches spatiales hollandais (SRON) et l’IRAP a en charge le 
développement de l’unité de contrôle de la chaîne de lecture (Detector Control Unit – DCU). 
L'instrument spectro-imageur SAFARI est basé sur un spectromètre à transformée de 
Fourier et des détecteurs supraconducteurs couvrant une gamme de [30 – 210 µm] séparée 
en 3 bandes de détection. De plus, SAFARI sera capable d’adapter sa résolution spectrale en 
fonction des programmes scientifiques. 
La chaîne de détection et plus particulièrement son électronique de contrôle et de lecture 
de SAFARI sont le cœur de cette thèse. Nous traiterons donc cet instrument avec plus de 




Table 1-4. Principales caractéristiques de SAFARI 
Type d’instrument Spectro-imageur à transformée de Fourier 
Longueur d'onde 30 – 210 µm 
Résolution 
spectrale 
R = 150 à 2 000 @ 100 µm 
Champ de vue 2’ × 2’ 
Technologie des 
détecteurs 
Transition Edge Sensors (TES) 
Sensibilité 
NEP1 = 4. 10−19 W/√Hz   
(prévision de 2. 10−19 W/√Hz) 
 
                                                 
1 NEP : Noise Equivalent Power, exprime la sensibilité des détecteurs (voir section 3.1.5) 
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L’instrument SAFARI est un spectro-imageur, ce qui signifie qu'il pourra acquérir à la fois 
les informations spectrales et les informations spatiales du champ observé, et donc faire de 
l'imagerie hyper-spectrale (ou spectroscopie 3D). La dimension spatiale est obtenue grâce à 
un plan focal constitué de 3 500 détecteurs groupés en trois domaines de longueur d'onde. 
La dimension spectrale est quant à elle obtenue grâce à un spectromètre à transformée de 
Fourier optique pouvant couvrir la gamme de longueur d’onde [30 – 210 µm]. SAFARI 
comprend deux modes d’analyse : la spectroscopie et la photométrie. Grâce à la sensibilité de 
ses détecteurs et celle du télescope de SPICA, SAFARI sera en mesure de produire des 
images spectrales très résolues de 2’ × 2’ d’arc en des temps très courts de quelques minutes. 
De plus, sa résolution spectrale ajustable en fonction des besoins scientifiques lui permettra 
dans certains cas de cartographier de grandes parties du ciel à résolution spectrale moyenne, 
ou bien dans d’autres cas d’effectuer des analyses spectroscopiques classiques à haute 
résolution.  
 
Dans ce chapitre, nous explorerons dans un premier temps les différents modes de 
fonctionnement de SAFARI pour ensuite cibler ses objectifs scientifiques. Enfin nous 
détaillerons les piliers de l’instrument, qui sont le fruit de véritables prouesses 
technologiques.  
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2.1. Les modes d’observation 
 
2.1.1. Le mode spectromètre 
 
La spectrométrie consiste à analyser la lumière en fonction de la longueur d’onde. Cette 
analyse permet d’associer les pics d’intensité lumineuse de certaines longueurs d’ondes (raies) 
à des éléments chimiques et donc de remonter à la composition chimique des gaz 
interstellaires ainsi qu'à la minéralogie des poussières interstellaires, des débris de toute taille 
et des planètes. 
 
Les spectres de SAFARI seront obtenus grâce à un spectromètre à transformée  
de Fourier (FTS). Ce FTS génère une image d’interférence qui est décomposée en trois 
bandes optiques via un séparateur de faisceau et des filtres optiques : ondes courtes (SW : 34 
– 60 µm), ondes moyennes (MW : 60 – 110 µm) et grandes ondes (LW : 110 – 210 µm). Les 
trois faisceaux correspondants à ces trois bandes sont lus par trois matrices de pixels, 
chacune étant spécialement adaptée à la bande qui lui est allouée (SW, MW, LW).  
 
La génération de spectres d’objets lointains dont la luminosité est peu intense, nécessite 
une grande sensibilité, tant au niveau de la chaîne optique que des détecteurs. Dans le cas de 
SAFARI les détecteurs doivent atteindre une sensibilité de 4. 10−19 W/√Hz. 
 
 
2.1.2. Le mode photomètre 
 
L’étude photométrique d’un objet consiste à analyser l’intensité lumineuse de cet objet et 
sa variation au cours du temps. Contrairement à la spectroscopie, basée sur l'étude des 
composantes de la lumière, l’analyse photométrique se base simplement sur le faisceau initial 
contenant toutes les longueurs d’ondes. Dans ce mode, le FTS (voir section 2.3.1) est 
désactivé en stoppant le balayage de son miroir. Le faisceau traverse alors le FTS sans aucune 
transformation pour ensuite être capté par les matrices de détecteurs, mais avec une 
atténuation d’environ 50% due au séparateur de faisceau du FTS. Selon les estimations, la 
sensibilité du mode photomètre de SAFARI devrait être environ 100 fois supérieure à celle 
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2.2. Les objectifs de SAFARI 
 
2.2.1. Cartographie spectrale de l’Univers extragalactique 
 
L’étude des galaxies lointaines a été révolutionnée cette dernière décennie grâce à de 
nombreuses analyses photométriques depuis des observatoires au sol et depuis l'espace. Par 
exemple, les résultats de la mission Herschel [35], toujours en cours d’analyses par de 
nombreux scientifiques, ont déjà permis de cataloguer un certain nombre de potentielles 
galaxies lointaines [36]. Cependant il nous est, pour l’instant, impossible de connaître la 
composition de ces candidates car la sensibilité d’Herschel ne permet pas de faire des 
analyses spectroscopiques pour des objets aussi distants, mais seulement de la photométrie. 
Grâce à sa sensibilité et sa vitesse d’acquisition, SAFARI pourra cartographier spectralement 
des zones du ciel de 1° × 1° en environ 1 000 heures. Ces cartographies localisées pourront 
aussi bien couvrir un large domaine spectral ou être très sélectives, pour n’analyser qu’une ou 
plusieurs raies spécifiques (raie associée à l’hélium par exemple). Il nous sera donc possible 
d’analyser avec précision la composition des galaxies distantes qu’Herschel avait pu détecter 
auparavant par photométrie. 
 
 
2.2.2. Etude des disques protoplanétaires 
 
La seconde thématique clé de SAFARI concerne les sciences planétaires et plus 
particulièrement l’analyse des disques protoplanétaires. Toujours inscrit dans la continuité 
d’Herschel, SAFARI analysera en profondeur les disques protoplanétaires proches, en partie 
caractérisés par l’instrument PACS d’Herschel. Contrairement aux précédentes missions, 
SAFARI ne se limitera pas seulement à l’observation des disques voisins et très lumineux en 
infrarouge, mais il étendra son domaine d’analyse aux disques protoplanétaires distants et de 
faible luminosité. Comme pour les observations extragalactiques, l’étude des disques 
protoplanétaires nécessite une grande sensibilité ainsi qu’une adaptabilité de la résolution 
spectrale suivant le sujet observé : observation en bande étroite pour analyser la composition 
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2.3. Les trois piliers technologiques de SAFARI 
 
On peut distinguer dans le concept de SAFARI trois piliers technologiques formant la 
base de l’instrument : le FTS, le cryostat et la chaîne de détection. Le diagramme en  




Fig. 2-1 : Diagramme simplifié de l’instrument SAFARI 
Figure 2.1. Diagramme simplifié de l’instrument SAFARI. Les trois piliers 
technologiques (FTS, cryostat, chaîne de détection) autours desquels est construit 
l’instrument sont représentés en couleur. 
 
2.3.1. Le spectro-imageur à transformée de Fourier (FTS) 
 
Le spectromètre à transformée de Fourier (Fourier Transform Spectrometer – FTS) 
utilisé sur SAFARI est basé sur un interféromètre de type Mach-Zehnder [37]. C’est 
l’élément de la chaîne optique qui permet d’apporter la dimension spectrale des images. Il est 
composé de lames dichroïques séparatrices et combinatrices de faisceaux et de miroirs fixes 
et mobiles (voir Figure 2.2). Le faisceau incident d'une source lumineuse est tout d'abord 
divisé en deux faisceaux par le séparateur optique. Ces derniers sont ensuite déviés par des 
miroirs fixes et mobiles puis interfèrent de façon cohérente grâce à la lame combinatrice. Le 
principe de la mesure consiste à mesurer l'intensité lumineuse en fonction de la différence de 
chemin optique ou différence de marche 𝛿𝑥. Par exemple, dans le cas d'une onde 
monochromatique 𝐸𝑒(𝑥, 𝑡) = 𝐸0 cos(𝜔𝑡 − 𝑘𝑥) d'amplitude électrique 𝐸0, de pulsation 𝜔 et 
de vecteur d'onde 𝑘 = 2𝜋/𝜆, le séparateur de faisceau divise l'onde incidente en deux 
ondes : 𝐸1(𝑥, 𝑡) et 𝐸2(𝑥, 𝑡). La différence de chemin optique 𝛿𝑥 entre ces deux ondes 
introduite par la translation du miroir mobile du FTS donne : 
 













cos(𝜔𝑡 − 𝑘(𝑥 − 𝛿𝑥)) 
(2.1) 
 
La superposition de ces deux ondes au niveau de l'interféromètre donne une onde 
résultante : 
 
 𝐸𝑠(𝑥, 𝑡) = 𝐸1(𝑥, 𝑡) + 𝐸2(𝑥, 𝑡) 
(2.2) 
 
dont l'intensité 𝐼(𝛿𝑥) est donnée par : 
 
 𝐼(𝛿𝑥) = 〈|𝐸𝑠
2(𝑥, 𝑡)|〉 
 




[1 + cos(𝑘𝛿𝑥)] 
(2.3) 
 
La composante variable de 𝐼(𝛿𝑥) fonction de 𝑘𝛿𝑥 est appelée interférogramme. Elle 
contient l'information d'autocorrélation de l'onde électromagnétique pour un déphasage 
donné. Dans le cas d'une onde polychromatique donnée par : 
  
 






où 𝐸(𝑓) désigne l'amplitude du champ électrique en fonction de la fréquence 𝑓, une 



















avec par définition 𝑆(𝑓) = 𝐸2(𝑡) la densité spectrale de puissance (DSP) de l'onde. On 
remarque donc que l'interférogramme (terme fonction de 𝑘𝛿𝑥) contient la transformée de 
Fourier en cosinus (fréquences négatives non représentées d'où le cosinus) de la DSP de 
l'onde.  
 
Le faisceau de sortie du FTS est conditionné et transféré par filtrage optique vers les trois 
plans de détection (SW, MW et LW). Les pixels de ces matrices, qui nous donnent la 
dimension spatiale de l’image, détectent chacun un interférogramme (fonction de 𝛿𝑥), 
formant ainsi une image composée d’interférogrammes. Pour déduire le spectre des ondes 
lumineuses détectées il faut calculer la transformée de Fourier de ces interférogrammes. C’est 
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donc grâce aux spectres de chaque pixel que l’on obtient la dimension spectrale de l’image 
(concept de spectro-imageur). Le pouvoir de résolution 𝑅 du FTS à une longueur d'onde 












avec 𝛿𝑓 la limite en résolution fréquentielle du FTS. 
 
 
Fig. 2-2 : l'interféromètre Mach-Zehnder 
Figure 2.2. Illustration du principe de l'interféromètre Mach-Zehnder [38] (haut) 
et simulation optique du FTS de SAFARI (bas). 
 
Table 2-1. Principales caractéristiques du FTS 
Champ de vue 2’ × 2’ 
Course du miroir mobile 35,5 mm 
Précision de position du miroir mobile 15 nm 
Résolution R ~ 2 000  @  λ = 100 µm 
Température de fonctionnement 4 – 6 K 
Budget thermique max 1 mW 
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2.3.2. Le cryostat 
 
Nous avons vu dans la section 2.1.1 que les détecteurs de SAFARI doivent atteindre une 
sensibilité de 4. 10−19 W/√Hz, exprimée en puissance équivalente en bruit NEP (Noise 
Equivalent Power). La principale source de bruit de ce genre de détecteur est le bruit de 
phonon qui est dû aux fluctuations thermodynamiques du détecteur lui-même et de son 
circuit de polarisation. Ce bruit est directement lié à la température, il est donc nécessaire de 
réduire le plus possible la température des détecteurs afin de réduire leur niveau de bruit 
intrinsèque et donc augmenter leur sensibilité. 
 
 
Fig. 2-3 : Architecture thermique subkelvin du système de cryogénie de SAFARI 
Figure 2.3. Architecture thermique subkelvin du système de cryogénie de SAFARI 
permettant de refroidir les différents étages de l’instrument. Les matrices de 
détecteurs seront maintenues à une température de 50 mK grâce à un réfrigérateur 
à désaimantation adiabatique (ADR). 
 
 
 L’architecture des systèmes cryogéniques de SPICA et SAFARI sont illustrés en  
Figure 2.3. SPICA est doté d’unités de réfrigération Stirling et Joule Thomson proposant aux 
instruments différents étages de température, la plus faible étant de 4,5 K. De plus certains 
instruments seront équipés d’un système de refroidissement additionnel leur permettant de 
descendre encore plus bas en température. Ce sera le cas de SAFARI qui doit disposer d’un 
bain thermique de 50 mK pour que les détecteurs puissent atteindre une sensibilité 
de 4. 10−19 W/√Hz.  
 
Le premier étage de refroidissement de l’ADR est un étage d’adsorption [39] (à ne pas 
confondre avec absorption) à l’hélium 3 (3He). Comme illustré en Figure 2.3, il est composé 
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d’une pompe à sorption (1) et d’un évaporateur (2). Le principe de ce réfrigérateur se base 
sur des cycles de pompage (d’aspiration) du 3He contenu dans l’évaporateur pour diminuer 
sa température. Cette action de pompage utilise les propriétés d’équilibre de 3He à l’état 
liquide et dont la relation de pression de saturation en fonction de la température peut être 
approximée par  𝑝(𝑇) = 𝑝0𝑒
−𝐿 𝑘𝐵𝑇⁄  avec L = 40 J.mol-1 la chaleur latente de 3He et kB la 
constante de Boltzmann1. Cette propriété d’équilibre est importante car elle permet le 
pompage de 3He. En effet, le pompage par adsorption consiste à utiliser les propriétés de 
« piégeage » du charbon actif situé dans la pompe (1) grâce à des cycles thermiques. Plus ce 
charbon est froid, plus sa surface capture les molécules de 3He. Comme l’évaporateur et la 
pompe sont connectés et partagent le même volume de 3He, il en résulte une baisse de 
pression et donc une baisse de température. Il est ensuite nécessaire d’évacuer les molécules 
emprisonnées dans le charbon pour pouvoir renouveler le cycle de pompage. Pour cela, un 
interrupteur thermique à gaz (sans partie mobile) isole la pompe de l’évaporateur, puis une 
résistance électrique chauffe le charbon à 45 K pour qu’il libère les molécules de 3He. 
L’avantage de ce système est son absence totale de pièce en mouvement (pas de vibration, 
pas d’usure) et sa capacité à descendre à une température de 300 mK. Cependant ce type de 
réfrigérateur est sensible à la gravité, son utilisation au sol pour les tests nécessite donc 
quelques précautions quant à son orientation. 
 
Le second étage permettant de descendre à 50 mK à partir de 300 mK est le réfrigérateur 
à désaimantation adiabatique (Adiabatic Demagnetization Refrigerator – ADR). De manière 
générale, refroidir un système revient à réduire son entropie. Dans le cas de l’ADR, la 
réfrigération magnétique se base sur la réduction d'entropie d'un matériau paramagnétique2 
suivi d'une désaimantation adiabatique permettant une réduction de la température. Le 
fonctionnement de l’ADR est illustré en Figure 2.4. 
 
A « haute température » (300 mK), les sels paramagnétiques ont leurs moments 
magnétiques aléatoirement orientés à cause de l’agitation thermique des molécules  
(Figure 2.4-a). Leur entropie est donc élevée. Lorsque l’on applique un champ magnétique 
(Figure 2.4-b), ces sels vont s’aligner dans la direction et le sens des lignes de champ, telle 
l’aiguille aimantée d’une boussole avec le champ magnétique terrestre. Le désordre entre les 
particules est réduit et donc l’entropie diminue. Lors de cette réaction, les sels se sont 
réchauffés car il a fallu apporter de l’énergie pour les orienter dans le sens des lignes de 
champ, cette transformation est donc exothermique. Ces nouvelles calories sont 
instantanément évacuées dans le bain thermique isotherme (flux thermique Q vers le bain à 
300 mK), les sels restent donc à la température de 300 mK. Ces sels paramagnétiques 
couplés aux détecteurs sont alors isolés thermiquement du bain à 300 mK (Figure 2.4-c). La 
température des détecteurs est toujours de 300 mK mais l'entropie des sels paramagnétiques 
est réduite. Le champ magnétique est ensuite coupé (Figure 2.4-d), les moments magnétiques 
des sels reprennent naturellement leur orientation aléatoire initiale ce qui requiert de l’énergie 
(Figure 2.4-e). C’est cette énergie qui est la clé du refroidissement car les sels vont la puiser 
                                                 
1 Constante de Boltzmann : kB = 1,38065.10-23 J/K 
2 Matériau paramagnétique : matériau qui ne rayonne pas de champ magnétique (≠ aimant) mais dont 
l’orientation dans l’espace est sensible aux champs magnétiques. 
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dans les calories des détecteurs (flux thermique Q des détecteurs vers les sels), ce qui aura 
pour effet de les refroidir. C’est le principe de la désaimantation adiabatique. 
 
 
Fig. 2-4 : Déroulement d'un cycle de désaimantation adiabatique 
Figure 2.4. Déroulement d'un cycle de désaimantation adiabatique [40] 
 
La durée d'un cycle de l'ADR développé pour SAFARI est d'environ 44h dont 30h en 
phase de fonctionnement et environ 14h en phase de « recyclage ». Le rapport cyclique de 
fonctionnement est donc d'environ 75%. Les différents étages de températures régulés par le 
cryostat de SAFARI sont représentés en Figure 2.5. 
 
Le champ magnétique de l’ADR est produit par des bobines supraconductrices. Plus la 
température initiale est élevée, plus le champ magnétique doit être intense pour diminuer 
l’entropie. Pour limiter l’intensité du champ magnétique, il est nécessaire de pré-refroidir 
l’ensemble, d’où la combinaison d’un réfrigérateur à adsorption avec l’ADR [41]. 
 
 
Table 2-2. Principales spécifications du cryostat 
Température fournie par l’ADR 50 mK 
Température fournie par le 
réfrigérateur à adsorption 
300 mK 
Période d’un cycle 44 h 
Rapport cyclique Objectif 75 % 
Stabilité thermique 
5 µK rms  @ 50 mK 
1 mK rms @ 300 mK 
Champ magnétique 
Recyclage : < 1 mT @ 10 cm  
Observation : < 10-4 T @ 7 cm 
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2.3.3. La chaîne de détection 
 
Le troisième pilier technologique de SAFARI concerne la chaîne de détection illustrée en 
Figure 2.5. Elle est le fruit d’une véritable prouesse technologique avec son large champ de 
vue de 2’ × 2’, sa sensibilité inégalée de 4. 10−19 W/√Hz (prévision de 2. 10−19 W/√Hz ) et 
son électronique de lecture par multiplexage, le tout sous les contraintes du satellite SPICA 
(consommation, thermique…). Nous l'aborderons en détail dans le chapitre 3 suivant qui lui 





Fig. 2-5 : Diagramme de la chaîne de détection de SAFARI 
Figure 2.5. Diagramme de la chaîne de détection de SAFARI et ses différents 
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2.4. Statut de SAFARI 
 
L’instrument SAFARI est issu d’une collaboration européenne orchestrée par l’agence 
spatiale des Pays-Bas (SRON). Le laboratoire IRAP de Toulouse est membre de ce 
consortium et participe activement au développement de SAFARI en fournissant 
l’électronique de contrôle et de lecture des matrices de détecteurs, le Detector Control Unit 
(DCU). Ces développements sont notamment très profitables à l’IRAP comme au SRON 
pour l’observatoire X ATHENA [42], mission L2 du programme Cosmic Vision de l’ESA 
planifiée pour 2028. Son instrument X-ray Integral Field Unit (X-IFU) dont le PI (Principal 
Investigator) est à l’IRAP et qui sera développé sous maîtrise d’œuvre du CNES est basé sur 
le même type de détection que SAFARI (détecteurs TES et lecture multiplexée en 
fréquence). 
 
Dans les chapitres qui vont suivre, nous étudierons la chaîne de détection de SAFARI et 
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Les détecteurs des trois plans focaux de SAFARI génèrent des informations scientifiques 
qu’il faut acquérir, amplifier, transformer, transporter et enfin traiter numériquement. C’est la 
fonction de la chaîne de détection. Des détecteurs à l’électronique numérique de lecture 
(précédant la compression des données scientifiques pour l’envoi au sol), la chaîne de 
détection est constituée de nombreux éléments et sous-systèmes aux contraintes très 
spécifiques à la mission spatiale. Elle ne doit en aucun cas limiter la sensibilité de l’instrument 
qui est fixée par le miroir refroidi à 4,5 K et les détecteurs. De plus, elle permettra le passage 
du signal scientifique à travers les différents étages de l’instrument à différentes températures 
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(de 50 mK à 300 K). C’est pourquoi sa consommation doit être optimisée afin de limiter les 
demandes en ressources cryogéniques et électriques. 
 
Dans ce chapitre, je présenterai en détail l’ensemble de la chaîne de détection de SAFARI, 
des détecteurs à l’électronique numérique. Nous aborderons notamment les différentes 
techniques mises en œuvre pour optimiser les performances de cette chaîne de lecture. 
 
 
3.1. Les bolomètres supraconducteurs TES 
 
Les performances de SAFARI dépendent de la chaîne optique mais aussi et surtout de la 
sensibilité des détecteurs. Les performances visées n’ont jamais été atteinte auparavant. Elles 
requièrent le développement d’une nouvelle génération de détecteurs. Dans le cadre du projet 
SAFARI une phase de pré-étude a été menée pour choisir la meilleure technologie parmi 
quatre types de détecteurs : les photoconducteurs [43], les détecteurs à inductance cinétique 
(KIDS) [44], les bolomètres silicium à haute impédance [45] et les bolomètres 
supraconducteurs [46]. Ce sont les bolomètres supraconducteurs TES (Transition Edge 
Sensor) qui ont été sélectionnés en juin 2010 pour leur maturité technologique. En effet, ce 
type de détecteur est largement utilisé à bord de ballons comme par exemple EBEX [47] ou 
SPIDER [48] ou bien sur des instruments au sol tels que MBAC sur le télescope de 
l’Atacama (ACT) [49], le plan focal du South Pole Telescope (SPT) [50] ou SCUBA-2 [51]. 
Dans le cadre de SAFARI, les TES doivent atteindre un niveau de sensibilité de 
 4. 10−19 W/√Hz avec une prévision de 2. 10−19 W/√Hz pour répondre aux objectifs 
scientifiques de l’instrument. Dans cette section, nous allons aborder les aspects théoriques 
spécifiques à cette technologie.  
 
 
3.1.1. Un peu d’histoire 
 
 A la fin du XIXème siècle S. Pierpont Langley [52] a été le premier à développer un 
thermomètre permettant de convertir la chaleur en signal électrique. Le principe se base sur 
le couplage d’un absorbeur et d’une thermistance, cette dernière délivrant un signal électrique 
fonction du rayonnement absorbé. Cela permit à son inventeur d’analyser le spectre 
électromagnétique du soleil avec une précision inégalée à l’époque. 
 
La notion de supraconductivité a été initiée par H. Onnes [53] en 1911 alors qu’il faisait 
des expériences sur l’hélium liquide à 4 K, un record à ce moment-là. Il remarqua que la 
résistance du mercure chutait brusquement à 0 Ω lorsqu’il exposait ses échantillons à très 
basse température. Il mit alors en évidence l’existence de nombreux autres matériaux 
supraconducteurs et reçut en 1913 le prix Nobel de physique pour ses découvertes. 
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Or, la clef de la sensibilité des bolomètres réside dans le choix du matériau constituant le 
senseur car tout élément résistif génère un bruit de Johnson1 en fonction de sa résistance et 
de sa température. Il est donc nécessaire d’utiliser un matériau dont le signal utile engendré 
par une variation de résistance soit décorrélé de son bruit de Johnson et d’amplitude plus 
élevée. Ceci est la particularité des matériaux supraconducteurs. Ce n’est qu’en 1961, que  
F. J. Low [54] remarqua qu’il était possible d’améliorer la sensibilité des détecteurs 
supraconducteurs d’un facteur 10 en les refroidissant avec de l’hélium liquide. Les 
supraconducteurs gagnèrent alors petit à petit le monde des détecteurs et c’est en 1977 que 
 J. Clarke démontra dans ses travaux [55] le réel intérêt d’utiliser les matériaux 
supraconducteurs dans leur transition (passage de l’état normal résistif à celui de 
supraconducteur) où la résistance varie très fortement en fonction de la température. La 
notion de Transition Edge Sensor est née. 
 
  
3.1.2. Principe du bolomètre 
 
Les bolomètres sont des détecteurs intrinsèquement large bande. Ils sont utilisés dans de 
vastes domaines du spectre électromagnétique s’étendant des ondes submillimétriques aux 
rayons gamma. Sa structure de base, illustrée en Figure 3.1, est constituée de trois principaux 
éléments : 
 
L’absorbeur absorbe les rayonnements incidents et les transforme en chaleur. Il est 
caractérisé par sa capacité thermique C qui s’exprime en J/K et qui détermine la quantité 
d’énergie qu’il faut apporter pour élever sa température de 1 degré Kelvin, et son impédance 
par carré qui définit l’efficacité d’absorption de l’onde électromagnétique. Un absorbeur bien 
adapté en impédance doit avoir son impédance par carré égale à celle du vide (𝑍0 = 377 Ω). 
 
Le thermomètre supraconducteur est fortement couplé à l’absorbeur, cela signifie que la 
thermalisation entre l’absorbeur et le thermomètre est quasi-parfaite (sans pertes). Lorsque le 
thermomètre est chauffé par l’absorbeur, sa résistance varie. Cette variation de résistance est 
caractérisée par le paramètre sans unité 𝛼 défini par :  
 
 𝛼 = 𝑑 log𝑅 𝑑 log 𝑇⁄  (3.1) 
 
Dans le cas d’un détecteur supraconducteur, 𝛼 est toujours positif (négatif pour les semi-
conducteurs). 
 
La liaison mécanique à faible couplage thermique permet au détecteur 
(absorbeur + thermomètre) d’être suspendu mécaniquement dans un bain cryogénique à 
température constante, et ce avec un faible couplage thermique. Elle est caractérisée par sa 
                                                 
1 Le bruit de Johnson, ou bruit thermique, est dû à l'agitation des électrons dans un conducteur sous l'effet de 
l'activation thermique. Ce bruit croît avec la température. 
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Fig. 3-1 : Schéma d’un bolomètre 
Figure 3.1. Schéma d’un bolomètre illustrant le concept de base : un 
rayonnement optique de puissance 𝑃𝑜𝑝𝑡𝑖𝑞𝑢𝑒 est absorbé par l’absorbeur et le 
chauffe. Grâce à un couplage très fort entre l’absorbeur et le thermomètre, toute 
l’énergie du rayonnement est transmise à ce dernier et le chauffe à son tour. Sous 
l’effet de sa température, le thermomètre supraconducteur voit sa résistance 
varier. La mesure de cette résistance permet de remonter à la puissance optique 
du rayonnement incident.  
 
 
3.1.3. La polarisation du TES 
 
Polariser un bolomètre de manière générale à son point de fonctionnement optimal est 
essentiel pour garantir une grande sensibilité. En effet, il est nécessaire que le bolomètre soit 
maintenu en température dans sa zone de transition (Figure 3.2-a) de manière à ce qu’une 
petite variation de chaleur engendre une grande variation de sa résistance électrique. Pour 
maintenir un TES à son point de repos avec une température de bain donnée, on le polarise 
en tension. Ce point de repos dépend essentiellement des limites de linéarité de la zone de 
transition et des limites de la transition elle-même. En effet, l’état de supraconductivité de 
tout matériau supraconducteur est limité par 3 paramètres : sa température critique 𝑇𝑐, son 
courant critique 𝐼𝑐 et son champ magnétique critique 𝐵𝑐. Si le courant 𝐼 qui traverse le TES 
et/ou le champ magnétique 𝐵 auquel il est exposé sont trop élevés, il sera impossible de 
polariser le TES dans sa zone de transition. Il en sera de même si sa température dépasse 𝑇𝑐.  
 
 




Fig. 3-2 : Caractéristiques d’un TES 
Figure 3.2. Caractéristiques d’un TES : a) caractéristique R(T) d’un TES 
montrant la transition de l’état supraconducteur à l’état normal. Ce TES a une 
température critique 𝑇𝑐 d’environ 105 mK, sa résistance normale 𝑅𝑁 est 
d’environ 160 mΩ et le TES est polarisé de manière à ce que son point de repos 
se situe à 0,25. 𝑅𝑁. Une petite variation de température autour de ce point de 
repos engendre une grande variation de sa résistance. b) caractéristique I(V) d’un 
TES montrant l’impact d’une élévation de sa température (tirets et pointillés).  
c) caractéristique P(V) d’un TES. On remarque que pour des tensions 
supérieures à ~ 25 nV le TES reste dans son état normal, alors que pour des 




Comme nous avons pu l’introduire auparavant, une variation de température au niveau du 
TES fait varier sa résistance électrique, c’est le principe de base de la détection avec un 
bolomètre. Or, comme tout élément résistif, le TES dissipe de l’énergie par effet Joule ce qui 
signifie qu’une variation de sa résistance impactera aussi sa température. On remarque alors 
qu’il y a une interaction Température ↔ Résistance tel un système bouclé, c’est la contre-
réaction électrothermique (Electro-Thermal Feedback – ETF) initiée par Irwin [56]. On peut 
comparer par analogie cette contre-réaction électrothermique à la contre-réaction électrique 
d’un amplificateur opérationnel, où son gain élevé A0 équivaut au coefficient de sensibilité 𝛼 
énoncé dans l’équation (3.1). Sous l’effet d’un rayonnement incident, le TES va voir sa 
température s’élever ce qui aura pour effet d’augmenter sa résistance car 𝛼 > 0. Si le TES est 
polarisé en tension, la puissance dissipée par effet Joule  𝑃 = 𝑈2 𝑅𝑇𝐸𝑆⁄  va diminuer, et le 
TES reviendra à son état d’équilibre quand le surplus de chaleur issu du rayonnement sera 
totalement évacué dans le bain thermique. On parle alors de contre-réaction 
électrothermique négative, car la variation de puissance Joule dissipée s’oppose à l’élévation 
de température qui lui a donné naissance. Dans le cas contraire où le TES est polarisé à 
courant constant, une augmentation de la résistance sous l’effet d’un rayonnement incident 
augmentera la puissance dissipée 𝑃 = 𝑅𝑇𝐸𝑆 × 𝐼
2, et conduira le TES vers l’emballement 
thermique. Cette contre-réaction électrothermique est dite positive, elle est très rarement 
utilisée du fait de son instabilité. 
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Comme le montre la Figure 3.3, pour polariser le TES en tension on fait circuler un 
courant de polarisation 𝐼𝐵𝐼𝐴𝑆 dans une résistance de shunt 𝑅𝑆𝐻 ( 𝑅𝑆𝐻 ≪ 𝑅𝐸𝑆𝑅 +  𝑅𝑇𝐸𝑆 avec 
𝑅𝐸𝑆𝑅 les résistances parasites de la boucle comprenant le bolomètre) placée en parallèle du 
TES. 
 
Les fluctuations de résistance issues du rayonnement incident vont engendrer de très 
faibles variations de courant (quelques µA voire nA). Compte-tenu de cette faible amplitude, 
il est nécessaire d’amplifier le signal au plus près du détecteur jusqu’à un niveau où il ne sera 
plus sensible aux perturbations électromagnétiques. L’amplificateur le plus adapté dans ce cas 
est le SQUID (Superconducting Quantum Interference Device). Le SQUID (voir  
section 3.2), aussi appelé « magnétomètre quantique de précision », consiste en un anneau 
supraconducteur couplé magnétiquement à l’inductance L (entrée du SQUID) du circuit de 
polarisation du TES. Le courant du bolomètre circulant dans L va créer un champ 
magnétique que le SQUID va convertir en tension. Cette tension est généralement trop faible 
pour être transmise directement aux amplificateurs à température ambiante sans dégradation 
du signal. Pour augmenter cette tension à froid (50 mK et 1,7 K), et donc améliorer le gain 




Fig. 3-3 : Circuit de polarisation du TES 
Figure 3.3. Circuit de polarisation du TES et son modèle équivalent de Thévenin. 
(a) Un courant 𝐼𝐵𝐼𝐴𝑆 circule dans la résistance de shunt 𝑅𝑆𝐻 (très inférieure 
à 𝑅𝐸𝑆𝑅 +  𝑅𝑇𝐸𝑆) et polarise en tension le TES. L’inductance 𝐿 symbolise 
l’inductance d’entrée du SQUID et 𝑅𝐸𝑆𝑅 représente les résistances parasites de la 
boucle comprenant le bolomètre. (b) Modèle équivalent de Thévenin de (a), 
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3.1.4. Réponse électrique et thermique du bolomètre TES 
 
Pour étudier les comportements électriques et thermiques d’un bolomètre, il est nécessaire 
de considérer le détecteur avec son circuit de polarisation tel que nous l’avons abordé dans la 
section précédente. Le système absorbeur/thermomètre/liaison thermique des bolomètres 






= −𝑃𝑏𝑎𝑡ℎ + 𝑃𝑗 + 𝑃𝑜𝑝𝑡𝑖𝑞𝑢𝑒 
(3.2) 
 
où 𝐶 est la capacité thermique du bolomètre (absorbeur + thermomètre), 𝑇 la température 
du bolomètre, 𝑃𝑏𝑎𝑡ℎ est la puissance de fuite du détecteur vers le bain thermique, 𝑃𝑗 la 
puissance électrique apportée par le circuit de polarisation, et 𝑃𝑜𝑝𝑡𝑖𝑞𝑢𝑒 la puissance optique 
incidente. 
 
De la même manière, on peut déduire du circuit de polarisation du TES, illustré en  






= 𝑉 − 𝐼𝑅𝐿 − 𝐼𝑅(𝑇, 𝐼) 
(3.3) 
 
où L est l’inductance d’entrée du SQUID, I le courant qui traverse le TES, 𝑉 = 𝐼𝐵𝐼𝐴𝑆𝑅𝑆𝐻 est 
la tension de la source équivalente de Thévenin, 𝑅𝐿 = 𝑅𝑆𝐻 + 𝑅𝑃𝐴𝑅 et 𝑅(𝑇, 𝐼) la résistance du 
TES dépendant de sa température et de son courant. 
 
Ces deux équations différentielles (3.2) et (3.3) sont étroitement liées, d’une part par la 
température T du TES et d’autre part par sa puissance Joule 𝑃𝑗 dépendant de R et I. 
Cependant, la résolution de ce nouveau système d’équations différentielles est très difficile 
car certains termes ne sont pas linéaires. En se restreignant à un régime « petits signaux » 
autour du point de polarisation (𝑅0, 𝐼0 et 𝑇0), on peut considérer que le système est linéaire 
et on peut alors décrire le TES selon le formalisme de K. Irwin [57] :  
 
La puissance thermique du TES évacuée vers le bain cryogénique suit une loi classique de 
transfert thermique où le transfert est proportionnel à la différence de température des deux 
corps : 
 𝑃𝑏𝑎𝑡ℎ = 𝐾(𝑇
𝑛 − 𝑇𝑏𝑎𝑡ℎ
𝑛 ) (3.4) 
 
où 𝐾 = 𝐺/(𝑛𝑇𝑛−1) est le coefficient de conduction, 𝐺 ≡ 𝑑𝑃𝑏𝑎𝑡ℎ/𝑑𝑇 la conductance 
thermique du détecteur, et 𝑛 une constante dont la valeur est : 
 
- 𝑛 = 0 ⇒ aucune dépendance en fonction de la température 
- 𝑛 = 1 ⇒ conduction thermique par les électrons 
- 𝑛 = 3 ⇒ conduction thermique par les phonons 
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Dans le cas des détecteurs TES de SAFARI, ce coefficient 𝑛 a été évalué à 2,5 ce qui signifie 
que les conductions thermiques sont majoritairement assurées par des phonons. 𝐾 et 𝑛 sont 
des constantes liées aux modes de transfert thermique entre le TES et le bain cryogénique. 
Elles dépendent donc de la géométrie des poutres qui assurent la liaison mécanique à faible 
couplage thermique (voir section 3.1.2). Pour l’analyse petits signaux autour de 𝑇0, 
l’équation (3.4) peut être simplifiée à 
 
 𝑃𝑏𝑎𝑡ℎ ≈ 𝑃𝑏𝑎𝑡ℎ0 + 𝐺𝛿𝑇 
(3.5) 
 
où 𝛿𝑇 = 𝑇 − 𝑇0 est la petite variation de température autour du point de fonctionnement 𝑇0. 
La puissance dissipée dans le bain thermique à l’équilibre est 𝑃𝑏𝑎𝑡ℎ0 = 𝑃𝐽0 + 𝑃𝑜𝑝𝑡𝑖𝑞𝑢𝑒 avec 
𝑃𝐽0  la puissance Joules dissipée dans le TES et 𝑃𝑜𝑝𝑡𝑖𝑞𝑢𝑒 la puissance optique incidente. 
 
Toujours dans le cadre d’une analyse petits signaux autour de R0, I0 et T0, l’expression de 




𝑅(𝐼, 𝑇) ≈ 𝑅0 + 𝛼 
𝑅0
𝑇0






où 𝛼   et 𝛽  sont deux grandeurs sans dimension qui caractérisent la dépendance de la 





































Dans le cas de SAFARI, les TES sont fabriqués à partir d’un alliage de titane et d’or (TiAu) 
ce qui donne un coefficient de variation de température à courant constant 𝛼 ≈ 100 et un 






















et ainsi déduire de l’équation précédente la puissance Joule dissipée par le TES autour de R0, 




2𝑅 ≈ 𝑃𝐽0 + 2𝐼0𝑅0𝛿𝐼 + 𝛼 
𝑃𝐽0
𝑇0







Grâce au formalisme d’Irwin, on peut aussi caractériser la réponse du TES sous 
différentes conditions de l’ETF. Tout d’abord, le gain de boucle, ou « force » de la contre-

































1 + ℒ 
 (3.14) 
 
Pour que l’ETF soit stable, il faut que la bande passante du circuit de polarisation  
1/(2𝜋(𝐿/𝑅𝐿)) soit supérieure à la bande passante thermique du TES donnée par 
1/(2𝜋𝜏𝑒𝑓𝑓). Selon Irwin, le rapport 𝑁 entre ces deux bandes passantes respectives doit 






≈ 5,8 (3.15) 
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Cette expression prend en compte les pôles électroniques et thermiques ainsi que la 
dépendance de la résistance en fonction de la température et de la polarisation. Pour un 
domaine de fréquence situé dans la bande passante du circuit de polarisation (où l’impédance 
𝑍𝐿 = 𝑗𝐿𝜔 est très petite) et dans le cas d’un TES polarisé en tension (𝑅𝐿 ≪ 𝑅0), l’expression 








On remarque dans ce cas que la réponse approximée du TES ne dépend plus que de sa 
tension de polarisation 𝐼0𝑅0. Elle est donc indépendante des caractéristiques techniques de 
fabrication du détecteur, des variations en température du bain thermique, du flux optique... 
Cette propriété est très intéressante pour le développement de matrices de TES.  
 
 
3.1.5. La sensibilité et la dynamique des TES 
 
La sensibilité des bolomètres en général dépend de différentes sources de bruit, bien 
souvent liées aux technologies du circuit de polarisation, de la chaîne de lecture ou bien du 
détecteur lui-même. Parmi ces sources de bruit, nous pouvons distinguer deux grandes 
familles : le bruit de photon du rayonnement électromagnétique incident et le bruit de 
phonons [58] de source thermique.  
 
La sensibilité des TES, ainsi que des détecteurs optiques en général, est exprimée en 
puissance équivalente de bruit (Noise Equivalent Power - NEP) donnée en 𝑊/√𝐻𝑧. La 
NEP est donc la plus petite puissance de signal détectable par un détecteur. 
 
Toute mesure optique est intrinsèquement limitée par le bruit de photon lié aux 
propriétés même du signal à analyser. Ce bruit provient des fluctuations quantiques du flux 
de photons incident. Il dépend principalement de la fréquence et de la puissance du 
rayonnement électromagnétique observé. Dans le cas de SAFARI couvrant la gamme de 
longueur d’onde [35 - 210 µm], la puissance optique du fond diffus cosmologique collectée 
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au foyer du miroir de 4,5 K est estimée à ~ 37 aW = 37.10-18 W par détecteur. Dans ce cas, le 




𝑁𝐸𝑃𝑝ℎ𝑜𝑡𝑜𝑛 ≈ √ℎ𝜈𝑃𝑜𝑝𝑡 ≈ 0,32 𝑎𝑊/√𝐻𝑧 = 3,2.10
−19  𝑊/√𝐻𝑧  (3.18) 
 
 
avec ℎ𝑣 l’énergie du photon. Pour SAFARI, l’objectif est que la sensibilité de l’instrument 
soit proche de ce bruit de photon. La puissance équivalente de bruit des détecteurs a donc 
été spécifiée à 0,4 𝑎𝑊/√𝐻𝑧 (objectif  à  0,2 𝑎𝑊/√𝐻𝑧). 
 
En condition de fonctionnement, le détecteur TES doit être polarisé, maintenu à 
température constante et ses signaux doivent être amplifiés. Tous ces facteurs sont des 
contributeurs de bruit pouvant altérer la sensibilité du TES. On y trouvera divers 
composantes de bruits (bruit de phonon, bruit de Johnson, bruits divers liés aux étages 
électroniques), toutes indépendantes les unes des autres. Pour répondre aux exigences de 
SAFARI en matière de sensibilité, cette contribution totale de bruit ne devra pas excéder le 
bruit de photon que nous avons décrit précédemment.  
 
Les principales sources de bruit dans un bolomètre de manière générale sont d’origine 
thermique. En effet, la fluctuation des « porteurs de charges thermiques », identifiés comme 
étant des phonons, génère un bruit thermique. On parle de bruit de phonons. Sa puissance 
équivalente en bruit est √4𝑘𝐵𝛾𝑇𝑐2𝐺, avec 𝑘𝐵 la constante de Boltzmann, 𝛾 un facteur 
correctif sans unité qui varie entre 0,5 et 1 et qui exprime l’écart de température entre le bain 
et le TES (car 𝑇 > 𝑇𝑏𝑎𝑡ℎ à cause de la puissance Joule du TES dissipée par la polarisation), 
𝑇𝑐 la température critique du TES et G la conductance thermique. Le bolomètre est aussi 
impacté par le bruit thermique des résistances électriques. Ce bruit blanc gaussien (pour 
f < GHz) est dû à l’agitation thermique des porteurs de charge, on le nomme bruit de 
















avec 𝐼𝑛 le bruit intrinsèque du détecteur (𝐼𝑛 ≪ 4𝑘𝐵𝑇𝑐/𝑅0) et 𝑆 la réponse fréquentielle en 
courant du TES (cf. équation (3.17)). La contre-réaction électrothermique réduit le bruit de 
Johnson dans la bande passante du TES définie par 𝜏 = 𝐶/𝐺, et ceci d’autant plus que la 
contre-réaction est forte (i.e. ℒ ≫ 1). Le bruit du TES dans sa bande passante est donc 
dominé par le bruit de phonons : 
 
64 CHAPITRE 3. La chaîne de détection de SAFARI 
 
 
𝑁𝐸𝑃 (0 < 𝑓 <
1
2𝜋𝜏
) ≈ √4𝑘𝐵𝛾𝑇𝑐2𝐺 
(3.20) 
   
Un TES est aussi caractérisé par sa dynamique, autrement dit le rapport entre la variation 











  . (3.21) 
 
avec 𝑟 = 𝑅𝑇𝐸𝑆/𝑅𝑛 définissant le point de repos (𝑟 = 0,25 dans le cas de SAFARI) et 𝑅𝑛 la 
résistance normale du TES, 𝑃𝑏𝑎𝑡ℎ la puissance thermique du TES définie en équation (3.4). 
Pour une technologie de TES donnée avec son 𝑁𝐸𝑃 et 𝑃𝑏𝑎𝑡ℎ, on remarque que pour 
augmenter la dynamique il faut diminuer le point de repos 𝑅𝑇𝐸𝑆. Sur la Figure 3.2 (en  
page 57), cela se traduit sur la caractéristique 𝑅(𝑇) par une descente du point de repos dans 
la transition, ou alors sur la courbe 𝐼(𝑉), par un décalage du point de repos vers la gauche 
(diminution de 𝑉𝑇𝐸𝑆). Cette opération est délicate car si on diminue trop le point de 
polarisation, comme par exemple avec une tension 𝑉𝑇𝐸𝑆 ~ 5 𝑛𝑉 sur la courbe 𝐼(𝑉) de la 
Figure 3.2,  le TES risque de chuter dans son état supraconducteur. Dans ce cas, l’ETF du 
TES n’est plus assuré car 𝑃𝐽0 = 0. Dans ce cas, plusieurs solutions sont à l’étude pour sortir 
le TES de son état supraconducteur, comme par exemple lui transmettre un courant élevé de 
manière à dépasser son courant critique 𝐼𝐶 , le soumettre à un champ magnétique supérieur à 
son champ critique BC ou bien le coupler à une résistance chauffante. 
 
 
3.1.6. Les bolomètres TES de SAFARI 
 
Les détecteurs TES de SAFARI sont développés aux laboratoires SRON (Pays-Bas) et 
Cavendish de Cambridge (Royaume-Uni). Le SRON a en charge le développement des 
matrices de bolomètres SW et MW, tandis que Cambridge développe la matrice LW. Deux 
prototypes de matrice de TES sont illustrées en Figure 3.4. Les TES des matrices SW et MW 
sont fait à base de titane et d’or (TiAu) et la matrice LW utilise le molybdène et l’or (MoAu). 
Le SRON ainsi que Cambridge ont tous deux mesuré des NEP de 4.10−19 𝑊/√𝐻𝑧 (mesure 
pour un pixel avec 𝑇𝑐 ~ 100 mK et 𝑇𝑏𝑎𝑡ℎ = 50 mK), ce qui signifie que leurs TES atteignent 
déjà la spécification de sensibilité de SAFARI.  
 




Fig. 3-4 : Prototypes de matrice de détecteurs LW et SW 
Figure 3.4. Prototypes de matrice de détecteurs LW et SW. La matrice LW 
(gauche) développée à Cambridge compte actuellement 384 pixels et la matrice 




Afin d’atteindre une sensibilité de 2.10−19 𝑊/√𝐻𝑧, le laboratoire SRON mène de 
nombreuses recherches sur le design des détecteurs et leur implémentation matricielle. En 
effet, nous avons vu que la conductivité thermique des poutres requise est de 
 𝐺 = 0,2 𝑝𝑊/𝐾. Avec une géométrie classique à poutres en diagonale (Figure 3.5 a) et b)) 
d’environ 400 µm × 1 µm et de 250 nm d’épaisseur, la conductance thermique est limitée 
à 0,34 𝑝𝑊/𝐾 (pour les matrices SW et LW). Le SRON a imaginé deux nouvelles géométries 
de poutres alternatives. Elles sont illustrées en Figure 3.5. La géométrie en « anneaux » 
(Figure 3.5 e) et f)) permettrait d’atteindre des conductances très faibles inférieures 
à 0,13 𝑝𝑊/𝐾. Ce dernier design a malheureusement été abandonné à cause des problèmes 
de résistance aux vibrations et sa forte inertie thermique. La géométrie à poutres parallèles 
(Figure 3.5 c) et d)), permet quant à elle l’utilisation de poutres de plus de 2 mm de long avec 
des conductances mesurées pouvant descendre jusqu’à 0,13 𝑝𝑊/𝐾. Malgré une 
augmentation de leur fragilité due à la longueur des poutres, cette solution représente la 
meilleure alternative pour atteindre une sensibilité optimale. En attendant les améliorations 
liées à leurs contraintes mécaniques, le design classique à poutres diagonales reste pour le 
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Fig. 3-5 : Les trois propositions de design de détecteur TES 
Figure 3.5. Les trois propositions de design de détecteur. a) Design à poutres en 
diagonale, b) exemple de matrice 12 × 12 pixels à poutres en diagonale, c) design 
à poutres parallèles, d) exemple de matrice 12 × 12 pixels à poutres parallèles, e) 
design « en anneaux », f) exemple de matrice 12 × 12 pixels avec la configuration 
anneau. 
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Un second aspect critique lié aux performances des TES est leur efficacité d'absorption 
des photons incident. La surface d'absorption effective d'une matrice de détecteurs étant très 
faible par rapport à sa surface totale, il est indispensable de collecter et de concentrer les 
rayonnements vers les détecteurs. Pour cela, on place le TES entre un cornet et une cavité 
réfléchissante telle la configuration illustrée en Figure 3.6. L'efficacité de ce procédé est 
illustrée en Figure 3.7. Le couplage optique cornet/absorbeur/cavité permettant une 
adaptation en impédance optimale est très complexe et nécessite de nombreuses simulations 
qui sont toujours en cours dans le cadre de SAFARI. L'efficacité d'absorption des détecteurs 




Fig. 3-6 : Implémentation d'un matrice de TES 
Figure 3.6. La matrice de TES est placée entre une matrice de cornets et une base 
composée de cavités réfléchissantes. Le cornet (A) concentre le rayonnement sur 
l'absorbeur du détecteur (B). Tout rayonnement non absorbé est ensuite réfléchi 
sur l'autre face du détecteur grâce à une cavité non-résonante (C).  
(Crédits : SRON). 
 
 
Fig. 3-7 : Puissance optique absorbée vs puissance incidente d'un absorbeur 
Figure 3.7. Puissance optique absorbée en fonction de la puissance incidente 
d'un absorbeur de 200 µm de côté, pour deux distances d'espacement cornet-
absorbeur (Crédits : SRON). 
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3.1.7. L’effet « weak-link » 
 
Les détecteurs TES peuvent être polarisés en tension continue (DC pour Direct Current) 
ou alternative (AC pour Alternating Current). Dans le cas de SAFARI, les contraintes liées au 
multiplexage (voir section 3.3) font que les TES sont alimentés par une tension alternative. 
Un des principaux avantages de cette méthode est qu’elle permet de s’affranchir du bruit en 





Fig. 3-8 : Mesure du NEP d’un TES polarisé en DC et en AC 
Figure 3.8. Mesure de la puissance équivalente de bruit d’un TES polarisé en DC 
et en AC. En polarisation DC, la sensibilité du TES est limitée par le bruit en 1/f 
de la chaîne de lecture (contribution principalement due au SQUID), ce qui n’est 
pas le cas en polarisation AC. La NEP est ici de (4,8 ±  0,2). 10−19 𝑊/√𝐻𝑧. 
(Crédits : SRON) 
 
Outre les performances en termes de puissance équivalente de bruit, les caractéristiques 
des TES polarisés en DC et en AC sont en général comparables. Cependant, durant une 
campagne de caractérisation de TES à faible NEP polarisés en AC, le SRON a observé 
d'importantes non-linéarités dans leurs caractéristiques I(V) et P(V) (cf. Figure 3.9 a) et b)). 
Ces déformations sont très critiques car elles biaisent la mesure de la puissance optique 
incidente et donc du signal scientifique.  
 
Lorsque le bolomètre est soumis à un champ magnétique, son courant critique IC évolue 
et décrit un motif de Fraunhofer (Figure 3.9 c), motif très caractéristique des jonctions 
Josephson (l'effet Josephson est décrit en section 3.2). Selon le GFSC (NASA) [60], ces 
jonctions seraient dues aux contacts poutre/TES/poutre car les poutres supraconductrices 
ont leur température critique plus élevée que celle du TES. Cela signifie que lorsque le TES 
est dans sa zone de transition, les poutres sont à l’état supraconducteur. On a donc une 
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structure supra/transition/supra et donc une jonction Josephson lorsque la transition est 





Fig. 3-9 : Caractéristique I(V) et P(V) d’un TES et effet du champ magnétique 
Figure 3.9. Caractéristique I(V) (a) (Vbias est la tension générée et non celle aux 
bornes du TES) et P(V) (b) d’un TES pour différentes températures de bains 
cryogéniques. Les irrégularités de forme ondulatoire présentes dans ces 
caractéristiques sont dues à l’effet weak-link du TES. c) Une variation du champ 
magnétique appliqué au TES modifie la valeur de son courant critique IC. On 
remarque que le courant critique décrit un motif de Fraunhofer, comportement 
très caractéristique des jonctions Josephson [61]. (Crédits : SRON) 
 
 
Pour modéliser ce phénomène, nous allons décrire le TES par un modèle RSJ (Resistively 
Shunted Junction) initié par Mc-Cumber [62] et Stewart [63] et illustré en Figure 3.10, où la 
résistance du TES est modélisée par une jonction Josephson parfaite, associée en parallèle à 
la résistance normale RN du TES et I(t) le courant traversant le TES et le weak-link. 
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Fig. 3-10 : Modèle RSJ d'une jonction Josephson adapté aux TES 
Figure 3.10. Modèle RSJ (Resistively Shunted Junction) d'une jonction Josephson 
adapté aux TES [64] 
 
Le courant I(t) est décrit par les deux équations de Josephson : 
 
 

















avec 𝜑 la différence de phase des fonctions d'onde des deux supraconducteurs, 𝐼𝑐 le courant 
critique du TES, 𝑅𝑁 sa résistance normale, ℎ la constante de Planck et 𝑒 la charge d'un 
électron1. Selon l'équation (3.23) et pour un TES polarisé par une 
tension 𝑉(𝑡) =  𝑉𝑝𝑘 sin𝜔0𝑡, on constate que la dérivée partielle de 𝜑 oscille à la pulsation 
𝜔0 ce qui signifie que 𝜑 oscillera lui aussi à la même pulsation mais avec un déphasage 
de 𝜋/2. Le courant total 𝐼(𝑡) est donc composé de la superposition d'un supercourant et 
d'un courant normal traversant la jonction. 
 
L'impédance du TES peut être exprimée sous la forme complexe [65] :  
 
 
𝑍𝑇𝐸𝑆 = 𝑅𝑇𝐸𝑆 + 𝑗𝑋𝑇𝐸𝑆 =
𝜔Φ0
𝜋
∫𝜑(𝑡)(cos𝜔0𝑡 + 𝑗 sin𝜔0𝑡)𝑑𝑡 
(3.24) 
 
avec 𝑅𝑇𝐸𝑆 la résistance et 𝑋𝑇𝐸𝑆 la réactance du TES en polarisation AC, et Φ0 le quantum de 
flux de la jonction Josephson. La puissance Joule du TES, nécessaire à l'équilibre 
électrothermique et définie par 𝑃𝑗 = 𝑅𝑇𝐸𝑆𝐼𝑇𝐸𝑆
2 = 𝑃𝑏𝑎𝑡ℎ − 𝑃𝑜𝑝𝑡, est fonction de 𝑅𝑇𝐸𝑆 tandis 
que le courant traversant le TES est quant à lui fonction de l'impédance totale 𝑍𝑇𝐸𝑆. La 
mesure du courant permettant de déduire 𝑃𝑜𝑝𝑡 est donc biaisée par la réactance 𝑋𝑇𝐸𝑆. 
Cependant, nous avons vu que cette composante, engendrée par le supercourant circulant 
dans le TES, est déphasée de 𝜋/2 par rapport au courant normal (quadrature de phase). 
Cette caractéristique est la clé du problème car il est possible de s’affranchir de cette 
composante grâce à un système de lecture adapté basé sur une décomposition en quadrature 
                                                 
1 Charge d'un électron : 𝑒 = −1.602.10−19 C 
CHAPITRE 3. La chaîne de détection de SAFARI 71 
 
 
de phase du signal. Nous aborderons en détail cette technique de « correction » de l'effet 
weak-link dans les chapitres suivant. 
 
La Figure 3.11 illustre l'effet du weak-link observé lors d'une caractérisation I(V) d'un 
TES. Une fois paramétré, le système de lecture à quadrature de phase permet de séparer les 
deux composantes du courant du TES, et de ne garder que l'image du courant normal 
permettant de remonter à la puissance optique incidente. On peut voir notamment que la 
prédiction du modèle RSJ utilisé pour analyser le comportement TES/weak-link correspond 
relativement bien à la caractéristique I(V). L'amplitude du modèle est environ 3 fois 
inférieure à celle de la mesure car le modèle est basé sur une jonction Josephson idéale, ce qui 
n'est bien sûr pas le cas d'un TES réel.  
Il est à noter aussi que les performances des détecteurs sont affectées par cet effet weak-link. 
Un système de compensation efficace est donc primordial pour lire les TES. 
 
 
Fig. 3-11 : Effet weak-link sur les composantes I et Q du courant du TES 
Figure 3.11. Mesures du courant du TES décomposé en quadrature de phase 
après « correction » : la composante « in-phase » est l'image du courant normal,  
la composante « 𝜋/2 out-phase » (quadrature) est l'image du supercourant 
engendré par la réactance du TES. Les oscillations apparaissent sur cette dernière 
composante et non sur la première. Le weak-link n'a d'effet que lorsque le TES 
est dans sa transition supraconductrice, ce qui conforte la théorie de jonction 
Josephson. (Crédits : SRON) 
 
Nous avons vu que pour être stable électrothermiquement, un TES doit être polarisé en 
tension. Sa sensibilité est caractérisée par sa puissance équivalente en bruit (NEP) et est 
principalement fonction de sa température critique, de la longueur des poutres et de la 
température du bain thermique. Pour des raisons technologiques, le principal levier pour 
améliorer la sensibilité des TES est de diminuer la conductance thermique vers le bain. 
Plusieurs géométries de détecteur ont pour cela été proposées. Enfin, l'effet weak-link des 
TES peut être compensé à la lecture grâce à une technique spécifique que nous détaillerons 
dans les chapitres suivant. 
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3.2. Le SQUID 
 
Les SQUIDs (Superconducting QUantum Interference Device) sont parmi les dispositifs 
les plus sensibles pour mesurer des champs magnétiques, c’est pour cela qu’on les qualifie de 
« magnétomètres de précision ». Basés sur une technologie supraconductrice, ils sont 
capables de convertir de très faibles variations de flux magnétique, de l’ordre de  
10−15 Weber [66], en signal électrique mesurable. Compte-tenu du fait qu’un courant 
circulant dans une inductance génère un champ magnétique, un assemblage 
bobine + SQUID (couplés magnétiquement) donnera un amplificateur transimpédance 
courant/tension de grande sensibilité. Pour la suite, nous emploierons le terme SQUID pour 
qualifier cet ensemble. 
 
 
3.2.1. Contraintes liées à la lecture des TES 
 
Les détecteurs TES que nous avons décrit dans la section précédente sont polarisés en 
tension et le signal « utile » à lire est le courant qui les traverse. L’amplitude de ce courant est 
très faible (quelques µA voire nA), il doit donc être amplifié. Pour cela, l’étage d’amplification 
doit avoir une impédance d’entrée faible par rapport à l’impédance des TES pour ne pas 
perturber le circuit de polarisation en tension et il doit être placé au plus près des détecteurs 
pour ne pas dégrader le rapport signal à bruit. Pour pouvoir placer cet amplificateur au même 
étage de température que les TES sa puissance dissipée doit être suffisamment faible  
(𝑃 < 500 𝑝𝑊) pour ne pas apporter une charge thermique trop importante aux cryostats. Le 
SQUID remplit parfaitement ces critères, il va donc constituer le premier étage 
d’amplification de notre chaîne de lecture.  
 
 
3.2.2. Quantification du flux à travers une boucle supraconductrice 
 
Un SQUID est composé d'un anneau supraconducteur interrompu par une ou deux 
barrières isolantes fines, généralement de l'oxyde de quelques nm. Ces transitions 
supra/isolant/supra vont former des jonctions Josephson. Le fonctionnement d'un SQUID 
repose à la fois sur l'exploitation de l'effet Josephson sur ces jonctions et la quantification du 
flux dans un anneau supraconducteur.  
 
Dans un matériau supraconducteur dont la température est inférieure à 𝑇𝑐, une grande 
partie des électrons libres vont s’associer pour former ce que l’on appelle des paires de 
Cooper [67]. On peut alors considérer un anneau supraconducteur comme étant dans un état 
cohérent de la matière où toutes ses paires de Cooper seront dans le même état quantique et 
auront une fonction d'onde unique 𝜓(𝑟) = |𝜓(𝑟)|𝑒𝑖𝜙(𝑟). Le terme |𝜓(𝑟)| est le module de 
fonction d’onde et la phase 𝜙(𝑟) est définie modulo 2𝜋 sur l'anneau supraconducteur. La 
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circulation de cette phase le long de l'anneau est fonction du flux magnétique qui le traverse 
[68] qui, en conséquence, est quantifié. Cette condition de quantification est donnée par : 
 
 







avec ?⃗?  le vecteur d'induction magnétique, 𝑛 un entier, ℎ la constante de Planck, 𝑒 le module 
de la charge d'un électron et 𝑆 la surface délimitée par le contour 𝒞 (Figure 3.12). 𝑛 étant un 
entier, le flux d'un champ magnétique traversant un anneau supraconducteur est un multiple 






= 2,07.10−15  𝑊𝑏 
(3.26) 
 
La condition de quantification de flux, exprimée en équation (3.25), impose que le flux 
traversant l'anneau soit un multiple de 𝜙0. Si un flux magnétique externe non multiple de 𝜙0 
est appliqué, un courant de surface s'établira le long de la paroi interne de l'anneau de 
manière à maintenir le flux total inchangé et donc multiple de 𝜙0. C’est le principe de la 




Fig. 3-12 : Flux magnétique à travers un anneau supraconducteur 




3.2.3. L'effet Josephson 
 
Dans le cas des SQUIDs, l’effet Josephson s’applique au niveau des jonctions Josephson, 
c’est-à-dire là où une nano-portion de l’anneau supraconducteur est remplacé par un 
matériau isolant électriquement. Cette isolation ne devrait normalement pas laisser circuler de 
courant, or B. Josephson remarqua le contraire en 1974 [69] et donna son nom à cette 
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jonction. En effet, comme le montre la Figure 3.13, un courant I peut parcourir le SQUID de 
part et d’autre. Cette polarisation en courant ne peut avoir lieu que si la taille des jonctions 
n’excède pas la longueur de cohérence des paires de Cooper1 notée 𝜉 (de quelques nm).  
 
 
Fig. 3-13 : Schéma de principe d’un SQUID-dc 
Figure 3.13. Schéma de principe d’un SQUID montrant un anneau 
supraconducteur interrompu par deux jonctions de Josephson et polarisé par un 
courant constant I. Une variation du flux magnétique traversant l’anneau 
engendre une différence de potentiel aux bornes de celui-ci. 
 
 
Si le courant 𝐼𝐽 traversant une jonction est inférieur au courant critique 𝐼𝑐 de celle-ci, les 
paires de Cooper la traverseront par effet tunnel sans développer de tension à ses bornes. Ce 
courant est par ailleurs fonction de la différence de phase 𝜃 des fonctions d’ondes aux bornes 
de la jonction et est donné par la première relation de Josephson : 
 
 𝐼𝐽 = 𝐼𝑐 sin 𝜃. 
(3.27) 
 
En revanche si ce courant 𝐼𝐽 dépasse le courant critique, alors une différence de potentiel 
apparaîtra aux bornes de la jonction. Elle est donnée par la seconde relation de Josephson :  
                                                 
1 C’est la taille sur laquelle s’étend une paire de Cooper, ou encore la distance qu’il faut pour que l’onde 
supraconductrice se développe. 













Comme nous avons pu le voir au sujet de l’effet weak-link du TES, une jonction Josephson 
peut être modélisée grâce à un modèle RSJ composé cette fois-ci de trois éléments en 
parallèles : le courant de paires de Cooper (donné par l’équation (3.27)), le courant de quasi-
particules (électrons libres) et le courant lié à la capacité intrinsèque de la jonction. L’équation 
qui relie le courant de polarisation 𝐼𝐽 à la tension 𝑉 aux bornes de la jonction est donné par : 
 
 









avec 𝐼𝑐 le courant critique de la jonction et 𝑅 sa résistance normale. La résolution de cette 
équation permet de remonter à la dépendance de la valeur moyenne de la tension 𝑉en 
fonction de 𝐼𝐽 et fait apparaître deux types de comportement en fonction du coefficient de 










Ce coefficient définit la nature hystérétique (pour 𝛽𝑐 > 1) ou non-hystérétique (pour 𝛽𝑐 ≤ 1) 
de la caractéristique 〈𝑉〉 = 𝑓(𝐼𝐽) du SQUID. Ce comportement est fonction de la capacité 
intrinsèque de la jonction. Cependant, si le SQUID présente une hystérésis, il est possible de 
l’annuler en faisant varier la température (car 𝐼𝑐 est fonction de la température) ou en 
déposant une résistance de shunt aux bornes de la jonction pour réduire 𝑅 [71]. 
 
 
3.2.4. Caractéristiques du SQUID-dc 
 
Le nombre de jonction de Josephson défini deux types de SQUID : le SQUID-rf est 
utilisé pour la radio fréquence et ne possède qu'une seule jonction, le SQUID-dc est quant à 
lui plutôt utilisé pour de plus basses fréquences et dispose de deux jonctions, généralement 
identiques, non hystérétiques et placées symétriquement sur l'anneau par rapport aux points 
d'alimentation. Le SQUID-rf ne sera pas traité dans ce manuscrit, nous utiliserons le terme 
SQUID pour parler des SQUID-dc.  
Pour synthétiser ce que nous venons de décrire dans le cas des SQUID-dc, nous 
considérerons le SQUID comme étant soumis à un flux magnétique externe Φ𝑎 multiple 
de Φ0. L'effet de quantification de flux que nous avons introduit précédemment, implique 
dans ce cas qu'il n'existe pas de courant permanent circulant autour de l'anneau. Le courant 𝐼  
(Figure 3.13) se sépare donc en deux courants 𝐼𝐽 égaux. On rappelle qu'une tension apparaît 
aux bornes des jonctions quand ce courant dépasse leur courant critique 𝐼𝑐, donc 
pour 𝐼 ≥ 2𝐼𝑐. Si Φ𝑎 n'est plus un multiple de Φ0, alors un courant permanent 𝑖 circule dans 
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l'anneau. Suivant le sens de circulation de ce courant 𝑖, celui-ci s'opposera au courant dans 
une des jonctions et renforcera le courant dans l'autre jonction, développant ainsi une tension 
dès lors que 𝐼𝐽 = 𝐼/2 + 𝑖 ≥ 𝐼𝑐. La caractéristique I(V) d'un SQUID en fonction de son 
courant de polarisation est illustrée en Figure 3.14.a). On remarque que cette réponse est de 
forme « sinusoïdale » pour un courant de polarisation optimal de 150 - 160 µA, on cherchera 




Fig. 3-14 : Caractéristique I(V) et schéma d'un SQUID 
Figure 3.14. a) Caractéristique I(V) d'un SQUID-dc en fonction de son courant de 
polarisation [72]. La réponse est de forme « sinusoïdale » pour un courant de polarisation 
optimale de 150 − 160 𝜇𝐴. b) Représentation schématique classique d'un SQUID. Ici le 
SQUID dispose de deux inductances couplées magnétiquement à l'anneau supraconducteur, 
l'une recueille le signal d'entrée et l'autre apporte un signal de contre réaction pour linéariser 
la caractéristique du SQUID (voir section 3.5). 
 
 
3.2.5. Les SQUIDs utilisés pour SAFARI 
 
La Figure 3.15 illustre l’architecture de l’étage d’amplification à SQUIDs développé par 
l'entreprise PTB (Allemagne) pour l’instrument SAFARI. Le concept de base s’appuie sur 
l’utilisation de deux étages de SQUIDs situés à des températures différentes. Le premier 
étage est placé à la même température que les TES (50 mK). Pour ne pas dégrader les 
performances des TES, cet étage, dit de « front-end », doit présenter une très faible 
impédance d’entrée (perturbation minime de la polarisation des TES), une faible puissance 
dissipée (perturbation du bain thermique limitée à quelques 𝑛𝑊) ainsi qu’un faible niveau de 
bruit (performances en bruit des TES). L’amplification de ce premier étage étant limité par sa 
dissipation thermique, il est nécessaire d’implémenter un second étage amplificateur à l’étage 
thermique suivant à 1,7 K. Pour cela, une matrice de 160 × 4 SQUID séries/parallèles a été 
développée. Les entrées et sorties de cet étage sont différentielles afin d’éliminer tout 
problème de bruit de mode commun dû à la structure du satellite, ce dernier transportant les 
signaux de l'étage SQUIDs à 1,7 K, jusqu’à l’amplificateur bas-bruit (Low Noise Amplifier – 
LNA) à 136 K. 
 





Fig. 3-15 : Configuration de l’amplificateur à SQUIDs de SAFARI 
Figure 3.15. (haut) Configuration de l’amplificateur à SQUID de SAFARI. Cette 
fonction d’amplification est constituée de 2 étages à 2 températures de bain 
différentes (50 mK et 1,7 K). L’ensemble des spécifications de la chaîne de 
lecture, que nous aborderons par la suite, sera définie par le SQUID front-end à 
50 mK. (bas gauche) Layout du SQUID front-end à 50 mK. (bas droite) Layout 
du second étage de SQUIDs à 1,7 K composé d’une matrice 160 × 4 SQUIDs 
en configuration série/parallèle [73]. 
 
3.3. Le multiplexage 
 
Dans la section précédente, nous avons analysé le premier étage de lecture et 
d'amplification de la chaîne de détection. Nous avons vu que l'une des contraintes liées au 
choix des SQUIDs est la puissance dissipée dans le bain thermique des TES. Cette contrainte 
est très critique et prend d'autant plus d'importance pour la lecture de grandes matrices de 
détecteurs. Pour lire l’ensemble des 3 500 TES individuellement, un minimum de 7 000 
« fils » serait nécessaire. Une telle configuration introduit une charge thermique bien trop 
importante dans le cryostat. Pour pallier à ces problèmes, il est nécessaire de multiplexer le 
contrôle et la lecture des détecteurs. Le multiplexage consiste à assembler plusieurs signaux 
dans un seul signal composite à partir duquel les signaux d'origine peuvent être restitués. On 
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distingue aujourd'hui trois principales techniques de multiplexage : le multiplexage temporel 
[74], le multiplexage fréquentiel [75] et le multiplexage par code [76]. 
 
3.3.1. Le multiplexage temporel (TDM) 
 
Le multiplexage temporel [72] (Time Division Multiplexing – TDM) est l'une des 
techniques de multiplexage les plus matures. Elle consiste à lire les détecteurs les uns après 
les autres de manière séquentielle. Le terme séquentiel induit cependant la notion 
d'échantillonnage. En effet, pour lire un canal contenant 𝑁 détecteurs il faut que la fréquence 
d’échantillonnage du convertisseur analogique-numérique (ADC) soit 𝐹𝑠 > 2𝑁𝑓𝑚𝑎𝑥 , où 𝑓𝑚𝑎𝑥 
est la bande passante des détecteurs. En termes de rapport signal-sur-bruit, le bruit de 
recouvrement des étages d'amplification augmente en √𝑁 à l’échantillonnage, ce qui dégrade 
la dynamique de la chaîne de lecture [77]. La méthode TDM nécessite donc une chaîne de 
détection √𝑁 fois moins bruyante que pour la lecture d’un seul détecteur. Ce critère 
représente la principale limitation du TDM. 
 
Une architecture classique TDM est illustrée en Figure 3.16. Le multiplexage en temps 
peut être mis en œuvre en modulant soit le signal de polarisation des TES soit le courant de 
polarisation des SQUID. Dans cette figure, et dans la majorité des cas, c'est l'alimentation du 
SQUID qui est modulée. La puissance thermique dissipée par une telle architecture provient 
donc majoritairement de la dissipation des SQUIDs. Or comme chaque SQUID est polarisé 
avec un rapport cyclique égal à 1/𝑁, l'énergie totale dissipée par 𝑁 SQUIDs identiques dans 
un canal équivaut à celle d'un seul SQUID alimenté en permanence. 
 
Fig. 3-16 : Architecture de multiplexage TDM 
Figure 3.16. Architecture de multiplexage TDM dans laquelle un SQUID est 
associé à chaque détecteur, avec 𝐼𝐼𝑁𝑛𝑚 le courant du 𝑛
è𝑚𝑒 détecteur dans le  
canal 𝑚. Dans cette matrice, les lignes de SQUIDs sont polarisées 
séquentiellement par des interrupteurs et les colonnes représentent des canaux 
dont la sortie composite est 𝑉𝑂𝑈𝑇𝑚𝑢𝑥𝑚 . 
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3.3.2. Le multiplexage fréquentiel (FDM) 
 
Le multiplexage fréquentiel (Frequency Division Multiplexing - FDM) consiste à répartir 
de manière fréquentielle les informations des détecteurs en leur attribuant à chacun une 
porteuse. Pour ce faire, les signaux « basse fréquence » des détecteurs doivent être modulés 
par leur porteuse respective de fréquence 𝑓𝑘 puis être sommés pour générer le signal 
composite. Ce dernier devra ensuite être démodulé pour en extraire les signaux de chaque 
TES. La somme de 𝑁 signaux modulés, correspondant à la lecture de 𝑁 détecteurs, voit son 
amplitude augmenter en ∝ √𝑁, ce qui impose des contraintes fortes sur la dynamique du 
SQUID. En revanche, l'avantage de ce multiplexage est que le bruit généré n'est pas (ou très 
peu) fonction du nombre de détecteurs à multiplexer contrairement au TDM à cause du 
repliement de spectre. Pour ce qui est du bilan thermique, il dépend essentiellement de la 
dissipation du SQUID d'amplification, il est donc du même ordre que celui du TDM. La 
principale limitation du FDM provient donc de la dynamique du SQUID et de sa bande 
passante combinée à celle du système de lecture. Une architecture classique de la FDM est 
illustrée en Figure 3.17. 
 
 
Fig. 3-17 : Architecture de multiplexage FDM 
Figure 3.17. Architecture de base du multiplexage FDM. Chaque détecteur TES, 
est associé à un circuit LC, formant donc un filtre RLC résonant. Chaque RLC 
est accordé à une fréquence porteuse 𝑓𝑁 = 𝜔𝑁/2𝜋. Lorsqu'un rayonnement 
optique est absorbé par le TES, celui-ci voit sa résistance varier et module donc 
l'amplitude du courant de la porteuse qui le traverse. Seul un SQUID est 
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3.3.3. Le multiplexage par code (CDM) 
 
La technique de multiplexage par code (Code Division Multiplexing - CDM) est bien plus 
récente que la TDM et la FDM, et est donc moins mature. Elle est illustrée en Figure 3.18. 
Tout comme pour la TDM, les détecteurs sont polarisés en permanence et couplés chacun à 
un SQUID. Cependant, ce couplage est tantôt positif, tantôt négatif (grâce au sens 





1 −1 −1 −1
1 1 −1 1
1 1 1 −1




Les signaux des TES sont encodés grâce au signe des couplages TES-SQUID selon la 
matrice (3.31). Chaque SQUID est lu de manière séquentielle, tout comme en TDM, mais 
leur signaux de sortie sont composés des signaux provenant des 𝑁 TES. Par exemple en 
Figure 3.18, l'instant 𝑡1 correspond à la lecture de la première ligne, celle-ci est donc polarisée 
(𝐼𝑎𝑑1 = on,  𝐼𝑎𝑑2..4 = off ) et le signal composite en sortie de SQUID est égal à 
 𝑇𝐸𝑆1 − 𝑇𝐸𝑆2 − 𝑇𝐸𝑆3 − 𝑇𝐸𝑆4. Une fois les quatre lignes parcourues, le résultat de la 




𝑇𝐸𝑆1 − 𝑇𝐸𝑆2 − 𝑇𝐸𝑆3 − 𝑇𝐸𝑆4
𝑇𝐸𝑆1 + 𝑇𝐸𝑆2 − 𝑇𝐸𝑆3 + 𝑇𝐸𝑆4
𝑇𝐸𝑆1 + 𝑇𝐸𝑆2 + 𝑇𝐸𝑆3 − 𝑇𝐸𝑆4
𝑇𝐸𝑆1 − 𝑇𝐸𝑆2 + 𝑇𝐸𝑆3 + 𝑇𝐸𝑆4
). (3.32) 
 
Pour démoduler, et donc extraire l'information de chaque TES, il suffit de multiplier ce 





1 1 1 1
−1 1 1 −1
−1 −1 1 1
−1 1 −1 1
) × (
𝑇𝐸𝑆1 − 𝑇𝐸𝑆2 − 𝑇𝐸𝑆3 − 𝑇𝐸𝑆4
𝑇𝐸𝑆1 + 𝑇𝐸𝑆2 − 𝑇𝐸𝑆3 + 𝑇𝐸𝑆4
𝑇𝐸𝑆1 + 𝑇𝐸𝑆2 + 𝑇𝐸𝑆3 − 𝑇𝐸𝑆4









L'avantage de cette technique est qu'elle ne replie pas de bruit dans sa bande utile car tous les 
détecteurs sont lus en permanence. La bande passante du SQUID nécessaire pour 
multiplexer 𝑁 pixels reste donc la même que si on en multiplexait un seul. 
 




Fig. 3-18 : Architecture de multiplexage CDM 
Figure 3.18. Architecture du multiplexage CDM pour 4 TES. La polarisation des 
SQUID est séquentielle (comme la TDM) mais le signal de sortie de chaque 
SQUID contient les signaux des 𝑁 TES. Chaque SQUID doit donc disposer de 
𝑁 bobines d'entrée. La démodulation utilise la matrice de Walsh (symbolisée par 
les couplages 1 et -1). 
 
 
3.4. La FDM appliquée à SAFARI 
 
 
Le type de multiplexage adopté pour SAFARI est la FDM. En effet, c'est cette méthode 
qui est capable de multiplexer le plus grand nombre de détecteurs. Tout ce que nous avons 
vu jusqu'à présent ne nous permet pas de justifier ce meilleur taux de multiplexage, car celui-
ci est déterminé par le produit gain-bande de l'asservissement du SQUID et la bande 
passante des TES. Nous verrons en section 3.5 comment il nous est possible d'augmenter ce 
produit gain-bande afin de pouvoir multiplexer tous les détecteurs. 
 
Nous allons désormais nous intéresser de plus près à l'implémentation de la FDM dans la 
chaîne de détection de SAFARI. Le multiplexage fréquentiel nécessite quatre principales 
fonctions : la génération des porteuses (on parlera parfois de peigne de fréquence), la 
sélection des porteuses pour chaque TES, la sommation des porteuses modulées par les TES 
et enfin l'extraction du signal scientifique modulé par les porteuses. La première ainsi que la 
dernière fonction sont opérées par l'électronique chaude du Detector Control Unit (DCU). 
Nous les aborderons dans le chapitre suivant. La sélection des porteuses pour chaque 
détecteur est obtenue grâce à l'implémentation de filtres LC résonants en série avec chaque 
82 CHAPITRE 3. La chaîne de détection de SAFARI 
 
TES. Ces résonateurs doivent avoir un facteur de qualité très élevé. Les courants des 
porteuses sont quant à eux sommés au niveau de la bobine d'entrée du SQUID. Cette self 




3.4.1. Conception des filtres LC couplés aux TES 
 
Le circuit composé de résonateurs LC permettant de sélectionner les porteuses pour 
chaque TES est représenté en  Figure 3.19. La polarisation en tension des TES se fait par des 
courants notés 𝐼𝑏𝑖𝑎𝑠 grâce à la résistance 𝑅𝑆𝐻𝑈𝑁𝑇 et aux diviseurs de tension capacitifs en 
entrée de chaque cellule LC. Les courants des TES sont ensuite sommés en entrée de 
SQUID. La Figure 3.19 est légèrement simplifiée car, en réalité, les TES sont connectés aux 
circuits LC via des transformateurs afin d'éviter les connexions par bondings qui limitent les 
possibilités de montage/démontage.  Nous négligerons ce transformateur car son rapport de 
transformation est unitaire et son inductance ramenée au primaire est négligeable face à celles 
des résonateurs et celle du SQUID.  
 
Pour bien comprendre les différents paramètres liés aux développements de la matrice de 
résonateurs, nous allons tout d'abord analyser sa fonction de transfert. 
 
 
Fig. 3-19 : Schéma de l'implémentation de 160 cellules LC-TES 
Figure 3.19. Schéma électrique simplifié de l'implémentation de 160 cellules  
LC-TES en parallèle  
 
3.4.2. Fonction de transfert  
 
Obtenir la fonction de transfert de N filtres RLC parallèles tels qu'illustrés en Figure 3.19 
n'est pas trivial. Nous considèrerons chaque cellule LC+TES comme un quadripôle défini 
par sa matrice admittance. La matrice admittance 𝑌𝑛 d'une cellule résonante est définie après 
quelques développements par : 











𝑍𝐶𝑐𝑎𝑟𝑛 + 𝑍𝐿 + 𝑍𝑅
𝑍𝐶𝑐𝑝𝑛 (𝑍𝐶𝑐𝑎𝑟𝑛 + 𝑍𝐿 + 𝑍𝑅) + 𝑍𝐶𝑐𝑝𝑛(𝑍𝐿 + 𝑍𝑅)
−𝑍𝐶𝑐𝑎𝑟𝑛























avec 𝑍𝑅 l’impédance du TES. Si aucun courant de dérivation ne circule entre les quadripôles 
(cf. Figure 3.20), ce qui est notre cas car les résonateurs sont reliés à une même référence, on 
peut appliquer le théorème de superposition. La mise en parallèle des résonateurs revient 










Fig. 3-20 : Mise en parallèle de deux quadripôles 
Figure 3.20. Mise en parallèle de deux quadripôles caractérisés par leur matrice 
admittance. Le théorème de superposition peut s'appliquer si aucun courant de 
dérivation (flèche rouge) ne circule entre les quadripôles. 
 
Cette matrice admittance totale ne nous renseigne pas beaucoup sur la nature des 
résonateurs, pour cela nous allons déterminer la matrice de transfert à partir cette matrice 
admittance. La matrice de transfert 𝑇 est définie en fonction des tensions et courants 
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avec 𝑈1, 𝐼1, 𝑈2 et 𝐼2 les tensions et courants en entrée et sortie de résonateur (attention, 𝐼2 
représente en réalité l'opposé du courant de sortie comme le montre la Figure 3.20) et la 





















Les quatre paramètres de cette matrice ne sont pas homogènes, 𝑇11 symbolise le gain en 
tension, 𝑇12 la transimpédance directe, 𝑇21 la transimpédance inverse et 𝑇22 le gain en 
courant. Étant donné que chaque cellule LC-TES est polarisée en tension et que leurs 
courants sont sommés en sortie, nous nous intéresserons principalement au paramètre de 
transimpédance directe 𝑇12 et plus particulièrement à son inverse 𝑇12
−1 = −𝐼2/𝑈1 = −𝑌21 . 
On obtient après simplification de 𝑌21 l'expression de la fonction de transfert 







1 + 𝑗𝑅(𝐶𝑐𝑎𝑟𝑛 + 𝐶𝑐𝑝𝑛)𝜔𝑛 − 𝐿(𝐶𝑐𝑎𝑟𝑛 + 𝐶𝑐𝑝𝑛)𝜔𝑛²
160
𝑛=1
 , (3.38) 
 




















On remarque que la résonance est fonction des deux capacités qui composent le diviseur de 
tension. Cependant, pour déterminer précisément les fréquences de résonance du circuit 
nous devons également prendre en compte sa charge 𝑍𝑙𝑜𝑎𝑑 qui est l’inductance d’entrée du 
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2𝜋√(𝐿 + 𝐿𝑠𝑞𝑢𝑖𝑑)(𝐶𝑐𝑎𝑟𝑛 + 𝐶𝑐𝑝𝑛)
. (3.42) 
 
On voit que cette fréquence de résonance dépend, non seulement des capacités du diviseur 
de tension, mais aussi de l'inductance d'entrée du SQUID.  Comme nous l'avons vu en 
section 3.2.5, le choix des SQUID se justifie notamment par leur très faible impédance 
d'entrée afin de ne pas altérer la polarisation en tension des TES. La valeur de cette 
inductance a été mesurée par le SRON à moins de 5 nH, soit au moins 400 fois inférieure à 
l'inductance du filtre LC, l’équation (3.39) reste donc une bonne approximation. 
 
 
3.4.3. Bande de multiplexage 
 
La bande de multiplexage de SAFARI [1 – 3 MHz] se justifie par des contraintes 
technologiques. Les valeurs des inductances 𝐿 sont limitées par la stabilité électrothermique 
des TES (voir section 3.1.4), dans le cadre de SAFARI elles ont été fixées à 2 µH. Les 
fréquences de résonance des filtres LC (équation (3.42)) que nous avons analysé 
précédemment sont donc paramétrées grâce aux valeurs des condensateurs 𝐶𝑐𝑎𝑟 et 𝐶𝑐𝑝. Une 
portion de cellule LC est illustrée en Figure 3.21, les inductances et capacités sont réalisées 
par lithographie à base de niobium (Nb) et silicium (Si). La dimension de la capacité du 
résonateur est inversement proportionnelle à sa fréquence de résonance et est égale à la 
somme de l’aire de l’inductance (fixe) et de l’aire de la capacité. On considère que la taille 
maximale d'un filtre LC est atteinte lorsque la surface du condensateur est égale à celle de 
l'inductance. Cette condition fixe la valeur de la capacité maximale, ainsi la fréquence de 
résonance minimale de notre bande de multiplexage est d’environ 1 MHz.  
 
La fréquence haute est quant à elle limitée par deux principaux facteurs : la bande passante 
des câbles et la puissance dissipée de l'électronique numérique. Les considérations 
thermiques de l'étage 50 mK imposent une impédance de câble très faiblement résistive 
(dissipation < 24 nW), ce qui influence malheureusement sa réactance totale. En pratique, la 
caractérisation de ces câbles a montré un pôle légèrement supérieur à 3 MHz, au-dessus 
duquel le signal est atténué. La seconde limitation est liée à la puissance dissipée par 
l'électronique numérique de traitement. En effet, plus la fréquente haute de la bande de 
multiplexage sera élevée, plus la fréquence d’échantillonnage sera importante et donc plus 
grande sera la consommation de l'électronique numérique. Selon des études menées par le 
SRON, le budget puissance alloué au DCU limite la fréquence de résonance maximale à 
~ 3 MHz. La bande de multiplexage retenue pour SAFARI est donc [1 MHz – 3 MHz]. 
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Fig. 3-21 : Photographie d'une partie d'un filtre résonateur LC 
Figure 3.21. Photographie d'une partie d'un filtre résonateur LC. L'inductance 
spirale en (1) est fabriquée à base de niobium (Nb) et la capacité 𝐶𝑐𝑝 en (2) est 
constituée de deux couches de silicium séparées par un matériau isolant. 
 
3.4.4. Interférences inter-pixels (Crosstalk) 
 
Nous avons toujours considéré jusqu'à présent un cas idéal, où chaque TES interagissait 
avec une seule et unique porteuse. Or, il faut tenir compte des effets de diaphonie (crosstalk) 
causant des problèmes d'interférence entre pixels voisins. On peut recenser deux types de 
diaphonie.  
 
La première source de diaphonie est due au fait que chaque pixel est polarisé par plusieurs 
porteuses. Certes, le filtre résonateur LC sélectionne la porteuse correspondante, mais il 
n'atténue pas infiniment les porteuses voisines. Ainsi, on peut considérer que chaque TES est 
polarisé en tension par sa propre porteuse, mais aussi en courant par les porteuses voisines. 







2 + 𝛿𝑅. 𝑅𝑇𝐸𝑆





avec  𝛿𝐼𝑖 la variation de courant induite par une variation de la résistance du 𝑇𝐸𝑆𝑖, 𝛿𝐼𝑖+1 la 
diaphonie sur le courant du TES voisin 𝑖 + 1, 𝑅𝑇𝐸𝑆 la résistance du 𝑇𝐸𝑆𝑖, 𝛿𝑅 = 𝑑𝑅/ 𝑅𝑇𝐸𝑆 
le taux de modulation, Δ𝜔 l'écart spectral entre deux pixels et 𝐿 l'inductance du filtre LC. 
 
La seconde source de diaphonie est due aux interférences causées par la présence de 
l'impédance d'entrée du SQUID commune à tous les pixels. Lorsqu'un TES détecte une 
puissance optique, sa variation de résistance module le courant qui le traverse et module 
donc la tension aux bornes de l'impédance d'entrée du SQUID. Cette variation entraîne à son 
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tour un courant d'interférence dans les TES voisins. Ce courant d'interférence produira une 
petite modulation de la résistance des TES voisins par effet Joule (cf. Figure 3.22). Ce 
phénomène sera mesuré comme un signal scientifique. Le niveau de diaphonie dû à 



















avec 𝑖 l'indice du pixel responsable de la diaphonie, 𝑗 l'indice du pixel voisin,  𝑍𝑥,𝜔𝑥 
l'impédance du pixel 𝑥 à la pulsation 𝜔𝑥,  𝑍𝑒𝑞 = 𝑍𝑐,𝜔𝑖//𝑍𝑎𝑙𝑙≠𝑖 et  𝐼𝑥,𝜔𝑥 le courant de 




Fig. 3-22 : Impact du crosstalk du à l'impédance commune 
Figure 3.22. Simulation du spectre du courant circulant dans l'impédance 
commune. (gauche) Zoom sur cinq porteuses. Lorsqu'une porteuse est modulée 
par son TES associé (ici, troisième porteuse en partant de la gauche), l'impédance 
commune génère un courant parasite qui interférera sur les pixels voisins 
(droite). 
 
Cette diaphonie dépend donc de l'impédance commune aux différents pixels d'un canal, 
de la fréquence d'espacement Δ𝑓 = Δ𝜔/2𝜋 ainsi que du taux de modulation 𝛿𝐼𝑖,𝜔𝑖/𝐼𝑖 
engendré par la puissance optique détectée. 
 
Pour l’instrument SAFARI, la diaphonie entre deux pixels ne doit pas dépasser 10−3. 
Cette spécification impose une fréquence d'espacement inter-pixels de 12,5 kHz ± 1,25 kHz 
et des facteurs de qualités de l’ordre de 𝑄 ≈ 104. Il est donc possible d'insérer 160 pixels 
dans la bande de multiplexage [1 - 3 MHz]. Une matrice de 144 filtres LC-TES est 
actuellement en cours de tests au SRON, sa réponse à un bruit est illustrée en Figure 3.23. 
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Fig. 3-23 : Analyse de bruit d’une matrice prototype de 144 résonateurs 
Figure 3.23. Analyse de bruit en boucle fermée d’une matrice prototype de 144 
résonateurs, chacun couplé à un TES. Les fréquences de résonance apparaissent 
très clairement et sont ici contenues dans une bande d’environ  
[1,2 MHz – 3,5 MHz]. Le spectre est remarquablement plat ce qui signifie que les 
facteurs de qualité des filtres LC sont quasi-identiques (Crédits : SRON)   
 
3.5. Linéarisation de la caractéristique du SQUID 
 
Nous avons vu en section 3.2.4 que le SQUID est un amplificateur de courant dont la 
caractéristique I(V) est de forme sinusoïdale. Pour de très faibles courants d’entrée et avec 
une polarisation adéquate, il est possible d’utiliser le SQUID dans un régime de 
fonctionnement linéaire. Or, nous avons vu en section 3.3.2 que le multiplexage FDM 
augmente par ∝ √𝑁 la dynamique du signal en entrée de SQUID, ce qui pose dans ce cas des 
problèmes de linéarité. Il est donc nécessaire de linéariser la caractéristique de ce dernier afin 
« d’agrandir » sa plage de fonctionnement linéaire. Il existe pour cela plusieurs méthodes de 
linéarisation de SQUID, mais les deux principales sont la boucle à verrouillage de courant et 
la boucle à verrouillage de flux.  
 
 
3.5.1. La boucle à verrouillage de courant type DAN 
 
Cette première méthode de linéarisation type DAN (Digital Active Nulling) [81] consiste à 
annuler tout courant circulant dans la bobine d'entrée du SQUID. Pour cela, un courant de 
contre-réaction est généré à partir de l'intégrale de la tension de sortie du SQUID. Ce courant 
est ensuite injecté dans la bobine d'entrée du SQUID de manière à s'opposer à celui 
provenant des détecteurs.  
 




Fig. 3-24 : Boucle à verrouillage de courant type DAN 
Figure 3.24. Schéma simplifié d'une chaîne de lecture de TES multiplexés en 
fréquence et dont la réponse du SQUID est linéarisée par une boucle à 
verrouillage de courant type DAN [81].  
 
Cette technique, illustrée en Figure 3.24, linéarise la caractéristique du SQUID, augmente 
sa dynamique et réduit drastiquement son impédance effective d'entrée. Ce dernier critère est 
l'un des principaux avantages de cette méthode, car comme nous l'avons vu dans la section 
précédente, l'impédance d'entrée du SQUID est commune à tous les LC-TES et est donc 
source de crosstalk. 
 
Cet asservissement à annulation de courant est actuellement utilisé dans le cadre du projet 
POLARBEAR-2 [82] pour la lecture de 32 TES multiplexés en fréquence et espacés de 90 
kHz dans la bande [0 – 3 MHz]. Cette technique représente une excellente solution pour la 
linéarisation de SQUID. Cependant, le premier étage de SQUID front-end de SAFARI est 
placé au plus près des détecteurs, à l’étage 50 mK. Or, une telle configuration à d'aussi basses 
températures n'a encore jamais été testée, ce qui représente un risque élevé pour une 




3.5.2. La boucle à verrouillage de flux et les limitations du SQUID 
 
La seconde méthode de linéarisation de SQUID consiste à lui injecter, un flux magnétique 
opposé à celui issu de la lecture des détecteurs. Pour cela, le SQUID est doté d’une seconde 
bobine, dite « feedback coil », en plus de celle reliée aux filtres LC-TES. Cette annulation de 
flux permet de réduire considérablement la dynamique du flux total et ainsi d’utiliser le 
SQUID dans son régime de fonctionnement linéaire. D’un autre point de vue, cela revient à 
augmenter sa dynamique d’un même facteur. Cette compensation de flux est contrôlée par 
un système asservi appelé boucle à verrouillage de flux (Flux Locked Loop – FLL). 
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Comme nous avons pu l'introduire précédemment, la lecture directe d'un signal FDM 
avec un SQUID pose des problèmes de distorsion. En effet, une petite variation de flux 𝜙𝑎 
en entrée de SQUID génère une tension 𝛿𝑉 = 𝑉𝜙𝛿𝜙𝑎 où 𝑉𝜙 est le coefficient de transfert 
caractéristique à un point de fonctionnement 𝑊. Ce point de fonctionnement est choisi là où 
|𝑉𝜙| est maximal, i.e. pente la plus forte de la caractéristique sinusoïdale du SQUID (cf. 
Figure 3.25). Ce rapport |𝑉𝜙| = 𝛿𝑉/𝛿𝜙𝑎 n'est maintenu que pour de très petites variations 
de 𝜙𝑎 . Si cette condition n'est pas remplie, la tension en sortie de SQUID sera fortement 
déformée. Pour éviter cela, nous définissons une gamme de flux 𝜙𝑙𝑖𝑛 où la caractéristique du 








avec  𝑉𝑝𝑝 la variation de tension crête à crête en sortie de SQUID.  
 
 
La société PTB qui est en charges du développement des SQUID de SAFARI, a évalué la 
plage de linéarité de l'étage front-end à 𝜙𝑙𝑖𝑛 = 0,14 𝜙0. Cette plage est symbolisée par la 
zone verte de la caractéristique 𝑉(𝜙) du SQUID en Figure 3.25. De plus, l'amplitude crête à 
crête du courant issu du plan focal est évalué à environ 𝐼𝑎𝑝𝑝 = 34 𝜇𝐴𝑝𝑝, ce  
qui donne selon le diagramme de la Figure 3.25, un flux 𝜙𝑎𝑝𝑝 = 𝐼𝑎𝑝𝑝𝑀𝑖𝑛 = 2,43 𝜙0 où 
𝑀𝑖𝑛
−1 = 14 𝜇𝐴. 𝜙0
−1est l'inductance mutuelle d'entrée du SQUID. Ce flux 𝜙𝑎𝑝𝑝 est environ 
20 fois plus grand que la plage de flux linéaire 𝜙𝑙𝑖𝑛. 
 
Pour ramener le flux 𝜙𝑒𝑟𝑟 du SQUID dans la plage linéaire 𝜙𝑙𝑖𝑛, nous compensons le flux 
𝜙𝑎 par un flux de contre-réaction 𝜙𝑓 opposé. Selon le schéma de la FLL en Figure 3.25, le 
flux d'erreur est égal à la différence entre 𝜙𝑎 et 𝜙𝑓. Dans des conditions idéales, 
l’asservissement fournit un flux 𝜙𝑓 d’amplitude égale à 𝜙𝑎 . Le SQUID travaille donc en 
régime petit signaux autour du point de fonctionnement W et avec une contre-réaction 








 . (3.46) 
 
GBW représente le produit gain-bande de l’asservissement. La relation liant le flux d'erreur 















Fig. 3-25 : Caractéristique 𝑉(𝜙) d'un SQUID et schéma d'une FLL 
Figure 3.25. (haut) Caractéristique 𝑉(𝜙) d'un SQUID illustrant l'amplitude crête 
à crête du flux d'entrée 𝜙𝑎𝑝𝑝 et la zone de flux linéaire 𝜙𝑙𝑖𝑛 autour du point de 
fonctionnement 𝑊 (𝛿𝜙𝑎 n’est pas à l’échelle). (bas) Schéma simplifié de la 
structure d'une boucle à verrouillage de flux, composée d'un différenciateur 
(SQUID), d'un intégrateur du premier ordre et d'un délai symbolisant l'ensemble 
des retards dans la boucle. 
 
Si on considère la valeur limite de flux 𝜙𝑒𝑟𝑟(𝑓) = 𝜙𝑙𝑖𝑛(𝑓) pour un flux d’entrée crête-à-crête 







,    
(3.48) 
 
avec 𝜙𝑛 le bruit de flux et le gain de boucle 𝐺𝑙𝑜𝑜𝑝 =
1
𝑗𝑓/𝐺𝐵𝑊
. On peut déduire de cette 
équation que pour augmenter la dynamique du SQUID nous devons réduire le flux 𝜙𝑛 
engendré par le bruit et augmenter autant que possible le gain de boucle. De plus, nous avons 
vu précédemment que 𝜙𝑎𝑝𝑝 est environ 20 fois plus grand que 𝜙𝑙𝑖𝑛, donc pour linéariser le 
SQUID il faut que le terme (1 + 𝐺𝑙𝑜𝑜𝑝) de l’équation (3.48) soit supérieur à 20. Dans le cas 
de SAFARI, la fréquence maximale de la bande de multiplexage est de 3 MHz. Cela signifie 
donc que le produit gain-bande 𝐺𝐵𝑊 doit être d’au moins 57 MHz pour ramener le flux 
d’entrée du SQUID dans la plage de linéarité. 
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3.5.3. Stabilité de la FLL 
 
Nous venons de voir que pour garantir un régime de fonctionnement linéaire au niveau 
du SQUID, il faut s'assurer que le gain de boucle soit suffisamment élevé. Cependant, ce 
dernier est limité par la stabilité de la FLL. Par définition, un système linéaire asservi est 
stable si et seulement si, ce système revient à un état d'équilibre après y avoir été écarté, ou 
alors mathématiquement si les pôles de sa fonction de transfert en boucle fermée sont à 
parties réelles négatives. En revanche, il ne suffit pas qu’un système soit stable au sens 
mathématique pour qu’il le soit physiquement. En effet, il faut que sa réponse soit 
suffisamment amortie de manière à ce qu’à chaque variation du signal d’entrée, la réponse se 
fasse sans oscillations. On définit pour cela des marges de stabilité : la marge de phase 𝑀𝜙 et 
la marge de gain 𝑀𝐺 . Ces marges sont déterminées à partir de la fonction de transfert en 
boucle ouverte de l’asservissement (via le diagramme de Bode par exemple). La marge de 
phase est l’écart entre la valeur −180° et celle obtenue pour un gain de 0 dB. La marge de 
gain est l’écart entre la valeur de gain 0 dB et celui obtenu pour une phase de −180°. De 
manière générale, un système asservis est suffisamment stable si sa marge de phase est de 
l’ordre de 𝑀𝜙 = 60° et sa marge de gain aux alentours de 𝑀𝐺 = 10 dB. 
 
Dans le cadre du multiplexage FDM, la stabilité de la FLL dépend essentiellement du 
retard de boucle 𝑡𝑑 qui induit un déphasage 𝜃𝑡𝑑  proportionnel à la fréquence de 
fonctionnement. Ce déphasage est donné par l'équation suivante :   
 
 𝜃𝑡𝑑(𝑓) =  360. 𝑓𝑡𝑑 . 
(3.49) 
 
A ce déphasage s'ajoute notamment celui induit par l'intégrateur de la FLL 𝜃𝑖𝑛𝑡 = 90°. Si on 
considère une marge de phase classique 𝑀𝜙 = 60° pour garantir une bonne stabilité, alors il 
faut :  
 
 𝜃𝑡𝑑(𝑓) ≤  180 −𝑀𝜙 − 𝜃𝑖𝑛𝑡(𝑓) 
(3.50) 
 
La phase induite par le retard 𝑡𝑑 ne doit donc pas dépasser 𝜃𝑡𝑑 ≤ 30° . De ce fait, puisque la 
phase et le retard sont liés par l’équation (3.49), le retard limite donc le produit gain-bande 












 Cette limite théorique du produit gain bande peut être confirmée grâce au module de 
la fonction de transfert de la FLL en boucle fermée en régime petit signal. D'après la  
Figure 3.25, ce dernier est donné par : 
 














Pour obtenir cette équation, nous avons considéré l'expression complexe du retard pur 𝑡𝑑 
sous la forme : 𝑒−𝑗2𝜋𝑓𝑡𝑑 = cos(2𝜋𝑓𝑡𝑑) − sin(2𝜋𝑓𝑡𝑑) 
 
On remarque d'après la fonction de transfert de la FLL en boucle fermée (cf. Figure 3.26), 
que pour des valeurs de 𝐺𝐵𝑊 ∙ 𝑡𝑑 ≪ 0.08 ou 1/12, le module de la FLL reproduit celui 
d'un simple intégrateur du premier ordre en boucle fermée. Tandis que pour des valeurs 
de 𝐺𝐵𝑊 ∙ 𝑡𝑑 > 0.08, l'effet du retard induit une résonance et dégrade donc la stabilité du 
système.  On peut donc conclure d'après la Figure 3.26, que la valeur limite du produit gain 
bande que nous avons défini dans le cadre de SAFARI en équation (3.51), est aussi une 




Fig. 3-26 : Module de la fonction de transfert de la FLL en boucle fermée 
Figure 3.26. Module de la fonction de transfert de la FLL en boucle fermée pour 
différentes valeurs de produit gain bande réduits au retard [71] 
 
 
 Dans le cas de SAFARI, si on ne considère pour l'instant que les retards dus aux 
temps de propagation des signaux dans les 15 m de câbles (aller-retour) séparant le plan focal 
cryogénique à l'électronique chaude, on obtient un temps de propagation 𝑡𝑑 d'environ 75 ns 
(basé sur 60% de la vitesse de la lumière). Cela donne d’après l’équation (3.51) un  
𝐺𝐵𝑊 = 1,66 MHz ce qui est insuffisant face aux 57 MHz nécessaires pour linéariser la 
caractéristique du SQUID. Pour s'affranchir de ces problèmes de retard, nous avons mis en 
œuvre une technique d'asservissement en bande de base : le Baseband Feedback (BBFB). Il 
fera l'objet des chapitres suivants. 
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Un asservissement classique en bande large, tel que nous l'avons expliqué dans le chapitre 
précédent, ne peut pas être stable pour des fréquences porteuses allant jusqu'à 3 MHz à cause 
du déphasage introduit par le retard de boucle 𝑡𝑑 . Or les porteuses utilisées pour polariser les 
détecteurs sont déterministes, c’est-à-dire qu'il est possible de les anticiper et donc de prévoir 
leur valeur à un instant 𝑡 + 𝑡𝑑 . Grâce à cette caractéristique, nous pouvons compenser pour 
chaque porteuse le décalage de phase dû au retard de boucle. Pour cela, nous avons mis en 
œuvre une technique d'asservissement en bande de base, le BaseBand FeedBack (BBFB) [75]. 
Il se présente sous la forme d'un algorithme numérique, il sera implémenté dans un FPGA1 
(ou ASIC2 pour le modèle de vol) à température ambiante (électronique chaude à 300 K). 
Aucune solution analogique à proximité des détecteurs, telle celle initiée pour le projet 
EURECA [83],  n'a été envisagée pour SAFARI à cause de la puissance dissipée qui pourrait 
altérer les performances de l'électronique de détection.  Le BBFB représente le cœur de ma 
thèse. La première étape de mon travail faisant l'objet de ce quatrième chapitre a été d'étudier 
en détail le fonctionnement de ce système et d'analyser ses limites. 
 
                                                 
1 FPGA : Field-Programmable Gate Array. Un FPGA est circuit numérique composé de portes logiques 
programmable. 
2 ASIC : Application-Specific Integrated Circuit. Un ASIC est un circuit intégré propre à une application 
spécifique et donc développé sur mesure pour cette application. 
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4.1. Principe de fonctionnement 
 
Le signal FDM 𝐼𝑛(𝑡) en entrée de SQUID, et donc en entrée d'asservissement, est 
composé de la somme de N porteuses modulées en amplitude par les N bolomètres TES du 
plan de détection. La fonction de modulation 𝐴𝑖(𝑡) représente le signal scientifique produit 
par chaque détecteur. Dans le domaine temporel, cela peut s'écrire : 
 
 






Le but de l'asservissement BBFB est double. Il doit à la fois extraire l'information 
scientifique contenue dans le signal modulant 𝐴𝑖(𝑡) et fournir un signal de contre-réaction 
opposé à 𝐼𝑛(𝑡) permettant de linéariser la caractéristique du SQUID. Le principe de 
fonctionnement du BBFB repose sur trois étapes : la démodulation, l'intégration puis la 
modulation. Ces différentes étapes sont traitées pour chaque porteuse par plusieurs BBFB 
fonctionnant en parallèle. Elles sont illustrées en Figure 4.1 et Figure 4.2. 
 
La démodulation est synchrone et consiste à décaler chaque porteuse dans le domaine DC 
en les multipliant par  𝑒−𝑗𝜔𝑝𝑖(𝑡−𝑡𝑑). Les signaux modulant  𝐴𝑖(𝑡) sont alors ramenés en 
bande de base. Cette étape de démodulation permet notamment de compenser les retards de 
boucle pour chaque porteuse en injectant une phase additionnelle 𝜑𝑐 = −𝜔𝑝𝑖𝑡𝑑. Les signaux 
démodulés sont ensuite intégrés dans la bande latérale de détection par des intégrateurs du 
premier ordre, ceci afin d’introduire un pôle dans chaque asservissement BBFB. Ces étapes 
nous ont permis d’extraire l’information scientifique 𝐴𝑖(𝑡) de chaque porteuse. Les signaux 
en sortie des intégrateurs sont ensuite multipliés par 𝑒𝑗𝜔𝑝𝑖𝑡 pour remoduler les porteuses à 
leurs fréquences initiales. On extrait ensuite les parties réelles de ces signaux puis on les 
sommes pour former le signal de contre-réaction. 
 
Fig. 4-1 : Schéma de principe du BBFB dans une FLL 
Figure 4.1. Schéma de principe du BBFB dans une FLL 
 




Fig. 4-2 : Vue spectrale des différentes étapes du BBFB pour le traitement d’un pixel 
Figure 4.2. Vue spectrale des différentes étapes du BBFB pour le traitement d’un 




Comme nous avons pu le voir, l’asservissement BBFB permet de compenser les retards de 
boucle. Les phases des porteuses étant corrigées, le produit gain-bande disponible de 
l'asservissement n'est plus limité par la fréquence porteuse la plus haute mais seulement par la 
bande passante du signal scientifique. Ainsi chaque BBFB se comporte comme un correcteur 
intégral classique, chose que l’on peut démontrer par une analyse temporelle. Pour plus de 
clarté, nous nous focaliserons sur le traitement d’une seule porteuse. Lorsque le BBFB est 
verrouillé nous avons la phase 𝜃(𝐼𝑛(𝑡)) = 𝜃(𝑓(𝑡)). Dans ce cas et suivant la Figure 4.3 a), 
le signal d'erreur s'écrit : 
 
 𝜀(𝑡) = 𝐴(𝑡) cos(𝜔𝑝(𝑡 − 𝑡𝑑)) − 𝑠(𝑡 − 𝑡𝑑) cos(𝜔𝑝(𝑡 − 𝑡𝑑)) 
 
         = (𝐴(𝑡) − 𝑠(𝑡 − 𝑡𝑑)) cos(𝜔𝑝(𝑡 − 𝑡𝑑)) 
(4.2) 
 
ce qui signifie qu'en sortie d'intégrateur, le signal 𝑠(𝑡) s'écrit : 
98 CHAPITRE 4. L’asservissement en bande de base «Baseband Feedback» 
 
 
𝑠(𝑡) = ∫(𝐴(𝑡) − 𝑠(𝑡 − 𝑡𝑑)) cos(𝜔𝑝(𝑡 − 𝑡𝑑)) 𝑒
−𝑗𝜔𝑝(𝑡−𝑡𝑑)𝑑𝑡 
 
         =
1
2




Cette expression peut être traduite sous la forme du schéma bloc b) en Figure 4.3. La 
composante haute fréquence à 2𝜔𝑝 est fortement atténuée par l'intégrateur (atténuation 
d’environ 60 dB pour un 𝐺𝐵𝑊 = 2 kHz, voir section 4.2.3). Le signal ℎ(𝑡) est donc très 
petit face à 𝑏(𝑡) ce qui signifie que la seconde intégrale de l'équation (4.3) peut être négligée. 
De ce fait, l'équation résultante (4.4) correspond bien à la sortie d'un correcteur intégral tel 










Fig. 4-3 : Étapes de la démonstration : BBFB → correcteur intégral 
Figure 4.3. Étapes de la démonstration. Le fonctionnement du BBFB en basse 
fréquence peut être ramené à celui d'un correcteur intégral. 
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4.2. Analyse de la stabilité  
 
4.2.1. Fonction de transfert 
 
Pour étudier la stabilité d'un système asservi, il est nécessaire d'analyser sa fonction de 
transfert en boucle ouverte. D'après le diagramme du BBFB en Figure 4.1, nous pouvons 
décrire la fonction de transfert d'un BBFB dans le domaine de Laplace (𝑠 = 𝑗𝜔) : 
 
Le signal 𝑆′(𝑠) est décalé dans le domaine fréquentiel de −𝜔𝑝 ce qui se traduit par un 
changement d'indice dans le domaine de Laplace.   
 
 





Le signal 𝑆(𝑠) en sortie d'intégrateur est donné par : 
 
 







𝑆(𝑠) est à son tour décalé en fréquence de +𝜔𝑝 par le modulateur, ce qui se traduit par un 
nouveau changement d'indice dans le domaine de Laplace : 
  
 












Pour extraire la partie réelle de 𝑈(𝑠), nous décomposons l'exponentielle selon le formalisme 
d'Euler et éliminons la partie imaginaire du dénominateur en le multipliant par son conjugué. 




𝑌(𝑠) = ℝ [ℇ(𝑠)𝐺
[cos(𝜔𝑝𝑡𝑑) + 𝑗 sin(𝜔𝑝𝑡𝑑)](𝑠 + 𝑗𝜔𝑝)
(𝑠 − 𝑗𝜔𝑝)(𝑠 + 𝑗𝜔𝑝)
] 
 
          =  ℇ(𝑠)𝐺
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L'asservissement total permettant de traiter N pixels en même temps est composé de N 
structures BBFB fonctionnant en parallèle. La fonction de transfert totale en boucle ouverte 
est donc composée de la somme de N fonctions de transfert de BBFB et d’un retard de 









] 𝑒−𝑠𝑡𝑑  
 
                 = ∑ 𝐺𝑖









avec 𝑒−𝑠𝑡𝑑  la fonction de transfert du retard 𝑡𝑑 . La fonction de transfert de l’asservissement 




Fig. 4-4 : Fonction de transfert de 160 BBFB dans le plan de Bode 
Figure 4.4. Résultat de la fonction de transfert de 160 BBFB obtenu par 
simulation et représenté dans le plan de Bode (zoom sur 3 BBFB). En bleu est 
représentée la marge de phase 𝑀𝜑 pour 𝐺 = 0 dB. 
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4.2.2. Premier critère de stabilité : compensation du retard 
 
La stabilité de l'asservissement pour le pixel 𝑖, et donc de chaque BBFB, est régie par deux 
types de paramètres : les phases de correction 𝜑𝑐𝑖 et le produit gain-bande 𝐺𝐵𝑊 de BBFB. 
J’ai démontré que la phase de correction 𝜑𝑐𝑖 de chaque BBFB doit être paramétrée de 
manière à compenser le déphasage induit par les retards de boucle. J’ai analysé par simulation 
(le simulateur est présenté en section 6.2) l'effet de la phase de correction sur la stabilité, le 
résultat de simulation est illustré en Figure 4.5. J’ai choisi la représentation de Nyquist et le 
critère du revers (applicable dans le cas du BBFB) pour cette analyse car ils sont d'excellents 
indicateurs de stabilité. Selon le critère du revers, un système bouclé est asymptotiquement 
stable en boucle fermée si le point critique (-1, 0) est toujours à gauche de la réponse 
harmonique lorsqu'on la parcourt dans le sens des pulsations croissantes (sens des flèches). 
On remarque sur le diagramme de gauche de la Figure 4.5 que le critère du revers est validé 
pour le correcteur intégral (rouge) mais pas pour le BBFB non paramétré (bleu). Ce BBFB 
sera donc asymptotiquement instable. Si en revanche on ajuste la phase de correction 𝜑𝑐 du 
BBFB, son lieu de Nyquist subira alors une rotation centrée à l'origine et d'angle 𝜑𝑐. Si 
l'asymptote à 𝜔𝑝 du lieu de Nyquist passe en-dessous du point critique, ou voire si ce dernier 
est totalement superposé à celui du correcteur intégral (cas optimal), alors l'asservissement 
sera asymptotiquement stable (sous réserve de validité du second critère de stabilité fonction 
du GBW, que je présente dans la section 4.2.3 suivante). 
 
 
Fig. 4-5 : Effet de la phase de correction sur la stabilité du BBFB 
Figure 4.5. Effet de la phase de correction sur la stabilité du BBFB. Ces résultats 
ont été obtenus avec le simulateur présenté en section 6.2. Le lieu de Nyquist du 
BBFB est représenté en bleu tandis qu'en rouge est représenté celui d'un 
correcteur intégral classique à gain et retard de boucle équivalents. A gauche, le 
retard n'est pas compensé (𝜑𝑐 = 0), selon le critère du revers le système sera 
asymptotiquement instable. A droite, le retard est parfaitement compensé, le 
système sera stable. 
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4.2.3. Second critère de stabilité : limite du produit gain-bande 
 
Le second critère de stabilité concerne la limitation du produit gain-bande de chaque 
BBFB en fonction du retard de boucle. Tout d'abord, chaque BBFB voit en son entrée une 
somme de porteuses espacées de 12,5 kHz. L'atténuation des porteuses voisines pour chaque 
BBFB doit donc être suffisante pour éviter les interférences. De plus, la fonction de transfert 
totale des BBFB est égale à la somme des fonctions de transfert de chaque BBFB. L'analyse 
du second critère de stabilité pour plusieurs BBFB en parallèle est donc différente de celle 
pour un seul BBFB. Nous avons vu dans la section 3.5.2 que pour linéariser la caractéristique 
du SQUID, un gain de boucle minimal de 20 est nécessaire. Pour assurer une bonne stabilité, 
il faut un gain aussi fort que possible, mais afin d’éviter toute interférence avec les pixels 
voisins, on limite ce gain à Δ𝑓/6 = 2 kHz [84] avec Δ𝑓 la fréquence d'espacement égale à 
12,5 kHz. En considérant alors un 𝐺𝐵𝑊 = 2 kHz et un rapport 𝐺𝐵𝑊. 𝑡𝑑 = 0,08 
(cf. section 3.5.3), le retard maximum garantissant une bonne stabilité avec une marge de 
phase de 60° est 𝑡𝑑𝑚𝑎𝑥 = 40 µ𝑠. En pratique, les fréquences des pixels ne seront pas 
exactement espacées de 12,5 kHz mais pourront présenter une dispersion de ± 10 %. Cette 
imprécision est liée aux contraintes de développement des matrices de résonateurs LC. 
Comme le montre la Figure 4.6, cette dispersion a pour effet de rapprocher le lieu de Nyquist 
du point critique, elle contraint donc le produit gain-bande.  
 
 
Fig. 4-6 : Effet de la dispersion de 10% de 12,5 kHz sur le Δ𝑓 
Figure 4.6. Effet de la dispersion de 10% du Δ𝑓. Ces résultats ont été obtenus 
avec le simulateur présenté en section 6.2. A gauche est représenté le lieu de 
Nyquist de 160 BBFB en boucle ouverte avec un Δ𝑓 = 12,5 kHz. A droite est 
illustré le lieu de Nyquist de 160 BBFB mais espacés les uns des autres de 
Δ𝑓 = 12,5 kHz ±10%. Les paramètres de simulation des BBFB et du correcteur 
intégral sont identiques, à savoir 𝑡𝑑 = 40 µ𝑠 et 𝐺𝐵𝑊 = 2 𝑘𝐻𝑧. Cette dispersion 
de 10% entraîne un étalement du lieu de Nyquist, le rapprochant ainsi du point 
critique. 
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4.3. Architecture numérique du BBFB 
 
4.3.1. La structure quadrature 
 
Pour réaliser le BBFB tel qu’il est illustré en Figure 4.1 dans un circuit numérique, on doit 
décomposer l’architecture sous forme quadratique IQ. Pour cela, le BBFB est constitué de 
deux branches identiques, toutes deux composées d'un démodulateur, d'un intégrateur (ou 
accumulateur) et d'un modulateur. L'une des branches traite la partie réelle I (pour  
« In-phase ») tandis que l'autre traite la partie imaginaire Q (pour « Quadrature »). 




Fig. 4-7 : Illustration de l'architecture du BBFB IQ 
Figure 4.7. Illustration de l'architecture du BBFB IQ pour son implémentation 
dans un circuit numérique. G représente le gain de l'intégrateur et LO 
l'oscillateur local générant les signaux sinusoïdaux. 
 
 
Pour un signal d'entrée 𝜀(𝑡) réel, on a en sortie des démodulateurs : 
 
 𝐼′ = Re[𝜀(𝑡). 𝑒−𝑗𝜔𝑝(𝑡−𝑡𝑑)] = 𝜀(𝑡) cos(𝜔𝑝(𝑡 − 𝑡𝑑)) 
(4.11) 
 
 𝑄′ = Im[𝜀(𝑡). 𝑒−𝑗𝜔𝑝(𝑡−𝑡𝑑)] = −𝜀(𝑡) sin(𝜔𝑝(𝑡 − 𝑡𝑑)) 
  (4.12) 
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Les accumulateurs numériques intègrent les signaux I et Q indépendamment. En considérant 
un retard unitaire 𝑍−1, l'équation en Z liant la sortie I à l'entrée I' (ou Q et Q') de 
l'accumulateur s'écrit : 
 
 𝐼(𝑍) = 𝐼(𝑍). 𝑍−1 + 𝐼′(𝑍). 𝐺. 𝑇𝑠 
(4.13) 
 
La relation de récurrence est donnée par 




avec 𝑇𝑠 la période d'échantillonnage numérique. L'information scientifique contenue dans I et 
Q peut être extraite en calculant le module 𝑀 = |𝐼 + 𝑗𝑄| = √𝐼2 + 𝑄2 et la phase1  
𝜓 = arg(𝐼, 𝑄) = arctan (𝑄 𝐼⁄ ). Nous verrons dans les chapitres suivants que l'information 




4.3.2. La génération des signaux 
 
Le BBFB requiert pour son fonctionnement cinq signaux sinusoïdaux :  
 
- un pour polariser le TES correspondant : 𝑝(𝑡) = cos(𝜔𝑝𝑡) 
- deux pour la démodulation : cos(𝜔𝑝(𝑡 − 𝑡𝑑)) et −sin(𝜔𝑝(𝑡 − 𝑡𝑑)) 
- deux pour la modulation : cos(𝜔𝑝𝑡) et −sin(𝜔𝑝𝑡) 
 
Le générateur de signaux est schématisé par un oscillateur local LO en Figure 4.7. Il existe 
principalement deux méthodes de génération numérique de signaux sinusoïdaux : le calcul 
numérique par rotation de coordonnées (COordinate Rotation Digital Computer – 
CORDIC) [85] et la synthèse numérique directe de signaux (Direct Digital Synthesizer – 
DDS) [86]. La méthode CORDIC est basée sur un calcul itératif de valeurs trigonométriques. 
Le temps de traitement pour générer une valeur n'est pas déterministe et peut dans certains 
cas nécessiter un grand nombre de coups d'horloge, ce qui se traduit par l'utilisation 
d'horloges très rapides. C'est principalement pour cette raison que dans le cas de SAFARI 
nous avons choisi d'utiliser les DDS pour la génération des signaux.  
 
Disponibles sous forme de circuits intégrés ou d'algorithmes numériques, les DDS sont 
utilisés depuis des dizaines d'années dans les technologies de communications [87] ce qui en 
fait des systèmes très matures. Notre DDS est composé de deux principales fonctions : un 
accumulateur de phase et un convertisseur phase – forme d'onde. L'accumulateur de phase 
illustré dans la Figure 4.8 est composé d'un additionneur et d'un registre numérique de N bits 
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accumulant à chaque période d'échantillonnage 𝑇𝑠 = 1/𝑓𝑠 un nombre 𝐼𝑛𝑐  appelé incrément. 
L'évolution de la sortie de l'accumulateur de phase peut être représentée comme l'évolution 
d'un point sur un cercle trigonométrique divisé en 2𝑁 valeurs discrètes. La valeur de 
l’incrément est proportionnelle à la fréquence 𝑓𝑜𝑢𝑡 du signal à générer et suit la relation : 
 
 
𝑓𝑜𝑢𝑡 = 𝐼𝑛𝑐 ×
𝑓𝑠
2𝑁
    𝑝𝑜𝑢𝑟  0 < 𝐼𝑛𝑐 < 𝑁/2 
 
(4.15) 
La fréquence minimale synthétisable correspond au cas où 𝐼𝑛𝑐 = 1 (𝐼𝑛𝑐 = 0 correspondant 
à un signal continu) et la fréquence maximale est dictée par le théorème de Shannon. De 
plus, pour calculer des signaux de même fréquence mais déphasés, il suffit d’ajouter un offset 
en sortie d'accumulateur. 
 
La deuxième fonction composant le DDS est la conversion phase – forme d'onde (ou 
amplitude). Cette dernière est basée sur une mémoire contenant une représentation de la 
fonction cosinus. L'adressage de cette mémoire est proportionnel à la valeur de 
l'accumulateur de phase. Pour générer un signal avec une résolution de 10 Hz (spécification 
de SAFARI) et avec une fréquence d'échantillonnage 𝑓𝑠 = 10 MHz, la table doit contenir 
220 valeurs (application numérique de l'équation (4.15)). Les signaux synthétisés 
numériquement sont convertis en signaux analogiques grâce à des DAC (Digital to Analog 
Converter) de 16 bits. Afin de minimiser le bruit de quantification au niveau des DAC, 
l'amplitude du bruit des signaux numériques ne doit pas excéder un demi-quantum1 du DAC 
( 1/217). Pour cela, nous avons choisi dans le cas de SAFARI d'utiliser un codage sous 
18 bits pour la précision des signaux numériques. Cela signifie que chacune des valeurs de la 
fonction cosinus stockées dans la table doit être codée sous 18 bits. Avec une telle précision, 
la taille totale de la mémoire atteint environ 2,3 Mo. Ceci est trop important pour une 
implémentation dans notre FPGA (Virtex5-VSX95T) car l’espace mémoire disponible est 
limité à 1,098 Mo, il est donc nécessaire d'optimiser le fonctionnement du DDS afin de 
réduire la taille 2𝑁 de cette table. Pour cela nous avons choisi d'approximer par interpolation 
linéaire la fonction (cf. Figure 4.8) cosinus entre chaque valeur de la table. Pour un cos(𝛽) 
donné, la fonction d'interpolation est décrite par : 
  
 cos(𝛽) = cos(𝛽𝑖) + (𝛽 − 𝛽𝑖)𝐾𝑖        avec    𝛽𝑖 < 𝛽 <  𝛽𝑖+1 
 
(4.16) 
𝛽 est l'angle de la valeur du cosinus à synthétiser, 𝛽𝑖 est l'angle de la valeur du cosinus 
correspondant à l’indice 𝑖 de la table. 𝐾𝑖 un coefficient correspondant à la pente de la 
fonction d'interpolation entre les valeurs de 𝛽𝑖 et 𝛽𝑖+1. 𝐾𝑖 est donné par : 
 
 
                                                 
1 Le quantum est défini comme étant la plus petite variation d'un nombre codé sous N bits. Sa valeur est définie 
par :  𝑄 = 1/2𝑁𝑏𝑖𝑡𝑠 
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Fig. 4-8 : Principe et architecture du DDS implémenté dans le BBFB 
Figure 4.8. (haut) Principe de la génération de signal avec le DDS utilisant une 
fonction d'interpolation linéaire. (bas) Architecture du DDS utilisée pour générer 













   
avec 2𝑁 la taille de la table. Avec cette architecture, les bits de poids forts (MSB) de 
l’accumulateur de phase contiennent les adresses RAM des valeurs « grossière » du signal à 
synthétiser, tandis que les bits de poids faibles (MSB) contiennent la différence (𝛽 − 𝛽𝑖) 
utilisée pour l’interpolation.  
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 Cette technique d'interpolation permet de réduire la taille de la table en diminuant le 
nombre de valeurs stockées. Nous avons choisi d'utiliser pour les DDS de SAFARI une table 
de 210 adresses où chaque case mémoire contient deux informations : la valeur cos(𝛽𝑖) 
codée sous 18 bits et le coefficient 𝐾𝑖 correspondant codé sous 11 bits. L’erreur de synthèse 
ℇ(𝑥) du DDS est maximale pour les valeurs de cosinus comprises dans la gamme 













Cette expression donne une erreur maximale d'environ 4,7.10−6 soit environ 30% du 
quantum d'un codage sous 16 bits. Le bruit engendré par la synthèse numérique est donc 
suffisamment faible pour ne pas être répercuté en sortie de DAC.  
 
Grâce à cette optimisation l’espace de stockage nécessaire au DDS a été réduit à environ 
4 ko (contre 2,3 Mo initialement). Enfin, en cadençant un DDS avec une horloge de 
40 MHz, on génère les quatre signaux échantillonnés à 𝑓𝑠 = 10 MHz nécessaires au BBFB 
(détaillés au début de cette section 4.3.2). 
 
 
4.3.3. Les limitations de l'architecture 
 
Les 3 500 détecteurs de SAFARI sont répartis en 24 canaux pouvant contenir un 
maximum de 160 pixels. Pour traiter un canal de 160 détecteurs, il faut donc 160 unités 
BBFBUN (composées chacune d’un BBFB et d’un DDS) fonctionnant en parallèle, et ce à un 
cadencement de 10 MHz (cf. Figure 4.9). La charge de calcul numérique pour lire et 
contrôler un canal de 160 pixels est de 12,8 Gop/s1 et 307,2 Gop/s pour 24 canaux. Avec 
une telle charge de calcul, la puissance du DCU permettant de traiter 3 500 détecteurs est 
estimée à environ 200 W alors que le budget puissance qui lui est alloué est d'environ 60 W. 
Il est donc indispensable de réduire la consommation.  
 
La puissance consommée dans un circuit de technologie CMOS est donné par [88] : 
 
 𝑃𝑎𝑣𝑔 = 𝐶𝐿𝑉𝑑𝑑
2 𝐹𝑝⏟    
𝑑𝑦𝑛𝑎𝑚𝑖𝑞𝑢𝑒
+ 𝐼𝑠𝑐𝑉𝑑𝑑⏟  
𝑠𝑡𝑎𝑡𝑖𝑞𝑢𝑒





où 𝐶𝐿 est la somme des capacités de charge, 𝐹𝑝 la fréquence de fonctionnement, 𝑉𝑑𝑑 la 
tension de polarisation, 𝐼𝑠𝑐 le courant statique consommé et 𝐼𝑙𝑒𝑎𝑘𝑎𝑔𝑒 la somme des courants 
de fuite. La puissance statique ainsi que la puissance de fuite sont liées aux technologies et au 
design du composant. Au niveau de la conception, le seul levier permettant une diminution 
significative de la puissance totale est 𝐹𝑝. Il est donc nécessaire d'optimiser le fonctionnement 
                                                 
1 Pour estimer le nombre d'opérations par seconde (op/s), nous ne considérons que le nombre de 
multiplications effectuées en une seconde, car elle est l'opération élémentaire la plus complexe dans un FPGA.   
108 CHAPITRE 4. L’asservissement en bande de base «Baseband Feedback» 
 




Fig. 4-9 : Implémentation de 160 BBFB permettant de traiter 1 canal de SAFARI 
Figure 4.9. Illustration de l'implémentation de 160 BBFB permettant de traiter 1 
canal de SAFARI. Pour traiter les 3 500 pixels de l’instrument, 24 architectures 




Nous avons vu dans le chapitre précédent que les retards de boucle rendent la FLL 
instable pour une bande de multiplexage fréquentiel de [0 – 3,3 MHz]. Nous avons donc 
pour cela mis en œuvre la technique du BBFB. Ce type d'asservissement en bande de base 
permet de s'affranchir des retards de boucle, ainsi le produit gain-bande qui était limité par les 
fréquences porteuses (~ 3 MHz) n'est maintenant limité que par la bande passante du signal 
scientifique (~ 40 Hz). J'ai détaillé dans un premier temps le principe de fonctionnement du 
BBFB puis j'ai étudié de manière théorique les deux critères de stabilité de cet asservissement. 
Ces études ont montré que le fonctionnement du BBFB peut être ramené à celui d'un 
correcteur intégral dès lors que le retard de boucle est parfaitement compensé. Dans un 
second temps j'ai traduit les équations de l'algorithme BBFB en architecture numérique. Le 
BBFB IQ que nous avons mis en œuvre est basé sur une architecture à deux branches 
fonctionnant en quadrature de phase. J'ai ensuite étudié l'algorithme DDS pour la synthèse 
des signaux de modulation et démodulation ainsi que la génération des porteuses. Une unité 
BBFBUN composée d'un BBFB et d'un DDS permet de piloter un pixel. La lecture et le 
contrôle de 3 500 détecteurs requierent donc autant de BBFBUN mais la puissance totale 
estimée dépasse alors largement le budget puissance alloué au DCU. Il est donc nécessaire 
d'optimiser le fonctionnement du BBFBUN, ceci est l'objet du chapitre suivant. 
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Le BBFB spécialement développé pour l'instrument SAFARI assure la lecture et le 
contrôle de la chaîne de détection en linéarisant la caractéristique du SQUID. Cependant, la 
puissance électrique nécessaire pour réaliser ces opérations avec un plan focal de 3 500 
détecteurs est estimée à environ 200 W alors que la puissance allouée au DCU n'est que de 
60 W. Nous avons vu dans le chapitre précédent que la puissance consommée par un circuit 
numérique tel un FPGA peut être réduite en diminuant le nombre d’opérations par seconde. 
Dans ce chapitre, je vais vous exposer les différentes optimisations apportées au BBFB pour 
réduire sa consommation. Pour cela, j'utiliserai communément les termes « architecture 
optimisée » ou « BBFB optimisé » pour qualifier la nouvelle structure du BBFB, et les termes 
« architecture classique » ou « BBFB classique » seront assimilés au BBFB présenté dans le 
chapitre précédent. 
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5.1. Principe d'optimisation 
 
 
L'objectif principal des optimisations est de réduire le nombre d’opérations par seconde 
du système tout en respectant la bande passante du signal scientifique. Dans le cas de 
SAFARI, celle-ci est d'environ 40 Hz alors que la bande de fonctionnement du BBFB 
classique s'étend jusqu'à 10 MHz en raison du multiplexage fréquentiel. Les 6 décades qui 
séparent la bande scientifique de la fréquence de fonctionnement du BBFB classique 
montrent qu'il est possible d'optimiser son fonctionnement sans dégrader les informations de 
lecture. Pour réduire la cadence du BBFB, nous découpons la bande fréquentielle d’entrée en 
plusieurs sous-bandes grâce à des étages de descente et remontée en fréquence comme 




Fig. 5-1 : Schéma de principe du BBFB optimisé 
Figure 5.1. Schéma de principe du BBFB optimisé. L'ensemble descente et 
remontée en fréquence découpe la bande totale d'entrée du BBFB en plusieurs 
sous-bandes permettant à l'asservissement de fonctionner en basse fréquence.  
 
 
5.2. La descente en fréquence 
 
5.2.1. La décimation 
 
L'opération de descente en fréquence a pour but de diminuer la cadence de 
fonctionnement du BBFB. Pour ce faire, il est tout d'abord nécessaire de diminuer la quantité 
de données que ce dernier doit traiter par unité de temps, c’est-à-dire réduire sa fréquence 
d'échantillonnage. Pour cela, il faut sous-échantillonner ou décimer le signal d'entrée délivré 
le convertisseur analogique/numérique (Analog-to-Digital Converter – ADC). La décimation 
par un facteur 𝐷 du signal 𝜀(𝑛) échantillonné à 𝐹𝑒 consiste à ne retenir qu'un seul échantillon 
sur 𝐷 de ce signal. La nouvelle fréquence d'échantillonnage 𝐹𝑠 en sortie est donc  𝐹𝑠 = 𝐹𝑒/𝐷. 
Cela signifie qu'il est nécessaire de filtrer le signal 𝜀(𝑛) avant sa décimation afin d'éviter tout 
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phénomène de repliement de spectre. Les fréquences porteuses contenant l'information 
scientifique sont contenues dans la bande [1 – 3 MHz], il est alors possible de découper la 
bande large d'entrée en plusieurs sous-bandes et sélectionner par filtrage celles qui couvrent 
le domaine [1 – 3 MHz]. Ce découpage fréquentiel peut être effectué à l'aide de filtres passe-
bande dont la bande passante respecte le critère de Shannon lié à la décimation.   
 
 
5.2.2. Le banc de filtres polyphases 
 
Pour découper le spectre initial en sous-bandes de largeur identiques, nous utilisons un 
banc de filtres à réponse impulsionnelle finie (RIF) [89]. La notion de banc de filtres consiste 
à mettre en œuvre 𝑀 filtres indépendants 𝐻𝑘(𝑧)𝑘=0,… ,𝑀−1 en parallèle sélectionnant chacun 
une fraction de la bande initiale (dont les largeurs sont identiques dans notre cas). Une 
implantation classique de banc de filtres est illustrée en Figure 5.2. 
 
 
Fig. 5-2 : Illustration d'un banc de M filtres classique 
Figure 5.2. Illustration d'un banc de M filtres classique. En supposant qu'il y a 𝑁 
coefficients par filtre et que ces filtres sont de même largeur, la mise en œuvre 
d'un tel banc de filtre nécessite 𝑁.𝑀 opérations de multiplication à la fréquence 
d'échantillonnage 𝐹𝑒 pour couvrir la bande initiale. 
 
Or la mise en œuvre d'un tel banc de filtre nécessite beaucoup de ressources numériques. 
En effet, pour 𝑀 filtres de 𝑁 coefficients, la charge de calcul est égale à  𝑀 × 𝑁 
multiplications à la fréquence 𝐹𝑒. Pour réduire ce nombre d’opérations, une des solutions est 
d’utiliser un banc de filtres polyphasés [90].  
 
Pour bien comprendre le concept d’architecture polyphasée, repartons tout d'abord de la 
transformée en Z de la fonction de transfert d'un filtre RIF classique à 𝑁 coefficients : 
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avec 𝑏𝑖 le 𝑖
è𝑚𝑒 coefficient du filtre. Pour des raisons de simplicité du point de vue 
développement numérique, nous supposons que le nombre 𝑁 de coefficients du filtre est un 
multiple entier d’une constante entière 𝑀, soit 𝑁 = 𝐾𝑀. Développons la sommation de 
l’équation (5.1) sous la forme de 𝑀 lignes de 𝐾 colonnes : 
 
 











−(𝑀+1) + … +𝑏𝑀(𝐾−1)+1𝑧
−𝑀(𝐾−1)−1
 … …  …  
 +𝑏𝑀−1𝑧
−(𝑀−1) +𝑏2𝑀−1𝑧
















on peut identifier la fonction de transfert 𝐻(𝑧) sous la forme suivante : 
 
 
𝐻(𝑧) =  1 𝐸0(𝑧












Cette nouvelle forme de 𝐻(𝑧) est l’implantation polyphasée du filtre RIF décrite en 
équation (5.1). Cette transformation revient essentiellement à décomposer le filtre initial en 
𝑀 filtres 𝐸𝑙(𝑧
𝑀) parallèles (dites composantes polyphases). Les équations (5.1) et (5.4) 
décrivent donc le même filtre mais avec un agencement des coefficients différent.  
 
Nous avons vu précédemment qu’un banc de filtre consiste en la mise en œuvre de 𝑀 filtres 
indépendants 𝐻𝑘(𝑧)𝑘=0,..,𝑀−1 en parallèles sélectionnant chacun une fraction de la bande 
initiale. Dans notre cas, les largeurs de ces sous-bandes sont identiques. On peut donc 
interpréter les filtres 𝐻𝑘(𝑧) comme étant des versions d’un filtre passe-bas prototype 𝐻(𝑧) 
régulièrement translaté en fréquence. Mathématiquement, cela revient à écrire :  
 
 
𝐻𝑘(𝑧) = 𝐻 (𝑧. 𝑒
(−𝑗2𝜋
𝑘
𝑀))   pour  𝑘 = 0,… ,𝑀 − 1 
(5.5) 
 
En considérant maintenant l’implantation polyphase du filtre passe-bas prototype 𝐻(𝑧) 
donné en (5.4), l’expression précédente devient : 





























La sortie du banc de filtres 𝐻𝑘(𝑧) correspond à la somme des transformées de Fourier 
des sorties des filtres polyphases. Une fonction FFT de 𝑀 points placée à la sortie des 
 𝑀 filtres polyphases permet donc leur translation fréquentielle. Le découpage de la bande  
[0 – 10 MHz] en 𝑀 sous-bandes peut donc être obtenu grâce à un banc de filtres polyphases 
tel celui illustré en Figure 5.3. En considérant que le filtre prototype (décrit en section 5.4) 
possède 𝑁 coefficients, une implantation polyphase ne nécessite alors que 
 𝑁 +𝑀. log2𝑀 (avec 𝑀. log2𝑀 la complexité du bloc FFT) op/s, contre 𝑁.𝑀 pour un 
banc de filtres classique. 
 
 
Fig. 5-3 : Implantation classique d'un banc de filtres 
Figure 5.3. Illustration de l'implantation d'un banc de filtres polyphases suivi des 
étages de décimation. Les filtres résultants sont régulièrement répartis sur 
l'ensemble de la bande large grâce à la FFT. La bande passante (𝐵𝑊) de chaque 
filtre doit respecter le critère de Shannon, à savoir 𝐵𝑊 < 𝐹𝑠/2 afin d'éviter tout 
repliement de spectre après la décimation. 
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 L'ajout d'un banc de filtres polyphases permet de réduire la charge de calcul du 
BBFB. De plus, nous avons vu que l'implantation polyphasée nécessite moins de ressources 
numériques qu'un banc de filtres classique. Cependant, décimer les signaux en sortie de 
chaque canal de la FFT n'est pas la solution optimale. En effet, seul 1 échantillon sur 𝑀 est 
conservé alors que tous ont été calculés auparavant ! De ce fait, la solution idéale est de 
décimer avant le filtrage afin de ne calculer que les échantillons utiles. Cette inversion 
filtrage ⇔ décimation est possible grâce à une propriété autorisant la permutation de 
fonctions dont le comportement est linéaire et invariant dans le temps, c'est la « Noble 
identity » (cf. Figure 5.4). Selon cette propriété, le filtrage par 𝐻(𝑧) à une fréquence 
d'échantillonnage donnée 𝐹𝑠 est équivalent au filtrage par 𝐻(𝑧
𝑀) à une fréquence 
d'échantillonnage 𝐹𝑒 = 𝑀.𝐹𝑠 . De ce fait, la réponse impulsionnelle de 𝐻(𝑧
𝑀) est celle de 





Fig. 5-4 : Illustration de la « Noble identity » 
Figure 5.4. Illustration de la propriété « Noble identity », en a) dans le cas d'une 
décimation par 𝐷 = 𝑀 et en b) dans le cas d'une interpolation. 
 
 
La Figure 5.5 illustre l'implémentation optimale du banc de filtre décimateur en accord 
avec la Noble identity. Le banc de filtres ne calcule après décimation que les échantillons 
effectifs, la charge de calcul est donc divisée par 𝑀 et devient donc  𝑁. log2𝑀 op/s. Dans 
cette démonstration, nous avons considéré un filtre 𝐻(𝑧) parfait (filtre parfaitement 
rectangulaire et de largeur 𝐹𝑒/𝑀) d'où le facteur de décimation 𝐷 = 𝑀. Or, le filtre prototype 
réel (cf. section 5.4) est plus large ce qui signifie qu'une décimation par 𝑀 entraîne 
systématiquement un repliement de spectre. Pour cette raison, le facteur de décimation 𝐷 
associé à un banc de 𝑀 filtres polyphases est défini à 𝐷 = 𝑀/2. 
 




Fig. 5-5 : Implantation permutée d'un banc de filtres polyphases 
Figure 5.5. Implémentation permutée d'un banc de filtres polyphases avec l'étage 
de décimation en amont. Avec cette architecture, seules les opérations 
nécessaires au résultat définitif sont calculées. 
 
 
5.2.3. Implémentation numérique de la descente en fréquence 
 
En ce début de section nous avons détaillé les principales fonctions composant la 
descente en fréquence, que sont la décimation et le filtrage. Dans cette section je vais 
présenter l'implémentation numérique cet étage.  
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avec 𝑏𝑛 les coefficients du filtre. Comme nous avons pu le voir, ce même filtre prototype est 
translaté en fréquence de manière à couvrir la bande [0 – 10 MHz], cela peut s'écrire de la 















   
où 𝑖 est l'indice du filtre, 𝑓𝑖 la fréquence centrale du 𝑖
è𝑚𝑒 filtre et 𝑇𝑒 la période 
d'échantillonnage. La bande passante de chaque filtre étant de 156,25 kHz (cf. Table 5-1), 
pour couvrir l'intégralité de la bande initiale [0 – 10 MHz] il faut que les filtres soient espacés 
les uns des autres de 156,25 kHz, soit un total de 𝑀 = 64 filtres. L'expression du signal en 
































Cette expression peut être identifiée à l'implémentation illustrée en Figure 5.5 avec 𝑀 = 64 
filtres polyphasés de  𝑁 = 256 coefficients et un facteur de décimation 𝐷 = 32 donnant une 
fréquence d'échantillonnage de sortie 𝐹𝑠 = 312,5 kHz. L'opération de décalage fréquentiel 
du filtre vers les basses fréquences, exprimée dans l'équation (5.10) sous la forme d'une 
transformée de Fourier discrète 64 points (𝐷𝐹𝑇64), est traitée numériquement par une  
FFT-64.  
 
La répartition spectrale des sous-bandes est illustrée en Figure 5.6, on remarque que seules 
les bandes 6 à 21 sont utilisées car elles correspondent au domaine fréquentiel  
[0,8 – 3,3 MHz] de la FDM. Les porteuses contenues dans une sous-bande sont traitées par 
autant de BBFB à la fréquence basse 𝐹𝑠 = 312,5 kHz. On a réduit la fréquence de traitement 
par un facteur 32.  
 




Fig. 5-6 : Vue spectrale de l'opération de descente en fréquence 
Figure 5.6. Vue spectrale de l'opération de descente en fréquence. a) le signal 
FDM est compris entre 0,8 et 3,3 MHz donc seules les bandes 6 à 21 du banc de 
filtres sont utilisées. b) chaque sous-bande (exemple avec la bande 6) est ramenée 
au DC (centrée à 0 Hz) avec la nouvelle fréquence d'échantillonnage  
𝐹𝑠 = 312,5 kHz. 
 
 
5.3. La remontée en fréquence 
 
Après avoir été traitées en basse fréquence, les porteuses remodulées en sortie des BBFB 
doivent être ramenées à leur fréquence initiale pour être ré-échantillonnées à 10 MHz et 
former le signal de contre-réaction. Ceci est le rôle de la remontée en fréquence. 
 
Le passage de la fréquence d'échantillonnage 𝐹𝑠 = 312,5 kHz à 𝐹𝑒 = 10 MHz est obtenu 
par sur-échantillonnage, ou interpolation d'un facteur 𝐷 = 32. Cette opération consiste à 
insérer 31 « 0 » entre chaque échantillon en sortie de BBFB. Aucune information n'est donc 
ajoutée au signal sur-échantillonné, seule sa fréquence d'échantillonnage est augmentée.  Afin 
de pallier aux problèmes de repliement spectral ayant pour effet de périodiser le spectre basse 
fréquence, la remontée utilise un banc de 64 filtres polyphasés dont le principe est le même 
que celui de la descente en fréquence. Ces opérations d'interpolation-filtrage sont illustrées 
spectralement en Figure 5.7. 
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Fig. 5-7 : Vue spectrale de l'opération de remontée en fréquence 
Figure 5.7 Vue spectrale de l'opération de remontée en fréquence. a) Exemple de spectre 
du signal complexe en sortie du BBFB correspondant à la bande 6. b) Effet de 
l'interpolation, le spectre du signal en basse fréquence est dupliqué, ou « périodisé » tous les 
𝐹𝑠. c) Spectre du signal en sortie du canal 6 de la remontée en fréquence. 
 
avec 𝑖 l'indice de la bande. Les sorties de chacune des bandes doivent ensuite être 


















































avec ℎ = 𝑛 + 64𝑘. L'opération de décalage fréquentiel du filtre vers les hautes fréquences 
exprimée dans cette équation sous la forme d'une transformée de Fourier discrète inverse est 
traitée numériquement par une iFFT64. 




Fig. 5-8 : Implémentation numérique de la remontée en fréquence 
Figure 5.8 Implémentation numérique de la remontée en fréquence 
 
L'implémentation numérique de la remontée en fréquence est illustrée en Figure 5.8. Les 
signaux en sortie des BBFB parviennent à l'entrée de la remontée avec une fréquence 
d'échantillonnage de 312,5 𝑘𝐻𝑧 et traversent ensuite le banc de filtres polyphasés. De plus, 
pour optimiser la génération des porteuses, les DDS sont cadencés à basse fréquence 
(312,5 𝑘𝐻𝑧) et un second étage de remontée en fréquence est utilisé. L'interpolation de « 0 » 
n'intervient qu'en sortie de remontée en fréquence grâce à la propriété de « Noble identity ». 
Grâce à cela nous pouvons cadencer les opérations plus lentement car nous ne calculons pas 
les nombreux « 0 » interpolés.  
 
Les charges de calcul des étages de descente et remontée en fréquence sont identiques et 
valent 256 log2(64) = 1 536 op/s. Les transformées de Fourier utilisées pour l’instant dans 
notre architecture numérique sont des blocs fonctionnels propriétaires (Intellectual 
Property - IP) développés par le fabricant Xilinx. Leur contenu ne peut donc être connu et 
maîtrisé. Cependant, des algorithmes FFT et iFFT optimisés pour le DCU sont en cours de 
développement à l'IRAP. Ces optimisations tiennent compte du fait que seuls les 16 canaux 6 




5.4. Le filtre prototype 
 
Comme nous l'avons vu dans les sections précédentes, le principe du découpage en sous-
bandes utilisé pour optimiser la consommation du BBFB est basé sur la translation 
fréquentielle d'un filtre prototype grâce à une architecture de banc de filtres polyphasés. En 
supposant que le filtre prototype soit idéal et donc parfaitement adapté à la bande passante 
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de 20 Hz du signal scientifique, il nous serait possible de diviser la bande [0 – 10 MHz] en 
10.106/40 = 250 000 sous-bandes de 40 Hz de large (40 = 2 × 𝐹𝑠/2 pour sélectionner les 
deux bandes latérales scientifiques autour de chaque porteuse). Selon le théorème de 
Shannon, un tel filtrage permet un facteur de décimation 𝐷 = 250 000. Malheureusement, il 
est très difficile d'obtenir un filtre étroit et très sélectif à partir d'une haute fréquence 










où Δ𝑓 est la largeur de la bande de transition, et  𝑘 est une constante propre au type de filtre. 
Cette dernière est proportionnelle à l'ondulation (ripple) dans la bande passante 𝛿𝑝 et à la 
réjection de la bande d'arrêt 𝛿𝑠. Les caractéristiques du filtre sont illustrées en Figure 5.9. De 
plus, le nombre de coefficients de notre filtre prototype doit respecter la limite maximale de 
retard autorisée dans la boucle du BBFB. Dans le chapitre précédent, nous avons évalué le 
retard de boucle maximal à 40 µs. Or les étages de descente et remontée en fréquence sont 
tous deux basés sur le même filtre prototype. Le délai induit par chacun de ces filtres est égal 
à 𝑡𝑓 = 𝑇𝑒(𝑁 − 1)/2 et doit donc être inférieur à 15 µs pour assurer la stabilité du BBFB 
(une marge de 10 µs est conservée pour le traitement du BBFB). Ce budget retard alloué au 
filtre prototype impose donc un nombre de coefficients maximal de 300, ce qui limite la 
largeur de sa bande de transition à ~150 kHz avec 1 dB de ripple et 90 dB de réjection dans 
la bande d'arrêt. Afin de faciliter l'implémentation numérique du banc de filtres polyphases, 
nous avons choisi un nombre de coefficients égal à 28 = 256, ce qui donne un retard  
𝑡𝑓 = 12,75 µ𝑠 par banc de filtres avec 𝑁 le nombre de coefficient du filtre. 
 
 
Fig. 5-9 : Caractéristique d'un filtre passe-bande 
Figure 5.9. Caractéristique d'un filtre passe-bande. Le budget retard alloué au 
filtre prototype est de 20 µs 
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A l'aide de l'outil « FIR filter design » de Matlab, nous avons déterminé les 256 coefficients 
du filtre prototype selon les spécifications résumées en Table 5-1. Le module de la fonction 
de transfert du filtre résultant est illustré en Figure 5.10. 
 
 
Table 5-1. Caractéristiques du filtre prototype 
Type de filtre Réponse Impulsionnelle Finie 
Nombre de coefficients 256 
Ripple dans la bande <  1 𝑑𝐵 
Réjection hors bande >  90 𝑑𝐵 
Bande passante 156,25 𝑘𝐻𝑧 




Fig. 5-10 : Fonction de transfert du filtre prototype 
Figure 5.10. (haut) Fonctions de transfert du filtre prototype obtenues avec 
différentes précision, (bas) impact de la précision de codage des coefficients sur 
l'atténuation et le ripple du filtre. 
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Les coefficients définis avec Matlab sont codés par défaut avec une précision de 32 bits, or le 
nombre de bits utilisés pour réaliser les calculs a un impact important sur la taille des 
multiplieurs qui doivent être mis en œuvre dans le FPGA. J'ai donc analysé l'impact de cette 
précision de codage des coefficients sur les principales caractéristiques du filtre  
(cf. Figure 5.10). On remarque qu’une réjection de 90 dB est atteinte dès que le nombre de 
bits est supérieur ou égal à 15. Nous avons choisi pour notre filtre prototype un codage de 
18 bits car c’est la précision de base des multiplieurs des blocs DSP1 du FPGA (Xilinx 
Virtex 5).  
 
5.5. Le BBFB optimisé 
 
Le principe de fonctionnement de l’algorithme BBFB placé entre les étages de descente et 
remontée en fréquence est le même que celui expliqué en Chapitre 4. Cependant quelques 
précautions doivent être prises aux étapes de démodulation et modulation car les signaux 
fournis par la descente en fréquence en entrée de BBFB sont cette fois de type complexe. 
 
 
Fig. 5-11 : Illustration de l'architecture du BBFB IQ optimisée 
Figure 5.11. Illustration de l'architecture du BBFB IQ optimisée. Les signaux 
e(t), d(t), m(t) et s(t) sont complexes. La démodulation et la modulation sont 
opérées par des multiplieurs de nombres complexes. 
 
                                                 
1 DSP : Digital Signal Processor. Un bloc DSP est une cellule de « haut niveau » spécifiquement optimisée pour 
réaliser une opération de calcul.   
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5.5.1. La démodulation 
 
Nous avons vu au chapitre précédent que la démodulation consiste à extraire 
l'information scientifique contenue dans l’enveloppe de la porteuse. La démodulation d’un 
signal de pulsation 𝜔𝑝 par 𝑒
−𝑗𝜔𝑝(𝑡−𝑡𝑑) revient à décaler son spectre en fréquence de −𝜔𝑝. 
Dans le cas du BBFB classique, le signal à démoduler est réel, son spectre est donc 
symétrique (une composante à 𝜔𝑝 et une autre à −𝜔𝑝). Le spectre résultant est donc 
composé d’une raie à 0 𝐻𝑧 et d’une composante à −2𝜔𝑝, cette dernière étant ensuite filtrée 
par l’intégrateur. Parce que le spectre initial est symétrique, on peut déduire d’après ce 
principe de fonctionnement que démoduler par  𝑒−𝑗𝜔𝑝(𝑡−𝑡𝑑) ou bien par son conjugué 
𝑒𝑗𝜔𝑝(𝑡−𝑡𝑑) produit le même résultat (hormis le signe de la phase de correction 𝜑𝑐).  
 
Dans le cas de l’architecture optimisée illustrée en Figure 5.11, le spectre d’une porteuse 
descendue en fréquence ne comporte qu’une seule composante fréquentielle, son spectre est 
alors asymétrique et donc complexe. Considérons par exemple une porteuse dont la 
fréquence initiale est 𝐹𝑝 = 900 𝑘𝐻𝑧 (cf. Figure 5.12-a). Cette fréquence appartient au 
domaine de la bande 6 du banc de filtres polyphases. Cette bande paire est centrée en 
𝐹𝑐𝑒𝑛𝑡𝑟𝑎𝑙𝑒6 = 937 500 𝐻𝑧 ce qui signifie que la fréquence 𝐹𝑏𝑓 du signal résultant 𝑒(𝑡) en 
sortie de descente est 𝐹𝑏𝑓 = 𝐹𝑝 − 𝐹𝑐𝑒𝑛𝑡𝑟𝑎𝑙𝑒6 = −37,5 𝑘𝐻𝑧 (cf. Figure 5.12-b). Ce signal 
peut s’écrire sous la forme 𝑒(𝑡) = 𝐴𝑒−𝑗2𝜋𝐹𝑏𝑓𝑡. Démoduler ce signal revient à annuler le 
terme 𝐹𝑏𝑓 de l'exponentielle ce qui signifie que le démodulant d(t) doit être à fréquence 
positive (cf. Figure 5.12-c), soit 𝑑(𝑡) = 𝑒+𝑗2𝜋𝐹𝑏𝑓𝑡 = cos(2𝜋𝐹𝑏𝑓𝑡) + 𝑗 sin(2𝜋𝐹𝑏𝑓𝑡). De la 
même manière on comprend bien que si 𝐹𝑝 est supérieure à 𝐹𝑐𝑒𝑛𝑡𝑟𝑎𝑙𝑒6 alors le démodulant 
doit être à fréquence négative.  
 
Nous avons considéré dans cet exemple un signal dont la fréquence correspond à un 
indice de bande paire. Le raisonnement est identique pour les bandes impaires. Considérons 
pour cela une porteuse dont la fréquence initiale est 𝐹𝑝 = 1 020 𝑘𝐻𝑧 (cf. Figure 5.13.a). 
Cette fréquence appartient au domaine de la bande 7 du banc de filtres polyphases. Cette 
bande impaire est centrée en 𝐹𝑐𝑒𝑛𝑡𝑟𝑎𝑙𝑒7 = 1 093 750 𝐻𝑧 et la fréquence 𝐹𝑏𝑓 du signal 
résultant 𝑒(𝑡) en sortie de descente est 𝐹𝑏𝑓 = 𝐹𝑝 + 156 250 − 𝐹𝑐𝑒𝑛𝑡𝑟𝑎𝑙𝑒6 = + 82,5 𝑘𝐻𝑧 
(cf. Figure 5.13 b). Dans ce cas, le démodulant d(t) doit être à fréquence négative  
(cf. Figure 5.13 c), soit 𝑑(𝑡) = 𝑒+𝑗2𝜋𝐹𝑏𝑓𝑡 = cos(2𝜋𝐹𝑏𝑓𝑡) − 𝑗 sin(2𝜋𝐹𝑏𝑓𝑡). De la même 
manière, si 𝐹𝑝 est supérieure à 𝐹𝑐𝑒𝑛𝑡𝑟𝑎𝑙𝑒7 alors le démodulant doit être à fréquence positive. 
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Fig. 5-12 : Principe de démodulation pour un signal complexe en bande paire 
Figure 5.12. Illustration du principe de démodulation pour un signal d'entrée 




Fig. 5-13 : Principe de démodulation pour un signal complexe en bande impaire 
Figure 5.13. Illustration du principe de démodulation pour un signal d'entrée 
complexe sélectionné par une bande impaire 
 
 
En résumé (cf. Table 5-2), pour un indice de bande paire, le signe de la partie imaginaire 
(sinus) de d(t) doit être positif si la fréquence porteuse initiale se situe dans la partie gauche 
de la bande, ou négatif si elle se situe dans la partie droite. Inversement, pour un indice de 
bande impaire, le signe de la partie imaginaire de d(t) doit être négatif si la fréquence 
porteuse initiale se situe dans la partie gauche de la bande, ou positif si elle se situe dans la 
partie droite. Il est primordial de bien respecter ces règles de signe sinon le signal en entrée 
de BBFB ne sera pas correctement démodulé. L’information scientifique en serait alors 
biaisée tout comme pour le signal de contre-réaction, rendant alors l’asservissement instable. 
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Table 5-2. Synthèse du signe des parties imaginaires de d(t) et m(t) 
Bande Paire Impaire 
gauche/droite 
 
Signe du sinus de d(t) + − − + 




Nous avons vu que l’étape de démodulation consiste en la multiplication des deux signaux 
complexes 𝑒(𝑡) et 𝑑(𝑡). La synthèse numérique d’un multiplieur complexe nécessite  
4 multiplications et 2 additions. Pour réaliser ces calculs dans un FPGA, on doit traiter 
séparément les parties réelles et imaginaires : 
 
 𝐼′ + 𝑗𝑄′ = 𝑒(𝑡) ∗ 𝑑(𝑡) 
 
               = (𝑎 + 𝑗𝑏)(𝑐 + 𝑗𝑑) 
 
               = (𝑎𝑐 − 𝑏𝑑) + 𝑗(𝑏𝑐 + 𝑎𝑑) 
(5.14) 
 
Il est cependant possible d’économiser un multiplieur grâce à ce développement : 
 
 𝐼′ + 𝑗𝑄′ = 𝑎𝑐 − 𝑏𝑑 + 𝑗(𝑏𝑐 + 𝑎𝑑) 
 
               = 𝑎𝑐 − 𝑏𝑑 + 𝑏𝑐 − 𝑏𝑐 + 𝑗(𝑏𝑐 + 𝑎𝑑 + 𝑎𝑐 − 𝑎𝑐) 
 
               = 𝑐(𝑎 + 𝑏) − 𝑏(𝑐 + 𝑑) +  𝑗[𝑐(𝑎 + 𝑏) + 𝑎(𝑑 − 𝑐)] 
(5.15) 
 
Le terme 𝑐(𝑎 + 𝑏) commun à la partie réelle et à la partie imaginaire n’est calculé qu’une 
seule fois. De cette manière, le multiplieur complexe ne nécessite que 3 multiplications au 
lieu de 4, cela au prix de 2 additions supplémentaires.  
 
5.5.2. La modulation 
 
Pour rappel, l’opération de modulation du BBFB (cf. Figure 5.11) consiste à multiplier 
m(t) par le signal scientifique extrait par les intégrateurs, i.e. réinjecter l’information 
scientifique dans l’enveloppe de la porteuse. La somme des signaux modulés en sortie des 
BBFB forme le signal de contre-réaction qui permet de linéariser le SQUID. La modulation 
est donc l’opération inverse de la démodulation. D’après la démonstration de la section 
précédente 5.5.1, cela signifie que le signe de la partie imaginaire de m(t) doit être l’opposé de 
celui de d(t) pour replacer la porteuse à sa fréquence initiale. 
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5.5.3. La génération des signaux 
 
Nous avons vu dans la section 4.3.2 que les signaux nécessaires au BBFB (d(t) et m(t)) 
ainsi qu’à la génération des porteuses sont générés par des DDS. Comme le montre la Figure 
5.11 (page 124), un BBFB requiert 6 signaux de même fréquence mais de phases différentes. 
Le paramétrage de ces phases joue un rôle crucial pour la stabilité du BBFB ainsi que ses 
performances. En effet, la phase de correction 𝜑𝑐 sert à compenser le retard de boucle de 
l’asservissement afin de valider le premier critère de stabilité énoncé en  
section 4.2.2. La phase 𝜑𝑏 ne concerne que le signal de polarisation 𝑝𝑏𝑓(𝑡) et sert à 
s’affranchir de l’effet weak-link des détecteurs TES. La phase initiale 𝜑𝑖 permet d’optimiser la 
dynamique du DAC-bias (somme des 𝑝𝑏𝑓(𝑡) de chaque BBFB) et DAC-Feedback (somme 
des 𝑠(𝑡) de chaque BBFB). Je présenterai en détail les caractéristiques de ces paramètres en 
section 6.3. Les 4 signaux contenus dans d(t) et m(t) sont générés grâce à un seul et même 
DDS dont les ressources sont multiplexées. Les porteuses 𝑝𝑏𝑓(𝑡) sont pour l’instant 
générées par un second DDS. 
 
 
5.6. Implémentation de l’architecture BBFB 
 
Dans la section précédente, nous avons analysé en détail le principe ainsi que l’architecture 
d’un BBFB optimisé permettant de traiter un pixel. Or un canal de la chaîne de détection de 
SAFARI peut contenir jusqu’à 160 pixels et donc nécessiter autant de BBFB. Or le nombre 
de BBFB a un impact sur le dimensionnement des convertisseurs, je vais donc dans un 
premier temps déterminer la dynamique requise pour l'ADC et les DAC. Ensuite nous 
analyserons l'architecture numérique composée de plusieurs BBFB et permettant de traiter 
160 pixels. Puis je présenterai le filtre numérique que j'ai développé pour le filtrage des 
données scientifiques nécessaire avant les étapes de décimation, compression et transmission 
au sol. 
 
5.6.1. Dynamique des DAC et ADC 
 
Il est important de bien dimensionner les convertisseurs car leurs limitations 
technologiques en font un point « critique » du DCU, et plus particulièrement pour les DAC. 
Ce dimensionnement détermine aussi la taille de l’ensemble des signaux internes aux BBFB 
ainsi que la précision de codage des tables des DDS (section 4.3.2).  
 
Les DAC utilisés pour polariser les 160 détecteurs d’un canal de SAFARI et fournir la 
contre-réaction au SQUID doivent permettre la génération d’un signal égal à la somme de 
160 porteuses. Or la dynamique de chacune des porteuses doit nécessairement être 
supérieure ou égale à celle d’un TES. Nous avons vu en section 3.1.5 (page 62) que la 
dynamique d’un TES est égale à l’excursion maximale de son courant par rapport à son 
niveau de bruit, soit 𝐷 = Δ𝐼/𝐼𝑛 avec  Δ𝐼 l’excursion maximale du courant du TES et 𝑖𝑛 son 
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bruit en courant. De plus, il faut aussi prendre en compte la dégradation du bruit en √𝑁 [91] 
due à la somme de 𝑁 porteuses, ainsi que le facteur de crête du signal total (ratio entre la 
valeur crête et la valeur rms du signal) que l’on multiplie par 2 pour le convertir en ratio 






× 2 × 𝐶𝐹 × √𝑁 
(5.16) 
 
En considérant le facteur de crête 𝐶𝐹 = 3,4 du signal total, un total de 𝑁 = 160 porteuses 
générées, Δ𝐼 = 0,32𝜇𝐴𝑟𝑚𝑠 et 𝐼𝑛 = 3,5 𝑝𝐴/√𝐻𝑧, on trouve pour le DAC une dynamique 
théorique de 𝐷𝑅𝑑𝑎𝑐𝑡ℎ = 8.10
6√𝐻𝑧 = 138 𝑑𝐵𝑐. 
 
Cependant, cette dynamique théorique au niveau des DAC ne tient pas compte de 
l’ensemble de la chaîne de détection. Il est donc nécessaire de prévoir une certaine marge 
pour s’affranchir des facteurs suivants : 
 atténuation du signal FDM dans les câbles (du DCU au plan focal) en fonction de la 
fréquence : marge de +2 𝑑𝐵 
 les niveaux des porteuses ne seront probablement pas uniformes, le peigne de 
fréquence ne sera donc pas plat : marge de +6 𝑑𝐵 
 adaptation des DAC à toutes les matrices de détecteurs de SAFARI en cas de 
commutation : marge de +4 𝑑𝐵 
 marge de +3 𝑑𝐵 pour s’assurer que le niveau de bruit de quantification est en-
dessous du plancher de bruit total. 
 
Pour prendre en compte les marges de ces différentes contributions, il est nécessaire 
d’augmenter la dynamique au niveau des DAC de 𝐷𝑚𝑎𝑟𝑔𝑒 = 15 𝑑𝐵 ce qui donne une 
dynamique représentative de 153 𝑑𝐵𝑐. 
 
Le nombre effectif de bits (ENOB) nécessaire pour la génération des signaux est fonction 











Avec 𝐵𝑊 = 1 𝐻𝑧 la bande passante considérée pour les spécifications (√𝐻𝑧) et  
𝑓𝑠 = 10 𝑀𝐻𝑧 la fréquence d’échantillonnage des DAC, on trouve un nombre de bits 
effectifs 𝐸𝑁𝑂𝐵𝑑𝑎𝑐 = 14 bits. Dans le cadre de SAFARI, nous envisageons d’utiliser un 
DAC – 16 bits AD768S car c’est le seul composant qualifié qui approche les spécifications 
mais sa consommation (465 mW/composant) n’est pas compatible avec le budget puissance 
du DCU. Une solution serait de qualifier un composant standard, mais même en  
niveau standard peu de composants satisfont les spécifications. La conversion 
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numérique/analogique de SAFARI est donc pour l’heure actuelle un point « critique » du 
développement du DCU.  
 
Pour diminuer le plus possible la dynamique au niveau des DAC, on peut tout d’abord 
optimiser au maximum le facteur de crête 𝐶𝐹 de l’équation (5.16). J’ai développé pour cela un 
algorithme d’optimisation des phases initiales de porteuses (cf. section 6.3.4)4). Une seconde 
solution complémentaire consisterait à augmenter la fréquence d’échantillonnage 𝑓𝑠 de 
l’équation (5.17) par interpolation. Cependant, cela augmenterait en contrepartie la 
consommation du DCU, déjà limitée par le budget alloué. 
 
Pour ce qui est du dimensionnement de l’ADC, nous avons vu en section 4.2.3 que le gain 
de l’asservissement est de 𝐺 = 50. Cela signifie que le signal en sortie de SQUID va être 
divisé par un facteur (1 + 𝐺). Par conséquent, nous pouvons exprimer le nombre effectif de 











Toujours en considérant 𝐵𝑊 = 1 𝐻𝑧 et 𝑓𝑠 = 10 𝑀𝐻𝑧, on obtient un nombre effectif de 
bits pour l’ADC de 𝐸𝑁𝑂𝐵𝑎𝑑𝑐 = 4,86 bits. Nous utilisons actuellement un ADC 12 bits. 
 
 
5.6.2. Architecture numérique 256 pixels 
 
L’optimisation de l’architecture numérique de lecture se divise en deux parties : découpage 
en sous-bandes et partage des ressources numériques. 
 
La première partie consiste à diviser la bande de fréquence initiale [0 – 10 MHz] en  
64 sous-bandes de 156,25 kHz de large. Nous avons vu au chapitre 4 que la fréquence 
d’espacement minimale séparant chaque porteuse est de 11,25 𝑘𝐻𝑧. Cela signifie que le 
nombre de pixels maximal par sous-bande est égal à 156 250/11 250 = 14 pixels. Compte-
tenu du fait que seules les 16 bandes 6 à 21 sont utilisées, il faut que l’architecture numérique 
soit capable de traiter jusqu’à 14 × 16 = 224 pixels. Pour des raisons de simplicité au niveau 
de l’architecture numérique, nous avons choisi d’étendre la capacité de traitement à  
28 = 256 pixels, soit une couverture de 16 pixels par sous-bande. Pour cela, nous avons 
développé un bloc BBFB générique capable de traiter deux bandes successives,  l’une étant 
paire et l’autre impaire. Comme le montre la Figure 5.14, chaque bloc générique est composé 
d’un multiplexeur en entrée et de deux démultiplexeurs à ses sorties afin de sélectionner la 
bande à traiter. Cette architecture est de plus cadencée à 10 MHz, soit 32 fois plus vite que le 
débit de donnée à ses entrées/sorties, et est multiplexée temporellement. Un seul bloc BBFB 
peut donc traiter jusqu’à 32 pixels en temps réel. Ce partage des ressources numérique 
représente la seconde partie de l’optimisation de l’architecture numérique de lecture. 
 




Fig. 5-14 : Schéma de principe de l’architecture numérique BBFB 256 pixels 
Figure 5.14. Schéma de principe de l’architecture numérique BBFB 256 pixels. 
Huit blocs BBFB génériques, permettant de traiter 32 pixels chacun, sont 
nécessaires pour gérer les 256 pixels. Pour cela, le bloc BBFB générique est 




Fig. 5-15 : Chronogramme correspondant à un cycle de traitement de 256 pixels 
Figure 5.15. Chronogramme correspondant à un cycle de traitement de  
256 pixels. Le bloc BBFB générique est cadencé à 10 MHz alors que le flux de 
données à ses entrées/sorties est de 312,5 kHz, cela lui permet donc de traiter 
successivement les 16 pixels de deux sous-bandes. 
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En effet, pour un échantillon de signal décimé en sortie de descente en fréquence, ce bloc est 
exécuté 32 fois ce qui lui permet de contrôler 32 pixels « simultanément » (cf. Figure 5.15). 
En d’autres termes, ce partage des ressources numériques permet à chaque bloc BBFB 
générique d’être multiplexé temporellement d’un facteur 32. 
 
Pour résumer, l’architecture numérique optimisée de l’asservissement BBFB est donc 
composée de :  
o une descente en fréquence  
o 8 blocs BBFB génériques (connectés aux 16 sous-bandes 6 à 21) 
o 2 étages de remontée en fréquence (un pour la contre-réaction et l’autre pour le signal 
de polarisation). 
  
Les ressources nécessaires à chacune de ces fonctions sont détaillées dans la Table 5-3. 
On remarque tout d’abord que l’architecture de 160 BBFB classiques requiert  
1 280 multiplieurs tandis que la version optimisée n’en nécessite que 1044, soit environ 20% 
de moins. Les optimisations réalisées ont donc non seulement permis de réduire la 
consommation mais aussi les ressources numériques. 
 
En considérant l’ensemble des optimisations présentées dans ce chapitre, on peut évaluer 
la charge de calcul de cette nouvelle architecture à 1,17 Gop/s contre 12,8 Gop/s avec 
l’architecture de 160 BBFB classiques. La version optimisée permet donc une division de la 
charge d’un facteur 11,7. Parce que la puissance consommée dans un circuit numérique 
optimisé (tel un ASIC) est dominée par sa composante dynamique, la diminution de la 
puissance totale devrait être du même ordre. 
 
 
Table 5-3. Détail des ressources des architectures de BBFB classiques et optimisées 
ARCHITECTURE  BBFB  CLASSIQUE 
BBFB 4 multiplieurs par BBFB 
DDS 4 multiplieurs par BBFB 
Cadence 10 MHz 
Charge de calcul 12,8 Gop/s 
  
ARCHITECTURE  BBFB  OPTIMISEE 
Descente en fréquence 
256 multiplieurs (filtre)  
+ 60 multiplieurs (FFT) = 316 
BBFB 6 multiplieurs par bloc BBFB générique 
DDS 6 multiplieurs par bloc BBFB générique 
Remontée en fréquence 
[256 multiplieurs (filtre)  
+ 60 multiplieurs (FFT)]*2 = 632 
Cadence 10 MHz ; 312,5 kHz 
Charge de calcul 1,17 Gop/s 
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Enfin, l’architecture numérique totale implémentée dans le FPGA est composée de  
256 BBFB optimisés fonctionnant à 312,5 kHz et d’un BBFB classique en parallèle 
fonctionnant quant à lui à 10 MHz. Pour pouvoir réaliser des caractérisations de l’ensemble 
de la chaîne de détection dans la bande [0 – 5 MHz] et valider par l’architecture optimisée par 
comparaison, nous avons associé un BBFB classique aux 256 BBFB optimisés. Cette version 
de BBFB classique, et qualifiée de « BBFB de test », sera notamment utilisée pour les 




5.7. Filtrage des données scientifiques 
 
La bande passante des données de lecture (√𝐼² + 𝑄²) en sortie des intégrateurs des BBFB 
n’excède pas 40 Hz, cela signifie que la fréquence d’échantillonnage de sortie doit être 
d’environ 100 Hz. Le débit de données actuel des BBFB optimisés est de 312,5.103 éch/s et 
10.106 éch/s pour le BBFB de test. Pour adapter ce débit au téléchargement des données 
dans l’instrument puis sur Terre, il est nécessaire de le réduire et donc de filtrer puis décimer 
les signaux scientifiques. Pour cela j’ai développé un filtre décimateur permettant dans un 
premier temps d’adapter la fréquence d’échantillonnage de sortie du BBFB de test à celui des 
BBFB optimisés (10 𝑀𝐻𝑧 → 312,5 𝑘𝐻𝑧) afin d’uniformiser les débits de sortie. Je propose 
ensuite une solution de filtrage/décimation générique permettant de réduire les flux de 
données de chaque BBFB à 100 Hz.  
 
 
5.7.1. Principe du filtre CIC 
 
L’utilisation de filtres anti-repliement de type RIF est peu recommandée pour des facteurs 
de décimation forts car ils requièrent généralement un grand nombre de coefficients et 
engendrent une importante charge de calcul. Il existe pour cela une autre solution de filtre-
décimateur très économiques tant au niveau des ressources physiques que de la charge de 
calcul, ce sont les filtres Cascaded Integrator-Comb (CIC). Ces filtres sont divisés en deux 
grandes familles, les CIC-décimateurs et CIC-interpolateurs. Nous nous focaliserons 
seulement sur la structure CIC-décimateur.  
 
La structure de base d’un filtre CIC-décimateur, illustrée en Figure 5.16, est constituée 
essentiellement de deux blocs en cascade. Le premier est un étage intégrateur ou 
accumulateur numérique et le second est un étage différentiateur. Ces deux blocs sont suivis 
par un décimateur avec un facteur de décimation 𝑅. 
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Fig. 5-16 : Structure de base d’un filtre CIC 
Figure 5.16. Structure de base d’un filtre CIC. Ce filtre est utilisé comme filtre 
anti-repliement avant un étage de décimation 
 
Le premier étage d’intégration dont l’entrée est 𝑥(𝑛) et la sortie 𝑢(𝑛), n’est composé que 
d’un additionneur et d’un retard pur. Cet ensemble est cadencé à la fréquence 
d’échantillonnage haute 𝐹𝑒. L’équation différentielle de l’intégrateur numérique est donnée 
par :  
 
 𝑢[𝑛] = 𝑢[𝑛 − 1] + 𝑥[𝑛] (5.19) 
 









En utilisant la relation d’Oppenheim et Schafer [93] appliquée à un système monopôle, la 
réponse en puissance relative à notre fréquence d’échantillonnage (i.e. 𝑓 𝜖 [0 − 𝐹𝑒] ⇔












La  réponse en puissance de cette équation est analogue à celle d’un filtre du premier ordre, 
c’est-à-dire avec une pente de -20 dB/dec mais avec un gain statique infini. 
 
Le second étage est un différenciateur, ou « comb filter ». Ce bloc est caractérisé par 
l’utilisation d’un paramètre de délai différentiel 𝑀 qui sert à contrôler la position des zéros 
dans la réponse fréquentielle (cf. Figure 5.18). En pratique 𝑀 est limité à 1 ou 2. L’équation 
différentielle du différentiateur numérique est donné par : 
 
 𝑣[𝑛] = 𝑢[𝑛] − 𝑣[𝑛 − 𝑅𝑀] (5.22) 
 
ce qui donne une fonction de transfert en Z : 
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où 𝑅 représente le facteur de décimation, et 𝑀 le délai différentiel. La réponse en puissance 






= 2(1 − cos(𝑅𝑀𝜔)) 
(5.24) 
 
Quand 𝑅 = 𝑀 = 1 la réponse correspond à celle d’un filtre passe-haut de pente +20 dB/dec 
et avec un gain statique nul. En revanche, si 𝑅𝑀 ≠ 1, la réponse fréquentielle prend alors 
une forme ondulatoire comme le montre la Figure 5.17 avec 𝑅𝑀 lobes entre 0 et 2𝜋. 
 
 
Fig. 5-17 : Spectre de puissance normalisée du bloc différenciateur pour 𝑅𝑀 = 32 
Figure 5.17. Spectre de la puissance normalisée du bloc différenciateur pour 𝑅𝑀 = 32 
 
La fonction de transfert du filtre CIC décimateur d’ordre 𝑁 a pour expression le produit de 
la fonction de transfert de l’intégrateur donnée en équation (5.20) par la fonction de transfert 
du différentiateur donnée en équation (5.23) soit : 
 
 









La fraction de 𝐻(𝑍) peut être reformulée par division Euclidienne : 
 
 1 − 𝑍−𝑅𝑀
1 − 𝑍−1




Cette expression peut être appliquée à N étages en cascade, ce qui nous permet d’écrire : 
 
 








136 CHAPITRE 5. Optimisation du BBFB 
 
Cette forme montre qu’un filtre CIC est équivalent à la mise en cascade de N filtres FIR, 
bien que chaque intégrateur du filtre CIC ait une réponse impulsionnelle infinie. L’intérêt de 
cette équivalence réside dans le fait que le filtre est intrinsèquement stable et que sa phase est 
linéaire, propriétés primordiales dans certains cas de filtrage. A partir de l’équation (5.27) et 
en remplaçant Z par exp (𝑗2𝜋𝑓/𝑅), le module de la fonction de transfert normalisée à 𝑓/𝑅 












Le module normalisé de cette fonction de transfert est tracé en Figure 5.18. On remarque 
que l’atténuation dans la bande passante est fonction du nombre d’étages N. Augmenter N 
permet certes une meilleure réjection des hautes fréquences, mais cela augmente aussi le 




Fig. 5-18 : Module normalisé de la fonction de transfert d'un filtre CIC décimateur 
Figure 5.18. Modules normalisés des fonctions de transfert de filtres CIC 
décimateurs d’ordres 𝑁 = 1 à 3 et impact du délai différentiel avec 𝑀 = 1 
et 𝑀 = 2. 
 
Enfin, grâce à la Noble identity nous pouvons optimiser la structure du filtre CIC en 
plaçant la décimation avant le différentiateur tel la structure illustrée en Figure 5.19. 
 
 
Fig. 5-19 : Structure du filtre CIC optimisée grâce à la Noble identity 
Figure 5.19 : Structure du filtre CIC optimisée grâce à la Noble identity 
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5.7.2. Conception du filtre CIC pour le BBFB de test 
 
Afin d’adapter le débit de données du BBFB de test à celui des autres BBFB optimisés, 
nous souhaitons créer un filtre passe-bas décimateur permettant de réduire la fréquence 
d’échantillonnage de 10 MHz à 312,5 kHz, soit un rapport de décimation égal à 32. Pour cela, 
la bande passante du filtre est fixée à 20 kHz avec un ripple dans la bande utile inférieure à 
0,5 dB et l'atténuation du repliement dans la bande passante doit être d'au-moins 70 dB. Le 
gabarit du filtre est présenté en Figure 5.20. Selon les tables d’Hogenauer [94], un filtre CIC à 
3 étages (ordre 3) permet une atténuation du repliement de 70,7 dB et un ripple max de 
0,17 dB ce qui est en accord avec nos spécifications. 
 
 
Fig. 5-20 : Gabarit du filtre décimateur des données scientifiques du pixel de test 
Figure 5.20. Gabarit du filtre décimateur des données scientifiques du pixel de test 
 
Il existe deux principaux types d’architecture CIC, série et parallèle. Dans une structure 
série, aussi appelée « pipeline », les divers blocs sont interconnectés en cascade. L’avantage de 
cette technique réside dans sa légèreté architecturale. Toutefois, elle reste limitée en termes de 
rapidité à cause de la propagation de groupe du signal. La structure parallèle [95] a quant à 
elle pour objectif d’augmenter la rapidité d’exécution au détriment de la simplicité 
architecturale. Le filtrage des données scientifiques de SAFARI intervient en dehors de la 
boucle d’asservissement et n’influe donc pas sur le comportement du BBFB (stabilité, 
performances). Nous utiliserons donc une structure série (cf. Figure 5.21) car le temps 
d’exécution n’est pas un critère primordial. 
 
 
Fig. 5-21 : Structure série de filtre CIC 
Figure 5.21. Structure série de filtre CIC 
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L’implémentation d’un filtre CIC nécessite de prendre des précautions pour définir la 
taille des registres. En effet, les intégrateurs sont naturellement instables, leurs registres 
peuvent donc présenter des dépassements (overflow). Cependant, dans un filtre CIC les 
overflows n’ont aucun effet sur les données filtrées à condition que l’algorithme soit codé 
avec une arithmétique en complément à 2 et que les tailles des registres d’accumulation 
soient supérieures ou égales à la taille du signal de sortie. Prenons pour exemple 
d’application, le filtre CIC illustré en Figure 5.16 (a), composé d’un intégrateur suivi d’un 
différentiateur. Considérons 𝑅 =  2 et 𝑀 = 1 et étudions sa réponse à un échelon avec un 
signal 𝑥[𝑛] d’entiers signés sous 4 bits. La sortie est elle aussi codée sous 4 bits donc nous 
fixons le registre d’accumulation à un minimum de 4 bits pour visualiser le problème (nous 
pourrions le coder sous d’avantage de bits). L’évolution des registres au cours du temps est 
illustré en Table 5-4. 
 
Table 5-4. Exemple d’application pour un filtre CIC d’ordre 1 
 
 
On peut voir que l’accumulateur en 𝑢[𝑛] dépasse à partir du 8ème coup d’horloge et que ce 
dépassement de registre n’influe pas sur le résultat de sortie 𝑣[𝑛] grâce au complément à 2.  
 
 Dans le cas du filtrage des données scientifiques du pixel de test, l’entrée et la sortie 
du filtre sont codées sous 16 bits (𝐵𝑖𝑛 = 𝐵𝑜𝑢𝑡 = 16). La sortie de chaque étage intégrateur 
accumule un nombre croissant de bits de l’étage précédent. Le nombre maximal de bits à 
mémoriser 𝐵𝑚𝑎𝑥 pour tout le filtre CIC est donné par [94] : 
 
 𝐵𝑚𝑎𝑥 = 𝑁 log2 𝑅𝑀 + 𝐵𝑖𝑛 − 1 
(5.29) 
 
où N est le nombre d’étages, R le facteur de décimation et 𝐵𝑖𝑛 le nombre de bits à l’entrée. 
L’augmentation du nombre de bits 𝐵𝑔𝑟𝑜𝑤𝑡ℎ = 𝑁 log2 𝑅𝑀 est directement liée au gain total 
du filtre 𝐺 = (𝑅𝑀)𝑁. Pour ramener ce filtre à un gain unitaire, il est possible de diviser la 
sortie par un facteur G (par troncation par exemple) mais cela signifie que tout le filtre doit 
fonctionner sous 𝐵𝑚𝑎𝑥 bits. Plutôt que de compenser ce gain en une seule fois, nous allons le 
corriger de manière progressive tout au long du filtre en tronquant les sorties de chaque 
étage. Pour cela on considère chaque étape de troncation comme une source de bruit blanc 
(erreur) caractérisée par sa moyenne et sa variance. La moyenne et la variance de l'erreur 
totale correspondent à la somme statistique de chaque source d'erreur. Le but est de 
supprimer progressivement des bits de poids faible (LSB) de sorte que le bruit généré par 
cette troncation puis amplifié par les gains des étages suivants ne dépasse pas la valeur d’un 
LSB en sortie de filtre. C’est l’opération de « Bits pruning » élaborée par Hogenauer [94]. 
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D’après son étude, pour les 𝑗 étages compris entre 1 et 2𝑁, le nombre de LSB à éliminer à 
chaque étage est : 
 
 









où  𝐹𝑗 est la variance du bruit généré par chaque étage, 𝜎𝑇2𝑁+1  est la variance totale du bruit 
en sortie de filtre généré par tous les étages, 𝑁 représente l’ordre du filtre (i.e. le nombre 
d’étages) et ⌊𝑥⌋ est l’opérateur d’arrondi à l’entier inférieur. Grâce à cette expression, nous 
pouvons définir le nombre de LSB à éliminer en sortie de chaque étage de notre filtre CIC. 
Pour rappel, notre filtre présente les caractéristiques suivantes : 
o nombre d’étages : N = 3 
o facteur de décimation : R = 32 
o délai différentiel : M = 1 
o signal d’entrée codé sous Bin = 16 bits 
o signal de sortie codé sous Bout = 16 bits 
 
J’ai développé sous Matlab une procédure permettant de calculer les 𝐵𝑗 bits à éliminer en 
sortie de chaque étage et de définir la taille de chaque accumulateur du filtre CIC. Le résultat 
de cette procédure pour les caractéristiques listées ci-dessus est illustré en Table 5-5 ainsi 




Fig. 5-22 : Évolution de la taille des registres du filtre CIC 
Figure 5.22. Évolution de la taille des registres du filtre CIC 
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Table 5-5. Résultat du « bits pruning » appliqué à notre filtre 
 𝑩𝒋 (bits) Taille accumulateur (bits) 
Intégrateur 1 1 30 
Intégrateur 2 6 25 
Intégrateur 3 9 22 
Différenciateur 1 11 20 
Différenciateur 2 12 19 
Différenciateur 3 13 18 




Ce filtre CIC requiert donc 6 registres dont les tailles varient entre 30 et 16 bits,  
6 additionneurs dont 3 cadencés à 10MHz et 3 autres à 312,5 kHz. Sa réponse en fréquence 
est tracée en Figure 5.23. 
 
 
Fig. 5-23 : Module du diagramme de Bode du filtre CIC 
Figure 5.23. Module du diagramme de Bode du filtre CIC en concordance avec le gabarit 
 
L’avantage d’une structure de filtre CIC est qu’elle permet de générer à moindre coût des 
filtres-décimateur à haut facteur de décimation. C’est pour cela que j’ai développé le code 
VHDL de ce filtre afin de l’implémenter en sortie du pixel de test. Cependant il est 
impossible avec cette technologie de définir la forme du filtre (largeur de la bande de 
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5.7.3. Design du filtre de données scientifiques générique pour 
l’architecture totale 
 
Dans le mode de fonctionnement nominal, le débit de l’information scientifique en sortie 
de chaque BBFB doit être de 100 éch/s, ce qui représente pour 3 500 détecteurs un débit 
total de ~ 350 kéch/s en sortie de DCU. Le DCU doit aussi disposer d’un second mode de 
fonctionnement dans lequel un seul pixel peut être lu en bande large afin de diagnostiquer 
l’ensemble de la chaîne de détection. Ce dernier mode ne nécessite aucun filtrage car les 
sorties des BBFB sont déjà cadencées à 312,5 kHz et sont donc compatibles avec le débit des 
télémétries. Dans ce cas, les données du BBFB concerné seront directement transmises à 
l’unité de traitement en aval. 
 
 
Dans le cas du mode de fonctionnement nominal, les caractéristiques du filtre-décimateur 
sont les suivantes : 
o Facteur de décimation : 3 128 
o Largeur de la bande passante : 40 Hz 
o Début de la bande d’arrêt : 60 Hz 
o Ripple dans la bande passante : 0,2 dB (-0,1 dB ; +0,1 dB) 
o Réjection : -100 dB (< 20 log(1/2𝑁𝑏𝑖𝑡𝑠) avec 𝑁𝑏𝑖𝑡𝑠 = 16 bits la précision des 
données scientifiques) 
 
Le gabarit correspondant est illustré en Figure 5.24. 
 
 
Fig. 5-24 : Gabarit du filtre décimateur des données scientifiques final 
Figure 5.24. Gabarit du filtre décimateur des données scientifiques final 
 
Concevoir ce filtre avec un seul filtre RIF nécessite un total d’environ 
222 600 coefficients par pixel ! Cette configuration requiert 3,56 Gop/s pour 160 pixels, ce 
qui est relativement important.  
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Le passage de 312,5 kHz à 100 Hz peut cependant être obtenu grâce à une structure 
multi-étages multi-cadencée. Une telle structure se compose de N étages filtre-décimateur. 
Elle permet de diminuer progressivement la fréquence d’échantillonnage et ainsi de réduire 
les contraintes de design des filtres. Avec une structure entièrement composée de filtres RIF, 
il est possible de respecter le gabarit de la Figure 5.24 en disposant 4 étages en cascade pour 
un total de 2 084 coefficients (par pixel) et ~ 317,5 Mop/s pour 160 pixels. La séparation en 
plusieurs étages permet donc une division par ~ 11 de la charge de calcul.  
 
Nous avons vu dans la section précédente que la structure de filtre CIC représente une 
solution très économique pour les fortes décimations, mais aussi qu’elle s’avère peu adaptée 
pour le filtrage de précision. De ce fait, la mise en cascade d’un étage CIC suivi de N étages 
RIF très sélectifs s’avère être une excellente solution de filtrage-décimation. Grâce à une telle 
structure, il est possible, selon les résultats de simulation, de respecter le gabarit en disposant 
en cascade un filtre CIC suivi de 2 filtres RIF sélectifs. Les caractéristiques liées au design de 
ce filtre sont résumées en Table 5-6. On remarque qu’il ne nécessite que 59 coefficients, et 
une charge de calcul de 1,2 Mop/s. L’étage CIC réduit donc le nombre d’opérations par 
seconde d’un facteur ~ 265 par rapport au filtre multi-étages « tout-RIF », et ~ 2 915 par 
rapport au filtre RIF classique ! Le filtre total est représenté en Figure 5.25 et sa réponse en 
fréquence est tracée en Figure 5.26. 
 
Table 5-6. Caractéristiques du filtre-décimateur de données scientifiques 
 Facteur de décimation Complexité 
Étage CIC 782 6 étages 
Étage RIF-1 2 17 coefficients 
Étage RIF-2 2 42 coefficients 







Fig. 5-25 : Structure du filtre de données scientifiques 
Figure 5.25. Structure du filtre de données scientifiques  
 




Fig. 5-26 : Module de diagramme de Bode du filtre des données scientifiques 
Figure 5.26. Module de la réponse en fréquence du filtre-décimateur des données 
scientifiques. En noir est représentée la réponse du filtre final et en couleur les 




L’architecture numérique BBFB doit permettre le contrôle et la lecture multiplexée de 160 
détecteurs par chaîne de détection. Cette opération nécessite d’optimiser la consommation du 
BBFB compte-tenu du budget de puissance alloué au DCU. J’ai détaillé de manière théorique 
le principe d’optimisation ainsi que l’architecture développée à l’IRAP permettant de traiter 
jusqu’à 256 détecteurs. Cette dernière permet une division de la charge de calcul par un 
facteur 11,7 ainsi qu’une économie en ressources numériques FPGA d’environ 20% par 
rapport au BBFB classique. Le gain en consommation que cela permettra d’obtenir n’a pas 
encore été défini en détail, il dépendra aussi de la technologie choisie pour le modèle de vol.  
 
Les DAC sont un point clef de l’architecture de SAFARI. J’ai donc fait une étude pour 
définir les spécifications de ces composants. Elles ont confirmé que les spécifications sont 
telles qu’il est difficile de trouver des composants qui y répondent. 
 
Ensuite j’ai mis au point une solution de filtrage numérique des données scientifiques 
basée sur une architecture de filtre CIC. La priorité a été dans un premier temps de 
développer et implémenter ce filtre sur le BBFB de test pour permettre le développement des 
procédures et les caractérisations de l’architecture numérique. J’ai ensuite présenté une 
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Dans le cadre de SAFARI, l’IRAP est en charge du développement du DCU. Pour 
préparer le modèle de démonstration (DM), nous avons développé un prototype du DCU 
permettant de valider ses principales fonctions et optimisations. De plus, comme l’IRAP ne 
dispose pas d’une chaîne complète représentative (plan focal, SQUID…) permettant de 
valider le concept d’asservissement BBFB ainsi que l’ensemble de l’architecture numérique, 
j’ai développé un modèle de simulation représentatif de l’ensemble de la chaîne de détection 
de SAFARI. Ce simulateur m’a notamment permis de développer un ensemble de 
procédures pour l’étalonnage de la chaîne de détection. Ces procédures permettent de 
caractériser une chaîne de détection de plusieurs milliers de pixels pour définir les paramètres 
qui permettront de l’utiliser de manière optimale. Enfin, une campagne d’intégration et de 
tests de notre architecture numérique au sein de la chaîne de détection du SRON est en cours 
de planification. J’ai participé pour cela à une campagne de tests et validations des procédures 
d’optimisations sur le site d’Utrecht (Pays-Bas). 
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6.1. Description du prototype du DCU 
 
Le prototype du DCU a pour but de valider les développements de notre architecture 
numérique ainsi que les procédures d’étalonnage. Il permet de valider les fonctionnalités mais 
est très limité pour vérifier les performances. Ce prototype est composé de deux unités, le 
BBFB Unit (BBFBU) et l’unité de contrôle (Controller Unit - CTU) et est piloté grâce à un 
segment sol (Ground Segment Equipment - GSE). Son implémentation est illustrée sur la 
Figure 6.1. 
 
Fig. 6-1 : Illustrations du prototype du DCU 
Figure 6.1. Illustrations du prototype du DCU avec son GSE. a) diagramme 
fonctionnel, b) aperçu des différents éléments du prototype.  
 
6.1.1. Le prototype du BBFBU 
 
L’unité BBFBU illustrée en Figure 6.2, intègre l’architecture numérique présentée dans le 
chapitre précédent. Pour rappel, cette dernière permet le contrôle et la lecture de 256 
détecteurs de la chaîne de détection de SAFARI. La partie numérique du prototype de 
BBFBU est implémentée dans un FPGA hautes performances Xilinx Virtex 5 [96] (modèle 
VSX95T). Les signaux de polarisation des TES (bias) et de contre-réaction (feedback) sont 
générés grâce à une carte équipée de convertisseurs numérique/analogique (DAC 16 bits). Le 
signal en sortie de SQUID est quant à lui numérisé grâce à une seconde carte de conversion 
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analogique/numérique (ADC 16 bits, 12 bits utilisés). Les fréquences d’échantillonnage des 
convertisseurs sont fixées à 10 MHz. 
 
 
Fig. 6-2 : Vue de l’architecture numérique du BBFBU prototype 
Figure 6.2. Vue de l’architecture numérique du BBFBU prototype 
 
Le BBFBU est équipé d’un simulateur de SQUID numérique interne permettant de 
valider le fonctionnement de l’architecture de façon autonome (i.e. sans passer par 
l’électronique externe). Le débit du lien de communication (TM/TC) avec le CTU est de 
5 Mbps pour les télécommandes (TC) et 20 Mbps pour les télémétries (TM). Ce débit permet 
d’exporter les données scientifiques des 256 BBFB à 100 éch/s (256 pix × 100 éch s⁄ ×
16 bits = 410 kbps) mais il n’est pas adapté pour l’observation en temps réel des signaux 
numériques qui sont échantillonnés à 10 Méch/s (pour des débugguages ou analyses 
approfondies). Pour cela, nous avons interfacé le FPGA à deux blocs mémoire DDR de 
16 Moctets chacun. Grâce à cet espace mémoire il nous est possible de stocker environ 1 s de 
signal numérique (dump) échantillonné à 10 MHz. Le signal stocké est ensuite envoyé de 
manière différée au GSE et nous permet de faire des analyses spectrales avec une résolution 
de 1 Hz. 
 
 
6.1.2. Le prototype de l’unité de contrôle (CTU) 
 
Le prototype de CTU est basé sur une carte de développement FPGA (Actel ProASIC 
starter kit) sur laquelle est connectée une carte fille pour le conditionnement physique des 
signaux numériques (drivers différentiels LVDS pour l’interface SpaceWire1…). Son rôle est 
                                                 
1 Le SpaceWire est un bus de communication numérique différentiel mit au point par l’agence spatiale 
européenne (ESA) avec l’Université de Dundee. Ce lien de communication est largement utilisé dans le domaine 
spatial et peut atteindre un débit de 200 Mbps. 
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de mettre en forme les télémétries et télécommandes échangées entre le BBFBU et le GSE 
via notre bus interne ainsi que le bus SpaceWire. 
 
6.1.3. Le segment sol (GSE) 
 
Le GSE est l’interface utilisateur du DCU. Il permet de le piloter et de visualiser ses 
résultats en temps réel. Il est basé sur un ordinateur équipé d’un logiciel spécialement 
développé pour le DCU et d’un adaptateur SpaceWire ⇔ USB.  Ce logiciel est développé en 
C++ et permet notamment l’exécution de scripts codés en langage Python pour automatiser 
les caractérisations. Ce même GSE est aussi utilisé pour contrôler et visualiser les résultats du 
modèle de co-simulation LabVIEW (cf. section 6.2). L’interface utilisateur du logiciel est 
illustrée en Figure 6.3. 
 
 
Fig. 6-3 : Interface utilisateur du GSE 
Figure 6.3. Vue des différents onglets de l’interface utilisateur du GSE. (haut gauche) 
l’interface système nous permet de configurer les paramètres généraux du DCU (gains 
de BBFB, activation des DAC et ADC, sélection du SQUID interne, dumps…), (haut 
droite) onglet de configuration des 256 BBFB optimisés (fréquences, amplitudes, 
phases de correction, phases initiales et phases « weak-link »), (bas gauche) affichage 
des données scientifiques lues par les 256 BBFB (sous forme IQ et Module), (bas 
droite) affichage matriciel des données scientifiques lues par les 256 BBFB. 
 
CHAPITRE 6. Validation de l’électronique de lecture et étalonnage de la chaîne de 




6.2. Modèle de co-simulation de la chaîne de 
détection de SAFARI 
 
Comme nous avons pu le voir au chapitre 3, la chaîne de détection de SAFARI est très 
complexe et nécessite de véritables savoir-faire dans plusieurs disciplines. C’est une des 
raisons pour lesquelles cette chaîne de détection est développée dans plusieurs laboratoires 
européens spécialisés. De ce fait, l’IRAP ne dispose pas d’une chaîne complète représentative 
(plan focal, SQUID…) permettant de valider le concept d’asservissement BBFB ainsi que 
l’ensemble de l’architecture numérique. J’ai donc développé pour cela un simulateur 
représentatif de l’ensemble de la chaîne de détection de SAFARI. Ce simulateur m’a aussi 
permis de concevoir puis de valider différentes procédures (cf. section 6.3)  pour l’étalonnage 
de la chaîne de détection. 
 
Pour réaliser ce simulateur, j’ai choisi d’utiliser le logiciel LabVIEW (Laboratory Virtual 
Instrument Engineering WorkBench) de National Instruments accompagné de la suite NI-
Multisim. LabVIEW est un logiciel de développement de programmes destinés à l’acquisition 
de données, au traitement du signal, et au contrôle-commande de processus ou de systèmes. 
La suite NI-Multisim est un environnement SPICE permettant le design et la simulation de 
circuits analogiques. Le modèle de co-simulation analogique/numérique est constitué de trois 
principaux blocs fonctionnant en parallèle (cf. Figure 6.4) :  
 
o L’unité numérique : ce bloc, codé en LabVIEW, simule la partie numérique de la chaîne 
de détection. Il inclue l’architecture du BBFB implémenté dans le FPGA (256 BBFB 
optimisés et un BBFB de test) 
o L’unité analogique (cf. Annexe A) : ce bloc, développé avec Multisim, simule la partie 
analogique de la chaîne de détection. Elle comprend l’ensemble de l’architecture 
analogique proposée actuellement pour SAFARI, dont un plan focal (TES et filtres LC) 
ainsi qu’un modèle de SQUID.  
o L’interface GSE (Ground Segment Equipment) : ce bloc, codé en LabVIEW, permet au 
simulateur d’être piloté par le logiciel de contrôle du DCU. 
 
 
La puissance de LabVIEW est qu’il permet la gestion des ressources numériques de 
l’ordinateur pour l’exécution du code. De ce fait les trois blocs du simulateur disposent 
chacun d’un processeur différent pour leur exécution ce qui permet d’augmenter la vitesse de 
simulation. De plus, il est possible avec ce modèle de simuler des temps très long sans 
saturation de la mémoire vive car aucun état de simulation antécédent n’est stocké. Les 
résultats sont transmis directement au GSE qui se charge de les stocker dans des fichiers. Le 
simulateur peut cependant sauvegarder des résultats internes prédéfinis pour des analyses 
approfondies du système. 
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Fig. 6-4 : Architecture du simulateur 
Figure 6.4. Architecture du simulateur 
 
 
Fig. 6-5 : Spectres de 160 porteuses obtenus par simulation 
Figure 6.5. Spectres de 160 porteuses dans la bande [0,8 – 3,3 MHz] obtenus par 
simulation en entrée de DAC dans le domaine numérique (haut, rouge) et en 
sortie de DAC dans le domaine analogique (haut, noir+rouge). Le tracé bleu 
représente la caractéristique de l’échantillonneur-bloqueur sous la forme d’un 
sinus-cardinal |sinc(𝜔𝑇𝑒/2)| (transformée de Fourier d’une fonction « porte ») 
avec 𝑇𝑒 la période d’échantillonnage du domaine numérique. Sur le graphe du 
bas est tracé le spectre en sortie du filtre de reconstruction.  
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La bande passante d’un signal analogique physique n’est normalement pas limitée en 
fréquence, or dans la simulation analogique il est nécessaire de définir un pas de simulation et 
donc une nouvelle fréquence d’échantillonnage. Pour simuler cette partie analogique, j’ai 
choisi d’utiliser une fréquence d’échantillonnage 10 fois plus élevée que celle utilisée pour la 
partie numérique. Ceci est suffisant pour simuler le phénomène de repliement et de 
périodisation de spectre. Cela permet de valider les filtres anti-repliements et de 
reconstruction du DCU. Le passage du domaine numérique à l’analogique est illustré 
spectralement en Figure 6.5. 
 
Nous verrons par la suite que la modélisation des DAC suivi des filtres de reconstruction 
et de l’ADC précédé du filtre anti-repliement est importante notamment pour les déphasages 
que ces éléments engendrent et qui peuvent rendre les BBFB instables selon le premier 
critère de stabilité (cf. section 4.2.2 en page 101). 
 
 
6.2.1. Modélisation du SQUID 
 
 
Le SQUID est « un élément clé » de la chaîne de détection car il est le point de sommation 
de l’asservissement BBFB. Pour rappel, l’asservissement BBFB permet au SQUID de 
fonctionner dans une zone linéaire de sa caractéristique sinusoïdale. Afin de reproduire au 
mieux son comportement, j’ai modélisé le SQUID par un transformateur suivi d’un bloc 
« Fonction de transfert » dans lequel j’ai implémenté la caractéristique I-V d’un SQUID que 
j’ai pu caractériser lors d’une campagne de tests de la chaîne de détection au SRON (cf. 
section 6.4). La structure électronique du modèle du SQUID est illustrée en Figure 6.6. 
L’utilisation du transformateur permet de reproduire la mutuelle inductance entre la bobine 
reliée aux détecteurs et celle de la contre-réaction. Les inductances des deux bobines ont été 
fixées de manière réaliste à 1 nH et leur faible coefficient de couplage à 0,1. Les courants des 
TES et de la contre-réaction sont soustraits (les sources de tension V4 et V5 sont utilisées 
comme sondes de courant) et le résultat est ensuite transmis au composant reproduisant la 
caractéristique I-V du SQUID. Pour fixer le point de fonctionnement sur la caractéristique 
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Fig. 6-6 : Modélisation du SQUID 
Figure 6.6. Modélisation du SQUID. a) Schéma de haut niveau du composant 
SQUID, b) Structure interne du modèle de SQUID, c) Caractéristique I-V du 
SQUID mesurée au SRON et implémentée dans le bloc 
« SQUIDTransferFunction » du modèle.  
 
6.2.2. Modélisation du plan focal 
 
Pour modéliser la matrice de filtres-LC de SAFARI, j’ai utilisé la même structure que celle 
illustrée en Figure 3.19 (page 82). Pour ne pas trop ralentir les simulations,  seules 31 cellules-
LC dans la bande [1 – 1,45 MHz] sont modélisées. Les valeurs d’inductances sont identiques 
à celles de SAFARI à savoir 𝐿 = 2 𝜇𝐻 et celles des condensateurs ont été calculées grâce à 
l’équation (3.42) de la page 85. La fonction de transfert dans le plan de Bode de la matrice est 
illustrée en Figure 6.7. L’intérêt de modéliser ces filtres très sélectifs est de prendre en 
compte leurs déphasages, nous verrons en section 6.3.4 que cela a un impact direct sur la 
dynamique du signal de contre-réaction. Le TES est quant à lui modélisé par une simple 
résistance fixée à 𝑅 = 10 𝑚Ω, ce qui donne en moyenne un facteur de qualité d’environ 
1 500. Le signal scientifique des TES est simulé en modulant l’amplitude des différentes 
porteuses en sortie des DDS. La Figure 6.8 montre un résultat de simulation où la réponse 
des TES est modélisée par une fonction  𝑓𝑇𝐸𝑆 = (𝑡/𝜏𝑒𝑓𝑓)exp (−𝑡/𝜏𝑒𝑓𝑓).  
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Fig. 6-7 : Fonction de transfert dans le plan de Bode de la matrice de 31 filtres LC 
Figure 6.7. Fonction de transfert dans le plan de Bode de la matrice de  
31 filtres-LC implémentée dans le simulateur. Un des pixels a volontairement été 
désactivé pour dégrader la régularité du spectre pour le développement de la 
procédure d’optimisation des phases initiales. 
 
 
Fig. 6-8 : Résultat de simulation du BBFB pour 16 pixels 
Figure 6.8. Résultat de simulation du BBFB pour 16 pixels. En haut sont tracés 
les signaux d’entrée et de sortie du SQUID. En bas sont comparés le signal 
optique au niveau du TES et le signal lu par un des BBFB. 
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6.2.3. Modélisation d’un TES 
 
Pour simuler le comportement du TES, il faut prendre en compte son environnement 
électronique, son environnement thermique et leurs interactions. J’ai donc développé un 
modèle de simulation analogique (cf. Annexe A) d’après les travaux de Wang et al. [97] basé 
sur la théorie « à deux fluides » initiée par Irwin [98]. Dans ce concept, on considère le 
courant du TES comme étant composé d’un courant supraconducteur 𝐼𝑠 égal à une fraction 
du courant critique 𝐼𝑐, et d’un courant normal 𝐼𝑛 lié au rapport entre la tension aux bornes du 



















avec 𝑉 la tension aux bornes du TES, 𝑇𝑡𝑒𝑠 la température du détecteur et 𝑇𝑐 sa température 
critique. Cette expression représente la partie électrique du modèle électrothermique illustré 
en Figure 6.9. Elle permet de piloter la valeur d’une résistance variable grâce à 2 paramètres 
dynamiques : la tension 𝑉 et la température 𝑇𝑡𝑒𝑠 du TES. 
 
La température 𝑇𝑡𝑒𝑠 peut être obtenue grâce à une représentation thermique du détecteur. 
Une telle modélisation est possible sous Multisim si l’on considère l’analogie 
thermique/électrique suivante : 
 
o Température 𝑇 (𝐾) ⟺ Différence de potentiel Δ𝑉 (𝑉) 
o Flux de chaleur Φ(𝑊) ⟺ Courant électrique 𝐼 (𝐴) 
o Capacité thermique (𝐽/𝐾) ⟺ Capacité électrique (𝐹) 
 
Cette analogie nous permet de modéliser les différents transferts de chaleur dans un 
détecteur par de simples sources de courant. Dans ce modèle, je considère le TES et son 
absorbeur très fortement couplés thermiquement, ils ne forment donc qu’un seul bloc de 
capacité thermique 𝐶. En considérant le TES exposé à une température de bain 𝑇𝑏𝑎𝑡ℎ et un 
facteur de conduction 𝐾 (flux thermique du TES vers le bain via les poutres), on peut noter 











avec 𝑛 = 2,5 un facteur caractérisant le transfert thermique TES ⟺ Bain. Cette équation 
traduit le modèle thermique implémenté sous Multisim en Figure 6.9. 
 
 
CHAPITRE 6. Validation de l’électronique de lecture et étalonnage de la chaîne de 





Fig. 6-9 : Schéma illustrant le principe de simulation électrothermique du TES 
Figure 6.9. Schéma illustrant le principe de simulation électrothermique du TES 
 
Pour analyser le modèle électrothermique total, il faut définir les paramètres du TES et de 
son électronique de polarisation. Pour le circuit de polarisation (voir Figure 3.3 page 58), j’ai 
utilisé 𝑅𝐸𝑆𝑅 = 3 𝑚Ω et 𝑅𝑆𝐻 = 5 𝑚Ω, donc 𝑅𝐿 = 8 𝑚Ω. Pour les paramètres propres aux 
TES, j’ai utilisé les valeurs de la Table 6-1 qui m’ont été fournies par le SRON. 
 
 
Table 6-1. Caractéristiques physiques du modèle de TES 
Caractéristique Valeur 
Capacité thermique 𝐶 = 6 𝑓𝐽/𝐾 
Conductance thermique 𝐺 = 𝐾𝑛𝑇𝑛−1 = 931  𝑓𝑊/𝐾 
Courant critique 𝐼𝑐 = 350 𝜇𝐴 
Température critique 𝑇𝑐 = 110 𝑚𝐾 
𝑅0 𝑅0 = 0,25𝑅𝑛 = 40 𝑚Ω 
𝑉0 𝑉0 = 38,54 𝑛𝑉 
𝐼0 𝐼0 = 940  𝑛𝐴 






) = 108 𝑚𝐾 





𝑛 ) = 27 𝑓𝑊 
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Pour valider ce modèle de TES, j’ai dans un premier temps analysé sa stabilité 
électrothermique puis vérifié sa concordance avec la théorie d’Irwin [57] concernant 
l’inductance de polarisation. J’ai ensuite caractérisé le modèle sous la forme I-V et R-T pour 
le comparer aux TES réels du SRON. 
 
Nous avons vu en section 3.1.4 (cf. équation (3.15)) que la bande passante du circuit de 












L’analyse de la réponse impulsionnelle du TES pour une valeur d’inductance nulle  
(cf. Figure 6.10-a) a permis d’évaluer la constante de temps thermique effective du modèle de 
TES à  𝜏𝑒𝑓𝑓 ≈ 250 𝜇𝑠. Cela signifie d’après l’équation (6.3) que l’inductance du circuit de 
polarisation ne doit pas dépasser 11,6 𝜇𝐻 pour maintenir le TES dans un régime 
électrothermique stable. Cela concorde avec le tracé du temps de réponse du TES en 
fonction de l’inductance illustré en Figure 6.10-b. On remarque d’après cette figure que la 
valeur maximale de l’inductance avant instabilité est d’environ 14 𝜇𝐻. 
 
La Figure 6.10-c illustre la caractéristique I-V du modèle de TES pour différentes 
puissances de signal optique en comparaison avec la caractéristique I-V d’un TES réel 
communiquée par le SRON. Il est nécessaire de respecter un certain protocole pour effectuer 
cette caractérisation. En effet, pour une température de bain thermique donnée  
(ici 𝑇𝑏𝑎𝑡ℎ = 50 𝑚𝐾), il faut dans un premier temps polariser le détecteur de manière à ce 
qu’il soit dans sa zone normale, i.e. 𝑅𝑡𝑒𝑠 = 𝑅𝑛 = 160 𝑚Ω. Ensuite il suffit de réduire 
progressivement l’amplitude du signal de polarisation tout en mesurant 𝐼𝑡𝑒𝑠 et 𝑉𝑡𝑒𝑠.  
 
 
La Figure 6.10-d illustre la caractéristique R-T du modèle de TES. Pour mesurer la 
dépendance de la résistance à la température, il faut tout d’abord placer le TES dans sa zone 
normale en le soumettant à une température de bain supérieure à sa température critique. 
Puis il faut lui appliquer un signal de polarisation très faible pour permettre la lecture de 𝑉𝑡𝑒𝑠 
et 𝐼𝑡𝑒𝑠 lors de la simulation. L’amplitude du signal de polarisation 𝑉𝑏𝑖𝑎𝑠 doit être configurée 
de manière à ce que son influence sur la température du TES soit infime pour ne pas 
perturber la mesure. Il suffit ensuite de réduire progressivement la température du bain tout 
en déduisant la résistance en fonction des mesures de 𝑉𝑡𝑒𝑠 et 𝐼𝑡𝑒𝑠. 
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Fig. 6-10 : Résultats de simulation du modèle électrothermique du TES 
Figure 6.10. Résultats de simulation du modèle électrothermique du TES.  
a) Réponse du modèle de TES à une impulsion de signal optique pour plusieurs 
valeurs d’inductance de polarisation. b) Tracé du temps de réponse à 5% des 
réponses impulsionnelles simulées pour différentes valeurs d’inductance.  
c) Caractéristique I-V du modèle pour plusieurs puissances de signal optique en 
concordance avec la caractéristique d’un TES réel communiquée par le SRON 
(sans signal optique). Ces tracés ont été effectués avec une température de bain 
𝑇𝑏𝑎𝑡ℎ = 50 𝑚𝐾. d) Caractéristique R-T du modèle de TES électrothermique. 
 
Les résultats de simulation du modèle électrothermique qui ont été présentés ont été 
obtenus par polarisation continue (DC). Or dans le cas de SAFARI les TES sont polarisés 
par des porteuses (AC) au travers de filtres LC. De ce fait, la puissance joule  
dissipée dans le TES n’est plus égale au simple produit 𝑃𝑗(𝑡) = 𝑈(𝑡) × 𝐼(𝑡), mais à  
𝑃𝑗(𝑡) = 𝑈𝑟𝑚𝑠(𝑡)𝐼𝑟𝑚𝑠(𝑡) cos 𝜑 (avec 𝜑 le déphasage entre la tension et le courant, ici égal 
à 0). Dans le simulateur il faut donc un bloc permettant de calculer en temps réel, les valeurs 
efficaces de 𝑈(𝑡) et 𝐼(𝑡). Pour cela, j’ai développé le composant illustré en Figure 6.11 à 
partir de la définition de la valeur efficace. Ce bloc introduit malheureusement des 
harmoniques ainsi que du déphasage dans la boucle de l’ETF qui rendent le modèle instable. 
Je travaille actuellement en collaboration avec le SRON, qui est très intéressé par ce modèle, 
à la recherche d’une solution. 
 
Fig. 6-11 : Bloc de calcul de la valeur efficace d’un signal 
Figure 6.11. Bloc de calcul de la valeur efficace d’un signal 
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6.3. Procédures d’étalonnage de la chaîne de 
détection 
 
Faire fonctionner un BBFB pour la lecture d’un pixel nécessite la définition de  
6 paramètres : 
 
o Amplitude de la porteuse permettant de polariser le TES au point de 
fonctionnement désiré (𝑅𝑇𝐸𝑆 = 0,25. 𝑅𝑛) 
o Fréquence de la porteuse correspondant à la fréquence de résonance du pixel 
o Phase de correction pour compenser les retards dans la boucle 
d’asservissement (respect du premier critère de stabilité expliqué en section 4.2.2) 
o Gain de boucle pour la définition du produit gain-bande de l’asservissement 
(respect du second critère de stabilité expliqué en section 4.2.3) 
o Phase initiale de la porteuse, la définition de ce paramètre pour chaque porteuse 
permet d’optimiser la dynamique des signaux au niveau des DAC-bias et DAC-
feedback. 
o Phase « weak-link », ce paramètre permet de s’affranchir de l’effet weak-link 
des TES. 
 
La lecture des 3 500 détecteurs de SAFARI nécessite donc la définition de 21 000 
paramètres. Etalonner la chaîne de détection est une opération fastidieuse. De plus, la plupart 
de ces paramètres dépendent des caractéristiques physiques de la chaîne de détection ce qui 
signifie qu’ils peuvent être amenés à être reconfigurés régulièrement en cas de modifications 
sur la chaîne elle-même ou sur son environnement (e.g. température). Il est donc 
indispensable d’automatiser cette étape. 
 
 
6.3.1. Optimisation des phases de correction 
 
Comme je l’ai démontré en section 4.2.2, la compensation du retard de boucle du BBFB 
est indispensable pour atteindre un régime de fonctionnement stable. Cette phase doit être 
optimale de manière à ce que la convergence du BBFB soit la plus rapide possible et sans 
régime oscillatoire amorti qui peut faire saturer les registres numériques ou bien même le 
DAC-feedback.  
 
La méthode standard pratiquée pour rechercher les phases de correction consiste à 
déterminer pour chaque fréquence les deux valeurs de phase critiques menant à l’instabilité, 
puis à définir le point milieu de la « région stable » comme étant la phase optimale. Cette 
méthode donne de très bons résultats mais reste extrêmement « chronophage » pour un 
grand nombre pixels. J’ai donc conçu une nouvelle méthode entièrement automatisable qui 
permet une caractérisation complète en seulement quelques étapes.  
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Les déphasages induits par les temps de calcul numérique et de propagation dans la boucle 
d’asservissement sont illustrés en  Figure 6.12. Dans cette étude on considère les déphasages 
suivant : 𝜑𝐵 décrit le déphasage induit dans le circuit de polarisation des TES (du DDS 
jusqu’à l’entrée du SQUID en passant par les détecteurs), 𝜑𝐹 correspond au déphasage induit 
dans la contre-réaction (du modulateur du BBFB à l’entrée feedback du SQUID), 𝜑𝐴 
représente le déphasage de la chaîne d’amplification (du SQUID au modulateur du BBFB) et 
𝜑𝑐 est le paramètre de phase de correction recherché. En termes de phase, les opérations de 
modulation IQ et démodulation IQ sont équivalentes à des sommations de phase. La 
première étape de cette étude est de déterminer pour une fréquence donnée la valeur 
asymptotique vers laquelle tend l’argument Ψ lorsque le BBFB est locké. Dans ce cas on a 
𝑥(𝑡) = 𝑦(𝑡) ce qui signifie que −𝜑𝐵 = Ψ − 𝜑𝐹 et donc la phase Ψ tend vers : 
 
 Ψ = 𝜑𝐹 − 𝜑𝐵 
(6.4) 
 
L’ensemble démodulateurs/intégrateurs IQ est équivalent à un comparateur de phase, on 
peut donc écrire : 
  
 Ψ = arg(ℇ(𝑡)) − arg(𝑑(𝑡)) 
 
     = (𝜑𝐿𝑂 − 𝜑𝐵 − 𝜑𝐴) − (𝜑𝐿𝑂 + 𝜑𝑐) 
 




Fig. 6-12 : Diagramme simplifié du BBFB en termes de phases 
Figure 6.12. Diagramme simplifié du BBFB en termes de phases. 𝜑𝐹 , 𝜑𝐵 et 𝜑𝐴 
sont les déphasages induits respectivement dans le feedback, dans le circuit de 
polarisation et entre le SQUID et le BBFB. 
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A partir des équations (6.4) et (6.5) on peut écrire : 
 
 φc = −𝜑𝐹 − 𝜑𝐴 
(6.6) 
 
Les phases 𝜑𝐴 et 𝜑𝐹 dépendent de la chaîne de détection, et plus spécifiquement du circuit 
de feedback, elles doivent donc être caractérisées. Pour cela nous procédons à un scan 
fréquentiel de la contre-réaction. Cela consiste à générer seulement un signal de feedback 
d’amplitude constante et à faire un balayage en fréquence à travers la gamme d’intérêt  
(i.e. [0,8 – 3,3 MHz]) et de mesurer le signal d’entrée du firmware BBFB. Nous plaçons pour 
cela le BBFB dans une configuration spécifique illustrée en Figure 6.13 où les modulateurs 
sont déconnectés des intégrateurs grâce à des interrupteurs numériques et où 𝐼 = 1, 𝑄 = 0 
et 𝜑𝑐 = 0. Grâce à cette configuration, le balayage fréquentiel du feedback nous donne 
l’équation en sortie de filtre CIC : 
 
 Ψfeedbackscan(𝑓) = −𝜑𝐹(𝑓) + 𝜋 − 𝜑𝐴(𝑓) 
(6.7) 
 
On obtient donc d’après l’équation (6.6) l’expression de la phase de correction : 
 
 φc(𝑓) = Ψfeedbackscan(𝑓) − 𝜋 
(6.8) 
 
Grâce à un balayage fréquentiel de la contre-réaction nous sommes donc en mesure de 
définir la valeur optimale de la phase de correction pour n’importe quelle fréquence. 
 
 
Fig. 6-13 : Configuration de l’architecture numérique en mode Scan Feedback 
Figure 6.13. Configuration de l’architecture numérique du BBFB de test en mode 
Scan Feedback. 
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J’ai développé un script Python permettant de faire un scan fréquentiel avec les BBFB 
optimisés. Le résultat du scan feedback pour les BBFB des bandes 6 à 21 est illustré en 
Figure 6.14. Nous utilisons ensuite un fit polynomial du second ordre pour exprimer les 
résultats Ψfeedbackscan(𝑓) de chaque scan à partir de la mesure de la phase. 
 
La détermination des phases de corrections des BBFB est une étape indispensable pour le 
fonctionnement de la chaîne de détection de SAFARI. La méthode du scan feedback que j’ai 
mise au point nécessite quelques modifications de l’architecture du BBFB mais elle rend 
possible la configuration de chaînes de détection de plusieurs milliers de pixels. De plus cette 
procédure peut être pilotée via des scripts (séquences de commandes), et elle engendre un 




Fig. 6-14 : Illustration des résultats des scans feedback 
Figure 6.14. Illustration des résultats du scan feedback avec les BBFB optimisés 
dans les sous-bandes 6 à 21. Le module représente le gain de la chaîne de contre-
réaction (à ne pas confondre avec le gain de boucle car l’intégrateur n’est pas pris 
en compte). La phase représente le terme Ψfeedbackscan(𝑓) de l’équation (6.8). 
 
6.3.2. Recherche des fréquences de résonances des pixels 
 
La méthode généralement utilisée jusqu’ici pour rechercher les fréquences de résonance 
des pixels consiste à analyser en boucle ouverte le bruit généré par la chaîne de détection en 
entrée de BBFB. Le problème de cette technique est que les fréquences de résonance ne sont 
pas exactement les mêmes en boucle ouverte et en boucle fermée [99]. En effet, l’impédance 
effective d’entrée du SQUID varie suivant le mode de fonctionnement à cause de la mutuelle 
inductance qui lie la bobine d’entrée à celle du feedback. Grâce à la procédure présentée dans 
la section précédente, nous connaissons désormais la phase de correction optimale à 
appliquer aux différents BBFB en fonction de leur fréquence de fonctionnement. En réglant 
à la fois la fréquence et la phase, nous sommes donc en mesure de réaliser un scan de la 
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chaîne de détection en boucle fermée, et donc dans une configuration représentative du 
mode de fonctionnement nominal. Ce scan nous permet de localiser les fréquences de 
résonance, il se fait en deux étapes. Un premier balayage avec un large pas fréquentiel localise 
grossièrement les résonances puis plusieurs scans précis autour des fréquences détectées 
affinent la localisation. Cette procédure a été validée avec le modèle de co-simulation dont le 
résultat est illustré en Figure 6.15.  
 
 
Fig. 6-15 : Simulation de la recherche des fréquences de résonance en boucle fermée 
Figure 6.15. Résultat de simulation d’un scan en boucle fermée pour la recherche 
des fréquences de résonance des pixels. Un premier balayage rapide localise 
grossièrement les fréquences de résonances puis on les détermine avec précision 
grâce à plusieurs scans fins. 
 
 
6.3.3. « Correction » de l’effet weak-link de TES 
 
Comme nous avons pu le voir en section 3.1.7, l’effet weak-link, qui n’existe pas lorsque le 
TES est dans son état normal, se traduit par l’apparition d’un supercourant s’ajoutant au 
courant normal du TES. Cette composante supplémentaire est déphasée de 90° par rapport 
au courant normal. Elle fait apparaître des oscillations qui dégradent les mesures car ce 
courant n’intervient pas dans le bilan de puissance qui régule l’équilibre électrothermique du 




CHAPITRE 6. Validation de l’électronique de lecture et étalonnage de la chaîne de 





Fig. 6-16 : Illustration de la correction de l’effet weak-link 
Figure 6.16. Illustration de la « correction » de l’effet weak-link par rotation de 
phase. En haut à gauche, le TES est dans son état normal, il n’y a donc pas 
d’effet weak-link. Le signal mesuré est déphasé par la chaîne de détection. En 
haut à droite, le TES est dans sa zone de transition. Le signal mesuré est déphasé 
par la chaîne de détection et par l’effet weak-link. Les données sont corrompues. 
En bas à gauche, on déphase le signal de polarisation par rapport aux signaux du 
BBFB pour aligner la mesure sur 𝐼 lorsqu’il n’y a pas d’effet weak-link (TES à 
l’état normal). En bas à droite, l’effet weak-link du TES dans sa transition 
n’intervient que sur le Q, la partie réelle sur 𝐼 du signal n’est pas altérée. 
 
Pour s’affranchir de l’effet weak-link, il faut pouvoir « aligner » le signal de mesure avec 
l’axe des réels (axe I) lorsque le TES est normal, on ne « corrige » donc pas l’effet weak-link 
intrinsèque aux TES utilisés mais on s’en affranchit par une astuce de lecture.  
Pour cela, on caractérise tout d’abord les phases 𝜑𝑏𝑘 lues par les BBFB à l’état verrouillé  
(cf. Figure 6.17-c), puis on applique ces phases aux signaux de polarisation de manière à 
déphaser pour chaque BBFB, le signal de polarisation par rapport aux signaux de 
démodulation et modulation (𝑑(𝑡) et 𝑚(𝑡)) (cf. Figure 6.16). Cette opération de déphasage 
se traduit à la lecture des BBFB par une rotation de coordonnées d’angle 𝜑𝑏𝑘 dans le plan 
IQ. Enfin, lorsque le TES entre dans sa zone de transition, l’effet weak-link apparaît et 
n’intervient alors que sur l’axe des imaginaires (axe Q). La lecture du signal scientifique se 
limite donc à l’extraction de la partie réelle I uniquement au lieu du module √𝐼² + 𝑄² 
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Fig. 6-17 : Résultat de la « correction » de l’effet weak-link des TES 
Figure 6.17. Résultat de la « correction » de l’effet weak-link avec 208 BBFB en 
mode SQUID interne. Lorsque le weak-link n’est pas « corrigé », les BBFB 
tendent vers des phases 𝜑𝑏𝑘 non nulles, tandis que lorsqu’il est « corrigé », la 
partie imaginaire 𝑄 = 0 donc les phases sont nulles. Lorsque l’effet weak-link 
apparaîtra, il n’agira que sur Q et non sur I. Il ne faudra donc lire que la partie 
réelle 𝐼 pour extraire le signal scientifique.  
 
6.3.4. Optimisation des phases initiales 
 
Les DAC utilisés pour la génération des signaux de polarisation et de feedback dans 
SAFARI doivent atteindre des spécifications très sévères, et plus particulièrement au niveau 
de leur dynamique (cf. section 5.6.1 page 128). De plus, leurs limitations technologiques en 
font à l’heure actuelle un point « critique » du DCU. Il est donc primordial pour la chaîne de 
détection d’optimiser cette dynamique. 
 
Nous avons vu en section 4.3.2 que les porteuses des BBFB sont générées par des DDS 
puis sommées entre elles pour former le signal de polarisation. Pour un grand nombre de 
porteuses, ce signal sera fortement pollué par des raies d’intermodulations dues aux moindres 
non-linéarités présentes dans la chaîne de détection [100]. Afin que ces composantes 
parasites n’interfèrent pas avec le signal scientifique contenu dans la bande [0 – 40 Hz], 
chaque porteuse est définie suivant une grille de 80 Hz. En d’autres termes, leurs fréquences 
situées dans la bande [1 – 3 MHz] sont toutes des multiples entiers de 80 Hz. De ce fait, le 
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signal somme est périodique avec une période 𝑇0 = 1 80⁄ = 12,5 ms. Supposons ensuite 
que les phases initiales des 𝑁 porteuses soient nulles (𝜑𝑘 = 0) : 
 
 







À 𝑡 = 0, l’amplitude de 𝑠(𝑡) est égale à la somme des amplitudes 𝐴𝑘 des 𝑁 porteuses, et 
comme ce signal est périodique ce cas se répètera tous les multiples de 𝑇0. Le signal temporel 
comportera donc des pics d’amplitude 𝑁𝐴𝑘 à chaque période 𝑇0. Dans le cas où 𝐴𝑘 = 1 et 
𝑁 = 176, le facteur de crête maximal (rapport entre la valeur crête et la valeur efficace d’un 
signal) résultant est de 18,4. D’après l’équation (5.16) (page 129), pour réduire la dynamique 
au niveau des DAC il est nécessaire d’optimiser les phases initiales des porteuses afin de 
diminuer le facteur de crête. Cependant, optimiser la dynamique du DAC-bias ne garantit pas 
pour autant que celle du DAC-feedback soit optimale. En effet, l’agencement optimisé des  
𝑁 phases est impacté par les déphasages de la chaîne de détection. La dynamique du signal en 
entrée de SQUID ne sera alors pas optimisée ce qui posera problème pour la génération de la 
contre-réaction au niveau du DAC-feedback qui doit produire un signal identique à celui à 
l’entrée du SQUID. 
 
 Le problème de l’optimisation des phases initiales n’est pas trivial et a déjà fait l’objet 
de plusieurs travaux de recherche. Je vais donc présenter quelques techniques de la littérature 
que j’ai sélectionnées puis adaptées afin d’optimiser les signaux du DCU. 
 
 La première technique d’optimisation consiste à définir de manière aléatoire plusieurs 
jeux de phases initiales et à conserver celui qui donne le facteur de crête le plus faible. Cette 
méthode est relativement simple à mettre en œuvre et donne de bons résultats. Cependant 
cette approche statistique ne nous garantit pas l’obtention du résultat optimal. 
 
 Une seconde approche très intéressante a été proposée par Schroeder [101] puis 
développée par Woodward [102]. En effet, Schroeder a remarqué que les signaux modulés en 
fréquence (FM) présentaient généralement d’excellents facteurs de crête. Son idée était donc 
de créer un signal de « type FM » à partir d’un peigne de fréquence en ajustant les phases 
initiales selon la relation suivante : 
 
 






avec 𝑁 le nombre de porteuses et 𝑘 = 1, 2, … ,𝑁 l’indice de la porteuse dans le sens des 
fréquences croissantes. Le signal généré avec cette relation est illustré en Figure 6.18.  Cette 
méthode donne de très bons résultats pour les signaux à spectre plat et dont les fréquences 
porteuses sont régulièrement espacées (facteur de crête du signal optimisé ~ 1,9 soit un gain 
de 20 dB sur le SNR par rapport au cas pire). En revanche, elle est moins adaptée aux 
168 
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spectres non uniformes. En effet, selon nos simulations il est dans ce cas difficile de gagner 
plus de 13,5 dB sur le SNR (facteur de crête du signal optimisé ~ 4,7). 
 
 
Fig. 6-18 : Illustration d’un signal généré avec la relation de Schroeder 
Figure 6.18. Signal composé de la somme de 176 porteuses espacées de 12,5 kHz 
et généré avec la relation de phase de Schroeder. (haut) visualisation  
temps-fréquence, (bas) tracé temporel du signal. Dans ce cas « idéal » adapté à 
Schroeder où les fréquences sont régulièrement espacées de 12,5 kHz, et donc 
multiples de 12,5 kHz, le signal total issu de la somme des porteuses est 
périodique et de période 𝑇 = 80µ𝑠. Ce signal optimisé avec la relation de 
Schroeder ressemble à un chirp1 à fréquence croissante. 
  
Une troisième technique très intéressante a été développée par Gerchberg et Saxton [103]. 
Elle est très utilisée dans les systèmes de télécommunication pour la génération de signaux 
OFDM (Orthogonal Frequency Domain Multiplexing) [104][105]. Cette méthode est très 
adaptative car elle ne tient pas compte du type de spectre à générer. Elle est basée sur des 
permutations du signal à optimiser sous des contraintes d’amplitude entre le domaine 
temporel et le domaine fréquentiel. La Figure 6.19 illustre l’algorithme itératif de  
Gercherg & Saxton spécialement adapté pour l’optimisation des dynamiques en entrée et en 
sortie d’un système. Cette technique démarre tout d’abord avec deux vecteurs 𝐴𝑘 et 𝜑𝑖𝑘 .  
Le premier vecteur décrit le spectre d’amplitude désiré pour le signal à optimiser et le second 
fournit un premier jeu de phases initiales. Il est recommandé que ces 𝜑𝑖𝑘 soient pré-
optimisés (via la relation de Schroeder par exemple) car la vitesse de convergence de 
l’algorithme est très sensible aux valeurs initiales. Les vecteurs 𝐴𝑘 et 𝜑𝑖𝑘 sont combinés pour 
former le spectre de Fourier, et ce dernier est ensuite transposé dans le domaine temporel 
grâce à une FFT inverse. Le signal temporel généré est alors contraint en amplitude par 
troncation et son spectre est ensuite calculé grâce une FFT. Il en résulte alors un nouveau 
 
                                                 
1 Un chirp est un signal pseudo-périodique modulé en fréquence. 
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Fig. 6-19 : Algorithme d’optimisation de phases initié par Gerchberg et Saxton 
Figure 6.19. Schéma illustrant l’algorithme d’optimisation de phases initié par 
Gerchberg et Saxton et adapté à la chaîne de détection de SAFARI. Cette 
technique permet d’optimiser la dynamiques des signaux en entrée et sortie d’un 
équipement sous test caractérisé par sa réponse en fréquence, ici le plan focal 
dont la phase est symbolisée par 𝜑𝑏𝑘 et le module par 𝐴𝑏𝑘.  
 
 
spectre contenant des harmoniques ainsi qu’un nouveau jeu de phases différent des 𝜑𝑖𝑘 
initiaux. On ajoute ensuite à ce jeu de phases la fonction de transfert (𝐴𝑏𝑘;  𝜑𝑏𝑘) de la chaîne 
de détection aux bornes de laquelle les signaux doivent être optimisés. Ces phases 𝜑𝑏𝑘 
correspondent aux phases qui ont été préalablement mesurées pour « corriger » l’effet  
weak-link (cf. section 6.3.3). Les phases résultantes sont ensuite combinées au vecteur 𝐴𝑘 
initial pour former le spectre désiré. Ce dernier va de nouveau être soumis au passage sous 
contrainte du domaine fréquentiel au domaine temporel que nous venons de voir puis 
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l’insertion des phases 𝜑𝑏𝑘 dans la boucle est cette fois-ci annulée par l’introduction de son 
opposé −𝜑𝑏𝑘. Un nouveau spectre est alors créé avec le vecteur d’amplitude initial 𝐴𝑘. Enfin 
la boucle toute entière est réitérée plusieurs fois jusqu’à la convergence des facteurs de crête 
calculés X1 et X2. Les jeux [𝜑𝑖𝑘 −𝜑𝑏𝑘] et 𝜑𝑖𝑘 aux bornes du bloc 𝜑𝑏𝑘 sont le résultat des 
phases initiales optimisées qu’il faut appliquer à 𝑃𝑏𝑓(𝑡) pour la génération des porteuses et 
𝑚(𝑡) pour la contre-réaction (cf. Figure 5.11 en page 124). 
 
La convergence de l’algorithme dépend de l’initialisation du vecteur 𝜑𝑖𝑘  mais aussi des 
règles de troncation (détaillées dans [106]). Il est aussi recommandé de bloquer la branche de 
droite au démarrage (grâce à l’interrupteur S) afin d’optimiser dans un premier temps la 
dynamique à l’entrée du FPA. Lorsque le minimum local de convergence est atteint, la 
branche de droite peut alors être activée afin d’optimiser la dynamique de sortie du FPA, et 
donc celle de la contre-réaction. 
 
En Figure 6.20 est illustrée l’évolution des facteurs de crête 𝑋1 et 𝑋2 estimés par 
l’algorithme durant l’optimisation des phases. La première optimisation de Schroeder permet 
une nette amélioration du facteur de crête du signal de bias en le faisant passer de 18,74 à 
4,98. L’algorithme itératif de Gerchberg & Saxton adapté à notre système prend ensuite le 
relais et abaisse dans un premier temps le facteur de crête du signal de bias à 3,27. Lorsque la 
seconde branche de l’algorithme est activée, les phases du FPA contraignent l’optimisation 
des signaux de bias et de feedback. Cela se traduit par une amélioration du facteur de crête du 
feedback de 6,09 à 3,31 au dépend d’une légère dégradation de celui du bias en le faisant 
passer de 3,27 à 3,29.  
 
La chaîne de détection, et plus particulièrement les filtres LC à haut facteur de qualité, 
déphasent fortement les porteuses. Pour simuler cet effet, j’ai considéré dans les mesures 
présentées en Figure 6.20 un jeu de phases 𝜑𝑏𝑘 aléatoires comprises entre 0 et 360°.  
Au début de l’optimisation du DAC-feedback (quand on ouvre l’interrupteur S), on a vu que 
le facteur de crête est égal à 6,09. Malgré cette dégradation volontaire du jeu de phases, 
l’algorithme converge tout de même vers des facteurs de crête autour de 3,3 pour le  
DAC-bias et DAC-feedback. De plus, les facteurs de crêtes estimés par l’algorithme 
correspondent assez bien aux valeurs réelles mesurées avec le prototype du DCU  
(cf. Figure 6.21). 
 
Enfin, le gain total en terme de SNR pour chaque porteuse est sensiblement le même 
pour le bias et le feedback et atteint environ 15 dB par rapport au pire cas où toutes les 
phases sont nulles. 
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Fig. 6-20 : Evolution des facteurs de crête dans l’algorithme d’optimisation 
Figure 6.20. Evolution des facteurs de crête correspondants aux DAC-bias et 
DAC-feedback dans l’algorithme d’optimisation des phases pour 167 porteuses 




Fig. 6-21 : Illustrations du signal de polarisation avant et après optimisation 
Figure 6.21. Vues spectrales zoomées sur 19 porteuses (haut) et vues temporelles 
(bas) du signal de polarisation avant et après optimisation des phases initiales de 
176 porteuses. Le facteur de crête du signal non-optimisé est de 18,74 tandis 
qu’après optimisation il est mesuré à 3,29, ce qui nous permet d’augmenter 
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6.3.5. Caractérisation du produit gain-bande des BBFB 
 
Le produit gain-bande des BBFB est configuré grâce à un paramètre de gain unique pour 
tous les intégrateurs. Le gain est obtenu par un décalage de bits dans le vecteur de sortie 
d’intégrateur. On note 𝐺𝑖𝑛𝑡 ce nombre de bits. Le gain évolue donc suivant une relation en 
puissance de 2. De plus, il est difficile de déduire le gain réel de l’asservissement à partir de ce 
paramètre unique.  
 
 
Fig. 6-22 : Mesure de la fonction de transfert du BBFB 
Figure 6.22. (haut) Mesure du module de la fonction de transfert inverse de 208 
BBFB avec le prototype du DCU (zoom sur 6 BBFB), et 16 BBFB avec le 
simulateur (zoom sur 6 BBFB). (en bas à gauche) Caractéristique de la fonction 
de transfert inverse ramenée en échelle log. (en bas à droite) Configuration du 
prototype du DCU et du simulateur pour la mesure : scan fréquentiel (avec le 
BBFB de test en boucle ouverte) de tous les BBFB optimisés en boucle fermée.  
 
Afin de connaître avec précision le produit gain-bande des BBFB, j’ai développé un script 
qui permet de mesurer le module de la fonction de transfert inverse de l’asservissement. 
Comme le montre la face avant du GSE sur la Figure 6.22, cette procédure utilise le BBFB de 
test en boucle ouverte alors que les BBFB optimisés fonctionnent quant à eux en boucle 
fermée. Une fois les BBFB optimisés lancés et stabilisés, on active le BBFB de test pour 
effectuer un scan fréquentiel de la chaîne de détection. Lorsque sa porteuse arrive au 
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voisinage d’un des BBFB, elle est atténuée (le BBFB tente d’annuler le signal) et sa variation 
d’amplitude en sortie de SQUID est mesurée par le BBFB de test. Le résultat du scan est 
illustré sur le graphe du haut de la Figure 6.22. On voit que la réjection des BBFB se traduit 
par une sorte de « cône » dont la largeur varie avec la valeur du gain. On peut alors déduire le 
produit gain-bande des BBFB en analysant ces réjections en bande de base avec une échelle 
des fréquences logarithmique, tel le graphe en bas à gauche de la Figure 6.22. On remarque 
que le paramètre 𝐺𝑖𝑛𝑡 = 16 donne un produit gain-bande d’environ 2 kHz, ce qui 




6.3.6. Procédure d’étalonnage de la chaîne de détection 
 
Dans cette section je définie la séquence de procédures à utiliser pour paramétrer 
l’électronique de contrôle et de lecture de la chaîne de détection de SAFARI.  
 
1) Procédure de recherche des phases de correction pour compenser les retards de 
boucles de l’asservissement. Une fois cette étape terminée, nous sommes capable de 
verrouiller n’importe quel BBFB (test ou optimisé) à n’importe quelle fréquence. 
→ voir section 6.3.1 
 
2) Recherche des fréquences de résonance des porteuses. Cela nous permet de 
connaître avec précision les fréquences des porteuses à générer pour former le signal 
de polarisation (peigne de fréquences). 
→ voir section 6.3.2 
 
3) « Correction » de l’effet weak-link. Durant cette procédure, nous caractérisons 
tous les pixels en boucle fermée. Ceci est rendu possible grâce aux étapes 1) et 2). A 
l’issue de cette procédure, nous disposons d’un jeu d’amplitudes et d’un jeu de phases 
caractéristiques de la chaîne de détection.  Les phases nous permettent d’annuler 
l’argument des données lues par chaque BBFB (soit 𝑄 = 0) et donc de déduire le 
signal scientifique qu’à partir de 𝐼. 
→ voir section 6.3.3 
 
4) Optimisation des phases initiales. Cette procédure a pour but d’améliorer les 
facteurs de crête des signaux de bias et de feedback de manière à optimiser 
l’exploitation de la dynamique des DAC. Cette optimisation doit se faire en 
appliquant les phases de correction de l’effet weak-link car tous les déphasages 
doivent être pris en compte. A l’issue de celle-ci nous disposons d’un jeu de phases 
grâce à laquelle les signaux sont générés de manière optimale par les DAC tout en 
« corrigeant » l’effet weak-link des détecteurs. 
→ voir section 6.3.4 
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5) Caractérisation du produit gain-bande (GBW). Cette procédure permet de 
mesurer la valeur exacte du GBW de l’asservissement avec sa chaîne de détection. 
Cette étape finale est essentielle car elle permet de s’assurer que le régime de 
fonctionnement des BBFB est stable (avec une certaine marge) et qu’il répond au 2nd 
critère de stabilité (cf. section 4.2.3).  
→ voir section 6.3.5 
 
 
J’ai développé une application permettant d’accompagner l’utilisateur dans l’étalonnage de 
la chaîne de détection à travers ces différentes étapes. Elle génère automatiquement les 
scripts python pour le GSE et analyses les résultats suivant le déroulement des procédures. 
L’étalonnage complet du système est désormais efficace, le temps requis dans le cas du 
prototype du DCU est de l’ordre de 10 minutes. On peut donc estimer le temps nécessaire 
pour l’étalonnage des 24 canaux de SAFARI, de manière simultanée et en condition de vol 
(marge : + 10 min), à environ 20 min.  
 
 
6.4. Campagne de tests sur détecteurs TES 
 
Durant ma thèse, j’ai contribué à une campagne de tests de la chaîne de détection du 
SRON composée d’une nouvelle matrice de 160 détecteurs. Au cours de cette campagne, j’ai 
validé la procédure automatique de recherche des phases de correction que j’ai développée. 
 
6.4.1. Présentation du banc de test de la chaîne de détection du 
SRON 
 
La chaîne de lecture développée au SRON dans le cadre de SAFARI est illustrée en  
Figure 6.23. Le plan de détection est constitué de 160 pixels et d’un SQUID (composé de  
16 SQUID en série, développé par la société PTB) le tout étant placé dans un cryostat équipé 
d’un réfrigérateur à désaimantation adiabatique (ADR cf. section 2.3.2). Les caractéristiques 
techniques du plan de détection sont résumées en Table 6-2 et ce dernier est illustré en 
Figure 6.24. Le firmware de BBFB est mis en œuvre dans un FPGA Virtex5 identique à celui 
qui est utilisé à l’IRAP. Il utilise une architecture classique (i.e. non optimisée) qui permet la 
lecture des 160 détecteurs. La carte FPGA est directement interfacée au GSE via des liaisons 
en fibre optique ce qui permet de faire des acquisitions de signaux en temps réel à haut débit. 
Le GSE est quant à lui basé sur une interface logicielle programmée en PERL permettant de 
piloter l’électronique numérique ainsi que l’ensemble des paramètres de la chaîne de 
détection à partir d’un seul ordinateur. Ce langage permet notamment l’exécution de scripts 
automatisés pour caractériser les différents éléments de la chaîne de détection (I-V du 
SQUID, I-V des TES, R-T des TES…). 
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Fig. 6-23 : Banc de test de la chaîne de détection de SAFARI au SRON 




Table 6-2. Caractéristiques du plan de détection du SRON 
 Caractéristiques 
Nombre de TES 157 + 3 résistances 
𝑇𝐶  110 𝑚𝐾 
𝑅𝑁 ~ 160 𝑚Ω 
𝑃𝑠𝑎𝑡 30 𝑓𝑊  @  25 𝑚𝐾 
𝑁𝐸𝑃 8.10−19 𝑊/√𝐻𝑧 
Nombre filtres LC 160 mais 148 résonances fonctionnelles 
Facteurs de qualités 
144 facteurs entre 𝑄 = 5.103 et 𝑄 = 41.103 
〈𝑄〉 = 19,8.103 
Fréquence 
d’espacement 
〈𝐹𝑠𝑝𝑎𝑐〉 = 13,7 kHz 
Résistances série 
(ESR) 
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Fig. 6-24 : Plan de détection du SRON 
Figure 6.24. Plan de détection du SRON : 157 TES (𝑇𝑐 = 110 𝑚𝐾, 
 𝑅𝑁 = 160 𝑚Ω) + 3 résistances, 160 filtres LC, 1 SQUID. (Crédits : SRON) 
 
6.4.2. Caractérisation du point de fonctionnement du SQUID 
 
Avant toute caractérisation de la chaîne de détection, il est nécessaire de définir le point de 
fonctionnement optimal du SQUID. J’ai expliqué dans la section 3.1.3 que ce dernier doit 
être situé dans une zone où la transduction est maximale et linéaire. Grâce à un script PERL 
nous avons mesuré la caractéristique I-V du SQUID, illustrée en Figure 6.25. Nous avons 
alors pu définir le point de fonctionnement à 𝐼𝑠𝑞𝑢𝑖𝑑 = 15,8 µ𝐴.  
 
 
Fig. 6-25 : Mesure I-V du SQUID 
Figure 6.25. Mesure I-V du SQUID. En abscisse est représenté le courant de 
polarisation et en ordonnée la tension mesurée en sortie de SQUID. Le point de 
fonctionnement a été défini à 𝐼𝑠𝑞𝑢𝑖𝑑 = 15,8 𝜇𝐴. 
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6.4.3. Validation de la procédure de caractérisation des phases de 
correction 
 
Les phases de correction servent à compenser les retards de boucle de l’asservissement. 
Elles sont indispensables au fonctionnement des BBFB mais leur caractérisation, jusque-là 
manuelle, était chronophage et fastidieuse. C’est pour cela que j’ai développé une procédure 
automatique permettant de caractériser ces phases en fonction de la fréquence. Elle est 
détaillée en section 6.3.1.  
 
La caractérisation des phases nécessite une configuration particulière qui nécessite 
quelques adaptations du firmware de BBFB. Pour des raisons de simplicité de 
développement, l’équipe du SRON a opté pour une configuration différente de celle que j’ai 
proposée dans la procédure. Elle est illustrée en Figure 6.26. La principale différence avec 
celle développée à l’IRAP est que le signal de scan est directement issu du DDS (symbolisé 
par LO) et ne passe pas par le modulateur. De ce fait, dans cette configuration le chemin 
numérique du signal de scan n’est pas représentatif du chemin réel parcouru par le feedback 
et peut donc inclure dans la mesure des retards additionnels. 
 
Pour tester cette procédure, nous avons soumis le plan de détection à une température de 
bain de 50 mK représentative du mode de fonctionnement nominal. A cette température et 
sans aucune polarisation, les TES sont dans leur état supraconducteur. Nous avons ensuite 
caractérisé le module et la phase de la chaîne de contre-réaction grâce à la procédure de scan 





Fig. 6-26 : Configuration du mode Scan Feedback du SRON 
Figure 6.26. Configuration du mode Scan Feedback du SRON. Les opérations de 
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Fig. 6-27 : Résultat du scan feedback 
Figure 6.27. Résultat du scan feedback. (haut) Mesure du module de la chaîne de 
contre-réaction. (bas) Mesure de la phase de la chaîne de contre-réaction. Bien 
que le plan de détection ne soit pas polarisé, les fréquences de résonances des 
filtres LC apparaissent clairement à cause de la mutuelle inductance du SQUID 
qui lie la bobine du bias à celle du feedback. La caractéristique de phase en 
fonction de la fréquence peut être déduite de la courbe de phase grâce à un fit 




On remarque sur ce résultat que les caractéristiques de module et de phase contiennent de 
nombreuses raies. Elles correspondent en fait aux fréquences de résonances des filtres LC. 
En effet, bien que les détecteurs ne soient pas polarisés par leurs porteuses, les filtres LC 
interagissent avec la boucle d’asservissement durant le scan via l’inductance mutuelle du 
SQUID. Enfin, la fonction donnant la phase de correction à partir de la fréquence peut être 
approximée par un polynôme du second ordre grâce à un fit. Les phases de correction 
permettant de verrouiller les BBFB à n’importe quelle fréquence peuvent donc être déduites 
par la résolution d’une simple équation. Il faut noter que lors des tests nous avons dû 
compenser dans l’équation (6.8) la phase additionnelle induite par la configuration numérique 
optée par le SRON (équivalente à 2 𝜇𝑠 de retard, soit 20 périodes d’horloge de 10 MHz). 
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Grâce à cette procédure, le SRON est parvenu pour la première fois à lire et contrôler en 
boucle fermée les 148 détecteurs fonctionnels de leur matrice refroidie à 50 mK. Ils utilisent 
cette procédure pour réaliser les caractérisations de la chaîne de détection en boucle fermée, 
telles que les mesures I-V (cf. section 6.4.4) et P-V de l’ensemble des pixels simultanément, 
les mesures de bruit de la chaîne et les analyses statistiques des résonances. 
 
 
6.4.4. Mesures I-V des TES 
 
 
Les TES doivent être polarisés à une température bien précise correspondant à leur point 
de fonctionnement dans leur zone de transition. Pour une tension de polarisation donnée, la 
puissance Joule dissipée va induire un point de repos particulier. Pour caractériser cette 
dépendance on mesure les caractéristiques I-V des TES.  
 
Comme je l’ai initié en section 6.2.3 avec le modèle de simulation électrothermique, pour 
mesurer la caractéristique I-V d’un TES il faut que ce dernier soit dans son état normal au 
début de la caractérisation. Si initialement le TES est dans son état supraconducteur, il ne 
dissipe aucune puissance joule car sa résistance est nulle ce qui empêche toute caractérisation. 
Il est alors nécessaire de le réchauffer. Il existe pour cela différentes méthodes telles que 
l’augmentation de la température du bain au-dessus de la température critique du TES, 
l’injection d’un courant supérieur à son courant critique, l’application d’un champ 
magnétique supérieur à son champ critique ou bien encore la stimulation optique. Dans notre 
cas nous utilisons un champ magnétique externe pour ramener les TES dans leur état normal. 
Cette opération est appelée la phase de « réveil » (TES wake-up). 
 
Pour mesurer les caractéristiques I-V des 148 TES simultanément, il est nécessaire 
d’utiliser les BBFB en boucle fermée. Pour réaliser ces mesures, les détecteurs sont tout 
d’abord placés dans leur état normal puis on réduit progressivement l’amplitude des signaux 
de polarisation tout en mesurant les courants des TES grâce aux BBFB. La Figure 6.28 
illustre les mesures des caractéristiques I-V des 20 premiers TES (sur les 148 fonctionnels). 
On peut déduire de ces résultats la tension 𝑉𝑡𝑒𝑠 ≈ 55 𝑛𝑉 (soit 𝑉𝑏𝑖𝑎𝑠 ≈ 34 𝑚𝑉𝑝𝑝) 
nécessaire pour polariser le TES à 𝑅𝑡𝑒𝑠 = 0.25𝑅𝑁. 
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Fig. 6-28 : Mesures I-V de 10 TES 
Figure 6.28. (haut) Mesures I-V des TES de la matrice en boucle fermée. (bas) 
Mesures R-V des TES de la matrice en boucle fermée. Pour polariser les TES à 
𝑅𝑡𝑒𝑠 = 0.25𝑅𝑁 il faut 𝑉𝑡𝑒𝑠 ≈ 55 𝑛𝑉 (soit 𝑉𝑏𝑖𝑎𝑠 ≈ 34 𝑚𝑉𝑝𝑝). Seuls les 20 
premiers pixels (sur 148 mesurés sans flux optique) sont illustrés.  
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Dans ce chapitre j’ai tout d’abord présenté le prototype du DCU que j’ai développé avec 
une équipe d’ingénieurs de l’IRAP. Ce prototype a permis de valider les principales fonctions 
et optimisations apportées au DCU en vue de la conception du modèle de démonstration 
pour SAFARI.  
 
J’ai ensuite présenté le modèle de co-simulation analogique/numérique de la chaîne de 
détection de SAFARI. Ce simulateur est piloté via le GSE utilisé pour le DCU. Il m’a permis 
dans un premier temps de valider le concept d’asservissement avec l’architecture BBFB 
optimisée. Ce simulateur m’a ensuite permis de concevoir et mettre en œuvre les différentes 
procédures pour l’étalonnage de la chaîne de détection. Enfin j’ai développé un modèle 
électrothermique de TES. Ce modèle s’est avéré assez réaliste par son comportement et 
suscite actuellement l’intérêt du SRON pour le développement de leurs détecteurs. 
 
J’ai ensuite proposé plusieurs procédures pour mettre en œuvre la chaîne de détection 
kilo-pixels de SAFARI. La première d’entre-elles permet de définir les paramètres de phase 
de correction du retard de boucle. Elle a tout d’abord été testée à l’IRAP puis validée sur la 
chaîne de détection au SRON. Ces essais ont montré qu’elle est très performante tant au 
niveau de la qualité des résultats que de la durée des mesures. Elle est maintenant 
régulièrement utilisée par les équipes du SRON avec leurs matrices de pixels. La seconde 
procédure concerne la recherche des fréquences de résonance des filtres LC en boucle 
fermée, et donc dans des conditions de fonctionnement nominal. La troisième a pour but de 
s’affranchir de l’effet weak-link des TES, ce qui signifie que par la suite la lecture du signal 
scientifique se limite à l’extraction de la partie réelle I au lieu du module. La quatrième 
procédure permet d’optimiser la dynamique des DAC-bias et feedback, et donc d’alléger les 
contraintes sur ce point critique de SAFARI. Elle a prouvé son efficacité avec notre 
prototype du DCU et ses résultats avec une chaîne de détection réelle devraient s’avérer 
encore plus prometteurs. De plus, j’ai caractérisé le produit gain-bande des BBFB grâce à une 
nouvelle procédure de scan avec le BBFB de test.  Enfin, il faut noter que l’ensemble des 
procédures présentées sont automatisables et donc adaptées pour le futur modèle de vol. 
 
Pour finir, j’ai participé aux tests et caractérisations de la chaîne de détection du SRON. 
J’ai alors pu valider la procédure d’optimisation des phases de correction. Ma contribution 
aux manipulations m’a fait prendre conscience de l’importance d’optimiser certains 
paramètres telles que les phases initiales des porteuses par exemple. Cette étape m’a apporté 
une vision différente de la chaîne de détection et m’a conduit à développer de nouvelles 









Ces travaux de thèse sont consacrés au développement d’une chaîne de contrôle et de 
lecture pour matrice de bolomètres supraconducteurs (TES) multiplexés en fréquence pour 
l’instrument SAFARI à bord du satellite japonais SPICA. 
 
J’ai tout d’abord présenté la mission spatiale SPICA. Ce satellite permettra de nombreuses 
avancées spectaculaires dans la connaissance de l’Univers lointain. Il nous permettra en 
particulier de mieux comprendre les mécanismes physiques liés à la formation et l’évolution 
des galaxies et aussi de découvrir et caractériser de nouvelles exoplanètes. Grâce à son miroir 
refroidi à 4,5 K, ses caractéristiques techniques lui permettront d’atteindre un niveau de 
sensibilité inégalé 2 ordres de grandeur meilleur que celui d’Herschel. 
 
J’ai ensuite présenté l’instrument européen SAFARI, un des instruments de SPICA. J’ai 
pour cela détaillé les trois piliers technologiques qui forment la base de l’instrument :  
le spectro-imageur à transformée de Fourier, le cryostat et la chaîne de détection. Grâce à la 
sensibilité de ses détecteurs et celle du télescope de SPICA, SAFARI sera en mesure de 
produire des images spectrales très résolues de 2’ × 2’ d’arc en des temps très courts. 
  
Après avoir détaillé l’instrument, je me suis focalisé sur la chaîne de détection. J’ai tout 
d’abord expliqué le principe et les particularités des détecteurs TES accompagnés de leur 
étage d’amplification à SQUID. Afin de réduire les charges thermiques à l’intérieur du 
cryostat, il est nécessaire de multiplexer les détecteurs. J’ai alors présenté les trois principaux 
types de multiplexage (TDM, FDM et CDM). De ces trois techniques, c’est la FDM qui a été 
retenue dans le cadre de SAFARI pour sa maturité technologique et le nombre de pixels 
qu’elle est capable de multiplexer. La FDM induit cependant des contraintes de dynamique 
au niveau de l’amplificateur à SQUID car ce dernier présente une caractéristique hautement 
non-linéaire. Pour pallier à ce problème, j’ai présenté la technique d’asservissement en flux 
(FLL) qui permet de linéariser la caractéristique du SQUID. 
 
Les techniques d’asservissements classiques sont incompatibles avec la FDM à cause des 
retards de boucle qui limitent le produit gain-bande de l’asservissement. J’ai donc présenté en 
détail la technique de BaseBand FeedBack (BBFB) et posé les bases théoriques permettant 
d’analyser son comportement. Je l’ai comparé à un correcteur intégral et ai identifié deux 
critères auxquels il faut répondre pour assurer sa stabilité. J’ai ensuite traduit le concept 
théorique du BBFB en architecture numérique et exposé ses limitations en termes de 
consommation énergétique. 
 
Pour réduire la puissance de cette électronique de lecture, il faut diminuer la charge de 
travail du FPGA. Pour cela, j’ai contribué au développement d’une architecture optimisée du 
BBFB. Cette nouvelle version comprend des étages de descente et de remontée en fréquence 
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qui ont pour but de découper la bande de fréquence initiale en plusieurs sous bandes plus 
étroites. Cette architecture permet non seulement une division de la charge de calcul par un 
facteur 11,7, mais aussi une économie d’environ 1/3 des ressources numériques du FPGA 
par rapport à l’architecture BBFB classique. Le gain en consommation que cela permettra 
d’obtenir n’a pas encore été défini en détail, il dépendra aussi de la technologie choisie pour 
les composants de vol. 
 
J’ai mis au point une solution de filtrage économique en ressources numériques pour 
l’adaptation des débits de données entre les BBFB et l’unité chargée de transmettre les 
données au sol. Ce filtre optimisé requiert une charge de calcul ~ 3 000 fois moindre que 
celle d’un filtre classique. 
 
Mon travail de thèse a consisté à valider l’architecture numérique BBFB dans son 
ensemble. Cependant, à l’IRAP nous ne disposons pas de chaîne de détection complète et 
représentative permettant des tests en boucle fermée. J’ai alors développé un modèle de co-
simulation représentatif de l’ensemble de la chaîne de détection de SAFARI afin de valider 
les concepts d’optimisation ainsi que l’ensemble de notre architecture. Pour compléter mon 
simulateur, j’ai aussi développé un modèle électrothermique de TES. Ce modèle est réaliste et 
il suscite l’intérêt du SRON pour soutenir le développement des détecteurs. 
 
Les DAC sont un point clef de l’architecture de SAFARI. J’ai donc fait une étude pour 
définir les spécifications de ces composants. Elles ont confirmé que les spécifications sont 
telles qu’il est difficile de trouver des composants qui y répondent. 
 
J’ai aussi mis au point une suite de procédures pour l’étalonnage complet de la chaîne de 
détection. J’ai tout d’abord testé ces procédures à l’IRAP puis validé une partie d’entre-elles 
sur la chaîne de détection de 160 pixels au SRON. Elles se sont avérées très performantes, 
tant au niveau de la qualité des résultats que de la durée requise pour l’étalonnage d’une 
chaîne complète. De plus, ces procédures sont automatisables ce qui signifie qu’elles sont 
bien adaptées pour le futur modèle de vol. 
 
Ce travail de thèse que je viens de présenter au fil de ces chapitres a fait l’objet de trois 
articles : 1) un article pour la participation au colloque international SPIE « Astronomical 
Telescopes and  Instrumentation » en 2012 [107], 2) un second article pour la participation au 
colloque international SPIE « Astronomical Telescopes and  Instrumentation » en 2014 [108], 
3) un article publié dans Experimental Astronomy [109] et présenté dans la section Publication à 
la fin de ce manuscrit.  
 
Enfin la mission SPICA, qui était en phase d’évaluation depuis 2008, est entrée en  
phase-B courant 2011. Au début de l’année 2012, l'agence spatiale japonaise (JAXA) a ajouté 
une phase intermédiaire, dite de réduction des risques (Risks Mitigation Phase – RMP) pour 
étudier spécifiquement des aspects, comme l'architecture thermique, les EMC ou le pointage, 
qui pourraient avoir un impact sur la faisabilité du satellite ou sur les coûts de son 
développement. Cette phase de RMP s'est achevée avec succès en 2013. Cependant la JAXA 
a souhaité réduire sa contribution financière et technique à la mission, envisageant en 
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contrepartie une augmentation de celle de l'ESA. Cette contribution dépassant l'enveloppe 
budgétaire d'une mission d'opportunité, la mission spatiale dont le lancement était prévu 
pour 2022 fut suspendue. Cependant, compte-tenu de l'intérêt de la communauté scientifique 
pour SPICA, la mission est actuellement en cours de restructuration pour être reproposée à 
l’ESA en tant que mission moyenne M4 avec un lancement planifié pour 2026. 
 
Ce travail de thèse était centré particulièrement sur la chaîne de détection de l’instrument 
SAFARI-SPICA, mais une grande partie du travail réalisé pourra être utilisée dans le cadre de 
l’instrument X-IFU (X-ray Integral Field Unit) de la mission spatiale ATHENA (Advanced 
Telescope for High ENergy Astrophysics), mission L2 du programme « Cosmic Vision » de 
l’ESA prévue pour 2028. Cette mission d’astronomie X étudiera l’Univers  
chaud et énergétique et permettra d’aborder certaines questions fondamentales de 
l’astrophysique comme : Comment et pourquoi la matière ordinaire s'assemble-t-elle en 
galaxies et en amas de galaxies (structure à grande échelle, filaments) ? Comment les trous 
noirs croissent-ils et influencent-ils leur environnement ? Dans le cadre de cette mission, 
l’IRAP est PI de l’instrument X-IFU et contribue au développement de la chaîne de 
détection. Cette dernière sera constituée de 3840 TES, refroidis à 50 mK, multiplexés en 
fréquences, répartis en 96 canaux de 40 pixels dans la gamme [1 – 5 MHz] et dont la 
résolution en énergie sera de 2,5 eV FWHM (Full Width at Half Maximum).  
 
Ce travail de thèse peut aussi répondre à de nombreuses problématiques dans le domaine 
des systèmes de télécommunication. En effet, les amplificateurs utilisés dans les émetteurs et 
récepteurs RF ont des caractéristiques généralement non linéaires qui introduisent de la 
distorsion harmonique et augmentent la dynamique des signaux [110] [111]. Cela a pour 
conséquence de déformer les constellations de symboles dans la transmission et peut dans 
certains cas saturer les étages de la chaîne. La technique du BBFB et les différentes 
optimisations (étalonnage) apportées durant cette thèse peuvent donc s’avérer très profitables 
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Résumé de la thèse 
 
Après le succès des missions spatiales infrarouge de l’ESA Planck et Herschel (2009), le 
développement de détecteurs submillimétriques à très haute sensibilité en matrices de plusieurs 
milliers d’éléments est l’un des grands défis auxquels il faut apporter des solutions pour répondre 
aux besoins des missions scientifiques de l’astrophysique spatiale du futur comme le satellite 
SPICA (JAXA/ESA lancement potentiel pour 2026). Ce dernier permettra de nombreuses 
avancées spectaculaires dans la connaissance de l’Univers lointain. Il permettra, en particulier, 
d’observer l’émission infra-rouge des premières galaxies de l’Univers et des trous noirs qu’elles 
abritent en leur centre, de caractériser leur contenu en molécules complexes, et ainsi de mieux 
comprendre les mécanismes physiques de leur formation et de leur évolution. Il permettra 
également de découvrir et caractériser de nouvelles exoplanètes. Dans le cadre du projet SPICA, 
l’IRAP est en charge du développement de l’unité de contrôle et de lecture (Detector Control 
Unit - DCU) de l’instrument européen SAFARI. Ce sous-système assure le contrôle et la lecture 
de 3500 détecteurs supraconducteurs TES (Transition Edge Sensors). Pour cela il assure le 
multiplexage en fréquence des détecteurs et linéarise la chaîne de détection. Le DCU traite les 
signaux, pour une partie de manière analogique (filtrage et amplification), mais surtout de manière 
numérique (filtrage numérique, contrôle d’asservissement, ...) pour extraire le signal scientifique 
des bolomètres 
La première partie de mon travail de thèse a été de développer un modèle de co-simulation 
analogique et numérique de l'ensemble de la chaîne de détection de SAFARI pour valider 
l’architecture de l’électronique conçue à l’IRAP. En effet, la chaîne de détection de SAFARI est 
développée dans plusieurs laboratoires européens et de ce fait l'IRAP ne dispose pas d’un plan 
focal représentatif qui permettrait de valider le concept ainsi que les fonctionnalités du DCU. 
L'implémentation d'un modèle représentatif de l'ensemble de cette chaîne de détection dans mon 
simulateur m'a tout d’abord permis de valider le principe de lecture et d'asservissement mis au 
point pour SAFARI. J’ai donc participé aux développements et aux tests du DCU en utilisant ce 
modèle comme référence fonctionnelle. 
La seconde partie de cette thèse s'est orientée vers l'optimisation du DCU afin de diminuer sa 
consommation énergétique. Avec les ingénieurs de l'IRAP j’ai développé et mis en œuvre une 
nouvelle architecture numérique optimisée de l'électronique de lecture en accord avec les 
spécifications du DCU. Ces développements permettent de diviser la puissance consommée par 
un facteur 10 et réduisent d'environ 1/3 l'utilisation des ressources numériques.   
La troisième partie de mon travail a consisté à caractériser cette nouvelle architecture et à 
définir le protocole de calibration de la chaîne de lecture. La lecture de 3500 détecteurs requiert la 
configuration d'environ 21000 paramètres qui sont déterminés à partir de caractérisations qui 
doivent pouvoir être réalisées à bord. J'ai donc développé un ensemble de procédures 
automatisées pour la caractérisation de l'instrument. Ces procédures ont fait l'objet d'une 
campagne de tests au SRON (Pays-Bas) sur une chaîne de détection composée d'une matrice de 
160 TES refroidis à 50 mK. Elles ont été validées et sont maintenant régulièrement utilisées lors 
des campagnes d’essais des détecteurs. 
 
Mots clés : SPICA, SAFARI, multiplexage fréquentiel, bolomètre TES, SQUID, 
asservissement en bande de base 
