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MRI as a non-invasive method for studying the internal structure and function of 
the human body was developed over the past three decades. In MRI, radiofrequency (RF) 
field inhomogeneity is an unavoidable problem in practice and becomes severe at high 
magnetic fields due to the dependence of B1 on the sample.  It leads to nonuniformities in 
image intensity and contrast, causing difficulties in quantitative interpretation and image 
segmentation.  In this thesis, we report an interesting observation that the fast low-angle 
shot (FLASH) sequence, which is often used for anatomic imaging and morphometric 
studies, can be insensitive to RF inhomogeneity when the same coil is used for both 
transmission and reception and a proper nominal flip angle is employed. 
Recommendations also are given for optimum processing procedures for FLASH 
imaging. This observation can be useful in understanding the signal behavior of FLASH 
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1.1 Medical imaging background  
The brain is the most fascinating, and least understood, organ in the human body. 
For centuries, scientists and physicians have pondered the structure and function of the 
brain. The impact of medical imaging on understanding the brain has been considerable. 
The advent of x-ray computed tomography (CT) in the 1970's allowed clinicians to see 
features inside the heads of patients without the need for surgery. Since a positron almost 
immediately annihilates with an electron, choosing to use a positron emitter as the 
radioisotope forward made a big step that now not only structure but also blood flow and 
metabolism could be measured [1]. Using labeled water, positron emission tomography 
(PET) became the first useful technique that allowed researchers to produce maps of the 
mind, by measuring blood flow during execution of simple cognitive tasks.  
At around the same time, another technique that promised even better anatomical 
details of the brain was being developed. By placing the body in a strong magnetic field 
and measuring how different tissues respond to a radiofrequency (RF) pulse, a magnetic 
resonance imaging (MRI), based on the phenomenon of nuclear magnetic resonance, 
produces images of the brain, allowing physicians to distinguish between gray and white 
matter, and brain defects such as tumors. Since MRI involves no ionizing radiation, the 
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risks to the subject are minimized. There are many inherent advantages for MRI. One of 
important advantages is that MRI generates three-dimensional grid of sample points 
which captures not just the visible outer surface of the body, but its internal structures 
with different contrast among soft tissues as well. As a non-invasive way for studying the 
internal structure and function of the human body, MRI was developed over the three 
decades by different government agencies, together with industries and universities from 
different countries. Figure 1 displays a typical clinical MRI scanner and a set of example 
of MR imaging of head. Current MRI technology offers sub-millimeter accuracy, and it 
will undoubtedly improve with time. 
      
 
Figure 1: Typical clinical MRI Scanner and MR imaging of head (sagittal, transverse and 




1.2 Motivation and purpose of the work 
In most cases, it is tacitly assume in MRI that the RF coil is perfect. However, due 
to practical constraints, the RF coil used in MRI cannot be built to generate a completely 
uniform RF field (B1) or to have truly uniform reception sensitivity over the field of view 
(FOV).  Nonuniform B1 leads to a nonuniform flip angle (FA) which results in spatial 
variations in both contrast and intensity; nonuniformities in reception sensitivity cause 
image intensity variations.  Consequently, RF coil nonuniformities can lead to significant 
spatial variations subsequent reduction in the measurement accuracy in the image 
contrast and intensity, making quantitative image interpretation and segmentation 
difficult. Because of the limitation of the signal-to-noise ratio (SNR) associated with low 
frequencies, it is desired to enhance SNR at a higher magnetic field. However, as the 
strength of the magnetic field increases, the frequency of the B1 field increases linearly. 
For instance, the frequency of the B1 field for a 4 Telsa system is 171 MHz for proton 
imaging. At such a high frequency, the interaction between the B1 field and the human 
body can no longer be neglected.  Such a strong interaction not only leads to further 
degradation of the RF uniformity [2-3] and thus the imaging quality, but also can cause 
concerns about the safety because the electric field associated with the B1 field increases 
with the inhomogeneity of the B1 field. Thus the problem of RF inhomogeneity is 
exacerbated at high magnetic fields. 
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1.3 Possible solutions 
A number of investigators have pointed out the importance of correcting the B1 
inhomogeneity in tissue segmentation [4-6].  Some people put their efforts to try to 
improve the RF coil design and thus to reduce the B1 inhomogeneity artifact [7-8]. 
However, it is hard to construct the RF coil to generate a completely uniform B1 field 
because of practical constraints on coil design. Another common approach to ease the B1 
inhomogeneity effect is by using image post processing algorithms.  Several methods 
have been developed using this approach [9-14].  While these methods have met with 
good success, they can be computationally intensive, do not account for contrast 
variations due to nonuniform excitation, and are mostly based on an approximation of the 
sensitivity field. More important, they are not easy carried out in all three dimensions. 
For example, a method designed based on spatially varying excitation was recently 
introduced for magnetization prepared ultrafast gradient-echo imaging and demonstrated 
to be highly effective for 2D imaging [15].   
To date, most morphometric studies are based on high-resolution 3D T1-weighted 
images, often acquired with a 3D fast low-angle shot (FLASH) sequence [16] or a 3D 
magnetization-prepared rapid gradient-echo (MPRAGE) sequence [17]. While both 
sequences are being widely used, their performance in terms of image uniformity can be 
quite different because they are based on different physical principles.  In particular, with 
adiabatic inversion as is commonly done, MPRAGE is monotonically affected by RF 
sensitivity in both excitation (for flip angles normally used) and reception while 
FLASH’s dependence on RF sensitivity is not monotonic since its signal intensity has a 
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nonlinear dependence on flip angle. Such a difference may be significant at high 
magnetic fields, which are becoming widely accessible to the research and clinical 
community.  This thesis reports an observation that 3D FLASH images obtained with a 
proper flip angle can be insensitive to coil inhomogeneity when the same coil is used for 
both transmission and reception. This observation provides a new understanding of the 
FLASH signal behavior in the presence of B1 inhomogeneity and could be beneficial in 
MRI anatomic studies and facilitate automatic segmentation. 
 
1.4 Organization of the Thesis  
The material presented in this thesis covers a number of the aspects concerning a 
interesting observation that 3D FLASH sequence, which is often used for anatomic 
imaging and morphometric studies, can be insensitive to RF inhomogeneity when the 
same coil is used for both transmission and reception and a proper nominal flip angle is 
employed.  
This thesis is organized into five chapters. Chapter 1 is the introduction. The 
second chapter reviews the basic principles of magnetic resonance imaging, including the 
classical and quantum mechanical descriptions of nuclear magnetic resonance. Chapter 3 
is concerned primarily with our approach, including theory, method and computer 
simulation. Chapter 4 describes the measurement results. It includes a comparison 
between phantom and normal human volunteers.  Chapter 5 summarized the conclusions 




2. MRI PRINCIPLES 
 
Medical magnetic resonance imaging (MRI) is a widely employed imaging 
technique for obtaining high-resolution anatomical and functional images of various 
organs within the human body by mapping the distribution of hydrogen nuclei. MRI is a 
non-invasive technique based on the same principles as nuclear magnetic resonance 
(NMR) in vivo. Bloch [18] and Purcell [19] independently discovered NMR in 1946. The 
process of acquiring two-dimensional MR image of a phantom by applying the Fourier 
transformation to raw NMR signal was first illustrated by Paul C. Lauterbur [20] in 1973.  
All of them were awarded the Nobel Prize for their achievements. The theory behind 
NMR is rather complicated and very comprehensive details of MRI can be found in [21-
22]; what follows is a simplified summary of this theory.  
 
2.1 Spin in a magnetic field 
Nuclei with an odd number of protons and neutrons possess a property called 
spin. Nuclei spins can be visualized as a rotating motion of the nucleus about their own 
axis that create micro-magnetic fields around themselves, so that each nucleus resembles 
a tiny bar magnet with the north and south poles along the axis of spin. In the absence of 
an externally applied magnetic field, spins are oriented randomly so that there is no net 
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magnetic field. However, if spins are exposed to a strong and homogeneous external 
magnetic field (B0), the spins will line up to create a detectable magnetic field.  The 
alignment can be two possible states, a low energy (parallel) and a high energy (anti-
parallel) state(see Figure 2).   
 
 
Figure 2: (a) In the absence of an externally applied magnetic field, a collection of spins 
is oriented randomly.  (b) When an external magnetic field B0 is applied, the spins will 
align themselves in one of two orientations with respect to B0. 
 
In addition, the spin axes are not exactly aligned with B0 and each spin in the magnetic 
field precesses with a characteristic frequency known as the Larmor frequency, which is 
defined as:  
00 Bγω =      (1) 
where γ is the gyromagnetic constant. This is analogous to the motion of a spinning top 
precessing in the Earth's gravitational field. The gyromagnetic constant is a specific 
number for each different nuclear species. This means, for instance, that hydrogen nuclei 
(γ ≈ 42.58 MHz/T) under a specified magnetic field will spin at a predictable frequency. 
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If the magnetic field changes, the spin frequency changes. Since biological material 
consists with abundance hydrogen nuclei (H1), hydrogen imaging is the most widely used 
MRI procedure. 
  
2.3 RF pulses  
The concept of acquiring MRI is based on emitting RF wave in the presence of 
the magnetic field with strength B0 in the z-direction. At magnetic equilibrium, there are 
more spins in the low energy state (E1) than in the high energy state (E2) at room 
temperature.  Therefore, there will be a net magnetization M0 in the longitudinal direction  
(the direction of the external magnetic field) after reaching equilibrium.  This net 
magnetization can be represented as vectors, as shown in Figure 3. Every vector can be 
described by its components perpendicular to and parallel/anti-parallel to B0. For a large 
enough number of spins, individual components perpendicular to B0 cancel, leaving only 
components in the direction parallel/anti-parallel to B0. As most spins adopt the parallel 




Figure 3: A net magnetization M0 in the longitudinal direction  (the direction of the 
external magnetic field) after reaching equilibrium. 
 
Suppose the direction of B0 is aligned with the z-axis.  The plane perpendicular to 
B0 contains the x and y-axes. When a RF pulse (electromagnetic wave) is applied 
perpendicularly to B0 and it oscillates at the Larmor frequency, the spins absorb energy 
from the RF wave and are excited to a higher energy state. This phenomenon is referred 
to as resonance (see Figure 4). The x-y components of M0 will be made coherent by the 
B1 field giving a net x-y component to M and hence effectively causes M0 to tilt from the 
z direction into the x-y plane. As soon as the RF pulse is switched off, the spins return to 
their equilibrium state and release absorbed energy to the environment as RF wave 
emissions. Sensors can then detect the emitted RF waves. This is the principle of NMR 
signal detection. It is from this received RF signal that an MR image can be constructed. 
The angle through which M has rotated away from the z-axis is known as the flip angle. 
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The strength and duration of B1 determine the amount of energy available to achieve spin 
transitions between parallel and anti-parallel states. Thus, the flip angle is proportional to 
the strength and duration of B1. The magnitude of the generated signal depends on the 
number of nuclei contributing to produce the transverse magnetization and on the 
relaxation times (see next section). 
 
Figure 4: The effect of RF pulse on the net magnetization M0. M0 is tilted from its 
original longitudinal z-axis orientation, along the direction of the external magnetic field 
B0, into the transverse x-y plane. An illustration of flip angle is the angle through which 
M has rotated away from the z-axis. 
  
2.3 Relaxation Processes and MR signal 
The process of M approaching its equilibrium (the direction of the z-axis) from an 
excited state is known as relaxation. The relaxation times are different for different kinds 
of tissue, which gives different intensities – contrasts – in the image. The relaxation can 
be characterized by two types: (1) spin-lattice relaxation: The spins exchange energy with 
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their surroundings to reach their previous equilibrium state in line with the constant 
external magnetic field B0 (z-axis). This process is governed by the longitudinal 
relaxation time T1 that is in its turn dependent on the tissue type. (2) Spin-spin relaxation: 
Spins experience, due to their surrounding spins, slightly different magnetic field strength 
such that their precessing frequencies vary over space. This leads to an internal dephasing 
of spins. During the dephasing process the spins lose their synchronicity and start 
spinning at different rate such that transverse magnetization decays over time. This kind 
of relaxation is parameterized by the transverse relaxation time T2 (so known as T2 
decay), which is the decrease in the x-y component of magnetization.  For the constant 
field, the dynamics of the magnetization components can be described by the Bloch 






















y −−= ω     (4) 
where Mx, My, and Mz are the magnetization complements in x, y, and z direction. 
After sweep off of an RF pulse, spins will revert to their equilibrium position via 
transitions of protons from the higher energy level to the lower energy level. This 
transition is achieved by dissipating the excess energy as heat to the surrounding 
environment (or lattice). The process, known as T1 relaxation, corresponds to the total 
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magnetic moment realigning over time with the constant B0 leads to a gradual increase in 




−− −+=    (5) 
where M0 is the equilibrium magnetization parallel with B0 before an RF pulse is applied. 
Mz is the z component of the total magnetization at time t.  
Each proton produces a small magnetic field at its close neighbor and interacts 
with each other. Thus the static filed B0 is spread over. Therefore, individual protons will 
lose phase with each other causing a decrease in transverse magnetization due to different 
frequencies. As mentioned before, the characteristic time for this dephasing the spin 
system is known as T2. However, in practices, there is an additional dephasing factor 
introduced by external field inhomogeneities. Therefore, the overall observed or effective 
spin-spin relaxation time T2* characterizes dephasing due to both B0 inhomogeneity and 
transverse relaxation. Formally the T2* processes can be described by  
*






+=       (7) 
where M⊥(0) is the initial amount of transverse magnetization immediately following an 
RF pulse. Let M⊥(t) is the amount of transverse magnetization at time t. 
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Figure 9 shows how the signal from a spin echo sequence decays over time. A line drawn 
through the peak amplitude of a large number of spin echoes describes the T2 decay, 
while individual spin echoes exhibit T2* decay. 
Signal strength decays with time to varying degrees depending on the different 
materials in the sample. Different organs have different T1s and T2s and hence different 
rates of decay of signal. When imaging anatomy, some degree of control of the contrast 
of different organs or parts of organs is possible by varying TR and TE. Figure 5 shows 
pictorially how these two relaxation works. 
 
Figure 5: (a) The recovery of the T1 relaxation from the initial value Mz(0) to the 
equilibrium value M0. (b) T2* decay of signal with time 
 
 
2.4 Image Formation 
In order to convert the resonance into 2D or 3D distributions within the sample 
from which the RF signal was emitted, one can subject the sample a superimposing 
gradients magnetic field – a field which whose strength varies spatially. According to the 
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Larmor equation, the magnetic field gradient causes identical nuclei to precess at 
different Larmor frequencies. In this case, the sample which is located where the strength 
of field is smaller will resonance at a lower frequency relative to the sample in a stronger 
magnetic field. Thus, from the different resonance frequencies, we can obtain spatial 
information of the sample. There are three different uses of gradient fields.  
A slice-selective excitation is to isolate a single plane in the sample being imaged, 
by only exciting the spins in that plane. First, a gradient filed is applied in the B0 
direction such that the Larmor frequency of the spins is dependent on their position along 
the z-axis. Then a shaped RF pulse applied will excite only a narrow plane perpendicular 
to the applied gradient. Everywhere else in the sample is receiving the wrong frequency 
of excitation for resonance to occur. This technique allows a slice, with thickness 
determined by the magnetic field gradient strength and the RF pulse bandwidth, to be 
selected from a sample.  
A phase-encoding is a gradient field applied in the y-direction, which is 
orthogonal to both the slice selection gradient and the frequency-encoding. The phase 
encoding gradient does not change the frequency of the received signal because it is not 
on during signal acquisition. It serves as a phase memory, remembering relative phase 
throughout the slice. When turning on the phase-encoding gradient, each spin in the y-
direction will have its own unique Larmor frequency. The phase of the precessing spins is 
then a function of location along the y-direction. 
A frequency-encoding gradient is a gradient field applied in the x-direction. Then 
spins will precess at rates dependent on their x-direction location when the frequency-
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encoding gradient is turned on. The frequency-encoding gradient is turned on just before 
the receiver is gated on and is left on while the signal is sampled or read out. For this 
reason the frequency encoding gradient is also known as the readout gradient.  
In summary, three magnetic field gradients, placed orthogonally to one another 
inside the bore of the magnet, are required to encode information in three dimensions. 
After the slice-selective excitation a phase-encoding gradient is applied. Once the phase-
encoding gradient pulse is turned off a frequency encoding gradient pulse is turned on. 
Then each of spin in the slice will have a unique phase angle and precessional frequency 
Subsequently, we encode each spin position in three dimensions.  
 
2.5 MRI Sequences 
There are many parameters can affect MRI signal intensity during MRI data 
acquisition, including, for instance, proton density, repetition time (TR) and echo time 
(TE). By choosing proper combination of pulse sequence parameters, one can generate 
different contrast among soft tissue, which can be beneficial for different pathologies.  
TR is the time between two consecutive RF pulses. For a given type of nucleus in a given 
environment, TR determines the amount of T1 relaxation. The longer the TR, the more 
the longitudinal magnetization is recovered. Tissues with short T1 have greater signal 
intensity than tissues with a longer T1 at a given TR. TE is defined as the time between 
the start of the RF pulse and the maximum in the MRI signal. TE determines how much 
decay of the transverse magnetization is allowed to occur before the signal is read. It 
therefore controls the amount of T2 relaxation. The application of RF pulses at different 
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TR values and the receiving of signals at different TE values produce variation in contrast 
in MR images.  Here we describe two basic MRI sequences. 
The spin echo (SE) sequence is the most commonly used pulse sequence in 
clinical imaging. It uses 90° RF pulses to excite the magnetization and 180° pulses to 
refocus the spins at TE to generate signal echoes (see Figure 6). The pulse sequence 
timing (TE and TR) can be adjusted to give T1-weighted, proton or spin density, and T2-
weighted image contrasts. In T1-weighted images, tissues that have short T1 relaxation 
times (such as fat) present as bright signal. Tissues with long T1 relaxation times (such as 
cysts, cerebrospinal fluid and edema) show as dark signal. In T2-weighted images, tissues 
that have long T2 relaxation times (such as fluids) appear bright. Proton density-weighted 
images also allow distinction of white and gray matter, with tissue signal intensities 
mirroring those obtained on T2-weighted images. In general, T1-weighted images provide 
excellent anatomic detail, while T2-weighted images are often superior for detecting 
pathology. 
 
Figure 6: A simple spin-echo sequence timing diagram. 
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Gradient echo (GRE) sequences, which show a wide range of variations compared 
to the spin echo, are significantly faster than SE sequences. GRE sequences differ from 
SE sequences in that there is no 180° refocusing RF pulse (see Figure 7). In addition, the 
flip angle is usually at or close to 90° for a spin echo sequence but commonly varies over 
a range of about 10° to 80° with gradient echo sequences. With a shorter TR, GRE 
sequences have less scan time, but this is at the expense of the signal to noise ratio 
(SNR). At the interface of bone and tissue or air and tissue, there is an apparent loss of 
signal that is heightened as TE is increased. Therefore it is usually inappropriate to 
acquire T2-weighted images with GRE sequences. Nevertheless, GRE sequences are 
widely used for obtaining T1-weighted images for a large number of slices or a volume of 
tissue in order to keep scanning times to a minimum. GRE sequences are often used to 
acquire T1-weighted 3D volume data that can be reformatted to display image sections in 
any plane. However, the reformatted data will not have the same in-plane resolution as 
the original images unless the voxel dimensions are the same in all three dimensions. 
 
 




3. THEORY AND METHOD 
 
3.1 FLASH Imaging Theory 
The Fast Low-Angle Shot sequence (FLASH) is a gradient echo sequence that 
utilizes a spoiler gradient on the slice select axis during the end module (Figure 8) to 
destroy any remaining x-y (transverse) magnetization after the readout module, which is 
the case for short repetition times. As a result, only z-magnetization remains during a 
subsequent excitation.   
 
Figure 8: FLASH sequence timing diagram 
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∝   (8) 
where ρ is the proton density, M0 the main magnetization. Since the TE determines the 
degree of T2* in the FLASH image and sensitivity to motion, it is typically preferred that 
TE is as short as possible. Note that for TE < < T2* and large, the above expression yields 
relatively high signal and becomes independent of T2*, hence the term T1-weighting. 
Assuming adequate spoiling and ignoring T2* effects and receiver sensitivity, the signal 
intensity (S) dependence on flip angle (α) and T1 of a FLASH image [16] in Eq. (8) can 
















∝     (9) 
In the literature, Eq. (9) is usually used to describe the image intensity of a FLASH 
image.  However, Eq. (9) doesn’t consider the reception sensitivity factor of the coil 
when the same coil that is used for excitation is also used for reception. Therefore, we 
think the signal expression for the image needs to be modified to include the reception 
sensitivity of the coil. Assuming that the principle of reciprocity applies [23], the signal 

















eMS    (10) 
where κ is a spatially dependent sensitivity factor which modulates both the excitation 
flip angle and the reception sensitivity, and α is the nominal flip angle. Note that the 
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effective flip angle is scaled with κ now. Since the signal in Eq. (9) decreases with the 
flip angle for angles above the Ernst angle, and the receiver sensitivity that is 
proportional to B1 generated by the coil depends on κ linearly, it is anticipated intuitively 
that the measured signal, described by Eq. (10), may have an approximately constant 
value over a range of κ for which the flip angle is above the Ernst angle.  This 
approximately constant signal regime can then be used for obtaining uniform FLASH 
images.   
To verify the above conjecture, numerical calculations in Matlab 6.0 (Mathwork 
Inc.), using Eq. (10), of measured FLASH signal intensities of white matter (WM) and 
gray matter (GM) as a function of κ values were performed for various nominal flip 
angles (assuming M0 is equal to 1 in this case). Here T1 values of 788 msec and 1286 
msec were used for WM and GM respectively for magnetic filed strength at 3 Tesla [24]. 
Normalized proton densities [25] for WM (0.61) and GM (0.69) were also included in the 
calculation.  The estimated the Ernst angle were calculated by 
)(cos 1/1 TTRe −−=θ       (11) 
 For the above parameters, the Ernst angles were 15º and 19º for GM and WM 
respectively. The result for α = 15°, 45º and TR of 45 msec (a typical value for 3 D 
anatomic brain imaging) were shown in Figure 9. Figure 9 clearly demonstrates that the 
observed signal intensity has a flat region over a range of κ when flip angle is greater 
than the Ernst angle. Because the nominal angle is above the estimated Ernst angle the 
flat range is around κ=1.  For most imaging setups, the nominal flip angle which is setup 
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in the FLASH pulse sequences is the average of the actual measured flip angle.  
Therefore, actual measured flip angles over the Field of View (FOV) center on the 
nominal angle and κ fluctuates about 1. As a result, it is important for the region around κ 
of 1 to be as flat as possible to achieve uniform intensity within the same tissue in the 





Figure 9: Simulated FLASH image signal intensity versus κ (spatially dependence 
sensitivity factor) at a nominal flip angle of 15º (a) and 45º (b) in WM (T1 = 788 ms, ρ0 = 
0.61) and GM (T1 = 1286 ms, ρ0 = 0.69) at 3T.  
 21
Based on Eq. (10), it is expected that for small nominal flip angle (< or ~ Ernst 
angle), the flat region will not appear around κ of 1 and therefore the acquired image will 
not have uniform intensity for the same tissue.  This is numerically demonstrated in 
Figure 10 where Eq. (10) was evaluated around κ of 1 for the nominal flip angles of 20º, 
40º, 60º, and 80º, respectively.  To demonstrate the relative intensity changes among 
different nominal flip angles, the intensities in Figure 10 were normalized by the white 
matter intensity at κ=1 and nominal flip angle of 20º.  Normalized proton-densities for 
the white matter and gray matter were also taken into account in deriving the intensities 
in Figure 10.   
As can be seen in Figure 10, the signal intensities of WM and GM are not flat 
around κ of 1 for the flip angle of 20º.  In contrast, when the nominal flip angle is much 
larger than the Ernst angle, for instance, α = 60º, the simulated signal intensity is virtually 
constant and approximates a leveled line. This simulation indicates that, when a 
sufficiently large flip angle is used, the image intensity within the same tissue will be 
uniform.  It is also interesting to note that the signal intensity difference between the gray 
and white matter, which is defined as the image contrast, remains approximately constant 




Figure 10: Simulated FLASH image signal intensity changes with κ in the range of 0.7 to 
1.3 for TR=45 ms in GM (T1 = 1286 ms, ρ0 = 0.69) and WM (T1 = 788 ms, ρ0 = 0.61) at 
3T. The intensities were normalized by the white matter intensity at κ=1 and nominal flip 




To confirm the above numerical prediction, experimental work was conducted as 
followings.  A Siemens 3 Tesla Trio whole-body MRI scanner system equipped with a 
Sonata gradient set capable of 40 mT/m with a maximum rise time of 200 µs was used 
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for this study.  A Siemens OEM head coil was used for data acquisition.  Since imperfect 
slice profiles associated with selective excitation pulses may introduce a modulation of α 
across the slice, complicating Eq. (10), a non-selective excitation pulse was used in 
conjunction with a 3D-FLASH sequence for simplicity. Experimental data were first 
collected on a spherical phantom (T1 ≈1240 msec at 3T) using a TR of 45 msec, a TE of 
2.61 msec, an FOV of 238mm×208mm×202mm, a matrix of 128×112×96, and nominal 
flip angles of 10º, 20º, 30º, 40º, 50º, 60º, 70º and 80º, respectively.  In addition to the 
phantom experiment, an in vivo study was also performed on 3 healthy male volunteers 
with approved IRB protocol to verify the validity of our theoretical prediction in vivo.  In 
this case, the 3D-FLASH sequence parameters consisted of a TR of 45 msec, a TE of 
2.70 msec, an FOV of 200mm×200mm×166mm, a matrix of 128×128×104, and nominal 
flip angles of 15º, 30º, 45º, 60º, 75º and 85º, respectively. 
The resultant data were processed using routines implemented in IDL (Research 
Systems Inc.). A 3D image data set was created for each flip angle.  In order to make a 
simple quantitative comparison of the dependence on flip angle, a single slice in the axial 
direction (z-direction) from the 3D data set was analyzed.  For phantom images, slice No. 
64 (in the axial direction) was used in the analysis.  A profile of the image (along the line 
indicated in Figure 11) was also examined.  In addition, several region of interests (ROI) 
at the edge and center of phantom image number 64 (black circles in Figure 11) was 
created and used to calculate the range of intensity over the phantom for each nominal 
flip angle.  These analyses were similarly performed on the human data set.  For the 
human data, an axial slice number 64 was analyzed.  Profiles of the image along a line 
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(indicated in Figure 14) that resided in the white matter were quantitatively analyzed for 
each angle. Because the profile from the human images was fairly noisy, the profiles 
were fitted to a second-order polynomial curve before the intensity range of the fitted 
profiles were calculated to ascertain the spatial variation. In addition, the human subject 
images also were segmented based on signal intensity for different nominal flip angles. 
The areas of WM and GM in each segmented image were calculated to quantitatively 





4. RESULTS AND DISCUSSION 
 
4.1Phantom results 
As previously mentioned, when a perfect the head coil without RF 
nonuniformities was employed on a uniform sample, the acquired sample images would 
exhibit a constant gray level and could be determined by a spectral calibration. In order to 
enable to see the effects of the RF informality at different flip angles, it is desirable to 
scan a uniform sample.  In Figure 11, images of the uniform phantom (filled with 8.2g 
CH3COONa and 9.6g C3H5LiO3 and 1000g H2O diameter: 10cm, 96.14% water) acquired 
at four different flip angles 20º, 30°, 40° and 50º, respectively, are shown. It is easy to see 
that spatial variation in the image obtained with 10° (< Ernst angle) and 20º (~Ernst 
angle) flip angles is severe. As shown in Figure 11, the center of the image with a flip 
angle of 10° or 20º is much brighter than the surrounding areas in that image. Comparing 
to the image with a flip angle of 10° or 20º, the uniformity of signal intensity in the image 
with a flip angle of 40° or 50º is significant improved.   
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Figure 11: Phantom image with a flip angle of 10°, 20°, 40° and 50º. The black lines in 
the bottom two images are profile location. The black circles in right-up concern are ROI 
selected for intensity calculation  
  
This dependence of image uniformity on the nominal flip angle can also be 
observed in the profiles of images obtained at different flip angles. For demonstration 
purposes, only vertical profiles from images with a flip angle of 20° and 50º are shown in 
Figure 12, where the profile of 50º  (solid line) is approximately flat while that of 20º 
(dash line) exhibits substantial variation.  
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Figure 12: Phantom image vertical cross-over profiles for flip angle α=20° (close to Ernst 
angle) and 50° 
 
In order to make a quantitative comparison of the effect of flip angle on the image 
homogeneities and reduce the noise contamination in the image, the normalized phantom 
image intensity range for the ROIs (shown in Figure 11), which include four edge ROIs 




edgeROImeancenterROImeanrangeNormalized −=   (12) 
where ROI_center and ROI_edge represent the measured signal intensity for the ROI 
located at center and edge of the image. The results of the normalized intensity for the 
phantom data at different nominal flip angles are listed as follows: 
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Table 1: Measured phantom data signal intensity range at different nominal flip angle 
 10° 20° 30° 40° 50° 60° 70° 80° 
Mean(ROI_center) 937.85 1326.5 1283.4 1092.9 914.30 784.48 685.20 593.19
Mean(ROI_edge) 338.07 586.21 715.10 745.08 716.67 658.83 590.79 531.03
Normalized range 0.6395 0.5581 0.4428 0.3183 0.2162 0.1602 0.1378 0.1048
 
  Be reviewing Table 1, it was found the normalized intensity range results in the 
phantom image decreases with α. That means the signal intensity uniformity in measured 
ROIs was improved at the higher nominal flip angle.  In order to tell the difference easily, 
the normalized intensity range of the phantom image is plotted against the nominal flip 
angle in Figure 13. As Figure 13 indicates, the normalized phantom image intensity range 
with nominal flip 20° is equal to 0.558.  In contrast, when a 50º nominal flip angle was 
used, the variation decreased to a negligible level (such as in Figure 12) and the 
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Figure 13: The normalized phantom image intensity range decrease with the increase of 
the nominal flip angle. 
 
 Up to this point, the effects of the nominal flip angles on the FLASH phantom 
data had been based on the image profile and normalized intensity ranges. As previously 
mentioned, it was found that both image profiles and normalized intensity ranges were 
enhanced when the lager nominal flip angles were applied. Although the signal intensities 
were degraded for larger flip angles, this result, in agreement with the theoretical analysis 
given above, suggests that a nominal angle between 40º- 60º would result in the best 
image uniformity for this situation when considering the SNR reduction at larger flip 
angles.  
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4.2 Normal human volunteer results 
Like the phantom study, an in vivo experiment was also conducted with normal 
healthy male volunteers. For demonstration purpose, only one slice in the transverse 
direction (z-direction) from each constructed 3D data set at different nominal flip angles 
was selected. The results are illustrated in Figure 14.  As shown in Figure 14, similar to 
the previous phantom data results, the image of the smallest flip angle used, 15º in this 
case, exhibits the largest spatial variation, brighter in the center than the outer regions. In 
contrast, this spatial variation is diminished in the image with larger nominal flip angle, 
for instance, 45° or 60°. Beyond the above intensity variation, it was found another 
difference among the human brain images was the appeared contrast. Images that used 
lower flip angle had poor WM and GM contrast compared to those that used the higher 






Figure 14: Normal human subject brain images (axle direction) at different nominal flip 
angles. The two white circles are background ROIs used for noise analysis. 
 
To evaluate the image uniformity, it is necessary to examine signal within the 
same tissue.  Thus, a line within the white matter, as indicated in Figure 14, was defined 
for profile analysis. As phantom profiles shown in Figure 12, the signal intensities profile 
of brain image with flip angles at 15º and 45º were plotted in Figure 15. Comparing to the 
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profile of 15º (solid line) which exhibits substantial variation, the profile of 45º (dash 
line) is almost flat. 
 
Figure 15: Human brain image vertical profiles in the white mater with the nominal flip 
angle α=15° and 45°.  
 
Because the human images themselves are noisier than the uniform phantom 
images, to avoid the effect of noise on the quantitative analysis, curve fitting is necessary. 
In this case, each profile that is sitting in the WM at different flip angle was fitted to a 
second-order polynomial curve and the resultant fits were used for intensity variation 
analysis. In addition, since each image has different signal intensity level due to different 
nominal flip angle, to make a quantitative comparison, the normalized brain image 





profittedprofittedrangeNormalized −=         (13) 
where Max(fitted_pro) and min(fitted_pro) represent the maximum and minimum signal 
intensity of the second-order polynomial fitted profile. The results of the normalized 
intensity for the phantom data at different nominal flip angles are listed as follows:  
 
Table 2: Measured brain image profile signal intensity range at different nominal flip 
angle 
 15° 30° 45° 60° 75° 85° 
max(fitted_pro) 550.77 434.42 305.560 220.78 161.63 136.93
min(fitted_pro) 406.56 358.13 265.61 195.37 147.44 125.28
Normalized range 0.2618 0.1756 0.1307 0.1151 0.08780 0.0851
 
As shown in Table 2, it was found the normalized intensity range in the brain 
image decreases with α. That means the signal intensity is more uniform for the curve 
fitted profile at the higher nominal flip angle.  To tell the difference easily, the 
normalized intensity range of the brain image is plotted against the nominal flip angle in 
Figure 16. For example, as Figure 16 indicates, the normalized phantom image intensity 
range with nominal flip 15° (~Ernst angle) is equal to 0.2618.  In contrast, when a 45º 
nominal flip angle was used, the normalized intensity range dropped to 0.1307, 
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Figure 16: The normalized human brain image intensity range decrease with the increase 
of the nominal flip angle. 
 
This result exhibits good correspondence with the phantom results in Figure 13. 
At a nominal flip angle of 15º, the normalized signal intensity range is much larger than 
that at other angles.  When the flip angle increased to 45º, 60º, and 75º, the normalized 
intensity ranges dropped to less than half of that of 15º.  A broad shoulder with a gradual 
decrease is seen between 40º and 75º.  This result qualitatively parallels the phantom 
result and demonstrates that insensitivity to RF inhomogeneity can be achieved if a 
sufficiently large flip angle is used during the data acquisition. Of course, the exact angle 
at which this insensitivity is optimal depends on the TR, the T1 of the tissue of interest 
and the spatial distribution of the RF field.   
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4.3 Image segmentation test 
Segmentation of MR images into different tissue classes, especially gray matter, 
white matter and cerebrospinal fluid (CSF), is an important task for many medical 
applications such as identifying anatomical region of interest (ROI) for diagnosis and 
treatment or localizing anatomical ROI functional correlation. Such tissue segmentation 
is often achieved by applying statistical methods, in conjunction with mathematical 
morphological image processing operations [26], to label pixels according to the intensity 
values. However, if the same tissue in the images were not uniform due to B1 
inhomogeneity, the segmentation results would be disturbed. In the ideal case, 
differentiation between white and gray matter in the brain should be easy since these 
tissue types exhibit distinct signal intensities. In practice, spatial intensity 
inhomogeneities are often of sufficient magnitude to cause the distributions of signal 
intensities associated with these tissue classes to overlap significantly. Therefore, by 
applying intensity based image segmentation, the effect of inhomogeneities at different 
nominal flip angles on the FLASH image can be tested. In this thesis, FSL (written 
mainly by members of the Image Analysis Group, FMRIB, Oxford, UK) [27], which 
applied advanced techniques such as non-parametric, multi-channel methods, was used 
for this purpose. The same images slice from each segmented results using FSL are 















Figure 17: The effect of different flip angles on the FLASH image segmentation 
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Figure 17 clearly indicates that the disturbance of the classification for 
segmentation at α=15°. In this segmentation the white matter is completely absent in the 
frontal brain tissue. Note the significant improvement for segmentation when larger flip 
angle was used. In addition, Notice that the anterior horn of the lateral ventricle at the 
center of the original image (highlighted by the small rectangle in Figure 17) where there 
is less B1 inhomogeneity effect, looks fairly identical in all segmented images. However, 
when comparing the WM located at the outer of the original image (highlighted by circle 
in Figure 17) where there is larger B1 inhomogeneity effect, the relative large variations 
are noticeable among the segmented image at different flip angles. It was apparent that 
the segmented images using low flip angle was less accurate than those images using 
high flip angles. This indicated the segmentation performance for higher flip angle is 
better. In other words, the FLASH image using a higher flip angle is seen to be more 
uniform from the segmentation point of view. In order to compare the difference among 
the segmented images at various flip angles, the percentages of WM and GM areas were 
calculated by dividing the number of differently labeled pixels image by the total number 
of pixels within the segmented image. The percentages of difference between WM and 




















48.22 43.39 42.66 43.42 43.79 45.86
51.78 56.61 57.34 56.58 56.21 54.14
3.562 13.22 14.69 13.16 12.42 8.273







Figure 18: The percentage difference of WM and GM in the segmented image. 
 
As shown in Figure 18, it was found that the percentages of WM and GM were 
48.22% and 51.78 % in segmented image for flip angle at 15°, which is abnormally 
higher (WM%) and lower (GM%) than the results from other flip angles. In contrast, 
when the larger flap angles were used, the percentages of WM and GM were kept very 
small variations around 43% and 56% among the higher flip angles. The segmentation 
results were stabilized at higher flip angles. This indicated the contrasts of image are well 
reserved when the high flip angles are applied in the FLASH imaging.  
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4.4 Image contrast vs. intensity 
Since noise is common in MRI images, in order to compare the effect of flip angle 
on image homogeneity, it is desirable to analyze the signal-to-noise ratio (SNR) and 
contrast-to-noise ratio (CNR). In this case, assuming the background noise is constant 





≈=    (14) 
where σimage  and σbackground are the standard deviation of image and background. To 
simplify the noise measurement, two small ROIs at corner of image (see Figure 14) were 
used for background noise calculations. The results for WM and GM intensities and 
measured background noise are list in Table 3 
 
Table 3: Signal intensity of WM and GM and measured the background noise. 
 15° 30° 45° 60° 75° 85° 
White Matter 492.54 443.94 336.25 248.18 188.72 158.40
Gray Matter 417.91 319.31 226.40 161.46 122.64 105.58
Contrast (WM-
GM) 
74.63 124.63 109.85 86.72 66.08 52.82 
Background noise 4.26 4.36 4.21 4.27 4.09 4.07 
 
This result also was shown in Figure 19 where both measured data and simulation 
data were normalized to the same scale.  In Figure 19, we present data demonstrating the 
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dependence of signal (or signal-to-noise ratio as noise is constant) and contrast on the flip 
angle.  Specifically, the measured signal in white matter (gray matter signal shows 
similar trend but not included to avoid cluttering the figure) is plotted versus flip angle 
and compared with numerical calculations (assuming TR = 45 ms, GM T1 = 1286 ms, 
WM T1 = 788 ms, and κ = 1.10).   
 
Figure 19: Comparing normalized contrasts, WM intensity simulation with measured 
contrasts and intensity at various flip angles. The simulated contrast was fitted with κ of 
1.10.    
 
Undoubtedly, there is a significant signal (and SNR) reduction with increasing 
flip angles because the angles used were mostly above the Ernst angle.  While the overall 
SNR is an important image quality measure, a more important measure is the contrast (or 
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equivalently contrast-to-noise as noise level remains the same).  Thus Figure 19 also 
provides a comparison of the numerically derived WM vs. GM contrast as a function of 
flip angle with the experimentally obtained values. A good agreement between the 
simulation and the experiment is a strong evidence to verify the previous theory that the 
higher flip angle can improve the B1 homogeneity in FLASH images. Although all TR, 
TE and flip angle can be manipulated in FLASH imaging, TR itself has little effect on 
contrast as long as the RF pulse is properly chosen (longer TRs will result in higher 
signal to noise but with longer scan time). The flip angle has the largest effect on 
contrast. As TR is decreased the optimal flip angle becomes smaller. Smaller flip angles 
will produce predominately Proton Density weighted images. Larger flip angles produce 
more T1-weighting. Although the contrast is also reduced a little at large flip angles, the 
contrast peaks at an angle larger than the Ernst angle (30º vs. 15º) and decreases slowly 
for large flip angles (α ≥ 30º).  Since going beyond 60º only leads to a small 
improvement in uniformity (see Figure 15) but a substantial reduction in intensity, it is 
recommended that a flip angle between 40º-55º be used when other imaging parameters 
are the same as used in this experiment. 
 
4.4 The validity consideration  
It should be noted that the validity of Eq. (10) depends on two things: the validity 
of Eq. (9) and the validity of reciprocity theory. The former relies on complete spoiling of 
the any remaining transverse magnetization after readout module and ignoring T2* 
effects.  This assumption might be debased due to the imperfect gradient system 
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performance. The latter can also be violated when high magnetic fields [17] is applied for 
FLASH image.  This factor may be already present in our collected human data with 
magnetic field strength at 3 Telsa although it is not very severe.  However, for higher 
magnetic fields, the validity of the results reported in this paper may be degraded further 
due to the above reason. In addition, the operating conditions, temperature changes, status 
of the MR equipment and many other factors will also frequently affect the observed 
intensities, causing notable inter-scan intensity inhomogeneities. Undoubtedly, the flat 
region demonstrated in Figure 9 and Figure 10 can only be of a finite extent.  Therefore, 
the insensitivity of FLASH imaging to RF inhomogeneity is only valid for a limited range 
of variations, which arises in relatively uniform coils, and unlikely valid over the entire 







It is demonstrated based on theoretical arguments and experimental data that the 
FLASH sequence can be made insensitive to RF inhomogeneity if a single coil is used for 
both transmission and reception and if a proper nominal flip angle is used.  Under this 
condition, variations due to receiver sensitivity can be offset by the variations due to 
transmitter nonuniformities. Consequently, the deleterious effect of RF inhomogeneity in 
the image data can be substantially eliminated. Although better RF coil design can 
improve B1 homogeneity and sophisticated post image processing algorithms can 
mitigate the effects of B1 inhomogeneity, the observation described here for FLASH 
imaging has shown a simple way to be able to compensate to some degree for minimizing 
the effects of B1 inhomogeneity. The noteworthy enhancement of human subjects MR 
imaging segmentation results, which are very sensitive to the uniformity of the image 
intensities, also indicated that image uniformity is improved at high flip angle.. While the 
technique reported in this thesis might lead to degrade the SNR in some degree, it 
represents a significant improvement in image homogeneity as well as image contrast 
between various tissues. Therefore, the observation reported in this thesis should be 
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