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MEASURING THE NON-GORENSTEIN LOCUS OF HIBI RINGS AND
NORMAL AFFINE SEMIGROUP RINGS
JU¨RGEN HERZOG1, FATEMEH MOHAMMADI2, AND JANET PAGE3
Abstract. The trace of the canonical module of a Cohen-Macaulay ring describes its non-
Gorenstein locus. We study the trace of the canonical module of a Segre product of algebras,
and we apply our results to compute the non-Gorenstein locus of toric rings. We provide
several sufficient and necessary conditions for Hibi rings and normal semigroup rings to be
Gorenstein on the punctured spectrum.
1. Introduction
Let R be a local or graded Cohen-Macaulay ring which admits a canonical module ωR.
The trace of an R-module M , denoted tr(M), is the sum of all ideals ϕ(M), where the sum
is taken over all R-module homomorphisms ϕ : M → R. It is noticed in [HHS19] that
the non-Gorenstein locus of R is the closed subset of Spec(R) which is given by the set of
prime ideals containing tr(ωR). It follows that the height of tr(ωR) is a good measure for
the non-Gorenstein locus of R. For example, R is Gorenstein on the punctured spectrum
(the open subset Spec(R)\{m} of Spec(R)) if and only if tr(ωR) is primary to the (graded)
maximal ideal m of R. In this note, we study the trace of the canonical module of Segre
products of algebras, Hibi rings, and normal affine semigroup rings.
1.1. Hibi rings. In 1987, Hibi [Hib87] introduced a class of algebras which nowadays
are called Hibi rings. They are defined using finite posets and naturally appear in various
algebraic and combinatorial contexts; see for example [HH05], [EHM11], [How05] and [KP].
Hibi rings are toric K-algebras defined over a field K. They are normal Cohen-Macaulay
domains and their defining ideal admits a quadratic Gro¨bner basis. Recently, more subtle
properties of Hibi rings have been studied. For example, Miyazaki [Miy18] classified level
and almost Gorenstein Hibi rings, and Page [Pag19] studied the Frobenius complexity of
Hibi rings.
The combinatorics of Hibi rings are governed by their defining posets. Given a finite poset
P and a field K, the Hibi ring associated to P and K, which we denote by K[P ], is the
K-algebra generated by the monomials associated to poset ideals of P , see Definition 3.1
for details. Therefore, it is natural to ask how algebraic properties of K[P ] are reflected by
properties of the poset P . A classical result of Hibi [Hib87, Corollary 3.d] says that K[P ]
is Gorenstein if and only if P is a pure poset, that is, all maximal chains of P have the
same length. In [HHS19], Herzog, Hibi, and Stamate call a ring as above nearly Gorenstein
if tr(ωR) = m, and they classify all nearly Gorenstein Hibi rings. Indeed, they show that
K[P ] is nearly Gorenstein if and only if all connected components Pi of P are pure and
| rankPi − rankPj| ≤ 1 for all i and j.
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One of the main results of this paper is thatK[P ] is Gorenstein on the punctured spectrum
if and only if each connected component of P is pure; see Theorem 3.4 and its Corollary 2.8.
Theorem 3.4 also shows that in this case the trace of ωR is a power of the maximal ideal.
This property is no longer valid for general toric rings which are Gorenstein on the punctured
spectrum, as we show in Example 4.5. The proof of Theorem 3.4 is based on the explicit
combinatorial description of the canonical and anti-canonical modules of a Hibi ring and on
Theorem 2.5 in which the trace of the canonical module of a Segre product of Gorenstein
rings is computed. More generally, it is shown in Theorem 2.4 that the trace of the canonical
module for a Segre product of Cohen-Macaulay toric rings can be computed, up to a high
enough truncation, by the traces of the canonical modules of the factors of the Segre product.
Together with Lemma 2.7, this result allows us to compute the height of the trace ideal of
the canonical module of the Segre product.
Theorem 3.4 implies the surprising fact that if P is a connected poset and K[P ] is not
Gorenstein, then height(tr(ωK[P ])) < dimK[P ]. In other words, for a connected poset P ,
K[P ] is Gorenstein if and only if it is Gorenstein on the punctured spectrum, see Corol-
lary 3.7. Note that if P is connected, then K[P ] is not a proper Segre product of Hibi
rings. Thus, one may ask more generally whether a Cohen-Macaulay toric ring, which is
not a proper Segre product of toric rings, is Gorenstein if and only if it is Gorenstein on the
punctured spectrum. In Example 4.4, we show that this is not the case.
By applying a result of Miyazaki [Miy07], it follows from our Theorem 3.4 that if K[P ] is
Gorenstein on the punctured spectrum, then it is also a level ring. For toric rings which are
not Hibi rings, this is not the case, as we show in Example 4.5. In fact, there exist connected
posets P with the property that the non-Gorenstein locus of K[P ] may have arbitrarily large
dimension. Indeed, we show in Corollary 3.12 that for any given integers a, b with 4 ≤ a < b,
there exists a poset P with height(tr(ωK[P ])) = a and dimK[P ] = b.
1.2. Normal semigroup rings. In the last section, we study normal simplicial semigroup
rings. Given a field K, and a rational polyhedral cone σ, one can associate the semigroup
ring R = K[Sσ] generated by integral points σ∩Z
n. We will focus on the case that σ ⊂ Zn is
simplicial, that is, that σ is cone with n extremal rays. We will say these are spanned by the
primitive integral vectors a1, . . . , an ∈ Z
n, where by primitive we mean that the coordinates
of each ai have a gcd of 1. It follows from a famous theorem of Hochster [Hoc72], that
R is normal and Cohen-Macaulay. Danilov and Stanley (see for example [BH98, Theorem
6.3.5]) showed that the canonical module ωR is the ideal in R whose K-basis consists of the
monomials xa with a in the relative interior of σ.
On the other hand, the cone σ can also be described by its inner normal vectors u1, . . . ,un.
The vectors ui are the integral vectors whose coordinates have a gcd of 1, which satisfy the
property that a ∈ σ if and only if 〈ui, a〉 ≥ 0 for i = 1, . . . , n. In our situation, ωR has a nice
presentation. Indeed, if we denote by τ the subset of Zn given by a such that 〈ui, a〉 ≥ 1,
then the K-basis of ωR consists of the monomials x
a with a ∈ τ ∩ Zn. In the case that σ
is a simplicial cone, τ is also a cone. This observation is crucial for the rest of the section
(and is in general not valid for non-simplicial cones). In Proposition 4.6, we observe that R
is Gorenstein if and only if the cone point of τ is an integral vector, and we can compute
this cone point explicitly. Theorem 4.9 provides a lower bound for the height of the trace
of ωR, and shows that R is Gorenstein on the punctured spectrum if and only if there exist
integral points on every extremal ray of τ . We translate this property into numeric conditions
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involving the coordinates of the cone point b and the coordinates of the vectors aj on the
extremal rays of σ, see Corollary 4.11 and Corollary 4.12. Alternatively, in Proposition 4.15
we provide a necessary condition, in terms of the matrix whose rows are the inner normal
vectors of σ, for the existence of integral points on the extremal rays of τ . This allows us
to show that certain normal simplicial semigroup rings are not Gorenstein on the punctured
spectrum, as is demonstrated by Example 4.17.
2. The trace of the canonical module for Segre products
In this section we develop some of the algebraic tools which will be used in the next
section, and introduce trace ideals. We refer to [HHS19] for a more complete introduction
of the trace of the canonical module.
For any R-module M , its trace denoted by trR(M), or tr(M) when there is no confusion,
is the sum of the ideals ϕ(M) for ϕ ∈ HomR(M,R). Namely, we have:
tr(M) :=
∑
ϕ∈HomR(M,R)
ϕ(M).
We note if M1 ∼= M2 then tr(M1) = tr(M2), so while the canonical module ωR is unique
only up to isomorphism, its trace is unique. We are particularly interested in studying
tr(ωR), as this measures the non-Gorenstein locus of R. Namely,
Lemma 2.1 ([HHS19] Lemma 2.1). Let p ∈ Spec(R). Then Rp is not a Gorenstein ring if
and only if
tr(ωR) ⊂ p.
When I is an ideal of positive grade, its trace ideal is tr(I) = I · I−1. We will be studying
tr(ωR) in the case that R is a Cohen-Macaulay domain, so that ωR is either isomorphic to
R (in the case that R is Gorenstein), or can be identified with an ideal of grade 1. Then we
will use the fact that tr(ωR) = ωR · ω
−1
R .
Let ωR be the canonical module of R. The a-invariant of R is defined as
a(R) = −α(ωR),
where for a finitely generated graded module M , we set α(M) = min{i : Mi 6= 0}.
Let R = R1♯R2♯ · · · ♯Rm be the Segre product of standard graded Cohen-Macaulay toric
K-algebras, each of dimension ≥ 2.
Proposition 2.2. R is Cohen-Macaulay if a(Ri) < 0 for i = 1, . . . , m. In this case,
ωR = ωR1♯ · · · ♯ωRm .
Proof. For m = 2, this follows from [GW78, Theorem (4.2.3)(ii) and Theorem (4.3.1)]. Now
let m > 1, and set S = R1♯R2♯ · · · ♯Rm−1. Then R = S♯Rm. We induct on m and so we
assume S is Cohen-Macaulay and ωS = ωR1♯ · · · ♯ωRm−1 . From [GW78, Theorem (4.2.3)(i)]
it follows by induction on m that dimS =
∑m−1
i=1 dimRi − (m− 2) > 2. We also see that
a(S) = −α(ωS) = max{−α(ωRi) : i = 1, . . . , m− 1}
which implies that a(S) < 0. Thus [GW78, Theorem (4.2.3)(ii) and Theorem (4.3.1)] applied
to S♯Rm yields the desired conclusion. 
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Example 2.3. Let P = P1 + P1 + · · · + Pm be a finite poset with connected components
Pi. We denote by K[P ] the Hibi ring associated with P , see Definition 3.1. Then K[P ] =
K[P1]♯ · · · ♯K[Pm], dimK[Pi] = |Pi|+1 and a(K[Pi]) = −(rankPi+2). Thus Proposition 2.2
can be applied.
From now on, we will assume that all Ri have negative a-invariant.
For a standard graded Cohen-Macaulay K-algebra R with the canonical module ωR, the
graded module ω−1R = HomR(ωR, R) is the anti-canonical module of R. The trace tr(ωR) of
ωR is the graded ideal whose k
th graded component is generated by the elements ϕ(g) with
ϕ ∈ (ω−1R )i, g ∈ (ωR)j and i+ j = k. Thus
tr(ωR)k =
∑
i+j=k
(ω−1R )i(ωR)j .
It follows from Proposition 2.2 and [EHS17, Theorem 2.6] that for the Segre product R as
above we have
ω−1R = ω
−1
R1
♯ · · · ♯ω−1Rm .
The action of (ω−1R )i on (ωR)j is given by the action on the factors as follows:
(ω−1R )i(ωR)j = (ω
−1
R1
)i(ωR1)j ⊗K · · · ⊗K (ω
−1
Rm
)i(ωRm)j .
Then, for all k,
tr(ωR)k =
∑
i+j=k
(ω−1R1 )i(ωR1)j ⊗K · · · ⊗K (ω
−1
Rm
)i(ωRm)j .(1)
For a graded module M and an integer k we set M≥k = ⊕i≥kMi. By using the above
description of the graded components of ωR we obtain
Theorem 2.4. tr(ωR)≥k = tr(ωR1)≥k♯ · · · ♯ tr(ωRm)≥k for k ≫ 0.
Proof. Let R be a standard graded K-algebra with a graded maximal ideal m and let M be
a finitely generated R-module. We set β(M) = max{i : (M/mM)i 6= 0}. Thus β(M) is the
highest degree of a generator in a minimal set of generators of M , and Mk = MlRk−l for all
k ≥ l ≥ β(M). Let
b = max
i
{β(ω−1Ri )}+maxi
{β(ωRi)}.
Let k ≥ b, s = maxi{β(ω
−1
Ri
)} and t = k − s. Then t ≥ maxi{β(ωRi)}, since k ≥ b. Now
let 1 ≤ l ≤ m be an integer and consider (ω−1Rl )i(ωRl)j with i + j = k. If i < s, then j > t.
Therefore, (ωRl)j = (ωRl)tRj−t. Hence,
(ω−1Rl )i(ωRl)j = ((ω
−1
Rl
)iRj−t)(ωRl)t ⊂ (ω
−1
Rl
)s(ωRl)t.
On the other hand, if i ≥ s, then (ω−1Rl )i = (ω
−1
Rl
)sRi−s. Therefore,
(ω−1Rl )i(ωRl)j = ((ω
−1
Rl
)s(Ri−s)(ωRl)j) ⊂ (ω
−1
Rl
)s(ωRl)t.
Applying (1) we obtain
tr(ωR)k = (ω
−1
R1
)s(ωR1)t ⊗K · · · ⊗K (ω
−1
Rm
)s(ωRm)t.
By the choice of s and t, (ω−1Rl )s(ωRl)t = (ω
−1
Rl
ωRl)k for all l. Thus,
tr(ωR)k = tr(ωR1)k♯ · · · ♯ tr(ωRm)k.
This yields the desired conclusion. 
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In particular, when each Ri is Gorenstein, we get the following result, which is a slight
generalization of Theorem 4.15 in [HHS19].
Theorem 2.5. Let R = R1♯ · · · ♯Rm where Ri is a Gorenstein standard graded K-algebra
for each i, and we assume ai is the a-invariant of Ri, and we have −a1 ≥ · · · ≥ −am > 0.
Then tr(ωR) = m
am−a1.
Proof. We have that ωR = ωR1♯ · · · ♯ωRm by Proposition 2.2. Similarly, this gives ω
−1
R =
ω−1R1 ♯ · · · ♯ω
−1
Rm
. Since each Ri is Gorenstein, we have ωRi
∼= Ri(ai) and ω
−1
Ri
∼= Ri(−ai),
so that we can identify ωR ∼= R1(a1)♯ · · · ♯Rm(am) and ω
−1
R
∼= R1(−a1)♯ · · · ♯Rm(−am). In
the notation of Theorem 2.4, we have that β(ωR) = −a1 and β(ω
−1
R ) = am, since we have
assumed −a1 ≥ · · · ≥ −am > 0. By Theorem 2.4, we have that if k ≥ am − a1, then
tr(ωR)k = tr(ωR1)k♯ · · · ♯ tr(ωRm)k
so that
tr(ωR)≥(am−a1) = (R1)≥(am−a1)♯ · · · ♯(Rm)≥(am−a1)
since tr(ωRi) = Ri as each Ri is Gorenstein. On the other hand, if k < am − a1, then for
every i+j = k we have either i < −a1 or j < am so that (ω
−1
R )i(ωR)j = 0 as it either contains
the term (ωR1)i or the term (ω
−1
Rm
)j and both are 0.
Then tr(ωR) = tr(ωR)≥(am−a1), and so we have tr(ωR)
∼= mam−a1 . 
In particular, we also recover the following result from [HHS19].
Corollary 2.6. If R = R1♯ · · · ♯Rm where each Ri is a Gorenstein standard graded K-algebra
with the a-invariant ai, then R is nearly Gorenstein if and only if |ai − aj | ≤ 1 for all i and
j.
To relate the Gorenstein-ness properties of R and Ri we need the following lemma.
Lemma 2.7. Let Ij ⊂ Rj be graded ideals. Then
heightR(I1♯I2♯ · · · ♯Im) =
{
dimR, if height Ij = dimRj for j = 1, . . . , m,
min{height Ij : j = 1, . . . , m}, otherwise.
Proof. Note that
I1♯I2♯ · · · ♯Im = (I1♯R2♯R3♯ · · · ♯Rm) ∩ (R1♯I2♯R3♯ · · · ♯Rm) ∩ . . .
∩ (R1♯R2♯ · · · ♯Rm−1♯Im).
This implies that
heightR(I1♯I2♯ · · · ♯Im) = min{heightR(R1♯ · · · ♯Ij♯ · · · ♯Rm) : j = 1, . . . , m}.
It therefore suffices to show that
heightR(R1♯ · · · ♯Ij♯ · · · ♯Rm) =
{
dimR, if height Ij = dimRj ,
height Ij , otherwise.
We may assume j = 1. We set S = R2♯ · · · ♯Rm. Then R = R1♯S. First, suppose that
height I1 = dimR1. Then dimK(I1♯S)k = dimK(R1♯S)k = dimK Rk for k ≫ 0. This shows
that height(I1♯S) = dimR.
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Next we assume that height I1 < dimR1. We denote by P (M) the Hilbert polynomial
of a finitely generated graded module. Then P (M) 6= 0, if dimM > 0 and dimM =
degP (M) + 1.
We have
dimK((R1♯S)/(I1♯S))k = dimK(R1♯S)k − dimK(I1♯S)k
= (dimK(R1)k)(dimK Sk)− (dimK(I1)k)(dimK Sk)
= (dimK(R1/I1)k)(dimK Sk).
This shows that P ((R1♯S)/(I1♯S)) = P (R1/I1)P (S). Our assumption implies that P (R1/I1) 6=
0. Therefore,
dim((R1♯S)/(I1♯S)) = degP (R1/I1) + degP (S) + 1
= (degP (R1/I1) + 1) + (degP (S) + 1)− 1
= dimR1/I1 + dimS − 1.
Similarly, dim(R1♯S) = dimR1 + dimS − 1. Thus,
height(I1♯S) = dim(R1♯S)− dim((R1♯S)/(I1♯S))
= (dimR1 + dimS − 1)− (dimR1/I1 + dimS − 1) = dimR1 − dimR1/I1
= height I1.
Corollary 2.8. R is Gorenstein on the punctured spectrum if and only if this is the case for
each Ri.
Proof. Note that height(tr(ωRi)≥k) = height(tr(ωRi)). Now, the assertion follows from The-
orem 2.4 and Lemma 2.7. 
3. The case of Hibi rings
In this section, we first briefly introduce Hibi rings and some related notation.
If P is a poset, we will write u ⋖ v or v covers u for u, v ∈ P if u ≤ v and there is no
w ∈ P such that u ≤ w ≤ v. For u ≤ v, we will denote by [u, v] the set of all elements w ∈ P
such that u ≤ w ≤ v. We say a chain v0⋖ · · ·⋖ vn has length n. For any subset S ⊂ P , let
rank S denote the maximal length of any chain in S, so that rank[u, v] denotes the maximal
length of a chain from u to v. Similarly, for u ≤ v, let dist(u, v) be the minimal length of
any chain from u to v. It will often be useful to add a minimal element −∞ and a maximal
element ∞ to a poset P . We denote this by Pˆ .
We say I ⊂ P is a poset ideal if for all v ∈ I and u ≤ v we have u ∈ I. We denote the
set of poset ideals of P by I(P ).
Definition 3.1. [Hib87] Given a finite poset P := {v1, . . . , vn} and a field K, the Hibi ring
associated to P over a field K, which we denote by K[P ] ⊂ K[t, x1, . . . , xn], is the ring
generated over K by the monomials txI := t
∏
vi∈I
xi for every I ∈ I(P ),
K[P ] := K[txI |I ∈ I(P )].
To compute tr(ωR) for a Hibi ring R, we will use the following description of the canonical
and anti-canonical modules (see also Proposition 4.1 and Corollary 4.2 as we can also view
Hibi rings as normal affine semigroup rings).
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Proposition 3.2. [Sta78] Let R = K[P ], and let m : Pˆ → Z, with m(∞) = 0. Let
xm = tm(−∞)
∏
vi∈P
x
m(vi)
i . Then x
m ∈ ωR if and only if m satisfies the following:
m(vi) ≥m(vj) + 1 for vi ⋖ vj ∈ Pˆ .(2)
Similarly, we can use this to compute a K-basis of ω−1R , as follows.
Corollary 3.3. Let R = K[P ], and let m : Pˆ → Z, with m(∞) = 0. As before, let
xm = tm(−∞)
∏
vi∈P
x
m(vi)
i . Then x
m ∈ ω−1R if and only if m satisfies the following:
m(vi) ≥m(vj)− 1 for vi ⋖ vj ∈ Pˆ .(3)
We showed in Theorem 2.5 that when R = R1♯ · · · ♯Rm, there exists some ℓ such that
tr(ωR) = m
ℓ. For Hibi rings, this characterizes rings in which tr(ωR) ⊃ m
N for some specific
integer N associated to the underlined poset. Namely, we have the following:
Theorem 3.4. Let R = K[P ] be a Hibi ring, and P = P1 + · · ·+ Pm where the Pi are the
connected components of P , and let N = max{rankPi − rankPj} for all i and j. Then the
following are equivalent:
(1) Pi is pure for all i (i.e. K[Pi] is Gorenstein for all i)
(2) tr(ωR) = m
N
(3) tr(ωR) ⊃ m
ℓ for some ℓ ≥ 0.
Proof. We have (1) ⇒ (2) from Theorem 2.5, and clearly (2) ⇒ (3), so it suffices to show
(3) ⇒ (1). Suppose Pi is not pure, so that there exists an element vj ∈ Pi such that
rank([vj ,∞]) 6= dist(vj,∞) in Pˆi. Then note that by definition of P , this is also true in Pˆ .
Let a = rank([vj ,∞]) and b = dist(vj,∞) in Pˆ (this is the same as if we were to define them
in Pˆi). Then by Proposition 3.2, we have that for any x
m ∈ ωR
m(vj) ≥ a
and for any xm
′
∈ ω−1R we have by Corollary 3.3
m′(vj) ≥ −b.
In particular if xm
′′
∈ tr(ωR) we have that
m′′(vj) ≥ a− b > 0
so that since vj 6= −∞ we know t
ℓ /∈ tr(ωR) since a power of xj appears in every monomial
in tr(ωR). Thus, we cannot have m
ℓ ⊂ tr(ωR) for any ℓ ≥ 0. 
In particular, we get the following.
Corollary 3.5. Let P be a finite poset with connected components Pi. Then K[P ] is Goren-
stein on the punctured spectrum if and only if each Pi is pure.
Corollary 3.6. If K[P ] is Gorenstein on the punctured spectrum, then K[P ] is level (i.e.
all generators of ωK[P ] have the same degree).
Proof. In [Miy07, Theorem 3.3] Miyazaki showed that K[P ] is level if for all x ∈ P all chains
in Pˆ ascending from x have the same length. This is obviously the case if all connected
components of P are pure. 
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In the case that R cannot be written as a Segre product of smaller Hibi rings (i.e. P is
connected), we also obtain the following result.
Corollary 3.7. If P is connected then K[P ] is Gorenstein if and only if it is Gorenstein on
the punctured spectrum.
In the example below, we can see that if P is connected but not pure, then K[P ] is not
Gorenstein on the punctured spectrum, i.e., for each ℓ > 0 we have that tr(ωR) 6⊃ m
ℓ.
Example 3.8. Consider the following poset P and its corresponding Hibi ring K[P ].
v3
v2
v1
v4
Then tr(ωK[P ]) = (tx1, tx1x4, tx1x2, tx1x2x4, tx1x2x3, tx1x2x3x4). Note that no power of t
belongs to tr(ωK[P ]). Moreover, dimK[P ] = 5 and height(tr(ωK[P ])) = 4 = dimK[P ]− 1.
In the following we construct families of connected posets for which the dimension of the
non-Gorenstein locus of the corresponding Hibi ring is as big as we want.
Given two (finite) posets P1 and P2 on disjoint sets, the ordinal sum of P1 and P2, denoted
by P1 ⊕ P2, is defined to be the poset P on the set P1 + P2 with order relation given as
follows: if p, q ∈ Pi, and p ≤ q in Pi for i = 1 or 2, then p ≤ q in P , and if p ∈ P1 and q ∈ P2,
then p ≤ q. Note that in general P1 ⊕ P2 6∼= P2 ⊕ P1.
For a poset Q we denote by Q¯ the poset which is obtained from Q by adding a minimal
element to Q. The following result is observed in [AHH00, Page 434].
Proposition 3.9. Let P1 and P2 be posets on disjoint sets. Then
K[P1 ⊕ P¯2] = K[P1]⊗K K[P2].
Corollary 3.10. Let P be the ordinal sum of P1 and P¯2. Then
tr(ωK[P ]) = (tr(ωK[P1])K[P ]) · (tr(ωK[P2])K[P ])
Proof. This follows from Proposition 3.9 and [HHS19, Proposition 4.1]. 
Let I ⊂ R be an ideal. Adopting the convention that height I = −1 if I = R, we obtain:
Corollary 3.11. Let P be the ordinal sum of P1 and P2. Then
height(tr(ωK[P ])) = max{height(tr(ωK[P1])), height(tr(ωK[P2]))}.
Corollary 3.12. Given integers a and b with 4 ≤ a < b, there exists a connected poset P
such that height(tr(ωK[P ])) = a and dimK[P ] = b.
Proof. Let P = P1⊕ P¯2, where P1 is a totally ordered poset with |P1| = b− a− 1 and P2 is a
poset with connected components Q1 and Q2, where Q1 is a totally ordered poset with |Q1| =
a−2 and Q2 is the poset with |Q2| = 1. Then |P2| = a−1, and dimK[P ] = |P1|+|P2|+2 = b.
By [Hib87], K[P2] is not Gorenstein, but on the other hand, Corollary 3.5 implies that K[P2]
is Gorenstein on the punctured spectrum. Therefore, height(tr(ωK[P2])) = dimK[P2] = a.
Thus the desired conclusion follows from Corollary 3.11. 
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4. The case of normal affine semigroup rings
Again, we will briefly introduce the notation we will use throughout this section. Through-
out, we will denote M := Zn for our monomial space, and for m = (m1, . . . , mn) ∈ M , we
will write xm to denote xm11 · · ·x
mn
n . We will write gcd(m) to denote the gcd(m1, . . . , mn).
If σ is a cone in MR = M ⊗R, we will write Sσ for its corresponding semigroup, and we will
denote:
K[Sσ] := K[x
m : m ∈ σ ∩M ].
We will often decribe rational polyhedral cones σ ⊂ MR in two ways, where by rational
we mean that the extremal rays of σ have integral generators, and by polyhedral we mean
that σ has finitely many extremal rays. First, we can describe the extremal rays through
a1, . . .ad ∈ M of σ. We always assume gcd(ai) = 1 if the corresponding ray has some
integral point, as we can pick the first such integral point on the ray. In this case, ai is called
a primitive integral vector. On the other hand, writing N = M∨ := HomZ(M,Z) = Z
n
and NR = N ⊗ R, we can describe σ by:
σ := {v ∈MR : 〈v,ui〉 ≥ 0 for some u1, . . . ,ud ∈ N},
where again, we assume gcd(ui) = 1. When we say σ is simplicial, we mean that d = n, so
that σ has n extremal rays.
We will often use the following description of ωR, which comes from the fact that ωR
is given by xm for m in the interior of σ (this is due to Danilov and Stanley; see for
example [BH98, Theorem 6.3.5]). We note that the interior of σ ∩ M is equivalent to
{v : 〈v,ui〉 > 0} = {v : 〈v,ui〉 ≥ 1}, since we are considering only integral points in the
interior of σ, and we have chosen ui to be primitive generators, namely gcd(ui) = 1. Then
we have the following:
Proposition 4.1. If σ = {v ∈ MR : 〈v,ui〉 ≥ 0 for u1, . . .ud ∈ N := Z
n} where gcd(ui) =
1, then the canonical module of K[Sσ] is given by:
ωR = 〈x
m : 〈m,ui〉 ≥ 1 for i = 1, . . . d〉 .
We will denote τ := {v ∈ MR : 〈v,ui〉 ≥ 1 for u1, . . .ud ∈ N := Z
n}, so that xm ∈ ωR if
and only if m ∈ τ ∩M .
Similarly, we note that this gives the following description of ω−1R :
Corollary 4.2. If σ = {v ∈MR : 〈v,ui〉 ≥ 0 for u1, . . .ud ∈ N := Z
n} where gcd(ui) = 1,
then the anti-canonical module of K[Sσ] is given by:
ω−1R = 〈x
m : 〈m,ui〉 ≥ −1 for i = 1, . . . d〉 .
Proof. Denote τ˜ := {v : 〈v,ui〉 ≥ −1 for i = 1, . . . d} and supposem1 ∈ τ˜∩M . Then for any
m2 ∈ τ ∩M (i.e. x
m2 ∈ ωR), we have that 〈m1 +m2,ui〉 = 〈m1,ui〉+ 〈m2,ui〉 ≥ 1− 1 = 0.
Then xm1+m2 ∈ R so that xm1 ∈ ω−1R . Now suppose x
m1 ∈ ω−1R . We need to show that
〈m1,ui〉 ≥ −1 for all i = 1, . . . , d. Suppose for contradiction that 〈m1,ui〉 < −1 for some
ui. We need the following claim (see also [BG09], page 216).
Claim 4.3. There is some m2 ∈M such that 〈m2,ui〉 = 1, and 〈m2,uj〉 ≥ 1 for i 6= j.
Proof. We note that we can satisfy the first condition by iteratively applying the Euclidean
algorithm. Namely, we can find m1, m2 such that m1u1 +m2u2 = gcd(u1, u2), and then we
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can find m′1, m3 such that m
′
1(m1u1 +m2u2) +m3u3 = gcd(u1, u2, u3), and so on, so that we
can find m = (m1, . . .mn) such that 〈m,ui〉 = gcd(ui) = 1.
Now we show that we can also satisfy the other conditions simultaneously. Suppose we
have found such anm by the method above, and let J be the set of indices where 〈m,uj〉 ≤ 0
(so clearly i /∈ J). Let c = min{〈m,uj〉 : j ∈ J} (so c ≤ 0). We claim there is an integral
point s ∈ σ ∩ Zn such that 〈s,ui〉 = 0 and 〈s,uj〉 ≥ 1 for all j ∈ J . If aj is a primitive
generator of an extremal ray of σ, then by construction it is on the intersection of n−1 of the
(n−1)-planes defined by uj. We consider a labelling such that aj is on the intersection of the
(n − 1)-planes defined by u1, . . . , uˆj, . . . ,un, so that 〈al,uj〉 = 0 for l 6= j and 〈al,ul〉 > 0,
i.e. 〈al,ul〉 ≥ 1. Then let s =
∑
j∈J aj . Then 〈s,uj〉 ≥ 1 for j ∈ J and 0 otherwise. Let
m2 =m+ (1− c)s. Then we have:
〈m2,ui〉 = 〈m,ui〉+ 〈(1− c)s,ui〉 = 1 + 0
and for all j ∈ J , we have:
〈m2,uj〉 = 〈m,uj〉+ 〈(1− c)s,uj〉 ≥ c+ (1− c) = 1
and for all other j, we have:
〈m2,uj〉 = 〈m,uj〉+ 〈(1− c)s,uj〉 ≥ 1 + (1− c) > 1
so that m2 satisfies the desired conditions. 
By construction (and Proposition 4.1), we have that xm2 ∈ ωR, and further 〈m1 +m2,ui〉 <
1− 1 = 0. Then xm1+m2 /∈ R and thus xm1 /∈ ω−1R , giving us a contradiction. 
In the case that d = n and so σ is simplicial, we note that τ and τ˜ are actually cones, and
they will be isomorphic to σ with a new cone point.
In the case of Hibi rings, we could characterize when tr(ωR) = m
ℓ for some ℓ ≥ 0. In the
general toric case, this characterization no longer holds. For example, in Corollary 3.5, we
saw that if R cannot be written (nontrivially) as a Segre product of smaller Hibi rings, then
R is Gorenstein if and only if it is Gorenstein on the punctured spectrum. We note, however,
that the same result does not hold for general toric rings.
Example 4.4. Let R = k[x, xy, xy2, xy3] be the toric ring given by the cone σ drawn
below. Then R cannot be written as a Segre product (except trivially as K[z]♯R), and R is
Gorenstein on the punctured spectrum but not Gorenstein. Indeed, we have ωR = (xy, xy
2)
so that R is not Gorenstein, but ω−1R = (y, 1, y
−1) so that tr(ωR) = m and R is Gorenstein
on the punctured spectrum (in fact, R is nearly Gorenstein).
σ
(0,0)
τ
(0,0)
τ˜
(0,0)
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Similarly, the following example shows that in contrast to Hibi rings, the equivalence of
(2) and (3) in Theorem 3.4 need not hold for general toric rings. Namely, the trace of
the canonical module of a standard graded toric ring which is Gorenstein on the punctured
spectrum need not be a power of the maximal ideal. The following example also shows that
a toric ring which is Gorenstein on the punctured spectrum need not be level, as it is the
case for Hibi rings, see Corollary 3.6.
Example 4.5. Let K be a field and R = K[x3y, x5y, x11y, x23y]. Then R is a 2-dimensional
standard graded Cohen-Macaulay K-algebra, and R ∼= S/J where S = K[z1, z2, z3, z4] and
J = (−z42 + z
3
1z3,−z
3
3 + z
2
2z4,−z
2
2z
2
3 + z
3
1z4). The ideal J is toric with the resolution
0 −→ R(−5)⊕ R(−6) −→ R(−3)⊕R(−4)2 −→ J −→ 0,
and the relation matrix 
−z22 −z31z3 z22
−z4 −z
2
3

 .
Thus it follows from [HHS19, Corollary 3.4] that tr(ωR) is generated by the residue classes
modulo J of the elements z31 , z
2
2, z3, z4, and this is not a power of the graded maximal ideal
of R. Nevertheless it is an ideal of height 2 in R which shows that R is Gorenstein on the
punctured spectrum. Furthermore, we see from the resolution that R is not level.
For simplicial cones σ we can use tr(ωR) to give a simple characterization of Gorenstein
semigroup rings. Namely, we recover the following special case of Theorem 6.33 in [BG09].
Proposition 4.6. Let σ = {v ∈MR : 〈v,ui〉 ≥ 0, i = 1, . . . , n} where ui ∈ N are primitive
integral vectors. Then R = K[Sσ] is Gorenstein if and only if the cone point of τ is integral,
if and only if U−1 · (1, . . . , 1)⊤ has integral coordinates, where U is the matrix with rows ui.
In fact, this gives another way of showing that Example 4.4 is not Gorenstein. Namely,
note that the cone point of τ is b = (2/3, 1), which is not integral.
Remark 4.7. We note that Proposition 4.6 as stated relies on σ being simplicial. If σ is
not simplicial then τ and τ˜ may not be cones.
Similarly, we can classify when simplicial toric rings are Gorenstein on the punctured
spectrum. To state our main result in this direction, we need the following lemma which
follows from an easy computation. See [BG09, Proposition 2.43(a)] for a precise statement.
Lemma 4.8. Let σ ⊂ MR be a pointed rational cone with extremal rays through a1, . . .an.
Then dimR/(xa1, . . . ,xan) = 0, so that (xa1, . . . ,xan) is an m-primary ideal of R.
Theorem 4.9. Let R = K[Sσ], where σ ⊂ MR is the simplicial cone with extremal rays
through a1, . . .an ∈ M , where we assume gcd(ai) = 1 for all i. Since σ is simplicial, ωR
is defined by a cone τ , with some cone point b = (b1, . . . , bn) ∈ MR. Suppose there are r
extremal rays of τ with integral points. Then height(tr(ωR)) ≥ r. Moreover, R is Gorenstein
on the punctured spectrum if and only if there are integral points on every extremal ray of τ .
Proof. First we note that R is Gorenstein on the punctured spectrum if and only if tr(ωR) ⊃
mℓ for some ℓ ≥ 0 by Lemma 2.1 of [HHS19]. Note that we can write points along the
extremal ray of τ in the direction of ai as b + ait for t ≥ 0. Without loss of generality, we
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may assume that the first r rays of τ contain some integral point pi = b+ aiti for some ti.
In general, ti is not an integer, but we can choose an integer si ≥ ti and let
qi := siai − pi = (si − ti)ai − b,
which has integral coordinates since siai and pi both have integral coordinates. Then
pi + qi = siai.
We will show that qi + c ∈ σ for all points c ∈ τ ∩M . Let u1, . . . ,un ∈ N be the inner
normal vectors of σ (again, assume gcd(ui) = 1). Then c ∈ τ , if and only if 〈c− b,uj〉 ≥ 0
for all j, so suppose this holds. We will show that 〈qi + c,uj〉 ≥ 0 for all j so that qi+c ∈ σ.
Note that:
qi + c = (si − ti)ai + (c− b)
⇒〈qi + c,uj〉 = 〈(si − ti)ai,uj〉+ 〈c− b,uj〉 .
Since both terms on the right hand side are positive, we have that 〈qi + c,uj〉 ≥ 0 as desired.
Then in particular, xqi+c ∈ R for every xc ∈ ωR, so that x
qi ∈ ω−1R . Then since x
pi ∈ ωR,
we have xpi+qi = xsiai ∈ tr(ωR). In particular, for each i = 1, . . . , r, there is some point siai
with integral coordinates along the ray b+ aiti such that x
siai ∈ tr(ωR). Therefore,
dimR/ tr(ωR) = dimR/
√
tr(ωR) = dimR/
(
xa1 , . . . ,xar ,
√
tr(ωR)
)
≤ dimR/(xa1, . . . ,xar).
By Lemma 4.8 we have that (xa1, . . . ,xan) is an m-primary ideal of R which implies that
the image of the ideal (xar+1, . . . ,xan) is primary to the maximal ideal of R/(xa1, . . . ,xar).
Therefore, dimR/(xa1, . . . ,xar) ≤ n − r, and hence dimR/ tr(ωR) ≤ n − r, which implies
that height(tr(ωR)) ≥ r.
In particular, if on all extremal rays of τ there exists an integral point, then height(tr(ωR)) =
n, and R is Gorenstein on the punctured spectrum.
On the other hand, note that if v ∈ σ is on the extremal ray tai for t ≥ 0, and v = v1+v2
for xv1 ∈ ωR, x
v2 ∈ ω−1R , then v1 must be on the extremal ray b+ tai of τ (and similarly v2
must be on the extremal ray −b+tai). In particular, if this extremal ray on τ has no integral
points, we have that xv /∈ tr(ωR) for any such v. Since x
ℓv ∈ mℓ for v the first integral point
along this extremal ray of σ, we have tr(ωR) 6⊃ m
ℓ for any integer ℓ. In particular, R is not
Gorenstein on the punctured spectrum. 
Again, Theorem 4.9 gives us another way to check that Example 4.4 is Gorenstein on the
punctured spectrum. Namely, we simply observe that both extremal rays of τ have integral
points.
More specifically, we can check when we are in the situation above numerically. In partic-
ular, the following result tells us when an extremal ray of τ has an integral point.
Proposition 4.10. Let b = (b1, . . . , bn) ∈ Q
n and a = (a1, . . . , an) ∈ Z
n a nonzero vector
with gcd(a) = 1, and let I = {i : ai 6= 0}. We may assume that aj 6= 0. Furthermore, let
ci = ⌈bi⌉ − bi and ei = aicj − ajci for i ∈ I \ {j}. Then there is an integral point on the ray
b+ ta, (t ≥ 0) if and only if
(1) bi ∈ Z for i 6∈ I,
(2) the numbers ei with i ∈ I \ {j} are integers, and
(3) there exists an integer tj > 0 such that ei + aitj ≡ 0mod aj for i ∈ I \ {j}.
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Proof. Since (b+ ta)i = bi for i 6∈ I, the ray b+ ta, (t ≥ 0) can have an integral point on it
only if (1) holds, and we have to only consider the components ai with i ∈ I. Thus in the
following we may as well assume that I = [n]. For simplicity we may further assume that
j = 1.
For t ≥ 0, we define ti by the equation t = (1/ai)(ci+ ti). Then (b+ ta)i = ⌈bi⌉+ ti. Thus
the ith component of b+ ta is an integer if and only if ti is an integer. Therefore, b+ ta is
an integer point if and only if
t = (1/a1)(c1 + t1) = · · · = (1/ad)(cd + td) with integers t1, . . . , td.
The equations
(1/a1)(c1 + t1) = (1/ai)(ci + ti)
give us
aic1 − a1ci = a1ti − ait1
for i = 2, . . . , d. Thus if b + ta is an integral point, the right hand terms a1ti − ait1 are
integers, and so the left hand terms must be integers as well. This shows that if the ray
b + ta, t ≥ 0 has an integral point, then for i = 2, . . . , d the numbers aic1 − a1ci are all
integers.
In fact, we have that the ray b+ ta, t ≥ 0 has an integral point if and only if (1) holds and
there exists a vector (t1, . . . , td) with integral coordinates which is a solution to the equations
ei = a1ti − ait1 (i = 2, . . . , d), where ei = aic1 − a1ci. Thus the ray has an integral point if
and only if (1), (2) and (3) hold. 
As an immediate consequence of Theorem 4.9 and Proposition 4.10 we obtain the following.
Corollary 4.11. With the assumptions and notation of Theorem 4.9, the following condi-
tions are equivalent:
(a) R is Gorenstein on the punctured spectrum.
(b) For each j, the ray b + taj (t ≥ 0) satisfies the conditions (1), (2) and (3) of
Proposition 4.10
Under additional assumptions on the ray, Proposition 4.10 can be improved as follows.
Corollary 4.12. With the assumptions and notation of Proposition 4.10, assume that there
exist a nonzero component ai of a such that aj is invertible module ai for j 6= i. We set
eij = aicj − ajci for 1 ≤ i, j ≤ n. Then there exists an integral point on the ray b+ ta with
t ≥ 0, if and only if eij is an integer for all i < j.
Proof. Since eij = aicj − ajci = ajti − aitj , the argument as before shows that the numbers
eij are integers if b+ ta is an integral point with t = (1/aj)(cj + tj) for j = 1, . . . , n.
Conversely, assume that the eij are integers. We may assume that aj is invertible modulo a1
for all j ≥ 2 and that condition (1) in Proposition 4.10 is satisfied. Since ei = −ei1, condition
(2) in Proposition 4.10 is also satisfied. It remains to prove that there exists an integer t1 such
that ei + ait1 ≡ 0mod a1. Let biai ≡ 1mod a1 for i = 2, . . . , n. We let t1 = −e2b2 = e21b2.
Then e2+a2t1 ≡ 0mod a1. We claim that we also have ei+ait1 ≡ 0mod a1 for i > 2, which is
equivalent to saying that −e2b2 ≡ −eibimod a1. This in turn is equivalent a2ei ≡ aie2 mod a1.
Indeed, we have
a2ei − aie2 = a2(aic1 − a1ci)− ai(a2c1 − a1c2) = a1(aic2 − a1cj) = −a1ei2.
Since by assumption e2i is an integer, the desired conclusion follows. 
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Remark 4.13. Consider primitive integral vectors a1, . . . , an, and let σ be the cone whose
extremal rays are defined by these vectors. We let A be the matrix whose rows are a1, . . . , an.
We may assume that these vectors are labeled such that |A| > 0. Let b′1, . . . ,b
′
n be the
column vectors of |A|A−1, and let B be the matrix whose row vectors are bi = b
′
i/ gcd(b
′
i)
for i = 1, . . . , n. Then the vectors bi are inner normal vectors of σ, and B
−1 · (1, . . . , 1)⊤ is
the cone point of τ .
Example 4.14. Let a1 = (3, 1, 1), a2 = (1, 3, 1) and a3 = (1, 1, 3), and A be the matrix with
row vectors a1, a2, a3. Then |A| = 20 and
|A|A−1 =

 8 −2 −2−2 8 −2
−2 −2 8

 .
Therefore, the vectors (4,−1,−1), (−1, 4,−1), (−1,−1− 4) are the inner normal vectors of
σ and the row vectors of B. Then
B−1 =

3/10 1/10 1/101/10 3/10 1/10
1/10 1/10 3/10

 ,
so that B−1 · (1, . . . , 1)⊤ = (1/2, 1/2, 1/2)⊤, which is the cone point of τ .
Since (1/2, 1/2, 1/2)+ 1/2(3, 1, 1) = (2, 1, 1), we see that the extremal ray has an integral
point. The same holds true for the other extremal rays of τ . Of course this could have also
been checked by applying Corollary 4.12.
Now Proposition 4.6 and Theorem 4.9 imply that K[Sσ] is not Gorenstein, but Gorenstein
on the punctured spectrum.
In the following proposition, we provide a necessary condition for having integral points
on the extremal rays of simplicial cones. This is a weaker result, which nonetheless has the
benefit that we can check the condition only using the vectors ui.
Proposition 4.15. Let R = K[Sσ], where σ is the simplicial cone σ = {v ∈MR : 〈v,ui〉 ≥
0, i = 1, . . . n} for some primitive integral ui ∈ N . Let U be the n× n matrix whose i
th row
is ui for i = 1, . . . , n. We will denote by Ik,n the set of subsets of {1, . . . , n} of size k. For
I, J ∈ Ik,n, let UI,J be the submatrix of U consisting of those entries of U with row indices
in I and with column indices in J . Then the rays on the boundary of the cone defining ωR
have integral points only if for every I, J, L ∈ In−1,n, J 6= L, we have
gcd(|UI,J |, |UI,L|)
∣∣∣ n−1∑
k=1
(−1)ℓ+k|UI−{ik},J−{jℓ}|
where L = [n]\{ℓ}, I = {i1, . . . , in−1} and J = {j1, . . . , jn−1} (with ik < ik+1 and jk < jk+1
for all k). In particular, R is not Gorenstein on the punctured spectrum if any of the
conditions above fail.
Proof. By Proposition 4.2, xm ∈ ωR if and only if 〈m,ui〉 ≥ 1 for all i ∈ [n]. In particular,
the extremal rays of this cone are given by {v : 〈v,ui〉 = 1, for i ∈ I and I ∈ In−1,n}.
Consider J, I ∈ In−1,n. We note that if both |UI,J | and |UI,L| = 0, then the condition above
will hold trivially. Further, since the vectors ui give a cone, we have that |UI,J | 6= 0 for some
choices of I,J , so we will assume |UI,J | 6= 0. Write I = {i1, . . . in−1} and J = {j1, . . . jn−1}
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(with ik < ik+1 and jk < jk+1). Then UI,J is invertible, with inverse (1/|UI,J |)B, where B is
the cofactor matrix of U⊤I,J , namely:
Bℓ,k := (−1)
ℓ+k|UI\{ik},J\{jℓ}|
Say J = [n]\{j}. We know that x = (x1, . . . , xn) is on the extremal ray {v : 〈ui,v〉 =
1, for i ∈ I} if and only if:
UI,[n] · x = (1, . . . , 1)
⊤
i.e. if and only if
B · UI,[n] · x = B · (1, . . . , 1)
⊤
In particular, from the ℓth row of the above, we get:
|UI,J |xℓ ± |UI,L|xj =
n−1∑
k=1
Bℓ,k
or |UI,J |xℓ ± |UI,L|xj =
n−1∑
k=1
(−1)ℓ+k|UI\{ik},J\{jℓ}|
where L = [n]\{ℓ}, and the sign depends on ℓ, j. Thus, our condition above must hold in
order to have integral solutions xℓ, xj to this equation, and so the condition above must hold
in order for R to be Gorenstein on the punctured spectrum by Proposition 4.15. 
In the 3-dimensional case, this simplifies to the following:
Corollary 4.16. R = K[Sσ] is not Gorenstein on the punctured spectrum if for any I, J, L ∈
I2,3 with J 6= L and {ℓ} = J ∩ L, we have that
gcd(|UI,J |, |UI,L|) 6
∣∣∣
∣∣∣∣∣
∑
i∈I
(−1)i+ℓui,ℓ
∣∣∣∣∣ .
Example 4.17. Let R be the toric ring given by the cone σ = {v : 〈v,ui〉 ≥ 0, i = 1, 2, 3},
where u1 = (1,−2, 2),u2 = (−2, 1, 0) and u3 = (3,−1,−4). Note that the rays of the cone
σ go through (4, 8, 1), (2, 2, 1), and (2, 4, 3). Then tr(ωR) cannot contain any power of the
maximal ideal. By Corollary 4.16, it suffices to check that letting I = {1, 3}, J = {1, 2},
L = {2, 3}, and {ℓ} = {2} = J ∩ L, we have that
gcd(|UI,J |, |UI,L|) 6
∣∣∣
∣∣∣∣∣
∑
i∈I
(−1)i+ℓui,ℓ
∣∣∣∣∣ .
Namely, note that:
gcd(|U{1,3},{1,2}|, |U{1,3},{2,3}|) = gcd(−5, 10) = 5 6
∣∣∣ |−u1,2 + u3,2| = −1.
More specifically, note that x = (x1, x2, x3) is on the ray given by ui for i ∈ I if and only if:(
3 −1 −4
1 −2 2
)
·

x1x2
x3

 = (1
1
)
if and only if
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(
−2 1
−1 3
)
·
(
3 −1 −4
1 −2 2
)
·

x1x2
x3

 = (−2 1
−1 3
)
·
(
1
1
)
or
−5x1 − 10x3 = −1, and
−5x2 + 10x3 = 2.
Note that there are no integral solutions to these equations, so that there is no integral point
along this extremal ray which can also be written as (−8/5,−11/5,−9/10) + t(2, 2, 1) and
so R is not Gorenstein on the punctured spectrum
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