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Abstract--In this article, stability results are obtained for equations of the form x'(t) = 
ax(t) + Z)\o a,x([t - rj],), where a and aj are real constants, r > 0, and the symbol It], is the function 
with value n on the interval [nr, nr + r),, n = 0, I, 2 . . . . .  For the first order equation x'(t) = 
ax(t) + ao x([t],), the exact region of stability in the (a, ao) parameter plane is found. The region of 
stability "for all delays r" is found and compared with that for the analogous differential-difference 
equation. 
1. INTRODUCTION 
Richard Bellman made many contributions to research on stability of solutions of differential 
equations, and he also initiated much of the early work on the theory of differential-difference 
equations. These equations now form a recognized branch of the field of differential equations, 
and they are frequently used in biological and economic models. Undoubtedly, their applications 
will continue to increase in the future. 
This paper is devoted to an extension of such equations to include certain piecewise 
continuous delays. Consider equations of the form 
N 
x ' ( t )  = ax( t )  + ~ a jx ( [ t  - r j ] ,) ,  
)=0 
(1.1) 
where a and aj are real constants, and r > 0. The symbol [t],  denotes an extension of the usual 
greatest integer function and is defined by 
[tit = n, fornr<-- t< (n + l)r, n = 0, 1 ,2  . . . .  (1.2) 
That is, [t]r is a step function whose value increases by one when t is an integral multiple of 
r. For the case r = 1, this equation was studied by the authors in [1], and it was shown that 
the zero solution is asymptotically stable if and only if all roots of a certain associated char- 
acteristic polynomial have moduli less than one. Here we have introduced the extra parameter 
r, and we shall direct attention to the way in which stability depends on r, as well as on the 
coefficients a, aj. 
In Sec. 2, we obtain general sufficient conditions for stability of (1.1), and for stability 
of 
N 
x'(t)  = o_~(t) + ~ nix(It - arjl~,), 
i=0  
(1.3) 
for all ct, 0 < a < + :c. In Sec. 3, we examine the "f irst-order" equation with N = 0, and 
are able to precisely describe the stability region in the (a, ao) parameter space. This is compared 
with the stability region for the first order differential-difference equation with constant lag r. 
Finally, in Sec. 4, we investigate the "second-order" equation with N = 1, and find a set of 
(a, a0, a0 for which there is asymptotic stability for every positive r. 
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2. A GENERAL STABIL ITY  THEOREM 
In this section, we present a theorem on the stability of Eq. ( l. 1), which is analogous to 
theorems of Datko[2], Hale et al.[3] and Silkowski[4]. relating to stability of linear differential- 
difference quations. We begin by making the change of variable 
t = rs, x ( t )  = y(s). 
Then [t], = [sh = Is], where [s] is the usual greatest integer function. Also, It - rj], = [s - j] ,  
and Eq. (1.1) is equivalent to 
d v N 
-:- = ray(s)  + ~ ra,y([s  - j]). 
ds j=o 
(2.1) 
Equations of the form (2.1) were studied in [ 1]. Let 
bj = (e r" - 1 ) ( ra) - l ( ra j )  = (e r" - l )a - la j  
bo = e ~ + (e ~ - 1)(ra) - I ( rao) ,  
( j=  1 . . . . .  N), 
(2.2) 
f (k ,  r, A) = k ~+I - b0h x - blk 'v-I . . . . .  b.v. (2.3) 
The symbol f (h ,  r,  A)  is used to indicate that f is a polynomial in h whose coefficients depend 
on r and on the set of numbers A = {a0, at . . . . .  a,}. 
It then follows from Theorem 3.2 in [1] that a necessary and sufficient condition for 
asymptotic stability of the zero solution of Eq. (2.1), and hence of Eq. (1.1), is that all roots 
of f (k ,  r, A) = 0 satisfy [k I < 1. 
THEOREM 1 
Let r > 0 and assume 
N 
(HI) a + ~a j<0.  
)=0 
Then there exists a maximal interval (0, a0), with 0 < a0 -< ~c, such that all roots of f (k ,  c~r, 
A) lie in Ixl < 1 for c~ ~ (0, a0), and therefore the zero solution of 
N 
X' ( t )  = ax( t )  + ~ a jx ( t t  -- etrj]~,) (2.4) 
is asymptotically stable. 
Proof .  The change of variable t = ars ,  x( t )  = y(s), changes (2.4) to (2.1), with r replaced 
by car. Thus stability depends on the roots of 
f (k ,  a r ,  A) = k 'v*t - b0(o0k 'v -  . . . .  bN(cO, (2.5) 
where 
b j (a )  = (e . . . .  l )a - la j  ( j  = 1, 2 . . . . .  N ) ,  
bo(a)  = e ~'~ + (e . . . .  1)a-la0. 
Since bj(0) = 0, b0(0) = 1, the equation has, at c~ = 0, an N-fold root at 0 and a simple root 
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at I. Consider the root h(ta) such that h(0) = 1. This root depends continuously on ta and is 
a differentiable function of ta for small ta. We obtain 
dh dh 
(N + l)hN ~-~t a -- b°(ta)NhV-~--dta - b'°(ta)h'v 
,V N 
- E bj'(et)h"-' - E bj(ta)(N - j )h  ~- j - '  d___h_k = O. 
j=]  j=, dot 
Now 
b~(ta) = raje ~'a, b~(et) = r(ao + a)e ~'a, 
b](O) = raj, b'0(0) = r(ao + a). 
Setting ta = 0, h = I, we obtain 
- -  = r  a +  a j  . 
dta ~,=o j=o 
By hypothesis (H,), this is negative. Consequently, h(ta) < 1 and h(et) is real for all sufficiently 
small positive ta. Thus all roots o f f (h ,  tar, A) = 0 lie in [hi < 1 for sufficiently small positive 
ct. Since b0 and bj depend continuously on ta, so do the roots, and the existence of the maximal 
% follows. 
COROLLARY 1 
Assume that (H,) holds and also 
(H_,) f (h ,  tar, A) #0,  forlh[ = 1,0 < ta < +oo. 
Then Eq. (2.4) is asymptotically stable for every positive ta. 
Proof. Since (H,) holds, there exists ta0 such that all roots of f (h ,  tar, A) = 0 lie inside 
the unit circle for 0 < ta < a0. By (H2), no root reaches or crosses the unit circle as ta increases, 
and hence there is asymptotic stability for 0 < ta < +~.  
COROLLARY 2 
Assume that (H,) holds and also 
(H3) f (h ,  tar, A) ~ 0, for Ihl = 1, 0 < et -< 1. 
Then Eq. (2.4) is asymptotically stable for 0 < ta --< 1, and, in particular, Eq. (1.1) 
totically stable. 
ts asymp- 
3. REGION OF STABILITY FOR THE FIRST-ORDER EQUATION 
Precise results will now be obtained for the first-order equation 
x' ( t )  = ax(t) + aox([t],) (a ~ 0). 
From Sec. 2, we know that we may transform (3.1) to 
dy 
- -  = ray(s) + raoy([s]) 
ds 
(3.1) 
(3.2) 
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and,  if we  def ine bo and bt as in (2 .2 ) ,  then 
f (h ,  r ,  A )  = ?~ - bo.  
The necessary and sufficient condition for asymptotic stability is Ib01 < 1. This condition is 
(see [11, Theorem 2.3) 
- l < a -~[er" (ao  + a )  - ao]  < 1 
or 
-2  < a -~(e  "~ - l)(ao + a) < O. 
This is equivalent to 
- 2a 
e ~ - 1 
- -  <ao  + a <0.  (3.3) 
The function 
f (a )  = -a  
2a 
e" - 1 
is readily seen to be increasing for a < 0, and decreasing for a > 0, with f (0 )  = - 2/r .  It is 
asymptotic to - a as a --, + :c, and to + a as a ~ - :c, and lies below those lines. Therefore, 
the stability region defined by (3.3) has the appearance indicated in Fig. 1. We note that if a 
parameter is varied in such a way that the line ao + a = 0 is crossed, the root k = b0 
crosses + 1, and nonoscil latory instability arises. If the lower boundary in Fig. 1 is crossed, 
the root h = bo crosses - 1, and oscillatory instability arises. 
Observe that as r ~ 0" ,  the stability region expands to cover the region a0 + a < 0, 
whereas as r---, + zc, the stability region reduces to a quarter plane. In fact, we have the 
fol lowing result. 
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Fig. 1. The stability region lies below the line ao -- a = 0. and above the curve a,, + a = -2a / (e  "~ - 1). 
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THEOREM 2 
Equation (3.1) is asymptotically stable if and only if (3.3) is satisified. The region of 
stability in the (a, a0)-plane decreases as r increases. The region of stability for all delays r. 
0 < r < ~c is the set 
{(a, ao): a <O,a - -<ao < lal}. 
The region in Fig. 1 may be compared with the stability region for the differential-difference 
equation 
x ' ( t )  = ax(t) + bx(t  - r). 
This region is defined by g(a) < b < -a ,  a < l / r ,  where g is a certain function for which 
g(O) = ~r/2r,  g ( l / r )  = - l / r ,  and g(a)  is asymptotic to the line b = a as a ~ - : c .  This 
region is similar to that in Fig. 1, but for fixed r does not extend to the right of a = 1/r. It 
may seem somewhat surprising that Eq. (3.1) can be stable for an arbitrarily large a, if a0 is 
suitably chosen. 
4. THE SECOND-ORDER EQUATION 
We now consider the equation (a ~ 0) 
x ' ( t )  = a.r(t) + ao.r([t]~r) + a~x([t  - a r ]c , r  ) .  (4.1) 
The exact region of stability for et = 1 can be deduced from Theorem 2.12 in [1]. Here, 
however, we shall merely show how the region of stability for all delays can be deduced from 
Corollary 1. Accordingly, we consider 
f (h ,  err, A)  = k :  - bob - bl,  (4.2) 
where 
bL = (e  . . . .  I )a - la l ,  (4 .3 )  
bo = e ~r" + (e . . . .  l )a- la0.  
We assume that (H0 holds, that is, a + a0 + a~ < 0. By Corollary 1, Eq. (4.1) is stable for 
all et > 0, provided condition (H2) holds. Thus we must consider 
f (e  i°, err, A)  = e 2i° - -  boe  i° - bl = 0, 0 -< 0 < 2w (4.4) 
or 
cos20 - b0 cos0 - b~ = 0, (4.5) 
sin20 - bo sin0 = 0. 
The last of these equations may be written 
sin0(2 cos0 - bo) = 0, 
and is satisfied if and only if 0 = 0, "rr or cos0 = bo/2. We seek conditions uch that for these 
values of 0, the first equation in (4.5) cannot hold for any positive a. 
If 0 = 0, the first equation in (4.5) is b0 + bt - 1 = 0. or 
I o0 ol) ( a° a t e -~r~ 1 + ~ - 1 + ~ 
a (/ 
=0.  
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Since etra > 0 and a + ao + a~ ~ 0, this equat ion cannot be satisfied. Thus (4.4) is not 
satisfied by 0 = 0 for any c~ > 0. 
If 0 = ~,  the first equat ion in (4.5) reduces to 1 + b0 - b~ = O, or 
( ) e ~r" l al - a~ 1 a; - ao = - (4.6) 
a a 
If (a~ - ao) /a  = 1, (4.6) has no solution ~x. If (a~ - ao) /a  ~ 1, (4.6) may be written 
e c~ra 
1 + (at - ao)/a 
-1  + (at - ao)/a 
When a > 0, this equat ion has no posit ive solution a when the fraction on the f ight is less 
than one, which is when (at  - ao ) /a  < 1, or a~ - ao < a. When a < 0, this equat ion has no 
posit ive solut ion a when the fraction on the right is either greater than one or -<0. It is greater 
than one when (at - ao) /a  > 1, or a~ - ao < a. It is -<0 when - 1 - (at - ao) /a  < 1, or 
a <at  - ao-< -a .  Thus (4.4) is not satisfied by 0 = zr for any ¢x >0 in the cases 
a + a0 - a~ > 0anda + ao - at < 0, a - ao + at -<0.  
If cos0 = bo/2 ,  the first equat ion in (4.5) is 
2(bo /2)  2 - 1 - bo(bo /2)  - bt = 0 
or merely b, = - I. This gives 
a l (e  . . . .  I) = -a .  (4.7) 
If a~ = O, this is impossib le since a :~ O. If at ~ O, this is 
e c'ra = 1 - -  a /a~.  
If a > O, this has a posit ive solution c~ when a~ < O. If a < O, there is a posit ive solution 
when 0 < (a~ - a ) /a~ -< 1. When a solution c~ exists, we have 
oo a ooo  
cos0 = - -  = 1 - 1 + - - -  = 
2 a a, 
In order for this to determine a real angle, one must have 
al - a - -  a o 
-1 -  < -<1 
at 
or 0 <- (a + ao)/a~ -< 2. Thus (4.4) can be satisfied with cos0 = bo/2  in these cases: 
(a) a > 0, a~ < 0, 2at -< a + ao < 0, 
(b) a < 0, al < a < 0, 2at -< a + ao < 0. 
In any contrary case, (4.6) cannot be satisfied. 
We have the fo l lowing cases in which (Ht) holds, and (4.4) is not satisfied by 0 = v for 
any a > 0: 
(A)  a + ao + at < O, a + ao - a~ > O, 
(B)  a + ao + at < O, a < O, a < at - ao -< -a .  
In the following cases, 
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(4.4) is not satisifed with cos0 = bo/2 for any a > 0: 
(CO a > 0, a~ <0,  a + a0< 2a~ < 0. 
(C_,) a > 0, a~ < 0, 0< a + a0, 
(C3) a~ > 0, 
(C~) a <a l  < 0, 
(C5) at < a < 0, a + ao -< 2at < 0, 
(C6) a~ <a < 0, 0 -< a + a0. 
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Thus a sufficient condition for stability is that either (A) or (B) holds and one part of (C) holds. 
Since stability of (4.1) for all a > 0 is equivalent to stability of 
x'(t)  = or(t) + aox([t]r) + alx([t - rlr), (4.8) 
for all r > 0, we have proved the following. 
THEOREM 3 
Equation (4.8) is asymptotically stable for all r > 0 if any one of the following conditions 
(i) a>0,  a l<0,  a+a0>0,  a+ao+a~<O,  
(ii) a < 0, at > 0, a + ao + a~ < 0, a - ao + a~ -< 0, 
(iii) a < a~ <0,  a~ - a <ao< - (a  + a0 ,  
(iv) a <a~ < 0, a - a0 + a~--<0, a + ao + a~ <0,  
(v) at <a<0,  a + ao<- -2a~<O,  a -  ao + at <--0, 
(vi) a~ < a< 0, a + ao- - -0 ,  a + ao + a~ <0.  
is satisfied: 
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