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Signals representing coefficients in a series approximation to the 
two-dimensional density function represented by a pattern are di- 
rectly measured by focusing an image of the pattern on a small 
number of weighted masks with a photocell behind each, or alterna 
tively by passing the image of the pattern past a small number of 
weighted slits. The functions weighting the masks or slits are de- 
termined so as to enable subsequent normalization of the signals 
to make them independent of the incidentals of the configuration of 
the pattern; such incidentals may include variations in position, 
density, scale, orientation, and viewing perspective. Finally, recog- 
nition of a pattern is achieved by comparing the normalized signal 
values for an unknown pattern with sets of stored values representing 
known patterns; a "best match" of such values provides a basis for 
recognition of imperfect patterns in the presence of noise and meas- 
urement error. An example of one application of the method is dis- 
cussed, as are the results of a computer simulation of a character 
reader based on the application. 
I. METHOD OF RECOGNITION 
A system for the recognit ion of two-dimensional  pat terns  is sche- 
mat ized in Fig. ]. I t  consists of an electro-optical  perceptor that  generates 
voltage signals represent ing certain correlat ion integrals, an electronic 
normalizer that  makes these signals independent  of nonsignif icant 
var iat ions in pr int ing or reading, and an electronic lassifier which identi-  
fies normal ized signal configurations with stored configurations known 
to represent given patterns.  The descr ipt ion will be phrased in terms of 
using s tat ionary  weighted masks in the perceptor,  a l though an equiva-  
lent presentat ion can be based on the use of moving weighted slits. 
A. OPTICAL INTEGRATION 
The general method of recognit ion is appl icable i ther to the recogni- 
t ion of t ransparent  pat terns  using t ransmi t ted  l ight, or to the recognit ion 
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FIG. 2. Sample letter in the image region 
of opaque patterns using reflected light; moreover, it can be readily ex- 
tended to the recognition of colored images. For convenience in the 
presentation, however, it will be presumed that the patterns to be 
recognized, as well as the masks, are two-dimensional transparencies. 
A transparency pattern used to modulate the intensity of incoherent 
light can be represented by a real two-dimensional density function 
0 <-_ o(x, y) _-< 1 where p(z, y) = 1 for completely transparent points, 
p(z, y) = 0 for completely opaque points. 1 
The image of an unknown pattern pc(x, y) is focused on a region ~ 
which is a unit square 0 < z, y < 1, as illustrated in Fig. 2. I t  will be 
noted that the density function for a pattern, pc(z, y) of course depends 
on the position, orientation, scale, and boldness of the pattern. The 
If eoherent light or polarized light is used, p(x, y) is complex. Incoherent light 
is presumed throughout this paper, however, and p(x, y) is real. 
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system is designed to make measurements which are amenable to sub- 
sequent normalization transformations that remove the effects of 
these variables. 
The essential elements of the perceptor are a small number p (per- 
haps equal to ten or twenty) of variable-density optical masks with 
associated photocells. The masks are shaded according to a selected set 
of p continuous discriminant functions which will be designated 
{pl(x, y), p2(x, y), . . .  pp(x, y)}. (1) 
The jth mask may be thought of as a photographic transparency which 
transmits light according to the diseriminant function p/x, y) where 
0 <= p/x,  y) =< 1. The image of an unknown pattern pc(x, y) is simul- 
taneously projected on all p of the discriminant masks using a suitable 
optical arrangement within the perceptor. The distribution of light 
intensity emerging through the jth mask, as a function of x and y, is 
then the product 
pc(x, y)pi(z, y). (2) 
The total light emerging through each mask is collected and measured 
by means of a diffuser and photocell. This gives a direct measurement 
of the correlation i tegral 
ci = f f  pj(x, y)po(x, y) dx dy (3) 
The set of p signals 
{C1, C2, " .  C~} (4) 
thus defined constitutes the output of the perceptor. It will be noted 
that the process can be based entirely on geometric optics; there is no 
need to use coherent light, diffraction, or other wave-optical phenomena. 
The discriminant functions p/x, y) used to weight he masks are to 
be selected with two considerations in mind: 
(a) If the class of patterns to be recognized is {m~}, then the sets of 
signals {C~}~ must be sufficiently distinct o enable good discrimination 
in the presence of imperfect patterns, noise, and measurement errors. 
(b) The signals {C~} should be amenable to electronic normalization; 
they should be transformable by computing circuitry to a set {C/} 
which is independent of certain nondistinctive f atures of the pattern 
such as position, orientation, density of print, etc. 
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These considerations are not entirely compatible and a best balance 
must be found between satisfying both of them. Maximum separability 
in the sense of (a), for example, is achieved by using "matched filters" 
which are positive and negative transparencies of the specific shapes 
to be recognized and measuring maximum and minimum blackout. 
When this is done, all possibility of electronic normalization i the sense 
of (b) is lost. At the other extreme, when too much normalization is
applied, discriminating power will suffer; if characters are to be recog- 
nized even when they are upside down, it becomes impossible to dis- 
tinguish a "9" from a "6." 
The first objective, that of obtaining high discriminating power, can 
be achieved by selecting the diseriminant weighting functions so that 
the measured signals (4) represent leading coefficients in a series ex- 
pansion approximating the density function o~(x, y) of the unknown 
character. For example, if the masks are weighted as 
[1, sin 2~rx, cos 2~rx, sin 2Try, cos 2Try, sin 4~rx, (sin 27rx sin 2Try), - • .] (5) 
then the measurements (4) represent coefficients in the double Fourier 
Series expansion of the pattern. ~Alternatively, if the masks are weighted 
as 
[1, x ,y ,x  2 xy, y2 3 2 2 , , x ,xy ,  xy ,y , - . . ]  (6) 
then the measurements (4) represent the moments of the pattern, which 
of course are the Taylor's Series coefficients of the Fourier Transform 
of the density function of the pattern. Many other series expansions of a 
density function pc(x, y) or of some transform of it are possible. 
As is well known, any pattern can be approximated as closely as 
deAred by taking enough terms in a convergent series expansion; the 
number of terms needed for a given degree of approximation depends, 
naturally, on the series representation employed. There is no funda- 
mental question, then, as to whether measurements of the form (4) 
can be used to characterize patterns accurately. Apart from measure- 
ment errors, any desired degree of precision in characterizing a pattern 
can be achieved by using enough masks. It should be noted, however, 
that high precision in this sense may not be needed; it may be possible 
-" Optical masks must, of course, represent positive density functions, so in 
practice such masks would represent the functions (5) plus added constant terms. 
The resulting measurements would in practice be known linear combinations of 
the Fourier coefficients. 
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to discriminate characters from one another with many fewer coeffi- 
cients than would be required to represent any one of them precisely. 
Composite fonts of alpha-numeric characters encompassing 200 or more 
characters might he read, for example, using only ten or twenty masks, 
if these coefficients erve to discriminate between the different char- 
acters. 
Masks weighted with continuous discriminant functions will act as 
low pass filters; the photocells will be incapable of recognizing noise 
with high spatial frequency components. This filtering will reduce the 
effect of fuzziness as is encountered in typewritten material, as well as 
in many other character recognition applications. 
B. NORMALIZATION 
The second important consideration connected with selecting a set of 
diseriminant functions pj(x, y) is that the resulting signals (4) be 
amenable to electronic normalization to remove the effects of incidentals 
in the pattern configurations. It has been observed by independent 
workers (Hu, 3 1961; Giuliano et al., 1961) that the moments of a char- 
acter, for example, have this normalizability property. Specifically: 
1. Normalization for mass can be employed to yield measurements 
that do not depend on whether a pattern is printed heavily or lightly on 
a page, and do not depend on the color composition of the light or ink 
used. 
2. Normalization for position can be employed to yield measurements 
that are independent of the location of a pattern, so long as it lies en- 
tirely within a region of measurement. In a character-recognizing 
machine, for example, the mechanical tolerance requirements of the 
apparatus that scans a line of print would be greatly reduced, for char- 
acters would no longer have to he mechanically centered in the image 
region. The normalization would also facilitate the reading of printed 
letters that are mispositioned below or above the line of print. 
3. Normalization for orientation of a pattern may be utilized to en- 
able recognition of tipped patterns. 
4. Normalization for scale can be used to yield measurements hat 
are the same for bigger or smaller versions of a given pattern. In the 
3 This reference was brought o the authors' attention after the completion of 
this manuscript. They understand also that related work is proceeding at the 
National Bureau of Standards under the direction of Dr. F. Alt, but have seen 
no communication relating to it. 
AUTOMATIC  PATTERN RECOGNIT ION BY A GESTALT  METHOD 337 
recognition of characters, for example, this normalization would enable 
correction for errors in printing which tend to make a character slightly 
bigger or smaller. 
5. Normalization for perspective may be used to yield measurements 
in which the effect of an oblique viewing angle is removed. 
For the automatic recognition of printed characters the normali- 
zations for mass, position, and possibly orientation are the most im- 
portant. In the automatic identification of objects within photographs, 
normalizations for orientation, scale, and perspective would also be 
important. 
A mathematical treatment ofthe recognition method will be published 
separately (Meyer et al., 1962). Some of the more important results will 
be summarized in the remainder of this section, and an application in- 
volving the measurement of moments of patterns and their normaliza- 
t.ion will be discussed in Section II of this paper. 
The condition for normalization with respect o mass is the most 
straightforward. One of the discriminant functions, say pl, must cor- 
respond to a completely transparent mask pi(x, y) -- i. The measured 
signal 
c~ -- f f  p~(x, y) dx dy (7) 
then simply represents he mass of the pattern. Normalization for mass 
is achieved by dividing all other measurements by C~. 
Normalization of the 1Cj} measurements forposition can be achieved 
only if the set of discriminant functions {pj(x, y)} satisfy certain mathe- 
matical conditions. It has been established (5~Ieyer, et al., 1962) that 
necessary and sufficient conditions for positional normalizability are: 
1. Each p3(x, y) is a linear combination of products of polynomial, 
trigonometric, and exponential weighting functions, and 
2. The set of functions is chosen to be complete in the following 
sense: For each function pi(x, y), p~(x + x', y + y~) is expressible as a 
linear combination of the set Ip~(x, Y)I where the coefficients of the 
linear transformation depend only on x' and y'. 
The conditions imposed on the selection of {p~(x, y)} in order to 
enable normalization for orientation, scale, and perspective are some- 
what more severe, and will not be treated here. The normalizations are, 
however, readily accomplished in practice by use of appropriate analog 
or digital circuitry. It should be noted that the output of the normalizer 
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will consist of p' signals where p' <- p, since information is used in the 
course of normalization. 
C. CLASSIFICATION 
The  problem of classifying sets of signals to determine the patterns 
with which they are associated has been extensively discussed in the 
literature (Chow, 1957; Flores and Grey, 1960; Marill and Green, 1960). 
~¥e use a vector model, where the input to the classifier is considered to 
be a vector V consisting of the p' voltage signals representing the norma- 
lized measurements for the pattern being read. "Perfect" (i.e., canonical) 
versions of the patterns {P,I to be recognized correspond to canonical 
vectors {W~} in the V space. The  machine repertoire of patterns {P~I 
is established by initially storing the vectors {Wll (perhaps as resistor 
settings) in the machine. As illustrated in Fig. 3, where canonical 
vectors for a few alpha-numeric characters are shown in three dimen- 
sions, the problem of classification is simply one of associating a measured 
and normalized vector V for an unknown pattern with a known and 
stored W,  vector. 
One criterion for accomplishing classification in the presence of noise 
is by means  of distance-measuring algorithm in the vector space of 
the normalized signals. Such an algorithm associates with an unknown 
pattern the pattern Pk for which the distance IV - Wk [ is min imum 
V 3 
I MPERFECT "A" 
VI 
FIG. 3. Three-dimensional example of the space of normalized measurements 
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From a slightly more general viewpoint, a classification alogirithm 
consists of a partitioning of the V space into disioint regions, with a 
known pattern corresponding to each region. An unknown pattern V is 
identified with the pattern attached to the region in which V falls. This 
partitioning can most readily be accomplished by passing a number of 
hyperplanes through the space, yielding convex regions. It can be shown 
that for a multivariate Gaussian distribution of noise and known 
a-priori probabilities for each pattern, these hyperplanes can be se- 
lected to yield a maximum probability for correct identification (Meyer 
et al., 1962). Based on this concept, circuits to classify the normalized 
signals V for an unknown pattern would compute a set of linear func- 
~ionals of V (as many as there are characters) and associate V with the 
character corresponding to the largest functional. 
II. MEASUREMENT AND NORMALIZATION OF MOMENTS 
Of the many weighting functions p~(x, y) which might be used as 
masks, the set of polynomials given in (6) provides an excellent ex- 
ample for discussing the method. These weighting functions lead to the 
measurement or the moments of patterns, quantities whose normaliza- 
tion for mass, position, scale, etc., is generally familiar. We have pur- 
sued this example in some detail, using a system of computer programs 
to simulate a character recognition machine based on the use of too- 
ments. A brief discussion of this simulation will be given at the end of 
this section. 
If the discrimant functions {pj(x, y)} are the ascending powers in 
x and  y (6) then the measurements  (4) : 
ff ' M~(~)~(j) = x y po(x, y)dx d9 (8) 
represent the moments of the pattern 
[M0, M~, M,  M~,  M~,  Myy, M . . . .  Mx~y, M~yy, Mys~, . . . . ]  (9) 
Several of these moments have well known interpretations. M0(~) 
is the "weight" of }, i.e., the total amount of transmitted light, using the 
example of transparent characters. M~(~) and M~(~) are the "lever" 
moments about the x and g axes, while M~ and My~ are the so-called 
"moments ofinertia"; M~y is often referred to as the "product of inertia," 
etc. 
The second and third order central moments lend themselves to a 
series of intuitive interpretations, which help convey the Gestalt nature 
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TABLE I 
INTERPRETATIONS OF CENTRAL ~IoMENTS 
Interpretation Central Basis Degree Sign Examples 
moment (Fig. 4) 
Vertical ira- M~u~ Location of center Above -- P, E, 
balance of gravity with At 0 O, Z 
respect o half Below -~ A, L, J 
letter height 
Horizontal M~ Location of center Right of - J 
imbalance of gravity with At 0 A, O, Z 
respect o half Left of + P, E, L 
letter width 
Vertical di- ] I ,~  Dimension of bot- Wider -- A, L, J 
vergence tom compared to Same 0 E, O, Z 
top Narrower -I- P 
Horizontal M~y Dimension at left Taller - P, L, E 
divergence compared to Same 0 A, O, Z 
right Shorter + J 
Diagonality Mxy View from center 2nd & 4th -- L 
of gravity has Same 0 A, O, E 
more of letter in 1st & 3rd + Z, P, J 
- - - - - -  quad- 
rants 
Vertical Myy 
centralness 
Horizontal M~:~ 
centralness 
Determined by variance in the y direction 
Determined by variance in the x direction 
of the measurements.  Some of these interpretat ions are given in Table 
I,  for the letters shown in Fig. 4. For  example, the first line of the table 
states that  the central  moment  M~yy will be negative, zero, or posit ive 
depending respect ively on whether  the center of grav i ty  is above, at, or 
below half the letter  height.  The r ight -hand column of Table  I refers to 
the typ ica l  Roman letters drawn in Fig. 4 to i l lustrate the appl icat ion 
of these interpretat ions.  F inal ly ,  it is possible to assign a classification 
a lgor i thm for these typ ica l  characters  as shown in Table I I .  
I t  is convenient o use vector  terminology in t reat ing the normal i -  
zat ion of moments.  Let  Ai r denote a vector  consisting of a certain number  
of the moments  of a character  measured in the coordinate system of 
Fig. 2. 
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FIG. 4. The relationship between the center of gravity and the geometric 
center of various letters. 
TABLE II  
SIGNS OF CENTRAL MOMENT FUNCTIONS FOR THE CHARACTERS OF FIG. 4 
Letter My~ M~ Mx~. M'~y M~, 
A + 0 -- 0 0 
p -- + + - + 
L -t- -[- - - - 
E - -[- 0 - 0 
J -t- - -- -b + 
0 0 0 0 0 0 
Z 0 0 0 0 + 
A vector  21~ normal i zed  w i th  respect  o mass  is g iven by  the  mul t ip l i -  
cat ion :  
~I;Z = 1 ~lf. (10) 
m0 
Normal i za t ion  w i th  respect  to pos i t ion  is g iven by  comput ing  the  
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coordinates of the center of gravity 
2 - m~ ~ (11) 
m0 ~ ff - -  ~0 
and then applying a matrix transformation which yields a positionally 
independent vector fd+ 
3:/+ -- 1liP. 
The transformation matrix P is, in part:  
I 1 --2 --9 :~2 :~ ~32 _23 1 0 --2~ --9 0 322 i 1 0 -2  -29  0 
P = 1 0 0 -32  
1 0 0 
1 0 
1 
(12) 
ij 
(13) 
Normalization with respect to orientation is given by means of a 
principal axis transform of the type familiar to theoretical physicists. 
Basically, this consists of a linear transformation which performs a 
rotation of axes through an appropriate angle so as to make the nor- 
malized m~y = 0 : 
The matrix coefficients will not be exhibited here, but they may be 
readily located in textbooks on mathematical physics, or they can be 
computed by the reader. I t  will be noted that information originally 
present in the m0, m~, my, and m~y moments is sacrificed in order to 
accomplish the normalizations for mass, position, and rotation. 
2 Normalization for scale can be accomplished by noting that r = 
~+~ + M+y is an invariant under  rotation, as well as translation since 
it represents the moment  of inertia of a character about an axis through 
its center of gravity. Then  a vector ]~re normalized for scale, as well as 
mass, position, and orientation, is given by: 
.W e = ~ leS I  (15) 
where I is the diagonal identity matrix and 
S [1 -1 -1 -~ -~ -2 -3 -3 -3 -3 ] (16) 
~-  , T , T , T , T , T , T , T , T , T , " ' "  . 
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Finally, it should be noted that normalization for perspective could be 
accomplished by means of a parallel projective linear transformation 
applied to the original M vector, provided of course that the angles of 
projection are known from auxiliary data. Such a transformation, like 
the others, is a linear one performable by a matrix multiplication. 
The writers have simulated a simple and experimental character 
recognition system on a general purpose computer. This system is 
based on the measurement of the first ten moments of a character, the 
normalization of these moments for mass, position and scale, and dis- 
crimination by means of a simple distance-measuring algorithm that 
gives a quantitative measure of similarity between characters. 
To calibrate the system for a specific font of type, a machine program 
is used to compute and normalize the moment vectors for "perfect" 
versions of each character in a font of up to 100 characters. The resulting 
vectors are stored, and define the font which the system is prepared to 
recognize. 
An actual font of 62 characters, Metro Thin #2, was manually 
encoded from a printer's handbook for purposes of experimentation 
A 00000 A 06590 R 07096 X 
B 0GO00 B 002~8 O 0 ~  ..... 
C 00000 C 02215 6 03186 8 
D 00000 D 00934 X 01349 0 
00000 E 032~6 C 05460 5 
F 00000 F 05519 P 05651 9 
G 00000 G 00591 Q 01591 X 
H 00000 H 01871 ~ 02470 W 
I 00000 I 02249 1 06556 E 
FIa. 5. Distance (squared) from various characters to their nearest neighbors, 
using central-moment vectors. 
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A 00003 A 06796 R 07355 X 
B 00199 B 00510 0 00617 8 
C 00192 C 02564 E 03L59 6' 
D 00078 D 00875 X 01154 O 
E 00000 g 03189 C 03488 5 
F 00532 ~ 03543 P 03~90 9 
G 00115 G 00570 q 02343 X 
H 00082 H 02016 H 02594 N 
FIo. 6. Distances (squared) from various noisy characters to their nearest 
neighbors, using centrM-moment vectors. 
with the simulated system. Encoding consisted of manually approxi- 
mating the characters by line segments and eireular segments, and 
using the coordinates of these segments as inputs to the computer. 
A number of experiments were conducted using this font, and sam- 
ples of the computer output are shown in Figs. 5 and 6. The left-hand 
eotumn of Fig. 5 shows the first few characters in the upper ease of the 
experimental font. Subsequent columns how the squares of distances 
in the normalized vector space from the eharaeter being analyzed to its 
nearest neighbors. In Fig. 5 the characters being analyzed are the 
canonical characters themselves so that the distances listed are those 
between canonical vectors. Thus the distance between the measured 
"A" and the stored "A" is zero; its next nearest neighbors are "R" 
and "X." The reader will note that similar patterns tend to produce 
proximate vectors: thus "R" is the closest neighbor to "A ' ,  "6" is 
close to "C," "8" is close to "B," "P" is closest o "F," and "1" is 
closest o "I ," etc. 
Figure 6 shows the results of adding noise to the characters being 
recognized, large simulated chunks of dirt in this case; the canonical 
characters are the same as those used in Fig. 5. A series of such experi- 
ments were conducted with the simulated system. In one experiment, 
for example, heavy serifs were added to each character; in another, 
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different metrics were tried in the normalized vector space. The experi- 
mental system shows reasonable discriminating power in the presence 
of print disturbances and noise and is, of course, insensitive to the vari- 
ations in positioning, scale, line thickness, and heaviness of print which 
are compensated for by normalization. 
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