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On coarse geometric aspects of Hilbert geometry
Ryosuke Mineyama ∗†, Shin-ichi Oguni ‡§
Abstract
We begin a coarse geometric study of Hilbert geometry. Actually we
give a necessary and sufficient condition for the natural boundary of a
Hilbert geometry to be a corona, which is a nice boundary in coarse ge-
ometry. In addition, we show that any Hilbert geometry is uniformly
contractible and with coarse bounded geometry. As a consequence of
these we see that the coarse Novikov conjecture holds for a Hilbert geom-
etry with a mild condition. Also we show that the asymptotic dimension
of any two-dimensional Hilbert geometry is just two. This implies that
the coarse Baum-Connes conjecture holds for any two-dimensional Hilbert
geometry via Yu’s theorem.
Keywords: Hilbert geometry, corona, coarse Baum-Connes conjecture,
coarse Novikov conjecture, asymptotic dimension.
2010MSC: 51F99.
1 Introduction
Coarse geometry studies metric spaces by neglecting small-scale structures and
thus focusing on large-scale ones [13, 17]. For example one does not distinguish
all bounded metric spaces, and also identifies the Euclidean space Rn with its
integer lattice Zn. The coarse Novikov conjecture and its stronger version, that
is, the coarse Baum-Connes conjecture [9, 16, 18] are interesting by the following
two reasons at least.
1. These have applications to differential topology of manifolds related to the
Novikov conjecture [10].
2. These are targets of applications of some important coarse geometric prop-
erties, for instance having finite asymptotic dimension and coarse embed-
dability into a Hilbert space, which are sufficient conditions for a metric
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spaces with coarse bounded geometry to satisfy the coarse Baum-Connes
conjecture, respectively, showed by Yu [19, 20].
Note that whether the coarse Novikov conjecture (resp. the coarse Baum-
Connes conjecture) holds or not is invariant under the equivalence in the sense
of coarse geometry. There are a number of positive results for these conjec-
tures based on the above sufficient conditions. Also by other approaches, it
is known that “non-positively curved” spaces like proper geodesic Gromov-
hyperbolic spaces and CAT(0) spaces [3] satisfy the coarse Baum-Connes con-
jecture [7, 9, 22]. Especially boundaries called coronae played an essential role
for the case of proper geodesic Gromov-hyperbolic spaces [9].
A Hilbert geometry is defined on a bounded convex domain X in the Eu-
clidean space Rn endowed with the Hilbert metric d. This is a classical and
naive geometric object, the study of which is still being developed actively [15].
Now we can formulate somewhat new questions from a coarse geometric point
of view. The following are typical ones.
Question 1.1. (1) Does a Hilbert geometry satisfy the coarse Novikov conjec-
ture or the coarse Baum-Connes conjecture?
(2) Can we determine the asymptotic dimension of a Hilbert geometry? In
particular is it finite?
(3) Is a Hilbert geometry coarsely embeddable into a Hilbert space?
We expect that the coarse geometric investigation expands the study of
Hilbert geometry and that, conversely, Hilbert geometry provides interesting
examples for coarse geometry.
An n-dimensional unit open ball equipped with the Hilbert metric is the pro-
jective model of the n-dimensional hyperbolic space, any n-dimensional polygon
with the Hilbert metric is bi-Lipschitz equivalent to the Euclidean space Rn [21].
Thus Question 1.1 is positively solved in such spaces [13, 17], but it is not known
for general Hilbert geometries. A Hilbert geometry (X, d) is not necessarily ei-
ther CAT(0) or Gromov-hyperbolic. Indeed an investigation of Kelly and Straus
[12] implies that (X, d) is CAT(0) if and only if X is an ellipsoid. Besides if
(X, d) is Gromov-hyperbolic then the boundary ∂X = X \X must be of differ-
entiability class C1 where X is the closure of X in Rn [11]. Hence it is difficult
to answer Question 1.1 (1) by only using known results in coarse geometry. On
the other hand the above facts indicate that the shape or smoothness of the
boundary ∂X dominates geometric properties of the Hilbert geometry (X, d).
Now a question naturally occurs.
Question 1.2. Is the natural boundary of a Hilbert geometry a corona?
In this paper, we discuss Questions 1.1 and 1.2. The following first main
theorem completely answers Question 1.2.
Theorem 1.3. Let X ⊂ Rn be a non-empty bounded convex domain. Then the
boundary ∂X is a corona of the Hilbert geometry (X, d) if and only if the closure
X is properly convex in Rn.
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This theorem enables us to answer Question 1.1 (1) positively in a certain case by
combining with Propositions 3.4 and 4.3, which claim that any Hilbert geometry
is uniformly contractible and with coarse bounded geometry.
Corollary 1.4. Let X ⊂ Rn be a non-empty bounded convex domain and the
closure X be properly convex in Rn. Then the Hilbert geometry (X, d) satisfies
the coarse Novikov conjecture.
Our second main theorem answers partially Question 1.1 (2).
Theorem 1.5. The asymptotic dimension of any 2-dimensional Hilbert geom-
etry is equal to 2.
Putting together with Proposition 4.3, we see that any 2-dimensional Hilbert
geometry satisfies the coarse Baum-Connes conjecture via Yu’s result [19]. An-
other consequence of this theorem is that any 2-dimensional Hilbert geometry
can be coarsely embedded into a Hilbert space. This follows from a well-known
fact that any metric space with coarse bounded geometry can be coarsely em-
bedded into a Hilbert space whenever the space has finite asymptotic dimension
[17].
Notation 1.6. We collect some notations which will frequently appear in this
paper. We always assume that 2 ≤ n <∞.
• A line through a, b ∈ Rn is a set { ta+ (1− t)b ∈ Rn | t ∈ R }.
• For x, y ∈ Rn, [x, y] denotes the (directed) segment from x to y.
• For x, y ∈ Rn, |xy| denotes the Euclidean distance between x and y.
• We write the closure of an open set A ⊂ Rn as A and put ∂A := A \ A.
For a closed set B ⊂ Rn, we put ∂B := B \ int(B) where int(B) is the
interior of B.
• For a bounded convex domain X ⊂ Rn, a chord [x′, y′] is a (directed)
segment connecting two boundary points x′, y′ ∈ ∂X .
• For a Hilbert geometry (X, d) (defined in §2.2), B(x, r) denotes the closed
ball of radius r > 0 centered at x ∈ X with respect to d. If we do not
wish to specify the center, we simply denote by Br a closed ball of radius
r. When we consider a Euclidean closed r-ball (resp. a closed r-ball in a
general metric space (Y, dY )), we write it as Beuc(x, r) (resp. BY (x, r)).
2 Preliminaries
In this section we recall fundamental facts, especially about Hilbert geometry.
Topics related to coarse geometry are dealt on each occasion (Definitions 3.1,
4.1, 5.2, 6.1). We refer to a book by Roe [17] or the book by Nowak and Yu [13]
for a comprehensive account of these terminologies.
2.1 Convexity in the Euclidean space
A metric space (Y, dY ) is said to be a geodesic space (resp. uniquely geodesic
space) if any two points are joined by a geodesic (resp. a unique geodesic).
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Here, a geodesic is (the image of) an isometric embedding of a closed interval
of R into Y .
For a uniquely geodesic space (Y, dY ), we say that a subset A of Y is convex
(resp. properly convex ) if for every x and y in A, any point z distinct from x, y
on the geodesic joining x, y is contained in A (resp. the interior of A). See [14,
Definitions 2.5.2, 2.5.6]. If (Y, dY ) is proper, that is, any bounded closed set is
compact, then the closure of a convex set is also convex [14, Proposition 2.5.3].
Lemma 2.1. For a bounded domain X in Rn, the closure X is properly convex
if and only if X is convex and its boundary ∂X does not include any non-trivial
segment.
Proof. The necessary condition is obvious. In order to prove the converse, we
assume that [x, y] ∩ ∂X contains z 6= x, y. Since ∂X does not include any non-
trivial segment, there exist two points x′ ∈ [x, z] and y′ ∈ [z, y] with x′, y′ ∈ X .
Then z ∈ [x′, y′] 6⊂ X . This contradicts the convexity of X .
The following is well-known [2, 16.3 Proposition, 16.4 Theorem].
Proposition 2.2. Let A be a bounded convex domain in Rn and let o ∈ A.
Take ǫ > 0 so that Beuc(o, ǫ) ⊂ A. Define a map π : ∂A → ∂Beuc(o, ǫ) as
a projection of ∂A to ∂Beuc(o, ǫ) toward o. Then π is a homeomorphism and
can be extended to a homeomorphism from A to Beuc(o, ǫ). In particular A is
contractible.
2.2 Hilbert geometry
Let X ⊂ Rn (n ≥ 2) be a non-empty bounded convex domain. For any different
two points x, y ∈ X a line passing through x and y crosses ∂X at just two
points x′, y′ where x′, x, y, y′ are arranged in this order. Such a chord [x′, y′] is
uniquely determined for x and y. The value
|xy′||yx′|
|xx′||yy′|
is called the cross ratio of x and y. The cross ratio induces a metric d on X by
d(x, y) =
{
log |xy
′||yx′|
|xx′||yy′| if x 6= y,
0 if x = y,
(for example, [4, 8]). We call d the Hilbert metric and (X, d) a Hilbert geometry.
We say that a finite set of points in Rn is collinear if it belongs to a single line.
We always suppose that elements of a collinear set {x1, . . . , xk} are arranged by
their indices. The following invariance of the cross ratio under the perspective
projection is well-known [14, Proposition 5.6.4]. See Figure 1.
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Figure 1: Proposition 2.3.
Proposition 2.3. Let {a1, a2, a3, a4} and {b1, b2, b3, b4} ⊂ Rn be collinear and
consist of distinct points, respectively. If we have four lines Ri passing through
ai and bi (i = 1, . . . , 4) which meet at a point p ∈ Rn or are parallel, then
|a2a4||a3a1|
|a2a1||a3a4|
=
|b2b4||b3b1|
|b2b1||b3b4|
.
We recall some basic facts about Hilbert geometry.
Theorem 2.4 ([4, 8]). Let X ⊂ Rn be a non-empty bounded convex domain.
(i) The Hilbert metric and the restricted Euclidean metric give the same topol-
ogy on X.
(ii) The Hilbert geometry (X, d) is a proper metric space.
(iii) Every segment in X is a geodesic in (X, d).
(iv) The Hilbert geometry (X, d) is uniquely geodesic if and only if there is no
pair of non-trivial segments I, J in ∂X such that I, J span an affine plane
in Rn. In particular if X is properly convex in Rn, then (X, d) is uniquely
geodesic.
3 Uniform contractibility
We prove that every Hilbert geometry is uniformly contractible.
Definition 3.1. Ametric space (Y, dY ) is uniformly contractible if for anyR > 0
there exists S ≥ R such that any closed R-ball BY (y,R) is contractible to a
point in BY (y, S).
Lemma 3.2. Let (X, d) be a Hilbert geometry. Then for any o, x, y ∈ X and
any z ∈ [x, y], we have
d(o, z) ≤ max {d(x, o), d(y, o)} .
In particular, every open ball in (X, d) is convex with respect to the Euclidean
metric.
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Proof. If o, x, y are collinear then the claim is trivial and hence it suffices to
consider the case where o, x, y span a plane H . Let [x1, x2] and [y1, y2] be two
chords through o, x and o, y in this order respectively. Then [x1, x2] and [y1, y2]
belong to the plane H . For any z ∈ [x, y] we take a chord [z1, z2] passing through
o, z in this order. Since X is also convex, [z1, z2] intersects [x1, y1] and [x2, y2]
at two points z′1, z
′
2 ∈ H ∩X respectively. If [x1, y1] and [x2, y2] are not parallel,
let p ∈ H be the point on which the line including [x1, y1] intersects the line
including [x2, y2]. In the case where [x1, y1] and [x2, y2] are parallel, we take the
point at infinity as p. Considering the line L through p, z, we see that L crosses
[x1, x2] and [y1, y2] at x3 and y3 respectively. Since z belongs to the segment
[x, y], (i) |ox| ≥ |ox3| and |oy3| ≥ |oy| or (ii) |oy| ≥ |oy3| and |ox3| ≥ |ox| must
be satisfied. If (i) happens, by Proposition 2.3 we have
|ox2||xx1|
|ox1||xx2|
≥
|ox2||x3x1|
|ox1||x3x2|
=
|oz′2||zz
′
1|
|oz′1||zz
′
2|
≥
|oz2||zz1|
|oz1||zz2|
.
Thus we conclude that d(o, x) ≥ d(o, z). A similar inequality gives d(o, y) ≥
d(o, z) in the case where (ii) happens.
Remark 3.3. For A > 0, B ≥ A and C ≥ 0, we have B/A ≥ (B + C)/(A+ C).
Proposition 3.4. Every Hilbert geometry (X, d) is uniformly contractible.
Proof. Every open ball of (X, d) is convex with respect to the Euclidean metric
by Lemma 3.2. Thus by Theorem 2.4 (i) and Proposition 2.2, any closed ball
with respect to d is contractible in itself.
4 Coarse bounded geometry
We show that Hilbert geometries have coarse bounded geometry.
Definition 4.1. A metric space (Y, dY ) is said to be with coarse bounded ge-
ometry if there exists ǫ > 0 satisfying the following: For any R > 0,
sup { l | y ∈ Y, y1, . . . , yl ∈ BY (y,R), i 6= j, dY (yi, yj) > ǫ } <∞.
In order to count points in a closed ball we compute the ratio of the volume
of closed balls.
Lemma 4.2. Let (X, d) be a Hilbert geometry. For any R, r > 0 (R ≥ r), let
BR and B(x, r) be closed balls with B(x, r) ⊂ BR. Then there exists a constant
1 > D > 0 such that the map fx : R
n → Rn given by
fx(y) = x+D(y − x)
sends BR into B(x, r).
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Figure 2: Proof of Lemma 4.2.
Proof. Fixing y ∈ BR \ B(x, r) arbitrarily, we take a chord [x′, y′] passing
through x, y in this order. Let z ∈ ∂B(x, r) be the intersection point of the
segment [x, y] and ∂B(x, r). See Figure 2.
Since x, y ∈ BR, their distance is at most 2R:
|y′x||x′y|
|y′y||x′x|
= ed(x,y) ≤ e2R. (1)
By expanding (1) with |y′x| = |y′y| + |xy|, |x′y| = |x′x| + |xy| and |y′x′| =
|y′y|+ |yx|+ |xx′|, we obtain
|xy||y′x′| ≤
(
e2R − 1
)
|y′y||x′x|.
In a similar way,
|xz||y′x′| = (er − 1) |y′z||x′x|.
Since |y′y| ≤ |y′z| by our assumption, we get
|xz|
|xy|
≥
(er − 1) |y′z||x′x|
(e2R − 1) |y′y||x′x|
≥
er − 1
e2R − 1
.
Defining D = (er − 1)/(e2R − 1), we have the conclusion.
Proposition 4.3. Every Hilbert geometry is with coarse bounded geometry.
Proof. Fix ǫ > 0 arbitrarily, let R > 0 and take any closed ball B(x,R). Choose
{x1, . . . , xl} ⊂ B(x,R) so that d(xi, xj) > 2ǫ (i 6= j) for some l ∈ N. This
condition is equivalent to B(xi, ǫ) ∩B(xj , ǫ) = ∅ for each i 6= j.
Since B(xi, ǫ) ⊂ B(x,R+ǫ), there exists a contracting constantD and a map
fi : x 7→ xi+D(x−xi) such that fi(B(x,R+ǫ)) ⊂ B(xi, ǫ) for each i ∈ {1, . . . , l }
by Lemma 4.2. Note that D depends only on R and ǫ. We denote by µ the
Lebesgue measure on Rn. Then we have µ(fi(B(x,R+ ǫ))) = D
nµ(B(x,R+ ǫ))
for all i. Since
⊔l
i=1B(xi, ǫ) ⊂ B(x,R + ǫ),
l∑
i=1
µ(B(xi, ǫ)) = µ
(
l⊔
i=1
B(xi, ǫ)
)
≤ µ(B(x,R + ǫ)). (2)
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On the other hand, we also have
l∑
i=1
µ(B(xi, ǫ)) ≥
l∑
i=1
µ(fi(B(x,R + ǫ))) = lD
nµ(B(x,R + ǫ)). (3)
Combining (2) and (3), we obtain
l ≤
1
Dn
.
Thus we conclude
sup { l | x ∈ X, x1, . . . , xl ∈ B(x,R), i 6= j, d(xi, xj) > 2ǫ } ≤
1
Dn
.
This completes the proof.
5 Corona
The natural boundary of a bounded convex domain X gives a compactification
of the Hilbert geometry (X, d). This is a consequence of Theorem 2.4 (i).
Corollary 5.1. Let (X, d) be a Hilbert geometry. Then the closure X of X in
Rn gives a compactification of (X, d).
We discuss when the natural boundary of a Hilbert geometry is a corona. Let
(Y, dY ) be a proper metric space. A bounded continuous function f : Y → C is
a Higson function on Y if for any ǫ > 0 and any C > 0, there exists a bounded
set B ⊂ Y such that for x, y ∈ Y with dY (x, y) ≤ C and x 6∈ B we have
|f(x)− f(y)| < ǫ.
Definition 5.2. A metrizable compactification Y of a proper metric space Y
is a coarse compactification if the restriction of every continuous function on Y
is a Higson function on Y . We call the boundary Y \ Y a corona of Y .
The following is self-evident by the definition of the Hilbert metric.
Lemma 5.3. Let (X, d) be a Hilbert geometry. If a subset A ⊂ X satisfies
deuc(A, ∂X) > ǫ for some ǫ > 0 then it is bounded, i.e., the diameter of A with
respect to d is finite.
Lemma 5.4. For two converging sequences xi → x and yi → y in Rn, any
sequence {zi}i consisting of zi ∈ [xi, yi] (i ∈ N) has a converging subsequence.
Moreover the limit point lies in [x, y].
Proof. From the assumption, there exists ti ∈ [0, 1] such that zi = tixi+(1−ti)yi
for each i ∈ N. By taking a subsequence we may assume that {ti}i converges
to some point t ∈ [0, 1]. Set z = tx+ (1 − t)y. Then we have
‖zi − z‖ ≤ ‖ti(xi − x)‖ + ‖(ti − t)x‖ + ‖(1− ti)(yi − y)‖+ ‖(t− ti)y‖ −→ 0
by the triangle inequality.
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The next lemma is the key to proving Theorem 1.3.
Lemma 5.5. Let (X, d) be a Hilbert geometry with a base point o ∈ X. Suppose
that X is properly convex in Rn. Then for any C > 0 and δ > 0 there exists a
bounded subset Mδ,C satisfying the following: For any x, y ∈ X if x 6∈Mδ,C and
d(x, y) ≤ C then |xy| < δ.
Proof. Take x, y ∈ X arbitrarily and suppose that a chord [ξ, η] passes through
x, y in this order. By the definition of the Hilbert metric we have
ed(x,y) =
(|xy|+ |xξ|)(|xy| + |yη|)
|xξ||yη|
.
If d(x, y) ≤ C and δ ≤ |xy|, then we obtain
eC ≥
(|xy|+ |xξ|)(|xy| + |yη|)
|xξ||yη|
≥
δ2
|xξ||yη|
.
Let diameuc(X) be the diameter of X with respect to the Euclidean metric. By
putting E = δ2/(eC ·diameuc(X)) we see that |xξ|, |yη| should satisfy |xξ|, |yη| ≥
E since |xξ|, |yη| ≤ |ξη| ≤ diameuc(X). We also have |xη| = |xy|+ |yη| ≥ E.
With this in mind, we consider a set
Mδ,C = { x ∈ X | ∃ y ∈ X, |xy| ≥ δ and d(x, y) ≤ C } .
We claim that Mδ,C is bounded. Then the assertion follows. To verify this
claim, we assume that Mδ,C is not bounded. Then by Lemma 5.3 for a fixed
decreasing sequence ǫi → 0 there exists a sequence {xi}i in Mδ,C satisfying
infζ∈∂X |xiζ| ≤ ǫi for each i. By the definition of Mδ,C, we have a sequence
{yi}i in X such that |xiyi| ≥ δ and d(xi, yi) ≤ C. Applying the above argument
to xi and yi, we get ξi, ηi ∈ ∂X so that xi ∈ [ξi, ηi] and |xiξi|, |xiηi| ≥ E for each
i. By taking subsequences we may assume ξi, ηi → ξ∞, η∞ (i → ∞) for some
ξ∞, η∞ ∈ ∂X . Lemma 5.4 shows that the corresponding subsequence {xi}i has
an accumulation point x∞ ∈ [ξ∞, η∞]. Furthermore, x∞ 6= ξ∞, η∞ because
|xiξi|, |xiηi| ≥ E for all i ∈ N. However since infζ∈∂X |x∞ζ| ≤ ǫi → 0, we have
x∞ ∈ ∂X . This contradicts Lemma 2.1.
Proof of Theorem 1.3. Fix o ∈ X to be a base point. Suppose that ∂X includes
a non-trivial segment [α, β]. We take two distinct points ξ, η in [α, β] \ {α, β}
and a continuous function f on X which separates ξ and η, i.e., f(ξ) 6= f(η).
We show that the Hausdorff distance with respect to d between [o, ξ] \ {ξ} and
[o, η] \ {η} is finite. Then it follows that f is not a Higson function and hence
∂X is not a corona. Suppose that |αξ| < |αη|. For any x ∈ [o, ξ] \ {ξ} let
y ∈ [o, η] \ {η} be the point such that the line L through x and y is parallel to
the line through α and β. Let x′, y′ ∈ X be the intersection points of L and
[o, α], [o, β] respectively. Then by Proposition 2.3 and Remark 3.3 we have
|ξβ||ηα|
|ξα||ηβ|
=
|xy′||yx′|
|xx′||yy′|
≥ ed(x,y).
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By symmetry, we have the conclusion.
To show the converse, we note that X is a compact metric space with respect
to the restriction of the Euclidean metric. Since any continuous function on X
is uniformly continuous, the assertion follows from Lemma 5.5.
Since the following argument is standard in coarse geometry, we write briefly
(for the precise definition, see [9, 6]).
Proof of Corollary 1.4. Since X is a coarse compactification, the transgression
map T∂X and the Higson-Roe map b∂X are well-defined and the following dia-
gram is commutative:
K•(X) K•(C
∗X)
KX•(X)
K˜•−1(∂X) .
c(X)
A(X)
∂∂X b∂X
µ(X)
T∂X
HereK•(X) is the K-homology of X , C
∗X is the Roe algebra of X , K•(C
∗X) is
the K-theory of C∗X , A(X) is the assembly map for X , c(X) is the coarsening
map for X , µ(X) is the coarse assembly map for X , K˜•−1(∂X) is the reduced
K-homology of ∂X and ∂∂X is a connecting map of the K-homology (see [9,
Section 6] and also [6, Section 1]).
By Proposition 2.2, ∂∂X is an isomorphism. Combining Propositions 3.4 and
4.3, we see that c(X) is also an isomorphism (see [5, Proof of Theorem 4.8] and
also [6, Section 3.2]). By tracing the diagram, we have the conclusion.
Remark 5.6. On the above setting, the transgressionmap T∂X is an isomorphism
and the assembly map A(X) is injective. We note that the coarsening map c(X)
is an isomorphism for any Hilbert geometry because Proposition 4.3 and 3.4 do
not require the domain is properly convex.
6 Asymptotic dimension
We begin with the definition of the asymptotic dimension of a metric space. For
a family U of subsets of a metric space, the r-multiplicity of U is the smallest
number n such that the every closed r-ball intersects at most n elements of U .
There are several equivalent ways to define the asymptotic dimension (see, for
example, [1, §3]). In this paper, we adopt the following definition.
Definition 6.1. Let Y be a metric space. We say that the asymptotic dimension
asdim(Y ) of Y does not exceed m if for each r > 0 there exists a uniformly
bounded cover U with r-multiplicity ≤ m+1. In this case we write asdim(Y ) ≤
m. If asdim(Y ) ≤ m but asdim(Y ) 6≤ m − 1, then we say that the asymptotic
dimension of Y is m.
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6.1 Lower bound
To get the lower bound we use the coarse cohomology. For a proper metric space
Y , HXm(Y ) and Hmc (Y ) denote the m-dimensional coarse cohomology and
Alexander-Spanier (or equivalently, Cˇech) cohomology with compact supports of
Y respectively. It is known that there naturally exists a character map cm(Y ) :
HXm(Y ) → Hmc (Y ). See [16] and [17] for details. Since the argument is
standard in coarse geometry, we write briefly.
Lemma 6.2. Let Y be a proper metric space. If HXm(Y ) is not trivial and
the character map cm(Y ) is injective, then we have m ≤ asdim(Y ).
Proof. We can assume that m′ = asdim(Y ) < ∞. Then we have an anti-Cˇech
system {Uk}k such that each nerve complex |Uk| satisfies Hmc (|Uk|) = 0 for any
m > m′ by [17, Theorem 9.9(c)]. We take a partition of unity ρ subordinate
to the cover Uk of Y for some k. Then it defines a proper continuous map
κ : Y → |Uk|. Since |Uk| admits a proper metric which is coarsely equivalent
to Y by κ [23] and the coarse cohomology is coarsely invariant, the character
map cm(Y ) : HXm(Y ) → Hmc (Y ) factors through H
m
c (|Uk|). The map must
be a 0-map if m > m′. If the character map cm(Y ) is injective, then we have
HXm(Y ) = 0.
Proposition 6.3. The asymptotic dimension of any m-dimensional Hilbert ge-
ometry is at least m.
Proof. Let (X, d) be an m-dimensional Hilbert geometry. Since X is uniformly
contractible (Proposition 3.4) we see that the character map is an isomorphism
[16, (3.33) Proposition]. On the other hand we have Hmc (X) = R because X is
homeomorphic to Rm. By Lemma 6.2 we have asdim(X) ≥ m.
6.2 Lemmas
Let X ⊂ Rn be a non-empty bounded convex domain and (X, d) the Hilbert
geometry. Fix o ∈ X to be a base point. We define a ray ℓ as (the image of)
an isometric embedding from [0,∞) into X such that its image is included in a
line of Rn and ℓ(0) = o.
Lemma 6.4. Let (X, d) be a Hilbert geometry with a base point o. For a2, b2 ∈
X, take two chords [a1, a3] and [b1, b3] passing through o, a2 and o, b2 in this
order respectively. Let Li (i = 1, 2, 3) be the line through ai and bi. If o, a2, b2
are not collinear and satisfy d(o, a2) = d(o, b2), then three lines L1, L2, L3 meet
at one point in Rn \X or are parallel.
Proof. Note that seven points a1, a2, a3, b1, b2, b3, o are on the same plane in R
n.
We assume that L1 and L3 are not parallel. Let p be the point where L1 and
L3 intersect. By the choice of a1, a3, b1, b3, two chords [a1, b1] and [a3, b3] do not
intersect each other inX . Since X is convex, p is not contained in X . Consider a
line L′ through b2 and p. Then L
′ crosses the segment [o, a3] at a point q (Figure
3). By Proposition 2.3 we see that d(o, b2) = d(o, q) and thus d(o, a2) = d(o, q).
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This shows that a2 = q because o, a2, q are on the same segment [o, a3]. For the
case where L1 and L3 are parallel, we can show the lemma in a similar way.
o
a1
q
a3
b1
b2
b3
p
L1
L3
L′
Figure 3: Proof of Lemma 6.4.
Lemma 6.5. For a pointed Hilbert geometry (X, d, o), given two distinct rays
ℓ1 and ℓ2, if 0 < s < t then
d(ℓ1(s), ℓ2(s)) ≤ d(ℓ1(t), ℓ2(t)).
Proof. Suppose that two chords [at, bt] and [as, bs] pass through ℓ1(t), ℓ2(t) and
ℓ1(s), ℓ2(s) in this order respectively. Applying Lemma 6.4 to points on ℓ1 and
ℓ2 twice, we notice that [at, bt] and [as, bs] do not intersect each other in X .
Putting this and the convexity of X together we see that [at, o] and [bt, o] cross
[as, bs]. We denote individual intersection points by a
′
s, b
′
s so that as, a
′
s, b
′
s, bs
are arranged in this order. The segment [a′s, b
′
s] contains ℓ1(s) and ℓ2(s). By
Proposition 2.3, we have
ed(ℓ1(t),ℓ2(t)) =
|ℓ1(t)bt||ℓ2(t)at|
|ℓ1(t)at||ℓ2(t)bt|
=
|ℓ1(s)b′s||ℓ2(s)a
′
s|
|ℓ1(s)a′s||ℓ2(s)b
′
s|
.
On the other hand by Remark 3.3 we also have
|ℓ1(s)b′s||ℓ2(s)a
′
s|
|ℓ1(s)a′s||ℓ2(s)b
′
s|
≥
|ℓ1(s)bs||ℓ2(s)as|
|ℓ1(s)as||ℓ2(s)bs|
= ed(ℓ1(s),ℓ2(s)).
This shows the lemma.
The next lemma follows from the triangle inequality and Lemma 6.5.
Lemma 6.6. Let (X, d, o) be a pointed Hilbert geometry. For x, y ∈ X let
ℓx and ℓy be rays passing through x and y respectively. If d(x, y) ≤ r and
d(o, x) ≤ d(o, y) then d(ℓx(s), ℓy(s)) ≤ 2r for s ≤ d(o, y).
Proof. Note that for any d(o, x) ≤ t ≤ d(o, y), we have
d(ℓx(t), x) + d(y, ℓy(t)) = d(o, y)− d(o, x) ≤ d(x, y) ≤ r,
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by the triangle inequality. Hence it holds
d(ℓx(t), ℓy(t)) ≤ d(ℓx(t), x) + d(x, y) + d(y, ℓy(t)) ≤ 2r.
By Lemma 6.5 we have d(ℓx(s), ℓy(s)) ≤ 2r for any s ≤ d(o, y).
6.3 Upper bound
Henceforth, we concentrate on 2-dimensional Hilbert geometries. In such a case,
the boundary of a ball with respect to the Hilbert metric is homeomorphic to
the circle S1 by Lemmas 2.2 and 3.2. Because of this we may simply call the
boundary of a ball a circle and assume that each circle is endowed with the
counterclockwise (CCW) direction. For distinct two points a, b on a circle, the
arc âb from a to b stands for the closed subpath on the circle from a to b in the
CCW direction.
Let R > 0. We consider two conditions for an arc âc:
 There exists a point b ∈ âc such that d(a, b) ≥ R.
♦ The diameter diam(âc) = maxx,y∈âc d(x, y) is not larger than 4R.
Lemma 6.7. Let R > 0. If an arc âc satisfies  for R then âc can be decomposed
into arcs â0a1, â1a2, . . . , âk−1ak (k ∈ 2Z + 1), each of which satisfies  and ♦
for R.
Proof. Note that âc is homeomorphic to a closed interval. Since the distance
function d(a,−)|âc is continuous, there exists a unique point a1 ∈ âc satisfying
d(a, a1) = R and d(a, b) < R for any b ∈ âa1 \ {a1}. We have three cases: (i)
a1 = c. (ii) a1 6= c and â1c does not satisfy . (iii) a1 6= c and â1c satisfies
. In the case (ii), we put a2 = c. For the case (iii), take a2 ∈ â1c satisfying
d(a1, a2) = R and d(a1, b) < R for any b ∈ â1a2 \ {a2}.
By repeating this procedure, we have a sequence a = a0, a1, . . . , ak = c on
âc arranged in the CCW direction. For each i (i 6= k), the arc âi−1ai satisfies 
and ♦. If âk−1ak does not satisfy  then âk−2ak has  and ♦. In such a case,
we erase ak−1 and rename ak to ak−1.
Finally if the number of resulting arcs is even then by erasing a1 and renam-
ing ai to ai−1 for i > 1 we obtain the required arcs.
Proposition 6.8. Let (X, d) be a 2-dimensional Hilbert geometry. Then the
asymptotic dimension of (X, d) is at most 2.
Proof. We fix R > 4r > 0 arbitrarily and o to be a base point of X . We set
A0 = B(o,R). For each i ∈ N, we define
Ai = { x ∈ X | iR ≤ d(o, x) ≤ (i+ 1)R }, Si = { x ∈ X | d(o, x) = iR }.
For i > 1, set a map πi : Si → Si−1 to be the projection toward o, which is a
homeomorphism (see Lemma 2.2).
To construct a cover of X we put markers on each Si inductively. For each
step i, we would like to decompose Si into an even number of arcs
x̂i0y
i
0, ŷ
i
0x
i
1, x̂
i
1y
i
1, . . . , x̂
i
ki
yiki , ŷ
i
ki
xi0,
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each of which satisfies  and ♦ for R. For i > 1 we require the following: for
any j ∈ Z/(ki + 1)Z there exist p, q ∈ Z/(ki−1 + 1)Z such that πi(xij) = y
i−1
p
and πi(y
i
j) = x
i−1
q . We say that such a decomposition of Si is admissible.
Step 1 : Since S1 is decomposed into two arcs with the half length of S1, we
can construct an admissible decomposition of S1 by Lemma 6.7.
Step i+ 1 : Suppose that we have an admissible decomposition of Si. We
decompose Si+1 by the arcs π
−1
i+1(x̂
i
jy
i
j), π
−1
i+1(ŷ
i
jx
i
j+1) (j ∈ Z/(ki + 1)Z). Let
zij := π
−1
i+1(x
i
j) and w
i
j := π
−1
i+1(y
i
j). Since each arc satisfies  from Lemma 6.5,
it can be decomposed into an odd number of arcs satisfying  and ♦ by Lemma
6.7. Note that the number of resulting arcs is even. Label individual end points
of the arcs as xi+10 := w
i
0 and y
i+1
0 , x
i+1
1 , . . . , y
i+1
ki+1
in the CCW direction on
Si+1. Then we have an admissible decomposition of Si+1.
Put U0,0 = A0 and define Ui,j as a bounded closed set enclosed by
x̂ijx
i
j+1 ∪ [x
i
j+1, z
i
j+1] ∪ ẑ
i
jz
i
j+1 ∪ [z
i
j, x
i
j ].
See Figure 4. Then diam(Uij) ≤ 10R by ♦ and U = {Ui,j}i,j is a cover of X .
o
xij
xij+1
zij+1
zij
yij
Figure 4: A piece Ui,j of the cover U .
We check that the r-multiplicity of U is at most 3. Take a closed r-ball
Br which is not included in the interior of A0. Then there exists the smallest
number i so that Br is included in the interior of Ai−1 ∪ Ai since 2r < R.
Consider the set
Πi(Br) := Si ∩ { ℓx(t) | 0 < t <∞, ℓx is a ray through x ∈ Br } .
Then we see that diam(Πi(Br)) ≤ 4r by Lemma 6.6. Since Πi(Br) is an arc
on Si, the inequality 4r < R implies that at most one of x
i
0, y
i
0, . . . , x
i
ki
, yiki is
contained in Πi(Br). Consequently, we have the following: (i) If Br ∩ Si = ∅
then at most two elements of U intersect Br. (ii) If Br ∩ Si 6= ∅ then at most
three elements of U intersect Br.
Proof of Theorem 1.5. The assertion follows from Proposition 6.3 and 6.8.
14
References
[1] G. Bell and A. Dranishnikov, Asymptotic dimension (English summary), Topology
Appl. 155 (2008), no. 12, 1265–1296.
[2] G. E. Bredon, Topology and Geometry, Springer-Verlag, New York, 1997.
[3] M. Bridson, A. Haefliger, Metric spaces of Non-positive Curvature, Springer-Verlag,
Berlin, 1999.
[4] H. Busemann, The Geometry of Geodesics, Academic Press Inc., New York, 1955.
[5] H. Emerson and R. Meyer, Dualizing the coarse assembly map, J. Inst. Math. Jussieu
5 (2006), 161–186.
[6] T. Fukaya and S. Oguni, Coronae of relatively hyperbolic groups and coarse cohomolo-
gies, J. Topol. Anal. 8 (2016), no. 3, 431–474.
[7] ———–, The coarse Baum-Connes conjecture for Busemann nonpositively curved
spaces, Kyoto J. Math. 56, no.1 (2016), 1–12.
[8] P. de la Harpe, On Hilbert’s Metric for Simplices, Geometric Group Theory, Vol.1,
(Sussex, 1991), Cambridge Univ. Press, 1993, 97–119.
[9] N. Higson and J. Roe, On the coarse Baum-Connes conjecture, Novikov conjectures,
index theorems and rigidity, Vol. 2 (Oberwolfach, 1993), 227–254, London Math. Soc.
Lecture Note Ser., 227, Cambridge Univ. Press, Cambridge, 1995.
[10] ———–, Analytic K-homology, Oxford Math. Monogr., Oxford Univ. Press, Oxford,
2000.
[11] A. Karlsson and G. A. Noskov, The Hilbert metric and Gromov hyperbolicity, En-
seign. Math. 48 (2002), 73–89.
[12] P. J. Kelly and E. Straus, Curvature in Hilbert geometries, Pacific J. Math. 8 (1958),
119–125.
[13] P. W. Nowak and G. Yu, Large scale geometry, EMS Textbooks in Mathematics,
European Mathematical Society (EMS), Zu¨rich, 2012.
[14] A. Papadopoulos, Metric spaces, convexity, and nonpositive curvature, European
Math. Soc., Zu¨rich, 2005.
[15] A. Papadopoulos and M. Troyanov, Handbook of Hilbert Geometry, IRMA Lect.
Math. Theor. Phys. 22, European Mathematical Society, Zu¨rich, 2014.
[16] J. Roe, Coarse cohomology and index theory on complete Riemannian manifolds, Mem.
Amer. Math. Soc. 104 (1993), no. 497, x+90 pp.
[17] ———–, Lectures on coarse geometry, University Lecture Series, 31. American Mathe-
matical Society, Providence, RI, 2003. viii+175 pp.
[18] G. Yu, Coarse Baum-Connes conjecture, K-Theory 9 (1995), no. 3, 199–221.
[19] ———–, The Novikov conjecture for groups with finite asymptotic dimension, Ann. of
Math. (2) 147 (1998), no. 2, 325–355.
[20] ———–, The coarse Baum-Connes conjecture for spaces which admit a uniform embed-
ding into Hilbert space, Invent. Math. 139 (2000), no. 1, 201–240.
[21] C. Vernicos, Lipschitz characterisation of Polytopal Hilbert Geometries, Osaka J.
Math., 52(1):215–235, 2015.
15
[22] R. Willett, Band-dominated operators and the stable Higson corona, PhD-thesis, Penn
State, 2009.
[23] N. Wright, Simultaneous metrizability of coarse spaces, Proc. Amer. Math. Soc. 139
(2011), no. 9, 3271–3278.
16
