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Abstract. Digital images may be impaired by periodic or quasiperiodic noise, which manifests itself by spurious
long-range repetitive patterns. Most of the time, quasiperiodic noise is well localized in the Fourier domain; thus it
can be attenuated by smoothing out the image spectrum with a well-designed notch filter. While existing algo-
rithms require hand-tuned filter design or parameter setting, this paper presents an automated approach based
on the expected power spectrum of a natural image. The resulting algorithm enables not only the elimination of
simple periodic noise whose influence on the image spectrum is limited to a few Fourier coefficients, but also of
quasiperiodic structured noise with a much more complex contribution to the spectrum. Various examples illus-
trate the efficiency of the proposed algorithm. A comparison with morphological component analysis, a blind
source separation algorithm, is also provided. A MATLAB® implementation is available. © 2015 SPIE and IS&T
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1 Introduction
Digital images may be affected by spurious repetitive (or at
least structured) patterns covering the entire image. This
unwanted feature is called quasiperiodic noise in the litera-
ture, since it is quasiperiodically distributed. The phenome-
non may arise from electrical interferences during image
acquisition, miscalibrated sensors, or missing data, causing,
for instance, line dropout, striping, banding, or more com-
plex background noise. Remote sensing applications are
especially affected.1 Particular reprographic techniques
such as halftone printing or cathode ray tube monitors
(which are affected by visible scanlines) are also likely to
cause this phenomenon.
While white noise estimation and removal is the subject of
a huge body of the literature (see, e.g., recent review
papers2,3), it turns out that quasiperiodic noise has been
addressed by relatively few studies. The basic method has
not changed since the dawn of image processing for robotic
probe imaging.4 Periodic noise gives more or less sharp
spikes in the Fourier domain, which have to be filtered out
through notch filters to remove the corresponding noisy
patterns. A reminder of the available approaches can be
found in Ref. 5. The difficulty is to automate spike detection
or, equivalently, notch filter design. Each Fourier coefficient,
indeed, depends on the whole image content. Distinguishing
between spikes caused by a localized texture or a repetitive
structure (common in man–made environments) and spuri-
ous ones caused by periodic noise often requires prior
knowledge. Some authors6,7 suggest detecting spikes in
the Fourier domain as large deviations with respect to a local-
ized median value. However, some parameters are still to be
fixed by the user. It is important to mention that the efficient
stripe removal approach described in a recent paper8 is
adapted to a subclass of stationary processes, namely con-
volved white noises. Even if periodic noise can be seen
as a stationary process, it cannot be modeled as the convo-
lution of a white noise with a simple kernel; therefore, it is
not within the scope of the paper in question.
Distinguishing between the underlying image and pseu-
doperiodic noise can also be seen as a blind source separation
problem.9 For instance, these two components can reason-
ably be assumed to be morphologically distinct in the
sense of Ref. 10; that is, they have a sparse representation
in two incoherent bases, one for the image component,
the other for the periodic component. Reference 11 provides
some image decomposition examples using curvelet repre-
sentation for the image component and discrete cosine
transform (DCT) for the periodic component. However, a
localized, high-frequency texture is likely to be represented
in the periodic component, and consequently to be discarded
with the periodic noise. The sparsity assumption is also
debatable. This is discussed in the experimental assessment.
The proposed contribution is the automated design of a
notch filter for pseudoperiodic noise removal, which is espe-
cially interesting for blindly processing a series of images.
It is based on the observation that, considering an image
impaired by periodic noise, the sole periodic pattern present
in every small patch extracted from this image is the periodic
noise itself. Thus, an average power spectrum is calculated
by averaging the power spectra of a set of patches from the
noisy image. This basic idea is, in fact, not new and dates
back to the 1980s. It was actually suggested in a short
paper12 and later applied to satellite image destriping.13
We propose to systematize this approach and to consider
spikes as deviations in a model of the expected average
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spectrum. It is known14–18 that the expected power spectrum
of natural images can be modeled by a function which
decreases with the inverse of some positive power of the fre-
quency. Such a function should, thus, fit the average power
spectrum, except at certain spikes expected to be due to the
noise pattern, which can subsequently be detected as statis-
tical outliers.
The statistical background is explained in Sec. 2. The
resulting algorithm is presented in Sec. 3 together with an
illustrative example. Experiments are discussed in Sec. 4,
Original image
 
 
100 200 300 400 500
100
200
300
400
500
600 0
50
100
150
200
250
Power spectrum of the original image (log scale)
 
 
100 200 300 400 500
100
200
300
400
500
600
5
10
15
20
25
30
35
Average power spectrum on patches (log scale)
 
 
20 40 60 80 100 120
20
40
60
80
100
120 10
12
14
16
18
20
22
24
26
10−3 10−2 10−1 100
103
104
105
106
107
108
109
1010
1011
Frequency f (cycles per pixel)
|a n
(f)
|2
Power spectrum distribution
100
10-4 10-3 10-2 10-1 100
102
104
106
108
|a n
(f)
|2
1010
1012
1014
1016
Initial power spectrum distribution
Frequency f (cycles per pixel)
(a)
(b) (c)
(d) (e)
Fig. 1 Mariner 4 experiment (1). (a) A 600 × 581 image from the Mariner 4 probe, impaired by pseudo-
periodic noise. (b) Its power spectrum (log scale). (c) Power spectrum distribution against frequency.
(d) Average power spectrum calculated for a set of 870 128 × 128 patches from the original image.
(e) Average power spectrum distribution against frequency (logarithmic scales).
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and a comparison with morphological component analysis10
(MCA) is provided. We conclude with Sec. 5.
A MATLAB® code is available.19
2 Automated Detection of Spurious Spikes Caused
by Pseudoperiodic Noise
We propose to detect the spikes in the Fourier domain by
averaging power spectra over a set of patches covering
the original image: the spikes in this average spectrum are
likely to be caused by the periodic noise covering the
whole image. After providing some notations in Sec. 2.1,
a stochastic model of the average power spectrum is pro-
posed in Sec. 2.2.
2.1 Reminder and Notations
The discrete Fourier transform (DFT) of an image i of size
X × Y is defined as the ðX; YÞ-periodic function
Iðξ; ηÞ ¼
XX−1
x¼0
XY−1
y¼0
iðx; yÞe−2πjðxξ∕Xþyη∕YÞ; (1)
where j2 ¼ −1 and ðξ; ηÞ have integer values. With ðξ; ηÞ ∈
½−X∕2; X∕2 − 1 × ½−Y∕2; Y∕2 − 1, jIðξ; ηÞj is the ampli-
tude of a periodic component of frequencies ξ∕X and η∕Y
(units are cycles per pixel) along each direction. jIj is the
amplitude spectrum of i and jIj2 is the power spectrum of i.
Normalized power spectrum
 
 
20 40 60 80 100 120
20
40
60
80
100
120 −10
−5
0
5
10
15
20
25
30
Power spectrum outliers
 
 
20 40 60 80 100 120
20
40
60
80
100
120
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Corrected power spectrum
 
 
100 200 300
(a) (b) (c)
400 500
100
200
300
400
500
600 5
10
15
20
25
30
35
Fig. 2 Mariner 4 experiment (1). (a) Normalized average spectrum. (b) Outliers. (c) Corrected power
spectrum.
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Fig. 3 Mariner 4 experiment (1). (a) Denoised image i^ . (b) Noise component n^. (c) Close-up view of the
noisy image. (d) Close-up view of the denoised image.
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Since the pixel intensities iðx; yÞ are real numbers, the
(amplitude or power) spectrum is symmetric with respect
to ðξ; ηÞ ¼ ð0;0Þ.
Both these spectra are affected by image edges and tex-
tures. For example, a part of image i with a periodic texture
gives large jIðξ; ηÞj with ðξ; ηÞ corresponding to the frequen-
cies of the texture.
We also recall that a periodized translation by a vector
ðtx; tyÞ of any image i amounts to a multiplication of Iðξ; ηÞ
by e2πjðtxξ∕Xþtyη∕YÞ. Thus, the amplitude and power spectra
are not affected by translations.
Let us finish with some notations used in the rest of the
paper. We note ðf;ϕÞ the polar coordinates of a frequency
pair ðξ; ηÞ where f (¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðξ∕XÞ2 þ ðη∕YÞ2
p
if measured in
cycles per pixel) is the radial distance from (0,0) and ϕ is
the counterclockwise angle from the ξ-axis. For any complex
number z, z¯ is the conjugate and ReðzÞ is the real part.
Fourier transforms are capitalized.
2.2 Stochastic Modeling
We assume that a set of patches spanning the whole image of
interest is available, each patch being affected by the under-
lying periodic noise and by additional white noise. The aim
of this section is to argue that the average power spectrum
enables the periodic noise component to be characterized.
The patches are assumed to be realizations of the following
observation model.
Definition 2.1 A random patch p is the sum of the noise-
free component p0, the periodic noise is n, and Gaussian
white noise is w, i.e.,
pðx; yÞ ¼ p0ðx; yÞ þ nðx; yÞ þ wðx; yÞ; (2)
where
• p0 is a stochastic image patch;
• n ¼ τtx;tyðn0Þ is the translation of a pattern n0 [with
possible mild variations, hence modeled itself as a
random image of expectation Eðn0Þ] by a random
displacement ðtx; tyÞ uniformly distributed in ½1; X×
½1; Y. Since n0 is the periodic noise component, Eðn0Þ
is the inverse Fourier transform of a sparse map (i.e.,
made of a few spikes);
• w is a Gaussian white noise of variance VarðwÞ;
• The aforementioned random variables are independent.
The Fourier transform being linear, the same relation as
Eq. (2) holds in the Fourier domain
Original image
 
 
100 200 300 400 500
50
100
150
200
250
300
350
400
450
500 0
50
100
150
200
250
Power spectrum of the original image (log scale)
 
 
100 200 300 400 500
50
100
150
200
250
300
350
400
450
500
5
10
15
20
25
30
Average power spectrum on patches (log scale)
 
 
20 40 60 80 100 120
20
40
60
80
100
120 6
8
10
12
14
16
18
20
22
24
26
10−3 10−2 10−1 100
100
102
104
106
108
1010
1012
Frequency f (cycles per pixel)
|a n
(f)
|2
Power spectrum distribution Corrected power spectrum
 
 
100 200 300 400 500
50
100
150
200
250
300
350
400
450
500
5
10
15
20
25
30
(a)
(c) (e)(d)
(b)
Fig. 4 Mandrill experiment. (a) Noisy image. (b) Power spectrum. (c) Average power spectrum.
(d) Average power spectrum coefficient distribution. (e) Corrected power spectrum.
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Pðξ; ηÞ ¼ P0ðξ; ηÞ þ Nðξ; ηÞ þWðξ; ηÞ (3)
for any frequency pair ðξ; ηÞ. Therefore, the power spectra
satisfy
jPðξ; ηÞj2 ¼ jP0ðξ; ηÞj2 þ jNðξ; ηÞj2 þ jWðξ; ηÞj2
þ 2Re½P0ðξ; ηÞNðξ; ηÞ þWðξ; ηÞNðξ; ηÞ
þ P0ðξ; ηÞWðξ; ηÞ: (4)
Taking the expectation in Eq. (4), since the random var-
iables are assumed independent, we obtain [mentions of
ðξ; ηÞ are skipped for brevity]
EðjPj2Þ ¼ EðjP0j2Þ þEðjNj2Þ þEðjWj2Þ þ 2Re½EðP0ÞEðN¯Þ
þEðWÞEðN¯Þ þEðP0ÞEðW¯Þ: (5)
From the definition in Sec. 2.1, EðjWj2Þ ¼ XY VarðwÞ,
EðW¯Þ ¼ EðWÞ ¼ EðwÞ ¼ 0, and, with the translation
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Fig. 5 Mandrill experiment. (a) Denoised image. (b) Estimation of the noise. (c) Close-up view of the
noisy image. (d) Close-up view of the denoised image.
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Fig. 6 Mandrill experiment. Map of the root-mean-square error
(RMSE) as a function of periodic noise frequencies.
Journal of Electronic Imaging 013003-5 Jan∕Feb 2015 • Vol. 24(1)
Sur and Grédiac: Automated removal of quasiperiodic noise using frequency domain statistics
property, EðN¯Þ¼EðN0ÞEðe−2πjðtxξ∕Xþtyη∕YÞÞ and jN¯j¼ jN0j.
Consequently,
EðjPj2Þ ¼ EðjP0j2Þ þ EðjN0j2Þ þ XY VarðwÞ
þ 2Re½EðP0ÞEðN0ÞEðe−2πjðtxξ∕Xþtyη∕YÞÞ: (6)
Since tx (respectively ty) is assumed to be uniformly distrib-
uted in ½0; X (respectively ½0; Y), Eðe−2πjðtxξ∕Xþtyη∕YÞ ¼ 0.
We conclude that
EðjPj2Þ ¼ EðjP0j2Þ þ EðjN0j2Þ þ XY VarðwÞ: (7)
Thus, the expected power spectrum of patch p comprises
three components, namely:
1. The expected power spectrum of the noise-free patch
p0. A large body of the literature has been dedicated to
the modeling of the power spectrum of natural images
(see, e.g., Refs. 14 and 17). This spectrum is known to
be well modeled by a 1∕f power law; that is, there
exist positive real values α and A such that
EðjP0ðf;ϕÞj2Þ ¼
A
fα
; (8)
where f and ϕ are defined in Sec. 2.1. Most natural
images have α ≃ 2 (or α ≃ 1 when considering the
amplitude spectrum). More sophisticated models are
available: in Refs. 15 and 16; for example, it was
observed that both A and α actually depend on the
angle ϕ. We do not use such an advanced model in
this paper, and simply use the 1∕f power law given
by Eq. (8).
2. The expected power spectrum of the quasiperiodic
noise component is n0. It mainly consists of a few
spikes, or relatively small regions spread along these
spikes.
3. The contribution of the white noise w is constant over
the whole spectrum. This contribution is dominated
by the first two components, especially for low and
medium frequencies. However, it is possible that
it dominates the high frequencies because of the
power law (first component) and the limited number
of frequencies characterizing the quasiperiodic noise
(second component).
Neglecting the white noise, we can see that the expected
spectrum of the patches can essentially be modeled by the
spikes caused by the pseudoperiodic noise, superimposed
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Fig. 7 Boat experiment. (a) Noisy image. (b) Power spectrum. (c) Average power spectrum. (d) Average
power spectrum coefficient distribution. (e) Corrected power spectrum.
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on the power law distribution. It turns out that this simplified
model is realistic in all the images affected by pseudoperi-
odic noise that we have encountered.
Thus, fitting the power law to the average power spec-
trum gives an estimation of the parameters A and α, with
the periodic noise components being statistical outliers.
Furthermore, a notch filter nf for an image i affected by
quasiperiodic noise can be built from the localization of
these outliers in the Fourier domain. An estimation of the
denoised image is subsequently given by the inverse
Fourier transform of NfI (or equivalently by the convolution
of nf and i). It should be noted that what we call “notch fil-
ter” does not remove a single (more accurately two because
of the symmetry property) ðξ; ηÞ frequency pair, but poten-
tially removes the contributions to the image spectrum of
a whole set of frequency pairs, all of them being outliers
with respect to the expected spectrum. The following section
gives an algorithm based on this idea to remove pseudoperi-
odic noise.
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Fig. 8 Boat experiment. (a) Denoised image. (b) Estimation of the noise. (c) Close-up view of the noisy
image. (d) Close-up view of the denoised image.
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Fig. 9 Boat experiment. Map of the RMSE as a function of periodic
noise frequencies.
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3 An Automated Algorithm to Remove
Pseudoperiodic Noise from Natural Images
The algorithm is described in Sec. 3.1, practical considera-
tions are discussed in Sec. 3.2, and an illustrative example is
detailed in Sec. 3.3.
3.1 Algorithm
Given an image i of size X × Y impaired by quasiperiodic
noise, the proposed algorithm consists of the following steps:
1. Calculate the average power spectrum (denotedgjPj2) obtained by averaging the power spectrum of
patches of size L × L regularly distributed in the
image.
2. Fit a power law distribution to the power spectrum as a
function of the frequency f, i.e., find A and α such that
log½gjPj2ðfÞ ¼ A − α logðfÞ: (9)
Table 1 Real images. From left to right: experiment number; image name and corresponding figures; size of the image; value of A; value of α;
length L of the side of the patches; number N of patches covering the image to calculate the average power spectrum; computation time (in
seconds, nonoptimized MATLAB code on Intel Xeon E3-1240 processor).
Number Image Size A α L N Time
1 Mariner 4 (Figs. 1 to 3) 600 × 581 11.27 1.47 128 870 0.4
2 Apollo (Figs. 10 to 11) 474 × 630 10.86 1.38 128 704 0.4
3 Florida (Figs. 12 to 13) 808 × 754 11.46 1.91 256 288 0.5
4 Mariner 6 (Figs. 14 to 15) 461 × 471 9.60 2.31 128 462 0.2
5 Newspaper (Figs. 16 to 17) 831 × 730 12.41 1.25 200 572 0.6
6 Bending (Figs. 18 to 19) 1832 × 2382 7.36 2.88 300 2255 4.2
Original image
 
 
100 200 300 400 500 600
50
100
150
200
250
300
350
400
450
0
50
100
150
200
250
Power spectrum of the original image (log scale)
 
 
100 200 300 400 500 600
50
100
150
200
250
300
350
400
450
5
10
15
20
25
30
Average power spectrum on patches (log scale)
 
 
20 40 60 80 100 120
20
40
60
80
100
120 12
14
16
18
20
22
24
26
10−3 10−2 10−1 100
104
105
106
107
108
109
1010
1011
Frequency f (cycles per pixel)
|a n
(f)
|2
Power spectrum distribution Corrected power spectrum
 
 
100 200 300 400 500 600
50
100
150
200
250
300
350
400
450
5
10
15
20
25
30
(a) (b)
(c) (d) (e)
Fig. 10 Apollo experiment (2). (a) Noisy image. (b) Power spectrum. (c) Average power spectrum.
(d) Power spectrum coefficient distribution. (e) Corrected power spectrum.
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The fitting is obtained by robust linear regression
(we use iteratively reweighted least squares) on the
½logðfÞ; Iðf;ϕÞ scatter plot for f between f0 and
f1 (to be specified) cycles per pixels. Robust regres-
sion gives consistent estimations which are not influ-
enced by the spurious spikes due to pseudoperiodic
noise. Least-squares estimation also gives the stan-
dard deviation σ of the residues.
3. Find the localization of upper outliers in the average
power spectrum as frequency pairs ðξ; ηÞ such that,
under the common 3σ rule
logðgjPj2ðξ; ηÞjÞ − ½A − α logðfÞ
σ
> 3: (10)
This results in an outlier map Mpo such that
Mpoðξ; ηÞ ¼ 1 if an outlier is present at ðξ; ηÞ in the
average spectrum of the patches, and ¼ 0 otherwise.
Note that a false-positive rate of 1% is expected under
a Gaussian distribution. We restrict the outlier detec-
tion to frequencies f > f2 (to be specified), since low
frequencies do not correspond to repetitive patterns.
4. Resize the outlier map of size L × L to size X × Y, giv-
ing a map Mo of the probable spurious spikes caused
by quasiperiodic noise in the original image spectrum.
Multiplying the initial image spectrum by 1 −Mo acts
as a notch filter, eliminating the influence of the qua-
siperiodic noise.
5. Retrieve an estimation n^ of the periodic noise compo-
nent as the inverse Fourier transform ofMoðξ;ηÞIðξ;ηÞ,
and the estimated denoised image i^ as i − n^ (i.e., the
inverse transform of ½1 −Moðξ; ηÞIðξ; ηÞ).
3.2 Practical Considerations
The implementation details presented below do not
play a crucial role in the good behavior of the algorithm,
but are given in order to enable the algorithm to be
recreated.
First, since most images have discontinuities between
their left/right (respectively top/bottom) borders, their spec-
trum shows dominant straight lines along the horizontal
axis (respectively vertical axis). To reduce these boundary
effects, we multiply the patches p by a two-dimensional
Denoised image
100 200 300 400 500 600
50
100
150
200
250
300
350
400
450
0
50
100
150
200
250
Method noise
100 200 300 400 500 600
50
100
150
200
250
300
350
400
450
−200
−150
−100
−50
0
50
100
150
200
Original image
80 100 120 140 160 180 200 220
320
340
360
380
400
420 0
50
100
150
200
250
Denoised image
80 100 120 140 160 180 200 220
320
340
360
380
400
420 0
50
100
150
200
250
(a) (b)
(c) (d)
Fig. 11 Apollo experiment (2). (a) Denoised image. (b) Estimation of the noise. (c) Close-up view of
the noisy image. (d) Close-up view of the denoised image.
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Hann window with the same width L as the patches, as in
earlier works.12,15,17
In Step 1, the definition of the patches must be stipulated.
Regarding the distribution of the sample of noncorrelated
patches i, the absence of correlation is required to ensure
the consistency of the sample mean estimator, hence patches
with no or only limited overlapping. The size of the patches
should be large enough to ensure both a good accuracy in
the periodic noise spike detection (frequencies are distributed
with 1∕L steps in the power spectrum of a patch, cf. Sec. 2.1)
and the detectability of low-frequency noise, but not too
large, so as to make it possible to build enough independent
patches from the noisy image of interest. Using L × L
patches, we found that a good compromise is to take a sam-
pling step of L∕8 in both the horizontal and vertical direc-
tions, which gives a total number of patches equal tol
8ðX − LÞ∕L
m
×
l
8ðY − LÞ∕L
m
(11)
with d·e rounding a number to the next larger integer. In addi-
tion, the average power spectrum is obtained by a geometric
mean instead of an arithmetic mean, in order to limit the
influence of large values, caused in particular by the periodic
noise.
The values of f0, f1, and f2 in Steps 2 and 3 are fixed
as follows. We set f2 ¼ 8∕L. This means that the sought
noise frequency must be above 8∕L cycles per pixel, i.e.,
eight observed cycles inside the patch shaped by the Hann
window. The range in which the power law distribution
of the spectrum coefficients should be satisfied is set to
f0 ¼ f2∕4 (as only a few low frequencies are available)
and f1 ¼ 0.2. Usual values for f2 ensure that f1 > f0 is sat-
isfied. In previous works,15,16 the upper limit is set to 0.35
cycle per pixel. The reason behind this is that high frequen-
cies are mostly affected by white noise (cf. Sec. 2.2) and
aliasing. In our patch-based average spectrum, we observed
that the 0.35 value is rather optimistic in some experiments.
This is probably explained by the particular nature of the
considered images, and by the patch-based average spec-
trum, where high frequencies are penalized (they, indeed,
are likely to correspond to localized phenomena), causing
a fall-off with respect to the expected power law.
In Step 4, bilinear interpolation is used to expand the
outlier map. The notch filter is obtained after convolving
the outlier map Mo (after interpolation) by an isotropic
Gaussian kernel of standard deviation 2 pixels, in order to
limit ringing artifacts due to strong cut-offs in high
frequencies.
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Fig. 12 Florida experiment (3). (a) Noisy image. (b) Power spectrum. (c) Average power spectrum.
(d) Power spectrum coefficient distribution. (e) Corrected power spectrum.
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The only remaining free parameter is the size L of the
patches. Typically, periodic noise in an image with a width
of around 500 to 1000 pixels is satisfactorily removed with
an L around 100 pixels. The discussion concerning Step 1
should be borne in mind when setting the value of L.
Remark: The boundary effects in the DFT motivate us to
multiply the patches by a window decreasing to 0 at its boun-
daries. The DCT does not suffer from this drawback since it
is equivalent to computing the DFT of an even extension of
the initial image along both the x and y axes. However, the
drawback is to mix information from symmetric directions.
We have observed that the proposed algorithm performs
equally well with DCT instead of DFT, without the need
to multiply the patches with a decreasing window, although
the fitting of the power spectrum with the power law is
slightly altered. In this paper, we use the DFT-based version.
3.3 Illustrative Example
Figure 1(a) shows a 600 × 581 image i obtained by the
Mariner 4 probe. It is impaired by quasiperiodic noise.
Since this high-frequency noise may be smoothed out in
the printed version of the paper, the reader is kindly asked
to zoom in the pdf file. The power spectrum is shown in
Fig. 1(b). It can be noted that the Fourier coefficients actually
tend to decrease with f (the corners are darker than the
middle), but the spikes corresponding to the noise periodic
pattern can hardly be identified. The horizontal/vertical grid
pattern is due to the regular marking on the sides of i. This
illustrates the difficulty in automating the notch filter design
from the power spectrum alone. It appears that the contribu-
tion of the periodic noise is hidden behind the contribution of
contours or localized textures. This is confirmed by the
distribution of the power spectrum coefficients against the
frequency, which shows a decreasing trend with largely scat-
tered points [cf. Fig. 1(c)]. Figure 1(d) shows the average
power spectrum obtained by averaging the power spectrum
of a set of 870 L × L ¼ 128 × 128 image patches [see
Eq. (11)] regularly distributed over the whole image at
L∕8 ¼ 16 pixels apart in the x and y directions. The power
law is fitted to this average power spectrum through robust
linear regression (we find A ¼ 11.27 and α ¼ 1.47), see
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Fig. 13 Florida experiment (3). (a) Denoised image. (b) Estimation of the noise. (c) Close-up view of the
noisy image. (d) Close-up view of the denoised image.
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Fig. 1(e). Here, the red line corresponds to the linear trend
(between f0 and f1 cycle per pixel), and the upper green line
corresponds to the 3σ upper limit (beyond f2). Outliers are
above this latter straight line. Note that a few outliers are
missed. We can see that a uniform threshold (i.e., constant
over the frequency range) would not detect the spikes and
would retain most of the low- to middle-frequency compo-
nents. We also observe a fall-off in the higher frequencies.
The residuals between the average power spectrum and
the expected linear relation are normalized as in the left-
hand member of Eq. (10), giving the so-called normalized
spectrum, depicted in Fig. 2(a). In this latter image, the
spikes are well detached and easier to detect. We can also
see that the power law actually depends on the orientation;
though sufficient for our purpose, an isotropic modeling of
the spectrum fall-off does not fit the actual distribution well.
Here, the dependence is probably due to the orientation of
the illumination source (from the bottom to the top of the
image), which gives a dominant direction for the shadow dis-
tribution. Figure 2(b) shows the outlier localization in the
average power spectrum, and the modified spectrum of
the original image is shown in Fig. 2(c). (This is the original
spectrum multiplied by the notch filter 1 −Mo, cf. Step 4 in
Sec. 3.1). The two peaks in the distribution of the coefficients
in Fig. 1(e) correspond, respectively, to the four spikes at the
boundaries of the x and y axes, and to the four spikes in the
corners. The low-frequency outliers detected on the vertical
axis are the few “false positive” points over the green line
just above f2 in Fig. 1(e). The impact of such points is illus-
trated below.
The output of the proposed algorithm is the denoised
image i^, and the pseudoperiodic noise component n^ is
shown in Figs. 3(a) and 3(b). Following the terminology
of Buades et al.,20 the retrieved noise component is called
method noise. It should ideally consist only of noise; no
structure from the original image should be visible in this
image. We can see that the periodic noise has been removed
from i^. The pseudoperiodic noise n^ is much more compli-
cated than a simple sine wave. A close-up view of the
original and denoised images is shown in (c) and (d). Of
course, the white noise component w is not removed by the
algorithm.
4 Experiments
A series of examples are now presented and discussed to
illustrate the benefits and limitations of this approach. A syn-
thetic noise is first considered to rely on a reference image
when discussing the result of the process (Sec. 4.1). Various
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Fig. 14 Mariner 6 experiment (4). (a) Noisy image. (b) Power spectrum. (c) Average power spectrum.
(d) Power spectrum coefficient distribution. (e) Corrected power spectrum.
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noisy images from the literature or the Internet are then
processed (Sec. 4.2). A comparison with a blind source sep-
aration algorithm is discussed in Sec. 4.3. In the illustrations,
the x component corresponds to the rows and the y compo-
nent corresponds to the columns.
4.1 Synthetic Dataset
Experiments concerning synthetic data are discussed in this
section. Synthetic periodic noise is added to an 8-bit noise-
free image i0 of size X × Y. The periodic noise intensity is
given by
nðx; yÞ ¼ 50 sin

2π
p
X
x

sin

2π
q
Y
y

; (12)
where p and q are the parameters governing the frequency of
the pseudoperiodic noise along the x and y axes, respectively.
The unit of n is the gray level. The root-mean-square error
(RMSE) between the noisy image i ¼ i0 þ n and the ground
truth is equal to 25.
In the first experiment, the ground-truth image is the
standard Mandrill image. Here X ¼ Y ¼ 512 and we set
L ¼ 128 [hence N ¼ 576 patches, see Eq. (11)]. In this
example, α ¼ 1.59 and A ¼ 11.29. Figures 4 and 5 present
an example showing noise with a high-frequency y compo-
nent and a low-frequency x component (here p ¼ 2 and
q ¼ 200). The spikes caused by the periodic noise are not
visible in the initial spectrum. However, most coefficients
are correctly retrieved as upper outliers of the power law dis-
tribution. As in the preceding illustrative experiment, the few
values just below the 3σ limit do not prevent the denoising
algorithm from giving visually satisfactorily results. The
reason is that these values correspond to the neighborhood
of the detected outliers, which is smoothed out by the
Gaussian convolution in Step 4 of the algorithm. Note
that the power spectrum distribution shows a constant
value for high frequencies. It is probably the effect of the
four which plays the role of strong white noise, in accor-
dance with Sec. 2.2. We can define the RMSE calculated
between the retrieved image i^ and the ground truth (corre-
sponding to the average error on the retrieved intensity of a
pixel). Here, the RMSE is equal to 0.598, which is below
the intensity quantization level (equal to one gray level) and
far below the original error, which was 25.
We also illustrate the performance of the algorithm
with respect to the noise component frequency. The fre-
quency p (respectively q, in cycles per image) spans
½0; X∕2 (respectively ½0; Y∕2) in steps of 20 (hence
Denoised image
50 100 150 200 250 300 350 400 450
50
100
150
200
250
300
350
400
450 0
50
100
150
200
250
Method noise
50 100 150 200 250 300 350 400 450
50
100
150
200
250
300
350
400
450
−60
−40
−20
0
20
40
60
Original image
300 320 340 360 380 400
160
180
200
220
240
260 0
50
100
150
200
250
Denoised image
300 320 340 360 380 400
160
180
200
220
240
260 0
50
100
150
200
250
(a) (b)
(c) (d)
Fig. 15 Mariner 6 experiment (4). (a) Denoised image. (b) Estimation of the noise. (c) Close-up view of
the noisy image. (d) Close-up view of the denoised image.
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13 × 13 tested frequencies), except for values whereﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðp∕XÞ2 þ ðq∕YÞ2
p
< f2, since frequencies that are too
low are not considered as periodic noise components and
are not eliminated by the algorithm. The RMSE is computed
for each of these 13 × 13 frequency pairs. Figure 6 gives the
RMSE map for the 13 × 13 frequencies (p in ordinate, q in
abscissa). The top-left corner corresponds to the skipped low
frequencies, and the bottom-right corner to the highest
frequencies. We can see that, except for quite low frequen-
cies, the RMSE is below 1, and that in any case it is much
lower than the original error of 25.
In the second experiment, the ground-truth image is the
standard Boat image. As in the previous experiment,
K ¼ 512 and L ¼ 128. Here, p ¼ 40 and q ¼ 100. In this
example, α ¼ 2.52 and A ¼ 8.73. Figures 7 and 8 depict
an example deliberately chosen for didactic purposes such
that the noise components are correlated with the image
components. Therefore, the notch filter also removes noise-
free image parts. We can see in the close-up view that
ringing artifacts appear along the masts parallel to the noise
pattern. Such a situation is unavoidable in any notch filter-
based approach. Reconstructing the missing coefficients by
spectrum interpolation (i.e., spectrum “inpainting”) would be
required. To the best of our knowledge, this is still an open
problem (see the recent PhD thesis in Ref. 21 and the experi-
ments in Ref. 22). Here, the RMSE is equal to 1.801, which
is about three times the RMSE obtained in the previous
example. Figure 9 gives the error map as above. We can
see that the RMSE is slightly larger than in the preceding
example, precisely because of the correlation between the
periodic noise and certain image patterns.
However, we did not observe such a situation in the
experiments presented in the following section. It appears
that in real images, the noise spectrum is mostly well sepa-
rated from the image spectrum.
4.2 Real Dataset
For each experiment, we present the noisy image, its power
spectrum, the average power spectrum of the patches, the
average power spectrum distribution together with the fitting
line (in red) and the 3σ upper limit (in green), the corrected
power spectrum, the denoised image, the estimated noise,
and a close-up view of the noisy and denoised images.
The values of parameter L and of the deduced number N
of patches are given in Table 1, together with the values of A
and α estimated on the average power spectrum coefficients.
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Fig. 16 Newspaper experiment (5). (a) Noisy image. (b) Power spectrum. (c) Average power spectrum.
(d) Power spectrum coefficient distribution. (e) Corrected power spectrum.
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Computation times are also mentioned. We can see that α ≃
2 (as expected for “generic” natural images) in the remote
sensing images. Images essentially composed of dots (such
as the challenging Apollo or Newspaper images) have a
smaller α. The Bending image has a larger α. This image
cannot be considered as a natural one, as explained briefly
below, which explains its specific α and A values.
The original images were found on the Internet. The
image for Experiment 1 comes from Ref. 23. Images for
Experiments 2 to 5 come from Ref. 5. Additional experi-
ments are available in a separate report.24
Experiment 1 (Figs. 1 to 3) was fully discussed in
Sec. 3.3.
In Experiment 2 (Figs. 10 to 11), the original image is
composed of separate shapes (see close-up view) and is
an extreme case of pseudoperiodic noise. The average
power spectrum is dominated by the noise component and
can only marginally be assimilated to the spectrum of a natu-
ral image. This explains the aspect of the power spectrum
distribution which is quite widely spread. In spite of this,
the automated process enables us to detect the noise compo-
nent, and to reconstruct the image with only limited residual
noise patterns. The complex noise pattern in the Fourier
domain makes it all the more convenient to have an auto-
mated process. Note that a seemingly better reconstruction
is obtained in Ref. 5 by manually picking well-selected
spikes.
Experiment 3 (Figs. 12 to 13) shows strong periodic strip-
ing in the sea in this satellite image of Florida. This explains
the vertical straight lines in the spectrum. In addition to these
lines, “blobs” at the center of the top/bottom and left/right
boundaries of the images are also detected as outliers to
the spectrum distribution. They are certainly explained by
aliasing, another cause of spikes in the power spectrum
which was not taken into account in this study. This is
confirmed by the sharp, pixelized aspect of the coast in the
close-up view. As a consequence, the method noise also con-
tains information about the image edges. As expected, white
noise is not discarded by the proposed algorithm and is still
noticeable. Let us note that an approach to detecting aliasing
based on statistical properties of the spectrum is available
in Ref. 25.
Experiment 4 (Figs. 14 to 15) is another example of com-
plex noise appearing in remote sensing imaging which is
successfully removed. High-frequency components can be
noted in the corners of the spectrum image.
Experiment 5 (Figs. 16 to 17) deals with the halftone
printing used in newspapers. In this technique, gray levels
are simulated by dots of various sizes distributed along
a regular grid. Thus, it is possible to consider the image
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Fig. 17 Newspaper experiment (5). (a) Denoised image. (b) Estimation of the noise. (c) Close-up view of
the noisy image. (d) Close-up view of the denoised image.
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reconstruction as a pseudoperiodic noise removal problem.
Although the linearity of the power spectrum distribution
stops before the 0.2 cycle per pixel limit, we are still able
to detect the spikes. We can see in the close-up view of
the denoised image that the largest dots are still visible,
and that subsequent processing is certainly required to obtain
a better reconstruction.
Experiment 6 (Figs. 18 to 19) deals with data from exper-
imental solid mechanics. This experiment is an application of
the proposed algorithm to non-natural images. Figure 18(a)
shows a shear strain map measured on the surface of a rein-
forced notched beam subjected to three-point bending. It is
obtained using the so-called “grid method,” which consists
of marking the surface with a regular pattern (a grid), taking
pictures of this pattern during a test, and extracting the
phases and their derivatives from the grid images using
the windowed Fourier transform.26 The displacement and
strain maps are indeed respectively proportional to the
phase and phase derivative changes between current and
reference grid images. Low-frequency parasitic fringes
like those shown in this figure sometimes appear on the
maps. They are due to various causes, such as manufacturing
defects of the grid. In the current case, these fringes are likely
due to slight regular defects of the grid which are not
correctly compensated for by using the process described
in Ref. 26. Of course, this image cannot be considered as
a “natural” image. Here, the power spectrum distribution
is satisfied up to 0.06 cycle per pixel, instead of the 0.2
value used in the algorithm in Sec. 3.1. “Blobs” can be
seen in the denoised image. They are actually caused by
sensor noise which propagates to the strain map27,28 as spa-
tially correlated noise. We have shown here an example
where the automated process provides satisfactory results.
However, the power law assumption is, in general, not
valid for strain maps. They still need hand-tuned dedicated
approaches.22
4.3 Comparison with Morphological Component
Analysis
MCA10,11 implements blind source separation by decom-
posing a linear mixture of several (here two) signals,
sparsely represented in a morphologically independent
basis. Separating the periodic noise and the underlying natu-
ral image can be achieved by using a DCT representation
for the periodic noise and a curvelet representation for the
image, as suggested in Ref. 11.
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Fig. 18 Bending experiment (6). (a) Noisy image. (b) Power spectrum. (c) Average power spectrum.
(d) Power spectrum coefficient distribution. (e) Corrected power spectrum.
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The results of this decomposition29 for some of the images
of Secs. 4.1 and 4.2 can be found in Figs. 20 to 22. The
denoised image is the curvelet component, and the method
noise is the DCT component. Computation times are
reported in Table 2. Additional experiments are available
in Ref. 24.
Even if the parameters would certainly benefit from care-
ful setting, we can see that MCA does not perform as well as
the proposed approach. Details of the image can be seen in
the method noise (which means that they have been lost
from the denoised image), and some periodic noise can
still be seen in the denoised image. The reason is that the
sparsity assumption is probably too optimistic in the problem
of interest, as could be expected from the shape of the cor-
responding notch filter in the Fourier domain. Furthermore,
the retrieved denoised image appears smoother than with
the proposed notch filter. In addition, MCA is 150 to 350
times slower than the proposed algorithm, despite the fact
that MCA uses compiled functions (our code is native
MATLAB).
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Fig. 19 Bending experiment (6). (a) Denoised image. (b) Estimation of the noise. (c) Close-up view of the
noisy image. (d) Close-up view of the denoised image.
Denoised image
100 200 300 400 500
50
100
150
200
250
300
350
400
450
500 0
50
100
150
200
250 Method noise
100 200 300 400 500
50
100
150
200
250
300
350
400
450
500
−100
−80
−60
−40
−20
0
20
40
60
80
100
Denoised image
140 160 180 200 220 240 260
20
40
60
80
100
120
140 0
50
100
150
200
250
Fig. 20 Morphological component analysis (MCA), Mandrill experiment. Denoised image, periodic noise
component, close-up view of the denoised image. To be compared to Fig. 5.
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5 Conclusion
This paper presents a novel automated approach to pseudo-
periodic noise removal in natural images. It is based on the
observation that the localization of the Fourier coefficients
from the periodic noise are likely to be the only spikes
present in the average power spectrum estimated on a set
of patches regularly distributed in the image. The corre-
sponding Fourier coefficients are detected as outliers of
the power law distribution which is expected from a natural
image. This gives an automated notch filter design, which
can be used in turn to successfully remove pseudoperiodic
noise. The resulting method is limited to “natural” images:
this terminology includes remote sensing imaging but
not, for example, strain maps in experimental mechanics
which, in general, still need a dedicated approach.22
Aliasing is also potentially detected as pseudoperiodic
noise if it affects a large part of the image. Moreover, a
comparison shows that the proposed method performs better
than a blind source separation algorithm such as MCA. A
perspective for this work would be to replace the parametric
approach to detecting the spikes caused by noise in the
Fourier domain by a nonparametric detection such as an
a-contrario approach (see, e.g., Refs. 30 and 31) in the same
spirit as in Ref. 25.
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Fig. 21 MCA, Florida experiment (3). Denoised image, periodic noise component, close-up view of
the denoised image. To be compared to Fig. 13.
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Fig. 22 MCA, Newspaper experiment (5). Denoised image, periodic noise component, close-up view of
the denoised image. To be compared to Fig. 17.
Table 2 Morphological component analysis (MCA) algorithm: experi-
ment number (as in Sec. 4.2); image name and corresponding figure;
computation time (in seconds, Intel Xeon E3-1240 processor).
Number Image Time
— Mandrill (Fig. 20) 30.2
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5 Newspaper (Fig. 22) 134.6
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