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Resumo
Neste trabalho sera´ introduzido o me´todo criptogra´fico RSA, baseado na
escolha de dois nu´meros primos muito grandes. Para que possamos deter-
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A palavra criptografia tem a seguinte origem: kripto´s = escondido, oculto
e gra´pho = grafia. Ou seja, criptografia e´ a arte ou cieˆncia de escrever
em cifras ou em co´digos, de tal maneira que somente o destinata´rio tenha
permissa˜o para decifrar ou compreender a mensagem, pois a criptografia
converte textos originais em uma informac¸a˜o transformada, que chamamos
de texto cifrado. Sendo mais rigoroso, Criptografia e´ o estudo dos me´todos
para cifrar ou codificar uma mensagem, de tal forma que so´ o destinata´rio
leg´ıtimo seja capaz de interpretar o conteudo da mensagem. Outros termos
utilizados sa˜o:
• Criptoana´lise (kripto´s = escondido, oculto e ana´lysis = decomposic¸a˜o)
– e´ o estudo de me´todos para decifrar uma mensagem codificada sem
ser o destinata´rio leg´ıtimo.
• Criptologia (kripto´s = escondido, oculto e logo = estudo, cieˆncia) – e´
a junc¸a˜o de Criptografia e da Criptoana´lise.
Normamente usamos as palavras decodificar e decifrar com o mesmo
sentido. Na˜o nos damos conta que, ao decodificarmos uma mensagem, esta-
remos realizando o processo que um usua´rio leg´ıtimo do co´digo faz quando
recebe uma mensagem codificada. Por outro lado, ao decifrarmos, estare-
mos realizando o processo de ler a mensagem mesmo na˜o sendo o usua´rio do
co´digo.
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Desta forma, o principal propo´sito da criptografia e´ permitir que seja feita
com seguranc¸a a transmissa˜o da mensagem de forma restrita ao usua´rio.
Nos tempos atuais, a criptografia esta´ fundamentada em algoritmos com-
plexos, usados para cifrar mensagens, que sa˜o usadas nas comunicac¸o˜es mi-
litares, diploma´ticas e transac¸o˜es comerciais, garantindo assim sigilo, inte-
gridade, autenticac¸a˜o do usua´rio, autenticac¸a˜o de remetente, autenticac¸a˜o
do destinata´rio e de atualidade. Esta seguranc¸a depende de te´cnicas ma-
tema´ticas para que sejam feitas a codificac¸a˜o e decodificac¸a˜o de uma mensa-
gem, de tal forma que este co´digo seja dif´ıcil de ser decifrado, principalmente
atrave´s de computadores.
O primeiro co´digo de chave pu´blica foi desenvolvido por L. R. Rivest, A.
Shamir e L. Adleman – RSA. O co´digo funciona com duas chaves: uma que
codifica (chave pu´blica); e outra, que decodifica. A seguranc¸a esta´ em como
gerar e distribuir as chaves. O RSA e´ considerado atualmente um dos mais
seguros me´todos de criptografia, pois ao se tentar decifrar uma mensagem
criptografada na RSA depara-se com uma dificuldade muito grande.
Este trabalho abordara´ histo´ria e conceitos matema´ticos da criptografia.
No Cap´ıtulo 1, trataremos da Histo´ria da Criptografia e das diferenc¸as entre
Criptografia Cla´ssica e a RSA. No Cap´ıtulo 2, sera´ exposto o me´todo de
codificac¸a˜o e decodificac¸a˜o RSA, conceitos de aritime´tica modular, divisa˜o
nos inteiros, seguranc¸a e assinaturas do RSA. No Cap´ıtulo 3, sera˜o abor-
dados testes para determinar quando um nu´mero e´ primo. No Cap´ıtulo 4,




1.1 Histo´ria da Criptografia
Faremos um passseio por diversos momentos da histo´ria, em que a crip-
tografia esteve presente na mente humana, especialmente na esfera do poder.
Comec¸amos na Antiguidade, quando a criptografia na˜o era ligada a sis-
temas de co´digos e ca´lculos matema´ticos, era apenas resultado de ide´ias cri-
ativas, iniciando assim a base para a criptografia.
O primeiro exemplo documentado da escrita cifrada foi numa vila eg´ıpcia
perto do rio Nilo, chamada Menet Khufu. Um arquiteto do farao´ Amenemhet
II construiu alguns monumentos para o farao´, os quais foram documentados
em tabletes de argila, e, e´ claro, na˜o poderiam cair em ma˜os pu´blicas. O
escriba teve enta˜o a ide´ia de substituir algumas palavras ou trechos do texto
por s´ımbolos, de tal forma que, se o documento fosse roubado, o ladra˜o na˜o
encontraria o caminho que o levaria a um suposto tesouro.
Percorrendo pela Antiguidade, por volta de 1500a.C, o Egito, China, I´ndia
e Mesopotaˆmia desenvolveram a Esteganografia, que se destacou atrave´s
dos seguintes me´todos.
• Tatuagens com mensagens na cabec¸a de escravos
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• Marcas em madeiras de placas de cera, que eram depois cobertas com
cera nova
• Mensagens dentro do estoˆmago de animais de cac¸a e tambe´m de hu-
manos
Por volta de 600 a 500 a.C, os escribas hebreus escreveram o livro de Jeremias,
usando como cifra a substituic¸a˜o simples pelo alfabeto reverso, conhecido
como Atbash. As cifras da e´poca eram as seguintes: Atabash, Albam e
Atbah, que eram conhecidas como Cifras Hebraicas.
No se´culo IV a.C, houve a invenc¸a˜o de um sistema de comunicac¸a˜o o´tico,
parecido com o tele´grafo, o conhecido relo´gio de a´gua, inventado por Ene´as,
o Ta´tico. Logo, em seguida, o general Tuc´ıdides usa o me´todo conhecido
como Basta˜o de Licurgo, sendo este talvez o sistema criptogra´fico mais
antigo.
Por volta de 300 a.C, e´ atribuido a Pol´ıbio, um historiador grego, uma
cifra de substituic¸a˜o que converte os caracteres da mensagem em nu´meros,
o chamado Co´digo de Pol´ıbio. Perto de 50 a.C, Julio Cesar usa sua cifra
de substituic¸a˜o para cifrar mensagens governamentais, que eram compostas
pela alternaˆncia de letras, desviando–as em treˆs posic¸o˜es. O Co´digo de
Ce´sar e´ o u´nico da antiguidade usado ainda hoje, e todas as cifras baseadas
na substituic¸a˜o c´ıclica sa˜o conhecidas como Co´digo de Ce´sar.
Na Idade Me´dia, ha´ certo dominio da escrita e da matema´tica, e o homem
passa a se especializar em criptografia. Nesta e´poca, os sistemas se tornam
mais sofisticados, com estudos cada vez mais avanc¸ados na Criptoana´lise.
Esta e´poca na Europa foi conhecida como per´ıodo das trevas e a criptografia
na˜o escapou de perseguic¸o˜es. Desta forma, muito sobre o assunto foi perdido,
pois a criptografia era considerada magia negra ou bruxaria.
De 700 ao in´ıcio do se´culo XI, muitos A´rabes escreveram obras sobre
criptografia, principalmente me´todos para decifrar sistemas. Em 1187, Ibn
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Dunainir em seu livro Explicac¸o˜es claras para a soluc¸a˜o de mensagens
secretas expo˜e um sistema inovador: cifras alge´bricas, ou seja, a substituic¸a˜o
de letras por nu´meros, de tal forma que a transformac¸a˜o da mensagem ori-
ginal em cifra seja feita aritmeticamente. Por volta de 1200, o frade ingleˆs
Roger Bacon descreve sete me´todos de cifras. A contribuic¸a˜o arabe-islaˆmica
foi significativa com a invenc¸a˜o da criptoana´lise. A denominac¸a˜o ’Cifra’
vem da palavra a´rabe ’sifr’, que significa ’nulo’. Em Veneza, por volta de
1300, foi criada uma organizac¸a˜o especializada com o objetivo de manipular
a criptografia. Em 1378, o antipapa Clemente VII decide unificar as cifras da
Ita´lia e designou a tarefa a Gabriele Lavinde, que compilou um manual con-
tendo uma colec¸a˜o de cifras manuais, do qual o Vaticano tem uma co´pia de
1379. Este manual, que une cifras e co´digos, foi usado por aproximadamente
450 anos. Entre 1400 e 1500, foram editados sistemas homofoˆnicos e polial-
fabe´ticos, sendo que neste u´ltimo sistema usava–se um Disco de Cifragem.
Esta cifra foi quebrada por volta de 1800.
Ja´ na Idade Moderna, houve uma explosa˜o no estudo da criptografia,
com troca de ide´ias, experieˆncias e a publicac¸a˜o de trabalhos. Em 1518,
Johannes Trithemius escreveu o primeiro livro impresso sobre criptografia.
Apo´s 32 anos, foi publicado por Girolamo Cardano o primeiro procedimento
com auto-chave, pore´m seu sistema era imperfeito. O nome dado a este
sistema era Grelha de Cardano. No final do se´culo XVI, a Franc¸a comec¸a
a consolidar sua lideranc¸a na criptoana´lise, com Sir Francis Bacon, o inventor
de um sistema esteganogra´fico, denominando seu alfabeto de Biliteral, pois
utilizava a combinac¸a˜o de duas letras A e B em grupos de cinco. Esta cifra
foi conhecida como Cifra de Bacon; hoje, e´ classificada como codificac¸a˜o
bina´ria de 5 bits. Em 1663, Athanasius Kirchner, estudioso e matema´tico
alema˜o, transformou as cifras multialfabe´ticas em cifras nume´ricas. Leibniz
inventou, 7 anos depois, a ma´quina de calcular usando uma escala bina´ria
que, reformulada, e´ utilizada ate´ hoje e e´ conhecida como Co´digo ASCII.
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Em 1691, Antoine Rossignol elaborou a Grande Cifra de Lu´ıs XIV. Esta cifra
era muito sofisticada. No entanto, foi quebrada ao redor de 1890. O se´culo
XVIII e´ a e´poca da espionagem das Caˆmaras Escuras na Europa. Neste
momento, em Viena, foi constituida uma das mais eficientes equipes, que
decifravam cerca de 100 cartas diariamente.
No se´culo XIX, a comunicac¸a˜o passou da oral e escrita para o uso do
tele´grafo, tambores e sinais de fumac¸a. Estes me´todos na˜o sa˜o criptogra´ficos,
pore´m exigem codificac¸a˜o e decodificac¸a˜o, o que indica que Linguagem, Co-
municac¸a˜o e Criptografia esta˜o ligadas pela histo´ria. Desta forma, entre 1790
e 1900 a criptografia se dissemina no ocidente, comec¸ando assim a surgir
ma´quinas e dispositivos sofisticados, um grande avanc¸o na criptografia me-
canizada, juntamente com os primeiros sistemas de comunicac¸a˜o a distaˆncia.
No in´ıcio de 1800, o Coronel Decius Wadsworth produziu um disco cifrante,
contendo engrenagens, com nu´meros diferentes de letras no alfabeto origi-
nal e cifrante, o que resulta numa cifra progressiva na qual os alfabetos sa˜o
usados irregularmente. O Co´digo Braille e´ criado em 1834 e e´ contituido por
63 caracteres, cada um composto de 1 a 6 pontos, dispostos em uma matriz
ou ce´lula de seis posic¸o˜es. Este sistema e´ reconhecido internacionalmete e
utilizado ate´ hoje. Em 1840, Samuel Morse desenvolve o co´digo que recebeu
seu nome, sendo na verdade um alfabeto cifrado em sons curtos e longos.
Charles Babbage, hoje conhecido como O Pai do Computador, projeta a
primeira ma´quina de ca´lculo sofisticada, conhecida como Ma´quina das Dife-
renc¸as. Na mesma e´poca, surge com Charles Wheatstone a Cifra Playfair,
que era composta por uma matriz de letras com chaves para produzir cifras
digra´ficas, facilmente usadas no campo de batalha. Em 1893, ocorrem as
primeiras transmisso˜es de sinais telegra´ficos e de voz humana por telefonia
sem fio, em Sa˜o Paulo, Brasil, pelo padre Roberto Landell de Moura, pore´m
o me´rito de inventor fica com o italiano Marconi.
O se´culo XX foi marcado por duas guerras mundiais, e avanc¸os na cieˆncia
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e tecnologia. O aumento da informac¸a˜o nos possibilitou a chegada da era
digital, tomando conta assim de todos no´s. Desta forma, no in´ıcio de 1900,
inicia–se com Guglielmo Marconi a era da comunicac¸a˜o sem fio, aumentando
assim o desafio da criptografia. Em 1913, o capita˜o Parket Hitt reinventou o
Cilindro Cifrante, abrindo caminho para o M–138 da Primeira Guerra Mun-
dial. Apo´s 6 anos, na Holanda, e´ criada uma ma´quina cifrante baseada em
rotores, conhecida tambe´m como Ma´quina Enigma que, em 1923, e´ vendida
aos alema˜es. Entre 1925 e 1933, o uso da criptografia na˜o se limitava somente
a` alta sociedade, mas contrabandistas usavam a criptografia para seus feitos.
De 1933 a 1945, a Ma´quina Enigma foi aperfeic¸oada, transformando–se na
ferramenta criptogra´fica mais importante da Alemanha nazista. Em 1960, o
Dr. Horst Feistel desenvolve a cifra Lucifer, sendo que, anos depois, esta ci-
fra serve de base para o desenvolvimento do DES e outros sistemas cifrantes.
Em 1969, surge com James Ellis um sistema com chaves pu´blicas e chaves
privadas separadas. Oito anos depois, Ronald L. Rivest, Adi Shamir e
Leonard M. Adleman comec¸am a discutir como criar um sistema de chave
mais pra´tico, pore´m seguro, e em um ano o Algoritmo RSA e´ publicado.
Em 1986, surge a criptografia com curva El´ıptica sugerida por Miller, e, na
de´cada de 90, trabalhos com computadores quaˆnticos e criptografia quaˆntica
comec¸am a surgir. Em 1998, o co´digo DES e´ quebrado em 56 horas; e em
1999, em apenas 22 horas e 15 minutos.
1.2 Criptografia Cla´ssica x RSA
Desde a Antiguidade, tratando–se de mensagens secretas, o homem faz uso de
artefatos e ma´quinas. No decorrer destes 2500 anos, houve diversos sistemas
de cifragem, sendo que durante 1500 anos a criptografia na˜o envolvia ca´lculos
matema´ticos em seu processo de cifragem. Os sistemas criptogra´ficos nesta
e´poca tinham como unidade o caracter. As converso˜es se davam atrave´s de
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duas operac¸o˜es ba´sicas: a substituic¸a˜o e a transposic¸a˜o.
As cifras de substituic¸a˜o baseiam-se na substituic¸a˜o de um caracter por
outro. Vejamos, como exemplo, a cifra de Ce´sar, que substitui cada caracter
por outro, treˆs posic¸o˜es a seguir, em um alfabe´to de 26 letras. Por exemplo:
• Frase original: A ARTE DA CRIPTOGRAFIA
• Frase Cifrada: D DVXH GD FULSXJUDILD
O comando ROT13 do sistema Unix e´ uma cifra de substituic¸a˜o, em que
cada letra e´ rodada 13 posic¸o˜es.
Nas cifras de Transposic¸a˜o os carateres da mensagem se manteˆm, pore´m
sua ordem e´ trocada. Por exemplo:
• Frase original: A ARTE DA CRIPTOGRAFIA
• Frase Cifrada: RATAEA CDIPROG RTIAAF
Este tipo de criptografia se classifica como Criptografia de Chave
Sime´trica, ou seja, que utiliza a mesma chave para codificar e decodificar.
Estes sitemas sa˜o conhecidos como Criptografia Cla´ssica.
Atualmente, com algoritmos de criptografia pro´prios para o uso dos com-
putadores, a unidade de manipulac¸a˜o neste momento sa˜o os bits, mantendo–
se as duas operac¸o˜es anteriores, sendo elas a substituic¸a˜o e transposic¸a˜o. Na
Criptografia RSA temos a chamada Criptografia de Chave Assime´trica,
que utiliza uma chave pu´blica e uma chave privada . A chave pu´blica
e´ usada para codificar e a chave privada para decodificar. O nome chave
pu´blica vem do fato de que voceˆ pode distribuir essa chave para qualquer
pessoa, o que, por outro lado, na˜o acontece com a chave privada. Para
decodificarmos uma mensagem na˜o precisamos da chave pu´blica, pore´m a
decodificac¸a˜o e´ invia´vel devido ao tempo que esta operac¸a˜o demoraria.
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Portanto, entre a Criptografia Cla´ssica e o Sistema RSA, a diferenc¸a
esta´ justamente no processo de codificac¸a˜o e decodificac¸a˜o, que poderemos




A criptografia de chave pu´blica ou assime´trica utiliza duas chaves que
sa˜o relacionadas por uma func¸a˜o matema´tica. O que uma chave codifica a
outra decodifica. Para que isto ocorra, o algoritmo que codifica e o algoritmo
que decodifica devera˜o atender a treˆs requisitos: Se C(M) e´ a mensagem
codificada e D(C(M)) a mensagem decodificada, enta˜o:
1. D(C(M))=M, em que M seria a mensagem original.
2. Na˜o pode ser simples a deduc¸a˜o de D, a partir de C.
3. C na˜o pode ser decifrado atrave´s do ataque ao texto codificado.
O RSA satisfaz os treˆs requisitos. Veremos como ele funciona e alguns
conceitos matema´ticos necessa´rios para explica´-lo.
2.1 Pre´–codificac¸a˜o
Esta e´ a primeira etapa do me´todo RSA, em que convertemos a mensagem
desejada em um nu´mero. Neste caso, iremos presumir que a mensagem a ser
convertida tenha somente letras. Assim, observe a seguinte tabela:
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A→ 10 B → 11 C → 12 D → 13 E → 14 F → 15 G→ 16
H → 17 I → 18 J → 19 K → 20 L→ 21 M → 22 N → 23
O → 24 P → 25 Q→ 26 R→ 27 S → 28 T → 29 U → 30
V → 31 W → 32 X → 33 Y → 34 Z → 35
Quando enviamos uma mensagem, o correto e´ converter todo tipo de
caracter: letras, nu´meros, pontuac¸o˜es, etc. Os valores associados a estes
caracteres sa˜o escolhidos a seu gosto, desde que o receptor da mensagem




Feita a conversa˜o dos caracteres da mensagem, pelos valores associados,
iremos passar a escolha de paraˆmetros.
Sejam p e q primos distintos. O par (p,q) sa˜o chamados de paraˆmetros,
que formara˜o um terceiro nu´mero, n, de tal forma que n seja o produto de p
por q, ou seja, n = p.q.
A u´ltima etapa da Pre´-codificac¸a˜o e´ quebrar em blocos o nu´mero produ-
zido pela conversa˜o da mensagem que queremos enviar. Estes blocos devem
ser menores que n.
Escolheremos nu´meros primos pequenos, para que possamos ilustrar as
propriedades matema´ticas da teoria dos nu´meros. Enta˜o sejam p = 17 e
q = 11, a partir dos quais obtemos n = 187. Portanto, obteˆm-se os seguintes
blocos:
142 – 1– 182 – 8 – 102 – 31 – 61 – 42 – 110
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Ao dividir os blocos devemos evitar o in´ıcio de um bloco com 0 (zero).
E´ bom evitar, tambe´m, blocos que sejam iguais a valores nume´ricos atribui-
dos a caracteres, pois assim dificultaremos a decodificac¸a˜o por contagem de
frequeˆncia, que sera´, neste caso, essencialmente imposs´ıvel.
2.2 Codificac¸a˜o e Decodificac¸a˜o
Terminada a fase da Pre´–codificac¸a˜o, podemos passar a etapa de codi-
ficac¸a˜o da RSA propriamente dita. Para codificar uma mensagem, precisa-
mos do inteiro positivo n, que e´ o produto dos primos escolhidos anterior-
mente, e de um inteiro σ que seja invers´ıvel mo´dulo Φ(n), ou seja, temois
que ter o mdc(σ,Φ(n)) = 1. Mas o que seria Φ(n) ?
Definic¸a˜o 2.1 (Func¸a˜o de Euler): Para cada nu´mero natural n definimos
φ(n), a func¸a˜o de Euler, como sendo o nu´mero de inteiros positivos que na˜o
excedem n e sa˜o relativamente primos com n.
Note que se conhecemos p e q e´ fa´cil calcular Φ(n), ja´ que Φ(n) = (p −
1)(q − 1). Chamamos o par (n,σ) de Chave de Codificac¸a˜o.
Na Pre´–codificac¸a˜o obtemos uma sequeˆncia de nu´meros ou blocos. Nesta
etapa devemos codificar cada bloco separadamente, e a sequeˆncia de blocos
codificados formara´ a mensagem codificada.
Como faremos para codificar um bloco bk, com k ∈ Z∗+, sabendo que
bk e´ um inteiro positivo e menor que n? Denotaremos por C(bk) o bloco
codificado, que e´ definido como:
(bk)
σ ≡ C(bk)mod n
A fim de que possamos entender melhor o processo de codificac¸a˜o, sera´
necessa´rio que saibamos um pouco da Aritme´tica Modular. Inicialmente,
vamos citar alguns conceitos.
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2.2.1 Congrueˆncia
Definic¸a˜o 2.2 Seja n ∈ Z, em que n > 1. Sejam a, b ∈ Z. Dizemos que a
e b sa˜o congruentes mo´dulo n se o resto da divisa˜o de b por n e´ igual ao
resto da divisa˜o de a por n. Usaremos a seguinte notac¸a˜o para indicarmos
que a e b sa˜o congruentes mo´dulo n:
a ≡ b mod n
Exemplo 2.1 Temos que 25 ≡ 13 mod 4, pois o resto(25, 4) = 1 e o
resto(13, 4) = 1.
Existe outra forma para verificarmos a existeˆncia de uma congrueˆncia, e
para isso usaremos a seguinte proposic¸a˜o.
Proposic¸a˜o 2.1 Para quaisquer inteiros a e b, temos a ≡ bmodn se, e
somente se n | (a− b).
Demonstrac¸a˜o:
V Como a ≡ b mod n, temos que res(a, n) = res(b, n). Desta forma
existem q1 e q2 tais que a = q1n+ r e b = q2n+ r. Assim a− b = n(q1− q2),
e enta˜o n | (a− b).
W Suponha que n | (a − b) e que r1 = res(a, n) e r2 = res(b, n). Desta
forma a = nq1 + r1 e b = nq2 + r2, em que 0 ≤ r1, r2 ≤ n.
Assim, a− b = n(q1 − q2) + (r1 − r2). Como n | (a− b) e n | (n(q1 + q2))
temos n | (r1−r2). Assim, n | (|r1−r2|) e |r1−r2| < n. Ou seja, |r1−r2| = 0.
Portanto, r1 = r2 e a ≡ b mod n.

Da proposic¸a˜o anterior temos duas consequeˆncias imediatas.
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Corola´rio 2.1 Sejam a e r inteiros, com 0 ≤ r < n. Enta˜o a ≡ r mod n
se, e somente se, r = res(a, n).
Demonstrac¸a˜o
V Seja a ≡ r mod n. Enta˜o n | (a − r) e existe q tal que (a − r) = nq.
Assim, a = nq + r, e, como 0 ≤ r < n, tem-se que r = res(a, n).
W Suponha que r = res(a, n). Enta˜o existe um q tal que a = nq + r e,
com isso, a− r = nq, o que implica n | (a− r). Logo, a ≡ r mod n.

Corola´rio 2.2 Se a e b sa˜o inteiros e a ≡ bmodn, enta˜o n | a se, e somente
se, n | b.
Demonstrac¸a˜o:
V Suponhamos que a ≡ b mod n. Segue que n | (a − b). Como, n | a
temos que n | b.
W Se n | a e n | b, temos que n | (a− b). Logo, a ≡ b mod n.

Seja R uma relac¸a˜o em um conjunto A:
R e´ Reflexiva se, ∀a ∈ A, aRa.
R e´ Sime´trica se, ∀a, b ∈ A, aRb ⇒ bRa.
R e´ Transitiva se, ∀a, b, c ∈ A, aRb e bRc ⇒ aRc.
Uma relac¸a˜o que e´ Sime´trica, Reflexiva e Transitiva e´ dita uma Relac¸a˜o
de Equivaleˆncia. Assim, temos a seguinte proposic¸a˜o:
Proposic¸a˜o 2.2 A relac¸a˜o de congrueˆncia e´ uma relac¸a˜o de equivaleˆncia.
Demonstrac¸a˜o:
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1. Reflexiva: n | 0 ⇒ n | (a − a). Pela prop. 2.1, para qualquer a
inteiro, a ≡ a mod n.
2. Sim’˙etrica: Se a ≡ b mod n, n | (a − b). Logo, n | (b − a). Desta
forma, b ≡ a mod n.
3. Transitiva: Se a ≡ b mod n e b ≡ c mod n, segue que n | (a − b)
e n | (b − c). Logo, n | ((a − b) + (b − c)), o que nos da´ n | (a − c).
Portanto, a ≡ c mod n.

Ale´m das propriedades acima citadas, a congrueˆncia possui as seguintes
propriedades relacionadas a`s operac¸o˜es, no conjunto dos nu´meros inteiros.
Proposic¸a˜o 2.3 Sejam a,b,c e d inteiros quaisquer. Enta˜o:
1. Se a ≡ b mod n e c ≡ d mod n, enta˜o a+ c ≡ b+ d mod n;
2. Se a ≡ b mod n e c ≡ d mod n, enta˜o ac ≡ bd mod n;
3. Se m ∈ Z+ e a ≡ b mod n, enta˜o am ≡ bm mod n.
Demonstrac¸a˜o:
1. Se a ≡ bmodn e c ≡ dmodn, segue que n | (a− b) e n | (c−d). Desta
forma, n | ((a− b) + (c− d)), ou seja, n | ((a+ c)− (b+ d)). Portanto,
n | (a+ c) e n | (b+ d) e a+ b ≡ c+ d mod n.
2. Se a ≡ bmodn e c ≡ dmodn, segue que n | (a− b) e n | (c−d). Desta
forma, temos n | (d(a − b) + a(c − d)), que implica em n | (ac − bd).
Logo, n | bd e n | ac. Enta˜o ac ≡ bd modn.
3. Sejam m ∈ Z+ e a ≡ b mod n. Vamos provar, por induc¸a˜o, que isso e´
va´lido ∀m ∈ Z+.
Considere P(m) verdadeiro se am ≡ bm mod n.
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• Pela hipo´tese, P(1) e´ verdade;
• Suponha que P(m) e´ verdadeiro. Provaremos que P(m+1) tambe´m o
e´.
am ≡ bm mod n e a ≡ b mod n ⇒ ama ≡ bmb mod n, pelo item (2)
acima.
Isto e´, P(m+1) e´ verdadeiro.

Em seguida, relacionaremos congrueˆncia a`s propriedades de divisa˜o.
Proposic¸a˜o 2.4 Sejam m,n ∈ Z+, m,n > 1 e a, b, c ∈ Z:
1. Se a ≡ b mod n e m | n enta˜o a ≡ b modm.
2. Se z = mmc(m,n) enta˜o a ≡ b mod n e a ≡ b mod m se, e somente
se a ≡ b mod z.
3. Se ac ≡ bc mod n e mdc(c, n) = 1, enta˜o a ≡ b mod n.
4. Se ab ≡ cd mod n, a ≡ c mod n e mdc(c, n) = 1 enta˜o b ≡ d mod n.
Demonstrac¸a˜o:
1. Se a ≡ b mod n, n | (a− b). Mas, como m | n, temos que m | (a− b).
Portanto, a ≡ b mod m.
2. ⇒ Se a ≡ bmodn e a ≡ bmodm, temos que n | (a− b) e m | (a− b).
Desta forma, mn | (a− b), ou seja, z | (a− b), ja´ que z = mmc(m,n).
Logo a ≡ b mod z.
⇐ Reciprocamente, se a ≡ b mod z, temos z | (a − b). Como z =
mmc(m,n), m | z e n | z. Portanto, m | (a − b) e n | (a − b). Logo,
a ≡ b mod n e a ≡ b mod m.
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3. Se ac ≡ bc mod n, enta˜o n | (ac − bc), ou seja, n | c(a − b). Mas,
mdc(c, n) = 1. Enta˜o n | (a− b). Logo, a ≡ b mod n.
4. Se ab ≡ cd mod n, enta˜o n | (ab − cd). Se a ≡ c mod n, temos
n | (a − c). Logo, existem q1 e q2 inteiros tais que, ab − cd = q1n e
a− c = q2n. Substituindo-se c = a− q2n, obtemos ab−ad+dq2n = q1n
⇒ a(b−d) = n(q1−dq2)⇒ n | (a(b−d)). Pore´m, como mdc(a, n) = 1,
teremos n | (b− d) e b ≡ d mod n.

Os itens 3 e 4 sa˜o chamados de Leis do Cancelamento para con-
grueˆncia, sendo que 4 e´ a generalizac¸a˜o de 3.
Como citado anteriormente, a congrueˆncia mo´dulo n e´ uma relac¸a˜o de
equivaleˆncia. Desta forma iremos definir uma classe de equivaleˆncia de a
mo´dulo n como:
a¯ = {b ∈ Z | a ≡ b mod n}
Poteˆncias Mo´dulo n
Aqui, mostraremos como calcular poteˆncias mo´dulo n, para algum n ∈ Z,
com n > 1. Ou seja, dados z,m, n ∈ Z com m ≥ 0 e n > 1, calcularemos
r = resto(zm, n), ou seja, determinaremos o inteiro r, com 0 ≤ r < n, tal
que zm ≡ r mod n.
Tendo abordado conceitos da Aritme´tica Modular, podemos continuar
nossa exposic¸a˜o sobre a codificac¸a˜o do sistema RSA. Como dito anterior-
mente, considere C(bk) o bloco codificado, em que para calcularmos C(bk)
faremos:
(bk)
σ ≡ C(bk)mod n
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Seja a seguinte sequeˆncia de blocos:
142 – 1– 182 – 8 – 102 – 31 – 61 – 42 – 110
Vejamos o que acontece no exemplo que estamos considerando: p = 17, q
= 11, n = 187. Ainda precisamos escolher σ. Lembremos que σ sera´ escolhido
invers´ıvel mo´dulo φ(n) = 16.10 = 160. Escolheremos o menor valor poss´ıvel
para σ que, neste caso, sera´ 3, ja´ que este e´ o menor nu´mero que na˜o divide
160. Assim, o bloco b4 = 8 da mensagem anterior e´ codificado como o resto
da divisa˜o de 83 por 187. Observe que 83 = 29 = 28.2 .
Assim, 28 = 256 ≡ 69 mod 187. Enta˜o, 83 = 28.2 ≡ 69.2 mod 187 ⇒
83 ≡ 138mod 187.
Desta forma a codificac¸a˜o do bloco b4 = 8 e´ o nu´mero 138, ou seja,
C(8)=138.
Codificando assim toda a mensagem, temos a seguinte sequeˆncia de blocos
codificados:
131 - 1 - 62 - 138 - 170 - 58 - 150 - 36 - 121
Agora, como faremos para decodificar um bloco da mensagem codificada?
A informac¸a˜o que precisamos para decodificar consiste em 2 (dois) nu´meros:
n e o inverso multiplicativo de σ com relac¸a˜o a φ(n), que chamaremos de d.
O par (n,d) e´ chamado de chave de decodificac¸a˜o. Assim, seja C(bk) = ak
um bloco de mensagem codificada. Enta˜o D(ak) sera´ o resultado da deco-
dificac¸a˜o, de tal forma que D(ak) e´ o resto da divisa˜o de (ak)
d por n, ou
seja,
(ak)
d ≡ D(ak)mod n
Para obtermos d, basta conhecermos σ e φ(n) e, assim, aplicar o Algo-
ritmo de Euclides Estendido. Primeiramente, definiremos o algoritmo de
divisa˜o de Euclides.
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Teorema 2.1 Algoritmo de Euclides
Sejam a, b ∈ Z+, b 6= 0. Enta˜o existem nu´meros inteiros q e r tais que
a = bq + r e 0 ≤ r < b. Ale´m disso, os valores de q e r sa˜o u´nicos.
Demonstrac¸a˜o: (Unicidade)
Sejam a e b inteiros positivos e q,q1 e r,r1 nu´meros inteiros tais que a =
bq + r e a = bq1 + r1 de tal forma que 0 ≤ r < b e 0 ≤ r1 < b. Suponha
r1 ≥ r. Enta˜o, se r = a− bq e r1 = a− bq1, r − r1 = (a− bq)− (a− bq1)⇒
r − r1 = b(q − q1).
Por outro lado, tanto r quanto r1 sa˜o menores que b. Como supomos r1 ≥ r
obtemos 0 ≤ r− r1 < b. Mas r− r1 = b(q− q1), ou seja, 0 ≤ b(q− q1) < 1.
Como q e q1 sa˜o inteiros, q − q1 = 0⇒ q = q1. Portanto r = r1.

A seguir, alguns teoremas importantes sobre Ma´ximo Divisor Comun de
dois inteiros na˜o nulos.
Dizemos que y e´ divisor de z (simbolicamente y | z) se existe q tal que
y = zq com y, z, q ∈ Z.
Escrevemos d = mdc(y, z), em que d e´ o ma´ximo divisor comum de y e
z. E´ claro que, se y | z, mdc(y, z) = y. Quando tivermos mdc(y, z) = 1,
dizemos que y e z sa˜o primos entre si. Desta forma, vejamos os seguintes
conceitos.
Lema 2.1 Sejam y e z dois inteiros positivos. Se m e n sa˜o inteiros tais que
z = my + n, enta˜o mdc(z, y) = mdc(y, n).
Demonstrac¸a˜o:
Sejam d1 = mdc(z, y) e d2 = mdc(y, n). Temos que d1 | z e d1 | y. Logo,
existem q1 e q2 tais que z = d1q1 e y = d1q2. Como d1 | my e d1 | my + n
temos que d1 | n. Deste fato e de que d1 | y, temos que d1 e´ divisor comum
de y e n. Mas, como d2 e´ maior divisor comum de y e n, tem–se que d1 ≤ d2.
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Partindo-se agora de que d2 | y e d2 | n e que existem q3 e q4 tais que
y = d2q3 e n = d2q4, por substituic¸a˜o tem–se z = d2q3m + d2q4. Enta˜o
z = d2(q3m+ q4), isto e´, d2 | z. Logo, d2 e´ divisor comum entre z e y. Mas,
d1 e´ o maior divisor comum entre z e y. Desta forma d2 ≤ d1.
Portanto, d1 ≤ d2 e d2 ≤ d1. Assim, d2 = d1 e mdc(y, z) = mdc(y, n).

Observe que o Lema 2.1 nos fornece que:
mdc(z, y) = mdc(y, z − ym) para todo m ∈ Z.
Exemplo 2.2 Determine o mdc de 396 e 84; 396 = 4.84 + 60.
mdc(396, 84) = mdc(84, 396−84.4) = mdc(84, 60) = mdc(60, 84−60.1) =
mdc(60, 24) = mdc(24, 12) = 12.
Ou seja, mdc(396, 84) = 12.
Proposic¸a˜o 2.5 Sejam a e b inteiros na˜o nulos. Enta˜o sa˜o va´lidas as se-
guintes propriedades:
1. mdc(a, b) = mdc(| a |, | b |).
2. mdc(a, b) = mdc(b, a).
Exemplo 2.3 Um resultado interessante e´ o ca´lculo do mdc(n, n2+1), para
n ∈ Z e n > 1.
mdc(n, n2 + 1)⇒ mdc(n2 + 1, n)
⇒ mdc(n, (n2 + 1)− n.n)⇒ mdc(n, 1)
⇒ mdc(1, n− n.1)⇒ mdc(1, 0) = 1.
Portanto, para qualquer n ∈ Z, n > 1, temos que n e n2 + 1 sa˜o primos
entre si.
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Teorema 2.2 Algoritmo de Euclides Estendido. (Teorema de Be´zout)
Dados inteiros positivos na˜o–nulos a e b, tais que mdc(a, b) = d, com d > 0,
enta˜o existem m,n ∈ Z tais que am+ bn = d.
Demonstrac¸a˜o:
Seja M = {at + bs | t, s ∈ Z}. Enta˜o existe algum inteiro na˜o–nulo
pertencente a M. Isto e´, M 6= φ. Se x ∈ M enta˜o (−x) pertence a M,
pois x = at + bs para t, s ∈ Z, enta˜o (−x) = −(at + bs) = a(−t) + b(−s) e
(−t), (−s) ∈ Z.
Seja agora A = M
⋂
Z+. Pelo Princ´ıpio da Boa Ordem, A tem um
mı´nimo, digamos c = am + bn. Quero mostrar que c = d, em que d =
mdc(a, b). Pois bem, d | a e d | b. Enta˜o d | am e d | bn e, logo, d | c.
Observe que c | a e c | b, pois se x ∈ A enta˜o x ≥ c e x = ta+ bs. Por
Euclides, x = kc+ r, 0 ≤ r < c, ou seja, (ta+ bs) = k(am+ bn) + r. Enta˜o
(t− km)a+ (s− kn)b = r. E, desta forma, r = 0, pois c e´ mı´nimo de A. Ou
seja, para qualquer x ∈ A, c | x. Em particular, c | a e c | b, isto e´, c | d.
Portanto tem–se que c = d.

Para obtermos enta˜o D(ak), que e´ o resultado do processo de decodi-
ficac¸a˜o, faremos (ak)
d ≡ D(ak) mod n. Para encontrarmos d, usaremos
o Algoritmo de Euclides Estendido. Veja que bk e´ o bloco da mensagem
original. Enta˜o, esperamos que D(C(bk)) = bk. Em outras palavras, decodi-
ficando um bloco da mensagem codificada, esperamos encontrar o bloco da
mensagem original.
Insistimos desde o in´ıcio que codificamos com n e decodificamos com p e
q. Pore´m, vemos que isto na˜o e´ estritamente verdade, pois ale´m do pro´prio n
temos que conhecer o inverso d de σ mo´dulo φ(n). So´ conseguimos calcular d
aplicando o Algoritmo de Euclides Estendido a σ e φ(n). Assim, no exemplo
que estamos acompanhando, n = 187 e σ = 3.
Usando o algoritmo de Euclides para encontrar d temos:
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Φ(187) = 160. Dividindo-se por 3, temos: 160 = 3.53 + 1. Ou seja,
1 = 160 + 3.(−53).
Desta forma, o inverso multiplicativo de 3 mo´dulo 160 e´ (−53). Como
d e´ expoente, sera´ melhor que d seja inteiro positivo na˜o nulo. Portanto,
d = 160 − 53 = 107, que e´ o menor inteiro positivo congruente a (−53)
mo´dulo 160. Assim, para decodificarmos o bloco a4 = 138 da mensagem
codificada, calculamos 138107 ≡ D(ak)mod187. Calculando via computador,
obtemos:
138107 ≡ 8mod 187
De tal forma que, D(ak) = 8, ou seja, o bloco original.
2.2.2 Por que funciona?
Como visto acima, o me´todo so´ e´ u´til se, ao decodificarmos uma men-
sagem codificada, obtivermos o bloco da mensagem original. Vejamos algu-
mas tentativas, para mostrar que isto realmente acontece.
Seja um sistema RSA com paraˆmetros p, q e n = pq. Enta˜o as chaves
de codificac¸a˜o sera˜o n e σ, e os de decodificac¸a˜o sera˜o n e d. Se bk e´ o bloco
original, temos que verificar que D(C(bk)) = bk. Para isto, enunciaremos o
seguinte teorema.
Teorema 2.3 (Teorema de Euler): Sejam n > 0 e a nu´meros inteiros.
Se mdc(a,n) = 1, enta˜o,
aφ(n) ≡ 1mod n
Veja demonstrac¸a˜o em [10] 
1. Tentativa I: Pela definic¸a˜o de D e C temos.
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D(C(bk)) ≡ ((bσk)d) ≡ (bk)σ d mod n (1)
Sabemos que d e´ inverso de σ mo´dulo Φ(n). Logo, σ d = 1 + yΦ(n),
para algum y ∈ Z. Veja que σ e d sa˜o inteiros maiores que 2, Φ(n) > 0
e y > 0. Substituindo em (1), temos:
(bk)
σ d ≡ (bk)1+yΦ(n) ≡ bk(bΦ(n)k )y mod n (2)
Se pudermos usar o teorema anterior, teremos, (bk)
φ(n) ≡ 1 mod n.
Desta forma, (bk)
σ d ≡ bk mod n. Como quer´ıamos demonstrar.
Pore´m, so´ poderemos usar este teorema, se soubermos que omdc(bk, n) =
1. Isto nem sempre acontece, pois torna-se dif´ıcil controlar os valores
de bk, ja´ que estes esta˜o entre 1 e n-1.
A forma para mostrar que o me´todo funciona seria a seguinte.
2. Tentativa II: Sabendo que p e q sa˜o primos distintos e n = pq, cal-
cularemos a forma reduzida de, (bk)
σ d mo´dulo p e mo´dulo q. Assim,
σ d = 1 + yΦ(n) = 1 + y(p− 1)(q − 1)
(bk)
σ d ≡ bk(bp−1k )y(q−1) mod n
Se p - b enta˜o, usando o Pequeno Teorema de Fermat1, (bk)p−1 ≡
1mod p. Logo, (bk)
σ d ≡ bk mod p.
Pore´m nem sempre isso acontecera´, pois na˜o temos como cuidar da
escolha dos blocos bk. Mas, se p | bk, bk ≡ 0 mod p e a congrueˆncia
e´ imediatamente verificada. Assim, (bk)
σ d ≡ bk mod p, para todo bk.
Analogamente, podemos mostrar que (bk)
σ d ≡ bk mod q.
1Cap.3, pa´g.34
25
Ja´ que p e q sa˜o primos distintos, teremosmdc(p, q) = 1. Pelo Teorema
3.1, temos pq | ((bk)σ d − bk). Mas pq = n. Assim, n | ((bk)σ d − bk) e
(bk)
σ d ≡ bk mod n, ∀ bk ∈ Z. Portanto, D(C(bk)) = bk.

2.3 Porque o RSA e´ Seguro
Sejam p e q primos distintos e n = pq. Sejam (n, σ) a chave de codi-
ficac¸a˜o e (n, d) a chave de decodificac¸a˜o. O par (n, σ) e´ acess´ıvel a qualquer
usua´rio, ja´ que se trata da chave pu´blica do sistema.
A seguranc¸a do sistema RSA vem da dificuldade em se encontrar d, a
partir de n e σ.
Como vimos, so´ podemos calcular d usando o Algoritmo de Euclides
Estendido em σ e Φ(n). Mas Φ(n), por outro lado, so´ pode ser calculado
fatorando n. Portanto, so´ podemos quebrar o co´digo se fatorarmos n. Se n
for grande, sera´ dif´ıcil realizar esse processo, ja´ que os algoritmos existentes
na˜o sa˜o ra´pidos.
Pore´m, podemos imaginar que haja uma maneira de chegar a d, sem
fatorar n. Por exemplo:
1. Tentativa I: Determinar Φ(n) conhecendo n, para encontrar p e q.
Conhecendo Φ(n) e n, tem-se que Φ(n) = (p − 1)(q − 1) = pq + 1 −
(p+ q) = n− (p+ q) + 1, de tal forma que, (p+ q) = n− Φ(n) + 1.
Entretanto (p + q)2 − 4n = (p2 + q2 + 2pq) − 4pq = (p − q)2. Logo,
p− q =√(p+ q)2 − 4n. Uma vez obtidos (p+ q) e (p− q), calculam-se
p e q.
Ao encontrarmos Φ(n) estaremos fatorando n. Se p e q forem muito
pequenos ou muito grandes, mas | p − q | for pequeno, podemos achar p e
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q facilmente atrave´s do Algoritmo de Fermat abaixo, que busca representar
n ∈ N, como a diferenc¸a de dois quadrados de nu´meros na˜o consecutivos.





Algoritmo 2.1 (Algoritmo de Fermat) Seja n um nu´mero composto e
ı´mpar. Enta˜o n e´ o produto de dois nu´meros naturais maiores que 1, calcu-
lados do seguinte modo:
1. Tome
√
n ≤ a < n;
2. se a2 − n e´ o quadrado de um natural b, enta˜o fatoramos n como (a -
b)(a + b);
3. se na˜o, incremente a de 1 e volte para 1.
2.4 Assinatura Digital
E´ o modo pelo qual dois meios de comunicac¸a˜o obteˆm seguranc¸a no re-
cebimento e envio de uma mensagem. Para que isso ocorra sa˜o emitidos
certificado e credenciais, em que: certificado e´ o documento de garantia,
va´lido por tempo determinado; credencial e´ o poder outorgado a uma pessoa
ou a uma entidade.
A assinatura digital existe para que, em uma transac¸a˜o entre dois meios
de comunicac¸a˜o, haja credibilidade no que esta´ sendo transmitido. Para isso,
seguem-se os seguintes princ´ıpios:
1. Autenticac¸a˜o: Identificac¸a˜o da pessoa ou entidade;
2. Confiabilidade: Privacidade da informac¸a˜o;
3. Integridade: A informac¸a˜o na˜o e´ modificada durante a transac¸a˜o;
4. Na˜o Repu´dio: A origem na˜o pode negar a autoria.
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Nos documentos de papel, a seguranc¸a vem atrave´s do timbre, assinatura
original e documento original, bem como a confiabilidade com os envelopes
lacrados.
Ja´ no documento digital, a seguranc¸a surge justamente atrave´s da auten-
ticac¸a˜o, integridade e o na˜o repu´dio, bem como da confiabilidade da cripto-
grafia.
A criptografia RSA opera com duas chaves relacionadas: uma pu´blica e
outra privada. A chave pu´blica e´ divulgada e a chave privada e´ gerada e
mantida no ambiente operacional.
2.4.1 Como Funciona?
Sejam Ca e Da as func¸o˜es codificac¸a˜o e decodificac¸a˜o do local A; e Cb e
Db as func¸o˜es correspondentes ao local B.
Se A quer enviar um bloco a de uma mensagem, deveriamos enviar Cb(a),
mas, para manter a mensagem assinada, enviamos Cb(Da(a)). Quando B
recebe, primeiro ela aplica Db para obter Da(a), e a este aplica Ca(a). Note
que Ca(a) e´ conhecido, pois e´ pu´blica.
Desta forma B tem seguranc¸a de que recebeu uma mensagem verdadeira,
pois ao usar func¸o˜es DbCa nota–se que a mensagem faz sentido, mesmo por-




Em um sistema de cifragem assime´trico e´ importante escolher de modo
eficiente os paraˆmetros das chave pu´blica e privada. No sistema de cifragem
RSA, geramos dois inteiros primos p e q para obter o mo´dulo n = pq. Neste
caso, os primos p e q devem ser ”grandes”o suficiente para que a fatorac¸a˜o de
n seja extremamente dif´ıcil. Os primos devem ser ”aleato´rios”no sentido em
que a probabilidade de escolher um primo em particular e´ suficientemente
pequena. Neste cap´ıtulo, veremos alguns me´todos que consistem em gerar,
aleato´riamente nu´meros de um determinado tamanho e verificar se este e´
primo, mesmo que lentos e dif´ıceis de se usar.
Inicialmente, vejamos algumas propriedades dos nu´meros primos.
3.1 Propriedades Fundamentais dos Primos
Lema 3.1 Sejam a, b, c ∈ Z+ e suponhamos que mdc(a, b) = 1.
1. b | ac ⇒ b | c.
2. a | c e b | c ⇒ ab | c.
Demonstrac¸a˜o:
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1. Pela hipo´tese, tem-se que mdc(a, b) = 1. Pelo Algoritmo de Euclides
Estendido, existem m,n ∈ Z∗ tais que ma+ nb = 1 (1)
Multiplicando ambos os lados de (1) por c, temos mac+ nbc = c. Veja
que b | nbc e b | mac, pela hipo´tese do item 1. Portanto, mac + nbc e´
divis´ıvel por b e, consequeˆntemente, b | c.
2. Temos que se a | c, enta˜o c = aq, para todo q ∈ Z. Mas b tambe´m
divide c. Como mdc(a, b) = 1, enta˜o b | t, com t = bp para todo p ∈ Z.
Desta forma, c = at = (ab)p. Portanto c e´ divis´ıvel por ab.

Teorema 3.1 (Propriedade Fundamental dos Primos):
Sejam p um nu´mero primo e a, b ∈ Z+. Se p | ab, enta˜o p | a ou p | b.
Demonstrac¸a˜o:
Suponha que p na˜o divide a. Enta˜o, como p e´ primo, temos que p e a sa˜o
primos entre si. Por hipo´tese, p | ab. Assim, pelo lema 3.1, p | b.

Teorema 3.2 (Teorema Fundamental da Aritme´tica) Todo nu´mero in-
teiro positivo n, n 6= 1, pode ser escrito de forma u´nica como um produto de
primos, ou seja,
n = p1.p2.....pt.
onde p1 ≤ p2 ≤ . . . ≤ pt sa˜o nu´meros primos.
Ver demonstrac¸a˜o em [3]

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Teorema 3.3 Em Z existem infinitos nu´meros primos.
Demonstrac¸a˜o: Suponha que o conjunto dos nu´meros primos e´ finito.
Seja p o maior primo positivo deste conjunto e considere a formado de todos
os primos positivos deste conjunto menos 1:
a = (2.3.5.7. · · · .p)− 1
Como a 6= 0 e a 6= ±1, pelo teorema 2.3, temos que a tem um divisor primo
q positivo. Como q e´ primo, ele e´ um dos fatores (2.3.5. · · · .p). Logo, temos
que q | (−1), o que e´ absurdo.

Lema 3.2 Seja a > 0. Se n = pq, q um nu´mero ı´mpar, enta˜o (ap + 1) |
(an + 1).
Demonstrac¸a˜o:
Temos que ap ≡ (−1)mod (ap + 1)⇒ apq ≡ (−1)qmod (apq + 1)⇒
an ≡ (−1)mod (ap + 1)⇒ (an + 1) e´ mu´ltiplo de (ap + 1)

Lema 3.3 Seja a > 0. Se n = pq, q um nu´mero ı´mpar, enta˜o (ap − 1) |
(an − 1).
Demonstrac¸a˜o:
Temos que ap ≡ 1mod (ap − 1)⇒ apq ≡ 1qmod (apq − 1)⇒
an ≡ 1mod (ap − 1)⇒ (an − 1) e´ mu´ltiplo de (ap − 1)

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3.2 Determinando Nu´meros Primos
Como dito anteriormente, queremos encontrar algoritmos que nos ajudem
a decidir se um nu´mero e´ primo ou na˜o.
Uma das formas mais antigas de se listar nu´meros primos e´ atrave´s do
Crivo de Erato´stenes e, para isso, usaremos o seguinte resultado.
3.2.1 Crivo de Erato´stenes
Lema 3.4 Se n ∈ Z, n > 1, na˜o e´ divis´ıvel por nenhum primo positivo p
tal que p2 ≤ n, enta˜o ele e´ primo.
Demonstrac¸a˜o: Suponhamos que n na˜o seja primo e p e´ o menor primo
positivo que divide n. Desta forma:
n = pm com p ≤ m
assim, p2 ≤ pm = n. Desta forma, n e´ divis´ıvel por p primo talque p2 ≤ n.
Absurdo.

Vejamos como seria o Crivo de Erato´stenes ate´ 150.
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  2   3 4   5 6   7 8 9 10 11 12  13 14 15 16  17 18  19 20
21 22
 23 24 25 26 27 28  29 30 31 32 33 34 35 36  37 38 39 40 41 42  43 44 45 46  47 48 49 50
51 52
 53 54 55 56 57 58  59 60 61 62 63 64 65 66  67 68 69 70 71 72  73 74 75 76 77 78  79 80
81 82
 83 84 85 86 87 88  89 90
91 92 93 94 95 96 97 98 99 100 101 102  103 104 105 106  107 108  109 110 111 112  113 114 115 116 117 118  119 120
121 122 123 124 125 126 127 128 129 130 131 132  133 134 135 136  137 138  139 140 141 142  143 144 145 146 147 148 149 150
Tabela 3.1: Nu´meros primos menores que 150
3.2.2 Teste de Mersenne
Proposic¸a˜o 3.1 : Sejam a, n ∈ Z e a, n > 1. Se an − 1 e´ primo, enta˜o
a = 2 e n e´ primo.
Demonstrac¸a˜o: Suponha que an−1 e´ primo. Tem–se que a 6= 1. Enta˜o,
como (a − 1) | (an − 1), a − 1 = ±1. Da´ı segue que a u´nica possibilidade e´
a = 2. Suponha agora, por absurdo, que n na˜o e´ primo. Assim, n = n1n2,
com 1 < n1 < n e 1 < n2 < n. Segue, pelo lema 3.3, que 2
n− 1 na˜o e´ primo.

Definic¸a˜o 3.1 Para todo n > 1 inteiro, M(n) = 2n−1 e´ o n–e´simo nu´mero
de Mersenne.
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3.2.3 Testes de Fermat
Veremos a seguir alguns conceitos que nos ajudara˜o a entender os testes
para primalidade de Fermat.
Proposic¸a˜o 3.2 Sejam n, p ∈ Z com 1 < p < n, enta˜o:
1. p! divide n(n− 1)(n− 2). · · · .(n− p+ 1).
2. p!.(n− p)! divide n!.
Veja demonstrac¸a˜o em [3]





 n!p!(n− p)! , se n ≥ p
0, se n < p
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. Se p | n! ou p | (p−n)!,
pela mesma propriedade, p | 1 ou p | 2 ou · · · p | n ou · · · p | (p− 1). Mas









Teorema 3.4 (Pequeno Teorema de Fermat): Para qualquer a ∈ Z, se
p > 0 e´ primo, enta˜o p | (ap − a), ou seja, ap ≡ a mod p.
Demonstrac¸a˜o: Analisaremos os seguintes casos:
1. p = 2.
2. p e´ primo e p 6= 2.
• Caso 1. Se p = 2, enta˜o a2−a e´ um nu´mero par, pois a2−a = a(a−1),
ou seja, o produto de dois nu´meros consecutivos.
• Caso 2. p 6= 2.
Se a < 0 enta˜o, −(ap − a) =| ap | − | a |. Ou seja, basta considera
a > 0. Vamos fazer uma induc¸a˜o sobre a. Seja p primo e seja P (a) a
proposic¸a˜o p | (ap − a).
Desta forma, P(1) e´ verdadeiro pois 1p − 1 = 0 e p | 0. Suponhamos
que P (a) e´ verdadeiro e vamos provar que P (a+ 1) tambe´m o e´..




























Pela hipo´tese de induc¸a˜o p | (ap− a). Pelos lemas anteriores, p divide
as demais parcelas. Portanto, p | ((a+ 1)p − (a+ 1)).

Exemplo 3.1 Seja p = 3007 e a = 2. Sera´ que p e´ primo ? Veja que
23007 ≡ 33mod 3007
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Se 3007 fosse primo ter´ıamos 23007 ≡ 2mod 3007. Desta forma 3007 na˜o e´
primo.
Teorema 3.5 Sejam a e p inteiros positivos. Se ap 6≡ amod p, enta˜o p na˜o
e´ primo.
Teorema 3.6 Pequeno Teorema de Fermat II: Sejam p um nu´mero
primo e a um inteiro que na˜o e´ divis´ıvel por p. Enta˜o ap−1 ≡ 1mod p.
Proposic¸a˜o 3.3 Sejam a, n ∈ Z e a, n > 1. Se an + 1 e´ primo, enta˜o a e´
par e n = 2m com m ∈ Z+.
Demonstrac¸a˜o: Suponha que an + 1 e´ primo.
Segue que a tem que ser par, pois do contra´rio temos 2 | an+1 e an+1 > 2,
que e´ absurdo. Seja agora n = 2mr, com m ∈ Z+, r ∈ N e 2 - r. Vamos
mostrar que r = 1. Sendo r ı´mpar, segue pelo lema 3.2 que a2
m
+1 | an+1 =
(a2
m
)r + 1. Como supomos que an + 1 e´ primo, isto so´ pode acontecer se
a2
m
+ 1 = an + 1. Portanto r = 1.

Definic¸a˜o 3.3 (Nu´meros de Fermat): Fn = 2
2n + 1, em que n ≥ 1, e´
chamado de n–e´simo nu´mero de Fermat.
A proposic¸a˜o seguinte e´ um crite´rio no qual decide-se se um nu´mero desta
forma e´ primo.
Proposic¸a˜o 3.4 (Pepin): Fn = 2
2n + 1, para algum n ≥ 1, e´ primo se e
somente se 32
2n−1 ≡ −1mod Fn.
Veja a demonstrac¸a˜o em [2].
Definic¸a˜o 3.4 Sejam n ≥ 3 um inteiro ı´mpar e 1 ≤ b < n, inteiro.
Dizemos que n e´ pseudoprimo na base b se bn−1 ≡ 1mod n.
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Definic¸a˜o 3.5 Seja n um nu´mero inteiro ı´mpar composto e seja a tal que
1 < a ≤ n − 1. Diz-se que n e´ um pseudoprimo de Fermat para a base a
se an−1 ≡ 1mod n.
3.3 Teste para Pseudoprimos
3.3.1 Teste de Carmichael
Lembremo-nos de que se n e´ um nu´mero composto, enta˜o existe um na-
tural menor ou igual a
√
n que divide n.
Algoritmo 3.1 Seja n ∈ N . Se n for divis´ıvel por algum natural entre 2 e√
n, enta˜o n e´ composto. Caso contra´rio n e´ primo.
Algoritmo 3.2 Sejam k, n ∈ N . Escolhemos randomicamente elementos
a1, a2, . . . , ak entre 1 e n - 1. Se mdc(ak, n) = 1 e se a
n−1
i ≡ 1mod n, para
todo i ∈ 1, · · · , k. Enta˜o, n e´ primo. Caso contra´rio, n e´ composto.
Este u´ltimo algoritmo nem sempre e´ va´lido, pois na˜o mostramos que existe
ai ∈ Z∗n, tal que an−1i 6≡ 1modn. Pois, se n for composto, existe a possibilidade
de que n, mesmo assim, passe no teste.
Definic¸a˜o 3.6 Seja n um nu´mero inteiro composto. Diz-se que n e´ um
nu´mero de Carmichael se an−1 ≡ 1modn, ∀ a ∈ Zn, tal que mdc(a, n) =
1, isto e´, em outras palavras, se n e´ um pseudoprimo para todas as bases a
que sa˜o primas com n.
Teorema 3.7 Um inteiro positivo n e´ um nu´mero de Carmichael se, e so-
mente se, cada fator primo p de n satisfaz as duas condic¸o˜es:
1. p2 - n
2. p− 1 | n− 1
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3.3.2 Teste de Miller
Ha´ um teste que detecta nu´meros compostos com muita eficieˆncia. Este
teste e´ conhecido como O teste de Miller.
Algoritmo 3.3 (Teste de Miller): Seja n ≥ 3 um nu´mero ı´mpar e b um
inteiro tal que 1 ≤ b < n, em que mdc(b,n) = 1. Se n for primo,
1. b2
kq ≡ 1mod n, com k, q ∈ Z;
2. bq ≡ 1mod n;
3. existe 1 ≤ j ≤ k − 1 tal que bj−1 ≡ −1mod n.
Definic¸a˜o 3.7 Seja n ≥ 3 ı´mpar e composto tal que n satisfac¸a o Teste de
Miller para algum 1 ≤ b < n, com mdc(b,n)=1. Nesta condic¸o˜es dizemos
que n e´ pseudoprimo forte na base b.
3.3.3 Teste de Rabin
De posse da proposic¸a˜o a seguir, modificaremos o Algoritimo 3.2, obtendo
assim o algoritmo probabil´ıstico de Rabin.
Proposic¸a˜o 3.5 Seja n > 1, n composto, ı´mpar. Enta˜o o nu´mero de intei-




Algoritmo 3.4 Sejam k, n ∈ N , com n ı´mpar. Escolha randomicamente
a1, a2, . . . , ak, entre 1 e n - 1. Se mdc(ai, n) = 1 e n for pseudoprimo com
relac¸a˜o a base ai, para todo i ∈ Z, enta˜o n e´ primo.
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3.3.4 Teste de Miller-Rabin-HRE
Definic¸a˜o 3.8 Seja n um inteiro positivo. Um cara´cter mo´dulo n e´ uma
func¸a˜o χ : Z∗n−→ C , tal que.
1. χ(k) = 0, quando mdc(k, n) 6= 1;
2. χ(k) = χ(l) quando k ≡ l mod n;
3. χ(kl) = χ(k)χ(l);
4. χ(1) 6= 0.
Definimos ainda o cara´cter principal mo´dulo n como sendo:
χ1(m) =
(
1, se mdc(m,n) = 1
0, se mdc(m,n) 6= 1
)







Conjectura 3.1 (Hipo´tese de Riemann Estendida) Para todo cara´cter




Teorema 3.8 (Bach) Seja G um subconjunto de Z∗n fechado com relac¸a˜o
a multiplicac¸a˜o. Se G 6= Z∗n, enta˜o existe a ∈ Z∗n\G tal que a < 2 log2 n.
Teorema 3.9 Se n for composto e ı´mpar, enta˜o existe 1 ≤ a < 2 log2 n
tal que n e´ um pseudoprimo com relac¸a˜o a` base a.
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Veja demonstrac¸a˜o em [8].
Com estes resultados e assumindo como verdadeira a Hipo´tese de Rie-
mann Estendida.
Algoritmo 3.5 (Miller-Rabin-HRE) Seja n um inteiro ı´mpar. Se n e´
pseudoprimo para todas bases a < 2 log2(n) e a Hipo´tese de Riemann Esten-
dida for verdadeira, enta˜o n e´ primo. Caso contra´rio n e´ composto.
3.4 Teste para Primos
Na sec¸a˜o de Pseudoprimos obtivemos testes de primalidade do tipo: os
nu´meros que na˜o passam no teste sa˜o compostos. Desta vez obteremos tes-
tes que dizem que os nu´meros que passam no teste sa˜o primos. Para que
possamos prosseguir precisaremos da seguinte definic¸a˜o.
Definic¸a˜o 3.9 Seja G um grupo com elemento neutro 1. Seja x ∈ G. Se
{n ≥ 1 | xn = 1} 6= ∅, enta˜o definimos o(x) = min{n ≥ 1 | xn = 1}.
Caso contra´rio, o(x) = 1. Esse nu´mero o(x) e´ dito a ordem de x.
Assim, vejamos o seguinte teste.
3.4.1 Teste de Lucas
Teorema 3.10 (Teste de Lucas): Seja n ≥ 3 inteiro. Suponha que
exista 1 ≤ b ≤ n−1 inteiro, tal que para todo fator primo de n-1, tenhamos
bn−1 ≡ 1mod n e b(n−1)b6≡ 1mod n. Enta˜o n e´ primo.
Demonstrac¸a˜o: Seja d = o(b) em Zn. Como b
(n−1)
= 1, temos que
d | (n − 1), digamos n - 1 = kd, para k ≥ 1 inteiro. Assim basta mostrar
que k = 1. Suponhamos que k > 1. Seja p um fator primo de k. Logo, p
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p = 1, o que contradiz a hipo´tese do teorema.

Teorema 3.11 (Teste de Lucas Generalizado): Seja n ≥ 3 inteiro e
seja n−1 = pe11 · · · perr a fatorac¸a˜o de n-1. Suponha que para cada 1 ≤ i ≤ r
existe 1 ≤ b ≤ n− 1 inteiro, tal que (bi)n−1 ≡ 1mod n e b
(n−1)
pi
i 6≡ 1mod n.
Enta˜o n e´ primo.
Demonstrac¸a˜o: Seja d1 = o(b1). Enta˜o d1|(n−1), pois bn−11 = 1. Neste
caso, d1 = p
f1
1 · · · pfrr , em que 0 ≤ fi ≤ ei sa˜o inteiros na˜o negativos. Por
outro lado, b
n−1
1 6= 1, i.e., d - n−1p1 = p
e1
1 · · · perr . Mas a u´nica possibilidade para
isto ocorrer e´ que f1 = e1. Portanto, p
e1
1 |d. Repetindo o mesmo argumento
para os outros elementos bi, concluimos que, para todo 1 ≤ i ≤ r, peii | d.
Assim, n − 1 = pe11 · · · perr | d, i.e., n − 1 ≤ d ≤ φ(n) ≤ n − 1. Logo,
n− 1 = φ(n) e n e´ primo.

Existem diversos outros testes determin´ısticos de nu´meros primos: Teste
de Alenstra, Teste de Gauss, Teste de Miller–Rabin, Algoritmo
AKS, Teste de Monte Carlo,Teste de Solovay–Strassen. Estes tes-
tes podem ser encontrados, por exemplo, em [8].
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Cap´ıtulo 4
Uma Aplicac¸a˜o do Sistema
RSA
4.1 Definindo Paraˆmetros
Neste cap´ıtulo, definirei meus pro´prios paraˆmetros pois, como afirmei no
in´ıcio deste trabalho, a escolha dos valores associados aos caracteres que ire-
mos utilizar e´ aleato´ria. Desta forma, usarei letras maiu´sculas e minu´sculas,
acentos, pontuac¸o˜es e algarismos, os quais tera˜o os seguintes valores associ-
ados:
1. Letras do Alfabeto Maiu´sculas:
A→ 120 B → 121 C → 122 D → 123 E → 124 F → 125 G→ 126
H → 127 I → 128 J → 129 K → 130 L→ 131 M → 132 N → 133
O → 134 P → 135 Q→ 136 R→ 137 S → 138 T → 139 U → 140
V → 141 W → 142 X → 143 Y → 144 Z → 145
2. Letras do Alfabeto Minu´sculas:
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a→ 146 b→ 147 c→ 148 d→ 149 e→ 150 f → 151 g → 152
h→ 153 i→ 154 j → 155 k → 156 l→ 157 m→ 158 n→ 159
o→ 160 p→ 161 q → 162 r → 163 s→ 164 t→ 165 u→ 166
v → 167 w → 168 x→ 169 y → 170 z → 171
3. Algarismos:
0→ 172 1→ 173 2→ 174 3→ 175 4→ 176 5→ 177 6→ 178
7→ 179 8→ 180 9→ 181
4. Acentos e Pontuac¸o˜es:
. → 182 , → 183 :→ 184 a´→ 185 e´→ 186 ı´→ 187 o´→ 188
u´→ 189 aˆ→ 190 a˜→ 191 oˆ→ 192 o˜→ 193 eˆ→ 194 –→ 195
5. O Espac¸o entre as palavras sera´ dado por 99.
Os valores associados foram escolhidos desta forma porque os paraˆmetros
que escolherei sera˜o dois primos de pelo menos 4 algarismos. Desta forma,
ao determinarmos n, como sendo o produto dos primos, teremos um nu´mero
grande, o qual nos possibilitara´ dividir a mensagem escolhida em blocos com
uma quantidade maior de algarismos, tornando assim mais dif´ıcil a decodi-
ficac¸a˜o.
Sejam p = 1013 e q = 9941, p e q primos. Desta forma seja n o produto de
p por q. Assim, n = 10070233. Podemos passar a` etapa de Pre´–codificac¸a˜o.
4.1.1 Pre´ Codificac¸a˜o
Neste momento escolho a mensagem a ser enviada, para que possa ser
feita a conversa˜o. Desta forma, converterei a seguinte mensagem:
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A du´vida e´ um dos nomes da Inteligeˆncia – Jorge Luis Borges –
Codificando a mensagem acima, teremos um nu´mero, que e´ formado pela
substituic¸a˜o das letras por seu valores associados (etapa anterior).
A du´vida e´ um dos nomes da Inteligeˆncia – Jorge Luis Borges –
12099149189167154149120991861661589914916016399159160158
1501649914914699128158165150157154152194159148154146
Tendo feito a conversa˜o, vamos quebrar esta sequeˆncia de nu´meros em
blocos bk, com k > 1, de tal forma que seu valor nume´rico seja menor que




Terminada esta etapa, partiremos para a Codificac¸a˜o RSA da mensagem.
4.2 Codificac¸a˜o
Nesta etapa, precisamos da chave de codificac¸a˜o, que e´ formada pelo par
(n, σ), de tal forma que σ seja um inteiro invers´ıvel mo´dulo φ(n), em que
φ(n) = (p−1)(q−1) = 10059280. Escolherei σ como sendo o menor nu´mero
cujo mdc(φ(n), σ) = 1. Desta forma, obtemos σ = 3. Convertendo o bloco
b1 = 1209914, teremos:
b31 ≡ C(b1)mod n
ou seja,
(1209914)3 ≡ C(1209914)mod 10070233
(1209914)3 ≡ 2504405mod 10070233
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Desta forma, C(b1) = C(1209914) = 2504405.
1
Fazendo o mesmo para todos os blocos bk, tais que k, n ∈ Z+, temos as
seguintes converso˜es:
(bk), k=2n+1 C(bk) (bk), k=2n + 2 C(bk)
1209914 2504405 9189167 8166157
1541491 044486 2099186 6484701
1661589 286993 9149160 6505576
99128 6731185 1581651 57631
5015715 10050479 4152194 5004185
159148 798570 154146 6050599





Tendo feito o processo de codificac¸a˜o, passaremos a etapa na qual o des-
tinata´rio ira´ ler a mensagem codificada.




Para decodificarmos, precisamos da chave privada, que consiste em dois
nu´meros (n,d), de tal forma que n e´ o produto de dois primos (os mesmos
1O ca´lculo foi realizado pelo algoritmo restopot.m, Apeˆndice A
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usados para codificar), e d seja inverso de σ com relac¸a˜o a φ(n). Portanto,
usando o algoritmo de Euclides Estendido para encontrar d, temos:
φ(n) = σ.q + 1
1 = φ(n) + σ(−q)
Assim, o inverso de σ mo´dulo φ(n) e´ (-q). Como d e´ expoente, e´ melhor
teˆ-lo positivo. Assim, faremos
d = φ(n) + (−q)
Portanto, teremos:
10059280 = 3.3353093 + 1
1 = 10059280 + 3(−3353093)
d = 10059280 + (−3353093)⇒ d = 6706187
Contudo, vamos denotar C(bk) = ck, um bloco da mensagem codificada.
Para decodificarmos um bloco ck, usaremos a seguinte fo´rmula:
(ck)
d ≡ D(ck)mod n
de tal forma que D(ck) = bk, ou seja, a decodificac¸a˜o de um bloco ck resulte
em seu bloco original bk.
Enta˜o, para o bloco c1 = 2504405, obtemos o seguinte resultado:
(c1)
d ≡ D(c1)mod n
(2504405)6706187 ≡ D(c1)mod 10070233
(2504405)6706187 ≡ 1209914mod 10070233
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Ou seja, D(c1) = 1209914 = b1
2
Realizando o mesmo processo, para todos o blocos ck, tal que k, n ∈ Z+,
teremos:
(ck), k=2n+1 D(ck) (ck), k=2n + 2 D(ck)
2504405 1209914 8166157 9189167
044486 1541491 6484701 2099186
286993 1661589 6505576 9149160
6731185 99128 57631 1581651
10050479 5015715 5004185 4152194
798570 159148 6050599 154146




Resta, neste momento, substituir os valores da mensagem por suas res-
pectivas letras, formando a mensagem.
A du´vida e´ um dos nomes da Inteligeˆncia – Jorge Luis Borges –
O me´todo funciona claramente para a pessoa que envia e para a que recebe.
Basta as mesmas possuirem as chaves pu´blica e privada, de tal forma que
somente a pessoa que recebe tenha a chave privada.
2O ca´lculo foi realizado pelo algoritmo restopot.m, Apeˆndice A
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Conclusa˜o
Atrave´s do presente trabalho, a criptografia se mostra essencial na evoluc¸a˜o
humana. A busca pela seguranc¸a cresce, juntamente com a necessidade em
sentir confianc¸a na transmissa˜o de informac¸o˜es que nos e´ feita. Desta forma,
desenvolveram-se diversos me´todos, dentre eles o RSA, baseado nos nu´meros
primos.
Conceitos ba´sicos, como Ma´ximo Divisor Comum e Algoritmo de Divisa˜o,
mostram sua contribuic¸a˜o em nosso dia–a–dia, de tal forma que a matema´tica
confirma sua importaˆncia na vida pra´tica.
Houve muitos desafios, em especial, na implementac¸a˜o da aplicac¸a˜o do
me´todo RSA, que so´ aumentaram minha curiosidade e vontade em conti-




Algoritmo de Codificac¸a˜o e
Decodificac¸a˜o
Para codificarmos e decodificarmos os blocos bk e ck, respectivamente,
usamos o seguindo algoritmo, que calcula r, 0 ≤ r < p, tal que nq ≡ rmodp.
function r = restopot(n,q,p)
%RESTOPOT, resto da divisa˜o da poteˆncia de um nu´mero por outro
nu´mero.










while b(i) == zero
x = mod(xˆ2,p);
i = i + 1;
end r = mod(x,p);
for j = i + 1:m
x = mod(xˆ2,p);
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