The authors give tests of fit for the hyperbolic distribution, based on the Cramér-von Mises statistic W 2 .
INTRODUCTION
The unidimensional hyperbolic distribution has this name because the profile of the logarithm of its density function is an hyperbola. Originally, its development (Barndorff-Nielsen 1977) was motivated by the studies of Bagnold (1941) concerning the size of particles of sand. However, the distribution and multidimensional extensions have many applications in several scientific disciplines (cf. Sorensen 1989, and Blaesild & Jensen 1981) . One of these applications is in archaeology (cf. Fieller, Flenley & Olbricht 1992) .
Interest in the hyperbolic distribution has been renewed recently due to its use in finance. Eberlein & Keller (1995) have employed the hyperbolic distribution to fit the log-return rates from several German companies. Generally, this appears to give better results than the classical fit obtained from the normal distribution.
One of the representations of the density function of the hyperbolic distribution is f (x; p, z, µ, δ) = 1
where −∞ < x < ∞, and K j (z) denotes the modified Bessel function of the third kind with index j. Suppose the parameter vector is θ = (p, z, µ, δ); then f (x; p, z, µ, δ) can be written f (x; θ). Let F (x; θ) be the distribution function, and let f (x; θ) and F (x; θ) be abbreviated to f (x) and F (x) when no ambiguity can arise.
The domain of the parameters is given by z > 0, −∞ < p < ∞, −∞ < µ < ∞ and δ > 0. The parameters z and p determine the shape of the distribution while µ and δ are parameters of location and scale. The parameter z is a measure of the degree of peakedness and p is a measure of the asymmetry of the distribution. When p = 0, the distribution is symmetric.
Several distributions are related to the hyperbolic distribution as limiting cases. When z → 0 and δ → 0 such that z/δ → 1, we obtain a special case of the skew Laplace distribution (cf. McGill 1962 , Hinkley & Revankar 1977 , and Fieller, Flenley & Olbricht 1992 . This limit gives a density function of the form
Following the lead of Barndorff-Nielsen, Blaesild and their co-workers, we make the transformation ξ = 1/ √ 1 + z and χ = pξ/ 1 + p 2 . This gives a new parametrization to avoid the infinite ranges of p and z; χ and ξ vary in the triangle 0 ≤ |χ| < ξ < 1. This domain is called the shape triangle by Barndorff-Nielsen, Blaesild, Jensen & Sorensen (1985) , and we shall henceforth work with this triangle in presenting percentage points of test statistics.
When χ = 0 in the shape triangle, the limiting distribution as ξ → 1 is the usual Laplace distribution with unknown location parameter µ. EDF tests of fit for this distribution, including W 2 and A 2 , have been given by Puig & Stephens (2000) . When χ → 0 and ξ → 0 the normal distribution is obtained, and for χ → ±1 and ξ → 1 we get the positive and negative exponential distributions.
When χ → ±ξ, a type of generalized inverse Gaussian distribution is obtained. When µ = 0, they are known as the positive and negative hyperbolic distributions. The density function of the positive hyperbolic distribution is of the form
for x > 0. The generalized inverse Gaussian distributions were introduced by Barndorff-Nielsen (1978) and studied by Blaesild (1981) .
In the next section, goodness-of-fit tests for the hyperbolic distribution are described. The test statistic is the Cramér-von-Mises statistic, W 2 , based on a comparison between the empirical distribution function and the hypothesized distribution F (x; θ). Two examples of the test, applied to stock prices, are included. In Section 3, the asymptotic theory of W 2 and the calculations needed to find the asymptotic distributions are given. The tables with the percentage points to perform the test can also be found there. Concluding comments appear in Section 4.
In case 0, the transformation z i = F (x i ; θ) produces a z-sample which, on H 0 , should be uniformly distributed between 0 and 1, written U (0, 1). Many tests exist to test for uniformity (cf. Stephens 1986) , and this case will not be considered further. For other cases, the test procedure is as follows: a) Find the estimates of unknown parameters by an efficient method such as maximum likelihood. A program to compute the maximum likelihood estimators of p, z, µ, and δ can be found in Blaesild & Sorensen (1992) . From these, compute the estimates of the shape triangle parameters, i.e.,ξ andχ.
b) Then make the transformation z (i) = F (x (i) ;θ), for i = 1, . . . , n, where the x (i) 's are the order statistics of the sample andθ denotes the parameter vector with estimated components where necessary. The z (i) will also be in ascending order. Then compute the Cramér-von Mises statistic, with a and b chosen to match the 25% and 10% points in our tables. Software to implement this approximation is available from the authors.
The critical points of the tables are those of the upper tail of the asymptotic distribution of W 2 under the null hypothesis. In goodness-of-fit problems, finite-n distributions of this statistic usually converge quickly to the asymptotic, and for the hyperbolic distribution Monte Carlo studies have shown that this still holds. We recommend that the tables can be used with good accuracy for sample sizes n ≥ 50.
Examples.
We illustrate the test on two sets of stock market prices, from the Spanish Stock Exchange records. They are the prices for stocks coded as ENDESA and REPSOL, and cover the period from July 31 to November 30, 1998 . The values are given in Tables 1 and 2 . Following Eberlein & Keller (1995) , we consider the differences of the logarithms of successive values (85 values per set).
For the ENDESA data, the maximum likelihood estimates of the parameters of the hyperbolic distribution are χ = −.1296, ξ = 0.9221, µ = 0.0059, δ = 0.0027. Then W 2 becomes 0.0432, and reference to Table 5 shows that the hypothesis of a hyperbolic fit is not rejected at the 10% level. For the REPSOL set, we have χ = −0.0369, ξ = 0.9475, µ = −0.0012, δ = .0017, and these give W 2 = 0.1514. For this set, reference to Table 5 shows that the hyperbolic distribution hypothesis will be rejected even at the 1% level.
Comments.
Given a time series of stock market prices p i , the log-returns are defined by r i = log(p i /p i−1 ). Usually the r i are assumed to be independent and identically distributed, and symmetric or almost symmetric. Eberlein & Keller (1995) and other authors have observed that the normal distribution does not always fit such data sets, and hence have suggested other distributions, including the hyperbolic. Although we have used stock-price data to illustrate the tests, we have some reservations concerning the use of this distribution to describe such data. Firstly, empirical coefficients of kurtosis in real data sets have a wide range of variation. Usually, when the time interval between the measured prices decreases, the kurtosis increases, reaching values as high as 10. For the symmetric hyperbolic distribution, the coefficient of kurtosis varies only between the values 3 and 6; it allows a fit to log-returns with kurtosis slightly greater than the normal, but is clearly not appropriate in all situations.
Secondly, there is a question of stability. Note that r i + r i−1 = log(p i /p i−2 ). Thus, if we wish to fit a distribution that can explain log-returns for all time intervals of measurement, we must assume that the sum of two independent variates follows the same distribution; this does not happen for the hyperbolic. The general theory of statistics based on the empirical distribution function is very well described by Durbin (1973) . Here we give only an outline of the calculation of the asymptotic distribution of the Cramér-von Mises statistic W 2 for a specific case. It follows a standard procedure that can be found in Durbin (1973) and Stephens (1976) . First consider case 0, in which all parameters are unknown, and let θ = (θ 1 , θ 2 , θ 3 , θ 4 ) be the vector of parameters in an appropriate parametrization. Let l be the log-likelihood function, and Q = (q ij ) = E(−∂l 2 /∂θ i ∂θ j ) be the Fisher information matrix. Let also a i = (a i1 , a i2 , a i3 , a i4 ) , where
The asymptotic distribution of (2) is the same as that of
where the y i are independent χ 2 1 random variables, and the λ i are weights that must be computed. These weights are the solutions of the equation D(λ) = 0, where
Here ω i = 1/(π 2 i 2 ). For cases 2 and 3, in Q and a i only the terms corresponding to unknown parameters will be included. Once the weights are known, the percentage points of the distribution in (4) can be obtained by evaluating numerically the inverse of the characteristic function of (4) (cf. Imhof 1961).
Calculations.
In order to solve D(λ) = 0, the vectors a i and the Fisher information matrix Q are needed. Barndorff-Nielsen and Blaesild have given formulas for the Fisher information matrix in a different parametrization, but for purposes of calculation we shall use the parametrization (p, z, µ, δ) and obtain simpler expressions. These are the following:
,
In order to compute K 0 (z) and K 1 (z), the algorithms and asymptotic expansions in Abramowitz & Stegun (1972) were used. The functions f 1 (p, z) and f 2 (p, z) are defined by the integrals
It does not seem possible to express these two functions in terms of Bessel functions and they have been computed numerically. We next discuss the calculation of a i . For this, it is necessary to evaluate the hyperbolic distribution function, F (x; p, z, µ, δ). Denote F (x; p, z, 0, 1) by F 0 (x; p, z); then it follows that F (x; p, z, µ, δ) = F 0 ((x − µ)/δ; p, z). F 0 must be evaluated numerically.
(1 + x 2 ) 3/2 dx. Finally, after integration by parts we obtain
as well as
Here F 0 (x) = F 0 (x; p, z). Notice that for each i we have to calculate four different integrals, all expressed in terms of sin{πiF 0 (x)}. We have used Simpson's rule by evaluating the four integrals simultaneously, calculating F 0 (x) once only at each of the necessary values of x. Finally, it is known that the distribution of a statistic in the Cramér-von Mises family is scale and location invariant (cf. Durbin 1973) ; thus tables will depend on shape parameters such as p and z, but not on the location µ or the scale δ. Thus in calculating the distributions and percentage points, we have used µ = 0 and δ = 1.
To evaluate D(λ) in (5), 50 of the a ij 's in (3) were computed for each pair p, z; these were sufficient because the a ij tend to zero very quickly. In order to find the zeros of equation (5), we observe that the function D(λ) goes to ∞ or −∞ when λ → ω i . The function D(λ) has been evaluated at evenly spaced points in the interval [ω i+1 , ω i ], looking for sign changes. Afterwards the secant method has been used in the sub-intervals to find the roots with a precision of 10 −12 . In the early intervals (low values of i) there were sometimes 0, 1 and 2 roots. The values λ i go to zero like 1/i 2 , as one would expect; and so after λ 40 they have been approximated by c/i 2 , where c is 1600λ 40 . The λ values may be checked from the fact that, from (4), the sum of the λ i 's must equal the mean of W 2 . The mean of W 2 is given by 1 0 ρ(s, s)ds and has been calculated numerically. Use of 500 values λ i always gave a sum less than 0.001 from the mean. Then percentage points of the distribution are found using Imhof's method.
Tables 3, 4 and 5 contain points over a range of the shape triangle for χ and ξ. In the tables some results are given for combinations of χ, ξ such as (0.20, 0.21) where ξ exceeds χ by 0.01; they show that the points are changing quite fast as the boundary χ = ξ is approached.
FINAL REMARKS
The means of W 2 corresponding to the cells in Tables 3, 4 and 5 have been calculated but not included in this article; they can be found in a research report obtainable from either author. Another statistic often used for goodness-of-fit is the Anderson-Darling statistic A 2 . This statistic gives more prominence to observations in the tails of the distribution tested. We have worked out the asymptotic theory and found points for this statistic also; however, the calculations are more difficult than for W 2 , and it is especially difficult to be sure of the accuracy of the percentage points obtained, so we have not included the test based on this statistic here. 
