Abstract. We construct the fundamental solutions Γ and γ for the nondivergence form
Introduction and main results
The aim of this paper is to prove the existence and some regularity properties of the fundamental solution for the following non-divergence form operators:
Here {X i } i is a stratified system of vector fields in R N and (a i,j ) i,j≤m is a positivedefinite matrix with Hölder continuous entries.
Our main results are contained in Theorem 1.2 and Theorem 1.5 below. As a byproduct we also give an existence theorem for the Cauchy problem related to H (see Theorem 1.2-(iv) and also Theorem 3.1). The approach we follow in constructing the fundamental solution Γ for H is based on an adaptation of Levi's classical parametrix method. Crucial requirements for our procedure are uniform Gaussian estimates of the fundamental solutions Γ z0 of the "constant coefficient" operators
obtained by freezing H at z 0 ∈ R N +1 . These non-trivial estimates have been recently proved in [2] and are based on a study started in [3, 4] . For reading convenience we recall them in Theorem 1.1. We would like to emphasize that the lack of knowledge of an explicit expression of the parametrix Γ z0 makes Levi's method more involved in our context than in the classical one.
By integrating Γ over the time variable t, we are able to construct the fundamental solution γ for the operator L. This can be done provided suitable long-time estimates of Γ are established. On the other hand, whereas optimal small-time estimates of Γ (and of its derivatives) can be directly obtained from its construction (see Theorem 1.2-(ii)), proving long-time estimates is a more delicate matter. We are able to obtain the latter up to modifying the coefficients a i,j 's outside a compact set (see Theorem 1.4). We can then obtain a local fundamental solution for L using both t-saturation and approximation arguments. We would like to observe that this procedure is not straightforward; to the authors' knowledge, only a few results are present in the literature even in the case of fundamental solutions for classical stationary operators L = i,j a i,j (x)∂ i ∂ j (see, e.g., [25, 35] ). The classical parabolic case is treated in detail in the monograph [19] .
Before proceeding, we would like to give some motivation for our research. In recent years there has been a growing interest in the study of second order linear and nonlinear partial differential equations of subelliptic type. These equations arise in many different settings: geometric theory of several complex variables, curvature problems for CR-manifolds, sub-Riemannian geometry, diffusion processes, control theory, human vision; see, e.g., [15, 16, 22, 23, 28, 29, 34, 36, 37, 40, 41, 43] . The common features of such equations are the following ones: their characteristic forms are non-negative definite and their ellipticity directions span at any point subspaces of dimension strictly less than that of the space. The complementary directions are recovered by commutations.
It follows that the underlying algebraic structures of all these equations are homogeneous Carnot groups G, i.e., stratified Lie groups on R N (see the definition below). In these contexts, the basic subelliptic operators of order two take the divergence form (1.4) are also of great relevance; see, e.g., [1, 43] . We would also like to mention the papers by Huisken and Klingenberg [22] and Montanari [34] , in which operators like the first one in (1.1) arise in studying motion by Levi-curvature of hypersurfaces of C n+1 . Several results concerning divergence form operators (1.3) are present in the literature, both for linear and quasi-linear equations. Harnack's inequality, regularity results for solutions, and existence and size estimates of the Green's function can be found, e.g., in the papers [9, 10, 11, 12, 14, 18, 30, 31, 32, 33, 44] ; see also the references therein. On the contrary, to the authors' knowledge, very few papers are devoted to non-divergence form operators. We may just quote some works by Bramanti and Brandolini [7, 8] , by Xu [44] , and the recent paper by Capogna and Han [13] , where a priori estimates in L p and Hölder spaces are proved. We also quote a paper by Polidoro [38] , where the Levi parametrix method is applied to construct the fundamental solutions for ultraparabolic equations of Kolmogorov type.
Our aim in this paper is to provide a new contribution to the study of nondivergence form operators (1.4).
We now introduce some notation and then state our main results. We start by giving the definition of a Carnot group. Let • be an assigned Lie group law on R N . Suppose R N is endowed with a homogeneous structure by a given family of Lie group automorphisms {δ λ } λ>0 (called dilations) of the form
. . , r and N 1 + · · · + N r = N . We denote by g the Lie algebra of (R N , •), i.e., the Lie algebra of left-invariant vector fields on R N . For i = 1, . . . , N 1 , let X i be the (unique)
vector field in g that agrees at the origin with ∂/∂x (1) i . We make the following assumption: the Lie algebra generated by X 1 , . . . , X N1 is the whole g. With the above hypotheses, we call G = (R N , •, δ λ ) a homogeneous Carnot group. We also say that G is of step r and has m := N 1 generators. The canonical sub-Laplacian on G is the second order differential operator 
. It is not difficult to recognize that any homogeneous Carnot group is a Carnot group according to the classical definition. On the other hand, up to isomorphism, the opposite implication is also true (see, e.g., [4] ). We denote by Q = r j=1 jN j the homogeneous dimension of G. If Q ≤ 3, then G is the ordinary Euclidean group (R Q , +) and ∆ G is the classical Laplace operator. Hence, throughout the paper, we shall always assume Q ≥ 4. In the sequel, d will denote a fixed homogeneous norm on G, i.e., a continuous function d : 
Given Λ > 1, we shall denote by M Λ the class of the real m × m symmetric matrices A such that
Hereafter, we use the notation z = (x, t) for points of R N +1 (x ∈ G, t ∈ R). We now briefly recall some well-known results on the fundamental solution for H A . There exists a non-negative smooth function Γ A on R N +1 \ {0} such that the fundamental solution for H A is given by
is locally integrable and H A Γ A (·, ζ) = −δ ζ (the Dirac measure supported at {ζ}). For every t > 0, we have
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One of the main tools we shall use in this paper is the following theorem, proved in [2] , where we establish uniform Gaussian estimates for Γ A when A varies in the class M Λ . 
for every x ∈ R N , t > 0. Here, A denotes the matrix norm max |ξ|=1 |Aξ|. We also recall that r denotes the step of G.
In order to state our main results, Theorems 1.2 and 1.5, we now introduce the following regularity classes of functions. Given an arbitrary domain Ω ⊆ R N , we denote by Γ β (Ω) (0 < β < 1) the space of functions v : Ω → R such that
Moreover, we denote by Γ 2+β (Ω) the space of functions v which belong to Γ β (Ω) together with any Lie derivative along the vector fields X 1 , . . . , X m up to second order. We also denote by Γ 2+β loc (Ω) the space of functions v : Ω → R such that v and its Lie derivatives along the vector fields X 1 , . . . , X m up to second order satisfy (1.7) with Ω replaced by O, for every bounded domain O ⊂ O ⊂ Ω. If Ω is an arbitrary domain of R N +1 , we shall use the same notation Γ β (Ω) to denote the space of functions u : Ω → R such that 
(ii) Γ(x, t; ξ, τ) = 0 for t ≤ τ . Moreover, there exist a positive constant M and, for every T > 0, a positive constant c(T ) such that, for 0 < t − τ ≤ T , the following estimates hold:
belongs to the class Γ 2+α loc (R N +1 ), and we have
Moreover, u is a solution to the following Cauchy problem:
Remark 1.3. We refer to Theorem 3.1 for a slightly stronger version of (iv).
Starting from Theorem 1.2, one can construct local fundamental solutions for the X-elliptic operator L = m i,j=1 a i,j (x)X i X j , by integrating Γ over the variable t, provided suitable long-time estimates of Γ can be established. We are able to find the needed long-time estimates if the dimension m of the first layer of the stratification of g is strictly greater than two. Indeed, we can prove the following theorem. 
We recall that x (1) denotes the vector of the first m coordinates of x. 
, and we have
(ii) For every compact set K R N , there exists a positive constant c such that The paper is organized as follows. In Section 2 we construct the fundamental solution Γ for H, providing Gaussian estimates of Γ and its derivatives. We also introduce the "weak" class of regularity C 2 , and we show that Γ belongs to this class. In Section 3 the Cauchy problem for H is studied. In Section 4 we prove the long-time estimates of Γ of Theorem 1.4. To this end, we prove a weak maximum principle for H in the class C 2 . We then complete the proof of Theorem 1.2. Finally, in Section 5 we prove Theorem 1.5, constructing the fundamental solution γ for L.
We conclude this introduction by observing that also a Gaussian estimate of Γ from below holds. This estimate is also related to a Harnack inequality for H of Krylov-Safonov type. However, the generalization of such a Harnack inequality to our context seems to be non-trivial. This topic is investigated in a forthcoming paper (A. Bonfiglioli and F. Uguzzoni, Harnack inequality for non-divergence form operators on stratified groups, preprint).
Construction of the fundamental solution for H
Let us fix the parameters Λ > 1, k > 0 and α ∈ (0, 1]. Throughout the paper, we shall denote by c any positive constant that depends only on these parameters (and on the structure of G). Moreover, we shall use the notation c(f 1 
We denote by H the parabolic-type operator with variable coefficients
and (with a slightly different notation with respect to H A(ζ0) of Section 1) by
the related frozen operator at ζ 0 ∈ R N +1 . From Theorem 1.1 and from (2.1), we know that the fundamental solutions Γ ζ0 of H ζ0 (henceforth, we shall use this notation instead of Γ A(ζ0) of Section 1) satisfy the following estimates:
We have denoted, for simplicity of notation,
We now set
Moreover, by (2.1), (2.2) and (2.3), we get
for every ζ 0 ∈ R N +1 . Here we have also used the following property of E:
is well posed by induction, and the following estimate holds (for every
where
here only, Γ denotes the Euler gamma function). As a consequence, the series
, and satisfies the estimate
Proof. For j = 1, (2.9) is given by (2.7). Assuming by induction that (2.9) holds for a given j ∈ N, we get
In the last equality, we have used the reproduction property (1.6) of Γ ζ0 . Recalling the definition of b j (α), we obtain (2.9) for j + 1. In order to complete the proof, it is now sufficient to observe that the power series
Corollary 2.2. We have
Proof. From the proof of Proposition 2.1, it follows that the series
. This ends the proof.
We shall need the following regularity properties of Φ.
Moreover, Φ(·; ζ) and Φ(z; ·) are continuous functions in their domains of definition.
We first prove the lemma below.
Lemma 2.4. For every x, x , ξ ∈ R
N and t > τ, we have
3) and (2.6), it follows that (ζ = (ξ, τ))
The summation in the far right-hand side can be estimated (via the mean value theorem on X-subunit paths; see, e.g., [2, Lemma 7.6]) by
Moreover, recalling (2.3) and using the fact that
which gives the desired inequality, recalling (2.8).
Proof of Proposition 2.3. From (2.9) and Lemma 2.4 (and using (2.2) and (1.6)), it follows that
Therefore, using Lemma 2.4 again, we obtain
which proves (2.11).
We now turn to the proof of the last statement of Proposition 2.3. Since (2.11) holds, in order to prove the continuity of Φ(·; ζ), we only have to see that Φ(x, ·; ζ) is continuous. This will follow from the continuity of Z j (x, ·; ζ), j ∈ N. For j = 1, such continuity follows immediately from the definition of Z 1 . We now fix j ∈ N and prove that Z j+1 (x, ·; ζ) is continuous at t 0 > τ. We have
y, s)| dy ds
+ t t0−δ R N |Z j (y, s; ζ) Z 1 (x, t;
By using (2.7) and (2.9), it is easy to see that the last two integrals in the righthand side are small if |t − t 0 | < δ and δ is small enough. On the other hand, from (2.1), (2.3) and (2.6) it follows that, for |t − t 0 | < δ/2 and for every s ∈ (τ, t 0 − δ), we have
As a consequence, using also (1.5) and (2.9), for |t − t 0 | < δ/2 we get
In this way the continuity at t 0 of Z j+1 (x, ·; ζ) is proved.
It remains only to prove that Φ(z; ·) is continuous. To this end, it is sufficient to show the continuity of Z j (z; ·) for every j ∈ N. For j = 1, it is easy to see that Z 1 (z; ·) is continuous by using (2.1), (2.5) and (2.6). One can then prove the continuity of Z j (z; ·) by induction, showing that Z j+1 (z; ·) is a uniform limit, as
on the compact subsets of R N × (−∞, t) (by using the estimate (2.9); see also the proof of Proposition 2.1).
We now set, for every z = (
and we define
We also agree to extend Γ(z; ζ) to be zero for t ≤ τ . We remark that the integral in (2.12) is convergent since, by means of (1.6), (2.2) and (2.10), we have (for
(2.14)
This also proves that J satisfies the following estimate, for 0 < t − τ ≤ T :
Moreover, Γ satisfies the following estimate:
Proof. (2.16) immediately follows from (2.2) and (2.15), recalling the definition (2.13) of Γ. Moreover, (2.16) gives the continuity of Γ(z; ζ) in the set {t = τ, x = ξ}. Therefore, we only have to prove that Γ is continuous in the set {t > τ}. Since (2.5) holds, the function (z; ζ) → Γ ζ (z; ζ) is continuous away from the diagonal {z = ζ}. Hence, it is sufficient to see that J is continuous in {t > τ}. This can be done by showing that the functions
are continuous and converge uniformly to J, as σ → 0 + , on the compact subsets of {t > τ}. The continuity of J σ follows from the continuity of Γ η and of Φ(η; ·) (see Proposition 2.3), by dominated convergence, using the estimates (2.2) and (2.10).
On the other hand, for every K {t > τ},
Here we used the estimates (1.6), (2.2) and (2.10).
We now want to show that Γ is the fundamental solution for H. Our first goal is to prove that H(Γ(·; ζ)) = 0 in R N +1 \ {ζ}. We start by giving the definition of a regularity class of functions that will be useful in the sequel. We recall that the Lie derivative along a vector field X ∈ g of a function v(x) at a point x 0 ∈ R N is defined to be
(if such a derivative exists), where µ X is the solution to the ODEμ(h) = X(µ(h)), µ(0) = 0. The class C 2 (Ω) is larger than the Γ 2 (Ω) introduced in Section 1; nevertheless we are able to prove a weak maximum principle for solutions to Hu ≥ 0 in the class C 2 (Ω) (see Theorem 4.1).
Theorem 2.7. For every fixed ζ ∈ R N +1 , we have
Moreover, the following estimates hold for 0 < t − τ ≤ T :
In the proof of Theorem 2.7 we shall use the following simple result. Proof. Given a non-negative function Ψ ∈ C ∞ 0 (B d (0, 1)) such that Ψ(x −1 ) = Ψ(x), Ψ = 1, we define the G-regularization
ε (see, e.g., [42] ). We have
Letting first ε go to zero, then j go to infinity and finally h go to zero, one proves that there exists Xu(x) = w(x).
Remark 2.9. Let X ∈ g. If u is a continuous function on an open set A ⊆ R N and the Lie derivative Xu exists (in the point-wise sense (2.17)) and is continuous in A, then Xu is also a derivative in the weak sense of distributions.
Proof. We first observe that, if u, Xu are continuous, then Xu(x) is a uniform limit of (u(x • µ X (h)) − u(x))/h as h → 0, on the compact subsets of A. This is evident from the proof of Lemma 2.8. Let ϕ ∈ C ∞ 0 (A), and let us set for brevity
Hence X * ϕ = ϕ, and we have ϕ Xu
This ends the proof.
The main step in the proof of Theorem 2.7 is the following lemma.
Lemma 2.10. For every fixed
, and we have (we use the notation η = (y, s))
Proof. The continuity of J(·; ζ) has been proved in Proposition 2.5. In order to prove that the Lie derivatives in (2.22) and (2.23) exist, we shall use Lemma (2.8). Let us set (2.27)
so that J ε converges pointwise to J, as ε → 0 + . It is not difficult to see that J ε (·, t; ζ) has continuous Lie derivatives up to second order along the vector fields X 1 , . . . , X m , obtained deriving (2.27) under the integral sign. In order to prove (2.22) it is then sufficient to show that
which is an easy consequence of the estimates (2.3) and (2.10). In order to prove (2.23), we now only have to show that the limit in (2.23) exists, uniformly in x ∈ R N . To this end, let us consider the integral
Using (2.2), (2.3), (2.10) and (1.6), it is easy to see, as in (2.14), that
Moreover, for every fixed y 0 ∈ R N , we have I = I 1 + I 2 + I 3 , where
Since R N Γ (y0,s) (y −1 • x, t − s) dy = 1 by (1.5), deriving under the integral sign (recalling the estimate (2.3)), we obtain I 3 ≡ 0. We now choose y 0 = x and we estimate I 1 , I 2 . Making use of (1.5), (1.6), (2.2), (2.3), (2.8) and (2.11), we get
(2.29)
Using (1.5), (2.2), (2.5), (2.8) and (2.10), we obtain
(2.30)
Collecting the above estimates, it is now immediate to recognize that the limit in (2.23) exists, and it is uniform in x ∈ R N . In order to conclude the proof of the first statement of Lemma 2.10, it remains only to prove that J(x, ·; ζ) has continuous derivative given by (2.24) . To this end, it is sufficient to show that J ε (x, ·; ζ) has continuous derivative given by
and that
The second integral in (2.34) converges (as h → 0) to the second integral in (2.31), by dominated convergence (recalling (2.3) and (2.10)). The first integral in (2.34) is equal to
which converges to the first integral in (2.31) (as h → 0) by dominated convergence, by means of (2.2), (2.5), (2.10) and Proposition 2.3. This proves (2.31). Using the properties just recalled, it is also easy to see that ∂ t J ε (x, ·; ζ) is continuous, again by dominated convergence. We now prove (2.32) and (2.33). Recalling (1.5), the supremum in (2.32) is lower than S 1 + S 2 + S 3 , where
From the continuity of Φ(x, ·; ζ) (see Proposition 2.3), we infer that S 3 → 0 as ε → 0 + . Using (1.5), (2.2), (2.5) and (2.10), we obtain
Hence S 1 → 0, as ε → 0 + . In a similar manner (exploiting (2.11)), one can see that also S 2 vanishes as ε goes to zero. This proves (2.32). The proof of (2.33) closely follows the lines of the proof of (2.23), and therefore it is omitted.
We finally turn to the proof of the second statement of Lemma 2.10. The estimate (2.25) can be obtained arguing as in (2.14) and using (2.3). Moreover, from (2.28), (2.29) and (2.30), it follows that
The estimate of ∂ t J(x, ·; ζ) is analogous (also recalling (2.10)).
Proof of Theorem 2.7. By means of Lemma 2.10 (and recalling (2.3) and Proposition 2.5), we only have to prove that H(Γ(·; ζ))(z) = 0 for t > τ. Making use of (2.23) and (2.24), we obtain
by means of (2.5) and Corollary 2.2. This completes the proof.
The Cauchy problem for H
The aim of this section is to prove the following theorem. 
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belongs to the class
and is a solution to the following Cauchy problem:
We split the proof of Theorem 3.1 into lemmas.
Lemma 3.2. The statement of Theorem 3.1 holds if f ≡ 0.
Proof. We only prove that u(x, t) → g(x 0 ), as (x, t) → (x 0 , T 1 ), for every fixed x 0 ∈ R N . The other properties of u easily follow from Proposition 2.5 and Theorem 2.7. Making use of (1.5), (2.2), (2.5) and (2.15) and recalling that Γ ζ0 is the fundamental solution of H ζ0 , we have
, locally Hölder continuous in x, uniformly w.r.t. t, satisfying the growth condition |f (x, t)| ≤ M exp(µ d(x)
2 ) for some constant M > 0. Then the function
Proof. It is not difficult to prove that, given B > 0, there exists δ > 0 such that the following estimate holds for every b ∈ (0, B), provided (T 2 − T 1 )µ < δ:
Using the estimate (3.3) and arguinig essentially as in the proof of Lemma 2.10, one can see that V is well-posed, it has the required regularity, and
Recalling the definition (2.5) of Z 1 , we obtain (3.2).
Lemma 3.4. Let µ ≥ 0 and
is locally Hölder continuous in x, uniformly w.r.t. t, and satisfies the growth condition
for some constant M > 0.
Proof. The growth estimate of f immediately follows from (2.10) and (3.3). The Hölder continuity easily follows from (2.11) and (3.3). We only need to prove that
The first integral in the right-hand side vanishes as h → 0, by dominated convergence, by making use of (2.10), (3.3) and Proposition 2.3. On the other hand, the other two integrals are small when h vanishes and when σ is small enough, again by means of (2.10) and (3.3). Proof. We set w = V f + V f , where f is defined by (3.4) and V f is defined by (3.1). From Lemmas 3.3 and 3.4, we have
, and (using the estimates (2.7), (2.10) and (3.3))
by means of Corollary 2.2. It is now sufficient to recognize that w = u:
Proof of Theorem 3.1. It directly follows on collecting together Lemmas 3.2 and 3.5.
Long-time estimates of Γ
We begin with the following weak maximum principle for H in the class C 2 .
Theorem 4.1. Let Ω be a bounded open subset of R
Proof. The scheme of the proof is classical; the only difficulty is due to the "weak regularity" of u, namely u ∈ C 2 (Ω). The thesis will follow if we show that the function w ε (x, t) = u(x, t) − ε/(T − t) satisfies w ε ≤ 0 in Ω T := Ω ∩ {t < T }, for every T < t 0 . To this end, we first prove that w ε has no maximum points in Ω T . Since (a i,j (z)) i,j is positive definite and Hw ε > 0 by hypothesis, we only need to show that X i X j w ε (z) i,j ≤ 0 (we remark that this matrix need not be symmetric), if z = (x, t) is a maximum point of w ε in Ω T . Suppose, for a contradiction, that there
The proof of the claim directly follows from Lemma 4.2 below. This gives a contradiction, by taking the second order Taylor expansion of f at zero: indeed, recalling that z is a maximum point of w ε , we get
Thus w ε has no maximum points in Ω T . The rest of the proof is classical (we stress that u is continuous in the pair (x, t), by the definition of C 2 ). Let z ∈ Ω T be such that sup V ∩ΩT w ε = sup ΩT w ε for every neighborhood V of z. By what we proved above, z ∈ ∂Ω T . On the other hand, lim sup w ε ≤ 0 in ∂Ω T , by the definition of w ε , by the continuity of u and by the hypothesis on lim sup u. As a consequence, we get w ε ≤ 0 in Ω T . This completes the proof. 
Proof. By Remark 2.9, we know that X 1 u, . . . , X m u are derivatives also in the weak sense of distributions. We can define a G-regularization u ε of u (as in (2.21)) in such a way that X j (u ε ) = (X j u) ε and u ε → u, (X j u) ε → X j u, uniformly on the compact subsets of A (see, e.g., [42] ). Let µ be the solution ofμ = Z(µ), µ(0) = 0. Since u ε is smooth, for every small h there exists a vanishing sequence ε n > 0 such that
where θ(h, ε n ) converges to some θ(h) ∈ [0, 1] as n → ∞. Now, using the fact that X j (u εn ) = (X j u) εn , first letting n → ∞ and then letting h → 0, we obtain the thesis.
The following version of the weak maximum principle in infinite strips easily follows from Theorem 4.1.
From Corollary 4.3 we can immediately obtain some rough estimates of Γ.
Proposition 4.4. Γ is a non-negative function. Moreover, sup t>τ
Proof. In order to prove the second assertion of the proposition, it is sufficient to notice that M := sup t=τ +1 |Γ(x, t; ξ, τ)| < ∞ by means of (2.16), and then to apply We now prove that Γ ≥ 0. We fix x 0 ∈ R N , t 0 > τ 0 , and we set v = Γ(x 0 , t 0 ; ·, τ 0 ). Recalling Proposition 2.5, we only need to prove that v ≥ 0 almost everywhere. To this end, we will show that R N vg ≥ 0, for every non-negative test function
Moreover, using the estimate (2.16), it is easy to see that u goes to zero at infinity in the strip R N × (τ 0 , t 0 + 1). We now apply Corollary 4.3 and obtain u ≥ 0 in R N × (τ 0 , t 0 + 1). In particular, we get R N vg = u(z 0 ) ≥ 0.
We now prove the main result of this section. 
Proof. The proof of the first statement is straightforward. Let us prove the estimate (4.1). We set for brevity w(x, t) = (M + t)
, where M will be chosen later. We fix
∈ K, and we
On the other hand, we have
Hence, for t > τ 0 we have
if M is chosen large enough, depending on K, λ and ϕ. We now set
We have Hw 0 ≤ 0, H Γ(·; ζ 0 ) = 0 in Ω 0 (see Theorem 2.7). Moreover, w 0 is bounded from below in ∂Ω 0 \ {t = τ 0 }, by a constant depending only on M and λ (but not on ζ 0 ). Furthermore, from (2.16) it follows that Γ(·; ζ 0 ) is bounded in ∂Ω 0 \ {t = τ 0 }, by a constant depending only on λ and ϕ (and not on ζ 0 ), and that Γ(·; ζ 0 ) vanishes in ∂Ω 0 ∩ {t = τ 0 } and at infinity on every strip. Therefore, using Theorem 4.1, we can obtain the desired estimate (4.1) in Ω 0 .
In order to complete the proof of Theorem 1.2, we shall use the following a priori Schauder-type estimates. 
where Λ, k, α have been introduced in (2.1).
If Ω ⊆ R N +1 and the coefficients a i,j (x, t) of H are smooth, inequality (4.2) holds with L replaced by H (and with the related "parabolic" meaning of Γ 2+β ).
Proof. Inequality (4.2) follows from the result of Xu [44] (see also the recent paper by Capogna and Han [13] , where a deeper result is proved for our operator L). The techniques used in [44] are suitable to handle the parabolic operator H too. We omit the details. are uniformly bounded in β ∈ (0, β) (while v ∈ C(V ) follows from the existence of suitable barriers for V as in [6] ). From the maximum principle for C 2 (V )-functions (see Theorem 4.1), we obtain u = v in V , and the assertion follows since V = {V } is a basis of Ω. We finally complete the proof of Theorem 1.2.
Proof of Theorem 1.2. Thanks to Proposition 2.5, Theorem 2.7 and Proposition 4.4, in order to complete the proof of (i) and (ii), it only remains to show that
To this end, we shall approximate H by suitable smooth coefficient operators
Such a definition of regularization allows to prove that the coefficients a ε i,j , besides being smooth, satisfy (2.1) (with the same Λ, α and k) and converge to a i,j , uniformly on the compact subsets of R N +1 , as ε → 0 + . Hence, we can construct the fundamental solution Γ ε of the operator
Moreover, by Theorem 2.7 and Corollary 4.8,
We also recall the estimate (2.16) of Γ ε , which does not depend on ε, since the a ε i,j satisfy (2.1) with the same Λ, α and k, fixed at the beginning of Section 2. Now, using Proposition 4.6, we obtain
for every K = O Ω R N \ {ζ} and ε > 0. Recalling Remark 4.7, we infer that, for some vanishing sequence ε j > 0, Γ εj (·; ζ) converges in Γ 2+β (K), as j → ∞, for every K = O R N +1 \ {ζ} and every β ∈ (0, α). By means of (4.6), the limit must necessarily be Γ(·; ζ). Therefore, we have proved that (4.4) holds (we use here the fact that the norms of Γ(·; ζ) in Γ 2+β loc are uniformly bounded in β ∈ (0, α)) and that for every ζ ∈ R N +1 there exists a vanishing sequence ε j such that (4.7)
In order to prove the claimed (4.6), we follow the steps in the construction of the fundamental solution Γ in Section 2, exploiting the fact that all the constants c in the estimates used there do not depend on ε, but only on the fixed parameters Λ, α and k. We first observe that
q Γ ζ0 , as ε → 0 + , by means of Theorem 1.1. Using the estimate (2.9), it is then easy to prove, by induction, that Z ε n converges pointwise to Z n for every n ∈ N, and that the series which defines Φ ε is convergent, uniformly in ε ≥ 0. Hence also Φ ε converges pointwise to Φ. The convergence of J ε to J easily follows by dominated convergence (recalling the estimates (2.2) and (2.10), which are uniform in ε) and straightforwardly gives (4.6).
We now complete the proof of (iii) and (iv). From Theorem 3.1 and Corollary 4.8, it immediately follows that the statements (iii) and (iv) hold for H ε . In order to prove them for H, we again use (4.6), Proposition 4.6 and Remark 4.7, as in the proof of (4.4).
We also prove the following result, which will be used in Section 5. 
Proof. Using (2.16) once again, we immediately see that
by means of Theorem 1.2-(iii) (see also Remark 2.9). Hence I = −ψ almost everywhere. It is now sufficient to prove that I is continuous. To this end, one can see that I is the uniform limit, as σ → 0 + , of the continuous functions
by using Proposition 2.5.
Construction of the fundamental solution for L
The aim of this section is to prove Theorem 1.5. Throughout the section, we shall always suppose that m > 2 and that the coefficients a i,j , introduced in (2. 
for every test function f ∈ C ∞ 0 (R N ). In order to complete the proof, it is now sufficient to recall Corollary 4.9 and Remark 2.9. Proof. We first observe that, by means of (4.6), γ ε converges pointwise to γ, as ε → 0 + , by dominated convergence (see also (5.3)). Moreover, recalling that γ ε (·, ξ) is continuous away from ξ, that (5.4) holds and that the coefficients of L ε are smooth, we can use Corollary 4.9 and obtain that γ ε (·, ξ) ∈ Γ This allows us to prove (by Proposition 4.6) that w ε is bounded in Γ 2+α (K) for any K = O R N .
Proof of Theorem 1.5. Theorem 1.5 is a straightforward consequence of the results in this section, setting γ = γ and observing that L = L in Ω by definition.
