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We propose the use of machine learning techniques to address the problem of local measurements
in quantum field theory. In particular we discuss how neural networks can efficiently process mea-
surement outcomes from local probes to determine both local and non-local features of the quantum
field. As toy examples we show: a) how a particle detector distinguishes boundary conditions im-
posed on the field without the need of signals propagating from them, and b) how detectors can
determine the temperature of the quantum field without thermalizing with it. We discuss how the
formalism proposed can be used for any kind of local measurement on a quantum field and, by
extension, to local measurements of non-local features in many-body quantum systems.
Introduction.- Our current understanding of the fun-
damental nature of matter comes from quantum field the-
ory (QFT). However, the process of obtaining experimen-
tal information from QFTs is arguably a difficult task
to formalize. For example, projective measurements in
QFT are incompatible with its relativistic nature: they
cannot be localized [1], they can introduce ill-defined op-
erations [2] and enable superluminal signaling even in
simple setups [3]. For these reasons, it has been strongly
argued that projective measurements should be rejected
in any relativistic field theory [3–5]. Nevertheless, from
experiments at the LHC to the role of the retina in hu-
man sight, quantum fields are subject to measurements
where data is extracted through their interaction with
localized probes. Such probes (e.g., atoms for the elec-
tromagnetic field) can be generally modeled by particle
detectors [6]. Particle detectors allow us to perform in-
direct measurements on the field that are well-defined [7]
and physically meaningful [8].
Given the result of local measurements, how much in-
formation can one recover about the field? It is thinkable
that with a sufficient number of carefully chosen mea-
surements on an array of probes coupling to the field
long enough, one should be able to determine everything
about the field, at least in principle. We say ‘in principle’
because there is usually no direct translation between 1)
the theoretical predictions of particle detectors in two dif-
ferent scenarios (usually transition probabilities [9–14]),
and 2) the actual experimental data obtained when mea-
suring a field locally in those scenarios. The probes we
use to measure quantum fields are usually simple in na-
ture, and certainly much simpler and with smaller Hilbert
spaces than the QFT itself. Because of this, translating
measurement data (e.g., a large set of zeros and ones gen-
erated by measuring a two-dimensional particle detector)
into concrete claims about the field seems, a priori, a very
complicated task.
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However we will see that one does not need complicated
protocols to learn about global features of the field. As
we will show, a simple measurement protocol on a sin-
gle probe coupling for short times is enough. This is
because a thermalized quantum field stores information
about its global structure locally, albeit in a very scram-
bled way [15–20]. To extract and unscramble this infor-
mation we propose the use of machine learning. In recent
years, machine learning has proven effective at process-
ing data from quantum systems [21–29]. By training a
neural network to translate probe measurement data into
features of a QFT we will show that local probes can read
non-local information about the field. For instance, local
probes can learn about far boundary conditions even be-
fore a signal has time to propagate between them. Also,
local probes can learn the KMS temperature of the field
with great accuracy even before they have time to ther-
malize with it. This shows that combining machine learn-
ing with the usual detector model tools used in QFT we
can overcome the complexity difficulties in translating
outcomes of local measurements into concrete claims on
the abstract features of the QFTs.
Although we will consider a simple toy model, the
setup that we present illustrates how one can trans-
late the outcome of very general local measurements to
concrete, physical statements about global features of a
quantum field (e.g., its temperature, entanglement struc-
ture, boundary conditions, space-time geometry, topol-
ogy etc.), without having to think very much about what
local measurements are optimal. We put the burden of
the ‘translation job’ not in the experimental design, but
in the data processing, in a way that can adapt to any
practical experimental protocol.
A simple model.- As a proof-of-principle we
study a 1+1 dimensional scalar field coupled lo-
cally to a harmonic oscillator probe [30–36]. The
free Hamiltonian of the field-probe system is
Hˆφ + Hˆd with Hˆd = ~ωd(pˆ2d + qˆ2d)/2 (where qˆd and
pˆd are the probe’s quadrature operators satisfying
ar
X
iv
:1
91
0.
03
63
7v
1 
 [q
ua
nt-
ph
]  
8 O
ct 
20
19
2[qˆd, pˆd] = i~1 ), and
Hˆφ = 1
2
∫ ∞
−∞
dx c2pˆi(x)2 + (∂xφˆ(x))
2 +
m2c2
~2
φˆ(x)2, (1)
where x := (t, x) and where φˆ(x) and pˆi(x) are the field
observables satisfying the cannonical commutation rela-
tions [φˆ(t, x), pˆi(t, y)] = i~δ(x− y)1 . The probe couples
locally to the field via an interaction Hamiltonian
Hˆint = λχ(t)
∫ ∞
−∞
dxF (x) qˆd ⊗ φˆ(x). (2)
χ(t) is a switching function and F (x) is the probe’s
smearing function (with units inverse length). From (2)
we can read that the probe only ‘sees’ the field in the sup-
port of F (x). This coupling is motivated by the Unruh-
DeWitt model [37, 38], which captures all the fundamen-
tal features of the light-matter interaction [6, 39].
Although it is not necessary for our methods to work,
we consider a UV-cutoff by discretizing space in a stan-
dard way [40, 41] . This UV-cutoff is motivated by
the lengthscale of the probe’s smearing function: If the
support of F (x) has a lengthscale σ, the probe does
not couple to field modes with wavenumber |k|  σ−1.
The coupling to these modes is suppressed in the in-
teraction Hamiltonian as the tails of the Fourier trans-
form of F (x) [42] (for the interested reader we provide
some discussion in the appendix A). In particular, we
take the probe to have a Gaussian smearing with stan-
dard deviation σ. This motivates the choice of cutoff
|k| ≤ K := 7/σ. Doing this yields the following field and
interaction Hamiltonians,
Hˆuvφ =
∑
n
mc2
2
(
pˆ2n + qˆ
2
n
)
+
~2
2ma2
(qˆn+1 − qˆn)2, (3)
Hˆuvint = λ0 χ(t)
∑
n
aF (xn) qˆd ⊗ qˆn, (4)
where a = pi/K is the spacing of the lattice xn := (t, n a)
and we have defined dimensionless field operators
qˆn :=
√
am/~2 φˆ(xn) and pˆn :=
√
a/m pˆi(xn) which sat-
isfy [qˆi, pˆj ] = iδij1 . λ0 = λ ~/
√
am is the energy scale
of the probe-field coupling. We can further impose an
IR-cutoff introducing boundary conditions which restrict
the field to a region x ∈ [0, L] where L = N a (i.e., field in
a cavity). We note that the discretization has established
a parallel between the QFT problem and a many-body
problem, thus the techniques discussed in this letter ap-
ply equally well to many-body systems considered gener-
ally.
Boundary Conditions and Thermometry.- To
simulate a change of boundary condition, we will mod-
ify the coupling, Hˆlast, of the lattice to the spatial mode
farthest from the probe. We summarize the modified
couplings that we consider in Table I.
In the first two cases, we modify the strength of
Hˆlast. In the third case (signaling) we consider a time-
dependent coupling which turns on suddenly at t = 0.
y-label Name Hˆlast for t < 0 Hˆlast for t ≥ 0
y=1 Full Bond g qˆN−1 ⊗ qˆN Same as t < 0
y=2 Cut Bond 0 qˆN−1 ⊗ qˆN Same as t < 0
y=3 Signal 0 qˆN−1 ⊗ qˆN g qˆN−1 ⊗ qˆN
TABLE I. Modifications to the coupling, Hˆlast, connecting
the last spatial mode to the rest of the lattice. g = ~2/ma2.
In all cases we assume that the field has thermalized to
the ground state of its t < 0 Hamiltonian well before
t = 0. In the signaling case we take the last spatial mode
to be in an excited state so that its coupling at t = 0
significantly disturbs the field, sending a noticeable sig-
nal. In particular, we choose a strongly squeezed state
(squeezing of 8 dB).
Note that comparing cases 2 and 3 will allow us to ex-
plicitly measure the signal-propagation speed on the lat-
tice. In both cases the field (neglecting the last spatial
mode) is in exactly the same state prior to t = 0. In case
3, the field is disturbed locally by the sudden coupling of
the last spatial mode. This disturbance will then prop-
agate and eventually arrive at our probe system. Thus
we can define the effective signaling time as the time it
takes the probe to differentiate between cases 2 and 3.
Importantly, if the probe is able to differentiate cases 1
and 2 in less than this effective signaling time it can not
be due to having received a signal from the boundary.
We will also evaluate the probe’s ability to distinguish
quantum fields with different temperatures via short-time
measurements. We will show, perhaps against intuition,
that probes acquire enough information to figure out the
temperature of the quantum field before they have time
to thermalize.
Data generation, processing and training - We
now show how we generate data from the local probe,
and how we preprocess that data for the neural network
to train on. We consider the following measurement pro-
cedure:
1. Initialize the probe to its ground state and couple
it locally to the field beginning at time t = 0 (i.e.,
χ(t) is a step function).
2. At time tm = Tmin, perform a projective measure-
ment of the probe’s qˆd quadrature and record the
result.
3. Repeat steps 1 − 2 but measure pˆd, then repeat
steps 1− 2 but measure rˆd = (qˆd + pˆd)/
√
2.
4. Repeat steps 1−3, Ntimes−1 more times increasing
the measurement time, tm, by ∆t each time.
5. Repeat this whole process Ntom times.
Applying this measurement procedure yields raw data
xraw ∈ RNm , where Nm = 3×Ntimes ×Ntom, to which
we can associate a label, y, depending on the boundary
condition (or temperature). We could train our neural
3network directly on this labeled data, however, to speed
up training, we first compress and process the data.
Although our techniques work outside the Gaussian
case, in our toy examples the field and probe are both
initially in Gaussian states (squeezed, vacuum, thermal),
and since all of our Hamiltonians are quadratic in quadra-
ture operators, our probe will remain in a Gaussian state
throughout its interaction with the field [43]. Thus the
values in xraw are normally distributed. For instance,
each of our Ntom measurement, qk, of qˆd at a time t will
be distributed as qk ∼ N
(〈qˆd〉, σqq), where N (µ, σ2) is
the normal distribution with mean µ and variance σ2,
and 〈qˆd〉 = 〈qˆd(t)〉 and σqq = 〈qˆ2d(t)〉 − 〈qˆd(t)〉2. We can
efficiently compute 〈qˆd〉 and σqq as well as all the other
parameters determining the distribution of our data.
The sample mean, q¯(t) =
∑Ntom
k=1 qk/Ntom, and sample
variance, s¯2q(t) =
∑Ntom
k=1
(
qk − q¯(t)
)2
/(Ntom − 1), are suf-
ficient statistics for independent identically distributed
normal data [44]. Note that the above holds for our
measurements of qˆd, rˆd and pˆd at each time. Thus we
can losslessly compress our data to Ntimes sextuplets of
the form {q¯(t), r¯(t), p¯(t), s¯2q(t), s¯2r(t), s¯2p(t)}. Thus in to-
tal, our compressed data can be represented by a vector
x ∈ Rd where d = 6Ntimes. We can collect n instances of
this data into a d × n design matrix X = (x1, . . . ,xn)ᵀ
and a vector of labels y = (y1, . . . , yn)
ᵀ. This design ma-
trix is then divided into training data (ntrain = 0.75n)
for training the neural network, and validation data
(nvalid = 0.25n) for testing the accuracy of the trained
network. The network is not exposed to any of the vali-
dation data during training. We then perform standard
preprocessing [45] on the compressed data to prepare it
for training the neural network: we center the data, do
principal component analysis, and whiten the data.
Let us summarize the training process. Neural net-
works model complex high dimensional function by alter-
natively applying tunable linear-affine transformations
and fixed non-linear transformations to their inputs. The
parameters controlling the linear-affine transformations
(weights and biases) are then adjusted through training
to minimize some cost function. The network architec-
ture and training procedure that we use are standard [45].
For the curious reader, we include our code [46] and a
summary of our preprocessing, network architecture and
training process in appendix B.
Remote Boundary Sensing.- We consider a detec-
tor roughly of atomic size, for simplicity with Gaus-
sian smearing function of width, σ = 53 pm. Taking
the UV-cutoff at K = 7/σ gives us a lattice spacing of
a = pi/K = 23.7 pm. We take the boundary to be at
a distance L = 200 a = 90σ = 4.7 nm. We take the de-
tector to have an excitation energy ~ωd = 130 eV and
the field to have a mass mc2 = 1 eV. Note that in this
example the field is approximately massless, since its
mass is more than a hundred times smaller than any
other energy scale in the problem. Finally we investigate
the strong coupling regime (which is non-perturbative),
where the energy scale of the probe-field coupling is near
the probe’s free energy scale, λ0 = ~ωd = 130 eV. Note
that the choice of parameters is just for demonstration
purposes, similar were also obtained for a large set of
different parameters.
The results are plotted in Fig 1. We plot the actual
performance of the neural network (solid line) and lower
and upper bounds to the optimal theoretical accuracy
(dashed lines) based on the Hellinger distance (see the
appendix C for details). The green triangle lines show
the causal behaviour of the setup: when we send a signal
from the further boundary to the detector (by coupling
a new oscillator at t = 0) the neural network accuracy
and Hellinger bounds both indicate that it is impossible
to tell if a signal was sent in less that ≈ 14.6 as. Com-
pare this to the signal-to-edge-of-detector light-crossing
time (L− 6σ)/c = 14.6 as (vertical red line in Fig 1). In-
deed our toy model is very approximately relativistically
causal, as a good quantum field theory on the lattice
should be.
The blue circle lines represent the ability for the neu-
ral network to tell, based on the processing of local de-
tector measurements, the kind of boundary condition at
the far end of the lattice. Here, the information about
the boundary has had time to spread all over space in
the thermalization process: the ground state knows lo-
cally about its boundary conditions [11, 13]. Indeed, the
network accuracy and Hellinger bounds both show that
the nature of the field boundary can be resolved long
before any signal propagates to the detector. This al-
lows the probe to see the boundary ‘without light’, that
is, in the vacuum state of the theory and much before
the light-crossing time of the lattice. Notice that a) the
neural network behaves optimally (tracks the bounds)
and b) the network can accurately distinguish the two
boundary conditions by considering a number of mea-
surements that is still relatively small as compared with
the typical number of atoms in a macroscopic sensor,
Ntom = 10
20  Na ≈ 1024.
Thermometry Results.- To showcase the broad ap-
plicability of these techniques, we consider a different
setup for the thermometry case: a detector motivated
by a superconducting circuit undergoing a long-range in-
teraction with an open transmission line. A physically
motivated UV-cutoff for such systems can be given by
K = 50 GHz/c [42, 47, 48]. This gives a lattice spac-
ing of a = pi/K = 1.8 cm. If the circuit couples to the
transmission line with a Gaussian profile and we take
this cutoff to be at K = 7/σ, this suggests that the cir-
cuit couples to the transmission line over a lengthscale
σ = 4.2 cm, a reasonable value [42]. We take the cir-
cuit to be coupled to the center of a transmission line
box with size L = 100 a = 44.8σ = 188 cm. Further, we
take the circuit to have an energy gap typical of such
systems, ωd = 10GHz and the field to have a mass
mc2/~ = 0.1GHz, much smaller than the other energy
scales. We again consider the strong coupling regime,
where λ0/~ = ωd = 10 GHz. We would like to know if
the local probe can determine the temperature of the
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FIG. 1. We trained a neural network to predict the boundary
condition of a quantum field from local probe data gathered
far from the boundary. The network was asked a) to detect
a signal sent from the boundary (green triangles) and b) to
detect a modification of the field’s boundary condition (blue
circles). The network’s accuracy (solid) along with upper and
lower bounds on the theoretical optimal accuracy (dashed)
are plotted as a function of the duration of the probe’s inter-
action with the field. A point plotted at time t indicates the
network’s accuracy given measurements taken at Ntimes = 10
measurement times between t and the previous plot point.
The network was trained on ntrain = 1500 examples. Each
example summarizes Ntom = 10
20 measurements of each of
the probe’s quadratures (qˆd, rˆd and pˆd) at each measurement
times. The inset shows details of the causal response to the
detector to the signal. The vertical red line is at the edge-of-
detector-to-boundary light-crossing time.
field in the transmission line with an accuracy of ±1%.
This is typically challenging because the temperatures of
such systems are usually of the order of mK [48]. For our
toy example, we are asking the neural network to clas-
sify the states of the field in eleven boxes with a width
of ±%1 around a temperature scale T . In other words,
the network classifies the measurement data in boxes of
width 0.02T from [0.89T, 0.91T ] to [1.09T, 1.11T ].
As Fig 2 shows, with Ntom = 10
10, the neural network
can determine the temperature very accurately even for
very low transmission line temperature (sub-mK). No-
tice, that the network can extract the temperature of
the field even in cases where the detector is interact-
ing with the field for times that are shorter than the
thermalization scales of the problem, in fact faster than
the detector’s Heisenberg time 1/ωd = 100 ps (which
lower-bounds thermalization time). The computational
complexity of adding additional boxes—keeping similar
accuracy—scales favourably. The neural network can
also be easily trained to do a best estimate of the tem-
perature (through regression [45]) rather than binning.
We have not included this here to keep the parallelism
with he boundary determination case, but the efficiency
of the network in such a task is similar.
Conclusions.- We proposed the use of machine learn-
ing techniques in quantum field theory to regather infor-
mation scrambled in space and time. We have shown how
to read out non-local features of a QFT from the outcome
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FIG. 2. A neural network trained to predict the temperature
of a quantum field to an accuracy of 1% from local probe
data. The network assigns the field temperature to one of
eleven bins each with of width 0.02T : from [0.89T, 0.91T ]
to [1.09T, 1.11T ]. The network’s accuracy is plotted as func-
tion of the duration of the probe’s interaction with the field. A
point plotted at time t indicates the network’s accuracy given
measurements taken at Ntimes = 10 measurement times be-
tween t and the previous plot point. The network was trained
on ntrain = 3750 examples from each range. Each example
summarizes Ntom = 10
10 measurements of each of the probe’s
quadratures (qˆd, rˆd and pˆd) at each measurement time. The
vertical red line is the probe’s Heisenberg time ω−1d .
of local experiments, processed through a neural network.
In particular we have shown how a local probe can see a
wall far away from it, in the vacuum and without actively
sending signals to bounce off it. We have also shown how
a local probe that is not given enough time to thermalize
can accurately determine the temperature of a quantum
field.
With this, we showed how statistical processing of lo-
cal measurements and machine learning algorithms can
extract and unscramble non-local information that (via
thermalization [15–20]) the field scrambled over a large
region of spacetime. The measurement protocol that we
considered is very simple and not adapted to the partic-
ular toy problems considered in this letter, and yet we
were able to distinguish with almost certainty the rele-
vant features of the field we were after. This showcases
the potential of these methods to accommodate experi-
mental needs. Namely, the use of machine learning tech-
niques in the context of quantum field theory takes the
complexity burden out of the choice of the concrete ex-
perimental implementations (measurement variables and
protocols) and puts it on the data processing, which neu-
ral networks can deal with efficiently.
While these examples are relatively simple, the tech-
niques we present in this letter are general and of wide
applicability. This paves the way to the use of ma-
chine learning techniques in more complicated scenarios
such as distinguishing gravitational backgrounds [12, 49],
global state tomography [25] with local probes, acknowl-
edging entanglement in analog Hawking radiation [50],
and even new experimental proposals seeking direct ev-
idence of untested QFT phenomena such as the Unruh
5effect [37]. Finally, the techniques developed here are di-
rectly translatable to their use in many-body quantum
physics, where they can be used to address the problem
of measuring many-body observables with local probes
in, e.g., quantum phase transitions [51].
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Appendix A: Free scalar QFT on the lattice
As we discussed in the main text, we can motivate a UV cutoff for the field-probe system through the length scalse
of probe’s smearing function. To see this, let us expand the field-probe interaction Hamiltonian
Hˆint = λχ(t)
∫ ∞
−∞
dxF (x) qˆd ⊗ φˆ(x). (A1)
in terms of plane-wave modes as
Hˆint = λχ(t) qˆd
∫
R2
dx dk
2
√
piωk
F (x)
(
e−iωkteikxaˆk + H.c.
)
= λχ(t) qˆd
∫ ∞
−∞
dk
2
√
piωk
(
F˜ (k) e−iωktaˆk + H.c.
)
,
where F˜ (k) = Fk[F (x)] is the Fourier transforms of F (x). Note that F˜ (k) determines how strongly the probe couples
to each of the field modes. If the smearing function is strongly supported only on a finite region of size ∼ σ (e.g.,
F (x) is a Gaussian with standard deviation σ) then F˜ (k) would have a width ∼ 1/σ. That is, the probe would not
couple strongly to modes with wavenumber |k|  σ−1. Thus by considering a probe with a finite spatial extent we
are automatically considering a soft-UV cutoff in the interaction of field and probe.
If F˜ (k) decays sufficiently fast, we may be justified in dropping the coupling to the modes above some large UV
threshold, say |k| > K (e.g. for a Gaussian profile we can take K = 7/σ). Cutting off the UV like this yields
and effective coupling of F˜ uv(k) := ΠK(k)F˜ (k) where ΠK(k) is the rectangle function over k ∈ [−K,K]. By the
Nyquist Shannon sampling theorem we can then reconstruct our UV cutoff smearing function, F uv(x) := F−1[F˜ uv(k)],
as F uv(x) =
∑
n F (xn)Sn(x/a), where a = pi/K is the spacing of the discrete positions, xn = na, and where
Sn(r) := sin(pi(r−n))/pi(r−n) is a displaced normalized sinc function. Note that while Sn(r) decays only polynomially
for large r, our reconstructed smearing may still effectively decay exponentially. For instance, in our Gaussian smearing
example, the reconstruction exactly matches the original (exponentially suppressed) smearing function at each discrete
point xn.
We hence define the UV-cutoff interaction Hamiltonian as
Hˆuvint := λχ(t)
∫ ∞
−∞
dxF uv(x) qˆd ⊗ φˆ(x) = λχ(t)
∫ ∞
−∞
dxF uv(x) qˆd ⊗ φˆuv(x) (A2)
where we note that the UV cutoff smearing function effectively induces a UV cutoff of the field operator,
φˆuv(x) := F−1x [ΠK(k)Fk[φ(x)]]. Next, we note that since φˆuv(x) is bandlimited we can express it as a sum of sinc
functions as, φˆuv(x) =
∑
n φˆ(xn)Sn(x/a) where xn := (t, xn). Recomputing the UV cutoff interaction Hamiltonian
using these sinc representations we find
Hˆuvint = λχ(t)
∑
n
aF (xn) qˆd ⊗ φˆ(xn) (A3)
where we have used the orthonormality of the collection {Sm(r)} in the L2 norm. Thus, by taking a hard UV cutoff
on the probe’s smearing function we automatically find that the probe effectively only couples to the field at the
discrete positions, xn = na.
Notice that so far, we are not implying that the field itself has a UV cutoff or that the space it lives on is discretized.
We have only discussed an approximation of the probe coupling. We could study the field theory as is without an
6explicit UV cutoff, but for our purposes it is convenient to consider that the field is also UV-cutoff. We apply this
UV-cutoff to the field by removing the field modes with k > |K| by defining the UV cutoff field operators,
φˆuv(x) := F−1x [ΠK(k)Fk[φ(x)]], pˆiuv(x) := F−1x [ΠK(k)Fk[pi(x)]], ∂xφˆuv(x) := F−1x [ΠK(k)Fk[∂xφ(x)]], (A4)
where where x := (t, x). Note that since these operators are now band limited we can express them as sums of sinc
functions as,
φˆuv(x) =
∑
n
φˆ(xn)Sn(x/a) , pˆi
uv(x) =
∑
n
pˆi(xn)Sn(x/a) , ∂xφˆ
uv(x) =
∑
n
∂xφˆ(xn)Sn(x/a) . (A5)
Using these UV cutoff operators we define the UV cutoff field Hamiltonian as,
Hˆuvφ :=
1
2
∫ ∞
−∞
dx c2pˆiuv(x)2 + (∂xφˆ
uv(x))2 +
m2c2
~2
φˆuv(x)2 =
a
2
∑
n
c2pˆi(xn)
2 + (∂xφˆ(xn))
2 +
m2c2
~2
φˆ(xn)
2 (A6)
where we have again used the operator’s sinc representations and L2 orthonormality of {Sm(r)} to express the integral
as a sum. Next, taking the discrete approximation for the derivative, ∂xφˆ(xn) ≈ [φˆ(xn+1)− φˆ(xn)]/a, we find,
Hˆuvφ ≈
a
2
∑
n
c2pˆi2(xn) +
(
φˆ(xn+1)− φˆ(xn)
a
)2
+
m2c2
~2
φˆ2(xn). (A7)
We note that these satisfy the commutation relations, [φˆ(xn), pˆi(xm)] = i~(δnm/a)1 . Finally, rewriting this Hamiltonain
in terms of the dimensionless operators, qˆn =
√
am/~2 φˆ(xn) and pˆn =
√
a/m pˆi(xn) which satisfy the commutation
relations, [qˆi, pˆj ] = iδij1 , yields the UV cutoff field Hamiltonian claimed in the main text.
Appendix B: Preprocessing, Neural Network Architecture and Training Details
As we discussed in the main text, the data from each run of our measurement procedure can be losslessly compressed
to a vector, x ∈ Rd where d = 6Ntimes and associated with a label y denoting which boundary condition or temperature
the field had. We can collect n instances of this data into a d × n design matrix X = (x1, . . . ,xn)ᵀ and a vector of
labels y = (y1, . . . , yn)
ᵀ. We then portion off 75% of this data (ntrain = 0.75n) to be used for training the neural
network Xtrain and ytrain leaving the other 25% (nvalid = 0.25n) as validating data, Xvalid and yvalid which we will
ultimately use to test the accuracy of the trained network. Note that the network will not be exposed to any of the
validation data during training.
We begin processing our data by subtracting off the mean of the training data, X → X − Xavgtrain, where
Xavgtrain =
∑ntrain
k=1 xk/ntrain. Next we do principle component analysis (PCA) which finds a representation of our
data without linear correlations. To do this we compute the covariance matrix of our training data and perform a
singular value decomposition on it,
1
ntrain − 1X
ᵀ
trainXtrain =
d∑
j=1
λjξjξ
ᵀ
j . (B1)
The singular vectors, ξj , are the directions in our data Xtrain varies independently. The singular values, λj ∈ R,
indicate “how much” variance is in each direction. Using this decomposition we can rewrite our data as X → UX
where U = (ξ1, . . . , ξd)
ᵀ. In this basis, the training data has a diagonal covariance matrix. Finally we can whiten the
data as X → Λ−1/2X where Λ = diag(λ0, . . . λ2d). The covariance matrix of the training data is now the identity
matrix.
The data is now ready to begin training the neural network. Neural Networks work by alternatingly applying
tuneable linear-affine transformations (controlled by weights and biases) and fixed non-linear transformations (the
activator function) to their inputs. See Fig. 3 for a schematic of a neural network can be used to classifying the QFTs
based on local probe measurement data.
The data to be classified is first input on the left-most layer of the network. The data then passes rightward through
the network, undergoing tuneable linear-affine transformations (represented by lines) between each layer and fixed
non-linear transformations across each layer (represented by circles).
For our applications, we use a network with three layers, 60 neurons on the input layer, 30 in the intermediate
(hidden) layer, and 2 or 11 neurons in the final layer depending on how many classes we are trying to differentiate.
7FIG. 3. (Color online.) A schematic of a neural network for processing local probe data to learn about features of a QFT.
The network is fully connected with a leaky rectified linear units as our activator function. In the final layer where
we use a soft max function to ensure the output is a probability. Given some weights, W , and biases, b, we evaluated
the networks performance by the cross-entropy cost function
C(W, b) =
−1
ntrain
ntrain∑
k=1
y˜k · log(f(xk;W, b)) (B2)
where y˜k is the one-hot encoding of the k
th data point’s label and f(xk;W, b) is the neural networks predicted
probabilities for the label of data point xk.
To help reduce overfitting we add an L2 regularizer to this cost function, ∼ λ2||W ||2. This penalizes the network
for using large weights. Additionally when training the network we randomly “drop” some fraction of the neurons.
This forces the network to be more robust. The sum of the cost function and the regularizer are then minimized by
stochastic gradient descent.
Appendix C: Total Variation and Hellinger Distances for Binary Boundary Classification
Consider the binary classification problem where we are asked to pick a label y = 0 or y = 1 for data x0 drawn
from either rθ(x) = p(x|y = 0, θ) or from qθ(x) = p(x|y = 1, θ) with equal odds, where θ is some free parameter
of the problem. In terms of the scenarios considered in the main text, x is the local probe data, y labels the either
field’s boundary conditions or a temperature range and θ describes the other details of the scenario, for instance the
probe’s coupling time. The distributions rθ(x) and qθ(x) are then the odds that some particular data was produced
given some field and measurement procedure.
The optimal strategy (i.e., the one which maximizes your success probability) for this binary classification problem
is to guess y = 1 if qθ(x) > rθ(x) and y = 0 if rθ(x) > qθ(x), breaking ties randomly. This strategy succeeds with
probability of psuccess =
1
2
(
1 + TV(p, q)
)
where
TV(rθ, qθ) =
1
2
∫ ∣∣rθ(x)− qθ(x)∣∣ dx. (C1)
is the total variation distance between rθ(x) and qθ(x). If we can compute this distance, we can determine for which
values of θ (e.g., for which coupling times) the distributions rθ(x) and qθ(x) are distinguishable.
The total variation distance is only useful for binary problems (such as our first toy example). It cannot be used
for more complex scenarios such as our thermometry example. Even for the boundary distinction scenario considered
in the main text, calculating the total variation distance directly is infeasible. An alternate approach that will work
for one of the scenarios is to compute upper and lower bounds using the Hellinger distance, H(r, q) [52], as
H(rθ, qθ)
2 ≤ TV(rθ, qθ) ≤ H(rθ, qθ)
√
2−H(rθ, qθ)2 where H(r, q) = 1√
2
√∫ (√
r(x)−
√
q(x)
)2
dx (C2)
Unfortunately, for the distributions arising in the main text, the Hellinger distance is no easier to compute. However,
in the high tomography regime (Ntom  1) we can apply the central limit theorem to approximate rθ and qθ by
multivariate normal distribution, rθ(x) = N (x;µr,Σr) and qθ(x) = N (x;µq,Σq) for some means, µr and µq, and
some covariances, Σq and Σr. The Hellinger distance between two such multivariate normal distributions is [52]
H(rθ, qθ)
2 = 1−
(
det(Σr Σq)
det(Σ
2
)
) 1
4
exp
(
−∆µ
ᵀΣ
−1
∆µ
8
)
. (C3)
8where ∆µ = µr − µq and Σ = (Σr + Σq)/2. Thus if we can compute the means and covariances of our data, we can
find bounds for the neural network’s optimal performance.
Recall that due to the Gaussian nature of our setup all of our measurement results were drawn from normal
distributions. Moreover as we discussed in the main text, all of these measurements are independent, and many
are identically distributed. Thus we needed only record the sample means and variances of each quadrature at each
time point. For clarity we will restrict our discussion to the our Ntom measurements of qˆ at t = ∆t. From these
measurements we need only record
q¯ =
1
Ntom
Ntom∑
k=1
qk,∼ N
(
〈qˆ〉, σqq
Ntom
)
, and s¯2q =
1
Ntom − 1
Ntom∑
k=1
(
qk − q¯
)2 ∼ σqq χ2(Ntom − 1)
Ntom − 1 , (C4)
where χ2(k) is the chi-squared distribution with k degrees of freedom [53] and 〈qˆ〉 and σqq = 〈qˆ2〉−〈qˆ〉2 are the probe’s
first and second moments in qˆ at t = ∆t. Due to the Gaussian nature of our setup, these moments can be efficiently
computed from a fixed initial condition. This allows us to efficiently compute the distribution of our compressed
data at least in the boundary condition classification case. In the temperature classification problem, however, these
moments depend on the initial temperature which is itself treated as a random variable. Thus in this case the final
distribution of our compressed data is a compound probability distribution which is much more difficult to analyze.
Continuing our analysis of the boundary condition classification scenario, for large Ntom, we can apply the central
limit theorem yielding
q¯ ∼ N
(
〈qˆ〉, σqq
Ntom
)
, and s¯2q ∼ N
(
σqq,
2σ2qq
Ntom − 1
)
(C5)
Thus in the high tomography regime, our compressed data,
x =
(
q¯(t), r¯(t), p¯(t), s¯2q(t), s¯
2
r(t), s¯
2
p(t) for t = ∆t, 2∆t, . . . , Tmax
)
(C6)
is distributed as x ∼ N (µ,Σ) where
µ = (〈qˆ(t)〉, 〈rˆ(t)〉, 〈pˆ(t)〉, σqq(t), σrr(t), σpp(t) for t = ∆t, 2∆t, . . . , Tmax) (C7)
Σ =
1
Ntom
diag
(
σqq(t), σrr(t), σpp(t), 2σ
2
qq(t), 2σ
2
rr(t), 2σ
2
pp(t) for t = ∆t, 2∆t, . . . , Tmax
)
. (C8)
Knowing this distribution we can compute the Hellinger distance and place bounds on optimal classification rate.
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