Abstract. In this paper we study the properties of the solutions to the Cauchy problem
Introduction
In this paper we study the properties of the solutions to the Cachy problem (1) (u tt − ∆u) gs = f (u) + g(|x|), t ∈ [0, 1], x ∈ R 3 , K and Q are positive constants, p ∈ (1, ∞), q ≥ 1 and γ ∈ (0, 1) are fixed, f ∈ C 1 (R 1 ), f (0) = 0, a|u| ≤ f (u) ≤ b|u|, g ∈ C(R + ), g(|x|) ≥ 0, g(|x|) = 0 for |x| ≥ r 1 , a and b are positive constants, r 1 > 0 is suitable choosen.
The Cauchy problem (1), (2) we may rewrite in the form When g s is the Minkowski metric; u 0 , u 1 ∈ C ∞ 0 (R 3 ) in [6] (see and [1] , section 6.3) is proved that there exists T > 0 and a unique local solution u ∈ C 2 ([0, T )×R 3 ) for the Cauchy problem (u tt − ∆u) gs = f (u), f ∈ C 2 (R), t ∈ [0, T ], x ∈ R 3 , u| t=0 = u 0 , u t | t=0 = u 1 , for which sup t<T,x∈R 3 |u(t, x)| = ∞.
When g s is the Minkowski metric, 1 ≤ p < 5 and initial data are in C ∞ 0 (R 3 ), in [6] (see and [1] , section 6.3) is proved that the initial value problem (u tt − ∆u) gs = u|u| p−1 , t ∈ [0, T ], x ∈ R 3 , u| t=0 = u 0 , u t | t=0 = u 1 , admits a global smooth solution.
When g s is the Minkowski metric and initial data are in C ∞ 0 (R 3 ), in [5] (see and [1] , section 6.3) is proved that there exists a number 0 > 0 such that for any data (u 0 , u 1 ) ∈ C ∞ 0 (R 3 ) with E(u(0)) < 0 , the initial value problem (u tt − ∆u) gs = u 5 , t ∈ [0, T ], x ∈ R 3 , u| t=0 = u 0 , u t | t=0 = u 1 , admits a global smooth solution.
When g s is the Reissner-Nordström metrics in [4] is proved that the Cauchy problem (u tt − ∆u) gs + m 2 u = f (u), t ∈ [0, 1], x ∈ R 3 , u(1, x) = u 0 ∈Ḃ When g s is the Minkowski metric in [7] is proved that the Cauchy problem (u tt − ∆u) gs = f (u), t ∈ [0, 1], x ∈ R 3 , u(1, x) = u 0 , u t (1, x) = u 1 , has global solution. Here f ∈ C 2 (R), f (0) = f (0) = f (0) = 0,
for |u| ≤ 1, |v| ≤ 1, B > 0,
• (R 3 ), u 0 (x) = u 1 (x) = 0 for |x − x 0 | > ρ, x 0 and ρ are suitable choosen.
Our main results are Theorem 1. Let p > 1, q ≥ 1, γ ∈ (0, 1) and K, Q are positive constants for which
Let also g ≡ 0, f ∈ C 1 (R 1 ), f (0) = 0, a|u| ≤ f (u) ≤ b|u|, a and b are positive constants. Then the homogeneous Cauchy problem (1), (2) Let also g = 0, g ∈ C(R + ), g(r) ≥ 0 for r ≥ 0, g(r) = 0 for r ≥ r 1 , f ∈ C 1 (R 1 ), f (0) = 0, a|u| ≤ f (u) ≤ b|u|, a and b are positive constants. Then the nonhomogeneous Cauchy problem (1), (2) has nontrivial solution u(t, r) = v(t)ω(r) ∈ C((0, 1]Ḃ γ p,q (R + )) for which lim t−→0 ||u||Ḃγ p,q (R + ) = ∞. The paper is organized as follows. In section 2 we will prove some preliminary results. In section 3 we prove theorem 1. In section 4 we prove theorem 2. In appendix we prove some results which are used in the proof of theorem 1 and theorem 2.
Preliminary results
For fixed q ≥ 1 and γ ∈ (0, 1) we put C = qγ2 
Example. Let 0 < << 1 3 is enough small,
When g(r) ≡ 0 we put
f or r ≤ r 1 , 0 f or r ≥ r 1 , and u 1 ≡ 0. Here v(t) is fixed function which satisfies the conditions
In section 3 we will prove that the equation (1 ) has unique nontrivial solution ω(r) for which ω(r) ∈ C 2 [0,
is fixed function which satisfies the hypothesis (H1), (H2) and
In section 4 we will prove that the equation (1 ) has unique nontrivial solution ω(r) for which ω(r) ∈ C 2 [0,
There exists function v(t) for which (H1)-(H3) are hold. Really, let us consider the function
where the constants A and a satisfy the conditions A > 1,
consequently (H2) is hold. On the other hand we have
2) The function
, satisfies the hypothesis (H1), (H2) and (H4).
Remark. Here we will use the following definition of theḂ
Proof. We have
, from where we get
• Remark. We note that from i6) we have g(r) = r 2 −Kr+Q
Really, let
, we have r 1 =r − . We note that
Also we have 1 
Since for every fixed t ∈ [0, 1] we have
we have
for every fixed t ∈ [0, 1]. From here for every fixed t ∈ [0, 1] we have
i.e. for every fixed t ∈ [0, 1] if u(t, r) = v(t)ω(r), where v(t) is function which satisfies the hypothesis (H1)-(H3) and ω(r) ∈ C 2 (R), satisfies the integral equation (1 ) we have that u(t, r) = v(t)ω(r) satisfies the equation (1) Proof. Let t ∈ [0, 1] is fixed. Let also u(t, r) = v(t)ω(r), where v(t) is function which satisfies the hypothesis (H1)-(H3) and ω(r) ∈ C 2 (R), satisfies the equation (1). Then
Now we integrate the last equation with respect the variable r and we use that ω (r 1 ) = 0, u r (t, r 1 ) = 0 for every fixed t ∈ [0, 1]
Again we integrate with respect the variable r and we use that ω(r 1 ) = 0, u(t, r 1 ) = 0 for every fixed t ∈ [0, 1]. Then we get
for every fixed t ∈ [0, 1]. Since for every fixed t ∈ [0, 1] we have
we get 
is function which satisfies the hypothesis (H1), (H2),(H4) and ω(r) ∈ C 2 (R). Proof. Let t ∈ [0, 1] is fixed. Let also u(t, r) = v(t)ω(r) satisfies the integral equation (1 ) for every fixed t ∈ [0, 1]. Then for fixed t ∈ [0, 1] we have
i.e. for every fixed t ∈ [0, 1] if u(t, r) = v(t)ω(r), where v(t) is function which satisfies the hypothesis (H1), (H2),(H4) and ω(r) ∈ C 2 (R), satisfies the integral equation (1 ) we have that u(t, r) = v(t)ω(r) satisfies the equation (1) 
, where v(t) is function which satisfies the hypothesis (H1), (H2),(H4) and ω(r) ∈ C 2 (R), ω(r 1 ) = ω (r 1 ) = 0, satisfies the equation (1) then u(t, r) = v(t)ω(r) satisfies the equation (1 ) for every fixed t ∈ [0, 1].
Proof. Let t ∈ [0, 1] is fixed. Let also u(t, r) = v(t)ω(r), where v(t) is function which satisfies the hypothesis (H1), (H2),(H4) and ω(r) ∈ C 2 (R), ω(r 1 ) = ω (r 1 ) = 0, satisfies the equation (1). Then
Now we integrate the last equation with respect the variable r and we use that ω (r 1 ) = 0, u r (t, r 1 ) = 0 for every fixed t ∈ [0, 1],
for every fixed t ∈ [0, 1]. Again we integrate with respect the variable r and we use that ω(r 1 ) = 0, u(t, r 1 ) = 0 for every fixed t ∈ [0, 1]. Then we get
we get
where v(t) is function which satisfies the hypothesis (H1), (H2), (H4) and ω(r) ∈ C 2 (R), ω(r 1 ) = ω (r 1 ) = 0, satisfies the equation (1) then u(t, r) = v(t)ω(r) satisfies the equation (1 ) for every fixed t ∈ [0, 1].
3. Proof of Theorem 1 3.1. Local existence of nontrivial solutions of homogeneous Cauchy problem (1), (2) . Let v(t) is fixed function which satisfies the hypothesis (H1) − (H3).
In this section we will prove that the homogeneous Cauchy problem (1), (2) has nontrivial solution in the form
Let us consider the integral equation
where u(t, r) = v(t)ω(r).
Theorem 3.1. Let v(t) is fixed function which satisfies the hypothesis (H1)-(H3). Let also p > 1, q ∈ [1, ∞) and γ ∈ (0, 1) are fixed and the positive constants A, a, b, B, Q,K, α > β > 1 satisfy the conditions i1)-i5) and f ∈ C 1 (R 1 ),
and r ∈ 1 α , r 1 ; f or r ∈ 0, r 1 and t
Let also t ∈ [0, 1] is fixed. We define the operator R as follow
First we will show that R :
(in the last inequality we use i1)). Consequently 
α , r 1 and t ∈ [0, 1]. From the first inequality of i2) we have 1
(see second inequality of i2)). Consequently l(r) is increase function for r ∈
(see third inequality of i2)) Therefore R(u) is increase function for r ∈
(here we use (H3))
(from the midle point theorem we have |f
(here we use that for s ∈ (0, r 1 ) we have
From lemma 1 we get
From i3) we have 
, i.eũ is the solution to the equation ( ). From proposition 2.1ũ satisfies the equation (1). Thenũ is solution to the Cauchy problem (1), (2) with initial data
u 0 =      r1 r 1 τ 2 −Kτ +Q 2 r1 τ s 4 s 2 −Ks+Q 2 v (1)ω(s) − s 2 f (v(1)ω(s)) dsdτ f or r ≤ r 1 , 0 f or r ≥ r 1 , u 1 =      r1 r 1 τ 2 −Kτ +Q 2 r1 τ s 4 s 2 −Ks+Q 2 v (1)ω(s) − s 2 f (u)v (1)ω(s) dsdτ = 0 f or r ≤ r 1 , 0 f or r ≥ r 1 , u 0 ∈Ḃ γ p,q (R + ), u 1 ∈Ḃ γ−1 p,q (R + ),ũ ∈ C((0, 1]Ḃ γ p,q [0, r 1 ]).
Blow up of the solutions of the homogeneous Cauchy problem (1), (2). Let v(t) is same function as in Theorem 3.1.
Theorem 3.2. Let p > 1, q ≥ 1 and γ ∈ (0, 1) are fixed and the positive constants a, b, A, B, Q, K, 1 < β < α satisfy the conditions i1)-i5). Let f ∈ C 1 (R 1 ), f (0) = 0, a|u| ≤ f (u) ≤ b|u|. Then for the solutionũ to the Cauchy problem (1), (2) we have lim
Proof. We suppose that t ∈ (0, 1]. Then we have
For I 1 we have the following estimate
(in the last inequality we use that
For I 21 we have the following estimate ( here we use that for r ∈
From i4) we have that (for s ∈
On the other hand we haveũ ≥ 
From i5) we have that
From here we get
After we use the lemma 1 we get
h.
For I 22 we have
4. Proof of Theorem 2.
Local existence of nontrivial solutions for nonhomogenious Cauchy problem (1), (2). Let v(t) is fixed function which satisfies the conditions (H1), (H2) and (H4).
Let us consider the equation ( )
, where u(t, r) = v(t)ω(r). 
f or r ∈ 0, r 1 and t
Let also t ∈ [0, 1] is fixed. We define the operator R 1 as follow
where 0 ≤ r ≤ r 1 , and t ∈ [0, 1]. First we will show that R 1 :
). Since u(t, r 1 ) = 0, f (u(t, r 1 )) = f (0) = 0 and g(r 1 ) = 0 we get that 
|g(s)| ≤ 2 AB (in the last inequality we use i6)). Consequently
(as in point 3) of the proof of theorem 2.1)
From (5) we conclude that
(see fourth inequality of i2)) Consequently for r ∈ 
(here we use (H4))
From here and from the proof of theorem 2.1 we get
From i3) we have
)(see appendix of this paper) we conclude that ( ) has unique nontrivial solution in the set N .
• Letū is the solution from the theorem 4. 1. , i.eū is the solution to the equation ( ). From proposition 2.3 we have thatū satisfies the equation (1) . Then u is solution to the Cauchy problem (1), (2) with initial datā
4.2. Blow up of the solutions to the nonhomogeneous Cauchy problem (1), (2) . Let v(t) is same function as in Theorem 4.1.
Theorem 4.2. Let p > 1, q ≥ 1 and γ ∈ (0, 1) are fixed and the positive constants a, b, A, B, Q, K, 1 < β < α satisfy the conditions i2)-i7). Let f ∈ C 1 (R 1 ), f (0) = 0, a|u| ≤ f (u) ≤ b|u|, g ∈ C(R + ), g(r) ≥ 0 for r ≥ 0, g(r) = 0 for r ≥ r 1 . Then for the solutionū to the Cauchy problem (1), (2) we have
(here we use that r 1 < 1)
From i7) we have
now we use Hölder's inequality
. From the last inequality we get
From here and as in the proof of theorem 3.1 we have
For I 2 we have
For I 21 we have the following estimate ( here we use that
On the other hand we haveū ≥ 
] h. For I 22 the following estimate
, from here 
We have lim
n−→∞ ||u n −ũ||Ḃγ p,q ([0,r1]) = 0. First we note that for u ∈ N R(u) is continuous function of u and there exists R (u) because f (u) ∈ C 2 (R 1 ). For R (u) we have
From here
(in the last inequality we use the fifth inequality of i2)) From here for u ∈ N exists
Now we will prove that which is a contradiction with (11). Consequently u(r 1 ) = 0. From here u(t, r) = 0 for r ≥ r 1 . Then u r (t, r) = u rr (t, r) = 0 for every r ≥ r 1 . Now we suppose that the |u(t, r)| ≤ 2 AB is not hold for every r ∈ [0, r 1 ]. Since u ∈ C([0, r 1 ]) we may take 4 > 0 and ∆ 2 ⊂ [0, r 1 ] such that |u| ≥ 2 AB + 4 f or r ∈ ∆ 2 .
Then for every natural n and for every r ∈ ∆ 2 we have |u n − u| ≥ |u| − |u n | ≥ 2 AB + 4 − 2 AB = 4 . There exist M > 0 such that for every n > M we have ||u n − u||Ḃγ p,q ([0,r1]) < 5 . Consequently for every n > M and for every x ∈ ∆ 2 we have |u n (x) − u(x)| ≥ 4 , ||u n − u||Ḃγ p,q ([0,r1]) < 5 .
Then for every sequence {u n } ⊂ N , which converges inḂ 
