Abstract. Let A be a nest algebra and LatA its invariant projection (or subspace) lattice. In this paper, using order homomorphisms of LatA, we give necessary and sufficient conditions on bounded linear operators X and Y on a Hilbert space to guarantee the existence of an operator A in a certain A-module such that AX = Y .
Introduction
In the study of a reflexive operator algebra A, it is useful to know for which vectors x and y there exists A ∈ A satisfying Ax = y. E.C. Lance initiated the study of such problems and gave necessary and sufficient conditions on vectors x and y to guarantee the existence of an operator A in a given nest algebra AlgN such that Ax = y, where x and y are vectors in a Hilbert space H and N is a nest. In addition, Lance specified the minimum norm such an operator can have. A. Hopenwasser [4] extended Lance's result to the case where the nest N is replaced by an arbitrary commutative invariant projection lattice. Munch [8] restricted the operator A to be a Hilbert-Schmidt operator in nest algebra AlgN . In [1] the authors considered the problem of finding A so that Ax = y and A is required to be in certain ideals contained in AlgN . All the results mentioned above are in the case of "vector interpolation".
There is another problem related to the one above: for a given operator algebra A on a Hilbert space H, for which bounded operators X and Y on H does there exist an A in A satisfying AX = Y ? In [5] the authors solved this problem in nest algebra and gave a sufficient and necessary condition. We call this case operator interpolation. It is clear that the "operator interpolation" problem includes the case of the "vector interpolation" problem. Indeed, if we denote by x ⊗ m * the rank-one operator defined by the equation x⊗m * (u) = m, u x, and if we set X = x⊗u * and Y = y ⊗ u * , then the equations AX = Y and Ax = y represent the same restriction on A.
In this paper, we consider the operator interpolation problem in the case of a nest algebra module. We follow the suggestion hinted in [5] and use the order homomorphisms of the invariant projection lattice to solve the operator interpolation problem and give a sufficient and necessary condition in following Theorem 1, extending the main result in [5] .
Interpolation in nest algebra modules
Let H be a separable Hilbert space, B(H) the set of all bounded linear operators on H and A an algebra in B(H).
First, we give some notations and definitions.
A nest N is a family of closed subspaces of a Hilbert space H totally ordered by inclusion. N is complete if it contains (0) and H and contains the join (closed linear span) and meet (intersection) of every subfamily.
Since there is a one-to-one correspondence between closed subspaces and projections, a complete nest is also described as a strongly closed, linearly ordered collection of projections on H, containing 0 and the identity.
A nest algebra corresponding a nest N is the set of all bounded linear operators on H that leave each projection (or subspace) in N invariant.
If A is a nest algebra, LatA denotes the invariant projection (or subspace) lattice. In this paper all nests we consider are always complete.
Definition 1.
Let A be a nest algebra. We call φ an order homomorphism of LatA
Hom LatA = {φ : φ is an order homomorphism from LatA into LatA} and for any φ ∈ HomLatA,
We know that U φ is a weakly closed A-module ( [6] ).
Definition 2 (see [6] ). The weakly closed A-module U is said to be determined by the order homomorphism φ if U = U φ .
We define H[U]
= {φ ∈ HomLatA : φ determines U}. By [6] , we know that for a given weakly closed A-module U, there is an element η in
First, we introduce a theorem of Douglas [3] and an extension theorem (in [5] ).
Theorem D ([3]). Let Y and X be bounded operators on a Hilbert space H.
The following statements are equivalent:
Here r(T ) means the range of operator T . Moreover if the above conditions are valid, operator A is unique and : 
Since φ(E) ⊥ AE = 0, for every E in LatA, we have
Therefore A may play the role of the desired constant k.
(2) =⇒ (1): Let X and Y be fixed bounded linear operators. We first consider a slightly simpler case. We show by induction that for an arbitrary finite subnest,
there exists an operator if 
It is apparent that Y
and
can be taken equal to k is a consequence of condition (a) of Theorem D. Second step. Now, suppose that the statement is true for arbitrary finite subnests of LatA(= N ) with no more than n − 1 nontrivial projections.
Let {0,
be a finite subnest (of LatA) with n nontrivial projections; correspondingly, there exists U φ [n] .
Denote
We have for each j = 2, 3, ..., n,
In the last equality, we use φ(E 1 ) ≤ φ(E j ), since φ is an order homomorphism. Consequently for each j = 2, 3, ..., n,
Thus, it follows that assumption (2) holds for the operators X 1 and Y 1 with respect to the subnest N [n] = {0, E 2 , ..., E n , I}. Using the inductive hypothesis, there exists an operator A in U φ [n] such that A ≤ k, and A X 1 = Y 1 , where
all commute with each other, it is clear that B is in 
So we have the form . We only need to check that A is in
. Second: we have 
This completes the proof for any subnest of LatA with n nontrivial projections and by induction for all finite subnests.
The remainder of the proof is the same as [5] . Consider a maximal chain M of finite subnests of LatA, ordered by inclusion. The net {A F ∈ U φ(F ) : F ∈ M} is bounded (by ( * )) and will therefore have a weak limit point, say A. Clearly, AX = Y . Furthermore, because, for any projection E in LatA, E will eventually lie in some finite subnest in the chain M, we have A ∈ U. This completes the proof that (2) implies (1).
Example. For any φ in H [u] , φ satisfies condition (2) of the above theorem but φ(0) = 0. There need not exist an A in U such that AX = Y . For example, let N be a nest given by N = {0, E 1 , E 2 , ..., E n , I} and n > 1. Set A = AlgN ; by [2] we know that LatA = N . Let φ(E) = E 1 for all E in N , Y = E 1 and X = 0. We have
therefore, φ satisfies condition (2), but for any G in B(H), GX = 0 = E 1 , GX = Y .
