Introduction
Image segmentation is a procedure that partitions an image into disjointing segments with each segment sharing similar properties such as intensity, color, boundary and texture. In general, three main types of image features are used to guide image segmentation, which are intensity or color, edge, and texture. In other words, image segmentation methods generally fall into three main categories: intensity-based (or color-based), edge-based, and texture-based segmentations. Intensity-based segmentation assumes that an image is composed of several objects with constant intensity. This kind of methods usually depends on intensity similarity comparisons to separate different objects. Histogram thresholding (Otsu, 1979; Sahoo et al., 1988) , clustering (Bezdek, 1981; Pappas, 1992) , and split-and-merge (Tyagi & Bayoumi, 1992; Wu, 1993) are examples of intensity-based segmentation methods. Edge-based segmentation has a strong relationship with intensity-based segmentation, since edges usually indicate discontinuities in image intensity. Edge-based segmentation uses different methods to describe the salient edges in images. Then, the boundaries of objects are detected by edge grouping or edge-driven active contour construction. Widely-used methods in edge-based segmentation include Canny (Canny 1986), watershed (Vincent & Soille, 1991) and snake (Kass et al., 1998; Xu & Prince, 1998) . Texture is another important characteristic used to segment objects in an image. Most texturebased segmentation algorithms map an image into a texture feature space, then statistical classification methods (Randen & Husoy, 1999) are usually used to differentiate texture features. Co-occurrence matrix (Zucker & Terzopoulos, 1980) , directional gray-level energy (Hsiao & Sawchuk, 1989) , Gabor filters (Jain & Farrokhnia, 1991) , and fractal dimension (Mandelbrot, 1976; Pentland 1984) are frequently used methods to obtain texture features. Biomedical images usually suffer from certain imaging artifacts stemming from different imaging modalities. Because of imperfect illumination, signal attenuation or signal superposition in biomedical images, intensity-based segmentation methods are often ineffective in differentiating neighboring tissues with similar intensity features. Further, because of noises in biomedical images, detected tissue edges are often discontinuous, obstructed, or obscure. It remains a problem in edge-based segmentation to interpret and connect discontinuous edges. As a high-level image characteristic, texture reflects the spatial arrangement of intensity, color or shape. Texture features could be easily spoiled by imperfect imaging conditions mentioned above. As a result, a single image feature is usually not sufficient to produce satisfactory segmentation for biomedical images. Multiple image features can be combined to enhance segmentation. This chapter provides three applications illustrating how multiple image features are integrated for segmentation of images generated from different modalities.
Fetal abdominal contour measurement in ultrasound images
Because of its noninvasiveness, ultrasound imaging is the most prevalent diagnostic technique used in obstetrics. Fetal abdominal circumference (AC), an indicator of fetal growth, is one of the standardized measurements in antepartum ultrasound monitoring. In the first application, a method that makes effective use of the intensity and edge information is provided to outline and measure the fetal abdominal circumference from ultrasound images (Yu et al., 2008a; Yu et al., 2008b) . Fig. 1 summarizes the segmentation algorithm for abdomen measurement. In the first step, a rectangle enclosing the contour of the target object, is given by the operator (as shown in Fig. 2(a) ), then a region of interest (ROI) is defined in the form of an elliptical ring within the manually defined rectangle. The outer ellipse of the ring inscribes the rectangle. The inner ellipse is 30% smaller than the outer ellipse. To accommodate edge strength variations, the ROI is equally partitioned into eight sub-regions. In the second step, the initial diffusion threshold is calculated for each sub-region. Instantaneous coefficient of www.intechopen.com variation (ICOV) is used to detect the edges of the abdominal contour in the third step. The detected edges are shown in Fig. 2(b) . The fuzzy C-Means (FCM) clustering algorithm is then used to distinguish between salient edges of the abdominal contour and weak edges resulting from other textures. Salient edges are then thinned to serve as the input to the next step. As shown in Fig. 2 (c) , bright pixels are the salient edges, and dark lines within the bright pixels are the skeleton of the edges. In the sixth step, randomized Hough transforms (RHT) is used to detect and locate the outer contour of AC. The detected ellipse for AC is shown in Fig. 2 (d) . To improve AC contour extraction in the seventh and eighth steps, a GVF snake is employed to adapt the detected ellipse to the real edges of the abdominal contour. The final segmentation by the GVF snake is shown in Fig. 2(e) . For comparison, the original ROI image and the manual AC contour are shown in Fig. 2 (f) and 2(g), respectively. 
Algorithm overview

Edge detection of the abdominal contour
For images that contain strong artifacts, it is difficult to detect boundaries of different tissues without being affected by noise. A regular edge detector such as Canny operator (Canny, 1986) , Haralick operator (Haralick 1982) or Laplacian -of -Gaussian operator (FjØrtoft et al., 1998) can not provide satisfactory results. The instantaneous coefficient of variation (ICOV) (Yu & Acton, 2004) provides improvement in edge-detection over traditional edge detectors. The ICOV edge-detection algorithm combines a partial differential equationbased speckle-reducing filter (Yu & Acton, 2002) and an edge strength measurement in filtered images. With the image intensity at the pixel position (x,y) denoted as I, the strength of the detected edge at time t, denoted as q (x,y;t) 
where q 0 (t) is the diffusion threshold to determine whether to encourage or inhibit the diffusion process. The selection of an appropriate q 0 (t) has paramount effects on the performance of speckle reduction hence the performance of edge detection. To be adaptive to edge strength variation, the ROI is equally partitioned into eight sub-regions. The initial diffusion threshold q 0 for each sub-region is formulated as
where var [SR] and SR are the intensity variance and mean of each sub-region SR. q 0 (t) is approximated by q 0 (t)= q 0 exp[-t/6], where t represents the discrete diffusion time step.
Edge map simplification
In order to distinguish between salient edges of the abdominal contour and weak edges from other textures, the fuzzy C-Means (FCM) clustering algorithm (Bezdek, 1980) is employed. Let X={I 1 , I 2 ,…, I n } be a set of n data points, and c be the total number of clusters or classes. The objective function for partitioning X into c clusters is given by 
Under the constraint of (5), setting the first derivatives of (4) with respect to μ ij and m j to zero yields the necessary conditions for (4) to be minimized. Based on the edge strength, each pixel in the edge map is classified into one of three clusters: salient edges, weak edges, and the background. Then salient edges (bright pixels in Fig. 2(c) ) are thinned (dark curves in Fig. 2(c) ) to serve as the input to the next step.
Initial abdominal contour estimation & contour deformation
Randomized Hough transform (RHT) depends on random sampling and many-to-one mapping from the image space to the parameter space in order to achieve effective object detection. An iterative randomized Hough transform (IRHT) (Lu et al., 2005) , which applies the RHT to an adaptive ROI iteratively, is used to detect and locate the outer contour of AC. A parametric representation of ellipse is:
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At the end of each round of the RHT, the skeleton image is updated by discarding the pixels within an ellipse which is 5% smaller than the detected ellipse. At the end of IRHT iterations, edges located on the outer boundary remain; and the detected ellipse converges to the outer contour of the abdomen. The active contour model, or snake method as commonly known, is employed to find the best fit between the final contour and the actual shape of the AC. A snake is an energyminimizing spline guided by external constraint forces computed from the image data and influenced by image forces coming from the curve itself (Kass et al., 1988) . To overcome problems associated with initialization and poor convergence to boundary concavities of a classical snake, an new external force field called gradient vector flow (GVF) is introduced (Xu & Prince, 1998) . The GVF field is defined as the vector field v(x, y) that minimizes the following energy functional
where is a parameter governing the tradeoff between the first term and the second term in the integrand, ∇ is the gradient operator which is applied to each component of v separately, and f represents the edge map. Fig. 2 (e) shows the final segmentation by the GVF snake with the skeleton image as the object and the detected ellipse ( Fig. 2(d) ) as the initial contour. Fig. 3 gives results of automatic abdominal contour estimation and manual delineation on four clinical ultrasound images. The four images represent some typical conditions that often occur in daily ultrasound measurements. The first row is for a relatively ideal ultrasound image of abdominal contour. There is plenty of amniotic fluid around the fetal body to give good contrast between the abdominal contour and other tissues. The second row represents a circumstance, in which one of fetal limbs superposed on the top left of the abdominal contour. The next row shows a case where the part of contour is absent as a result of shadow. Other circumstances may cause partial contour absence, such as signal dropout, improper detector positioning, or signal attenuation. The last row shows a case of contour deformation because of the pressure on the placenta. The first column to the third column show the original images, delineations by physicians, and the final contour by the GVF snake, respectively. The method takes advantage of several image segmentation techniques. Experiments on clinical ultrasound images show that the accurate and consistent measurements can be obtained by using the method. The method also provides a useful framework for ultrasound object segmentation with a priori knowledge of the shape. Beside the fetal head, the vessel wall in the intravascular ultrasound, and the rectal wall in the endorectal ultrasound are other potential applications of the method.
Algorithm performance
Cell segmentation in pathological images
Pathological diagnosis often depends on visual assessment of a specimen under a microscope. Isolating the cells of interest is a crucial step for cytological analysis. For instance, separation of red and white pulps is important for evaluating the severity of tissue infections. Since lymphocyte nuclei are densely distributed in the white pulps, the nucleus density serves as a segmentation criterion between red and white pulps. The second application demonstrates a cell segmentation method which incorporates intensity-based, edge-based and texture-based segmentation techniques (Yu & Tan, 2009 ). Fig. 4 gives the flowchart of the cell segmentation algorithm. The algorithm first uses histogram adjustment and morphological operations to enhance a microscopic image, reduce noise and detect edges. Then FCM clustering is utilized to extract the layer of interest (LOI) from the image. Following preprocessing, conditional morphological erosion is used to mark individual objects. The marker-controlled watershed technique is subsequently employed to identify individual cells from the background. The main tasks of this stage are marker extraction and density estimation. The segmented cells are the starting point for the final stage, which then characterizes the cell distribution by textural energy. A textural energy-driven active contour algorithm is designed to outline the regions of desired object density. In the final stage, two important parameters are determined by the result of object segmentation, which are the window size for fractal dimension computation and the termination condition for the active contour algorithm. 
Algorithm overview
Image preprocessing
The preprocessing stage consists of several subtasks including image enhancement, noise reduction, gradient magnitude estimation and preliminary LOI extraction. Fig. 5(a) shows an image of rat spleen tissue. The tissue section was stained with haematoxylin and eosin (H&E) for visual differentiation of cellular components. Under a microscope, nuclei are usually dark blue, red blood cells orange/red, and muscle fibers deep pink/red. The density of the lymphocytes is a key feature to differentiate red and white pulps. The white pulp has lymphocytes and macrophages surrounding central arterioles. The density of the lymphocytes in the red pulp is much lower than that in the white pulp. Evaluating the www.intechopen.com severity of infection requires identifying the infected regions or the white pulp. To simplify the subsequent processing procedure, color images are transformed into gray level images. Histogram adjustment (Larson et al., 1997 ) is used to widen the dynamic range of the image and increase the image contrast. Following image enhancement, grayscale morphological reconstruction (Vincent, 1993 ) is used to reduce noise and simplify image construction. Although morphological reconstruction can smooth slow intensity variations effectively, it is sensitive to sharp intensity variations, such as impulsive noise. Since median filtering can remove transient spikes easily and preserve image edges at the same time, it is applied to the image obtained from morphological reconstruction. Fig. 5(b) shows the output image after histogram adjustment, morphological reconstruction and median filtering. FCM is used to classify each pixel according to its intensity into c categories. Then the category with the high intensity is defined as LOI. Fig. 5(c) shows the LOI obtained from FCM clustering. A gradient magnitude image (Fig. 5(d) ) is computed for subsequent use by a watershed algorithm. 
Object segmentation
After the preprocessing stage, objects are extracted from the background. From Fig. 5(c) , we can see that touching objects can not be separated by using FCM clustering, which will lead to errors in density estimation. Watershed (Vincent & Soille, 1991; Yang & Zhou, 2006 ) is known to be an effective tool to deal with such a problem. Simulation of an immersion process is an efficient algorithm to compute the watershed line. The gradient magnitude image is used for watershed computation. The gradient is treated as a topographical map with the height of each point directly related to its gradient magnitude. The topography defined by the image gradient is flooded through holes pierced at the bottom of valley. The flooding progresses at constant rate from each hole upwards and the catchment basins containing the holes are flooded. At the point where waters would mix, a dam is built to avoid mixing waters coming from different catchment basins. Since each minimum of the gradient leads to a basin, the watershed algorithm usually produces too many image segments. Several techniques (Yang & Zhou, 2006; Hairs et al., 1998 ; Jackway, 1996) have been proposed to alleviate this problem. Marker-controlled watershed is the most commonly used one, in which a marker image is used to indicate the desired minima of the image, thus predetermining the number and location of objects. A marker is a set of pixels within an object used to identify the object. The simplest markers can be obtained by extracting the regional minima of the gradient image. The number of regional minima could, however, be large because of the intensity fluctuations caused by noise or texture. Here, conditional erosion (Yang & Zhou, 2006 ) is used to extract markers. Fine and coarse erosion structures are conditionally chosen for erosion operations according to the shape of objects, and the erosions are only done when the size of the object is larger than a predefined threshold. The coarse and fine erosion structures utilized in this work are shown in Fig 6 . Fig. 7(a) shows the marker map obtained and Fig. 7(b) gives segmented objects. www.intechopen.com
Final segmentation
Many image features can be used to characterize the spatial density of objects. An object image may be characterized as an image texture. It has been long recognized that the fractal model of three-dimensional surfaces can be used to obtain shape information and to distinguish between smooth and rough textured regions (Pentland, 1984) . In this application, fractal dimension is used to extract textural information from images. Several methods have been reported to measure the fractal dimension (FD). Among these methods, differential box-counting (DBC) (Chaudhuri & Sarkar, 1995) is an effective and commonly used approach to estimating fractal dimension of images.
Assume [·] means rounding the value to the nearest integers greater than or equal to that value. Suppose that the grids are indexed by (i, j) in the x-y plane, and the minimum and maximum gray levels of the image in the (i, j)th grid fall in the kth and the lth boxes in the z direction, respectively, then
is the contribution of the (i, j)th grid to N r , which is defined as: ,
ri ij
N r is counted for different values of r (i.e., different values of m). Then, the fractal dimension can be estimated as:
The FD map of an image is generated by calculating the FD value for each pixel. A local window, which is centered at each pixel, is used to compute the FD value for the pixel. Fig.  8(a) shows the textural energy map generated from fractal dimension analysis. An active contour model is used to isolate the ROI based on the texture features. Active contour model-based algorithms, which progressively deform a contour toward the ROI boundary according to an objective function, are commonly-used and intensivelyresearched techniques for image segmentation. Active contour without edges is a different model for image segmentation based on curve evolution techniques (Chan & Vese, 2001 ). For the convenience of description, we refer to this model as the energy-driven active contour (EDAC) model for the fact that the textural energy will be used to control the contour deformation. The energy functional of the EDAC model is defined by where I 0 (x, y) is the textural energy image, C is a variable contour, and c 1 and c 2 are the averages of I 0 inside and outside C, respectively. ≥0, ≥0, 1 , 2 >0 are weighting parameters.
To apply the EDAC model, an initial contour must be chosen. From the previous step, the FD-based texture feature map represents the textural energy distribution of OIs. FCM clustering is utilized to estimate the initial contour for EDAC. The active contour evolution starts from the region with the highest object intensity, which corresponds to the region with the highest textural energy. FCM is used to classify textural energy into c clusters, and the region corresponding to the cluster with the highest textural energy is chosen as the initial contour. Fig. 8(b) shows the final contour obtained from EDAC. Fig. 9 (a) shows another microscopic spleen tissue image. Fig. 9(b) to (e) show the results of preprocessing, object segmentation, textural energy map computation, and final segmentation. From Fig. 9(b) , it is clear that the noise is reduced and the intensity variation is suppressed, which will benefit LOI extraction based on FCM. In Fig. 9 (c), touching nuclei are effectively separated by the marker-controlled watershed algorithm. From the textural feature image shown in Fig. 9(d) , the high-and low-density regions produce different textural energy levels. Accurate classification of the regions, however, may not result if it is only based on the textural feature. The energy-driven active contour with an appropriate stopping criterion gives satisfactory segmentation. From the results obtained with microscopic images, it can be seen that the image segmentation algorithm is effective and useful in this kind of applications. The algorithm is a hybrid segmentation system which integrates intensity-based, edge-based and texture-based segmentation techniques. The method provides not only a closed contour corresponding to a certain object density but also density-related information in this contour. The experiment results show the effectiveness of the methodology in analysis of microscopic images. 
Algorithm performance
Molecular image segmentation
The final application is about molecular marker identification in molecular images. Molecular imaging allows clinicians to visualize molecular markers and their interactions in vivo, which represents a step beyond imaging at the anatomical and functional levels. Owing to their great potential in disease diagnosis and treatment, molecular imaging techniques have undergone explosive growth over the past few decades. A method that integrates intensity and texture information under a fuzzy logic framework is developed for molecular marker segmentation (Yu & Wang, 2007) .
Algorithm overview
A two-dimensional fuzzy C-means (2DFCM) algorithm is used for molecular image segmentation. The most important feature of the FCM is that it allows a pixel to belong to multiple clusters according to its degree of membership in each cluster, which makes FCMbased clustering methods able to retain more information from the original image as compared to the case of crisp segmentation. FCM works well on images with low levels of noise, but has two disadvantages used in segmentation of noise-corrupted images. One is that the FCM does not incorporate the spatial information of pixels, which makes it sensitive to noise and other imaging artifacts. The other is that cluster assignment is based solely on distribution of pixel intensity, which makes it sensitive to intensity variations resulting from illumination or object geometry (Ahmed et al., 2002; Chen & Zhang, 2004; Liew et al., 2005) .
To improve the robustness of conventional FCM, two steps are considered in the design of the algorithm. Because the SNR of molecular images is low, image denoising is carried out prior to segmentation. A denoising method which combines a Gaussian noise filter with an anisotropic diffusion (AD) technique is used to reduce noise in molecular images. Since the Gabor wavelet transform of molecular images is relatively robust to intensity variations, a texture characterization method based on the Gabor filter bank is used to extract texture information from images. Spatial constraints provided by denoising and texture information provided by the Gabor wavelet are embedded in the objective function of a two-dimensional fuzzy clustering (2DFCM) algorithm.
Molecular image denoising
Ling and Bovik (Ling & Bovik, 2002) proposed a method to smooth molecular images by assuming an additive Gaussian model for noise. As a result, molecular images may be assumed to contain a zero-mean Gaussian white noise. The FIR filter is well known for its ability to remove Gaussian noise from signals but it does not work very well in image processing since it blurs edges in an image. The Gaussian noise filter (GNF) (Russo, 2003) combining a nonlinear algorithm and a technique for automatic parameter tuning, is a good method for estimation and filtering of Gaussian noise. The GNF can be summarized as follows. Let X={x 1 , x 2 ,…, x n } be a set of n data points in a noisy image. The output Y={y 1 , y 2 ,…, y n } is defined as 
where N i stands for the neighborhood configuration with respect to a center pixel x i , N R is the cardinality of N i . The automatic tuning of parameter p is a key step in GNF. Let MSE(k) denote the mean square error between the noisy image filtered with p=k and the same image filtered with p=k-1. A heuristic estimate of the optimal parameter value is
where
The GNF can remove intensity spikes due to the Gaussian noise, but, it has limited effect on suppressing minor intensity variations caused by the neighbourhood smoothing. Since the conventional FCM is a method based on the statistic feature of the image intensity, a piecewise-smooth intensity distribution will be greatly beneficial. More desirable denoising would result if the GNF is followed with a SRAD filter, which was introduced in Section 2.2. Suppose that the output of the SARD is represented by X*={x 1 *, x 2 *,…, x n *}. Fig. 10 shows the denoising results of GNF and SRAD. 
Texture characterization
A molecular image reveals the distribution of a certain molecule (Ling & Bovik, 2002) . Since photons have different transport characteristics in different turbid tissues, a molecular image can be divided into several separate regions with each region having similar intensity (implying similar molecular concentration) and certain kind of textural pattern. Because photon distribution in a turbid tissue is usually not uniform, intensity within a region usually changes gradually. This intensity variation can cause errors when one attempts to segment images using intensity-based classification methods. Intuitively, if a feature insensitive to the slowly-varying intensity can be introduced into the classification, the image segmentation could be improved. Here a texture characterization method based on the Gabor wavelet is utilized to obtain this desirable feature. A Gabor function in the spatial domain is a sinusoidal-modulated Gaussian function. The impulse response of the Gabor filter is given by where x=x 'cosθ+y'sinθ, y= -x'sinθ+y'cosθ, (x, y) represent rotated spatial-domain rectilinear coordinates, u is the frequency of the sinusoidal wave along the direction θ from the x-axis, σ x and σ y define the size of the Gaussian envelope along x and y axes respectively, which determine the bandwidth of the Gabor filter. The frequency response of the filter is given by ( ) ( ) ,,, π ππ } are used. Let X(x, y) be the intensity level of an image, the Gabor wavelet representation is the convolution of X(x, y) with a family of Gabor kernels; i. e., , (,) As an example, Fig. 11(a) shows a synthetic image with intensity inhomogeneity. Fig. 11(b) shows the texture feature image. From this example, it is seen that the texture feature characterization using the Gabor wavelet is insensitive to intensity inhomogeneity. 
2DFCM
The two-dimensional fuzzy C-Means (2DFCM) algorithm is constructed by integrating both the intensity and the texture information. Suppose that the denoised molecular image is X*={x 1 *, x 2 *,…, x n *} and the texture feature image is T={t 1 , t 2 ,…, t n }, the objective function of 2DFCM can be expressed as 
Utilize constraint U, can be solved as
By substituting (25) into (24), a necessary condition for (22) to be at a local minimum will be obtained as 
The procedure of 2DFCM can be summarized in the following steps: 1. Filter the image by GNF followed by SRAD to generate the denoised image X*; 2. Filter the image by Gabor wavelet band and compute the texture feature image T; 3. Formulate the 2D histogram with the denoised image X* and the texture feature image T; Estimate the number of clusters (c) and initial prototypes (M), and 4. Repeat following steps until the centroid variation is less than 0.001:
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Algorithm performance
The performance of the 2DFCM is first tested with simulated molecular images, from which the ground truth is available. Simulated molecular images are obtained by using MOSE (Monte Carlo optical simulation environment) (Li et al., 2004; Li et al., 2005) developed by the Bioluminescence Tomography Lab, Departments of Radiology & Departments of Biomedical Engineering, University of Iowa (http://radiology.uiowa.edu/). MOSE is based on the Monte Carlo method to simulate bioluminescent phenomena in the mouse imaging and to predict bioluminescent signals around the mouse.
The optimized α and B in the 2DFCM should be obtained by trial-and-error. α=3.5 and B=36 are used. The computation time of the algorithm for an image of 128×128 is approximately 12 seconds on a personal computer. About two-thirds of the time is consumed in texture characterization based on Gabor wavelet. The first example is for applying the algorithm to a synthetic cellular image and comparing the 2DFCM with FCM. The synthetic image is shown in Fig. 12 In the second example, the algorithm is applied to a real molecular image (256×256) (as shown in Fig. 13(a) ). From the experimental results, we can see that denoising by GNF plus SRAD are satisfactory. The Gabor wavelet bank can represent the texture information in the molecular image without disturbance by intensity variation. Intensity inhomogeneity degenerates segmentation by the FCM. Since the 2DFCM utilizes both the intensity and texture information simultaneously, it produces more satisfactory results than the FCM.
Conclusion
In this chapter, segmentation of three different kinds of biomedical images is discussed. Biomedical images obtained from different modalities suffer from different imaging noises. Image segmentation techniques based on only one image feature usually fail to produce satisfactory segmentation results for biomedical images. Three methodologies are presented for the segmentation of ultrasound images, microscopic images and molecular images, respectively. All these segmentation methodologies integrate image features generated from image intensity, edges and texture to reduce the effect of noises on image segmentation. It can be concluded that a successful medical image segmentation method needs to make a use of varied image features and information in an image.
