We study the convergence of the variance for randomly shifted lattice rules for numerical multiple integration over the unit hypercube in an arbitrary number of dimensions. We consider integrands that are square integrable but whose Fourier series is not necessarily absolutely convergent. For such integrands, a bound on the variance is expressed through a certain type of weighted discrepancy. We prove existence and construction results for randomly shifted lattice rules such that the variance bounds are almost O(n −α ), where n is the number of function evaluations and α > 1 depends on our assumptions on the convergence speed of the Fourier coefficients. These results hold for general weights, arbitrary n, and any dimension. With additional conditions on the weights, we obtain a convergence that holds uniformly in the dimension, and this provides sufficient conditions for strong tractability of the integration problem. We also show that lattice rules that satisfy these bounds are not difficult to construct explicitly and we provide numerical illustrations of the behaviour of construction algorithms.
Introduction and summary
Integrals over the d-dimensional unit cube given by
can be approximated by quadrature rules of the form
which average function evaluations over the set of quadrature points P n := {t 0 , t 1 , . . . , t n−1 }. In standard Monte Carlo (MC), these points are independent and have the uniform distribution over the unit cube (0, 1) d . In classical quasi-Monte Carlo (QMC) methods, the points are deterministic and they are selected to cover the unit cube very evenly, that is, so that a given (prespecified) measure of discrepancy between their empirical distribution and the uniform distribution is smaller than for independent random points. In randomized QMC (RQMC), the points are randomized in a way that each point t k has the uniform distribution over the unit cube while the points keep their low discrepancy when taken together. The performance of QMC methods is often studied by bounding the convergence rate of the worst-case integration error as a function of n, for given classes of integrands. With RQMC, we have a noisy but unbiased estimator of I d (f ), so it makes sense to assess the performance of this estimator via the convergence rate of its variance as a function of n, instead of the worst-case error. This will be our viewpoint in this paper.
Lattice rules (with a shift) are a class of QMC constructions for which the set of quadrature points is
where ∆ ∈ [0, 1) d is called the shift, and L is an integration lattice of density n in R d , defined as a discrete subset of R d which is closed under addition and subtraction, which contains Z d as a subset, and has n points per unit of volume in R d . When ∆ = 0, we have a "plain" or "unshifted" lattice rule, which is a QMC method. If ∆ is random with the uniform distribution over the unit cube (0, 1) d , we have a RQMC method known as a randomly-shifted lattice rule (RSLR). This is the type of method considered here.
In fact, in this paper, we restrict ourselves to a subclass of shifted lattice rules of rank 1 for which P n can be written as
with generating vector z ∈ Z d n , where Z n := {z ∈ {1, 2, . . . , n − 1} : gcd(z, n) = 1}, and where the braces around a vector indicate that we take only the fractional part of each component (this is the "modulo 1" operator). In this case, the dual lattice to L is given by
More details on lattice rules can be found in [12] and [17] . Suppose that f has the Fourier series representation
with Fourier coefficientsf
The following proposition, proved in [10] , tells us that the RSLR yields an unbiased estimator regardless of the choice of lattice, and it provides an explicit expression for the variance in terms of the dual lattice and the Fourier coefficients of f . Note that the Fourier series does not have to be absolutely convergent.
Proposition 1 Suppose that f is square integrable. With either MC or a RSLR, we have
With MC, the variance is
where
and the in the sum indicates that we omit the h = 0 term, whereas with a RSLR with integration lattice L, it is
Ideally, for any given function f , we would like to find a lattice L that minimises the variance expression (1). This suggests measures of discrepancy (for P n ) of the form
where the weights w(h) are chosen in correspondence with the class of functions f that we want to consider. As noted in [10] , this discrepancy (2) provides an obvious bound on the RSLR variance for all functions f whose Fourier coefficients satisfy |f (h)| 2 ≤ w(h). Giving an arbitrary weight w(h) to each vector h as in (2) seems the most general way to assign those weights. However, finding optimal weights at that level of generality is impractical, because it would require knowledge of all the Fourier coefficients of f and there are infinitely many. Moreover, given a selection of weights, a key question of interest is whether we can construct sequences of lattices indexed by n so that the corresponding discrepancy (2) converges as O(n −α ) for some α > 1 that depends on the choice of weights.
This last question is easier to study for a slightly more restrictive class of weights defined as follows. For each subset of coordinates (or projection)
where u(h) = u(h 1 , . . . , h s ) is the set of indices j for which h j = 0, and α > 1 is a given constant. These types of projection-dependent weights have been adopted earlier by several authors, under the name "general weights" [4, 9, 14] . With these weights, the discrepancy (2) becomes
This weighted discrepancy provides a bound on the RSLR variance for the class of functions f whose Fourier coefficients satisfy
One motivation for adopting projection-dependent weights γ u is that these weights can be selected by "matching" the variance components σ [1, 9, 10, 11, 18, 19, 20] . The variance components σ 2 u can be estimated by MC techniques described in [18] and the weights γ u can be selected as increasing functions of these σ 2 u , as suggested in [20] for example. We prove that for any α > 1, any β satisfying 1 ≤ β < α, and any fixed dimension d, regardless of the choice of weights γ u , for each n ≥ 3 there exist a generating vector z * = z * (n) such that
where κ is an absolute constant and
where ζ(α) := ∞ h=1 h −α denotes the Riemann zeta function. The constant C(α, β, d, γ) does not depend on n but it may be unbounded in d, depending on the choice of weights. Under the additional condition that
for some constant C(α, β, γ) that does not depend on d, the bound in (5) becomes uniform in the dimension d. We also provide algorithms that provably construct in reasonable time (either in a deterministic or in a probabilistic sense) vectors z that satisfy the above conditions for any given d, α, 1 ≤ β < α, weights γ u , and n. These construction methods include the well-known component-bycomponent (CBC) technique used in [4, 8, 14, 15, 16 ] and a few randomised versions similar to those used in [15, 20] . We show that finding vectors z that satisfy the conditions is quite easy.
It turns out that (3) has the same expression as the square worst-case error in weighted Korobov spaces considered in [4] , but the class of integrands considered here is much larger than in [3, 4, 7, 8] , where integrands are assumed to be in certain reproducing kernel Hilbert spaces such as Korobov spaces of periodic functions, or in Sobolev spaces with square integrable partial mixed derivatives. We also relax the assumptions on the functions considered in [14, 16] where the integrands were assumed to have integrable partial mixed first derivatives. Basically, all these authors were assuming α ≥ 2 in (4).
In contrast, our assumptions are not much stronger than square integrability, which is a minimal smoothness assumption even for standard MC [9, 10] . In particular, our results cover integrands that may have discontinuities and we make no assumption on their derivatives. These relaxations are important from a practical viewpoint, since many integrands encountered in practice are not smooth. For example, the expected payoff of a barrier options in finance [11] , or the probability that the completion of a project exceeds a given time limit when its components have random durations [10] , or the probability that more than 20% of the received calls in one month of operation of a call center wait more than 30 seconds [2] , are all integrals of discontinuous functions. Since our bounds on the variance are expressed via the worst-case error in certain Korobov spaces, the results already proved in [3, 4, 7, 8] also hold here, but we also add new knowledge to those results. Our results cover the combination of arbitrary (non-prime) number of points n, general projection-dependent weights, and random shift, which has not been considered before. For instance, the results of [4] are for general projection-dependent weights, but only for prime n and unshifted lattice rules. Other results in [3, 7, 8] were developed for specific types of weights, namely the so-called product weights, where γ u = j∈u γ j for all u, for some positive constants γ 1 , . . . , γ d . We also have a refined convergence order for our discrepancy. It is known from [3] that in a weighted Korobov space of functions whose Fourier coefficients satisfy (4) for some α > 2, there exist rank-1 lattice rules for which the square worst-case error converges as O(n −α (log n) dα ) as a function of n. An important contribution of this paper is to cover the case where 1 < α ≤ 2, that is when the Fourier series associated with the integrand is not absolutely convergent. We also replace the O(n −α (log n) dα ) convergence bound by O(n −β (log log n) β ) for any 1 ≤ β < α with β arbitrarily close to α.
The remainder of the paper is organised as follows. The main theoretical results are presented and proved in Sections 2 and 3. These results concern the existence of good lattice rules, the analysis of the convergence of the figure of merit and the construction of lattice rules that are good with respect to the figure of merit. We then illustrate the empirical performance of the construction methods on a typical example.
Existence and convergence results
Existence results for good lattice rules with respect to a certain figure of merit are usually proved by an averaging argument; see for instance [4, 8, 14, 16] . We will use this type of argument, and for that purpose we consider the average of the quantities (3) over all possible generating vectors z. Of course, there has to be a generating vector z that produces a discrepancy not bigger than the average. Then, to analyse the convergence of the quadrature error for a better than average z, we will prove that the average is bounded by the right side of (5).
We now proceed to bound the average discrepancy. We first expand the inside sum in the right side of (3) as
which follows from [17, Theorem 2.8] applied to the function
By using (7) in (3), we obtain
The average of this discrepancy (8) over all admissible vectors z is
where ϕ(n) denotes the Euler totient function in n. For prime n, we have an exact formula for this average, also established in [4] :
If the weights have a product form, that is, γ u = j∈u γ j , where γ j ≥ 0 is a weight associated with coordinate j for each j, then the average for prime n is given by
For non-prime n, no closed form formula for the average is available, but we establish an upper bound for it.
Theorem 1
Proof. Expanding the average (9) using (8), as in [4] but with the difference that here n is an arbitrary positive integer, we obtain
From [5] and [8, Lemmas 2.1 and 2.2], we obtain
for any subset u ⊆ D. By using (13) in (11), we obtain
which is the desired (10).
When n is prime, this gives the same bound as in [4] , namely
|u| .
If d = 1, then for any z ∈ Z n , it follows easily from (3) that
and by using α > 1 and ϕ(n) < n, we obtain
Of course, there must be at least one vector z as good as the average, and therefore at least one generating vector z whose discrepancy does not exceed the bound given by Theorem 1. It is known from [3] that for any fixed α > 1, the expression (3) converges as O(n −α (log n) dα ) when n → ∞, and that the exponent −α in n −α is optimal. We can apply this result here and it provides a bound on the convergence rate of the discrepancy for the best z = z(n), as a function of n. But in the next theorem, we prove a slightly stronger convergence order for (3).
Theorem 2 Let α > 1 be fixed. For any dimension d ≥ 1 and integer n ≥ 3, there exists a vector z * ∈ Z d n such that for any β satisfying 1 ≤ β < α, we have
where κ > 0 is an absolute constant. Moreover, if the weights are chosen so that condition (6) holds, then the bound (15) is also uniform in d.
Proof. We will use Jensen's inequality [6, Theorem 19, p. 28], which states that for arbitrary non-negative numbers a i with i = 1, 2, . . . and 0 < t < s, we have
By taking a β such that 1 ≤ β < α and applying Jensen's inequality (16) in (3), we obtain
Consider now a vector
From the previous inequality, we have
From Theorem 1, there exists a vector z ∈ Z d n such that
Combining this with (17) leads to
We now use an inequality from [13] , which states that n ϕ(n) log log n < e ω + 2.50637 (log log n) 2 , for any n ≥ 3, where ω is the Euler-Mascheroni constant. This leads to 1 ϕ(n) ≤ e ω + 2.50637 (log log n) 2 log log n n .
Clearly, the expression in parentheses decreases as n increases and therefore there exists an absolute constant κ > 0 such that 1 ϕ(n) ≤ κ log log n n .
For instance, we can take κ = e ω + 2.5 for any n > 15. Replacing this in (18), we obtain (15) . If the weights are chosen so that (6) holds, then obviously the bound in (15) does not depend on d, and this completes the proof.
In summary, Theorem 2 shows that there exists a generating vector such that the order of magnitude of its discrepancy is O(n −β (log log n) β ), where the dimension d appears only in the hidden constant and not in the function of n. On the other hand, the exponent β in n −β must be smaller than the optimal α. This holds for any choice of projection-dependent weights. Under additional conditions on the weights, the hidden constant is also independent of the dimension d. Given that 1 ≤ β < α and because the variance is bounded by this discrepancy, it follows that with a RSLR we can obtain a variance that converges at a faster rate than the usual O(n −1 ) achieved by MC methods.
Construction results and algorithms
In this section we present algorithms to construct generating vectors of rank-1 lattice rules and prove that a component-by-component (CBC) construction method (see [4, 8, 14, 16] ) returns a generating vector whose weighted discrepancy (8) satisfies the bound given in Theorem 2. We suppose that d, α, and the weights are fixed, and that n ≥ 3.
The CBC algorithm constructs the generating vector z = (z 1 , z 2 , . . . , z d ) as follows.
CBC construction algorithm:
Let z 1 := 1; For s = 2, 3, . . . , d, find z s ∈ Z n that minimises D n,s,γ ((z 1 , z 2 , . . . , z s ), α), defined in (8), while z 1 , . . . , z s−1 remain unchanged.
The following randomised CBC construction algorithm is simpler and faster than the previous one, because it examines only a small number of integers z s ∈ Z n (chosen at random) at each step. It has been already used in [15] , where the discrepancy measure to minimise was the classical weighted star discrepancy of [14, 16] . A similar algorithm was proposed in [20] , with the additional feature that for any given s, new integers z s are examined until D n,s,γ ((z 1 , z 2 , . . . , z s ), α) ≤ M n,d,γ (α).
Randomised CBC construction algorithm (R-CBC):
Let z 1 := 1; For s = 2, 3, . . . , d, choose r integers z s at random in Z n , and select the one that minimises D n,s,γ ((z 1 , z 2 , . . . , z s ), α), while z 1 , . . . , z s−1 remain unchanged.
An even simpler (and more naive) algorithm is a uniform random search in (Z n ) d , as follows:
Uniform random search algorithm: Choose r vectors z at random in (Z n ) d , and select the one that minimises D n,s,γ ((z 1 , z 2 , . . . , z s ), α).
We now prove that the (full) CBC algorithm constructs a generating vector z whose corresponding discrepancy satisfies the bound of Theorem 2. The proof is by induction on d. It basically shows that we can construct good lattice rules that are extensible in d.
Theorem 3 For any integer n ≥ 3 and any dimension
Then there exists an integer z d+1 ∈ Z n such that
Proof. For d = 1, the result follows from (14) . For any d ≥ 2, consider
Then we separate out the discrepancy in dimension d from this (d + 1)-dimensional discrepancy to obtain
Following a similar idea as in [4, 14, 16] , we then average over all possible integers z d+1 ∈ Z n and focus on the last term in the above, because it is the only one depending on z d+1 . Using (12) and (13), we see that we have
We also have |C k (z, α)| ≤ 2ζ(α). From all these inequalities, it follows that the average over z d+1 satisfies
It then follows easily from the hypothesis and a few elementary calculations that
If the average satisfies this inequality, then there has to be at least one z d+1 for which the discrepancy D n,d+1,γ ((z, z d+1 ), α) satisfies the same inequality, and such a z d+1 can be obtained by minimising the discrepancy over z d+1 ∈ Z n .
Corollary 4
For any integer n ≥ 3, the CBC algorithm returns a vector z = (z 1 , z 2 , . . . , z d ) such that for all s ∈ {1, . . . , d},
Proof. For d = 1, we can take z 1 = 1 and the result follows from (14) . For s ≥ 2, the result is a direct consequence of Theorem 3.
Based on these results, we can easily prove that the generating vector z constructed by the CBC algorithm satisfies the bound in Theorem 2.
Theorem 5 For any α > 1, any dimension d ≥ 1, and any integer n ≥ 3, the vector z constructed by the CBC algorithm satisfies (15) for any β satisfying 1 ≤ β < α.
Proof. Let z be the vector returned by the CBC algorithm and satisfying the bound in Theorem 3. Then from (17), we have
Theorem 3 then implies that
which, combined with the previous inequality and Theorem 2, leads to the conclusion.
Numerical experiments with the construction algorithms
We will now compare the performance of the three construction algorithms given in Section 3. We made numerical investigations with various values of α, d, n, and choices of weights. We report the results for a small representative subset of those experiments. Similar experiments were reported in [15] for a different type of figure of merit, namely the weighted star discrepancy, which provides worst-case deterministic error bounds for certain classes of functions. Other experiments with the CBC construction method for the same measure of discrepancy as considered here, with α = 2 and specific types of weights, are also reported in [8] (for product weights) and [4] (for order-dependent weights, defined below).
For the reported experiments, we take α = 2, which means that we consider functions f whose Fourier coefficients satisfy
for all h. These functions do not have absolutely convergent Fourier series, as typically assumed in other papers [3, 4, 7, 8] . In that particular case, the discrepancy (8) which bounds the variance is equivalent to the figure of merit used in [4] which can be expressed in terms of Bernoulli polynomials:
where B 2 is the Bernoulli polynomial of degree 2, given by B 2 (x) = x 2 − x + 1/6. This expression is easy to compute.
If the weights have the product form γ u = j∈u γ j , the expression of D n,d,γ (z, 2) given by (19) can be rewritten as
In another specific form for the weights, used for example in [4, 14, 16] , γ u is assumed to depend only on |u|, the cardinality of u, so we can write γ u = Γ when |u| = , where Γ 1 , . . . , Γ d are non-negative constants. These are called order-dependent weights. For those types of weights, we can write
For α = 2, we also have that the average is bounded by (see also (10))
For the experiments with D n,d,γ (z, 2) reported here, we take product weights with γ j = 1/j 2 for all j. For those weights, we have ∞ j=1 γ j < ∞ and this is sufficient to ensure that Condition (6) holds, which implies that that variance is bounded independently of the dimension d. We also consider order-dependent weights given by Γ = (
−1 for all u ⊆ D with |u| = , where = 1, . . . , d. Replacing these weights in (20) , we obtain
which clearly shows that this discrepancy is bounded independently of d. Table 1 summarises the values of the discrepancy (19) obtained for different values of n (powers of 2), product weights in d = 20 dimensions and order-dependent weights in d = 10 dimensions, with the weights defined as indicated above, with the (full) CBC method, randomised CBC with r = 10, and uniform random search. For the latter method, we used a sample size of r = 10 5 for n = 2 14 , 2 15 , 2 16 , and r = 10 4 for n = 2 17 , 2 18 . Table 1 : Values of the figure of merit obtained by the CBC algorithm (CBC), the randomised CBC algorithm (R-CBC) with r = 10, the uniform random search algorithm (R-search), and the value of the bound for the mean We observed that the R-CBC algorithm always returned vectors z with figure of merit smaller than the bound M n,d,γ (2), even for small values of r (such as r = 10, as reported in the table). This means that finding a good generating vector (in the sense of doing better than the bound) is easy and does not require the full CBC construction. In our exploration of the uniform random search algorithm method, we computed an empirical versionF of the cumulative distribution function F of D n,d,γ (z, 2), defined by F (x) = P[D n,d,γ (z, 2)] ≤ x], for a purely random z drawn uniformly from Z d n . The empirical distribution was computed with r = 10 5 for n ≤ 2 16 , and r = 10 4 otherwise. We observed that the shapes of the corresponding distributions were quite similar for different values of d, n, and weights (with proper scaling). We found that typically, this distribution is positively skewed, and the median is smaller than the average M n,d,γ (2), or the bound on this average, so the probability q n,d,γ of getting a value smaller than the average with a random z is more than 1/2 (often around 0.9). This implies that a vector z whose corresponding discrepancy is smaller than the average (and thus satisfies the bound in Theorem 2) is easy to find even by simple uniform random search. By applying this algorithm with r trials, the probability of finding such a vector is 1 − (1 − q n,d,γ ) r . With q n,d,γ = 0.9, this probability is very close to 1 even for small values of r.
An example of an empirical distribution is given in Figure 1 . The minimum value returned by the figure of merit out of 10000 random tries was 2.24×10 −5 , while the maximum was 2.41×10 −2 . In the figure, the green (leftmost) vertical line indicates the median (4.39 × 10 −5 ), the blue line (middle one) indicates the empirical average (8.77 × 10 −5 ), while the brown (rightmost) line indicates the value of the bound on the mean (10) (1.97 × 10 −4 ). 
