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ABSTRACT
In this thesis, we propose a robust and energy efficient routing scheme for
wireless sensor networks. There are two main contributions. Firstly, we im-
prove the existing neighbor list management method by shortening the time
required for neighbor join and detection of link breakage. Neighbor join here
refers to the process of neighbor selection for data forwarding. Neighbor join
and link breakage detection are two important features for the mission critical
wireless sensor networks which are deployed for military purposes. Secondly,
for sensor networks to operate efficiently, we propose that sensor nodes in the
network maintain information about their two next-hops, namely the primary
and backup next hops. Different strategies have been designed to utilize the
information about the two next-hops in order to reduce the transmission cost
or increasing the end-to-end reliability. The strategies are based on Markov
Decision Process or Bayes rule. They have been implemented in the NS-2
simulator. Simulation results show that the end-to-end reliability is improved
and the transmission cost is also reduced with the proposed routing scheme.
ACKNOWLEDGMENTS
This thesis is the end of my long journey in obtaining my Ph.D degree
in the Computer Engineering. During this period, I have received a lot of
encouragement and help from several important persons. Without their help,
the research work would be much tougher.
First I would like to give my very special thanks to Dr. Winston Khoon
Guan Seah. Dr. Seah gave me the confidence and support to begin my Ph.D
program in Computer Engineering. He allows me to choose the topic of re-
search according to my own interest. Without his guidance, I would not have
finished my dissertation.
I also acknowledge the support from some of my friends and colleagues in
the Institute for Infocomm Research. They are Chan Kwang Mien, Ge Yu, Dr.
Sun Peng, Dr. Su Wen, He Dajiang, Dr. Kong Peng-Yong, Dr. Yin Qinghe,
Dr. J. Shankar, Dr Ngoh Lek Heng, and Assoc. Prof. Tham Chen-Kong. My
sincere thanks to them for their immense encouragement and friendship.
Finally, I would like to thank my wife, Wang Meizhen. She provides me a
cozy home after each hard-working day.
Contents
Table of Contents iv
List of Figures vii
1 Introduction 1
1.1 Features of the Sensor Node . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Potential Applications . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.3 Research Challenges . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.4 Objective and Motivation . . . . . . . . . . . . . . . . . . . . . . . . 9
1.5 Contribution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.6 Organization of the Thesis . . . . . . . . . . . . . . . . . . . . . . . . 10
2 Background 12
2.1 Hardware/Software Platforms and Implications . . . . . . . . . . . . 12
2.2 Design Space of Routing Protocols for Wireless Sensor Networks . . . 14
2.2.1 Communication Scenarios . . . . . . . . . . . . . . . . . . . . 14
2.2.2 Design of Routing Protocol . . . . . . . . . . . . . . . . . . . 15
2.3 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.3.1 Routing Structure . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.3.2 Path Selection . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.3.3 Robustness . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.3.4 Reliability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.3.5 Energy Efficiency . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.3.6 Characteristics of Wireless Channel . . . . . . . . . . . . . . . 23
2.4 Detailed roadmap . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3 Neighbor List Management 29
3.1 Link Quality Measurement . . . . . . . . . . . . . . . . . . . . . . . . 30
3.2 Fast Neighbor Join . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.3 Fast Link Breakage Detection . . . . . . . . . . . . . . . . . . . . . . 36
3.4 Performance Results . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.4.1 Simulation Setup . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.4.2 Fast Neighbor Join . . . . . . . . . . . . . . . . . . . . . . . . 41
iv
CONTENTS v
3.4.3 Fast Link Breakage Detection . . . . . . . . . . . . . . . . . . 47
3.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
4 Routing with Backup Path: Initial Study 51
4.1 An empirical Study of Lower Power Wireless Channel . . . . . . . . . 52
4.2 Routing with Redundant Path . . . . . . . . . . . . . . . . . . . . . . 55
4.2.1 Primary and Backup path Selections . . . . . . . . . . . . . . 58
4.2.2 Dynamic Link Switch . . . . . . . . . . . . . . . . . . . . . . . 60
4.3 Performance Results . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
4.3.1 Simulation of the Channel . . . . . . . . . . . . . . . . . . . . 63
4.3.2 String Topology . . . . . . . . . . . . . . . . . . . . . . . . . . 66
4.3.3 Grid Topology . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
4.3.4 Random Topology . . . . . . . . . . . . . . . . . . . . . . . . 70
4.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
5 Reducing Transmission Cost with Help of Backup Path 74
5.1 Overall Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
5.2 Channel Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
5.3 Transmission Cost Calculation . . . . . . . . . . . . . . . . . . . . . . 77
5.4 The Route Selection Method . . . . . . . . . . . . . . . . . . . . . . . 79
5.5 Channel State Estimation . . . . . . . . . . . . . . . . . . . . . . . . 81
5.5.1 Channel State Estimation before a Transmission . . . . . . . . 82
5.5.2 Channel State Estimation after a Transmission . . . . . . . . . 83
5.6 Performance Results . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
5.7 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
6 Improve End-to-End Reliability with Backup Path 93
6.1 Objective of Optimization . . . . . . . . . . . . . . . . . . . . . . . . 94
6.2 Introduction to Markov Decision Process . . . . . . . . . . . . . . . . 95
6.3 An Abstract Decision Process . . . . . . . . . . . . . . . . . . . . . . 96
6.4 Random Loss Channel . . . . . . . . . . . . . . . . . . . . . . . . . . 101
6.4.1 The Decision Process . . . . . . . . . . . . . . . . . . . . . . . 101
6.4.2 Simple Methods to Derive the Optimal Policy . . . . . . . . . 104
6.5 Decision Model for the Markov Channel . . . . . . . . . . . . . . . . 109
6.5.1 The Decision Model . . . . . . . . . . . . . . . . . . . . . . . 110
6.5.2 Mean Reliability of a Node . . . . . . . . . . . . . . . . . . . . 115
6.6 Reliability and Scheduling Policy . . . . . . . . . . . . . . . . . . . . 116
6.6.1 Random Loss Channel . . . . . . . . . . . . . . . . . . . . . . 117
6.6.2 Markov Channel . . . . . . . . . . . . . . . . . . . . . . . . . 119
6.7 Performance Results . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
6.7.1 Simulation Configuration . . . . . . . . . . . . . . . . . . . . . 122
6.7.2 Random Loss Channel . . . . . . . . . . . . . . . . . . . . . . 125
6.7.3 Markov Channel . . . . . . . . . . . . . . . . . . . . . . . . . 127
CONTENTS vi
6.8 Comparison of Different Routing Schemes . . . . . . . . . . . . . . . 129
6.9 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
7 Conclusion 135
7.1 Thesis Contribution . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
7.2 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
Bibliography 139
List of Figures
1.1 An example of wireless sensor networks . . . . . . . . . . . . . . . . . 2
1.2 Typical components of a sensor node . . . . . . . . . . . . . . . . . . 3
1.3 The Example Sensor Platforms . . . . . . . . . . . . . . . . . . . . . 3
2.1 The MicaZ Platform . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
3.1 Probability for P (M(0.75, L) > x) . . . . . . . . . . . . . . . . . . . . 35
3.2 The distribution of link quality vs. distance . . . . . . . . . . . . . . 41
3.3 Fast Neighbor Join: String Topology . . . . . . . . . . . . . . . . . . 43
3.4 Fast Neighbor Join: Grid Topology . . . . . . . . . . . . . . . . . . . 45
3.5 The distribution of link quality for the random topology . . . . . . . 45
3.6 Fast Neighbor Join: Random Topology . . . . . . . . . . . . . . . . . 46
3.7 The grid topology for fast link breakage detection . . . . . . . . . . . 48
3.8 The performance of fast link breakage detection . . . . . . . . . . . . 49
4.1 Environment for the Measurement . . . . . . . . . . . . . . . . . . . . 53
4.2 Variation of RSS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
4.3 Impact of Disturbance over Mean RSS . . . . . . . . . . . . . . . . . 54
4.4 Impact of Disturbance over PRR . . . . . . . . . . . . . . . . . . . . 55
4.5 Routing with Backup . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
4.6 The interaction of transmission between routing and link layer . . . . 57
4.7 Routing State Transition . . . . . . . . . . . . . . . . . . . . . . . . . 61
4.8 The Channel Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
4.9 The Routing Path for String Topology . . . . . . . . . . . . . . . . . 67
4.10 The Packet Reception Ratio for String Topology . . . . . . . . . . . . 68
4.11 The Mean Cost for String Topology . . . . . . . . . . . . . . . . . . . 69
4.12 The Routing Path for the Grid Topology . . . . . . . . . . . . . . . . 70
4.13 The Routing Path for the Random Topology . . . . . . . . . . . . . . 72
5.1 The TSMC Channel Model . . . . . . . . . . . . . . . . . . . . . . . 76
5.2 The Variation of Link Quality . . . . . . . . . . . . . . . . . . . . . . 86
5.3 The Grid Topology . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
5.4 The state estimation with Bayes rules . . . . . . . . . . . . . . . . . . 88
5.5 The Random Topology . . . . . . . . . . . . . . . . . . . . . . . . . . 89
vii
LIST OF FIGURES viii
5.6 The ETX and the ATX . . . . . . . . . . . . . . . . . . . . . . . . . . 90
5.7 The reliability achieved with or without backup link . . . . . . . . . . 91
5.8 The end-to-end delay achieved with or without backup link . . . . . . 91
6.1 The Abstract Decision Process . . . . . . . . . . . . . . . . . . . . . . 99
6.2 The Decision Process for Random Loss Channel . . . . . . . . . . . . 102
6.3 The State Transition Diagram for a Specific State . . . . . . . . . . . 114
6.4 A typical network topology . . . . . . . . . . . . . . . . . . . . . . . . 116
6.5 Reliability Achieved with Optimal Policy: Random Loss Channel . . 117
6.6 The Percentage of Improvement: Random Loss Channel . . . . . . . 118
6.7 Reliability Achieved with Optimal Policy: Markov Channel . . . . . . 120
6.8 The Percentage of Improvement: Markov Channel . . . . . . . . . . . 121
6.9 Topology of the Network . . . . . . . . . . . . . . . . . . . . . . . . . 123
6.10 Random Loss Channel: the link quality . . . . . . . . . . . . . . . . . 124
6.11 Random Loss Channel: the end-to-end reliability vs. hop count . . . 126
6.12 Random Loss Channel: the end-to-end delay vs. hop count . . . . . . 127
6.13 Markov Channel: the End-to-end reliability vs. hop count . . . . . . 128
6.14 Markov Channel: the End-to-end Delay vs. hop count . . . . . . . . . 129
6.15 Comparison of reliability . . . . . . . . . . . . . . . . . . . . . . . . . 131
6.16 Comparison of delay . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
6.17 Comparison of Transmission Cost . . . . . . . . . . . . . . . . . . . . 133
List of Tables
1.1 Features of the Example Sensor Platform . . . . . . . . . . . . . . . . 4
3.1 The fast join threshold value . . . . . . . . . . . . . . . . . . . . . . . 35
3.2 Definition of Variables . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.3 Simulation Configuration Parameters . . . . . . . . . . . . . . . . . . 40
4.1 Parameters for the Markov Channel . . . . . . . . . . . . . . . . . . . 64
4.2 Simulation Configuration Parameters . . . . . . . . . . . . . . . . . . 65
4.3 The PDR and cost of Grid Topology . . . . . . . . . . . . . . . . . . 70
5.1 State Transition Parameters for TSMC Channel . . . . . . . . . . . . 86
6.1 States and Action transition probabilities . . . . . . . . . . . . . . . . 112




With the advance of technology, computers can be built in small size while still main-
taining the capability of data processing and communication. A good example is the
wireless sensor platform. A typical sensor node usually has a size close to a coin or
even smaller, including the battery. It integrates the computing system, the radio
component and the sensing units together on a single tiny platform. The cost is
kept relatively low by jointly applying the Complementary Mental-Oxide Semicon-
ductor(CMOS) and micro electro-mechanical structures (MEMS) technologies in the
manufacturing.
The wireless sensor nodes can be deployed to form a wireless network automat-
ically to collect data from a faraway place and send back to the sink via multiple
hops. These features allow wireless sensor networks to have great potential in various
applications such as environment monitoring, surveillance and target tracking, etc. It
has been identified as one of the 21 key technologies of the 21st century by Business
Week 1999 [8]. Figure 1.1 shows a typical configuration of wireless sensor networks. A
sink is usually connected to the Internet and is the interface between the user and the
sensor network. Sensor nodes themselves are not connected to the Internet directly.
1
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Figure 1.1 An example of wireless sensor networks
1.1 Features of the Sensor Node
A typical sensor node usually consists of a sensing unit, a processing unit, a commu-
nication unit and a power unit as shown in Figure 1.2.
The sensing unit senses and converts the signal from analog to digital via the
Analog-Digital Converter (ADC).
The processing unit processes and stores the data. It is the core of the sensor
node and is responsible for the management of the whole platform.
The communication unit transmits and receives data to and from the network.
The power unit provides the energy for other units. Batteries are the most
common power sources for the sensor platform.
Many sensor platforms have been developed in recent years. Figure 1.3(a) shows
some sensor platforms developed by University Of California at Berkeley. Starting
from Mica and later evolving to Mica2, Mica2Dot and MicaZ. These sensor nodes
have the same size as two AA batteries or smaller. The sensor platforms shown










Figure 1.2 Typical components of a sensor node
in1.3b are developed by Intel [5]. In fact, they are enhanced Berkeley motes, having
more powerful CPUs and more memory.
Mica Mica2 Mica2Dot SPEC MicaZ
(a) Berkeley Motes
Intel Mote Intel Mote2
(b) Intel Motes
Figure 1.3 The Example Sensor Platforms
Table 1.1 lists the basic features of different sensor platforms in computing power,
memory, radio and power supply. Compared to the desktop PCs used today, the
processing power of the sensor’s CPU, the size of the memory and the data storage
1.2 Potential Applications 4
capacity are rather limited. Note that all of them are designed with batteries as power











128 + 4 KB 50 kbps at
916 MHz
2 x 1.5 AA
Mica2 ATMEGA
128L
128 + 4 KB 38.4 kbps,
868/916 MHz
2 x 1.5 AA
Mica2dot ATMEGA
128
128 + 4 KB 38.4 kbps,
433 MHz
1 x 3V coin
MicaZ ATMEGA
128
128 + 4 KB 250 kbps, 2.4
GHz
2 x 1.5 AA
Intel mote2 XScale 320 -
520 MHz




4 x 1.5 AA
Table 1.1 Features of the Example Sensor Platform
1.2 Potential Applications
Wireless sensor networks are useful in many areas such as agriculture, industry, mil-
itary and security.
Environment and ecology monitoring
Wireless sensor networks are very useful in monitoring environmental changes and
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the habit of wild animals. Precision agriculture is a good example of using wireless
sensor networks in monitoring the environment. Sensor nodes can be deployed in large
farms and data such as temperature and humidity of soil are reported back to the con-
trol center periodically by the sensor nodes. Grape Networks [7] is a typical example
of wireless sensor networks deployed for vineyards. Wireless sensor networks are also
used in scientific research. Several sensor networks have been deployed to monitor
the habitat of animals such as the ZerbaNet project at University of Princeton [43],
the Great Duck Island project at UC Berkeley [49], and the James Reserve project
at UCLA [17]. The sensor networks collect the data passively without disturbing the
animals and can work day and night without interruption.
Health care
Sensor nodes can be attached on the body of patients to monitor health indices
such as temperature and blood pressure. The information is reported back to the
data center from time to time, which can relieve the nurses from measuring these
indices physically and thus improves the efficiency of patient care. Sensor networks
are also useful to the aged because they can send medical information of these people
to the doctor for monitoring. They also can monitor the movement of these people in
their house so that if they fall down, an emergency call will be made. Authors in [51]
have developed a prototype of wireless sensor networks for health monitoring.
Building structure
Buildings may collapse either due to earthquake or fire, like the World Trade
Center after the terrorist attack on September 11, 2002. Many people were killed in
the disaster. Wireless sensor networks can help in such scenarios. They can save lives
by sending early warnings regarding the stability of the building structure, hasten
evacuation the building collapses. A prototype of the wireless sensor network for
building structure monitoring can be found in [48].
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Industrial Sensing
Wireless sensor networks can be used to monitor the health of machines by sensing
the vibration or the lubrication levels. In many industries, especially in manufactur-
ing, equipment performance is of critical importance. Problems such as those caused
by bearing fault may cause unnecessary down time. Traditionally, monitoring and
maintenance are done manually. Wireless sensor networks can help by collecting ma-
chine vibration data and alerting the maintenance personnel before problems happen.
Traffic Control
Wireless sensor networks when used in traffic control and management can be
installed under the road surface to detect the number of vehicles, control traffic lights,
and monitor vehicle speed. Many of these sensors networked together can provide a
clearer picture of the traffic situation.
Military usage
Sensor networks have been used for military purposes for a long time. They are
used for surveillance and target tracking. For example, in the Vietnam War in 1970s,
wireless sensor networks were deployed by the US military in the forest and used for
tracking enemies. Recent progresses in these aspects can be found in [11,12,61].
The applications listed above show that wireless sensor networks have great po-
tential in improving the quality of life and efficiency in various areas, like industry,
agriculture and security.
1.3 Research Challenges
Due to the constraints on hardware, energy, and the harsh deployment environment,
many challenges exist in the design of algorithms and protocols for routing, data for-
warding, topology management, information processing, data querying and security
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for wireless sensor networks.
Routing
As the wireless sensor nodes usually use batteries as the power supply, the radio
transmission range is rather short. Sensors that are beyond the immediate commu-
nication range of the sink must send their data to the sink using multi-hop relay-
ing which means wireless sensor networks are naturally multi-hop wireless networks.
Routing is a critical issue for multi-hop wireless networks and in the past few years,
much effort has been put into research in route discovery and path selection for multi-
hop wireless networks such as Moible Ad Hoc Networks (MANET) and wireless sensor
networks. Routing protocols for MANET have been designed to handle fast topology
changes. On the other hand, in wireless sensor networks, nodes are typically static in
many applications. The key issues of designing a routing protocol for wireless sensor
networks are energy efficiency, robust to environmental changes and end-to-end reli-
ability of data delivery. This is because the sensor nodes may be deployed randomly
in an uncontrolled area. The network topology can be irregular and nodes may fail
due to the environmental damage. Routing protocols have to be able to detect the
dead nodes and repair the routes quickly.
Topology Control
A sensor network can consist of thousands of nodes. Maintaining the topology
for such a network is a challenge. Centralized schemes are highly infeasible. Due to
the constraint in energy and the limited bandwidth, it is unviable to let each node
report its topology information to one or several central controlling points from time
to time. The topology information has to be kept locally and the topology control
protocol should be able to work with partial topology information.
Information Processing
Collaborative information processing is a new area in the research of wireless sen-
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sor networks. The information gathered by one sensor may not be accurate enough in
making decisions. Thus, information sharing and fusion become important. However,
information sharing requires communication which consumes energy. It is therefore
important to control the amount of information to share as insufficient information
sharing leads to data inaccuracy while too much information exchanged, then there
will lead to wastage of energy.
Data Querying
For some applications, the sensor field is like a database. Each node gathers infor-
mation from the environment or its neighbors. Since the information is distributed
across different nodes over unreliable links, the data query and retrieval becomes a
challenging issue, especially when low delay is a critical requirement. A compromise
should be made between accuracy and delay in getting the information from the
sensor nodes.
Security
Sometimes, sensor networks are deployed in a hostile environment, for example,
the battle field where hostile forces exist. Security is critical in such scenarios and
the system should be designed with security in mind and countermeasures against
jamming and unauthorized access to classified information. The network should also
be protected from intrusion and spoofing.
Generally speaking, there are many challenging issues for the wireless sensor net-
works. Better solutions are needed to improve the performance of sensor networks in
all these aspects.
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1.4 Objective and Motivation
Due to the energy constraint, the radio transmission power is rather low in wireless
sensor networks. As a result, the communication channel is easily disturbed by the
environment. This thesis attempts to solve the routing problem due to the dynamics
of wireless links and therefore focus on designing robust and energy efficient routing
protocols for wireless sensor networks. With our scheme, each node maintains two
next hops towards the sink for data forwarding. We focus on the routing path selection
and the strategies of using these paths to achieve different objectives such as reducing
the transmission cost and maximizing the end-to-end reliability. The neighbor list
management plays an important role in the proposed routing scheme. Therefore, we
also provide methods that can identify a good link quickly and detect link breakage
more rapidly.
1.5 Contribution
In this thesis, we focus on the routing issue for the wireless sensor networks and
propose a robust and energy efficient routing scheme. The contribution mainly lies
in following two aspects.
Firstly, we improve the efficiency of neighbor list management by proposing fast
neighbor join and link breakage detection mechanisms. The existing methods are slow
in neighbor selection and link breakage detection. With our proposed methods, for
the first 50% of neighbors, the selection speed is improved by 80%. The link breakage
detection speed is shorten by 75%. These methods make the routing protocol agile
to topology changes.
Secondly, we propose to use backup routes to reduce the negative effect caused
by link dynamics. We not only provide loop free route selection schemes, but also
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design schemes that optimally schedule the data transmission on both primary and
backup routes. We provide three types of scheduling algorithms. The first one is
simple and requires little channel information. It can be easily implemented in a real
network. For the second one, the data transmission is scheduled optimally between
the primary and backup path for the purpose of reducing the transmission cost. For
the third one, the data transmission is optimally scheduled for the purpose of maxi-
mizing the end-to-end reliability. Markov Decision Processes are used to find optimal
scheduling polices. Comparing to the single path routing constructed with Minimal
Expected Transmission cost, our schemes can improve the end-to-end reliability sig-
nificantly. Generally, they can improve the end-to-end reliability by 10% or more.
The improvement can be up to 40% when paths are long. With the second schedul-
ing scheme, our method not only improves the end-to-end reliability, but also reduces
the transmission cost by 5%.
1.6 Organization of the Thesis
The thesis is organized into seven chapters. Chapter 2 provides the background infor-
mation on wireless sensor networks. A detailed description of the platform referenced
in our simulation is given. Then, we discuss the design of the routing protocols fol-
lowed by the related work. In Chapter 3, we present the methods designed for fast
neighbor join and link breakage detection. Chapter 4 presents a tree-based rout-
ing protocol with backup path at each node. A loop-free path selection method is
introduced. We also provide a simple strategy for the use of two next-hops in data for-
warding. Performance results show that the end-to-end reliability has been improved
significantly. In chapter 5, we further explore the potential of the backup path in
reducing the transmission cost over a Markov channel. We apply the Bayesian ap-
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proach in choosing the next hop for data forwarding. In Chapter 6, we focus on how
to maximize the end-to-end reliability when backup route is available. With the help
of Markov Decision Processes, optimal scheduling policies for data forwarding are




In this chapter, we first investigate the constraints of the hardware and software
platform of wireless sensor nodes. The objective is to derive a set of simulation
parameters that will give more realistic performance results. We then we discuss the
design space of routing, followed by our survey on routing for wireless sensor networks.
Finally, we present a detailed roadmap for the research work.
2.1 Hardware/Software Platforms and Implications
There are many different wireless sensor platforms available today [4]. We have list
some of them in Chapter 1. Among these platforms, the MicaZ mote is one of the most
popular platforms. It has been used by many research groups. As shown in Figure 2.1,
the MicaZ platform consists of an 8-bit, 8MHz, Atmel ATmega128L microprocessor
with 4 KB on-board SRAM, 4 KB EEPROM and 128 KB programmable memory.
The sensor board can be attached to a 51-pin extension bus. The MicaZ platform uses
the CC2420 [1] chip for communication. It works on the radio frequency of 2.4 GHz.
The communication channel occupies 5 MHz bandwidth. It can transmit data at a
12
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rate of 250 kbps. The CC2420 chip uses the Direct Sequence Spread Spectrum (DSSS)
and the O-QPSK modulation at the physical layer. The radio transmission power is
tunable. The receiver sensitivity is -94 dBm. The radio transmission range is about
70 - 100 meters in outdoor environment and 20 - 30 meters in indoor environment.
The MicaZ platform uses two AA batteries as the power supply. For a pair of batteries






Figure 2.1 The MicaZ Platform
The MiciaZ platform uses TinyOS [6], which is an operating system designed
specifically for wireless sensor platforms. It is developed with the programming lan-
guage known as NesC [34]. TinyOS consists of many components such as Timer,
Radio, Sensing, etc. Each component fulfills a certain task. It is unnecessary to in-
clude all the components when running TinyOS on a sensor platform. Instead, users
can customize the system by choosing the necessary components. As a result, the
final size of system becomes small and can be fit in the limited memory of a sensor
platform.
Developing software for a sensor platform is a challenging work. For example,
in an earlier effort, we have developed a routing protocol and sensing algorithms for
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wireless sensor networks. With the 4 KB data memory on board, the routing protocols
was allocated only 1000 bytes. We had to fit the neighbor table, routing table and
data forwarding buffers into this small amount of memory. Each node is only allowed
to maintain at most eight neighbors in the table. This example indicates that, at the
current stage, the protocols and algorithms designed for wireless sensor networks have
to be simple and efficient. In the future, with the advance in hardware technology, the
constraint on the computing power and memory may be relaxed. However, advances
on power supply is not progressing as fast as that on computing power.
2.2 Design Space of Routing Protocols for Wire-
less Sensor Networks
With wireless sensor networks, there are several communication scenarios, such as
the many-to-few and any-to-any communications, which affects the design of routing
protocols. In this section, we will discuss the communication scenario followed by the
design space of routing protocol.
2.2.1 Communication Scenarios
Wireless sensor networks show different characteristics in communication compared
to the Internet and Mobile Ad Hoc Networks (MANETs). With the Internet and
MANET, the any-to-any communication is the basic scenario. A routing path can
be setup between any node on the Internet or inside the MANET as long as they are
connected. However, for wireless sensor networks, the many-to-few communication
is common for many applications. For such networks, they usually consist of two
types of nodes, sensor nodes and sinks. Compared to the common sensor nodes, sinks
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usually have more powerful hardware and more energy. They may also be connected
to the Internet. On the other hand, sensor nodes usually connect to the sink through
one or multiple hops. Similar to the nodes in MANETs, sensor nodes in a network
are both data sources and routers of the network.
The any-to-any communication is rare in wireless sensor networks. However some
applications such as sensor networks for data storage [47,60] require any-to-any com-
munications. In these networks, a sensor node only keeps data on those events be-
longing to it. It disseminates the events’ data to the network if they do not belong to
it. Since the destination can be any other nodes in the network, the routing protocols
are required to support any-to-any communications.
With the many-to-few communication being the common scenario in wireless sen-
sor networks, therefore we adopt it in our study.
2.2.2 Design of Routing Protocol
The design of routing protocol for wireless sensor networks is different from that of the
Internet and MANETs. In the following, we will compare them from the perspective
of the routing design.
For the Internet, the routing structure is well planned. Route discovery is not
a problem. Most computers on the Internet only need to know the gateway of the
local area network. On the other hand, with many flows on the Internet, congestion
control becomes the core issue of routing designs. Although the bandwidth of the
Internet has increased many times in recent years, congestion still happens due to the
increasing of traffic loads.
In MANETs, nodes join and leave the networks randomly. Due to the frequent
changes of topology, the costs of setting up and maintaining of routes are much
higher than the wired Internet. Obviously, the routing protocol designed for the
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Internet is not suitable for MANETs and new routing protocols have to be designed
for them. In MANETs, all the nodes have to learn the network topology. Since the
topology changes from time to time, the routing protocol must be adaptive to the
rapid changes of the topology. Therefore, handling topology is one of the core issues
for routing design.
Wireless sensor networks are different from the Internet and MANETs. From the
perspective of topology, wireless sensor networks are multi-hop wireless networks like
MANETs. Each node must play two roles, i.e. data source and relay. Hence, routing
protocols designed for the MANETs may be adopted by wireless sensor networks.
On the other hand, compared to MANETs, the topology change of wireless sensor
network is rather slow. In many applications, the physical topologies of wireless sensor
networks are static. Therefore, the routing protocols designed for MANET are not
optimal for wireless sensor networks because mobility is not the core issue anymore.
Instead, wireless sensor networks require energy efficient data delivery protocols that
can sustain sensor nodes work for a few years with limited power supplies. In view
of the physical topology being static most of the time, a route can be used for a
longer period once it is selected. These characteristics require the selected routes
not only to provide good end-to-end reliability, but also to consume less energy in
forwarding data. Hence, the design of routing protocols for wireless sensor networks
need a greater in understanding the channel characteristics for data transmission
and optimization of the data forwarding process once the paths have been selected.
With these observations, our design of the routing protocols will address the issues
of path selection and data forwarding with the wireless channel characteristics in
consideration. The objective is to design a routing protocol that is robust, reliable
and energy efficient in data forwarding.
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2.3 Related Work
In recent years, many routing protocols have been designed for wireless sensor net-
works. They addressed the routing issues from different aspects such as energy effi-
ciency, reliability, robustness, security and data fusion. In this section, we present a
survey on the existing routing protocols. Since some of the routing protocols which
are designed for general multi-hop wireless networks are also useful for wireless sensor
networks, we also include them in the investigation. The survey is organized in the
context of several perspectives such as routing, path selection criteria, robustness,
reliability and energy efficiency.
2.3.1 Routing Structure
Generally, routing for wireless sensor networks can be classified as flat, hierarchical
or location-based routing. With flat routing structure, all the nodes are equal in
routing functionality. Directed Diffusion proposed in [14] is a flat routing protocol. In
hierarchical-based routing, different nodes may play different roles where some of them
are used for the local routing while others are used for global routing. For example,
the routing protocols proposed in [41, 57] are hierarchical-based. For location-based
routing, geographical information is used in forming the routing structure such as the
one proposed in [74].
2.3.2 Path Selection
Path selection is an important issue for all routing protocols. There are various path
selection criteria, such as, the hop count, transmission costs and signal strength.
The hop count is the most widely-used path selection criterion in wired networks
and MANETs. Protocols such as Ad-Hoc On-demand Distance Vector (AODV) [53],
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Dynamic Source Routing (DSR) [26], and Optimal Link State Routing (OLSR) [22] all
use it as the path selection criterion. It is also widely used in wireless sensor networks.
However, the work in [23] shows that using hop count only in path selection is not
good enough. It is because wireless links are not just good or bad channels. Instead,
many links have intermediate qualities [10]. The link quality refers to the capability
of a link in delivering a packet to the peer in one transmission. For the random loss
channel, it can be represented by a number, such as 0.6. It means that when a packet
is transmitted over the link, the probability of receiving the packet successfully is
0.6. The links with intermediate quality affect the reliability of data transmission
significantly, especially when the number of retransmissions allowed per hop is small.
Since link quality information is not included in the hop count, end-to-end routing
reliability degrades significantly when bad links are chosen for data forwarding.
Received signal strength (RSS) is another path selection criterion. It has been used
in [25,30,36,55] for path selection. Links with RSS value lower than certain thresholds
are not eligible for routing. RSS is a useful path selection criterion as it can exclude
bad links from routing. However, it can only serve as a coarse link quality indicator
because packet reception is determined mainly by the Signal-to-Noise Interference
Ratio (SNIR) instead of RSS [10,79].
Since both hop count and RSS are not good enough for path selection, authors
in [24] proposed to use Expected Transmission Cost (ETX) as the path selection







where df and db are qualities of forward and backward links. Link qualities are usually
measured in packet delivery ratio at link layer without considering the retransmis-
sions.
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The ETX value for a path, P = {l1l2 . . . ln}, is the sum of the ETX values of those





Performance results in [24] show that the end-to-end reliability has been improved
significantly compared to shortest path routing with hop count as the path selection
criterion. Authors in [27] have compared the performance of different path selection
criteria and found that the ETX is the best for static wireless networks. ETX has
been used by many existing works such as [52,64–68,72,77]. On the other hand, for a
network with multiple radio transmission rates, Expected Transmission Time (ETT)
[28] should be used as ETX does not consider the effect of different transmission rates.
It is known that wireless sensor networks have energy constraints. Many routing
protocols are thus designed using energy as its path selection criterion. Routing
protocols proposed in [18, 19, 73] use the maximum residual energy as path selection
criterion. The purpose is to maximize the life time of sensor networks. Selecting the
path with the maximal residual energy can be expensive in data forwarding. Authors
in [57] proposed to select paths with minimal power consumption first and then chose
a path that maximized the minimal residual power in the network. Essentially, the
routing protocols try to restrict the power consumption to a reasonable level instead
of forwarding along the path with maximum residual energy.
Geographical information is also widely used in route selection and data forward-
ing. A sensor node can either estimate its location based on the RSS value [9,13,16]
or using the satellite system such the Global Positioning System (GPS) [74]. In [74],
the sensor network forms a virtual grid by dividing the network into fixed zones.
Each zone corresponds to a point in the grid. In each zone, the sensors collaborate
with each other in sensing and data forwarding. Nodes stay awake in turns to save
the energy. Each node associates to a point in the virtual grid according to location
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information. Nodes which are associated to the same point are considered equivalent
in terms of costs in data forwarding. In [78], the routing paths are selected based on
the cost to the destination which is a combination of residual energy and distance to
the destination. Similarly, routing protocols proposed in [32,62] also use the distance
to the destination as the path selection criterion.
2.3.3 Robustness
For wireless sensor networks, although nodes may be static, link qualities may vary
significantly due to the movement of objects inside the network. It is because the
radio transmission power of wireless sensor nodes are very low and blocking of the
transmission path can degrade received signal strength significantly. For example, for
wireless sensor networks deployed for habitat and environment monitoring or target
tracking, the wireless communication channel can be disrupted when the transmission
path is blocked by the animals or vehicles. Usually multi-path routing protocols are
used to make the routes robust over topology changes. Ad-hoc On-demand Multi-
path Distance Vector (AOMDV) [50], Ad-Hoc On-Demand Distance Vector Multipath
(AODVM) [75], Split Multi-path Routing [46] and Routing with Backup Paths [29,45]
are good examples. Similarly, the MRP are also useful for wireless sensor networks.
Authors in [33] propose a multi-path routing protocol that extend Directed Diffu-
sion [14]. They considered two approaches: node disjoint and braided multi-path.
Performance results show that, for a single node failure, the idealized braided alter-
native path is 20% more resilient than the node disjoint alternative path. For group
failure, the resilience of the braided alternative path is comparable to the node disjoint
alternative path. Maintenance costs for node disjoint paths are much higher than the
braided alternative path. The braided alternative path approach is more cost effec-
tive. Other approaches for constructing multiple paths can be found in [15,20,31,57].
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2.3.4 Reliability
Reliability is an important performance metric when designing routing protocols. For
paths with multiple hops, a bad link in the path can cause path reliability degrading
significantly. For example, for a path P = {l1l2 . . . ln}, if all the links, from l1 to ln−1,
have reliabilities of 1.0 and ln has a reliability of 0.3. Then, the reliability achieved
by the path is 0.3. This example indicates that reliabilities of links are important in
determining the path reliability. To avoid the significant drop caused by a single link,
a constraint in link quality is used to control the links that are eligible for routing.
For example, in [25, 30, 36, 55], the authors use RSS as the constraint and authors
in [72] use the link quality directly.
Authors in [63] propose to code a packet first and then split it into a few smaller
packets. These smaller packets are then transmitted over multiple routes to the
destination. Finally, the destination reconstructs the original packet from the received
packets. Since coding techniques are used, the destination node can tolerate packet
loss in some extent.
Authors in [37] proposed the use of a backup path improve the end-to-end reliabil-
ity. The backup path is used only when the primary path is broken. The backup path
is selected by using the path reliability as the main route selection criteria, and con-
sequently the end-to-end data transmission reliability is improved. It is useful when
topology change is permanent. But for wireless sensor networks, the topology change
can be temporary. Therefore, there is still room to improve this routing scheme when
applied in wireless sensor networks.
Another way to improve the reliability is to forward data packets opportunistically.
Authors in [44] suggest that erroneous links can still be used for data forwarding. A
node probes the channel with Request-To-Send (RTS) control messages. The candi-
date next hops send back the information with Clear-To-Send (CTS) messages. The
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node then chooses the next hop for data forwarding based on the instantaneous chan-
nel quality. It avoids using a link in bad state. As the CTS from different nodes
may collide, authors in [42, 81] propose to prioritize the order of replying according
to certain rules. The CTS messages are not always available at the link layer. For
the wireless sensor networks, the overhead of the RTS/CTS significantly affects the
network performance [54]. Therefore, authors in [21] propose to use historical obser-
vations of channels when selecting the forwarding path. This method does not incur
control overhead and can be used when the CTS is not available. Authors in [58] has
noticed that the dynamics of wireless links in the time domain affect the performance
of routing. Therefore, they propose to use multi-path routing protocol to avoid using
the degraded links. The multiple routing paths are disjoint and load are distributed
among them according to instantaneous path capacity. It is similar to the scheme we
propose in chapter 4 to 6. The differences between their scheme and our proposed
scheme are that they use disjoint paths and use path capacity as the forwarding path
selection criteria. Path capacity is difficult to estimate in a real network as traffic
load on a path can vary rapidly.
2.3.5 Energy Efficiency
For wireless sensor nodes, radio transmission is one of the major sources of energy
consumption. Therefore, the energy consumed by link layer retransmissions should
also be considered when choosing the routing path. The ETX proposed in [24] is a
good metric. It provides the energy consumption information in data forwarding.
In [38–40], the authors propose a method named Distributed Minimum Energy
Multi-cast (DMEM) to save energy in forwarding multicast data in MANET. To
reduce the energy consumption, a multicast routing tree is formed from a source to
all its destination nodes via flooding with full transmission power. Once the tree
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is built up, then each node on the tree adjusts its transmission power based on the
criteria whether it can reduce the total energy consumption in multicast. The tree
structure may be changed during the energy consumption optimization. With such a
method, the energy consumption can be reduced. The method is different with what
we propose in the thesis. In our work, energy is saved by reducing the end-to-end
transmission cost. It is another energy saving method for wireless sensor networks.
2.3.6 Characteristics of Wireless Channel
The Received Signal Strength (RSS) of the wireless channel degrades rapidly with the
increasing of distance between the transmitter and receiver. The RSS also varies due
to the change of location or multi-path fading. Packet losses are common in wireless
networks. Although the layered approach is a good method for protocol design, the
lossy nature of the wireless channel makes it necessary for the upper layer protocols
to consider the characteristics of the low layers in the design. That is why cross layer
design has become a popular method in recent years. Opportunistic routing protocols
are good examples.
To use the cross layer approach in routing protocol design, it is necessary to
understand the behavior of the wireless channel in communications. In the following,
we give a brief review of analytical models that describe the behaviours of the wireless
channel. These models are referenced in our design and simulation study.
Many different models have been designed to describe the wireless channel. Some
of them are in the spatial domain and while others are in the time domain. In the
spatial domain, the models try to capture the signal variations caused by distance
or terrain. The models are often named as path loss models. The frequently used
models are the Free Space, Two-Ray Ground and Lognormal shadowing models [59].
The free space model is useful when the signal propagates in spaces without block-
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ing and reflection, such as the communication between satellites and stations on earth.
With the Free Space path loss model, the received signal power at a distance of d





where Pt is the transmission power. Gt and Gr are the gains at the transmitter and
the receiver respectively. λ is the wave length of the radio signal and L is the system
loss.
The Two-Ray ground model describes the scenario in which the signals are received
via two paths, direct path between the antennas of transmitter and receiver, and a






where ht and hr are the heights of the antennas.
The Log-Normal shadowing model assumes that the direct transmission paths are
blocked by objects between the transmitter and receiver. Two variables are used to
determine the path loss. One is the distance between the transmitter and receiver,
while the other is a random variable for the shadowing factor, which is a zero-mean
Gaussian random variable. The model is represented as follows:
Pr(d)dB = Pr(d0)dB − 10n log( d
d0
) +XdB (2.5)
where d0 is the distance to the reference point. n is the path loss exponent and X is
the random variable for the shadowing factor.
Besides the spatial domain models, wireless channels are also described in the
time domain. There are several models in the time domain such as the Random Loss
channel, the Rayleigh fading channel, the Ricean fading channel, and the Markov
channel.
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The random loss channel is a basic model for the communication channel in the
time domain. With this model, the errors are independent in either bit or packet
level. A single variable, Bit Error Rate (BER), is enough to describe the random
loss channel. Although it is simple, it has been widely used in the study of wireless
networks.
The Rayleigh and Rician channel models describe the channel in signal levels.
The Rayleigh model assumes that there is no Line of Sight (LOS) signal that can
reach the receiver. Therefore, there is no dominant signal at the receiver side and the










The Rician model is another model based on signal level. It assumes that Line of
Sight (LOS) path exists between the transmitter and receiver, which is the dominant
signal. We did not use this model in our study and thus do not present the details
here. The channel models based on signal level are useful in analytical studies. They
are also widely used in simulation studies.
The impairment of wireless channels can either be random or bursty. It is found
that Markov chain models provide good approximations for describing wireless chan-
nels with burst losses. Authors in [35] propose a bit level Markov model and re-
searchers [80] have shown that the model can be extended to the packet level. Authors
in [69] found that the Rayleigh fading channel could be approximated by Markov chain
models. Markov chain models provide a simple and accurate description of wireless
channels with burst losses. They are also widely used in the analysis and simulation
of wireless networks.
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2.4 Detailed roadmap
With the survey of routing protocols for wireless sensor networks, to design a reliable,
robust and energy efficient routing protocol, we have to address a variety of issues
such as path selection, establishment of multiple routing paths, strategy of using
selected routes in data forwarding, energy efficiency in path selection and forwarding
and neighbor list management.
In our study, we first chose ETX as the path selection criteria and implemented
the routing protocol proposed in [71, 72] in NS-2 [3]. It is found that, with the link
quality measurement method provided in [72], the formation of the neighbor list and
detection of the link breakage are rather slow. Since neighbor list management is
important for routing protocols, it is worthy to investigate methods for neighbor join
and link breakage detection. After studying the details of neighbor management,
we propose two methods that shorten the time for neighbor join and link breakage
detection.
To design a routing protocol using the cross layer approach, understanding the
characteristics of wireless channels is important. To get some empirical knowledge of
low power wireless channels, we did some experiments with the MicaZ platform. The
purpose is to observe the impact of environmental disturbances on data transmission.
From the experimental results, we found that moving objects have significant impact
on data transmission. To solve this problem, we propose a multi-path routing scheme
that requires each node to maintain two next-hops towards the sink. One is the
primary next-hop while the other serves as a backup. A node uses the primary next-
hop when it is in good state. When the channel becomes bad due to disturbances,
the node switches to the backup route for data forwarding. It switches back to the
primary path after the disturbance disappears. Performance results [64, 77] show
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that the proposed routing scheme is robust and improves the end-to-end reliability
significantly.
With the proposed routing scheme, we further investigate its potential in energy
efficiency over the Markov channel. Here, the energy efficiency is measured based on
the mean number of transmissions incurred for delivering packets from source to sink.
We proposed a forwarding path selection strategy that chooses the next-hop based on
the instantaneous ETX value. To derive the instantaneous ETX value, a node has to
know the channel state. Therefore, we use the Bayesian approach in estimating the
instantaneous channel state. With this strategy, compared to the basic ETX-based
routing, it not only reduces the transmission cost, but also improves the end-to-end
reliability [66].
Finally, we examine the potential of the proposed routing scheme in improving
the end-to-end reliability. We use the Markov Decision Process to find the best for-
warding path for each transmission at the link layer so that the end-to-end reliability
is maximized. As there are different types of channels in wireless networks, we first
propose a framework that can be used by different types of channels in defining the
decision process. We then derive the decision processes for two typical channels, viz,
the random loss and the Markov channel and define two separate decision processes
for them. With the decision processes, backward induction algorithms are used to
search for the optimal policies for scheduling link layer transmissions. For the random
loss channel, we also provide a simple method to find the optimal transmission policy.
The proposed strategies and the simulation results have been presented in [67,68].
In our study, we use NS-2 [3] as a simulator. It is a free, open source simulation
platform. The simulator is installed on a Linux machine with CPU of Intel Pentium
Processor. The clock frequency of CPU is 1.6GHz and it takes about 1 minute to 1
hour for one simulation. The time depends on the number of nodes configured in the




From the survey on the routing protocol, we know that routing protocols based on
Expected Transmission (ETX) are widely used in wireless sensor networks. It has
been proven to be the best path selection criterion for static wireless networks [28].
In our study, we find that an up-to-date neighbor list is important in ETX-based
routing. The neighbor list records the quality of the links to the neighbors. The
calculation of the ETX value depends on the link qualities. The authors in [71] have
proposed a method named as Window Mean with Exponential Weighted Moving
Average (WMEWMA) to measure the link quality. According to [28], the WMEWAM
estimator is the best link quality estimator. However, we find that WMEWMA
estimator is slow in forming the neighbor list at the beginning of network. It is also
slow in link breakage detection. Therefore, we propose some methods to improve the
speed of neighbor list formation and link breakage detection. They are important as
we also use ETX as the major path selection criterion in the study.
The work presented in this chapter has been published in the IEEE Workshop on
the Embedded Networked Sensors in Sydney, May 30-31, 2005 [65].
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3.1 Link Quality Measurement
To avoid links with bad quality being included in the routing paths, authors in [72]
proposed to maintain a neighborhood table at each node and only nodes with link
quality above certain thresholds are included in the table and eligible for routing.
To measure the link quality, a method named as WMEWMA has been proposed
in [71]. The measurement is done through the exchanging of hello messages. It works
as follows: first, each node broadcasts hello messages periodically with a time interval
of τ . Second, the link quality, denoted as P̂ , is updated periodically with an interval
of t0 as follows:
P̂ = P̂ ∗ α + (1− α) ∗ µ (3.1)
where t is the current time epoch and µ is the link quality measured during (t−T, t].





where r is the number of hello message received and w is the window size which is
equal to t0
τ
. It represents the number of hello messages that a node is supposed to
receive from each of its neighbor if no loss happens.
The authors in [71] have compared the WMEWMA estimator with other measur-
ing methods and found that WMEWMA is the best in terms of the accuracy and
settling time. The settling time refers to the time duration starting from the instant
that the estimator is turned on to the time that the precision of measurement meets
a given requirement such as ±10%. The link quality estimator can be tuned to be
agile or stable by adjusting the values of α and w. Smaller values lead to an agile
estimator. The measured link quality may vary in a wider range. Larger values make
it less agile but more accurate. For a static wireless sensor network, stable settings
are preferred. The authors in [71] has proposed to use α = 0.6 and w = 30 for stable
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settings. With these settings, the settling time is 118 packets. That is, after each
node has broadcasted out hello 118 packets, the estimated link quality falls within
the range of Lq ± 10%, where Lq is the actual link quality.
We have implemented METX-based routing as proposed in [72] and theWMEWMA
link quality estimator in the NS-2 simulator. In our implementation, the nodes broad-
cast one hello messages every two minutes, or we set τ = 2 minutes. The value is
chosen to limit the energy consumed by the hello messages within a tolerable level.
We use the stable settings proposed in [71], or α = 0.6 and w = 30. We find that,
with the WMEWMA link quality estimator, the process of neighbor join is rather
slow due to the long settling time and large window size. Furthermore, when a link
disappears suddenly, the detection of link breakage is also slow. The link breakage
here is defined as the link disappears due to node failure. The latency in neighbor
join and link breakage detection affects the overall network performance, especially
when nodes fail and new nodes are deployed to replace the failed ones frequently, for
example, sensor networks deployed in a battlefield.
To reduce the delay in neighbor join and link breakage detection, we propose two
schemes, namely, the fast neighbor join and fast link breakage detection respectively.
The fast neighbor join scheme is designed based on the fact that the measurement
of link quality becomes more accurate over time and thus the join threshold can be
lowered gradually. This allows links with good quality to be included in the neighbor
list safely before the WMEWMA estimator reaches its settling time.
The fast link breakage detection scheme is designed based on observing the con-
secutive packet loss (CPL) event. The CPL event can happen on any link. The
difference is that, for a broken link, the CPL event happens with a probability of 1.0;
while for links with good quality, it is not the case. The probabilities of CPL events
happening decrease with increasing CPL run length. Hence, by choosing an appro-
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priate threshold value, the broken link can be detected rapidly while the number of
false alarms can be kept low.
With these enhancements, the network with METX-based routing can adapt to
the dynamic of wireless link rapidly and data packet losses can be reduced. The two
schemes are designed based on the assumption that the packet losses are randomly
distributed.
3.2 Fast Neighbor Join
As we have mentioned, the neighboring tables of sensor nodes are usually controlled
by a threshold value. Ideally, only neighbors with link quality above this threshold will
be considered in path selection. We denote this threshold as LQthresh. The threshold
value should be carefully chosen because if it is too small, the end-to-end reliability
could be low and if it is too large, the path might be long and less energy efficient.
In [72], 0.75 is chosen as the threshold value. In reality, a single threshold may cause
the neighbor list to become unstable due to oscillation of the measured link qualities.
This may cause nodes with link quality close to LQthresh to be frequently included
and excluded from the neighbor list. This may further routes to be unstable if it is
chosen for forwarding. To avoid this phenomenon, usually two thresholds instead of
one are used. One is used for join and the other for removal.
With the WMEWMA estimator, the settling time for link quality measurement is
118∗τ seconds. If we only start to accept a node as a neighbor after the settling time,
the delay is rather long. If we start earlier, bad links can be falsely included due to
the inaccuracy of the measurement. Authors in [72] tried to solve the problem using
a short hello message interval at the beginning of the network operation. However,
with this method, some good links may be underestimated due to collision of hello
3.2 Fast Neighbor Join 33
messages because shortening the interval increases chances of collision. To solve the
problem, we propose a better solution that can let those neighbors with links eligible
for routing to be put in neighboring table quickly without shortening the interval for
hello messages. Certainly, the decision is made before the settling time is reached.
We name our estimator as Fast Join (FJ) estimator and its purpose is to find those
link with quality above the threshold quickly without waiting for the WMEWMA
estimator to reach the settling time. The FJ estimator works as follows: after the
number of received hello messages from a node reaches certain threshold value, for
example, 20, it starts to measure the link quality. It updates the fast-measured link





where r is the number of received hello messages and l is number of lost hello messages.
We define m FJ thresholds, denote as Ji, i = 1, 2, . . . ,m. They are chosen based
on the value of (l+r) and LQthresh. The thresholds are used as follows: after receiving
a hello message, a node compares the value of Lfq with the Ji, i is determined based
on the number of hello messages supposed to be received till now. If LQf ≥ Ji, the
neighbor is added to the neighbor list. Else, it waits for new hello messages coming
and does the comparison again. The FJ estimator for a given neighbor stops either
after the node joins the neighbor list or the WMEWMA reaches the settling time.
The values for Ji are derived based on the following inequality:
P (M(LQthresh, L) ≥ Ji) < ² (3.4)
whereM(x, y) represents the measured link quality for a link with actual quality of x;
y is the number of hello messages sent out by a given neighbor. ² is a predefined value
for error control and P (. . .) represents the probability of measured link quality greater
than or equal to Ji. Hence, the meaning of above inequality is, given a link with
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actual quality of LQthresh and the number of hello messages sent by the corresponding
neighbor till now is L, Ji should satisfy the condition that the probability of its
measured link quality above Ji is lower than ².
For a link with quality LQx, if LQx < LQthresh and there is a Ji satisfying in-
equality 3.4, then Ji also satisfies P (M(LQx, L) ≥ Ji) < ². For a given link, if the
measured value is greater than Ji, the probability of its link quality being greater
than LQthresh is greater than 1− ². Therefore, with Ji, we can control the selection of
the desired neighbor with a known accuracy. The accuracy is controlled by the value
of ².
Now we will illustrate how to determine the value of Ji for different values of
L. For a link with quality LQx, if we have M(LQx, L) ≥ Ji, then we have rL ≥ Ji
according to equation 3.3. This indicates that r ≥ L ∗ Ji. If we let k = dL ∗ Jie, then
we have:






In above equation, Cin =
n!
i!(n−i)! . With the help of equation 3.3, we can derive the
relative Ji satisfying the inequality 3.4 if LQthresh, L and ² are known.
Figure 3.1 shows an example for LQthresh = 0.75 with different values of L. Table
3.2 shows the results of Ji with ² = 0.004. The values are derived as follows. For a
given error control value ², in our case it is 0.004, we chose the minimal x value in
Figure 3.1 that satisfy the inequality 3.4. For example, for L = 20, according to Figure
3.1, the minimum value of x that cause the value of P (M(0.75, 20)) to drop below
0.004 is 0.96. The actual error is 0.00317. Hence, we choose 0.96 for J1. As we do not
want to derive a Ji for every L for the purpose of saving memory, we choose a step
of 10 for L and all the numbers between 20 and 29 use the same join threshold. The
step for choosing of Ji can be varied according to the user’s configuration. Similarly,
we choose Ji for [30, 40), [40, 50) and so on. From Table 3.1 we can observe that
3.2 Fast Neighbor Join 35
the join threshold decreases with the number of received hello messages increasing.
This is due to the fact that measurement becomes more accurate when the number
of sample increases.
Figure 3.1 Probability for P (M(0.75, L) > x)
i L Ji error
1 [20, 30) 0.96 0.003
2 [30, 40) 0.94 0.002
3 [40, 50) 0.94 0.001
4 [50, 60) 0.9 0.002
5 [60, 70) 0.89 0.003
6 [70, 112) 0.89 0.002
Table 3.1 The fast join threshold value
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With the fast join scheme, the network can be formed faster with fewer bad
links included. It is also useful for discovering new neighbors rapidly when node
replacement is rather frequent.
3.3 Fast Link Breakage Detection
As large number of sensor nodes can be deployed and is expected to work for a long
period, some of them become inoperational due to hardware fault, physical damage or
power depletion. This affects the on-going communication. Therefor, detecting link
breakage and repairing the routing rapidly is necessary. However, the WMEWMA
estimator is slow in detecting link breakage. To solve the problem, we propose a new
scheme for link breakage detection. Table 3.2 lists the variables we use in our analysis.
As mentioned in previous section, to detect link breakage, the CPL event is con-
sidered a good indicator. The run length of a CPL event is referred to as the number
of packets lost consecutively within such a event. For example, if a node is expected
to received five hello messages from its neighbor within a certain period but received
nothing, the run length of the CPL event is five.
The CPL event with a given run length can happen on any link with quality
lower than 1.0, no matter how good the quality is. However, for different links, the
probabilities of a CPL event happening is different if their qualities are not the same.
For a good link, the probability of a CPL event with certain length happening is
lower than the same event happening on a bad link. For a link with a constant
quality (< 1.0), the probability of an CPL happening decreases with the increasing of
run length. That is, for a given link, a CPL event with run length two happens more
frequent than a CPL event with run length five. A good property of a broken link is,
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Variable Name Definition
K Fast link breakage detection threshold for hello message
Ka Fast link breakage detection threshold for application data
T Lifetime of a node
Tf Mean interval of false alarm.
T0 The lower bound for the mean interval of false alarm.
τ Interval of hello message
τa Interval of the application data arrival time
p Forward link quality
q q = 1− p, the probability of packet corruption.
N The total number of hello message sent during the lifetime of
a sensor node.
Table 3.2 Definition of Variables
the CPL event happens with probability of 1.0 and the length increases linearly with
time.
Although CPL events cannot imply whether a link is really broken or not, it pro-
vides good indication of whether the link is still there. To use it in link breakage
detection, what we need to do is to find an appropriate value, K, so that the proba-
bility of CPL with length greater than K is small for links that are eligible for routing.
Hence, when a CPL event with run length greater than K is observed, it indicates
that the link is broken with high confidence. Although false alarms may happen, the
frequency can be lowered to a tolerable value by choosing a K that is large enough.
To determine the appropriate value of K, we apply some probability theory about
the run length. If we have a link with quality of p, the probability of a hello message
being corrupted is q = 1−p. Assuming the lifetime of a node is T , the total number of
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hello messages sent out during the lifetime is N = T
τ
. According to [70], the expected
number of CPL event with run length greater than or equal to K is p ∗ qK ∗ N .
Therefore, the mean interval of the false alarm, Tf , for a given threshold value K is:
Tf =
T
p ∗ qK ∗N =
τ
p ∗ qK (3.6)
If a requirement on the false alarming is given, for example, Tf should be greater
than or equals to T0, the value of K should satisfy the following condition:
K ≥ log(τ(p ∗ T0))
log(1− p) (3.7)
In implementation, we set K = d log(τ/(LQthesh∗T0))
log(1−LQthresh) e.
In case application traffic is available on a link with an average interval of τa, we
use another threshold value, Ka, to detect the link breakage, which is derived by the
following formula:






where r is the maximum number of retransmission allowed at each hop. The above
formula is derived by setting the p in equation 3.7 to (LQthresh)2. The reason is
because the application data requires an acknowledgement (ACK) and a packet is
considered as being successfully transmitted by the transmitter only if both trans-
missions of data and ACK are successful. Therefore, the probability of successful
transmission is (LQthresh)
2. Note that packet loss here means no ACK is received
after the maximum number of retransmissions is reached.
The fast detection scheme enables the network to react to link breakage rapidly.
It reduces packet loss and thus improves the routing performance.
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3.4 Performance Results
In this section, we show the simulation results of the proposed fast neighbor join
and fast link breakage detection scheme. For the fast neighbor join, we compare it
with the WMEWMA and its possible variations in the link turning up speed and the
accuracy. For the link breakage detection, we compare our scheme with WMEWMA
estimator in the speed of detection with or without the application traffic.
3.4.1 Simulation Setup
We have implemented the METX-based routing scheme based on [24,71,72] together
with our fast neighbor join and fast link breakage detection in the NS-2 [3] simulator.
The WMEWMA estimator uses periodic hello message exchange for the link quality
estimation.
In our study, we assume networks are static wireless sensor networks. We set up
networks with three different types of topologies. The first topology is string. It
consists of 121 nodes with 1-meter inter-node distance. We number the node from
the left most as zero and so on. With this topology, we show the distribution of link
quality over distance and the neighbor joining speed. The second is a network with
grid topology (10x10). It consists of 100 nodes. The distance between adjacent nodes
is 50 meters. The sink is at the bottom left corner. The third is a network with 100
nodes randomly distributed in a square region of 400 x 400 meters.
With our prior experience in MicaZ platform, we choose the network configuration
parameters in our simulation as shown in Table 3.3. We use the CSMA-based MAC
and a transmission range of up to 120 meters.
We use a Log-Normal shadowing model for the radio signal propagation. The link
quality drops with increasing distance. Figure 3.2 shows the distribution of the link
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Configuration Item Parameters
Transmit Power 1 mW
Receiver Sensitivity -94 dBm
Radio Propagation Log-Normal Shadowing with
β = 2.6, std = 4 dB.
Bandwidth 250 kbps
Packet Size 45 bytes





FJi As showed in Table 3.1
Fast Link Breakage detection threshold T0 = 30 days K = 7 Ka = 5
WMEWMA estimator related parameters window size = 30; α = 0.6
Table 3.3 Simulation Configuration Parameters
quality against the distance. The results are collected with the string topology and
a simulation time of two days. The horizontal dotted line represents the threshold
value of link quality which is 0.75. The vertical line represents the distance where
the threshold value is reached and the value is 93.5 meters. That is, the link with
distance longer than 93.5 meters should be excluded from the neighbor list.















Figure 3.2 The distribution of link quality vs. distance
3.4.2 Fast Neighbor Join
In examining the performance of the FJ scheme, we use two performance metrics,
the delay and the accuracy for the neighbor join. We compare the performance of FJ
scheme with WMEWMA estimator based schemes. We define four WMEWMA-based
neighbor join schemes as follows:
• wmewma: the node waits until the WMEWMA estimator reaches the set-
tling time and then starts to compare the relative link quality with the joining
threshold.
• wmewma-1: the node starts to compare the link quality with joining threshold
after the first measurement.
• wmewma-2: the node starts to compare the link quality with joining threshold
after the second measurement.
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• wmewma-fj: the node selects the relative joining threshold according to FJ
threshold defined in table 3.1 and starts to compare with threshold after each
measurement of the WMEWMA estimator until reaching the settling time.
We first study the neighbor join performance over the string topology by focusing
on node zero, or the left-most one. It has 120 nodes on its right side with 1-meter
interval. According to Figure 3.2, it should have 93 neighbors with link quality above
the threshold. Figure 3.3 shows the join process with increasing number of hello
messages. First, for all the neighbor join schemes, after reaching the settling time of
the estimator, 91 of the 93 qualified neighbors are added in the neighbor table. Node
89 and 93 are not included which is normal from probability view; no node with link
quality below the LQthresh is included. Second, for the join delay, it is obvious that
the wmewma scheme is the slowest as it only starts to accept neighbors after 120
hello messages have been sent out. On the other hand, our fast join scheme (named
as fj in the figure) and wmewma− 1 are the fastest. The FJ scheme turns on 82.6%
of links after 20 hello messages while wmewma− 1 turns on more links (89%) at 30
as its join threshold is much lower compared to the relative fast join threshold. The
FJ scheme catches up with the wmewma − 1 scheme at 40. The advantage of the
FJ scheme is that the delay is only 2
3
of wmewma − 1 for 80% of the neighbors.
The wmewma − fj and wmewma − 2 schemes are slow compared to the FJ and
wmewma − 1 schemes. The results indicate that the FJ scheme is very useful in
accelerating the neighbor join. For links with good quality, the join delay could be
shortened to 20 hello messages and the delay is shortened by 83.3% compared to the
wmewma scheme, and 33.3% compared to wmewma− 1.
Now we come to the grid topology. With our setting, there are a total of 684
links with quality above the threshold. Among them, 360 links have a distance of 50
meters. They consist of horizontal and vertical links. The rest (324) have a distance
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Figure 3.3 Fast Neighbor Join: String Topology
of 70 meters. According to Figure 3.2, the relative link quality is 0.996 and 0.915. We
should note that the links mentioned here are single direction. Figure 3.4 shows the
results for the speed at which a neighbor is accepted for routing. First of all, for the
performance of different join schemes, the results are similar to the string topology.
The wmewma scheme is still the slowest one. FJ and wmewma− 1 are the fastest.
However, compared to the string topology, some differences are revealed. In the string
topology, all links with link quality above 0.85 are added to the neighbor table after
20 hello messages. If this rule is applicable to grid topology, then all the links should
be added in the neighbor table after 20 hello messages are sent. However, according
to the results, only 57% of links are turned on after 20 hello messages. The value
reaches 76% after 25 and 85% at 34 respectively. There are two reasons that account
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for these results. The first is collision. Although the sending hello messages for each
node is randomly distributed, collisions still exist due to hidden terminal problems
in the network. As the fast join scheme is very sensitive to packet loss, collisions
cause some of the neighbors to fail in their join operation. The second reason is that
many links are with quality of 0.915. From a probability view point, it is natural
that some of them have a measured link quality below the fast join threshold due to
packet corruption, even if there is no collision. The wmewma − 1 behaves similar
to the string topology, 91.4% of the qualified links are added in the neighbor table.
However, compared to results from the string topology, links with actual quality below
LQthresh are added in the neighbor table also. These links are either horizontal or
vertical links between two nodes that are not adjacent. The distance is 100 meters and
the actual link quality is 0.654. With our FJ scheme, 3 such links are added in the
neighbor table. While with wmewma− 1, it includes 15 such links, five times worse
than the FJ scheme. wmewma− 2 includes 8 unqualified links. wmewma− fj and
wmewma include none of them. It takes the estimator about 750 hello messages to
filter these links out. As the unqualified links are more favored in the path selection,
they can degrade the end-to-end reliability significantly. Therefore, such links should
be excluded from the neighbor list if possible.
For the random topology, there are a total of 1450 links with actual quality above
LQthresh. The distribution is close to a uniform distribution but has some bias as
Figure 3.5 shows. There are more links with distance close to 93.5 meters compared
to those close to zero. Figure 3.6 shows the performance results for the random
topology. For the FJ scheme, around 50% of links are brought up after 20 hello
messages and 60% at 25. The number reaches 74% at 60. This can be explained
by the actually distribution of links with different quality. Certainly, the collision
also affects the performance. Again, the wmewma − 1 scheme seems to perform
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Figure 3.5 The distribution of link quality for the random topology
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Figure 3.6 Fast Neighbor Join: Random Topology
better after the number of hello messages sent out reaches 30. However, it includes
10 unqualified links while the FJ scheme only includes one. wmewma − 2 includes
two unqualified links and the rest two schemes include none. The reason why they
are faster than our FJ scheme is because they use a lower threshold, 0.85, in selecting
the neighboring nodes. This also results in the inclusion of more unqualified links.
With our extensive study of the neighbor join schemes, we can conclude that the
FJ scheme is more balanced in speed of forming the neighbor table with qualified
links and the number of unqualified link being included.
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3.4.3 Fast Link Breakage Detection
For the fast link breakage detection, we mainly focus on two performance metrics,
the delay in the detection and the number of false alarms. As link breakage detection
is not sensitive to the topology, we only study it with the grid topology. For the false
alarms, we study it using both the grid and random topology. We set the simulation
time to one day.
For link breakage detection time, as Figure 3.7 shows, we choose node 99 as the
source node, which is 9 hops away from the sink. Its routing path to the sink is the
diagonal of the grid. We choose node 11, which is on the path, and turn it off during
the simulation. We select 13 different off times, starting from 666.7 to 726.7 minutes
with 5-minutes intervals and perform simulations for each duration of off time.
We study the performance in two scenarios. First, we assume there is no appli-
cation traffic, only hello message are used for detection. Figure 3.8 shows the delay
in detection for the two schemes with the dotted line indicating the average time.
First of all, there is no false alarm for 24 hours of simulation time. Second, node 11
has a total of 8 neighbors with good link quality. If we only use the WMEWMA
estimator, then it takes 75.6 minutes, or 38 hello messages to detect the link break-
age. The best case is 55.4 minutes and the worst case is 95.4 minutes. With the fast
detection scheme, it takes an average of 14.7 minutes for the detection. The best case
is 12.3 minutes and worst case is 15.3 minutes. On the average, the fast detection
scheme is 5 times faster than the WMEWMA estimator. The reason is obvious: for
a good link, it takes the WMEWMA estimator more than one window time for the
link quality fall below the delete threshold while for the fast detection scheme, 7 hello
messages time is enough to detect the breakage.
In second scenario, we turn on the application traffic. We set the threshold value
to five according to equation 3.8. Once the run length of CPL reaches five, the relative
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Figure 3.7 The grid topology for fast link breakage detection
link is assumed to be in the broken state. We let node 99 sends data periodically with
an interval of 20 seconds. As the packet loss is rare before the link becomes broken,
the link breakage can be detected after 5 packets are dropped. The detection time is
between 100 and 120 seconds. The cost is five lost packets. In case there are more
than one source nodes, the detection time can be even shorter.
To observe the possibility of false alarms for the gird topology, we have kept node
99 on to generate application traffic. In a one-day simulation, there are 723 packet
loss events on the path. Among them, 681 of them are single packet lost events and
21 are CPL events with run length two. There is no CPL event with run length
above two. This indicates the fast link breakage detection threshold is large enough


























Figure 3.8 The performance of fast link breakage detection
for light traffic. For the random topology, we conduct the same experiment and the
result is similar. What we like to mention here is that a packet loss event observed
by the sender does not mean that the packet transmission has actually failed. Loss
of an ACK can also trigger a packet lost event at the sender side. We have already
included this condition in equation (3.8).
In case the application traffic is heavy and collisions become the dominating factor
of packet loss, more false alarms are triggered as we did not include the collision factor
in the calculation of the fast link breakage detection threshold. This is evident from
our experiments on the grid topology with the traffic increased by 10 times (with 10
source nodes) and the results show that there are two false alarms. Both of the false
alarms are triggered due to collision instead of transmission error. This indicates
that when we set the detection threshold, we should increase the value of K or Ka
to helping in filter out the false alarms caused by collisions. The value can be 1 or
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2. Although this increases the delay for the real link breakage detection, it helps in
making the routing stable.
The above study shows that our fast link breakage detection is efficient and robust
in filtering out the false alarms when the collisions is rare in a network. When
collisions occur, we should compensate the detection threshold for to filter out the
false alarms.
3.5 Summary
In this section, we have presented fast neighbor join and fast link breakage detec-
tion schemes for the METX-based routing. The performance results show that the
proposed schemes are fast and accurate in turning up the good links and speedy
in discovering any broken link. The two schemes help the METX-based routing in
adapting to the dynamic of links more rapidly.
In case traffic is heavy, collisions may cause some additional false alarms in link
breakage detection. However, as the link breakage detection value is estimated con-
servatively, part of the effect can be alleviated. In case the traffic is very heavy, a
small guard value is needed to filter false alarms triggered by collision. A possible
future work is to include the collision factors in link breakage detection.
It is also applicable to use the proposed fast join and link breakage detection
scheme in a network with burst loss channel. The requirement is that the correlation
time of loss should be less than the sending interval of hello messages. The detection
scheme designed to use the application traffic may not be suitable for the channel
with burst loss. However, the fast detection of link breakage with hello messages still
shortens the delay in detection and thus can improve the performance significantly.
Chapter 4
Routing with Backup Path: Initial
Study
It is known that the transmission power of wireless sensor nodes is rather low. Com-
munications over such channels can be easily disturbed by the environment. They
can be good when there is no disturbance and they can be turned into bad ones when
disturbances appear. In the routing design, we must consider the problem caused by
the moving object. Although we can exclude channels that may be easily affected by
the environment, it increases the cost of data forwarding as these channels are still
useful when there is no disturbance in the network.
Based on the above consideration, in this section, we first observe the impact of
disturbance over the communication on the low power wireless channel. And then
we propose a loop free routing scheme that requires each node to maintain two next-
hops to the sink. One is the primary and the other serves as backup. A node can
switch to the backup next-hop when the primary next-hop is disturbed by moving
objects. It can switch back to the primary next-hop when the disturbance disappears.
Performance results shows that our scheme is robust against the impact of moving
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object on data transmission.
The work presented in this section has been published in [64] and [77].
4.1 An empirical Study of Lower Power Wireless
Channel
Due to the energy constraint, the radio transmission power of sensor nodes is typ-
ically low and usually operates on the level of several milli-Watts. With such low
transmission power, the quality of channel can be easily affected by the environment
factors such as human, animal or vehicle activity in the network. The signal strength
at the receiver may drop several dBs and also vary in a much wider range due to the
blocking of signals by moving objects.
To study the impact of moving objects over the low power wireless channel, we
have done some experiments with the MicaZ sensor platforms. We put two MicaZ
motes in a 40-meter long corridor in an office building with Line-Of-Sight (LOS)
transmission path. We monitor the impact of human body over the communication
channel. Figure 4.1 shows the measurement environment. The node marked with R
is the receiver and its position is fixed during the test. The other node represents
the sender and we vary its location in the test. In the experiments, we choose 15
locations, starting from two meters away from the receiver and moving further at
intervals of two meters, up to 30 meters. Beyond 30 meters, the packet reception is
rather low. The sender transmits 10 packets per second. The transmission time is
evenly distributed. We mimic the disturbance by human walking and monitor the
variation of the signal strength and packet reception rate at the receiver. We set
the radio transmission power to 0.5 mW (the maximum power is 1 mW). The signal
strength value at the receiver side is provided by TinyOS. According to the CC2420
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data sheet, the minimum required RSS for packet reception is -94 dbm. We conduct
two experiments for the channel with same distance, with and without human walking







Figure 4.1 Environment for the Measurement
Figure 4.2 shows an example of the variation of the received signal strength (RSS)
when the distance between the transmitter and receiver is 16 meters, in which ”No
Disturbance” means that there is no human activity and ”With Disturbance” means
that there is human activity. We found that, when there is no disturbance in the
channel, the RSS at the receiver side varies in a narrow range, around 1 dBm from
the mean value. On the other hand, when a moving object appears, the RSS varies
in a much wider range.
Figure 4.3 and 4.4 show the impact of moving objects over mean RSS and packet
reception ratio (PRR). The mean RSS values are averaged over the RSS of the received
packets (about 300 packets) for each measurement. The variances are about 1dB
when no disturbance and 3dB with disturbance. The results indicate that the mean
RSS is lowered by 3dB on average and the degradation is because the LOS signal is
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Figure 4.3 Impact of Disturbance over Mean RSS
blocked by an object (in this case, the human body). The packet reception ratio is
also significantly affected, especially when the RSS is close to the receiving threshold.
The PRR drops significantly when distance equals 28 metres is due to multi-path
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Figure 4.4 Impact of Disturbance over PRR
The results indicate that, with or without the disturbance, the communication
channels show different characteristics in both mean RSS, its variation range and in
PRR. Therefore, we can conclude that, from an overall view, the disturbance from
the environment such as human activity affects the link quality apparently and may
severely degrade the links with weak signal strength. The channel with strong signal
strength is expected more robust to human activity than those with weak RSS.
4.2 Routing with Redundant Path
With the empirical study, we know that the disturbance from environment has signifi-
cant impact on data transmission in wireless sensor networks. It should be considered
in the routing design, especially for the sensor network deployed in a dynamic en-
vironments such as, indoor wireless sensor networks, sensor networks environmental
monitoring or target tracking.
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To reduce impact of disturbance, we can use two solutions to solve the problem.
The first one is to increase the transmission power when disturbance appears. How-
ever, the drawback is that it not only consumes more energy, but also increases the
range of interference. The second solution is to use a backup route. Backup route
is a method frequently used in routing, such as the multi-path routing designed for
Ad Hoc Networks. The drawback is that it is more complicate. Comparing the two
methods, routing with backup route seems to be a better solution.
With the backup route in consideration, we propose a routing scheme that forms
a routing tree with one degree of redundancy. We require that each node x maintains
two parents, namely primary, y and backup z, toward the sink as illustrated in Figure
4.5. The node dynamically switches between the primary and backup links according
to instantaneous link qualities. Here, the primary link is defined as the link from
node x to its primary next-hop and backup link is defined as the link from node x to
its backup next-hop. This is because majority of the disturbances are transient and








Figure 4.5 Routing with Backup
With the proposed routing scheme, prior to each transmission, including retrans-
missions, the MAC layer queries the routing layer on which path it should perform
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the next transmission. The routing layer makes the decision based on the information
from different layers and chooses the appropriate link. Once the decision is made, the
MAC layer performs the transmission on the selected link. This cycle continues until
either the packet is forwarded successfully or the maximum number of retransmissions
is reached. Figure 4.6 shows the procedure of packet forwarding with our design.
Routing:  Decide on which path the
next transmission should be performed











Figure 4.6 The interaction of transmission between routing and link layer
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4.2.1 Primary and Backup path Selections
With our design, the primary next-hop is chosen with the METX criterion only. For
a node x, this selection criterion for selecting its primary path P{x,p} is written as
follows:
P{x,p} = argmini∈R{βx,j} (4.1)
where R is the set of all possible routes from node x to the destination d, and βx,i is
the expected transmission value for a path i from node x to node d. The value of βx,i














where Qf,j and Qb,j are respectively link j
′s quality in forward and backward direc-
tions. The link quality is given in terms of the number of expected transmissions
before a successful transmission. In practice, it can be calculated as the number
of acknowledgments received divided by the number of transmissions over the link
within a time interval. Instead of this, we adopted the WMEWMA approach in [71]
with Hello message to calculate the quality of link j in forward direction as follows:
Qf,j = αQ
∗




where Q∗i,j is the last calculated value and α is exponential averaging parameter. Also,
N̂(τ) and N(τ) are respectively the actual and expected numbers of received Hello
messages within the time interval τ .
Compared to the primary path which is selected as the path with the smallest
METX value among all available paths, the backup path is selected as the path with
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the smallest METX value among all available links that has a received signal strength
above a threshold, S∗, not including the primary next hop. For the node x, the backup
path Px,b is selected as follows:
Px,b = argmini∈R,i6=p{βx,j|Si ≥ S∗} (4.5)
where Si is the average received signal strength at link i. We have such a requirement
because based on our observation in the empirical study, the link with a strong signal
is more robust in tolerating the disturbance.
With the proposed path selection criterion, there are chances that routing loops
will be formed in the following two cases:
• If a node selects one of its children as the parent for the backup link, then a
routing loop is formed when the backup link is turned on;
• If two nodes, x and z, happen to be the parents of backup link for each other,
then a routing loop is formed when both backup links are turned on.
Consider Figure 4.5, let the backup path from node x be i = {{x, z}, {z, .}, . . . {., d}}.
Further define another path j = {{z, .}, . . . {., d}} such that i = j + x, z. Then the
expected transmission value on the primary path i from node x, i.e., βx,p, can be
written as βx,p = βx,i = αa+βz,j. Note that link a is {x, z} that connects node x and
node z.
Theorem 1: Let βx,p and βx,b be the expected transmission values for node x
′s
primary and backup paths, respectively. Routing loop in the two cases given above
can be avoided if βx,b < βx,p + 1.0.
Proof: As illustrated in Figure 4.5, x, y and z are three nodes in the network and
node y is the parent for the default link for x and z is the parent for the backup link.
In the first case of routing loop where z is the child of x and also the parents for
the backup link of node x, according to the definition of expected value calculation,
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we have:
βz,p = βx,p + αa (4.6)
βx,b = βz,p + αa = βx,p + 2αa (4.7)
since αa ≥ 1.0, routing loop occurs only is βx,b ≥ βx,p + 2.0.
For the second case of routing loop where z and x are the parents of the backup
links for them each other, then we have:
βx,b = βz,p + αa (4.8)
βz,b = βx,p + αa (4.9)
Let βx,b = βx,p+δ1 and βz,b = βz,p+δ2. We have δ1+δ2 = 2αa. Since αa ≥ 1.0, for
the above to happen, we have maxδ1, delta2 ≥ 1.0. Thus, routing loop occurs only if
βx,b ≥ βx,p + 1.0.
Combining the two cases, we can avoid both the types of routing loop by ensuring
βx,b < βx,p + 1.0 and thus Theorem 1 is proven.
With Theorem 1, we replace (4.5) with the following criteria for backup parents
selection.
Px,b = argmini∈R{βx,i|Si ≥ S∗andβx,b < βx,p + 1.0} (4.10)
We require that the route of the networks refreshed periodically and a sequence
number is included in the routing messages. When a node receives a route refresh
message with a larger sequence number, it should discard the current routing entry
immediately and select the new paths defined by the messages from current refresh.
4.2.2 Dynamic Link Switch
We assume the maximal number of retransmissions allowed per hop is k. A finite state
machine, as shown in Figure 4.7, determines when to use the default and backup link.
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A value K is used to control transitions between routing states. It determines the
length of time which the routing state machine remains in the backup state. The
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Figure 4.7 Routing State Transition
Primary state: the node uses the primary link for packet forwarding. K is set
to 1 in this state. When the transmissions to the next hop via the primary link fails
after k−1 retires for a given packet, the node infers that disturbance exists and affects
the primary link. Hence, it switches to the Backup state if a backup link exists.
Backup state: the node switches to the backup link for data forwarding and the
last retransmission of the current packet is tried on the backup link. The value of
K is doubled if it is less than the predefined maximum value, Kmax, which is used
to prevent the value of K from growing to an unreasonable value. There is a timer
that monitoring the time for the routing staying on the backup state. Assuming the
period to be T0, when the time reaches K x T0, the node switches to the Transit state.
Transit state: the node switches to the primary link for packet forwarding and
the next outgoing packet is sent on it. If the transmission succeeds, then it transit
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to the Primary state. If retransmission fails after k − 1 retries, it transit back to
the Backup state. In the transition from Transit to Backup state, we apply the
exponential back-off mechanism to avoid frequently switching back to a link that is
blocked for a long time. If there is no packet waiting to be forwarded, then the state
machine transit to Primary state after T0 seconds.
The advantages of the proposed scheme are that it takes both the energy efficiency
and robustness into consideration. We explain them as follows: a) it keeps the most
energy efficient path as the primary path. In case disturbance from environment is
rare, the packet can be delivered through this path and can save energy; b) in case
disturbance appears, the node switches to a robust link immediately. As the last
retransmission of the current packet is performed on a more robust link, the risk of
the packet being corrupted is lowered, and c) the network becomes more stable and
less local repairs are invoked. In case a link is temporarily blocked, as long as the
duration does not exceed a certain threshold, link repair activity can be avoided.
The disadvantage is that the size of the routing table and the cost of routing
maintenance are increased. Another issue of using the backup link in routing is packet
duplication. It can happen when the data packet reaches next hop but the MAC layer
acknowledgment is dropped. The effect has been studied in the simulations and the
impact is insignificant in our view.
4.3 Performance Results
We have implemented the proposed routing scheme using NS-2 and evaluated the
performance of the proposed routing protocol in different network configurations.
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4.3.1 Simulation of the Channel
The NS-2 simulator provides several channel model such as free space, two-ray ground,
Log-Normal shadowing, etc. However, the burstiness of the packet loss observed in
our empirical study cannot be captured by these models. We propose to use a model
that is closer to our observations.
According to our observations, the wireless channel shows different characteristics
with or without disturbance. To capture these effects, we propose to use a channel
model that includes the following factors. First, to simulate the impact of disturbance
on the packet transmission, we assume that the channel alternately stays in two states,
without disturbance (ND) or with disturbance (WD). We assume the time spent by
the channel in each state follows an exponential distribution and the mean times are
denoted as µ0 and µ1. Second, packet loss is bursty as observed in our empirical
study. Thus, we use a Markov model to simulate the packet loss in each state. Figure












Figure 4.8 The Channel Model
As the packet loss characteristics are different for channels with different signal
strengths and different states, we provide different sets of state-transition parameters
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Class Parameters NHA WHA












Table 4.1 Parameters for the Markov Channel
for the links with different signal strengths and in different states. We classify the
links with mean signal strength (MSS) in ND into three classes. Specifically, class 0
is for the links with MSS above -85 dbm. The impact of disturbance over these types
of links is trivial. Class 1 is the links with MSS between -90 to -85 dbm. The impact
of disturbance over such types of links is noticeable. The third class, class 2, is the
links with MSS between -94 dbm to -90 dbm. The impact of disturbance over such
link is serious. The state transition parameters are shown in Table 4.1 for links that
fall in different classes and different states, which is derived based on the data traces
collected from a separate empirical study, by analyzing the run length of packets in
success and failure states.
We have implemented the model described above in NS-2. In our implementation,
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Configuration Item Parameters
transmit Power 0.5 mW
Receiver Sensitivity -94 dBm
Bandwidth 250 kbps
Packet Size 45 bytes






Table 4.2 Simulation Configuration Parameters
the states of the link, whether disturbance is present or not, are independent for
different links. Other simulation parameters we use are similar to those used in
Chapter 3 except we change the path loss exponent of the Log-Normal shadowing
model from 2.6 to 4 to make it closer to an indoor environment. With these settings,
all links with a distance less than 10m are class 0. Class 1 links have a range of
10-15m and Class 2 links have a range of 15-20m.
In the performance study, we set up three types of topology: string, grid and ran-
dom. The key performance metrics are the end-to-end PDR as a measurement for ro-
bustness, the transmission cost, which is defined as total−number−of−transmissions−performed
total−number−of−packet−received−by−the−sink
as a measurement for energy efficiency and packet duplication.
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4.3.2 String Topology
For the string topology as illustrated in Figure 4.9, we set up a network with 11 nodes,
with the left most node, node 0, as the sink and others as data sources. The distances
between adjacent nodes are the same. We vary the distance between the nodes, viz.,
6, 7 and 8 meters, so that various combinations of links in different classes appear in
the network. With different distances, the link classes contained in the network are
different. For example, with a distance of 6, all classes of links appear in the network
while for a distance of 7 meter, only class 0 and 1 appears in the network. Class one
links are represented by thick lines and class 2 links have a smaller arrow heads than
class one.
Figure 4.9 shows the routing tree and the backup links built with our routing
scheme. Due to packet loss and collisions, route discovery requests may be lost over
certain links and thus cause the path to be suboptimal. For example, in Figure 4.9(b),
there is no backup link for node 8 due to the loss of route discovery packets. The
same case appears in Figure 4.9(c), where node 10 misses the route request from 8
and thus it chooses node 9 as its parent. Although some nodes fail to find a backup
link, most of them are able to find one.
To show the robustness of our routing protocol, we compare the end-to-end PDR
and the relative cost incurred with and without the backup link. We conduct a series
of experiments for each configuration. In the experiments, we first turn off the backup
link and use only the default path. We let each node send packets to the sink at a
rate of 12 packets/minute and we run the simulation for 4 hours of simulated time.
Only one node sends packets in each experiment. After that, we turn on the backup
link and repeat the experiment.
Figure 4.10 shows the end-to end PDR where WB represents with backup link and
NB for no backup path. The results show that the end-to-end PDR has obviously
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Figure 4.9 The Routing Path for String Topology
improved, especially for the case (a) and case (c). The improvement becomes more
obvious when the lengths of paths increase. For example, for node 10, the PDR
improved from 0.795 to 0.968. The best improvement of 20% is achieved by node
8. Similar results can be observed in configuration (a). For configuration (b), the
improvement is not that significant. It varies between 0 − 5%. The reason is that
the difference of link class contained in the network. In configuration (b), only class
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0 and 1 links appear in the network. For these types of links, bulk packet loss does
not happen frequently as the impact of disturbance over them is not that significant.
The improvement by the backup links is not very obvious in such situation. On the
other hand, in configurations (a) and (c), as class 2 link appears in the network and
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Figure 4.10 The Packet Reception Ratio for String Topology
Figure 4.11 shows the mean cost in delivering a packet from source to the sink with
and without backup link. The cost is measured as the mean number of transmissions
invoked in the network. We find that the mean cost is almost the same with and
without the backup link. The reason is because, although the backup link increases
path length, it reduces the retransmission at the same time. As we have mentioned
before, one phenomenon of using the backup link is the packet duplication. For the
string topology, the average duplication ratio is about 3%.
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Figure 4.11 The Mean Cost for String Topology
4.3.3 Grid Topology
For the grid topology, we set up a network of 10 x 10 grid. The distance between
adjacent nodes in the horizontal and vertical axes is 9 meters so that all classes of
links appear in the network. We set the bottom-left node, node 0, as the sink and
the top-right node, node 99, as the source. The source generates data at a rate of 12
packets/minutes. Figure 4.12 shows the primary and backup link constructed with
our routing algorithm. Only the links that might be used in forwarding packets from
node 99 are shown. As expected, all the nodes except node 1 and 10 find backup
links. Due to channel impairment and collisions, the primary path from node 99
is not optimal (the optimal one should be the diagonal of the grid). We show the
performance results with and without backup link in Table 4.3. Without the backup
link, the end-to-end PDR is low, 0.792, and the mean cost is 11.71 transmissions.
But if we use the backup link, the PDR increased to 0.983 and the cost is reduced to
11.14 transmissions. The packet duplication ratio is about 5.7%.
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Figure 4.12 The Routing Path for the Grid Topology
Configure PDR Cost Duplication
No Backup 0.792 11.71 0
With Backup 0.983 11.14 0.057
Table 4.3 The PDR and cost of Grid Topology
4.3.4 Random Topology
For the random topology, we place 100 nodes randomly in a square region of 100 x 100
meters. We put a sink at (5.0, 5.0) and a source node at (95.0, 95.0). The packet rate
remains the same, 12 packets/minute. Figure 4.13 shows the routing path and the
corresponding backup next hops that may be used to transmit packets from node 99
to the sink. The routing path is more complicate than the string and grid topology.
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As the figure shows, with our routing scheme, the primary path length is 8 hops. It
consists of seven class 2 links and one class 1 link. Without the backup link, the
end-to-end PDR could be very low as majority of links on the primary path is class
2 and they are weak in tolerating disturbance. According to the results from the
string topology, the PDR of a single class 2 link is about 0.92 and for a class 1 link is
0.98. With seven class 2 links and one class 1 link, the end-to-end PDR theoretically
equals to 0.927 x 0.98 = 0.547 when packet losses are independent for different links
and this is verified by the simulation results. Without backup links, the PDR is
0.619 and the mean transmission cost is 13.98. With backup links, the performance
has improved significantly. The PDR reaches 0.983, about 36% percent higher than
without backup links. The mean cost has been reduced by 0.93 to 13.05. The rate of
packet duplication is slightly higher, 0.135, due to the presence of many class 2 links
in the route. However the mean cost is still lower than without backup link.
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Figure 4.13 The Routing Path for the Random Topology
4.4 Summary
In this chapter, we have proposed a robust and energy efficient routing scheme for
the WSN with environmental disturbance. Environmental disturbance affects the
packet delivery. We find that if we include the low quality channel in the routes, bulk
packet loss may happen when disturbances appear; if we exclude them, costs(energy
efficiency) of packet delivery may be increased (reduced) as the path becomes longer.
To make the routing robust and energy efficient, we propose to choose a backup link
with strong signal strength when selecting routes. The default link, which belongs
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to the most energy efficient path, may be a link with weaker signal strength, is used
when there is no disturbance. When disturbance appears, data packets are delivered
over backup link. The node tries to switch back to the default link after a certain
period to reduce packet delivery cost. With such a method, the performance results
show that the end-to-end PDR has been improved significantly without increasing
the cost. It even lowers the cost although duplicated packets exist due to the lost of
MAC layer acknowledgments.
Chapter 5
Reducing Transmission Cost with
Help of Backup Path
In Chapter 4, we have proposed a robust and energy efficient routing scheme that
requires each node maintain two next-hops if possible so that when the primary path
becomes bad, the node can switch to the backup for data forwarding. In this chapter,
we further investigate the potential of this scheme in reducing the transmission cost
given that the knowledge of the channel is known.
In the study, we find that it is very difficult to accurately estimate the routing
cost and channel state when using the hierarchical Two State Markov Channel in the
study. Therefore, to simplify the work, we model the channel with a normal Two
State Markov Chain (TSMC). In the future, we can further extend the work step by
step to the hierarchical Two State Markov Channel model used in previous chapter.
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5.1 Overall Design
To reduce the transmission cost with help of backup path, firstly we have to estimate
transmission cost accurately so that the node can make a better decision in routing
and forwarding path selection. The cost calculation method provided in Chapter 4
does not consider the channel characteristics and the scheduling of data over the two
paths. Secondly, the data scheduling policy over the two paths is designed to make
the route robust to over the disturbance from environment instead of reducing the
transmission cost. In this chapter, we modify it to forward the data packet based
on the current transmission cost over each path. A node always chooses the path
with smaller transmission cost when forwarding the current packet. This requires the
nodes to know the current channel state and then make the right decision.
With the above modification in the design, in this chapter, we first give a brief
definition of the TSMC channel and followed by methods for the overall transmis-
sion cost calculation. We also make a slight modification in path selection which is
presented in Section 5.4. In section 5.5, we introduce our method in channel state
estimation. In section 5.6, we present the simulation results and finally we summarize
our study.
5.2 Channel Model
From the experiment, it is obvious that a channel may operate in two different states,
with or without disturbance caused by the moving object, and have different packet
reception ratio when states are different. This property is quite similar to the TSMC
model that has been widely used to describe the communication channel with burst
errors. With the TSMC model, there are two states, namely Good and Bad. In
the Good state, the channel has higher reliability in data transmission while in bad
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state, the reliability is low. With the above considerations, it is still reasonable to
use TSMC to model the channel with disturbance. We show state transition model






Figure 5.1 The TSMC Channel Model






The stable distributions of states are:







We use Ts to represent the state transition interval; that is, after each time period
Ts, a state transition may happen. As the disturbance from moving objects may last
for seconds in a real environment, the value of Ts should also be at the magnitude
of seconds, which is much longer than the time for the data transmission. Thus, its
behavior is more like a slow fading channel. We assume that the states of different
channels transit independently but the transition matrices are the same. We use
P (S, li) to represent packet delivery ratio when a link li is in state S = {B,G}. We
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assume the feedback channel is perfect and acknowledgements (ACKs) can always
reach the sender.
5.3 Transmission Cost Calculation
For a single path route with ETX as path selection criteria, each node calculates
its ETX value to the sink and then informs other nodes of the value for route es-












where Qf (li) and Qb(li) denotes the forward and backward quality of link li.
Equation (5.4) is suitable for a random loss channel. As the underlying channel is
TSMC channel in our study, we cannot use equation (5.4) to derive the transmission








Note that we have assumed the feedback channel to be perfect. As the state transition
interval for the channel (usually in seconds) is much longer than the interval for
retransmissions (in milliseconds), we can ignore the possible state transition that
happened during the transmission and retransmissions of the same packet.
For single path routing, we can use (5.3) and (5.5) to calculate the ETX value
of a path. However, for the routing scheme proposed in this thesis, we need to
consider both next hops in the estimation. Therefore, we make some changes over
the transmission cost calculation. We first make some definitions as follows:
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• X: the current node.
• Ni: i = 1, 2, the selected two next hops of node X.
• li: i = 1, 2, the channels from node X to node Ni.
• Si: the current state of the link li. It takes the values of S1 and S2.
• Ps(S1, S2): the probability of the two links in state B and G respectively at a
given time epoch.
• ETX(X,S1, S2): the ETX value of node X when the two links are in state S1
and S2, respectively.
With the above definition, we have:
Ps(G,G) + Ps(G,B) + Ps(B,G) + Ps(B,B) = 1.0 (5.6)





With the two next hops, and our aim is to select the link that leads to lower ETX








Therefore, we can represent the ETX(X) as follows:
ETX(X) = Ps(G,G)ETX(X,G,G) + Ps(G,B)ETX(X,G,B)
+Ps(B,G)ETX(X,B,G) + Ps(B,B)ETX(X,B,B) (5.9)
With above definition, we know how to calculate the transmission cost of given
node when channel can be described with TSMC model when two next-hops are
available. Certainly, the channel should be a slow fading channel and packet loss over
the feedback channel are negligible.
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5.4 The Route Selection Method
For a given node X, it may receive many routing messages from its neighbors during
route refreshment period. Not all the neighbors are suitable for routing. Therefore,
we denote those neighboring nodes that are eligible for routing as {Ni|i = 1, 2, . . . , K}
and the channels from X to these nodes are {li|i = 1, 2, . . . , K}. If a node’s memory
is large enough, it can buffer all the received path information and select the pair that
achieves the minimal ETX values as its primary and backup next-hops. However, for
a platform with limited memory, it is impractical to employ such a strategy. To make
the path selection practically useful, we propose to use a sub-optimal path selection
algorithm as follows.
We define a function ETX(X, li) to represent the expected transmission cost from
node X to the sink via link li and calculate its value as follows:
ETX(X, li) = ETX(li) + ETX(Ni) (5.10)
We require that a node always chooses the next hop that leads to minimal ETX(X, li)
value as the primary next hop. We name the link to it as the primary link and denote






where Ni is the next-hop of X connected by li.
To select the next hop for backup, we have two main considerations. First, it
should be able to help in reducing the overall transmission cost. Second, we require
that the routing paths should be loop free. To meet these two requirements, ETX(X)
must be greater than the ETX values of its two next-hops. We denotes the link
to backup next-hop as lb and the requirements for backup path selection can be
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represented as follows:
ETX(X) < min{ETX(X, lp), ETX(X, lb)} (5.12)
ETX(X) > max{ETX(Np), ETX(Nb)} (5.13)
where Np and Nb are the selected primary and backup next-hops of node X
To make the routing loop free, besides the requirement stated in (5.12) and (5.13),
we also require that the routing discovery message contains a sequence number that
is increased by one each time the sink refreshes the route. Upon receiving a routing
message with a larger sequence number, a node must clear the old route information
and does the path selection again. It rebroadcasts the routing message when its route
is updated. A node is not allowed to increase its transmission cost unless it receives
a routing message with a larger sequence number than its own. In the following, we
prove that the loop can be avoided if above conditions are satisfied:
Proof: Assuming at time t, a routing loop, (X1, X2, . . . , Xn, X1), is formed with
n nodes; and Xi is the parent of Xi+1 and Xn is the parent of X1. With our path
selection method, a node Xi+1 may chooseXi as its next hop only if SXi(t) ≥ SXi+1(t),
where SXi(t) is the sequence number of node Xi at time t. This indicates that
SX1(t) ≥ SX2(t) ≥ . . . ≥ SXn(t) ≥ SX1(t) and thus we can derive that SX1(t) =
SX2(t) = . . . = SXn(t).
As the sequence numbers for all nodes in the loop are the same, the ETX values of
node Xi, i = 1, 2, . . . , n are calculated during the same routing refresh cycle. For node
Xi+1 and its next-hop Xi, both of them keep the value of ETX(Xi). However, the
value can be different due to channel impairment. We denote the value of ETX(Xi)
at node Xi+1 as ETX(Xi)
′
. As our protocol requires that the value of ETX(Xi)
can only be decreased given that the sequence number is the same, thus we have
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ETX(Xi) ≤ ETX(Xi)′ . Based on requirement described in (5.13), we know that
ETX(Xi) < ETX(Xi+1). Therefore, we can derive ETX(X1) < ETX(X2) < . . . <
ETX(Xn) < ETX(X1). This cannot be true as it leads to ETX(X1) < ETX(X1).
Hence, we can conclude that no routing loop can be formed with our path selection
algorithm.
The above follows the proof in [50]. The difference is we use the transmission cost
instead of hop count in our path selection.
5.5 Channel State Estimation
Given that two next hops are available, a node has to make a decision when trans-
mitting a packet to the next hop. In our design, the routing layer makes a decision by
comparing the current ETX values over the links to next hops and chooses the link
lead to a smaller ETX value for the next transmission. The estimation of the current
ETX value is based on the channel state information, the reliability of the channel in
the current state and the ETX values of the next hops. With the TSMC model, as
packets may be dropped in both states, a node can only estimate the current channel
state with certain confidence instead of knowing the exact channel state.
In our study, we use the Bayesian approach in estimating the channel state. The
Bayesian approach provides a mathematical rule to correct the existing beliefs in view
of new observations. In our scheme, each time the routing layer observes transmission
success or failure at the link layer, it updates its belief on the state of the channel
with the Bayesian rule. The belief is the probability of the channel being in good or
bad state at the current epoch. The success or failure of a transmission is provided
by the Media Access Control (MAC) layer based on whether an acknowledgment has
been received or not after a transmission.
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With the Bayesian approach, a node needs to estimate the channel state before and
after each transmission. The estimation performed before a transmission is used to
make the decision of choosing next hop. The estimation performed after transmission
corrects the current belief on channel states.
In the following, we will show how to estimate the channel state before and after
each transmission.
5.5.1 Channel State Estimation before a Transmission
Assuming at time t, node X intends to forward data packet to one of its two next
hops, Ni over link li, where i = {p, b}. To estimate the probability of channel li in
each state, we define a vector, V (li, t) = (vG(li, t), vB(li, t)), to denote the probabilities
of li in each state, G and B, at time t. We denote the time that node X finished
the last transmissions on link li as t0,i and we use τi = t − t0,i to represent the time
elapsed since then.
Given that no transmission has been made on link li in forwarding the current
packet yet, the values of V (li, t) depends on V (li, t0,i), which is known to the routing
layer, and the number of state transitions that may happen during τi. With our
definition, the state transition interval for the TSMC model is T0 and hence the
number of state transitions happening during τi is a random variable. We denote it








Yi = mi + 1
0 others
(5.14)
in which mi = b τiT0 c. It is derived based on the occurring time of the first state
transition epoch after tj,0.
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bb represent the k-step transition probability
of the channel. We define p(0)gg = p
(0)




bg = 0.0 for the case that no
state transition happened during τi.
Given that transmissions have been performed on link li in forwarding the current
packet, the interval between the retransmissions is quite short and the probability of
state transitions happening during such a short interval is trivial. We assume that
no transition happened during τi and thus can approximate it as V (li, t) = V (li, ti,0).
With the distribution of states on each channel, a node derives the current ETX
value via each link as follows:







Node X then compares the ETX values, chooses the link with the smaller value
and performs the next transmission on it.
5.5.2 Channel State Estimation after a Transmission
Assuming at time t1, node X finishes a transmission which started at time t on
link li. It should then update the channel state according to transmission outcome.
We define a random variable, Tx(li, t, te), to denote the transmission performed on
li starting at timing t and end at te. The end time te refers to the time epoch of
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either acknowledgment is received or the transmission has time out. A transmission
may end in two possible states, success or failure. Therefore, the random variable
Tx(li, t, te) can take two values, S and F , representing success and failure respectively.
Given that Tx(li, t, te) = S happens, with Bayes’ rule, we should first derive the
prior probability, or the probability of S happening at time te estimated at time t, as
follows:
P (t, Tx(li, t, te) = S) = P (t, E(li, t, te) = S|S(li, t) = G)P (S(li, t) = G) +
P (t, E(li, t, te) = S|S(li, t) = B)P (S(li, t) = B) (5.18)
where P (t, Tx(li, t, te) = S) is the probability of the transmission being successful on li
at time te estimated at time t. P (t, E(li, t, te) = S|S(li, t) = G) and P (t, E(li, t, te) =
S|S(li, t) = B) are the probability of the transmission being successful on li at time
te estimated at time t when channel is in state G and B respectively; S(li, t) denotes
the state of link li at time t.
After observing the event S at time te, the probability of li being in each of the
two states at time te is re-estimated as:
vG(li, te) = P (S(li, t1) = G|Tx(li, t, te) = S) = PG(li)vG(li, t)
P (t, Tx(li, t, te) = S)
(5.19)
vB(li, te) = 1.0− vG(li, te) (5.20)
Similarly, before the transmission, the estimated probability of F happening at
time te is:
P (t, Tx(li, t, te) = F ) = (1− PG(li))vG(li, t) + (1− PB(li))vB(li, t) (5.21)
With the observed event Tx(li, t, te) = F at te, the estimated channel states with
Bayes’ rule are as follows:
vG(li, te) = P (S(li, te) = G)|Tx(li, t, te) = F ) = (1− PG(li))vG(li, t)
P (t, Tx(li, t, te) = F )
(5.22)
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And with vG(lj, ts) known, we can derive the vB(lj, ts) with (5.20).
Using equation (5.14)-(5.22), the channel state can be estimated before and after
each transmission, and node X then can use them to make the transmission decision.
5.6 Performance Results
To study the performance of the proposed multi-path routing scheme, we implement
the routing protocol together with the TSMCmodel in the NS-2 network simulator [3].
For the MAC and physical layer configuration, it is the same as we configured at
previous chapter. The only difference is the implementation of TSMC channel model.
The TSMC model is implemented at the physical layer with a state transition interval
T0 = 1.0 second. Its state transition parameters are shown in Table 5.1, which leads to
a 75% of time in state G and 25% of time in state B. The path loss model determines
the mean signal strength when the channel is in state G, and the TSMC model
determines the signal variation, including the degradation of mean signal strength
when channel is disturbed by the moving object and the variation of signal in each
state. In our study, we set the signal degradation to be 3dB when channel falls in state
B and the standard deviation of signal variation in state G is 1dB and in state B is
4dB. The setting of these parameters are based on the observation from experiments
with MicaZ platform as discussed in Chapter 3. Figure 5.2 shows the variation of
link quality over distance. The differences of link quality for state G and B become
obvious when the mean RSS in state G is below −85dBm. In our study, we require
that only links with overall link quality above 0.7 is eligible for routing. We set the
maximum number of transmissions per hop to 3, which is the same as in [72].
To show the basic features of our routing scheme, we first focus on a simple
topology, a network with four nodes, as Figure 5.3 shows. They form a 2x2 grid
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Figure 5.2 The Variation of Link Quality
with node 0 as the sink. The distances between the adjacent nodes in horizontal
and vertical are 12 meters. The distance of diagonal links are 17 meters. With our
proposed routing scheme, node 1 and 2 have no backup link as no other paths can
help them in reducing the cost to the sink. For node 3, it finds two next hops, one
is the sink and the other is node 1. In fact, it can also select node 2 as backup. The
transmission cost of the direct link from 3 to 0 is 1.52 and the transmission cost via
node 1 is 2.07. However, the joint cost is 1.29, which is lower than any of them. With
the two next hops, the node 3 will use primary path when the probability that it
is in state G is high. When the probability of the channel being in state G is low,
it always use the backup next hop for forwarding. For the backup link, even if it is
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in bad state, it may still in good quality. Note that the bad state here means the
channel is blocked by the moving object. It can still be in a good condition when the






Figure 5.3 The Grid Topology
To understand how the transmission decision is made based on the estimated
channel states with Bayes rule, we let node 3 start transmission at time 107.0 second
with a rate of 2 packets per second. Figure 5.4 shows the actual channel state of
primary link, the estimated states of it and how the decision is made by the node
3. In the figure, the line named ”State” represents the actual channel state of the
primary link. When it is in state G, the value is set to 1.0, and while in state B,
the value is the set to 0.0. The line labeled as ”Guessed” represents the probability
of the channel being in G state estimated with the Bayesian approach. The line
labeled as ”Threshold” represents the decision threshold. When the probability of
the channel state being G is greater than the threshold value, the node uses the
primary link for transmission. On the other hand, if the probability of the primary
5.6 Performance Results 88
link being in state G falls below the threshold, it performs the transmission on the
backup link. Transmission failure reduces the estimated probability of the link being
in state G. When the actual channel state is G, majority of the failures are single
and none of them has led to a wrong decision in transmission path selection. On
the other hand, when the link really falls into state B, the estimated probability of
the channel being in state G is reduced rapidly and the node switches to the backup
link for transmission. After the node chooses the backup link for data transmission,
as no transmission is made over the primary link, the node estimates the channel
state based on the state transition matrix. As time elapses and the probability of the
channel being in state G increases naturally, it eventually tries to send packets on
primary link and then updates its belief on the channel states. We can observe this
from figure 5.4 that the node 3 tries several times in sending a packet on the primary





















Figure 5.4 The state estimation with Bayes rules
Now we look at the performance achieved with our algorithm and compare it with
single path METX-based routing. With the backup link, the reliability reaches 99.9%.
The actual transmission cost (ATX), defined as the total number of transmissions
made divided by the number of packets received, is 1.392 transmissions per packet.
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Given a perfect channel state detection scheme, the mean transmission cost should be
able to reach 1.29. That is, the inaccuracy of estimation increases the transmission
cost. However, if we only use the direct link to the sink, the reliability drops to 93.7%
and the actual transmission cost is 1.43. The results show that the proposed scheme
can improve reliability and reduce the transmission cost at the same time. This is a
very good property for data forwarding.
With the basic understanding of the scheme through the 2 x 2 grid, we further
study it in a more general scenario. We place 100 nodes randomly in a square region
of 100 by 100 meters as shown in Figure 5.5 with the sink at the bottom left corner.
We let each node send one data packet to the sink every two minutes and compare
the performance between our scheme and METX-based routing. As our scheme is a
kind of multi-path routing, we use MP to represent it in the figure. For METX-based












Figure 5.5 The Random Topology
We first observe the ETX value and the ATX value in delivering data packets
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to the sink for nodes with different hop count. The values for mean ETX and ATX
here take the average values of the nodes that have the same number of hops. Figure
5.6 shows the results. Both the ETX and ATX values for our scheme are lower than
METX-based routing. This indicates that our scheme can reduce transmission cost
by scheduling the traffic over multiple paths. The improvement in ATX is about
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Figure 5.6 The ETX and the ATX
The end-to-end reliability achieved with both schemes are showed in Figure 5.7,
which averaged over the nodes with the same hop count. Our scheme performs much
better than METX-based routing. The improvement becomes obvious when the hop
count is more than four. The maximum improvement is about 13% when the hop
count reaches 10.
Figure 5.8 shows the delay achieved with both schemes. The delay achieved with
our scheme is a little bit higher than METX-based routing. The difference is about
than 5%. The reason is because, for METX-based routing, more data packets are
dropped before they reach the sink. These packets usually require more retransmis-
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sions and therefore delays are longer when they reach the sink. With our scheme,
































Figure 5.8 The end-to-end delay achieved with or without backup link
With the above analysis over both grid and random topology, we can conclude
that the use of the backup link at each hop can not only reduce the transmission cost,
but also improve the end-to-end reliability by avoiding a link when it becomes bad.
The channel state estimation algorithm based on the Bayes’ rule works soundly in
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reducing cost and improving the reliability. The proposed routing scheme is robust
over slow varying channel and suitable for networks with link quality fluctuations
caused by moving objects.
5.7 Summary
In this chapter, we have proposed a robust and reliable routing scheme for low power
wireless sensor networks in which data transmission may be adversely affected by
moving objects. We assume the channel that is subject to disturbances caused by
moving objects can be described with the TSMC model. We then propose a routing
scheme that allows the nodes to select two next-hops, primary and backup, if the
backup can help in reducing the transmission cost. To use the two next-hops for data
forwarding, we schedule the data transmission at the link layer based on the channel
states estimated with Bayes’ rule. It helps in avoiding transmitting data when the
channel quality becomes bad. Simulation results show that the proposed routing
scheme is robust and energy efficient in the presence of disturbances. Comparing to





In our previous work on routing with backup path, we have studied how it increases
the reliability with a simple route switching mechanism and how it reduces the trans-
mission cost with the help of the Bayes’s rule in transmission path selection. In this
chapter, we further investigate its potential in improving the end-to-end reliability
given that the channel characteristics and the reliability information at parents nodes
are available. We have converted the scheduling of link layer transmissions over two
next-hops into a Markov Decision Process. An abstract decision process for the de-
cision process is provided without considering the channel characteristics. It can be
extended to a concrete decision process when channel characteristics are known. In
this thesis, we have extended it to two kinds of channels, the random loss channel
and Markov channel. Methods for searching the optimal decisions that maximize the
end-to-end reliability have been provided.
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6.1 Objective of Optimization
In Chapter 4 and 5, we have proposed that each node in the network maintains two
next-hops toward the sink. Transmissions, including the retransmissions at the link
layer, can be performed on both links to the next-hops. We also provide transmission
scheduling methods in Chapter 4 and 5 for different purposes and they determine
which of the two next-hops a node shall put the next transmission on.
The scheduling defined in Chapter 4 is simple and does not depend on the accurate
link layer information. It can be easily implemented in a real system. However, the
results achieved with it may be sub-optimal. The scheduling scheme is designed in
Chapter 5 is for the purpose of reducing the transmission cost. In this chapter, we
further explore this scheme to find out to what extent the two next-hops can help in
improving the end-to-end reliability. We require that, prior to each transmission, the
routing layer makes the decision based on the constraints from the different layers
and chooses the appropriate link that maximizes the end-to-end reliability. The link
layer then performs transmission on the selected path.
With the proposed transmission scheduling scheme, we need to figure out the
factors that affect scheduling decision. We have identified them as follows:
• Instantaneous channel reliability: even if a channel is good, when it is
experiencing extended fading, transmitting on it may cause a packet to be
dropped at this hop.
• Reliability at the parent nodes: higher reliability means higher chance of
reaching the destination once the packet reaches the next hop.
• Remaining number of transmissions at the current hop: when the num-
ber is large, the risk of a packet being dropped at this hop is low. In such a
situation, the reliability at the parent node is more important. However, when
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transmission failure happens and the remaining number of transmissions be-
comes smaller, the risk of a packet being dropped at this hop increases. In such
a situation, the instantaneous channel reliability becomes more important and
transmitting the packet on the more reliable local channel becomes a better
decision.
Naturally, finding the optimal decision policy is a decision problem. In the follow-
ing section, we will focus on how to create decision processes with these constraint
factors.
6.2 Introduction to Markov Decision Process
Markov decision processes (MDPs) provide a mathematical framework for modeling
decision-making in situations where outcomes are partly random and partly under the
control of the decision maker [2]. It has been widely used for problem optimization
and reinforcement learning. The scheduling of link layer transmission is also a decision
problem and thus we can get the help from MDP in solving the scheduling problem
at link layer when two next hops are available.
With a Markov Decision process, it usually consist of:
1. A set of decision epochs.
2. A set of system states.
3. A set of available actions.
4. A set of state and action dependent immediate rewards or costs.
5. A set of state and action dependent transition probabilities.
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At each decision epoch, the system state provides full information for the decision
makers choose an action from the available action set at that state. As a result of
choosing an action, the decision maker receives some rewards and the system evolves
to next state. With Markov Decision Process, when the current state at time t is
known, transitions to a new state at time t+1 are independent of all previous states.
For Markov Decision Process, given that the states of a process is finite or count-
able and the actions for each state are countable, then there exists a deterministic
Markovian policy which is optimal. We can then use the backward induction, or dy-
namic programming, for searching the optimal decision. Therefore, in the following
subsections, we will show how to build a decision process for our problem and how to
find the optimal policy with the backward induction algorithm.
6.3 An Abstract Decision Process
With the constraint factors identified, we can simplify the transmission scheduling
problem by focusing on a common scenario faced by nodes that have two next-hops.
It consists of three nodes, an arbitary node X and its two next-hops, Y and Z. We
denote the channel from X to Y and Z as lxy and lxz respectively. We denote the
end-to-end reliability at node Y and Z as Ry and Rz. We denote the maximum
number of transmissions allowed at each hop as K. We assume that the feedback
channel is perfect.
We know that channel characteristics is one of the major constraints in determin-
ing optimal policy and there are many different types of wireless channels such as
random loss, Markov, etc. In this section, we first define an abstract decision process
that does not take any particular channel model into consideration. It serves as a
framework and we can extend it to an actual decision process when the channel model
6.3 An Abstract Decision Process 97
is given.
As we know, for a decision process, there are five key components, the decision
epochs, states, actions, rewards and state transition probabilities [56]. We define the
components for the abstract decision process as follows:
• Epochs: as node X has to make a decision for each transmission, with K
transmissions at link layer, the decision process requires K +1 decision epochs,
one for each transmission and one for the terminal state after allK transmissions
have been performed.
• States: firstly, the states for a decision process can be classified into two classes,
terminal states for forwarding already finished and the intermediate states for
forwarding not finished yet. For the terminal states, we define three states for
them, namely sy, sz and sf , where sy = {transmission has succeeded on lxy};
sz = {transmission has succeeded on lxz}; and sf = {allK transmissions failed}.
For the intermediate states, we define them as sx = (rxy, rxz), in which rxy and
rxz are real numbers in (0.0, 1.0). They represent the instantaneous channel
reliabilities of lxy and lxz respectively. As the instantaneous channel reliabilities
may vary over time, the number of states can be infinite and uncountable. If the
number of states is countable, there exists optimal policies that is Markovian [56]
and we can find them easily using the backward induction algorithm. It is
possible to reduce the number of states to finite or countable when the channel
model is known. We denote the set with all intermediate states as Sx = {sx =
(rxy, rxz)|rxy, rxz ∈ (0.0, 1.0)}.
• Actions: these are the actions of performing transmissions on different chan-
nels. As each node has two next hops, we define two actions, ay = {performing
the transmission on channel lxy} and az = {performing the transmission on
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channel lxz}. The actions are only available for states in Sx.
• Rewards: as our objective is to maximize the end-to-end reliability, we choose
it as the rewards. When a transmission fails, its contribution to end-to-end
reliability is zero, and hence the reward is zero. Given that a transmission
succeeds, the probability of the packet reaching its destination equals to the
end-to-end reliability of the corresponding parent node. We list the rewards for
a state st ∈ Sx as follows:
rt(st, ay, sy) = Ry (6.1)
rt(st, az, sz) = Rz (6.2)
As the rewards depend on the results of actions, we need to determine the
expected rewards. They are used in searching for the optimal policy. To do
that, we first define a function that takes the value of instantaneous channel
reliability from an intermediate state, sx = (rxy, rxz), as follows:
r(lxy, sx) = rxy (6.3)
The expected rewards for a given state, st, can be represented as follows:
rt(st, at) =

r(lxy, st)Ry st ∈ Sx and at = ay
0 st ∈ Sx or St ∈ sy, sz, sf
r(lxz, st)Rz st ∈ Sx and at = az
(6.4)
As no action is available for the terminal states, the rewards for them are zero.
• State and action dependent transition probabilities: without a concrete
channel model, we can only derive those transition probabilities from the in-
termediate states to the terminal states. These transitions are invoked either
by a successful transmission or by the failure of the Kth transmission. For
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∀st ∈ Sx, t = 1, 2, . . . , K, the probabilities of transiting from st to sy and sz are
r(lxy, st) and r(lxz, st) respectively, and the probabilities of the process transit-
ing to sf are 1 − r(lxy, st) and 1 − r(lxz, st) given t = K. For the transition
probabilities among intermediate states, we cannot derive them yet as they
depend on the actual channel characteristics. Therefore, we use an abstract
function, pA(st+1|st, at) to denote them, where st, st+1 ∈ Sx
From the above analysis, we have drawn the state transition diagram for the















Figure 6.1 The Abstract Decision Process
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Decision epochs:
T = {1, 2, ..., K + 1} (6.5)
States:
S = {sy, sz, sf , sx = (rxy, rxz)|rxy, rxz ∈ (0, 1.0)} (6.6)
Actions:




r(lxy, st)Ry st ∈ Sx and at = ay
0 st ∈ Sx or St ∈ syszsf
r(lxz, st)Rz st ∈ Sx and at = az
(6.8)
Transition probabilities: Given st ∈ Sx and at ∈ A, we have:
p(st+1|st, at) =

r(lxy, st) if st+1 = sy and at = ay
1− r(lxy, st) if st+1 = sf and at = ay
1− r(lxz, st) if st+1 = sf and at = az
r(lxz, st) if st+1 = sz and ax = az
pA(st+1|st, at) if st+1 ∈ Sx
(6.9)
We denote the possible policy as pi = (d1, d2, . . . , dK), in which di = ay or az.
There are a total of 2K different policies.
Once the channel model is given, we can extend the abstract decision process to
an actual decision process by finalizing the set of Sx and replacing the pA(st+1|st, at)
with real state transition probabilities. We can then search for the optimal policy
based on the extended process.
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6.4 Random Loss Channel
The random loss channel is an important type of wireless channel. In this section,
we first derive the decision process for random loss channel and use the backward
induction algorithm to find the optimal scheduling policy. Then we provide a simple
method for finding the optimal policy rapidly without using the backward induction
algorithm.
6.4.1 The Decision Process
An important property of the random loss channel is that packet losses are not
correlated. For a given channel, its reliability is time invariant. Applying this
property to the abstract decision process, Sx reduces to a set with one element,
Sx = {sx = (rxy, rxz)}. The state transition probabilities for intermediate states is
reduced to the self transition probabilities for state sx and the values are 1 − rxy or
1 − rxy, respective to actions ay and az. The state transition diagram is drawn in
figure 6.2
With the derived state and transition probabilities, we extend the abstract process
for random loss channel as follows:
Decision epochs:
T = {1, 2, ..., K + 1} (6.10)
States:
S = {sx, sy, sz, sf} (6.11)
Actions:
As = {ay, az} (6.12)
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rxyRy st = sx and at = ay
0 st = sx, sy, sz or sf
rxzRz st = sx and at = az
(6.13)




rxy if st+1 = sy and at = ay
1− rxy if st+1 = sx and at = ay
1− rxy if st+1 = sf , at = ay and t = K
rxz if st+1 = sz and ax = az
1− rxz if st+1 = sx and at = az
1− rxz if st+1 = sf , at = az and t = K
0 otherwise
(6.14)
With the decision process defined above, as both the number of states and actions
are finite, there exists deterministic Markovian policies that are optimal and we can
use the backward induction algorithm to find the optimal policies [56]. If we use
u∗t (st) to represent the maximal rewards achieved with state st starting from epoch
t to K + 1 and A∗st,t to denote the action set that consists of actions chosen by the
optimal policies, then we can write the backward induction algorithm as follows:
1. Set t = K + 1 and
u∗K+1(sK+1) = 0 ∀sK+1 ∈ S. (6.15)
2. Substitute t− 1 for t and compute u∗t (st) for each st ∈ S by












3. If t = 1, stop. Otherwise return to step 2.
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In each epoch t ≤ K in the above algorithm, the process can be in one of the
three states, sx, sy or sz. As u
∗
t (sy) = u
∗
t (sz) = 0. Thus, the formula in step 2 can be
simplified as:
u∗t (sx) = max{rxyRy + (1− rxy)u∗t+1(sx), rxzRz + (1− rxz)u∗t+1(sx)} (6.18)
A∗st,t = arg maxa∈Ast
{rxyRy + (1− rxy)u∗t+1(sx), rxzRz + (1− rxz)u∗t+1(sx)} (6.19)
With the backward induction algorithm, the optimal policy for transmission schedul-
ing can be derived through computation. However, after observing the optimal poli-
cies by varying the channel reliabilities, we find that the optimal policies may have
simple forms.
6.4.2 Simple Methods to Derive the Optimal Policy
We first define some functions that are frequently used in the analysis as follows:
u∗t (sx, ay) = rxyRy + (1− rxy)u∗t+1(sx) (6.20)
u∗t (sx, az) = rxzRz + (1− rxz)u∗t+1(sx) (6.21)
They represent the possible maximal rewards achieved with the given states starting
from epoch t to K + 1 with a known action. Consequently, u∗t (sx) can be rewritten
as follows:
u∗t (sx) = max{u∗t (sx, ay), u∗t (sx, az)} (6.22)
Before we show how to find the optimal policy with simple methods, we introduce
two Lemmas.
Lemma 1: Given that Ry, Rz ∈ (0.0, 1.0], then for t = 1, 2, . . . K, we have
u∗t (sx) < max{Ry, Rz} (6.23)
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Proof: First, when t = K, as u∗K(sx) = max{rxyRy, rxzRz} and rxy < 1.0, rxz <
1.0, it is obvious that u∗K(sx) < max{Ry, Rz}
Assuming the statement is correct for t = k + 1, . . . , K, then for t = k, we have:
u∗k(sx, ay) < rxymax{Ry, Rz}+ (1− rxy)max{Ry, Rz} = max{Ry, Rz} (6.24)
Similarly, we can also derive u∗k(sx, az) < max{Ry, Rz}. According to (21), we have
u∗k(sx) < max{Ry, Rz}. Thus, for t = 1, 2, . . . , K, we have u∗t (sx) < max{Ry, Rz}.
In fact, Lemma 1 states that the end-to-end reliability of a node is always less
than the maximum reliabilities of its parent.
Lemma 2: Given that Ry, Rz ∈ (0.0, 1.0], then for t = 1, 2, . . . K − 1, we have
u∗t (sx) > u
∗
t+1(sx) (6.25)
Proof: Without loss of generality, assumingRy ≥ Rz, we haveRy = max{Ry, Rz},
and comparing u∗t (sx, ay) with u
∗
t+1(sx), we have:
u∗t (sx, ay)− u∗t+1(sx) = rxy(Ry − u∗t+1(sx)) > 0 (6.26)
We have applied Lemma 1 in deriving the above inequality and this indicates that:
u∗t (sx) > u
∗
t (sx, ay) > u
∗
t+1(sx) (6.27)
Thus the Lemma 2 is proven
Now, we will show how to derive the optimal policy with simple calculation.
Without loss of generality, we assume Ry ≥ Rz and consider two cases: Ry > Rz and
Ry = Rz. We find that the optimal policies are affected by the relationship between
the Ryrxy and Rzrxz. In the following, we derive the optimal policy in the cases of
Ryrxy > Rzrxz, Ryrxy = Rzrxz and Ryrxy < Rzrxz.
Theorem 1. Given that Ry > Rz and Ryrxy > Rzrxz, the optimal decision policy
has the form (ay, ay, . . . , ay).
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Proof: According to the backward induction algorithm, for t = 1, 2, ..., K, we
have:
u∗t (sx) = max{u∗t (sx, ay), u∗t (sx, az)} (6.28)
We denote the difference of u∗t (sx, ay) and u
∗
t (sx, az) as δ and show it as follows:
δ = rxyRy − rxzRz − (rxy − rxz) ∗ u∗t+1(sx) (6.29)
Given that rxy ≤ rxz, we have (rxy − rxz) ∗ u∗t+1(sx) ≤ 0 and we can derive:
δ ≥ rxyRy − rxzRz (6.30)
We have δ > 0 as rxyRy > rxzRz.
Given that rxy > rxz, replacing Rz with Ry in (12), we have:
δ > (rxy − rxz)(Ry − u∗t+1(sx)) (6.31)
According to Lemma 1, we have δ > 0, which means that u∗t (sx, ay) is always greater
than u∗t (sx, az). So we have:
u∗t (sx) = u
∗
t (sx, ay) (6.32)
Hence, the optimal action sets are A∗sx,t = {ay} for t = 1, 2, . . . , K. This indicates
that there is only one optimal policy and it is (ay, ay, . . . , ay).
Theorem 2. Given that Ry > Rz and Ryrxy = Rzrxz, there are two optimal
polices, (ay, ay, . . . , ay) and (ay, ay, . . . , ay, az).
Proof: first of all, with conditions of Ryrxy = Rzrxz and Ry > Rz, we can conclude
that rxy < rxz.
According to the backward induction algorithm, when t = K, and Ryrxy = Rzrxz,
we have A∗sx,K = {ay, az}. Both decisions, dK = ay and dK = az, are optimal.
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If K = 1, then the results is already proven. For K > 1 and t < K, with
δ = u∗t (sx, ay)− u∗t (sx, az), we have:
δ = (rxz − rxy) ∗ u∗t+1(sx) (6.33)
As rxy < rxz, we have δ > 0. Thus, for t < K, we have A
∗
sx,t = {ay}. So we can
conclude that the optimal policies are (ay, ay, . . . , ay) and (ay, ay, . . . , ay, az).
Theorem 3. Given that Ry > Rz and Ryrxy < Rzrxz, the optimal policy for
the decision process defined in section 4.1 may have the form of (az, az, . . . , az) or
(ay, ay, . . . , ay, az, az, . . . , az). If we use k to denote the number of ay in the optimal
policy, the value of k is determined by the following formula:
k =

K − dae+ 1 if K > dae − 1
0 if K ≤ a− 1
(6.34)
where a is derived with the following formula:




Proof: According to the backward induction algorithm and the conditions given,
we can easily derive that Asx,K = {az}. Assuming that for t = {k + 1, . . . , K},
Asx,t = {az}, and for t = k, k > 0, either Asx,k = {ay} or Asx,k = {az, ay}, this
indicates that:
u∗k(sx, ay) ≥ u∗k(sx, az) (6.36)
With (6.20), (6.21) and (6.36), we have:
(rxz − rxy)u∗k+1(sx) ≥ rxzRz − rxyRy (6.37)
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For any t < k, we have:
δ = u∗t (sx, ay)− u∗t (sx, az)
= (rxz − rxy)u∗t+1(sx)− (rxzRz − rxyRy)
≥ (rxz − rxy)u∗k+1(sx)− (rxzRz − rxyRy)
≥ 0
In the above analysis, Lemma 2 shows that ay ∈ Ast,t for t ≤ k. The above analysis
proves that one of the optimal policy, denoted as pi∗, has the form (ay, ay, . . . , ay, az, az, . . . , az)
and under such a condition we have:
u∗k+1(sx) = (1− (1− rxz)K−k)Rz (6.38)
To derive the value of k, we define a function f(a) as follows:
f(a) = rxzRz − rxyRy − (rxz − rxy)(1− (1− rxz)a−1)Rz (6.39)
We also know that f(K − k) = u∗k+1(sx, az) − u∗k+1(sx, ay) > 0 and f(K − k + 1) =
u∗k(sx, az)−u∗k(sx, ay) ≤ 0. As f(a) is continuous on the real axis and thus there must
exist at least one point on (K − k,K − k + 1] that leads to f(a) = 0. Solving the
above equation, we have:




With the value of a, if k > 0, then we have K − k + 1 = dae, and the number of
ay, or the value of k, can be represented as follows:
k =

K − dae+ 1 if K > a− 1
0 K ≤ a− 1
(6.41)
When a is an integer and less than K, the kth action of the optimal policy can be
either ay or az. In such a case, there are two optimal policies which only differ at the
kth action.
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Theorem 4. Given that Ry = Rz, we have:
1) when rxy > rxz, the optimal policy has the form (ay, ay, . . . , ay);
2) when rxy < rxz, the optimal policy has the form (az, az, . . . , az);
3) when rxy = rxz, any policy is optimal.
Proof: for 1), According to the backward induction algorithm, we have:
u∗t (sx) = max u
∗
t (sx, ay), u
∗
t (sx, az) (6.42)
The difference of u∗t (sx, ay) and u
∗
t (sx, az), denoted as δ, is:
δ = rxyRy − rxzR(z)− (rxy − rxz)u∗t+1(sx) = (rxy − rxz)(Ry − u∗t+1(sx)) > 0 (6.43)
We have applied the conditions that Ry = Rz, rxy > rxz and Lemma 1 in deriving the
inequality. The inequality indicates that the action ay is always the optimal decision
when state is sx at any given time epoch and thus the optimal policy has the form
(ay, ay, . . . , ay). Similarly, we can prove the statement 2) and 3) for Theorem 4.
Using Theorems 1 - 4, we can derive the optimal policy with simple calculation
instead of using the backward induction algorithm.
6.5 Decision Model for the Markov Channel
The Markov channel is an important type of channel when studying the wireless
network and we have referred to it in Chapter 4 and 5. In this section, we also want
to apply our decision frame to the Markov channel. Similar to Chapter 5, we assume
that the channel can be represented by a TSMC with two states, Good or Bad. The
difference is, when a channel is in the Good state, the packet can always reach the
receiver, while in Bad state, the packet is always dropped. Similarly, we denote its
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The stationary probability of a channel on each state can be represented as:







6.5.1 The Decision Model
We assume that the physical channel is divided into slots with fixed length and the
channel state may change at the end of each slot. We assume that a transmission
can be made at each slot and the acknowledgment (ACK) is received immediately.
We further assume that the feedback channel is perfect, and therefore a node can
know the exact channel state after a transmission is made on it. We also assume
that the traffic is sparse and the transmissions for the same packet are performed in
consecutive slots.
To extend the abstract decision process for the TSMC channel, we need to give
concrete definitions for the intermediate states and their transition probabilities. This
requires us to determine the possible values of the instantaneous channel reliabilities.
If the channel state is known, then the instantaneous channel reliability is also known.
It is either 1.0 or 0.0 when the channel is in Good or Bad state respectively. Since we
have assumed that state transition happens at the end of each slot, the exact state of a
channel is not known when performing a transmission. Therefore, the instantaneous
channel reliability is actually the probability of the channel being in Good state.
Using the properties of Markov chain, the probabilities of the channel being in Good
state are {pig(lxy), p(i)gg (lxy), p(i)bg (lxy), i = 1, 2, . . .}. pig(lxy) is for the case that a channel
has never been used for transmission. p(i)gg means that the last transmission performed
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on this channel was i slots before and the transmission was successful. Similarly, p
(i)
bg
means that the last transmission performed on the channel was i slots before and the
transmission failed.
With the possible values of instantaneous channel reliabilities, we can reduce the
set Sx defined in the abstract decision process from infinite and uncountable to infinite
but countable as follows:
















bg (lxy), pig(lxz))|i = 1, 2, . . . , j = 1, 2, . . .}
For state transition probabilities, assuming at time epoch t, the state is st =
(p(i)gg (lxy), p
(j)
gg (lxz)), if action ay is chosen, as transmission may either be successful or
failed, at t+ 1, the state either transits to sy with probability p
(i)





gg ) given t < K, or sf given t = K, with probability of 1.0− p(1)bg (lxy).
Similarly, we can derive the state transition probabilities for other states and actions
as Table 6.1.
After obtaining the states and state transition probabilities, we define the decision
process for TSMC channel as follows:
Decision Epoch
T = {1, 2, . . . , K + 1} (6.47)
States
S = {sy, sz, sf , Sx} (6.48)
Actions
As = {ay, az} (6.49)
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st st+1 at P (st+1|st, at)
(pig(lxy), pig(lxz)) (p
(1)
bg (lxy), pig(lxz)) ay 1− r(st, lxy)
(pig(lxy), p
(1)







gg (lxz)) ay 1− r(st, lxy)
(pig(lxy), p
(1)







bg (lxz)) ay 1− r(st, lxy)
(pig(lxy), p
(1)







gg (lxz)) ay 1− r(st, lxy)
(p(i+1)gg (lxy), p
(1)







bg (lxz)) ay 1− r(st, lxy)
(p(i+1)gg (lxy), p
(1)
bg (lxz)) az 1− r(st, lxz)
(p(i)gg (lxy), pig(lxz)) (p
(1)
bg (lxy), pig(lxz)) ay 1− r(st, lxy)
(p(i+1)gg (lxy), p
(1)




























bg (lxz)) az 1− r(st, lxz)
(p
(i)
bg (lxy), pig(lxz)) (p
(1)





bg (lxz)) az 1− r(st, lxz)




r(lxy, st)Ry st ∈ Sx and at = ay
0 st ∈ sy, sz, sf
r(lxz, st)Rz st ∈ Sx and at = az
(6.50)
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Transition probabilities
For ∀st ∈ Sx, t ≤ K, if st+1 ∈ sy, sz, sf , we have:
P (st+1|st, at) =

r(st, lxy) at = ay, st+1 = (sy)
1− r(st, lxy) at = ay, st+1 = sf , t = K
r(st, lxz) at = az, st+1 = (sz)
1− r(st, lxz) at = az, st+1 = sf , t = K
(6.51)
For ∀st, st+1 ∈ Sx, t < K and i = 1, 2, . . . , j = 1, 2, . . ., their transition probabili-
ties are shown in Table 6.1. The transition probabilities for those states and actions
combinations that do not appear in the table are all zero. With decision process
defined above, as the number of states is countable and the number of available ac-
tions is finite, there exists a Markovian Deterministic policy that is optimal. In the
following, we will show how to find out the optimal policy.
We know that there are 2K different policies available for the process. Thus, for
a given state sx ∈ Sx, we can derive all the possible rewards achieved with these
policies and then determine the optimal one by comparison. However, it is not as
efficient as the backward induction algorithm. However, to use the backward induc-
tion algorithm, we need to determine the possible states that may be traversed when
starting from any given state at time epoch 1. With the defined decision process,
we know that, for each st ∈ Sx, it either transits to the terminal states or transits
to two other states in Sx. Following this rule, for a given state at time epoch 1,
at most 2t−1 intermediate states may be reached at time epoch t ≤ K. We draw
a state transition diagram as shown in Figure 6.3. We have indexed possible states
that may be reached at time epoch t starting from 1 to 2t−1 and denote the states
as st,i, i = 1, 2, . . . , 2
t−1. For any given state st,i, if the transmission succeeds, it may
transit to sy or sz, depending on the action it chooses. If the transmission fails, when
t < K, it may transit to st+1,2i−1 if ay is chosen and st+1,2i if az is chosen; and when
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t = K, it transit to sf . The values of st,i are not fixed. They depend on the values of
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Figure 6.3 The State Transition Diagram for a Specific State
For a given state st,i, t > 1, its parent state is st−1,di/2e. If i is odd, with our index
method, it indicates that the previous action is ay and the transmission has failed.
With the TSMC channel, it indicates that lxy is in bad state at epoch t − 1. As
channel state transition happens at the end of epoch t − 1, the reliability of lxy at t
is pbg(lxy). Similarly, when i is even, it indicates that the previous action is az. The
channel state for lxy at epoch t − 1 is unknown as no transmission happens on it.
However, with the reliability value provided in state st−1,di/2e, we still can derive the
instantaneous channel reliability at t. We know that, at epoch t− 1, the probability
of lxy in a good state is r(st−1,di/2e, lxy) and in a bad state is 1−r(st−1,di/2e, lxy). Given
that r(st−1,di/2e(lxy), lxy) 6= pig(lxy), the probability of lxy still in good state at epoch t
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is r(st−1,di/2e(lxy, lxy)pgg(lxy) + (1− r(st−1,di/2e(lxy), lxy))pbg(lxy); else, it still equals to
pig(lxy). With above analysis, we can derive the r(st,i, lxy) for state st,i as follows:
r(st,i, lxy) =

pbg(lxy) K + 1 > t > 1, i is odd
rt−1,di/2e(lxy)pgg(lxy)+
(1− rt−1,di/2e(lxy))pbg(lxy) K + 1 > t > 1, rt−1,di/2e 6= pig(lxy), i is even
pig(lxy) K + 1 > t > 1, rt−1,di/2e = pig(lxy), i is even
(6.52)
As r(s1,1, lxy) is given, we can derive the value of r(st,i, lxy) for any st,i.




(1− rt−1,di/2e(lxz))pbg(lxz) K + 1 > t > 1, rt−1,di/2e 6= pig(lxz), i is odd
pig(lxz) K + 1 > t > 1, rt−1,di/2e = pig(lxz), i is odd
pbg(lxz) t > 1, i is even
(6.53)
With the above analysis, ∀s1,1, we can derive all the possible states based on
equation (6.52) and (6.53). With the possible traversed states known, we can then
use the backward induction algorithm to find the optimal policy.
6.5.2 Mean Reliability of a Node
In the previous subsection, we have provided a method to derive the optimal policy
when the state at time epoch 1, s1,1, is given. However, when s1,1 changes, both the
optimal policy and the E2E reliability achieved may also change. This means that the
derived end-to-end (E2E) reliability is a state dependent value. On the other hand,
using our method, we need to know the mean E2E reliability of each node, which is
state independent. Deriving exact mean E2E reliability of a node is difficult because it
depends on the packet arrival pattern. Unless the pattern is known, it is impossible to
derive the exact mean reliability. However, given that traffic is sparse and the period
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between the forwarding of two packets is long, the value of s1,1 should be very close to
(pig(lxy), pig(lxy)). In such a case, the mean E2E reliability achieved by a node should
be very close to the value achieved with initial state of s1,1 = (pig(lxy), pig(lxy)). The
approximation is meaningful because in wireless sensor networks, traffic is usually
sparse due to the long-life span expectation. In our simulation study, we use such a
method to approximate the E2E reliability of a node.
6.6 Reliability and Scheduling Policy
In this section, we provide some results to observe the performance of transmission
scheduling in improving E2E reliability in typical network topology as shown in Fig-
ure 6.4, in which node X is the source and using node Y and Z as next hops to
forward data to the destination, and Ry and Rz are the relative reliabilities to the
destination. We have implemented the decision model and backward induction al-
gorithm on Matlab. With example values on the reliabilities at parent nodes and
channels, we observe the possible optimal policies and compare the E2E reliability






Figure 6.4 A typical network topology
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6.6.1 Random Loss Channel
Given a typical scenario as showed in in Figure 6.4. We set Ry = 0.95 and Rz = 0.85.
We let K = 4 and we vary rxy and rxz from 0.0 to 1.0.
Figure 6.5 shows the optimal policies for different pairs of channel reliability values.
There can be one or more optimal policies for a pair of channel reliabilities, and as
we have proven, they depend on the relationship between Ryrxy and Rzrxy. If their
values are different, then there is only one optimal policy. Otherwise, there could be
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Figure 6.5 Reliability Achieved with Optimal Policy: Random Loss Channel
Figure 6.6 shows the percentage of improvement with optimal policy over the
maximal reliability achieved without transmission scheduling. It is the upper bound
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of the end-to-end reliability achieved with traditional multi-path routing that splits
traffic over two paths (without coding). We observe that the improvement is signifi-
cant at certain regions and almost reaches 10%. With our example values, it happens
at the region where rxy falls in [0.4, 0.6] while rxz falls in [0.8, 1.0]. The improvement
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Figure 6.6 The Percentage of Improvement: Random Loss Channel
According to the recent study of IEEE 802.11-based mesh networks, both types
of channels (random and correlated loss), exist within a network [81]; and links with
quality falls in this region are still considered in communication [21]. As the im-
provement is significant, optimal transmission scheduling should be considered for
multi-path routing for the random loss channel.
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6.6.2 Markov Channel
For the Markov channel, we still assume Ry = 0.95, Rz = 0.85, and assume M(lxy)
and M(lxz) are the same and take values showed in Table 6.2. It has an overall
reliability of 0.75. The mean run length of good and bad periods are 19 and 5.67
frames respectively. We let K = 4. The expected link reliability with 4 transmissions
is 0.847. With single path routing, the reliability for the two paths are 0.805 and
0.72.
Table 6.2 State Transition Parameters
M(li) pgg pgb pbg pbb
M(lxy) 0.95 0.05 0.15 0.85
M(lxz) 0.95 0.05 0.15 0.85
We vary the initial channel states, s1,1, for a given packet and observe the reliability
achieved with and without the transmission scheduling. The values of s1,1 are taken
from the sets defined in section 5.2. When the value of k becomes large, both p(k)gg (. . .)
and p
(k)
bg (. . .) tend to pig(. . .). In the study, we set k = 50 and it is large enough to
make them very close to pig(. . .). There are 100×100 = 10, 000 pairs of values for s1,1,
and with these values, we search for the optimal policy and calculated the reliability
with the backward induction algorithm provided in section 5.1. Figure 6.7 shows the
results. We observe that there are three optimal policies corresponding to different
values of s1,1. It indicates that, to maximize the E2E reliability, online tracking of
the channel state is necessary.
Figure 6.8 shows the percentage improvement of E2E reliability over the maximal
value achieved without transmission scheduling. The maximal reliabilities without
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Figure 6.7 Reliability Achieved with Optimal Policy: Markov Channel
transmission scheduling is obtained as follows: for a given s1,1, we first compute the
reliability by putting all the transmissions on either path and select the larger one as
E2E reliability achieved without transmission scheduling. For most of the cases, the
improvement is obvious and the maximal improvement can reach 36%. It is not that
obvious when the probability of either of the channel in good state is close to 0.95.
This can happen when the previous packet is successfully forwarded one or two frames
before. On the other hand, when the initial state is close to the stable distribution,
the improvement is significant. If we use pig(. . .) to approximate the initial state for
both channels, the E2E reliability achieved with the optimal policy is 0.8984 and the
improvement is 11.42%. This can represent the scenario when traffic is sparse along
the path, such as in a wireless sensor network. The average improvement are related
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Figure 6.8 The Percentage of Improvement: Markov Channel
With the above results, it is clear that appropriate transmission scheduling at link
layer can improve the E2E reliability significantly for both random loss and Markov
channels.
6.7 Performance Results
In this section, we study the performance of the proposed Markov Decision Based
transmission scheduling method in improving E2E reliability. We have implemented
the proposed routing scheme together with the decision model and the scheduling
method in Network Simulator Version 2 (NS-2) [3].
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6.7.1 Simulation Configuration
We assumed a wireless sensor network scenario where the communication paradigm
is many-to-one. The routing topology is formed by flooding the routing request into
networks. The transmission cost and E2E reliability information is attached in the
request so that each node can calculate its own transmission cost and E2E reliability
to the sink. The selected two next hops are those that lead to the lowest and the
second lowest transmission cost to the sink. The transmission cost of a node is defined
as the minimal expected transmission cost to the sink through one next hop. The
reliability is calculated with decision policy in consideration.
We place 100 sensor nodes randomly in a square region with size of 100 x 100
meters. The node 0 is the sink. It is placed near the bottom left corner of the region.
Figure 6.9 shows the distribution of nodes in the network. The transmission power
is 1 mW and the receiver sensitivity is -94 dBm. The MAC in our study uses CSMA
scheme. We set the maximal number of transmissions allowed at each hop to three, or
K = 3. As the topology is large enough, i.e. with 100 nodes and the length of routes
can be up to 10 hops. There are more than 1000 links eligible for route selection.
Various cases that may be encountered in the route selection and data forwarding
can be exposed with such a topology. Therefore, a single topology is good enough for
the study.
For the random loss channel, we assume that the path loss of the signal power fol-
lows the Log-Normal shadowing model with exponent of four and standard deviation
of three dB. The signal strength varies around the mean value over time. We choose
the threshold based method for packet reception. That is, whenever the received sig-
nal strength drops below the threshold, a packet is considered to be corrupted; else,
it is considered to be received correctly.
For the Markov channel, we assume that it is a Rayleigh fading channel with











































































































Figure 6.9 Topology of the Network
a Doppler frequency of 10 Hz, and the path loss exponent is set to 4. We derive
the TSMC parameters from the corresponding Rayleigh fading channel based on the
method provided in [76]. The sample interval is 3 milliseconds. With the imple-
mented TSMC channel, a packet is considered corrupted when the channel is in Bad
state. Unlike the random loss channel, we assume that the MAC is a slotted CSMA
MAC. Transmissions are performed slot by slot. Carrier sensing is performed at the
beginning of each slot, followed by the data transmission. The length of slot is 3
milliseconds.
Figure 6.10 shows the variation of link quality over distance for both the random
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loss and the TSMC channel. For the random loss channel, link quality represents
the probability of a packet received by the peer when it is transmitted. For the
Markov channel, it represents the proportion of time that the channel is in the Good
state. When selecting routing path, for the random loss channel, we require that only
links with quality above 0.4 to be eligible for routing and for the Markov channel,
the constraint is set to 0.6 as retransmission becomes less efficient. Compared to the
previous setting, for random loss channel, we use a lower link quality threshold in route
selection. It is because packet losses on the random loss channel are independent, and
a link quality of 0.4 is good enough to keep the end-to-end reliability for topology.
On the other hand, for Markov Channel, as packet losses are correlated, a higher
















Figure 6.10 Random Loss Channel: the link quality
We assume that the sensor nodes sense the environment periodically and send the
data back to the sink with a rate of 1 packet every 2 minutes. The data traffic is
scheduled and there is no collision in data transmissions.
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We choose E2E reliability and delay as performance metrics. As the optimal policy
is found without considering the delay factors, in certain situations, it may blindly
increase the transmission cost to get some marginal increment in reliability. This is
an unfavorable feature. To avoid this, we investigate strategies which set a constraint
on the increment of reliability when using the optimal policies. The requirement
is that, the gain in reliability by using the optimal policy must be greater than a
predefined threshold value. Otherwise, it should choose the primary next-hop for data
forwarding. In our study, we set the threshold value to be 0.01 and 0.02 because we
believe that, from a multi-hop view, reliability dropping by 0.03 per hop is significant.
We denote our routing scheme with MDP as it uses the Markov Decision Process
in searching optimal policy. We use MDP-1 and MDP-2 for the two variations with
incremental thresholds of 0.01 and 0.02. We compare the performance achieved by
our scheme with METX-based routing. The reason is because, firstly, METX-based
routing has been proven to be the best single path routing for static wireless network
[72]. Secondly, our routing paths are also chosen based on the same path selection
algorithm.
6.7.2 Random Loss Channel
Figure 6.11 shows the E2E reliability achieved with different strategies over random
loss channel. We can observe that, comparing to the reliability achieved with METX-
based routing, scheduling with optimal policy obviously improves the reliability. The
mean improvement is 10.6% and the maximal improvement is 16.2% when hop count
reaches nine. It is because the MDP-based scheme is aware of the E2E reliability
when choosing the next hop for transmission. Each transmission is well planned for
the purpose of improving E2E reliability.
Figure 6.12 shows the delay achieved by the different schemes. The METX-based
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routing is better than others as it always uses the next hop with lowest delay. With
MDP-based method, the mean delay is increased by an average of 38.9%, or 4 mil-
liseconds in average. The excessive delay is due to some of the nodes sacrificing the
delay blindly in pursuit of the marginal improvement in reliability. With MDP-based
method, among 99 nodes, 28 of them still use primary next hop only for data for-
warding. For the rest, 33 of them use the secondary next hop only and 37 of them
using both next hops. Using the secondary next hop increases the delay. With the
proposed MDP-1 and MDP-2 schemes, the delays are decreased obviously. The mean
incremental of delay is decreased from 38.9% for the MDP-based method to 10.1% for
MPD-1 and 11.8% for MDP-2 respectively. With MDP-1 and MDP-2, the number of
nodes using the primary next hop only are increased from 29 to 75 for MDP-1 and 80
for MDP-2. On the other hand, the reliabilities achieved by MDP-1 and MDP-2 are
almost the same as MDP scheme. This indicates that the thresholds can effectively
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Figure 6.11 Random Loss Channel: the end-to-end reliability vs. hop count
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Figure 6.12 Random Loss Channel: the end-to-end delay vs. hop count
6.7.3 Markov Channel
With Markov channels, we use the reliability calculated with the initial state of s1,1 =
(pig(lxy), pig(lxz)) to approximate the E2E reliability of a node. So, in our study, we
first verify the E2E reliability derived with it and the value achieved with the real
traffic, 0.5 packets/minutes per node. The results shows that, for the 99 nodes, the
mean difference is 0.026. Among the 99 nodes, the differences of 92 nodes are within
±0.05 and the rest are around ±0.1. This indicates that the reliability derived with
s1,1 = (pig(lxy), pig(lxz)) is accurate enough to approximate the end-to-end reliability
of a node.
After verifying the E2E reliability, we compare the performance of MDP with
METX-based routing. Figure 6.13 shows the mean reliabilities achieved at different
hops. With METX-based routing, the end-to-end reliability degrades much faster
than MDP-based method. The MDP-based method improves the reliability by an
average of 1.313 times. The maximum improvement is up to four times. This is due
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to that the correlated packet loss lower the probability of success when performing
retransmissions on the same link. However, with MDP-based method, as the states of
the two channels are independent to each other, when one channel falls in Bad state,
the node can choose the other channel for retransmissions. The chance of success in
retransmission is much higher than performing on the same channel. For all 99 nodes,
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Figure 6.13 Markov Channel: the End-to-end reliability vs. hop count
Figure 6.14 shows the mean delay at each hop. METX-based scheme performs
better than MDP based method. The delay is increased by about 30% at most.
The reason is because, with METX-based routing, many of packets that requiring
retransmissions are dropped along the path, but with MDP based method, these
packets survive through the retransmission on different links. Naturally, these packets
take more transmissions and they increases the delay. Although the delay is increased,
it is tolerable because, firstly, the increment is below 10 milliseconds even if the hop
count goes up to 12; secondly, the improvement in E2E reliability is very significant.
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Figure 6.14 Markov Channel: the End-to-end Delay vs. hop count
Now, we look at the performance of MDP-1 and MDP-2 based schemes. We find
that both the reliabilities and delay achieved with MDP-1 and MDP-2 are almost
the same as MDP based method. The reason is because, in majority cases, the
improvements of reliabilities with two next hops are more than 0.02. For MDP-1, the
number of nodes use two next hops reduces from 83 to 76 and for MDP-2 it further
decreases to 73.
With the observation of Markov channel, we find that improvement on E2E relia-
bility is quite significant with MDP based method. However, the incremental thresh-
old do not have help much in reducing the delay.
6.8 Comparison of Different Routing Schemes
In this thesis, we have proposed three strategies in backup route construction and
transmission scheduling in Chapter 4, 5 and 6 respectively. As these strategies are
designed and optimized for different objectives, it is necessary to know their perfor-
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mance by comparing them in the same network and communications environment.
Therefore, in this section, we compare their performance using the same the simula-
tion configuration. Before we do that, we first denote them as follows:
• SmpBackup: simple backup strategies proposed in Chapter 4.
• MinTx: strategies that minimize the transmission cost proposed in Chapter 5.
• MaxR: strategies that maximize the reliability proposed in Chapter 6.
We have investigated the performance of backup routing strategies over various
TSMC channel. For different routing strategies, there are some differences in the
assumption on the TSMC channels. For example, in Chapter 4, we use hierarchical
TSMC channel model; in Chapter 5, we use a slow varying TSMC channel and in
Chapter 6, we use fast varying TSMC channel derived from Rayleigh fading channels.
To do the comparison, we choose the TSMC channel model specified in section 6.7
as the common channel configuration. The parameters are derived by assuming the
channels are Rayleigh fading channels. We choose Rayleigh fading channels because
they are widely used in studying the wireless networks. We use the same random
topology that has been used throughout Chapters 4 to 6. For other simulation con-
figuration parameters such as transmission power, number of retransmission at MAC
layer, we use the same set of parameters as specified in section 6.7. In fact, most of
the parameters are the same as those used in Chapter 4 and 5.
Figure 6.15 shows the reliability achieved with different backup routing construc-
tion and scheduling strategies. We can observe that the MaxR strategies proposed
in Chapter 6 achieves the best performance in reliability. From an overall view, the
MinTX performs better than the SmpBackup. The reason is because the MaxR strat-
egy assumes that the routing layer has accurate channel information and therefore
routing path selection and transmission scheduling are optimized based on the exact
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channel information. On the other hand, the MinTx strategies assume that channels
are slow fading ones and their states do not change within several seconds. However,
this assumption does not hold for the channel configuration used in this simulation.
Here, the channel state can change every 3 milliseconds. Furthermore, the MinTx
strategies are designed to Minimize the cost instead of maximizing the reliability.
Therefore, it is normal that the reliability achieved with MinTx is worse than MaxR.
The performance of SmpBackup is the worst among the three strategies as it still
assumes the channels are random loss channels. This makes the transmission cost
calculation inaccurate and further affects the path selection. Its switching strategies
are also slow in reacting to channel state variation. Therefore, its performance is not
as good as others. We also noticed that, although the performance of SamBackup is
not as good as the other two strategies, it is still much better than the single path
















Figure 6.15 Comparison of reliability
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Figure 6.16 shows the delay achieved with different strategies. The MinTx achieves
the best performance while the MaxR is the worst. The reason is because, for Smp-
Backup and MinTx, more packets with longer delay are dropped before they can reach
the sink than those of MaxR. Therefore, their delay is shorter than that achieved with
MaxR. MinTx performs better than the SmpBackup is because the routing informa-




















Figure 6.16 Comparison of delay
Figure 6.17 shows the transmission cost. The same as previous study, the trans-
mission cost also includes the transmission cost invoked by those packet dropped on
the way to the sink. For the SmpBackup and MinTX, comparing to the MaxR, more
packets have been dropped before they reach the sink and the transmission cost in-
voked by them are added to those packets who reaches the sink. Therefore, the mean
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Figure 6.17 Comparison of Transmission Cost
From above comparison, we learn two facts. Firstly, routing with backup path
performs better than METX-based single path routing even if channel information
from the lower layer is biased. Secondly, the performance of route selection in data
forwarding can be improved greatly by exploiting the actual channel information.
6.9 Summary
In this chapter, we have focused on maximizing the E2E reliability over routing with
redundant paths by scheduling the transmission at the link layer. We have identified
several constraints from different layers affecting the end-to-end reliability of the
routing scheme. With these identified constraints, we define an abstract decision
process that can be used by networks with different types of channels. We have
extended the abstract process for the random loss and TSMC Channel, and the
methods for searching the optimal policy have been provided. Simulation results
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show that performance can be improved significantly with the help of Markov Decision
Process.
Currently, the proposed scheme may not be suitable for implementation in real
wireless sensor networks due to the complexity in channel characteristics learning and
limited on-board memory (4 KB) to do MDP-based decision processing. However, in
the future, with the progress of technology, sensor nodes can be equipped with more
powerful CPU and more on-board memory, thus enabling the proposed method in




The objective of this thesis is to design a robust and energy efficient routing protocol
for the wireless sensor networks. The robust aspect refers to fact that the performance
of routing is stable in the presence of link dynamics. We achieved our objectives by
improving the agility of neighbor list management and using backup next-hops to
overcome the temporary link degradation caused by environmental disturbance. We
summarize our achievement as follows:
• Firstly, from our observation of the METX-routing proposed in [24, 72], we
found that the neighbor list management is important for the ETX based rout-
ing. By using the existing link quality estimator, the WMEWMA estimator, we
found that the neighbor join and link breakage detection was rather slow. As
a result, the network performance is affected when new sensor nodes are added
in the network or sensor nodes being disconnected from the network due to the
changing of environment dynamic or loss of power. To solve these problems,
we provided a method that can estimate whether the link is eligible for rout-
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ing without waiting for the WMEWMA estimator to reach a certain threshold
value. We also provided a method for the link breakage detection by checking
observed consecutive hello message loss. A threshold value is calculated based
on the minimum desired link quality and constraints on false alarm. Using this
information, a node can safely conclude that the link has broken. Given that
the rate of application traffic is known, we also provide a method for the deriva-
tion of the threshold value so that the link breakage can be detected based on
the application traffic. This method can detect the link breakage faster than
using hello messages. Performance results show that our method improves the
neighbor join speed by an average of three to five times compared to the original
WMEWMA estimator.
• Secondly, we found that the disturbance such as the movement of human, an-
imals and vehicles could significantly affect the data transmission of the low
power wireless channel. Such disturbance can be common for the wireless sen-
sor networks deployed for environment monitoring and target tracking. To make
the routing more robust, we proposed that each node in the network maintained
two next hops towards the sink. The node switches to a different next hop when
one of them is broken. It is a challenging issue to decide which of the two next
hops to use in data forwarding when disturbance happens. We first provided
a simple method based on the feedback from the link layer in the retransmis-
sion of a packet. Given that maximally K retransmission are allowed at the
link layer, a node switches to the backup next hop when K − 1 of them fail.
It uses the backup next hop for a while and then switch back to the primary
next hop when there is no disturbance. Simulation results showed that the
end-to-end reliability had been improved significantly under various topologies.
We then investigated the proposed routing scheme in reducing the transmission
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cost. Assuming the characteristics of the channel, which is modeled by a Two
State Markov Chain, is known, we provided new method for transmission cost
calculation and a strategy in selecting the next hop for data forwarding. Simu-
lation results showed that the transmission cost has been successfully reduced
with the help of backup path compared to the single path METX-based rout-
ing. At the same time, the end-to-end reliability is also improved. We have
also explored the potential of backup next hop in maximizing the end-to-end
reliability. The objective is to enable the routing to make a decision on each
transmission at the link layer based on the information from the physical, link
and routing layers so that the end-to-end reliability can be maximized with the
selected paths. With the help of Markov Decision Process, we provided an ab-
stract decision framework for the proposed routing scheme that is independent
of the channel characteristics. We then extended the framework to the random
loss and Markov channels. With the decision process, the backward induction
algorithm can be used to search the optimal decision policy. Besides that, we
also provide a new method that can find the optimal policy for the random loss
channel quickly. Simulation results showed that the reliability was improved for
networks with both types of channels.
• The energy efficiency in data transmission is always considered in routing design.
We use transmission cost as path selection criteria and avoid using the channel
when it is in a bad state. This reduces the number of transmissions. We also
proposed a more accurate method to calculate the transmission cost when the
backup route is used.
From our performance results showed in this thesis, we can conclude that our
objective of designing a robust and energy efficient routing scheme for wireless sensor
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network has been achieved.
7.2 Future Work
The proposed routing scheme in which one node maintains two next hops toward
the sink and the strategies in using them are creative solutions to solve the problems
encountered in the wireless sensor network in a harsh environment. However, due
to the versatile nature of the disturbance and their impact on data transmission,
it is impossible to give a complete solution just in one thesis. In fact, the solution
proposed in Chapter 3 and 4 can be implemented in a real network as they depend
little on the information from the low layer. On the other hand, for the strategies
proposed in Chapter 5 and 6, they depend on the accurate channel characteristics
information. To use them in a real network, more work need to be done in channel
characteristics learning, joint transmission cost evaluation and scheduling strategies
for channels other than random loss and TSMC channel. This is one of the major
focus of our research after this thesis.
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