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これにより，曝露効果の評価に用いられる生物統計手法も，それらの理論体系における解釈
の妥当性が足元から崩れ去ることになる．Washington大学の Norman Breslow教授は，以下の
ように述べている．‘What is the fundamental quality of the data, and to what extent are there
biases in the data that cannot be controlled by statistical analysis? One of the dangers of having
all these fancy mathematical techniques is people will think they have been able to control for
















の推定の感度解析を行うという方法である（Hoﬀman and Hammonds, 1994; Lash and Silliman,
















2. 確率的感度解析：Greenland et al.（1994）を事例に
ここでは，Greenland（1996），Greenland and Lash（2008）による，職業性の樹脂（resin）曝露と
肺がんについてのケースコントロール研究（Greenland et al., 1994）を事例として，2×2表のオッ
ズ比の推定におけるモンテカルロ感度解析の事例を紹介する．表 1に，このケースコントロー
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表 1．樹脂曝露と肺がんに関するケースコントロール研究（Greenland et al., 1994）．




























A11 = ORDZA1+B11/(ORDZB11 + B1+ −B11)
A01 = ORDZA0+B01/(ORDZB01 + B0+ −B01)
(2.1)
という関係式が成り立つ．これによって得られるA11, A01, B11, B01を表 2に代入することによ
り，Z を調整したオッズ比 ORDX の推定値を得ることができる．このように，2値変数の交絡
因子の外的な調整による感度解析の基本的な考え方は，はじめ Cornﬁeld et al.（1959）によって
与えられ，Bross（1966, 1967），Schlesselman（1978），Yanagawa（1984），Axelson and Steenland
（1988），Gail et al.（1988），Simon（1980）などによって発展した．3水準以上の場合の方法論
も，Greenland（1987）， Flanders and Khoury（1990）， Rosenbaum（1995）などによって研究さ
れている．これらの古典的な感度解析では，バイアスパラメータ PZ1, PZ0, ORDZ になんらか
の値を入れたもとでのバイアス調整推定量 ORDX の値を求める．例として，Greenland（1996）
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表 2．感度解析のデータのレイアウト（2 値の交絡因子 Z による調整を行う場合；セルごとの
期待度数）．
表 3．未測定交絡因子のバイアスの感度解析の結果（Greenland, 1996, p.1109 より引用）．
















1. PZ1, PZ0には，それぞれ独立に連続型一様分布 U(0.40, 0.70) を仮定する．この一様分布の
上限・下限は，当時の米国の喫煙者の割合が半数以上であるということを反映して定めら
れている（Greenland and Lash, 2008）．
観察研究におけるバイアスの感度解析 81
2. ORDZ には，95%確率区間が 5, 15 となるような対数正規分布を仮定する．すなわち，







1. 先に仮定したバイアスモデルから PZ1, PZ0, ORDZ のサンプリングを行う．
2. これらのバイアスパラメータの値を用いて，（2.1）式から A11, A01, B11, B01 を求め，バイ
アス調整オッズ比の推定値 ORDX,k を求める．
3. 十分多くの回数（数万～数十万回），1, 2のステップを繰り返し ORDX,k の分布を求める．
ここでは，50,000回のサンプリングを行い，ORDX,k (k = 1, 2, . . . , 50,000)の分布を求めた．
図 1（b）に，この分布を示している．分布の中央値は，1.76であり，無調整オッズ比とほとんど同じ











整対数オッズ比の標準誤差 SE = (1/24 + 1/94 + 1/257 + 1/945)1/2 = 0.1944をもとにした誤差
項を，上記のアルゴリズムで得られる ORDX,k に加えてやればよい．
1. 想定したバイアスモデルから PZ1, PZ0, ORDZ のサンプリングを行う．
2. これらのバイアスパラメータの値を用いて，（2.1）式から A11, A01, B11, B01 を求め，バイ
アス調整をしたオッズ比の推定値 ORDX,k を求める．
3. ランダムな誤差を反映する変数 ek をN(0, 0.19442) からサンプリングし，ORDX,k に加え，
OR∗DX,k = exp[log(ORDX,k) + ek] を求める．
4. 十分多くの回数（数万～数十万回），1～3のステップを繰り返し，OR∗DX,kの分布を求める．
50,000回のサンプリングを行った OR∗DX,k(k = 1, 2, . . . , 50,000) の分布を，図 1（c）に示した．
この分布は「バイアスとランダムな誤差の両方の不確実性を反映したオッズ比 ORDX の確率分




能である（Greenland and Lash, 2008）．
4節で，詳細についての解説は行うが，このモンテカルロ感度解析のアルゴリズムは，バイ
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の影響の評価方法についての研究の歴史は古く，簡便な解析的方法（Copeland et al., 1977; Green-
land, 1982; Kleinbaum et al., 1984）から，高度な数値計算を用いた方法（Barron, 1977; Greenland






（= 0, 1）を定義する．分類の正確性を表す以下の 4つのバイアス パラメータを定義する．
Se = Sensitivity
= p(X∗ = 1|X = 1)
Fn = False-negative probability
= p(X∗ = 0|X = 1) = 1− Se
Sp = Specificity
= p(X∗ = 0|X = 0)
Fp = False-positive probability
= p(X∗ = 1|X = 0) = 1− Sp
ここで，コントロール群において，真に曝露を受けた対象者（X = 1）の数を B1，真に曝露を
受けていない対象者（X = 0）の数を B0 とすると，「曝露を受けた」と分類される対象者の期待
数は，
(2.2) B∗1 = SeB1 + FpB0
同じく，「曝露を受けていない」と分類される対象者の期待数は，
(2.3) B∗0 = FnB1 + SpB0
となる．Se + Fn = Sp + Fp = 1なので B∗0 , B
∗
1 の合計は，誤分類によって不変であり，
M0 = B1 + B0 = (Se + Fn)B1 + (Sp + Fp)B0












(2.4) B1 = (SpB
∗
1 − FpB∗0 )/(SeSp− FnFp)
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表 4．誤分類バイアスの感度解析の結果（Greenland, 1996, p.1111 より引用）．Se, Sp の値
ごとのオッズ比 ORDX の推定値．
となる．B0 = M0 − B1 であるため，これにより，(B0, B1)を計算することができる．こうし
て得られる B0, B1は，感度・特異度についての仮定を置いたもとで得られる推定値（期待値）で






(2.5) A1 = (SpA
∗
1 − FpA∗0)/(SeSp− FnFp)















ス群・コントロール群の Se, Spが共通で，台形分布 Trapezoidal (0.75, 0.85, 0.95, 1.00) に従う
という仮定のもとでのモンテカルロ感度解析を行う．ランダムな誤差も組み込んだORDX の分
布を，図 1（d）に示す．誤分類バイアスのみを調整したオッズ比の分布の中央値は 2.45，95%区
間は (1.87, 14.25)であり，ランダムな誤差も含めた調整オッズ比の中央値は 2.56，95%区間は





子の誤分類（Savitz and Baron, 1989），複数の変数についての誤分類（Kristensen, 1992; Chavance
et al., 1992），バリデーション研究のデータを用いた評価方法（Wacholder et al., 1993; Tennenbein,





問題が古くから問題とされてきた（Rothman et al., 2008）．例えば，Science誌での Taubes and
Mann（1995）でも，Boston大学の Charles Poole教授が，1980年代の低レベル電磁場の曝露と白









れたものがある（Kleinbaum et al., 1984; Rothman et al., 2008）．SA1, SB1 を，それぞれ曝露を
受けたケース・非ケースが，ケース群・コントロール群へサンプリングされる確率であるとす
る．このとき，ケースコントロール研究でのそれぞれのサンプリング数の期待値は，A1/SA1,














の調整因子 S∗ = SA1SB0/SA0SB1 で割ったものとして表すことができる．当然ながら，S∗ = 1
のとき，選択バイアスの影響はなくなり，ケースコントロールオッズ比で，偏りのない推定が
可能である．これは，例えば，疾病の有無・曝露の有無と対象者の選択が独立である場合に成
り立つ（Greenland, 1996; Greenland and Lash, 2008）．
モンテカルロ感度解析は，SA1, SB1, SA0, SB0 をバイアスパラメータとしても実行可能であ
るが，ここではバイアス調整因子 S∗を直接バイアスパラメータと見なして，感度解析を行う．
バイアスモデルは，95%確率区間が (0.70, 1.50)となるような対数正規分布を仮定する．すなわ
ち，log(S∗) ∼ N(0, 0.212)とする．ランダムな誤差も組み込んだ ORDX の分布は，図 1（e）と
なる．選択バイアスを調整したオッズ比の分布の中央値は 1.76，95%区間は (1.17, 2.65)，ラン
ダムな誤差を考慮した調整オッズ比の分布の中央値は 1.76，95%区間は (1.01, 3.10)であった．
このバイアスモデルは，単純なケースコントロール研究に限らず拡張可能である．たとえば
Density samplingを行ったケースコントロール研究の場合には，SA1, SB1, SA0, SB0 が人時間
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表 5．Greenland et al.（1994）の事例におけるモンテカルロ感度解析の結果．
あたりの率となる．また，Scharfetein et al.（1999）では，線形回帰モデルへの拡張も行われてい
























い（Greenland and Lash, 2008）．バイアスの不確実性のみを考慮した調整オッズ比の分布では，
中央値は 4.26，95%区間は (2.24, 27.66)となり，複数のバイアスを同時に考慮している分，不確
実性は大きくなる．ランダムな誤差も考慮すると，中央値は 4.32，95%区間は (2.00, 28.30)とな
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られてきた方法である（Committee on Risk Assessment of Hazardous Air Pollutants, Commission
on Life Sciences, National Research Council, 1994; Vose, 2008）．疫学研究では，近年になって，
電磁場への曝露と小児白血病の関連評価への適用（Phillips, 2003; Greenland, 2003）やシリカ曝
露と肺がんの関連評価への適用（Steenland and Greenland, 2004）をはじめ，Chu et al.（2006），
Eddy et al.（1992），Fox et al.（2005），Greenland（2001, 2005），Hoﬀman and Hammonds（1994），
Lash and Fink（2003）などによる研究が行われてきた．
モンテカルロ感度解析の数学的定式化として，まず一連の観測データ（D）を用いて興味ある
パラメータ θ = θ(α)を推定することを考える．従来の解析では，系統的バイアスはないという
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p(α|D, η) ∝ L(D|α, η)p(α, η)














2. 各 ηから θˆη と標準誤差 sˆη を算出する
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Sensitivity Analysis for Biases in Observational Studies
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Most researchers recognize that conventional statistical analysis of observational data
require assumptions like no selection bias, no information bias, no unmeasured, missing at
random. . . etc. It is almost impossible to assess that these assumptions are met with study
data. If these assumptions are unmet, the results from conventional analysis have uncer-
tainty and are biased. In this article, we reviewed bias analysis, focusing on probabilistic
sensitivity analysis.
Key words: Observational study, epidemiology, uncertainty, bias, probabilistic sensitivity analysis.
