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1. GBNBRALIT& SUR LES TOPOS DE GROTHENDIECK: GBOMBTRIE vs LOGIQUE 
Le but de la theorie des topos est de dtvelopper un langage et une technique 
efficaces pour l’etude des concepts a caractere local (ainsi que des constructions 
sur de tels concepts) que l’on trouve dans diverses branches des mathematiques: 
topologie, geometric algebrique, geometric analytique,... . 
A cet aspect gkorrtktrique (ou topologique), qui est l’aspect dominant, s’oppose 
dialectiquement tin autre: I’aspect logique. 
De ce point de vue, les topos apparaissent comme des univers s&zntiques 
assez souples pour interpreter d’une facon adequate la logique classique, la 
logique intuitionniste, etc. Cette interpretation peut se definir soit par une 
notion g&&ale de “forcing” soit par une extension de la notion de “vkitt!.” 
Les structures generiques prefigurees par cette egalite forcing = vCritC ne 
seront pas etudiees ici. 
EXEMPLE. Soit X un espace topologique. 
On veut etudier le concept “fonction (partielle) continue a valeurs dans 9.” 
On identifie d’abord ce concept avec sa famille d’ “extensions.” (C,( U))vpoU~x~ 
oaC,(u) ={f: U+@lf continue} et @k(X) est l’ensemble des ouverts de X. 
On remarquera cependant que si VC U, il existe une restriction canonique 
mu: Gt(~) -+ cQ(V. 
En munissant &J(X) d’une structure de cate’gogorie dont les objets sont les 
ouverts de X et les morphismes les inclusions, le concept en question s’identifie 
au fmteur contravariant 
C,: Ou(X)oPP + Ens 
tel que 
C,(U) = {f: U -+ W ) f continue) pour tout UEOu(X). 
Le caractere local de ce concept peut s’exprimer ainsi: si (U& est un 
recouvrement (ouvert) de U (en symboles: ( Ui)iEl E Cov( U)), alors les fonctions 
* Rapport no 63, Juin 1976. S&m&ire de Mathbmatique Pure. 




Copyright 0 1978 by Academic Press, Inc. 
All rights of reproduction in any form reserved. 
THkORIE DES MODtiLES ET FAISZAUX 157 
appartenant a C,(U) sont recuperables B partir des fonctions dans les C,( V,) 
au sens suivant 
1. sif,gEC9(U)etfI Ui=gl lJipourtoutiEI,alorsf=g, 
2. si (j&, est une famille telle que fi E C&Vi) pour tout i EI qui est 
compatible, cad, fi 1 Ui n Uj = fj 1 Vi n Uj pour tout i, j E I, alors If E C,(U) 
tel que f 1 Vi = fi pour tout i E 1 (“Toute famille compatible peut se recoiler”). 
L’idte de Grothendieck est de generaliser cette situation en remplacant: 
i. &4(X) par une petite categoric %?, 
ii. Les recouvrements (U&, de U par des familles (& --+fi &, de 
morphismes de C dites des recouvrements de A (ou des localisations de A) 
satisfaisant certaines propriMs des recouvrements ouverts de I’exemple. 
On arrive ainsi a la notion de site. 
DEFINITION. Un site est une petite categoric %? munie d’une notion de 
recouvrement ou localisation, cad, pour chaque A E 1 V ( on se donne une classe 
de familles Cov(A) de morphismes de V de but A telles que 
1. (A -9 A) E Cov(A), 
2. (“Stabilite par pull-backs”) 
Si (Ai -+ A),, E Cov(A) et B--+AEQ?, 
alors le pull-back Ai xA B existe (pour tout i E I) et (A, XA B + B)i,l E Cov(B). 
3. (“Caractcire local”) 
Si (Ai + A)+1 E: COV(A) et (Aij + Ai)jeJi E COV(A,) pour tout i E I, 
alors 
(Aij + A)M E Cov(A), 
jeJf 
oh Aij + A est la fleche composee. 
Les familles de Cov(A) s’appellent recouwerwnts ou localisations de A. 
Notation. Si F: %‘OPa + Ens est un foncteur (contravariant) de %?, on ecrira 
A --+~ F au lieu de OL E F(A), pour faciliter la comprehension intuitive. 
On remarquera qu’on peut composer une telle fleche formelle avec une 
vraie fleche: 
par la regle OL 0f = F(f)(a). 
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DJ~FINITION. U f  n aisceau ou foncteur local est un foncteur Fz %?OPP -+ Ens 
tel que pour toute localisation (Ai -+fi A)i,I~ Cov(A) les elements de F(A) 
sont recuperables a partir de ceux de F(A,) au sens suivant: 
1. Si 01, /3 E F(A) et cz 0 fi = p 0 fg pour tout i E 1, alors 01 = fi, 
2. Si (oL&, est une famille telle que ai EF(A,) pour tout i E I qzdi est compa- 




alors 301 EF(A) telle que a o fi = 01~ pour tout i E I. 
On notera Faisc(%?) la sous-categoric pleine de Ens @JPP dont les objets sont 
les faisceaux (et les morphismes les transformations naturelles). 
DEFINITION. Un topos (de Grothendieck) est une categoric equivalente a 
Faisc(V), oti %? est un site. 
EXEMPLES . 1. Soit X un espace topologique. La categoric Faisc(Uu(X)) oh 
&(X) est la categoric des ouverts de X munie de la structure de site des 
recouvrements ouverts est un topos. On le note Faisc(X). 
On remarquera que si X se reduit a un singleton, Faisc(X) N Ens. 
2. Soit 59 une petite cadgorie. On d&nit 
Cov(A) = (A AA} pourtoutAEI%?/. 
Alors le topos Faisc(V) est simplement la categoric Ens %?“Pn de tous les 
foncteurs contravariants de %? (a valeurs dans les ensembles). 
Cas particulier: $? est la categoric associte a un ensemble ordonne P dont 
les objets sont les elements de P et les morphismes sont definis par 
Homdp, 4) = {*I si P<q 
=0 sinon. 
3. Soit B une algebre de Boole. On definit une structure de site ainsi: 
(a&d E Co+) ssi a = V ai . 
iel 
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Alors Faisc(B) est Cquivalente a la categoric des ensembles &values de 
Scott-Solovay, oh a est le complete de McNeille de B. 
On remarquera que cet exemple peut se generaliser en considtrant une 
algebre de Heyting W plutot que B. 
Remarque. La notion de site et la notion correspondante de faisceau peuvent 
&tre definies sur une categoric C, m&me si C manque de produits fib& (pull- 
backs). La definition est plus technique, mais on trouve de tels exemples dans 
la theorie des modeles (notamment le “forcing” faible de Robinson). Nous 
ne considererons pas cette notion plus generale. 
Pvobl2me fondationnel 
Le dtveloppement de la theorie des faisceaux et plus g&rnCralement celle 
des topos a impose le probleme de definir dans un topos les diverses structures 
que l’on retrouve en Algebre (anneaux, modules, corps,...) et de “relever” 
la theorie de ces structures, bien connue dans le topos des ensembles Ens, 
a un topos quelconque. 
Ce probleme a CtC rtsolu moyennant la notion de jbre d’un faisceau dans 
le cas d’un topos de la forme Faisc(X), oh X est un espace topologique. 
On rappelle que la j&e de F au poht x E X, 
F, = I&I F(U). 
rkO,u(X) 
SEW 
On remarquera que si F --+? G est une transformation naturelle, on obtient une 
fonction Cvidente F, -+Q G, pour tout x E X. 
Un anneau ~2 dans Faisc(X), e.g., est la donnee des diagrammes 
1 _o_t d d x d As/, 
--? - 
oh 21(U) = {.} est un singleton pour tout U E &(X) et (22 X ,Pa)( U) = 
-Qw9 x NV P our tout UE&(X) tel que, pour tout xg X, ,J& avec les 
operations 
II + -k Mr dz x d&+lzee est un anneau. 
1, ..c 
Un anneau & est local si pour tout x E X, ,aZ, est local. Un monomorphisme 
2 >-+ & est un id&Z si pour tout x E X, $, C ,cP, est un ideal, etc. 
11 faut remarquer cependant que cette solution de definir les notions “fibre 
par fibre” ne tient pas compte de tous les cas qui se presentent dans la pratique: 
ainsi, e.g., pour aucun monomorphisme 3 >+ 3 d’un faisceau de groupe 9, 
ZTz C 3% n’est le centre de 3% pour tout s E X (X et 3 choisis convenablement). 
De plus, cette solution ne s’etend pas toujours aux topos de Grothendieck. 
607/30/2-7 
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La solution correcte, implicite dans les travaux de Grothendieck et son 
Ccole, est donnte par le “forcing” de Kripke- Joyal (ou, d’une facon Cquivalente, 
par une extension de la notion de “v&e” de Tarski). 
2. INTERPR~ATION D'UN LANGAGE DANS UN TOPOS: “FORCING" =VBRITB 
Pour definir une interpretation, on aura besoin du resultat suivant: 
LEMME. Si 97 est un site, Faisc(V) admet I;m jinies (et m&me arbitraires). 
Preuve. On d&nit les lim “point par point,” cad, si (F,) est un systeme 
projectif des faisceaux, (lh F,)(X) = b(F,(X)). 
Pour verifier que bE:, est un faisceau, on considere (Xi +Qi X)< E Cov(X) 
dans %7. 
Soit (Xi -9, bF& une famille compatible. 
Par definition, fi = (fi”)a. En plus, p our chaque 01, (fi”)i est compatible et 
d&nit done un unique f  m: X -+ F, tel que fa o gi = fta pour tout i E I. La 
famille (f”)@: X + &F, recolle les fi’s. 
Langages Multisortes 
Nous allons considerer des langages 2 ayant un ensemble non-vide de 
sortes; un ensemble arbitraire de symboles de predicats, chaque argument 
ayant une sorte definie et un ensemble arbitraire de symboles d’operations 
dont les arguments et la valeur ont des sortes specifiees. 
On definit les tevmes et les formules de la facon usuelle (voir, e.g., les clauses 
de la definition du I k dans le paragraphe suivant). 
Interprhtation 
La donne’e de base pour une interpretation est une fonction qui associe 
1. A chaque sorte s de dp un faisceau M(s): %@PP -+ Ens, 
2. A chaque relation n-aire R dont les arguments ont des sortes sr ,..., s, 
un monomorphisme M(R) B---Z M(s,) x *.. x M(s,) (ceci veut dire: VA E / % 1, 
M(R)(A) C M(s,)(A) x ... x M(s,)(A)). 
3. A chaque symbole d’operation n-aire f  dont les arguments ont des sortes 
Sl 9 ., s, et la valeur la sorte s, une transformation naturelle 
M(f): M(s,) x ... x M(s,) -+ M(s). 
On remarquera qu’il y  a une facon canonique d’interpreter les termes: 
soit t un terme dont les variables sont parmi x = (x1 , ., x,) ayant des sortes 
Sl )...) s, . 
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Posons M(x) = M(s,) X ... x M(s,); M(x) = M(s). 
1. Si t = xi , alors Mx(xi): M(x) + M(sJ est la i&me projection. 
2. Si MX(ti): M(x) - M(sJ et 
M(f): n M(s,) --f M(s) 
2 
Remarque. Dans le cas du topos Ens, la donnke de base pour une inter- 
prktation est simplement une 9-structure. 
Forcing de Ihpke- Joyal 
L’idCe de base c’est que l’interprktation des connecteurs logiques dans les 
faisceaux a un caractkre local, e.g., un faisceau est non-vide si localement 
il a des sections, cad, il existe des sections sur un recouvrement. (LTn faisceau 
non-vide peut n’avoir aucune section globale). Slogan: “Existence = existence 
locale.” 
Soit %? un site, 9 un langage multisorte ai: S--f M(si) (des &Y-&ments 
de M(si)). On considkre des formules 9 E 3 telles que ITar C {x1 ... x,} = x. 
X It- Rt, ... t,[a, *.. a,] ssi *(al .b. a,> c M,(Rt, ... t,)(X) oh M,(Rt, ‘.. tn) 
est donnk par le produit fib&, 





11f,(Rt, ,..., tn) >- t M(x) 
(s, ,‘..1 .y,,, Gtant les sortes de t, ,..., t,,,). 
X II- t, = &[a, ,..., a,,] ssi 
(~~x(td)x(al ,..., ad = (Mx(4),(aI ,.-, 4 
.X 1 t (9 A Y)[al ,..., a,] ssi S I k rp[a, ,..., a,] et S It Y[a, ,..., an], 
..Y It (‘p v  ?P)[a, ,..., a,] ssi il existe (& -+&i &, E Cov(S) tel que, pour 
tout i E I, 
Xi 1 I- rp[a, c 01~ ,..., a,, ; fxi] ou Sj (k !P[a, 0 01~ ,..., a, 0 ai], 
S It 3 X ‘p[a, ,..., a,] ssi il existe (Xi jdi X),,, E Cov(S) et (X, -hi M(s,)),,l 
tel que, pour tout i 6 I, 
Xi It rp[al ‘3 cli ,..., a, 0 0~~ , b,], 
s It v  x p?[a, )..., a,] ssi pour tout E’-+ SE K et pour tout b: I7 - M(s), 
Y It q[a, 0 u,..., a, 0 LX] 
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9 It (p’ + !?)[a, ,..., a,] ssi pour tout Y +a SE ‘k?, si Y It ~[a, 0 a,..., a, 0 ~1, 
alors 1’ It Y[a, 0 a,..., a, 0 ~1, 
x It Yp[a, ,..., a,] ssi pour tout Y+%Xfz@ si IiIt~[a,ool,,...,u,ool], 
alors 0 E Cov(Y). 
On remarquera que la dernikre clause se rCduit B la prCcCdente en dhinissant 
7v=q’-jJet 
9 It J[ul ,..., un] ssi @ E Cov(X). 
11 est utile aussi de dkfinir 
x It T[u, ,...) a,] toujours vrai. 
Si u est un Lnonce’ (cad, saris variables libres), on dkfinit M + u (dans Faisc(%)) 
ssi pour tout SE 1 V I, X It cr[@]. 
De la m&me faqon, M est un modkle de T dans Faisc(%) ou M est un Faisc(V)- 
ModLle de T si M + 0 pour tout IJ E T. 
EXEMPLE. En retournant h l’exemple du Sect. 1, on vkrifie saris peine que 
dans Faisc(X), C, est un anneau local, cad, 
I 
cg+o=1l-tj 
c, I= Vx@y(x . y  = 1) v  3y((l - x) ‘y = 1)). 
LEMME 1. (Cuructke fonctoriel du It). 
Si S +ai M(sj) et X I I- ~[a, ,..., a,], ulors Y It ~[a~ 0 a,..., a, 0 a], pour tout 
Y-t” XEg. 
Preuve. Par induction sur v. On remarquera que l’axiome 3 de la dkfinition 
du site (“caractkre local”) n’est pas employ& 
LEMME 2. (Cum&e local du It). 
Si X --+i M(s<) et (X, -+fm X), E Cov(X) a la proprie’te’ que X, It ~[a, o fm ,..., 
a, OfJ pow tout 01, uzors x It p[a, ,...) a,]. 
Preuve. Induction sur v  et Lemme 1. 
Supposons e.g., 
X I,’ +a, ,..., a,] et x, It -da, o”L ,**., a, OhI pour tout 01. 
Alors il existe Y-+~XE% tel que @ $Cov(Y) et Y Itv[ulof,...,u,of]. 
On considkre le produit fibrk 




Par Lemme 1, Y, It q[ua, 0 fog, ,..., a, 0 fog,] pour tout o[. 
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Mais ai 0 fog, = ai 0 fa 0 u, pour tout i, tout 01 et ceci implique que g E 
Cov( I~,), pour tout 01. 
Done (axiome 3 du site) @ E Cov(Y), contradiction. 
Ces deux lemmes, cf. Ref. [4], peuvent s’interprkter comme un principe 
“logique” de construction des faisceaux. Plus p&isCment, soit g, une formule 
de 8 dont les variables libres sont parmi x1 ,..., x, . On dC!init 
M,(v) = ((al ,..., a,) 1 ai E M(si)(X) pour tout 1 < i < n et X Ii- y[a, ,..., a,]}. 
THBOR~ME. 
1. Mx(v) est un sowfaisceau de M(x) = M(s,) X *.. X M(s,). 
2. En plus, Mx( ) satisfait les clauses inductives de la dt;Jinition de v.&ite’ dans 
Faisc(+?), cad, 
Nl,(p, A Y) = M,(F) A M,(Y) = inf{M,(v), 1M,(Y)) des sow-objects de M(x), 
M,(p, v Y) = M,(y) v M.$?‘) = s~p{hf~(p), Af.JY)} des sous-objects de M(x), 
M,(3 q) = %Mx,(v) = /\ IF I F < Mb) et M,,(v) < ~-WI, 
Mx(V xv) = VvMx,(q) = V {F I F < M(x) et +F < Jeff,}, 
Mx(p, - Y) = n/r,(v) + MAY> = V {F IF < M(x) et F A M,(v) < Mx(W 
M,( -q> = -4&(y) = v  {F IF < M(x) et F A Mx(v) = @I, 
oil @ est le faisceau initial dt$ni par 
Q(X) = m si 53 $ Cov(X) 
= {.I si 0 E Cov(X) 
et T est l’application canonique M(xx) + M(x). 
Preuve. 1. ConsCquence immkdiate des Lemmes 1 et 2; 
2. Montrons, e.g., la clause existentielle. 11 faut montrer que 
Mx(3 XT) < F ssi M,,(v) < r-l(F). 
Supposons que MJ.y) < wlF et X --+a M(x) est tel que X I!- 3 xpj[a]. 
Par dkfinition du II-, il existe (Xi -4s X)jE, E Cov(X) et (Xi --tbi M(s))~=, tel que 
X, I t- v[aTi, bi] pour tout i 6 I. 
Done (a?<, bj) E r-lF(Xi) pour tout i ~1. Ceci implique que a?, EF(XJ 
pour tout i E I. Mais F est un faisceau, done a E F(X). 
Supposons que M&l xp) < F et X -+ab M(xx) est tel que X II- y[ab]. 
Par axiome 1 du site, (X -@’ X) E Cov(X) et on obtient X I!- 3 xy[a], 
par la dkfinition du It, cad, a E F(X) ou encore ab E &F(X). 
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COROLLAIRE 1. Tout topos de Grothendieck est une categoric de Heyting, 
cad, admet 
1. b$nies. 
2. Des images stables par produits fibres. 
3. Des suprema d’un ensemble fini de sous-objets d’un objet, stables par produits 
fib&. 
4. Pour chaque morphisme A +f B, un foncteur Vf adj’oint a droite du foncteur 
pull-back 
f *: P(B) + P(A) 
ou P(A) est l’ensemble des sous-objets de A. 
Preuve. Montrons, e.g., l’existence d’images: soit F -+ G un morphisme 
dans Faisc(%). On introduit un langage a deux sortes F, G et un symbole 
d’operation unaire 77 de sorte F dont la valeur est de sorte G. Alors I’inter- 
pretation canonique de la formule 
3fCdf) = 9) comme sous-objet de G 
nous donne I’image en question (cad, le plus petit sous-objet de G a travers 
lequel 77 se factorise). 
Pour montrer que le sup G, v  G, = G est stable, soit F +n G un morphisme. 
On introduit un langage a deux sortes F, G, un symbole d’operation 7 comme 
tout a l’heure et deux symboles de predicats unaires Gr , G, de sorte G. 
Alors IF WG&) v  G(d) t e ceci implique tout de suite It Vf (GI(T( f )) v 
GMf )), cad, 
T*(G) v q*(G) = F. 
COROLLAIRE 2. Soit 5? un langage multisorte et soit ikZX( ): Y - Faisc(V) 
une d@nition de vkitepour 9 dans Faisc(V), cad, satisfaisant les clauses inductives 
du Theo&me (partie 2). 
Alors, la relation It, dt@zie par 
X It~4 9h ,-.-, anI ssi [Ul ,...) %I E Jfx(dW 
satisfait les clauses inductives du “forcing” de Kripke-Joyal. 
Preuve. On definit le “forcing” de Kripke- Joyal II- en employant la don&e 
de base de l’interpretation M et on definit 
M,(v) . (X) = {(aI ,..-, a,) I X II da1 ,... , a,]>. 
Par le theoreme, M,( ) et M,( ) ont les m&mes clauses inductives (et la mCme 
donnee de base!). Done Mx( ) = m,( ), cad, IF = II,+, . 
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Remarque. On peut Ctendre la definition de 11 ainsi que le theoreme et 
ses corollaires a tout le langage Pcow. On obtient e.g., 
M, (v x) = v  {aye): e E 2-q. 
3. LOGIQUE COH~ENTE 
On entendra par logique coherente la logique des connecteurs 3, v, A, 
r (“vrai”) et J (“faux”). 
D’une facon plus precise, soit 9 un langage multisorte. Une foymule est 
cohhente si elle est obtenue a partir des formules atomiques en employant 
les connectifs ci-haut mentionnes. Une thboorie cohhente est un ensemble 
d’CnoncCs dont chacun est la cloture universelle d’une formule IJJ(X~ ,..., x,) + 
yx, )... , x,) oh 9, Y sont coherentes. 
EXEMPLES. 1. Toute theorie Cquationnelle: anneaux, modules, etc. 
2. La theorie des anneaux locaux: on ajoute aux axiomes d’anneaux com- 
mutatifs avec 1 les axiomes 
f  =s 3y(x *y = 1) v  3y((l - x) ‘y = l), 
O=l*$. 
3. La theorie des corps: on ajoute aux axiomes d’anneaux commutatifs 
avec 1 l’axiome 
~~x==ov3y(X~y=l). 
4. La theorie des corps algebriquement ~10s. 
Du point de vue de la thkorie des modtYes, on peut caracteriser ainsi ces notions: 
TH~OR&ME I [Chang-Keisler]. Soit v  E 2 et soit F une thkorie (quelconque) 
duns 9. Alors CP est F-t!quivalente ci une foymule coh&rente ssi q~ est pyt%ervt!e par 
tous les homomoyphismes al@briques des modiles de ~9 (cad, pytkwant les relations 
et optkations primitives). 
THBOR&ME 2 [Keisler]. Soit F une thioorie duns 2. Alors T admet une 
axiomatisation cohkente ssi le foncteur oubliant 
cyie lim filtyantes. 
U: Mod(F) -+ s-structures 
Remarque. Mod(F) est la categoric des modeles de Y avec homomorphismes 
algebriques. La condition sur le foncteur U veut dire que si on construit la 
lim filtrante M d’un systeme inductif (III& d e modeles de ,F dans la categoric 
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des 3’-structures (structures de type de similarite 3) avec homomorphismes 
algebriques, e.g., 
M(s) = li+n M,(s) dam Ens, 
alors M est un modele de .F. (Les Preuves de ces theoremes peuvent aussi 
se trouver dans la these de maitrise de Wedad Antonius, Univ. de Montreal, 
1975). 
Du point de vue de la thkoorie des topoi, l’intCr&t de la logique coherente 
releve en partie du fait suivant: 
TH~O&ME. Soient Y une thkorie coh&ente dans un langage 2 et CT = c&we 
universelle d’une forpnule y + Y, oJ v, Y sent cohbrentes. Si 9 f= (T au sens 
classique (tout modile ensentbliste de 9- est un nwdkle de a), alors pour tout topos 
de Grothendieck 8, (T est valide dans tout 8-Modt?le de 9. 
La preuve de ce theoreme est assez longue. On formalise d’abord la logique 
coherente au moyen d’un calcul de sequents de Gentzen de la forme @ 3 !?J, 
oti @ est un ensemble fini de formules coherentes de 9 et Y est une formule 
coherente. On demontre ensuite un theoreme de complt2ude pour les modeles 
ensemblistes et un theorilme d’adbquation pour les modeles dans Ies topoi. 
Si F /= u, le theorkme de completude nous donne F b 0 (au sens de notre 
calcul de sequents), done c est valide dans tout 8-Modele de F (par le theoreme 
d’adequation). 
Voici l’idee de base pour arriver au calcul en question: les regles de deductions 
garantiront que certaines operations (qui ajoutent des formules a un ensemble 
d’CnoncCs de depart pour le completer) sont possibles. 
On suppose que F F (T ( ou CT = @ * Y dans un sens qui reste B decouvrir) 
et on construit un modele M de F ayant pour Clements a, ,..., a, tels que 
M I= A @[a, ,.-, 4 mais M I+ Y[al ,..., a,]. 
On construit M au moyen d’un “ensemble de Hintikka” de formules H 
de facon telle que 
dom M = ensemble de termes t dont chaque variable est libre 
dans une formule (au moins) de H. 
M k dxl,..., ~1 ssi ~(xr ,..., x,) E H. 
Supposons que l’on peut construire un tel M et un tel H. Alors H doit 
satisfaire les clauses inductives de la v&it&, e.g., 
1. hZEHssiX’CH(pour%‘fini), 
2. 3 xy E H ssi rp(t/x) E H pour quelque t. 
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On construit H = unEY H, avec l’hypothese d’induction Y v H, j+ (3. 
Supposons que l’on veut s’assurer que (1) est valide: si A .# E H, , on pose 
H - H, u Z. 11 faut s’assurer que l’hypothese d’induction n’est pas n+1 - 
viol&e. Un moment de reflexion nous montre que cette operation est permise 
si la rkgle 
est au moins une regle d&iv&e de notre calcul. 
On verifie tout de suite que cette regle est correcte dans tout topos d(cad, 
si la cloture universelle de l’hypothese est valide dans 8, alors il en est ainsi 
de la cloture universelle de la conclusion). 
Si 2 C H, alors P C H,, pour quelque n et on pose H,,, = H, u {A S}. 
La possibilite d’ajouter A G%? a H, est garantie par la regle 
qui est aussi correcte dans tout topos 6’. 
Les details de cette preuve apparaitront dans le livre de Makkai-Reyes [2] 
cite dans les references. 
Remarque. 11 existe aussi un ThCoreme de completude Boolten pour la 
logique coherente infinitaire d’un langage 9c.o~ (cf. le livre cite en haut). 
Une formule cohkente (i+z..nGre) est obtenue a partir de formules atomiques 
au moyen de v arbitraires, A finis, 3. 
Une thkoorie cohkente (infnitaire) est un ensemble de sequents @ 3 Y oh @ 
est un ensemble fini de formules coherentes (infinitaires) et Y est une formule 
cohtrente (infinitaire). 
4. UNE APPLICATION AUX FIB&S VECTORIELS 
L’application en question est le resultat suivant: 
THBOR~ME (Swan), Soit X un espace compact. Alors la catkgorie des fibris 
vectoriels rkels SW X est kquivalente h la catkgorie des C%(X)-Modules project+ 
de type jini. 
L’idCe de la preuve qui sera pr&entCe ici, due a Mulvey [3], est de demontrer 
et d’interpreter dans le topos Faisc(X) le thCor&me suivant (de Kaplansky) que 
nous admettons. 
(A) Tout module projectif de type fini sur un anneau local est libre. En plus, 
son rang est au plus le nombre d’ClCments d’un ensemble de gCnCrateurs du 
module. 
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Ce theoreme admet une formulation matricielle qui nous permettra de le 
formuler dans la logique coherente: 
(A’) Pour tout n et pour toute matrice P de n i< n coefficients appartenant 
a un anneau local et telle que P x P = P, il existe m < TZ, il existe une matrice Q 
de n x m et il existe une matrice R de m x n telles que Q x R = Id et 
RxQ=P. 
Soit L le langage de la theorie des anneaux et soit T la theorie coherente des 
anneaux locaux. Notre formulation coherente du theoreme de Kaplansky 
devient done 
Retournons a la preuve du theoreme de Swan. 
On acceptera les resultats suivants de la theorie des representations d’anneaux. 
(B) La categoric des fib&s vectoriels reels sur X est Cquivalente a la categoric 
des faisceaux de C9-Modules qui sont localement libres. 
On rappelle que & &ant un faisceau d’anneaux (sur X), un faisceau de GZ’- 
Modules .A4 est Zocalement Zibre ssi il existe (U,), E Cov(X) 3(n,), 3(~,), tels que 
oh p)a est &-lineaire. (F 1 U est la restriction du faisceau F a l’ouvert U C X, cad, 
le faisceau sur U defini par (F / U)(v) = F(v), pour tout v E Ou( U).) 
(C) Si X est compact, la caregorie des C&X)-Modules projectifs de type 
fini est Cquivalente a la categoric des faisceaux de Cgl-Modules qui sont locale- 
ment projectifs de type fini. 
On rappelle que .JZZ &ant un faisceau d’anneaux comme prectdemment un 
faisceau de &-Modules A? est. localement projectif de type Jini ssi il existe 
(u,), E Cov(X) 3(n,), +PJ~ %4& tels que 
oti P),&~ sont &-lineaires. 
Ceci Ctant, et compte tenu du fait que C’s est un faisceau d’anneaux locaux, 
le theoreme de Swan est un corollaire du resultat suivant: 
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THBOR~ME. Soit X un espace topologique, .c/ un faisceau d’anneaux locaux. 
Tout zZ-Module A? qui est Iocalement projectif de type $ni est localement libre. 
Preuve. En se restreignant aux ouverts d’un recouvrement, on peut supposer 
que .4? est projectif de type fini, cad, il existe n, 9, # tels que 
L’observation cruciale est la suivante: J? est localement isomorphe & &lJL ssi 
Ay II -am[PII T...Y Pfj T*.,v Pnnl oli p = (PiJiSnAn 
est la matrice de la transformation ,d(X)-1inCaire 
0, 
.Aqy + .r/(X)~. 
En effet, par la dCfinition du // -, Xjl -u,,,[pll ,...,pij ,...,p,,] ssi il existe 
(U,), E Cov(X) tel que pour tout CY. il existe q$ 6 .d nEXn( U,) il existe rti E ~~~~~~ U,) 
tels que 
Evidemment les q1’j et les r; dkfinissent des transformations d j U,-1inCaires 
Q*, Rti des faisceaux des modules telles que Ra 0 8” Id et p 0 Ii” = y% o y  1 U, . 
Ceci implique que .aZm / U, N JT 1 U, comme on le voit aussitht. 
Par notre metathCor&me du Section 3 et compte tenu que P x P = P, 
XI! - VL Q,,? - Ceci implique Cvidemment que J? est localement libre. 
Remarques. (1) L a seule observation nouvelle, par rapport g la preuve de 
Mulvey, est que le thCor&me de Kaplansky admet une formulation cohCrente. 
11 est done vrai dans tout topos par le metatht+orltme. En particulier, il n’est pas 
question de logique intuitionniste d’ordre supCrieur comme dans la preuve de 
Mulvey. 
(2) La formulation (A”) est due g A. Kock. Elle simplifie ma premikre 
formulation qui employait une thCorie cohCrente ad-hoc. 
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