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Introduzione
L’evoluzione dello stato di tanti sistemi modellati da equazioni a deriva-
te parziali lineari (PDEs) o da equazioni differenziali con ritardo, possono
essere descritti da semigruppi di operatori lineari. Lo stato di tali sistemi è
rappresentato da un elemento di uno spazio normato infinito-dimensionale,
da cui il nome sistema lineare infinito-dimensionale.
Lo studio degli operatori di controllo e osservazione per tali semigruppi è un
settore relativamente recente. Questi operatori sono necessari per modellare
l’interazione di un sistema col mondo circostante mediante ingressi e uscite
(inputs e outputs). Gli argomenti d’interesse principale per tali operatori
sono la controllabilità, l’osservabilità e la stabilizzabilità. Gli operatori d’os-
servazione e controllo sono gli ingredienti essenziali dei sistemi lineari ben
posti.
A differenza della teoria del controllo finito-dimensionale, per sistemi infinito-
dimensionali ci sono diversi concetti, non equivalenti, di controllabilità e
osservabilità. Quelli più forti sono i concetti di controllabilità esatta e os-
servabilità esatta, rispettivamente. La controllabilità esatta al tempo t > 0
significa che ogni stato finale può essere raggiunto, partendo dallo stato ini-
ziale zero, per mezzo di un adatto segnale di input sull’intervallo di tempo
[0, t]. Il concetto duale di osservabilità esatta al tempo t significa che se l’in-
gresso è zero, lo stato iniziale può essere recuperato in modo continuo dal
segnale d’uscita sull’intervallo di tempo [0, t].
Il problema della controllabilità delle equazioni differenziali paraboliche è
stato considerevolmente sviluppato negli ultimi decenni. Dopo i primissimi
lavori di Fattorini e Russell [13],[14], Russell [23] e Seidman [24], si è avuto
un evidente progresso con i risultati di Lebeau e Robbiano [20] e Fursikov
e Imanuvilov [18]. L’elemento innovativo della teoria è stata, in [20] e [18],
rispettivamente, l’introduzione delle stime di Carleman locali per equazioni
ellittiche (utilizzate per studiare la controllabilità a zero dell’equazione del
calore su una varietà) e stime di Carleman globali per equazioni paraboliche.
Tale teoria è stata estesa anche a problemi semilineari, vedi per esempio Ani-
ta e Barbu [2], Fernandez-Cara [15], a equazioni su dominii illimitati con i
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lavori di De Teresa [11], Micu e Zuazua [21] e Miller [22] e alle equazioni di
Stokes e Navier-Stokes, vedi Barbu [3], Coron e Fursikov [9], Fabre e Lebeau
[12], Fernandez-Cara, Guerrero e Imanuvilov [16], Imanuvilov [19], Fursikov
e Imanuvilov [18].
Mentre per le equazioni paraboliche in forma nondegenere la teoria è stata
ampiamente sviluppata, per i casi degeneri esistono ancora pochi risultati.
Per equazione parabolica in forma degenere si intende un’equazione differen-
ziale alle derivate parziali in cui il coefficiente del termine di ordine massimo
nella variabile spaziale, generalmente non costante, si annulla in uno o in en-
trambi gli estremi del suo dominio di definizione, nel caso mono-dimensionale,
alla frontiera di un sottoinsieme di Rn, nel caso a più dimensioni.
In altre parole, lo studio della controllabilità della semplice equazione para-
bolica degenere
ut − (a(x)ux)x = hχω, x ∈ (0, 1), t ∈ (0, T ) (1)
è stato affrontato per esempio in [5], poi esteso in [6], attraverso stime di
Carleman, su opportuni spazi funzionali di Sobolev ponderati.
L’equazione (1), dove il controllo h agisce su un sottoinsieme non vuoto
ω ⊂ (0, 1), modellizza l’equazione del calore a una dimensione.
Nell’ultima parte della tesi si illustra la naturale estensione e generalizza-
zione del problema monodimensionale di cui sopra, ovvero si considerano la
proprietà di controllabilità a zero di equazioni paraboliche degeneri in più
dimensioni, studiando il problema ai valori iniziali e al bordo
ut − div(A(x)∇u)x = f(t, x)χω(x), (t, x) ∈ ΩT = (0, T )× Ω,
u(t, x) = 0, (t, x) ∈ ΓT = (0, T )× Γ,
u(0, x) = u0(x) ∈ L2(Ω), x ∈ Ω.
(2)
dove la matrice A(x) è degenere al bordo del suo dominio di definizione.
Capitolo 1
Teoria dei Semigruppi
1.1 Semigruppi fortemente continui e proprietà
principali
Definizione 1.1.1. Sia X uno spazio di Banach e (T (t))t≥0 una famiglia
di operatori lineari limitati su X, ovvero appartententi a L(X). Se sono
verificate
1. T (0) = I
2. T (t+ s) = T (t)T (s) ∀t, s ≥ 0 (proprietà di semigruppo)
3. T (t)x X−−−→
t→0+
x ∀x ∈ X. (forte continuità)
si dice che (T (t))t≥0 è un semigruppo fortemente continuo di operatori lineari
appartenenti a L(X) o, brevemente, un semigruppo di classe C0.
Definizione 1.1.2. L’operatore lineare A : D(A) ⊆ X → X definito da
D(A) =
{
x ∈ X : ∃ lim
t→0+
T (t)x− x
t
}
Ax := lim
t→0+
T (t)x− x
t
si chiama generatore infinitesimale del semigruppo fortemente continuo (T (t))t≥0.
L’operatore A è un operatore lineare, generalmente illimitato, e si vedrà
che è definito solo su un sottospazio denso D(A) di uno spazio di Banach X.
Allo scopo di derivare il semigruppo (T (t))t≥0 dal suo generatore (A,D(A)),
è necessario un terzo oggetto, l’operatore risolvente.
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Definizione 1.1.3. (Operatore Risolvente)
Si definisce
ρ(A) := {λ ∈ C : λ− A : D(A)→ X è biiettiva} (1.1)
l’insieme risolvente e il suo complementare σ(A) := C \ ρ(A) lo spettro di A.
Per λ ∈ ρ(A), l’inverso
R(λ,A) := (λ− A)−1 (1.2)
è, per il teorema del grafo chiuso, un operatore limitato su X e sarà detto il
risolvente (di A nel punto λ).
Esempio 1. Sia A ∈ L(X), poniamo
T (t) = etA =
∞∑
k=0
(tA)k
k!
.
la serie converge nella norma di L(X) per ogni t ≥ 0.
Si ha etA ∈ L(X) ∀t ≥ 0( e per ogni t ∈ R). La famiglia di opertatori
(T (t))t≥0 costituisce un semigruppo fortemente continuo, infatti
e0A = I; etAesA = e(t+s)A;∥∥etA − I∥∥L(X) =
∥∥∥∥∥
∞∑
k=1
(tA)k
k!
∥∥∥∥∥
L(X)
≤
∞∑
k=1
tk
k!
‖A‖nL(X) −→
t→0+
0
abbiamo dunque
lim
t→0+
‖T (t)− I‖L(X) = 0
Esempio 2. (Heat Semigroup)
Sia X = L2(R), per ogni t ≥ 0 e f ∈ X definiamo l’operatore
T (t)f(x) := 1√
4πt
∫ ∞
−∞
e−
(x−s)2
4t f(s)ds ∀x ∈ R
applicando la trasformata di Fourier F rispetto la variabile x alla definizione
di T otteniamo
(FT (t)f)(ξ) = e−ξ2t(Ff)(ξ)
mediante l’antitrasformata F−1 vediamo che
T (0)f = F−1(FT (0)(f)) = (Ff) = f
e quindi T (0) = I. Inoltre
T (t+ s)f = F−1(FT (t+ s)(f))
= F−1(e−ξ2(t+s)(Ff))
= F−1(e−ξ2tF(F−1e−ξ2s(Ff)))
= T (t)T (s)f ∀f ∈ L2(R),∀t, s ≥ 0
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Definizione 1.1.4. (Limite di Crescita)
Si chiama Limite di Crescita o Growth Bound, il numero definito da
ω0(T ) = inf
t∈(0,∞)
1
t
log ‖ T (t) ‖
Proposizione 1.1.1. Sia T un semigruppo fortemente continuo su X, con
limite di crescita ω0(T ). Allora
1. ω0(T ) = limt→∞) 1t log ‖ T (t) ‖
2. per ogni ω > ω0(T ) esiste Mω ∈ [1,∞) tale che
‖T (t)‖ ≤Mωeωt ∀t ∈ [0,∞)
3. la funzione ϕ : [0,∞)×X → Xdefinita da ϕ(t, x) = T (t)x è continua
(rispetto la topologia prodotto)
Dimostrazione. Per la continuità a destra della funzione x 7→ T (t)x per
t → 0+, abbiamo continuità in un intorno destro e per il teorema di Weier-
strass ∃t1 > 0 tale che la funzione assume un massimo e un minimo nel-
l’intervallo [0, t1) e di conseguenza in tale intervallo è limitata. La stessa
proprietà vale per un altro intorno [0, t2) con t2 6= t1 e per la proprietà di
semigruppo, T (t1 + t2) = T (t1)T (t2) = T (s) la stessa funzione è continua,
dunque limitata, su [0, s) con s = t1 + t2. Data l’arbitrarietà di s abbiamo
che x 7→ T (t)x è limitata su [0, s) per ogni s > 0. Applicando il principio
di uniforme limitatezza, segue che la funzione t 7→ log ‖T (t)‖ è limitata per
t ∈ [0, T ],∀T > 0.
Denotiamo p(t) = log ‖T (t)‖, per la proprietà di semigruppo e per la proprie-
tà della norma operatoriale ‖T (t)T (s)‖ ≤ ‖T (t)‖ · ‖T (s)‖ con T ∈ L(X),
∀t, s ≥ 0 segue
p(t+ s) = log ‖T (t+ s)‖
= log ‖T (t)T (s)‖
≤ log ‖T (t)‖ · ‖T (s)‖
= log ‖T (t)‖+ log ‖T (s)‖
= p(t) + p(s).
da cui p(t + s) ≤ p(t) + p(s). Denotiamo ora con [t] e t rispettivamente la
parte intera e la parte frazionaria di t ∈ [0,∞). Abbiamo così
p(t) = p([t] + {t}) ≤ p([t]) + p({t}) = [t]p(1) + p({t})
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Ora, sappiamo che ‖T (t)‖ è limitata dall’alto, di conseguenza lo è anche
p({t}). Dividendo la precedente espressione per t e prendendo il limite
superiore di entrambe le parti troviamo
lim sup
t→∞
p(t)
t
≤ lim sup
t→∞
(
p(1) +
M
t
)
= p(1)
dove M = max p({t}). La stessa formula (con la stessa dimostrazione) vale
se sostituiamo p con pα, dove pα(t) = p(αt), α ∈ (0,∞). Da cui segue
lim sup
t→∞
p(t)
t
≤ p(α)
α
∀α > 0
quindi lim supt→∞
p(t)
t
≤ inft∈(0,∞) p(t)t . Da questa disuguaglianza vale anche
l’opposta, così otteniamo
lim
t→∞
p(t)
t
= inf
t∈(0,∞)
p(t)
t
= ω0(T )
da cui il punto 1. Per quanto riguarda il punto 2., se ω > ω0(T ), allora
∃tω ≥ 0 t.c.
ω0(T ) ≤
log ‖ T (t) ‖
t
≤ ω ∀t > tω
da cui ‖ T (t) ‖≤ eωt, ∀t > tω. Quindi, possiamo porre Mω = supt∈[0,tω ], e
segue il punto 2. Veniamo al punto 3.. Proviamo che la funzione t→ ϕ(t, f0)
è continua, con f0 ∈ X fissata. La continuità da destra è nota. Per mo-
strare la continuità da sinistra prendiamo una successione sulla retta rea-
le tn convergente a t0 > 0, con tn < t0. Dunque ‖ϕ(tn, f)− ϕ(t0, f)‖ =
‖T (tn)(I − T (t0 − tn))f‖ ≤ K ‖(I − T (t0 − tn))f‖, dove K è un maggioran-
te per ‖T (tn)‖. Sia (tn, fn) → (t0, f0) ∈ [0,∞) × X con fn successione di
funzioni convergente a f0 in X. Allora
T (tn)fn − T (t0)f0 = T (tn)(fn − f0) + T (tn)f0 − T (t0)f0
la quale implica che
‖ϕ(tn, fn)− ϕ(t0, f0)‖ ≤ K ‖fn − f0‖+ ‖ϕ(tn, f0)− ϕ(t0, f0)‖
dove K è ancora un maggiorante per ‖T (tn)‖
Definizione 1.1.5. Sia T un semigruppo fortemente continuo su X, con
limite di crescita ω0(T ). Questo semigruppo si dice esponenzialmente stabile
se ω0(T ) < 0.
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Proposizione 1.1.2. Sia T un semigruppo fortemente continuo su X, con
generatore A. Allora, per ogni x ∈ D(A) e t ≥ 0 abbiamo che Ttz ∈ D(A) e
d
dt
Ttz = ATtz = TtAz (1.3)
Dimostrazione. Se z ∈ D(A), t ≥ 0 e τ > 0, allora
Tτ − I
τ
Ttz = Tt
Tτ − I
τ
z → TtAz, per τ → 0 (1.4)
per cui Ttz ∈ D(A) e ATtz = TtAz. Inoltre, (1.1.2) implica che la derivata da
destra di Ttz esiste ed è uguale a ATtz. Resta da dimostrare che, per t > 0
anche la derivata sinistra di Ttz esiste ed è uguale a TtAz. Questo segue da
Ttz − Tt−τz
τ
− TtAz = Tt−τ
[
Tτz − z
τ
− Az
]
+ (Tt−τAz − TtAz)
infatti, utilizzando la Proposizione 1.1.1 e la prima parte di questa dimo-
strazione, vediamo che entrambi i termini al secondo membro dell’ultima
equazione, convergono a zero per τ → 0.
Proposizione 1.1.3. Sia T un semigruppo fortemente continuo su X, con
generatore A. Sia z0 ∈ X. Per ogni τ > 0 si pone
zτ =
1
τ
∫ τ
0
Ttz0dt. (1.5)
Allora zτ ∈ D(A) e limτ→0 zτ = z0.
Dimostrazione. Dalla continuità della mappa x 7→ T (t)x e dalla definizione
di zτ segue zτ → z0 per τ → 0. Per ogni τ, h > 0
Th − I
h
=
1
hτ
∫ τ+h
τ
Ttz0dt−
1
hτ
∫ h
0
Ttz0dt
effettuando il limite, per h→ 0 a entrambi i membri si ottiene
Azτ =
1
τ
(Tτz0 − z0)
dunque zτ ∈ D(A).
Osservazione 1.1.4. Dalla dimostrazione di cui sopra segue il seguente utile
risultato:
Ttz − z = A
∫ τ
0
Tszds ∀ z ∈ X
=
∫ τ
0
TsAzds ∀ z ∈ D(A)
(1.6)
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Teorema 1.1.5. Il generatore di un semigruppo fortemente continuo è un
operatore lineare chiuso e densamente definito che determina univocamente
il semigruppo.
Dimostrazione. Sia (T (t))t≥0 un semigruppo fortemente continuo su uno spa-
zio di Banach X. Come già evidenziato, il suo generatore (A,D(A)) è un ope-
ratore lineare. Per dimostrare che A è chiuso, consideriamo una successione
(xn)n∈N ⊂ D(A) per la quale limn→∞ xn = x e limn→∞Axn = y esistono. Per
la (1.6) si ha
Ttxn − xn =
∫ t
0
TsAxnds
per t > 0. L’uniforme convergenza di T Axn su [0, t] per n→∞ implica
Ttx− x =
∫ t
0
Tsyds.
Moltiplicando entrambi i membri per 1/t e facendo il limite per t → 0+,
vediamo che x ∈ D(A) e Ax = y, i.e., A è chiuso.
Per la Proposizione 1.1.3 gli elementi 1
τ
∫ τ
0
Ttz0dt appartengono sempre a
D(A). La forte continuità di (T (t))t≥0 implica
lim
t→0+
1
t
∫ t
0
T (s)xds
per ogni x ∈ X, si conclude che D(A) è denso in X.
Infine, per assurdo supponiamo che (S(t))t≥0 sia un altro semigruppo forte-
mente continuo avente lo stesso generatore (A,D(A)). Per x ∈ D(A) e t > 0,
consideriamo la mappa
s 7→ ηx(s) := T (t− s)S(s)x
per 0 ≤ s ≤ t. Per s fissato, l’insieme{
S(s+ h)x− S(s)x
h
: h ∈ (0, 1])
}
∪ {AS(s)x}
è compatto, i rapporti incrementali
1
h
(ηx(s+ h)− ηx(s)) = T (t− s− h)
1
h
(S(s+ h)x− S(s)x)
+
1
h
(T (t− s− h)− T (t− s))S(s)x (1.7)
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convergono, per la forte continuità e per la (1.3), a
d
ds
ηx(s) = T (t− s)AS(s)x− AT (t− s)S(s)x = 0.
Da ηx(0) = T (t)(x) e ηx(t) = S(t)(x) si ottiene
T (t)(x) = S(t)(x)
per ogni x nel dominio denso D(A). Dunque, T (t) = S(t) per ogni t ≥ 0.
Ricordando la definizione di spettro, insieme risolvente e operatore risol-
vente, ricaviamo le seguenti importanti identità.
Lemma 1.1.6. Sia (A,D(A)) il generatore di un semigruppo fortemente
continuo (T (t))t≥0. Allora, per ogni λ ∈ C e t > 0, valgono le seguenti
identità:
e−λtT (t)x− x = (A− λ)
∫ t
0
e−λtT (s)xds ∀x ∈ X (1.8)
=
∫ t
0
e−λtT (s)(A− λ)xds ∀x ∈ D(A) (1.9)
Dimostrazione. L’asserto segue dall’applicazione della formula (1.6) al semi-
gruppo riscalato
S(t) := e−λtT (t), t ≥ 0
il cui generatore è B := A− λ con dominio D(B) = D(A).
Teorema 1.1.7. Sia (T (t))t≥0 un semigruppo fortemente continuo sullo spa-
zio di Banach X e si prendano le costanti ω ∈ R, M ≥ 1 (si veda la
Proposizione 1.1.1) tali che
‖T (t)‖ ≤Meωt (1.10)
per t ≥ 0. Per il generatore (A,D(A)) di (T (t))t≥0 valgono le seguenti
proprietà:
1. se λ ∈ C è tale che R(λ)x :=
∫∞
0
e−λsT (s)xds esiste per ogni x ∈ X,
allora λ ∈ ρ(A) e R(λ,A) = R(λ).
2. se Reλ > ω, allora λ ∈ ρ(A), e il risolvente è dato dall’espressione
integrale del punto 1.
3. ‖R(λ,A)‖ ≤ M
Reλ−ω per ogni Reλ > ω.
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La formula R(λ,A) in 1. è chiamata la rappresentazione integrale del ri-
solvente. Tale integrale deve essere inteso come un integrale di Riemann
improprio, i.e.,
R(λ,A)x := lim
t→∞
∫ t
0
e−λsT (s)xds (1.11)
per ogni x ∈ X. Per semplicità, si scriverà
R(λ,A)x :=
∫ ∞
0
e−λsT (s)xds (1.12)
Dimostrazione. 1. Senza perdita di generalità si può assumere che λ = 0.
Dunque per arbitrari x ∈ X e h > 0, si ha
T (h)− I
h
R(0)x =
T (h)− I
h
∫ ∞
0
T (s)xds
=
1
h
∫ ∞
0
T (s+ h)xds− 1
h
∫ ∞
0
T (s)xds
=
1
h
∫ ∞
h
T (s+ h)xds− 1
h
∫ ∞
0
T (s)xds
= −1
h
∫ h
0
T (s)xds
facendo il limite per h → 0+ si conclude che rangeR(0) ⊆ D(A) e AR(0) =
−I. D’altra parte, per x ∈ D(A) si ha
lim
t→∞
∫ t
0
T (s)xds = R(0)x,
e
lim
t→∞
A
∫ t
0
T (s)xds = lim
t→∞
∫ t
0
T (s)Axds = R(0)Ax,
dove si è usato la (1.6) per la seconda uguaglianza. Sappiamo dal Teorema
1.1.5 che A è chiuso, questo implica R(0)Ax = AR(0)x = −x e quindi
R(0) = (−A)−1 come richiesto. I punti 2. e 3. seguono facilmente da 1. e
dalla stima ∥∥∥∥∫ t
0
e−λsT (s)xds
∥∥∥∥ ≤ ∫ t
0
e(ω−Reλ)sds,
per il fatto che Reλ > ω, l’integrale a secondo membro converge a M
(Reλ−ω)
per t→∞.
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Corollario 1.1.8. Per il generatore (A,D(A)) di un semigruppo fortemente
continuo (T (t))t≥0 che soddisfa
‖T (t)‖ ≤Meωt per ognit ≥ 0
si ha, per Reλ > ω e n ∈ N, che
R(λ,A)nx =
(−1)n−1
(n− 1)!
· d
n−1
dλn−1
R(λ,A)x (1.13)
=
1
(n− 1)!
∫ ∞
0
sn−1e−λsT (s)xds (1.14)
per ogni x ∈ X. In particolare, le stime
‖R(λ,A)n‖ ≤ M
(Reλ− ω)n
(1.15)
valgono per ogni n ∈ N e Reλ > ω.
Dimostrazione. L’equazione (1.13) è valida per ogni operatore con ρ(A) 6=
{∅}. D’altra parte, per il teorema 1.1.7 1., si ha
d
dλ
R(λ,A)x =
d
dλ
∫ ∞
0
e−λsT (s)xds
= −
∫ ∞
0
se−λsT (s)xds
per Reλ > ω e ogni x ∈ X. Procedendo per induzione, si deduce (1.13).
Infine, la stima (1.15) segue da
‖R(λ,A)nx‖ = 1
(n− 1)!
·
∥∥∥∥∫ ∞
0
sn−1e−λsT (s)xds
∥∥∥∥
≤ M
(n− 1)!
·
∫ ∞
0
sn−1e(ω−Reλ)sds · ‖x‖
=
M
(Reλ− ω)n
· ‖x‖
per ogni x ∈ X.
Definizione 1.1.6. A ogni operatore lineare A associamo il suo limite
spettrale definito da
s(A) := sup {Reλ : λ ∈ σ(A)} .
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Come conseguenza del teorema 1.1.7 2. vale la seguente relazione fra il
limite di crescita di un semigruppo fortemente continuo (si veda Definizione
1.1.4) e il limite spettrale del suo generatore.
Corollario 1.1.9. Per un semigruppo fortemente continuo (T (t))t≥0 con
generatore A, si ha
−∞ ≤ s(A) ≤ ω0 < +∞.
1.1.1 Teorema di Hille-Yosida
Questo teorema, di fondamentale importanza, fornisce condizioni neces-
sarie e sufficienti affinchè un operatore lineare sia un generatore infinitesimale
per un semigruppo fortemente continuo
Teorema 1.1.10. Sia A : D(A) ⊂ X → X, i seguenti enunciati sono
equivalenti:
1. D(A) è denso in X ed esistono due numeri reali M e ω, con M > 0
tali che ρ(A) ⊃ {λ ∈ C : Reλ > ω} e sono valide le le seguenti stime∥∥(λ− A)−n∥∥ ≤ M
(Reλ− A)n
∀n ∈ N, ∀λ, Reλ > ω (1.16)
2. A è il generatore infinitesimale di un semigruppo fortemente continuo
T ed esistono due numeri reali M e ω, con M > 0 tali che
‖T (t)‖ ≤Meωt, ∀t ≥ 0 (1.17)
1.2 Semigruppi di contrazioni e operatori dis-
sipativi
Un semigruppo fortemente continuo T si dice semigruppo di contrazioni
se
‖T (t)‖ ≤ 1. ∀ t ≥ 0 (1.18)
Se è un semigruppo di contrazioni allora la condizione (1.16) si riduce a
‖(λ− A)‖ ≤ 1
Reλ
∀λ, Reλ > 0 (1.19)
perchè si può scegliere M = 1 e ω = 0. Si possono però caratterizzare i
semigruppi di contrazioni mediante una speciale classe di operatori lineari,
che sono gli operatori dissipativi.
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Per dare questa definizione è necessario il concetto di sub-differenziale: ∀x ∈
X il sub-differenziale ∂|x| è definito da
∂|x| = {x′ ∈ X ′ : |x′| = 1, 〈x, x′〉 = |x|} (1.20)
dove X ′ è il duale topologico di X. Per il teorema di Hahn-Banach ∂|x| non
è mai vuoto.
Definizione 1.2.1. (Operatore dissipativo)
1. diciamo che un operatore lineare A : D(A) ⊂ X → X è dissipativo se
∀x ∈ D(A), ∃ x′ ∈ ∂|x| tale che Re〈Ax, x′〉 ≤ 0
2. L’operatore lineare A : D(A) ⊂ X → X è detto massimale dissipativo,
o m-dissipativo se è dissipativo e non ha ulteriori estensioni dissipative
1.3 Semigruppi Analitici
Definizione 1.3.1. (Semigruppo Analitico)
Un operatore lineare chiuso (A,D(A)) con dominio denso in uno spazio di
Banach X è detto settoriale, (di angolo δ) se esiste 0 < δ ≤ π/2 tale che il
settore ∑
π
2
+δ
:=
{
λ ∈ C : |arg λ| < π
2
+ δ
}
\ {0}
è contenuto nell’insieme risolvente ρ(A), e se per ogni ε ∈ (0, δ) esisteMε ≥ 1
tale vale la stima
‖R(λ,A)‖ ≤ Mε
|λ|
per ogni 0 6= λ ∈
∑
π
2
+δ−ε
(1.21)
Per operatori settoriali e appropriati cammini γ, la funzione esponenziale
etA può ora essere definita mediante la formula integrale di Cauchy.
Definizione 1.3.2. Sia (A,D(A)) un operatore settoriale di angolo δ. Si
definisce T (0) := I e gli operatori T (z), per z ∈
∑
δ mediante
T (z) := 1
2πi
∫
γ
eµzR(µ,A)dµ (1.22)
dove γ è una curva liscia a tratti in
∑
π
2
+δ con supporto tra ∞e−iπ/2+δ
′ e
∞eiπ/2+δ′ per δ′ ∈ (|arg z| , δ).
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Proposizione 1.3.1. Sia (A,D(A)) un operatore settoriale di angolo δ. Al-
lora, per ogni z ∈
∑
δ, le mappe T (z) sono operatori lineari limitati su X
che soddisfano le seguenti proprietà:
1. ‖T (z)‖ è uniformemente limitato per z ∈
∑
δ′ se 0 < δ
′ < δ.
2. la mappa z 7→ T (z) è analitica in
∑
δ′.
3. T (z1 + z2) = T (z1)T (z2) per ogni z1, z2 ∈
∑
δ′
4. la mappa z 7→ T (z) è fortemente continua in
∑
δ′ ∪{0} se 0 < δ′ < δ.
Dimostrazione. Per prima cosa verifichiamo che per z ∈
∑
δ′ con δ
′ ∈ (0, δ)
fissato, l’integrale (1.22) che definisce T (z) converge uniformemente in L(X)
rispetto la norma operatoriale. Dato che la funzione integranda è analitica
in µ ∈
∑
π
2
+δ, questo integrale, se esiste, è indipendente dalla particolare
scelta del cammino γ per il teorema integrale di Cauchy. Dunque, possiamo
scegliere γ = γr, vedi figura a pag. 15, i.e., γ consiste delle tre parti
γr,1 :=
{
−ρ−i(
π
2
+δ−ε) : −∞ ≤ ρ ≤ −r
}
,
γr,2 :=
{
reiα : −
(π
2
+ δ − ε
)
≤ α ≤
(π
2
+ δ − ε
)}
,
γr,3 :=
{
ρi(
π
2
+δ−ε) : r ≤ ρ ≤ ∞
}
,
(1.23)
dove ε := (δ−δ
′)
2
> 0 e r := 1|r| .
Dunque, per µ ∈ γr,3, z ∈
∑
δ′ , si può scrivere
µz = |µz| e−i(
π
2
+δ−ε),
dove π
2
+ ε ≤ arg µ+ arg z ≤ 3π
2
− ε. Dunque, abbiamo
1
µz
Re(µz) = cos(arg µ+ argz) ≤ cos
(π
2
+ ε
)
= − sin ε
dunque
|eµz| ≤ e−|µz| sin ε (1.24)
per ogni z ∈
∑
δ′ e µ ∈ γr,3. Allo stesso modo si dimostra che (1.24) è vera
per z ∈
∑
δ′ e µ ∈ γr,1, dalla quale concludiamo
‖eµzR(µ,A)‖ ≤ e−|µz| sin εMε
|µ|
(1.25)
per ogni z ∈
∑
δ′ e µ ∈ γr,1 ∪ γr,3. D’altra parte la stima
‖eµzR(µ,A)‖ ≤ eMε
|µ|
= eMεz (1.26)
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vale per ogni z ∈
∑
δ′ e µ ∈ γr,2. Utilizzando le stime (1.25) e (1.26) si
conclude ∥∥∥∥∫
γr
eµzR(µ,A)dµ
∥∥∥∥ ≤ 3∑
k=1
∥∥∥∥∥
∫
γr,k
eµzR(µ,A)dµ
∥∥∥∥∥
≤ 2Mε
∫ ∞
1
|z|
1
ρ
e−ρ|z| sin εdρ+ eMε|z| ·
2π
|z|
= 2Mε
∫ ∞
1
1
ρ
e−ρ sin εdρ+ 2πeMε
per ogni z ∈
∑
δ′ . Questo dimostra che l’integrale che definisce T (z) converge
assolutamente e uniformemente in L(X) per z ∈
∑
δ′ , i.e., gli operatori T (z)
sono ben definiti e soddisfano 1.
Inoltre, dalle considerazioni sopra, segue che la mappa z 7→ T (z) è analitica
per z ∈
∑
δ =
⋃
0<δ′<δ
∑
δ′ , la quale prova 2.
Ora si verfica la proprietà di semigruppo 3. Per dimostrarla, scegliamo una
costante positiva c tale che γ ∩ γ′ := γ1 + (γ1 + c) = ∅, dove γ1 è definito da
(1.23) con r = 1. Allora, per z1, z2 ∈
∑
δ′ si ottiene, utilizzando l’equazione
risolvente e il teorema di Fubini
T (z1)T (z2) =
1
(2πi)2
∫
γ
∫
γ′
eµz1eµz2R(µ,A)R(λ,A)dλdµ
=
1
(2πi)2
∫
γ
∫
γ′
eµz1eλz2
λ− µ
(R(µ,A)R(λ,A))dλdµ
=
1
2πi
∫
γ
eµz1R(µ,A)
(
1
2πi
∫
γ′
eλz2
λ− µ
dλ
)
dµ
− 1
2πi
∫
γ′
eλz2R(λ,A)
(
1
2πi
∫
γ
eµz1
λ− µ
dµ
)
dλ
Chiudendo le curve γ e γ′ con circonferenze di diametro crescente sulla sini-
stra e utilizzando il fatto che γ si trova sulla sinistra di γ′, il teorema integrale
di Cauchy implica che
1
2πi
∫
γ
eµz1
λ− µ
dµ = 0 e
1
2πi
∫
γ′
eλz2
λ− µ
dλ = eµz2
così, si può concludere
T (z1)T (z2) =
1
2πi
∫
γ
eµz1eµz2R(µ,A)dµ
= T (z1 + z2)
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per tutti z1, z2 ∈
∑
δ′ , da cui segue la proprietà di semigruppo 3.
Rimane da dimostrare la 4., i.e., la mappa z 7→ T (z) è fortemente continua
in
∑
δ′ ∪{0} per ogni 0 < δ′ < δ. Per la 1 e 2 è sufficiente dimostrare che
lim
z→0
T (z)x− x = 0 per z ∈
∑
δ′
, x ∈ D(A) (1.27)
Partiamo dalla stima (1.24) e dalla formula integrale di Cauchy, considerando
γ = γ1 che
1
2πi
∫
γ
eµz
µ
dµ = 1
per ogni z ∈
∑
δ′ . Quindi, l’identitàR(µ, a)Ax = µR(µ,A)x−x per x ∈ D(A)
porta a
T (z)x− x = 1
2πi
∫
γ
eµz
(
R(µ,A)− 1
µ
)
xdµ
=
1
2πi
∫
γ
R(µ,A)
eµz
µ
Axdµ
per ogni z ∈
∑
δ′ . Ora, per la (1.21) e la (1.25), abbiamo
∥∥∥∥R(µ,A)eµzµ Ax
∥∥∥∥ ≤ Mε|µ|2 (1 + e|z|) ‖Ax‖
per ogni µ ∈ γ e z ∈
∑
δ′ . Utilizzando questa stima e il fatto che limz→0 e
µz =
1, per il teorema della convergenza dominata di Lebesgue, si ha
lim
z→0
T (z)x− x = 1
2πi
∫
γ
1
µ
R(µ,A)Axdµ = 0
per z ∈
∑
δ′ , dove la seconda equazione segue dal teorema integrale di Cauchy
chiudendo il cammino γ con circonferenze di diametro crescente sulla destra.
Questo prova la (1.27) e la dimostrazione è completa
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1.4 Esempi di semigruppi
1.4.1 Equazioni paraboliche
Sia H uno spazio di Hilbert e A un operatore chiuso auto-aggiunto in H
con dominio denso D(A) in H. Assumiamo che esista ω ∈ R tale che
〈Ax, x〉 ≤ ω|x|2 ∀x ∈ D(A) (1.28)
per il teorema di Lumer-Phillips, A è il generatore infinitesimale di un semi-
gruppo fortemente continuo T in H tale che
‖T (t)‖ ≤ eωt, t ≥ 0 (1.29)
Proposizione 1.4.1. T è un semigruppo analitico.
Dimostrazione. si nota che A − ωI è autoaggiunto negativo, allora σ(A) ⊂
]−∞, ω[. Allora per ogni λ ∈ C\]−∞, ω[ e ogni y ∈ H esiste x ∈ D(A) tale
che
λx− Ax = y (1.30)
poniamo λ = ω+ρeiθ. Sostituendo in (1.30), si ottiene ρeiθx− (A−ω)x = y.
Ora moltiplichiamo per e−iθ/2x e prendiamo la parte reale. Otteniamo
cos
θ
2
|x|2 − cos θ
2
〈(A− ωI)x, x〉 = Re
[
e−iθ/2〈x, y〉
]
dalla condizione (1.28) segue che |x| ≤ (ρ cos θ/2)−1|y|, quindi
‖R(λ,A)‖ ≤ 1
|λ− ω| cos θ/2
Ora scegliamo un settore Tω,θ0 per alcuni θ0, π/2 < θ0 < π e θ, 0 ≤ θ < θ0.
Allora cos θ
2
> cos θ0
2
e
‖R(λ,A)‖ ≤ 1
|λ− ω| cos(θ0)/2
, per ogniλ ∈ Tω,θ0
così T è un semigruppo analitico.
Esempio 3. Sia Ω un insieme aperto di Rn con frontiera regolare ∂Ω.
Consideriamo il problema ai valori iniziali per t ≥ 0
∂
∂t
u(t, x) =
n∑
j,k=1
∂
∂xk
{
ajk(x)
∂
∂xj
}
, x ∈ Ω
u(t, x) = 0, x ∈ ∂Ω
u(0, x) = u0(x), x ∈ Ω
(1.31)
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dove i coefficienti ajk sono funzioni reali continue in Ω. Assumiamo che esista
ν > 0 tale che valga la seguente condizione di forte ellitticità:
n∑
j,k=1
ajkξJξk ≥ ν|ξ|2, ξ ∈ Rn (1.32)
Poniamo H = L2(Ω) e sia a l’operatore lineare in H definito come
n∑
j,k=1
ajkξJξk ≥ ν|ξ|2, ξ ∈ Rn (1.33)
D(A) = H2(Ω) ∩H10 (Ω)
(Au)(x) =
n∑
j,k=1
∂
∂xk
{
ajk(x)
∂
∂xj
}
(1.34)
allora A è auto-aggiunto e l’ipotesi (1.30) è soddisfatta con ω = λ0, dove λ0
è il primo autovalore di A. Per ulteriori dettagli se veda [1].
18 Capitolo 1. Teoria dei Semigruppi
Capitolo 2
Rappresentazione e controllo
2.1 Controllabilità e osservabilità di sistemi finito-
dimensionali
Siano U , X e Y spazi normati con prodotto scalare finito dimensionali.
Si consideri il sistema di controllo lineare finito-dimensionale nell’intervallo
[0, T ] {
ẋ(t) = Ax(t) +Bu(t),
y(t) = Cx(t) +Du(t),
(2.1)
dove x(t) ∈ X rappresenta lo stato (del sistema) al tempo t, u(t) ∈ U la
funzione d’ingresso (input signal), y(t) ∈ Y la funzione di uscita (output
signal) Denotiamo n = dimX. Nel sistema (2.1), A,B,C,D sono operatori
lineari tali che A : X → X, B : U → X, C : X → Y e D : U → Y .
L’equazione differenziale in (2.1) ha, per ogni funzione d’ingresso u continuo
e ogni stato iniziale x(0), soluzione unica
x(t) = etAx(0) +
∫ t
0
eA(t−s)Bu(s)ds. (2.2)
L’ultima formula definisce le traiettorie di stato x(·) anche per segnali d’in-
gresso che non sono continui, per esempio per u ∈ L2([0,∞);U). Anche per
tali funzioni d’ingresso, x(t) è una funzione continua nella variabile t.
Per ogni u ∈ L2([0,∞);U) e T ≥ 0, si denota con P Tu la restrizione di
u nell’intervallo [0, T ]. Per ogni sistema lineare come sopra si introducono
due famiglie di operatori, dipendenti da T ≥ 0, ΦT ∈ L(L2([0,∞);U), X) e
ΨT ∈ L(X,L2([0,∞);Y )) con
ΦTu =
∫ T
0
eA(T−s)Bu(s)ds, (2.3)
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(ΨTx)(t) =
{
CeAtx, se t ∈ [0, T ],
0, se t > T .
(2.4)
Osservazione 2.1.1. Se, in (2.1) abbiamo come condizione iniziale x(0) =
0, allora x(T ) = ΦTu. Se invece si ha u = 0 e x(0) = x0 allora P Ty = ΨTx0.
Per questo motivo gli operatori ΦT sono chiamati mappe di input di (2.1),
mentre ΨT sono chiamate mappe di output di (2.1).
Definizione 2.1.1. Il sistema (2.1) (o la coppia (A,B)) è controllabile se per
alcuni T > 0 abbiamo RangeΦT = X. Il sistema (2.1) (o la coppia (A,C))
è osservabile se per alcuni T > 0 abbiamo kerΦT = {∅}.
Controllabilità e osservabilità sono proprietà formalmente duali, come si
vedrà di seguito. Ora consideriamo il sistema duale del sistema (2.1). Tale
sistema è descritto da {
ẋd(t) = A∗xd(t) + C∗yd(t),
ud(t) = B∗xd(t) +D∗yd(t),
(2.5)
dove yd(t) ∈ Y è la funzione d’ingresso di 2.5 al tempo t, xd(t) ∈ X è il
suo stato al tempo t e ud(t) ∈ U è la sua funzione di uscita al tempo t. Si
denotano con ΦdT e Ψ
d
T le mappe di input e output di (2.5).
Allo scopo di esprimere gli aggiunti degli operatori ΦT e ΨT , si introducono
gli operatori di riflessione rispetto al tempo RT ∈ L(L2([0,∞);U)) definiti,
per ogni T ≥ 0 da
(ΦTu)(t) =
{
u(T − t), se t ∈ [0, T ],
0, se t > T .
(2.6)
Sarà utile notare che
R∗T = RT e R
2
T = P T (2.7)
Proposizione 2.1.2. Per ogni T ≥ 0 si ha Φ∗T = RTΨdT .
Dimostrazione. Per ogni x0 ∈ X e u ∈ L2([0,∞);U) abbiamo
〈ΦTu, x0〉 =
∫ T
0
〈eA(T−s)Bu(s), x0〉ds
=
∫ T
0
〈u(s), B∗e(T−s)A∗u(s)x0〉ds = 〈u,RTΨdTx0〉
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Si può esprimere Φ∗T in termini degli operatori A e B come segue:
(Φ∗Tx)(t) = B
∗e(T−s)A
∗
x, ∀ t ∈ [0, T ].
Corollario 2.1.3. Per ogni T ≥ 0 si ha RangeΦT = (kerΨdT )⊥
Dimostrazione. Secondo la (A.3) e utilizzando la proposizione precedente si
ha
(RangeΦT )⊥ = kerΦ∗T = kerRTΨ
d
T
ma kerRTΨdT = kerΨ
d
T , si ottiene che (RangeΦT )⊥ = kerΨ
d
T . Prendendo i
complementi ortogonali si ottiene la tesi
2.2 Operatori di controllo e osservazione
In questo paragrafo U ,X e Y sono spazi di Hilbert complessi che si iden-
tificano con i loro duali. Si introducono gli spazi X1 e X−1, centrali nella
teoria degli operatori illimitati di osservazione e controllo.
Proposizione 2.2.1. Sia A : D(A) ⊂ X → X un operatore densamente
definito con ρ(A) 6= ∅. Allora, per ogni β ∈ ρ(A), lo spazio D(A) con la
norma
‖z‖1 = ‖(βI − A)z‖ ∀z ∈ D(A)
è uno spazio di Hilbert, denotato X1. Le norme definite come sopra, per
diversi β ∈ ρ(A) sono equivalenti alla norma del grafico. L’immersione X1 ⊂
X è continua. Se L ∈ L(X) è tale che LD(A) ⊂ D(A), allora L ∈ L(X1)
Dimostrazione. ρ(A) 6= ∅ implica che A è chiuso, dunque D(A) è uno spazio
di Hilbert con la norma del grafico ‖·‖gr . Dimostriamo che per ogni β ∈ ρ(A),
‖·‖1 è equivalente a ‖·‖gr. Ora segue che per alcuni c > 0 abbiamo
‖z‖1 ≤ c ‖z‖gr ∀z ∈ D(A)
La dimostrazione di questa stima sfrutta la semplice relazione (a+ b)2 ≤
2 (a2 + b2) , ∀ a, b ∈ R. Per provare la stima in senso inverso, utilizziamo
ancora questa stima, come segue:
‖z‖gr = ‖z‖
2 + ‖(βI − A)z − βz‖2
≤ ‖z‖2 + 2
(
‖(βI − A)z − βz‖2 + β2 ‖z‖2
)
ora, utilizzando la stima
‖z‖ ≤
∥∥(βI − A)−1∥∥ · ‖(βI − A)z‖ (2.8)
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otteniamo ‖z‖gr ≤ k ‖z‖1 per alcuni k > 0 indipendenti da z ∈ D(A). Così
si è dimostrato che le norme ‖z‖1 sono equivalenti alle norme ‖z‖gr.
La continuità delle immersioni X1 ⊂ X segue da (2.8).
Ora consideriamo L ∈ L(X) tale che L mappa D(A) in se stesso, i.e.,
LD(A) ⊂ D(A). Ora, dalla proprietà che se V è uno spazio di Hilbert
contenuto in H e LV ⊂ V , allora la restrizione di L a V è in L(V ), abbiamo
che L è continuo su X1.
Sia A come nella Proposizione 2.2.1, allora anche A∗ ha le stesse proprietà.
Così, possiamo definire Xd1 = D(A∗) con la norma
‖z‖d1 =
∥∥(βI − A∗)z∥∥ ∀z ∈ D(A∗)
dove β ∈ ρ(A∗), o equivalentemente, β ∈ ρ(A), e (Xd1 , ‖·‖
d
1) è uno spazio di
Hilbert.
Proposizione 2.2.2. Consideriamo A come nella Proposizione 2.2.1 e pren-
diamo β ∈ ρ(A). Denotiamo con X−1 il completamento di X rispetto la
norma
‖z‖−1 =
∥∥(βI − A)−1z∥∥ ∀z ∈ X (2.9)
Allora le norme generate come sopra per diversi β ∈ ρ(A) sono equivalenti
(in particolare, X−1 è indipendente dalla scelta di β).
Dimostrazione. Scegliamo lo stesso β per definire la norma suXd1 (la scelta di
β nella definizione di ‖·‖d1 non è importante, come si evince dalla Proposizione
2.2.1 applicata ad A∗). Per ogni z ∈ X abbiamo, utilizzando le proprietà degli
operatori aggiunti e del risolvente
‖z‖−1 =
∥∥(βI − A)−1z∥∥ = sup
x∈X,‖x‖≤1
∣∣〈(βI − A)−1z, x〉∣∣
= sup
x∈X,‖x‖≤1
∣∣〈z, (βI − A∗)−1x〉∣∣
= sup
ϕ∈Xd1 ,‖ϕ‖
d
1≤1
|〈z, ϕ〉| .
Questo dimostra che la norma ‖·‖−1 è la norma duale di ‖·‖
d
1 rispetto lo
spazio di pivot X. D’altra parte, per la proposizione precedente, ‖·‖d1 varia
in una norma equivalente al variare di β, e lo stesso è vero per ‖·‖−1.
Il concetto di operatore di controllo ammissibile è motivato dallo studio
delle soluzioni dell’equazione differenziale ẋ(t) = Ax(t) + Bu(t), dove u ∈
L2loc([0,∞);U), x(0) ∈ X e B ∈ L(U,X−1). Ora, vogliamo studiare quegli
operatori B per i quali tutte le soluzioni x di questa equazione (con u e x(0)
in L2loc([0,∞);U) e X, rispettivamente) sono funzioni continue a valori in X.
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Definizione 2.2.1. L’operatore B ∈ L(U,X−1) è chiamato Operatore di
controllo ammissibile per T , se per almeno un T > 0, RangeΦT ⊂ X.
2.2.1 Soluzioni di equazioni differenziali non-omogenee
Le traiettorie dello stato x di un sistema di controllo lineare sono definite
come le soluzioni di equazioni differenziali non omogenee della forma ẋ(t) =
Ax(t)+Bu(t), dove u è la funzione d’input. Per questo è importante chiarire
che cosa si intende per soluzione di tale equazione differenziale e quindi dare
alcuni risultati base di esistenza e unicità. Da qui in poi il termine Bu(t)
sarà sostituito da f(t).
Definizione 2.2.2. Consideriamo l’equazione differenziale
ẋ(t) = Ax(t) + f(t) (2.10)
dove f ∈ L1loc([0,∞);X−1). Una soluzione di (2.10) in X−1 è una funzione
x ∈ L1loc([0,∞);X) ∩ C([0,∞);X−1)
che soddisfa le seguenti equazioni in X−1:
x(t)− x(0) =
∫ t
0
(Ax(s) + f(s)) ds ∀ t ∈ [0,∞) (2.11)
La soluzione (2.11) si può anche chiamare ’soluzione forte’ di (2.10) in
X−1, perchè (2.11) implica che x è assolutamente continua a valori in X−1 e
(2.10) vale per quasi ogni t ≥ 0, con derivata calcolata rispetto la norma di
X−1. L’equazione (2.10) non ha necessariamente una soluzione forte.
Definizione 2.2.3. Si definisce ’soluzione debole’ di (2.10) in X−1 una so-
luzione come la precedente ma richiedendo, al posto di (2.11), che per ogni
ϕ ∈ Xd1 e ogni t ≥ 0,
〈x(t)− x(0), ϕ〉X−1,Xd1 =
∫ t
0
(
〈x(s), A∗ϕ〉X + 〈f(s), ϕ〉X−1,Xd1
)
ds (2.12)
Data l’equivalenza dei due concetti di soluzione, si utilizza solamente il
termine soluzione in X−1
Proposizione 2.2.3. Con la notazione della definizione 2.2.2, supponiamo
che x sia una soluzione della (2.10) in X−1 e denotiamo x0 = x(0). Allora
x è data da
x(t) = Ttx0 +
∫ t
0
Tt−sf(s)ds (2.13)
in particolare, per ogni x0 ∈ X esiste al più una soluzione in X−1 di (2.10)
che soddisfa la condizione iniziale x(0) = x0.
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Definizione 2.2.4. con la notazione della Definizione 2.2.2, la funzione x
a valori in X−1 definita in (2.13) è chiamata ’soluzione mild’ di (2.10),
corrispondente allo stato iniziale x0 ∈ X e della funzione forzante f ∈
L1loc([0,∞);X−1).
Nell’ultima proposizione si è dimostrato che ogni soluzione di (2.10) in
X−1 è una soluzione mild di (2.10) . Il viceversa di questa affermazione
non è vero. Tuttavia, il seguente teorema dimostra che per funzioni forzanti
f(t) ∈ H1, la soluzione mild di (2.10) è in realtà una soluzione di (2.10) in
X−1), e inoltre questa soluzione è una funzione continua a valori in X.
Teorema 2.2.4. Se x0 ∈ X e f ∈ H1loc((0,∞);X−1), allora (2.10) ha un’uni-
ca soluzione in X−1, denotata con x, che soddisfa x(0) = x0. Inoltre, questa
soluzione è tale che
x ∈ C([0,∞);X) ∩ C1([0,∞);X−1)
e soddisfa (2.10) in senso classico, per ogni t ≥ 0.
Nota: dall’ultimo teorema segue immediatamente che
Az + f ∈ C([0,∞);X−1)
2.3 Controllabilità dei sistemi infinito-dimensionali
Mentre per i sistemi lineari finito-dimensionali si aveva un solo concetto
di controllabilità, vedi Paragrafo 2.1, per sistemi infinito-dimensionali abbia-
mo almeno tre importanti concetti di controllabilità, ognuno dipendente dal
tempo T .
Sia U uno spazio di Hilbert complesso e sia B ∈ L(U,X−1) un operatore
di controllo ammissibile per T . Secondo la definizione 2.2.1 significa che per
ogni T ≥ 0, la formula
ΦTu =
∫ T
0
Tt−sBu(t) (2.14)
definisce un operatore limitato ΦT : L2([0,∞);U)→ X.
Definizione 2.3.1. Sia T > 0
• La coppia (A,B) è esattamente controllabile al tempo T se RangeΦT =
X
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• La coppia (A,B) è approssimativamente controllabile al tempo T se
RangeΦT è denso in X
• La coppia (A,B) è controllabile a zero al tempo T se RangeΦT ⊃
RangeTT
L’esatta controllabilità al tempo T è equivalente alla seguente proprietà:
per ogni x0, x1 ∈ X esiste u ∈ L2([0, T );U) tale che la soluzione x di{
ẋ(t) = Ax(t) +Bu(t),
x(0) = x0,
(2.15)
soddisfa x(T ) = x1.
La controllabilità approssimata al tempo T è equivalente alla seguente pro-
prietà: per ogni x0, x1 ∈ X e ogni ε > 0, esiste u ∈ L2([0, T );U) tale che la
soluzione x di (2.15) soddisfa ‖x(T )− x1‖ < ε.
La controllabilità a zero al tempo T è equivalente alla seguente proprietà:
per ogni x0 ∈ X, esiste u ∈ L2([0, T );U) tale che la soluzione x di (2.15)
soddisfa x(T ) ≡ 0
2.4 Osservabilità dei sistemi infinito-dimensionali
Per sistemi infinito-dimensionali esistono almeno tre concetti distinti di
osservabilità, ognuno dipendente dal tempo T .
In questo paragrafo Y è uno spazio di Hilbert complesso e C ∈ L(X1, Y ) è un
operatore di osservazione ammissibile per T . Sia T > 0, e sia ΨT l’operatore
di output associato ad (A,C)
Definizione 2.4.1. Sia T > 0.
• La coppia (A,C) è esattamente osservabile al tempo T se Range ΨT è
limitato dal basso.
• La coppia (A,C) è approssimativamente osservabile al tempo T se
kerΨT = {0}
• La coppia (A,C) è osservabile allo stato finale al tempo T se esiste
kT > 0 tale che ‖ΨTx0‖ ≥ kT ‖TTx0‖ per ogni x0 ∈ X.
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2.5 Dualità fra controllabilità e osservabilità
In questo paragrafo mostriamo che i concetti di osservabilità introdotti
nella Definizione 2.4.1 sono duali ai concetti di controllabilità introdotti nella
Definizione 2.3.1
Teorema 2.5.1. Assumiamo che B ∈ L(U,X−1) è un operatore di controllo
ammissibile per T , il semigruppo generato da A, e sia T > 0.
1. La coppia (A,B) è esattamente controllabile al tempo T se e solo se
(A∗, B∗) è esattamente osservabile al tempo T .
2. La coppia (A,B) è approssimativamente controllabile al tempo T se e
solo se (A∗, B∗) è approssimativamente osservabile al tempo T .
3. La coppia (A,B) è controllabile a zero al tempo T se e solo se (A∗, B∗)
è osservabile allo stato finale al tempo T .
Dimostrazione. dimostriamo il punto 3., che è quello che interessa mag-
giormente. Secondo la Proposizione A.2.2 (vedi Appendice), Range ΦT ⊃
RangeTT se e solo se esiste una costante c > 0 tale che c ‖Φ∗T‖ ≥ ‖TT z‖ per
ogni z ∈ X. Utilizzando gli operatori di riflessione rispetto al tempo, questo
è equivalente a c ‖Ψ∗T‖ ≥ ‖TT z‖ per ogni z ∈ X, i.e. al fatto che (A∗, B∗) è
osservabile allo stato finale al tempo T.
Capitolo 3
Controllabilità a zero a 2
dimensioni
3.1 Presentazione del problema
L’obiettivo del capitolo, e della tesi, è di analizzare la controllabilità a
zero di una classe di equazioni paraboliche degeneri al bordo, per mezzo di
funzioni di controllo agenti localmente sul sottoinsieme non vuoto ω ⊂⊂ Ω.
La classe di equazioni che si prende in considerazione è descritta da
ut − div(A(x)∇u) = hχω, x ∈ Ω, t > 0. (3.1)
con le opportune condizioni iniziali e alla frontiera. In analogia con lo studio
dell’equazione del calore a una dimensione il problema si divide nel caso
debolmente degenere e fortemente degenere, dipendentemente dal valore del
coefficiente di diffusione α.
3.2 Ipotesi sul dominio
Si assume che Ω sia un insieme aperto limitato di R2, la cui frontiera Γ
sia di classe C4. Si denota con ν(y) il versore normale uscente da Ω nel punto
y ∈ Γ e con d(x,Γ) la distanza fra x ∈ Ω e la frontiera Γ, ovvero
d(x,Γ) := min
y∈Γ
|x− y|
Inoltre dato η > 0 costante reale, si definiscono
Ωη := {x ∈ Ω, |d(x,Γ) < η} Ωη := Ω \ Ωη Γη := ∂Ωη
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Di conseguenza esiste η1 > 0 tale che la funzione x 7→ d(x,Ω) è di classe
C4 in Ωη. Inoltre, ∀x ∈ Ωη1 ,∃ ! pΓ(x) ∈ Γ tale che d(x,Γ) = |x − pΓ(x)|, e
∇d(x,Γ) = −ν(pΓ(x)),∀x ∈ Ωη1 .
3.3 Ipotesi sull’operatore
Riguardo la matrice A(x), che compare nell’operatore della (3.1), si fanno
le ipotesi seguenti:
1. A(x) := (ai,j(x))2i,j=1 è una matrice di dimensione 2×2, simmetrica con
coefficienti reali.
2. ∀x ∈ Ω, ai,j(x) ∈ C:0(Ω;R) ∩ C:4(Ω;R)
3. ∀x ∈ Ω, ξ ∈ R2, A(x)ξ · ξ ≥ 0
4. ∀x ∈ Ω, ξ ∈ R2, A(x)ξ · ξ > 0 con autovalori 0 < λ1(x) ≤ λ2(x) tali
che esistono η0 > 0,M,m > 0 con M > m e α ≥ 0 tali che ∀x ∈ Ωη0 ,
λ1(x) = d(x,Γ)
α e λ2(x) ∈ [m,M ],
5. ∀x ∈ Ωη0 , ε1(x) = ν(pΓ(x)) = −∇d(x,Γ) è un autovettore di A(x)
associato a λ1(x).
3.4 Caso debolmente degenere
Nelle ipotesi del paragrafo precedente, si assume α ∈ [0, 1). Ora si può
completare (3.1) con la condizione all’istante iniziale e la condizione alla
frontiera di Dirichlet:
ut − div(A(x)∇u) = hχω, (t, x) ∈ ΩT
u(t, x) = 0, (t, x) ∈ ΓT
u(0, x) = u0(x) ∈ L2(Ω), x ∈ Ω
(3.2)
dove ΩT := (0, T )× Ω e ΓT := (0, T )× Γ.
Per lo studio della buona posizione del problema (3.2) e gli altri argomenti,
si definiscono i seguenti spazi di Sobolev ponderati.
H1A(Ω) :=
{
u ∈ L2(Ω) ∩H1loc(Ω) | A∇u · ∇u ∈ L1(Ω)
}
,
H2A(Ω) :=
{
u ∈ H1A(Ω) ∩H2loc(Ω) | div(A∇u) ∈ L2(Ω)
}
H1A,0(Ω) := D(Ω)
H1A(Ω),
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Teorema 3.4.1. L’operatore illimitato (A1, D(A1)) dato da
A1u = div(A∇u), D(A1) = H2A(Ω) ∩H1A,0(Ω) (3.3)
è m-dissipativo e auto-aggiunto
Di conseguenza, A1 è il generatore infinitesimale di un semigruppo forte-
mente continuo, denotato da etA1 . Si può dimostrare che tale semigruppo è
analitico. Per la dimostrazione e ulteriori dettagli si veda [8].
Si può enunciare il seguente teorema di buona posizione, che si può dimostrare
tramite la teoria standard, si veda [4].
Teorema 3.4.2. (di buona posizione del caso debolmente degenere)
Per ogni h ∈ L2((0, T ) × Ω) e u0 ∈ L2(Ω), il problema (3.2) ha un’unica
soluzione debole
u ∈ C0([0, T ];L2(Ω)) ∩ L2(0, T ;H1A,0(Ω)) (3.4)
Inoltre, si ha
sup
t∈[0,T ]
‖u(t)‖2L2(Q) +
∫ T
0
‖u(t)‖2H1a,0 dt ≤
C
(
‖u(0)‖2L2(Ω) +
∫ T
0
‖f(t)‖2L2(Ω) dt
)
(3.5)
per un’opportuna costante C > 0.
Teorema 3.4.3. (di controllabilità)
Se A(x) verifica le ipotesi sopra descritte per opportuni α ∈ [0, 1), allora, per
ogni T > 0 e ogni u0 ∈ L2(Ω), esiste h ∈ L2(ΩT ) tale che la soluzione u di
(3.2) soddisfa u(T, ·) = 0 in L2(Ω).
3.5 Caso fortemente degenere
Nelle ipotesi del paragrafo 2.3, si assume α ∈ [1, 2). Ora si può completare
(3.1) con la seguente condizione al bordo di Neumann generalizzata:
ut − div(A(x)∇u) = hχω, (t, x) ∈ ΩT
A∇u · ν(t, x) = 0, (t, x) ∈ ΓT
u(0, x) = u0(x) ∈ L2(Ω), x ∈ Ω
(3.6)
dove ΩT := (0, T )× Ω e ΓT := (0, T )× Γ.
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Teorema 3.5.1. L’operatore illimitato (A2, D(A2)) dato da
A2u = div(A∇u), D(A2) = H2A(Ω) (3.7)
è m-dissipativo e auto-aggiunto
Di conseguenza, A2 è il generatore infinitesimale di un semigruppo forte-
mente continuo, denotato da etA2 . Si può dimostrare che tale semigruppo è
analitico. Per la dimostrazione e ulteriori dettagli si veda [8].
Si può enunciare il seguente teorema di buona posizione, dimostabile, si veda
[4], tramite la teoria standard.
Teorema 3.5.2. (di buona posizione del caso fortemente degenere)
Per ogni h ∈ L2((0, T ) × Ω) e u0 ∈ L2(Ω), il problema (3.6) ha un’unica
soluzione debole
u ∈ C0([0, T ];L2(Ω)) ∩ L2(0, T ;H1A(Ω)) (3.8)
Inoltre, si ha
sup
t∈[0,T ]
‖u(t)‖2L2(Q) +
∫ T
0
‖u(t)‖2H1A dt ≤
C
(
‖u(0)‖2L2(Ω) +
∫ T
0
‖f(t)‖2L2(Ω) dt
)
(3.9)
per un’opportuna costante C > 0.
Teorema 3.5.3. (di controllabilità)
Se A(x) verifica le ipotesi sopra descritte per opportuni α ∈ [1, 2), allora, per
ogni T > 0 e ogni u0 ∈ L2(Ω), esiste h ∈ L2(ΩT ) tale che la soluzione u di
(3.6) soddisfa u(T, ·) = 0 in L2(Ω).
3.6 Stime di Carleman per il problema aggiun-
to degenere
Come per il caso nondegenere, i risultati di controllabilità a zero enunciati
nei teoremi 3.4.3 e 3.5.3 si riducono alla disuguaglianza d’osservabilità∫
Ω
v(x, 0)2dx ≤
∫
ωT
v(x, t)2dxdt, ωT := (0, T )× ω (3.10)
per le soluzioni v del problema aggiunto omogeneo:
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
vt − div(A(x)∇v) = 0, (t, x) ∈ ΩT
v(t, x) = 0, se α ∈ [0, 1), (t, x) ∈ ΓT
A∇u · ν(t, x) = 0, se α ∈ [1, 2), (t, x) ∈ ΓT
v(T, x) = vT (x), x ∈ Ω
(3.11)
dove vT ∈ L2(Ω), ΩT := (0, T )× Ω, e ΓT := (0, T )× Γ.
Avendo a che fare con equazioni degeneri, per provare la disuguaglianza d’os-
servabilità precedente si utilizzano degli strumenti particolari, che sono le
stime di Carleman. La prima difficoltà consiste nel derivare la giusta forma
di queste stime, e questo problema si supera scegliendo le giuste funzioni
ponderate. Il prossimo lemma serve a definire le funzioni ponderate che
compaiono nelle stime di Carleman.
Lemma 3.6.1. Sia ω0 ⊂ Ω un insieme aperto diverso dal vuoto lontano dalla
frontiera di Ω e sia α ∈ [0, 2).Allora esiste un numero positivo η2 ≤ η0 e una
funzione φ ∈ C(Ω) ∩ C 4(Ω) tale che
1. ∀x ∈ Ωη2 φ(x) = 12−αd(x,Γ)
2−α,
2. {x ∈ Ω | ∇φ(x) = 0} ⊂ ω0
In particolare, per 1. φ soddisfa anche :
∀x ∈ Ωη2 , ∇φ(x) = −d(x,Γ)1−αν(pΓ(x)) = −d(x,Γ)1−αε1(x).
Ora si considerano le funzioni θ, σ e ρ definite da
∀t ∈ (0, T ), θ(t) :=
(
1
t(T − t)
)4
, σ(t, x) := θ(t)(e2S‖φ‖∞ − eSφ(x)),
ρ(t, x) := RSθ(t)eSφ(x).
Il seguente teorema stabilisce le stime di Carleman per il problema (3.11)
Teorema 3.6.2. Sia A(x) una matrice che verifica le ipotesi della sezione
2.3 con α ∈ [0, 2). Allora, esistono costanti η > 0, C = C(α, ω, T ) > 0
e S0 ≥ 1 tali che ∀S ≥ S0,∃r(S) > 0 tale che ∀R ≥ S4 + e12S‖φ‖∞, e per
tutte le soluzioni v di (3.11) con condizione iniziale v(T ) ∈ L2(Ω), abbiamo
le seguenti:
1. Stime dei termini d’ordine zero:
S
∫
ΩT
|A(x)∇φ · ∇φ|2ρ3v2e−2Rσdx +
∫
Ωη
d(Γ)2−αρ3v2e−2Rσdx ≤
C
∫
ωT
ρ3v2e−2Rσdx (3.12)
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2. Stime delle derivate del primo ordine nello spazio
r(S)
∫
ΩT
ρ
θ
(A(x)∇v ·∇v)e−2Rσdx+
∫
Ωη
d(x,Γ)αρ(∇v · ε1)2e−2Rσdx ≤
C
∫
ωT
ρ3v2e−2Rσdx (3.13)
Appendice A
Alcuni richiami di analisi
funzionale
A.1 Concetti fondamentali
Definizione A.1.1. (Spazio duale)
Sia X uno spazio di Hilbert e definiamo X ′ := L(X,C), come spazio dua-
le di X, insieme dei funzionali lineari limitati su X munito della norma
operatoriale.
Definizione A.1.2. (Aggiunto di un operatore)
Siano X e Y spazi di Hilbert e A ∈ L(X, Y ). L’aggiunto di A è l’operatore
A∗ ∈ L(Y ′, X ′) definito da
(A∗ξ)x = ξ(Ax), ∀x ∈ X, ξ ∈ Y ′ (A.1)
Identificando X con X ′ e Y con Y ′ (è possibile, come conseguenza delle
proprietà degli spazi di Hilbert e loro duali), allora A∗ ∈ L(Y,X) e A.1
diviene
〈Ax, y〉 = 〈x,A∗y〉 ∀x ∈ X, y ∈ Y (A.2)
Gli operatori aggiunti godono delle proprietà:
(SA)∗ = A∗S∗, A∗∗ = A, ‖A∗‖ = ‖A‖ = ‖A∗A‖
1
2 e
kerA = (RangeA∗)⊥ (A.3)
A.2 Operatori lineari chiusi tra spazi di Banach
Definizione A.2.1. Siano X e Y spazi di Banach (su C o su R). E’ noto che
X × Y munito della norma ‖(x, y)‖ = ‖x‖X + ‖y‖Y è anch’esso uno spazio
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di Banach.
Sia A : D(A)(⊆ X) −→ Y un operatore lineare, non necessariamente limi-
tato, definito su D(A) (dominio di A, sottospazio di X) con valori in Y . Si
definisce grafico di A l’insieme
G(A) := {(x, y) ∈ X × Y : x ∈ D(A), y = Ax} . (A.4)
Si dice che A è chiuso se G(A) è un sottospazio chiuso di X × Y .
In altri termini, A è chiuso se, data una successione (xn)n∈N di elementi di
X tale che D(A) 3 xn
X−−−→
n→∞
x, Axn
Y−−−→
n→∞
y implica x ∈ D(A) eAx = y.
Teorema A.2.1. (del grafico chiuso)
Se A : X −→ Y è chiuso allora A è limitato.
Da questo teorema discendono alcune conseguenze, racchiuse nella se-
guente proposizione.
Proposizione A.2.2. Suppunionamo che Z1, Z2 e Z3 siano spazi di Hil-
bert, F ∈ L(Z1, Z3) e G ∈ L(Z2, Z3). Allora le seguenti affermazioni sono
equivalenti:
1. Range F ⊂ Range G,
2. Esiste c > 0 tale che ‖F ∗z‖Z1 ≤ c ‖G
∗z‖Z2 , ∀ z ∈ Z3.
3. Esiste un operatore L ∈ L(Z1, Z2) tale che F = GL
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