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Introduction and Research Problem
The  study  of  citation  contexts  is  an  important
element in understanding the function of citations
and categorizing the relationships between works.
We hypothesize that the space of citation contexts
must be extended beyond the sentence and within
a  space  delimited  by  criteria  of  a  semantic  or
linguistic  nature  and  not  quantitative,  i.e.
according  to  a  window  delimited  by  numerical
values. In this paper we propose the definition of
citation blocks (CB) that are composed of one or
more  sentences  that  are  linked  by  coreference
clusters.  The  processing  of  semantic-pragmatic
phenomena  such  as  anaphora,  cataphora  and
deixis is of central importance in the analysis and
categorization of citation acts. Our aim is to define
meaningful  textual  spaces  for  the  analysis  of
citation  contexts  through the  study  of  anaphoric
relationships and more specifically coreferences.
A lot of research is based on the identification of
textual  spaces  (TS)  e.g.  argumentative  zones
(Teufel,  1999)  or  the  IMRaD  structure  with
sentences which,  from a linguistic  point  of  view,
represent a unit of meaning (Bertin et al.,  2016).
We can also choose the size of a window, variable
or not, which determines the context around an in-
text  reference  (Ritchie,  Robertson  and  Teufel,
2008). 
Research Problem
Coreferences  and  anaphoric  relations  use  the
notion  of  cohesion  to  define  the  nature  of  the
anaphoric  relationship.  A  referential  object  is
called  an  anaphora  when  it  refers  to  its
antecedent.  It  may  be  a  previously  introduced
expression but does not necessarily designate the
same entity as that expression. The anaphora may
be grammatical, lexical, nominal or pronominal in
nature,  but  also  adverbial,  verbal,  summarizing,
associative, etc., underlining the complexity of this
phenomenon. A coreference can be defined as a
reference to the same entity whose context alone
can  establish  the  link  between  the  two
expressions.  This  can  lead  to  the  successive
identification of corefential chains. Contextual and
coreferential space from a linguistic point of view,
refers  to  "the  immediate  environment"  as  the
"linguistic  context"  for  anaphors  and  "the
immediate denunciation situation" for deictics. 
Method
In order to determine the citation blocks (CB), we
propose  to  study  co-referential  relationships  in
order to determine the size of this co-referential
space. To identify all textual elements that belong
to coreference clusters we annotated the dataset
using  AllenNLP  libraries  (Gardner,  2017),  which
implements  end-to-end  coreference  resolution
model (Lee et al.  2017).  Coreference clusters are
sets  of  text  elements,  that  can  be  words  or
sequences  of  words.  The  elements  of  a
coreference  cluster  can  belong  to  the  same
sentence  or  to  different  sentences.  In  the  later
case,  the  coreference  cluster  establishes  a  link
between these different sentences. As an example,
figure 1 shows the textual space around an in-text
reference. The expressions “this inference” belong
to a  coreference cluster  and are  in  the first  and
second  sentence.  The  citation  block  (CB)  is  thus
delimited by these two sentences.
Dataset
For our experiment, we have processed a dataset
that  is  composed of  in-text  references  and their
contexts  chosen  randomly  from  the  7  PLOS
journals, wich 10,000 citation contexts from each
journal.
Figure 1. Coreference citation blocks.
Identifying the textual space (TS) around citations
For each in-text reference, we first identify the TS
that  can  possibly  be  related  to  the  reference
through  the  use  of  coreference  and  anaphoric
expressions in the following way: TS is composed
of  the  sentence  containing  the  in-text  reference
and all the following sentences until a new in-text
reference  is  encountered  within  the  same
paragraph.  In  fact,  we  consider  two  types  of
boundaries that delimit the TS: paragraph breaks
and the presence of other references. When a new
in-text  reference in  encountered  in  a  paragraph,
we  suppose  that  the  sentences  immediately
following  this  reference  could  be  related  to  it,
provided  that  they  do  not  contain  other  in-text
references.
We consider that sentences that contain elements
of the same coreference cluster should belong to
the  same  citation  block  (CB).  Given  an  in-text
reference  and  its  TS,  we  consider  that  the
beginning of the CB is the sentence containing the
in-text reference and the end of the CB is the last
sentence in TS that is linked to this first sentence
by the coreference clusters. In the case when the
TS is composed of only one sentence, there is no
need  to  identify  the  coreference  clusters  as  the
citation block is also composed of one sentence.
Results 
We observe the trends in the different journals and
section types  of  the IMRaD  structure  or  articles.
Table 1 presents the numbers and percentages of
TS with 1 sentence (49.74%) and with two or more
sentences. The latter are divided in two groups: TS
without coreference clusters (9.16%) and TS with 1
or more coreference clusters (41.10%). 
Table 1. Numbers of TS with 1 sentence and 2 or
more sentences in IMRaD
The further analysis will be done on the TS with 1
or  more  coreference  clusters  in  order  to  delimit
the citation blocks (CB) and evaluate the difference
in the size of TS and CB that we obtain.
Discussion and Conclusion
The  perspectives  around  this  work  focus  on  the
problems of identifying coreference and anaphoric
relationships with deep neural networks. The limits
of this approach are the nature of the coreference
resolution  tools,  which  must  be  finer  and  offer
more detailed analyses. It is necessary to evaluate
and  improve  this  identification  by  proposing
learning  dataset  for  the  specific  processing  of
scientific articles. This citation block model should
eventually make it  possible  to  better understand
the nature of citation acts, to have a consensus on
the spaces that carry information for the semantic
categorization of citation contexts and to propose
finer corpora dedicated to this task.
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