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Abstract
Biased sampling designs can be highly efficient when studying rare (binary) or low variability (con-
tinuous) endpoints. We consider longitudinal data settings in which the probability of being sampled de-
pends on a repeatedly measured response through an outcome-related, auxiliary variable. Such auxiliary
variable- or outcome-dependent sampling improves observed response and possibly exposure variability
over random sampling, even though the auxiliary variable is not of scientific interest. For analysis, we
propose a generalized linear model based approach using a sequence of two offsetted regressions. The
first estimates the relationship of the auxiliary variable to response and covariate data using an offset-
ted logistic regression model. The offset hinges on the (assumed) known ratio of sampling probabilities
for different values of the auxiliary variable. Results from the auxiliary model are used to estimate
observation-specific probabilities of being sampled conditional on the response and covariates, and these
probabilities are then used to account for bias in the second, target population model. We provide asymp-
totic standard errors accounting for uncertainty in the estimation of the auxiliary model, and perform
simulation studies demonstrating substantial bias reduction, correct coverage probability, and improved
design efficiency over simple random sampling designs. We illustrate the approaches with two examples.
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1 Introduction
Outcome dependent sampling designs for epidemiologic and health outcomes studies are ubiquitous in medical
and public health research. By enriching the sample with relatively informative data units, they can be highly
efficient when compared to simple random sampling designs. We consider a class of such designs specifically
geared towards longitudinal response data. These designs sample on an auxiliary variable that is related,
but not equal, to the response vector. Even though the auxiliary variable is used to enrich the sample with
relatively informative subjects (under subject-level sampling) and/or timepoints (under observation-level
sampling), in the framework considered here, it is not of scientific interest. The potential for efficiency gains
improves to the extent that the auxiliary variable is, in fact, related to the response vector.
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Assume a target population wherein each subject i has attributes (Yi, ti,Xi,Zi), withYi = (Yi1, . . . , Yini)
′
a longitudinal series of continuous or discrete outcomes, Xi = (Xi1, . . . ,Xini)
′ an ni× p matrix of covariates
predicting Yi, and ti = (ti1, . . . , tini)
′ a vector of potential observation times. Interest lies in the marginal
regression model E(Yij |Xij) parameterized by β, and any effects of tij are encoded in Xij . For sampling,
assume a binary, auxiliary Zij and, optionally, X1,ij , contained in Xij , available on all members—and at all
time points—of the target population.
For observation-level sampling, assume the probability of an observation being sampled at any time point
tij is based only on Zij and, optionally, on X1,ij . The stratifying variable X1,ij may be a confounder or a
key predictor of interest. Full data (Yij ,Xij) are only observed at sampled time points. Such a design was
implemented in the Biocycle Study, which examined the association among oxidative stress levels, antioxidant
levels, dietary intake, and reproductive hormone concentrations over the course of the menstrual cycle in
approximately 250 participants1;2;3. To improve estimation efficiency, the Biocycle Study sought to over-
sample relatively informative peri-ovulation days, where hormone concentrations change rapidly. To this
end, participants were provided at-home, urine-based fertility tests to be used daily until the day of peak
fertility. On the day of peak fertility and the two subsequent days, participants visited study clinics for
peri-ovulation blood draws. Blood draws also occurred on five other days during the cycle. In this study, the
result of the at-home fertility test is an auxiliary variable Zij on which time-point specific sampling is based,
and the probability of being sampled is high when Zij = 1 (peri-ovulation days) and is low when Zij = 0
(other days during the cycle).
In the case of subject-level sampling, assume the probability of being sampled depends on a time-constant
binary variable, Zi, that is related to Yi and possibly some subset X1,i of Xi. This formal framework is
motivated by a natural history study of attention deficit hyperactivity disorder (ADHD)4;5;6. The ADHD
Study sampled 138 children based on a clinical referral at baseline (ti1) due to parent or teacher suspicion of
ADHD, and 117 demographically and socioeconomically similar non-referred children from the same commu-
nity. The binary auxiliary variable Zi, indicating whether or not a child is referred, is related to downstream
psychological outcomes Yij such as level of ADHD symptoms or time-specific diagnoses of ADHD. The sample
was enriched because informative children with Zi = 1 (high risk of ADHD symptoms) were sampled with
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high probability while less informative children with Zi = 0 (low risk of ADHD symptoms) were sampled
with a much lower probability.
A semiparametric, marginal model estimation strategy has been explored for binary response data in
the subject-level sampling case by Schildcrout and Rathouz6 and in the observation-level sampling case by
Schildcrout et al.3. Although those papers also provide a review of the prior literature on this and related
problems, recently Neuhaus et al.7 has employed a parametric generalized linear mixed model approach to
estimate conditional model parameters in the setting of subject-level sampling. The present work describes
a general framework for conducting auxiliary variable dependent sampling designs and associated semipara-
metric, marginal model analyses that encompasses both subject-level and observation-level sampling and
that applies to all members of the exponential family (i.e., all generalized linear models). The extension
from analyses of binary data to count and continuous data is non-trivial since, for example, study design
considerations (i.e., when the study design is useful) and the potential for over- or under-dispersion (not a
challenge with binary data) depend on the response distribution. Analytical tools for these biased designs
are generalized from binary logistic regression to all generalized linear models using the odds model repre-
sentation of exponential family models described in Rathouz and Gao8. Though originally developed under
random sampling scenarios, we show that it can also be used for analyses of biased samples. Finally, an R
package, SOR, is available on CRAN (https://cran.r-project.org/) to conduct analyses described herein.
In Section 2 we describe the model of interest, observation-level and subject-level sampling designs, and
modeling assumptions that must be made for valid inferences in each design. Section 3 describes our general
approach for estimation and inference. In Section 4 we investigate, via simulation, operating characteristics of
the proposed estimators and an inverse probability weighted (IPW) estimation approach, looking specifically
at bias, coverage probability, and relative efficiency of the designs. We apply the analytical techniques to the
ADHD and Biocycle studies in Section 5, and discuss our findings in Section 6.
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2 Study Designs and Analysis Models
2.1 Response Model in the Target Population
Interest lies in the marginal or “population averaged” mean regression model,
µPij = E(Yij |Xij) = g
−1(β0 +X
′
ijβ1) (1)
(subscript P for target population and, below, S for sample), where g(·) is a link function and β = (β0,β1),
or elements thereof, is the parameter of interest. Letting FP (y|Xij) be the conditional (on Xij) distribution
function for the response Yij in the target population, marginally over the other Yij′ ’s, we assume that
dFP (y|Xij) belongs to an exponential family with
dFP (y|Xij) ≡ f(y|Xij) = exp {[θijy − b(θij)]/φ+ c(y;φ)} . (2)
Specifying E(Yij |Xij) = b
′(θij) = g
−1(ηij) and ηij = β0 + X
′
ijβ1, (2) becomes a generalized linear model
with canonical parameter θij , cumulant function b(θij), and dispersion parameter φ.
For example, if Yij is continuous—e.g., the logarithm of measured luteinizing hormone in the BioCycle
Study—we would typically use a linear regression model with Gaussian errors. If Yij is a count—e.g., the
number of hyperactivity symptoms in the ADHD Study—we might use a log-linear regression with Poisson
errors.
Towards developing our analysis approach, it is useful to observe that from (2), we can express dFp(·) in
terms of the population odds
oddsP (y|Xij) ≡
dFP (y|Xij)
dFP (y0|Xij)
= exp{θij(y − y0)/φ+ c(y;φ)− c(y0;φ)},
where y0 is an arbitrary reference value of the response distribution (e.g., the population median) such that
dFP (y0|Xij = x) > 0 ∀x. Whereas this is a common representation in the binary case, with y0 = 0, the
odds model representation is generalizable to any other outcome distribution in the exponential family (e.g.,
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Rathouz and Gao8).
2.2 Response Model in Sampled Data
Let Sij = 1 if subject i is observed at the j
th timepoint and 0 otherwise, noting that Sij = Si for all
j in subject-level sampling designs. Applying Bayes’ Theorem, and irrespective of the design, define the
conditional (on Sij = 1) density for response Yij in the sampled data as
dFS(y|Xij) ≡ f(y|Xij , Sij = 1) =
dFP (y|Xij)× Pr(Sij = 1|Yij = y,Xij)
Pr(Sij = 1|Xij)
. (3)
From (3), it can now be shown that the odds model in the sample is,
oddsS(y|Xij) ≡
dFS(y|Xij)
dFS(y0|Xij)
=
oddsP (y|Xij)ρij(y,Xij)
ρij(y0,Xij)
= exp
{
θij(y − y0)
φ
+ c∗(y;φ)
}
, (4)
where ρij(y,Xij) ≡ Pr(Sij = 1|Yij = y,Xij), and
c∗(y;φ) = c(y;φ)− c(y0;φ) + log
{
ρij(y,Xij)
ρij(y0,Xij)
}
. (5)
We thus obtain
dFS(y|Xij) = exp {[θijy − b
∗(θij)]/φ+ c
∗(y;φ)} , (6)
where
b∗(θij) = θijy0 + log
∫
y
oddsS(y|Xij)dy .
In the following sections, we pursue estimation of the sampling ratio ρij(y,Xij)/ρij(y0,Xij), which is essential
to (6), and show how it is used for inferences on mean model parameter β.
An important consequence of this development is that, conditional on the subject being sampled, the
model for Yij is still in the exponential family of models, with the same canonical parameter θij . As long
as the sampling ratio ρij(y,Xij)/ρij(y0,Xij) does not depend on θij (or β), only the reference distribution
exp{c∗(y;φ)} (properly normalized) changes, as in Equation (5).
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2.3 Longitudinal Data with Observation-Level Sampling
Assume sampling is conducted at the level of observations within subjects, based on a time-varying auxiliary
variable Zij , or jointly on Zij and X1,ij . Let Si = {Si1, . . . Sini} contain time-specific sampling indicators Sij
over times tij , j ∈ {1, . . . , ni}. For example, in the BioCycle study, Zij = 1 if the subject’s at-home fertility
test indicates peak fertility on day j or within the last two days. In that case, Sij = 1 with probability 1.
On all other days, Zij = 0, and Sij = 1 with a relatively low but non-zero probability. Assuming sampling
is based exclusively on (Zij ,X1,ij), then
Pr(Sij = 1|Zij = z, Yij ,Xij) = Pr(Sij = 1|Zij = z,X1,ij)≡π(z,X1,ij), (7)
which, as part of the study design, is known to and can therefore be specified by the investigator.
In overview, analysis proceeds by using the known sampling ratio π(1,X1,ij)/ π(0,X1,ij) to estimate
ρij(y,Xij)/ρij(y0,Xij), which in turn is used for inferences regarding β. To obtain ρij(y,Xij)/ρij(y0,Xij),
we use an intermediary, auxiliary variable model λPij (y,Xij) ≡ Pr(Zij = 1|Yij = y,Xij) relating Zij to
(Yij ,Xij) in the target population. Conditioning on sampling Sij = 1, we estimate λPij (y,Xij) by estimating
λSij (y,Xij) ≡ Pr(Zij = 1|Yij = y, Sij = 1,Xij) and by then exploiting the known relationship between
λPij (y,Xij) and λSij (y,Xij) under our design. This intermediary model technique follows from Lee et al.
9,
Neuhaus et al.10, and Schildcrout and Rathouz6.
To pursue this program, first specify a model for λPij (y,Xij). Whereas any binary data regression model,
with its attendant modeling assumptions, is a legitimate approach, logistic regression simplifies subsequent
development. Posit
λPij (y,Xij) = logit
−1{w′1,ijγ1 + h(y)×w
′
2,ijγ2}, (8)
where w1,ij and w2,ij are functions of Xij . Here, h(·) is a user-specified function introduced to allow depen-
dence of λPij (y,Xij) on y; it should be chosen to reflect the relationship between the auxiliary variable and
Yij . The key here is that the specified forms of h(·), w1,ij , and w2,ij contain enough information so that
Pr(Zij = 1|Yij = y,w1,ij ,w2,ij) = Pr(Zij = 1|Yij = y,Xij) , (9)
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at least to a good approximation. See Scihldcrout et al.3 for a discussion on the specification of this model
in the observation-level sampling case.
We then note the connection between the unobserved population and the pseudo-population represented
by the sample with respect to λPij (y,Xij). By Bayes’ Theorem,
λSij (y,Xij)
1− λSij (y,Xij)
=
λPij (y,Xij)
1− λPij (y,Xij)
·
π(1,X1,ij)
π(0,X1,ij)
. (10)
Equations (8) and (10) then yield a model for λSij ,
λSij (y,Xij) = logit
−1
[
w′1,ijγ1 + h(y)×w
′
2,ijγ2 + log
{
π(1,X1,ij)
π(0,X1,ij)
}]
, (11)
which is fitted to the sample data for estimation of γ ≡ (γ1, γ2). Finally, estimation of β obtains from the
density dFS(·) given in (6). Using dFS(·) involves log transforming the estimated sampling ratio
ρij(y,Xij)
ρij(y0,Xij)
=
1− λPij (y,Xij) +
pi(1,X1,ij)
pi(0,X1,ij)
λPij (y,Xij)
1− λPij (y0,Xij) +
pi(1,X1,ij)
pi(0,X1,ij)
λPij (y0,Xij)
, (12)
and plugging it into (5).
2.4 Longitudinal Data Following Subject-Level Sampling
We address subject-level sampling as a special case of observation-level sampling. Let Sij = Si be an indicator
which is 1 for all j = 1, . . . , ni if the ith subject is sampled, and 0 otherwise. We consider a design in which Si
is related to Yi and possibly Xi. Assume sampling depends on (Yi,Xi) only through binary Zi and possibly
through some subset X1,i of Xi, and that sampling is independent across subjects. Formally,
Si ⊥⊥ (Yi,Xi)|(Zi,X1,i) . (13)
In the ADHD study, Zi = 1 if the subject is referred by a parent or teacher. Leveraging the sampling
probability at the observation level, ρij(y,Xij) ≡ Pr(Si = 1|Yij = y,Xij), the remainder of the development
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is tightly analogous to that for observation-level sampling. Note that ρij(y,Xij) is the probability of being
sampled conditional only on the jth response Yij and jth covariate vector Xij (versus the entire vector Yi
and matrix Xi).
3 Estimation and Inference
3.1 Estimation: Model of Interest and Auxiliary Model
We present a procedure for coefficient estimation and inference for the case of observation-level sampling.
This approach also applies to subject-level sampling by setting Si = Sij . In addition, a more statistically
efficient modification is available for a special case of subject-level sampling; this is pursued in Section 3.2.
To estimate coefficients γ in equation (11), we solve the standard logistic regression score equation∑
iTi(γ) = 0, where
Ti(γ) =
ni∑
j=1
 w1,ij
h(Yij)×w2,ij
 (Zij − λSij ) . (14)
With estimates γ̂, we can estimate λSij (y,Xij), which permits estimation of λPij (y,Xij) and ρij(y,Xij)/ρij(y0,Xij)
by plugging estimates γ̂ into equations (8) and (12). This leads to the biased-sample mean model through
equation (4):
µSij =
∫
y y × oddsS(y|Xij)dy∫
y oddsS(y|Xij)dy
, (15)
forming the basis for estimation of and inferences on β.
We pursue a generalized estimating equations (GEE) approach to inferences on β by solving
∑
iUi(β, γ̂) =
0 for β. Here,
Ui(β,γ) = D
′
iV
−1
i (Yi − µSi) , (16)
µSi = (µSi1 , . . . , µSini )
′ (given in 15), D′i = (1ni ,Xi)
′Ai,
Ai = diag

∫
y y
2 × oddsS(y|Xij)dy∫
y oddsS(y|Xij)dy
−
(∫
y y × oddsS(y|Xij)dy∫
y oddsS(y|Xij)dy
)2
ni
j=1
, (17)
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Vi = Ai/φ, and noting that the j
th diagonal element of Ai is the canonical variance in the sample.
We note that the foregoing GEE procedure uses the independence working correlation structure. This is
necessary because conditioning on Sij can lead to violation of the no interference or full covariate conditional
mean assumption that E(Yij | Xij , Sij = 1) = E(Yij | Xi, Sij = 1) which, in turn, could introduce bias in
estimates of time-varying covariate parameters in β 11;12.
3.2 Special case of subject-level sampling
The foregoing material in Sections 2 and 3, with the exception of Section 2.4, applies to both observation-
and subject-level sampling. This obtains by letting Sij = Si and Zij = Zi for all time points j = 1, · · · , ni.
That is, Zi is repeated for the ith subject ni times in (14). In spite of this, estimation of γ via (14) remains
consistent.
There is, however, a special case of subject-level sampling wherein a more efficient procedure is possible.
First, in the population, suppose the “no interference” assumption that E(Yij |Xi) = E(Yij |Xij) holds, i.e.,
that information contained in Xij is rich enough that predictors in Xi provide no additional predictive value
beyond that from Xij . In this case, (1) becomes a model for E(Yij |Xi).
Second, replace the observation-level sampling probability ρij(y,Xij) with a special subject-level version
ρij(y,Xi) = Pr(Sij = 1|Yij = y,Xi). Note that ρij(y,Xi) is the probability of being sampled conditional on
the entire design matrix Xi, as opposed to only the covariates at time j, but only on the jth response, Yij .
Similarly, parallel to the development in Section 2.3, redefine λPij (y,Xi) ≡ Pr(Zi = 1|Yij = y,Xi) and
λSij (y,Xi) ≡ Pr(Zi = 1|Yij = y, Si = 1,Xi). Then, because Zi is a scalar and π(z,X1,i) depends on the
entire covariate matrix Xi through X1,i, we can estimate the sampling ratio
ρij(y,Xi)
ρij(y0,Xi)
=
1− λPij (y,Xi) +
pi(1,X1,i)
pi(0,X1,i)
λPij (y,Xi)
1− λPij (y0,Xi) +
pi(1,X1,i)
pi(0,X1,i)
λPij (y0,Xi)
, (18)
which is analogous to (12).
The remaining development parallels Section 2.2. It yields the conditional density dFS(y|Xij) for response
Yij , satisfying the “no interference” assumption in the sample, i.e., dFS(y|Xij) = dFS(y|Xi). Owing to this
10
d logL
dφ
=
1
φ2
∑
i
∑
j
{−θijYij + b(θij)} +
∑
i
∑
j
c′(Yij ;φ)
−
∑
i
∑
j
{
1∫
y ρij(y,Xij)dFP (y|Xij)
∫
y
[
−θijy + b(θij)
φ2
+ c′(y;φ)
]
ρij(y,Xij)dFP (y|Xij)
}
. (20)
last property, statistical efficiency can be improved by using a working correlation model
cSijk = corr(Yij , Yik|Xi, Si = 1;α) , (19)
as in a typical GEE setup. The resulting estimates for α are, however, for the correlation conditional on
being sampled. Therefore it is not appropriate to use α estimates to make inferences about the target
population. If the working correlation model is a reasonable approximation to the true correlation (given the
sampling plan), then it should increase the efficiency of the estimates of β compared to estimation under the
independence working correlation model13;14;15;12. In order to take advantage of the benefits of the working
correlation model, we use Vi = A
1/2
i CiA
1/2
i /φ, where Ci is the ni × ni matrix with element (j, k) given by
(19).
3.3 Dispersion Parameter Estimation
We turn now to the estimation of φ, the dispersion parameter. Assuming working independence across
observations and subjects along with the model in (3), we calculate a likelihood-based score equation for φ.
Derivations in Appendix A yield As in a standard GEE implementation, for fixed β, we set d logL/dφ = 0
and solve this equation numerically. After solving for φ, we return to estimation of β and iterate between
the two until convergence.
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3.4 Empirical Standard Errors
When the dispersion parameter is known, standard errors obtain via the sandwich estimator for variance.
We proceed by viewing (γ̂, β̂) as the solution to the “stacked” estimating equation
∑
i
 Ti(γ)
Ui(γ,β)
 = 0 . (21)
Then the asymptotic variance of (γ̂ ′, β̂
′
)′ is given by
ÂVar(γ̂ ′, β̂
′
)′ = Î−1Q̂Î−1
′
, (22)
where
Q =
∑
i
 Ti(γ)
Ui(γ,β)

⊗2
, and I =
ITT 0
IUT IUU
 . (23)
In (23),
ITT =
∑
i
E
(
−
∂Ti
∂γ′
)
=
∑
i
ni∑
j=1
 w1,ij
h(Yij)×w2,ij

⊗2
{λSij (1− λSij )},
the upper right hand quadrant of I is 0 because E(−∂Ti/∂β
′) = 0,
IUU =
∑
i
E
(
−
∂Ui
∂β′
)
=
∑
i
D′iV
−1
i Di,
and
IUT =
∑
i
E
(
−
∂Ui
∂γ′
)
=
∑
i
D′iV
−1
i
(
∂µSi
∂γ′
)
,
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where ∂µSi/∂γ
′ is given in Appendix B. If the dispersion parameter φ must be estimated, then these uncer-
tainty estimates may not be exactly correct, as they do not take into account variability due to estimation
of φ. Our simulation studies have shown, however, that inferences on β are very robust to having estimated φ,
rather than it being known.
3.5 An Alternative Approach: Inverse Probability Weighting
It is common to use inverse probability weighting (IPW) to adjust for non-representative samples in missing
data and survey sampling scenarios. In its simplest form, IPW involves re-weighting observed subjects and/or
observations by the inverse probability of being observed16;17 so that the sample is representative of the target
population. Such IPW is easily applied under subject-level or observation-level sampling using GEE with
inverse probability weight 1/π(z,X1,ij). Although other more complex and efficient forms of IPW exist, we
only investigate this simple IPW because it is very commonly applied and because we think of it as the only
form of IPW that is more straightforward to implement than the proposed SOR procedure using our SOR
package (available at https://cran.r-project.org/).
4 Simulation
4.1 Subject-Level Sampling
For each subject, we generate data with ni observations, where ni is 3, . . . , 8 with equal probability, and time
tij ranges from 0 to ni − 1. Response Yij is marginally Poisson with mean
µPij = exp (β0 + βx1x1i + βttij + βt,x1tijx1i) . (24)
Here, x1i is a time-invariant binary covariate with Pr(x1i = 1) = 0.15 or 0.5. Responses follow an ex-
changeable correlation structure with correlation parameter α = 0.5, with data generated as in Yahav and
Shmeuli18. Coefficient values are enumerated in Table 1, and with these values, the model induces a marginal
mean at ti1 of E(Yi1) = 0.25 that drops by 9.5% (e
−0.1) per unit of time if x1i = 0, and remains constant if
13
xi1 = 1.
A binary sampling covariate Zi is generated for each subject in the population using Pr(Zi = 1|Yi,Xi) =
logit−1(γ0+γ1I{Yi1>=1}), where γ0 = −3.15 and γ1 = 6.3. We consider four design strategies: simple random
sampling [SRS; π(z, x1i) = π], covariate or exposure dependent sampling [ES; π(z, x1i) = π(x1i)], auxiliary
variable dependent sampling [AVS; π(z, x1i) = π(z)], and exposure and auxiliary variable dependent sampling
[EAVS; π(z, x1i) = π(z, x1i)]. In the last three designs, the intent is to maximize observed (i.e., sampled)
variability in sampling variable Zi and/or X1i. To this end, we sample equal numbers in each stratum defined
by X1i, Zi, and (Zi, X1i) under ES, AVS, and EAVS, respectively. In all cases, we sample from a population
of N = 100, 000 subjects. Each subject has a probability of being sampled that leads to a total average
sample size of 500. Consequently, for our simulations, the sampling probabilities are given by:
SRS : π(z, x1i) = π =
500
N
ES : π(z, x1i) = π(x1i) = 500
(
x1i∑N
i=1 x1i
+
(1− x1i)∑N
i=1(1− x1i)
)
AVS : π(z, x1i) = π(z) = 500
(
z∑N
i=1 zi
+
(1− z)∑N
i=1(1 − zi)
)
EAVS : π(z, x1i) = π(z, x1i) =
500
(
zx1i∑N
i=1 zix1i
+
z(1− x1i)∑N
i=1 zi(1 − x1i)
+
(1− z)x1i∑N
i=1(1− zi)x1i
+
(1 − z)(1− x1i)∑N
i=1(1− zi)(1 − x1i)
)
.
When fitting data with sequential offsetted regressions (SOR), we use the functional form for w1,ij = w2,ij =
[1, x1i, tij , (tij − 2)+]
′. Because x1i is time-invariant, the assumptions in Section 3.2 hold, so every model is
fitted using GEE with exchangeable working correlation structure. When outcome dependent sampling is
used, we study naive GEE as well as our proposed approach in order to examine the impact of ignoring the
biased study designs. Other working correlation models were tested and the results were not substantially
different.
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For inverse probability weighting (IPW), observations from each subject are weighted by the inverse of
π(z) for the AVS design and π(z, x1i) for the EAVS design. The models are fit using the R package geeM
19
with an exchangeable working covariance structure.
Inferential validity and efficiency results are displayed in Table 1. While standard GEE is, as expected,
valid under SRS (we do not present the results for SRS here) and ES, it is clearly not valid under AVS and
EAVS. The SOR-based GEE approaches described in this paper are approximately valid under the scenarios
we studied, as there is little evidence for bias, and coverage is nearly 95%.
Table 1 also shows the efficiency of each design relative to a SRS design. As expected, ES was more
efficient than SRS for all parameters related to X1i when X1i was rare, but provided little to no efficiency
gains when Pr(X1i = 1) = 0.5. AVS with SOR analyses led to at least some efficiency gains over SRS for all
parameters; however, when X1i was relatively rare, ES was more efficient than AVS for contrasts involving
X1i. EAVS with SOR analyses tended to be at least as efficient as AVS in all scenarios studied, and when
Pr(X1i = 1) = 0.15, its relative efficiency was 2.15 and 1.82 compared to SRS for βx1 and βtx1 , respectively.
It was not optimal for studying βt, for which the relative efficiency was 0.78. This result is due to relative
undersampling of subjects with x1i = 0, leading to less efficient estimation of the intercept at each time
point. In the scenarios studied here, IPW estimation with an AVS or EAVS design led to efficiency gains
that followed a similar pattern, but tended to be smaller than those obtained through SOR.
As a means of examining operating characteristics of estimators when sampling probabilities are unknown,
we investigated scenarios with sampling ratio (π(1,X1,i)/π(0,X1,i)) misspecification. IPW and SOR simula-
tions described above were repeated, but when fitting the data, we misspecified the sampling ratio by a factor
of 3/2 or 2/3 overall (Table 2) and only in those with x1i = 1 (Table 3). Results from IPW and SOR were
similar. With overall sampling ratio misspecification, we observed the largest biases in β0 and βt, which, is
consistent with bias in the estimated prevalences at each timepoint. With sampling ratio misspecification in
those with x1i = 1, we observed biased estimates in contrasts involving x1i. Not surprisingly, time-specific
prevalences in those with x1i = 0 appeared approximately unbiased since their sampling ratio was prop-
erly specified. In general, when sampling probabilities are unknown, we recommend sensitivity analyses to
examine the extent to which results are robust to sampling ratio assumptions.
15
Table 1: Results from the subject-level simulation
Design Estimation β0 = −1.4 βx1 = 0.4 βt = −0.1 βtx1 = 0.1
P(x1i = 1) = 0.15
ES GEE 0 (95) 0 (95) 1 (95) 1 (95)
[0.59] [1.70] [0.59] [1.46]
AVS Naive -39 (0) -24 (90) 35 (44) 4 (94)
IPW 0 (95) 0 (94) 0 (95) -1 (94)
[1.36] [1.23] [1.12] [1.09]
SOR 2 (94) 2 (95) 0 (95) -2 (95)
[1.23] [1.30] [1.21] [1.36]
EAVS Naive -42 (0) -63 (35) 37 (59) 14 (91)
IPW 0 (95) -1 (95) 1 (94) 1 (94)
[0.82] [2.10] [0.64] [1.52]
SOR 2 (95) 2 (95) -1 (95) -1 (95)
[0.78] [2.15] [0.76] [1.82]
P(x1i = 1) = 0.5
ES GEE 0 (96) 0 (95) 2 (95) 2 (95)
[1.07] [1.02] [1.03] [1.01]
AVS Naive -35 (0) -21 (88) 32 (72) 4 (94)
IPW 0 (96) -2 (95) 1 (94) -1 (94)
[1.24] [1.26] [1.10] [1.09]
SOR 2 (95) 1 (96) -1 (94) -2 (94)
[1.20] [1.31] [1.23] [1.25]
EAVS Naive -41 (0) -62 (36) 37 (57) 14 (92)
IPW 0 (95) 0 (94) 1 (94) 1 (95)
[1.29] [1.22] [1.18] [1.17]
SOR 2 (95) 4 (95) -1 (94) -1 (95)
[1.24] [1.28] [1.39] [1.41]
NOTE: Percent bias, coverage percentage (in parentheses), and empirical efficiency relative to random
sampling (in square brackets) across 2000 replicates of the subject-level sampling Poisson simulation.
Percent bias in parameter estimates is calculated with 100 · (β̂k − βk)/βk for k ∈ {0, x1, t, tx1}. Coverage
percentages were calculated as the percent of nominal 95% Wald confidence intervals using standard
errors (22) spanning the true parameter value. SRS = simple random sampling; ES = exposure dependent
sampling; AVS= auxiliary variable dependent sampling; EAVS=exposure and auxiliary variable dependent
sampling.
4.2 Observation-Level Sampling
To investigate the observation-level case, we generated 10 observations for each of 5000 subjects with
Yij = β0 + βx1x1i + βttij + βx1,tx1itij + ǫij .
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Table 2: Results from the subject-level simulation with misspecified sampling ratios
Design Estimation β0 = −1.4 βx1 = 0.4 βt = −0.1 βtx1 = 0.1
P(x1i = 1) = 0.15;
2
3 ×
pi(1,X1,i)
pi(0,X1,i)
AVS IPW -16 (12) -8 (94) 16 (84) 1 (94)
SOR -15 (14) -8 (94) 13 (87) 0 (95)
EAVS IPW -16 (30) -9 (94) 17 (88) 3 (94)
SOR -15 (33) -7 (94) 13 (91) 0 (94)
P(x1i = 1) = 0.5;
2
3 ×
pi(1,X1,i)
pi(0,X1,i)
AVS IPW -16 (33) -9 (94) 16 (89) 1 (94)
SOR -16 (36) -9 (94) 14 (91) 0 (94)
EAVS IPW -16 (31) -8 (94) 17 (89) 3 (95)
SOR -15 (35) -6 (95) 13 (91) 0 (95)
P(x1i = 1) = 0.15; 1.5×
pi(1,X1,i)
pi(0,X1,i)
AVS IPW 16 (22) 6 (94) -17 (86) -3 (93)
SOR 17 (17) 11 (93) -17 (86) -7 (95)
EAVS IPW 16 (46) 5 (95) -16 (89) -1 (95)
SOR 17 (36) 10 (94) -19 (86) -5 (94)
P(x1i = 1) = 0.5; 1.5×
pi(1,X1,i)
pi(0,X1,i)
AVS IPW 16 (48) 4 (96) -17 (90) -2 (94)
SOR 17 (40) 9 (95) -19 (87) -7 (94)
EAVS IPW 16 (45) 6 (94) -16 (89) -1 (95)
SOR 17 (35) 11 (94) -19 (87) -5 (94)
NOTE: Percent bias and coverage percentage (in parentheses) across 2000 replicates of the subject-level
sampling Poisson simulation. AVS= auxiliary variable dependent sampling; EAVS=exposure and auxiliary
variable dependent sampling.
Here, x1i was time-invariant and binary, with P (X1i = 1) = 0.05 or 0.1. We also included a time covariate
tij and the time by x1i interaction in the model. Errors ǫij were Gaussian (normal) with an exchangeable
correlation structure and parameter α = 0.3.
The sampling indicator, Zij , was based on a latent variable Wij = |Yij − µ + ξij |, where ξij is normally
distributed, Zij = 1{Wij>δ}, and µ is the true mean of the responses. That sampling is based on an error-prone
version of Yij reflects a design wherein sampling is based on an inexpensive and easily obtained surrogate
for a more expensive and accurate response Yij . Use of the absolute value function reflects a design wherein
extreme values of the response are sampled more often. The variance of ξij is set such that the percentage
of the variance of Yij + ξij explained by Yij is 80%. The threshold, δ, is set such that 10% of observations
have Zij = 1. For outcome dependent sampling, observations with Zij = 1 are sampled with certainty,
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Table 3: Results from the subject-level simulation with misspecified sampling ratios for subjects with x1i = 1.
Design Estimation β0 = −1.4 βx1 = 0.4 βt = −0.1 βtx1 = 0.1
P(x1i = 1) = 0.15;
2
3 ×
pi(1,X1,i)
pi(0,X1,i)
AVS IPW 0 (95) 47 (75) 0 (95) -14 (92)
SOR 1 (95) 47 (74) -1 (95) -14 (92)
EAVS IPW 0 (95) 46 (68) 1 (94) -12 (92)
SOR 1 (95) 49 (64) -2 (95) -15 (90)
P(x1i = 1) = 0.5;
2
3 ×
pi(1,X1,i)
pi(0,X1,i)
AVS IPW 0 (96) 46 (69) 1 (94) -14 (92)
SOR 0 (95) 47 (68) -2 (94) -15 (91)
EAVS IPW 0 (95) 48 (68) 1 (94) -12 (92)
SOR 1 (95) 50 (64) -2 (94) -15 (90)
P(x1i = 1) = 0.15; 1.5×
pi(1,X1,i)
pi(0,X1,i)
AVS IPW 0 (95) -50 (81) 0 (95) 15 (91)
SOR 1 (95) -46 (81) -1 (95) 9 (93)
EAVS IPW 0 (95) -51 (66) 1 (94) 17 (90)
SOR 1 (95) -47 (68) -2 (94) 12 (92)
P(x1i = 1) = 0.5; 1.5×
pi(1,X1,i)
pi(0,X1,i)
AVS IPW 0 (96) -52 (66) 1 (94) 15 (92)
SOR 0 (96) -48 (68) -2 (94) 10 (93)
EAVS IPW 0 (95) -50 (64) 1 (94) 17 (92)
SOR 1 (95) -46 (71) -2 (94) 12 (93)
NOTE: Percent bias and coverage percentage (in parentheses) across 2000 replicates of the subject-level
sampling Poisson simulation. AVS= auxiliary variable dependent sampling; EAVS=exposure and auxiliary
variable dependent sampling.
while observations with Zij = 0 are sampled 11% of the time. For simple random sampling, observations are
sampled at random with a probability so that the expected sample size for simple random sampling is the
same as for outcome dependent sampling.
We choose h(y) = |y| in Equation 11, and the linear predictors we use in modeling λPij (y,Xij) are
w1,ij = w2,ij = (1, x1i, tij). The working correlation structure for observation-level sampling must always be
independence, as discussed in Schildcrout et al.3. For the GEE analysis when the design uses simple random
sampling, we use exchangeable working covariance weighting which improves efficiency.
Results for the observation-level simulations are shown in Table 4. For simple random sampling, the
percent bias was close to zero and the coverage probability was 95%, as expected (results not shown). When
the sampling scheme is ignored, the bias was very high for βx1 . For SOR and IPW, bias is appropriately
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corrected, and coverage probability is approximately correct. Using SOR, we see large efficiency gains for all
coefficients. For IPW, efficiency is degraded compared to simple random sampling, which is due to the highly
variable weights. Many authors have noted that IPW analysis can be unstable and inefficient with highly
variable or highly skewed sampling weight distributions. See Robins et al.17;20 for a couple of examples.
Schildcrout et al.21 observed in simulations (see Table 2) that IPW can, in fact, be less efficient than random
sampling.
Table 4: Results from the observation-level simulation
Estimation β0 = 0 βx1 = 0.5 βt = 0 βx1,t = 0
R2Y = 1.2%, P (X1i = 1) = 0.05
Naive -3 (83) 106 (1) 0 (95) 0 (94)
SOR 0 (94) -1 (94) 0 (95) 0 (94)
[1.87] [1.66] [2.17] [1.87]
IPW 0 (95) 0 (94) 0 (96) 0 (95)
[0.79] [0.77] [0.77] [0.72]
Estimation β0 = 0 βx1 = 0.68 βt = 0 βx1,t = 0
R2Y = 4%, P (X1i = 1) = 0.1
Naive -8 (29) 97 (0) 0 (94) 1 (94)
SOR 0 (94) -1 (95) 0 (94) 0 (94)
[1.81] [1.50] [2.02] [1.75]
IPW 0 (95) 0 (95) 0 (95) 0 (94)
[0.76] [0.76] [0.76] [0.72]
NOTE: Percent bias (or average absolute bias multiplied by 100 when the coefficient is zero), coverage
percentage (in parentheses) and efficiency of AVS relative to SRS (in square brackets) across 2000 replicates
of the observation-level sampling Gaussian simulation.
5 Applications
5.1 ADHD Study
The ADHD study seeks to identify risk and prognostic factors in early childhood (minimum age at baseline
is 3 years, maximum is 7 years) with subjects sampled based on whether (Zi = 1) or not (Zi = 0) they were
referred to one of two clinics; non-clinical subjects were sampled from the community. Details are presented
elsewhere4;5;6. Briefly, 25 of the 46 girls were referred and 113 of the 209 boys were referred. The study
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was matched on gender, Gi, so the probability of being sampled depends on the pair (Zi, Gi). Demographic
characteristics were similar between referred and non-referred groups. Subjects were followed for up to 9
years. We assume 5% population prevalence among girls, Pr(Zi|Gi = 1) = 0.05, so we have π(1, 1)/π(0, 1) =
(25 ∗ 0.95)/(21 ∗ 0.05) = 22.6. We assume 15% prevalence among boys, yielding π(1, 0)/π(0, 0) = 6.7.
The goal of this analysis is to estimate the time trend of mean hyperactivity symptom count (analogous to
ADHD prevalence, as in Schildcrout and Rathouz6) for boys and girls separately. Using a log-linear Poisson
regression model, we fit the response to the covariates given in Table 5. The auxiliary model is given by
w1,ij = w2,ij = (factor(tij), agei, femalei, aai, otheri) (aa=African American; other=other race/ethnicity).
The naive method uses standard GEE. Exchangeable working covariance weighting is used for all analyses.
The SOR analysis estimates that, at baseline, female gender was associated with 38% fewer ADHD
symptoms than male gender (95% CI: 8% - 59%), and african american race was associated with 49% (95%
CI: 19% - 90%) more ADHD symptoms than white race. It also estimates a significantly different time trend
in the number of ADHD symptoms after wave 3 (at tij = 2) as compared to prior to wave 3. That is, it
estimates a non-significant upward trend prior to wave 3 (1.06 per wave, 95% CI: 0.96 - 1.16), that exhibited
a significant shift downward with the per wave change in the expected number of ADHD symptoms after
wave 3 being 89% (95% CI: 80% - 98%) of what it was before it. Even though the naive analysis would also
have identified the association with race, neither the gender nor the shift in the time trend would have been
detected. Both analyses yielded marginally significant baseline age associations with symptoms.
Table 5: Results from the ADHD Study
Naive SOR
Intercept 4.76 (3.90, 5.87) 2.89 (2.34, 3.53)
t 0.93 (0.86, 1.02) 1.06 (0.96, 1.16)
(t− 2)+ 1.00 (0.91, 1.11) 0.89 (0.80, 0.98)
age 0.82 (0.69, 0.97) 0.89 (0.76, 1.02)
sex 0.99 (0.62, 1.58) 0.62 (0.41, 0.92)
afr 1.32 (1.00, 1.73) 1.49 (1.19, 1.90)
other 0.88 (0.40, 1.93) 0.87 (0.45, 1.67)
sex*t 1.04 (0.82, 1.32) 1.07 (0.85, 1.34)
sex*(t− 2)+ 0.91 (0.70, 1.21) 0.90 (0.70, 1.15)
NOTE: Exponentiated parameter estimates with 95% confidence intervals for the ADHD model fit.
Confidence intervals containing 1 indicate a coefficient that is not statistically significant. Time t = 0, . . . , 7.
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5.2 Biocycle Study
Table 6: Results from the BioCycle Study
Estimate (SE) Geometric mean Ratio (95% CI)
Variable SOR Naive SOR Naive
Intercept 1.425 (0.067) 1.656 (0.059) 4.158 (3.644, 4.745) 5.240 (4.668, 5.883)
Fiberij (per 5 gram/day change) -0.026 (0.019) -0.036 (0.019) 0.974 (0.938, 1.011) 0.964 (0.928, 1.001)
Caloriesij (per 1 kcal change) -0.038 (0.052) -0.016 (0.042) 0.963 (0.870, 1.065) 0.984 (0.907, 1.067)
BMIi (per 5 kg/m2 change) -0.075 (0.041) -0.055 (0.032) 0.927 (0.857, 1.004) 0.946 (0.889, 1.007)
Agei (per 10 year change) -0.080 (0.032) -0.061 (0.027) 0.923 (0.867, 0.984) 0.941 (0.893, 0.992)
African American (vs White) -0.176 (0.073) -0.213 (0.065) 0.838 (0.726, 0.967) 0.808 (0.712, 0.918)
Other race (vs White) -0.109 (0.063) -0.119 (0.063) 0.897 (0.793, 1.014) 0.888 (0.785, 1.006)
Cycle 2 (vs. Cycle 1) 0.048 (0.037) 0.030 (0.034) 1.049 (0.977, 1.127) 1.030 (0.965, 1.101)
The BioCycle Study examined relationships among sex hormone levels and between hormone levels and
measures of oxidative stress and dietary intake over the course of the menstrual cycle (Schisterman et al, 2010);
its design has been reported previously (Wactawski-Wende et al., 2009; Howards et al., 2009, Schildcrout et
al., 2012). Briefly, on approximately days 6 to 16 of each menstrual cycle, participants used a daily, urine-
based fertility test. On the day the monitor indicated peak fertility, i.e., a luteinizing hormone (LH) surge is
highly likely, and the two days following, participants visited the study clinic for peri-ovulation blood draws.
We consider fertility monitor peaks to be a marker for days when LH levels are likely to be high (‘high-risk’
days; Zij = 1) and we assume that on all other days, LH levels are likely to be low (‘low-risk’ days; Zij = 0).
In an earlier report, Schildcrout et al.3 examined an artificially dichotomized response I(LHij ≥ 20).
We examine its relationship with fiber intake on the natural, continuous LH scale. Even though serum was
collected on all eight of the key timepoints, fiber intake was ascertained on only one of the three peri-ovulation
visit days, and on three other cycle days (2, 7, and 22 from a standard cycle). Because the design sampled
with probability ∼ 0.33 (i.e. 1/3) when Zij = 1 and with probability ∼ 0.12 (i.e., 3/25 in a typical cycle)
when Zij = 0, the sample over-represents days with high LH levels. The skewed LH distribution was log
transformed prior to modeling.
In the present analysis, 246 participants admitted data for 450 cycles with a median age, body mass
index, and cycle length of 25 years, 23 kg/m2, and 28 days respectively. The (5th, 50th, 95th) percentiles of
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LH and daily dietary fiber intake were (1.8, 4.8, 25.2) IU/L, and (4.5, 12.2, 29.1) grams per day, respectively.
We evaluated changes in the mean of log-transformed LH associated with a 5 gram per day (the equivalent of
an apple) change in daily dietary fiber intake. Other covariates included in the regression model and results
from the analysis are shown in Table 6. Our auxiliary model used all displayed covariates in w1,ij and w2,ij ,
and the identity for the h(·). Using the SOR analysis, we estimated that fiber intake was associated with a
−2.6% (95% CI : −6.2%, 1.1%) change in the geometric mean LH concentrations per five gram per day
change in fiber intake. Even though qualitative conclusions from the naive analysis are not inconsistent with
the SOR analysis, the sample was substantially biased, and we would not have known how that bias would
affect our results had we not undertaken a bias-correcting approach. The naive analysis fiber effect estimate
was approximately one-half of a standard error different. Similar sized differences were also observed for the
BMI, age, and African American gender effect estimates. Overall, we observe that higher baseline age and
African American (versus white) race are associated with lower geometric mean LH values. A 10-year change
in age was associated with a -7% (95% CI: -2, -13)% change in geometric mean LH and african american race
was associated with a 16% (95% CI: 3 - 27%) lower geometric mean LH as compared to white race.
6 Discussion
We have considered analysis for longitudinal data collected under biased outcome- or auxiliary variable-
dependent sampling designs, whether at the level of observations or that of subjects, when marginal models
are of interest. We have developed a general GEE-based estimation strategy and robust standard error calcu-
lations that incorporate information and uncertainty associated with the study design through an auxiliary
model. We also addressed estimation of a dispersion parameter. An R package, SOR, is available on CRAN.
Through simulation, we have shown that our proposed estimation procedures, if properly specified, are
approximately valid and can improve estimation efficiency dramatically over simple random sampling. In
contrast, naive analyses of the designs may well result in biased estimators. Further, since bias was observed
for some parameters with sampling ratio misspecification, we recommend sensitivity analyses in circumstances
where sampling probabilities (π(1,X1,i) and π(0,X1,i)) are unknown.
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Our main focus here has been on developing a valid approach to data analysis under biased sampling for
longitudinal data. We find that, for binary and count responses, efficiency is improved by oversampling at
higher values of the outcome distribution. On the other hand it appears to be beneficial to oversample at
high and low values of the outcome for continuous responses.
In currently ongoing research, we are thoroughly characterizing the scenarios under which the designs
are particularly useful in the sense of yielding large efficiency gains, and when they are unlikely to be useful
owing to minimal-to-modest efficiency gains.
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A Dispersion Parameter Estimation
Proceeding from equation (2.3), we find a score equation and solve it with the assumption of independence
between observations. What follows is for the subject-level sampling setting, but extension to observation-
level sampling is straightforward.
L =
∏
i
∏
j
Pr(Si = 1|Y = Yij ,Xi)dFP (Yij |Xi)∫
Pr(Si = 1|Y = y,Xi)dFP (y|Xi)×
=
∏
i
∏
j
exp {[θijYij − b(θij)]/φ+ c(Yij ;φ) + log ρij(Yij ,Xi)}∫
y
exp {[θijy − b(θij)]/φ+ c(y;φ) + log ρij(y,Xi)} dy
then taking the log, we get
logL =
1
φ
∑
i
∑
j
[θijYij − b(θij)]
+∑
i
∑
j
c(Yij ;φ) +
∑
i
∑
j
log ρij(Yij ,Xi)
−
∑
i
∑
j
log
∫
y
exp {[θijy − b(θij)]/φ+ c(y;φ) + log ρij(y,Xi)} dy.
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B Calculation of Standard Errors
In IUT ,
∂µSij
∂γ1
=w1,ij
∫
y y × {Fij(y0)− Fij(y)}oddsS(y,Xi)dy∫
y oddsS(y,Xi)dy
−
−w1,ijµSij
∫
y
{Fij(y0)− Fij(y)}oddsS(y,Xi)dy∫
y
oddsS(y,Xi)dy
,
∂µSij
∂γ2
=w2,ij
∫
y
y × {h(y0)Fij(y0)− h(y)Fij(y)}oddsS(y,Xi)dy∫
y
oddsS(y,Xi)dy
−
−w2,ijµSij
∫
y
{h(y0)Fij(y0)− h(y)Fij(y)}oddsS(y,Xi)dy∫
y oddsS(y,Xi)dy
,
and
Fij(y) = λPij (y,Xi)(1 − λPij (y,Xi))
1− {π(1,X1,i)/π(0,X1,i)}
1− λPij (y,Xi) + {π(1,X1,i)/π(0,X1,i)}λPij (y,Xi)
.
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