Discussed are some geometric aspects of the phase space formalism in quantum mechanics in the sense of Weyl, Wigner, Moyal and Ville. We analyze the relationship between this formalism and geometry of the Galilei group, classical momentum mapping, theory of unitary projective representations of groups, and theory of groups algebras. Later on we present some generalization to quantum mechanics on locally compact Abelian groups. It is based on Pontryagin duality. Indicated are certain physical aspects in quantum dynamics of crystal lattices, including the phenomenon of "Umklapp-Prozessen" Let us consider a quantum-mechanical system of classical analogy, with n degrees of freedom. To avoid beginning with a crowd of symbols and abstraction, we postpone some more geometry for later on, and begin with purely analytical formulas. So, the configuration space and the dual space of conjugate momenta are simply identified with R n , and the classical phase space -with R 2n . The standard scalar product in R n will be denoted by the symbol u · v, and the squared magnitude of R n -vectors -by u 2 = u 2 = u · u. The symplectic form Γ on R 2n has the matrix Γ = 0 −I
Let us consider a quantum-mechanical system of classical analogy, with n degrees of freedom. To avoid beginning with a crowd of symbols and abstraction, we postpone some more geometry for later on, and begin with purely analytical formulas. So, the configuration space and the dual space of conjugate momenta are simply identified with R n , and the classical phase space -with R 2n . The standard scalar product in R n will be denoted by the symbol u · v, and the squared magnitude of R n -vectors -by u 2 = u 2 = u · u. The symplectic form Γ on R 2n has the matrix
so, its evaluation on the pair of R 2n -vectors
is given by Γ(z 1 , z 2 ) = Γ((x 1 , y 1 ), (x 2 , y 2 )) := y 1 · x 2 − y 2 · x 1 .
Fourier analysis is meant in the convention:
where k is the wave vector and ψ, ϕ are Fourier-related. Often in physics ϕ is referred to as the Fourier-profile of ψ and denoted by ψ,
This notation stresses the fact that to the extent known from the theory of Fourier transforms, ψ and ψ determine uniquely each other. Roughly speaking, they describe the same "thing", "state" in two different "representations". This is an infinite-dimensional analogue of expressing the same vector in terms of its components with respect to two different bases. The linear formula (6) , (7) is just the transformation rule between two representations. Quantum linear momentum p is proportional to the wave vector k and the proportionality coefficient equals the Planck constant ,
This is just where this universal constant enters the treatment. Therefore, we write that
where, obviously,
The formulas (9) , (10) , (11) belong to the mathematical purity, rather exaggerated from the physicists point of view. Nevertheless, as functions of the indicated arguments, ψ[·], ψ(·) are different. When we use different kinds of brackets, we have symbols of two distinct functions, and everything is logically clean. Of course, when using the formulas carefully, one can avoid this baroque redundancy of decoration. Physicists usually proceed in this way. As we know from the elementary introduction to quanta, energy and frequency are related to each other like p and k in (8) ,
For the classical free particle we have
where m denotes, obviously, the particle mass. Therefore, (9) , (10) is extended to the time evolution in Galilean space-time as follows:
where the former symbol ϕ[p] for the wave profile would be perhaps less confusing,
This was just one of heuristic, de Broglie-like way of "deriving" the free Schrödinger equation, because it is clear that (14) , (15) satisfies
where, obviously, ∆ denotes the n-dimensional Laplace operator,
Introducing the momentum operator, i.e., quantum linear momentum
we can write (16) as follows:
When some potential V is admitted, (19) is replaced by
where H and T are respectively the total energy (Hamiltonian) and kinetic energy operators. In configuration space R n the group of translations, just the additive group R n itself acts through regular translations:
Obviously, this action is transitive, free and effective. The same group of spatial translations acts in the phase space R 2n ≃ R n × R n , α ∈ R n : R 2n ∋ (x, p) → (x + α, p);
obviously, this action is not transitive any longer, but it is still free and effective.
In non-relativistic quantum mechanics, time plays the parameter role. The group R n of Galilean boosts is realized in the velocity space R n as follows:
This action is represented in the space of positions and velocities, i.e., in the space of Newtonian states P N and in the phase space P of positions and canonical momenta, on this level both analytically identified with R 2n , as follows:
ν ∈ R n :
These actions are also effective and free, but evidently non-transitive. The coefficient m in (25) follows evidently from the Legendre transformation for the free material point. Seemingly, one might parameterize (25) by the boost linear momenta π:
Physically, the boost transformations are parameterized by the velocity increase ν, and analytically they are expressed in terms of the Galilean space-time coordinates (t, x) as follows:
Spatial translations and boosts, i.e., (21), (24), (25), generate the 2n-dimensional Abelian group of phase-space translations:
In Galilean space-time terms we have that
It is an important subgroup of the total Galilei group of the dimension (n + 1)(n + 2)/2; physically 10, because n = 3. In a sense, it was a starting point of the reasoning of Weyl, which resulted in what is today referred to as the Weyl-Wigner-Moyal-Ville formalism [7, 14, 15, 16 ]. The original paper by H. Weyl was entitled "Quantum kinematics as an Abelian group of rotations" [15] . That Abelian group of rotations was just some unitary realization of the above group of classical phase-space translations. On the classical level one is dealing here with the non-exact momentum mapping. Namely, classical Hamiltonian generators of spatial translations are given by the components of canonical momenta p k , whereas the boost transformations are generated by b k = mx k . The group of space-time translations (28) is evidently Abelian and its generating vector fields form an Abelian Lie algebra under the Lie brackets operation. But, obviously, the Hamiltonian generators p k , b k do not form Poisson-involutive system. It is clear, we have here 2n functionally independent functions, whereas it is n that is the maximal possible number of Jacobi-independent functions in involution. It is just the mass m that is an obstacle against the existence of the exact momentum mapping for (28),
There is a deep convolution of concepts here: Galilei group, foundations of quanta, phase-space aspects of quantum mechanics and its group-algebraic formulation.
Let us now just go back to quantum mechanics and review the quantum counterparts of the above transformation groups.
Spatial translations act on wave functions in the position representation as follows, through the translation operators U (α):
Galilean boosts are naturally defined in a similar way as translations V (ν) of wave profiles in the momentum representation:
or, using the suggestive symbols ψ:
Using the "dictionary" (9), (10) we obtain immediately the following coordinate representation:
To be very precise, we might distinguish between symbols V (ν) in (32), (33) and (34). However, this would lead to an obscure crowd of symbols. By abuse of language, we write as above instead of using, e.g., two different symbols like V (ν), V (ν), related to each other through the Fourier transformation:
The both realizations (31) and (34) are unitary in the sense of the standard scalar product of wave functions:
Unitarity is obvious:
The rule (37) is a direct consequence of the invariance of the Lebesgue measure on R n under additive translations x → x + α. One deals here just with the special case of Haar measure.
Obviously, we have the following representation properties:
Some problems appears on the level of the quantum counterpart of (28). And this is very heart of quantum mechanics: non-commutativity of certain operations, uncertainty relations, etc. On the classical level this problem is reflected by the failure of the momentum mapping. On the quantum level this is the problem of nontrivial projective unitary representations, non-reducible to the usual vector representations. In any case we construct the operations U (α)V (ν) and V (ν)U (α),
Let us now define
After some calculations one can show that
Using the non-physical parametrization in terms of the boost momenta π = mν, we would write:
It is seen from (44) that assignment
is not a unitary representation in the literal sense, nevertheless, it is a projective unitary representation, i.e., representation up to the unimodular factor. The formulas (44), (45) are non-aesthetic. Modifying (43) by an appropriate unimodular factor, we transform them into more natural canonical form, where the exponent in the projective factor is skew-symmetric in its arguments, and the inverse operation is obtained by inverting the sign of the argument [3] . Namely, let us define:
In this way, according to the V. Bargmann procedure [3] , the symmetric part of the projective factor exponent is eliminated as a kind of non-physical gauge. The Weyl-Wigner-Moyal-Ville formalism is based on the objects W(z), i.e., (α, π)-parametrization, on the phase-space language. But, as mentioned, if we use wave functions as defined on the Galilei space, the parametrization of boosts based on velocities ν is just the proper language. It is well known that in the homogeneous formulation of classical mechanics or, as J. L. Synge calls it, in the QT -space formulation [10, 11] , energy in a sense plays the role of the negative canonical momentum conjugate to the time variable,
This is readably expressed by the Hamilton-Jacobi equation,
because the physical meaning of Hamiltonian H is just the energy. However, in Galilean space-time, unlike in the relativistic Minkowski space, the system (−E, p) is not a four-dimensional covariant vector. It is not a linear object at all, however, it is a geometric object of the affine group. It transforms under Galilean boosts according to affine, i.e., linear-inhomogeneous rule:
The second expression (59) is just the homogeneous part or four-covector part of the transformation rule. The second term on the right-hand side of (58) is the inhomogeneous correction term. Let us notice its interesting structure: it is the kinetic energy and linear momentum assigned by the mass m to the boost velocity parameter. The corresponding rule for the harmonic plane wave
is
where (E, p), (E ′ , p ′ ) are related to each other by (58), (59),
Then, making use of (14), we find the general rule for boosts in terms of the Galilei space-time wave functions:
Translations act in the usual way:
Unlike (64), the formula (63) unifies the argument-wise action with the unimodular factor. This is evidently related to the fact that it is not usual (vector) unitary representations but unitary projective representations that is physically meaningful for the Galilei group as a symmetry of nonrelativistic quantum mechanics. There is an essential difference between the status of mass in nonrelativistic and relativistic quantum theories. In relativistic theory, mass is, by some abuse of language, an eigenvalue of one of Casimir invariants of the Poincare group, namely the Lorentzian square of the four-momentum. In nonrelativistic theory, mass is a label of the projective unitary representation of the Galilei group. This is one of infinity of qualitative discontinuities of the correspondence and limit transition between relativistic and nonrelativistic theories. Classically this problem is represented by the non-exactness of the momentum mapping. Namely, the 2n-dimensional group of space-time translations in R 2n
is an Abelian subgroup of the Galilei group. Nevertheless, its Hamiltonian generators are not in Poisson-involution, and this failure of involution is measured, labelled by the particle's mass m. This fact has obvious counterparts on the quantum level. For "small" values of the parameters α, ν we have the obvious expansions:
where Q k and P k are respectively the position and momentum operators. They satisfy the well-known quantum Poisson brackets:
Obviously, Id in (65), (66) denotes the identity operator. For finite values of parameters we may write
with all obvious provisos concerning domains of unbounded operators and the convergence of exp-series. Unlike this, (31) and (32) are always well defined, bounded and unitary [17] . Mathematically the step (68), (69) is artificial and superfluous, nevertheless, one uses it for physical reasons, because Q k , P k are physically interpreted as operators (unbounded, however) of physical quantities (positions and linear momenta).
The adjoint rule action in the algebra of operators is given by
and more generally,
It is obvious that transformations (72), (73) form a (2n)-dimensional Abelian group of the R 2n -topology. The projective factor which appears when acting on wave functions is cancelled there. The operators ̺ in (70), (71), (72), (73) may be physically interpreted, e.g., as von Neumann density operators (density matrices) or physical quantities. Therefore, the above formulas are transformation rules for quantum states and observables. The position and momentum operators do not commute with each other, but similarity transformations generated by them, i.e., translations and Galilean boosts do commute. This is just what H. Weyl had in mind when using the formulation "Quantum kinematics as the Abelian group of rotations" (obviously "rotations" in the sense "unitary transformations", or rather, "unitary similarities") [14, 15] . Let us stress that it is not W(u)/W(z)-transformations that are commutative, but rather the corresponding similarities:
Similarly, Q k and P k do not commute with each other, but ad Q k and ad P k are commutative:
This is some interesting and quite non-accidental convolution of problems: Galilean symmetry, momentum mapping, quantum mechanics in the phase space, projective unitary transformations. Let us stress that the commutativity on the level of von Neumann operators (74), (75) is lifted to the floor of wave functions so as to result in the following commutation rule, the finite version of canonical commutation rules [3, 17] :
or, equivalently, with the explicit use of the mass factor in the exponent:
Let us notice that here there are no problems with domains, because one deals with bounded operators, without the artificial introducing of non-bounded differential operators and the resulting complicated discussion of the problem on which function space the rules like (67) are well defined. Obviously, (67) is an infinitesimal version of the finite rule (76). In the latter rule one uses the group commutator of the type g 1 g 2 g
, where g 1 , g 2 are group elements. It is instructive to take the linear shell of the family of operators W(u) or W[z]. This is a rather general procedure. When one deals with the representation G ∋ g → U (g) ∈ L(H) of some locally compact topological group G in a linear space H (in quantum mechanics one deals mainly with unitary representations), then it is natural to consider the algebra of operators:
where the integration symbol dg refers to the Haar measure on G and α is an integrable function, i.e., an element of L 1 (G). When G is a Lie group, one admits also distributions on G. Important physical quantities are described by operators (78). Multiplying operator (78) by another one of this shape,
we obtain
where α * β is the group convolution of functions,
In this way we study the problem in terms of the group algebra over G [17] . The same may be repeated for the projective unitary representation. Multiplication of operators is then represented by so-called "twisted convolution". When this is done for the above assignment z → W[z], one obtains in principle the WeylWigner-Moyal-Ville prescription. So, taking the "continuous linear shell", i.e., superposing continuously all
, we obtain the following family of operators:
where Q a , P a denote the above position and momentum operators. The first formula is in principle more correct because it uses only bounded, unitary operators. However, the second version is more close to the classical theory and better suited to the quantum-classical correspondence. Namely, the corresponding expression for the classical phase-space function A through its Fourier transform A (defined, by duality, on the same phase-space), has the form:
The formulas (82), (83) establish the correspondence between classical phasespace functions A and operators A. This is just the Weyl-Wigner-Moyal-Ville representation. The associative products of operators, and their quantum Poisson brackets,
become then some expressions in terms of phase space functions, namely, the so-called "star-product",
and Moyal-Weyl-Wigner-Ville bracket,
where µ is the phase-space measure normalized as follows:
. . dq n dp 1 . . . dp n .
The star-product (85) is not to be confused with the convolution symbol * on R 2n . But the resulting composition rule for the Fourier transforms A, B is somehow related to this convolution, namely, it is a "twisted" convolution in the sense of being modified by the factors of projective representations of the Galilei group. The product (85) is non-local in the phase-space R 2n . Obviously, this has to do with the uncertainly relations [12, 13] .
Let us mention the relationship with the usual operator language. Operators A may be expressed as integral operators with kernels
Obviously, very often this representation is rather symbolic in the sense that kernels are distributions, not functions. It is so for the identity operator I, the kernel of which is given by Dirac-delta,
The same holds for unbounded operators of position and differential (thus, also unbounded) operators like linear momentum. Kernels of differential operators are expressed by derivatives of Dirac-delta. The kernels of I, Q i , P i are respectively given by (89) and
Let us quote the general formulas:
These relationships are translationally-invariant in the position q-variables and this is correct, because this means that they are formulated in the configuration space on the basis of affine geometry, not linear ones. Working, from the very beginning, analytically in R n instead of in an affine space, one obscures this important problems. One might have various artificial and misleading ideas concerning replacing the two-argument configuration functions A[q, q ′ ] by the phase-space functions A(q, p). For example, to perform the Fourier analysis with respect to the first or second argument in A[q, q ′ ]. This would be non-aesthetic, translationally non-invariant, and artificial. Probably even just misleading, because of the placing the Planck constant in an improper position. This may damage the quasiclassical analysis. The failure of translational invariance is not only non-aesthetic, but probably also incorrect (it may have to do with entering the Planck constant in an improper way). Configurational translational invariance in (91), (92)) is meant in the sense that the substitution
is equivalent to the following substitution:
For the completeness let us write once more the formula (85) explicitly in a purely analytical way:
In (85), (95) the Planck constant is explicitly inserted where it should be. In functions A, B it is absent. Let us also quote another formula, alternative to (91), (92)) and explicitly connecting operators A with their phase-space functions A,
Configurational translational invariance is obvious, because (q+q ′ )/2 is an affine concept, namely, centre of the segment between points q, q ′ ∈ R n . The linear concepts of R n are used only apparently. The Weyl prescription A ↔ A carries over the algebraic structure of the set of operators A to the set of phase-space functions A. Obviously, the isomorphism is valid for some subsets only, but we shall not go into such details here.
By the very correspondence, the star product is associative and bilinear with respect to its factors, in particular, distributive with respect to addition:
assuming, of course, that the left-and right-hand sides do exist. Hermitian conjugation of operators is represented by the complex conjugation of functions:
therefore, Hermitian operators (and symmetric ones, formally Hermitian) are represented by real functions, and the following holds:
The constant function 1 satisfies
for any function A, and it is the only function of this property. For any function A the following holds:
unless A vanishes almost everywhere. For any functions A and B the following holds:
although in general A ⋆ B is different than AB. But, attention: in general it is not true for the triple product in the integrand:
The trace of operators, if it exists, may be expressed as follows:
Similarly, the scalar product of operators, if it exist (it does not need generally to exist, this is an infinite dimension), is given by:
The H + -algebraic compatibility between this scalar product and Hermitian conjugation of operators is expressed as follows in two equivalent ways:
Being isomorphic with the operator multiplication, the star-product is noncommutative, there are, however, obvious exceptions, e.g., when functions depend on the same kind of variables, i.e., only q-variables or only p-variables,
In this special case it reduces to the usual pointwise product. In general it is non-commutative and non-local in R 2n , or, in a sense, expressed by differential operators of infinite order, i.e., pseudo-differential operators. In special, simple situations, the corresponding series reduce to finite-order expressions, e.g.,
etc. The star product is invariant under translations in R 2n , i.e., defined essentially in the 2n-dimensional affine space. It is also invariant under symplectic transformations acting in R 2n . Let us write this precisely. Take an arbitrary vector y ∈ R 2n and arbitrary symplectic transformation L ∈ Sp(n, R) ⊂ GL(2n, R),
They act on the phase-space functions according to the rule:
It is obvious that
Incidentally, this is an interesting quantum aspect of the classical symplectic group, or more generally, of affine canonical transformations. Non-locality of the star-product is of the phase-space volume order n . Let us remind that, as Landau and Lifshitz stressed, this is the order of the phase-space volume per one quantum state [4, 8] . The value of A⋆B in a neighborhood of any point z ∈ R 2n depends essentially on the behaviour of A, B in a neighborhood of z of the volume of the order n .
Quantum statistical states are described by density operators/density matrices ̺. They are Hermitian, normalized, and positive in the following sense:
for any operator A. This means that ̺ has a non-negative spectrum and
The particular situations of the pure state corresponds to the situation when ̺ is a projection onto some one-dimensional subspace of wave functions, spanned by some wave functions ψ, so that
Statistical indeterminancy (diffusion) of the quantum state is given by entropy functional
It evidently vanishes for pure states. The spectrum of ̺ for pure states contains one unit and zeros. Obviously, this is the regular Hilbert space situation. In practice one uses also non-normalizable densities just like non-normalizable wave functions. For pure states (120) the corresponding phase-space function ̺ on R 2n , i.e., the Weyl-Moyal-Wigner-Ville distributions, is given by
It is important that, as a rule, ̺ is not positive in the usual pointwise sense. The same concerns the general, not necessarily pure-state Weyl-Moyal-WignerVille densities. Instead, they are positive in the sense of positive eingenvalues, i.e., positive expectation values on all positive quantities,
for any phase-space function A, except of vanishing one, when A vanishes almost everywhere.
Obviously, for any physical quantity A = A + , A = A the real quantity
is an expectation value on the quantum state described by ̺, ̺. Similarly, for any pair of pure states ̺ 1 , ̺ 2 , or equivalently ̺ 1 , ̺ 2 , the quantity
is the probability that the state ̺ 1 will be detected in the state ̺ 2 or conversely (transition probability). There exists also some formula for mixed states. It is, however, much more complicated, although the expression (125) is a first step towards constructing it. It is interesting that (124) is identical with the corresponding formula from classical statistical mechanics, in spite that ̺ is not the usual probability distribution localized in the phase space R 2n . Let us remind that there are special cases of Wigner-Ville distributions which are positive also in the usual pointwise sense. They have to do with the harmonic oscillator and coherent states. They are labelled by space-time parameters ξ, π ∈ R 2n and given by
where a is interpreted as a kind of metric and the upper-case indices refer to the contravariant inverse
To avoid too much "sophisticated" symbols we can simply take a lm = δ lm , a mk = δ mk and write
Those are Gauss functions and they evidently describe some normalized pure states,
For any Wigner function ̺, the quantity
is the detection probability of E ζ . As E ζ is strongly concentrated around ζ, this quantity, with ζ as a variable, may be considered as a kind of the density probability for ζ. E ζ is essentially concentrated in the n -volume cell around ζ. The quantity
may be interpreted as a kind of positively-definite (in the usual pointwise sense) probability distribution for finding the system in the position z = (q, p) in the phase space R 2n . This is so-called Husimi probability distribution. Its disadvantage is that it has bad marginal properties, namely,
Unlike this, the Wigner-Ville distribution for pure states has good marginal properties,
But as a probability distribution in the phase space R 2n it is non-local because it may take on negative values. Positive probabilities may be obtained only after averaging, coarse-graining, e.g., like in (132) over the phase-space cells of the volume remarkably larger than n , "phase-space volume" of a single quantum state [4, 8] . It was mentioned above about H + -algebraic structures. Any complete system of states |i in the Hilbert space of wave functions, gives rise to the natural complete systems of operators
in the operator algebra over the mentioned Hilbert space of wave functions. Then we have the obvious H + -algebraic basic relations:
But it is also very interesting to use the continuous families of "states" like |p and |q , although they do not belong to the Hilbert space. What is even worse, in the position representation |q are even not functions, just some Dirac distributions. Of course, everything may be rigorously formulated, e.g., in the language of "rigged Hilbert spaces". But it is not our aim here; for us it is sufficient to use some symbolic expressions. The position and momentum representations give rise to the continua of non-normalizable "states" outside the L 2 -framework, |q , |p , and then to the continua of phase-space "functions" (distributions, to be more precise) of the form:
Obviously, they satisfy the following symbolic relationships:
All this is done by abuse of language, just like the "states" |q , |p and the corresponding relationships:
In analogy to the discrete expansions
we have the following continuous "expansions" with the use of kernels of integral operators:
In terms of the basic distributions (140), (141) we have the following "continuous expansions" for the corresponding phase-space functions:
They are generally valid for phase-space functions, not necessarily for the Wigner-Weyl-Moyal-Ville "quasiprobability" distributions. It is clear that "diagonal" elements of the H + -algebraic "bases" describe "states" of continuous spectra, localized respectively in positions and momenta:
These exceptional Wigner densities for pure states are localized, concentrated on the corresponding n-dimensional Lagrange manifolds in the 2n-dimensional phase space R 2n . The relationship between quantum and classical concepts is here very direct and explicitly seen.
It is no longer the case for Wigner-Weyl-Moyal-Ville functions (122) for the general pure states. Nevertheless, the relationship does exist in the quasiclassical limit → 0. Namely, if we express the wave function as follows:
and assume the real functions D, S to be -independent (or at least to have well-defined limits when → 0), then, in the limit → 0, obviously, the limit meant in the distribution sense, one obtains for (122):
This is a distribution the support of which is the n-dimensional Lagrangian submanifold M S ⊂ R 2n given by equations [12] :
The phase-space point (q, p) = (q, ∇S q ) ∈ M S is taken with the statistical weight D (q) meant as a continuous probability distribution.
Obviously, there are plenty of warnings and provisos concerning these formulas. First of all, everything is correct only when S is well defined, i.e., in points where the absolute value D is non-vanishing. And, of course, in regions remote from the classical turning points, and classically admissible.
It is clear that the "basic distributions" (140), (141) satisfy the following systems of "eigenequations":
This is an obvious counterpart of the operator "eigenequations":
In particular, we have the commutator "eigenequations":
The quotation marks at "eigenequations" are just due to the fact that here we are outside the rigorous Hilbert space framework, but do not find it possible here to get into the complicated framework of rigged Hilbert spaces.
Similarly, if the basic states |i in (137) are eigenstates of the Hermitian operator A, A |i = a i |i ,
where for simplicity the non-degenerate case is assumed, then, of course, the operator eigenequations hold:
as well as their phase-space expressions in terms of the star-product. The action of operators A on phase-space functions A is represented by the following formula:
(168) Let us notice that this formula is correctly affine, i.e., translation-invariant, because (q − q ′ ) represents the translation vector from q to q ′ , and (q + q ′ ) /2 is the centre of the segment between q and q ′ . They are both coordinateindependent concepts.
Substituting the trigonometric representation:
we obtain in the limit → 0 the following expansion for (168):
and terms of the higher order in are neglected. In this formula £ v denotes the Lie derivative operator with respect to the vector field v [A, S] of velocities,
obviously velocities in the sense of the Hamiltonian vector field X [A] generated by A,
More precisely, X [A] is tangent to the Lagrangian manifold M S ⊂ R 2n given by equations:
Then we take the restriction of X A to M S ,
and project this vector field on M S to the configuration space R n (roughly speaking, the space of q-variables), and just obtain the vector field v [A, S] with components v i given by (171). It must be stressed that geometrically f is not a scalar, but scalar density of weight 1/2 [6, 13, 12] , therefore, its Lie derivative is given by
The Born probability density D = f 2 is a scalar density of weight one, therefore,
It follows in particular that in the classical limit Schrödinger equation,
results, as is well known from the standard treatment, in the system consisting of the Hamilton-Jacobi equation for S and continuity equation:
where j i is the contravariant vector density of weight one, physically interpreted as the probability current,
Geometrically, (179) may be interpreted as
There are some discussions concerning the standard demonstration of the classical limit, based on the → 0 limit transition. There are physicists (e.g., Frank Schroeck) who claim that the procedure is incorrect or just wrong. Simply is a constant, e.g., one in the natural system of units. Of course, one must be careful with such formal manipulations with constants, e.g., → 0 and c → ∞ (quasiclassical and non-relativistic limits). And there are various misunderstandings when the transition procedure is performed automatically. Some kind of "feeling" and intuition is necessary. Physically, the procedure → 0 is a shorthand for dealing with large quantum numbers and quickly oscillating wave functions, like in the method of stationary phase. There are certain advantages of the formal manipulations with physical constants as free parameters. It is not excluded that this procedure may be somehow related to fundamental problems and interpretation questions like the Anthropic Principle.
One point must be stressed here. For simplicity we worked in arithmetic spaces R n , R 2n respectively as the configuration and phase spaces. This was to avoid the crowd of symbols at the very beginning and in some analytical formal transitions. But for the completeness and "honesty" some comments are necessary. As configuration space it is not R n but rather some affine space (M, V, →) that should be used. Here M is an underlying set and V is the n-dimensional real linear space if translations in M . The arrow symbol denotes the operation which to any pair of points x, y ∈ M assigns the vector − → xy ∈ V originating at x ∈ M and terminating at y ∈ M , i.e., the vector of translation which carries over x into y. When the time unit is fixed and the time axis is identified with R, then V may be also identified with the space of virtual velocities. Its dual space V * , i.e., the space of R-linear functions on V is identified with the space of canonical momenta. The Newton space of states is P N = M × V , the space of positions and velocities. The phase space, i.e., the space of Hamiltonian states is P = M × V * . Both P N and P are affine spaces with translation spaces respectively V × V and V × V * . In realistic models some Euclidean structure in M is also fixed, i.e., some symmetric and positively definite metric tensor g ∈ V * ⊗ V * is distinguished. What in R n was denoted as u · v, i.e., the standard scalar product, is now replaced by
Obviously, this reduces to the standard arithmetic expression u · v in R n when orthonormal basis is used, i.e., such one that g ij = δ ij . The symplectic form (54) on R 2n ≃ R n × R n was expressed analytically in terms of the scalar product on R n . In that the formula (54) is an artificial and misleading artifact. As a matter of fact, the self-dual linear space V × V * is endowed with the canonical symplectic two-form Γ which has nothing to do with the metric tensors, i.e., scalar product on V , and is completely independent on any metrical concepts in V . Metric in V is superfluous for the construction of Γ as a skew-symmetric metric bilinear form on V × V * . Namely, the evaluation of Γ on the pair of vectors
where in the last expression, p, v is a commonly used evaluation of the linear function p ∈ V * on the vector v ∈ V . One must remember about all that when analytically the R n -formulas like (54) are used. The point is that in this analytical R n -language the distinction, or rather very deep logical difference, between linear spaces V and V * is obscured. Another our misleading silence committed for simplification and brevity is one concerning physical dimensions. Obviously, the absolute time is not the real axis, it is some one-dimensional affine space T with the one-dimensional linear space of translations Λ. Then the space of virtual velocities is not just the space of translations V , but rather V = V ⊗ Λ * . V becomes identified with V when some basic element, i.e., the time unit is chosen in Λ (and dually -in Λ * ). Obviously V * , the dual space of V is isomorphic with V * ⊗ Λ. The next point is that strictly speaking, the metric tensor as a bilinear symmetric form on V should take values not just in R, but rather in some one-dimensional space L⊗L, where L is also one-dimensional space of lengths. Again, when some basis in L is fixed ("metre" or "centimetre"), g may be identified with an R-valued symmetric bilinear form on V . The action function S in the Hamilton-Jacobi equation is roughly considered as an R-valued scalar. But it has just the physical dimension of action, thus, it rather takes its values in some one-dimensional space of action A. Similarly, the Cartan differential one-form p i dq i should be rather A-valued than R-valued. Then the quantity p i (dq i /dt) should have the physical dimension of the action divided by time, i.e., energy. This would mean that p should be an element of the one-dimensional space A ⊗ V * ⊗ Λ. We shall not develop this motive of physical dimension. Unlike what it may seem, it is neither academic nor trivial. Obviously, the Planck constant is the basic element of A distinguished by physics and discovered in the analysis of quite concrete and important physical phenomena. Exponential function exp may be defined only for the purely numerical, dimension-less arguments. And it is just here where the Planck constant explicitly occurs in expressions like (169), e.g.,
Some academic questions may appear like whether is to appear at all explicitly in physical formulas. Why not to write simply
where k denotes the wave vector? The point is that it is p a = k a , the "eigenvalue" of ( /i)(∂/∂q a ) (by abuse of language; one deals here with continuous spectrum and non-L 2 wave functions) that is directly interpretable in particle phenomena and experiments as the linear momentum. Situation is slightly different in the case of discrete spectrum, e.g., when one deals with wave functions of the planar rotator,
where ϕ denotes the angular variable, n is an integer, n ∈ Z. Obviously, (186) is the eigenfunction of the rotational angular momentum. It corresponds to the eigenvalue n , because
Obviously, it would be strange and non-natural to introduce explicitly the Planck constant to the exponent of (186),
The same problem occurs in eigenfunctions of the orbital angular momentum in three dimensions. Nevertheless, it is just j n = n that is physically interpretable as angular momentum and in this meaning it does occur in all formulas where the classically interpretable angular momentum appears. Of course, there are some new problems in quasiclassical analysis, because the formal automatism of → 0 does not work directly. What does work are large quantum numbers and quickly oscillating eigenfunctions. The first step of analysis consists in the trick of approximate replacing of discrete spectrum by continuous one. Namely, one takes superpositions of the form:
where the discrete function Z ∋ n → c n ∈ C is essentially concentrated in some range
where
and is there slowly-varying,
Then, as it is well-known from the theory of Fourier analysis, the Fourier series (189) may be in a good approximation replaced by the integral expression:
where at the lattice points from the range (190) c(k) equals c n and is regularly varying between the lattice points, e.g., linearly. Then the functions ψ(ϕ) are essentially concentrated in a small domain of the variable ϕ and "forget" the circular topology of the ϕ-variable. They may be interpreted as "well-behaving at infinity" functions on R, and apparently the topology and geometry of T 1 ≃ SO(2, R) ≃ U(1) is replaced by that of R. And then, after the substitution k = p/ , everything reduces to the problem on R. And further on the previous reasoning may be repeated. The same is true for n circular degrees of freedom, i.e., for the toroidal configuration space
And then, after reducing the problem to R n , one can repeat the above → 0 quasiclassical asymptotic procedure.
To complete the above remarks about → 0 asymptotics, let us remind the limit formulas for the Weyl-Wigner-Moyal-Ville star product and for the quantum Poisson bracket. One can show that
i.e., in the limit one obtains the local pointwise product. It is assumed here that A, B themselves do not depend on . More generally, one can construct the asymptotic series for A ⋆ B as a function of . The expansion up to first-order terms reads
where, obviously, {A, B} is the usual Poisson bracket of the phase-space functions A, B. Therefore, for the quantum Poisson bracket expressed in the phasespace terms,
one obtains, as expected that
The formulas (154), (155), (157) seem to tell us that on the classical level the pure states are represented by singular probability distributions concentrated on n-dimensional submanifolds of the 2n-dimensional classical phase space. These supports are very special n-dimensional submanifolds, namely, Lagrangian submanifolds [1, 2, 13, 12] . Evaluation of the symplectic two-form Γ on any pair of their tangent vectors at any point does vanish. This is the classical expression of uncertainty relations. There is also a close relationship to the optical-mechanical analogy. Let us notice however that for the coherent states given by (128) we obtain Dirac distributions concentrated on single points,
therefore, something completely different. The point is however that, as mentioned, → 0 is a shorthand for dealing with large quantum numbers and quickly oscillating wave functions. But (128) is a description of oscillatory ground states, therefore, something with extremely "small quantum numbers". Therefore, it seems that (199) is just an example of the situation where the → 0 formal transition is not justified.
It is interesting and instructive to express the Weyl-Wigner-Moyal-Ville formulation and related problems in terms of the central extension [3] of the classical phase space and of the Newton subgroup of the Galilei group.
We add an additional one dimension of the U(1)-group, with the angular coordinate ϕ of the dimension of action, or the dimension-less ξ := ϕ/ . Then we define
with the composition rule
It is again convenient to take the "elegantly" ordered operations:
Then one obtains
or, using the systematic R 2n -language,
Let us also quote the triple rule corresponding to the associativity,
where the following co-cycle notation is used:
Let us also notice that
On the manifold of the centrally extended group we can introduce the convolution of functions in the sense of the above multiplication rule. Then,
The (2π)-denominator is not essential of course; this is simply normalization of the "volume" of U(1) to unity. Let us now restrict the rule to the subspace of eigenfunctions of (1/i)∂/∂ϕ with the eigenvalue n,
Their convolution belongs to the same subspace, because for two such n-functions,
we have
where M denotes the particle mass. If instead of a fixed value of n we take the whole series,
Let us stress again that in the formulas from (208) to (214) one is dealing with the usual group convolution, not with the Weyl-Wigner-Moyal-Ville starproduct.
The idea here is the Fourier analysis for functions on R 2n and the corresponding splitting into invariant subspaces. Nevertheless, the parallel reasoning may be performed for the star-product. Having other problems in mind, we shall not discuss this one here; it is postponed to subsequent papers.
Let us consider some generalization. In the above presentation of the Moyal treatment it was essential that R 2n , or, more correctly, P = V × V * , being a linear space, was an Abelian group under the usual addition of vectors. So, let us take instead of R 2n some locally compact Abelian group G. Then one can use generalized Fourier analysis based on Pontryagin duality. In this case all irreducible unitary representations are one-dimensional. Being U(1)-valued functions on G, they form the set closed under the pointwise multiplication. They form the dual group of G, denoted by G and referred to as the character group [9, 5] . The term is correct, because irreducible unitary representations are now one-dimensional and just coincide in a trivial way with their characters, i.e., traces of the representation matrices.
The group operation in G is meant as the pointwise multiplication of functions on G. In the other words, the elements of G are continuous homomorphisms of G into the group U(1) = {z ∈ C : |z| = 1}, the multiplicative group of complex numbers of modulus one. If G is compact and Abelian, then G is discrete, and the Peter-Weyl series expansion becomes a generalized Fourier series. If G is non-compact, one obtains generalized Fourier transforms and direct integrals of family of one-dimensional spaces.
According to the well-known Pontryagin theorem, the dual of G, e.g., the second dual G of G, is canonically isomorphic with G itself. This resembles the relationship between duals of finite-dimensional linear spaces, (V * ) * ≃ V .
The Fourier transform ψ : G → C of ψ : G → C is defined as follows:
where dg denotes the integration element of the Haar measure on G and χ|g is the evaluation of χ ∈ G on g ∈ G; equivalently, in virtue of Poincare duality, this is the evaluation of g ∈ G ≃ G on χ ∈ G. The inverse formula reads
where dχ denotes the element of Haar integration on G. The formulas (215), (216) fix the synchronization between normalizations of measures dg, dχ. In principle, these formulas are meant in the sense of L 1 -spaces over G, G, nevertheless, some more or less symbolic expressions are also admitted for other functions, as shorthands for longer systems of formulas. First of all, this concerns δ-distributions, just like in general situation of locally compact G. Of course, the correct definition of distributions and operations on them must be based on differential concepts, nevertheless, the Dirac distribution itself (but not its derivatives) may be introduced in principle on the basis of purely topological concepts, just like in the general case. Let us notice that
The order of integration here is essential! But, of course, one cannot resist the temptation to change "illegally" this order and write symbolically:
If G is discrete, then G is compact (and conversely) and the second integral is well defined, namely
where, obviously, e is the neutral element (identity) of G. Then the first integral is literally true as a summation with the use of Kronecker delta. But when obeying some rules, we may safely use the formulas (218) also in the general case, when they are formally meaningless. So, we shall always write
and e(G), e( G) denote the units in G, G, respectively.
The convolution is defined by the usual formula:
and in the vector representation on R n it simply becomes
But, obviously, the peculiarity of Abelian groups G is that convolution is a commutative operation,
Obviously, Fourier transforms of convolution are pointwise products of Fourier transforms, and conversely,
It is clear that just like in the general case, δ-distribution is the convolution identity,
And now, we may be a bit more precise. Namely, let U ⊂ G be some compact measurable subset of G, and let L {U } denote the linear subspace of functions (216) such that the Fourier transform ψ vanishes outside U and is L 1 -class. Take the function δ{U } given by
It is clear that δ{U } is a convolution identity of the subspace L{U }. And now take an increasing sequence of subsets V i ⊂ G such that:
It is clear that for any function
although the limit of the sequence δ{V i } does not exist in the usual sense of function sequences. However, it does exist in an appropriately defined functional sense. So, by abuse of language, we simply write:
as a shorthand for the rigorous (231).
Calculating formally the convolution of χ 1 , χ 2 ∈ G, we obtain
i.e., briefly
If G is compact, i.e., G is discrete, this is the usual condition for irreducible idempotents. Similarity, we have the orthogonality/normalization condition
If G is not compact, i.e., G is not discrete, then both normalization and idempotence rules (234), (235) are meant symbolically, just like the corresponding rules for Dirac distributions in R n :
Obviously, δ a (x) := δ (x − a). Incidentally, (236), (237) is just the special case of (234), (235) when G = R n and the addition of vectors is meant as a group operation.
The peculiarity of locally compact Abelian groups is that they offer some analogies to geometry of the classical phase spaces and some natural generalization of the Weyl-Wigner-Moyal formalism. Certain counterparts do exist also in non-Abelian groups, especially compact ones. However, they are radically different from the structures based on Abelian groups. And in the non-compact case the analogy rather diffuses.
Finally, let us remind that just like in the classical Fourier analysis, the Pontryagin Fourier transform is an isometry of
in particular, the Plancherel theorem holds
In physical applications, then, of course, the standard of Lebesgue measure is fixed,
where (. . . , e a , . . .) is an arbitrary orthonormal co-basis in V * :
In arbitrary coordinates, including curvilinear ones, we have
The dual linear space V * parametrizes the dual group V with the help of the standard covering homomorphism of the (additive) R onto (multiplicative) U (1),
n that is a measure Fouriersynchronized with d n x, that it is just (2π) n δ (k − l) or (2π ) n δ p − p ′ that is to be interpreted as a "true Dirac delta", let us say ∆ (k − k ′ ), ∆ p − p ′ , respectively in the spaces of wave co-vectors and linear momenta.
There are various conventions concerning Fourier transforms and synchronization of measures on G, G, it is even stated in the book by Loomis [5] , that it is "an interesting and non-trivial problem".
In classical analysis one often prefers the "symmetric" convention:
An additional advantage of this convention is that the iteration of Fourier transformation results in the inversion (total reflection) of the original function, with respect to the origin:
of V modulo the "crystallographic lattice" generated freely by some fixed basis (. . . , e a , . . .) in V . Obviously, that discrete translation group is isomorphic with Z n . The parametrization modulo 2π is more popular in theory of Fourier series. Torus is compact and it is natural to take the Haar measure normalized to unity, as usual. If the multiple Fourier series on T n are meant in the convention
then the inverse formula for coefficients f reads
Concerning notation, analytical meaning of the expressions above is as follows:
contractions in exponents are given by
and the range of variables ϕ a in the integration element
is given by [0, 2π] . It is seen that the occurrence of factors (2π) −n is reciprocal to that in Fourier analysis on R n . This spoils the formal analogy, but suits the convention that the Haar volume of compact groups equals the unity. To save the analogy, we would have to replace (247)-(248) by
which, by the way, is sometimes used indeed, however, it is incompatible with some other customs of physicists and their taste. Characters on T n are labelled by multi-indices m ∈ Z n ,
The idempotence and independence property is literally satisfied, because T n is compact and Z n is discrete:
χ(m) * χ(l) = δ ml χ(m) = δ ml χ(l)
χ(m)χ(l) = χ(m + l) (272) (χ(m), χ(l)) = δ ml ,
where, obviously, the multi-index Kronecker symbol δ ml vanishes if m = l (i.e., at least one component of m differs from the corresponding component of l), and δ ml = 1 when m = l. In other words δ ml = δ m1l1 . . . δ mnln .
Concerning the "Clebsch-Gordon" rule (272), its representation reads
where (m l|π) = δ m+l,π = (m l|π) 2 .
Obviously, if we take as an arena of our physics the discrete group Z n , then its dual group T n is compact and continuous. Again the mentioned problems with squared delta-distribution appear.
Let us try to repeat the reasoning quoted above for R 2n (more precisely, as we saw, it was for M × V * ). We assume the non-local star-product of complex functions on G:
(A ⋆ B)(g) = K(g; g 1 , g 2 )A(g 1 )B(g 2 )dg 1 dg 2 .
It is assumed to be translationally invariant:
where U (g) is the translation operator, (U (g)f )(h) = f g −1 h .
This implies that
Let us stress once more that G is Abelian, otherwise there would be two kinds of translational invariance. Besides, we assume again that the star-product is to be associative: (A ⋆ B) ⋆ C = A ⋆ (B ⋆ C).
This results in the following property of K:
The dual group of G × G is identical with G × G, and the Fourier transform of K, denoted as usual by K, satisfies
are isomorphisms of G onto G. Obviously, more rigorously, they are isomorphisms of G onto G, but it is clear that G, the dual of G is canonically isomorphic with G itself, just like the linear spaces (V × V * ) * and V × V * are canonically isomorphic.
In analogy to (85) it might seem that we should have used ζ 2 like in V × V * . However, in general, on the group G such ζ 2 fails to be non-singular. And it fails just in the case of groups G like Z n or U(1) n , physically interesting ones. Wave functions are defined on G in the "position representation" and on G in the "momentum representation". In analogy to (31), (32), (34) for any x ∈ G and any π ∈ G we define linear operators of translation, U (x), V (π):
(U (x) ψ) (y) = ψ x −1 y , (V (π) ψ) (y) = π|y ψ (y) .
Obviously, (V (π) ψ)
The basic commutation relation is as follows [17] :
We can try to follow the line from G = R n (additive) and G = G × G = R 2n (additive):
If in G or G does exist the unique square-rooting operation (it does not exist in Z n or U(1) n ), then putting p = 1/2 we obtain the nice rule:
However, for topological groups different from R n , R 2n something like this does not exist.
Let us consider the linear shell of operators W p (x, π); obviously, the unitarity is meant in the sense of L 2 (G). So in analogy to G = R, we construct the family of operators:
where A is the Fourier transform of A; the both functions are defined on the group G × G, canonically isomorphic with G × G ∧ . For the corresponding composition of functions A, B on the "phase space" G = G × G we have the rule (277), (280) with the kernel function:
K p ((x 1 , π 1 ), (x 2 , π 2 )) = π 1 |ξ η|x 1 π 2 |ζ θ|x 2 η|ζ 1−p θ|ξ −p dξdηdζdθ.
