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A linear-time algorithm and analysis of graph Relative Hausdorff distance
Sinan G. Aksoy∗ , Kathleen E. Nowak† , and Stephen J. Young†
Abstract. Graph similarity metrics serve far-ranging purposes across many domains in data science. As graph
datasets grow in size, scientists need comparative tools that capture meaningful differences, yet are
lightweight and scalable. Graph Relative Hausdorff (RH) distance is a promising, recently proposed
measure for quantifying degree distribution similarity. In spite of recent interest in RH distance, little
is known about its properties. Here, we conduct an algorithmic and analytic study of RH distance. In
particular, we provide the first linear-time algorithm for computing RH distance, analyze examples
of RH distance between pairs of real-world networks as well as structured families of graphs, and
prove several analytic results concerning the range, density, and extremal behavior of RH distance
values.
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1. Introduction and Background. The need to quantify the similarity between graphs
arises in domains ranging from graph sampling techniques [22, 24, 36], generative model se-
lection [19, 28], botnet discovery [37], anomaly detection [21, 31], classification and clustering
of graph ensembles [1, 12], and epidemic spreading [27, 30]. In choosing a similarity function,
the data scientist has no dearth of options at her disposal. Graph edit distance [32], maxi-
mum common subgraph based distance [17], iterative vertex-neighborhood methods [8, 20],
or indeed the difference in any selection of structural metrics like graph diameter, clustering
coefficients, modularity, centrality, or eigenvalues, could potentially serve as similarity mea-
sures. However, as graph data becomes more massive, varied, and dense, there is an increasing
need for comparison tools that are not only informative, but lightweight and scalable. In this
regard, a number of tools unfortunately fall short. For example, while the aforementioned
edit distance provides a nuanced and intuitive measure of similarity, its exact computation is
NP-complete and even its approximation is APX-hard [25].
One quantity that is easy to extract from data, and often used when comparing graphs,
is the degree distribution. Perhaps the most fundamental and oft-studied notion in network
science, the degree distribution plays an important role in graph modeling, algorithms, and
resilience [6, 11, 29]. Due partly to its tractability and heavy-tailed nature, the degree distribu-
tion is particularly important for analyzing massive graphs like the Internet [9, 16]. Notwith-
standing its ubiquity and importance, the degree distribution has limitations in capturing
network structure. For example, it is straightforward to construct ensembles of graphs with
identical degree distributions but strikingly different structural properties [13]. Nonetheless,
because of its practicality, accessibility, and interpretability, the degree distribution remains
a key representation of interest in graph data analysis.
Despite the apparent popularity of degree distributions, there is little consensus on how
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to meaningfully quantify their similarity. Although elegant and succinct, closed-form charac-
terizations like the famous power-law are prone to statistical error when fitted to empirical
data [10]. A number of general-purpose statistical tools for probability distributions, such as
the Kolmogorov-Smirnov (KS) test statistic, Earth movers distance, or percentile methods
[19], avoid imposing assumptions on degree distribution shape but, nonetheless, lack strin-
gency in the graph setting [4, 26, 33]. Last but not least, researchers have proposed feature
extraction methods which, based on the standard deviation of the degree distribution, ex-
tract a fixed-length feature vector from the degree distribution which is then used to define a
distance function between distributions [4]. While a single, definitive metric for degree distri-
bution comparison is clearly unrealistic, we believe a detailed, analytic study of the metrics
themselves provides utility and garners insight into what the different metrics capture.
In this work, we conduct and algorithmic and analytical study of a newly proposed, so-
phisticated measure of degree distribution similarity called Relative Hausdorff (RH) distance.
Graph RH distance was first introduced by Simpson, Seshadhri and McGregor [33] in the
context of small-space streaming algorithms. Given a sequence or stream of edges e1, . . . , em
of a graph, they devised an algorithm to estimate the graph’s degree distribution when only
a small fraction (typically less than 1%) of the edge stream can be stored in memory at a
time before being forgotten. In order to score the performance of this algorithm, they sought
a similarity measure by which to quantitatively compare two graph degree distributions. Un-
satisfied with the flaws in existing metrics commonly used for comparing degree distributions,
Simpson et al. propose a new measure inspired by the Hausdorff metric from topology [18],
aimed at capturing degree distribution closeness at all scales.
In the context of degree distribution comparison, the purported benefits of RH distance
over other metrics stem from a combination of factors. First, RH distance is flexible in
tolerating variable error in both vertex degrees and their relative frequencies. This is especially
useful for comparing heavy-tailed distributions typical of real graphs: for low degrees (when
frequencies are large), RH distance allows for some error in frequency but less so in degree
values whereas for high degrees (when frequencies are small), RH distance allows more error
in degree estimates but less in frequency. Second, while flexible in this regard, RH distance
is also stringent in requiring closeness at every point of the head, tail, and middle of degree
distributions. Accordingly, any outlier behavior in one distribution must be approximated
in the other. In contrast, a number of existing metrics like KS distance are insensitive to
differences in the tails of degree distributions [33]. For these reasons, RH distance appears a
promising tool for graph degree distribution comparison. Yet despite a spate of subsequent
work [3, 14, 26, 35] applying RH distance to graph data, as well as recent work by the authors
analyzing RH distance as an anomaly-detection method in cyber-security applications [2],
little is known about the fundamental properties of this metric.
We organize our work as follows: in Section 2, we define the original RH metric, as well
as related variants from the literature. In Section 3, improving upon a previously known
quadratic algorithm, we propose a new algorithm for computing RH distance and show its
time-complexity is linear in the maximum degrees of the graphs being compared. This algo-
rithm is not only of practical interest, but also provides a blueprint for analytically determining
the RH distance between families of graphs. In Section 4, we obtain closed-form solutions for
the RH distance between common families of graphs; these examples demonstrate that, con-
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trary to its description in the literature as a “distance metric,” RH distance does not satisfy the
triangle inequality. In Section 5 we analyze the possible values one can attain when computing
the RH distance between two graphs. In particular, we (1) determine the range of possible
RH values by establishing sharp upper bounds on the maximum RH distance between graphs;
(2) show that the RH distance is dense in the real numbers; and (3) characterize the extremal
behavior of the RH distance between graphs on a fixed vertex set that differ by a single edge.
Throughout, we compare the theoretical results against those obtained by calculating the RH
distance on pairs of real-world graphs from the Stanford Network Analysis Project (SNAP)
[23]. This collection contains 40 graphs1 with a variety of different structural properties and
sizes. Finally, in Section 6 we outline open questions on RH distance, and briefly suggest
avenues for future work.
2. Preliminaries. The Relative Hausdorff distance between graphs is based on their com-
plementary cumulative degree histograms (ccdh), which summarizes their vertex degree counts.
As the ccdh is closely related to the oft-mentioned degree sequence and degree distribution of
graphs, we define all three below for clarity.
Definition 2.1. For an n-vertex graph G = (V,E) with no isolated vertices, let d(v) denote
the degree of a vertex v.
(a) The degree sequence of G is (d(vi))
n
i=1.
(b) The degree distribution (i.e. degree histogram) of G is (n(k))∞k=1, where n(k) = |{v ∈
V : d(v) = k}|.
(c) The complementary cumulative degree histogram (ccdh) of G is (N(k))∞k=1, where
N(k) =
∑∞
i=k n(i).
Up to vertex labeling, all three of the above notions are equivalent in the sense that, for
a given graph, each can be uniquely obtained from any of the others. However, for ease of
exposition, it is often preferable to summarize degree counts using the ccdh, which (as noted in
[33]) is typically less noisy than the degree distribution and additionally has the nice property
of being monotonically decreasing. When clear from context, we will slightly abuse notation
and write F (d) for a graph F to mean the value of the ccdh of F at d. Furthermore, we let
∆(F ) denote the maximum degree of graph F . Below, we present the original definition of
RH distance, using slightly different notation than in [33].
Definition 2.2 (Discrete RH [33]). Let F,G be graphs. The discrete directional Relative
Hausdorff distance from F to G, denoted
−−→RHd(F,G), is the minimum ǫ such that
∀d ∈ {1, . . . ,∆(F )},∃d′ ∈ {1, . . . ,∆(G)+1} such that |d−d′| ≤ ǫd and |F (d)−G(d′)| ≤ ǫF (d).
We call RHd(F,G) = max{−−→RHd(F,G) ,−−→RHd(G,F )} the discrete Relative Hausdorff distance
between F and G.
By definition, RHd(F,G) = ǫ means that for every degree k in the graph F , F (k) is within
ǫ-fractional error of some G(k′), where k′ is within ǫ-fractional error of k. In this sense, the
RH measure is flexible in accommodating some error in both vertex degree values as well as
their respective counts, yet strict in requiring that every point in F be ǫ-close to G (and vice
1All datasets were processed as simple graphs, ignoring any multiple, weighted, directed or self-loop edges.
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versa). Crucially, we note that the ccdh underlying Definition 2.2 is defined on a discrete
domain.
In [26, 35], Matulef and Stolman argue that the discrete domain of the ccdh in the above
definition of RH distance poses a potential flaw. In particular, they note that this may lead
to counterintuitively large RH distances between pairs of graphs which are intuitively similar.
Indeed, they give an example2 of two graphs on the same vertex set which differ only by a
single edge, yet still have (very large) RH distance of 1, for all values of n. To ameliorate this
issue, they propose using a smooth ccdh in which each successive pair of points is connected
via line segments. More formally, we define the smooth ccdh as follows.
Definition 2.3. For a graph G = (V,E), let f(k) = |{v : d(v) ≥ k}|. The smooth ccdh of a
graph G is a function ϕ : Z≥1 × [0, 1)→ R≥0 defined by
ϕ(x, ǫ) = (1− ǫ)f(x) + ǫf(x+ 1).
For ease of notation, we may write ϕ(x) := ϕ(⌊x⌋, x − ⌊x⌋).
Using smooth ccdhs, the smooth RH distance is defined analogously as in Definition 2.2,
except d′ can now assume non-integer values.
Definition 2.4 (Smooth RH [26, 35]). Let F,G be graphs. The smooth directional Relative
Hausdorff distance from F to G, denoted
−−→RH(F,G), is the minimum ǫ such that
∀d ∈ {1, . . . ,∆(F )},∃d′ ∈ [1,∆(G)+1] such that |d−d′| ≤ ǫd and |ϕF (d)−ϕG(d′)| ≤ ǫϕF (d).
We call RH(F,G) = max{−−→RH(F,G) ,−−→RH(G,F )} the smooth Relative Hausdorff distance
between F and G.
Comparing Definitions 2.2-2.4, it is clear that for any pair of graphs, their smooth RH
distance is at most their discrete RH distance. Henceforth, we focus exclusively on smooth
RH distance and thus will abuse notation and use F (x) for ϕF (x).
3. A linear-time algorithm for RH Distance. The authors in [26, 33, 35] do not provide
a pseudo-code specification of an algorithm for computing (discrete) RH distance between
graphs. However, to supplement [35], Python code implementing a straightforward, quadratic-
time algorithm for computing smooth RH distance was made publicly available [34]. Here,
we provide a linear-time algorithm (SmoothRH) for computing RH distance in graphs. As
an aside, we note that a linear-time algorithm for computing (non-graph) Hausdorff distance
between convex polygons was given in [5], although the same techniques do not apply in the
case of graph Relative Hausdorff distance.
For convenience of notation, for any graph H we will interpret the smooth ccdh as taking
value 0 for any x > ∆(H) + 1 even though this region is not in the domain. Before beginning
the analysis of the SmoothRHdist and SmoothRH algorithms, we first introduce notation
for the relative Hausdorff equivalent of a ball,
box((x, y); ǫ) =
{
(s, t) ∈ R2 : |x− s| ≤ ǫx, |y − t| ≤ ǫy} .
2Let G consist of the complete bipartite graph K2,n−2 and G
′ be the same graph with one edge removed.
By examining their respective ccdhs, it is clear that |G′(n)−G(d)| ≥ 1 for every d; hence RH distance as given
in Definition 2.2 is 1.
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Algorithm 3.1 Maximum of ǫ and smooth RH distance from (x, y) to H
procedure SmoothRHdist((x, y),H, ǫ)
1: (ℓx, ℓy)← ((1− ǫ)x, (1 − ǫ)y) ⊲ lower left corner of box((x, y); ǫ)
2: (rx, ry)← ((1 + ǫ)x, (1 + ǫ)y) ⊲ upper right corner of box((x, y); ǫ)
3: if ℓx < 1 and H(1) < ℓy then ⊲ H passes well above box((x, y); ǫ)
4: return 1− H(1)
y
5: else if ℓx ≥ 1 and H(ℓx) < ℓy then ⊲ H passes below box((x, y); ǫ)
6: j ← ⌈ℓx⌉
7: while H(j − 1) < (j−1)y
x
and j > 1 do
8: j ← j − 1
9: end while
10: if j = 1 then
11: return 1− H(1)
y
12: else
13: return y+(x−j)H(j−1)−(x−j+1)H(j)
y+x(H(j−1)−H(j))
14: end if
15: else if rx < ∆(H) + 1 and H(rx) > ry then ⊲ H passes above box((x, y); ǫ)
16: j ← ⌊rx⌋
17: while H(j + 1) > (j+1)y
x
do
18: j ← j + 1
19: end while
20: return (j+1−x)H(j)+(x−j)H(j+1)−y
y+x(H(j)−H(j+1))
21: else ⊲ H passes through box((x, y); ǫ)
22: return ǫ
23: end if
Algorithm 3.2 Smoothed Relative Hausdorff distance between the ccdhs F and G
procedure SmoothRH(F,G)
1: ǫ← 0
2: ∆← max{∆(G),∆(F )} ⊲ maximum degree occurring in F or G
3: for i ∈ 1, . . . ,∆ do
4: if i ≤ ∆(F ) then
5: ǫ← SmoothRHdist((i, F (i)), G, ǫ)
6: end if
7: if i ≤ ∆(G) then
8: ǫ← SmoothRHdist(i,G(i)), F, ǫ)
9: end if
10: end for
11: return ǫ
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Figure 1: An illustration of box((x, y); ǫ) together with ccdh’s passing above (red), through (blue),
and below (green) the box (1a). Wall times for RH distance computation on the SNAP data (1b).
Thus,
−−→RH(F,G) may be thought of as the least ǫ such that for all 1 ≤ d ≤ ∆(F ) the
smooth ccdh for G intersects box((d, F (d)); ǫ). We note that if ǫ < ǫ′, then box((x, y); ǫ) ⊂
box((x, y); ǫ′) and hence the correctness of SmoothRH follows immediately from the correct-
ness of SmoothRHdist.
To establish the correctness of SmoothRHdist, we first note that as the smooth ccdh’s
are monotonically decreasing it is easy to determine whether the smooth ccdh for H inter-
sects box((x, y); ǫ) for some fixed (x, y) and ǫ. Specifically, the smooth ccdh of H intersects
box((x, y); ǫ) if and only if either:
• (1− ǫ)x < 1 and H(1) ≥ (1− ǫ)y, or
• the ccdh of H is defined at (1 − ǫ)x and is greater than (1 − ǫ)y and is undefined at
(1 + ǫ)x, or
• the ccdh of H is defined at (1− ǫ)x and (1+ ǫ)x and is greater than (1− ǫ)y at (1− ǫ)x
and is less than (1 + ǫ)y at (1 + ǫ)x.
It is straightforward to verify that the combined negation of the conditions on lines 3, 5, and
15 results in one of these conditions holding, thus box((x, y); ǫ) intersects the smooth ccdh of
H and SmoothRHdist correctly returns ǫ.
We now consider the situation when the smooth ccdh of H does not intersect any portion
of box((x, y); ǫ). Broadly speaking, this situation can be defined into two cases; the ccdh is
above the box or the ccdh is below the box. These scenarios are illustrated by the red (above
the box) and green (below the box) lines in Figure 1a.
In the case where box((x, y); ǫ) is below the smooth ccdh of H, the return value of
SmoothRHdist should be the least ǫ′ such that r = ((1 + ǫ′)x, (1 + ǫ′)y) is on the smooth
ccdh of H. Noting that ((1 + ǫ′)x, (1 + ǫ′)y) implicitly defines a line L and the smoothed ccdh
is piecewise linear, we can find such an ǫ′ by identifying a pair (j, j + 1) where L and the
smooth ccdh for H cross. This achieved by an iterative search over such pairs starting on
line 17 and returning ǫ′ which determines the unique point of intersection between L and the
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smooth ccdh of H.
For the case where box((x, y); ǫ) is above the smooth ccdh of H, there are essentially two
cases; either the line L implicitly defined by ((1− ǫ′)x, (1− ǫ′)y) passes through the smooth
ccdh of H or the desired ǫ′ is given by when (1− ǫ′)y = H(1). Similarly as to the case where
box((x, y); ǫ) is below the smooth ccdh of H, the intersection point with L is determined by
iteratively searching to the left. The possibility that L doesn’t intersect with the smooth ccdh
handled by the cases on line 3 and 10. Together these three cases yield the following result.
Lemma 3.1. Algorithm SmoothRHdist correctly calculates the maximum of ǫ and the
relative Hausdorff distance between the point (x, y) and the complimentary cumulative degree
distribution H.
We now turn to the overall run time of the algorithm SmoothRH.
Theorem 3.2. The algorithm SmoothRH calculates the smooth Relative Hausdorff dis-
tance between two complimentary cumulative degree distributions F and G in time at most
Θ(∆(G) + ∆(F )).
Proof. We note that a cursory examination of SmoothRH and SmoothRHdist reveals
that running time of SmoothRHdist is driven by the number of times the while loops at Line
7 and 17 are executed. It is easy to see that this gives an O(∆(F )2 +∆(G)2) upper bound on
the run time. To show that the run time is linear we will in fact show that these while loops
are entered at most ∆(F ) + ∆(G) times giving a overall run time of O(∆(F ) + ∆(G)). We
note that by the symmetry of the process, it suffices to show that the total amount of work
over all calls of the form SmoothRHdist ((i, F (i)), G, ǫ) is O(∆(F ) + ∆(G)). For clarity of
notation, we will denote by ǫi the value of ǫ passed to SmoothRH when processing the pair
(i, F (i)).
It is relatively easy to see that computational cost of the while loop at line 17 over all i is at
most O(∆F +∆G) by the monotonicity of the right edge box((i, F (i)); ǫi). Specifically, as ǫi is
a monotonically increasing function of i, so is ri = ⌊(1 + ǫi)i⌋. But then, other than a constant
amount of work associated with each iteration i, this implies that for every 1 ≤ k ≤ ∆(G)+1,
the value of G(k) is retrieved at most once. Thus the total accesses to the ccdh of G are
bounded by O(∆(F ) + ∆(G)) as desired.
Now we consider the case where box((i, F (i)); ǫi) is above the smooth ccdh for G. We note
that in this case ℓi = ⌈(1− ǫi)i⌉ is not a monotonic function of i, so we will have to apply
different arguments. To that end, let j = ⌈(1− ǫi+1)i⌉, i.e. the value of j which terminates
the while loop on line 7. Suppose by way of contradiction that, 1 < j < i. First we note
that, box((j,G(j)); ǫj+1), box((j − 1, G(j − 1)); ǫj) both contain the smooth ccdh for F and
furthermore, the smooth ccdh of F must lie in the union of halfspaces
U = {(x, y) : y ≥ F (i)} ∪ {(x, y) : y ≥ −F (i)(x − i) + F (i)} .
Further, j − 1 < (1− ǫi+1)i, we have that
(1 + ǫj)(j − 1) ≤ (1 + ǫi)(j − 1) < (1 + ǫi)(1− ǫi+1)i < (1 + ǫi+1)(1 − ǫi+1) < i.
Thus, in order for box((j − 1, G(j − 1)); ǫj−1) to contain the smooth ccdh of F , we have that
F (i) ≤ (1 + ǫj−1)G(j − 1) ≤ (1 + ǫi)G(j − 1).
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In a similar manner, we have that
−F (i) ((1 + ǫi)j − i) + F (i) ≤ (1 + ǫi)G(j).
Now letting δ = (1− ǫi+1)i− (j − 1), we have by the definition of ǫi+1, that
(1− ǫi+1)F (i) = G(j − 1) + δ (G(j) −G(j − 1)) .
Combining these inequalities we get that
(1 + ǫi) (1− ǫi+1)F (i) = (1 + ǫi) (1− δ)G(j − 1) + (1 + ǫi) δG(j)
≥ (1− δ)F (i) + δ [−F (i) ((1 + ǫi)j − i) + F (i)]
= [(1− δ)− δ(1 + ǫi)j + δi+ δ]F (i)
= [1 + δi − δ(1 + ǫi)j]F (i).
As F (i) > 0 and j = (1− ǫi+1)i+ (1− δ), this implies that
(1 + ǫi)(1 − ǫi+1) ≥ 1 + δ [i− (1 + ǫi)(1− ǫi+1)i+ (1− δ)(1 + ǫi)] .
Since ǫi < ǫi+1, we have that (1 + ǫi)(1− ǫi+1) < 1. But this yields that the left hand side of
the above inequality is strictly smaller than 1, while the right hand side is strictly larger than
1, a contradiction.
Thus, the while loop on line 7 can only terminate when j = i or j = 1. The second case
represents only a constant amount of work per iteration, contributing at most ∆(F ) to the
overall runtime. For the first, we notice that this occurs only if G(1) < 1
i
F (i). In this case,
ǫi+1 = 1− G(1)F (i) and in particular for all k ≥ i+ 1,
(1− ǫk)F (k) ≤ (1− ǫi+1)F (i) = G(1).
But this implies that line 7 can terminate with j = 1 precisely once when called as a subroutine
of SmoothRH and hence the total running time is Θ (∆(F ) + ∆(G)), as desired.
Lastly, we examine the time complexity of SmoothRH in practice. In Figure 1b, we
plot wall times for RH distance computation on 40 graph datasets collected from SNAP [23],
yielding a total of
(40
2
)
= 780 pairs of graphs. This experiment was run on a 2015 Macbook Pro
laptop with a 2.8 GHz Intel Core i7 processor using a Python implementation of Algorithm
SmoothRH. Observe the linear relationship apparent in Figure 1b is congruent with the time
complexity stated in Theorem 3.2. In the next section, we present the RH distance values
between these graphs.
4. Examples and the triangle inequality. In introducing both discrete [33] and smooth
[26] RH distance, the authors examine RH distance on simple families of graphs to illustrate
its behavior and compare it with other degree-based comparison metrics. In this section,
we present examples of RH distance between real graph datasets and analyze RH distance
between structured families of graphs.
Figure 2 depicts a heat map of RH distance values between pairs of graphs collected from
SNAP [23]. The datasets are grouped by network type (as indicated by their SNAP label
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Figure 2: Heat map of RH distance values between 40 graph datasets from SNAP [23].
prefix), sorted within each group by maximum degree, and then sorted by group average
maximum degree. The RH values range from 0.1 to 373, with mean 20 and median 8.49.
The blue blocks on the diagonal identify network types with relatively small intra-group RH
distance, such as road, peer-to-peer, and co-authorship networks. In contrast, citation and
communication networks feature larger intra-group RH distance values. The red portions
in the outer corners of the heat map indicate large RH distance between graphs with large
differences in maximum degree. For instance, roadNet-CA and com-Orkut achieve the largest
RH distance, and have maximum degree 12 and 33,313, respectively. This pattern reflects
that, while not solely controlled by maximum degree, RH distance is sensitive to differences
in the tails of degree distributions.
Next, we turn our attention to analyzing RH distance between structured families of
graphs. To this end, we first establish a lemma useful for analytically determining RH distance
between graphs whose degree sequence satisfies certain properties. Applying this lemma, we
then find closed-form expressions for RH distance between complete graphs of different sizes,
and between the complete graph and cycle. Lastly, we conclude this section by analyzing these
examples to show RH distance does not satisfy the triangle inequality, nor can the definition
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of RH distance be modified in certain ways to satisfy the triangle inequality.
Lemma 4.1. Let F and G be graphs and suppose that F has no vertices of degree k for
d ≤ k ≤ d′. Let 1 ≤ x, x′ ≤ ∆(G) + 1 and ǫ > 0 such that
|d− x| ≤ ǫd, ∣∣d′ + 1− x′∣∣ ≤ ǫ(d′ + 1),
|F (d)−G(x)| ≤ ǫF (d), and ∣∣F (d′ + 1)−G(x′)∣∣ ≤ ǫF (d′ + 1).
Then for all d < δ < d′ + 1, G intersects box((δ, F (δ)); ǫ).
Proof. We can choose x and x′ such that x ≤ x′ so assume they are chosen as such. Fix
d < δ < d′ + 1 and note that since there are not vertices of degree between d and d′, we have
that there is some y = F (d) = F (δ) = F (d′ + 1). By assumption we have that box((d, y); ǫ)
and box((d′ + 1, y); ǫ) both intersect the smooth ccdh of G. Noting that
(1 + ǫ)F (δ) ≥ G(x) ≥ G(x′) ≥ (1− ǫ)F (δ),
G is monotonically decreasing and [x, x′] ∩ [(1− ǫ)δ, (1 + ǫ)δ] 6= ∅, completes the proof.
As a practical consequence of Lemma 4.1, it suffices to consider the end points of the
plateaus present in the smooth ccdh of F when calculating
−−→RH(F,G) . This observation makes
it a straightforward exercise to verify the following result:
Lemma 4.2. Let 3 ≤ n ≤ m, then RH(Kn,Km) = m−nn .
Proof. By Lemma 4.1 it suffices to consider the RH distance from (1, n) and (n− 1, n) to
the ccdh of Km and from (1,m) and (m− 1,m) to ccdh of Kn. We note that for any δ > 0,
the upper right corner of box
(
(1, n); m−n
n
− δ) is (m
n
− δ,m− δn). As m
n
− δ < m − 1 and
m− δn < m, this implies that RH(Kn,Km) ≥ m−nn . To show that RH(Kn,Km) ≤ m−nn , we
first note that
(
1− m−n
n
)
m = 2m − m2
n
≤ n, and so box((x,m); m−n
n
)
contains a point on
the ccdh of Kn as long as (1 − m−nn )x ≤ n − 1. This is obvious for x = 1 and for x = m− 1
the inequality (2n −m)(m− 1) ≤ n(n− 1) can be rearranged in to m− n ≤ (m− n)2 which
clearly holds. Now we note that box
(
(x, n); m−n
n
)
contains (x,m) on the boundary and thus
RH(Kn,Km) = m−nn .
Along similar lines it is relatively straightforward, but tedious to derive closed-form ex-
pressions of RH distance between different families of graphs, such as the complete graph and
cycle:
Lemma 4.3. Let 3 ≤ n,m, then
RH(Kn, Cm) =


n
m
− 1 3 ≤ m < n2−3n+
√
n4+2n3−11n2
4n−10
1− 3m
n+nm−m
n2−3n+√n4+2n3−11n2
4n−10 ≤ m ≤ n
1− 3m
n+nm−m 5 ≤ n < m ≤ n
2−3n+√n4−4n3+7n2
n−1
m
n
− 1 n2−3n+
√
n4−4n3+7n2
n−1 < m ≤ 2n
3m
n+m − 1 2n < m
.
In addition to illustrating the nuance of RH distance values even for simple examples
like the complete graph and cycle, such closed-form expressions are also useful in revealing
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mathematical properties of RH distance. For instance, a cursory analysis of the closed-form
expression in Lemma 4.2 reveals that, while the RH measure clearly satisfies the non-negativity
and symmetry axioms defining a distance metric, RH distance does not satisfy the triangle
inequality: observe that RH(K3,K4)+RH(K4,K5) = 7/12 < 2/3 = RH(K3,K5). A natural,
subsequent question is whether RH distance satisfies a c-relaxed triangle inequality, a triangle
inequality variant that has been utilized in pattern matching [15], of the form
RH(X,Y ) +RH(Y,Z) ≥ c · RH(X,Z) ,
for some fixed c ≤ 1. However, a closer analysis of the closed-form expression in Lemma 4.2
reveals that a c-relaxed triangle inequality is also impossible.
Claim 4.4 (Relaxed triangle inequality impossible). For any ǫ > 0, there exist graphs F,G,H
such that
RH(F,G) +RH(G,H)
RH(F,H) < ǫ.
Proof. We take F,G and H as the complete graph on x, y and cx vertices, respectively,
for some constant c > 1 where x < y < cx. Using the closed-formula for the RH distance
between complete graphs provided in Lemma 4.2, the ratio in question is
f(y) :=
1
c− 1
(
y
x
+
cx
y
− 2
)
,
and choosing y =
√
cx which minimizes f , we see that f(
√
cx)→ 0 as c→∞.
Lastly, we consider the possibility that the definition of RH distance itself could be mod-
ified in some way so that it satisfies the triangle inequality. Recall that the RH distance
between graphs G and F is the maximum of the two directional RH distances between G
and F . Instead of taking the extreme values of directional RH distance, one approach may
be to “regularize” RH distance by taking some weighted average of directional RH distances.
However, we provide a simple counterexample below to show no positive linear combination
of maximum or minimum directional RH distances defines a bona-fide distance metric.
Claim 4.5. There exists no positive linear combination of min{−−→RH(F,G) ,−−→RH(G,F )} and
max{−−→RH(F,G) ,−−→RH(G,F )} which defines a distance metric on graphs.
Proof. Consider the three trees on 6 vertices illustrated in Figure 3a. A straightforward
computation shows
−−→RH(F,G) = 1/3 and −−→RH(G,F ) = 1/12
−−→RH(F,H) = 1 and −−→RH(H,F ) = 1/2
−−→RH(H,G) = 1/5 and −−→RH(G,H) = 1/7
from which we observe that no positive linear combination of the maximum and minimum of
the directional RH measures will always satisfy the triangle inequality since for any a, b > 0,
we have 2(a+ b/2) > a(13 + 1 +
1
5) + b(
1
12 +
1
2 +
1
7).
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(a) (b)
Figure 3: Trees G (top left), H (top right), and F (bottom) (3a). The ratio of RH(G,H) to the max
possible RH distance, averaged over all pairs G,H in the SNAP data with m = max(|G|, |H |) (3b).
In short, the notion of RH distance has seemingly intrinsic barriers to satisfying the
triangle inequality. We note that RH distance’s status as a bona-fide distance metric may
not solely be a question of theoretical interest since performing graph distance computations
over objects embedded in a metric space can sometimes have practical benefits, such as faster
graph algorithms [7]. Next, we consider other analytic properties of RH distance useful for
understanding its behavior.
5. Range, density, and extremal properties of RH distance. In this section, we derive
several analytic results on RH distance which characterize the range, density and extremal
behavior of RH distance values.
5.1. Range. A number of distance metrics, such as KS distance, are (by definition)
bounded between 0 and 1. This normalization is a desirable property and facilitates in-
terpretability when comparing distances between pairs of graphs of varying sizes. In the case
of RH distance, while the Simpson et al. [33] note “RH distance can exceed 1”, no upper
bound is known. Below, we establish a sharp upper bound on RH distance.
Theorem 5.1. Let Gk denote the set of all graphs on k vertices. If n ≤ m then
max
F∈Gn
G∈Gm
RH(F,G) =
{
m
2 − 1 n = 2,
m2
2m+1 − 1 n ≥ 3,m ≥ 4
.
Proof. We first consider the case where n = 2 and m ≥ 3. We note that K2 is the
unique graph on two vertices with no isolated vertices. Thus since {(1, i) | i ∈ [2,m]} ⊂
box
(
(1, 2); m2 − 1
)
, we have that
max
F∈G2
G∈Gm
RH(F,G) > m
2
− 1
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if and only if there is some G ∈ Gm such that −−→RH(G,K2) > m2 − 1.
Now we note that box
(
(x,G(x)); m2 − 1
)
contains the point (1, 2) for all x ∈ Z≥1 when
m 6= 3. Thus, we are left to consider when m = 3. In this case, −−→RH(P3,K2) = −−→RH(K3,K2) =
1
3 . Thus, there is no G ∈ Gm such that
−−→RH(G,K2) > m2 − 1. Finally, it is easy to verify that−−→RH(K2,Km) = m2 − 1, which completes the case when n = 2.
For ease of notation, in the remainder of the proof we will define ǫm as
m2
2m+1 −1. Suppose
now that F has exactly one vertex of degree greater than 1 and that G = Km. Then
box((2, 1); ǫm) =
[
2− 2ǫm, 2m
2
2m+ 1
]
×
[
1− ǫm, m
2
2m+ 1
]
which intersects the ccdh for G precisely on the line between (m − 1,m) and (m, 0). Thus
RH(F,G) ≥ ǫm. Thus it suffices to show that for arbitrary choices of F and G, RH(F,G) ≤
ǫm.
Now consider the case where 3 ≤ n and 5 ≤ m. Since ǫm > 1 we have that for any
(x, y) ∈ Z2, box((x, y); ǫm) contains the set [0,m]×{y} if x > 2 and the set {x}×[0,m] if y > 2.
In particular, this implies that if F ∈ Gn and G ∈ Gm then RH(F,G) ≤ ǫm unless one of F (2)
or G(2) is in {1, 2}, as both box((1, G(1); ǫm) and box((1, F (1)); ǫm) contain the points (1, n)
and (1,m) since 3 ≤ n,m. We now consider the intersection of the final line segment in a ccdh
and the boxes around (2, 1) and (2, 2). To this end, let the endpoints of the final line segment
be (∆, c) and (∆ + 1, 0). Now we note that [0, 2m
2
2m+1 ]× {0} ⊂ box((2, 1); ǫm) ∩ box((2, 2); ǫm)
and thus contains (∆ + 1, 0) unless ∆ = m− 1. It is then a simple algebraic exercise to show
that the line segment (m − 1, c) to (m, 0) intersects box((2, 1); ǫm) ∩ box((2, 2); ǫm) for all
c ≤ m. As c is at most m by definition, this completes the this case.
The only remaining cases are when m = 3, 4. Consider first when n = m = 3. In this
case, either the ccdhs are identical or one is (3, 1) and the other is (3, 3). Given that the only
integer point these differ on is d = 2, it suffices to consider
box((2, 1); ǫ3) = box
(
(2, 1);
2
7
)
= [10/7, 18/7]× [5/7, 9/7] .
Noting that the point (18/7, 9/7) is on the line segment between (2, 3) and (3, 0) completes this
case.
To consider the case where m = 4 and n = 3, 4, we first fix some F ∈ G3 ∪ G4 and
G ∈ G4 and suppose that RH(F,G) > ǫ4. Noting that the only valid ccdhs on 4 vertices are
{(4), (4, 2), (4, 4), (4, 1, 1), (4, 3, 1), (4, 4, 2), (4, 4, 4)}, it suffices to examine the boxes around a
set of 9 points given in Table 1. From Table 1 it is clear that we can restrict ourselves to the
case where one of F or G passes through one of (2, 1), (2, 2), (3, 1) or (3, 2). Furthermore, since
these boxes all contain the line segment [1, 3]×{1} we have that the other graph must have at
least two vertices of degree 3. Thus we may assume without loss of generality that the ccdh
for F passes through one S = {(2, 1), (2, 2), (3, 1), (3, 2)} and the ccdh for G is either (4, 4, 2)
or (4, 4, 4). In particular, the ccdh for G at 329 either passes through
8/9 or 16/9, respectively.
As these points are in box(s; ǫ4) for all s ∈ S, this completes the proof.
We note the upper bound given by Theorem 5.1 allows one to define an RH similarity
measure, in the spirit of cosine similarity, with values always in the interval [0, 1]. We analyze
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(x, y) box((x, y); ǫ4) contains (1, 3) contains (1, 4) contains [1, 3] × {1}
(1, 3) [2/9, 16/9]× [6/9, 48/9] X X X
(1, 4) [2/9, 16/9]× [6/9, 64/9] X X X
(2, 1) [4/9, 32/9]× [2/9, 16/9] X
(2, 2) [4/9, 32/9]× [4/9, 32/9] X X
(2, 3) [4/9, 32/9]× [6/9, 48/9] X X X
(2, 4) [4/9, 32/9]× [8/9, 64/9] X X X
(3, 1) [6/9, 48/9]× [2/9, 16/9] X
(3, 2) [6/9, 48/9]× [4/9, 32/9] X X
(3, 4) [6/9, 48/9]× [8/9, 64/9] X X X
Table 1: Relative Hausdorff boxes around points relevant to maximum RH(F,G).
how such a similarity measure might transform the RH distance values of the SNAP data by
comparing each RH value with the maximum possible RH distance. That is, for each pair
G,H of SNAP graphs, we consider the ratio
RH(G,H)
m2
2m+1 − 1
,
where m = max(|G|, |H|). In Figure 3b, we plot the mean of this ratio for each value of m.
We observe RH distance values constitute a decreasing proportion of the maximum possible
RH distance. Accordingly, in practice, normalizing RH distance values in this way will likely
yield values that are vanishingly small in the size of the larger graph being compared. Hence,
practitioners may choose to further transform such RH similarity values or simply opt to use
(unnormalized) smooth RH distance instead.
5.2. Density. When quantifying the similarity between discrete objects like graphs, it is
important to understand the breadth of possible values that can be assumed. In the case
of the RH distance between graphs, such questions are more meaningful when considered
asymptotically, since it is trivially true that for any fixed n, there are a finite number of
n-vertex graphs and hence a limited number of possible RH distance values. Below, we show
that RH distance is dense in the real numbers, in the following sense:
Theorem 5.2. Let c ∈ (0, 12 ]. There exists a sequence of pairs of graphs {(Fni , Gni)}i, each
on ni vertices, such that
lim
i→∞
RH(Fni , Gni)
ni
= c.
Proof. First we note that 1
c
can be expressed as k + δ where k is a positive integer that
is at least 2 and δ ∈ [0, 1). Now let {ni} be the sequence of odd positive integers such that
2k + 4 ≤ n1 and
⌈
δni
k+δ
⌉
= ⌈cδni⌉ is even. We note that this sequence is infinite and has a
bounded gaps between successive entries. In particular, for every (sufficiently large) positive
integer t there exists an odd n such that
⌈
δn
k+δ
⌉
= 2t. To see this, we note that it suffices to
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show that there is an odd integer such that (2t− 1) < δ
k+δn ≤ 2t. Rearranging this expression,
we get
2t
(
1 +
k
δ
)
−
(
1 +
k
δ
)
< n ≤ 2t
(
1 +
k
δ
)
.
As the gap between the upper and lower bounds on n is 1 + k
δ
> 3, there is at least one odd
integer for every choice of t and the gap between successive such odd integers is bounded by
a function of k and δ.
We now define Gni as a ri-regular graph on ni vertices, where ri =
⌊
k
k+δni
⌋
−1. Note that
ni− ri = ni−
⌊
k
k+δni
⌋
+1 =
⌈
δ
k+δni
⌉
+1, which is odd. Thus ni and ri have opposite parities,
and so rini is even and such a graph exists. We form Fni by creating a (k − 2)-regular graph
on ni − 1 vertices and adding a dominating vertex. Note that the ccdh of Gni is ni repeated
ri times while the ccdh of Fni is ni repeated k − 1 times followed by 1, ni − k times.
We will show that RH(Fni , Gni) = τ where τ = (ri−k+1)ni−1kni+1 . We first note that
ri ≥
⌊
k(2k + 4)
k + δ
⌋
− 1 ≥
⌊
2k2 + 4k
k + 1
⌋
− 1 = 2k
and thus the ccdhs Gni and Fni coincide on the interval [1, k−1]. Thus by Lemma 4.1, in order
to show that RH(Fni , Gni) ≤ τ , it suffices to show that Fni intersects box((ri, ni); τ) and that
Gni intersects both box((k, 1); τ) and box((ni − 1, 1); τ). Now as ri − k + 1 ≥ 2k − k + 1 =
k + 1, we have that τ > 1. Thus, trivially, Fni intersects box((ri, ni); τ) and Gni intersects
box((ni − 1, 1); τ). Now consider box((k, 1); τ) and note that its upper right coordinate is(
(ri + 1)ni
kni + 1
k,
(ri + 1)ni
kni + 1
)
.
Since
ri <
(ri + 1)ni
kni + 1
k < ri + 1,
and
−ni
(
(ri + 1)ni
kni + 1
k − ri
)
+ ni = −nikni − ri
kni + 1
+ ni =
−kn2i + rini + kn2i + ni
kni + 1
=
(ri + 1)ni
kni + 1
,
we have that box((k, 1); τ) touches Gni on the line between (ri, ni) and (ri + 1, 0). Further,
since (ri+1)ni
kni+1
< ni, this implies that RH(Fni , Gni) = τ .
Finally, noting that
lim
i→∞
1
ni
(ri − k + 1)ni − 1
kni + 1
= lim
i→∞
(⌊
k
k+δni
⌋
− k
)
ni − 1
ni(kni + 1)
=
1
k + δ
= c,
completes the proof.
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5.3. Extremal edge deletion. In this section, we aim to uncover which minimal change
in graph structure results in a maximal change in RH distance. On this topic, recall that
in [26, 35] Matulef and Stolman give an example of two n-vertex graphs differing only by a
single edge, yet with non-vanishing discrete RH distance and vanishing smooth RH distance,
in order to to argue smooth RH distance fixes flaws in the discrete RH distance. Here, we
investigate to what extent this property of (smooth) RH distance holds, not only for their
particular example, but in general. Namely, we ask: over all possible pairs of n-vertex graphs
that differ by an edge, what is the maximum (smooth) RH distance, and which pair of graphs
achieves this maximum?
As we soon will show, an RH extremal pair of edge-differing graphs is given by the star
graph3 and a “perturbed” star graph containing an additional edge between pendant (i.e.
degree 1) vertices. More generally, the extremal pair is given precisely by any such “star-
degreed” graph, i.e.:
Definition 5.3. An n-vertex graph with precisely one degree k ≥ 2 vertex and n−1 pendant
vertices is called star-degreed.
Besides the star graph itself (on at least 3 vertices), disconnected graphs consisting of the
disjoint union of a star on k ≥ 3 vertices and n−k/2 many disjoint edges are also star-degreed.
Below, we calculate the discrete and smooth RH distance between a star-degreed graph S and
graph S∗ = S ∪ e where e is any edge between pendant vertices in S.
Claim 5.4 (Star-degreed vs perturbed star-degreed). For n ≥ 5, let S be a star-degreed graph,
and let S∗ = S ∪ e where e is any edge between pendant vertices in S. Then
(i)
−−→RHd(S, S∗) = 1/2 and
−−→RHd(S∗, S) = 2/3.
(ii)
−−→RH(S, S∗) = 2/5 and −−→RH(S∗, S) = 22n+1 .
Proof. Letting F and G denote the ccdhs of S and S∗, respectively, it is clear that F (2) =
1, G(2) = 3, and F (d) = G(d) for all other d ∈ Z≥1. We first prove (i). Fixing d = 2, we note
that ǫ∗ = 12 is the minimum ǫ such that the set of integers {⌈(1− ǫ)d⌉, . . . , ⌊(1 + ǫ)d⌋} 6= {2}.
Then since {⌈(1 − ǫ∗)d⌉, . . . , ⌊(1 + ǫ∗)d⌋} = {1, 2, 3} and
min
d′∈{1,2,3}
|F (2)−G(d′)|
F (2)
= 0 <
|F (2) −G(2)|
F (2)
= 2,
we have that
−−→RHd(S, S∗) = 1/2. Now, switching the roles of F and G, we observe |G(2) −
F (d′)|/G(2) ≥ 23 for all d′ when n ≥ 5, with equality holding if d′ = 2; hence
−−→RHd(S∗, S) =
2/3.
Next, we prove (ii). Since for d′ ∈ [1, 2], we have
|F (2) −G(d′)|
F (2)
≥ |F (2) −G(2)|
F (2)
,
it suffices to restrict attention to d′ ∈ [2, 3]. Rearranging |F (2)−G((1+ǫ)2)|
F (2) ≤ ǫ yields ǫ ≥
2/5; hence
−−→RH(S, S∗) = 2/5. Now, switching the roles of F and G, we observe |G(2) −
3Recall that a star graph on n vertices is the complete bipartite graph, K1,n−1.
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F (d′)|/G(2) = 2/3 for all d′ ≥ 2. For d′ ∈ [1, 2], rearranging |G(2)−F ((1−ǫ)2)|
G(2) ≤ ǫ yields
ǫ ≥ 22n+1 ; hence
−−→RH(S∗, S) = 22n+1 .
Below, we prove that the star-degreed and perturbed star-degreed graphs considered above
form the extremal pair maximizing RH distance over all n-vertex graphs differing by an edge.
Theorem 5.5. Given G = (V,E) and e /∈ E, let G ∪ e denote the graph on V with E =
E(G) ∪ e. Then
max
G
RH(G,G ∪ e) = 2/5,
which is achieved by taking G to be a star-degreed graph and e as any edge between pendant
vertices in G.
Proof. Let G = (V,E) be a graph of order n and e = xy /∈ E. Let F denote the ccdh of
G ∪ e. Then
F (d) = G(d) + δd,d(x)+1 + δd,d(y)+1,
where δi,j denotes the Kronecker delta function. Thus, we are left to consider when d equals
either d(x) + 1 or d(y) + 1. Without loss of generality, let d = d(x) + 1. Next note that
for any graph H, H(1) = |V (H)| and H(k + 1) = H(k) − nk, for k ∈ Z≥1, where nk is the
number of vertices in H with degree k. From this observation, it follows that G(d − 1) =
G(d) + nd−1 ≥ F (d). Thus, since G(d − 1) ≥ F (d) > G(d) ≥ F (d) − 2 there exists d′ such
that d− d′ ≤ 45 ≤ 25d and G(d′) = F (d)− 25 , and so
−−→RH(F,G) ≤ 25 . Now from the observation
above, it also follows that F (d+ 1) ≤ G(d). Thus, since F (d+ 1) ≤ G(d) < F (d) ≤ G(d) + 2,
there exists d′ such that d′ − d ≤ 25d and F (d′) = G(d) + 25 , and so
−−→RH(G,F ) ≤ 25 , as well.
Therefore RH(G,F ) ≤ 25 . Now suppose that RH(G,F ) = 25 . Then from our calculations
above, we observe that d = 2 and G(d) = 1 so G must be star-degreed. Further, in this case
when, for all d′ such that |d− d′| ≤ 25d, |G(d) − F (d′)| ≥ 25G(d), and so
max
G
RH(G,G ∪ e) = 2/5,
with equality achieved precisely when G has no isolated vertices and one non-pendant vertex.
This result shows that RH distance between graphs that differ by a single edge can be
nonvanishing as the maximum of the degree tends towards infinity. However, the extremal
family of graphs given by Theorem 5.5 (i.e. star-degreed graphs) is clearly highly-structured.
To investigate whether edge-perturbation can produce unusually large RH distance in practice,
we again turn to the SNAP data. For each graph, we compute the maximum RH distance
over all possible single edge deletions and additions; that is,
max
e∈E(G)
RH(G,G ∪ e) and max
e∈E(G)
RH(G,G \ e) ,
where G denotes the complement of G. In addition to the maximum, we also computed
the average RH distance over edge additions and deletions. Figure 4a shows the maximum
RH distance between real graphs differing by an edge decreases in maximum degree of the
graph. Figure 4b presents the average RH distance of single edge perturbations. While the
same decreasing trend observed for the maximum is not apparent for the average, the results
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(a) (b)
Figure 4: The maximum (4a) and average (4b) RH distance produced by single edge additions and
deletions on the SNAP graphs.
affirm that the expected RH distance produced by a random edge deletion or addition is small
in practice. Both of these results suggest the behavior exhibited by star-degreed graphs is
unlikely to be encountered in real data.
6. Conclusion and future work. We conducted an algorithmic and analytic study of
graph Relative Hausdorff distance, a newly proposed measure for quantifying similarity be-
tween degree distributions. Improving upon quadratic algorithms, we devised a linear time
algorithm for computing RH distance. Furthermore, we analyzed the basic properties of RH
distance, answering a number of natural questions concerning RH distance’s status as a bona-
fide metric, its range and density of possible values, and its extremal behavior with regard
to single edge deletions. While RH distance has so far been mainly applied in the context
of evaluating streaming and sampling algorithms [14, 26, 33, 35], it is by no means limited
to these applications. Indeed, the work in [2] shows RH distance can be used as anomaly
detection method in time-evolving graphs, and is sometimes more sensitive to anomalies than
the computationally-expensive edit distance. Nonetheless, more work is needed to determine
how RH distance’s utility in applications; in this regard, additional comparative studies of
RH distance against more established metrics whose behavior is better understood would be
valuable. Last but not certainly least, we have not explored RH distance in stochastic settings.
What is the expected RH distance between two instantiations of a random graph model, or
between the expected degree sequence and that of a realization of the random graph model?
Such results would not only be of interest in themselves, but provide a new way of quantifying
the precision and accuracy of generative graph models in preserving degree distribution.
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