We consider the on-line learning problem for binary relations defined over two finite sets, each clustered into a relatively small number k, l of 'types' (such a relation is termed a (k, l)-binary relation), extending the models of [3, 4] . We investigate the learning complexity of (k, l)-binary relations with respect to both the 'self-directed' and 'adversary-directed' learning models. We also generalize this problem to the learning problem for (k1, .., k d )-d-ary relations. In the self-directed model, we exhibit an efficient learning algorithm which makes at most kl + (n − k) log k + (m − l) log l mistakes, where n and m are the number of rows and columns, roughly twice the lower bound we show for this problem, (m−l)⌊log l⌋. In the adversary-directed model, we exhibit an efficient algorithm for the (2, 2)-binary relations, which makes at most n + m + 2 mistakes, only 2 more than the lower bound we show for this problem, n + m. As for (k1, .., k d )-d-ary relations, we obtain lower bounds and upper bounds on the number of mistakes in the self-directed model, 'teacher-directed' model and adversary-directed model. Finally we show that, although the sample consistency problem for (2, 2)-binary relations is solvable in polynomial time, the same problem for (2, 2, 2)-ternary relations is already NP-complete.
INTRODUCTION
Binary relations are a general and basic form of knowledge, and the associated learning problem is considered to be of prime importance in many branches of artificial intelligence, such as semantic knowledge acquisition in natural language processing [9, 1] and collaborative filtering [10, 7] . A binary relation R between sets A and B can be formalized as a function of two arguments from A × B to {0, 1}, defined by R(i, j) = 1 if and only if R holds between i and j, and can also be thought of as a {0, 1}-valued matrix with A being the rows and B the columns.
In the computational learning theory literature, the on-line learning problem for binary relations was first considered by Goldman, Rivest and Schapire [3] , and subsequently by Goldman and Warmuth [4] among others, in which it was assumed that the rows can be classified into a relatively small number k of types. (Such a relation was called a 'k-binary relation.') Here, two rows are said to be of the same type, if they agree in all columns. In this paper, we extend these models 2 and suppose that columns also can be classified into a small number of types, where two columns are of the same type if they agree in all rows, and consider the learning problem for (k, l)-binary relations, namely those representable by matrices having at most k row types and at most l column types.
In [3] , four variants of Littlestone's on-line learning model [5] were considered; the randomly directed, self-directed, adversary-directed and teacher-directed models. In this paper, we mainly consider two out of the four: the self-directed model in which the learner gets to pick the next instance to predict, and the adversarydirected model (the original model of [5] ) in which an adversary selects the worstcase sequence of trials. In the extension to learning d-ary relations, we also consider the teacher-directed model in which a helpful teacher selects the next instance to predict and the prediction performance is measured using the worst case mistake bound over all consistent learners.
In the self-directed model, we exhibit a learning algorithm which makes at most kl + (n − k) log k + (m − l) log l mistakes, where n is the number of rows and m is the number of columns. Since the number of column types is at most 2 k , we get a mistake bound of km + (n − k) log k for k-binary relations by substituting 2 k for l in the above bound. So our bound essentially generalizes the bound shown in [3] for k-binary relations, km + (n − k)⌊log k⌋.
In the adversary-directed model, we consider the learning problem for the (2, 2)-binary relations, and exhibit a learning algorithm which makes at most m + n + 2 mistakes. This bound is only two more than the lower bound of m + n we show for the same problem in this paper, and also smaller than the mistake bound of 2m + n − 2 for the class of 2-binary relations shown in [3] . We note that the sample consistency problem (i.e. the problem of judging to see if there is a consistent hypothesis for an input sample) for 3-binary relations has been shown to be NPcomplete, and hence the adversary-directed learning of the same class appears to be difficult.
Binary relations can be naturally extended to d-ary relations between d sets, 3 representable by n 1 × ... × n d {0, 1}-valued matrices. We consider the learning problem for the class of (k 1 , ..., k d )-d-ary relations representable by matrices having k j types for each dimension j ∈ {1, ..., d}. We generalize lower bounds and upper bounds on the number of mistakes for k-binary relations shown in [3, 4] .
The first lower bound we obtain is a general bound which holds for all four models considered in [3] , and it is (n j − k j ) log k j by extending our learning algorithm for (k, l)-binary relations. Note that these (lower and upper) bounds are quite tight, since the coefficients on n j differ by at most a factor 2.
In the teacher-directed model, we show an upper bound of
j=1 (k j − 1)(n j − k j ) which coincides with the lower bound we obtained when all k j are identical.
In the adversary-directed model, we show a lower bound of
(n j − k j )⌊log k j ⌋, again with a moderate condition on the k j . This lower bound is also quite tight because the halving algorithm [5] , which is not a polynomial time algorithm, achieves a mistake bound of d j=1 k j + d j=1 n j log k j . Concerning mistake bounds of polynomial time algorithms, we analyzed extensions of algorithms ConsMajorityPredict [3] and Learn-Relation [4] , which we call 'cross' methods. When predicting the label of an entry, a cross method makes use of only the known entries whose coordinates differ from that entry in just one coordinate. We obtain an upper bound of f ( n, k)d + f ( n, k)
for 'Cross'-ConsMajorityPredict, and an upper bound of f ( n, k)d+ (log e/e)f ( n, k)
for 'Cross'-Learn-Relation, where f ( n, k)
We also show a lower bound for any deterministic cross-method which is n d−1 when n 1 = · · · = n d = n. If in addition we have
holds. This indicates that it is not possible for any cross methods to dramatically improve the prediction performance of Cross-ConsMajorityPredict and Cross-Learn-Relation.
Finally, we show a related hardness result. In particular, we show that the sample consistency problem for (2, 2, 2)-ternary relations is NP-complete, although the same problem for (2, 2)-binary relations is solvable in polynomial time. These results are consistent with the fact that (2, 2)-binary relations are efficiently learnable in the adversary-directed model with a nearly optimal mistake bound, whereas the best known efficient on-line learning algorithms for (2, 2, 2)-ternary relations (the cross methods) has worst case mistake bounds which are far from the corresponding lower bound. Together with the result mentioned earlier that 3-binary relations appear to be hard, these results almost characterize the efficiently learnable subclasses of d-ary relations in the adversary-directed model.
PRELIMINARIES
We first define some pieces of notation we make use of in this paper. We let N denote the set of natural numbers, and
A partition P of X is a collection of mutually disjoint subsets of X such that p∈P p = X. We say that partition P is coarser than partition Q (or Q is finer than P ) and write P Q, if ∀p ∈ P, ∃S ⊆ Q such that p = q∈S q.
The learning model we consider in this paper is the on-line learning (mistake bound) model introduced by Littlestone [5] . We will explain this model in general for any concept class. Let set X be the instance domain. A concept c over X is a subset of X and a concept class C is a class of subsets of X. We assume that there is a target concept c ∈ C, which the learning algorithm is trying to learn, and each instance is labeled 1 or 0 according to whether it belongs to the target concept or not. Learning takes place in a sequence of trials. In each trial the learner is given an unlabeled instance x ∈ X, predicts the label of x and is then told the correct label of x. If the prediction is incorrect, the learner has made a mistake. The learner's performance is measured by the total number of mistakes made for the worst case target in C.
In the original on-line learning model it is assumed that an adversary selects the sequence of instances given to the learner, and thus the learner's performance is evaluated in the worst case over the sequences of instances as well. Goldman, Rivest and Schapire [3] called this model the adversary-directed model, and introduced several other variants of the original model, including the self-directed model in which the learner selects the sequence of instances and the teacher-directed model in which a helpful teacher selects the sequence of instances. In the self-directed model, the learner's performance is measured with respect to the worst case target concept in the target concept class. In the teacher-directed model, the evaluation is done using the worst case number of mistakes over all consistent learners. In this paper, we mainly consider the first two models, except in Subsection 4.2, in which we also consider the teacher-directed model.
A binary relation R between sets N r and N c is formally a function from N r × N c to {0, 1}, defined by R(x, y) = 1 if and only if R holds between x and y. In this paper, we assume without loss of generality that N r = [n] and N c = [m] for some n, m ∈ N, and therefore any binary relation considered here can be represented by an n × m {0, 1}-valued matrix. Two rows i 1 , i 2 ∈ N r in a matrix M are of the same
denote the class of n × m {0, 1}-valued matrices having at most k row types and l column types. 
we allow a d+1 , a d+2 , etc. and a 0 to denote a 1 , a 2 , etc. and a d , respectively.
The rest of the paper is organized as follows. In Section 3, we consider the learning problem for binary relations; with respect to the self-directed model in Subsection 3.1, and the adversary-directed model in Subsection 3.2. In Section 4, the extension to learning the general d-ary relations is considered; with respect to the self-directed model in Subsection 4.1, the teacher-directed model in Subsection 4.2, and the adversary-directed model in Subsection 4.3. Finally, we conclude with some remarks on the future work in Section 5.
Algorithm SD-predict Definitions:
M w : Observation matrix (updated after each trial) P w r × P w c : Work partitions
Repeat the following 3 phases until there are no more unknown entries.
1. Pick an unknown entry (i 0 , j 0 ) in the current observation matrix M w . Predict all unknown entries (i 0 , j) in S c (i 0 , j 0 ) one by one as follows:
If there are no known entries in S c (i 0 , j 0 ), then if M w (I r (i 0 ) × I c (j 0 )) contains a (unique) non- * value x then predict with x, else predict at random, else predict by majority vote over the known entries in S c (i 0 , j 0 ) (predict at random in the case of a draw). If mistakes were made, let (i 0 , j 1 ) denote the entry at which the first mistake was made.
2. If M w (S c (i 0 , j 0 )) contains both 0 and 1, then divide I c (j 0 ) into {j ∈ I c (j 0 ) : M w (i 0 , j) = 0} and {j ∈ I c (j 0 ) : M w (i 0 , j) = 1}, and update the work partition P w c accordingly.
3. If M w (S r (i 0 , j 1 )) contains both 0 and 1, then predict all unknown entries in S r (i 0 , j 1 ) and divide I r (i 0 ) if necessary, as in Phase 2. At any point during a learning session of SD-predict, we can assume inductively that P An example of how observation matrix Mw and work partitions P w r × P w c are updated during a run of SD-predict.
is the section of row i contained in I c (j), and S r (i, j) the section of column j contained in I r (i).
Each iteration of SD-predict works in three phases. Assume that it is at the beginning of an iteration now, and that P w r × P w c is consistent with M w . In its first phase, it picks an unknown entry (i 0 , j 0 ) and predicts all unknown entries (i 0 , j) in S c (i 0 , j 0 ) one by one as follows. If there are no known entries in S c (i 0 , j), SDpredict predicts with the unique non- * value in M w (I r (i 0 ) × I c (j)) if one exists, and predicts at random otherwise. If S c (i 0 , j) does contain known entries, then SD-predict predicts by majority vote over them (and predicts at random in the case of a draw). If SD-predict made some mistakes in this phase, then let (i 0 , j 1 ) denote the first entry at which SD-predict made a mistake.
Having predicted all entries in S c (i 0 , j 0 ), SD-predict goes into the second phase. For an arbitrary target matrix M ∈ M (k,l) , self-directed learning algorithm 'SD-predict' makes at most kl + (n − k) log k + (m − l) log l mistakes.
Proof. In bounding the worst-case number of mistakes made by SD-predict, we introduce the notion of b-cost for mistakes made by SD-predict in predicting the entries in each S b (i, j) for both b = r, c, which is meant to capture the number of mistakes made in addition to the number of true partitions kl. (One mistake in each partition is inevitable.) We then separately bound the total r-cost and c-cost incurred during a learning session.
Before giving the definition of b-cost, we need a few definitions. First we let E b (i, j) denote the set of all true partitions (I, J) having non-empty intersection with
is defined analogously. We let m b (i, j) denote the number of mistakes made by SD-predict in predicting the entries in S b (i, j). We then introduce a binary-valued matrix Q on P M r × P M c , which is dynamically updated as SD-predict's learning session progresses, and are supposed to indicate whether the algorithm has seen any entry in a given partition. Initially, all entries in Q are •. Every time SD-predict picks some S b (i, j) and predicts all its entries, the Q(I, J)-entries are set to • for all (I, J) ∈ E b (i, j), and the b-cost for
is the number of entries in Q that has just been turned from • to
The idea is that the first mistake made in each partition is not to blame.)
With the notion of 'b-cost' just defined, we can show (via Lemma 3.1 and Lemma 3.2) that the following holds for each b ∈ {r, c}. (Here we let K r = k and K c = l.) ( * ) The total sum (throughout a learning session) of b-cost is at most (
Since the total number of mistakes made by SD-predict is at most the summation of all r-costs and c-costs plus the number of entries in Q, ( * ) implies the statement of the theorem.
So assume that u 0 < u 1 . Let v 0 and v 1 be the number of known entries in S b (i, j) with value 0 and 1, respectively. Since SD-predict predicts by majority vote among the known entries in S b (i, j), it makes mistakes for at most u 0 − v 0 0-valued entries and at most u 0
We introduce another dynamic notion, denoted P b (for each b ∈ {r, c}), which is updated during SD-predict's learning session. For each I w ∈ P w b , P b contains the pair consisting of the number of elements in I w and the number of true partitions in I w , that is, By the above argument, we see that the total b-cost can be bounded above by the total sum of b-costs for all S b (i, j) that are divided by SD-predict. Thus, applying the following lemma on P b and the b-cost incurred by dividing them will establish ( * ).
Lemma 3.2. Let G be {(u, h)} initially, where u and h are arbitrary natural numbers satisfying u ≥ h. Then repeat the following operation on G until it is no longer possible:
Define the cost of the replacement to be min{v, 2v 0 + 1, 2v 1 + 1} − g.
Then the total cost is at most (u − h) log h.
Proof. We prove this by induction on h. When h = 1, no operation can be applied on G, so the total cost is 0, and thus the statement of the lemma holds in this case. So suppose that h ≥ 2. Assume the statement of the lemma holds for all
. By the inductive hypotheses on (u 0 , h 0 ) and (u 1 , h 1 ), the total cost for
We will show below that f (u 0 , h 0 ) ≤ (u − h) log h holds for all choices of (u 0 , h 0 ).
Since log x is concave and x log x is convex,
2. When u 0 < u 1 . Note that in this case we have f (u 0 , h 0 ) = (log h 0 − log h 1 + 2)u 0 − h 0 log h 0 + (u − h 1 ) log h 1 + 1 − h, using the fact that min{u, 2u 0 + 1, 2u 1 + 1} = 2u 0 + 1.
(i) When log h 0 − log h 1 + 2 ≤ 0. In this case, f (u 0 , h 0 ) is decreasing in u 0 and since u 0 ≥ h 0 , we have
(ii) When log h 0 − log h 1 + 2 > 0. In this case, f is increasing in u 0 and thus
. Since there is no integer between h−1 2 and h 2 , this means that the maximum value of g assumed by an integer is at most g( h 2 ). Hence we have
3. When u 0 > u 1 . Since function f is symmetric with respect to (u 0 , h 0 ) and (u 1 , h 1 ), the argument for the case u 0 < u 1 applies.
This completes the proof of Theorem 3.1.
Since any matrix in M (k,l) has at most 2 l row types and 2 k column types, we can assume the following condition without loss of generality: log max{k, l} ≤ min{k, l}.
(
Let M (k, * ) denote the class of all matrices having at most k row types, i.e.
The mistake bound of km + (n − k) log k obtained from the upper bound of Theorem 3.1 by substituting 2 k for l is an upper bound for M (k, * ) . Note that this bound is almost the same as the bound km + (n − k)⌊log k⌋ shown in Theorem 3.3 in [3] .
Note also that from the general lower bound for all four models (self-directed, adversary-directed, teacher-directed and randomly directed models) given in Corollary 4.1 and (1), we can obtain a lower bound of
Thus, with respect to n and m, the upper bound shown in Theorem 3.1 is roughly within a factor of 2 of the general lower bound.
Adversary-directed learning
Recall that Goldman et al [3] have shown that the sample consistency problem for M (3, * ) is NP-complete, and hence the corresponding learning problem in the adversary-directed model is likely to be challenging. Here, we exhibit an efficient learning algorithm for M (2, 2) which makes at most m+n+2 mistakes. We say that a matrix in M (2,2) is of L-type when one type of rows (and of columns) contains both 0 and 1, and the other type of rows (and of columns) contains only 0 or only 1. We say that a matrix in M (2,2) is of X-type if there are two row types and two column types and both types of rows (and of columns) contain both 0 and 1. If a matrix in M (2,2) is neither of X-type nor of L-type, then either the rows or the columns must have only one type. Note that if a matrix is not of L-type, then two rows (columns) of different types are complements of each other. Thus, two rows (columns) are of the same type when there exists a column (row) at which they have the same value if a matrix is not of L-type.
Our algorithm for M (2,2) , which we call M (2,2) -predict and shown in Figure 3 , makes use of two subsidiary learning algorithms, X-predict which works well when the target matrix is not of L-type, and L-predict which works well when the target is not of X-type. At the beginning of a learning session, M (2,2) -predict predicts
Perform the following three steps for each trial:
1. Receive an entry (i, j) to be predicted 2. If X-predict has not made a mistake in the past trials:
Predict with L-predict(i, j)
′ and row i are known to be of the same type (i.e., there exists a column at which they have the same value)
Output M w (i ′ , j) If row i ′ and row i are known to be of different types (i.e., there exists a column at which they have different values)
′ and column j are known to be of the same type (i.e., there exists a row at which they have the same value) Output M w (i, j ′ ) If column j ′ and column j are known to be of different types (i.e., there exists a row at which they have different values) Output M w (i, j ′ ) Otherwise output * using X-predict provided it returns a prediction, and predicts using L-predict when X-predict returns ' * ' which stands for 'don't know', until it makes a mistake with a non- * value returned by X-predict. It then switches to L-predict. We can bound the worst case number of mistakes made by M (2,2) -predict as follows.
Before we prove Theorem 3.2, we will describe the two subsidiary algorithms, Xpredict and L-predict. Let M w denote the observation matrix defined as before. For M (i, j), X-predict, which is shown in Figure 4 , predicts using the values of M w of file=paper3f1.eps,height=3cm
An example of graph Gr over Vr = {1, ..., 9}.
row i and those of column j. If there exists row i ′ such that rows i and i ′ are known to be of the same type (or different types) and M w (i ′ , j) = * , then X-predict predicts with M w (i ′ , j) (or its complement). Also if there exists a column j ′ satisfying the corresponding condition for columns, then X-predict predicts similarly using M (i, j ′ ). Otherwise, X-predict outputs 4 ' * '. In order to efficiently find out whether two rows (or two columns) are known to be of the same type, known to be of different types, or their relationship is unknown, X-predict can make use of graph G r (or G Figure 5 for an example of G r .) Lemma 3.3. For all target matrices M ∈ M (2,2) that are not of L-type, X-predict returns ' * ' at most m + n − 1 times and never makes mistakes when it returns 0 or 1.
Proof. Recalling that in any matrix that is not of type L, two rows belonging to different types are complements of each other, and two rows of the same type agree in every column (and the analogous statements hold for the columns), it is easy to see that X-predict never makes a mistake when it returns a non-' * ' value.
Let M w (i, N c ) denote the set of non-' * ' entry values (⊆ {0, 1}) in row i of M w , and M w (N r , j) denote the same for column j in M w . We let h 0 denote the number of mistakes made by X-predict when both M w (i, N c ) and M w (N r , j) are ∅, and h 1 the number of mistakes made when only one of them is ∅, and h 2 the number of mistakes made when neither of them is ∅. Note that
When a prediction mistake is made on
, so the number of connected components in G r decreases by at least one. When a mistake is made with M w (i, N c ) = ∅ and M w (N r , j) = ∅, the number of connected components decreases by at least one in both G r and G c . There are m + n connected components initially (all together in G r and G c ) and 2 connected components in the end, so we must have
Combining (2) and (3), we obtain h 0 + h 1 + h 2 ≤ m + n − 1.
Next, we will describe L-predict, which is shown in Figure 6 . Proof. We only consider the case when M is of L-type. In the other cases, this theorem is proved similarly. Let M be of x-L-type. Let t 0 be the trial number such that S w becomes {x} at the t 0 -th prediction. Let h 0 , h 1 be the number of mistakes made before and after the t 0 -th trial, respectively (i.e. t < t 0 and t > t 0 .) Let
We consider the amount by which T increases when a mistake is made. Note that no mistake is made after T reaches m + n. We claim that, for a certain integer x 0 , T increases by at least h 0 − x 0 before the t 0 -th trial, by at least x 0 at the t 0 -th prediction, and by at least h 1 after the t 0 -th trial. Therefore, the total increase of T is at least h 0 + h 1 , which is bounded from above by m + n. Thus, the total number of mistakes is at most m + n + 1 even if we include the mistake made at the t 0 -th trial.
After the t 0 -th trial, mistakes are made only when (L w r (i) = {x} or L w c (j) = {x}) and M (i, j) = x. In this case, L w r (i) or L w c (j) becomes {x, x}. Thus, every mistake forces T to increase by at least 1, and hence T increases by at least h 1 during the trials after the t 0 -th trial.
Consider the case t ≤ t 0 . We consider the number x 0 of times a mistake is made and T does not increase, for t < t 0 . Such a case happens only when
remains {x} while t < t 0 , because, if both of them become {0, 1}, then S w = {x}, which contradicts the assumption that t < t 0 . Thus, at least x 0 of L w r (i) or L w c (j) become {0, 1} at the t 0 -th trial. This means that T increases by at least x 0 at the t 0 -th trial. Therefore, T increases by at least h 0 −x 0 when t < t 0 , and by at least x 0 at the t 0 -th prediction.
(Proof of Theorem 3.2)
If M is not of L-type, then M (2,2) -predict makes at most m + n − 1 mistakes by Lemma 3.3. If M is of L-type, then it can happen only once that M (2,2) -predict makes a mistake using a prediction that is different from that of L-predict. Thus, M (2,2) -predict makes at most (m + n + 1) + 1 mistakes by Lemma 3.4.
2
By Theorem 4.5 we can get a lower bound of m + n. So, the upper bound shown in Theorem 3.2 is only 2 more than the optimal.
LEARNING GENERAL D-ARY RELATIONS
In this section we consider the on-line learning problem for d-ary relations in general.
4.1. Self-directed learning 4.1.1. A general lower bound
) mistakes in the worst case, regardless of the query sequence.
file=paper3f3.eps,height=4cm
Proof. The proof of this theorem is similar to that of Theorem 3.1 in [3] . Let Figure 7) We claim that any matrix M with 0's for all entries except those in
is contained only in D j . So the set of (j +1)-submatrices at a ∈ [l j+1 + 1, n j+1 ], is partitioned into at most 2 lj types, and thus it follows from the condition l j+1 + 2 lj ≤ k j+1 that the set of all (j +1)-submatrices is classified into at most k j+1 types. For each entry in D ∪ d j=1 D j , the adversary returns the opposite value to the learner's prediction, and returns 0's for all other entries. It is easy to see that the number of entries in
Any learning algorithm for M k makes at least the following number of mistakes in the worst case, regardless of the query sequence.
holds for every j ∈ {d, 1, 2, ..., d − 2}, and
holds. Therefore, by Theorem 4.1, any algorithm makes at least F ( l ′ ) mistakes, and the corollary follows because
5 This assumption can be replaced by the assumption that k j ≥ 10 for all j ∈ [d]. In this case, k 1 , k d and n 1 in the lower bound must also be replaced by k jmax , k j min and n jmax , respectively, where jmax = arg j max k j and j min = arg j min k j . 6 If ⌊log k 1 ⌋ ≤ k d , then this bound becomes
Algorithm SD-predict(d) Definitions: M w : Observation matrix (updated after each trial) P 
contains an (unique) non- * value x then predict with x, else predict at random, else predict by majority vote over the known entries in S 1 ( i) (predict at random in the case of a draw). If mistakes were made, let (i 
Proof. This theorem can be proved in the same way as Theorem 3.1, so we only sketch the proof. First, we extend the notion and notation used in the proof of Theorem 3.1 as follows:
The partition of [n j ] induced by the j-submatrix types. m j ( i) : the number of mistakes made in predicting entries of S j ( i).
With the notion of 'j-cost' defined above, we can show (via Lemma 4.1 and Lemma 3.2) that the following holds for each j ∈ [d].
( * ) The total sum (throughout a learning session) of j-cost is at most (n j − k j ) log k j .
Since the total number of mistakes made by SD-predict(d) is at most the summation of all j-costs plus the number of entries in Q, the theorem follows from ( * ).
The following lemma can be proved similarly to Lemma 3.1, and the proof is omitted.
Lemma 4.1. The j-cost for any S j ( i) is at most min{u, 2u 0 +1,
As in the proof of Theorem 3.1, we define P j for all j ∈ [d] as follows:
The set P j is {(n j , k j )} at the beginning of a learning session, and becomes {(|I j |, 1) : I j ∈ P M j } at the end. Since j-cost is positive only when I j ( i) is divided into two sets, Lemma 3.2 will establish ( * .)
Note that the coefficient on n j in the upper bound of Theorem 4.2 is only twice the coefficient on n j in the lower bound shown in Corollary 4.1 for each j.
Teacher-directed learning
In this section, we analyze mistake bounds in the teacher-directed model, where a helpful teacher selects the trial sequence, and the evaluation of prediction performance is done by the worst case mistake bound over all consistent learners. In this model, we can prove an upper bound and a lower bound in a way similar to the analogous proofs for k-binary relation in [3] . Theorem 4.3. The number of mistakes made by any consistent learner in teacherdirected learning is at most
Proof. Without loss of generality, we can assume that j-submatrices at all a ∈ [k j ] are different from each other for any j = 1, ..., d. First, the teacher presents the learner all the entries in D = {(i 1 , ..., i d ) : i j ≤ k j }. Then, the teacher lets the learner know the type of j-submatrix at h for all j = 1, ..., d and all h = k j + 1, ..., n j by presenting k j − 1 entries in {(i 1 , ..., i d ) : i j = h, (∀j ′ = j)i j ′ < k j ′ } which distinguish the j-submatrix at h from the other k j − 1 types. Thus, once these
entries have been shown, the learner will possess the knowledge of the whole matrix and never makes a mistake from then on.
Note that, in the case of (k, l)-binary relations with k = l, the upper bound of min{km + (k − 1)(n − k), ln + (l − 1)(m − l)} that can be derived from Theorem 3.4 in [3] is at most the above upper bound, which is kl + (k − 1)(n − k) + (l − 1)(m − l) in this case.
Theorem 4.4. The number of mistakes made by a consistent learner in teacherdirected learning is at least
Proof. Let M be the target matrix whose value
In order to inform the learner all the types present in the target matrix, the teacher must show all entries in D. To let the learner know that the type of j-submatrix at h is the type of j-submatrix at 1 for each j = 1, ..., d and each h = k + 1, ..., n j , the teacher must present all k − 1 entries in
Thus, in the worst case, a consistent learner can make at least
4.3. Adversary-directed learning 4.3.1. A lower bound for adversary-directed learning Theorem 4.5.
mistakes in the worst case in the adversary-directed model. choose a set of at most k − 1 distinct columns such that all distinct rows remain distinct even when restricted to that set of the columns. Next, if there is a column in this set which is identical to the column 1 vector, then replace that column with column 1. Otherwise, add column 1 to the set. Now it is easy to see that the set satisfies (i) and (ii), and that (i) and (ii) will remain satisfied, when we add as many distinct columns as possible to this set. Next the adversary selects all entries in
Proof. First the adversary selects all entries in
Then the adversary repeats the following procedure for j = 1, ..., d − 2 (c.f. Figure 9 ).
1. Focusing on the submatrix D j with the j-th dimension being the column, construct a subset J j ⊆ [n j ] containing 1 of size ⌊log k j+1 ⌋ such that the set of column vectors (for b ∈ J j ) are either all distinct, or exhausts all column vectors (for b ∈ [n j ]).
Select all remaining entries in
], (∀h = j, j + 1)i h = 1} and return the opposite values to the learner's predictions.
After predicting all the D j , the number of j-submatrix types is at most k j for all j. We can show this fact as follows. The entry values of D 2 will not make the number of 1-submatrix types exceed k 1 , because the number of elements in J 1 is ⌊log k 2 ⌋, which is at most k 1 , and J 1 is chosen so as to contain as many distinct 1-submatrices as possible. As for j-submatrices, 1 < j < d − 1, i j = 1 for all D j ′ but D j and D j+1 , and j-submatrices are classified into at most k j types by the entry values of D j because the number of elements in J j−1 is ⌊log k j ⌋. The entry values of D j+1 do not make the number of j-submatrix types exceed k j for the same reason as before. As
, and the number of (d − 1)-submatrix types can be seen to be at most k d−1 similarly.
After the above procedure, we can construct a partition
and consistent with the known entries so far. From then on, the adversary returns the opposite value to the learner's prediction for the first entry to be predicted in each I ∈ P 1 × ... × P d , and returns consistently for the other entries.
By counting the total number of mistakes in this case, we can show the bound in the theorem.
Since the cardinality of M k is at most 2
, the halving algorithm [5] , which is not a polynomial time algorithm for the current learning problem, makes at most
j=1 n j log k j mistakes. So, the lower bound shown in Theorem 4.5 is quite tight.
The cross methods for adversary-directed learning
In this subsection, we analyze the 'cross' extensions of two existing algorithms for learning k-binary relations; ConsMajorityPredict [3] and Learn-Relation [4] (which we call Cross-ConsMajorityPredict and Cross-Learn-Relation, respectively.) The term 'cross extension' is derived from their 2-dimensional extensions which, when predicting entry (i, j), not only make use of the known entries in column j, but also use the known entries in row i. Extending them for the general d-dimensional case, they use all the known entries x ′ such that x ′ is different from x in just one coordinate, when predicting entry x.
We first describe Cross-ConsMajorityPredict. For each dimension j ∈ [d], the algorithm keeps an edges e j (x, y) between the j-submatrix at x and the j-submatrix at y for all pairs x, y ∈ [n j ]. Each edge e has a weight w(e) associated with it, which is initially 1. Assume that the next entry to predict is (i 1 , ..., i d ). For a = 0, 1, let E a denote the set of edges e j (x, i j ) for all j ∈ [d] and all x ∈ [n j ] such that entry (i 1 , ..., i j−1 , x, i j+1 , ..., i d ) is known to assume the value a. Define W a to be the sum of the weights of edges in E a . The algorithm predicts 1 when W 1 ≥ W 0 , and predicts 0 otherwise. When the algorithm's prediction is a and it is revealed to be wrong, all the weights in E a are set to 0. The algorithm repeats the prediction and the weight update described above for each trial. (See the first algorithm in Figure 10 .) Algorithm Cross-Learn-Relation is different from Cross-ConsMajorityPredict only in the way it updates its weights. When the algorithm's prediction is a and it is revealed to be wrong, all the weights in E a are doubled in addition to setting all the weights in E a to 0, where 0 = 1 and 1 = 0. (See the second algorithm in Figure 10 ) Since the algorithm predicts by weighted majority, the amount of weight decrease is larger than the amount of weight increase at each weight update.
We now show upper bounds on the number of mistakes made by these algorithms. The force of a mistake plays an important role in our proof as in [4] .
When the algorithms make a wrong prediction for an entry x ∈ B(z 1 , ..., z d ), the force of the mistake is defined to be the number of known entries x ′ in B(z 1 , ..., z d ) such that x ′ is different from x in just one coordinate. Let F (z 1 , . .., z d ) denote the sum of the forces of all mistakes made when predicting an entry in B(z 1 , ...,
Algorithm Cross-ConsMajorityPredict Perform the following five steps for each trial:
1. Receive an entry (i 1 , ..., i d ) to be predicted 2. Calculate W a for a = 0, 1 as follows: M w (i 1 , ..., i j−1 , x, i 
where n j,zj is the number of j-submatrix of type z j . 
ni,z i /nj,z j · · ·. By Proposition 4.1, this is bounded from below by r
Let E denote the set of all edges, and define E 0 as follows:
{e j (x, y) : the j-submatrix at x and the j-submatrix at y are of the same type}.
during the learning session of Cross-ConsMajorityPredict.
Proof. Let E 1 = E −E 0 . Note that only the weights of edges in E 1 decrease during the learning session, and the weight of an edge in E 0 is always 1. Since the algorithm predicts by weighted majority, the total weight decreases by at least F total , during the course of a learning session. Thus, by using the method of Lagrange multipliers and the assumption that n i > k i for all i ∈ [d], we have
Lemma 4.5. During the learning session of Cross-Learn-Relation,
holds.
Proof. First, note that 2 F total = e∈E0 w(e). Thus, by the concavity of the log function,
holds. Since f (x) = x ln(a/x) ≤ f (a/e) = a/e, F total ≤ log e e |E|.
mistakes on an adversary-selected trial sequence, where
Proof. This result immediately follows from Lemma 4.3 and Lemma 4.4.
Theorem 4.7. Algorithm Cross-Learn-Relation makes at most
Proof. This result immediately follows from Lemma 4.3 and Lemma 4.5.
Note that log e/e ≤ (k 2 − 1)/k 2 when k ≥ 2. We say that matrix M is balanced if, for each j ∈ [d], the number of j-submatrices of type z j is just n j /k j for all z j ∈ [k j ].
Then, when the target matrix is balanced, algorithm Cross-Learn-Relation makes at most
mistakes on an adversary-selected query sequence, where
Proof. By Inequality (6) in the proof of Lemma 4.5, F total ≤ |E 0 | log |E| |E0| holds. Since the target matrix is balanced,
holds. Thus, we have
Using both the upper and lower bounds on |E 0 |, we have
Plugging in the above in Lemma 4.3 completes the proof.
We define a cross-method as an algorithm which predicts the label of an entry x as a function of only the values of the known entries x ′ such that x ′ differs from x in just one coordinate. Both Cross-ConsMajorityPredict and Cross-Learn-Relation are clearly cross-methods.
Note that the upper bounds given in Theorem 4.6 and Theorem 4.7 both approach O(n d−1 ), when the n j are roughly the same (and equal n) and much larger than the k j , and d ≥ 3. This is a rather disappointing bound, considering that the size of the entire domain is O(n d ). Furthermore, for each j ∈ [d], if we regard a j-submatrix as a row, we can directly apply ConsMajorityPredict [3] and Learn-Relation in [4] to learn a d-ary relation, and obtain mistake bounds of
respectively. The first term of these bounds is k j d i=1 n i /n j and the first term of the bounds for their cross-method extensions is d
Note that, for every bound considered up to now, the first term dominates the bound when d is large and all n j are almost the same. Since min
n i /n j , the bounds obtained by the cross extensions fall between the bounds of the original algorithms for the best j and the worst j.
The next theorem shows that these limitations are in fact inherent in any cross methods, indicating that in order to dramatically improve these bounds, we would need to design learning algorithms that use more information than the observed data whose indices differ from the current tuple in just one coordinate. Proof. Let m = min i n i . By Lemma 4.6, we can choose a set S of m d−1 entries such that any two different entries in S differ in more than one coordinates. The adversary selects all the entries in S first. Any deterministic cross-method must predict all these entries with the same value, because there are no observed entries that its prediction depends upon. Thus, the algorithm makes mistakes for all the entries in S either for the target matrix M 0 or M 1 .
A hardness result for adversary-directed learning
Learning a d-ary relation (d ≥ 3) in the adversary-directed model appears to be difficult even if the number of j-submatrix types is at most two for each j ∈ [d] . In this subsection we show that the sample consistency problem for M (2,2,2) is NPcomplete, although there is a polynomial time algorithm solving the same problem for M (2, 2) , supporting the above intuition.
We define the sample consistency problem for any class M of d-dimensional matrices as follows: Given a d-dimensional observation matrix M p that is partially known, decide if there is M ∈ M that is consistent with M p . Proof. It is easy to see that the sample consistency problem is in NP, so it remains to show that it is NP-hard. Let S = { (a 1 , b 1 , c 1 ) , ..., (a m , b m , c m )} be an instance of 3-Set-Splitting. We will construct a partially known (n + m) × 3m × 2m matrix M p , such that there exists M ∈ M (2,2,2) consistent with M p if and only if S is a positive instance.
In M p , the values of entries (a j , 3j − 2, j), (b j , 3j − 1, j), (c j , 3j, j), (n + j, 3j − 2, m + j) and (n + j, 3j, m + j) are known to be 1, 0, 1, 1, 0, respectively, for each j ∈ [m] (see Figure 11) . The values of all other entries are assumed to be unknown.
Suppose that there is a matrix M ∈ M (2,2,2) that is consistent with M p . Let T 0 be the set of 1-submatrices of the same type as the 1-submatrix at 1, and let T 1 be the set of 1-submatrices of the other type. Now suppose that there is a triple (a j , b j , c j ) ∈ S such that {a j , b j , c j } ⊆ T 0 or {a j , b j , c j } ⊆ T 1 , i.e. 1-submatrix types of a j , b j and c j are all the same. In that case, it follows that that the 2-submatrix types of 3j − 2, 3j − 1 and 3j must be all distinct which contradicts the assumption that M ∈ M (2,2,2) . (In particular, it follows that (a j , 3j −2, j), (b j , 3j − 2, j), (c j , 3j−2, j), (n+j, 3j−2, j) are 1,1,1,1, (a j , 3j−1, j), (b j , 3j−1, j), (c j , 3j−1, j) are 0,0,0, and (a j , 3j, j), (b j , 3j, j), (c j , 3j, j), (n + j, 3j, j) are 1,1,1,0.) Thus, there is no (a j , b j , c j ) ∈ S entirely contained in either T 0 or T 1 .
Next, assume that there is a partition {T 0 , T 1 } of [n] such that no (a j , b j , c j ) ∈ S is entirely contained in either T 0 or T 1 . We construct a matrix M ∈ M (2,2,2) consistent with M p . In other words, we construct a partition {U e0 , U e1 } of the set of e-submatrices for each e ∈ [3] such that the values of all known entries in each of {U 10 , U 11 } × {U 20 , U 21 } × {U 30 , U 31 } are identical. Define partition {U e0 , U e1 } for each e ∈ [3] as follows:
(0) i ∈ U 1x if i ∈ T x (1) 3j −2 ∈ U 2x , 3j −1, 3j ∈ U 2x , n + j ∈ U 1x , j, m + j ∈ U 3x if {a j , b j } ⊆ T x (2) 3j ∈ U 2x , 3j −2, 3j −1 ∈ U 2x , n + j ∈ U 1x , j ∈ U 3x , m + j ∈ U 3x if {b j , c j } ⊆ T x (3) 3j ∈ U 2x , 3j −2, 3j −1 ∈ U 2x , n + j ∈ U 1x , j ∈ U 3x , m + j ∈ U 3x if {a j , c j } ⊆ T x , where x = 0 or 1. We then define matrix M by specifying its entry values for the eight partitions as in Figure 12 .
It is not difficult to verify that M as defined above is consistent with M p . (Figure 13 gives example 3-submatrices for three of the cases described above.)
CONCLUDING REMARKS
For many practical applications, algorithms in the adversary-model with a good performance are desired. The theoretical results presented in this paper seem to indicate that designing learning algorithms with a good performance guarantee for the adversary-directed model is challenging. In particular, one of our results regarding the 'cross' methods indicates that to hope for a better performance guarantee, we must design learning algorithms that go beyond the cross methods, that is, one that make use of observed data whose indices differ in many coordinates from the current tuple to be predicted. In that case, one must resolve the so-called 'credit assignment problem,' namely of deciding which coordinate was to blame for a prediction mistake. Although some progress has been made on this problem experimentally [1] , no theoretical results to date have shown that the general d-ary relations are efficiently learnable with a reasonable mistake bound. An interesting open problem is to find such an algorithm.
