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One possibility to adjust material properties to a specific need is to embed units of one substance
into a matrix of another substance. Even materials that are readily tunable during operation
can be generated in this way. In (visco)elastic substances, both the matrix material as well as
the inclusions and/or their immediate environment can be dynamically deformed. If the typical
dynamic response time of the inclusions and their surroundings approach the macroscopic response
time, their deformation processes need to be included into a dynamic macroscopic characterization.
Along these lines, we present a hydrodynamic description of (visco)elastic composite materials.
For this purpose, additional strain variables reflect the state of the inclusions and their immediate
environment. These additional strain variables in general are not set by a coarse-grained macroscopic
displacement field. Apart from that, during our derivation, we also include the macroscopic variables
of relative translations and relative rotations that were previously introduced in different contexts.
As a central point, our approach reveals and classifies the importance of a new macroscopic variable:
relative strains. We analyze two simplified minimal example geometries as an illustration.
PACS numbers: 05.70.Ln,46.05.+b,83.50.-v,83.10.-y
I. INTRODUCTION
Concrete is regarded as the most-used fabricated mate-
rial on earth [1]. It is a composite material that consists
of particulate inclusion material stuck together by a ce-
ment matrix [1, 2]. A carefully selected choice of the
inclusions serves to adjust the material properties to the
current need. The amount of possible combinations ap-
pears vast. For instance, concrete reinforcement using
vegetable fibers is discussed, motivated for instance by
environmental reasons [3]. The same principles of gener-
ating composite materials of new adjusted properties can
of course be transferred to different classes of substances.
For example, flexible polymer materials can be reinforced
using carbon nanotubes [4]. In a further step, inclusions
may be added that can be selectively addressed by ex-
ternal fields to reversibly adjust the material properties
during operation. Examples are magnetic colloidal par-
ticles in a gel matrix, which allows to control the elastic
properties by external magnetic fields [5–7].
Our focus in this manuscript is mainly on elastic and
viscoelastic (quasi-)static and dynamic properties of such
composite materials, ignoring at this time electric and
magnetic field effects. Yet, couplings to other variables
are taken into account. For this purpose, we use and ex-
tend a macroscopic hydrodynamic approach that is based
on symmetry arguments [8, 9]. Strictly speaking, this hy-
drodynamic framework applies to macroscopic variables
that do not relax in the spatially homogeneous limit.
This is true for quantities characterized by local conser-
vation laws, e.g. mass, momentum, and energy [10–12],
∗Electronic address: menzel@thphy.uni-duesseldorf.de
as well as for variables describing spontaneously broken
continuous symmetries, such as the nematic director in
nematic liquid crystals [11, 13]. In addition to that, relax-
ation processes described by other variables and degrees
of freedom may reach time scales comparable to the hy-
drodynamic one. Then, they may influence or interfere
with the macroscopic dynamics. In such situations, they
should be included on a symmetry basis into the macro-
scopic description as so-called slowly relaxing variables
[9].
In this study, we consider materials composed of more
or less elastic or viscoelastic inclusions embedded in an
elastic or viscoelastic matrix. At first glance, it seems a
little contradictory that the dynamics of small embedded
inclusions should reach the macroscopic time scales of the
overall material. Yet, for instance in polymeric materi-
als, such situations are conceivable. For example, a ma-
trix of permanently crosslinked polymer can respond in
a relatively quick and elastic way [14, 15]. In contrast to
that, the relaxation of non-permanently crosslinked but
strongly entangled polymer inclusions may reach macro-
scopic time scales [15–17]. Likewise, our theory should be
applicable to describe dynamic aspects of different kinds
of interpenetrating polymer networks [18–21].
Below, we will distinguish between three instances of
(visco)elastic strain deformation that we here refer to in
the following way: the matrix, the inclusions, and a cou-
pling zone between the two. An inspiration to include
an additional coupling zone separately came from an ex-
perimental observation on magnetic elastomers, i.e. rigid
magnetic colloidal particles embedded in a crosslinked
polymer matrix [5–7]. From x-ray microtomographic
investigations, it was concluded that the polymer in
the close vicinity of the particles got significantly less
crosslinked [22]. Also the opposite case of a stiffer im-
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2mediate particle environment can be observed [23]. Such
deviations from the bulk properties can be described by
including coupling zones. Coming back to our introduc-
tory example, coupling zones are likewise encountered in
concrete. Here, the cement matrix in the direct vicinity
of the inclusions is observed to show a porosity different
from its bulk value [2].
Other systems that explicitly show the structure re-
ferred to above are block copolymer melts and solutions
in their microphase-separated states [24–28]. Linear tri-
block copolymers are made of linear polymer chains that
exhibit three different blocks. These blocks can feature
different chemical properties [25, 27, 29]. Under mi-
crophase separation, blocks of identical chemical nature
tend to gather and to avoid the other blocks. However,
a macroscopic phase separation is not possible. On each
chain, the different blocks are linked to each other at their
ends. From this frustration, regularly arranged domains
of the dimension of the block size result. In fact, in a cer-
tain microphase-separated state, a continuous matrix can
be formed by the blocks on one end of the linear chains.
The blocks on the other end of the polymer chains can
be regularly arranged within this matrix in the form of
spherical inclusions. Finally, the central blocks on the
polymer chains can compose shells around these inclu-
sions, coupling the inclusions to the matrix [25]. Due to
different chemical properties of the different blocks, the
three zones can feature different elastic and relaxation be-
haviors. These and further microphase-separated states
[6, 24–29], e.g. regular lamellar phases, of these and other
materials may likewise be covered by variants of our de-
scription.
In part, these are very specific systems. Yet, our
approach is based on symmetry arguments and can be
transferred to any other material featuring similar pre-
requisites. If any of the three levels mentioned above does
not play a role for the macroscopic system dynamics, e.g.
strain deformations of rigid inclusions, its influence can
simply be discarded.
Thus, as a central point of our description, the different
components do not have to deform in the same way, but
may deform differently with respect to each other. This
leads to relative strains between the different compo-
nents. As we will demonstrate towards the end, the whole
theory can be set up by initially using relative strains
as macroscopic variables instead of different strains for
different components. In this way, relative strains are
introduced as a new macroscopic variable. They comple-
ment two previous hydrodynamic concepts introduced in
different contexts: on the one hand relative translations,
applied in the context of incommensurate smectic phases
and chiral smectic polymers [30, 31]; on the other hand
relative rotations, introduced to characterize nematic and
cholesteric liquid crystalline elastomers [32–35], the rhe-
ology of smectic liquid crystals [36–38], uniaxial magnetic
gels [39, 40], ferronematic and ferrocholesteric elastomers
[41, 42], and the behavior of active components in a gel-
like environment [43]. Relative translations and rotations
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FIG. 1: Illustration of relative translations. Dotted lines mark
the initial state of the system. When the surrounding matrix
is displaced in a way uma different from the displacements of
the inclusions uin, a relative translation urel = uma − uin
results.
have their meaning also in the present context, so we will
include them into our approach.
We proceed in the following way. First, in Sec. II, we
introduce the set of variables that we use specifically to
characterize the state of (visco)elastic composite materi-
als. The resulting thermodynamic relations are presented
in Sec. III. Next, we set up the static part of our macro-
scopic approach in Sec. IV. After that, in Sec. V, the
dynamic equations are derived. Then, in Sec. VI, we
demonstrate that the hydrodynamic-like theory is in ac-
cord with introducing and systematically using relative
strains as a new macroscopic variable. For illustration,
we address some reduced minimum examples of applying
the theory in Sec. VII, where also limitations of our ap-
proach are addressed. We insert a discussion in Sec. VIII,
before we conclude in Sec. IX.
II. MACROSCOPIC VARIABLES
When setting up the theory, we first encounter the hy-
drodynamic variables already familiar from the macro-
scopic description of simple fluids [12]. We will include
them below. In the following, we first outline addi-
tional, possibly slowly relaxing variables characteristic
for (visco)elastic composite materials.
A relatively intuitive variable are relative translations,
see Fig. 1. Typically, in linear elasticity theory, dis-
tortions of a material are described using the displace-
ment field u(r, t) for the volume elements at positions
r. Here, we may introduce a macroscopic displacement
field to characterize local displacements of the matrix,
uma(r, t). However, the inclusions for some reason (see,
e.g., the discussion in Sec. VIII) may be displaced in
a different way, captured by a different field uin(r, t).
If uma(r, t) 6= 0 and uin(r, t) 6= 0, but both compo-
nents are displaced in the same way, energetic contribu-
tions do not arise. In contrast to that, local differences
between both displacements, i.e., relative translations
urel(r, t) = uma(r, t) − uin(r, t), typically cost energy.
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FIG. 2: Illustration of relative rotations. Again, dotted lines
mark the initial state. Rotating the matrix in a way Ωma
different from the rotations of the inclusions Ωin leads to
relative rotations Ωrel = Ωma −Ωin.
For instance, the matrix material around the inclusions
is distorted when making place for relative translations
of the inclusions. If relaxation processes of such relative
translations are slow, it is justified to include them as
macroscopic variables into our dynamic description. It
should be noted that uin(r, t) must be perceived as a lo-
cal average over all inclusions within the volume element
at position r. In the following, the positional dependence
will not be made explicit any more.
A similar situation arises for relative rotations, as de-
picted in Fig. 2. Rotations can be described by anti-
symmetric tensors that contain the information on the
rotation axis and magnitude. We express local matrix
rotations by an antisymmetric tensor Ωma and rota-
tions of the inclusions by an antisymmetric tensor Ωin.
Here, the same reasoning as for relative translations
arises. If the inclusions are rotated in a way different
from their surrounding environment, relative rotations
Ωrel = Ωma − Ωin arise. If, for instance, matrix ma-
terial is adsorbed on or linked to the inclusion surfaces,
this leads to distortions of the matrix surrounding the
inclusions and thus costs energy. Again, if corresponding
relaxation processes are slow, relative rotations ought to
be included as a macroscopic variable in a dynamic de-
scription.
We remark an additional conceptual point. Local ro-
tations of the matrix can in principle be expressed by
the local matrix displacement field, i.e. Ωma = [∇uma −
(∇uma)T ]/2, where the superscript T marks the trans-
pose. In contrast to that, Ωin cannot in general be ob-
tained from an according macroscopic displacement field.
This is because each inclusion may rotate around its in-
dividual axis, instead of all inclusions within a volume
element rotating together around a common axis in a
rigid-body configuration. Therefore, Ωin is obtained by
averaging all rotation tensors for all inclusions within a
local volume element of the material.
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FIG. 3: Illustration of the three zones that we distinguish in
view of strain deformations: the embedding matrix material
(ma), coupling zones (co) that directly surround the inclu-
sions and couple them to the matrix, as well as the inclusions
(in) themselves.
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FIG. 4: Illustration of the three zones ma, co, and in in a
strained state. As depicted here, the three zones may deform
in different ways. However, the deformation of each zone by
itself already costs energy. Therefore, three strain variables
Uma, Uco, and Uin are introduced.
Finally, we come to the strain variables. Here, a con-
ceptual difference arises when compared to the two previ-
ous situations. (Quasi-)static translations and rotations
can only contribute to the energy of the system when dif-
ferent components are translated or rotated relatively to
each other. This is not the case for strain deformations.
Straining one individual component by itself in general
already costs energy. If the relaxation of the strain is
slow enough, a corresponding macroscopic variable ought
to be included into our dynamic description.
As motivated in Sec. I, we distinguish between three
different zones within the materials, see Fig. 3. Naturally,
the inclusions (in) are embedded in the surrounding ma-
trix (ma). In addition to that, we resolve the effect of an
explicit coupling zone (co) connecting these two compo-
nents. These coupling zones may be intentionally fabri-
cated [44, 45] or they may arise during the manufacturing
process if the matrix material on the inclusion surfaces
behaves differently from the bulk of the matrix [2, 22, 23].
When straining the material, e.g. when pulling on the
matrix from outside, the different components may be
strained in different ways, see Fig. 4. This is most con-
ceivable when we think of rigid inclusions that remain ba-
sically unstrained and then pull on the matrix from out-
side. Then the coupling zone must deform in yet another
4FIG. 5: The deformation of each inclusion can be described
by an individual strain tensor. Then, the macroscopic vari-
able Uin must be obtained by averaging over all individual
strain tensors for inclusions located within a corresponding
volume element. In contrast to that, first averaging meso-
scopic displacement fields for the inclusions leads to erroneous
results. For instance, that part of the mesoscopic displace-
ment field describing the strain deformations (indicated by the
arrows) averaged over only one inclusion vanishes for symmet-
ric strains. The same may apply by averaging over different
inclusions, for instance those parts located within the black
box.
way to accommodate the presence of the non-deformable
inclusions within the macroscopically deformed matrix.
From this consideration, it also becomes clear that the
coupling zones do not necessarily need to consist of a
different kind of material. Instead, they can equally
well serve as a simple concept to include strain inhomo-
geneities on the mesoscopic level into the overall macro-
scopic description, if necessary.
As a consequence, we include three separate symmet-
ric strain tensors Uma, Uco, and Uin into our macro-
scopic theory. The matrix strain tensor may possibly
be derived from the matrix displacement field Uma =
[∇uma + (∇uma)T ]/2 in the linear regime. However,
we remark that for polymers [31, 46, 47] and viscoelas-
tic materials in general [48, 49] this approach may al-
ready be questioned. In the present case, this approach
is not appropriate any more for our coupling zones and
inclusions, if they are mesoscopically localized. One
would, in that approach, first locally average the dis-
placements to obtain the displacement field and then,
from that displacement field, derive the strain tensor.
However, for instance during a symmetric strain defor-
mation, the displacements already vanish when averaged
over one single mesoscopic inclusion, see further Fig. 5.
Therefore, during a coarse-graining procedure underly-
ing our macroscopic description, it is not mesoscopic dis-
placement fields but directly the strains of the inclusions
that must be averaged. The macroscopic variable Uin
must be obtained by averaging over the strain tensors for
all inclusions within the corresponding volume element.
The same applies for the coupling zones.
At first glance, one might wonder, whether a descrip-
tion in terms of an additional strain tensor for the cou-
pling zone is really necessary, when relative translations
are already taken into account. However, it is readily
seen that qualitatively different situations are addressed
by these different variables. Consider, for instance, in
Fig. 3 the rigid inclusion shifted to the left by some ex-
ternal force, while the matrix is kept at rest. This cor-
responds to a relative translation. Then the coupling
zone needs to be compressed left to the inclusion, while
it gets expanded on the right side when the inclusion
pulls on it. In contrast to that, the symmetric macro-
scopic strain tensors describe symmetric situations, as
depicted in Fig. 4. There, such left-right asymmetries
cannot occur. The whole coupling zone can either be
stretched or dilated along the horizontal principal axes.
In other words, the macroscopic strain variables do not
resolve locally inhomogeneous deformations within a sin-
gle inclusion or coupling zone.
In summary, we will work with the three macroscopic
strain variables Uma, Uco, and Uin. As we will demon-
strate in Sec. VI, instead of explicitly working with dif-
ferent strain tensors, it is possible to use only one abso-
lute strain variable, e.g. Uma, and then introduce relative
strains as macroscopic variables. Such an approach sup-
plements the concepts of relative translations and relative
rotations outlined above.
III. THERMODYNAMIC RELATIONS
As a first step, we specify the functional dependence
of the total energy E of the system, which needs to be
an extensive variable [50, 51]:
E = E(M,V,G, S,Mc,MUma,MUco,MUin,
Murel,MΩrel). (1)
Here, M marks the total mass, V the total volume, G the
total momentum, and S the total entropy of the system,
while c sets the concentration of inclusions. The other
variables were introduced in Sec. II.
To connect to a local hydrodynamic field description,
the energy density  = E/V , mass density ρ = M/V ,
momentum density g = G/V , and entropy density σ =
S/V are introduced. Conjugate variables are defined as
µ =
∂E
∂M
, (2)
p = − ∂E
∂V
, (3)
vi =
∂E
∂Gi
, (4)
T =
∂E
∂S
, (5)
µ′c =
∂E
∂(Mc)
, (6)
Φxij
′ =
∂E
∂(MUxij)
, (7)
wreli
′
=
∂E
∂(Mureli )
, (8)
5W relij
′
= − ∂E
∂(MΩrelij )
, (9)
with µ the chemical potential; p the pressure; v the ve-
locity; T the temperature; µ′c a relative chemical po-
tential for the inclusions; Φx′ elastic stresses, where
x ∈ {ma, co, in}; wrel′ and Wrel′ the conjugates to
the relative translations and relative rotations, respec-
tively. Since Ux is symmetric, so must be Φx′ (x ∈
{ma, co, in}). Likewise, since Ωrel is antisymmetric, so
must be Wrel
′
.
Next, we calculate the differential of E = V using
Eqs. (1)–(9). Collecting, on the one hand, terms in dV
and, on the other hand, terms in V , we obtain
 = µ¯ρ− p+ v · g + Tσ (10)
and the Gibbs relation
d = µ¯dρ+ v · dg + Tdσ + µcdc+
∑
x
Φx : dUx
+ wrel · durel + Wrel : dΩrel, (11)
where x ∈ {ma, co, in}. Here, we have defined
µ¯ = µ+ µ′cc+
∑
x
Φx′ : Ux
+ wrel
′ · urel + Wrel′ : Ωrel (12)
and
µc = µ
′
cρ, (13)
Φx = Φx′ρ, (14)
wrel = wrel
′
ρ, (15)
Wrel = Wrel
′
ρ, (16)
with x ∈ {ma, co, in}. Similarly, combining the above
relations, we find for the differential of the pressure
dp = ρdµ¯+ g · dv + σdT − µcdc−
∑
x
Φx : dUx
−wrel · durel −Wrel : dΩrel. (17)
Finally, we note that  is a scalar and therefore must
be invariant under rigid rotations of the whole system.
From Eq. (11), this leads to the condition
2
∑
x
UxikΦ
x
kj + u
rel
i w
rel
j + 2Ω
rel
ik W
rel
kj
= 2
∑
x
UxjkΦ
x
ki + u
rel
j w
rel
i + 2Ω
rel
jkW
rel
ki , (18)
where summation over repeated indices is implied
throughout. We will make use of this relation later to
symmetrize the stress tensor.
The basic assumption of hydrodynamics is that the
above thermodynamic relations still apply locally at each
space and time point (r, t) when the system is moderately
driven out of equilibrium [9, 10, 52].
IV. STATICS
To establish the static part of the theory, we first derive
an expression for the energy density . For this purpose,
we combine our macroscopic variables by symmetry ar-
guments to corresponding contributions,
 =
1
2ρ2κρ
(δρ)2 +
T
2CV
(δσ)2 +
γ
2
(δc)2
+
1
ραS
(δρ)(δσ) + βρ(δρ)(δc) + βσ(δσ)(δc)
+
1
2ρ
gigi
+
∑
x
[
χx,ρij U
x
ij(δρ) + χ
x,σ
ij U
x
ij(δσ) + χ
x,c
ij U
x
ij(δc)
]
+
1
2
∑
x
cxijklU
x
ijU
x
kl +
1
2
∑
x,y;x 6=y
cx,yijklU
x
ijU
y
kl
+
1
2
diju
rel
i u
rel
j +
1
2
DijklΩ
rel
ij Ω
rel
kl , (19)
where we have implicitly defined cy,xijkl = c
x,y
ijkl (x, y ∈
{ma, co, in}).
Here, we only consider terms up to quadratic order,
in accord with our overall scope of a linearized dynamic
description. The parameter κρ denotes the compressibil-
ity, CV the specific heat, αS a volume expansion coeffi-
cient, while γ, βρ, and βσ are similar coefficients related
to changes in concentration [9]. Next, the coefficients
χx,ρij , χ
x,σ
ij , and χ
x,c
ij describe the coupling of the strains
of the different components to variations in density, en-
tropy, and concentration, respectively. Deformation en-
ergies of the different components are characterized by
cxijkl [53], where here couplings between the strains of dif-
ferent components are possible as given by cx,yijkl. Finally,
dij and Dijkl quantify the energetic contributions of rel-
ative translations and relative rotations, respectively.
Confining ourselves for simplicity and brevity to
isotropic systems in the present approach, we expand the
listed material tensors as
χx,ρij = χ
x,ρδij , (20)
χx,σij = χ
x,σδij , (21)
χx,cij = χ
x,cδij , (22)
cxijkl =
1
2
cx1 (δikδjl + δilδjk) + c
x
2δijδkl, (23)
cx,yijkl =
1
2
cx,y1 (δikδjl + δilδjk) + c
x,y
2 δijδkl, (24)
dij = dδij , (25)
Dijkl =
1
2
Drijrkl =
1
2
D (δikδjl − δilδjk) , (26)
where δij marks the Kronecker delta and ijk the Levi-
Civita tensor.
In principle, also terms coupling Ωrel to δρ, δc, δσ, and
Ux (x ∈ {ma, co, in}) are allowed by symmetry. How-
ever, since Ωrel is antisymmetric (and Ux is symmetric),
they vanish.
6Following Eqs. (11) and (19), we find for the conjugate
variables
µ¯ =
∂
∂ρ
=
1
ρ2κρ
(δρ) +
1
ραS
(δσ) + βρ(δc)
+
∑
x
χx,ρUxii, (27)
T =
∂
∂σ
=
T
CV
(δσ) +
1
ραS
(δρ) + βσ(δc)
+
∑
x
χx,σUxii, (28)
µc =
∂
∂c
= γ(δc) + βρ(δρ) + βσ(δσ)
+
∑
x
χx,cUxii, (29)
vi =
∂
∂gi
=
1
ρ
gi, (30)
Φxij =
∂
∂Uxij
= cxijklU
x
kl +
∑
y;y 6=x
cx,yijklU
y
kl
+ χx,ρδij(δρ) + χ
x,σδij(δσ)
+ χx,cδij(δc), (31)
wreli =
∂
∂ureli
= d ureli , (32)
W relij = −
∂
∂Ωrelij
= −DΩrelij , (33)
where not all tensors have been expanded in favor of
brevity.
V. DYNAMICS
In the next step, we turn to the dynamics of the sys-
tem. For this purpose, currents g = ρv, jσ, jc, σ, and
j are introduced in the context of conservation laws and
quasi-currents Yx (x ∈ {ma, co, in}), q, and Q in the
remaining cases:
∂tρ+∇iρvi = 0, (34)
∂tσ +∇iσvi +∇ijσi =
R
T
, (35)
∂tc+ vi∇ic+∇ijci = 0, (36)
∂tgi +∇jgivj +∇jσij = 0, (37)
∂t+∇i [(+ p)vi] +∇iji = 0, (38)
∂tU
x
ij + vk∇kUxij + Y xij = 0, (39)
∂tu
rel
i + vj∇jureli + qi = 0, (40)
∂tΩ
rel
ij + vk∇kΩrelij +Qij = 0. (41)
R denotes the entropy production rate, where we require
R = 0 for reversible and R > 0 for irreversible processes.
Since the energy density is related to the other variables
by the Gibbs relation Eq. (11), we do not need to ex-
plicitly keep track of the energy conservation law in the
following [51].
Inserting these equations into the Gibbs relation
Eq. (11), we find
R = − jσi ∇iT − jci∇iµc − σ′ij∇jvi
+
∑
x
ΦxijY
x
ji + w
rel
i qi +W
rel
ij Qji, (42)
except for a divergence term that does not need to be
considered in the following [51]. In this context, using
Eq. (10), we have defined
σij = σ
′
ij + pδij . (43)
Eq. (42) identifies the generalized forces ∇T , ∇µc, ∇v,
Φx (x ∈ {ma, co, in}), wrel, and Wrel.
Next, we split our currents into reversible and dissipa-
tive parts,
jσi = j
σ,rev
i + j
σ,dis
i , (44)
jci = j
c,rev
i + j
c,dis
i , (45)
σ′ij = σ
′ rev
ij + σ
′ dis
ij , (46)
Y xij = Y
x,rev
ij + Y
x,dis
ij , (47)
qi = q
rev
i + q
dis
i , (48)
Qij = Q
rev
ij +Q
dis
ij , (49)
where the reversible currents need to respect R = 0 when
inserted into Eq. (42), while the dissipative parts must
satisfy R ≥ 0.
A. Reversible dynamics
The reversible parts of the currents are constructed by
symmetry arguments from the generalized forces. For
macroscopic variables that are even (odd) under time re-
versal, the corresponding reversible currents must be odd
(even) [9].
We first list our results and then add some explana-
tions:
jσ,revi = 0, (50)
jc,revi = 0, (51)
σ′ revij = a
[
2
∑
x
UxikΦ
x
kj + u
rel
i w
rel
j + 2Ω
rel
ik W
rel
kj
]
−
∑
x
bxΦxij , (52)
Y x,revij = a
[
Uxik(∇jvk) + Uxjk(∇ivk)
]− bxAij , (53)
qrevi = a u
rel
j (∇ivj), (54)
Qrevij = a
[
Ωrelik (∇jvk)− Ωreljk (∇ivk)
]
. (55)
In the derivation of the above expressions, we used that
Ux and Φx are symmetric (x ∈ {ma, co, in}), whereas
Ωrel and Wrel are antisymmetric. Moreover, to maintain
7the symmetry of Ux, only symmetrized terms may enter
the right-hand side of Eq. (53). Therefore, we here need
to include the symmetrized velocity gradient tensor A,
where
Aij = (∇ivj +∇jvi) /2. (56)
Similarly, the antisymmetry of Ωrel must be maintained.
Therefore the right-hand side of Eq. (55) must be anti-
symmetric and Aij may not enter.
Our scope is to present the linearized part of the
theory. Nevertheless, we have added some of the
possible nonlinear couplings in Eqs. (52)–(55). The
nonlinear coupling terms UxikΦ
x
kj in σ
′ rev
ij as well as(
Uxik∇jvk + Uxjk∇ivk
)
in Y x,revij (x ∈ {ma, co, in})
are included to connect with a previous systematic,
symmetry-based, and generalized nonlinear approach
to one-component viscoelastic systems [46–49, 54, 55].
There, they resulted from the requirement that the
physics be independent of the orientation of the system
(as long as external fields are absent or likewise reori-
ented) [48, 49, 55]. For a = 1, the form ∂tU
x
ij+vk∇kUxij+
Uxik(∇jvk)+Uxjk(∇ivk) resulting from Eqs. (39) and (53)
is typically referred to as the lower convected derivative
[54, 55].
In parallel to Eq. (53) and in view of angular momen-
tum conservation, according nonlinear terms were like-
wise included in Eqs. (54) and (55). At first glance, these
nonlinear contributions could enter with a different cou-
pling coefficient in each equation. Here, we set them
identical to satisfy the requirement that angular momen-
tum be conserved. For this purpose, it must be possible
to formulate the stress tensor in a symmetric form [8].
Eq. (18) is applied to this end. It requires the same co-
efficient, called a in the above expressions, on all these
terms. After symmetrization, the reversible part of the
stress tensor reads
σ′ revij = a
[∑
x
(
UxikΦ
x
kj + U
x
jkΦ
x
ki
)
+
1
2
(
ureli w
rel
j + u
rel
j w
rel
i
)
+ Ωrelik W
rel
kj + Ω
rel
jkW
rel
ki
]
−
∑
x
bxΦxij . (57)
In Refs. 48 and 49, for a one-component system, it was
demonstrated by explicit calculation that a = 1 and the
corresponding bx = 1, based on symmetry arguments.
The calculation assumes that a displacement field exists.
In our minimal examples below, we only consider the
linear contributions. There we set all bx equal and scale
them out or we set some of them to zero when at one
point we decouple the system.
We remark that an additional antisymmetric contri-
bution fRij in Eq. (55), with Rij = (∇ivj −∇jvi) /2,
would maintain the antisymmetric nature of Ωrel. How-
ever, this implies an antisymmetric contribution fWij to
σ′ revij that may enable changes in angular momentum.
Such a situation appears plausible when, for instance,
rotational torques are applied on anisotropic inclusions
by external fields, see also the discussion in Sec. VIII. If
relative rotations cost energy, such torques will be trans-
mitted to the whole material and induce rotational mo-
tion.
B. Dissipative dynamics
Finally, the dissipative parts of the currents are ob-
tained by first expanding the entropy production rate R
into the generalized forces. Using symmetry arguments,
we obtain
2R = κij(∇iT )(∇jT ) +Dij(∇iµc)(∇jµc)
+ 2D
(T )
ij (∇iT )(∇jµc)
+ νijkl(∇ivj)(∇kvl)
+
∑
x
ζxijklΦ
x
ijΦ
x
kl +
∑
x,y;x 6=y
ζx,yijklΦ
x
ijΦ
y
kl
+ ξrelij w
rel
i w
rel
j
+ 2ξrel,Tij w
rel
i (∇jT ) + 2ξrel,cij wreli (∇jµc)
+ υijklW
rel
ij W
rel
kl . (58)
In this expression, the coefficients κij are related to heat
conduction [9], Dij and D
(T )
ij describe diffusion and ther-
modiffusion [9, 56–60], respectively, while νijkl comprise
the viscosities [9]. Next, the coefficients ζxijkl include ir-
reversible relaxation processes of strains [51, 61], e.g. due
to disentanglement of intertwined high-molecular-weight
polymer chains [16, 17]. In our three-component system,
couplings between the stresses of the different compo-
nents are possible, represented by the coefficients ζx,yijkl.
Dissipative relaxation of relative translations may occur
as described by the coefficients ξrelij , where couplings to
temperature and concentration gradients are possible as
given by ξrel,Tij and ξ
rel,c
ij . Finally, potential dissipative
relaxation of relative rotations is characterized by υijkl
in the present framework.
As before, considering for simplicity an isotropic sys-
tem, the coefficient tensors are expanded as
κij = κδij , (59)
Dij = Dδij , (60)
D
(T )
ij = D
(T )δij , (61)
νijkl =
1
2
ν1 (δikδjl + δilδjk) + ν2δijδkl, (62)
ζxijkl =
1
2
ζx1 (δikδjl + δilδjk) + ζ
x
2 δijδkl, (63)
ζx,yijkl =
1
2
ζx,y1 (δikδjl + δilδjk) + ζ
x,y
2 δijδkl, (64)
ξrelij = ξ
relδij , (65)
8ξrel,Tij = ξ
rel,T δij , (66)
ξrel,cij = ξ
rel,cδij , (67)
υijkl =
1
2
υ rijrkl =
1
2
υ (δikδjl − δilδjk) . (68)
In principle, couplings between Wrel and Φx (x ∈
{ma, co, in}) would be allowed by symmetry in Eq. (58).
Yet, since Wrel is antisymmetric and the Φx are sym-
metric, these terms vanish.
Systematically taking derivatives of R with respect to
the generalized forces as prescribed by Eq. (42), we find
for the dissipative parts of the currents:
jσ,disi = −
∂R
∂(∇iT )
= − κ(∇iT )−D(T )(∇iµc)− ξrel,Twreli , (69)
jc,disi = −
∂R
∂(∇iµc)
= −D(∇iµc)−D(T )(∇iT )− ξrel,cwreli , (70)
σ′ disij = −
∂R
∂(∇jvi) = − νijkl(∇kvl), (71)
Y x,disij =
∂R
∂Φxij
= ζxijklΦ
x
kl +
∑
y;y 6=x
ζx,yijklΦ
y
kl, (72)
qdisi =
∂R
∂wreli
= ξrelwreli + ξ
rel,T (∇iT ) + ξrel,c(∇iµc), (73)
Qdisij = −
∂R
∂W relij
= − υW relij . (74)
Again, in favor of brevity not all tensors have been ex-
panded. This list of dissipative currents completes our
macroscopic description.
VI. RELATIVE STRAINS
Let us now come back to our claim that the theory
can be formulated using as macroscopic variables the rel-
ative strains between the components. For brevity, let us
here only consider a matrix component and inclusions,
neglecting the influence of the coupling zones. That is,
in the above description all variables carrying the super-
script co are set to zero.
We start from the pure strain part str in the energy
density  in Eq. (19),
str =
1
2
cmaijklU
ma
ij U
ma
kl +
1
2
cinijklU
in
ij U
in
kl + c
ma,in
ijkl U
ma
ij U
in
kl ,
(75)
and rewrite it as
˜str =
1
2
cijklU
ma
ij U
ma
kl +
1
2
D
(1)
ijklU
rel
ij U
rel
kl
+D
(2)
ijklU
ma
ij U
rel
kl . (76)
In this context we have defined the new variable of rela-
tive strains
Urel = Uma −Uin (77)
as well as the coefficient tensors
cijkl = c
ma
ijkl + 2c
ma,in
ijkl + c
in
ijkl, (78)
D
(1)
ijkl = c
in
ijkl, (79)
D
(2)
ijkl = −
(
cma,inijkl + c
in
ijkl
)
. (80)
From Eq. (76) we infer one important difference between
the new macroscopic variables of relative strains and the
previously introduced variables of relative translations
[30, 31] and relative rotations [32–43]. In the latter cases,
only the relative translations and relative rotations be-
tween the two components cost energy. However, when
considering strains, already the deformation of one of the
components by itself contributes to the energy density.
This is why, in addition to the relative strains between
the components, we also find one absolute strain variable
in Eq. (76), here chosen to be Uma.
Eq. (77) sets the concept. The objective of the whole
remaining section is to demonstrate that instead of ini-
tially using the absolute strains Uma and Uin as macro-
scopic variables, one could have equally proceeded by
building the theory on Uma and Urel. For this purpose,
we reformulate all remaining corresponding expressions
accordingly.
First, let us rewrite the couplings of Uma and Uin to
the scalars δρ, δσ, and δc in Eq. (19) as
˜χ =
∑
z∈{ρ,σ,c}
[
χ˜ma,zij U
ma
ij (δz) + χ˜
rel,z
ij U
rel
ij (δz)
]
, (81)
where we have defined
χ˜ma,zij = χ
ma,z
ij + χ
in,z
ij , (82)
χ˜rel,zij = − χin,zij , (83)
with z ∈ {ρ, σ, c}.
Turning now to the conjugate variables, we expand
χ˜ma,zij = χ˜
ma,zδij , (84)
χ˜rel,zij = χ˜
rel,zδij , (85)
in analogy to Eqs. (20)–(22), where again z ∈ {ρ, σ, c}.
As a consequence, the strain-dependent parts in µ¯, T ,
and µc now read
µ¯χ,str = χ˜ma,ρUmaii + χ˜
rel,ρUrelii , (86)
Tχ,str = χ˜ma,σUmaii + χ˜
rel,σUrelii , (87)
µχ,strc = χ˜
ma,cUmaii + χ˜
rel,cUrelii . (88)
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strains Uma and Urel, respectively, are now obtained
from Eqs. (76) and (81) as
Φ˜maij =
∂ (˜str + ˜χ)
∂Umaij
= cijklU
ma
kl +D
(2)
ijklU
rel
kl +
∑
z∈{ρ,σ,c}
χ˜ma,zij (δz)
= (cmaijkl + c
ma,in
ijkl )U
ma
kl + (c
ma,in
ijkl + c
in
ijkl)U
in
kl
+
∑
z∈{ρ,σ,c}
[
χma,zij (δz) + χ
in,z
ij (δz)
]
= Φmaij + Φ
in
ij , (89)
Φ˜relij =
∂ (˜str + ˜χ)
∂Urelij
= D
(1)
ijklU
rel
kl +D
(2)
ijklU
ma
kl +
∑
z∈{ρ,σ,c}
χ˜rel,zij (δz)
= − cma,inijkl Umakl − cinijklU inkl −
∑
z∈{ρ,σ,c}
χin,zij (δz)
= − Φinij , (90)
where we used Eqs. (77)–(80), (82), and (83) to connect
to the previous expressions in Eq. (31).
The dynamics for Uma and Urel is directly obtained
from Eqs. (39) as the equation for Uma and by subtract-
ing from it the equation for Uin, respectively:
∂tU
ma
ij + vk∇kUmaij + Y maij = 0, (91)
∂tU
rel
ij + vk∇kUrelij + Y relij = 0. (92)
Here, we introduced
Yrel = Yma −Yin, (93)
where for the reversible part it directly follows via the
corresponding subtraction in Eqs. (53) that
Y rel,rev = a
[
Urelik (∇jvk) + Ureljk (∇ivk)
]− brelAij , (94)
with
brel = bma − bin. (95)
Concerning the corresponding reversible parts of the
stress components σ′ revij in Eq. (57), it is straightforward
to show that
a
[
Umaik Φ
ma
kj + U
ma
jk Φ
ma
ki + U
in
ik Φ
in
kj + U
in
jkΦ
in
ki
]
− bmaΦmaij − binΦinij
= a
[
Umaik Φ˜
ma
kj + U
ma
jk Φ˜
ma
ki + U
rel
ik Φ˜
rel
kj + U
rel
jk Φ˜
rel
ki
]
− bmaΦ˜maij − brelΦ˜relij . (96)
Therefore, the stress tensor is consistently insensitive to
whether we use as macroscopic variables Uma and Uin
with the conjugate variables Φma and Φin, or rather Uma
and Urel with the conjugate variables Φ˜ma and Φ˜rel.
Finally, we must check whether also the dissipative
parts of the quasi-currents comply with Eqs. (91)–(93).
For this purpose, similarly to reconsidering the strain-
dependent part of the energy density as in Eq. (76), we
rewrite the Φ-dependent part of the entropy production
rate R in Eq. (58) as
2R˜Φ = ζ˜maijklΦ˜
ma
ij Φ˜
ma
kl + 2ζ˜
ma,rel
ijkl Φ˜
ma
ij Φ˜
rel
kl + ζ˜
rel
ijklΦ˜
rel
ij Φ˜
rel
kl .
(97)
From this expression, we indeed find
Y ma,disij =
∂R˜Φ
∂Φ˜maij
= ζ˜maijklΦ˜
ma
kl + ζ˜
ma,rel
ijkl Φ˜
rel
kl
= ζmaijklΦ
ma
kl + ζ
ma,in
ijkl Φ
in
kl
= Y ma,disij , (98)
Y rel,disij =
∂R˜Φ
∂Φ˜relij
= ζ˜ma,relijkl Φ˜
ma
kl + ζ˜
rel
ijklΦ˜
rel
kl
= ζmaijklΦ
ma
kl + ζ
ma,in
ijkl Φ
in
kl
− ζma,inijkl Φmakl − ζinijklΦinkl
= Y ma,disij − Y in,disij , (99)
in agreement with Eq. (93), where we compared with
Eqs. (72) in both cases. The following relations between
the coefficient tensors result from these comparisons:
ζ˜maijkl = ζ
ma
ijkl, (100)
ζ˜ma,relijkl = ζ
ma
ijkl − ζma,inijkl , (101)
ζ˜relijkl = ζ
ma
ijkl − 2ζma,inijkl + ζinijkl. (102)
In summary, our analysis in this section demonstrates
that relative strains can be introduced and used as ap-
propriate macroscopic variables. Instead of building
our symmetry-based description on solely the absolute
strains, involving relative strains is an equally valid ap-
proach. That is, working with the macroscopic variables
Uma and Urel instead of Uma and Uin throughout our
derivation in Secs. III–V leads to an equivalent formula-
tion of the theory. Depending on the situation, it can be
more intuitive to describe effects that directly originate
from strain differences between individual components
using the variables of relative strains. In this way, we
have amended the sequence of relative macroscopic vari-
ables, i.e. relative translations and relative rotations, by
yet another member in the form of relative strains, with
differences as mentioned below Eq. (80).
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FIG. 6: Illustration of our first minimal example geometry: a
spatially homogeneous uniaxial extension along the x direc-
tion. The deformation is driven by a volume-conserving flow
field v(r) as indicated by the arrows and given by Eq. (103).
To preserve its volume, the system must contract from the
sides, i.e. along the y and z directions.
VII. MINIMAL EXAMPLES
To illustrate the background of our description, we con-
sider in the following two minimal example geometries.
For this purpose, we concentrate on the central part of
our theory, which is the coupling between different strain
fields and possible relative strains between them.
For simplicity, we confine ourselves to linear terms. We
neglect changes in density, entropy, and concentration,
i.e., we set δρ = δσ = δc = 0. Moreover, we consider
all components of the material to conserve their volume.
Thus Uxii = 0 (x ∈ {ma, co, in}) and ∇ ·v = 0. Under all
these assumptions, we neglect relative translations urel
and relative rotations Ωrel, and we focus on the strain
variables Ux.
A. Uniaxial extension for elastic matrix,
viscoelastic coupling zones, and rigid inclusions
As a first example we address the situation outlined al-
ready above and observed in recent experiments [22]. An
elastic permanently crosslinked polymer matrix contains
embedded rigid colloidal particles. Due to their rigidity,
we do not take into account the strains Uin of these in-
clusions as a slowly relaxing macroscopic variable. That
is, we confine ourselves to the strains Uma and Uco. In
the situation of Ref. [22], it was observed experimentally
that the strain deformations of the coupling zones sur-
rounding the inclusions were not completely reversible.
For simplicity, we consider spatially homogeneous uni-
axial extensions along the x direction of our Cartesian
coordinate system, see Fig. 6, imposed by a correspond-
ing velocity field of the type
v(r) =
 A(t)x− 12A(t)y
− 12A(t)z
 . (103)
A(t) sets the time-dependent amplitude of the flow field.
To preserve its volume, the system must contract from
the sides, leading to the contributions along the y and z
directions.
We assume both matrix and coupling zones to de-
form instantaneously with our imposed flow fields, i.e.
bma 6= 0 6= bco in Eqs. (53). In both cases, this leads to
stresses Φx = cx1U
x, see Eqs. (23) and (31), where we
only consider elastic coefficients cx1 6= 0 (x ∈ {ma, co}).
The matrix can only react reversibly and elastically to
the externally imposed deformations, ζma1 = 0, whereas
the stresses within the less crosslinked coupling zones can
decay through irreversible rearrangements, e.g. disentan-
glements, thus ζco1 6= 0 in Eqs. (63) and (72).
Under all these assumptions, the remaining dynamic
equations under consideration resulting from Eqs. (39)
read
∂tU
ma = bmaA, (104)
∂tU
co = bcoA− cco1 ζco1 Uco, (105)
where
A =
 A(t) 0 00 − 12A(t) 0
0 0 − 12A(t)
 . (106)
The stress σ′ resulting via Eq. (57) from the described
deformations reads
σ′ = − bmaΦma − bcoΦco − ν1A. (107)
This is the stress exerted by the system. In other words,
the applied stress necessary to achieve the deformations
is −σ′.
For simplicity, we here set cco1 = c
ma
1 as well as b
co =
bma, and we measure all times in units of 1/cma1 ζ
ma
1 ,
the velocity amplitude A(t) in units of cma1 ζ
ma
1 /b
ma, the
stress σ′ in units of cma1 bma, as well as the viscosity ν1
in units of (bma)2/ζma1 .
We start our considerations at time t = 0 and impose
two rectangular pulses onto the velocity amplitude,
A(t) =

A, 0 ≤ t < tp,
0, tp ≤ t < 12T,
−A, 12T ≤ t < 12T + tp,
0, 12T + tp ≤ t,
(108)
with A the constant amplitude, tp the duration of each
pulse, and T/2 the time between the onsets of the two
pulses, see also Fig. 7 (a).
For the time intervals given in Eq. (108) and using our
rescaled units, we obtain, respectively,
Umaxx =

At,
Atp,
A
(
1
2T + tp − t
)
,
0,
(109)
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FIG. 7: Results for the uniaxial extension illustrated in Fig. 6.
A velocity field v(r) [see Fig. 6 and Eq. (103)] is applied with
an amplitude A(t) as displayed in panel (a) showing two op-
posite rectangular pulses. (b) The matrix deformation is com-
pletely reversible, see Eq. (109). (c) In contrast to that, ex-
ponential relaxation of the strain takes place in the coupling
zones, see Eq. (110), leading to the inverted strain upon the
impact of the sudden inverted pulse of deformation. (d) From
the different behaviors of the two components, relative strains
Urel = Uma−Uco arise between them. (e) Likewise, the signs
of the stresses change upon the inverse second pulse, leading
to oppositely oriented external forces necessary to keep the
system in its prescribed state. If the viscosity ν1 is non-zero
(here ν1 = 0.05), additional stresses result for non-vanishing
velocities v(r). The vertical dashed lines mark the times tp
after which the first pulse ends, T/2 when the second pulse is
switched on, and T/2 + tp after which the second pulse ends.
together with
U coxx =

A
(
1− e−t),
A
(
e−(t−tp) − e−t),
A
(
e−(t−tp) − e−t − 1 + e−(t− 12T )),
A
(
e−(t−tp) − e−t
− e−(t−( 12T+tp)) + e−(t− 12T )).
(110)
These quantities, together with the resulting relative
strain Urelxx = U
ma
xx − U coxx and the stress components
σ′xx, are plotted in Fig. 7 (b)–(e). Corresponding expres-
sions for the y and z directions follow with A replaced by
−A/2.
The results depicted in Fig. 7 (b)–(e) allow a very il-
lustrative interpretation. When the material is deformed
due to the imposed velocity field, both matrix and cou-
pling zones directly and instantaneously deform accord-
ingly. The matrix reacts in a completely elastic and re-
versible way. That is, its strain deformation can only
be reversed by imposing the inverse velocity field dur-
ing the second, inverse pulse [Fig. 7 (b)]. In contrast
to that, the strain of the coupling zones decays via ir-
reversible processes [Fig. 7 (c)], e.g. via disentanglement
of polymer chains. This leads to relative strains between
the two components [Fig. 7 (d)] and reduces the nec-
essary stress to keep the whole material in the overall
strained state [Fig. 7 (e)]. When the strain of the ma-
trix is reversed during the second, inverse pulse, the cou-
pling zones have to some extent already relaxed their
initial strain deformation. Then, the inverse pulse that
reverses and releases the matrix strain leads to an effec-
tive compression of the coupling zones [Fig. 7 (c)]. We
remark that the relative strain between the two compo-
nents remains approximately constant during this short
pulse [Fig. 7 (d)]. The compressed coupling zones now
oppose to the strain-released state of the matrix. Thus
the overall stress switches its sign [Fig. 7 (e)]. A compres-
sive stress is necessary to keep the overall material in the
state of released matrix strain. Afterwards, this stress
again decays due to the decay of strain in the coupling
zones [Fig. 7 (c)].
As demonstrated in Sec. VI, approaching the situation
either via Uma and Uco [Fig. 7 (b) and (c)] or via Uma
and Urel [Fig. 7 (b) and (d)] is completely equivalent.
In some respects, the description using relative strains
is more illustrative. The relative strains simply decay
too slowly to change significantly while the inverse pulse
is applied [Fig. 7 (d)]. This is why the less stretched
coupling zones are driven into the compressed state. Af-
terwards, the relative strains slowly relax.
B. Poiseuille flow for (visco)elastic composite
materials
As a second minimal example, we consider the geom-
etry of a Poiseuille channel geometry, see Fig. 8. There,
the material is confined between two parallel plates of
separation distance Dch. The plates are oriented with
their normals along the z direction of our Cartesian co-
ordinate system. Vanishing velocity (v = 0) is imposed
on the plate surfaces, that is for z = ±Dch/2. In con-
trast to that, we assume the system to be effectively con-
fined in the y direction by rigid walls that allow slippage
(v 6= 0) on their surfaces without any friction. Along the
x direction, which will be our flow direction, the system
is of significantly larger dimension than Dch. Boundary
effects at the channel ends will not be taken into account.
Overall, with all these assumptions, the flow of the
material is considered to be confined to the x direction,
spatially homogeneous in x and y directions. That is,
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FIG. 8: Illustration of our second minimal example geometry:
a Poiseuille channel flow. Two parallel plates are separated by
a distance Dch. The inner surfaces of these plates are located
at z = ±Dch/2. On these plate surfaces, we impose v = 0. In
contrast to that, free slippage is allowed on confining plates
with normals along the y direction. A flow v(r) is excited,
possibly by an externally applied pressure gradient parallel to
the x direction.
v(r, t) = vx(z, t)xˆ. Next, we apply from outside a time-
dependent pressure gradient (∇p)(t) = (∂xp)(t)xˆ along
the channel parallel to the x direction. Under our as-
sumptions, this pressure gradient shall be spatially ho-
mogeneous within our material. Alternatively, one may
think of a spatially homogeneous gravitational bulk vol-
ume force. Its influence on the material can be switched
by turning the system in the gravitational field. As a
consequence, the only components of the strain tensors
to be taken into account are the Urxz = U
r
zx shear com-
ponents (r ∈ {ma, co, in}; to avoid confusion with the
spatial coordinates we here switch to superscripts r and
s).
Using our assumptions and simplifications, we infer the
dynamic equations for the velocity vx and shear strains
Urzx from Eqs. (23), (24), (31), (37), (39), (43), (46), (47),
(53), (57), (62)–(64), (71), and (72). Let us first briefly
address the case of ζr1 = ζ
r,s
1 = 0. That is, there are no
irreversible contributions to the strain deformations via
the dissipative quasi-currents in Eqs. (72).
Measuring time in units of ν1/c
ma
1 , space in units of
ν1/
√
ρcma1 , velocity in units of
√
cma1 /
√
ρbma, pressure
in units of cma1 /b
ma, as well as c
r(,s)
1 and b
r in units of
cma1 /(b
ma)2 and bma, respectively, and as a consequence
stresses Φr in units of cma1 /(b
ma)2, we find the dynamic
equations
∂tvx = − ∂xp+
∑
r
br∂zΦ
r
zx +
1
2
∂2zvx, (111)
∂tU
r
zx =
1
2
br∂zvx, (112)
where
Φrzx = c
r
1U
r
zx +
∑
s6=r
cr,s1 U
s
zx, (113)
bma = cma1 = 1, and r, s ∈ {ma, co, in}.
Fig. 9 illustrates the process of suddenly switching on
an external pressure gradient ∂xp = −0.1 at time t = 0
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FIG. 9: Response of the system illustrated in Fig. 8 to an
external pressure gradient ∂xp = −0.1 suddenly switched on
at t = 0. The strain deformations are completely reversible
in this case, i.e. ζr1 = ζ
r,s
1 = 0, such that the system is de-
scribed by Eqs. (111)–(113). For simplicity, we set cr1 = 1 = b
r
and cr,s1 = 0 (r, s ∈ {ma, co, in}). (a) Time evolution of the
quantities v¯x(t) and U¯
r
zx(t) averaged across the channel as
described in the text. The spatial profiles for vx(z, t) and
Urzx(z, t) are plotted at different times (b) t = 4, (c) t = 8.265,
(d) t = 12.25, and (e) t = 145, as indicated by the dotted lines
in panel (a).
in a system previously at rest. For simplicity, we here set
in this qualitative demonstration cr1 = 1 = b
r and cr,s1 =
0 (r, s ∈ {ma, co, in}), which is why the strain curves
for different r collapse. In Fig. 9 (a), we plot the time
evolution of the velocity component vx(z, t) averaged over
the channel width, i.e. v¯x(t) =
∫Dch/2
−Dch/2 vx(z, t) dz/Dch.
Since the strain deformations Urzx(z, t) are antisymmetric
with respect to the channel center at z = 0, we instead
use U¯rzx(t) =
∫ 0
−Dch/2 [U
r
zx(z, t)− Urzx(−z, t)] dz/Dch to
quantify the time evolution of the overall strains in the
system.
The negative pressure gradient tends to push the sys-
tem to the right in the set-up depicted in Fig. 8. Its sud-
den application at t = 0 leads to an acceleration of the
system, inducing the initial growth of v¯x(t) in Fig. 9 (a).
A snapshot of the velocity and strain profiles is depicted
in Fig. 9 (b). However, the growing strains in the system
due to the no-slip boundary conditions at z = ±Dch/2
lead to counteracting decelerating stresses via Eqs. (113).
As a consequence, the system comes to rest at maximum
overall distortion, see Fig. 9 (a) and the corresponding
profiles in Fig. 9 (c). Obviously, the system overshoots a
possible balance between the external pressure gradient
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and the induced stresses as found at later times. The ve-
locity then reverses, see Fig. 9 (a) and associated profiles
in Fig. 9 (d). In this way, the system oscillates around the
new equilibrium point. Yet, the oscillation amplitude de-
creases due to the viscous damping described by the last
term in Eq. (111). Finally, the system approaches a static
distorted state close to the profile depicted in Fig. 9 (e).
In analogy, when the external pressure gradient is sud-
denly switched off again at a later time, all strains reverse
to zero in an oscillatory fashion (not shown).
Next, we allow for dissipative processes described by
the coefficients ζ
r(,s)
1 in Eqs. (63), (64), and (72). That is,
induced strains may decay due to irreversible processes.
An example process is disentangling of polymer chains
[16, 17] in polymer melts or weakly crosslinked polymeric
systems.
Measuring time in units of 1/cma1 ζ
ma
1 , space in units of
bma/ζma1
√
ρcma1 , velocity in units of
√
cma1 /ρ, pressure in
units of cma1 b
ma, the viscosity ν1 in units of (b
ma)2/ζma1 ,
as well as c
r(,s)
1 , ζ
r(,s)
1 , and b
r in units of cma1 , ζ
ma
1 , and
bma, respectively, and as a consequence stresses Φr in
units of cma1 , we find the dynamic equations
∂tvx = − ∂xp+
∑
r
br∂zΦ
r
zx +
1
2
ν1∂
2
zvx, (114)
∂tU
r
zx =
1
2
br∂zvx − ζr1Φrzx −
∑
s6=r
ζr,s1 Φ
s
zx, (115)
where
Φrzx = c
r
1U
r
zx +
∑
s6=r
cr,s1 U
s
zx, (116)
bma = ζma1 = c
ma
1 = 1, and r, s ∈ {ma, co, in}.
At this point, let us turn to an example that shows the
limitations of the present formulation of our approach.
Yet, this simple example also reveals how the present
formulation must be extended to include still more gen-
eral situations, and which practical cases are represented
by our current description.
We again consider a scenario where at t = 0 the ex-
ternal pressure gradient is suddenly switched on to a
non-vanishing value, here ∂xp = −0.02. Once more,
we set for simplicity cr1 = 1 = b
r and cr,s1 = ζ
r,s
1 = 0
(r, s ∈ {ma, in, co}). However, the coefficients control-
ling the dissipative quasi-currents in the dynamic strain
equations are now chosen as ζma = 1, ζco = 0.5, and
ζin = 0. The time evolution of the resulting velocity
and strains averaged across the channel are shown in
Fig. 10 (a).
In view of the chosen values for ζr1 , we might think,
for instance, of a non-permanently crosslinked polymer
matrix that contains localized elastic inclusions. In that
case, our intuition would guide us to an ultimately non-
vanishing net flow through the channel, down the exter-
nal pressure gradient. This flow should be caused by the
continuous disentangling processes within the polymer
matrix described by ζma1 6= 0. However, we observe in
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FIG. 10: Response of the set-up in Fig. 8 to an external pres-
sure gradient ∂xp = −0.02 suddenly switched on at t = 0. The
system is described by Eqs. (114)–(116), where we set ζr,s1 = 0
and ν1 = 1 (r, s ∈ {ma, co, in}). In the first case (a) the flow
field is directly coupled to all zones (br = 1), while the “inclu-
sions” respond in a perfectly elastic reversible way (ζma1 = 1,
ζco1 = 0.5, ζ
in
1 = 0, c
r
1 = 1, c
r,s
1 = 0). Then the overall flow
finally ceases. In the second case (b) there is no direct cou-
pling between the flow field and the coupling zones or inclu-
sions (bma = 1, bco = bin = 0). The non-vanishing coefficient
ζin1 = 0.1 here is interpreted to result from an overdamped
deformation process of the inclusions due to their coupling to
their environment (ζma1 = 1, ζ
co
1 = 0.5). Strains are energet-
ically transmitted from the matrix via the coupling zones to
the inclusions via cma,co1 = c
co,in
1 = −0.3 (cma,in1 = 0, cr1 = 1).
A terminal flow develops in this situation, with non-vanishing
strains of all zones.
Fig. 10 (a) that the flow ceases after a transient time, i.e.
vx(z, t→∞) = 0. In our equations, we find the underly-
ing reason in the built-up of stresses in the inclusions as
a consequence of the non-decaying strains U inzx (ζ
in
1 = 0),
see Fig. 10 (a) and Eqs. (114)–(116). The more the sys-
tem would flow, the more these stresses build up and
counteract the flow, just as in our previous case for the
wholly elastic system in Fig. 9. In contrast to what one
would expect in reality, the built-up of stress Φin here
ceases the flow.
Why does our description fail in the presented situa-
tion? The reason is that we formulated our approach only
for strongly coupled situations that can be described by
one overall momentum density g. Instead, we would now
need for an additional macroscopic symmetrized tensor
variable Ain of second rank that can drive and reverse
elastic distortions of the inclusions, also relatively to the
overall flow. It is the analogue to our globally defined A
in the present formalism, the components of which were
given by Eq. (56). Further remarks on this point are in-
cluded in Sec. VIII, and a corresponding theory shall be
developed in the future. In contrast to that, an exam-
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ple system, where the features described by Fig. 10 (a)
should be relevant, are entangled (semi-)interpenetrating
polymer networks [20, 21]. Or, for clearly separated time
scales, we simply neglect Uin as a variable, similarly to
our procedure for rigid inclusions in Sec. VII A, which
then allows for a steady net flow.
Nevertheless, from a practical point of view, we should
not be too pejorative. For many practical situations, our
present description will still be sufficient, if we may repre-
sent the situation in the following way. First, we discon-
nect in our linearized formulation the overall flow field
v from the stresses in the coupling zones and inclusions,
i.e. we set bco = bin = 0. Thus the flow field v is mainly
connected to the matrix flow, which for a bulk matrix
and a sufficiently low concentration of localized inclu-
sions should represent a reasonable approximation. Next,
we do allow for non-vanishing ζco1 and ζ
in
1 , even if the
isolated inclusions only deform elastically in a reversible
way. In this situation, ζin1 6= 0 does not imply irreversible
topological processes inside the inclusions, such as dis-
entanglements of polymer chains. Rather, it represents
the overdamped character of their deformation kinetics,
for instance due to the embedding into and coupling to
highly viscous coupling zones or matrix environments.
Finally, deformations are now transmitted from the ma-
trix via the coupling zones to the inclusions (and vice
versa) by (quasi-)static energetic couplings, here given
by elastic coefficients cma,co1 < 0 and c
co,in
1 < 0. Illus-
tratively, this means that the external pressure gradient
generates flow and resulting distortions in the matrix.
If the matrix is deformed, it is energetically most favor-
able for the coupling zones to deform in a similar way,
at least to a certain degree. If the coupling zones are
deformed, these strains are also partially transmitted to
the inclusions. Fig. 10 (b) shows the corresponding pro-
cess, leading to a net steady flow and induced strains of
all zones, just as what we would expect in this situation.
With all these insights at hand, we can further think
of rheological applications. In our context of a Poiseuille
channel geometry, we may consider a periodically oscil-
lating external pressure gradient (∂xp)(t). Alternatively,
a periodic tilting within the gravitational field would
serve similar purpose.
As an illustration, we here briefly present results for
the three different systems introduced in Figs. 9, 10 (a),
and 10 (b). They are characterized by the material pa-
rameters as given in the corresponding figure captions.
An oscillating external pressure gradient of the form
(∂xp)(t) = 0.02 sin(ωt) is applied.
For the three different systems, we numerically deter-
mined the oscillation amplitudes as well as the phase
lags of their oscillations for the four quantities v¯x(t) and
U¯rzx(t) (r ∈ {ma, co, in}). The results are plotted as a
function of frequency ω in Fig. 11. As may have been ex-
pected, the system in Fig. 9 characterized by completely
reversibly strains and vanishing deformational damping
(ζ
r(,s)
1 = 0) shows a pronounced response at a certain
resonance frequency, see Fig. 11 (a). The resonance
is reflected by a significant variation in the phase shift
of the response around the corresponding frequency, see
Fig. 11 (d). Switching on the damping via the coefficients
ζr1 for the two other systems [see Fig. 11 (b) and (c)]
naturally reduces resonance. As likewise may have been
expected, the systems (quasi-)statically follow the exter-
nally imposed pressure gradient at very low frequencies.
They show vanishing response when they cannot follow
the external stimulus any more at too high frequencies.
Particularly for the third system, the increasing phase lag
in Fig. 11 (f) from v¯x(t) to U¯
ma
zx (t) to U¯
co
zx(t) to U¯
in
zx(t)
nicely illustrates how the external stimulus is sequentially
handed over from quantity to quantity via their mutual
couplings.
VIII. DISCUSSION
When we developed our approach, we included three
zones of possibly different strain deformations. As men-
tioned in Sec. I, this was, for instance, inspired by the
observation in magnetic gels of a coupling zone around
the inclusions that may have (visco)elastic properties
markedly different from the bulk of the matrix material
[22, 23]. Depending on the particular situation, this phe-
nomenological division into three zones may naturally
be adjusted. On the one hand, if a still more continu-
ous transition between the properties of the inclusions
and the bulk matrix needs to be modeled, the effect of
even more intermediate strain variables may be included.
On the other hand, as we noted in Secs. VI and VII, it
might not be necessary to include an explicit additional
strain variable for all three zones. For instance, when
rigid metallic particles are embedded in a polymer ma-
trix, it can be conceivable to neglect the strain variable
Uin in the (slow) macroscopic dynamics.
During our presentation, one may have noticed that
the couplings between our variables that excite relative
translations or rotations are relatively sparse. Neverthe-
less, we included these variable because they will become
important in more complex situations. Here, we found
that relative translations can be induced by gradients in
the temperature or relative chemical potential via the
dissipative current in Eq. (73). Another physical way
would be to create phase shifts between the displace-
ment dynamics of different components of the material.
For instance, shaking the whole block of material up and
down may induce an out-of-phase swinging of the inclu-
sions against the matrix. In our present hydrodynamic
approach, such situations are not included. We only use
one variable for the (overall) momentum density g. This
implies a pronounced coupling between the different com-
ponents of the material. In particular, overdamped and
irreversible processes favor such restrictions. To resolve
more decoupled problems, where individual components
may swing relatively to each other, separate momentum
densities for the different components need to be intro-
duced. Yet, as becomes clear from the present study,
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FIG. 11: Rheological response of the systems introduced in Figs. 9, 10 (a), and 10 (b) to an oscillating external pressure gradient
(∂xp)(t) = 0.02 sin(ωt). The first system is characterized by completely reversible strain deformations, the second one features
dissipative contributions to the strain quasi-currents via the coefficients ζr1 , while in the third system the components co and
in are indirectly connected to the external stimulus only by energetic couplings via the dissipative quasi-currents set by ζr1
(r ∈ {ma, co, in}). In this order, the results for the three different systems are depicted from left to right in the different panels
for the quantities indicated by the figure legends. As a function of frequency ω, (a)–(c) show the corresponding oscillation
amplitudes amp(ω), while (d)–(f) give the resulting phase lags pl(ω) of the responses, all shifted to the interval [0, 2pi[. (We
plot the phase lags with respect to −(∂xp)(t) because a static ∂xp < 0 leads to a flow into positive x direction.)
in addition to separate velocity fields vco and vin for
the coupling zones and inclusions, also separate dynamic
fields ωco and ωin as well as Aco and Ain for their rota-
tions and strains, respectively, may be necessary. Simi-
larly to the strains Uco and Uin, which in general cannot
be obtained from coarse-grained macroscopic displace-
ment fields uco and uin, see Sec. II and Fig. 5, Aco and
Ain in general cannot be obtained from coarse-grained
macroscopic velocity fields vco and vin. Establishing cor-
responding two- or three-fluid hydrodynamic descriptions
[51, 60–62] for (visco)elastic composite materials will be
an interesting subject for the future.
Finally, a different possibility to induce relative rota-
tions arises for anisotropic inclusions. These may be se-
lectively reoriented using externally applied fields. For
instance, in liquid crystal elastomers [6, 35, 63], relative
rotations were generated via external electric fields act-
ing on the liquid crystalline component in a swollen state
[63–66]. Likewise, anisotropic magnetic inclusions could
be selectively reoriented by magnetic fields [67, 68]. We
will report on a first application of our formalism to mag-
netic gels elsewhere.
IX. CONCLUSIONS
In this work, we described the behavior of (visco)elastic
composite materials using a macroscopic hydrodynamic
approach based on symmetry arguments. We integrated
into our characterization relative translations and rela-
tive rotations between a matrix and embedded inclusions.
Moreover, we explicitly took into account the possible
deformability of the inclusions and their surroundings by
macroscopic variables. For this purpose, different strain
tensors were introduced to describe the possibly different
deformational states of these material components. A re-
formulation of this kind of description revealed relative
strains as a new macroscopic variable.
During our motivation, we referred to polymeric ma-
terials as an illustration. There, situations are conceiv-
able in which the dynamics of the inclusions or their im-
mediate environment takes place on similar time scales
as the macroscopic dynamics. Moreover, interpenetrat-
ing polymer networks may likewise be addressed by our
approach. Yet, our derivation was based on symmetry
principles only, not on specific chemical interaction de-
tails. Therefore, it should apply to any other composite
material featuring the necessary match in time scales. Fi-
nally, if this match is not found and a separation in time
scales prevails, our approach does not necessarily lose
its significance completely. In that case, when the sys-
tems deform reversibly and are exposed to (quasi)static
fields, the static part of our theory based on the pre-
sented variables combined to an energy density may still
be meaningful. It reflects the additionally important in-
ner degrees of freedom in composite materials.
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