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Abstract
This paper concerns a geometric formulation of the so-called variational mechanics for
mechanical systems with non-linear constraints. Given a smooth Lagrangian L on the tangent bundle
of the configuration space M of the constrained mechanical system, its variational trajectories are
defined, through a generalization of Hamilton’s principle of stationary action, as extremals of the
smooth Lagrangian functional γ → ∫ L(γ˙ ) defined on a convenient Banach manifold of curves
compatible with the constraint manifold C ⊂ TM. In the particular case of a Lagrangian given by
the positive definite quadratic form induced by a metric tensor on M, this amounts to a generalization
of sub-Riemannian geometry. Among the main results, it is proven that, under a regularity condition
on the Lagrangian L, the normal extremals of the Lagrangian functional are given by the projections
on M of a Hamiltonian vector field defined on the generalized mixed bundleW .
 2003 Elsevier SAS. All rights reserved.
Résumé
Cet article concerne une formulation géométrique de ce qu’on appelle mécanique variationnelle
pour des systèmes mécaniques avec contraintes non-linéaires. Soit L : TM → R un lagrangien
différentiable sur le fibré tangent de l’espace des configurations M d’un système mécanique avec
contraintes, qu’on supposera données par une sous-variété différentiable C de TM. Les trajectoires
variationnelles du système mécanique sont définies par une généralisation du principe de Hamilton
de l’action stationnaire : on dit qu’une courbe γ dans M est une trajectoire variationnelle si γ est
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un point critique de la fonctionnelle L :γ → ∫ L(γ˙ ) associé au lagrangien L, laquelle est une
fonction lisse définie sur une certaine variété de Banach de chemins horizontaux. On obtient une
généralisation de la géométrie sous-riemannienne dans le cas où le lagrangien est donné par la forme
quadratique associée à une structure riemannienne sur M. Sous une hypothèse de régularité sur L,
on montre que les extrémas normaux de L sont les projections sur M des courbes intégrales d’un
champ hamiltonien sur le fibré mixte généraliséW .
 2003 Elsevier SAS. All rights reserved.
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1. Introduction
The aim of this paper is to develop a geometric formulation of the dynamics of non-
linearly constrained mechanical systems based on a variational principle. Particular cases
of this theory are sub-Riemannian geometry and vakonomic mechanics.
The constrained mechanical system is modelled by the following setup. We consider a
smooth finite-dimensional manifold M, called the configuration space of the mechanical
system, and a smooth embedded submanifold C of the tangent bundle τM : TM → M, such
that the restriction τM|C :C → M is a submersion. C and TM are called, respectively, the
constraint and the velocity phase space. We say that the constraint is linear if C is a vector
sub-bundle of TM. A curve γ on M is a motion or trajectory compatible with the constraint,
or horizontal with respect to the constraint, if it is differentiable and its velocity lies in C
almost everywhere on its domain. The dynamics of the mechanical system is given by a
smooth Lagrangian L : TM →R.
In the unconstrained case, i.e., if C = TM, the trajectories of the mechanical
system (M,L) are defined through Hamilton’s principle of stationary action. That is,
we say that a C1 curve γ : [a, b] → M is a trajectory of (M,L) it is a critical point
of the (smooth) Lagrangian functional induced by the L on the Banach manifold
C1(M, [a, b], γ (a), γ (b))= {α : [a, b]→ M | α ∈ C1, α(a) = γ (a), α(b) = γ (b)}:
L : C1
(










Equivalently, γ is a trajectory of (M,L) if it is a solution of the classical Euler–Lagrange
equations associated to the Lagrangian L.
In the general case, we define the trajectories of the constrained mechanical system
(M,L,C ) through a convenient generalization of Hamilton’s principle, yielding trajectories
compatible with the constraint manifold C .
Historically, as far as we know, the idea of generalizing Hamilton’s principle to
define equations of motion consistent with a given constraint in a mechanical system
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was first proposed by Kozlov [13–15], in the so-called vakonomic mechanics.1 In
Kozlov’s formalism, the constraint C ⊂ TM was given by the inverse image of the
zero section of the trivial bundle RkM := M × Rk by a smooth fiber bundle morphism
f = (f1, . . . , fk) : TM →RkM, “regular” in a certain sense which ensured C to be a closed
smooth embedded submanifold of TM such that the restriction to C of the projection of the
tangent bundle τM : TM → M was a submersion.2 Hamilton’s principle was then formulated
by defining the trajectories as curves compatible with the constraint manifold C which
were “critical” points of the Lagrangian functional in the classical sense, that is, critical
points of L along variations with endpoints fixed by curves compatible with the constraint
manifold. In order to obtain as equations of motion a modified version of the classical
Euler–Lagrange equations,3 Kozlov had to relax the notion of variation4 to circumvent
the problem that, roughly speaking, on a neighborhood of a given curve compatible with
the constraint, there might not exist enough curves compatible with the constraint with the
same endpoints to form a variation.
In this paper, instead of formulating Hamilton’s principle in terms of classical variations,
we consider extremals of the Lagrangian functional induced by L on Banach manifolds of
curves compatible with the constraint, like it was done, for the case of linear constraints,
in [17] (for classical Lagrangians) and [28] (for general Lagrangians). This approach has,
for example, the advantages of bringing the machinery of global analysis and critical point
theory to possibly draw conclusions on the trajectories.
The organization of the paper is the following: in Section 2, we set up basic definitions
and notation, and we introduce a technique which will be used to enounce and prove the
results in a coordinate-free manner. We remark that this technique seems to be an original
contribution itself.
In Section 3, we define in some spaces of curves compatible with the constraint the
Banach manifold structure which is the cornerstone of our formulation. To the best of our
knowledge, this manifold structure was not known.
In Section 4, we enounce and describe the main results of the paper. The normal and
abnormal extremals of the Lagrangian functional are defined, and we show that the normal
extremals are the solutions of an implicit ordinary differential equation. If the constraint
manifold assumes the particular form proposed by Kozlov, this equation is the same Euler–
Lagrange equation with Lagrange multipliers which defines the vakonomic trajectories
from Kozlov’s formalism, but written in a coordinate-free manner.
Next, we show that, if a certain regularity condition on the Lagrangian is fulfilled,
this implicit differential equation can be put in the explicit form, defining a Hamiltonian
vector field XH on a convenient phase space W , the so-called generalized mixed bundle
or centaur,5 which, under the regularity condition, admits a symplectic structure induced
1 Vak is an acronym for “Variational Axiomatic Kind”. See also [3,5,17,21,28].
2 This is a particular case of “constraint” according to our formulation.
3 Amending the Lagrangian with Lagrange multipliers.
4 Considering variations with endpoints fixed by curves which were compatible with the constraint up to order
ε in a certain sense.
5 This nomenclature is suggested by the fact thatW is the object which plays the role, in our formulation, of
the mixed bundle D ⊕M D0, for a linear constraint D—see [33].
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by the Lagrangian and by the canonical symplectic form of the cotangent bundle T∗M. In
particular, under the regularity condition, the normal extremals are smooth. If the constraint
is linear and the Lagrangian is classic, that is, of the form K−V◦ τM , where K : TM →R is
a smooth function whose restriction to each fiber of TM is a positive definite quadratic form,
called the kinetic energy, and V is a smooth function on M, called the potential energy, the
regularity condition is trivially fulfilled. In this case, the Hamiltonian vector field coincides
with the one which defines the “regular vakonomic trajectories” from [17]. In particular,
if the potential V is null, we obtain the Hamiltonian vector field which defines the normal
geodesics from sub-Riemannian geometry; in that case, the abnormal extremals from our
formalism are precisely the abnormal geodesics. Hence, taking C as in the general case,
that is, not necessarily a vector sub-bundle, and L also the kinetic energy, our formulation
suggests a “non-linear” sub-Riemannian geometry.
Next, assuming the regularity condition on the Lagrangian, we compute the Hessian
of the Lagrangian functional on a normal extremal which is not abnormal,6 and the Jacobi
fields corresponding to the flow of XH, and we show that the kernel of the Hessian coincides
with the space of Jacobi fields obtained by variations with endpoints fixed. In particular,
this kernel is finite-dimensional. At this point, we should mention that these results are
sine qua non in the development of a Morse index theory for non-linearly constrained
Lagrangian systems, as it was done in [9,25,29] in the linear case.
Next, we have generalized a well known result for unconstrained mechanical systems
concerning the Jacobi–Carathéodory metric tensor to the constrained case, provided that
the Lagrangian is classic and the constraint manifold is a cone.7
Finally, in Section 4.6, we establish a comparison between variational mechanics and
d’Alembert–Chetaev mechanics, in the case of a classical Lagrangian L = K − V ◦ τM. The
main result, Theorem D, gives a necessary and sufficient condition for the vector field XH,
which defines the variational trajectories of the constrained mechanical system, to be πW -
related to the second-order vector field XRC ∈ D1(C ), which defines the trajectories of the
constrained mechanical system (M,L,C ) induced by the admissible reaction field R—
see [32]. If this condition is fulfilled, the admissible reaction field must be the one which
defines the d’Alembert–Chetaev trajectories of the constrained mechanical system.
In Section 5, we prove the main results.
2. Basic notations and definitions
In this section we set up the notation and basic definitions.
Let M will denote a smooth connected finite-dimensional manifold; TM (respectively
T∗M) denotes the tangent (respectively cotangent) bundle of M and τM : TM → M,
τ ∗M : T∗M → M the associated projections. We denote the trivial bundle over M with fiber F
by FM. In the present work, “smooth” means C∞. Following Helgason [11], the set of
6 The normal extremals which are not abnormal are critical points of the Lagrangian functional on a Banach
manifold of H2 curves compatible with the constraint and with endpoints fixed, and we compute the Hessian of
the Lagrangian functional as a smooth function defined on this manifold.
7 This encompasses, in particular, the case of linear constraints.
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smooth functions on M, smooth vector fields on M and Pfaffian forms on M are denoted
1by F(M), D (M) and U1(M), respectively. If πE :E → M is a smooth vector fiber bundle
over M then OE will denote the zero section of E, that is, OE = {Op: p ∈ M}, with Op the
zero vector of Ep = π−1E [p], p ∈ M. The set of smooth sections of πE :E → M is denoted
by Γ ∞(E).
In the sequel, we recall some notions regarding the geometry of tangent bundle TE of a
smooth vector bundle E over M (see, for example, [2,19] or [16]), which we will use later
on.
Let E ⊕M E denote the Whitney sum of πE :E → M with itself. The vertical lift is the
map λE :E ⊕M E → TE such that, for any q ∈ M, vq ∈ Eq , λEvq = λE(vq, ·) :Eq → TvqE
is the tangent map at vq of the inclusion Eq → E, using the canonical identification
Tvq (Eq) ≡ Eq . That is, for all wq ∈ Eq , we have: λEvq (wq) = T/dt|t=0(vq + t wq).
The map λE is a smooth VB-monomorphism defined on the smooth vector bundle
pr1 :E ⊕M E → E whose image is the vertical sub-bundle Ver(E) = ker(TπE).
Let ∇ :Γ ∞(E) → Γ ∞(T∗M ⊗ E) (or ∇E , if there is a risk of confusion) denote
a connection on πE :E → M. That is, ∇ is an R-linear map which satisfies the
condition that, for any f ∈ F(M) and any σ ∈ Γ ∞(E): ∇(f σ) = df ⊗ σ + f∇σ . The
connection ∇ gives rise to a smooth VB-morphism HE :E ⊕M TM → TE: for any q ∈ M,
wq ∈ Eq and vq ∈ TqM, choose any smooth curve γ : (−ε, ε) → M , t → γ (t), such that
T γ/dt |t=0 = vq . Let τγ (t) :Eq → Eγ(t) be the parallel transport along γ defined by the
connection. Then the tangent vector at 0 of the smooth curve t ∈ (−ε, ε) → τγ (t)wq is
independent on the choice of γ —it depends only on the pair (vq,wq). We denote it by
HEvq (wq) = HE(vq,wq). HE defines a VB-monomorphism of the smooth vector bundle
pr1 :E ⊕M TM → E into τE : TE → E. Its image Hor(E) is the horizontal sub-bundle
induced by the connection. HE(vq ,wq) is called the horizontal lift of wq at vq , and is the
unique vector at Horvq (E) which projects (through TπE) to the vector wq ∈ TqM.
The smooth vector bundle τE : TE → E is the Whitney sum Hor(E) ⊕E Ver(E) of its
horizontal and vertical sub-bundles.
With a connection we can define the connector κE : TE → E, which is a VB-epi-
morphism from τE : TE → E to πE :E → M such that for each Xvq ∈ TE, κE(Xvq ) ∈ Evq
is the unique vector which satisfies:
Xvq = HEvq (TπE ·Xvq )+ λEvq (κE · Xvq ). (1)
Note that the restriction of the connector to the vertical bundle does not depend on the
connection, since it is the inverse of the vertical lift κVE : Ver(E) → E, Xvq ∈ Vervq E →
(λEvq )
−1 ·Xvq .
The main significance of the preceding operators is that they allow us to work with
objects in M and E instead of TE. For example, let u : (−ε, ε) → E be a differentiable
curve and γ : (−ε, ε) → M be its projection on M, γ = πE ◦ u. Denoting by u˙ := T udt the
tangent vector field along u, we have κE · u˙ = ∇tu, where ∇t is the covariant derivative
along γ associated to the connection ∇. Therefore, we have the following modified version
of Eq. (1), which will be extensively used:
u˙ = Hu(γ˙ )+ λu(∇tu).
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For the sake of simplicity, from now on we will omit the “E” from the notation, using
E EH, λ, κ instead of H , λ and κE , respectively, whenever there is no risk of confusion.
2.1. The fiber and parallel derivatives
Let πE :E → M and πF :F → N be smooth vector bundles over M and N, respectively,
and let b : E → F be a smooth fiber bundle morphism over b˜ : M → N. That is, b, b˜ are
smooth maps such that the following diagram is commutative:
The concept of fiber derivative of b is well known (see, for example, [1]); it is the fiber
bundle morphism Fb defined by:
Fb :E −→ L(E, b˜∗F),
vq −→ Fb(vq),
where b˜∗F is the pull back vector bundle of F by b˜ and, for all wq ∈ Eq ,





b(vq + twq) ∈ Fb˜(q),
where ddt denotes the derivative of the curve t → b(vq + twq) on the linear space Fb˜(q).
Given connections ∇E and ∇F on the vector bundles πE :E → M and πF :F → N,
respectively, we introduce in the following definition a dual concept to the fiber derivative
of b:
Definition 1. The smooth fiber bundle morphism Pb :E → L(TM, b˜∗F) given by, for all
vq ∈ E and all zq ∈ TqM:
Pb(vq) · zq := κF · Tb · Hvq (zq) ∈ Fb˜(q)
is called the parallel derivative of b.
The idea of introducing these objects is to use the globally defined “partial derivatives”
Fb and Pb to compute the tangent map of b. The following formulae will be extensively
used:
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TπF · Tb ·Xvq = Tb˜ · TπE ·Xvq ,
κF · Tb ·Xvq = Fb(vq) · κE ·Xvq + Pb(vq) · TπF ·Xvq .
so that, given a curve γ in M and a differentiable section X of E along γ , we have:
∇Ft (b ◦X) = Fb(X) · ∇Et X + Pb(X) · γ˙ .
Besides, the connections on the vector bundles E and F canonically induce a connection
on the smooth vector bundle L(E, b˜∗F) over M. If a connection on the tangent bundle
TM is given, we also have a canonically induced connection on L(TM, b˜∗F). Hence,
we can take the fiber and parallel derivatives of the smooth fiber bundle morphisms
Fb :E → L(E, b˜∗F) and Pb :E → L(TM, b˜∗F), yielding smooth fiber bundle morphisms:
FFb :E → L(E,L(E, b˜∗F))≡ L(E ⊗E, b˜∗F),
PFb :E → L(TM,L(E, b˜∗F))≡ L(TM ⊗E, b˜∗F),
FPb :E → L(E,L(TM, b˜∗F))≡ L(E ⊗ TM, b˜∗F),
PPb :E → L(TM,L(TM, b˜∗F))≡ L(TM ⊗ TM, b˜∗F).
Given vq ∈ E, we have the following relations:
1. F2b(vq) · (wq, zq) = F2b(vq) · (zq ,wq), for all wq, zq ∈ Eq ;
2. FPb(vq) · (wq, zq) = PFb(vq) · (zq,wq), for all wq ∈ Eq , zq ∈ TqM;
3. P2b(vq) · (wq, zq) = P2b(vq) · (zq,wq) + Fb(vq) · RE(zq,wq) · vq + RF (Tb˜ · wq,
Tb˜ · zq) · b(vq), for all wq, zq ∈ TqM, where RE and RF are the curvature tensors
of ∇E and ∇F , respectively.
Finally, given f ∈ F(E), we consider the smooth fiber bundle morphism f˜ :E → RM,
defined by vq → (q, f (q)). Let us endow the vector bundle RM with the trivial connection,
that is, defined by ∇e1 = 0, where e1 :x ∈ M → 1 ∈ Rx . Then, for all vq ∈ E and
Xvq ∈ TvqE, we have:
df (vq) ·Xvq = κRM · Tvq f˜ · Xvq = Ff˜ (vq) · κE · Xvq + Pf˜ (vq) · TπE ·Xvq .
We will omit henceforth the “∼” from the notation, tacitly identifying f with f˜ , and
we will use this formula to compute df .
2.2. The geometry of the constraint manifold
In this subsection we give examples and describe some notation and some facts
concerning the geometry of the constraint manifold.
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Definition 2 (Marle). A constraint on M is a smooth embedded submanifold C of TM such
that the restriction to C of the projection of the tangent bundle τM : TM → M, henceforth
denoted by πC , is a submersion. The constraint is said to be linear if C is a smooth vector
sub-bundle of TM; we use the symbol D to denote linear constraints.
The hypothesis of πC :C → M being a submersion is used to:
(a) ensure that, for all admissible velocity vq ∈ C , there exists a motion compatible with
the constraint γ : (−ε, ε)→ M whose initial velocity γ˙ (0) coincides with vq ;
(b) construct the Banach manifold structures on the spaces of curves compatible with the
constraint, Hk(M,C , [a, b]) = {α ∈ Hk(M, [a, b]) | α is compatible with C }, for k  2
and Ck(M,C , [a, b])= {α ∈ Ck(M, [a, b]) | α is compatible with C }, for k  1.
The Banach manifold structures mentioned in (b) will be constructed in the next
subsection. Condition (a) is a necessary condition for the existence of second-order vector
fields tangent to C , as we have considered in [32]. To check its validity, given vq ∈ C , the
fact of πC :C → M being a submersion implies the existence of a local smooth section X
of πC , defined on an open set U ⊂ M containing q and such that X(q) = vq ; an integral
curve of the vector field X with initial condition q is a motion compatible with C with
initial velocity vq .
Given q ∈ M, we denote by Cq the embedded submanifold π−1C [q] ⊂ TqM. This is
indeed a submanifold of TqM, since it is a submanifold of TM (because it is a submanifold
of C , by the hypothesis of πC :C → M being a submersion, and C is a submanifold of
TM) and it is contained in the embedded submanifold TqM of TM.
The following proposition is used in the construction of some examples.
Proposition 1. Let S be a smooth vector bundle over M, f : TM → S a smooth fiber bundle
morphism and C := f−1[OS]. The following conditions are equivalent:
(i) f is transversal to the null section OS and τM|C :C → M is a submersion (so that C
is a constraint, closed in TM);
(ii) (∀vq ∈ TM) Ff (vq) : TqM → Sq is surjective.
Example 1. (a) The simplest example of a constraint that is not linear is provided by
an affine constraint. In this case C is an affine sub-bundle of TM: given a pair (D,Xa),
where D is a smooth vector sub-bundle and Xa ∈ D1(M), we take, for all q ∈ M,
Cq =Dq +Xa(q).
(b) (Carathéodory). Let M = R2 and denote by x = (x1, x2) ∈ R2 the Cartesian
coordinates of the point x ∈ R2 and by v = (v1, v2) ∈ R2 the corresponding velocity vector.
Then, we define f : TM → RM by fx(v1, v2) = v2 −
√
1 + v21 and apply Proposition 1.
(c) (A servomechanism). This example can be viewed as the model of a control system
formed by a rod on a vertical plane and an actuator which communicates motion to its
lower extremity along a fixed horizontal line, in order to manipulate the rod in a certain
way—see [23].
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where h :RM →R is a smooth function. Then, applying Proposition 1, C := f−1[ORM] is
a constraint.
(d) (Isokinetic dynamics). Let e > 0. We define the constraint applying Proposition 1,
with f : TM → RM given by f (vq) = 12 〈vq, vq 〉 − e. See [8,12,30,34].
(e) In [4] a non-linear, quadratic homogeneous constraint in the velocities is proposed. It
requires that two points in the plane have parallel velocities to each other. We put M = R4,
and denoting by x = (x1, x2, x3, x4) the combined Cartesian coordinates of the two points
and by v = (v1, v2, v3, v4) ∈ R4 the corresponding vector of the velocities, we define:





= v1v4 − v2v3.
Then C := f−1[ORM] \OTM is a cone. That is to say, given vq ∈ C , then (∀t > 0) t vq ∈ C .
Note that it is necessary to remove the null section OTM from f−1[ORM] (in other
words, we impose the additional condition that the velocities of the points cannot be
simultaneously null), in order for C to be a smooth submanifold of TM.
Since πC :C → M is a submersion, TπC : TC → TM is a smooth vector bundle epimor-
phism; then ker TπC is a smooth vector sub-bundle of TC , denoted henceforth by Ver(C ),
and called the vertical sub-bundle of TC . This sub-bundle is integrable; indeed, for all
vq ∈ C , we have Tvq (Cq ) = Vervq (C ). Given vq ∈ C , we call Cvq := κV · Vervq (C ) ⊂ TqM
the subspace of virtual velocities8 at vq ; Cvq is the subspace of TqM which is the image of
the tangent map at vq of the inclusion Cq → TqM.
Denoting by ιC :C → TM the inclusion, TC is a vector sub-bundle of the pull back
vector bundle ι∗CTTM, also denoted by TTM|C . The annihilator of TC in the dual (T∗TM)|C
of TTM|C is called the generalized mixed bundle or centaur9 associated to the constraint C ,
8 Following the nomenclature of [3].
9 As it will be seen later on, this nomenclature is inspired by the fact that this is the object which plays the
role, in the case of a non-linear constraint, of the mixed bundle D ⊕M D0—see [33], associated to a linear
constraint D , which is the phase space where the variational trajectories of the linearly constrained Lagrangian
problem (M,L,D) are naturally defined.
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and denoted byW . Thus, πW :W → C is a smooth vector bundle over C such that, for all
0 ∗ 10vq ∈ C , Wvq = (TvqC ) ⊂ Tvq TM.
Next, we introduce an auxiliary metric tensor g on M. If the Lagrangian L which defines
the dynamics of the system is classic, we take the metric tensor induced by the kinetic
energy K, that is, by polarization of the quadratic form K on each fiber of TM. This extra
ingredient is used as a computational tool to prove the main results of the paper:11 we make
use of it to introduce convenient Whitney sum decompositions of the tangent bundles of
TM and C , so that we can apply the “partial derivatives” F and P to maps defined on these
spaces.
Let us endow the vertical bundle Ver(TM) with the metric tensor induced by the
auxiliary metric g of M through the vertical lift, i.e., such that (∀vq ∈ TM) λvq : TqM →
Vervq (TM) is a linear isometry. Since Ver(C ) is a vector sub-bundle of the pull back
ι∗C Ver(TM), it makes sense to consider the orthogonal sub-bundle W of Ver(C ) in
i∗C Ver(TM). That is to say, for all vq ∈ C , Wvq := Vervq (C )⊥ is the orthogonal
complement of Vervq (C ) in Vervq (TM). The vector bundle πW :W → C is called the
projection bundle on C , induced by g. For all vq ∈ C , the restrictions of the vertical lift
at vq to Cvq and to its orthogonal complement are linear isometries: λvq :Cvq → Vervq (C )
and λvq :C⊥vq → Wvq . We denote the orthogonal projections TqM → Cvq and TqM → C⊥vq
by P(vq) and P⊥(vq), respectively.
By the construction of W , we have the Whitney sum decomposition
i∗C Ver(TM) = Ver(C )⊕C W . Besides, we also have the Whitney sum given by the fol-
lowing proposition [22]:
Proposition 2. In the above situation, the following Whitney sum decomposition holds:
i∗C (TTM) = TC ⊕C W. (2)
We denote by PC and PW the projections on the first and second factor of (2),
respectively. We remark that we have made use of the hypothesis of πC being a submersion
to construct the above splittings of TTM|C and Ver(TM)|C . The Whitney sum (2) will play
a key role in the construction of the Banach manifolds on the spaces of horizontal curves,
in the next section.12
The centaur and the dual of the projection bundle are isomorphic as vector bundles
over C . More precisely, the Whitney sum decomposition (2) induces a vector bundle
isomorphism W∗ →W , given by θvq ∈ W∗vq → θvq ◦ PW ∈ (TvqC )0.
Let us now consider the Levi-Civita connection ∇ of (M,g), and the corresponding
horizontal sub-bundle Hor(TM) ⊂ TTM. We denote by Hor(C ) the image by PC of
10 We also remark that, if L : TM → R is a hyper-regular Lagrangian, that is, if FL : TM → T∗M is a
diffeomorphism, thenW is the pull back by FL of Marle’s [22] projection bundle W over D := FL(C )⊂ T∗M.
11 We remark, however, that these results have geometrical significance and do not depend on the auxiliary
metric, which is introduced only in the proofs and to enunciate intermediate results.
12 Actually, for that purpose, instead of W we could use any vertical sub-bundle complementary to TC in
TTM|C . The existence of such a sub-bundle, however, still depends on the hypothesis of πC being a submersion.
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ι∗C Hor(TM). We call Hor(C ) the horizontal sub-bundle of TC , induced by g, and we have
the following Whitney sum decomposition:
TC = Hor(C )⊕C Ver(C ). (3)
We denote by PCH : TC → Hor(C ) and PCV : TC → Ver(C ) the projections on the
first and second factor of (3), respectively. Given vq ∈ C , we define the vertical
and horizontal lifts in TC , λCvq := λvq ◦ Pvq = PC ◦ λvq : TqM → Vervq (C ) and
HCvq := (TτM|Horvq (C ))−1 = PC ◦ Hvq : TqM → Horvq (C ).
Note that, for all vq ∈ C , HCvq : TqM → Horvq (C ) and λCvq |Cvq :Cvq → Vervq (C ) are
linear isomorphisms.
In the case of a linear constraint D , the Whitney sum decomposition (3) coincide with
the one induced by the connection on D defined by ∇D :D1(M) × Γ ∞(D) → Γ ∞(D),
∇DX Y :=PD ·∇XY , where PD : TM →D is the orthogonal projection. In that case, given
vq ∈D , λDvq and HDvq are the usual vertical and horizontal lifts at vq , and we have Cvq =Dq ,
Wvq = λvq (D⊥q ), so that PD = TPD : TTM|C →D .
We define next the fiber and parallel derivatives for maps: C → E, where πE :E → M
a smooth vector bundle, which preserve fibers. That is the case, for example, of the maps
P,P⊥ :C → L(TM,TM).
Definition 3. Let πE :E → M be a smooth vector bundle, endowed with a connection ∇E ,
and f :C → E a smooth map such that, for all q ∈ M, f (Cq) ⊂ Eq . We define the fiber
derivative Ff :C → L(TM,E) and the parallel derivative Pf :C → L(TM,E) by, for all
vq ∈ C :
Ff (vq) := κE ◦ Tvq f ◦ λCvq ∈ L(TqM,Eq),
Pf (vq) := κE ◦ Tvq f ◦ HCvq ∈ L(TqM,Eq).
Therefore, given vq ∈ C and Xvq ∈ TvqC , we have:
κE · Tvq f · Xvq = Ff (vq) · κ · Xvq + Pf (vq) · TπC ·Xvq ,
and Ff (vq) · κ ·Xvq = Ff (vq) ·Pvq · κ ·Xvq , i.e., C⊥vq ⊂ kerFf (vq).
Note that, by a previous observation, in the linear case these derivatives coincide with
the fiber and parallel derivatives defined in the previous subsection, endowing D with the
connection ∇D .
As a final remark, given f ∈ F(TM), we use the notation Ff and Pf to denote,
respectively, the maps g ◦ Ff : TM → TM and g ◦Pf : TM → TM, where g is the inverse
of the Legendre transformation g : TM → T∗M induced by the auxiliary metric tensor g.
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3. Banach manifolds of horizontal curvesIn this section we construct Banach manifold structures on spaces of curves horizontal
to the constraint manifold C .
3.1. Some spaces of curves
Given k  0 and a closed interval [a, b] ⊂ R, we denote by Ck(M, [a, b]) the set of
all curves γ : [a, b] → M of class Ck. For k  1, we denote by Hk(M, [a, b]) the set of
all curves γ : [a, b] → M of class Hk (a curve γ : [a, b] → M is of class Hk if, taking a
smooth embedding ι : M → RN , whose existence is ensured by Whitney’s theorem, ι ◦ γ
is a curve of class Hk in RN , that is to say, it is absolutely continuous and its derivative
belongs to Hk−1 , with H0 = L2; for k  1, this definition does not depend on the choice
of the embedding). If the interval [a, b] is fixed and there is no risk of confusion, we
use the abbreviated notations Ck(M) and Hk(M) instead of Ck(M, [a, b]) and Hk(M, [a, b]),
respectively. These sets (for k  0 in the Ck case, and k  1 in the Hk case) admit Banach
manifold structures (i.e., smooth manifolds modelled on Banach spaces, see [19,20] or
[2], for example) naturally defined—see [7,10,24,26] or [6]. More precisely, the spaces
Hk, k  1, admit Hilbert manifold structures. Such smooth manifold structures are such
that, given a proper smooth embedding ι : M → RN (which exists, by Whitney’s theorem),
then the application (ι◦) :γ → i ◦ γ is a smooth embedding of Ck(M) (respectively,
Hk(M)) into the Banach space Ck(RN) (respectively, into the Hilbert space Hk(RN)) and
Ck(M) is closed in Ck(RN) (respectively, Hk(M) is closed in Hk(RN)). This property
determines univocally the smooth manifold structures of Ck(M) and Hk(M). In particular,
the manifolds Ck(M) and Hk(M) are metrizable (hence, paracompact) and separable.
The inclusions Ck(M) → Hk(M) → Ck−1(M), k  1, are smooth and have dense images.
Besides, given a finite-dimensional smooth manifold N and a smooth map φ : M → N, the
map (φ◦) :γ → φ ◦ γ is smooth from Ck(M) (respectively Hk(M)) with values in Ck(N)
(respectively, Hk(N)). For all γ ∈ Ck(M) (respectively, γ ∈ Hk(M)), the tangent space at γ
is the set of all sections of TM along γ of class Ck (respectively, of class Hk), that is to say:
Tγ Ck(M) = Ck(γ ∗TM) =
{
X ∈ Ck(TM) ∣∣ τM ◦X = γ }
and similarly for Tγ Hk(M). Hence, the tangent bundles τCk(M) : TCk(M) → Ck(M) and
τHk(M) : THk(M) → Hk(M) are naturally isomorphic to, respectively, (τM◦) : Ck(TM) →
Ck(M) and (τM◦) : Hk(TM) → Hk(M).
More generally, given a smooth finite-dimensional vector bundle πE :E → M, we have
smooth vector bundles (πE◦) : Ck(E) → Ck(M), for k  0, and (πE◦) : Hk(E) → Hk(M),
for k  1. These constructions are functorial, that is, given a smooth vector bundle
morphism φ :E → F over φ˜ : M → N, we obtain smooth vector bundle morphisms
(φ◦) : Ck(E) → Ck(F ) over (φ˜◦) : Ck(M) → Ck(N), for k  0, and (φ◦) : Hk(E) → Hk(F )
over (φ˜◦) : Hk(M) → Hk(N), for k  1.
Finally, given a metric tensor g on M, and denoting by ∇ the Levi-Civita connection of
(M,g), we consider in Hk(M), k  1, the metric tensor G defined by:








for all γ ∈ Hk(M), η, ξ ∈ Tγ Hk(M).
3.1.1. The initial and the endpoint mappings
With the notation described above, let k  0 and let us consider the map evi : Ck(M) → M
defined by γ → γ (a), called the initial point mapping. This map is clearly smooth: tak-
ing a smooth embedding M → RN given by Whitney’s theorem, evi : Ck(RN) → RN is
linear continuous, hence its restriction to the embedded submanifold Ck(M) is smooth
and takes values in the embedded submanifold M ⊂ RN . Moreover, its tangent map at
γ ∈ Ck(M) is given by X ∈ Tγ Ck(M) ≡ Ck(γ ∗TM) → X(a) ∈ Tγ (a)M, which is clearly
surjective, and its kernel splits (i.e., admits a closed complementary subspace), since it
has finite codimension in Tγ Ck(M). Hence, we have shown that evi is a smooth submer-
sion. Given p ∈ M, its inverse image ev−1i [p] is a closed embedded submanifold of Ck(M),
which we denote henceforth by Ck(M,p), and its tangent space at γ ∈ Ck(M,p) is given
by {X ∈ Tγ Ck(M) | X(a) = 0}.
We can apply the same arguments we have used for the initial point mapping to conclude
that the endpoint mapping evf : Ck(M) → M, γ → γ (b), is also a smooth submersion.
Given p ∈ M, the restriction of evf to the embedded submanifold Ck(M,p) is still a smooth
submersion, by the same arguments; the inverse image by this last map of q ∈ M is a closed
embedded submanifold of Ck(M,p), which we denote by Ck(M,p, q). The tangent space
at γ ∈ Ck(M,p, q) is given by {X ∈ Tγ Ck(M) | X(a)= 0,X(b)= 0}.
All that we have done for the Ck case also applies to the Sobolev spaces Hk, for k  1:
we use the same notation for the initial and endpoint mappings, and we have corresponding
closed embedded submanifolds Hk(M,p), Hk(M,p, q) ⊂ Hk(M), given p,q ∈ M.
3.2. Spaces of curves compatible with C
For k  1 and [a, b] ⊂ R, let Ck(M,C , [a, b]) := {γ ∈ Ck(M, [a, b]) | γ is compatible
with C }, and Hk(M,C , [a, b]) := {γ ∈ Hk(M, [a, b]) | γ is compatible with C }. Again,
if the interval [a, b] is fixed and there is no risk of confusion, we omit the “[a, b]”
from the notation. It will be shown in this subsection that the sets Ck(M,C ), for k  1,
and Hk(M,C ), for k  2, admit natural Banach manifold structures which turns them
into embedded submanifolds of Ck(M) and Hk(M), respectively. For a linear constraint
D ⊂ TM, the same holds for H1(M,D) ⊂ H1(M). Using the initial point mapping,
we also show that, given q ∈ M, the spaces of horizontal curves with initial point q ,
Ck(M,C , q) := Ck(M,C ) ∩ Ck(M, q) and Hk(M,C , q) := Hk(M,C )∩Hk(M, q), are closed
embedded submanifolds of Ck(M,C ) and Hk(M,C ), respectively. The same does not
hold, in general, for the spaces of horizontal curves with both initial and endpoint fixed,
Ck(M,C ,p, q) := Ck(M,C )∩Ck(M,p, q) and Hk(M,C ,p, q) := Hk(M,C )∩Hk(M,p, q),
given p,q ∈ M; these spaces will be studied in more details in the next section.
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In the sequel, for the sake of simplicity, we treat only the Ck case, k  1. The same
kconstructions and arguments apply, however, to the case of the Sobolev spaces H , k  2
(and even k = 1 for a linear constraint); it is enough to substitute Ck with Hk.13
In the linear case, the Banach manifold structure of the spaces C1(M,D) and H1(M,D)
is well known (see, among others, [17,27,28]), as well as that of the horizontal spaces with
initial point fixed C1(M,D, q) and H1(M,D, q), and the critical points of the endpoint
mapping on these last spaces.
In the general case, we construct the Banach manifold structure in Ck(M,C ), k  1,
based on the following observation: Ck(M,C ) coincides of the inverse image of the
embedded submanifold Ck−1(C ) of Ck−1(TM) by the following map:
T
dt
: Ck(M) −→ Ck−1(TM),
γ −→ T γ
dt
.
It is then enough to prove that Tdt is smooth and transversal to C
k−1(C ).
Lemma 1. (i) Tdt is smooth.






: Tγ Ck(M) −→ Tγ˙ Ck−1(TM),
X −→ λγ˙∇tX + Hγ˙ X,
where Tγ ( Tdt ) denotes the tangent map at γ of the smooth map Tdt .
Remark 1. For k = 1, we can also consider Tdt as an application H1(M) → H1L2(TM),
where H1L2(TM) = {X : [a, b] → TM | γ = τM ◦ X ∈ H1(M) and X ∈ L2(γ ∗TM)}. It
can be shown that H1L2(TM) admits a natural Banach manifold structure, such that
(τM◦) : H1L2(TM) → H1(M) is a smooth vector bundle. Then Tdt : H1(M) → H1L2(TM) is
a smooth section of this vector bundle. See details in [31].
Proof. (i) Firstly we prove the case M = Rn. Then TM ≡ Rn × Rn, so that Ck−1(TM) ≡
Ck−1(Rn ×Rn) ≡ Ck−1(Rn)× Ck−1(Rn), and:
T
dt







is linear continuous, hence smooth.
13 In fact, the Hk case is even simpler, due to the fact that in a Hilbert space every closed subspace admits a
closed complementary subspace.
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The general case can be reduced to the case M = Rn, taking a smooth em-
Nbedding M → R given by Whitney’s theorem: the restriction of the smooth map
T
dt : C
k(RN) → Ck−1(TRN) to the embedded submanifold Ck(M) of Ck(RN) takes values
on the embedded submanifold Ck−1(TM) of Ck−1(TRN), hence Tdt : C
k(M) → Ck−1(TM) is
smooth.
(ii) Indeed, let X ∈ Tγ Ck(M), and s ∈ (−ε, ε) → γs ∈ Ck(M) such that T γsds |s=0 = X.
For all t ∈ [a, b], using the fact that the evaluation map evt : Ck(M) → M, t → γ (t), is
smooth, with tangent map given by X ∈ TCk(M) ≡ Ck(TM) → X(t) ∈ TM, it follows that
T γs
ds |s=0(t) = T γs(t)ds |s=0 (i.e., to compute X(t), just take the tangent vector at s = 0 of the
curve s ∈ (−ε, ε) → γs(t) ∈ M). A direct computation then shows that κ · Tds |s=0 T γsdt = ∇tX
and TτM · Tds |s=0 T γsdt = X, what concludes the proof, since T( Tdt ) ·X = Tds |s=0 T γsdt . 
Proposition 3. For k  1, the smooth map Tdt : Ck(M) → Ck−1(TM) is transversal to the
embedded submanifold Ck−1(C ) of Ck−1(TM).
We endow M with an auxiliary metric tensor g and use the notation of Section 2.
Proof. Given γ ∈ Ck(M) such that T γdt ∈ Ck−1(C ), we must prove the following assertions:
( 1) T( Tdt ) · Tγ Ck(M)+ TT γ/dtCk−1(C ) = TT γ/dtCk−1(TM);
( 2) the closed subspace {Tγ ( Tdt )}−1[TT γ /dtCk−1(C )] of Tγ Ck(M) admits a closed
complementary subspace.




)= Ck−1(TC )⊕Ck−1(C ) Ck−1(W),
where the projections on the first and second factor are given by (PC ◦) and (PW ◦),
respectively. Therefore, ( 1) is equivalent to:
( 1′) (PW ◦) · T( Tdt ) · Tγ Ck(M) = Ck−1(W)T γ /dt ,
where Ck−1(W)T γ /dt denotes the fiber of the vector bundle (πW ◦) : Ck−1(W) → Ck−1(C )
over T γdt . To check ( 1′), using the fact that the restriction of the connector κ to the
vertical sub-bundle is an isomorphism and Lemma 1, it is enough to show that, given
Y ∈ Ck−1(W)T γ /dt , there exists X ∈ Tγ Ck(M) such that:
κ · PW · λγ˙ (∇tX)+ κ · PW · Hγ˙ X = κ · PW · Y. (4)
Given ξ ∈ Ck−1(TM)γ , consider the following equations:
P⊥˙γ ∇tX + κ · PW · Hγ˙ X =P⊥˙γ · ξ, (5)
Pγ˙ · ∇tX =Pγ˙ · ξ. (6)
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These equations are equivalent to:∇tX + κ · PW · Hγ˙ X = ξ. (7)
Besides, as κ · PW · λγ˙ = P⊥˙γ , Eq. (5) with ξ = κ · PW · Y ∈ Ck−1(TM)γ is equivalent
to Eq. (4).
Using a parallel frame on TM along γ , we conclude that (7) defines a linear ODE on Rn,
with coefficients in Ck−1 and defined on the interval [a, b]. Applying the existence theorem
to this ODE, with ξ = κ · PW · Y , we conclude that ( 1′) holds.
On the other hand, let F := {X ∈ Tγ Ck(M) | Pγ˙ · ∇tX = 0 and X(a) = 0}. Since
t ∈ [a, b] → Pγ˙ (t ) ∈ Ck−1(L(TM,TM))γ and X ∈ Tγ Ck(M) → ∇tX = (κ◦) · Tγ ( Tdt ) · X ∈
Ck−1(TM)γ are linear continuous, it follows that X ∈ Tγ Ck(M) → Pγ˙ ·∇tX ∈ Ck−1(TM)γ
is linear continuous, hence F is a closed subspace of Tγ Ck(M). We contend that F is a
complementary subspace to {Tγ ( Tdt )}−1[TT γ/dtCk−1(C )] in Tγ Ck(M).
As a matter of fact, given X ∈ F ∩ {Tγ ( Tdt )}−1[TT γ/dtCk−1(C )], X is a solution of (7)
with ξ = 0 and with initial condition X(a)= 0. By the existence and uniqueness theorem,
we must have X = 0, thus F ∩ {Tγ ( Tdt )}−1[TT γ/dtCk−1(C )] = {O}.
Moreover, given X ∈ Tγ Ck(M), take ξ1 :=P⊥˙γ · ∇tX+ κ ·PW ·Hγ˙ X ∈ Ck−1(TM)γ and
ξ2 :=Pγ˙ · ∇tX ∈ Ck−1(TM)γ . Let X1 and X2 be solutions of (7) with ξ = ξ1 and ξ = ξ2,
respectively, and satisfying initial conditions X1(a) = 0 and X2(a) = X(a), respectively.
Then X1 ∈ F , X2 ∈ {Tγ ( Tdt )}−1[TT γ /dtCk−1(C )], and X1 + X2 is solution of (7) with
ξ = ξ1 + ξ2 and X1(0)+X2(0) = X(0), that is to say, X1 +X2 = X, by the existence and
uniqueness theorem. We have then verified ( 2), what concludes the proof. 
Corollary 1. With the same notation, Ck(M,C ) is an embedded submanifold of Ck(M),
closed if C is closed in TM. Its tangent space at γ ∈ Ck(M,C ) is the closed subspace of
Tγ Ck(M) formed by the Ck sections X of TM along γ such that T( Tdt ) · X(t) ∈ Tγ˙ (t )C ,for all t ∈ [a, b]. Or, equivalently, using the auxiliary metric tensor and the notation from
Section 2:
Tγ Ck(M,C ) =
{
X ∈ Tγ Ck(M)
∣∣ κ · PW · λγ˙∇tX + κ · PW · Hγ˙ X = 0}. (8)
Besides, given q ∈ M, Ck(M,C , q) is a closed embedded submanifold of Ck(M,C ), and
its tangent space at γ ∈ Ck(M,C , q) is given by Tγ Ck(M,C , q) = {X ∈ TqCk(M,C ) |
X(a)= 0}.
Proof. Indeed, the fact of Ck(M,C ) being a smooth embedded submanifold of Ck(M)
follows immediately from the previous proposition and from the fact that Ck(M,C ) =
( Tdt )
−1[Ck−1(C )]. Given γ ∈ Ck(M,C ), we have











X ∈ Tγ Ck(M)
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hence (8) follows from Lemma 1. Finally, as Tdt is continuous and Ck−1(C ) is closed in
TCk−1(TM) if C is closed in TM, ( dt )
−1[Ck−1(C )] is closed in Ck(M) if C is closed in TM.
On the other hand, it follows from the existence and uniqueness theorem applied to (7)
with ξ = 0 that the initial point mapping evi : Ck(M,C ) → M is a submersion, what
concludes the proof. 
4. Statement of the main results
In this section we state and describe the main results of the paper. We fix a constrained
mechanical system (M,L,C ), endowing M with an auxiliary metric tensor g, and we use
the notation from Sections 2 and 3.
4.1. Abnormal extremals




M,C , [a, b], γ (a))−→ M,
q −→ q(b).
The critical points of the endpoint mapping evf are called abnormal extremals or
abnormal geodesics of (M,C ).
Remark 2. (a) For a linear constraint D , the abnormal extremals of (M,D) are precisely
the abnormal geodesics of class H2 from sub-Riemannian geometry, what justifies the
nomenclature.
(b) Instead if using Banach manifolds of horizontal curves of class H2 to define the
abnormal and normal (see next subsection) extremals, we could as well have used Banach
manifolds of C1 curves. We have chosen the H2 formulation to avoid some complications
that arise in the development of the theory due to lack of regularity in the C1 case.
The next proposition gives a characterization of the abnormal extremals of (M,C ). We
define the map A :C → L(TM,TM) by, for all vq ∈ C ,
A(vq) := κ ◦ PC ◦ Hvq = −κ ◦PW ◦ Hvq : TqM → TqM,
where κ is the connector induced by the Levi-Civita connection of (M,g). Given vq ∈ C ,
we denote by A∗(vq) the transpose of A(vq) : TqM → TqM with respect to the inner product
induced by the metric tensor.
Proposition 4. Given γ ∈ H2(M,C , [a, b]), the following conditions are equivalent:
(i) γ is an abnormal extremal of (M,C );
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(ii) there exists P ∈ H1(γ ∗TM), P = 0, such that (∀t) P (t) ∈ C⊥γ˙ (t ), and for almost all
t ∈ [a, b]:
∇tP +A∗(γ˙ ) · P = 0. (9)
Example 2. Trajectories for which v1 = const. under the Carathéodory constraint
(Example 1.b) provide examples of abnormal extremals. As pointed out in [3], any curve of
the form x : t ∈ [a, b] → (v1 t,
√
1 + v21 t), v1 ∈ R, is horizontal to C and has the property
of being the unique horizontal curve defined on [a, b] and joining the points x(a) and x(b).
It is then clear that the tangent map at x of the endpoint mapping evf is not surjective, since
Ox(b) does not belong to its image, roughly speaking due to the lack of horizontal curves
on a neighborhood of x with the same endpoints.
To check the abnormality of these curves using Proposition 4, take the metric tensor
on R2 induced by the canonical inner product. Then we have A ≡ 0 and, for all (x, v) ∈ C ,
C⊥(x,v) = [−→v ], where −→v := (v1/
√
1 + v21,−1). Writing P = ζ−→v , ζ : [a, b]→ R, Eq. (9) for
a curve x(t) = (v1 t,
√









So any ζ = const. is a solution of the previous equation and x is an abnormal extremal,
as asserted.
Remark 3. For a linear constraint D , we have, for all vq ∈ D , C⊥vq = D⊥q and
A(vq) = BD (vq) := BD (· , vq) : TqM → D⊥q , where BD : TM ⊕M D → D⊥ is the total
second fundamental form of (M,g,D)—see [17], defined by BD(X,Y ) :=PD⊥∇XY , for
all X ∈ Γ ∞(TM), Y ∈ Γ ∞(D). Thus, Eq. (9) is equivalent to the same equation obtained
by Kupka and Oliva [17] for the critical points of the endpoint mapping in the linear
constraint case, that is to say:
∇tP +B∗D (γ˙ ) · P = 0.
An H1 section P of TM along γ , with P ∈ C⊥˙γ = D⊥γ , is a solution of this equation
if, and only if, P := g ◦ P is a characteristic curve of the restriction of the canonical
symplectic form of T∗M to the annihilator D0 ⊂ T∗M, where g is Legendre transformation
g : TM → T∗M induced by the metric tensor g. See, for instance, [27].
4.2. Normal extremals
In this subsection we describe the variational trajectories of the constrained mechanical
system (M,L,C ).
In the definition below, we consider the functional L :γ → ∫ b
a
L(γ˙ ) induced by L
as a smooth map H2(M, [a, b]) → R. In fact, the functionals L : Ck(M, [a, b]) → R, for
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k  1, and L : Hk(M, [a, b]) → R, for k  2, are smooth, since they can be written as∫ b T T k k−1the composition of smooth maps (
a
) ◦ (L◦) ◦ ( dt ). Here, ( dt ) : C (M) → C (TM) like
in Lemma 1, (L◦) : Ck−1(TM) → Ck−1(R), and ∫ ba : Ck−1(R) → R defined by γ → ∫ ba γ
(which is linear continuous, hence smooth), and similarly for the Hk case. If the Lagrangian
is classic, L : H1(M, [a, b])→ R is also smooth.
Definition 5. We say that γ ∈ H2(M,C , [a, b]) is a normal extremal or variational trajec-
tory of (M,L,C ) if dL (γ ) annihilates the linear subspace {X ∈ Tγ H2(M,C , [a, b], γ (a)) |
X(b)= 0} of Tγ H2
(
M,C , [a, b], γ (a)).
The nomenclature normal extremal is inspired in sub-Riemannian geometry. In fact,
in the case of a linear constraint D , if the Lagrangian L is the kinetic energy K, the
normal extremals of (M,L,D) coincide with the normal geodesics or normal extremals
of (M,D,K|D).
Remark 4. (a) If γ ∈ H2(M,C , [a, b]) is a regular point of the endpoint mapping evf , then
H2(M,C , [a, b], γ (a), γ (b)) is a closed embedded submanifold of H2(M,C , [a, b], γ (a))
on a suitable neighborhood of γ and its tangent space at γ coincides with
{X ∈ Tγ H2(M,C , [a, b], γ (a)) | X(b)= 0}. Hence, in this case, γ is a variational trajec-
tory if, and only if, it is a stationary point of the restriction of L : H2(M, [a, b]) → R to
H2(M,C , [a, b], γ (a), γ (b)).
(b) Like in sub-Riemannian geometry, a curve γ ∈ H2(M,C , [a, b]) may be simultane-
ously a normal and abnormal extremal.
Next we characterize the normal extremals:
Proposition 5. Let γ ∈ H2(M,C , [a, b]). Then the two following conditions are equivalent:
(i) γ is a normal extremal of (M,L,C ).
(ii) There exists P ∈ H1(γ ∗TM), such that (∀t) P (t) ∈ C⊥˙γ (t) and the following equation





}+ ∇tP = PL(γ˙ )−A∗(γ˙ ) · P. (10)
Remark 5. If γ is a regular curve, then P ∈ H1(γ ∗TM) satisfying this equation is unique,
by Proposition 4.
In the unconstrained case C = TM, Eq. (10) reads ∇t {FL(γ˙ )} − PL(γ˙ ) = 0, which,








for 1  k  n = dim M. That is, in that case, Eq. (10) is a coordinate-free version of
the classical Euler–Lagrange equations of the Lagrangian L. Similarly, if the constraint
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assumes the particular form proposed in [3], Eq. (10) is a coordinate-free version of the
equations of the vakonomic trajectories defined there.
4.3. The generalized mixed bundle and the variational vector field
In this subsection, we exhibit a regularity condition on the Lagrangian L, under which
the implicit differential equation (10) defines a Hamiltonian vector field on the generalized
mixed bundle W with respect to a symplectic form induced by L and by the canonical
symplectic form of T∗M. To figure out what should be this condition, note that, given γ ∈
H2(M,C ), we have P ∈ H1(γ ∗TM) and P ∈ C⊥˙γ if, and only if, X := λ(γ˙ ,P ) ∈ H1(W)γ˙
(i.e., the fiber of (πW ◦) : H1(W) → H1(C ) over γ˙ ). Hence, defining:
F˜ :W −→ TM,
Xvq −→ FL(vq)+ κ ·Xvq , (11)
it follows that condition (ii) of Proposition 5 is equivalent to the existence of X ∈ H1(W)γ˙





}= −A∗(πW ◦X) · κ ·X + PL(πW ◦X). (12)
Now the regularity condition to be imposed on L becomes clear: we need F˜ to be a local
diffeomorphism. Defining:
F :W −→ T∗M,
θvq −→ FL(vq)+ λ∗vq · θvq ∈ T∗qM, (13)
where λ∗vq is the transpose of the vertical lift at vq , λvq : TqM → Tvq TM, we have the
following commutative diagram:
(14)
where µ : TM → T∗M is the Legendre transformation induced by the metric tensor, and
µ˜ :W →W is the smooth vector bundle isomorphism given by Xvq → 〈Xvq , · 〉Vervq (TM) ◦
PW . Since µ and µ˜ are diffeomorphisms, it follows that F˜ is a local diffeomorphism if, and
only if, F is a local diffeomorphism. Hence, the regularity condition to be imposed on L is
given by the following definition:
Definition 6. We say that the Lagrangian L is C -regular if the application F defined in (13)
is a local diffeomorphism.
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Example 3. For a linear or affine constraint C = (D,Xa)—see Example 1.a, any classical
Lagrangian L = K − V ◦ τM is C -regular.
We show later in this subsection that, for a linear constraint D , the condition of D -
regularity is equivalent to F(L|D) :D → D∗ being a local diffeomorphism. This is a
weaker condition on the Lagrangian than that considered in [28], where the condition of
F(L|D) :D →D∗ being a diffeomorphism is assumed.
Let γ ∈ H2(M,C , [a, b]) be a normal extremal, and P ∈ H1(γ ∗TM) satisfying (ii) in
Proposition 5. We call Γ := µ˜(λγ˙ P ) ∈ H1(W)γ˙ a Lagrangian multiplier associated to γ .
Finally, under the regularity condition stated in Definition 6, we have the following
theorem, which is the main result of the paper:
Theorem A. Let L be a C -regular Lagrangian. Let us endow the generalized mixed bundle
W with the symplectic form ωW given by the pull back by F of the canonical symplectic
form of T∗M, and consider the following Hamiltonian on (W,ωW ):
H :W −→ R,
θvq −→ FL(vq) · vq − L(vq)+ θvq ·Z(vq), (15)
where Z ∈ D1(TM) is the Liouville vector field, i.e., defined by vq → λvq vq .
Then γ ∈ H2(M,C , [a, b]) is a normal extremal of (M,L,C ) with Lagrangian multiplier
Γ ∈ H1(W)γ˙ if, and only if, Γ is an integral curve of the Hamiltonian vector field XH
induced by H. In particular, γ and Γ are smooth.
If the Liouville vector field is tangent to C (that is, if the constraint is homogeneous),
we have θvq · Z(vq) = 0, for all θvq ∈ W . Hence, as a corollary, we have reobtained
Theorem 4.3 from [5], which states that the energy is conserved along the variational
trajectories if the constraint is homogeneous.
Definition 7. If L is a C -regular Lagrangian, we call the vector field XH defined in the
previous theorem the variational or vakonomic vector field associated to (M,L,C ). The
flow (φtH)t∈R of XH is called the variational flow of (M,L,C ).
If the Lagrangian is such that F is a diffeomorphism, we could use this diffeomorphism
to define the variational vector field XH on the cotangent bundle T∗M.14 In the case of
linear constraints, this has been done in [17] for classical Lagrangians (F is always a
diffeomorphism in that case); in the general case, see [3].
Remark 6. Note that neither the symplectic form ωW nor the Hamiltonian H depend on the
auxiliary metric, i.e., they depend only on the Lagrangian, as it is clear from the definition
of the map F. The condition of being a C -regular Lagrangian does not depend on the
14 This is not possible, in general, with the weaker hypothesis of C -regularity, like it is considered here. In this
sense, the “correct” phase space to define the variational vector field is the generalized mixed bundleW .
650 G. Terra, M.H. Kobayashi / J. Math. Pures Appl. 83 (2004) 629–671
auxiliary metric as well. More precisely, it follows as a corollary of the next proposition that
the C -regularity condition depends only on the values of L on the constraint manifold C .
Proposition 6. Let F :W → L(Ver(C ),Ver(C )) be defined by Xvq ∈ W → F(Xvq ),
F(Xvq ) :Yvq ∈ Vervq (C ) → λvq ·P(vq) · FFL(vq) · κ · Yvq − λvq · FP(vq) · (κ · Yvq , κ ·
Xvq ) ∈ Vervq (C ). The following conditions are equivalent:
(i) L is a C -regular Lagrangian;
(ii) For all Xvq ∈ W , F(Xvq ) : Vervq (C ) → Vervq (C ) is a linear isomorphism.
For all vq ∈ C and wq ∈ Cvq , P(vq) · FFL(vq) · wq depends only on the values of L
on Cq , since F2L(vq)|Cvq×Cvq depends only on the values of L on Cq . Besides, for a
liner constraint D , we have P :vq ∈ D → PD (q), where PD (q) : TqM → Dq is the
orthogonal projection. Hence, in that case, we have FP ≡ 0, so that condition (ii) in the
above proposition is equivalent to F2L(vq)|Dq×Dq being non-degenerate, for all vq ∈ D .
The latter condition, on the other hand, is equivalent to F(L|D) :D → D∗ being a local
diffeomorphism, what achieves the proof of the following corollary:
Corollary 2. (i) The condition of being a C -regular Lagrangian depends only on the values
of the restriction of L to C ;
(ii) For a linear constraint D , L is D -regular if, and only if, F(L|D) :D →D∗ is a local
diffeomorphism.
We close this subsection with the last remark that, in the case of a linear constraint
D ⊂ TM, the generalized mixed bundle πW :W→ D is naturally isomorphic to the smooth
vector bundle π1 :D ⊕M D0 → D , where π1 is the projection on the first factor and
D ⊕M D0 is the total space of the mixed bundle D ⊕M D0 → M. Indeed, the isomorphism
is given by θvq ∈W → (vq , θvq ◦ λvq ) ∈ D ⊕M D0. We identify D ⊕M D0 withW through
this isomorphism, so that, for a D -regular Lagrangian, the variational vector field XH is
defined on the mixed bundle D ⊕M D0.
4.4. The Hessian and the Jacobi fields
Assuming that L is a C -regular Lagrangian, in this subsection we define the Jacobi
fields associated to the variational flow of (M,L,C ) and relate them to the kernel of the
Hessian of the Lagrangian functional L .
Definition 8 (Jacobi fields). Let Γ : [a, b] →W be an integral curve of XH, i.e., Γ is a
Lagrangian multiplier associated to the normal extremal γ := πC ◦ πW ◦ Γ of (M,L,C ).
Let (s, t) ∈ (−ε, ε)× [a, b] → Γs(t) ∈W be a smooth variation of Γ by integral curves
of XH. By this, we mean a smooth map such that, for all s ∈ (−ε, ε), Γs : [a, b] →W
is an integral curve of XH and Γ0 = Γ . Let γs := πC ◦ πW ◦ Γs : [a, b] → M. We call
J := T γsds |s=0 ∈ Tγ H2(M,C , [a, b]) a Jacobi field with respect to Γ , and we use the
following notation: JΓ := {J ∈ Tγ H2(M,C , [a, b]) | J Jacobi field with respect to Γ },
J aΓ :=JΓ ∩ Tγ H2(M,C , γ (a)), and J a,bΓ := JΓ ∩ Tγ H2(M,C , γ (a), γ (b)).
G. Terra, M.H. Kobayashi / J. Math. Pures Appl. 83 (2004) 629–671 651
Remark 7. If γ is a normal extremal which is not abnormal, then JΓ , J aΓ and J a,bΓ depend
only on γ . Indeed, if γ is a regular curve, it follows from Remark 5 that the associated
Lagrangian multiplier Γ is unique.
Proposition 7. Using the notation above, J a,bΓ ⊂ J aΓ ⊂ JΓ are linear subspaces of
Tγ H2(M,C , [a, b]), with dimJΓ  2n, dimJ aΓ  n, where n= dim M.
Let γ ∈ H2(M,C , [a, b]) be a normal extremal of (M,L,C ) which is not abnor-
mal (that is, a critical point of the restriction of the Lagrangian functional L to
H2(M,C , [a, b], γ (a), γ (b))—see Remark 4.a). Let Γ ∈ H1(γ ∗W) be a Lagrangian multi-
plier associated to γ . Note that γ and Γ are smooth, by the C -regularity of the Lagrangian,
and that Γ is univocally determined by γ , by Remark 5. Looking at L as a smooth func-
tion on the Banach manifold H2(M,C , [a, b], γ (a), γ (b)), its Hessian at γ and the Jacobi
fields with respect to Γ are related by the following theorem, which is the main result of
this subsection:
Theorem B. Using the notation above, then kerHessL (γ ) = J a,bΓ , that is,
J ∈ Tγ H2(M,C , [a, b], γ (a), γ (b)) is a Jacobi field with respect to Γ if and only if
J ∈ ker HessL (γ ).
Corollary 3. With the same hypothesis, kerHessL (γ ) is finite dimensional. More
precisely, dim ker HessL (γ ) n, where n = dim M.
4.5. The Jacobi–Carathéodory metric tensor
Given an unconstrained mechanical system (M,L), with classical Lagrangian
L = K − V ◦ τM, it is well known the “Jacobi–Carathéodory theorem”: for e > 0 such that
V < e on M, this theorem allows, through the introduction of a convenient metric tensor
on M (the so-called Jacobi–Carathéodory metric tensor ge, see Definition 9, below) reduce
the study of the trajectories of (M,L) with energy K + V ◦ τM = const.= e to the study of
the geodesics of the Riemannian manifold (M,ge) with energy 1—see [1].
In this subsection we generalize the Jacobi–Carathéodory theorem, in Theorem C,
below, to the variational flow of a constrained mechanical system (M,L,C ), provided that
the constraint manifold is a cone. We assume, throughout this subsection, that:
(a) the Lagrangian is C -regular and classic, i.e., L = K − V ◦ τM;
(b) the constraint C is a cone, i.e., if vq ∈ C and t > 0 then t vq ∈ C .
In particular, C is homogeneous, i.e., the Liouville vector field Z ∈ D1(TM) is tangent
to C . Therefore, the Hamiltonian (15) which defines the normal extremals of (M,L,C ) is
given by θvq ∈W → FL(vq)− L(vq) = K(vq)+ V(q) ∈ R.
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Definition 9. Assume that there exists e > 0 such that, for all q ∈ M, V(q) < e. Let us
15define the Jacobi–Carathéodory metric tensor on M:
ge := (e − V)g. (16)
Theorem C. Let γ : [a, b]→ M be a smooth curve compatible with the constraint such that
K(γ˙ ) + V ◦ γ = const. = e and let γ˜ : [0,L] → M be the reparametrization by arc length
of γ in the Jacobi–Carathéodory metric ge. Denote by Ke the kinetic energy associated
to ge. Then we have:
(i) γ is an abnormal extremal of (M,C ) if, and only if, γ˜ is an abnormal extremal
of (M,C );
(ii) γ is a normal extremal of (M,L,C ) if, and only if, γ˜ is a normal extremal of
(M,Ke,C ).
4.6. Variational versus d’Alembert–Chetaev mechanics
In this last subsection, we establish a comparison between variational mechanics and
d’Alembert–Chetaev mechanics. The basic definitions concerning the d’Alembert–Chetaev
trajectories of a constrained mechanical system (M,L,C ) are stated below. We refer the
reader to [32] for more details. We assume in this subsection that the Lagrangian is C -
regular and classic, i.e., L = K − V ◦ τM, where K is the kinetic energy of the Riemannian
manifold (M,g) and V ∈ F(M) is the potential energy.
Definition 10. We say that a continuous map R :C → TM is an admissible reaction field
for the constrained mechanical system (M,L,C ) if it is fiber preserving and if there exists
a second-order vector field XRC :C → TC whose maximal integral curves with fixed initial
condition exist and are unique, and whose base integral curves (i.e., the projections on M
of its integral curves) are solutions of Newton’s equation:
∇t γ˙ + grad V(γ ) = R(γ˙ ). (17)
We denote by R the set of all admissible reaction fields for (M,L,C ). If R ∈ R, we
call the base integral curves of XRC the physical trajectories of the constrained mechanical
system (M,L,C ), induced by the admissible reaction R.
In the previous definition, by a second-order vector field on C we mean a vector field
X ∈ D1(C ) such that, for all vq ∈ C , TπC ·X(vq) = vq . That is to say, X is a vector field
on C whose integral curves are the form γ˙ , with γ an horizontal curve.
15 By a previous convention, for classical Lagrangians we consider g to be the metric tensor induced by the
kinetic energy K.
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Remark 8. Note that, if R is an admissible reaction field for (M,L,C ), then XRC is
univocally determined by R. In fact, it is given by vq ∈ C → S(vq) + λvq {−gradV(q) +
R(vq)}, where S is the geodesic spray of (M,g).
Proposition 8. The admissible reaction fields for (M,L,C ) are the continuous fiber




)= −κ · PW · S(vq)+P⊥vq · (grad V(q)), (18)
and such that the uniqueness and existence property holds for the integral curves of the
vector field XRC , where W is the projection bundle on C associated to g.
Definition 11. We denote by XV : TM → T(TM) the second-order vector field whose
base integral curves are the solutions of Newton’s Law (17) with R ≡ 0. That is to say,
XV :vq ∈ TM → S(vq)+ λvq {−gradV(q)}. Equivalently, XV is the variational vector field
of the unconstrained system (M,L,C = TM).
Using the Whitney sum decomposition TTM|C = TC ⊕C W , the restriction of XV to the
constraint manifold C splits into a sum XV|C = XC +XW , where XC is a smooth second-
order vector field on C and XW a smooth section of the projection bundle W . The vector
field XC is called the Gibbs–Maggi–Appell (GMA) vector field. The base integral curves
of this vector field are the d’Alembert–Chetaev trajectories of the constrained mechanical
system (M,L,C ).
Definition 12. Let RA :C → TM be the admissible reaction field for the constrained





The reaction RA is a smooth admissible reaction field. The second-order vector field
defined by RA is the GMA vector field XC ; that is, RA is the reaction field that defines the
d’Alembert–Chetaev trajectories of the constrained mechanical system.
The next theorem is the main result of this subsection. It gives a necessary and sufficient
condition for the variational vector field XH to be πW -related to the second-order vector
field XRC ∈ D1(C ) induced by the admissible reaction field R.16 If this condition is
fulfilled, the admissible reaction field must coincide with the reaction field RA that defines
the GMA vector field XC .
Theorem D. Using the notation above, let R ∈ R. Then the vector fields XH ∈ D1(W) and
XRC ∈ D1(C ) are πW -related if, and only if, XRC = XC and the following condition holds:
16 That is to say, a necessary and sufficient condition for the integral curves of XRC to be the projections by πW
of the integral curves of XH , or equivalently, for the normal extremals of (M,L,C ) to coincide with the physical
trajectories of (M,L,C ) induced by R.
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(C) For all Xvq ∈ W , we have:P(vq) ·
{
A∗(vq) · κ · Xvq − FP(vq) ·
(−P(vq) · grad V(q)+A(vq) · vq, κ · Xvq )
− PP(vq) · (vq, κ ·Xvq )
}= 0.
As a corollary, for a linear constraint D , we have:17
Corollary 4. With the same notation, for a linear constraint D ⊂ TM, let XD ∈ D1(D)
be the GMA vector field, R ∈ R an admissible reaction field, and XH ∈ D1(D ⊕M D0)
the variational vector field of (M,L,D). Then XRD and XH are PD -related if, and only if,
XRD = XD and D is an involutive distribution (i.e., the constraint is integrable).
Corollary 5. With the same notation, for fixed (M,g), C , then XC and XH are πW -related
for all potentials V ∈ F(M) if, and only if, the following conditions are fulfilled, for all
Xvq ∈ W :
(C1) FP(vq)|Cvq = 0;
(C2) P(vq) ·
{
A∗(vq) · κ ·Xvq − FP(vq) ·
(
A(vq) · vq, κ ·Xvq
)
− PP(vq) · (vq, κ ·Xvq )
}= 0.
Remark 9. For a linear or affine constraint (Example 1.a), we have FP ≡ 0, so that
condition (C1) is trivially verified and condition (C2) is equivalent to condition (C), that is,
the vector fields XC and XH are πW -related for a given potential V ∈ F(M) if, and only if,
they are πW -related for all potentials V ∈ F(M).
Example 4. For an affine constraint C = (D,Xa)—see Example 1.a, condition (C2) is
equivalent to the following condition:




)+BD(vq ,wq)−PD⊥ · ∇wqXa = 0,
where BD is the total second fundamental form of (M,g,D) (see [17]), and PD⊥ : TM →
D⊥ is the orthogonal projection.
This condition is equivalent to BD |D⊕MD being symmetric (i.e., to D being an
integrable distribution) and, for all Y ∈ Γ ∞(D), [Y,Xa] ∈ Γ ∞(D).
For instance, take M = R2, (e1, e2) standard basis of R2, D :q ∈ M → [e2] ⊂ TqM = R2q ,
and Xa :q ∈ M → e1. This simple example shows that there exist non-holonomic
17 Note that the result stated in this corollary is more general than the corresponding result of [3], which gives
the equivalence “for a linear constraint D , the vakonomic and d’Alembertian trajectories coincide if, and only if,
D is integrable, i.e. the constraint is holonomic”.
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constraints (i.e., that are not integrable distributions) for which the variational and the
d’Alembert–Chetaev trajectories coincide.
5. Proof of the main results
5.1. Abnormal and normal extremals
Definition 13. Let γ ∈ Ck(M,C ), k  1. Then t ∈ [a, b] → C⊥γ˙ (t ) ⊂ Tγ (t)M is a Ck−1
section of the Grassmann bundle of the m-planes of γ ∗TM, Grm(γ ∗TM), where m = rkW .
That is to say, Sγ :=⋃t∈[a,b]C⊥γ˙ (t ) and S⊥γ :=⋃t∈[a,b]C⊥γ˙ (t ) are Ck−1 vector sub-bundles
of the pull back γ ∗TM. Similarly if γ ∈ Hk(M,C ), k  1, then Sγ and S⊥γ are vector sub-
bundles of class Hk−1 (i.e., locally generated by Hk−1 sections) of γ ∗TM.
Remark 10. Let M be a finite-dimensional smooth manifold (i.e., of class C∞), compact,
possibly with boundary, and πξ : ξ → M a finite-dimensional vector bundle of class Ck,
k  0. Then, by the compacity of the base M, there exists N ∈ N such that πξ : ξ → M
is isomorphic to a vector sub-bundle of class Ck of the (smooth) trivial bundle RNM .
Therefore, for M = [a, b], using the notation of the previous definition, for γ ∈ Ck(M,C ),
k  1 (respectively, Hk(M,C ), k  2), taking ξ = γ ∗TM, we conclude that Sγ and S⊥γ are
Ck−1 (respectively, Hk−1) vector sub-bundles of the trivial bundle RN[a,b], for some N ∈ N
sufficiently large. Then we can apply to Sγ and S⊥γ the theory of [24, Chapter 14], so that
it makes sense to apply to Sγ and S⊥γ the functors Hs and Cs, 0 s  k − 1 (respectively,
Hs and Cs−1 , 0 s  k − 1).
Definition 14. Given γ ∈ H2(M,C ), we define the linear continuous maps
T : Tγ H2(M) → H1(Sγ ) and T : Tγ H1(M) → L2(Sγ )
by J → κ · PW · T( Tdt ) · J = P⊥(γ˙ ) · ∇t J − A(γ˙ ) · J . We denote by T a and T a,b the
restrictions of T to Tγ H2(M, γ (a)) and Tγ H2(M, γ (a), γ (b)), respectively, and by Ta and
Ta,b the restrictions of T to Tγ H1(M, γ (a)) and Tγ H1(M, γ (a), γ (b)), respectively.
We also define the following closed subspaces of Tγ H2(M), Tγ H2(M, γ (a)), Tγ H1(M)
and Tγ H1(M, γ (a)):
E := {X ∈ Tγ H2(M) ∣∣ ∇t2X = 0}, F := {X ∈ Tγ H1(M) ∣∣P(γ˙ ) · ∇tX = 0},














Note that, by the same argument of the proof of Proposition 3, T , T , T a and Ta are
surjective. Moreover, Tγ H2(M,C ) = kerT and Tγ H2(M,C , γ (a))= kerT a .
In Lemmata 2, 3, 4, 5 and 6, below, we fix γ ∈ H2(M,C ).
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Lemma 2. Using the notation of the previous definitions, we have the following direct sum
decompositions:
Tγ H2(M) = Tγ H2
(





)= Tγ H2(M, γ (a), γ (b))⊕Ea,
and the same holds for H1 in place of H2. Moreover, Tγ H1(M, γ (a), γ (b)) is orthogonal to
both E and Ea .
Proof. As a matter of fact, given X ∈ Tγ H2(M, γ (a), γ (b)) ∩ E or
X ∈ Tγ H2(M, γ (a), γ (b))∩Ea , we have ∇t 2X = 0, X(a)= 0 and X(b)= 0, what implies
X = 0. On the other hand, given X ∈ Tγ H2(M), let V0 ∈ Tγ H2(M) be the parallel trans-
lation of X(a) along γ , V1 ∈ Tγ H2(M) the parallel translation of X(b) − V0(b) along γ ,
and X1 ∈ E be defined by (∀t ∈ [a, b]) X1(t) := V0(t) + (t − a)/(b − a)V1(t). Then it is
clear that X −X1 ∈ Tγ H2(M, γ (a), γ (b)), what proves the first direct sum decomposition;
if X(a) = 0, then V0 = 0, so that X1 ∈ Ea and the second direct sum decomposition is also
proved. The same argument can be applied with H1 in place of H2.







〈J,∇t 2X〉 = 0, showing that E is the orthogonal comple-
ment of Tγ H1(M, γ (a), γ (b)) in Tγ H1(M), and that Ea is the orthogonal complement of
Tγ H1(M, γ (a), γ (b)) in Tγ H1(M, γ (a)), as asserted. 
Lemma 3. With the same notation, T a,b and Ta,b have closed images.
Proof. Since Tγ H2(M, γ (a), γ (b)) has finite codimension in Tγ H2(M, γ (a)) and T a is
surjective, it follows that ImT a,b = T a{Tγ H2(M, γ (a), γ (b))} has finite codimension in
H1(γ ∗S). Hence, the assertion for T a,b follows from the following corollary of the open
mapping theorem: “if the image of a continuous linear map between Banach spaces has
finite codimension, then it is closed” (see [18]). The same argument applies to Ta,b in
place of T a,b, substituting Hk with Hk−1, k = 1,2. 
Lemma 4. Let X,Y ∈ H1(γ ∗TM). Then there exist and are unique L ∈ Tγ H2(M) and
K ∈ Tγ H2(M, γ (a), γ (b)) such that:
(i) ∇tL = X;
(ii) ∇tK = Y +L.
The same holds with Hk−1 in place of Hk, k = 1,2.
Proof. Take L0 ∈ Tγ H2(M) such that ∇tL0 = X ∈ H1(γ ∗TM), and K0 ∈ Tγ H2(M) such
that ∇tK0 = Y +L0. By Lemma 2, there exists (and it is unique)K ∈ Tγ H2(M, γ (a), γ (b))
and V ∈ E such that K + V = K0. Take L := ∇tK − Y . Then we have
L= ∇t (K0 − V )−Y = ∇tK0 −∇tV −Y = L0 −∇tV ∈ Tγ H2(M), and ∇tL = ∇tL0 = X.
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The uniqueness follows from the fact that, if K ′ ∈ Tγ H2(M, γ (a), γ (b)) and′ 2 ′ ′ ′L ∈ Tγ H (M) also satisfy (i) and (ii), then ∇t (K −K ) = L −L and ∇t (L−L ) = 0, so
that ∇t (K −K ′) ∈ Tγ H2(M) and ∇t2(K −K ′) = 0. Since (K − K ′)(a) = 0,
(K −K ′)(b)= 0, this implies K −K ′ = 0, hence L−L′ = 0.
The same argument holds with Hk−1 in place of Hk, k = 1,2. 
Corollary 6. Let P ∈ L2(γ ∗S). Then:
(i) there exist and are unique LP ∈ Tγ H1(M) and KP ∈ Tγ H1(M, γ (a), γ (b)) such that:
(a) ∇tLP = −A∗(γ˙ ) · P ;
(b) ∇tKP = P −LP .
Moreover, LP ,KP ∈ H2 if P ∈ H1.
(ii) we have (Ta,b)∗ · P = KP , where KP is given in part (i).
Proof. (i) This follows immediately from Lemma 4, since A∗(γ˙ ) ·P belongs to L2(γ ∗TM)
(respectively, H1(γ ∗TM)) if P ∈ L2(γ ∗S) (respectively, P ∈ H1(γ ∗S)).



















〈Ta,b ·X,P 〉 = 〈Ta,b · X,P 〉L2,
hence KP = (Ta,b)∗ · P , as asserted. 
Lemma 5. The following direct sum decompositions hold: Tγ H2(M) = kerT ⊕ Fa ,
Tγ H2(M) = kerT a ⊕F , Tγ H1(M) = kerT ⊕Fa and Tγ H1(M) = kerTa ⊕ F .
Proof. It is the same argument, mutatis mutandis, used in the demonstration of Proposi-
tion 3. 
Lemma 6. With the same notation, let G be the orthogonal complement of kerTa,b in
kerTa , so that kerTa = kerTa,b ⊕G. Then G ⊂ kerT a .
Proof. (a) Since ImTa,b is closed, by Lemma 3, we have Im (Ta,b)∗ = (kerTa,b)⊥
(i.e., the orthogonal complement of kerTa,b in Tγ H1(M, γ (a), γ (b))). Indeed, the open
mapping theorem implies that Ta,b|(kerTa,b)⊥ : (kerTa,b)⊥ → ImTa,b is a continuous linear
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isomorphism, hence (Ta,b)∗|ImTa,b : ImTa,b → (kerTa,b)⊥ is also a continuous linear∗ ⊥isomorphism, so Im (Ta,b) = ker (Ta,b) , as asserted.
(b) The orthogonal complement of kerTa,b in kerTa is the intersection of kerTa with
the orthogonal complement of kerTa,b in Tγ H1(M, γ (a)), which, in its turn, is the direct
sum of the orthogonal complement of kerTa,b in Tγ H1(M, γ (a), γ (b)) with the orthogonal
complement of this last space in Tγ H1(M, γ (a)) (which coincides with Ea , by Lemma 2).
That is, we have:
G = (Im (Ta,b)∗ ⊕Ea)∩ kerTa
Therefore, given X ∈ G, X must be of the form X = (Ta,b)∗P +W , where P ∈ L2(Sγ )
and W ∈ Ea , i.e. (∀t ∈ [a, b]) W(t) = tV (t) for some V ∈ H2(γ ∗TM) such that ∇tV ≡ 0,
and we must have Ta · X = 0.
Take LP ∈ H1(γ ∗TM) and KP ∈ Tγ H1(M, γ (a), γ (b)) given by Corollary 6, so
that (Ta,b)∗P = KP . Then ∇tX = ∇tKP + V = P − LP + V , what implies that
Ta · X = 0 if, and only if P =P⊥(γ˙ ) · (LP − V )+A(γ˙ ) · (KP +W). This shows
that P ∈ H1(Sγ ). Thus, KP = (Ta,b)∗ · P ∈ Tγ H2(M, γ (a), γ (b)), and it then follows
X = (Ta,b)∗ · P +W ∈ Tγ H2(M, γ (a)) and Ta ·X = T a ·X = 0, i.e., X ∈ kerT a . Since
X ∈ G was arbitrarily taken, we have shown G ⊂ kerT a . 
Corollary 7. With the same notation, kerT is dense in kerT , kerT a is dense in kerTa and
kerT a,b is dense in kerTa,b.
Proof. The density of kerT and kerT a in kerT and kerTa , respectively, is a conse-
quence of the following facts: (1) Tγ H2(M) is dense in Tγ H1(M); (2) kerT ⊂ kerT ,
kerT a ⊂ kerTa , F ⊂ F and Fa ⊂ Fa and (3) the direct sum decompositions given in
Lemma 5.
The density of kerT a,b in kerTa,b follows from Lemma 6 and from the density of
kerT a in kerTa . Indeed, given Y ∈ kerTa,b, there exists a sequence (Jn)n∈N in kerT a such
that Jn
n→∞−→ Y in kerTa . We can write, for all n ∈ N, Jn = Jn + J⊥n , with Jn ∈ kerTa,b
and J⊥n ∈ G. Then it follows from Lemma 6 that J⊥n ∈ kerT a , hence Jn = Jn − J⊥n ∈
kerT a ∩ kerTa,b = kerT a,b.
As Jn
n→∞−→ Y = Y in kerTa , we have shown that Y ∈ kerTa,b is the limit in kerTa of
a sequence in kerT a,b, what concludes the proof. 
Proof of Proposition 4. Let us consider the following assertions:
(1) γ is a regular point of the endpoint mapping evf : H2(M,C , [a, b], γ (a))→ M;
(2) T a,b is surjective;
(3) Ta,b is surjective;
(4) If P ∈ H1(γ ∗TM), (∀t) P (t) ∈ C⊥˙γ (t) and, for almost all t ∈ [a, b], ∇tP +A∗(γ˙ ) · P =
0, then P ≡ 0.
We prove (1) ⇒ (2)⇒ (3) ⇒ (4) ⇒ (1).
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(1) ⇒ (2). Let η ∈ H1(Sγ ). Since T a is surjective, there exists J1 ∈ Tγ H2(M, γ (a))
2such that T a · J1 = η. Using condition (1), we can take J2 ∈ kerT a = Tγ H (M,C , γ (a))
such that J2(b)= J1(b) ∈ Tγ (b)M. Let J := J1 − J2. Then J ∈ Tγ H2(M, γ (a), γ (b)) and
T a,b · J = η, showing the surjectiveness of T a,b.
(2) ⇒ (3). As a matter of fact, let us assume that T a,b is surjective. Then, as
ImT a,b = H1(Sγ ) is dense in L2(Sγ ), and ImT a,b ⊂ ImTa,b, it follows that ImTa,b is
dense in L2(Sγ ). But ImTa,b is closed, by Lemma 3, hence ImTa,b = L2(Sγ ).
(3) ⇒ (4). Suppose that there exists P ∈ H1(Sγ ), P = O, such that (9) holds. We assert
that (Ta,b)∗ · P = 0, therefore (Ta,b)∗ is not injective, and then ImTa,b cannot be dense
in L2(Sγ ) (consequently, Ta,b is not surjective).
Indeed, take LP ∈ H2(γ ∗TM) and KP ∈ Tγ H2(M, γ (a), γ (b)) given by Corollary 6,
so that (Ta,b)∗P = KP . Then ∇t 2KP = ∇t (P −LP ) = ∇tP + A∗(γ˙ ) · P = 0 and, since
KP (a)= Oγ (a), KP (b)= Oγ (b), it follows that (Ta,b)∗P = KP = 0.
(4) ⇒ (1). As we have pointed out in Remark 10, Sγ and S⊥γ are H1 vector sub-
bundles of RN[a,b], for N sufficiently large, if γ ∈ H2. Suppose that γ is not a regular
point of evf , i.e., Tγ evf :X ∈ Tγ H2(M,C , γ (a)) → X(b) ∈ Tγ (b)M is not surjective. Then
there exists w ∈ Tγ (b)M \ {O} such that 〈X(b),w〉 = 0, for all X ∈ Tγ H2(M,C , γ (a)).
Let w := Pγ˙ (b) · w and w⊥ := P⊥γ˙ (b) · w, and take P ∈ H1(Sγ ) solution of the Cauchy
problem:
P⊥(γ˙ ) · ∇tP +P⊥(γ˙ ) ·A∗(γ˙ ) · P = 0, (20)
with initial condition P(b) = w⊥. Note that, taking a frame field on Sγ of class H1, the last
equation can be reduced to a linear ODE in Rm, m = rkW , with coefficients in L2, so that


















P⊥(γ˙ ) · ∇tX,P





X,P(γ˙ ) ·A∗(γ˙ ) · P +P(γ˙ ) · ∇tP
〉
,
where, in the last equality, we have used the fact that P⊥(γ˙ ) · ∇tX −A(γ˙ ) ·X = 0, since
X ∈ Tγ H2(M,C , γ (a)). It then follows, for all X ∈ Tγ H2(M,C , γ (a)):
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In particular, for all X ∈ kerT a,b,
∫ b
a 〈X,P(γ˙ ) · ∇tP +P(γ˙ ) · A∗(γ˙ ) · P 〉 = 0. SincekerT a,b is dense in kerTa,b, by Corollary 7, and since kerTa,b is dense in kerT in the
topology of L2(γ ∗TM), by continuity the last equation must hold for all X ∈ kerT . That is
to say:
〈




for all X ∈ kerT . On the other hand, P(γ˙ ) : kerT → H1(S⊥γ ) is surjective; indeed, given
ξ ∈ H1(S⊥γ ), take any solution X⊥ ∈ H1(Sγ ) of the linear ODE P⊥(γ˙ ) · ∇tX⊥ − A(γ˙ ) ·
X⊥ = −P⊥(γ˙ ) · ∇t ξ + A(γ˙ ) · ξ . Then (X⊥ + ξ) ∈ kerT , and P(γ˙ ) · (X⊥ + ξ) = ξ ,
as asserted. Therefore, as H1(S⊥γ ) is dense in L2(S⊥γ ), it follows from (22) that P(γ˙ ) ·
∇tP +P(γ˙ ) ·A∗(γ˙ ) ·P = 0. Hence, from (21) we conclude that w = 0, and from (20) it
follows that P is solution of (9). Since w⊥ = w = 0, we must have P = 0, what contradicts
condition (4). 
Proof of Proposition 5. Given X ∈ Tγ H2(M), let s ∈ (−ε, ε) → γs ∈ H2(M) such that
T γs
ds |s=0 = X. Then































〉+ 〈PL(γ˙ (t)),X(t)〉dt .










〉+ 〈PL(γ˙ (t)),X(t)〉dt = 0. (23)
Besides, note that {X ∈ Tγ H2(M,C , γ (a)) | X(b) = 0} = kerT a,b. Thus, γ is a normal
extremal of (M,L,C ) if, and only if, dL (γ ) · kerT a,b = {O}.
(i) Assume that dL (γ ) · kerT a,b = {O}. That is, Eq. (23) holds for all
X ∈ kerT a,b ⊂ Tγ H2(M, [a, b], γ (a), γ (b)). Since kerT a,b is dense in kerTa,b, by Corol-
lary 7, by continuity it follows that (23) holds for all X ∈ kerTa,b. Now, Lemma 4 with
X = PL(γ˙ (t)) and Y = −FL(γ˙ ) implies the existence and uniqueness of
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W ∈ Tγ H2(M, [a, b]) and U ∈ Tγ H2(M, [a, b], γ (a), γ (b)) such that (a) ∇tW = PL(γ˙ )









〈−∇tU,∇tX〉 = −〈U,X〉H1 .
This is equivalent to U ∈ (kerTa,b)⊥. Since Ta,b has closed image, by Lemma 3, it follows
Im (Ta,b)∗ = (kerTa,b)⊥, as we have already shown in the proof of Lemma 6. Then
U ∈ (kerTa,b)⊥ = Im (Ta,b)∗, hence there exists P ∈ L2(Sγ ) such that U = (Ta,b)∗ · P .
Take LP ∈ H1(γ ∗TM) and KP ∈ Tγ H1(M, [a, b], γ (a), γ (b)), given by Corollary 6, so that
(Ta,b)
∗ · P = KP = U . Taking covariant derivatives in both members of the last equation,
we obtain P − LP = −FL(γ˙ ) + W , or, equivalently: P = W + LP − FL(γ˙ ). Since the
second member of this equation belongs to H1, we conclude that P ∈ H1(Sγ ). Finally,
taking covariant derivatives of both members of the last equation, we obtain Eq. (10).
(ii) Reciprocally, assume that there exists P ∈ H1(Sγ ) such that (10) holds. Let U and
W be defined like in part (i), and let us define Z ∈ H1(γ ∗TM) by Z := −{FL(γ˙ ) + P } +
W +LP . Then (10) implies that ∇tZ = 0. Therefore, for all X ∈ kerTa,b:















〈−P +LP ,∇tX〉 =
b∫
a
〈−∇tKP ,∇tX〉 = −
〈
(Ta,b)





hence dL (γ ) · kerT a,b = {O}, as asserted. 
5.2. The generalized mixed bundle and the variational vector field
Proof of Theorem A. Assume that L is a C -regular Lagrangian. Then F and F˜
given by (13) and (11) are local diffeomorphisms. We endow TM and W , respectively,
with the symplectic forms ωTM := µ∗ω0 and ωW := F˜∗ωTM, where µ is the Legendre
transformation µ = g : TM → T∗M induced by the auxiliary metric g and ω0 is the
canonic symplectic form of T∗M. Then, in diagram (14), the horizontal arrows µ and µ˜
are symplectomorphisms, and the vertical arrows F and F˜ are local symplectomorphisms
(i.e., local diffeomorphisms which preserve symplectic structures). Let H ∈ F(W) be the
Hamiltonian defined by Xvq ∈ W → FL(vq) · vq − L(vq)+ 〈κ ·Xvq , vq 〉. Therefore, since
H ◦ µ˜ = H, it is clear that we achieve the demonstration of the theorem if we prove
that γ ∈ H2(M,C , [a, b]) is a normal extremal of (M,L,C ) with Lagrangian multiplier
Γ ∈ H1(W)γ˙ if, and only if, X := µ˜−1 ◦ Γ is an integral curve of the Hamiltonian vector
field XH ∈ D1(W) induced byH. We do that in two steps:
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(−A∗(vq) · κ ·Xvq + PL(vq))}.
Then γ ∈ H2(M,C ) is a normal extremal of (M,L,C ) with Lagrangian multiplier
Γ ∈ H1(W)γ˙ if, and only if, X := µ˜−1 ◦ Γ is an integral curve of ξ .
(ii) We prove that ξ = XH.
(i) Let γ ∈ H2(M,C ) be a normal extremal of (M,L,C ) with Lagrangian multiplier
Γ = µ˜(λγ˙ P ) ∈ H1(W)γ˙ , so that X = µ˜−1 ◦ Γ = λγ˙ P ∈ H1(W)γ˙ . Eq. (10) implies that,
for almost all t ∈ [a, b]:
κ · T˜F · TX
dt
= −A∗(πW ◦X(t)) · κ ·X(t) + PL(πW ◦X(t))= κ · T˜F · ξ(X(t)). (24)




a.e. on [a, b], it follows that
T˜F ◦ TXdt = T˜F ◦ ξ ◦X a.e. on [a, b], showing that X is an integral curve of ξ .
On the other hand, let X : [a, b]→ W be an integral curve of ξ . Let γ := τM ◦ πW ◦ X.
Then πW ◦X = γ˙ , by the fact that ∀Xvq ∈ W , TτM · T˜F · ξ(Xvq ) = vq . Therefore, defining
P := κ ◦X, X = λγ˙ P must satisfy Eq. (24), i.e., γ and P are solutions of Eq. (10). Hence,
by Proposition 5, it follows that γ is a normal extremal of (M,L,C ) with Lagrangian
multiplier Γ = µ˜(λγ˙ P ) = µ˜ ◦X, as asserted.
(ii) We denote byK the restriction to W of the connector of TM, i.e.,K= κ |W :W → TM,
and we introduce an auxiliary connection ∇W on the smooth vector bundle πW :W → C ,
with corresponding connector κW : TW → W .
Let us compute dH. Given Xvq ∈ W and ZXvq ∈ TXvq W , let t ∈ (−ε, ε) → Υ (t) ∈ W
such that Υ˙ (0) = ZXvq . Let also γ := πW ◦ Υ , Yvq := κW · ZXvq ∈ Wvq and
ζvq := TπW ·ZXvq ∈ TvqC , so that ZXvq = HWXvq (ζvq ) + λWXvq (Yvq ). We have:









) · γ (t) − L(γ (t))+ 〈K · Υ (t), γ (t)〉}
= F2L(vq) · (κ · ζvq , vq)+ PFL(vq) · (TπC · ζvq , vq)
+ FL(vq) · κ · ζvq − FL(vq) · κ · ζvq − PL(vq) · TπC · ζvq
+ 〈FK(Xvq ) · Yvq︸ ︷︷ ︸
=κ·Yvq
+PK(Xvq ) · ζvq , vq
〉+ 〈κ ·Xvq , κ · ζvq 〉.
(25)
A similar direct computation shows that
TτM · T˜F ·ZXvq = TπC · TπW ·ZXvq = TπC · ζvq , (26)
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and:κ · T˜F · ZXvq = κ · Yvq + FFL(vq) · κ · ζvq + PFL(vq) · TπC · ζvq
+ PK(Xvq ) · λvq (κ · ζvq )+ PK(Xvq ) · Hvq (TπC · ζvq ).
(27)
On the other hand, another direct computation shows that, for all wq ∈ TM, χwq , ηwq ∈
TqM, we have ωTM(χwq , ηwq ) = 〈TτM · χwq , κ · ηwq 〉 − 〈TτM · ηwq , κ · χwq 〉. It then follows




)= ωTM(T˜F · ξ(Xvq ), T˜F ·ZXvq )
= 〈vq, κ · Yvq + FFL(vq) · κ · ζvq + PFL(vq) · TπC · ζvq
+ PK(Xvq ) · λvq (κ · ζvq )+ PK(Xvq ) · Hvq (TπC · ζvq )
〉
− 〈TπC · ζvq ,−A∗(vq) · κ ·Xvq + PL(vq)〉.
(28)
Finally, from Eqs. (25) and (28), it follows that
dH(Xvq ) ·ZXvq −ωW
(
ξ(Xvq ),ZXvq
)= 〈κ · ζvq , κ · Xvq 〉 − 〈A∗(vq) · κ · Xvq ,TπC · ζvq 〉
= 〈P⊥(vq) · κ · ζvq −A(vq) · TπC · ζvq , κ ·Xvq 〉
= 0,
since ζvq ∈ TvqC implies P⊥(vq) · κ · ζvq − A(vq) · TπC · ζvq = 0. As ZXvq ∈ TW was
arbitrarily taken, this concludes the proof. 
Proof of Proposition 6. Given Xvq ∈ W , we show that TXvq F˜ is a linear isomorphism
if, and only if, condition (ii) holds. We then achieve the demonstration of the proposition
using the inverse mapping theorem and the fact that F˜ is a local diffeomorphism if, and only
if, F is a local diffeomorphism. As in the previous demonstration, we endow πW :W → C
with an auxiliary connection. Given Xvq ∈ W and ZXvq ∈ TXvq W , let Yvq := κW · ZXvq ∈
Wvq and ζvq := TπW · ZXvq ∈ TvqC , so that ZXvq = HWXvq (ζvq ) + λWXvq (Yvq ). Assume
that T˜F · ZXvq = 0 and that condition (ii) holds. Then, by (26), it follows TπC · ζvq = 0
(i.e., ζvq ∈ Vervq (C )), and by (27) it then follows:
P⊥(vq) · κ · T˜F ·ZXvq = κ · Yvq +P⊥(vq) · FFL(vq) · κ · ζvq
+P⊥(vq) · PK(Xvq ) · λvq (κ · ζvq ) = 0,
(29)
and
P(vq) · κ · T˜F ·ZXvq =P(vq) · FFL(vq) · κ · ζvq +P(vq) · PK(Xvq ) · λvq (κ · ζvq )
= κ ·FXvq (ζvq ) = 0,
(30)
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where, in the last equality, we have used the fact that P(vq) · PK(Xvq ) · λvq (κ · ζvq ) =
−FP(vq); (κ · ζvq , κ · Xvq ), which follows by derivation of the identity (∀Xvq ∈ W)
P(vq) ·K(Xvq ) = 0. Therefore, condition (ii) implies that ζvq = 0, and it then follows from
Eq. (29) that κ · Yvq = 0, hence ZXvq = 0, what shows that TXvq F˜ is a linear isomorphism.
Reciprocally, if (∀Xvq ∈ W) TXvq F˜ is a linear isomorphism, it follows from Eq. (30)
that condition (ii) holds. 
5.3. The Hessian and the Jacobi fields
Definition 15. Let Γ : [a, b] →W be an integral curve of XH and γ := πC ◦ πW ◦ Γ
the associated normal extremal of (M,L,C ). Let (s, t) ∈ (−ε, ε)× [a, b] → Γs(t) ∈W be
a smooth variation of Γ by integral curves of XH, and (∀s ∈ (−ε, ε)) γs := πC ◦ πW ◦
Γs : [a, b] → M, Ps := κ ◦ µ˜−1 ◦ Γs : [a, b]→ TM. We call ξ := κ · T Psds |s=0 a Lagrangian
multiplier associated to the Jacobi field J := T γsds |s=0, and we use the following notation:
J Γ := {(J, ξ) ∈ Tγ H2(M,C , [a, b]) × H1(γ ∗TM) | J Jacobi field with respect to Γ with
associated Lagrangian multiplier ξ}, J aΓ := {J ∈J Γ | J (a)= 0}, and J a,bΓ := {J ∈J Γ |
J (a)= 0, J (b)= 0}.
Note that J and ξ above are smooth, and that the variation Γs is univocally determined
by γs and Ps . Indeed, since µ˜ is a diffeomorphism and XH is µ˜-related to XH, it is
equivalent to give a variation Γs of Γ = µ˜(λγ˙ P ) by integral curves of XH or a variation
λγ˙s Ps of λγ˙ P by integral curves of XH. Moreover, denoting by π1 the projection on
the first factor Tγ H2(M,C )× H1(γ ∗TM) → Tγ H2(M,C ), we have JΓ = π1 · J Γ , J aΓ =
π1 ·J aΓ and J a,bΓ = π1 · J a,bΓ .
Lemma 7. For all q ∈ M, vq ∈ Cq , wq ∈ TqM:
















}= −{PP(vq) · wq} ◦Avq .
Proof. The three assertions follow, respectively, by derivation of the identities (∀vq ∈ C )
P(vq)+P⊥(vq) = idTqM, P(vq) ◦P⊥(vq) = 0 and P(vq) ◦A(vq) = 0. 
Lemma 8. Using the notation of the previous definition, J is a Jacobi field with respect
to Γ = µ˜(λγ˙ P ) with Lagrangian multiplier ξ if, and only if, J ∈ Tγ H2(M,C ) and
ξ ∈ H1(γ ∗TM) are solutions of the following equations:




L(γ˙ ) · ∇t J + PFL(γ˙ ) · J
}+ R(J, γ˙ ) · {FL(γ˙ )+ P}− FPL(γ˙ ) · ∇t J − PPL(γ˙ ) · J + FA∗(γ˙ ) · (∇t J,P )
+ PA∗(γ˙ ) · (J,P ) +A∗(γ˙ ) · ξ +∇t ξ,
(31)
and:
FP(γ˙ ) · (∇t J,P ) + PP(γ˙ ) · (J,P ) +P(γ˙ ) · ξ = 0, (32)
where R is the curvature tensor of the Levi-Civita connection of (M,g).
Proof. Indeed, let J = T γsds |s=0 be a Jacobi field with respect to Γ , with Lagrangian
multiplier ξ = T Psds |s=0. Then, for all s ∈ (−ε, ε), γs and Ps are solutions of Eq. (10), that
is to say ∇t {FL(γ˙s)+ Ps} − P(γ˙s) · Ps + A∗(γ˙s ) · Ps = 0, and P(γ˙s) · Ps = 0. Taking
∇s |s=0 in both members of these last equations, we obtain (31) and (32), respectively.
Reciprocally, suppose that J ∈ Tγ H2(M,C ) and ξ ∈ H1(γ ∗TM) are solutions of
Eqs. (31) and (32). Let Xvq = λγ˙ (0)P (0) ∈ W , and define ZXvq ∈ TXvq W by TπC · TπW ·
ZXvq = J (a), κ · TπW ·ZXvq = ∇t |t=aJ and κ · TXvqK · ZXvq = ξ(a), where, using the
same notation of the previous subsection, K = κ |W . Denote by (ΦtH)t∈R the flow of
XH, and take c : (−ε, ε) → W such that c′(0) = ZXvq . We define s ∈ (−ε, ε) × [a, b] →
ΦtH · c(s) = λγ˙s (t)Ps(t) ∈ W . Then J˜ := T γsds |s=0 is a Jacobi field with Lagrangian
multiplier ξ˜ = κ · T Psds |s=0. By construction, we have J˜ (a) = J (a), ∇t |t=aJ˜ = ∇t |t=aJ and
ξ˜ (a) = ξ(a). Then, by the uniqueness property stated in Lemma 9, below, it follows that
J˜ = J and ξ˜ = ξ , hence J is a Jacobi field with Lagrangian multiplier ξ , as asserted. 









) · (J ′0,P (a))+ PP(γ˙ (a)) · (J0,P (a))+P(γ˙ (a)) · ξ0 = 0. (34)
Then exist unique J ∈ Tγ H2(M,C , [a, b]) and ξ ∈ H1(γ ∗TM) solutions of (31) and (32)
such that J (a) = J0, ∇t |t=aJ = J ′0 and ξ(a) = ξ0. Besides, J and ξ are C∞ and depend
linearly on the initial conditions J0, J ′0 and ξ0.
Proof. We define the smooth map φ :W → L(TM⊕M TM,TM⊕M TM) by, for all Xvq ∈ W ,
φXvq : (x, y) ∈ TqM × TqM → (FFL(vq) · x + y,P⊥(vq) · x + FP(vq) · (x, κ · Xvq ) +
P(vq) · y) ∈ TqM × TqM. We contend that, for all Xvq ∈ W , φXvq : TqM × TqM →
TqM × TqM is a linear isomorphism. Indeed, this is an immediate consequence of the
C -regularity of L and of Proposition 6.
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Let us consider the following equation:0 = P⊥(γ˙ ) · ∇t2J + ∇t
{
P⊥(γ˙ )




} · (∇t J,P ) + FP(γ˙ ) · (∇t2J ,P )+ FP(γ˙ ) · (∇t J,∇tP )
+ ∇t
{
PP(γ˙ ) · (J,P )}+ ∇t{P(γ˙ )} · ξ +P(γ˙ ) · ∇t ξ.
(35)
By the fact of φλγ˙ (t)P (t) being a linear isomorphism, for all t ∈ [a, b], we can write
Eqs. (31) and (35), using a parallel frame field on TM along γ , as a linear first-order
ODE in Rn × Rn × Rn with smooth coefficients, where n = dim M. Therefore, applying
the existence and uniqueness theorem, given J0, J ′0, ξ0 ∈ Tγ (a)M, there exist unique
smooth sections J, ξ of TM along γ , satisfying Eqs. (31) and (35), with initial conditions
J (a)= J0, ∇t |t=aJ = J ′0 and ξ(a) = ξ0. Besides, J and ξ depend linearly on the initial
conditions, and, if Eqs. (33) and (34) are verified, J ∈ Tγ H2(M,C , [a, b]) and ξ is a
solution of (32) . To check the last assertion, define:
η :=P⊥(γ˙ ) · ∇t J −A(γ˙ ) · J + FP(γ˙ ) · (∇t J,P ) + PP(γ˙ ) · (J,P ) +P(γ˙ ) · ξ.
Then η(a) = 0 and ∇t η = 0, by (35), hence η ≡ 0. Hence P(γ˙ ) ·η = 0 and P⊥(γ˙ ) ·η = 0.
Using Lemma 7, the last two equations are equivalent, respectively, to (32) and P⊥(γ˙ ) ·
∇t J −A(γ˙ ) · J = 0, i.e., J ∈ Tγ H2(M,C , [a, b]), as asserted. 
Proof of Proposition 7. It follows from Lemmata 8 and 9 that J Γ is a 2n-dimensional lin-
ear subspace of Tγ H2(M,C , [a, b]) × H1(γ ∗TM), n = dim M, isomorphic to
{J0, J ′0, ξ0 ∈ Tγ (a)M | (33) and (34) hold}. Since JΓ = π1 · J Γ , where π1 : Tγ H2(M,C ) ×
H1(γ ∗TM) → Tγ H2(M,C ) is the projection on the first factor, we conclude that JΓ is a
linear subspace of Tγ H2(M,C ) with dimension at most 2n. Similarly, J aΓ is a linear sub-
space of Tγ H2(M,C ), isomorphic to {J0, J ′0, ξ0 ∈ Tγ (a)M | (33) and (34) hold and J0 = 0},
which is a subspace of Tγ (a)M × Tγ (a)M × Tγ (a)M of dimension n. Hence, J aΓ is a linear
subspace of Tγ H2(M,C ) with dimension at most n. 
Proof of Theorem B. The Hessian of L at γ is given by HessL (γ ) · (J1, J2) =∫ b
a
〈χJ1, J2〉 , for all J1, J2 ∈ Tγ H2(M,C , γ (a), γ (b)), where:
χJ1 = − ∇t
{
FF
L(γ˙ ) · ∇t J1 + PFL(γ˙ ) · J1
}
+ R(γ˙ , J1) ·
{
F
L(γ˙ )+ P}+ FPL(γ˙ ) · ∇t J1 + PPL(γ˙ ) · J1
+ ∇t
{
FP(γ˙ ) · (∇t J1,P ) + PP(γ˙ ) · (J1,P )
}
− FA∗(γ˙ ) · (∇t J1,P ) − PA∗(γ˙ ) · (J1,P ),
(36)
P = κ ◦ µ˜−1 ◦ Γ and R is curvature tensor of the Levi-Civita connection of (M,g).
This formula follows from a direct computation of T 2
∂u∂s
|u,s=0L (wu,s), where
w : (−ε, ε)× (−ε, ε) → H2(M,C , [a, b], γ (a), γ (b))
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is a smooth map (here, we make use of the fact that, since γ is a regular curve,
2 2H (M,C , [a, b], γ (a), γ (b)) is a submanifold of H (M,C , [a, b], γ (a)) on a suitable
neighborhood of γ ) such that T
∂u
|u,s=0wu,s = J1 and T∂s |u,s=0wu,s = J2. In this compu-
tation, we use Lemma 7 and the fact that, for all vq ∈ C , wq ∈ TqM, {FA(vq) · wq}∗ =
FA∗(vq) ·wq , {PA(vq)wq}∗ = PA∗(vq) ·wq , and FP(vq) ·wq , PP(vq) ·wq : TqM → TqM
are self adjoints.
(i) Suppose that J1 ∈ kerHessL (γ ), i.e., for all J2 ∈ Tγ H2(M,C , [a, b], γ (a), γ (b))=
kerT 2a,b, we have HessL (γ )(J1, J2) =
∫ b
a
〈χJ1, J2〉dt = 0. Since kerT 2a,b is dense in
kerT 1a,b, by Corollary 7, by continuity this equation must hold for all J2 ∈ kerT 1a,b.
Applying Lemma 4, with X = −χJ1 and Y = 0, we conclude that there exists a unique
U ∈ kerT 2a,b = Tγ H2(M,C , [a, b], γ (a), γ (b)) such that ∇t2U = −χJ1 . It then follows




〈− ∇t 2U,J2〉dt = b∫
a
〈∇tU,∇t J2〉 = 〈U,J2〉H1 .
Therefore, U ∈ (kerT 1a,b)⊥ = Im (T 1a,b)∗, hence there exists ξ ∈ L2(Sγ ) such that
(T 1a,b)
∗ · ξ = Kξ = −U , where Kξ ,Lξ are given by Corollary 6. Taking covariant deriv-
atives of both members of the last equation, we obtain −∇tU = ∇tKξ = ξ − Lξ . Hence
ξ ∈ H1(Sγ ), since U ∈ Tγ H2(M). Taking covariant derivatives once again, we obtain:
χJ1 = −∇t2U = A∗(γ˙ ) · ξ +∇t ξ. (37)
Defining ξ ′ := FP(γ˙ ) ·(∇t J1,P )+PP(γ˙ ) ·(J1,P ), the fact of (∀t ∈ [a, b]) P (t) ∈ C⊥˙γ
and Lemma 7 imply ξ ′ =P(γ˙ ) · ξ ′ ∈ ImA(γ˙ )⊥, thus A∗(γ˙ ) · ξ ′ = 0. It then follows from
Eq. (37) that J1 and (ξ − ξ ′) are solutions of Eq. (31). Since P(γ˙ ) · ξ = 0, we have
P(γ˙ ) · (ξ − ξ ′) = −P(γ˙ ) · ξ ′ = −ξ ′ = −FP(γ˙ ) · (∇t J1,P ) − PP(γ˙ ) · (J1,P ), what
shows that J1 and (ξ − ξ ′) are also solutions of Eq. (32), hence J1 is a Jacobi field with
respect to Γ with Lagrangian multiplier (ξ − ξ ′).
(ii) Reciprocally, suppose that J1 is a Jacobi field with respect to Γ with Lagrangian
multiplier ξ . Then, for all J2 ∈ Tγ H2(M,C , [a, b], γ (a), γ (b)), it follows from (36) and
(31) that HessL (γ )(J1, J2) =
∫ b
a
〈J2,A∗(γ˙ ) · ξ +∇t ξ +∇t ξ ′〉, where ξ ′ is defined like in
part (i). Since A∗(γ˙ ) · ξ ′ = 0, and by (32) P(γ˙ ) · (ξ + ξ ′) = 0, it follows that:





∗(γ˙ ) · (ξ + ξ ′)︸ ︷︷ ︸
∈H1(Sγ )









)∗ · (ξ + ξ ′)}〉
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= −〈J2, (T 1a,b)∗ · (ξ + ξ ′)〉H1 J2∈kerT 2a,b⊂kerT 1a,b= 0,
hence, J1 ∈ ker HessL (γ ), as asserted. 
5.4. The Jacobi–Carathéodory metric tensor
Proof of Theorem C. Let g : [a, b] → [0,L] be defined by t → ∫ ta √ge(γ˙ , γ˙ ). Then
(◦g) : H2(M, [0,L])→ H2(M, [a, b]) is a smooth diffeomorphism, and (◦g)−1 = (◦h)
(where h := g−1 : [0,L] → [a, b]). Since C is a cone and g′ > 0, (◦g) maps the
submanifold H2(M,C , [0,L]) (respectively, H2(M,C , [0,L], γ (a))) onto H2(M,C , [a, b])
(respectively, H2(M,C , [a, b], γ (a))).
(i) Consider the endpoint mappings evf : H2(M,C , [a, b], γ (a)) → M and
e˜vf : H2(M,C , [0,L], γ (a))→ M, defined by ζ → ζ(b) and ζ → ζ(L), respectively. Then
e˜vf ◦ (◦h) = evf . Therefore, since (◦h) : H2(M,C , [a, b], γ (a))→ H2(M,C , [0,L], γ (a))
is a diffeomorphism, it follows that γ is a critical point of evf if, and only if, γ˜ = γ ◦ h is
a critical point of e˜vf .
(ii) Let Le : H2(M, [0,L]) → R be the Lagrangian functional induced by Ke, i.e.,
defined by γ → ∫ ba Ke(γ˙ ). Using the fact that K ◦ γ˙ + V ◦ γ = const. = e, a direct
computation shows that, for all J ∈ Tγ H2(M, [a, b]):
dL (γ ) · J = √2 dLe(γ˜ ) · J˜ , (38)
where J˜ = Tγ (◦h) · J = J ◦ h ∈ Tγ˜ H2(M, [0,L]). Since Tγ (◦h) maps
kerT a,b =
{
X ∈ Tγ H2
(




X ∈ Tγ˜ H2
(
M,C , [0,L], γ (a)) ∣∣X(L) = 0},
Eq. (38) shows that dL (γ ) · kerT a,b = {O} if, and only if, dLe(γ˜ ) · kerT 0,L = {O}. That
is to say, we have shown that γ is a normal extremal of (M,L,C ) if, and only if, γ˜ is a
normal extremal of (M,Le,C ), as asserted. 
5.5. Variational versus d’Alembert–Chetaev mechanics
Proof of Theorem D. Since µ˜ is a diffeomorphism, XH is µ˜-related to XH and πW ◦ µ˜ =
πW , it follows that XH and XRC are πW -related if, and only if, XH and X
R
C are πW -related.
We then have to prove that XH and XRC are πW -related if, and only if, X
R
C = XC and
condition (C) holds.
As we have seen in the proof of Theorem A, XH :W → TW given by
Xvq ∈ W →
(
TXvq F˜
)−1 · {HF˜(Xvq )(vq)+ λF˜(Xvq )(−A∗(vq) · κ ·Xvq + PL(vq))}.
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That is to say:TXvq F˜ · XH(Xvq ) = HF˜(Xvq )(vq)+ λF˜(Xvq )
(−A∗(vq) · κ · Xvq − grad V(q)). (39)
Note that, by (18), for all vq ∈ C , P⊥(vq) ·R(vq) = A(vq) · vq +P⊥(vq) · grad V(q).
Besides, XRC = XC if, and only if, P(vq) ·R(vq) = 0, for all vq ∈ C .
(1) Suppose that, for all Xvq ∈ W , TπW ·XH(Xvq ) = XRC (vq). Let us introduce an auxil-
iary connection ∇W on πW :W → C , with corresponding connector κW : TW → W . Given
Xvq ∈ W , let ξvq ∈ TvqC and Yvq ∈ Wvq such that XH(Xvq ) = HWXvq (ξvq )+ λWXvq (Yvq ).
Then we have ξvq = TπW · XH(Xvq ) = S(vq)+ λvq {−gradV(q)+R(vq)} and, by (27):
κ · T˜F · XH(Xvq ) = κ · Yvq + κ · ξvq + PK(Xvq ) · ξvq
= κ · Yvq − grad V(q)+R(vq)+ PK(Xvq ) · ξvq .
(40)
It then follows from (39) and (40) that
−A∗(vq) · κ · Xvq − grad V(q) = κ · Yvq − grad V(q)+R(vq)+ PK(Xvq ) · ξvq ,
hence:
0 =P(vq) · κ · Yvq = −P(vq) ·
{




A∗(vq) · κ ·Xvq +R(vq) − FP(vq) ·
(−grad V(q)+R(vq), κ ·Xvq )
− PP(vq) · (vq, κ ·Xvq )
}
. (41)
In the last equality, we have used the fact that
P(vq) · PK(Xvq ) · ξvq = −FP(vq) · (κ · ξvq , κ ·Xvq ) − PP(vq) · (TπC · ξvq , κ ·Xvq ),
which follows by derivation of the identity (∀Xvq ∈ W) P(vq) · K(Xvq ) = 0. Since
Xvq ∈ W was arbitrarily taken, Eq. (41) must hold for all Xvq ∈ W . In particular, it holds
for Ovq ∈ W , what implies P(vq) · R(vq) = 0, for all vq ∈ C (i.e., R(vq) = RA(vq) and
XRC = XC ), hence condition (C) follows.
(2) Reciprocally, suppose that condition (C) holds. Given Xvq ∈ W , take ZXvq ∈ TXvq W
defined by
TπW ·ZXvq = XC (vq) and
κ · κW ·ZXvq = −κ ·XC (vq)− PK(Xvq ) · XC (vq)−A∗(vq) · κ ·Xvq − grad V(q).
Note that
P(vq) · κ · κW ·ZXvq = −P(vq) · PK(Xvq ) ·XC (vq)−P(vq) ·A∗(vq) · κ ·Xvq = 0,
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by condition (C), thus ZXvq is well defined. Moreover, TτM · T˜F · XH(Xvq ) = vq =
TτM · T˜F · ZXvq and, by (27), κ · T˜F · XH(Xvq ) = κ · T˜F · ZXvq . Therefore, as TXvq F˜
is a linear isomorphism, the last two equations show that XH(Xvq ) = ZXvq , hence
TπW · XH(Xvq ) = XC (vq), what concludes the proof, since Xvq ∈ W was arbitrarily
taken. 
Proof of Corollary 4. For a linear constraint D , any classical Lagrangian is D -
regular, as pointed out in Example 3. Besides, for all vq ∈ D , Wvq = λvq (D⊥q ),
A(vq) = BD (vq) = BD(· , vq) : TqM →D⊥q and P(vq) = PD |TqM : TqM → Dq , where
PD : TM → TM is the orthogonal projection on D and BD : TM ⊕M D → D⊥ is the total
second fundamental form of (M,g,D). Therefore, FP(vq) = 0 and (∀q ∈ M, vq ∈ Dq,
wq, zq ∈ TqM) PP(vq) · (wq, zq) = BD(wq,PD · zq) − BD⊥(wq,PD⊥ · zq). Thus,
condition (C) is equivalent to, for all Xvq ∈ W ,
PD ·
{
B∗D (vq) · κ ·Xvq −BD(vq ,PD · κ ·Xvq )+BD⊥(vq ,PD⊥ · κ ·Xvq )
}= 0,
or, equivalently:
PD ·B∗D (vq) · κ · Xvq +BD⊥(vq,PD⊥ · κ · Xvq ) = 0.
This is equivalent to BD |D⊕MD being symmetric, i.e., it is equivalent to the involutiveness
of the distribution D . 
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