Recently, Achlioptas and Iliopoulos [1] proposed a new "Random Walk" framework for finding objects that avoid "bad features", or "flaws". It extends the Moser-Tardos resampling algorithm [10] to more general discrete spaces. At each step the method picks a flaw present in the current state and "resamples" it. However, it is less flexible than the Moser-Tardos method since [1] requires a specific flaw selection rule, whereas [10] allows an arbitrary rule (and thus can potentially be implemented more efficiently).
Introduction
Let Ω be a (large) set of objects and F be a set of flaws, where a flaw f ∈ F is some non-empty set of "bad" objects, i.e. f ⊆ Ω. Flaw f is said to be present in σ if σ ∈ f . Let F σ = {f ∈ F | σ ∈ f } be the set of flaws present in σ. Object σ is called flawless if F σ = ∅.
The existence of flawless objects can often be shown via a probabilistic method. First, a probability measure on Ω is introduced, then flaws f ∈ F become (bad) events that should be avoided. Proving the existence of a flawless object is now equivalent to showing that the probability of avoiding all bad events is strictly positive. This holds if, for example, all events f ∈ F are independent and the probability of each f is smaller than 1. The well-known Lovász Local Lemma (LLL) [4] is a powerful tool that can handle a (limited) dependency between the events. Roughly speaking, it states that if the dependency graph is sparse enough (e.g. has a bounded degree) and the probabilities of individual bad events are sufficiently small then a flawless object is guaranteed to exist.
LLL has been the subject of intensive research, see e.g. [13] for a relatively recent survey. One of the milestone results was the constructive version of LLL by Moser and Tardos [10] . It applies to the variable model in which Ω = X 1 × . . . X n for some discrete sets X i , event f depends on a small subset of variables denoted as vbl(f ) ⊆ [n], and two events f, g are declared to be dependent if vbl(f ) ∩ vbl(g) = ∅. The algorithm proposed in [10] is strikingly simple: (i) sample each variable σ i for i ∈ [n] according to its distribution; (ii) while F σ is non-empty, pick an arbitrary flaw f ∈ F σ and resample all variables σ i for i ∈ vbl(f ). Moser and Tardos proved that if the LLL condition in [4] is satisfied then the expected number of resampling is small (polynomial for most of the known applications).
In this paper we focus on algorithmic versions of LLL that go beyond the variable model. In particular, we study an elegant framework proposed by Achlioptas and Iliopoulos [1] . It does not assume any particular structure on sets Ω and F . Instead, for each object σ ∈ Ω and flaw f ∈ F σ the user must provide a "resampling oracle" specified by a set of actions A(f, σ) ⊆ Ω that can be taken to "address" flaw f . At each step the algorithm selects a certain flaw f ∈ F σ , samples an action σ ∈ A(f, σ) uniformly at random, and goes there. It is easy to see that the Moser-Tardos algorithm can be cast in this framework (assuming that the chosen probability measure on Ω is uniform). But the advantage of the framework in [1] is that it can also handle other scenarios such as permutations and perfect matchings (in which case Ω cannot be expressed as a Cartesian product).
One intriguing difference between the methods of [10] and [1] is that [10] allows an arbitrary rule for selecting a flaw f ∈ F σ , whereas [1] requires a specific rule (which depends on a permutation π of F chosen in advance). We will say than that a resampling algorithm is flexible if it is guaranteed to work with any flaw selection rule. We argue that flexibility can lead to a much more efficient practical implementation: it is not necessary to examine all flaws in F σ , the first found flaw will suffice. If the the list of current flaws is updated dynamically then flexibility could potentially eliminate the need for a costly data structure (such as a priority queue) and thus save a factor of Θ(log n) in the complexity.
Achlioptas and Iliopoulos discuss flaw selection rules in [1, Section 4.3] , and remark that they do not see how to accommodate arbitrary rules in their framework. It is known, however, that in special cases flexible rules can be used even beyond the variable model. Namely, through a lengthy and a complicated analysis Harris and Srinivasan [6] managed to show the correctness of a resampling algorithm for permutations, and did not make assumptions on the flaw selection rule in their proof.
This paper aims to understand which properties of the problem give flexibility. Our contributions are as follows.
• We formulate a new condition that we call "commutativity", and prove that it is sufficient for flexibility.
• We show that existing resampling oracles for permutations [6] and perfect matchings in complete graphs [7] do satisfy this condition. (In fact, we treat both cases in a single framework). Thus, we provide a simpler proof of the result in [6] and generalize is to other settings, in particular to perfect matchings in certain graphs (for which existing algorithms require specific rules).
• Finally, we make new observations on the analysis in [1] . In particular, we show that the bound on the expected runtime of the algorithm can be improved in some cases (with a trivial modification of the algorithm).
Other related work Applications that involve non-Cartesian spaces Ω (such as permutations, matchings and spanning trees) have often been tackled via the Lopsided LLL [5] ; we refer to [8, 9] for a comprehensive survey. Very recently, Harvey and Vondrák [7] presented an algorithmic version of the Lopsided LLL that can handle such cases. Similarly to [1] , they assume a resampling oracle for a given object σ ∈ Ω and a flaw f ∈ F σ (which can now be non-uniform). However, the condition imposed on the oracle is different; it involves, in particular, conditional distributions. We refer to [7, Appendix A] for a comparison between the two frameworks. For the purposes of this paper it is important to say that both require specific flaw selection rules.
Background and preliminaries
First, we give a formal description of the framework of [1] . It is assumed that for each object σ ∈ Ω and each flaw f ∈ F σ there is a non-empty set of actions A(f, σ) ⊆ Ω that can be taken for "addressing" flaw f at σ. The algorithm can now be stated as follows.
Algorithm 1 Random walk. Input: initial object σ init ∈ Ω, strategy Λ. sample σ ∈ A(f, σ) uniformly at random, set σ ← σ .
5: end while
Clearly, if the algorithm terminates then it produces a flawless object σ. We will consider two choices for Λ:
• π-strategy: in step 3 choose f as the minimum flaw in F σ according to some total order π on F (which is specified by a permutation π of F chosen in advance).
• Arbitrary strategy: flaw f in step 3 is selected according to some distribution which is a function of the entire past execution history.
In the first case the algorithm can be viewed a random walk in a Markov chain with states Ω, while in the second case the walk can be non-Markovian. The work [1] allows only specific strategies (namely, a π-strategy and two modifications -a "Recursive Walk" and a "LeftHanded Walk", both of which also depend on π). As stated in the introduction, our goal is to understand when an arbitrary strategy can be used, as in the Moser-Tardos algorithm 1 .
We say that σ f → σ is a (valid) walk if it is possible to get from state σ to σ by "addressing" flaw f as described in the algorithm, i.e. if two conditions hold: f ∈ F σ and σ ∈ A(f, σ). Whenever we write σ f → σ , we mean that it is a valid walk. Let D be a multigraph with nodes Ω whose set of edges is the set of all walks σ f → σ . (Each edge of D is labeled by a flaw in F ). Note that D completely specifies the input data, i.e. sets Ω, F and A(f, σ) for f ∈ F , σ ∈ Ω. As in [1] , we assume that D is atomic. Definition 1. D is called atomic if for any f ∈ F and σ ∈ Ω there exists at most one object σ ∈ Ω such that σ f → σ .
Achlioptas and Iliopoulos argue that atomicity is a very natural requirement, and remark that it was present in all applications that they have considered. For example, in the variable model of Moser and Tardos the atomicity will hold if each flaw f is atomic, i.e. has the following form:
• There exists subset U = vbl(f ) ⊆ [n] and a partial assignmentσ ∈ × i∈U X i such that f = {σ ∈ Ω | the restriction of σ to U equalsσ}.
(Here it is assumed that A(f, σ) for σ ∈ f is the set of all objects σ ∈ Ω that agree with σ on variables i ∈ [n] − vbl(f )). Restricting to atomic flaws does not reduce the modeling power since any flaw f ⊆ Ω = X 1 × . . . × X n can be represented as a union of atomic flaws. Next, we need to describe "dependences" between flaws in F . Let ∼ be some symmetric relation on F (so that (F, ∼) is an undirected graph). Multigraph D and relation ∼ are assumed to be fixed throughout the paper. For a flaw f ∈ F let Γ(f ) = {g ∈ F | f ∼ g} be the set of neighbors of f . Note, we may or may not have f ∼ f , and so Γ(f ) may or may not contain f . Definition 2. Undirected graph (F, ∼) is called a potential causality graph for D if for any walk
In other words, Γ(f ) must contain all flaws that can appear after addressing flaw f at some state. Also, Γ(f ) must contain f if addressing f at some state can fail to eradicate f .
Note that in Definition 2 we deviated slightly from [1] : in their analysis the potential causality graph was directed and therefore in certain cases could capture more information about D. While directed graphs do matter in some applications (see e.g. an example in [1] ), we believe that in a typical application the potential causality relation is symmetric. Using an undirected graph will be essential in our analysis.
The potential causality graph should not be confused with the dependency graph used in the (lopsided) LLL. The latter describes conditional dependencies between random events, and thus has a different meaning. For this reason there is no explicit connection between the framework of [1] and any particular version of LLL (even though in many applications the graphs turn out to have an identical structure).
We now formulate our new condition that will allow an arbitrary flaw selection rule to be used.
Note, by atomicity the state σ 2 is unique. It is straightforward to check that commutativity holds in the variable model of Moser and Tardos. Checking it for non-Cartesian spaces Ω is more involved; we refer to Section 5 for details.
Our results
A subset S ⊆ F will be called independent if for any distinct f, g ∈ S we have f g. (Thus, loops f ∼ f in the graph (F, ∼) do not affect the definition of independence). For a subset S ⊆ F we denote Ind(S) = {T ⊆ S | T is independent}. For a flaw f ∈ F define
Our first result is the following theorem.
Theorem 4. Suppose that there exist positive real numbers {µ f } and constant θ ∈ (0, 1) such that for every flaw f ∈ F ,
where θ ∈ (0, 1) is some constant and µ(S) = g∈S µ g . Then the probability that Algorithm 1 with a π-strategy produces a flawless object in fewer than T + r steps is at least
if σ init ∈ Ω was sampled uniformly at random
Furthermore, if D is commutative then the claim holds for an arbitrary strategy Λ, not just the π-strategy.
Besides commutativity, let us mention two other differences between our results and that of [1] :
• Achlioptas and Iliopoulos only considered the case (3a), and not (3b). We show in Section 5.2 that the bound (3b) can be smaller than (3a) (for any choice of σ init ). This can be explained as follows: in (3a) we do not know how σ init was generated and thus have to consider the worst case (which is hard to analyze), while in (3b) we can do the average case analysis (which is easier). Note, the worst-case bound in (3a) can be quite loose; if, for example, σ init is already flawless then the algorithm will terminate after zero steps, while expression (3a) is still non-zero.
• The criterion in [1] for the π-strategy to work was different, namely
Clearly, (2) is weaker than (4). The weaker condition (2) did appear in [1] , but as a criterion for an alternative strategy called a Recursive Walk. To prove that (2) also suffices for the π-strategy, we had to give up on the directedness of the potential causality graph (and modify slightly the rule for constructing witness forests in the analysis).
Note that (4) is analogous to the original LLL condition in [4] , while (2) corresponds to the cluster expansion improvement by Bissacot et al. [2] (with the matching algorithmic version by Pedgen [12] who considered the variable model of Moser and Tardos). It is known that the cluster expansion version can give better results for some applications, see e.g. [3, 11, 7] .
The proof of Theorem 4 is given in the next section. We mostly follow the analysis in [1] , except for the part in Section 4.3 that deals with commutativity (which can be viewed as the main technical contribution of the paper). We also shorten some parts of the proof in [1] by avoiding versioned flaws used by Achlioptas and Iliopoulos. In Section 5 we describe our second result, which is a proof of commutativity of some existing resampling oracles.
Proof of Theorem 4
We begin with some notation and definitions. For a non-empty subset L ⊆ F let f L be the smallest flaw in L according to π , and let L − = L − {f L }. In this notation we omit the dependence on π, since π is assumed to be fixed throughout the paper. For a non-empty subset L ∈ Ind(F ) we define
We will prove Theorem 4 assuming that the following condition holds (instead of (2)):
• For each subset L ∈ Ind(F ) there exists (i) a positive number µ(L), with µ(∅) = 1, and (ii) a probability distribution λ(S|L) over S ∈ S(L) (assuming that L = ∅) such that
where θ ∈ (0, 1) is some constant.
Note that condition (2) implies (6) . Indeed, we can set µ(L) = g∈L µ g and λ(S|L) = µ(S) S ∈S(L) µ(S ) , then for each L ∈ Ind(F ) − {∅} and S ∈ S(L) we have
where in (a) we used the fact that L − ∩ S = ∅, and in (b) we used the fact that S(L) ⊆ Ind(Γ(f L )) and inequality (2) .
The following observation is crucial for the analysis.
Proposition 5 ([1]
). Walk τ can be uniquely reconstructed from the sequence of flaws (w 1 , . . . , w t ) and the final state σ t+1 .
Proof. By atomicity, state σ i can be uniquely reconstructed from the flaw w i and the state σ i+1 . Applying this argument for i = t, t − 1, . . . , 1 gives the claim.
Using the proposition, we will usually write walks more compactly as τ = w 1 . . . w t [σ t+1 ]. If we need to indicate certain intermediate states, we will write them in square brackets at appropriate positions, e.g.
The following technical result will also be useful.
Suppose at least one of the following holds:
is a valid walk. Thus, addressing w k have caused w j to appear, and therefore w j ∼ w k . (b) Assume that w j is present in σ i (otherwise the claim holds by (a)). If w j is present in σ i+1 then w j ∼ w j (since addressing w i = w j at step i did not eliminate flaw w j ). Otherwise, if w j is not present in σ i+1 , we can apply part (a) and conclude that w k ∼ w j for some k ∈ [i + 1, j − 1].
Let Λ be the strategy for selecting flaws used in Algorithm 1. We assume in the analysis that this strategy is deterministic, i.e. the flaw w i is uniquely determined by the previous history
This assumption can be made w.l.o.g.: if Λ is randomized (i.e. a distribution over some set of deterministic strategies, in case of a commutative D) then the claim of Theorem 4 can be obtained by taking the appropriate expectation over strategies (whose number is finite for a fixed finite t).
A
] with σ 1 = σ init that follows strategy Λ will be called a bad t-trajectory. Note that it goes only through flawed states (except possibly the last state σ t+1 ). Let Bad(t) be the set of all bad t-trajectories. In the analysis we consider two possibilities: (i) σ init was fixed; (ii) σ init ∈ Ω was sampled uniformly at random. In the second case we do not put any restrictions on the initial state of walks in Bad(t). Thus, the definition of Bad(t) depends on whether we use case (i) or (ii), and, in the former case, on the state σ init . Furthermore, Bad(t) depends on the strategy Λ. We do not show these dependences in the notation since all these choices are assumed to be fixed throughout the analysis.
For a walk τ = σ 1
We claim that the probability that Algorithm 1 will generate τ is at most λ τ (if σ init was fixed) or λ τ /|Ω| (if σ init was sampled uniformly at random). Indeed, for a walk τ to occur, t events must have happened, namely at step i the algorithm must have selected action σ i+1 ∈ A(w i , σ i ) among |A(w i , σ i )| ≤ A w i possibilities; the probability of this (conditioned on the previous events) is at most 1/A w i . Furthermore, if σ init was sampled uniformly at random, then one additional event of probability 1/|Ω| must have happened in the beginning, namely state σ 1 must have been selected during sampling. We obtain Proposition 7. The probability that Algorithm 1 takes t steps or more does not exceed τ ∈Bad(t) λ τ (for a fixed σ init ) or 1 |Ω| τ ∈Bad(t) λ τ (if σ init was sampled uniformly at random).
We now need to count the number of bad t-trajectories (with appropriate weights). Doing this directly is not so easy since we do not know anything about strategy Λ, except that it is deterministic. Instead, we will count the number of π-walks that have more structure.
Theorem 9. (a) Suppose that Λ is the π-strategy. Then any τ ∈ Bad(t) is a π-walk. (b) Suppose that D is commutative and Λ is an arbitrary deterministic strategy. Then there exists a set of π-walks Bad π (t) and a bijective mapping Φ :
We defer the proof of this theorem to Section 4.3. Let us define set Bad π (t) as in part (b) (or set Bad π (t) = Bad(t), if Λ is the π-strategy). It follows from Theorem 9 that in either case we have τ ∈Badπ(t) λ τ = τ ∈Bad(t) λ τ , and Bad π (t) contains only π-walks of length t that start at σ init (if σ init was fixed).
Note, walks τ ∈ Bad π (t) do not necessarily follow the π-strategy: it may e.g. happen that the smallest flaw present in the initial state of τ was never addressed, and does not appear in τ .
Witness forests
Following [1] , we will next describe a procedure for "compressing" a walk τ ∈ Bad π (t) into a certain labeled forest φ τ with t nodes (called a "witness forest" for τ ). This compression will be lossless: it will be possible to uniquely reconstruct the sequence of flaws in τ from φ τ . Definition 10. A labeled forest φ is a rooted forest with edges oriented towards the leaves in which each node v is assigned a label, denoted as
With a slight abuse of notation, φ will denote either the labeled forest itself or the set of its nodes (the exact meaning will always be clear from the context). Forest φ will be called proper if (i) all roots have distinct labels, and (ii) the children of every node v ∈ φ also have distinct labels. The sets of those labels will be denoted as
For a proper φ we define labeled forest φ − as the result of the following procedure: find the unique root v of φ with (v) = f R φ and remove v; all children of v become roots. Note that
For a labeled forest φ we also define
Constructing a witness forest for a walk Consider the following procedure for a given a walk
To initialize, let φ be the empty forest. Then go through i = 1, 2, . . . , t and add new node v i to φ with label (v i ) = w i as follows:
• If there exists index k ∈ [i − 1] such that w k ∼ = w i then find maximum such index, and append v i to φ as a child of v k .
• Otherwise add v i to φ as a new isolated root.
This is similar to the construction in [1] , but not the same. 2 Clearly, the multiset of node labels in φ τ is equal to the multiset of flaws in τ , and therefore λ φτ = λ τ . Below we state some further properties of this construction.
] is the walk obtained from τ by removing the first step. Furthermore, τ − is a π-walk.
Proof. Below we assume that the nodes of φ are {v 1 , . . . , v t }, as defined in the construction. (a) First, let us consider two distinct roots v i and v j whose labels are (v i ) = w i and (v j ) = w j . We must have w i ∼ = w j (otherwise one of the two nodes could not have become a root, namely the node that was added to φ later). This implies that w i = w j , and so all roots have distinct labels. We also get that w i w j , implying that set R φ is independent; we will use this fact in (b).
A similar argument works for children of a node v ∈ φ. Consider two distinct children v i and v j of v. Note, they were added to φ after v. We must have w i ∼ = w j (otherwise one of the two nodes could not have become a child of v, namely the node that was added to φ later). We thus get that all children of v have distinct labels, and also set N τ (v) is independent (which we will use in (c)).
We need to show that w i is present in σ 1 . Suppose not, then by Lemma 6(a) there exists index k ∈ [i − 1] such that w k ∼ w i (and therefore w k ∼ = w i ). But then v i could not have become a roota contradiction. (c) Considering (a), it suffices to prove that N φ (v i ) ⊆ Γ(w i ) for each i ∈ [t]. Consider a child v j of v i , then w j ∈ N τ (v i ). We need to show that w j ∈ Γ(w i ). Suppose it is not the case, i.e. w i w j . By the forest construction, we have w i ∼ = w j , so we must have w i = w j . By Lemma 6(b), there exists index k ∈ [i, j − 1] with w k ∼ w j . We must have k > i, since we assumed that w i w j . But then w k ∼ = w j for k ∈ [i + 1, j − 1], and so v j could not have become a child of v i -a contradiction. (d) By the construction, we have w 1 ∈ R φ . Suppose that w 1 = f R φ , then there exists index j ∈ [2, t] such that v j is a root of φ and w 1 π w j . We must have w k ∼ = w j for all k ∈ [1, j − 1] (otherwise v j could not have become a root of φ). This contradicts the assumption that τ is a π-walk. (e) Using part (d), we conclude that φ − is obtained from φ by removing node v 1 and making its children new roots. 2 In [1] the parent v k of node vi is determined as follows: k ∈ [1, i − 1] is the latest step that has caused wi to appear, i.e. we have (i) wi / ∈ Fσ k or w k = wi, (ii) wi ∈ Fσ k+1 ∩ . . . ∩ Fσ i , and (iii) wi / ∈ {w k+1 , . . . , wi−1}. If there is no such k then vi becomes a root. Our main motivation for changing the construction was to guarantee that walks τ that follow a π-strategy yield forests in which the labels of roots form an independent subset, as well as the labels of children of each node (and so we can use condition (2) with the cluster expansion improvement instead of (4)).
Assume that the nodes of φ τ − are {v 2 , . . . , v t } (in the construction of the witness forest for τ − we just need to adjust the indexes in the natural way, i.e. increment them by 1). We need to show the following:
Checking the first two claims is straightforward (removing w 1 from consideration will not affect the construction). Checking (iii) is also not difficult: if v 1 became a parent of v j in φ τ then we must have had w i ∼ = w j for all i ∈ [2, j − 1], which means that v j will be a root in φ τ − . Lemma 12. Given the forest φ τ corresponding to a π-walk τ = w 1 . . . w t [σ t+1 ], it is possible to uniquely reconstruct the sequence (w 1 , . . . , w t ).
Proof. We use induction on the length t of τ . The base case t = 1 is straightforward. Assume that the claim holds for π-walks of length t − 1, and consider a π-walk τ = w 1 . . . w t [σ t+1 ] of length t. The first flaw w 1 can be reconstructed from φ τ by Lemma 11(d). To reconstruct the rest of the sequence, we use Lemma 11(e) and the induction hypothesis applied to the walk τ − .
Counting witness forests Let WF = {φ τ | τ is a π-walk} be the set of all witness forests of π-walks, and for a subset R ∈ Ind(F ) let WF(R) = {φ ∈ WF | R φ = R}. Our goal is to upper bound φ∈WF(R) λ φ for a given R. In order to do this, we will consider an alternative randomized procedure for generating labeled forests φ. We will later show that any forest φ ∈ WF(R) can be generated by the procedure with a sufficiently large probability. (This is a standard argument used in the analysis of constructive versions of LLL, see [10] ).
We call an extended labeled forest a pair (φ, L) where φ is a labeled forest and L ⊆ φ is a subset of leaves of φ. Intuitively, L is the current set of "active" nodes which will be allowed to grow further (i.e. acquire new children). (φ, L) is called proper if (i) nodes in L have distinct labels, and (ii) the set of those labels, denoted as L, belongs to Ind(F ).
Define a stochastic process Ψ(R) over proper extended labeled forests as follows. It takes subset R ∈ Ind(F ) as an input. To initialize, let φ be the forest consisting of |R| isolated roots labeled by elements of R, and let L be the set of those roots (they are also the leaves of φ). Now repeat the following procedure while L is non-empty: Using the definition of the set S(L) in eq. (5) and an induction argument, it can be checked that at each step the pair (φ, L) is indeed a proper extended labeled forest. Furthermore, we have R φ = R.
For a labeled forest φ let p φ be the probability that Ψ(R φ ) produces pair (φ, ∅). Clearly, we have φ∈WF(R) p φ ≤ 1 for any R ∈ Ind(F ). (This sum is the probability that the process terminates).
Lemma 13. For any φ ∈ WF we have
Proof. We use induction on |φ|. The base case φ = ∅ (which is the witness forest for a walk of length 0) is straightforward since p φ = λ φ = µ(R φ ) = 1. Consider a non-empty witness forest φ ∈ WF, and assume that the claim holds for all witness forests of smaller size. Denote L = R φ . Let v be the unique root of φ with (v) = f R φ , and let S = N φ (v). We claim that S ∈ S(L). Indeed, condition S ⊆ Γ(f L ) holds by Lemma 11(c). By the definition of φ − , the roots of φ − can be partitioned into two disjoint subsets, one with labels in L − and the other with labels in S. By Lemma 11(e) φ − is a witness forest for some π-walk, and so we can apply Lemma 11 to φ − . Parts (a) and (b) now give conditions L − ∩ S = ∅ and L − ∪ S ∈ Ind(F ), respectively. We have proved that S ∈ S(L).
For Ψ(R φ ) to produce (φ, ∅), the first step of the process must have generated subset S; the probability of this event is λ(S|L). Suppose that this event happened, then the set of active nodes is changed to L with L = L − ∪ S = R φ − . The subsequent execution of Ψ(R φ ) is equivalent to the process Ψ(L ), if we establish a natural correspondence between the two processes (i.e. use the same random source for both). Under such correspondence, the subsequent execution of Ψ(R φ ) will produce (φ, ∅) if and only if Ψ(L ) will produce (φ − , ∅). This argument implies that
By Lemma 11(e), condition φ ∈ WF implies that φ − ∈ WF. Thus, we can use the induction hypothesis for φ − , and write
where in the last inequality we used condition (6). 
Proof of Theorem 4: A wrap-up
Assume that σ init was fixed. Lemma 11(b) gives that R φ ∈ Ind(F σ init ) for any φ ∈ WF, and so
This gives the expression in (3a). The expression in (3b) can be obtained in a similar way: if σ init was sampled uniformly at random, then we can multiply expressions in (10) by a factor 1/|Ω| (according to Proposition 7) , and so |Ω| cancels. The state σ init can now be arbitrary, so we also need to replace condition R ∈ Ind(F σ init ) with R ∈ σ init ∈Ω Ind(F σ init ).
Reduction to π-walks: Proof of Theorem 9
Part (a) Consider τ = w 1 . . . w i−1 [σ i ]w i . . . w j . . . w t [σ t+1 ] with 1 ≤ i < j ≤ t and w i π w j . We need to show that there exists index k ∈ [i, j − 1] with w k ∼ = w j . We can assume that w i = w j (otherwise we could set k = i). We thus have w i π w j . Flaw w j cannot be present in σ i (otherwise the π-strategy could not have selected flaw w i at the i-the step). Lemma 6(a) now gives that w k ∼ w j for some k ∈ [i, j − 1], thus proving the claim.
Part (b)
We now assume that D is commutative.
Consider a walk τ = w 1 . . . w t [σ t+1 ]. It will be convenient to alternatively write it as τ = w 1 . . . w t [σ t+1 ] where w i = (n i , w i ) and n i counts from the right which occurrence of the flaw w i it is: n i = |{j ∈ [i, t] | w j = w i }| ≥ 1. Note that all elements w 1 , . . . , w t are distinct. Tuple w i will be called a named flaw. The flaw associated with the named flaw f will be denoted without the bold font as f , i.e. f = (n f , f ).
We will write τ ≡ τ for walks τ = w 1 . . . w t [σ t+1 ] and τ = w 1 . . . w t [σ t+1 ] if the following conditions hold:
(i) named flaws w 1 , . . . , w t are a permutation of w 1 , . . . , w t , and
Clearly, ≡ is an equivalence relation. Proof. Condition f ∼ = g implies that f = g and f g. The claim now follows directly from the definition of commutativity (see Definition 3) . We also need to observe that the counts associated with the flaws f, g being swapped do not change, since f = g. Finally, the last claim holds since f and g is the only pair of flaws whose relative order has changed, and for this pair we have f ∼ = g.
The operation described in Lemma 14 will be called a valid swap (applied to τ ).
Lemma 15. Suppose that τ ≡ τ . Then these walks start at the same state.
]. We will prove by induction on i = 0, 1, . . . , t that there exists a sequence of valid swaps that transforms τ to a walk
. . , w t is a permutation of w i+1 , . . . , w t . The base of the induction (i = 0) is trivial. Suppose that the claim holds for i − 1 with i ∈ [t], let us show it for i. We start with the walk
where we included the vertical bar "|" for better readability. Let j ∈ [i, t] be the index with w j = w i . Thus, we have
For any k ∈ [i, j − 1] we have w k ∼ = w i (since these named flaws have different relative orders in τ and τ i−1 , and τ ≡ τ i−1 ). Therefore, we can apply valid swaps to τ i−1 to shift w i to left until it reaches the position right after the bar. This establishes the induction step. We proved that τ can be transformed to τ via valid swaps. The claim now follows from the fact that valid swaps preserve the initial state of the walk.
Lemma 16. Suppose that τ, τ ∈ Bad(t) and τ ≡ τ . Then τ = τ .
]. We will prove the following by induction on i = 0, 1, . . . , t:
Furthermore, for each j with 1 ≤ j < i the state between w j and w j+1 is the same in τ and in τ .
The base of the induction (i = 0) is trivial. Suppose that the claim holds for i − 1 with i ∈ [t], let us show it for i. We know that τ = w 1 . . .
] (we removed the first i − 1 named flaws, which are the same for both τ and τ ). It can be seen thatτ andτ are valid walks. Note, the counts for named flaws haven't changed, since we count from the right. It can also be checked that τ ≡ τ . By Lemma 15 we obtain that τ and τ start at the same state σ i . We thus have
(the states preceding σ i match by the induction hypothesis). We now claim that w i = w i (and consequently w i = w i ). Indeed, both τ and τ follow the same strategy Λ, so at the i-th step the same flaw must have been selected in τ and τ , since the execution histories are identical. This proves the induction step.
Lemma 17. Consider a walk τ . There exists a sequence of valid swaps that transforms τ to a π-walk.
Proof. For a walk τ = w 1 . . . w t [σ t+1 ] let us define a directed graph (V τ , E τ ) as follows. Its nodes are V τ = {w 1 , . . . , w t }. The set of edges E τ contains all pairs (f , g) that violate the condition of the π-walk for τ , i.e. that satisfy the following: (i) f π g, (ii) τ = . . . f h 1 . . . h k g . . . [σ t+1 ], and (iii) f ∼ = g, h 1 ∼ = g, . . ., h k ∼ = g. Note, edges in E τ are oriented from left to right (for the natural ordering on V τ ). Conditions (i) and (iii) actually imply f π g.
We will repeatedly apply the following procedure while E τ is non-empty:
1. Pick the leftmost f ∈ V τ that has an outgoing edge. Let k(τ ) ∈ [t] be its position in τ .
Select an arbitrary
3. Modify τ by repeatedly swapping g with the left neighbor while f is to left of g:
.
The definition of E τ implies that these operations are valid swaps. We will show below that this algorithm always terminates (and thus produces a walk τ with the empty set E τ , i.e. a π-walk). Let τ i be the walk after the i-th step. It was obtained by applying the operation above to some walk τ i−1 and an edge (f , g) ∈ E τ i−1 . Let us split nodes V τ into disjoint subsets V τ = A∪B ∪C ∪{g} as shown in the following diagram:
By the choice of f , nodes in A do not have outgoing edges in E τ i−1 . We claim that the same holds for E τ i (and consequently k(τ i ) ≥ k(τ i−1 )). Indeed, if a ∈ A and b ∈ A ∪ B ∪ C then the only relevant change that could have happened for (a, b) is that g was inserted between them (if b ∈ B), but such insertion cannot make the edge (a, b) to appear. Now suppose that (a, g) ∈ E τ i for some a ∈ A. Since we also have f ∼ = g, h 1 ∼ = g, . . ., h k ∼ = g, we then get that (a, g) ∈ E τ i−1 , which is a contradiction. We proved that k(τ 0 ) ≤ k(τ 1 ) ≤ k(τ 2 ) ≤ . . .. Also, observe that after applying the operation to τ the flaw at position k = k(τ ) strictly decreases (according to π ), which for a fixed k can happen only a finite number of times. This proves the lemma.
We are now ready to prove Theorem 9(b). For a walk τ define Φ(τ ) as the result of the swaps in Lemma 17 applied to τ , then Φ(τ ) is a π-walk. We claim that Φ is injective on Bad(t). Indeed, suppose that Φ(τ ) = Φ(τ ) for τ, τ ∈ Bad(t). We have Φ(τ ) ≡ τ and Φ(τ ) ≡ τ (since valid swaps preserve the equivalence class). Thus, τ ≡ τ , and so from Lemma 16 we get τ = τ . Setting Bad π (t) = Φ(Bad(t)) finally establishes Theorem 9(b).
Constructing commutative multigraphs
In this section we show that resampling oracles for permutations used in [6, 7] and for perfect matchings in complete graphs used in [7] correspond to commutative multigraphs. To prove this, we find it easier to take an indirect approach: first, we will describe a generic route for constructing multigraphs, then apply it to permutations and matchings and prove commutativity. We will then see that the resulting resampling procedure coincides with that in [6, 7] .
We thus start with some general observations. For an atomic multigraph D let us define a mapping ψ : F × Ω → Ω ∪ {undefined} that specifies a "backward step" for f ∈ F and σ ∈ Ω It is not difficult to see that D can be uniquely reconstructed from Ω, F and ψ, since for each f ∈ F and σ ∈ f we have A(f, σ) = {σ ∈ Ω | ψ(f, σ ) = σ}. Furthermore, any triplet (Ω, F, ψ) specifies a valid atomic multigraph D, as long as ψ satisfies properties (I) and (II) (and F is some set of non-empty subsets of Ω). Property (II), in particular, is equivalent to the condition that A(f, σ) is non-empty for each f ∈ F and σ ∈ f .
Thus, the problem of constructing a set of actions for a given f, σ can be shifted to the problem of constructing a mapping ψ. Of course, after constructing ψ one still needs to show that sampling from A(f, σ) can be done efficiently.
We remark that Definition 2 of the potential causality graph can also be reformulated in terms of the mapping ψ, as stated below (this claim follows directly from definitions).
Proposition 18. Undirected graph (F, ∼) is a potential causality graph for D if for any f, g ∈ F with f g and any σ ∈ g with ψ(f, σ ) = undefined we have ψ(f, σ ) ∈ g and f = g.
Matchings
We now apply the route outlined above to some matching problems. Let G = (V, E) be an undirected graph with |V | = 2n nodes that satisfies the following condition:
We will consider the case when Ω is the set of perfect matchings in G (so that each object σ ∈ Ω is a subset of E). We allow any flaw of the form f M = {σ ∈ Ω | M ⊆ σ} where M is a fixed subset of E. It can be assumed w.l.o.g. that M is a matching (otherwise f M would be empty). Thus, F can be any subset of {f M | M ∈ M} where M denotes the set of matchings in G, with Ω ⊂ M. Two special cases of this framework have been considered [6, 1, 7] :
[P1] G is the complete graph on 2n vertices, so that Ω is the set of all perfect matchings of V .
[P2] Set V can be partitioned into disjoint subsets A 1 , B 1 , . . . , A r 
Thus, G is a union of r complete bipartite graphs, and set Ω corresponds to r permutations.
In fact, these are essentially the only possibilities allowed by condition ( * ): it can be shown that if G contains at least one perfect matching then each component of G is either a complete graph K m or a complete bipartite graph K m,m . We will not need this claim, and so we leave it without a proof. Instead, we just assume that one of the two cases [P1,P2] holds (but unlike previous work, we will treat them in a unified way, relying mostly on condition ( * )). We use the following potential causality graph:
This graph is the same or slightly smaller than graphs used previously for cases [P1] and [P2]. (For [P2] the works [6, 7] 
We will construct a mappingψ : M × Ω → Ω that satisfies M ⊆ψ(M, σ) for any M ∈ M and σ ∈ Ω. It will correspond to the mapping ψ in a natural way, i.e. ψ(f M , σ) =ψ(M, σ) for f M ∈ F . Clearly, such ψ will be defined everywhere on F × Ω, and will satisfy property (I). 
and setψ(M, σ) = σ k . To show that this is well-defined, we need to prove that the result does not depend on the chosen ordering of M . It suffices to prove this claim for |M | = 2, then we can use an induction argument (since any ordering of M can be transformed to any other ordering via a sequence of operations that swap adjacent elements). Proving it for |M | = 2 can be done by inspecting all possible cases, which are visualized in Fig. 1 ; verification of the claim in each case is left to the reader.
Proposition 19. 
Assume that M = {e 1 , . . . , e k }, and define sequence σ 0 , σ 1 , . . . , σ k−1 , σ k =ψ(M, σ) as in (12) . Indeed, for the base case the claim M ⊆ σ holds since σ ∈ f M , and for the induction step we need to use the definition ofψ and the fact that M ∪ M ∈ M (which holds since f M f M ). We leave verification of the induction step to the reader.
Sampling from A(f M , σ k ) The general idea is to "reverse" the process in eq. (12): given flaw f M with M = {e 1 , . . . , e k } ∈ M and object σ k ∈ f M , we first generate possible values for σ k−1 , then for σ k−2 , and so on.
For a subset S ⊆ E let − → S = {(u, v), (v, u) | {u, v} ∈ A} be a "directed copy" of S. For an object σ ∈ Ω and edges (u, v),
Finally, for an object σ ∈ Ω and an edge (u, v) ∈ − → σ let us define
It can be checked that (v, u) ∈ N σ (u, v) and (u, v) / ∈ N σ (u, v). Furthermore, in the special cases above we have the following:
We can now formulate the sampling algorithm. 
. . , e i−1 } uniformly at random 4:
Let us verify the correctness of this algorithm. Using the definitions ofψ and Swap σ , the following fact can be easily checked.
Using this lemma, we can now show establish correctness of the sampling procedure. We say that two executions of Algorithm 2 are distinct if they made different choices in line 3 for some i ∈ [k].
Proposition 21. Algorithm 2 is well-defined, i.e. in line 3 we have e i ∈ σ i . It can generate object σ 0 ∈ Ω if and only ifψ(M, σ 0 ) = σ k . Finally, distinct executions produce distinct outputs.
Proof. The proof will have two parts corresponding to two directions. (a) Let σ k , σ k−1 , . . . be the sequence of objects produced by the algorithm. We will show using induction on i = k, . . . , 1, 0 that {e 1 , . . . , e i } ⊆ σ i (and therefore line 3 for index i is well-defined) andψ({e i+1 , . . . , e k }, σ i ) = σ k . The base case i = k is trivial. Suppose the claim holds for i ∈ [k], let us show it for i − 1. We have {e 1 , . . . , e i } ⊆ σ i by the induction hypothesis; inspecting the rule for choosing (u , v ), we conclude that {e 1 , . . . , e i−1 } ⊆ σ i−1 . For the second claim we can writê ψ({e i , . . . , e k }, σ i−1 ) =ψ({e i+1 , . . . , e k },ψ({e i }, σ i−1 )) =ψ({e i+1 , . . . , e k }, σ i ) = σ k where the first equality is by the definition ofψ, the second is by Lemma 20(a) and third is by the induction hypothesis. This concludes the argument. (b) Suppose thatψ(M, σ 0 ) = σ k for σ 0 ∈ Ω and M = {e 1 , . . . , e k }. Define objects σ 1 , . . . , σ k as in (12) . We claim that Algorithm 2 can replicate this sequence (in the reverse order). Indeed, by Lemma 20(b) it suffices to show that for any (u , v 
. . , e i−1 }. By Proposition 19(a) we have {e 1 , . . . , e i−1 } ⊆ σ i−1 , and so {u , v } ∈ σ i−1 . Thus, {u , v } = e i . But e i does not appear in {e 1 , . . . , e i−1 }, and so we cannot have (u , v ) ∈ −−−−−−−−−→ {e 1 , . . . , e i−1 } -a contradiction. Let us now prove that the input M , σ k and the output σ 0 uniquely determine choices made during the execution (this will give the last claim of the lemma). Letσ k , . . . ,σ 1 ,σ 0 be the objects produced during the execution, withσ k = σ k andσ 0 = σ 0 . Set i = 1. By Lemma 20(a) we havê ψ({e i }, σ i−1 ) =σ i , implying thatσ i = σ i is determined uniquely. By Lemma 20(b) the choice of (u , v ) in line 3 for index i is also determined uniquely from σ i−1 , σ i and e i . Repeating this argument for i = 2, . . . , k (i.e. using induction) yields the claim.
We have proved that the output Algorithm 2 is a distribution whose support is A(f M , σ k ). To show that this distribution is uniform, we need to observe additionally that the number of choices in line 3 for index i depends on i but not on the past execution history (which can be easily checked for cases [P1] and [P2]).
To summarize, we have constructed an atomic commutative multigraph D, and proved that Algorithm 2 samples uniformly from A(f M , σ k ). It can now be verified that the sampling procedure coincides with the procedure in [7] for perfect matchings in a complete graph (in the case [P1]), and with the procedure in [6, 7] for permutations (in the case [P2]).
Application: rainbow matchings in complete graphs
We refer to [6, 1, 7] for applications of resampling oracles for permutations and perfect matchings.
Here we revisit just one application, namely a rainbow matching problem. Our primary goal is to illustrate that expression (3b) can be smaller than (3a) for any σ init , and therefore sampling σ init ∈ Ω uniformly at random can have a better bound on the expected runtime compared to other initializations.
Let G = (V, E) be a complete graph on 2n vertices such that each edge is assigned a color, and each color appears in at most q edges. A perfect matching in G is called rainbow if its edges have distinct colors. Achlioptas and Iliopoulos [1] showed that a rainbow matching exists if q ≤ γn for some constant γ < 1 2e 0.184. Instead of (2), they used a weaker condition (4). Harvey and Vondrák [7] improved the constant to γ = 0.21 by exploiting a condition with the cluster expansion correction analogous to (2) . Below we redo their calculations.
Let F be the set of flaws f M such M contains two vertex-disjoint edges of the same color, and assume that we use the multigraph and relation ∼ constructed in the previous section. n k · µ k = (1 + (2n − 1)(q − 1)µ) 4 By inspecting Algorithm 2 we can conclude that A f = (2n − 3)(2n − 1) for each f ∈ F . Thus, we get the following condition: there must exist µ > 0 such that expression θ = 1 (2n − 3)(2n − 1)µ · (1 + (2n − 1)(q − 1)µ) 4
is a constant smaller than 1. Denote β = (2n − 3)(2n − 1)µ, then θ ≤ 1 β · 1 + 2n · (γn) · β 4n 2 · (1 + o(1)) 4 = (1 + 1 2 γβ + o(1)) 4 β
The last expression will be smaller than 1 (for a sufficiently large n) if β = 3 and γ = 0.21, where we used the constants from [7] .
Let us now estimate the expressions in (3a) and (3b). We have |Ω| = (2n − 1)!! and log |Ω| = Θ(n log n), therefore in (3a) we have T = Ω(n log n) for any σ init . For the second case we can write
Observing that |F | ≤ (2n) 2 q = O(n 3 ) and µ = O(1/n 2 ), we obtain that in the case (3b) we have T = O(|F | log(1 + µ)) = O(n 3 log(1 + O( 1 n 2 ))) = O(n 3 · 1 n 2 ) = O(n). Note that a linear bound on the expected number of resampling steps has also been shown in [7] .
Conclusions and discussion
Flexibility is arguably a highly desired feature for practical implementations of resampling algorithms, and could potentially improve the complexity in some cases. So far, two flexible algorithms have been known, namely the Moser-Tardos algorithm for the variable model [10] and the Harris-Srinivasan algorithm for permutations [6] . We showed that both can be characterized by the commutativity condition in an abstract framework (in the case of the uniform probability measure on Ω and atomic bad events), and identified a new problem that admits a flexible algorithm.
Note that [10] and [6] also formulated parallel versions of the algorithm with improved complexities. A natural future direction is thus identifying general abstract conditions that can enable parallelization. We conjecture that commutativity may not be sufficient for that. In particular, we have encountered the following stumbling block: while it may be possible for a given walk τ = w 1 . . . w t [σ t+1 ] and index i ∈ [t] to define a witness tree φ rooted at v i (whose descendants have larger indices), it is not clear how to prove that the probability that φ occurs in τ is at most λ φ . Perhaps, stronger assumptions on D are needed. Alternatively, it may be possible to show that in the witness forest φ τ for τ at least one of the trees has t or more nodes (after t stages of the parallel algorithm), but this does not seem to give an improvement in the bound. Formulating a parallel algorithm is a yet another challenge (in [6] this was done through a careful construction).
