We consider the graphs H n a de ned as the Cartesian products of n complete graphs with a vertices each. Let an edge cut partition the vertex set of a graph into k subsets A 1 ; : : :; A k with jjA i j ? jA j jj 1. We consider the problem of determining the minimal size of such a cut for the graphs de ned above and present bounds and asymptotic results for some speci c values of k.
Introduction
Many applied computational problems involve the partitioning of some associated graphs into subgraphs as a subproblem. For example, the approach to solve di erential equations based on the nite elements method assumes the partitioning of the area into some simple gures (e.g. triangles or rectangles), and the assigning of the nodes of the obtained partition to the processors of a multiprocessor computing system. In order not to a ect the speed of computations, the assignment of the nodes should be possibly uniform, and the data exchange between the processors should be minimized. These demands cause a problem of partitioning the vertex set of the underlying graph into subsets of (almost) equal size by cutting a minimum number of edges. A modi cation of this problem consists of the minimization of the maximum number of edges connecting a subset of the partition with all other subsets. Such a problem arises, for example, in electronics to satisfy the pin requirements of VLSI designs 5].
Most graphs appearing in applications are highly irregular, which makes the evaluation of the partition quality di cult. Many papers in the literature deal with the design of partition algorithms (cf. 6, 7] ) and the analysis of their optimality 4], or with the complexity of partition problems. For evaluation of the quality of partition algorithms it is helpful to know exact results concerning the partitioning of some graph classes, or at least good lower bounds for parameters of a partition. Such results are known in the literature for partitioning graphs into two parts 9,10] and for some special graphs 5, 11] .
In our paper, we study partitioning of Hamming graphs, i.e. the Cartesian products of complete graphs. These graphs are well studied with respect to the edge-isoperimetric problem 8], which we apply to get lower bounds for our problem. The results presented here extend the results of 2], where the partitioning of hypercubes is analyzed.
Throughout this paper let m; n] denote the set of integer numbers between m and n. Denote 
For such a partition A G = fA 1 ; : : : ; A k g denote rA G = f(u;v) 2 E G j u 2 A i ; v 2 A j ; i 6 = jg:
We say that a partition A G is minimal (with respect to a given k) if jrA G j is minimal among all partitions satisfying (1), and denote by r G (k) the size of the minimal partition. Sometimes we omit the subscript G for G = H n a .
We deal with the problem of nding the function r(n;a;k) = r H n a (k) for the graph H n a . In the next section we present some known facts and auxiliary results used throughout the paper. In Section 3 we get lower and upper bounds for r(n;a;k) for general values of k. Section 4 and 5 are devoted to the asymptotic of r(n;a;k) for the case of a xed n and growing a, and xed a and growing n respectively. In both cases we assume that k is a constant. Some extended results for related graphs and possible directions for further research conclude the paper in Section 6.
Auxiliary results
Let G = (V G ; E G ) be a graph and A V G . Denote
We call a set A V G optimal if j@ G Aj = G (jAj). Lemma 1 Let A G = fA 1 ; : : :; A k g be a partition of G = (V G ; E G ), satisfying
Proof. 
Now summarize (3) for i 2 1; k]. Since c i;j = c j;i , the result is
The lemma follows by taking into account (1) and the fact that G (jA i j) is not less than the minimum in (2).
2
We introduce the lexicographic number`(u) of a vertex u = (x 1 ; : : :; x n ) 2 V n de ned by`(u) = P n i=1 x i a n?i . Denote L n m = fu 2 V n j 0 `(u) < mg:
We say that subsets A; B V G are congruent (denotation A = B) if B is the image of A in some automorphism of G. We call a subset of vertices F V n a face of H n a of dimension p (0 p n) if the subsets F and L n a p are congruent.
Lemma 2 (Lindsey 8 ]) L n m is an optimal set in H n a for any n and m 2 1; a n ].
Thus, each face of the graph H n a is an optimal set. F i A j = L n a n?1 +m , for i 6 = j.
Since we are interested in the asymptotic of r G (k) only, it is convenient to operate with partitions, where each set is maybe not optimal, but is, in a sense, close to an optimal one. To be more exact, let A V G , jAj = m and let c be some constant. We say that A is a quasioptimal set (with respect to the constant c), if there exists an optimal subset B = L n m , such that jA Bj c, where denotes the symmetric di erence. Quasioptimal subsets yield similar properties as in Proposition 6.
Proposition 7 Let the set V n be partitioned into the faces F 1 ; : : : ; F a of dimension n ? 1 and let A i F i , i 2 1; a], be isomorphic quasioptimal subsets (in corresponding faces) with jA i j = m. Then it holds: Each subset A i , i 2 1; a], is quasioptimal in H n a ;
The subset A 1 A a is quasioptimal;
The subsets F i A j for i 6 = j are quasioptimal.
In the following, we construct partitions A = fA 1 ; : : :; A k g of V n into k quasioptimal subsets A i of cardinality (1) . Assuming that n is growing we show that for each subset A i there exists a set B with B = L n jA i j (w.r.t. a constant c) such that jA i Bj c 0 , where the constant c 0 depends on c and k, but not on n. We will not specify the constants c and c 0 exactly in our constructions, but will merely ensure that such constants do exist. Obviously, for each quasioptimal set A i V G of cardinality (1) Indeed, similarly as in the proof of Lemma 1 we get
( (jA i j) + c 0 a n) k ( (bjV j=kc) + a n) + akn c 0 = k (bjV j=kc) + akn (c 0 + 1):
Obviously, (bjV j=kc) is exponential on n if k and a are xed (cf. the proof of Theorem 12). Therefore, for n ! 1 r(n;a;k) k 2 (bjV j=kc) (4) if V n admits a partitioning into k quasioptimal subsets.
3 Bounds for r(n;a;k) Theorem 9 Let n > 2, a 2, a p?1 < k < a p and n > 2(p ? 1). Then (a ? 1)(p ? 1) 2 r(n;a;k) a n (a ? 1)(p + 1=2) + 3=2:
Proof.
To prove the lower bound we apply Lemma 1 and estimate the minimum in (2) . Let m = ba n =kc and partition V n into faces of dimension n ? p + 1. Now L n m and L n m+1 are proper subsets of one such a face, say F. (a ? 1)n and r(n;a;k) a r(n?1;a;k)+a(a?1)kn=2; from where for t p follows: r(n;a;k) a n?t r(t;a;k) + a(a ? 1)k 2 n + (n ? 1) a + + (t + 1) a n?t?1 :
Taking into account
i a i = r a r+2 ? (r + 1) a r+1 + a (a ? 1) 2 recursion (5) implies r(n;a;k) a n?t r(t;a;k) + ak(at + a ? t) 2a t (a ? 1) a n : (6) We apply (6) (7) Substituting (7) into (6) 4 The case of xed dimension
In this section we present asymptotics for r(n;a;k) in the case of xed n and k and a ! 1. Theorem 10 If a ! 1, then r(n;a;k) k ? 1 2k a n+1 :
First we get a lower bound by using Lemma 1. Note that for m = j a n k k it holds x a n?1 m < (x + 1) a (10) Similarly, in order to construct the partition A 00 , we use a partition of V n?1 into k parts and take the Cartesian product of each such a part with the vertex set of the clique of H 00 of order . It holds jrA 00 H 00j a(a ? 1)(n ? 1) 2 a n?2 ! k(n ? 1) 2 a n : (11) Substituting (10) and (11) into (9), we get jrAj k ? 1 2k a n+1 + k(n ? 1) 2 a n + (a ? ) a n?1 :
Since < k this upper bound asymptotically matches the lower bound (8 By Proposition 6 all the subsets A i are optimal, but the resulting partition may not satisfy (1) . Since a and p are constants, we can reassign a constant number of vertices (depending on a; p only) between the parts A k and A i with i < k, so that the obtained subsetsÃ i , i 2 1; k], will be quasioptimal and therefore the partition fÃ i ; i 2 1; k]g is quasiminimal by Corollary 8. 2
Note that by making a careful exchange of vertices between the parts A i in the proof, we can show that V n can be partitioned into a p +1 optimal subsets.
In order to compute r(n;a;k) for k = a p + 1 we rst compute g n = (m) for m = ba n =kc. For that consider again a partition of V n into k ? 1 = a p faces of dimension n ? p. Note that the number of vertices in each such a face exceeds m. Thus, the set L n m is a proper subset just of one of these faces and the numbers g n satisfy the recursion g n = g n?p + p (a ? 1) k a n + O(n);
where the term O(n) occurs due to omitting the integer parts. This recursion provides g n (a ? 1)(k ? 1)p k(k ? 2) a n (12)
as n ! 1. Substituting (12) into (4) Proof.
Our goal is to show that V n can be partitioned into quasioptimal subsets A 1 ; : : : ; A k with jjA i j?a n =kj const, i = 1; : : : ; k, where the constant depends on k only. We assume that n 2p ?1 and construct such a partition in three steps.
In the rst step we construct a special partition of the vertex set of H 
In order to compute r(n;a;k) for k = a p ?1 we rst compute g n = (ba n =kc). a the vertices x = ( x ; x ) and y = ( y ; y ) are incident i x 6 = y . For v = (x 1 ; : : : ; x n ) 2Ṽ n with x i = ( x i ; x i ) we de ne its lexicographic number as~(v) = P n i=1 (2 x i + x i ) (2a) n?i and denotẽ L n m = fv 2Ṽ n j 0 ~( v) < mg: Ahlswede Additionally, we can show that each initial segment of the lexicographic order is an optimal subset in the Cartesian product of complete t-partite graphs and of complete graphs without a certain number of perfect matchings. Thus, the partition techniques developed in this paper are suitable for such families too.
Let us consider an important particular case of the above results for the graphs H n 2 and B n?1 G 2 fH n a ; B n a g at least for small k.
Finally, our results are applicable to the pin limitations problem 5], which requires to construct a partition A = fA 1 ; : : :; A k g minimizing max i j@A i j.
Since each part A i in our constructions is a quasioptimal set, all the values j@A i j for a considered k are asymptotically equal and can be computed by using Corollaries 13 and 15. Similarities in the structure of the parts A i in the constructed partitions allow us to apply the obtained results also for designing a single VLSI \building block" chip (cf. 11]), which could be used for constructing the whole n-cube by wiring together its multiple copies in an appropriate way.
