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Developing quantitative validation metrics
to assess quality of computational mechanics models relative to reality
Computational models are widely used to assess and predict behaviour of engi-
neering systems. It is desirable that simulation correctly represents the real be-
haviour of the system’s intended use and thus establishment of the level of quality
for obtained results through validation is vital. The focus of the research presented
in this thesis is the development and implementation of a novel generic validation
metric for quantifying the quality of simulation results.
The choice of the validation metric is governed by the data available, the out-
come required and the model’s range of use. Three categories of metrics have been
identified: Hypothesis testing, Frequentist and Bayesian. In general, Frequentist
methods, in comparison to Hypothesis testing, allow a better understanding of
the quality of the current model, through quantifying the differences between the
predicted and measured results; whereas Bayesian analysis is typically used for the
model parameter calibration. The work presented in this thesis concentrates on
developing a Frequentist validation metric, and two novel metrics are proposed,
i.e. based on a Theil’s inequality coefficient and a new relative error metric.
Previously in solid mechanics validation has been applied to data points obtained
from strain gauge measurements; in the present work the application is extended to
data fields obtained with the aid of optical measurement techniques, e.g. displace-
ment fields. By incorporating orthogonal decomposition the dimensionality of data
fields can be reduced to coefficients in the feature vector, while preserving the key
information about the deformation of the entire surface, and equivalent measured
and predicted data sets can be obtained, which is essential for validation purposes.
Utilising the feature vectors, both of the novel metrics provide a measure of
quality of the model’s predictions relative to reality. The outcome of the Theil’s
inequality coefficient is a value between 0 and 1, i.e. from excellent to poor corre-
lation of predictions with measured data. Whereas the novel relative error metric
combines the use of a threshold based on the uncertainty in the measurement data
with a normalised relative error, and the quality of predictions is expressed in
terms of a probability statement. Such outcome obtained with the new relative
error metric is more quantitative and informative than the previous validation pro-
cedures but qualitatively equivalent. Three previously published case studies were
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1 Introduction
Computational solid mechanics models are widely used to evaluate and predict
behaviour of engineering systems. Due to the increasing computational capabil-
ities, it is now possible to simulate a large variety of processes. Results from
simulations allow a better understanding of physical phenomena and thus are
often used to inform decisions that could potentially have socio-economic conse-
quences. To avoid detrimental impact, it is desirable that a simulation does not
just correctly compute the underlying mathematics used to model the physics
but represents the real situation of the system’s intended use. The provision of
credibility for predicted results becomes vital and can be achieved through a Ver-
ification and Validation, (V&V) process.
The overall aim of the process is to assess and establish confidence that a
numerical model is sufficiently accurate and reliable with respect to a specified
intended use. Often the V&V term is used without distinguishing between the
constituent parts, or verification and validation terms are used interchangeably;
however, there is a distinct difference between the terms and it is important
to clarify it prior to proceeding further. The ASME 1 guide [1] gives a mod-
ern succinct definition of these terms in solid mechanics and these will be used
throughout the thesis when referring to Verification and Validation:
1American Society of Mechanical Engineers
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Verification - ‘the process of determining that a computational model accurately
represents the underlying mathematical model and solution’.
Validation - ‘the process of determining the degree to which a model is an accu-
rate representation of the real world from the perspective of the intended uses of
the model’.
From these definitions it can be seen that verification of the model should
precede validation. Nowadays, commercial software packages are used to build
solid mechanics models and to run simulations based on them; it is usually as-
sumed that these software packages have undergone the verification process to
some standard, e.g. the NAFEMS 2 has developed number of verification bench-
marks [2, 3]. In addition to using verified software packages, modellers undertake
verification exercise to ensure that the underlying mathematics is being solved
correctly. Once a level of accuracy defined for a specific application is reached,
validation methodologies are applied to establish whether the model described by
the set of mathematical concepts represents the reality of intended use. Along
the process of building confidence in the model’s predictions, a model calibration
activities can also be undertaken, the aim of which is to adjust model parameters
to improve agreement between the simulation results with a specified benchmark
[4]. Further research on topics of verification and calibration of models describing
novel behaviour is necessary as part of a V&V process [1], however, it is out-
side the scope of the research presented in this thesis. In this research it will be
assumed that verification procedures have been performed to a certain level of
confidence and thus a validation methodology can be applied.
A number of guides and approaches for validation in the area of mechanics
are currently available (see e.g. [1, 2, 5, 6]). A similar template for the main
2National Agency for Finite Element Methods and Standards
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processes is apparent throughout these guides; nonetheless, there is no single val-
idation methodology that is widely accepted. Usually in solid mechanics, model
validation is performed through a comparison between experimental and com-
putational data sets consisting of point data, for example maxima or minima
measured by a series of strain gauges and corresponding values extracted from a
computational model; the experimental data is used as a referent, i.e. physical
data representing the real world, and the outcome of the comparison leads to
a conclusion on whether the model is valid for the intended application or not.
This evaluation and a boolean valid or not valid outcome may be sufficient for
some applications, but ultimately it is desired to utilise the entire field of data,
e.g. displacement field on the entire surface of an aircraft wing, and to quantify
the degree of quality of the model’s predictions with respect to the validation
criteria. In recent years, experimental data acquisition methods have advanced
significantly and can provide an easy access to fields of data by means of optical
measurement techniques such as Digital Image Correlation. Thus providing the
desired quantity of data and presenting opportunities to develop novel validation
methodologies. Another important aspect to consider is how to interpret obtained
information to better support a decision-making process on the appropriateness
of the model for the intended use. In these circumstances, a novel approach is
required and research presented in this thesis addresses this issue by investigat-
ing statistical techniques of data comparison for validation purposes, utilisation
of field data with these techniques and tools to represent validation outcomes.
Aim and objectives
Taking into account the significance of validation outcome on decisions that
have socio-economic consequences and current lack of a robust methodology, the
aim of the research presented in this thesis is to develop a reliable and transferable
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validation metric that can be used in different engineering applications, where
modern sensor systems allow the acquisition of fields of measurement data.This
is approached through working towards the following objectives:
a) To extend the application of validation metrics to field data;
b) To explore approaches to obtain a quantitative measure of quality of simu-
lation outputs;
c) To consider ways of communicating validation outcomes to technical deci-
sion makers.
Thesis structure
The content of this thesis will be presented in seven main chapters. Following
the introduction, in Chapter 2 the existing literature on validation and associated
activities will be reviewed, including the topic of validation metrics. In Chapter
3 novel methodologies implemented and developed to achieve quantitative vali-
dation will be detailed, together with the description of case studies employed
to demonstrate and compare the efficacy of the validation approaches. Subse-
quently, results based on the developed metrics will be presented in Chapter 4
and discussed in Chapter 5, including the overall implementation of the valida-
tion process. Chapter 6 will contain conclusions and summary of findings from
the research, followed by the last part of the thesis, Chapter 7, containing an
overview of potential further directions for this topic.
List of presentations and published work
The key findings described and discussed in this thesis have been presented at
a number of international conferences. In addition, a manuscript based on the
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novel relative error metric and the three case studies (introduced in Chapter 3)
has been published in a peer reviewed journal.
• Dvurecenska K, Graham SJ, Patelli E & Patterson EA, A probabilistic met-
ric for the validation of computational models, Royal Society Open Science,
vol. 5, no. 11, Nov 2018.
• Dvurecenska K, Patelli E & Patterson EA, What’s the probability that
a simulation agrees with your experiment?, Photomechanics 2018, March
19-22, 2018 [extended abstract ]
• Dvurecenska K, Graham SJ, Patelli E & Patterson EA, Application of a fre-
quentist metric for the validation of computational mechanics models, 12th
Int. Conf. on Advances in Exptl. Mech., September 1-3, 2017 [extended
abstract ]
• Dvurecenska K, Patterson EA, Patelli E & Graham SJ, Preliminary evalu-
ation of validation metrics for computational mechanics models, Proc. 10th
Int. Conf. on Advances in Exptl. Mech., September 1-3, 2015 [extended
abstract ]
• Dvurecenska K, Patterson EA, Patelli E & Graham SJ, Preliminary evalua-
tion of validation metrics for computational mechanics models, Universities
Nuclear Technology Forum, March 31 - April 2, 2015 [presentation]
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2 Literature review
This chapter contains an overview of previous work and important concepts
that underpin the novel developments presented in this thesis.
2.1 Validation overview
Validation is part of the Verification & Validation (V&V) process, the overall
aim of which is to assess and establish confidence that a model, i.e. a set of nu-
merical equations and assumptions which capture the behaviour of a structure,
behaves in accordance with the underlying equations and it produces realistic
results with respect to a specified intended use. As mentioned in Chapter 1, the
focus of this research has been on the validation process, its implementation and
interpretation.
Initial discussions on validation can be found in the literature of the second
half of 20th century, when validation became a significant topic amongst the sim-
ulation community. Papers concentrated on analysing the terminology, methods
of performing the validation and the distinction between verification and vali-
dation. Fishman and Kiviat [7] and Van Horn [8], were amongst the first to
discuss the idea of validation, and related questions. Their papers were based on
economics science, but the ideas are relevant to simulations in different areas of
science. The clarity in terminology to avoid the misuse, including the distinction
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between verification and validation, was widely discussed. Also, it was identified
that a computational model is usually developed for particular objectives that
reflect the intended use; consequently, the simulation results have to be evalu-
ated against these objectives. Even though, Fishman and Kiviat [7] did not use
the exact definition that eventually appeared in the ASME guide [1], i.e. their
statements were concerned with whether the model reasonably approximates the
real system, they did discuss that it is important that simulation results are com-
pared to the particular representative parameter. Similarly, Van Horn [8] stressed
that validation should be performed for a defined case. However, it was Sargent
[9] who first included the intended use in the definition; if a model is valid for
one set of objectives, it may not be valid for another set of objectives. It would
be very costly, time consuming and often unnecessary to construct a model and
run a simulation to obtain results for all possible conditions outside the intended
use. Following the initial publications, papers summarising the general validation
techniques started to appear around 1980 [10, 11, 12]. Throughout the past and
present literature, the terminology with respect to validation has not been con-
sistent such that some reports imply that a model is being validated and some
that the predictions, however in both situations a model is being evaluated over
a specific domain defined at the beginning of the validation process. In general,
most of the ideas are similar and it is important to note the general principle
is based on validation being performed by comparing model behaviour with the
real system behaviour when both simulation and observation are conducted un-
der identical conditions.
In general, techniques for comparison can be objective and subjective, with
quantitative and qualitative aspects. For some models it might be sufficient to
use historical data from experiments performed previously and included in the
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validation databases [13]. In these circumstances, it is assumed that experi-
ments have been well-documented and performed according to certain standards
or guidelines, which are widely accepted in the research community. However,
there is a significant number of historical data sets for which some of the asso-
ciated assumptions and uncertainties are unknown and are difficult to quantify.
When the experimental results are used as the referent against which the com-
putational results are compared, insufficient information on the accuracy of the
experimental results does not allow to adequately build the confidence in the
computational model [14]. This promotes the need for new experiments in order
to obtain the necessary information.
In some cases, validation of simulation results can also be performed through
comparison with previously validated models [15]. For instance, when a new
model is designed, it is possible to validate it with another model that has been
previously validated for the same conditions. In these circumstances, the epis-
temic value of models, i.e. the scope of knowledge, should be taken into account
[16], such that only models of evolutionary designs with incremental differences
in comparison to previous model can be evaluated [6]. The appropriateness and
validity of the previous model is subject to interpretation but confidence can
potentially be built by providing sufficient evidence. Nowadays many models
are built for novel and complex designs, thus this technique might not often be
applicable. Nevertheless, it is potentially useful for the validation of constituent
components of a complex system [1], i.e. the lower levels of a hierarchy of models.
The techniques mentioned in the previous paragraphs can be categorised as a
combination of both, objective and subjective, elements of comparison. In some
circumstances it is not possible to obtain sufficient experimental data and to
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perform direct comparison with predictions, thus purely subjective evaluation is
performed. Subjective evaluation can be achieved with the aid of expert opinion
known as face validation, or information interpretation based on the application of
the model, which is known as operational validation [15]. Operational validation
evaluates the level of accuracy of the results in relation to the intended use. For
example, the same model would require a different level of accuracy depending
on the circumstances of the intended use and allocated costs. For more challeng-
ing applications, for example such as space exploration mission or nuclear power
plant lifespan prediction, a more accurate model is required and higher costs will
be involved. According to decision theory [17], the higher the importance or the
risk of the decision, the higher level of evidence is required for validation. Face
validation can be helpful at the initial stage of the validation, where an expert
opinion can suggest whether the model and its behaviour are reasonable, based
on the previous experience with similar systems. If the model is found to be un-
reasonable, it can be corrected and then subjected to a full validation. This could
potentially save time in the overall validation process, as errors or inconsistencies
in the model would be spotted early in the process. Nevertheless, an opinion can
vary from person to person and cannot currently be effectively quantified in the
scope of validation [18, 19]; however it can be related to the epistemic value of
the model and interpreted from a philosophical perspective [20, 21, 22, 23].
2.1.1 Validation process
The ideas presented in the articles of the late 20th century have stimulated
the development of guides on V&V in different areas of engineering. One of the
first consensus guides was compiled by an accredited standards developer in the
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USA AIAA3, in 1998 for computational fluid dynamics simulations [5]. This
has served as a foundation for the guide in computational solid mechanics [1]
that was published in 2006 by the ASME. These guides provide concise defini-
tions and a generalised methodology for performing the V&V, but neither include
definitive step-by-step procedures. Other guidelines can be found too, which have
attempted to include more detailed methodologies. For example during a series
of European collaborative research projects publications on validation in the solid
mechanics area, such as reference [6] or the CEN workshop agreement [24], were
produced. In the solid mechanics, it is common to perform validation using mea-
surements from single points, for example evaluating the maximum and minimum
values of a response measured by strain gauges. However, in this recent work it
was proposed to extend the application of validation process to field data, such
as displacement fields on the entire surface of a specimen [24], where the exper-
imental data is obtained by modern non-contact full-field optical measurement
techniques [25], e.g. three-dimensional Digital Image Correlation. Some of the
advantages of such techniques are that the data from the entire surface of the
specimen can be acquired for in-plane and out-of-plane deformation, and they
can be used at number of time-steps to evaluate the deformation in the spatio-
temporal domain [26]. These techniques can be applied to components of different
size, for example a full-scale car bonnet liner [26] or a small, i.e. 60x60x25mm,
sample of a rubber block [27]. Further details of the validation methodology
outlined in the CEN guideline [24] will be provided in the next section, Section
2.2.1. Nevertheless, there is currently no standardised, widely accepted and used
validation methodology.
Typically, validation process is presented in a flowchart consisting of steps
leading to the comparison between computational and physical outputs. The
3American Institute of Aeronautics and Astronautics
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Figure 1: ASME Validation and Verification flowchart [1].
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schematic in Figure 1 summarises a typical process that consists of two streams,
i.e. computational and experimental data, incorporates data processing and com-
parison phases, and concludes with a decision box. The two streams are typically
performed in parallel but with minimal interaction between the computational
and experimental teams, and include activities such as identifying necessary pa-
rameters and boundary conditions to obtain the necessary data for the following
steps in the validation process. Once the activities are completed and results as-
sessed individually, outcomes are compared with the purpose to provide sufficient
information for the subsequent decision on the model’s validity for it’s intended
use. As a result of a comparison, if an acceptable agreement has been reached,
then the model is stated to be valid. If the model has not been validated, usu-
ally the computational model or the experiment, or both, are reviewed [14]. The
choice of the next action can, for example, depend on the available resources and
the consequences of failure to validate the model. The process is repeated until
the acceptable agreement is reached [24]. However, after several refinements some
aspects of the computational model or the experiment will be changed, so they
should be re-evaluated with respect to the initial conditions for the intended use,
to make sure they are still appropriate for validation.
This approach can be applied to a system model or its components. How-
ever, it is currently arguable whether the validity of components can be used to
draw a conclusion about the system model or whether new experimental data
has to be obtained. In the ASME guide [1] it is suggested that the complexity
of connections or behaviours between components is not always included in the
individual component validation and thus a system model can only be validated
when more information is acquired. Hierarchical validation of the system model
is mentioned in some of the guidelines published in different disciplines; as yet
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no explicit methodology has been presented. The AIAA guide [5] suggests that
a system model can be approximately divided into three levels: unit problems,
benchmark cases and subsystem cases from simplest to complex and individual
validation requirements are established at each level. A similar concept is men-
tioned in the ASME guide [1] and based on that an example of an aircraft wing
was described in the subsequent ASME V&V 10.1-2012 guide [14], from which
the example hierarchy is shown in the Figure 2.
Figure 2: Hierarchy for the aircraft model validation [14].
One of the stages in the validation process is quantification of uncertainty, as
can be seen in the flowchart presented in Figure 1. Uncertainty quantification
activities are incorporated as part of the process in both streams, e.g. physical
and computational, and are necessary to assess reliability and consequently build
confidence in the obtained results.
There are two widely accepted categories of uncertainty: aleatory and epis-
temic [28]. It is a good practice to distinguish sources of uncertainties and assess
each category individually. Aleatory, or irreducible and stochastic, uncertainty is
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associated with the variability and randomness of unknowns. Usually, it is not
possible to reduce this uncertainty or inherent variation; however it can be de-
scribed using traditional probabilistic approaches [29]. For example, a variability
in material properties of a carbon fibre reinforced engineering components can
be categorised as an irreducible uncertainty for a given manufacturing process,
i.e. it can only be reduced by changing the manufacturing process. By taking
measurements of individual components, information about the variability of the
properties can be collated and represented by a probability density function, or,
in the studies with limited data, by intervals. On the other hand, epistemic un-
certainty is related to the parameters of the system that are not well-known but
additional information can be obtained through measurements to reduce this un-
certainty. An ill-defined conditions during a physical or virtual test, for example
not taking into account the effect of damping on the component’s response dur-
ing a dynamic test, can contribute towards the epistemic uncertainty, but this
uncertainty can be reduced by gaining more knowledge, through a detailed anal-
ysis of the system and component’s interaction by relevant experts. In the above
example it would be recognising the presence of damping and analysing it’s effect
on the component’s response. Both categories described above are relevant to
computational and experimental results.
To raise the confidence in results, uncertainty should be evaluated and quan-
tified where possible [30]. In the simulation results, irreducible uncertainties can
arise from, for example, ill-defined material properties or component interaction.
Even though these cannot be reduced, they can be better quantified by more
thorough analysis of the model [31]. Also, the initial uncertainty can be prop-
agated through the simulation to evaluate the uncertainty in the final outcome
using probabilistic analysis. This can be accompanied by a sensitivity analysis
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based on evaluating individual sets of inputs and their effect on the output un-
certainty. The reducible uncertainty can be divided into statistical and model
types. The statistical uncertainty can arise from the limited availability and poor
comparison of the data, thus can be reduced by obtaining more samples or im-
proving statistical method applied. The model type uncertainty is usually hard
to quantify because it is related to the modelling assumptions associated with
the parameters describing the system [32].
Experimental uncertainties can arise from a number of sources [33]. These
can be associated with the accuracy of the experimental equipment, assumptions
that the experimental procedure is based on and the environment. The key prin-
ciple is that nothing can be measured precisely; some uncertainty will always be
present but it can be reduced or better quantified through, for example, appro-
priate calibration of the equipment. For an adequate validation, as many sources
of uncertainty as possible should ideally be identified for the experiment and sim-
ulation; then the uncertainties should be quantified to allow credible conclusions
about the predictive capabilities of the computational model to be drawn [1].
2.2 Validation metrics
In the guidelines described earlier, validation was referred to as a single process.
At a more detailed scale, it can be divided into two activities [1]:
• quantitative comparison between computational and experimental results
• assessment of the comparison outcome with respect to the accuracy require-
ments for the intended use of the model
This division into two activities is not always explicitly stated but both are
performed when quantitatively validating a model [34]. Figure 3 illustrates in-
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terpretation of previously presented ASME flowchart with the two activities ex-
plicitly highlighted by Oberkampf and Barone [34]. It can be seen that first the
difference is computed with the aid of statistical comparison between simulated
and measured outcomes, through application of the validation metric, and then
the outcome is evaluated in the context of the adequacy requirements.
Figure 3: A schematic of the validation procedure that provides evidence to de-
cision makers; a difference between simulated and measured outcomes
is computed with the aid a validation metric, and the results of the
comparison are evaluated against the adequacy requirements [34].
It is important to note that even though a qualitative validation is utilised in
some research, in this research the emphasis is on quantitative validation. In
mathematics and science a metric can be referred to as a function to determine
a distance between any two points or elements within the given space or set; it
can also refer to a value equivalent to the distance [32]. The first definition will
be used in this thesis when referring to a validation metric and the value will be
defined as an outcome or result of the metric. A validation metric is applied to
measure the agreement between the computational results and the referent, in
this case experimental results. The desired outcome of the validation metric is
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a quantity that can be easily interpreted to determine whether the model pre-
dictions are adequate for the intended use. To aid the interpretation during the
decision-making process, the degree of confidence in the results representing the
discrepancy or similarity between the data should be presented.
The validity of a model can be established through an adequacy assessment
of the results obtained via application of a validation metric [34]. For example,
for field data in solid mechanics the CEN guideline [24] suggests comparing ex-
perimental data against simulation results by plotting corresponding data pairs
and evaluating the outcome against the minimum measurement uncertainty, as
graphically illustrated in Figure 4; details of the methodology will be provided in
the following subsection, Section 2.2.1. In general, the model can be stated to be
valid if the simulation results fall within the accuracy limits, set beforehand, with
respect to the physical data. Typically a single answer is produced, e.g. valid or
invalid, however, this gives no indication of how good the model is, if it is valid,
or how bad, if it is not. In some instances, particularly when the model has been
found to be invalid, without this information, decision-makers could not perform
an efficient trade-off for the next set of actions, apart from the general decision to
refine the model [1]. The knowledge gap can potentially be closed by integrating a
quantification of the agreement between data sets and the accuracy requirements
into the second activity of validation. This will be discussed further in the next
chapter, Chapter 3, where details of the novel methodologies addressing these
aspects will be presented.
Throughout the literature, a number of suggestions can be found for the de-
sired features of a validation metric [1, 34, 35, 36]. One of the main requirements
is that a metric should be quantitative and objective, meaning that different re-
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searchers can obtain the same result for the same sets of data and requirements.
Additionally, it has been stressed that uncertainties contained in the experimen-
tal data, i.e. measured or post-processed, and the computational results should
ideally be considered. Another point worth noting is that, even though it would
be beneficial to have a single validation metric that could be applied to various
scenarios, most of the current validation metrics can only be applied with the
assumption that sufficient experimental data is accessible for validation. Thus,
it is also important to assess the effects of the extent of the experimental data
available on the validation result [11, 37].
Validation metrics can be classified according to different criteria. Some can be
differentiated by the assumptions made, for example, that the simulation output
or input is deterministic or requires multivariate analysis, others by the type of the
validation outcome. From a philosophical point of view, most of the approaches
can be divided into two categories based on two opposite statistical philosophies,
i.e. Frequentist and Bayesian [38]. For example, when assigning and evaluating
a probability of a parameter or an event, Frequentist approaches are based on
the frequency of the occurrence deduced only from past physical observations,
whereas Bayesian approaches assign a degree of belief, e.g. credence, that can
also be collated from a variety of sources. In this thesis in addition a third category
of validation metrics has been identified as Hypothesis testing. Although there
exist both Frequentist and Bayesian hypothesis testing, the information contained
in the outcome of these statistical techniques is interpreted differently, and thus
three categories of validation metrics, i.e. Hypothesis testing, Frequentist and
Bayesian approaches, are discussed in the following subsections.
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2.2.1 Hypothesis testing
In hypothesis testing the objective is to accept or reject a hypothesis or a set
of hypotheses. For instance, during hypothesis testing two statistical hypotheses,
the null hypothesis and the alternative hypothesis, are commonly stated prior
to the statistical analysis, e.g. the predicted data belongs to an experimental
distribution [39]. Such an approach usually can only reject the null hypothesis in
favour of the alternative but not confirm it. For example, if the hypothesis that
the predictions belong to the measured distribution has not been rejected, the
predictions can be considered acceptable but one should assess factors that could
influence the outcome before making the decision based on this model. Sparse
experimental data and large uncertainty present in both sets of data, predicted
and measured, could potentially lead to rejecting an acceptable model, i.e. a type
I error, and accepting an inadequate model, i.e. a type II error, due to insufficient
evidence to conclude otherwise [36]. It is possible to include the consideration
of both types of errors in the analysis through computing the probability of
making these errors based on significance level and the probability distribution
of the test statistics associated with the alternative hypothesis [40]. In relation
to the qualities of the validation metric discussed earlier, the hypothesis testing
approach provides a quantitative comparison, however currently the outcome of
the comparison does not provide a clear quantitative indication of a model’s
validity in terms of the degree to which a model is an accurate representation of
the real world, as per the definition of the validation by the ASME [1].
One of the more recent examples of a metric in this category can be found in
the CEN workshop agreement [24] for solid mechanics simulations. In the CEN
guideline, it is suggested to compare model predictions with experimental mea-







































































































































































































































































































system, using an image decomposition technique. Predicted and measured data
fields are treated as images and are decomposed using a set of polynomials to
describe the essential features of the image; image decomposition and associated
details will be covered in the next chapter, in Section 3.1. As a result, two equiv-
alent feature vectors representing each data set, i.e. measured and predicted, are
obtained, where the feature vectors contain the coefficients of the polynomials
used to decompose the corresponding image. The metric proposed in the CEN
guideline is based on a quantitative comparison of the feature vectors representing
measured and predicted data sets, and includes a validation criterion based on
the experimental uncertainty, uexp, i.e. the uncertainty associated with the mea-
sured data. As illustrated in Figure 4, components of the feature vector obtained
from the measured data set, SM , are plotted against components of the feature
vector from the predicted data set, SP , and, if all of the points on the graph are
within the uncertainty limits, i.e. zone bounded by the broken lines defined by
SM = SP ± 2× uexp, (2.1)
a model can be considered valid. Such a statement of the validity is very common,
but it only gives a yes/no answer, which might be unsatisfactory for certain
applications and does not allow for interpretation of the models quality with
respect to the validation criteria.
2.2.2 Frequentist approach
Methods based on a Frequentist approach have been implemented in different
applications [38] and are based on the quantification of the difference between
the two data sets, or, as defined in some literature, on a measure of error [34, 41].
The approach incorporates probability in some cases and can be summarised as
mapping a discrepancy in the computational response relative to the referent, for
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example the mean or the distribution of the experimental response. Experimen-
tal results are assumed to be a golden standard and are used to compute the
relative error of computational results. In reality, experimental data cannot be
taken as true; uncertainties and errors are associated with the measurements and
thus should be accounted for when evaluating the discrepancy between the data
sets [35].
Most of the techniques falling into this category have been previously devel-
oped for analysis of time histories in structural dynamics. For validation purposes,
Oberkampf and Barone [34] have used the approach to propose a technique that
includes confidence intervals, i.e. an interval computed with the aid of the ob-
served data that will contain a certain parameter value a specified proportion of
the time, for example a mean of a population 95% of the time; in their work the
confidence interval is based on the experimental uncertainty. The calculation of
the metric proposed by Oberkampf and Barone [34] consists of three main steps:
a) Calculation of the average relative error;
b) Calculation of the maximum relative error; and
c) Confidence interval estimation over the range of the experimental data for
both of the above.
Even though the outcome is a quantity that represents the degree of validity,
this metric has not been widely used in the literature. The paper itself has been
cited many times for its summary of validation procedures and definition of a
metric, e.g. see references [42, 43, 44], but in the papers that have applied the
metric, a simplified definition has been used or additional techniques were used
to draw conclusions about the model’s performance. For instance, Slaba et al
[45], in their study of the space radiation doses, applied the metric in increments
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by dividing data into several subsets and evaluating trends between individual
subsets, because the whole data set could not be averaged; or Fortunato et al [46]
did not normalise the absolute average error to avoid division by zero, in their
application of the metric to fluid velocity predictions during flameless combustion
events. This could be explained by the drawbacks identified by the authors them-
selves, for example it is not appropriate for a system where a response quantity
of interest cannot be time averaged or when the values used for calculations are
close to zero, which will be the case in some applications. For example, in im-
age decomposition depending on the content of an image the difference between
the coefficients within the feature vector could be of orders of magnitude, with
smallest coefficients being less than 10−2.
Kat and Els [41] in their method, instead of calculating the average discrep-
ancy like Oberkampf and Barone [34], computed an absolute percentage relative
error for each pair of data points considered for validation of periodic signals, e.g.
frequency response of a vibrating plate. By doing so, they highlighted an issue
of drawing a conclusion about an overall data set that has a high variability of
discrepancy over the quantity of interest. To overcome the issue, Kat and Els
[41] evaluated the set of relative errors against the specified threshold, set by
the assessment requirements, and consequently obtained the probability that the
model is producing results at or below the threshold. However, the assumption
is made that the data used is a deterministic quantity of interest and thus an
uncertainty analysis is not included.
Another example of a Frequentist method is Theil’s inequality coefficient and
can be defined as a scaled version of the root mean square (RMS) prediction
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and is a measure of a spread of the deviations between data sets, e.g. predicted,
P, and measured, M, data, where a value of 0 as an outcome represents a perfect
fit of the data. The application of the Theil’s inequality coefficient can be found
in articles not only on economic forecasting, for which it was initially developed,
but also in many other fields. For example, Rowland and Holmes [37] have anal-
ysed Theil’s inequality coefficient for an application with sparse data consisting
of a serially correlated time-series for a ballistic missile simulation. They con-
centrated on proposing an unbiased estimate of the statistical components of the
Theil’s inequality coefficient associated with the sample mean, variance and co-
variance in order to modify the original definition of the coefficient. Similarly,
Dorobantu et al [47] reviewed it for the validation of mathematical models of
aircraft dynamics. There are two versions of the coefficient, proposed by Theil in
1961 [48] as a measure of accuracy, equation 2.3, and in 1966 [49] as a measure of
quality, equation 2.4. The difference between the two formulations is the presence
















where P represents model’s predictions and A represents physical measurements
or observations, i.e. actual data of the corresponding quantity of interest.In the
first case, the presence of the RMS predicted data in the denominator means that
the coefficient is influenced by the computational model, because the coefficient
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becomes biased towards the prediction and is not determined uniquely by the
mean square prediction error [49]. By removing this term, a more objective mea-
sure is obtained, so that usually when comparing the output for the same set of
data TC1 < TC2.
Along with the formulation, Theil [48] set criteria for evaluation of the coeffi-
cient:
TC < 0.3 as a good correlation;
0.3 < TC < 0.6 as a medium correlation;
The closer to zero, the better the prediction is relative to the actual data, with
TC = 0 corresponding to two data sets being the same. Any value beyond 0.6 is
considered to correspond to a low quality prediction. There is no upper limit for
TC2 though values rarely exceed 1; TC1 is bounded between 0 and 1.
In addition to Theil’s comments [49], a number of papers have discussed the
differences between the two formulations above, and concluded that TC2 provides
a more meaningful result. In 1973 Granger and Newbold [50] were the first,
after Theil, to criticise TC1 in relation to its adequate evaluation of the predictive
model. They showed the influence of the variance of the predictor data on the
outcome and concluded that data with a high variance is more likely to result in
a low coefficient. In the same year, Bliemel [51] published a note to clarify the
difference and also mentioned the effect of the variance. He concluded that TC2 is
a simpler version with a more meaningful outcome, as it evaluates the deviation
between the data sets against the measured data only and thus is not biased
towards the predictions. Kloek [52] in 2001 in his summary on contributions
by Theil devoted a subsection to the inequality coefficient. He stressed that
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often authors neglect the differences and do not specify which formulation they
used, making it hard to understand their results. Following this criticism, one
would expect the first formulation to fade into the past, nevertheless most of
the literature still cites TC1. Dorobantu et al [47] identified the above mentioned
drawbacks of the TC1 and later proposed a modification of this formula to produce
a gap metric that was similar to TC2. In addition, it was noted that a common
misinterpretation is not only in the use of TC1 instead of TC2, but also some
authors take P as actual data and A as predicted, e.g. Li et al [53] when using TC1
for image quality evaluation and Kanayath et al [54] for validation of aerodynamic
coefficients. This would not make a difference in the results for TC1 but would
make TC2 a completely inaccurate representation of the prediction quality due to
the predicted data being taken as a referent instead of the experimental data.
2.2.3 Bayesian analysis
The third class of metrics can be distinguished as being based on Bayesian
analysis. In Bayesian analysis, initial information about the quantity of interest,
e.g. a model parameter, is described by a probability distribution, known as a
prior distribution, and is updated using additional data described as a likelihood,
to produce a new or updated probability distribution describing the quantity of
interest, known as the posterior distribution. Thus, Bayes’ formula can be ex-
pressed as [55]:
P (θ|D) = P (D|θ)P (θ)∫
θ
P (D|θ)P (θ)dθ ∝ P (D|θ)P (θ) (2.5)
where P (θ) is a prior, P (D|θ) is a likelihood and P (θ|D) is a posterior, with θ rep-
resenting a parameter or parameters of interest and D is the additional data, e.g.
observations such as physical measurements or expert knowledge. Through this
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procedure one can see how the prior data considered changes with the evidence
that is presented as a likelihood. The analysis of the probability is appropriate
for the purpose of validation as referred to in this project, because the data itself
is not of the main interest but the similarity of the data to the reality, given the
experimental evidence and associated uncertainties. Although, in the literature
Bayesian analysis is usually associated with model calibration, [4], i.e. adjust-
ing model parameters to improve agreement between the simulation results with
a specified benchmark, and updating, [56], rather than validation of a model,
i.e. assessing the extent to which a model is an accurate and reliable represen-
tation of the reality of interest, and is common in work on engineering design [43].
From the perspective of the validation, Bayesian analysis does not directly give
an indication of the extent to which a model is a good or bad representation of
reality for it’s intended use [44]. Instead, the main focus of these approaches has
been the definition of model parameters. For instance, in the Sandia validation
challenge [44] none of the participants used Bayesian approaches for validation.
Instead some authors concentrated on uncertainty quantification and model pa-
rameter calibration [57, 58]. These are important steps and can be appropriate
for a sensitivity analysis before performing a validation. Bayesian techniques have
also been used to aid model selection, however the purpose of model selection is
to distinguish between the competing models and does not necessarily involve
validation, hence has not been included in this review. The utility of a Bayesian
analysis as a validation metric has been actively debated but has been pursued
by some researchers.
Wang et al [43] identify a Bayesian approach as a category of validation metric;
however in their examples they only used the analysis to update model parameters
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and then used a root mean square percentage error to evaluate the discrepancy.
Some may argue that validation can be performed through the use of the Bayes
factor, the ratio between the prior and the posterior, and a confidence index
derived from the Bayes factor. For example, Liu et al [36] identify the Bayes
factor and associated confidence index as a metric, and Rebba and Mahadevan
[59] discuss a reliability measure based on the Bayes factor as an indication of
validity. Bayarri et al [42] built a validation framework that is based on Bayesian
statistics, although they concentrate on the analysis of the data rather than the
validation. Brynjarsdottir and O’Hagan [60] do not claim to discuss validation
but they investigate model discrepancy defined as a difference between the reality
and the model output. In their paper, model discrepancy is part of the model
calibration, but it could be used to aid establishing the validity of the model
by providing more information and as such more evidence to be included in the
validation process [42].
Considering the Bayes’ formula, the prior allows to state the initial belief about
the model’s parameters or its predictions for the intended use in terms of prob-
ability distribution; the distribution of the prior, e.g. Gaussian or binomial, can
be assumed in the beginning. Though, it is important to know that this deci-
sion will influence the properties of the posterior distribution, unless there is a
lot of observations and this additional data, i.e. the likelihood, provides com-
pelling evidence. The likelihood function makes it possible to incorporate the
information such as, for example, the uncertainties associated with experimental
and simulation sets of data to draw the conclusion about the model’s validity.
This term updates the initial statement of the probability, i.e. prior stated above,
and potentially gives a more realistic outcome, than just relying on the prior. It
should help to avoid the over or under prediction of the models validity if care-
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fully defined [60]. However, the concern is that the choice of the likelihood and
of what information it includes is entirely the user’s choice and thus is subjec-
tive, which contradicts the aim for the objective validation metric. Following on
the Brynjarsdottir and O’Hagan [60] idea of model discrepancy, we would like
to update the initial statement of the validity using a more detailed uncertainty
analysis. For a better estimate of the validity, uncertainty in the model should be
included and the representativeness of the reality in the experiment needs to be
considered, in addition to the errors due to the instrumentation. The last term
of the formula, the posterior, is the updated prior distribution. The interpreta-
tion of the outcome strongly depends on the data and assumptions in the right
hand side of the Bayes formula. Currently, if a model or its parameters are con-
sidered as a prior, posterior is a new updated data, i.e. a model or its parameters.
At the moment, there is no practical validation metric based on the Bayesian
analysis. The methods presented in the literature follow a similar trend of con-
centrating on improving a model rather than evaluating its present performance.
Hence, Bayesian analysis is more appropriate for model calibration and sensitivity
studies which are important and should be performed before starting a validation
process. Model discrepancy has been mentioned in a number of papers and is
thought to aid the evaluation of validity, though for complex models the overall
analysis requires demanding computational iterations. A few papers, for example
see references [38, 61], have considered the topic of integration between Frequen-
tist and Bayesian ideas including from the philosophical perspective; however
these limited studies have not yet led to a comprehensive metric, nor are appli-
cable to fields of data that are the focus of this thesis.
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2.3 Summary of the review
Model validation is part of the Verification & Validation process and is rele-
vant across all areas of science where models are used to make predictions. In
the second half of 20th century, its definition and underlying ideas were clari-
fied, and the first publications on validation techniques started to appear. This
has stimulated the development of V&V guides where validation is presented as a
process with number of activities on data acquisition, processing and comparison.
Ultimately, the outcomes of these activities feed into a decision stage (Figure 3)
by providing sufficient information to evaluate the extent to which model’s pre-
dictions are representative of the real world. One of the key steps in this process
is the application of a validation metric, which is a quantitative comparison of
experimental and computational results.
A qualitative comparison of field data such as displacement maps, for example
through graphical representations, is rarely sufficient to validate the model and
conclude the extent to which the computational results represent reality, whereas
the implementation of quantitative measures could improve the usefulness of the
validation outcome. Three categories of validation metrics have been identified,
namely Hypothesis testing, Frequentist and Bayesian approaches, however nei-
ther methodology falling in these categories has fulfilled the desired criteria for
the validation metric nor has been extensively implemented in industry. Also,
there has not been a lot of effort on utilising data obtained with the aid of op-
tical measurement systems, apart from a recent European collaborative research
project that led to the CEN guideline [24]. This guideline is the most up-to-date
for a validation of full-field data in solid mechanics, although further develop-
ment is required. For example, the methodology suggested in the guideline does
not provide a quantitative measure of the model’s predictions quality, beyond a
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boolean answer such as ’valid’ or ’not valid’. Other methodologies falling within
the Frequentist category have number of short-falls, e.g. with respect to the
range of data within the data set evaluated or difficulty to interpret the outcome,
but most importantly have not been applied to field-data. Whereas it was con-




In this chapter validation metrics developed to meet the desired criteria iden-
tified in the earlier chapter are presented. The desired criteria include:
• objective
• quantitative
• take into consideration uncertainties associated with data sets
• produce quantitative outcome
• easy to communicate
Examples of the approaches used to obtain and process data fields are also
included.
3.1 Data processing
Simulation outcomes are usually graphical and it is beneficial to obtain similar
output from the experiments, for example colour maps of deformation. Instead
of a visual qualitative comparison of such deformation data, it has been previ-
ously proposed to utilise an image decomposition, or orthogonal decomposition,
technique to process the data from both the experiment and simulation for the
model updating [62, 63] and later for the validation [6, 64]. Image decomposi-
tion techniques are based on a principle of fitting a set of selected polynomials
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to an image and are commonly used to compress or capture shape features of
the images for applications such as object tracking, face and natural structures
recognition [65]. More recently, it was suggested that field data, i.e. displacement
or strain fields, can also be treated as an image where the level of, for example,
displacement is represented by a colour or grey level values [63, 64]. An image is
a two-dimensional matrix of data, in this scenario a displacement field, and with
the aid of image decomposition it can be condensed from the order of 106 pixels
or data points to a one-dimensional feature vector consisting of only a hundred or
less shape descriptors. Shape descriptors are coefficients of polynomials, or also
referred to in the literature as moments, and are obtained by fitting the polyno-
mials to the image.
Table 1: Example of polynomials used for image decomposition, defined on con-
tinuous and discrete domains, and distinguished by the sensitivity to












A number of different polynomials are described in the literature on decompo-
sition techniques; for example, Table 1, adapted from Wang and Mottershead [66]
, lists some common functions used for image processing. For validation purposes
Chebyshev polynomials, Zernike polynomials and Advanced Geometric Moment
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Descriptors (AGMD) were applied in recent publications [67, 68, 26]. These can
be classified as continuous or discrete, orthogonal or geometric moments, and
can be applied to rectangular, circular or irregular surfaces respectively [69]. For
instance, Chebyshev and Zernike polynomials are both orthogonal, but Cheby-
shev polynomials are discrete and defined in Cartesian coordinate system, which
is suitable to process an image with rectangular shape, whereas Zernike polyno-
mials are continuous and defined in polar coordinate system, which is suitable
to process circular shape. Typically, discrete orthogonal moments are compu-
tationally easier to implement by comparison to geometric moments, and they
overcome the accumulation of the discretization error of continuous moments,
which leads to minimal information redundancy [70, 71]. Decomposition using
polynomials not only reduces the dimensionality of the data, i.e. from an im-
age that is a two-dimensional matrix to a one-dimensional feature vector, but
also provides a unique way of translating the data from different sources and in
different co-ordinate systems into the same format [63, 72], i.e. invariant and fea-
ture preserving shape descriptors can be obtained. The magnitudes of the shape
descriptors are insensitive to the difference in scale, rotation and translation be-
tween predicted and measured images, and each of the descriptors corresponds
to a specific feature of the image. For example, in the Chebyshev polynomial the
first coefficient represent the magnitude of the data captured in the image and
the other coefficients represent different shapes of the deformation, as shown in
Figure 5. Coefficients have the same units as the data in the image and the mag-
nitude of each coefficient corresponds to the strength of that particular feature, so
that coefficients with higher values represent more dominant features. The poly-
nomial used for the decomposition and the corresponding coefficients obtained
can be stored and used to reconstruct the original image when necessary. The
CEN guideline [24] is based on the idea that measured and predicted data fields
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can be treated as an image, and it was followed in the current research to perform
decomposition. The choice of a specific polynomial was based on the individual
cases studies.
Figure 5: A visual representation of first 15 Chebyshev coefficients as surface
maps (reproduced with permission from Berke et al [67]).
It is important to ensure that a feature vector is a good representation of the
original data before utilising it in a validation procedure. As suggested in a
recent publication by the CEN [24], data from experiment and simulation can
be decomposed with the same order of polynomials, and the accuracy of the
representation can be evaluated through a reconstruction procedure. Following
the guidelines, if the data from the original decomposed image is expressed as
I(i, j) and for the reconstructed image as Iˆ(i, j), then the average squared residual






(Iˆ(i, j)− I(i, j))2 (3.1)
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The average squared residual u represents the uncertainty introduced by decom-
posing the image and N corresponds to the number of data points in the image.
Ideally, u < ucal should be satisfied [24], where ucal is the minimum measurement
uncertainty obtained using a calibration procedure for the measurement appara-
tus; for example Patterson et al [73] provide guidance on a calibration material
and procedure for optical measurement systems. In addition, there should be no
region with a cluster, i.e. a region of adjacent pixels, > 0.3% of the total region of
interest with a residual > 3u. These two criteria, namely u < ucal and no cluster
> 0.3% with a residual > 3u, are used to assure minimal loss of the information
during the decomposition; if these criteria are not met, a higher order polynomi-
als should be used to decompose images. The total uncertainty associated with






where u2deco is the average squared reconstruction residual of the image from the
experiment calculated using equation (3.1) with N number of data points in the
image [24].
3.2 Theil’s Inequality Coefficient
Theil’s inequality coefficient has been previously identified as a useful metric
for validation purposes, so it was decided to modify this method to be applicable
with full-field data. In the current work, the metric was evaluated based on the








where SP,k and SM,k are moments, or coefficients of the feature vectors, obtained
from decomposing predicted and measured data respectively. Corresponding pairs
of orthogonal moments, e.g. the first for experimental data with the first for
simulation data when k=1, were evaluated to obtain the final coefficient. The
result for the metric is a single value and the outcome is evaluated with respect to
the criteria originally set by Theil [48]: given that a value of the coefficient close
to zero would represent a model that produces results similar to experimental
results and 0 would indicate identical data sets.
3.3 Relative error
As the name suggests, this metric is based on calculating a relative error. It is
applied to feature vectors containing coefficients from orthogonal decomposition
to validate the model’s predictions [74]. Initial steps to establish the validity
consist of:
• Computing a normalised relative error for each pair of data in the feature
vector;
• Computing a weight for each error; and
• Defining a threshold.
In the first step, the relative errors are calculated by normalising the abso-
lute error of each data pair, i.e. using the pair of first coefficients in the feature
vectors, by the coefficient with the largest absolute value from the experimental





As noted previously in Sections 2.2.2 and 3.1, the values of the coefficients in
a feature vector can vary in the orders of magnitude, which is governed by the
prominence of a particular shape in the image such that coefficients with higher
values represent more dominant features. Consequently, to avoid division by very
small numbers, i.e. < 10−2, or zero, all absolute errors are normalised by the
largest absolute value from the measured feature vector.
The second step is to calculate the weight of each error, defined as its percent-





where n is the number of components in each vector. This provides a vector of
values that represents the quality of the model relative to the experimental data.
The following piece of information required for the validation is a threshold and
it is defined by combining the concept of pre-specified threshold from Kat and
Els [41] with the uncertainty limits from the CEN guideline [24]. The threshold
is based on the experimental uncertainty, namely the total experimental uncer-




max|SM | × 100 (3.6)
By doing so, the evaluation becomes more objective and incorporates uncertainty
in the measured data. The last step to establish the quality of a model’s predic-
tions consists of comparing the vector of the error weights, wi against the error
38
threshold, eunc and the sum of those errors below the threshold yield the valida-




wk for ek < eunc (3.7)
Following the interpretation of Kat and Els [41], this sum corresponds to the
probability of the normalised errors being at or below the experimental uncer-
tainty. However, here it is proposed to interpret this outcome in terms of the
probability that the model is representative of reality. By overcoming the draw-
backs of the Frequentist approaches reviewed in Section 2.2.2, this new relative
error metric is capable of evaluating data with a naturally high variance between
the individual values in the data set, including very small values close to zero, and
it takes into account uncertainties in the measurement data. Most importantly,
the validity of the model is expressed as a numerical quantity and a clear state-
ment can now be created to reflect the definition of the validity by the ASME [1].
The statement being proposed includes:
• The probability of the model being representative of reality;
• The intended use or loading conditions considered; and
• The quality of the data used as a referent.
3.4 Case studies
To explore the features and possible outcomes from the metrics described in
Sections 3.2 and 3.3, three case studies were utilised:
• An I-beam subject to three-point bending,
• A rubber block subject to indentation, and
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• A bonnet liner response to impact.
These case studies were selected from the available data due to their diversity
of sample geometry, material and mechanical behaviour. The experimental data
in all three case studies was obtained with the aid of a stereoscopic digital image
correlation (DIC). This is a non-contact full-field optical measurement technique
and is commonly used in solid mechanics to analyse in-plane and out-of-plane
surface deformation by tracking the relative difference between a sequence of im-
ages captured during the experiment [25]. Each image is subdivided into evenly
spaced array where each sub-image, or a facet, has a unique signature typically
achieved by applying a random speckle patter on the surface of the test specimen;
these unique signatures allow tracking of individual sub-images in the sequence
of images. By correlating the relative displacement of each sub-image, an ar-
ray of displacement vectors is generated that describes two or three-dimensional
deformation of the entire surface in the field of view and can be plotted as a
displacement map. In all three case studies, the test specimens were treated with
white paint, and black paint was used to create a speckle pattern. Further details
of the three case studies are summarised in the following subsections.
3.4.1 I-beam subject to three-point bending
The data for this case study was taken from an earlier study [68] of the efficacy
of the validation methodology described in the CEN guide [24], and key details of
the model and experiment are included here. A half metre length of aluminium
I-section with cross-section dimensions 42x65mm was subject to static bending
by a central load while supported symmetrically by two 50mm diameter solid
rods of circular cross-section that were 450mm apart. The thickness of the web
and flange was 2.5mm and a series of four 35mm diameter circular holes pene-
trated the web at 100mm intervals along its length, as shown in Figure 6. In the
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Figure 6: A diagram of the I-beam subject to three-point bending showing the
regions of data used in case study 1 (reproduced with permission from
Lampeas et al [68]).
experiment, a stereoscopic digital image correlation system was used to acquire
displacement data at 15 frames per second and the minimum measurement un-
certainty was established as 10µm and 30µ for displacement and strain using the
calibration procedure described in [75]. A finite element model was created using
23,135 shell elements with the Ansys software package and employing an elasto-
plastic material model with kinematic hardening. In response to the loading,
the beam bent elastically and stress concentrations were observed at discontinu-
ities; a sample of a measured full field displacement map is illustrated in Figure 7.
Figure 7: A measured longitudinal displacement field in mm around two middle
holes, obtained using DIC system in case study 1: I-beam subject to
three-point bending (reproduced with permission from Lampeas et al
[68]).
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Figure 8: Predicted and measured data fields of transverse displacement, uy in
mm, and longitudinal strain, ex in %, obtained from Region 1 and 2 as
highlighted in Figure 6 (reproduced with permission from Lampeas et
al [68]).
In this case study, the validity of the predictions of the transverse displacement
of the web and the longitudinal strain in regions 1 and 2 in the Figure 6 were
evaluated. Each region was 60 x 50 mm, and for post-processing the facet size and
pitch, i.e. the grid spacing, were set to 46 and 11 pixels; images of displacement
and strain fields from region 1 and 2 are shown in Figure 8. These predicted and
measured data fields were decomposed using Zernike polynomials, and only the
significant coefficients were included in the validation. When selecting polynomi-
als to use for the image decomposition, Lampeas et al [68] followed the original
work by Wang at el [76], where Zernike polynomials were successfully applied to
process images of strain maps on the surface of a square plate with a circular
hole. Although, Lampeas et al [68] suggested an alternative method to achieving
an optimal feature vector to represent measured and predicted data, consisting
of significant coefficients or moments. In general, significant coefficients can be
selected after decomposing images with large number of coefficients, e.g. 200, and
applying a threshold to remove coefficients with relatively small magnitude, i.e.
coefficients whose values are below certain percentage of the largest coefficient
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in the feature vector; the remaining coefficients should still lead to a reasonable
reconstruction as described in Section 3.1. In this case study, Lampeas et al [68]
used 400 Zernike coefficients to decompose data fields and then applied a threshold
of < 5% to obtain the final feature vectors. After applying a specified thresh-
old, it is not always possible to obtain equivalent feature vectors representing
experimental and simulation results, e.g. different number or order of coefficients
might be retained, thus extra coefficients must be appropriately added to create
matching feature vectors before proceeding with validation process.
3.4.2 Rubber block subject to indentation
The indentation of a 60x60x25mm rubber block by a rigid wedge has been
investigated previously by experiment and modelled analytically [27] and compu-
tationally [77]. Consequently only a brief outline is provided here. Deformation
data for the rubber block was acquired using a stereoscopic digital image corre-
lation system when a compressive displacement of 2mm was applied across the
entire 30mm thickness of the block by an aluminium alloy wedge of external an-
gle 73.45 degrees and tip radius 1.68mm (see Figure 9). A stereoscopic digital
image correlation system was used and calibrated to provide minimum measure-
ment uncertainties of 3.2µm and 23.8µm for the in-plane [33] and out-of-plane
[78] displacements respectively. Predictions of the x-, y- and z-direction displace-
ments were obtained from a refined original finite element model simulated in the
Abaqus 6.11 software package using 49,920 three-dimensional eight-noded linear
elements for the block and 2,870 three-dimensional four-noded bilinear quadrilat-
eral elements for the wedge. The model is illustrated in Figure 10. The material
of the wedge was assumed to be rigid while the rubber was modelled as a hy-
perelastic material defined by the Mooney-Rivlin relationship with the constants
taking the following values: C10=0.9 and C01=0.3 with a bulk modulus, J=20.
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Figure 9: The specimen and experimental set up: rubber block (60x60x25mm)
and the aluminium indenter with the 1.68mm radius tip and 73.45 de-
grees included angle (reproduced with permission from Tan et al [27]).
Figure 10: Finite element model of the indenter and the rubber block (Figure 9)
with the mesh size for different sections.
The measured and predicted displacement fields are shown in Figure 11 and
were decomposed using Chebyshev moments, due to the rectangular shape of
the validation region and to avoid the accumulation of the discretization error
as mentioned in Section 3.1. 170, 210 and 15 coefficients were computed for the
displacement in x-, y- and z- directions on the surface respectively by achieving
average reconstruction residuals that are just below the minimum measurement
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uncertainty.
Figure 11: Measured (top) and predicted (bottom) x-direction (left), y-direction
(middle) and z-direction (right) displacement fields for a 28.5x23mm
area of the rubber block shown in figure 9 when it was subject to 2mm
displacement load by the wedge in the y-direction. The centre of the
top edge of each data area corresponds the location of contact by the
wedge and the units are millimetres (based on data from Tan et al
[27]).
3.4.3 Bonnet liner impact
Burguete et al [26] have described the analysis of the displacement fields for
an automotive composite liner for a bonnet or hood and so only an outline of the
data acquisition and processing will be given here. The composite liner, which
had overall dimensions of approximately 1.5x0.65x0.03m, was subject to a high
velocity (70m/s), low energy (<300J) impact by a 50-mm diameter projectile
with a spherical head as shown in Figure 12. A high-speed stereoscopic digital
image correlation system was used to obtain maps of out-of-plane displacements
at 0.2ms increments for 100ms. The minimum measurement uncertainty was
based on a previous calibration study performed by Sebastian and Patterson [75]
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following a methodology prescribed in Patterson et al [73]; it was established to
be 14µε at 290µε rising to 29µε at 2110µε [26].The finite element code Ansys-LS-
Dyna was employed to model the bonnet liner following impact using an elastic-
plastic material model with isotropic damage and four-noded elements based on
a Belytschko-Tsay formulation. Typical fields of predicted and measured fields
of out-of-plane displacements are shown in Figure 13 and were decomposed us-
ing adaptive geometric moment descriptors (AGMD) specifically tailored for the
complex geometry of the liner. Burguete et al [26] compared the data fields from
the model and experiment for 100ms following impact by plotting the absolute
difference between pairs of corresponding AGMDs as shown in Figure 14. They
concluded that when any of the absolute differences were greater than the uncer-
tainty in the experiments, indicated by the broken lines in Figure 14, then the
model was not valid. In this study, the probability of the model predictions being
representative of reality was assessed using the error threshold in equation 3.6 for
each increment of time for which a displacement field was measured up to 100ms
into the impact event.
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Figure 12: a) Specimen and b) test configuration: car bonnet liner (left) and
a projectile (right) (reproduced with permission from Burguete et al
[26]).
Figure 13: Predicted (left) and measured (right) out-of-plane displacement fields
for the car bonnet liner shown in figure 12 at 40, 50 and 60 ms af-
ter a high-speed, low-energy impact by a projectile (reproduced with















































































































































































Results obtained through the application of the novel methodologies described
in the previous chapter are presented in the following sections. For the three case
studies described in Section 3.4, i.e. I-beam, rubber block and bonnet liner, key
outcomes are summarised and are supported by tables and figures at the end of
this chapter. These results demonstrate the applicability of the novel validation
metrics to data-fields and the depth of the information that the outcome offers.
More detailed discussion of these results and implications within the validation
process are covered in the next chapter, Chapter 5.
4.1 I-beam validation
As described in Section 3.4, two regions on the surface of the beam were con-
sidered for validation: Region 1 in the middle, around the area of applied loading
between the two holes, and Region 2 on the side (Figure 6). Feature vectors
representing displacement and strain data fields (Figure 8) in both regions are
presented in Figure 15 and the number of significant coefficients summarised in
Table 2. Results from applying Theil’s inequality coefficient and a new relative
error metrics are collated in Table 3, and graphically presented in Figure 17.
For Region 1 it was found that the probability of predicting the displacement in
the y-direction is 100% and for the strain in the x-direction is 48%. This cor-
relates well with the outcomes in Figure 16 from Lampeas et al [68], where for
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Table 2: Number of retained significant coefficients in feature vectors representing
longitudinal strain and transverse displacement in Region 1 and 2 as
highlighted in Figure (6) together with corresponding total measurement






Region 1 area uy 10 2.69
Region 1 area ex 50 3.57
Region 2 area uy 3 2.73
Region 2 area ex 41 3.97









ROI 1 uy 0.07 24.15 100
ROI 1 ex 0.45 15.11 48
ROI 2 uy 0.05 4.61 100
ROI 2 ex 0.12 11.53 100
the displacement data the model was found to be valid, as all the data points in
the graph based on the CEN guideline [24] were inside the uncertainty bounds,
and for the strain it was found to be invalid, as in the graph there were some
data points outside the uncertainty bounds. For the data in the Region 2 the
probability using the new relative error metric was found to be 100% for both
responses, i.e. strain and displacement, which also correlates well with the con-
clusions of Lampeas et al [68] who obtained concordance coefficient of 0.99 for






































































































































































































































































































































































































































































































































































































































































4.2 Rubber block validation
Results for the case study on the rubber block are summarised in Table 5, and
graphically presented in Figure 20. The probability of the model’s predictions
being representative of reality was found to be 83%, 62% and 34% for x-, y- and
z-direction displacements respectively, and Theil’s inequality coefficient outcome
also corresponds well with these results. The relative uncertainty used in the new
relative error metric calculations was 10%, 1.2% and 19.4% for the individual
data sets. It is evident that the outcome of the metrics has captured the dis-
crepancies between the simulation and the experiment. As was expected from a
visual comparison of the data fields, the model is poor at predicting z-direction
displacement and this is reflected in the metric’s outcome, i.e the probability is
very low in comparison to the rest of the results even given the high uncertainty
in the measured data. At the same time, the validation outcomes for the new
relative error metric for the other two sets of data fields, i.e. x- and y-direction
displacements, successfully reflect and quantify the minor differences, mostly due
to the shape of the deformation. This can be deduced by examining relative errors
for the individual pairs of coefficients in the left and middle sub-figures in Figure
20. Both of the relative errors for the first pair of coefficients are smaller than
the relative uncertainty, meaning that they contribute towards the probability of
the predictions representing reality. Whereas the largest relative errors, above
the uncertainty limit, come from the coefficients representing the shape of the
deformation and they cause the probability to decrease.
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Table 4: Number of coefficients in feature vectors representing displacement fields
for the 28.5x23mm region on the surface of the rubber block (Figure 11)
together with corresponding total measurement uncertainty as calcu-


















X-displacement 0.24 9.95 82.5
Y-displacement 0.11 1.2 62.4
Z-displacement 0.58 19.43 34.3
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Figure 18: Feature vectors consisting of Chebyshev coefficients and representing
the predicted and measured x-direction (top), y-direction (middle) and
z-direction (bottom) displacements on the region of the surface of the
rubber block shown in Figure 9. Only the first fifty coefficients for the
x- and the y-direction are presented above.
56
Figure 19: Graphical comparisons, using the approach recommended by the CEN
guideline [24] for evaluating the validity of model predictions, of the
Chebyshev coefficients representing the predicted (y-axis) and mea-
sured (x-axis) x-direction (top), y-direction (middle) and z-direction
(bottom) displacements on the region of the surface of the rubber block



























































































































































































4.3 Bonnet liner validation
The last set of results is associated with the car bonnet liner study and valida-
tion was performed for the data sets obtained at the time steps after the impact,
see Figure 21. The trend of the relative error outcome with time is similar to
the trend reported by Burguete et al [26] as can be observed in Figure 14, where
the authors claimed that the model can satisfactory predict the displacement in
z-direction up to 0.035s following the impact. After this time, the probability
steeply decreases and continues to oscillate until the final decrease, at around
0.07s, when probability stays below 10%, apart from the last time-steps. It was
noted by Burguete et al [26] that the validation of the second half of the period
after the impact is no longer appropriate, because the model no longer corre-
sponds to the experimental conditions; a crack has propagated in the region close










































































































































































In the this chapter the application of validation methodologies to field data,
corresponding validation outcomes and their interpretation as part of a validation
process are discussed. This is first put into context of the whole validation process.
Then followed by a critical analysis of methodologies described in Chapter 3 and
corresponding results from Chapter 4, including comparison with methodologies
mentioned in Section 2.2 and the communication of validation outputs. Strengths
and weaknesses are discussed with respect to the objectives of this research and
the desired criteria for a reliable and transferable validation metric.
5.1 Validation process
A validation metric is a tool incorporated in the validation process and ap-
plied to obtain quantitative information about the quality of a computational
model with respect to the real world for a specified intended use. As described in
Chapter 2, a validation process encompasses number of activities associated with
evaluating and comparing computational predictions with experimental measure-
ments, amongst other activities. Figures 1 and 3 consist of diagrams found in the
literature and visualise some of the steps in different amounts of detail. When
combined with findings from this research, the validation process can be repre-
sented by a schematic diagram in Figure 22. This diagram in Figure 22 emphasises















































































































































































































































Intended use and acquiring data
At the top of the diagram the objective for the validation activity is identified,
e.g. the intended use such as predict buckling of an aircraft panel, and is then
carried forward to aid the validation process until the decision stage. The left
side of the diagram encompasses the development of the computational model
and the experiment, which includes identifying parameters and boundary condi-
tions to obtain predicted and measured data that is in line with the objective of
the validation process. At this step, previously obtained experimental data, e.g.
historical data, can be used, if it satisfies the requirements, or a validation exper-
iment should be performed. This will vary between engineering disciplines. For
example in the nuclear industry, due to the nature of operating conditions in nu-
clear power reactors, only limited access to physical data is available, which leads
to sparse data sets and almost exclusive use of historical data for the validation
purposes. Whereas in the aerospace industry, physical testing is an integral part
of any aircraft certification activity and it is a normal practice to request a valida-
tion experiment to assess quality of computational model predictions. However,
in the interest of reducing costs and time, the aerospace industry is considering
ways to optimise the process of building confidence in computational models with
a reduced number of experiments. To move towards a minimum amount of phys-
ical testing, validation of evolutionary and revolutionary types of computational
model needs be considered, where evolutionary represents applications of known
physics and behaviour, whereas revolutionary encompass studies of materials and
structures for which only limited knowledge about their mechanical behaviour is
available [79].
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Predicted and measured results
The next step in Figure 22 is collating and analysing predicted and measured
results, as indicated by a dashed box ’Results’ on the diagram. At this step any
necessary data processing techniques are applied in order to obtain equivalent
data sets representing predicted and measured results. Uncertainties associated
with predicted and measured results, and with any data processing applied to
data also have to be computed. This step is crucial in order to successfully apply
a validation metric in the next step and to obtain a meaningful outcome in the
end of the validation process. In the current research, field data was used instead
of sparse data points typically obtained by strain gauges in solid mechanics. The
displacement and strain fields were treated as images, thus allowing the applica-
tion of decomposition techniques to condense data and produce equivalent data
sets, i.e. feature vectors. Recently, Balcaen at el [80] have proposed a technique
to process a deformed FE4 mesh as a DIC5 grid at different loading steps followed
by the smoothing of both images, i.e. predicted and measured fields, to obtain
equivalent outputs. However, from the validation perspective this method is less
efficient in comparison to methodology described in this thesis and it does not
allow a straightforward application of validation metrics to quantify the quality
of predictions, because the images still need to be further processed. It may also
introduce additional sources of uncertainty.
Quantitative comparison
Once all information about the results is collated, a quantitative comparison
is performed. This is highlighted by the second dashed box ’Validation’ in the




establish the quality of a model’s predictions, a quantitative comparison should
be undertaken with the aid of a validation metric and evaluated in the context of
the adequacy requirements. Ideally, an independent party would apply a valida-
tion metric to assure an objective evaluation of the predicted results; and having
a clear and a robust metric would make this activity much more streamlined and
less prone to the influence of subjective judgement. Yet, there is no validation
methodology in the current literature that fulfils the desired criteria for the met-
ric, listed in Chapter 3. As a consequence, there is a lack of widely accepted
validation metrics across engineering industries. The research in this thesis has
concentrated on the development of a validation metric that overcomes the pit-
falls of previous methodologies and has the potential to significantly improve
implementation of the validation process, in particular the opportunity to utilise
field data. The novel methodologies were presented in detail in Chapter 3, with a
clearly identified sequence of actions to achieve the desired objective quantitative
information necessary for the subsequent decision stage in the validation process.
Results presented in Section 4 have successfully demonstrated the applicability
of the novel metrics to different case studies in solid mechanics and details are
discussed in the following section, Section 5.2.
Decision stage
The ultimate outcome of the validation process is the decision on whether a
model’s predictions are acceptable for the intended use, as shown in the diagram
in Figure 22. In the case of a positive outcome, the model’s predictions are used
to inform further actions; for example, a successful certification of a machine, a
continuous use of a safety critical component or an increase in the current state
of the knowledge about a scientific phenomenon. In the opposite case, when a
model is found to be unacceptable for the intended use, a request for model or
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experiment refinement can be requested. This decision will change case by case.
For example, the historical data used might be found to be not sufficient and thus
a request for a new validation experiment is necessary. In the situation when it
is decided to refine the model and associated simulation there are further details
that can be extracted from the novel metric and help to decide the next best
action.
As described in the Section 3.1, the magnitude of a shape descriptor, or a co-
efficient, corresponds to the strength of a particular feature in the image or, as
presented in this work, in the deformation map, thus individual normalised errors
can indicate which features in the predicted deformation map do not correspond
to physical measurements. The contribution of individual coefficients was initially
studied by Wang at el [62] in the scope of mode shape analysis, and they have
demonstrated a correlation between individual dominant coefficients and mode
shape patterns of a vibrating disk. Later, Berke at el [67] also employed the anal-
ysis of shape descriptors, and demonstrated the correlation between Chebyshev
coefficients and mode shapes of a rectangular plate. In the current work, this can
be illustrated by looking at the results for the x- and the z-direction displacements
in the rubber block case study. For the x-direction displacement, in the top bar
chart in Figure 18 a number of dominant coefficients can be distinguished, e.g.
#3, 5, 8, 10 and 12, and the visual representation of these Chebyshev coefficients,
Figure 5, can be directly related to the shape of the displacement fields in Figure
11. As for the z-direction displacements, as mentioned in Section 4.2 and can be
observed in the Figure 11, the predicted and measured displacement fields are
evidently different; it was not even possible to apply the same colour scale to
visualise both images in the Figure 11 without loosing features in one of them.
After applying the validation metric, the probability of the model’s prediction
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being representative of reality was found to be 34.3%, given 19.4% relative un-
certainty in the measured data, which can be considered a low probability and
a high measurement uncertainty for this particular application in engineering.
Depending on the intended use of the model and the accuracy requirements, this
outcome can potentially lead to a conclusion that the model is not acceptable.
Further investigation of individual normalised errors, ek in Figure 20 indicates
that the largest contribution to the discrepancy comes from the first pair of co-
efficients, which correspond to the magnitude of the deformation, and the rest of
the normalised errors, which correspond to the shape of the deformation map, are
an order of magnitude less. Such information about the contribution of a specific
error can help to identify the source of the discrepancy. In this case, it can be
speculated that it is due to incorrect material properties and thus corresponding
model input parameters should be refined. It is important to note here that it
was not the intent of this research to build a reliable model that can be used
with confidence, and as such no further refinement of the model was undertaken.
Similar analysis can be followed for other data fields represented by sets of coef-
ficients obtained from orthogonal decomposition, where visual representation of
individual coefficients resembles modes of deformation, e.g. Chebyshev (Figure
5) or Zernike polynomials. This is the great advantage of integrating orthogo-
nal decomposition techniques into the validation process and in combination with
the novel validation metric it allows much more useful information to be obtained
than previously was possible during the validation activities.
5.2 Validation metrics
Two novel Frequentist metrics were presented and investigated in the main
body of this thesis, namely the methodologies based on the Theil’s inequality
coefficient and the new relative error metric. These were also compared to the
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methodology suggested by the CEN guidelines [24], the most recent guidelines
on the validation in solid mechanics. The robustness of the novel metrics was
evaluated based on three case studies (Section 3.4), which represent diverse ap-
plications in spatial and temporal domains.
The CEN methodology [24] was originally developed for use in solid mechanics
and for use with feature vectors obtained from orthogonal decomposition. It was
relatively straightforward to apply and the outcome was easy to interpret, since
with the aid of the graphical representation, it was possible to establish whether
the model was a reasonable representation of the real world for all three case
studies. However it was not possible to determine, or to quantify, the extent of
model’s predictive quality. Overall, this methodology allows a simple interpreta-
tion of the outcome without complex analysis and, in comparison to the desired
qualities of the metric mentioned in the Section 3, it does take into consideration
uncertainties associated with the experimental data, yet it lacks the quantifica-
tion of the level of the model’s quality with respect to reality.
The Theil’s inequality coefficient, Section 3.2, originates from econometrics,
and has not been previously applied to field data for the validation of the solid
mechanics models. The original formula was successfully modified and applied
with the components of feature vectors obtained from decomposing deformation
maps. The validation outcomes were successfully obtained for two case studies,
the I-beam and the rubber block, and were complementary to the outcomes of
the CEN methodology. For example, in the rubber block case study the out-
come showed an acceptable agreement for the x- and y-displacement fields, i.e.
TC2 < 0.3, whereas for z-displacement TC2 = 0.58, which indicates a poor agree-
ment between predicted and measured data fields. The Theil’s inequality coef-
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ficient proved to be a reliable measure of the model’s quality, although it does
not consider the uncertainty in the data, which in turn is a disadvantage when
referring to the desired criteria of the validation metric.
The new validation metric proposed in Section 3.3 is based on a relative error
metric but, through the application of appropriate normalisation of the relative er-
ror and the error threshold, the drawbacks of the previous Frequentist approaches
are avoided. This means that, unlike previous metrics, the proposed metric is ca-
pable of evaluating data with a naturally high variance between the individual
values in the data set, including very small values close to zero. It also takes
into account uncertainties in the measurement data. The result is a value for the
probability that predictions from a model are a reliable representation of the mea-
surements based on the uncertainty in the measurements used in the comparison.
This metric was applied to all three case studies and the quantitative validation
outcomes agreed with previous findings from other authors, i.e. Lampeas et al
[68] and Burguete et al [26]. The new validation metric has been described in
generic terms and the case studies illustrated its application to information-rich
spatial data fields for a variety of conditions. However, the vectors, SP and SM
describing the predicted and measured data could be constructed from many
types of data, providing that there is correspondence between the components of
the vectors. The generic nature of the approach should allow its application in
a wide variety of industries such as aerospace, mechanical and nuclear engineering.
There are also other statistical techniques, that can be generally grouped under
statistical distance metrics. Some authors have attempted to develop validation
metrics based on these methods, however neither provide a desired and informa-
tive validation outcome that can be easily interpreted. For example, Ringuest
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[81] used Chi-squared statistics, i.e. a comparison of the variance between the
predicted and measured results, to evaluate quality of a dynamic control system
response, but did not consider the effect of the uncertainties on the measured
and predicted results. Xi et al [82] proposed to use Bhattacharya distances, i.e. a
measure of similarity between predicted and measured probability distributions
that ranges from 0 for no overlap between the two distributions to 1 for a com-
plete overlap, to evaluate the predicted response of a dynamic system, where
a reference Bhattacharya distance is compared with the distances representing
the discrepancy between predicted and measured results for different scenarios.
Nonetheless, the main effort was concentrated on calculating a model bias, i.e.
uncertainty in simulated results, and the final outcome did not give a clear in-
dication of the model’s quality. Zhao et al [83] applied Mahalanobis distances,
i.e. a special case of Bhattacharya distance that measures a distance between
a sample and a distribution, to multivariate models, but, similarly to Xi et al
[82], no indication of how to interpret the outcome in terms of validation was
provided and rather a comparison of competing models was performed. Overall,
these statistical techniques have been found useful for some applications, for ex-
ample uncertainty qualification or model calibration, and can be a useful tool at
the early stages of the validation process. However from the perspective of the
quantitative comparison for the purpose of establishing quality of the model’s
predictions, outcomes of these techniques do not currently provide a sufficiently
clear statement.
5.2.1 Communicating validation outcomes
The approach to the validation process described in the ASME V&V guide [1]
implies that it should be an interactive effort between those responsible for the
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model and those developing and conducting the experiments required to generate
measurement data. However, as mentioned earlier it is unlikely that either group
will be responsible for making decisions based on the predictions from the model
and hence the credibility of the model becomes a critical factor. Model credibility
is the willingness of others to make decisions supported by the predictions from
the model [39]. Thus, it is important to present the outcomes from the validation
process in a manner that can be readily appreciated by decision-makers who may
not be familiar with principles embedded in the model or the approach taken to
validation, including the techniques used to acquire the measurement data used in
the validation process. The information about the model’s predictions obtained
by applying the novel validation metric can be expressed in a clear quantitative
statement that reflects the complete definition of the validation process. Such a
statement includes the following three components:
• the probability of the model’s predictions being representative of reality
• for the stated intended use and conditions considered, and
• based on the quality of the measured data defined by its relative uncertainty.
For example, one of the validation outcomes for the rubber block case study can
be expressed as: ‘there is an 83% probability that the model is representative of
reality, when simulating x-direction displacements induced by a 2mm indentation,
based on experimental data with a 10% relative uncertainty’. The first part of the
statement, which refers to the probability, presents the quantitative validation
outcome, i.e. the degree to which a model is an accurate representation of reality
of interest based on the ASME [1] philosophy; the second part of the statement
summarises the validation case, e.g. displacement induced by indentation, and
the last part states the quality of the measured data, used in the validation pro-
cess, as an indication of the level of confidence in the validation outcome. All
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three parts must be communicated together to avoid a misinterpretation of the
validation results during the decision stage. A value of 100% for the probability
in the statement above indicates that there is no deviation between predicted
and measured results larger than the uncertainty in the measured data, whereas
values < 100% can be interpreted as the chance that the relative error of the
predictions is less than the measurement uncertainty. A similar statement can
be found in other disciplines; for example, in weather forecasting it is common to
make a statement about precipitation in an area, e.g. there is an 82% probability
of rain tomorrow in Liverpool. The implementation of this type of statement
in solid mechanics would represent a significant advance on current practice and
could be interpreted relatively straightforwardly by decision-makers. It allows
the decision-maker, e.g. customer or stakeholder, to make the final judgement
based on the evidence from the validation and their required or desired level of
quality.
Brynjarsdottir and O’Hagan [60] have discussed the issue that experiments and
simulations both mimic reality so that both have a certain level of approximation
which has to be accounted for during a validation process. They concentrated
on the concept of model discrepancy, i.e. a difference between the reality and
the model output; however it is also important to recognize that the process of
experiment design results in a representation of the real-life situation based on
our current understanding and that the resultant measurements should not be
regarded as the absolute truth. Hence, it is not enough to compare a simulation
with an experiment, but also it is necessary to consider the relation of the exper-
iment to reality [84]. As a consequence, some caution needs to be exercised in
employing the type of statement expressed above in italics, nevertheless it repre-
sents an improvement on current practice in terms of its specificity.
72
5.2.2 Bayesian updating
As stated in Section 2.2.3, currently, there is no practical validation metric
based on Bayesian analysis that is widely used and implemented in industry.
Most of the effort is concentrated on evaluating a model’s parameters or on im-
proving the model’s behaviour. To overcome this drawback, the idea of combining
two statistical approaches, Frequentist and Bayesian, has been suggested previ-
ously but has not yet led to a successfully applied validation metric [38, 61].
Here, it is proposed that the combined concept can help to explicitly incorporate
different sources of evidence as well as errors from experiments and simulations,
and effectively assess the validity by increasing or decreasing the confidence in
model’s predictions. This would require to change the objective of the evaluation
to the quality of the predictions for the intended use by using the initial estimate
of the validity and updating it when new evidence are available.
Referring to the Bayes’ formula in equation 2.5, the initial estimate about a
model’s validity can be defined as a prior and then updated by the likelihood
containing new evidence, for example based on the outcome of the Frequentist
metrics, when it becomes available. The concept is summarised in Figure 23,
where prior is calculated in Step 1, then Step 2 is introduced when additional
experimental data is obtained or more extensive uncertainty analysis has been
performed, and in Step 3 the two sets of outcomes from previous steps are com-
bined through the Bayes formula. The posterior obtained in Step 3 is an updated
value of the model’s quality with respect to reality. By combining different sets
of experimental data a more informed measure of the validity could be achieved.
This could potentially help to avoid the over or under prediction of the model’s
73
validity if carefully defined [60].
By incorporating previous findings, the prior can represent the initial belief
about the model’s performance for the intended use. The value of the probability
of a model being representative of reality will always be between 0% and 100%, or
can be expressed as between 0 and 1. Such an interval can be defined by a Normal
distribution, although assumptions are required on the width of the distribution
due to only having information about one parameter, i.e. the model’s validity
as a mean of the distribution. A Beta distribution would be more appropriate
to describe the interval of interest as the distribution is always between 0 and 1.
Another advantage of using the Beta distribution is the availability of an analyt-
ical solution that does not require a numerical integration, and thus is simple to
compute and can help to implement and verify the methodology. The method-
ology suggested above starts by defining a distribution to describe the validation
data. First, the assumption is made that there is no knowledge about the validity
of the model and this is expressed by a uniform Beta distribution β(1, 1). This
is the initial prior. Then, the new validation outcome from a Frequentist metric,
i.e. the relative error metric described in this thesis, is added as a likelihood
term. Different options to express the data as the likelihood are available and the
choice will depend on a specific case; for instance, selecting a Binomial will lead
to a posterior as another Beta distribution. As a result, a posterior is obtained,
which corresponds to the updated statement of the validity. Every subsequent
new piece of information is defined as a likelihood and is used to update the Beta
distribution.
Overall, this concept is a more practical solution in comparison to previous work



















































of the model’s predictions rather than on calibrating it’s parameters. It allows
the Frequentist and Bayesian approaches to be combined, thus adding together
the advantages of the two categories of validation metrics and creating a robust
framework. There are some aspects that need further investigation; for example
how to integrate and propagate measurement uncertainty within the updating
process or how to extract informative outcome from a posterior. However, once
these are resolved, such methodology could potentially be applied to sparse data
sets and used to combine information from different experimental sources or to
evaluate time-varying phenomena.
5.3 The effect of data on validation outcome
5.3.1 Significant coefficients
The image decomposition technique was employed in this research to reduce
the dimensionality of the data used for the analysis. It was successfully applied
to matrices of data using orthogonal and geometric polynomials, and the cor-
responding feature vectors were used for validation. It was also shown earlier,
specifically in the I-beam case study in Section 3.4, that the data sets can be fur-
ther condensed by removing coefficients with smaller magnitudes and retaining
only the significant coefficients. This approach was further explored to evaluate
the sensitivity of the metrics to the amount and magnitude of data.
In the case of the Theil’s inequality coefficient, because it is based on the root-
mean-square error, the larger absolute differences are given a larger weight. For
example, in the Figure 19 it can be observed that the differences are larger for
the larger valued coefficients and hence these have a stronger influence on the
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outcome. This would mean that applying a threshold to only retain significant
coefficients, as described in Section 3.4, should not have a strong effect on the
outcome of the validation metric, i.e. Theil’s inequality coefficient is expected to
be insensitive to size of the data set. As for the relative error metric, a slight
difference in the outcome is expected, due to the change in weight of individual
normalised errors, wk. Although, errors with smaller values close to zero do not
greatly contribute to the sum of all the errors, Σnk=1ek they could potentially
reduce the cumulative proportion below the error threshold, i.e. the probability
VM .
The rubber block case study was used for this analysis. In Figure 11 it can be
observed that none of the displacement maps have complicated or small features
present, whereas a large number of coefficients with low values is present in Fig-
ure 18. This suggests that coefficients of the feature vector with very low values
can be considered to not represent the main features of the deformation map.
Consequently, the original set of coefficients in Table 4 obtained following the
CEN guidelines [24] can be easily reduced by following the approach described
by Lampeas at el [68] and retaining only significant coefficients. The significant
coefficients were obtained from the original sets for the x-, y- and z- displace-
ments on the surface by applying a threshold of > 1% of the value of the largest
coefficient. As a result, it was possible to reduce by two-thirds the number of
coefficient required to describe x- and y- data sets, as seen in Table 6.
Comparing validation results in Tables 5 and 6, it is clear that there is no
change in the Theil’s inequality coefficient and thus it can be concluded that
it adequately reflects the difference between the main features of the data sets
in question. As expected, the results for the novel relative error metric have
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Table 6: Number of retained significant coefficients in feature vectors representing
displacement fields for the 28.5x23mm region on the surface of the rubber








x-displacement 59 0.24 79.15
y-displacement 69 0.11 54.1
z-displacement 13 0.58 33.6
changed, although comparing the outcomes in Tables 5 and 6 the differences are
small, i.e. 3%, 8% and 1% for the three displacement fields respectively. Bearing
in mind that the feature vectors were significantly reduced, this change in the
outcome can be considered not significant. In turn, this leads to believe that the
novel metric is robust against the noise in feature vectors, i.e. discrepancies in
coefficients that do not represent the main features of the deformation maps.
5.3.2 Data quantity
Currently, the amount of data used for the comparison is not reflected in the
outcome of the validation metric, apart from defining a region of interest for
which the validation is performed. It is evident that it is not always possible to
generate measurement data at all points in the region of interest, such as when
optical access is obstructed, only a small number of point sensors can be employed
or the system is inaccessible. In these circumstances the validation metric can-
not be calculated for all of the predictions and this shortfall should be reflected
in the statement about the outcome of the validation process, i.e. it would be
appropriate to state what percentage of the predictions were used in construct-
ing the validation metric and how well the position of these data values covered
the region of interest. The interpretation of this additional information will be
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specific to the intended use of the model and hence, further research is necessary
before a conclusive prescription can be provided.
From another point of view, a statistically significant or a minimum number of
points are required to apply a statistical method. With respect to the new rela-
tive error metric and the validation of field data, a minimum number of points are
required to define the cumulative distribution, for example as shown in Figure 17,
in order for the metric to yield a reliable outcome. It is impossible to define this
minimum number of points for an unknown distribution; however, if it is assumed
to be a simplest non-linear curve, i.e. a conic, then at least five points are required
according to Pascal’s theorem [85] on geometric properties and construction of
a conic, assuming there is no uncertainty associated with the points. Hence, it
is reasonable to propose that at least five coefficients in the feature vector need
to be used to describe the data fields in order for the validation metric to yield
reliable results. At the same time, when implementing orthogonal decomposition,
care will need to be taken to ensure deformations associated with both the x and
y axes are included. In Figure 5, it is evident that Chebyshev coefficients seven
to fifteen, and beyond, are variations of the first six coefficients; this also holds
true for some of the other polynomials used for decomposition, e.g. Zernike. In
combination with an earlier statement this indicates that at least six coefficients
in the feature vector are required, i.e. so that ideally Nmin = 6.
With respect to the case studies in Section 3.4, most of the feature vectors
consist of a significant number of coefficients, apart from the data representing the
displacement field in Region 2 of the I-beam, where the shape of the deformation
is relatively simple, as can be seen in Figure 8, and only three coefficients are
required to represent the deformation. In such circumstances, i.e. the data field
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can be described by the first three coefficients, it can be argued that it is not
reasonable to perform a statistical comparison and as such to apply a validation
metric. As noted in Section 2.2, where the concept and overview of the validation
metric was presented, even though it might be desired to have a single metric that
could be applied in a wide variety of scenarios, it is important to understand the
practical limitations of achieving this objective. The novel relative error metric
was successfully applied to all of the case studies, however more care should be
taken at the preceding stages of the validation process to assure that data is
appropriate for the purpose of the quantitative validation.
5.4 Summary of discussion
The results show that through the application of the new metrics proposed in
Chapter 3 it is possible to quantify the quality of the model’s predictions and
express it in terms of a probability. Overcoming the disadvantages of the pre-
vious validation metrics, the novel relative error methodology provides a quan-
titative outcome that is computed based on the given level of the experimental
uncertainty. The metric was successfully applied to field data representing dis-
placement or strain. The quality of the model was expressed as a probability
of it’s predictions being representative of the real world relative to the specified
uncertainty limit. The outcome was found to depend to some extent on the size
of the data set used for the validation, i.e. a statistically significant quantity of
data is required to apply the metric.
Further research is required and some aspects are discussed in the last chapter,
Chapter 7, but at this stage the novel metric fulfils the desired criteria from the
Section 2.2 and meets the objectives of this research.
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6 Conclusions
Novel validation metrics based on Frequentist approaches have been proposed
and successfully applied to fields of data, such as displacement and strain fields.
With the aid of the orthogonal decomposition techniques, measured and pre-
dicted data fields were condensed and converted into equivalent format, i.e. fea-
ture vectors. Using the feature vectors, the novel validation metrics produce a
quantitative measure of the quality of the model’s predictions and allow to obtain
an informed conclusion on whether the model is acceptable for the intended use
or not.
Three case studies have demonstrated the use of the novel metrics in computa-
tional mechanics for a linear elastic planar static analysis, for a large deformation
elastic static analysis and for a non-linear elasto-plastic time-varying analysis. In
the latter case, the validation metric was applied as the analysis stepped forward
in time. Theil’s inequality coefficient was applied to the first two case studies and
a quantitative measure of the model’s quality was obtained, however the outcome
did not take into consideration the uncertainties in the data. The novel relative
error metric was applied to all three cases studies, and the outcomes obtained
were more quantitative and informative than the previous validation procedures,
but qualitatively equivalent.
The advantages of the relative error metric are that it can handle data sets with
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large amplitude variations in data values as well as close to zero values and that
the uncertainty in the measured data can also be included. The metric provides
a statement of the probability that a model’s predictions are representative of the
real world for the intended use, based on the uncertainty in the measurements.
Although the case studies included in this thesis relate to structural analysis,
the principles illustrated are applicable to validation in a wide range of disci-
plines where modelling and simulation plays a pivotal role. For example, surface
temperature maps from an environmental science studies can be used instead of
displacement fields; a measured and predicted temperature maps can be com-
pared using the image decomposition technique and the validation metric to aid
understanding of the climate changes.
Evaluating results for the three case studies, the probability of model’s predic-
tions being representative of reality was consistent with the previously published
results, i.e. high probability when the model was previously found valid, al-
though it gave much more insight into the model’s performance. For example,
by analysing individual pairs of coefficients in the feature vectors, it is possible
to recognise whether the model predicts correctly the magnitude or the shape of
the deformation. This information can be used to identify specific aspects of the
model to be improved.
In addition to quantifying the quality of model’s predictions, a clear validity
statement was proposed that can be used to inform decision and policy-makers.
It contains the three core sets of information: the quality of a model’s predic-
tions relative to the real world, the intended use or loading conditions for which
the evaluation was performed and the quality of the measured data, expressed
in terms of the measurement uncertainty, used for the validation. Based on this,
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a set of next actions can be devised; for example whether the quality of the
data should be improved or the probability of the model’s predictions being rep-
resentative of reality is satisfactory for the intended use. The statement of the
probability of the validity defined here is a significant advancement in the current
interpretation of the validation outcome, including of the field data predictions.
Major contributions to knowledge presented in this thesis have been dissemi-
nated at a number of international conferences at different stages throughout the
project. Furthermore, a journal paper based on the advancements of the novel
relative error metric has been submitted and is currently under review.
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7 Further work
The novel validation metrics presented in this thesis have allowed a further
understanding of the validation outcomes of computational models and were suc-
cessfully applied to field-data. A significant advance has been made, nevertheless,
there is room for further development and some of aspects have been discussed
in Chapter 5. Further directions are proposed below.
It was previously mentioned that some applications have data rich sets avail-
able for validation, whereas in other circumstances only data sparse sets can be
obtained. Currently, most of the validation process is followed with the assump-
tion that a sufficient amount of data is available to perform the validation, and
not much effort has been concentrated on considering the effects of data spar-
sity on the validation process and subsequent outcomes. In order to apply a
statistical analysis to evaluate the quality of a model’s predictions, a statistically
significant amount of data is required, so a question to explore further would be
what constitutes a significant amount of data for a variety of engineering appli-
cations in the industrial context. Different ways of combining information from
various sources [86] to combat data sparsity should also be explored. This was
briefly discussed in Section 5.2.2, although, at this stage, further research is re-
quired to represent the terms of the Bayes’ formula (equation 2.5); for example,
a likelihood expressed as a normal distribution with the mean as a probability
of the model’s predictions being representative of reality, VM and the variance
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as an experimental uncertainty is a potential solution. It would also have to be
assured that the quantity of experimental data used in estimating the valida-
tion outcome is reflected in the analysis. The topic of data sparsity could also be
approached from the perspective of using sufficient data in the validation process.
Another concept that is important to investigate in the future is validation
of true predictions, as opposed to retrodictions, where the analysis is already
known. As described by Patterson and Whelan [79] computational models can
be differentiated depending on the level of physical evidence available to test the
model’s predictions in the real world. This implies that there are some models
that predict events or phenomena that have not yet been observed in a physi-
cal world. A lifetime prediction of a stable nuclear plant operation [87, 88] or
a climate changes [16] fall within this category, and in both circumstances the
credibility and the level of acceptance of these models is crucial in accepting the
predictive results. Extending the statistical methodologies to consider such cases
of true predictions and how this relates to the traditional definition of validation,
i.e. comparison with the real world, is an interesting and important topic to in-
vestigate in the future.
This thesis has concentrated on data obtained using the full field measurement
systems that provide surface information. There are also volumetric imaging sys-
tems, for example X-ray Computed Tomography, that allow volumes of data
to be obtained and are widely used to study the microstructure and the bulk ma-
terial response of various materials, including ceramic matrix composites [89, 90]
and nuclear graphite [91, 92], with the aid of a Digital Volume Correlation, as
opposed to a Digital Image Correlation. It would be a substantial advancement
to develop decomposition techniques to condense and represent volumes of data,
85




A actual data that represents reality as defined by Theil [49]
ek normalised relative error
eunc error threshold
(i, j) co-ordinates of general point in image
I(i, j) strain / displacement value in the image at point (i, j)
Iˆ(i, j) reconstruction of I(i, j)
k index of the component in the feature vector
M,P measured and predicted data
N number of data points in an image
SM , SP feature vector describing data from experiment and model
TC1, TC2 Theil’s inequality coefficient
u average reconstruction residual
ucal minimum measurement uncertainty
udeco decomposition uncertainty
uexp total uncertainty associated with experimental data
VM
probability of model’s predictions being representative of
reality
wk weighted relative error
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