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In generalC∗-algebras, elementswithminimal norm in someequiv-
alence class are introduced and characterized. We study the set
of minimal hermitian matrices, in the case where the C∗-algebra
consists of 3 × 3 complex matrices, and the quotient is taken by
the subalgebra of diagonal matrices. We thoroughly study the set
of minimal matrices particularly because of its relation to the geo-
metric problem of ﬁndingminimal curves in ﬂagmanifolds. For the
ﬂagmanifold of ‘fourmutually orthogonal complex lines’ inC4, it is
shown that there are inﬁnitely many minimal curves joining arbi-
trarily closepoints. In the caseof theﬂagmanifoldof ‘threemutually
orthogonal complex lines’ inC3, we show that the phenomenon of
multiple minimal curves joining arbitrarily close points does not
occur.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
LetA be a unital C∗-algebra, and 1 ∈B ⊂A a C∗-subalgebra. LetU, andUB be the unitary groups
ofA, andB, respectively. Let us denote withAah andBah the sets of antihermitian elements ofA
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andB (i.e. the Lie algebras ofU, andUB respectively). Finally, denote byP the homogeneous space
U/UB, with the natural left action Lg , g ∈U, ofU onP. The spaceP is provided with the invariant
Finsler metric given by the quotient norm in the Banach spaceAah/Bah (the tangent space ofP at
the base point).
In [3] the following theorem is proven.
Theorem 1.1. Consider ρ ∈P and X ∈ (TP)ρ . Suppose that there exists Z ∈Aah which projects to X and
is a minimal vector, i.e. ‖Z‖ = ‖X‖ρ . Then the oneparameter curve γ (t) given by γ (t) = LetZρ has minimal
length in the class of all curves inP joining γ (0) to γ (t) for each t with |t| π
2‖Z‖ .
This theorem shows the relevance of the set ofminimal vectors in the study of the space ofminimal
curves in such homogeneous spaces.
In Section 2 we give a convenient characterization of the set of minimal vectors for general C∗-
algebras (Theorem 2.2). This result is inspired in [3], was published in [1] and it is important for the
work presented in the remaining sections. For the sake of completeness we include its proof here.
In Section 3 we present a detailed study of the setM of minimal vectors in the simplest non-trivial
case, i.e. the case whereA is the C∗-algebra of 3 × 3 complex matrices, and B is the subalgebra of
diagonal matrices inA. It turns out that M has a non-trivial structure. However, this complexity is
not reﬂected in the set of minimal curves, because different minimal vectors (above the same tangent
vector) always give rise to the same minimal curve.
Operator approximation problems consist of ﬁnding, for a given operator, the element in some
special class nearest to it, when distance is measured with a norm. These problems have been treated
in the case of hermitian, positive andunitary approximants using different norms in [4,5,6], and others.
The survey article [7], is related to matrix nearness and presents explicit formulas, uniqueness results
and algorithms for computing or estimating the minimal norm attained, as well as the matrix or
matrices sought in different contexts, but in this survey the operator norm is not considered. The
problem of ﬁnding the minimum of ‖M + D‖ for a given hermitian matrix M ∈ Cn×n among all the
diagonal matrices D ∈ Rn×n, and ﬁnding the matrix or matrices D that realize the minimum, is indeed
an operator approximation problem. It has a trivial translation to the problemof ﬁnding a real diagonal
matrixD′ such thatM + D′  0 and ‖M + D′‖ is minimum. In the n × n case, some bounds of this mini-
mumwere obtained in [2]. In that work the calculation of this minimum is related to the estimation of
bounds of the norm of the operatorO : Cn×n → Cn×n that for any n × nmatrix replaces all its diagonal
entries by zeroes.
In Section 4we consider the casewhereA is the C∗-algebra of 4 × 4 complexmatrices, andB is the
subalgebra of diagonal matrices inA. In this case, different minimal vectors (above the same tangent
vector) can give rise to different minimal curves, furthermore the following unusual phenomenon
is shown: there are inﬁnitely many minimal curves joining arbitrarily close points. This result was
published in [1]; for completeness we include an abbreviated proof of it here.
2. Minimal vectors
LetusdenotewithAh andBh, the setsofhermitianelementsofAandB to introduce the following
definition.
Deﬁnition 2.1. We call an element Z ∈Aah minimal if ‖Z‖ ‖Z + V‖, for all V ∈Bah. Similarly, in the
hermitian case, any Z ∈Ah is said to beminimal if ‖Z‖ ‖Z + V‖, for all V ∈Bh.
Remark 2.1. Note that since for any operator, ‖Im(X)‖ ‖X‖ (and ‖Re(X)‖ ‖X‖) it follows that Z ∈
Aah (or Z ∈Ah) isminimal if and only if ‖Z‖ ‖Z + B‖, for all B ∈B.
The following theorem follows ideas in [3].Wewrite it down in its antihermitian form, and a similar
theorem can be shown for the isometric set of hermitian elements.
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Theorem 2.2. An element Z ∈Aah is minimal if and only if there exists a representation ρ of A in a
Hilbert spaceH and a unit vector ξ such that ρ(Z2)ξ = −‖Z‖2ξ , and 〈ρ(Z)ξ , ρ(B)ξ〉 = 0 for all B ∈B.
Proof of Theorem 2.2. The (⇐) part is short, for suppose that there exist ρ,H, ξ as above, then if
B ∈B,
‖Z + B‖2  ‖ρ(Z + B)ξ‖2 = ‖ρ(Z)ξ‖2 + ‖ρ(B)ξ‖2  ‖ρ(Z)ξ‖2
= −〈ρ(Z2)ξ , ξ〉 = ‖Z‖2.
Next the (⇒) part. Suppose now that Z is minimal. Denote by S the closed (real) linear span of
Z2 + ‖Z‖2I and the operators of the form ZB − B∗Z for all possible B ∈B. Note that Z2 + ‖Z‖2I is positive
and ZB − B∗Z is hermitian, i.e.S ⊂Ah. 
Denote byC the cone of positive and invertible elements ofA. We make a claim.
Claim 2.3. The minimality condition implies thatS ∩C = ∅.
Proof of the claim. Indeed, since C is open, there would exist otherwise an s ∈ R and some B ∈B
such that s(Z2 + ‖Z‖2I) + ZB − B∗Z  rI, with r > 0. We may suppose that s > 0, so that dividing by s
we get that for some B ∈B, r > 0,
Z2 + ‖Z‖2I + ZB − B∗Z  rI. (2.1)
Also note that Z2 + ‖Z‖2I  0, then for n 1,
n(Z2 + ‖Z‖2I) + ZB − B∗Z  Z2 + ‖Z‖2I + ZB − B∗Z  rI.
Or equivalently, dividing by n,
Z2 + ‖Z‖2I + Z
(
1
n
B
)
−
(
1
n
B∗
)
Z  r′I.
In other words, one can ﬁnd B ∈B of arbitrarily small norm such that inequality (2.1) holds. This
inequality clearly implies that
Spec(Z2 + ZB − B∗Z) ⊂ (−‖Z‖2,+∞).
On the other hand, since B can be chosen of arbitrarily small norm, and Z2 is non positive, it is clear
that one can choose B in order that Spec(Z2 + ZB − B∗Z) ⊂ (−∞, ‖Z‖2). Therefore there exists B ∈Bah
such that ‖Z2 + ZB − B∗Z‖ < ‖Z‖2. Let us show that this contradicts the minimality of Z , which would
prove our claim. Indeed, this is Lemma 5.3 of [3].
Lemma 2.4. If ‖Z + B‖ ‖Z‖ for all B ∈B, then also ‖Z2 + ZB − B∗Z‖ ‖Z‖2.
Let us prove this lemma. Consider for t > 0, f (t) = Z2 + 1t ((Z + tB)∗(Z + tB) − Z2). Note that ‖f (t)‖
‖Z‖2. Otherwise ‖f (t)‖ < ‖Z‖2 and then the convex combination tf (t) + (1− t)Z2 has norm strictly
smaller than ‖Z‖2 for 0 < t < 1. Note that
tf (t) + (1− t)Z2 = (Z + tB)∗(Z + tB).
That is ‖Z + tB‖2 = ‖(Z + tB)∗(Z + tB)‖ < ‖Z‖2, which contradicts the hypothesis, and the lemma is
proven, as well as our claim. 
We have thatS ∩C = ∅, withS a closed (real)linear submanifold ofAh andC open and convex
inAh. By the Hahn-Banach theorem, there exists a bounded linear functional ϕ0 inAh such that
ϕ0(S) = 0 and ϕ0(C) > 0.
The functional ϕ0 has a unique hermitian extension toA, let ϕ be the normalization of this functional.
Then clearly ϕ is a state which vanishes onS. Let ρ,H, ξ be the GNS triple associated to this state.
Note that since Z2 + ‖Z‖2I ∈S, 〈ρ(Z2)ξ , ξ〉 = ϕ(Z2) = −‖Z‖2, and therefore, by the equality part in the
Cauchy-Schwartz inequality, it follows that
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ρ(Z2)ξ = −‖Z‖2ξ.
Moreover, 0 = ϕ(ZB − B∗Z + Z2 + ‖Z‖2I) = ϕ(ZB − B∗Z). Since ϕ is hermitian, this means Re(ϕ(ZB)) = 0
for all B ∈B. Putting iB in the place of B, one has that in fact ϕ(ZB) = 0 for all B ∈B. Then,
0 = 〈ρ(ZB)ξ , ξ〉 = 〈ρ(B)ξ , ρ(Z)ξ〉,
which concludes the proof Theorem 2.2. 
3. Minimal 3× 3 matrices
Our interest inminimal3 × 3matrices ariseswhenstudying theﬂagmanifoldP(3). This is the space
of triples ofmutually orthogonal lines inC3 (1-dimensional complex subspaces)which is indeed a low
dimensional example of a homogeneous space. The group of unitary operators inC3 acts on the left in
P(3). Consider the canonical ﬂag pe = (sp{e1}, sp{e2}, sp{e3}) where sp{ei} is the complex line spanned
by the canonical vector ei in C
3
. The isotropy of pe is the subgroup of ‘diagonal’ unitary operators.
Again, our interest here inminimal 3× 3matrices is due to Theorem 1.1 quoted in the Introduction.
Namely, minimal curves inP(3) are given by the action of (the class of) exponentials of anti-hermitian
minimal 3× 3matrices. To study anti-hermitianminimal 3× 3matrices is (isometrically) equivalent to
investigate the hermitianminimal 3× 3 matrices, and in this article we ﬁnd them notationaly simpler
to consider.
3.1. A study of 3× 3minimal hermitian matrices
From Definition 2.1 of minimal vectors, we have the corresponding definition for 3× 3 minimal
hermitian matrices:
Deﬁnition 3.1. We say that a non-zeromatrixM ∈ Mh
3×3(C) is minimal if, ‖M‖ = infD∈Diag3×3 ‖M + D‖,
and such set of minimal matrices shall be denoted with M.
3.1.1. Some notation
We shall denote with D3×3 the subset of the diagonal real matrices. Let us denote withM the
quotient spaceMh
3×3(C)/D3×3 with the quotient norm
|[M]| = inf
D∈D3×3
‖M + D‖,
where ‖ · ‖ is the usual operator norm.
Remark 3.1. IfM ∈ M and ‖M‖ = λ(> 0), and Tr(M) = μ then:
1. A matrixM ∈ Mh
3×3(C) is minimal if and only if, ‖M‖ = |[M]|.
2. The diameter ‘d’ of the spectrum of M is d = 2λ. Otherwise, if d < 2λ we can add a real scalar
matrixD toM toproduceanothermatrixM + Dwithnorm,d/2 < λ, andMwouldnotbeminimal.
3. The numbers −λ, λ and μ are the eigenvalues ofM.
3.1.2. The minimality theorem
The following theorem is a direct consequence of the hermitian equivalent of Theorem 2.2.
Theorem 3.2. A matrix M ∈ M if and only if there exists a positive matrix P ∈ M3×3(C) such that,
• P.M2 = λ2P, where ‖M‖ = λ.
• The diagonal elements of the product P.M are all zero.
Proof of Theorem 3.2. This is just a translation to the algebraM3×3(C) an its representations. 
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3.1.3. Auxiliary results on C3
Deﬁnition 3.2. We say that a vector (a1, a2, a3) ∈ C3 is triangular if it is unitary and the numbers
|a1|2, |a2|2, |a3|2 are the lengths of the three side of a triangle, i.e. each of them is smaller than or equal
to the sum of the other two numbers.
Remark 3.3. If a vector (a1, a2, a3) ∈ C3 is triangular and one of its components is zero, then the other
two components have lengths equal to
√
2
2
.
Proposition 3.4. Any vector v = (a1, a2, a3) ∈ C3 is triangular if and only if there exists a unitary vector
w = (b1, b2, b3) ∈ C3, orthogonal to v and such that, |a1| = |b1|, |a2| = |b2|, |a3| = |b3|. Furthermore, there
are at most two such vectors, w and w˜, for any given triangular vector v.
Proof of the ‘if’ part (⇐). Let’s write v = (ρ1eiθ1 , ρ2eiθ2 , ρ3eiθ3 ) and w = (ρ1eiψ1 , ρ2eiψ2 , ρ3eiψ3 ). Since v
and w are orthogonal we have that,
v · w = ρ21ei(θ1−ψ1) + ρ22ei(θ2−ψ2) + ρ23ei(θ3−ψ3) = 0
then we have ρ2
1
ei(θ1−ψ1) = −ρ2
2
ei(θ2−ψ2) − ρ2
3
ei(θ3−ψ3) and considering norms we get, by the triangular
inequality, ρ2
1
 ρ2
2
+ ρ2
3
. Similarly we can get ρ2
2
 ρ2
1
+ ρ2
3
and ρ2
3
 ρ2
1
+ ρ2
2
. Now w is unitary, then
v is unitary, hence v is triangular. 
Proof of the ‘only if’ part (⇒). Let’s write again v = (ρ1eiθ1 , ρ2eiθ2 , ρ3eiθ3 ). We just need to construct
w = (ρ1eiψ1 , ρ2eiψ2 , ρ3eiψ3 ) so that,
v · w = ρ21ei(θ1−ψ1) + ρ22ei(θ2−ψ2) + ρ23ei(θ3−ψ3) = 0.
Let us write ν2 = θ2 − ψ2 − θ1 + ψ1 and ν3 = θ3 − ψ3 − θ1 + ψ1. Then we just need to solve the
complex equation:
ρ21 + ρ22eiν2 + ρ23eiν3 = 0
for ν2 and ν3, which can be decomposed as two real equations,{
ρ2
1
+ ρ2
2
cos(ν2) + ρ23 cos(ν3) = 0,
ρ2
2
sin(ν2) + ρ23 sin(ν3) = 0.
(3.2)
Now we distinguish two cases in this proof:
The case ρ1ρ2ρ3 /= 0
These equations can be solved for the unknowns cos(ν2), sin(ν2), cos(ν3) and sin(ν3), at most
in two forms (two choices of corresponding signs):
sin(ν2) = ∓
√
1− (−ρ41−ρ42+ρ43 )2
4ρ4
1
ρ4
2
, cos(ν2) = −ρ
4
1
−ρ4
2
+ρ4
3
2ρ2
1
ρ2
2
sin(ν3) = ±
√
1− (−ρ41+ρ42−ρ43 )2
4ρ4
1
ρ4
3
, cos(ν3) = −ρ
4
1
+ρ4
2
−ρ4
3
2ρ2
1
ρ2
3
. (3.3)
To ﬁnd ν2 and ν3 it is sufﬁcient that two sets of inequalities are satisﬁed:
−1 −ρ
4
1
− ρ4
2
+ ρ4
3
2ρ2
1
ρ2
2
 1 and − 1 −ρ
4
1
+ ρ4
2
− ρ4
3
2ρ2
1
ρ2
3
 1.
In the ﬁrst set, the inequalities can be written as:
−2ρ21ρ22  −ρ41 − ρ42 + ρ43 and − ρ41 − ρ42 + ρ43  2ρ21ρ22 ,
which become
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0 −
(
ρ21 − ρ22
)2 + ρ43 = (−ρ21 + ρ22 + ρ23) (ρ21 − ρ22 + ρ23)
and(
−ρ21 − ρ22 + ρ23
) (
ρ21 + ρ22 + ρ23
)
= −
(
ρ21 + ρ22
)2 + ρ43  0.
But the vector v is triangular, hence both inequalities are satisﬁed. Similarly, the second set of
inequalities is satisﬁed, for the vector v is triangular. Hence the vectorw can be constructed
with the desired properties, at most in two different forms, w and w˜, corresponding to the
two choices of corresponding signs for ν2 and ν3.
The case ρ1ρ2ρ3 = 0
In this case, the triangular vector v has exactly one of its components equal to zero. The other
two components must have the same length
√
2
2
as in Remark 3.3. It is easy then to construct
a unitary vectorwwith the desired properties. It can be observed that in this casew is unique
(up to multiplication by unitary complex numbers), i.e. there is no alternate vector w˜ with
the desired properties.
This completes the proof of Proposition 3.4. 
Deﬁnition 3.3. We say that and ordered pair (v,w) of triangular vectors, v = (a1, a2, a3) and w =
(b1, b2, b3) in C
3
form a triangular-pair if they are orthogonal to each other and the equalities |a1| =
|b1|, |a2| = |b2| and |a3| = |b3| hold.
Corollary 3.5. Every triangular vector v = (a1, a2, a3) ∈ C3 is the ﬁrst coordinate of at least one and at
most two triangular-pair s, (v,w) and (v, w˜).
Proof of Corollary 3.5. Immediate from Proposition 3.4. 
3.1.4. Preliminary theorem
Theorem 3.6. Let M be a hermitian matrix, M ∈ Mh
3×3(C) with ‖M‖ = λ > 0. Then M ∈ M if and only if
there exists a triangular-pair (v+, v−) of eigenvectors ofM, v+ for the eigenvalue λ, and v− for the eigenvalue
−λ.
We shall prove the following theorem which, by virtue of Proposition 3.4, is just a restatement of
Theorem 3.6:
Theorem 3.7. Let M be a hermitian matrix, M ∈ Mh
3×3(C) with ‖M‖ = λ > 0. Then M ∈ M if and only if
there exist two unitary eigenvectors, v+ for the eigenvalue λ, and v− for the eigenvalue −λ, such that their
corresponding coordinates have the same size, i.e. for every vector ei in the canonical base of C
3
, it holds
that |v+ · ei| = |v− · ei|.
Proofof the ‘if’ part (⇐). Consider thematricesP+ andP− associated to theorthogonalprojectionsonto
the complex lines generated by v+ and v− respectively. Consider also the positive matrix P = P+ + P−.
We will show that P satisﬁes the two conditions that in Theorem 3.2 imply the minimality of M,
namely: P.M2 = λ2P, and the diagonal elements of the product P.M are all zero.
Notice that M = λP+ − λP− + μPμ where Pμ is the orthogonal projection onto the complex line
generated by an eigenvector vμ for the third eigenvalue μ ofM. Observe that the ﬁrst condition above
is satisﬁed because P.M2 = λ2P+ + λ2P− = λ2P.
For the second condition observe that P.M = λP+ − λP− = λ(P+ − P−). The diagonal elements of
P.M are, (P.Mei) · ei for each of the three canonical vectors ei. Now,
(P.Mei) · ei = [λ(P+ − P−)ei] · ei
= λ([P+ei] · ei − [P−ei] · ei)
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= λ[([ei · v+]v+) · ei − ([ei · v−]v−) · ei]
= λ[(ei · v+)(ei · v+) − (ei · v−)(ei · v−)]
= λ[|ei · v+|2 − |ei · v−|2] = 0.
Then all the diagonal elements of P.M are zero, and the second condition for minimality is
satisﬁed. 
For the proof of the only if’ part (⇒). we shall consider the two possible cases:
1. M has three simple eigenvalues, λ,−λ and μ(|μ| < λ).
2. Only one eigenvalue ofM is simple.
The ‘only if’ part (⇒) with simple eigenvalues: λ,−λ and μ. Consider unitary eigenvectors v+, v−
and vμ for the three eigenvalues λ,−λ and μ of M. We will show that for i ∈ {1, 2, 3}, it happens that
|v+ · ei| = |v− · ei|.
Let P+, P− and Pμ be the matrices associated to the orthogonal projections onto the complex lines
generated by the corresponding eigenvectors above. As above, M = λP+ − λP− + μPμ. Consider any
positive matrix P that satisﬁes the two conditions for the minimality of M of Theorem 3.2. Since
P.M2 = λ2P, it is clear that vμ is in the kernel of P. The condition that the diagonal elements of the
product P.M are all zero means that for each vector ei of the canonical base in C
3
we have
(P.Mei) · ei = (Mei) · (Pei) = 0. (3.4)
Consider the inner product of C3 induced by P, i.e. 〈x, y〉 = x · (Py). Denote with 〈〈x〉〉 = √〈x, x〉 the
norm for this inner product.
Eq. (3.4) above can be rewritten as,
〈Mei, ei〉 = 0. (3.5)
Recall that ei = (ei · v+)v+ + (ei · v−)v− + (ei · vμ)vμ and the fact that 〈x, vμ〉 = 0 for any x ∈ C3.
Expanding Eq. (3.5) we get
0 = 〈Mei, ei〉=〈Mei, [(ei · v+)v+ + (ei · v−)v−]〉
=λ〈[P+ei − P−ei], [(ei · v+)v+ + (ei · v−)v−]〉
=λ〈[(ei · v+)v+ − (ei · v−)v−], [(ei · v+)v+ + (ei · v−)v−]〉
=λ[|ei · v+|2〈〈v+〉〉2 − |ei · v−|2〈〈v−〉〉2 + 2iIm((ei · v+)(ei · v−)〈v+, v−〉)].
Then we have that
|v+ · ei|2〈〈v+〉〉2 = |v− · ei|2〈〈v−〉〉2, (3.6)
and then⎛
⎝ 3∑
i=1
|v+ · ei|2
⎞
⎠ 〈〈v+〉〉2 =
⎛
⎝ 3∑
i=1
|v− · ei|2
⎞
⎠ 〈〈v−〉〉2
but v+ and v− are both unitary so the previous sums are both equal to 1, then 〈〈v+〉〉 = 〈〈v−〉〉 and from
Eq. (3.6) we have that for i ∈ {1, 2, 3}, it happens that |v+ · ei| = |v− · ei|, as we wanted to show.
The ‘only if’ part (⇒) with only one simple eigenvalue. Without loss of generality, we assume that
M is a reﬂection, i.e. M2 = Id3×3 with λ = 1 as the simple eigenvalue. Let v+ = (c1, c2, c3) be a unitary
eigenvector for the simple eigenvalue ‘1’.
Let P+ be thematrix of the orthogonal projection in the direction of v+, and letQ be thematrix of the
orthogonal projection onto the plane orthogonal to v+ (the eigenspace for the eigenvalue ‘−1’). Then
M = P+ − Q and Q + P+ = Id3×3. Let ei denote the vectors in the canonical base of C3. For i ∈ {1, 2, 3},
we have ei = wi + vi where wi = Qei and vi = P+ei.
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Consider, as in the previous case, a positive matrix P that satisﬁes the two conditions for the mini-
mality of M in Theorem 3.2. Consider also the inner product of C3 induced by P, 〈x, y〉 = x · (Py), and
〈〈x〉〉 = √〈x, x〉 the associated norm. As above, the condition that the diagonal elements of the product
P.M are all zero means that for each vector ei of the canonical base in C
3
we have
〈Mei, ei〉 = 0.
For i ∈ {1, 2, 3}, we haveMei = vi − wi, and
0=〈Mei, ei〉 = 〈vi − wi, vi + wi〉
=〈〈vi〉〉 − 〈〈wi〉〉 − 〈wi, vi〉 + 〈vi,wi〉
=〈〈vi〉〉 − 〈〈wi〉〉 + 2iIm(〈vi,wi〉)
Then we have that 〈〈wi〉〉 = 〈〈vi〉〉.
Observe that vi = P+ei = (ei · v+)v+ = c¯iv+ hence 〈〈vi〉〉 = |ci|〈〈v+〉〉.
We claim that 〈〈v+〉〉 /= 0. In fact, if 〈〈v+〉〉 = 0 then 〈〈vi〉〉 = 0 and 〈〈wi〉〉 = 0 for i ∈ {1, 2, 3}. Hence 〈〈ei〉〉 =
〈〈vi + wi〉〉 〈〈vi〉〉 + 〈〈wi〉〉 = 0 for i ∈ {1, 2, 3}. Then the norm 〈〈 · 〉〉 induced by P is trivial and P could not
be a positive matrix.
We can scale the positive matrix P so that 〈〈v+〉〉 = 1. With this assumption, we have that 〈〈wi〉〉 =
〈〈vi〉〉 = |ci|.
Now, observe that v+ = c1e1 + c2e2 + c3e3 = c1v1 + c2v2 + c3v3 + c1w1 + c2w2 + c3w3, but eachwi
is orthogonal to v+, hence
v+ = c1v1 + c2v2 + c3v3, and c1w1 + c2w2 + c3w3 = 0.
Then we have c3w3 = −c1w1 − c2w2 and
|c3|2〈〈w3〉〉2 = |c1|2〈〈w1〉〉2 + |c2|2〈〈w2〉〉2 + 2Re(c¯1c2〈w1,w2〉).
Recalling that 〈〈wi〉〉 = 〈〈vi〉〉 = |ci|, we have
2Re(c¯1c2〈w1,w2〉) = |c3|4 − |c1|4 − |c2|4.
We also get
|c3|4 − |c1|4 − |c2|4  |2Re(c¯1c2〈w1,w2〉)| 2|c1||c2|〈〈w1〉〉〈〈w2〉〉 = 2|c1|2|c2|2
hence,
|c3|4 − |c1|4 − |c2|4  2|c1|2|c2|2. (3.7)
Recalling that |c3|2 + |c1|2 + |c2|2 = 1, we get
|c3|2 − |c1|2 − |c2|2
= (|c3|2 − |c1|2 − |c2|2)(|c3|2 + |c1|2 + |c2|2)
= |c3|4 − (|c1|2 + |c2|2)2
= |c3|4 − |c1|4 − |c2|4 − 2|c1|2|c2|2  0 (by (3.7))
Hence |c3|2  |c1|2 + |c2|2. We can similarly prove that |c1|2  |c2|2 + |c3|2 and |c2|2  |c1|2 + |c3|2.
Then the vector v+ = (c1, c2, c3) is triangular and by Proposition 3.4, there exists another vector v− =
(c′
1
, c′
2
, c′
3
) which makes a triangular-pair with v+. It is clear that v− belongs to the eigenspace of the
eigenvalue −1. This completes the proof of Theorems 3.7 and 3.6. 
3.2. Description of the set of minimal matrices
We shall introduce two definitions, convenient for our next theorem.
Deﬁnition 3.4. LetM be a hermitian matrix,M ∈ Mh
3×3(C). We say thatM is of extremal type if there
exist:
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1. η ∈ [0, 2π).
2. λ > 0.
3. μ ∈ R with |μ| λ.
such thatM is one of the following three matrices:⎛
⎜⎝
μ 0 0
0 0 λeiη
0 λe−iη 0
⎞
⎟⎠ ;
⎛
⎜⎝
0 0 λe−iη
0 μ 0
λeiη 0 0
⎞
⎟⎠ ;
⎛
⎜⎝
0 λe−iη 0
λeiη 0 0
0 0 μ
⎞
⎟⎠ . (3.8)
Deﬁnition 3.5. Let M be a hermitian matrix, M ∈ Mh
3×3(C). We say that M is of non-extremal type if
there exist:
1. Two real numbers η and ξ in [0, 2π)
2. λ > 0.
3. μ ∈ R with |μ| λ.
4. Three non-negative numbers α,β and χ , with: 2α + 2β + 2χ = 1,α + β > 0,β + χ > 0 and
α + χ > 0.
such that,
M = μ
⎛
⎜⎝
2α n12 n31
n12 2β n23
n31 n23 2χ
⎞
⎟⎠+ λ
⎛
⎜⎝
0 m12 m31
m12 0 m23
m31 m23 0
⎞
⎟⎠ , (3.9)
where⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
n12 = −2αβ±i
√
2αβχ√
(α+χ)(β+χ) e
−iη
n31 = −2αχ±i
√
2αβχ√
(α+β)(β+χ) e
−iξ
n23 = −2βχ±i
√
2αβχ√
(α+β)(α+χ) e
−i(ξ−η)
and
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
m12 = χ±i
√
2αβχ√
(α+χ)(β+χ) e
−iη
m31 = β±i
√
2αβχ√
(α+β)(β+χ) e
−iξ
m23 = α±i
√
2αβχ√
(α+β)(α+χ) e
−i(ξ−η)
(3.10)
for one of the two sets of choices of corresponding signs.
Remark 3.8. For matrices of both types, extremal and non-extremal, the parameters λ > 0 and μ
respectively give the norm of M, ‖M‖ = λ, and the trace of M, Tr(M) = μ. The proof is just a direct
calculation.
By virtue of Theorem 3.6 a matrixM is minimal if and only if there exists a triangular-pair (v+, v−)
of eigenvectors ofM, v+ for the eigenvalue λ, and v− for the eigenvalue −λ.
Theorem 3.9 (Parametrization). Let M be a hermitian matrix,M ∈ Mh
3×3(C), if M is minimal then one of
the following two mutually exclusive cases occur:
1. The triangular eigenvector v+ in the triangular-pair associated to M, has one null component and M
is of extremal type.
2. The triangular eigenvector v+ in the triangular-pair associated to M, has no null components and M
is of non-extremal type.
Proof of case 1 in Theorem 3.9. Consider the triangular-pair (v+, v−) of eigenvectors ofM. The eigen-
vector v+ may be written as v+ = (ρ1eiθ , ρ2eiη , ρ3eiξ ). In this case ρ1ρ2ρ3 = 0. Now assume that ρ1 = 0.
After multiplication by some unitary complex number we can assume that v+ = (0, ρ2eiη , ρ3) where
E. Andruchow et al. / Linear Algebra and its Applications 430 (2009) 1906–1928 1915
ρi > 0 for i ∈ {2, 3} and ρ22 + ρ23 = 1. Similarly, we can assume that v− = (0, ρ2ei(η+φ), ρ3eiψ) for some φ
and ψ in [0, 2π). In fact, since v+ is triangular, ρ2 = ρ3 =
√
2/2, see Remark 3.3 in page 1910. Then we
may assume that:
v+ =
(
0,
√
2
2
eiη ,
√
2
2
)
and v− =
(
0,
√
2
2
ei(η+φ),
√
2
2
eiψ
)
The fact that v+ and v− are orthogonal, leads one to conclude that:
v+ =
(
0,
√
2
2
eiη ,
√
2
2
)
and v− =
(
0,±
√
2
2
eiη ,∓
√
2
2
)
A unitary eigenvector vμ associated to the eigenvalue μ is given by vμ = (1, 0, 0).
We can write M = B∗DB where B is the change of base matrix from the canonical base to the
orthonormal base {vμ, v+, v−}; B∗ is the adjoint of B and D is the diagonal matrix with λ,−λ and μ in
the diagonal (from top to bottom). The product B∗DB gives the ﬁrst expression of M as in Definition
3.4.
The second and third possible forms ofM (in Definition 3.4) correspond to the cases where ρ2 = 0
or when ρ3 = 0. 
Proof of case 2 in Theorem 3.9. Consider the triangular-pair (v+, v−) of eigenvectors of M. After
multiplication by some unitary complex number we can assume that v+ = (ρ1, ρ2eiη , ρ3eiξ ) where
ρi > 0 for i ∈ {1, 2, 3} and ρ21 + ρ22 + ρ23 = 1. Similarly, we can assume that v− = (ρ1, ρ2ei(η+φ), ρ3ei(ξ+ψ))
for some φ and ψ in [0, 2π).
The condition of orthogonality between v+ and v− is translated as two real equations:{
ρ2
1
+ ρ2
2
cos(φ) + ρ2
3
cos(ψ) = 0,
ρ2
2
sin(φ) + ρ2
3
sin(ψ) = 0, (3.11)
These equations have at most two sets of solutions for the unknowns cos(φ), sin(φ), cos(ψ) and
sin(ψ), as seen earlier in Eqs. (3.2) and (3.3) in page 1910:
sin(φ) = ∓
√
1−
(
−ρ4
1
−ρ4
2
+ρ4
3
)2
4ρ4
1
ρ4
2
, cos(φ) = −ρ41−ρ42+ρ43
2ρ2
1
ρ2
2
sin(ψ) = ±
√
1−
(
−ρ4
1
+ρ4
2
−ρ4
3
)2
4ρ4
1
ρ4
3
, cos(ψ) = −ρ41+ρ42−ρ43
2ρ2
1
ρ2
3
The nature of these solutions and the fact that v+ and v− are triangular vectors lead us to introduce
new variables α,β and χ , with 2α + 2β + 2χ = 1, given by
ρ21 = β + χ , ρ22 = α + χ , ρ23 = α + β
These α,β and χ are given in the picture of Fig. 1, recalling that ρ2
1
, ρ2
2
and ρ2
3
represent the three sides
of a triangle with perimeter of length one, and possibly degenerate (area zero).
|BC| = ρ21 = β + χ , |AC| = ρ22 = α + χ , |AB| = ρ23 = α + β.
With these new variables, we can write the complex numbers eiφ and eiψ from the solutions of Eq.
(3.11) as follows:
eiφ = α(β − χ) − χ(β + χ) ± i
√
2αβχ
(α + χ)(β + χ) ,
eiψ = α(χ − β) − β(β + χ) ∓ i
√
2αβχ
(α + β)(β + χ) ,
where one of the two combinations of signs gives the correct values for eiφ and eiψ .
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Then the vectors v+ and v− can be written as
v+ =
(√
β + χ ,√α + χeiη ,√α + βeiξ) (3.12)
and
v− =
(√
β + χ , α(β − χ) − χ(β + χ) ± i
√
2αβχ√
α + χ(β + χ) e
iη ,
α(χ − β) − β(β + χ) ∓ i√2αβχ√
α + β(β + χ) e
iξ
)
. (3.13)
A unitary eigenvector vμ associated to the eigenvalue μ is given by the conjugated cross-product,
vμ =
(
α(β − χ) ∓ i√2√αβχ√
α + β√α + χ(β + χ)e
−i(η+ξ),− β ∓ i
√
2
√
αβχ√
α + β√β + χ e
−iξ , χ ± i
√
2
√
αβχ√
α + χ√β + χ e
−iη
)
. (3.14)
Again we can write M = B∗DB where B is the change of base matrix from the canonical base to the
orthonormal base {v+, v−, vμ}; B∗ is the adjoint of B and D is the diagonal matrix with λ,−λ and μ in
the diagonal (from top to bottom). The product B∗DB gives the expression of M as in formulas (3.9)
and (3.10) with the two possible combinations of signs. 
Remark 3.10. For minimal matrices of extremal type, the construction of the corresponding numbers
α,β and χ as in Fig. 1, would lead to one of the three extremal points (vertices) α = 1/2,β = 1/2 or χ =
1/2 of the simplex (the equilateral triangle) 2α + 2β + 2χ = 1 in the ﬁrst octant of the (α,β,χ)-space.
Theorem 3.11 (Construction). Let M be a hermitian matrix, M ∈ Mh
3×3(C). If M is of extremal type, or if
M is of non-extremal type, with λ |μ|, then M is minimal.
Proof. LetM be a hermitian matrix,M ∈ Mh
3×3(C) of extremal or non-extremal type, then by Remark
3.8 the parameters λ > 0 andμ, correspond to the norm ‖M‖ = λ and the trace Tr(M) = μ ofM. A direct
calculation shows that matrices of these two types have both λ and −λ as eigenvalues and for them
correspond eigenvectors v+ and v− which form a triangular-pair. Then by Theorem 3.6 these matrices
are minimal. 
Theorem 3.12 (Non-extremals and Extremals). Let M be a hermitian matrix,M ∈ Mh
3×3(C). Then M is
minimal if and only if M is of one of the two types: extremal or non-extremal.
Proof. Immediate from Theorems 3.9 and 3.11. 
Fig. 1. The construction of α,β and χ .
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3.3. Minimal 3× 3matrices in a class
3.3.1. The algebraic setting of the problem
Any matrixM ∈ Mh
3×3(C) can be written as,
M =
⎛
⎝a x y¯x¯ b z
y z¯ c
⎞
⎠ , (3.15)
where a, b, c ∈ R and x, y, z ∈ C. Observe that the quotient spaceM is homeomorphic to C3 − {0}
because the class of M, [M] ∈M, is given by the triple (x, y, z) of complex numbers. From Remark 3.1
in page 1909, we have that the three real eigenvalues of every minimal matrix M ∈ Mh
3×3(C), are:
some λ ∈ (0,+∞), the opposite −λ and an intermediate number μ (|μ| λ). This fact imposes some
necessary conditions to the coefﬁcients u, v and w of the characteristic polynomial, det(M −I) =
−3 + u2 + v+ w, of every minimal matrixM:
Claim 3.13. Let u, v and w be the coefﬁcients of the characteristic polynomial of a hermitian matrix
M, det(M − I) = −3 + u2 + v + w : Then M has two eigenvalues of opposite signs if and only if
the coefﬁcients u, v and w satisfy:
uv + w = 0. (3.16)
Proof of claim 3.13. (⇒) We have two equations, for the two roots λ and −λ,
−λ3 + uλ2 + vλ + w = 0, and λ3 + uλ2 − vλ + w = 0.
Adding and subtracting these equations we get
uλ2 + w = 0, and − λ2 + v = 0. (3.17)
Then, the coefﬁcients u, v and w must satisfy the equation uv + w = 0.
(⇐) Suppose the equation uv + w = 0 is satisﬁed, then
det(M − I)=−3 + u2 + v + w = −3 + u2 + v − uv
=−(2 − v)( − u),
which means that λ = √v and λ = −√v are two real eigenvalues ofM. 
For any minimal matrix M, λ = √v > 0 and, in the notation above, the coefﬁcient u is the trace of
the matrix. The condition |μ| λ can be written as u2  v.
For a ﬁxed class [M0] ∈M, of a matrix M0 ∈ Mh3×3(C), we consider the real variety given by the
equation:
 :=uv + w = 0. (3.18)
Any minimal matrix M in the class [M0], must lie in , and it must be a minimum for the function
λ2(= v) over the real variety . Observe that the function λ2 is itself a polynomial. Suppose now
that the matrix M given in (3.15) is minimal. Let us rewrite Eq. (3.18) in terms of elements of the
matrixM.
 :=(a + b)(a + c)(b + c) − (a + b)|x|2 − (a + c)|y|2 − (b + c)|z|2 − 2Re(xyz) = 0. (3.19)
The diagonal elements (a, b, c) ∈ R3 ofM, must satisfy this cubic equation forM a minimal matrix.
Similarly, from Eq. (3.17) we get
λ2 = |x|2 + |y|2 + |z|2 − ab − ac − bc. (3.20)
To simplify the expression of the map , we introduce the following linear change of variables,
a = (r + s − t)/2, b = (t + r − s)/2, c = (s + t − r)/2.
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The equations above change to give a new description of  and a new expression for λ2,
 :=rst − r|x|2 − s|y|2 − t|z|2 + 2Re(xyz) = 0,
and the function to minimize,
λ2(r, s, t) = 1
4
(r2 + s2 + t2) − 1
2
(rs + rt + st) + |x|2 + |y|2 + |z|2.
3.3.2. Finding the minimal matrix of a class [M] inM
To ﬁnd the minimal matrix (or matrices) in the class [M0] we just have to minimize λ2(r, s, t) on
. We shall consider four cases depending on the triple (x, y, z). Figures representing  are shown in
each case. Theorem 3.14 below states that only in the fourth case there might be multiple minima in
the given class [M0]. Two rounded surfaces, shown in the ﬁrst three ﬁgures, do not belong to , they
represent the bounding surfaces μ = ±λ in between which the (unique) minimum is located.
1. When Im(xyz) /= 0.
In this case the surface is regular (a smoothmanifold) and themethod of Lagrangemultipliers
can be used to ﬁnd the uniqueminimum in the class. In the ﬁgure to the right, themiddle portion
represents the component satisfying u2  v, and the dark point indicates the minimum.
2. When Im(xyz) = 0 and Re(xyz) /= 0.
In this case the surface  is not regular, has one singular point which is the unique minimum
in the class. In the ﬁgure to the right, two components of  touch at the singular point which is
the minimum.
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3. When Im(xyz) = 0 = Re(xyz), and exactly one of the coordinates in the triple (x, y, z) vanishes.
In this case the surface  is regular; the class has a unique minimum at the origin, (r, s, t) =
(0, 0, 0) = (a, b, c) as shown in Theorem3.15 below. Observe that in the ﬁgure the vertical “t-axis"
lies in .
4. When Im(xyz) = 0 = Re(xyz), and exactly two of the coordinates in the triple (x, y, z) vanish.
In this case the surface  is not regular along two curves, the two branches of the hyperbola
shown in the ﬁgure, and the class has multiple minima, represented by the segment shown in
the ﬁgure joining the two branches of the hyperbola.
Theorem of uniqueness
The main purpose of this section is to prove the following uniqueness theorem.
Theorem 3.14 (Uniqueness). For every class [M] ∈M, there is only one minimal matrix, unless two of
the coordinates vanish in the triple (x, y, z).
Proof of Theorem 3.14. Suppose that there exist two minima M1 and M2 in the same class [M] ∈M.
Necessarily the segment of matrices, ξM1 + (1− ξ)M2, for 0 ξ  1, is contained in that class. This
implies that there exist a segment (r0 + ρξ , s0 + σξ , t0 + τξ), ξ ∈ [0, 1], contained in the variety  = 0,
with direction vector (ρ, σ , τ) /= (0, 0, 0) ∈ R3 and along which λ2 is constant. Let us write equations
(3.19) and (3.20) for the matrices with (r, s, t) = (r0 + ρξ , s0 + σξ , t0 + τξ),
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 = 0 = m0 + m1ξ + m2ξ2 + m3ξ3, and λ2(a, b, c) = n0 = n0 + n1ξ + n2ξ2.
Conditionm0 = 0 states that the initial point (a, b, c) = (r0, s0, t0) is in  = 0, and the coefﬁcient n0
gives the constant value of λ2. Then the following equations must hold,
m1 = 0 = ρ|x|2 + σ |y|2 + τ |z|2 − s0t0ρ − r0t0σ − r0s0τ.
m2 = 0 = t0ρσ + r0τσ + s0ρτ.
m3 = 0 = ρστ.
n1 = 0 = r0(ρ − σ − τ) + t0(τ − ρ − σ) + s0(σ − ρ − τ).
n2 = 0 = (ρ2 + σ2 + τ2 − 2στ − 2ρτ − 2σρ)/2. (3.21)
We will assume ﬁrst that y and z are not equal to zero. The equationm3 = 0 says that one of ρ, σ or
τ has to be zero.
• Suppose ﬁrst that ρ = 0, then completing squares in Eq. (3.21), n2 = 0, we get τ = σ and the
equations above reduce to,
m1 = 0 = σ(|y|2 + |z|2) − r0σ(s0 + t0),m2 = 0 = r0σ2,n1 = 0 = −2r0σ.
In this case, equationsm2 = 0 and n1 = 0 both imply r0 = 0 or σ = 0. If r0 = 0, thenm1 implies
σ = 0. Then we have a contradiction for we get (ρ, σ , τ) = (0, 0, 0).
• Now suppose that σ = 0 then completing squares in Eq. (3.21) we get τ = ρ and the original set
of equations reduce to,
m1 = 0 = ρ(|x|2 + |z|2) − ρs0(t0 + r0),m2 = 0 = s0ρ2,n1 = 0 = −2s0ρ.
In this case, equationsm2 = 0 and n1 = 0 both imply s0 = 0 or ρ = 0. If s0 = 0 thenm1 = ρ(|x|2 +
|z|2) = 0 and then ρ = 0. Again we have a contradiction for we get (ρ, σ , τ) = (0, 0, 0). Similarly
if τ = 0 we get the contradiction (ρ, σ , τ) = (0, 0, 0).
It remains now consider the cases when x and z are non-zero, or when x and y are non-zero. It is
clear from the analysis above, and from the symmetries in the problem, that if two minima are in the
same class, then two of its coordinates (x, y, z) must be equal to zero. 
Classes with exactly one of its coordinates equal to zero
Formatriceswith exactly one of x, y or z equal to zero, it is easy to ﬁnd theminima in their classes, as
stated in the theoremthat follows. This is in turn, a consequenceof thedescription for thenon-extremal
matrices (in page 8):
Theorem 3.15. For a class having only one of its (x, y, z) coordinates equal to zero, the minimal matrix in
the class is the one with the zero diagonal.
Proof of Theorem 3.15. From Section 3.2 the classes of non-extremal type minimum matrices are
described by
M12 = λχ − 2μαβ ± i(λ + μ)
√
2αβχ√
(α + χ)(β + χ) e
−iη ,
M31 = λβ − 2μαχ ± i(λ + μ)
√
2αβχ√
(α + β)(β + χ) e
−iξ , and
M23 = λα − 2μβχ ± i(λ + μ)
√
2αβχ√
(α + β)(α + χ) e
−i(ξ−η).
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Recall that Definition 3.5 of non-extremal matrices, in page 1914, does not admit two of the three
parameters α,β or χ equal to zero (the formulas above would not even make sense). Let us now
suppose that the x coordinate is zero, i.e.M12 = 0. Then
λχ − 2μαβ = 0, and, (λ + μ)
√
2αβχ = 0
Recall λ > 0. If μ = −λ then χ = −2αβ; but χ  0 so either α or β is zero and χ = 0. We conclude that
either the pair of parameters α,χ or the pair β,χ are both zero, which is not allowed in non-extremal
matrices. Nowsuppose thatχ = 0, thenμαβ = 0 and the only solution isμ = 0. In this case theminimal
matrix is
M =
√
2λ
⎛
⎝ 0 0
√
βei(ξ−η)
0 0
√
αe−iη√
βe−i(ξ−η)
√
αeiη 0
⎞
⎠ .
A similar analysis in the caseM31 = 0 or the caseM23 = 0 draws the same conclusion. 
3.4. The topology of the set of minimal matrices
In the previous section, Theorem 3.9 gives a light into a parameterization for the set of minimal
matrices M. In this section we shall describe the parameterization and identify M up to homeomor-
phism.
First consider the 2-simplex  = {(α,β,χ) ∈ R3|α + β + χ = 1
2
,α  0,β  0,χ  0}.
Consider D = [−1, 1] × {1} ⊂ R2, and C = {λd ∈ R2|λ > 0,d ∈ D} the positive cone (open cylinder)
generated by D in R2. Consider also W =  × S1 × S1 × C, where S1 is the unit circle in the complex
plane, and let ∇ = W+ unionsq W−, the disjoint union of two copies ofW .
We shall denote the three vertices of  as follows:
vα =
(
1
2
, 0, 0
)
, vβ =
(
0,
1
2
, 0
)
, vχ =
(
0, 0,
1
2
)
. (3.22)
Consider in ∇ the smallest equivalence relation ‘∼’ that contains the relations shown in Table 1.
Consider now G = ∇∼ , the quotient space of ∇ under the equivalence relation described above.
Theorem 3.16 (Topology). The space M of minimal matrices in Mh
3×3(C) is homeomorphic to G = ∇∼ .
A pictorial representation of M is shown in Fig. 2 via the quotient space G = ∇∼ .
Proof of Theorem 3.16. The homeomorphism f : G → M shall be deﬁned by parts:
• For non-vertex points of , i.e. if α + β > 0,β + χ > 0 and α + χ > 0,
f ([(α,β,χ , eiη , eiξ ,μ, λ)±]) = μ
⎛
⎝2α n12 n31n12 2β n23
n31 n23 2χ
⎞
⎠+ λ
⎛
⎝ 0 m12 m31m12 0 m23
m31 m23 0
⎞
⎠ (3.23)
where⎧⎪⎪⎪⎨
⎪⎪⎪⎩
n12 = −2αβ±i
√
2αβχ√
(α+χ)(β+χ) e
−iη
n31 = −2αχ±i
√
2αβχ√
(α+β)(β+χ) e
−iξ
n23 = −2βχ±i
√
2αβχ√
(α+β)(α+χ) e
−i(ξ−η)
and
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
m12 = χ±i
√
2αβχ√
(α+χ)(β+χ) e
−iη
m31 = β±i
√
2αβχ√
(α+β)(β+χ) e
−iξ
m23 = α±i
√
2αβχ√
(α+β)(α+χ) e
−i(ξ−η)
(3.24)
where the choice of sign ‘±’ is takenaccording to the copyW+ orW− where (α,β,χ , eiη , eiξ ,μ, λ)
lies.
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Table 1
Description of the relations that generate the equivalence relation ‘∼’.
For all η, ξ ∈ [0, 2π), all α ∈
[
0, 1
2
]
, and all (μ, λ) ∈ C
(E1)
(
α, 1
2
− α, 0, eiη , eiξ ,μ, λ
)
+ ∼
(
α, 1
2
− α, 0, eiη , eiξ ,μ, λ
)
−
(E2)
(
α, 0, 1
2
− α, eiη , eiξ ,μ, λ
)
+ ∼
(
α, 0, 1
2
− α, eiη , eiξ ,μ, λ
)
−
(E3)
(
0,α, 1
2
− α, eiη , eiξ ,μ, λ
)
+ ∼
(
0,α, 1
2
− α, eiη , eiξ ,μ, λ
)
−
For all ξ , η1, η2 ∈ [0, 2π) and all (μ, λ) ∈ C, taking all possible left and right sign combinations
(V1)
(
1
2
, 0, 0, eiη1 , ei(η1+ξ) ,μ, λ
)
± ∼
(
1
2
, 0, 0, eiη2 , ei(η2+ξ) ,μ, λ
)
±
(V2)
(
0, 1
2
, 0, eiη1 , eiξ ,μ, λ
)
± ∼
(
0, 1
2
, 0, eiη2 , eiξ ,μ, λ
)
±
(V3)
(
0, 0, 1
2
, eiξ , eiη1 ,μ, λ
)
± ∼
(
0, 0, 1
2
, eiξ , eiη2 ,μ, λ
)
±
For all (α,β,χ) ∈ ◦, the interior of , all η, ξ ∈ [0, 2π) and all λ ∈ (0,∞)
(C1) (α,β,χ , eiη , eiξ ,−λ, λ)+ ∼ (α,β,χ , eiη , eiξ ,−λ, λ)−
(C2) (α,β,χ , eiη , eiξ , λ, λ)+ ∼ (α,β,χ , ei(η+η′) , ei(ξ+ξ ′) , λ, λ)− , with eiη′ = χ−2αβ−i2
√
2
√
αβχ
χ−2αβ+i2√2√αβχ and e
iξ ′ = β−2αχ−i2
√
2
√
αβχ
β−2αχ+i2√2√αβχ
Observations:
• Relations (E1), (E2) and (E3)make identiﬁcations of the boundary of one (α,β,χ)-simplexwith the boundary of the other, over
any point of the factor C.
• Relations (V1), (V2) and (V3) collapse the toruses on each one of the three vertices of the (α,β,χ)-simplexes onto a circle, over
any point of the factor C.
• Relations (C1) and (C2) make identiﬁcations between the two toruses, over any point along both boundary edges of the factor
C.
• For the three vertex points of , vα , vβ and vχ ,
f ([(vα; eiη , eiξ ,μ, λ)±]) =
⎛
⎝μ 0 00 0 λei(η−ξ)
0 λe−i(η−ξ) 0
⎞
⎠ (3.25)
f ([(vβ ; eiη , eiξ ,μ, λ)±]) =
⎛
⎝ 0 0 λeiξ0 μ 0
λe−iξ 0 0
⎞
⎠ (3.26)
f ([(vχ ; eiη , eiξ ,μ, λ)±]) =
⎛
⎝ 0 λe−iη 0λeiη 0 0
0 0 μ
⎞
⎠ (3.27)
Claim: f is a well deﬁned mapping
The following sets of equivalent points may need some clariﬁcation:
Ei’s. Performing the calculations presented in formulas (3.23) and (3.24), the± signs can be collected
with the factor
√
αβχ . Then, if αβχ = 0, the double choice of signs disappears.
C1. As above, the± signs can be collected with the factor (μ + λ). Then, if μ = −λ, the double choice
of signs disappears.
C2. If μ = λ, exactly the indicated pairs of phases are mapped to the same matrix, for the corre-
sponding signs.
Claim: the mapping f is continuous
From the form of the formulas deﬁning f , we just need to verify three limits, to any of the vertices
V ∈ {vα , vβ , vχ }, given in formulas (3.22) in page 16:
lim
(α,β,χ)→V
f [(α,β,χ , eiη , eiξ ,μ, λ)±] = f (V ; eiη , eiξ ,μ, λ), given in (3.25), (3.26) and (3.27)
These limits are readily veriﬁed from formulas (3.23) and (3.24) in page 1921.
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Fig. 2. A representation of M via the quotient space G = ∇∼ . The extremal matrices correspond to points in the circles on the
vertices (extremal points) of the triangles.
Claim: the mapping f is surjective
It is clear that all matrices of extremal and non-extremal type are in the image of the mapping f .
Then by Theorem 3.12 the map f is surjective.
Claim: the mapping f is injective
This is the main point in this proof: the identiﬁcations given in Table 1 of page 1922, determine
the injectivity. In fact, for non-extremal type matrices, if two sets of parameters are mapped to the
same matrix, then these sets have the same values for α,β,χ ,μ and λ. In fact μ and λ are the trace and
the norm of the matrix, and the ﬁrst three are given by the triangular-pair of eigenvectors. The only
parameters thatmay change are the (‘phases’ η and ξ , and thesemust be taken in different components
of ∇,+ or −. Equating components, it can be realized that the only way that double phases occur, is
that for a minimal matrixM the product of coordinatesM12M31M23 is a real number. This implies that
the imaginary part of this product is zero, i.e. for the parameterization the following equation holds:
0 = λ(λ2 − μ2)√αβχ (3.28)
Then double representation phases exist in two cases:
1. When μ = ±λ (for non-extremal matrices). This cases are described in C1 and C2 of Table 1.
2. When αβχ = 0. This cases are described with the Ei’s of Table 1.
Claim: the mapping f is a homeomorphism
ConsiderD the generator of the cylinderC. Lets denotewithW1, the compact subspaceofW givenby
W1 =  × S1 × S1 × D ⊂ W . Let ∇1 = W1+ unionsq W1− ⊂ ∇, and G1 = ∇1∼ ⊂ G. Let f1 denote the restriction
of f to the subspace G1. The image of f1 is the subspaceM1 of minimal matrices inMwith norm equal
to one. A well known theorem in General Topology ensures that the bijective and continuousmapping
f1 is a homeomorphism, for its range M1 is a Haussdorf space and its domain G1 is compact.
Observe that the mapping (M1, k) → kM1 from M1 × (0,∞) to M is a homeomorphism, for its
inverse is justM →
(
M
‖M‖ , ‖M‖
)
. Then the bijective continuousmapping g : G1 × (0,∞) → M, given by
(x, k) → kf1(x) is a homeomorphism.
Consider also the mapping h : G → G1 × (0,∞) given by,
h([(α,β,χ , eiη , eiξ ,μ, λ)±]) =
([(
α,β,χ , eiη , eiξ ,
μ
λ
, 1
)
±
]
, λ
)
This mapping h is a homeomorphism for it is the induced quotient map of the trivial homeomorphism
(α,β,χ , eiη , eiξ ,μ, λ)± →
((
α,β,χ , eiη , eiξ ,
μ
λ
, 1
)
±
, λ
)
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Finally the mapping f is a homeomorphism for it is the composition of two homeomorphisms:
f = g ◦ h. 
3.5. Observations on minimal vectors and minimal curves inP(3)
Commentaries on extremal and non-extremal matrices
Recall from Section 3.1.1, the quotient spaceM = Mh
3×3(C)/D3×3 with the quotient norm
|[M]| = inf
D∈D3×3
‖M + D‖,
where ‖ · ‖ is the usual operator norm. The following proposition is easily veriﬁed:
Proposition 3.17. Let M be an extremal matrix with norm ‖M‖ = λ, let μ0 be a real number |μ0| λ and
let O be any neighborhood of [M] in the quotient spaceM. Then there exist in O inﬁnitely many classes in
paths [M(t)] of non-extremal matrices, where each M(t) has norm λ and intermediate eigenvalue μ0, i.e.
with spectrum {−λ,μ0, λ}.
Proof of Proposition 3.17. In Formulas (3.25), (3.26) and (3.27), extremal matrices are written as,
f (V ; eiη , eiξ ,μ, λ) where V ∈ {vα , vβ , vχ }. The proposition follows from the equality of classes inM,
[
lim
(α,β,χ)→V
f (α,β,χ , eiη , eiξ ,μ0, λ)±
]
= [f (V ; eiη , eiξ ,μ, λ)],
for any V ∈ {vα , vβ , vχ }, η, ξ ∈ [0, 2π),μ0,μ ∈ [−λ, λ] with λ > 0.
Let us observe that:
• Each matrix of extremal type contains inﬁnitely many minimal matrices in its class.
• The matrices of non-extremal type are the only minimum in their own classes.
• In the set M of minimal matrices, the matrices of non-extremal type form an open set.
Then we have the following immediate corollary.
Corollary 3.18. In the space M of minimal matrices, those of non-extremal type form an open dense set.
Commentaries on minimal curves inP(3)
The ﬂagmanifoldP(3)hasminimal curves given by the action of exponentials ofminimalmatrices,
as asserted earlier in Theorem1.1 in page 1907. The question arises, in this context, if themultiplicity of
minima in a class could lead to multiple minimal curves starting with the same initial velocity (given
by the class inM).
Multiplying by the imaginary unit i an extremal matrix, we get the anti-hermitian version of an
extremalmatrix. Theexponentials of themultipleminima inaﬁxedclass (possible only in this extremal
type) produce matrices that differ by a factor in the isotropy of the action, hence the corresponding
minimal curves described in Theorem 1.1 are all the same. Hence in P(3) the minimal curves are
unique for a given initial velocity vector X (the class of a minimal matrix).
In conclusion, for close points in P(3), there are unique minimal curves joining them. In the fol-
lowing section, we shall present the space P(4) which has inﬁnitely many minimal curves joining
arbitrarily close points.
4. An example related to minima in 4×4 hermitian matrices
In this sectionweshallpresenta lowdimensional Finslermanifoldwhichhas inﬁnitelymanyminimal
curves joining arbitrarily close points.
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The ﬂag manifoldP(4) of 4-tuples of mutually orthogonal lines in C4
Consider the homogeneous spaceP(4), the ﬂag manifold of 4-tuples of mutually orthogonal lines
in C4. The group of unitary operators in C4 acts on the left inP(4) by sending each complex line to
its image by the unitary operator. Consider the canonical ﬂag pe = (sp{e1}, sp{e2}, sp{e3}, sp{e4}) where
sp{ei} is the complex line spanned by the canonical vector ei in C4. The isotropy of pe is the subgroup
of ‘diagonal’ unitary operators.
Consider the submanifoldPd ofP(4) given by
Pd = {(l1, l2, l3, l4) ∈P(4)|sp{l1, l2} = sp{e1, e2}}
Notice thatPd =W×WwhereW is the ﬂag manifold of couples of mutually orthogonal 1-dimen-
sional complex lines in C2. Notice also that an ordered pair of mutually orthogonal 1-dimensional
complex lines in C2 is totally determined by the ﬁrst complex line of the pair, henceW = CP(2).
Furthermore CP(2) =RS, the Riemann Sphere, henceW =RS.
The minimal curves presented in this example shall be constructed inPd. For a better geometrical
view of those curves we shall identifyRS, via stereographic projection, with the unit sphere S2 in R3,
hence we shall make the identiﬁcationPd = S2 × S2.
A description of the minimal curves
LetN = (N,N) ∈Pd = S2 × S2 be the point whose coordinates are both the North Pole,N ∈ S2. Let
Q = (Q1,Q2) ∈ S2 × S2 be any point ofPd such that Q1 has higher latitude than Q2 in S2 (Q1 is closer
to N than Q2).
We will ﬁx Q so that Q2 is above the equator line (and Q1 is even higher) and present a family of
minimal curves β(t) = (γ1,β(t), γ2(t)), fort ∈ [0, 1], all joiningN to Q.
• The curve γ2(t) in S2 will trace the smaller arc of the great circle that contains N and Q2.
• The family of curves γ1,β(t) will vary continuously with the parameter β.
• Each of the curves of the family γ1,β(t) will parameterize the smaller arc of some circle in S2
that joins N to Q1; the arcs will not be in great circles but for β = 0.
A precise description of the minimal curves
Topresent the curves drawnabovewegive amoremanageable description ofP(4).We consider the
unitary subgroupU = U(4) of the C∗-algebraA = M4(C) of 4 × 4 complexmatrices, and denote with
B the subalgebra of diagonal matrices inA. The homogeneous spaceP(4) is given by the quotient
U/D, whereD =U ∩B is the subgroup of the diagonal unitary matrices. The groupU acts onP(4)
(on the left). The tangent space at 1 (the identity class) is the subspace of anti-hermitian matrices in
Awith zeroes on the diagonal.
We constructPd ⊂P(4) as follows. First consider the subgroup SU(2) × SU(2) ⊂U of special uni-
tary matrices build with two, 2 × 2, blocks on the diagonal. We set Pd ⊂P(4) as the quotient of
SU(2) × SU(2) by the subgroupD of diagonal special unitary matrices. This submanifold is in itself a
product of two copies of the quotientW of SU(2) by the subgroup of diagonal matrices in SU(2). For
the relations among the different groups herementionedwe suggest [8].WewritePd =W×W and
a point ofPd is a class (in a quotient) which in itself has two components which are also classes. We
shall use the notation [U] = ([u1], [u2]) ∈Pd =W×W.
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The minimal curves starting at 1 ∈Pd are of the form γ (t) = [etZ ] where the matrices Z are anti-
hermitianmatrices with zero trace inA built with two blocks of anti-hermitian 2× 2matrices on the
diagonal (each one with zero trace).
The minimality of the curves is granted by Theorem 1.1 for the matrices Z shall be minimal vectors
according to Theorem 2.2. In fact, we shall consider Z ∈Aan of the form
Z =
(
Z1 0
0 Z2
)
where Z1 and Z2 are anti-hermitian 2 × 2 matrices of the form
Z1 =
(
zi r(− sin(α) + i cos(α))
r(sin(α) + i cos(α)) −zi
)
, (4.29)
and
Z2 =
(
0 w
−w 0
)
(4.30)
where z, r,α ∈ R, and w ∈ C.
Theminimality of thesematrices Z is assured in the casewhere |w|2  z2 + r2. In such case, ‖Z‖2 =
|w|2 and, in relation to Theorem 2.2, just consider the operator representation ρ of the C∗-algebra
A = M4(C) on C4, together with the unit vector ξ = (0, 0, 0, 1) ∈ C4.
The two components of the curves inPd
The curve γ (t) = [etZ ] = ([etZ1 ], [etZ2 ]) inPd has two components (inW).
We shall regard the Riemann SphereRS as the complex planeCwith the point ‘∞’ added. Consider
a matrix u in SU(2)
u =
(
a −b¯
b a
)
, where a, b ∈ C and |a|2 + |b|2 = 1.
We consider the mapping L from SU(2) toRS is given by
L(u) = a
b
, if b /= 0, else L(u) = ∞.
It is clear that this mapping induces an explicit diffeomorphism from the quotient of SU(2) by its
diagonal matrices to the Riemann SphereRS.
Consider the unit sphere S2 in R3, and let the equatorial plane, C, represent the ‘ﬁnite’ part of the
Riemann SphereRS. We set ϕ :RS → S2 to be the stereographic projection given as by
ϕ(ζ ) =
(
2ζ
|ζ |2 + 1 ,
|ζ |2 − 1
|ζ |2 + 1
)
∈ C × R = R3, for ζ ∈ C, and
ϕ(∞) = (0, 0, 1) = N ∈ S2 ⊂ R3.
Notice that in the class b /= 0, if ζ = L(u) = a
b
∈ C, then ϕ(ζ ) = (2ab¯, |a|2 − |b|2). If b = 0, then |a| = 1,
hence ζ = L(u) = ∞, then ϕ(ζ ) = (0, 0, 1).
Via a composition of two maps, we deﬁne the diffeomorphism  from W onto S2: for [u] =[(
a −b¯
b a
)]
∈Wwe set,
([u]) = ϕ(L(u)) = (2ab¯, |a|2 − |b|2) = (2ab¯, 1− 2|b|2) ∈ S2.
Considering the curve q(t) = etZ1 in SU(2) with Z1 as in formula (4.29) above, and setting λ =√
r2 + z2, it can be veriﬁed that L(q(t)) ∈RS is given by,
L(q(t)) = z(cos(α) + i sin(α))
r
+ cot(tλ)λ(sin(α) − i cos(α))
r
, if t /∈
{
kπ
λ
|k ∈ Z
}
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Fig. 3. We suppose that Q1 is in the plane generated by jˆ and kˆ.
and,
L(q(t)) = ∞, if t ∈
{
kπ
λ
|k ∈ Z
}
. (4.31)
Notice then that L(q(t)) parameterizes a straight line lq inRS. Hence the curve
([q(t)]) = ϕ(L(q(t)))
is an arc of a circle in S2 (not necessarily a great circle) contained in the plane inR3 that contains both
the line lq, in the equatorial plane, and the North Pole N, in S
2. It can be veriﬁed that this plane has
unit normal vectors given by:
±(cos(β) cos(α), cos(β) sin(α), sin(β))
where cos(β) = r
λ
, sin(β) = z
λ
, with λ =
√
r2 + z2.
Some observations on the curves ([etZ1 ]) and([etZ2 ]) inW.
Letγ1,β(t) = ([etZ1 ]),wherecos(β) = rλ , sin(β) = zλ , with λ =
√
r2 + z2, and let γ2(t) = ([etZ2 ]).
• In the constructions above, the curve γ1,β(t) runs over a great circle in S2 if and only if β = 0
(equivalently z = 0).
• The curve γ2(t) runs over a great circle in S2 (Z2 has parameter z = 0).
• The curve γ1,β(t) varies continuously with the parameter β.
• The curve γ1,β(t) starts at N ∈ S2 and returns to that point exactly for t ∈
{
kπ
λ
|k ∈ Z
}
.
• The curve γ1,β(t) has constant speed 2λ cos(β) in S2.
• The curve γ2(t) has constant speed 2r in S2.
The curves β(t) = (([etZ1 ]),([etZ2 ])) inPd.
Lets give explicit values of the ‘parameters’ z,α, r ∈ R and w ∈ C that deﬁne Z1 and Z2 (according
to formulas (4.29) and (4.30)), so that for t ∈ [0, 1], the curves γ1,β(t) = ([etZ1 ]) and γ2(t) = ([etZ2 ])
join the point N to Q1 and Q2 respectively.
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Suppose that the distances from N to Q1 and Q2 in S
2 are 2φ1 and 2φ2 respectively (with φ1 < φ2).
Bymeansof some rotationof the sphere S2 wemay suppose thatQ1 is in theplanegeneratedby jˆ and
kˆ, as inFig. 3below,andwehave,Q1 = (0, sin(2φ1), cos(2φ1))andQ2 = (sin(2φ2) cos(θ2), sin(2φ2) sin(θ2),
cos(2φ2)).
For Z2 we set w = φ2(− sin(θ2) + i cos(θ2)) so that γ2(1) = ([eZ2 ]) = Q2.
We have to choose the values z,α, r ∈ R and w ∈ C that deﬁne Z1. This is equivalent to chose
β,α, λ ∈ R via the change of variables given by the equations
cos(β) = r
λ
, sin(β) = z
λ
, with λ =
√
r2 + z2.
The parameters α and β are shown in Fig. 3, with the only restriction that the vector
n = (cos(β) cos(α), cos(β) sin(α), sin(β))
is orthogonal to a plane πα,β that contains N and Q1.
The parameter λ is determined after choosing α and β so that the short arc joining N and Q1, in
the intersection of the plane πα,β with the sphere S
2 as in Fig. 3, has length  equal to 2λ cos(β), from
where the value of λ is drawn.
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