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Abstract
In this paper we relate the operators in the operator representations of a generalized
Nevanlinna function NðzÞ and of the function NðzÞ1 under the assumption that z ¼N is
the only (generalized) pole of nonpositive type. The results are applied to the Q-function for S
and H and the Q-function for S and HN; where H is a self-adjoint operator in a Pontryagin
space with a cyclic element w; HN is the self-adjoint relation obtained from H and w via
a rank one perturbation at inﬁnite coupling, and S is the symmetric operator given by
S ¼ H-HN:
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1. Introduction
1.1. First we recall some notions and facts from the extension theory of symmetric
operators in Pontryagin spaces; for the proofs we refer to [9,18,19]. Let S be a
symmetric (not necessarily densely deﬁned) operator in a Pontryagin space
ðPk;/; SÞ; kAN0 :¼ N,f0g; with defect index ð1; 1Þ and let A be a self-adjoint
extension of S in Pk; A can be an operator or a linear relation with nonempty
resolvent set rðAÞ: A defect function jðzÞ associated with S and A is a holomorphic
function on rðAÞ with values in Pk and the properties jðzÞAkerðS  zÞ and
jðzÞ  jðzÞ ¼ ðz  zÞðA  zÞ1jðzÞ; z; zArðAÞ: ð1:1Þ
Then the Q-function associated with S and A is a holomorphic function NðzÞ on rðAÞ
which satisﬁes the relation
NðzÞ  NðzÞ
z  z ¼ /jðzÞ;jðzÞS; z; zArðAÞ; ð1:2Þ
in particular, NðzÞ ¼ NðzÞ; zArðAÞ: This function is uniquely deﬁned up to a real
constant. If z0ArðAÞ is ﬁxed, it is given by
NðzÞ ¼ Nðz0Þ þ ðz  z0Þ/jðzÞ;jðz0ÞS;
that is, with u ¼ jðz0Þ
NðzÞ ¼ Nðz0Þ þ ðz  z0Þ/ðI þ ðz  z0ÞðA  zÞ1Þu; uS; zArðAÞ: ð1:3Þ
If the minimality condition
Pk ¼ spanfjðzÞ j zArðAÞg ð1:4Þ
is satisﬁed, it belongs to the class Nk of generalized Nevanlinna functions with k
negative squares. Recall thatNk is the set of all functions NðzÞ which are deﬁned and
meromorphic in Cþ,C; such that NðzÞ ¼ NðzÞ and that the kernel
NNðz; zÞ ¼ NðzÞ  NðzÞ

z  z ; z; zArðNÞ;
has k negative squares; here rðNÞ denotes the domain of holomorphy of NðzÞ: If
k ¼ 0; the classN0 consists of all Nevanlinna functions, these are the functions NðzÞ
which are holomorphic in Cþ,C and such that NðzÞ ¼ NðzÞ and
Im NðzÞ
Im z
X0; zACþ,C:
Also, conversely, each function NðzÞANk is a Q-function associated as above with a
symmetric operator S in some Pontryagin space Pk and a self-adjoint extension A of
S in Pk; which are uniquely determined up to unitary equivalence if the minimality
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condition (1.4) is satisﬁed. This condition also implies that rðAÞ ¼ rðNÞ: In this
situation we write for short
NðzÞBS; A in Pk;
always assuming that (1.4) holds. If NðzÞBS; A in Pk then S is a densely deﬁned
symmetric operator if and only if the function NðzÞANk has the properties
ðaÞ lim
y-þN y Im NðiyÞ ¼ þN; ðbÞ limy-N y
1NðiyÞ ¼ 0: ð1:5Þ
In fact, ðaÞ3dom S ¼ dom A; and ðbÞ3dom A ¼ Pk: This holds, in particular,
also for k ¼ 0 in which case P0 is a Hilbert space.
A function NðzÞANk has k poles or generalized poles of nonpositive type,
counted according to their multiplicities, in the closed upper half-plane, see [20,22]. If
z ¼N is the only pole of nonpositive type or generalized pole of nonpositive type of
the generalized Nevanlinna function NðzÞ (or, equivalently (see [21]), the spectrum of
A in the operator representation of NðzÞ is real and all the spectral points of A in
R are of positive type), then, according to [2,19], NðzÞ is characterized by a
representation
NðzÞ ¼ cðzÞmN0ðzÞ þ pðzÞ; cðzÞ :¼ ðz  z0Þðz  z0Þ; ð1:6Þ
where z0AC\R; mAN0; N0ðzÞAN0; and pðzÞ is a real polynomial. Representation
(1.6) can always be chosen such that it is irreducible, that is, has the properties
m is minimal; lim
y-N
y1N0ðiyÞ ¼ 0; Re N0ðiÞ ¼ 0;
and then this representation is unique. Here the last equality is a normalization
condition on N0ðzÞ: If m40; then the minimality of m is equivalent to (1.5)(a) with
N0ðzÞ instead of NðzÞ:
In this paper we study functions from the slightly smaller classNNk : By deﬁnition
this is the class of functions NðzÞANk with irreducible Representation (1.6) in
which, also when m ¼ 0; (1.5) holds for N0ðzÞ instead of NðzÞ: Thus, NðzÞANNk if
and only if NðzÞANk has a representation of form (1.6), where the Nevanlinna
function N0ðzÞ has the properties
lim
y-þN y Im N0ðiyÞ ¼ þN; limy-N y
1N0ðiyÞ ¼ 0; Re N0ðiÞ ¼ 0: ð1:7Þ
Functions of form (1.6) with m ¼ 0 and
lim
y-þN y Im N0ðiyÞoþN; limy-N y
1N0ðiyÞ ¼ 0
are studied in [4].
1.2. We outline the contents of the paper. In Section 2 we consider a self-adjoint
operator H in a Pontryagin space Pk with cyclic element w and form the rank one
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perturbation H þ a/; wSw; aAR: Inﬁnite coupling by letting a-N yields a self-
adjoint relation HN: If S is the symmetric operator S :¼ H-HN; then the Q-
functions QðzÞBS; H and QNðzÞBS; HN in Pk satisfy the relation QNðzÞ ¼
QðzÞ1; see Theorem 2.1. Recall that if NðzÞANk then also the function1 bNðzÞ :
¼ NðzÞ1 belongs to the same class Nk and the resolvents of the operators
appearing in the representations are one-dimensional perturbations of each other,
see for example [23].
In Section 3 we show that in representation (1.3) of a function bNðzÞANk:
bNðzÞ ¼ bNðz0Þ þ ðz  z0Þ/ðI þ ðz  z0Þð bA  zÞ1Þu; uS; zArð bAÞ;
bA is not an operator but a linear relation if and only if for the inverse function
NðzÞ ¼  bNðzÞ1 the representation corresponding to (1.3) simpliﬁes to
NðzÞ ¼ /ðA  zÞ1w; wS ð1:8Þ
with some element wAPk:
The main results of this paper, Theorems 4.2 and 5.1, concern the following
question: Given a function NðzÞANk such that bNðzÞ belongs to NNk and has the
irreducible representation (1.6):
bNðzÞ ¼ cðzÞm bN0ðzÞ þ pðzÞ:
Then, according to what was said above, there exist a symmetric operator S and a
self-adjoint extension A in a Pontryagin space Pk; a symmetric operator bS; a self-
adjoint extension bA in a Pontryagin space bPk; and a symmetric operator S0 and a
self-adjoint extension A0 in a Hilbert space H0 such that
NðzÞBS; A in Pk; bNðzÞBbS; bA in bPk; bN0ðzÞBS0; A0 in H0: ð1:9Þ
What are the connections between these operators or relations and between the
spaces? We mention already here that the spaces Pk and bPk and also S and bS can be
chosen to coincide, which implies that A and bA are self-adjoint extensions of the
same symmetric operator.
In Section 4, we specialize to functions NðzÞANk of form (1.8) for which the
corresponding functions bNðzÞ belong to NNk : In Theorem 4.2, we give an analytic
and an operator characterization of such functions NðzÞ and an operator
characterization of bNðzÞ: The analytic description of NðzÞ concerns its asymptotic
behavior at z ¼N; the operator description of NðzÞ concerns the smoothness of the
element w: wAdom Amþq1\dom Amþq and the signature of the space L ¼
spanfw; Aw;y; Amþq1wg in the space Pk in terms of m; qAN0; m þ q41: Finally,
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this subspace L is the root space at z ¼N of the linear relation bA appearing in the
operator characterization of bNðzÞ:
In Section 5, we apply these results to the self-adjoint operator H with cyclic
element w and the self-adjoint relation HN obtained by inﬁnite coupling in Section 2.
We mention that in the case k ¼ 1 the signature of the root subspace of HN at N
was studied in [5].
As an example and motivation for this paper we consider in the next subsection of
this introduction the Bessel operator. In the last subsection we give some deﬁnitions
and basic facts which will be used in the sequel.
The singular perturbation studied in our earlier paper [10] led essentially
to generalized Nevanlinna functions of class NNk with irreducible representation
(1.6) in which m ¼ k and hence deg pðzÞp2m: However, in [10] also a more
explicit description of the underlying models and the free parameters was given.
In another paper such models will also be considered for functions of NNk
with mak:
1.3. As a motivation for these studies we consider the Bessel differential expression
of order nAR
ln :¼  d
2
dx2
þ n
2  1
4
x2
on ð0; 1 ð1:10Þ
in the Hilbert space H0 ¼ L2ð0; 1Þ; for details see [7] and also [11], where the
expression is considered on the interval ð0;NÞ: At the regular endpoint 1 we ﬁx the
boundary condition yð1Þ ¼ 0: At the singular endpoint 0 the expression is limit circle
if jnjo1 and limit point if jnjX1: Thus the minimal operator Ln associated with ln in
H0 is symmetric and has defect index ð1; 1Þ if jnjo1 and it is self-adjoint if jnjX1:
For the sake of simplicity we restrict n to nAD0 :¼ ð0; 1Þ and nAD1 :¼ ð1;NÞ\N:
If nAD0; the function
jNn ðx; zÞ ¼
p
2 sin pn
zn=2x1=2
Jnð
ﬃﬃ
z
p Þ
Jn
ﬃﬃ
z
pð Þ Jnðx
ﬃﬃ
z
p Þ  Jn x
ﬃﬃ
z
p  
belongs to L2ð0; 1Þ and satisﬁes the Bessel differential equation lny  zy ¼ 0; hence
jNn ð; zÞAkerðLn  zÞ: ð1:11Þ
It turns out to be a defect function with corresponding Q-function
QNn ðzÞ ¼ QNn ðz0Þ þ ðz  z0Þ/jNn ð; zÞ;jNn ð; zÞSL2ð0;1Þ ¼ 
p
2 sin pn
zn
Jnð
ﬃﬃ
z
p Þ
Jnð
ﬃﬃ
z
p Þ ;
where z0ArðQNn Þ: The formula implies that
rðQNn Þ ¼ C\fzAC j zn=2Jnð
ﬃﬃ
z
p Þ ¼ 0g
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and hence the choice z0 ¼ 0 is admissible. It can also be shown that
jnðx; zÞ ¼
jNn ðx; zÞ
QNn ðzÞ
¼ zn=2x1=2 Jn
ﬃﬃ
z
pð Þ
Jn
ﬃﬃ
z
pð ÞJn x
ﬃﬃ
z
p  Jn x ﬃﬃzp   ð1:12Þ
is a defect function and that the corresponding Q-function is given by
QnðzÞ ¼ QNn ðzÞ1 ¼ 
2 sin pn
p
zn
Jnð
ﬃﬃ
z
p Þ
Jnð
ﬃﬃ
z
p Þ: ð1:13Þ
If nAD0 then both functions QNn ðzÞ and QnðzÞ belong to the Nevanlinna class N0:
The defect functions jNn ð; zÞ and jnð; zÞ are also well deﬁned if nAD1; however for
zACþ,Cthey do not belong to the space L2ð0; 1Þ: Moreover, the functions QNn ðzÞ
and QnðzÞ exist for nAD1; but one can show that they are no longer Nevanlinna
functions but generalized Nevanlinna functions from the class Nk with k ¼ nþ12
 
and that the function QNn ðzÞ has a representation as NðzÞ in (1.6). According to what
was said above, there are a Pontryagin space Pk; self-adjoint operators or relations
HN and H; a symmetric operator S ¼ HN-H in Pk; a Hilbert space H0; a self-
adjoint operator A0 and a symmetric operator S0 in H0; such that
QNn ðzÞBS; HN in Pk; QnðzÞBS; H in Pk; Q0ðzÞBS0; A0 in H0;
where Q0ðzÞ denotes the Nevanlinna function N0ðzÞ in representation (1.6) of QNn ðzÞ:
As mentioned above, if nAD1 the minimal operator Ln associated with the Bessel
expression ln is self-adjoint. We call in this case Ln the Bessel operator. There arises
the problem to describe for nAD1 the spaces Pk andH0; the operators S; H; S0; A0;
and the relation HN in terms of the Bessel operator.
We mention two methods to construct these spaces and operators. Here we always
suppose that nAD1 is ﬁxed and often we do not write the index n:
In the singular perturbation approach we start from the triplet fH0; A0; wg; where
H0 ¼ L2ð0; 1Þ; A0 ¼ Ln is the Bessel operator in the Hilbert space L2ð0; 1Þ and w is
the generalized element
w ¼ ðA0  z0ÞjNð; z0Þ:
It will be shown in [7] that wAHk1\Hk ( for the deﬁnition of these scale spaces
associated with A0 we refer to Section 1.4 below) and that the function Q
NðzÞ admits
the representation
QNðzÞ ¼ cðzÞkQ0ðzÞ þ pðzÞ;
where
Q0ðzÞ ¼ a  i Im Q0ðz0Þ þ ðz  z0Þ/ðA0  zÞ1ðA0  z0Þkw; ðA0  z0Þk1wSL2ð0;1Þ
with aAR such that Re Q0ðiÞ ¼ 0 and pðzÞ is a real polynomial of degree at most 2k:
The Pontryagin space Pk is obtained via a completion argument and turns out to
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have the form
Pk ¼H0"ðL6MÞ;
where L is a k-dimensional neutral subspace and M is the span of the functions
uj ¼ 1ð j  1Þ!
d j1
dz j1
jNð; zÞjz¼z0AHk1þj\Hkþj ; j ¼ 1; 2;y; k:
The self-adjoint relation HN in Pk; which corresponds to the function QNðzÞ; is a
‘lifting’ of the self-adjoint operator A0 inH0 to Pk such thatL is the root subspace
of HN atN; in fact H0 is a Hilbert subspace of Pk
P0ðHN  zÞ1jH0 ¼ ðA0  zÞ1;
where P0 is the projection in Pk onto H0; and hence
sðQNÞ ¼ sðHNÞ ¼ sðA0Þ,fNg:
The operator H corresponding to QðzÞ ¼ QNðzÞ1 in (1.13) is deﬁned via its
resolvent
ðH  zÞ1 ¼ ðHN  zÞ1 /;j
Nð; zÞS
QNðzÞ j
Nð; zÞ:
In a more abstract setting this construction was developed by Shondin [25], van
Diejen and Tip [6], and Dijksma et al. [10] in order to study the formal singular
perturbation
A0 þ t1/; wSL2ð0;1Þw; tAR:
In the infinite coupling approach which we use in [7] we start with a triplet
fPk; H; wg constructed from the function jð; zÞ in (1.12) and the function QðzÞ in
(1.13) as follows. The space Pk is the Pontryagin space generated by the sequence of
functions jNð; lnÞ; where jNð; zÞ :¼  1QðzÞ jð; zÞ and the ln are the poles of QðzÞ;
and equipped with the inner product inherited from the case 0ono1 by analytic
continuation arguments (cf. [13]) as explained, for example, in [11]. A self-adjoint
operator H is deﬁned in Pk by means of the relations
HjNð; lnÞ ¼ lnjNð; lnÞ;
thus the spectrum of H coincides with the set of poles of QðzÞ: It will be shown in [7]
that there exists an element wAdom Hk1\dom Hk such that
jð; zÞ ¼ ðH  zÞ1w;
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the k-dimensional subspace
L :¼ spanfw; Hw;y; Hk1wg
is neutral, w is cyclic for H in Pk; and
QðzÞ ¼ /ðH  zÞ1w; wS; zArðQÞ ¼ rðHÞ:
We consider the one-parameter family of self-adjoint operators
H/aS ¼ H þ a/; wSw; aAR:
If a-N the limit
lim
a-N
H/aS ¼: HN
exists in the strong resolvent sense and deﬁnes a self-adjoint relation HN; such that
QNn ðzÞBS; HN in Pk with S ¼ HN-H:
In an abstract Hilbert space situation Kiselev and Simon [16] termed HN the rank
one perturbation of H and w with infinite coupling; here we use their terminology
(cf. also Gesztesy and Simon [14]). The inﬁnite coupling approach was also used in
connection with the Laguerre differential expression
ln :¼ x d
2
dx2
 ð1þ n xÞ d
dx
on Rþ ¼ ð0;NÞ
and the Hilbert spaceH0 ¼ L2ðRþ; wnÞ with weight function wnðxÞ ¼ xnex in [3,12].
In this paper the inﬁnite coupling approach is developed in an abstract Pontryagin
space setting.
1.4. We conclude the introduction with some notations, deﬁnitions and basic facts
which will be used in the sequel. A function NðzÞ belongs to the classN0 if and only
if it admits an integral representation
NðzÞ ¼ aþ bz þ
Z
R
1
t  z 
t
t2 þ 1
 
dsðtÞ; ð1:14Þ
where aAR; bX0 and sðtÞ is a nondecreasing function on R such thatZ
R
1
t2 þ 1 dsðtÞoN:
We have
a ¼ Re NðiÞ; b ¼ lim
y-N
1
y
Im NðiyÞ ¼ lim
y-N
1
iy
NðiyÞ;
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and if b ¼ 0; then
y Im NðiyÞ ¼
Z
R
y2
t2 þ y2 dsðtÞ:
Thus (b) in (1.5) holds if and only if b ¼ 0; and if this holds then (a) in (1.5) is
equivalent to
R
R
dsðtÞ ¼N:
The following proposition is a direct consequence of [18, Hauptsatz] and a remark
on this paper. We give a more analytic proof and for this we use the following lemma
proved in [15, Propositions 1.3 and 1.7].
Lemma 1.1. For NðzÞAN0 and bNðzÞ ¼ NðzÞ1 we have
(i) NðzÞ ¼ gþ R
R
dsðtÞ
tz with
R
R
dsðtÞoN3supy40 y Im NðiyÞoN:
(ii) limy-N y
1 Im NðiyÞ403limy-N bNðiyÞ ¼ 0 and supy40 y Im bNðiyÞoN:
Proposition 1.2. If NðzÞAN0 then NðzÞ satisfies (1.5) if and only if bNðzÞ satis-
fies (1.5).
Proof. It sufﬁces to prove the ‘‘)’’ part. Assume NðzÞ satisﬁes (1.5). The inequality
1
y
j bNðiyÞj ¼ 1
yjNðiyÞjp
1
yjIm NðiyÞj; y40;
and (1.5)(a) for NðzÞ implies (1.5)(b) for bNðzÞ: We now prove that bNðzÞ satisﬁes (a).
Suppose the opposite holds: supy40 y Im bNðiyÞoN: Then by Lemma 1.1(i),
bNðzÞ ¼ gþ Z
R
dsðtÞ
t  z ; d :¼
Z
R
dsðtÞoN:
There are two possibilities: g ¼ 0 and ga0: If g ¼ 0; then by Lemma 1.1(ii), we have
limy-N y
1 Im NðiyÞ40 which contradicts (b) for NðzÞ: If ga0; then
NðzÞ ¼  1
gþ R
R
dsðtÞ
tz
and NðiyÞ ¼  1
g
þ id
g2
1
y
þ o 1
y
 
; y-N:
Hence y Im NðiyÞ ¼ dg2 þ oð1Þ: But this contradicts (a) for NðzÞ: Thus bNðzÞ
satisﬁes (a). &
If NðzÞANk; then z ¼N is the only pole of nonpositive type or generalized pole
of nonpositive type if and only NðzÞ admits integral representations of the form
NðzÞ ¼ cðzÞm
Z
R
1
t  z 
t
t2 þ 1
 
dsðtÞ þ pcðzÞ ð1:15Þ
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with cðzÞ ¼ ðz  z0Þðz  z0Þ; z0AC\R; mAN0; a nondecreasing function sðtÞ on R
such that
R
R
ðt2 þ 1Þ1 dsðtÞoN; and a real polynomial pcðzÞ of degree c: This
follows from (1.6) and (1.4). As mentioned in Section 1.1 this representation can
always be chosen irreducible which in terms of m and sðtÞ means that either m ¼ 0;
or m40 and
R
R
dsðtÞ ¼N; and then the representation is unique. For the number k
of negative squares of NANk with this irreducible representation the following
formula holds, see [19, Lemma 3.3]; here ac denotes the leading coefﬁcient of the
polynomial pcðzÞ:
k ¼
m if cp2m;
cþ 1
2
if c42m; c is odd and aco0;
c
2
 
otherwise:
8>><>>>: ð1:16Þ
The functions NðzÞ in the class NNk are characterized as having an irreducible
representation (1.15) in which
R
R
dsðtÞ ¼N (even in the case m ¼ 0).
Remark 1.3. Assume NðzÞANNk has the irreducible representation (1.15) and the
irreducible representation
NðzÞ ¼ c1ðzÞm1
Z
R
1
t  z 
t
t2 þ 1
 
ds1ðtÞ þ qðzÞ
with c1ðzÞ ¼ ðz  z1Þðz  z1Þ; z1AC\R; m1AN0; a nondecreasing function s1ðtÞ on R
such that
R
R
ðt2 þ 1Þ1 ds1ðtÞoN; and a real polynomial qðzÞ: Then by the Stieltjes–
Livˇsic inversion formula we have cðtÞmdsðtÞ ¼ c1ðtÞm1ds1ðtÞ: HenceZ
R
cðtÞm
c1ðtÞm1ðt2 þ 1Þ dsðtÞ ¼
Z
R
ds1ðtÞ
t2 þ 1oN;
and this inequality and
R
R
dsðtÞ ¼N imply m1Xm: By the same reasoning mXm1;
and therefore m ¼ m1: Finally, the difference
pcðzÞ  qðzÞ ¼
Z
R
c1ðzÞmcðtÞm  c1ðtÞmcðzÞm
t  z
ðtz þ 1Þ
cðtÞmðt2 þ 1Þ dsðtÞ
is a polynomial of degreep2m: Now it readily follows that the deﬁnition of the class
NNk is independent of the choice of the reference point z0AC\R: Note that for a
given NðzÞANNk this point can actually be chosen from the larger set rðNÞ:
If A is a self-adjoint operator or a self-adjoint relation in some Pontryagin space
Pk; the element wAPk is called cyclic for A if
Pk ¼ spanfw; ðA  zÞ1w j zArðAÞg;
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or, equivalently, if for some (and then for every) z0ArðAÞ; the function jðzÞ ¼
w þ ðz  z0ÞðA  zÞ1w generates or spans the space Pk; that is, Pk ¼
spanfjðzÞ j zArðAÞg: If A is an operator then w is cyclic for A if and only if
Pk ¼ spanfðA  zÞ1w j zArðAÞg:
With an unbounded self-adjoint operator A0 in the Hilbert space H0 the scale of
spaces Hk; k ¼71;72;y; is deﬁned as follows. For positive index k; Hk is the
linear space dom Ak0 equipped with the inner product and norm
/x; ySk :¼
Xk
j¼0
/Aj0x; A
j
0yS0; jjxjjk :¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
/x; xSk
p
:
Denote by Jk the inclusion map Hk+H0: For fAH0; the anti-linear mapping
xAHk// f ; JkxS0
is bounded on Hk; and we set
jj f jjk :¼ sup
/ f ; JkxS0
jjxjjk
:
Then jj  jjk deﬁnes a norm on H0; and the completion of H0 with respect to this
norm is the Hilbert space Hk: For further properties of these spaces see [1,10].
2. Rank one perturbation at inﬁnite coupling
2.1. Let H be a self-adjoint operator in the Pontryagin space Pk and let wAPk be a
cyclic element for H: For aAR we consider the rank one perturbation H/aS of H
deﬁned by
H/aS :¼ H þ a/; wSw: ð2:1Þ
Evidently, H/aS is a self-adjoint operator on Pk: With H/aS and w we associate two
functions deﬁned on rðH/aSÞ: the function
jaðzÞ ¼ ðH/aS  zÞ1w; zArðH/aSÞ;
which has values in Pk; and the scalar function
QaðzÞ ¼ /ðH/aS  zÞ1w; wS; zArðH/aSÞ:
Note that H/0S ¼ H; and we shall write jðzÞ for j0ðzÞ and QðzÞ for Q0ðzÞ:
jðzÞ ¼ ðH  zÞ1w; QðzÞ ¼ /ðH  zÞ1w; wS; zArðHÞ: ð2:2Þ
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The operator S; deﬁned in the following equivalent ways,
S :¼ Hjf fAdom H j / f ;wS¼0g ¼ H-H/aS; aa0;
is a simple nondensely deﬁned symmetric operator. The relation (here we use graph
notation and þ: stands for direct sum)
S ¼ H6spanff0; wgg;
implies that S has defect index ð1; 1Þ: Clearly, H/aS is an extension of S: Its resolvent
can be expressed in terms of the resolvent of H:
ðH/aS  zÞ1 ¼ ðH  zÞ1  /;jðz
ÞS
QðzÞ þ a1 jðzÞ; zArðHÞ-rðH
/aSÞ: ð2:3Þ
By deﬁnition, ðH/aS  zÞjaðzÞ ¼ w and hence
fjaðzÞ; 0g ¼ fjaðzÞ; wg þ f0;wgAðH/aS  zÞ6spanff0; wgg ¼ S  z;
which shows that jaðzÞAkerðS  zÞ: This together with the identity
jaðzÞ  jaðzÞ ¼ ðz  zÞðH/aS  zÞ1jaðzÞ ð2:4Þ
implies that jaðzÞ is a defect function for S and H/aS: Substitution of the right-hand
side of (2.3) in the deﬁnitions of jaðzÞ and QaðzÞ yields the relations
jaðzÞ ¼ 1
1þ aQðzÞ jðzÞ ð2:5Þ
and
QaðzÞ ¼ QðzÞ
1þ aQðzÞ: ð2:6Þ
The ﬁrst of these and the fact that w is cyclic for H imply
fjaðzÞ j zArðH/aSÞg ¼ spanfjðzÞ j zArðHÞ; aQðzÞa 1g
¼ spanfjðzÞ j zArðHÞg ¼ Pk;
or, in words, w is cyclic for H/aS: If in (2.4) we replace z by z and take the inner
product of the expressions on both sides with w; we obtain
QaðzÞ  QaðzÞ
z  z ¼ /j
aðzÞ;jaðzÞS: ð2:7Þ
This shows that QaðzÞ is a Q-function for S and H/aS: Since the elements in the inner
product on the right-hand side of this equality span the space Pk the equality also
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shows that QaANk: The latter also follows from (2.6) since
QaðzÞ  QaðzÞ
z  z ¼
1
1þ aQðzÞ
QðzÞ  QðzÞ
z  z
1
1þ aQðzÞ:
Thus we have QaBS; H/aS in Pk and, on account of (2.6),
rðQaÞ ¼ rðH/aSÞ ¼ fzArðHÞ j aQðzÞa 1g: ð2:8Þ
In these formulas the role of H can be taken over by any H/bS: Indeed, from (2.1)
we get for a; bAR
H/aS ¼ H/bS þ ða bÞ/; wSw;
which yields for example the formula
ðH/aS  zÞ1 ¼ ðH/bS  zÞ1  /;j
bðzÞS
QbðzÞ þ ða bÞ1 j
bðzÞ;
zArðH/bSÞ-rðH/aSÞ; ð2:9Þ
and S ¼ H/aS-H/bS; aab: Formulas (2.3) and (2.9) are Krein’s parametrization
formulas for the resolvents of all canonical self-adjoint extensions of S: They
show that the family of all canonical self-adjoint extensions of S is given by
fH/aSgaAR,fNg; where H/NS; in the sequel denoted by HN; is deﬁned in the
following theorem.
Theorem 2.1. Let H be a self-adjoint operator in a Pontryagin space Pk; let wAPk be
a cyclic element for H; and let S ¼ Hjf fAdom Hj/ f ;wS¼0g:
(i) For zArðHÞ with QðzÞa0 the limit
RNðzÞ :¼ lim
jaj-N
ðH/aS  zÞ1 ð2:10Þ
exists with respect to the operator norm. It is the resolvent of a self-adjoint linear
relation HN with multi-valued part HNð0Þ ¼ spanfwg: Moreover, rðHNÞa| and
S ¼ H-HN:
(ii) For zArðHÞ and QðzÞa0 the limits
jNðzÞ :¼ lim
jaj-N
ajaðzÞ; QNðzÞ :¼ lim
jaj-N
aðaQaðzÞ  1Þ ð2:11Þ
exist and
jNðzÞ ¼ jðzÞ
QðzÞ; Q
NðzÞ ¼ QðzÞ1:
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The function jNðzÞ is the defect function for S and HN; QNðzÞANk; and
QNðzÞBS; HN in Pk; that is, with u ¼ jNðz0Þ for some z0ArðHNÞ;
QNðzÞ ¼ QNðz0Þ þ ðz  z0Þ/ðI þ ðz  z0ÞðHN  zÞ1Þu; uS; zArðHNÞ;
and the minimality condition Pk ¼ span fjNðzÞ j zArðHNÞg holds.
Proof. (i) If zArðHÞ and QðzÞa0; then on account of (2.8) we have that zArðH/aSÞ
for all a with aQðzÞa 1: This holds in particular if jaj-N: Formula (2.3) implies
that the limit in (2.10) exists and equals
RNðzÞ ¼ RðzÞ /;jðz
ÞS
QðzÞ jðzÞ; RðzÞ :¼ ðH  zÞ
1: ð2:12Þ
Consequently, RNðzÞ is holomorphic on the set rðQÞ-rðQ1Þ; satisﬁes the resolvent
identity, and the equality RNðzÞ ¼ RNðzÞ holds. We have also
RNðzÞw ¼ RðzÞw /w;jðz
ÞS
QðzÞ jðzÞ ¼ RðzÞw  jðzÞ ¼ 0;
that is, spanfwgCker RNðzÞ: On account of jðzÞ ¼ RðzÞw and (2.12) the inclusion is
in fact an equality. Hence RNðzÞ ¼ ðHN  zÞ1 is the resolvent of a self-adjoint
linear relation HN with a one-dimensional multi-valued part HNð0Þ ¼ spanfwg:
The resolvent set rðHNÞ is not empty because it contains rðQÞ-rðQ1Þ:
For zArðHÞ and aQðzÞa 1; we have ðS  zÞ1CðH/aS  zÞ1 and hence
ðS  zÞ1CðHN  zÞ1; that is, SCHN: From SCH-HN and dom HN>w it
follows that S ¼ H-HN:
(ii) For zArðHÞ with QðzÞa0 we have, by (2.5),
jNðzÞ :¼ lim
jaj-N
ajaðzÞ ¼ 1
QðzÞ jðzÞ;
where the limit is the strong limit in Pk; and by (2.6),
QNðzÞ :¼ lim
jaj-N
aðaQaðzÞ  1Þ ¼  1
QðzÞ:
Next we prove that jNðzÞ is a defect function for S and HN: Indeed, as we have seen
above, jðzÞAkerðS  zÞ; zArðHÞ; and therefore if also QðzÞa0 then
jNðzÞ ¼ 1
QðzÞ jðzÞAkerðS
  zÞ:
Multiplying (2.4) by a and taking the limit as jaj-N we get the same equality for
a ¼N; which is just relation (1.1) for jNðzÞ: Hence jNðzÞ is a defect function for S
and HN: We have shown above that QðzÞANk; but then QNðzÞ ¼ QðzÞ1ANk
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also. Multiply both sides of equality (2.7) by a2 and take the limit as jaj-N: Then
for z; zArðHÞ with QðzÞa0; QðzÞa0; we get the same equality but with N in
place of a:
QNðzÞ  QNðzÞ
z  z ¼ /j
NðzÞ;jNðzÞS
and this equality characterizes QNðzÞ as a Q-function of S and HN: The minimality
condition (1.4) holds for jNðzÞ because it holds for jðzÞ: Hence QNBS; HN
in Pk: &
Remark 2.2. (a) Because of the minimality condition in Theorem 2.1(ii), we have
rðHNÞ ¼ rðQNÞ ¼ fzArðHÞ j QðzÞa0g:
(b) The following version of Krein’s formula holds: For aAR;
ðH/aS  zÞ1 ¼ ðHN  zÞ1 /;j
NðzÞS
QNðzÞ  a j
NðzÞ; zArðHNÞ-rðH/aSÞ: ð2:13Þ
This follows from Theorem 2.1 and (2.9) by letting b-N: If we multiply the
numerator and denominator of the second summand on the right-hand side of (2.9)
by b2; then the denominator is transformed into
b2ðQbðzÞ þ ða bÞ1Þ ¼ b2QbðzÞ  bþ ab
a b
and has the limit QNðzÞ  a as b-N:
(c) The symmetric operator S can also be characterized by the equality
S ¼ ff f ; ggAHN j/g  zf ;jNðzÞS ¼ 0g:
The set on the right-hand side is independent of zArðHNÞ:
(d) The element u ¼ jNðz0Þ; z0ArðHNÞ; as in Theorem 2.1(ii), is cyclic but w
is not cyclic for HN; whereas if z0ArðHNÞ-rðHÞ; both u and w are cyclic for H:
In fact, consider the function
caðzÞ ¼ u þ ðz  z0ÞðH/aS  zÞ1u
with values in Pk: Applying formula (2.13) we obtain the relation
caðzÞ ¼  Q
Nðz0Þ  a
1þ aQðzÞ jðzÞ ¼ ðQ
Nðz0Þ  aÞ jaðzÞ:
Since w is cyclic for H/aS; aAR; and u is cyclic for HN; this relation implies that u is
also cyclic for each H/aS; aAR,fNg; except for a ¼ Qðz0Þ1:
(e) Finally, we note that if u ¼ jNðz0Þ; z0ArðHNÞ; as in Theorem 2.1(ii), then
/w; uS ¼ 1:
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2.2. Let z0ArðHNÞ: If jaj is sufﬁciently large then z0ArðH/aSÞ; and for a-N the
convergence of the operators ðH/aS  z0Þ1 to ðHN  z0Þ1 in the operator norm
implies the convergence of the Cayley transforms Ua :¼ ðH/aS  z0ÞðH/aS  z0Þ1
of the operators H/aS to the corresponding Cayley transform UN of the relation
HN in (2.10) in the operator norm. Observing [18, Theorem 1.2] it follows that
for a-N the eigenvalues of nonpositive type of Ua converge to the eigenvalues
of nonpositive type of UN; and hence the eigenvalues of nonpositive type of
H/aS converge to the eigenvalues of nonpositive type of HN in the closed
convex plane. Denote the spectral functions (see, e.g., [17,21]) of H/aS and HN by
Ea and EN; respectively. An application of [24, Theorem 3.1] yields the following
theorem.
Theorem 2.3. Let H/aS and HN be as in Theorem 2.1. Then for each bounded interval
D of the real axis with endpoints not in spðHNÞ and which does not contain any
eigenvalue of HN of nonpositive type the relation
lim
a-N
EaðDÞ ¼ ENðDÞ
holds in the strong operator topology.
For jaj sufﬁciently large we consider the elements ua :¼ ajaðz0Þ and u ¼ jNðz0Þ:
According to (2.11), ua-u in Pk if a-N; and from Theorem 2.3 we conclude that
lim
a-N
/EaðDÞua; uaS ¼ /ENðDÞu; uS ð2:14Þ
for each bounded interval D of the real axis with endpoints not in spðHNÞ:
We denote by paðzÞ the characteristic polynomial of the restriction of H/aS to one
of its maximal nonpositive invariant subspaces, and as in [24] we introduce the
deﬁnitizing function raðzÞ for H/aS of the form
raðzÞ ¼ paðzÞp

aðzÞ
ðz  z0Þkðz  z0Þk
:
Then it follows that
/ðH/aS  zÞ1w; wS ¼ raðzÞ1
Z
dsaðtÞ
t  z þ raðzÞ
1/qaðz; H/aSÞw; wS; ð2:15Þ
where qaðz; zÞ :¼ ðz  zÞ1ðraðzÞ  raðzÞÞ and saðtÞ is a bounded nondecreasing
function on R: Observing that ua ¼ aðH/aS  z0Þ1w; the inner product on the left-
hand side of (2.14) can be written as
/EaðDÞua; uaS ¼ a2
Z
D
dsaðtÞ
raðtÞðt  z0Þðt  z0Þ
:
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Relation (1.3) implies
ðz  z0Þðz  z0Þ/ðHN  zÞ1u; uS ¼ QNðzÞ  QNðz0Þ  ðz  z0Þ/u; uS;
and for the inner product on the right-hand side of (2.14) we obtain
/ENðDÞu; uS ¼  1
2pi
I 0
GD
QNðzÞ
ðz  z0Þðz  z0Þ
dz;
where GD is a closed contour which surrounds D; does not surround z0; z0 and
intersects the real axis orthogonally at the endpoints of D; and the prime at the
integral denotes the Cauchy principal value. Thus (2.14) yields the relation
lim
a-N
a2
Z
D
dsaðtÞ
raðtÞðt  z0Þðt  z0Þ
¼  1
2pi
I 0
GD
QNðzÞ
ðz  z0Þðz  z0Þ
dz: ð2:16Þ
This formula will be speciﬁed further in Section 5, see Remark 5.3.
3. Generalized Nevanlinna functions with a pole or generalized pole
of nonpositive type at N
The inﬁnite coupling method associated with a self-adjoint operator H in a
Pontryagin space Pk and a cyclic element w for H in the previous section leads to
two generalized Nevanlinna functions QðzÞ ¼ /ðH  zÞ1w; wS and QNðzÞ related
by the formula QNðzÞ ¼ QðzÞ1: In this section we study the connection between
the operator representations of a function NðzÞANk and the function NðzÞ1
directly. As an example we mention the functions QnðzÞ and QNn ðzÞ related to the
Bessel operator (see Section 1.2).
Theorem 3.1. For the generalized Nevanlinna functions NðzÞANk and bNðzÞ ¼
NðzÞ1 the following statements are equivalent:
(i) NðzÞ has a representation
NðzÞ ¼ /ðA  zÞ1w; wS; zArðNÞ; ð3:1Þ
where A is a self-adjoint operator in a Pontryagin space Pk and wAPk is a cyclic
element for A.
(ii) bNðzÞ has a representation
bNðzÞ ¼ bNðz0Þ þ ðz  z0Þ/ðI þ ðz  z0Þð bA  zÞ1Þu; uS; zArð bNÞ; ð3:2Þ
where z0Arð bNÞ; bA is a self-adjoint linear relation in a Pontryagin space bPk with
nontrivial multi-valued part bAð0Þ and nonempty resolvent set rð bAÞ; and uAbPk is a
cyclic element for bA:
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Representations (3.1) and (3.2) can be chosen such that (a) the Pontryagin spaces Pk
and bPk coincide, (b) wA bAð0Þ and /u; wS ¼ 1; (c) the symmetric operator S :¼ A- bA
has defect index ð1; 1Þ and (d) NBS; A and bNBS; bA in Pk:
Remark 3.2. In the proof of Theorem 3.1 the following relations between A; bA; w;
and u will be established:
ð bA  zÞ1 ¼ ðA  zÞ1 /;jðzÞS
NðzÞ jðzÞ; jðzÞ :¼ ðA  zÞ
1
w; ð3:3Þ
ðA  zÞ1 ¼ ð bA  zÞ1 /; bjðzÞSbNðzÞ bjðzÞ; bjðzÞ :¼ u þ ðz  z0ÞðA  zÞ1u; ð3:4Þ
and
bjðzÞ ¼ 1
NðzÞ jðzÞ; u ¼
1
Nðz0Þ jðz0Þ: ð3:5Þ
Moreover, jðzÞ is a defect function associated with S and A and bjðzÞ is a defect
function associated with S and bA:
Note that (3.3) implies
dom bACdom A ð3:6Þ
and dom bAadom A because A is densely deﬁned, whereas bA is not. In combination
with (3.4) we ﬁnd that for any zArðAÞ-rð bAÞ;
dom A ¼ dom bA6spanfjðzÞg:
Proof of Theorem 3.1. ðiÞ ) ðiiÞ Assume NðzÞ has representation (i). Deﬁne jðzÞ as
in (3.3), set RðzÞ ¼ ðA  zÞ1; and denote the right-hand side of the ﬁrst relation in
(3.3) by bRðzÞ: From RðzÞ ¼ RðzÞ;
RðzÞ  RðzÞ ¼ ðz  zÞRðzÞRðzÞ; ð3:7Þ
and
NðzÞ  NðzÞ
z  z ¼ /jðzÞ;jðz
ÞS; ð3:8Þ
we obtain after some calculations that bRðzÞ ¼ bRðzÞ and
bRðzÞ  bRðzÞ ¼ ðz  zÞ bRðzÞ bRðzÞ:
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These equalities imply that bRðzÞ is the resolvent of some self-adjoint relation bA in Pk
with a nonempty resolvent set rð bAÞ:bA ¼ ff bRðzÞh; h þ z bRðzÞhg j hAPkg; zArð bAÞ;
where the set on the right-hand side is independent of zArð bAÞ: Having deﬁned bA this
way, we shall prove later that bA can be taken as the self-adjoint relation in the
representation of bNðzÞ in part (ii). First we prove the other formulas in Remark 3.2.
From (3.3) it readily follows that bRðzÞw ¼ 0; zArð bAÞ; and hence wA bAð0Þ: DeﬁnebjðzÞ as in (3.5). Then the ﬁrst relation in (3.4) follows from (3.3) via a simple
substitution. From (3.3), (3.7), and (3.8) we get
ð1þ ðz  zÞð bA  zÞ1ÞjðzÞ
¼ jðzÞ þ ðz  zÞðA  zÞ1jðzÞ  ðz  zÞ/jðzÞ;jðz
ÞS
NðzÞ jðzÞ
¼ jðzÞ þ ðjðzÞ  jðzÞÞ  NðzÞ  NðzÞ
NðzÞ jðzÞ ¼
NðzÞ
NðzÞ jðzÞ;
and hence
bjðzÞ ¼ ð1þ ðz  zÞð bA  zÞ1ÞbjðzÞ ¼ ð1þ ðz  z0Þð bA  zÞ1Þu; u :¼ bjðz0Þ:
This proves that bjðzÞ can be represented as in (3.4) and the formula for u in (3.5).
Finally, by (3.1), (3.5), and the second relation in (3.3):
/u; wS ¼ 1
Nðz0Þ/ðA  z0Þ
1
w; wS ¼ 1: ð3:9Þ
The representation formula for bNðzÞ in part (i) follows from
ðz  z0Þ/bjðzÞ; uS ¼ ðz  z0Þ/jðzÞ;jðz0ÞS
NðzÞNðz0Þ ¼ NðzÞ  Nðz0Þ
;
where for the last equality we used (3.8). Thus (ii) implies (i) and also the relations in
Remark 3.2 hold.
ðiiÞ ) ðiÞ If bNðzÞ is as in (ii) deﬁne bjðzÞ by the second relation in (3.4). Let wA bAð0Þ
and wa0: Then /u; wSa0: Otherwise
/bjðzÞ; wS ¼ /u; wSþ ðz  z0Þ/u; ð bA  zÞ1wS ¼ 0;
and, since u is cyclic for bA; we see that w ¼ 0: Thus we can choose wA bAð0Þ such that
/u; wS ¼ 1: From the deﬁnition of bjðzÞ we obtain
bNðzÞ  bNðzÞ
z  z ¼ /bjðzÞ; bjðzÞS
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and
ðA  zÞ1bjðzÞ ¼ bjðzÞ  bjðzÞ
z  z :
With the help of these formulas one can show that the right-hand side of the ﬁrst
equality in (3.4) is the resolvent of a self-adjoint relation which we denote by A; and
thus (3.4) holds. By (3.4) and (3.9),
jðzÞ ¼ /w; bjðzÞSbNðzÞ bjðzÞ ¼ /w; uSbNðzÞ bjðzÞ ¼ NðzÞbjðzÞ;
that is, (3.5) is valid. We claim that A is an operator. To see this, let xAAð0Þ: Then
ðA  zÞ1x ¼ 0 and, since wA bAð0Þ; by (3.4) and (3.9), for all zArð bAÞ with bNðzÞa0;
0 ¼ /ðA  zÞ1x; wS ¼ /x; bjðzÞSbNðzÞ :
This implies that x ¼ 0; proving the claim. Finally, (3.4) and (3.5) imply (3.3), and
(3.3) in turn yields (3.2). Thus we have shown the implication ðiiÞ ) ðiÞ:
The proofs of the remaining statements in the theorem are left to the reader. We
only remark that the symmetric operator S can be deﬁned by
S ¼ ff f ; hgA bA j/h  zf ;jðzÞS ¼ 0g ¼ ff f ; hgAA j/h  zf ;jðzÞS ¼ 0g:
Here the set in the middle is independent of zArð bAÞÞ because
fbjðzÞ; zbjðzÞg  fu; z0ugAA: &
4. Generalized Nevanlinna functions in the class NNj
Lemma 4.1. Let A be a densely defined self-adjoint operator in a Pontryagin space Pk;
and wAPk; wa0: Equivalent are:
(a) The function /ðA  zÞ1w; wS admits a representation
/ðA  zÞ1w; wS ¼ 
X2n1
j¼1
sj1
zj
þ MðzÞ
z2n1
with a function MðzÞ having the properties
MðiyÞ-0; y2 Re MðiyÞ-þN if ymþN: ð4:1Þ
(b) wAdom An1\dom An:
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Proof. If (b) holds then
/ðA  zÞ1w; wS ¼ 
Xn
j¼1
/A j1w; wS
zj

X2n1
j¼nþ1
/An1w; A jnwS
zj
þ MðzÞ
z2n1
with
MðzÞ ¼ /AðA  zÞ1An1w; An1wS:
Observe that
Re MðzÞ ¼/AðA  zÞ1An1w; AðA  zÞ1An1wS
 ðRe zÞ/AðA  zÞ1An1w; An1wS:
Using the spectral function E of A (see [17,21]), MðzÞ can be written as
MðzÞ ¼ M0ðzÞ þ
Z
jtjXg
t
t  z dsðtÞ
with g40; sufﬁciently large, dsðtÞ ¼ /EðdtÞAn1w; An1wS; and a function M0ðzÞ
which is holomorphic at N and has the properties
M0ðzÞ ¼ 0 1jzj
 
; jzj-N; Re M0ðiyÞ ¼ 0 1
y2
 
; y-N:
Now the ﬁrst relation in (4.1) is clear, the second relation follows from
y2 Re MðiyÞ ¼ y2
Z
jtjXg
t2
t2 þ y2 dsðtÞ þ 0ð1Þ-þN; ymN; ð4:2Þ
since
R
jtjXg t
2 dsðtÞ ¼N; which is a consequence of An1wedom A:
Conversely, if (a) holds then, according to [19, Satz 1.10], wAdom An1; and,
as in (4.2), wAdom An would yield limy-N y2 Re MðiyÞoN; contradicting
(4.1). &
In the following, for m ¼ 0 the subspace spanfw; Aw;y; Am1wg consists only of
the zero element, and for q ¼ 0 the sum P2mþq1j¼2m is zero, etc.
Theorem 4.2. For the functions NðzÞ and bNðzÞ ¼ NðzÞ1; the following assertions
are equivalent:
(i) NðzÞ has a representation (3.1):
NðzÞ ¼ /ðA  zÞ1w; wS; zArðNÞ;
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where A is a self-adjoint operator in a Pontryagin space Pk; wAPk is a cyclic
element for A with the property
wAdom Amþq1\dom Amþq
for some integers m; qAN0; m þ q40; the subspace
L :¼ spanfw; Aw;y; Am1w; Amw;y; Amþq1wg
has index of nonpositivity k; and
/Ajw; AkwS ¼ 0; 0pj; kpm þ q  1; j þ kp2m þ q  2;
/Ajw; AkwSa0; 0pj; kpm þ q  1; j þ k ¼ 2m þ q  1: ð4:3Þ
(ii) NðzÞANk; z ¼N is the only zero of nonpositive type or generalized zero of
nonpositive type of NðzÞ; and NðzÞ has a representation
NðzÞ ¼ 
X2mþ2q1
j¼2mþq
sj1
zj
þ 1
z2mþ2q1
MðzÞ; ð4:4Þ
with m; qAN0; m þ q40; real numbers sj ; j ¼ 2m þ q  1;y; 2m þ 2q  2;
s2mþq1a0 if q40; and a function MðzÞ with the properties
lim
y-N
MðiyÞ ¼ 0; lim
y-N
y2 Re MðiyÞ ¼ þN: ð4:5Þ
(iii) bNðzÞ has a representation (3.2):
bNðzÞ ¼ bNðz0Þ þ ðz  z0Þ/ðI þ ðz  z0Þð bA  zÞ1Þu; uS; zArð bNÞ;
where z0Arð bNÞ; bA is a self-adjoint linear relation in a Pontryagin spacebPk; rð bAÞa|; uAbPk is a cyclic element for bA; the root space cL of bA at
z ¼N is spanned by m þ q vectors w1; w2;y; wmþq; which form a Jordan
chain of bA at N; cL has index of nonpositivity k and spanfw1; w2;y; wmg
is its isotropic subspace. If m ¼ 0 and P0 denotes the orthogonal projection
onto H0 :¼ bPk~cL; which is a uniformly positive subspace of bPk; then
P0uedom bA:
(iv) bNðzÞANNk ; the irreducible representation of bNðzÞ beingbNðzÞ ¼ cðzÞm bN0ðzÞ þ pcðzÞ; cðzÞ ¼ ðz  z0Þðz  z0Þ;
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where z0AC\R; mAN0; pcðzÞ ¼
Pk¼c
k¼0 akz
k is a real polynomial of degree c;bN0ðzÞAN0 has properties (1.7):
lim
y-þN y Im
bN0ðiyÞ ¼ þN; lim
y-N
y1 bN0ðiyÞ ¼ 0; Re bN0ðiÞ ¼ 0;
and we set q :¼ maxfc 2m; 0g:
The Pontryagin spaces in (i) and (iii) can be chosen the same and then the
element w1 in (iii) can be chosen to coincide with w in (i) and to satisfy /w1; uS ¼ 1; in
this case wj ¼ A j1w; j ¼ 1;y; m þ q; and L ¼cL: With A and w from (i) and
the coefficients sj ; 2m þ q  1pjp2m þ 2q  2 in (4.4), sj ¼ 0 if 0pjp2m þ q  2;
it holds
sj ¼ /Arw; AswS if r þ s ¼ j; 0pr; spm þ q  1; ð4:6Þ
and s2mþq1 ¼ 1a2mþq ¼ 1ac if q40: The relation between the integers k; m; and q is
k ¼
m if q ¼ 0;
m þ q þ 1
2
if q40; q odd; aco0;
m þ q
2
h i
otherwise:
8>><>>: ð4:7Þ
Remark 4.3. (1) Observe that in (i) in the case m40 relations (4.3) are equivalent to
the fact that spanfw; Aw;y; Am1wg is the isotropic subspace of L:
(2) The elements w1; w2;y; wmþq form a Jordan chain of bA atN (see (iii)) if and
only if for some (and then for every) zArð bAÞ we have
ð bA  zÞ1w1 ¼ 0;
ð bA  zÞ1wj ¼wj1 þ zwj2 þ?þ z j2w1; j ¼ 2; 3y; m þ q: ð4:8Þ
Proof of Theorem 4.2. We show the implications
ðivÞ ) ðiiÞ ) ðiÞ ) ðiiiÞ ) ðivÞ:
ðivÞ ) ðiiÞ: Because of Remark 1.3, without loss of generality we may assume z0 ¼ i:
First we suppose that cp2m: Then, if we set a2m ¼ 0 for co2m;
NðzÞ ¼  1
ð1þ z2Þm bN0ðzÞ þ a2mz2m þ 0ðz2m1Þ ¼  1z2m1 MðzÞ
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with
MðzÞ ¼  1
zðaðzÞ bN0ðzÞ þ a2m þ 0ð1Þz Þ; aðzÞ :¼
ð1þ z2Þm
z2m
;
hence
MðiyÞ ¼  1
iyð bN0ðiyÞ þ a2mÞ þ iyðaðiyÞ  1Þ bN0ðiyÞ þ 0ð1Þ:
The function eN0ðzÞ :¼ bN0ðzÞ þ a2m; like bNðzÞ; also has properties (1.5), therefore the
ﬁrst summand in the denominator tends toN; the second one tends to zero and the
third one remains bounded. It follows that
jMðiyÞj-0 if y-N:
Further, observing that aðiyÞ ¼ ðy21Þm
y2m
; for y-N we obtain
y2 Re MðiyÞ ¼  y Im 1
aðiyÞ bN0ðiyÞ þ a2m þ 0ð1Þy 
¼ y
aðiyÞ Im eN0ðiyÞ þ 0ð1Þy
jaðiyÞ eN0ðiyÞ þ a2mð1 aðiyÞÞ þ 0ð1Þy j2
¼ 1
aðiyÞj eN0ðiyÞj2 y Im
eN0ðiyÞ þ 0ð1Þ
j1þ a2m 1aðiyÞaðiyÞN˜0ðiyÞ þ
0ð1Þ
yN˜0ðiyÞj
2
;
which, for y large enough, is larger than
1
2
1
aðiyÞ
1
j1þ a2m 1aðiyÞaðiyÞN˜0ðiyÞ þ
0ð1Þ
yN˜0ðiyÞj
2
y Im eN0ðiyÞ
j eN0ðiyÞj2 :
It remains to observe that the last factor equals y Im 1
N˜0ðiyÞ and that with
bN0ðzÞ alsoeN0ðzÞ and, by Proposition 1.2,  1N˜0ðzÞ have properties (1.5).
If c42m then with epcðzÞ :¼ pcðzÞzc :
NðzÞ ¼  1
pcðzÞ þ ð1þ z2Þm bN0ðzÞ
¼  1
pcðzÞ þ
ð1þ z2Þm bN0ðzÞ
pcðzÞðpcðzÞ þ ð1þ z2Þm bN0ðzÞÞ
¼  1
zcepcðzÞ þ aðzÞ bN0ðzÞz2c2mepcðzÞ epcðzÞ þ ð1þz2Þmzc bN0ðzÞ :
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Further, there exist real numbers sj; such that for jzj-N
 1
zcepcðzÞ ¼  X
cþq1
j¼c
sj1
zj
 scþq1
zcþq
þ 1
zcþq
0
1
z
 
:
It follows that
NðzÞ ¼ 
Xcþq1
j¼c
sj1
zj
 scþq1
zcþq
þ 1
zcþq
0
1
z
 
þ aðzÞ
bN0ðzÞ
zcþqepcðzÞðepcðzÞ þ ð1þz2Þmzc bN0ðzÞÞ
¼ 
Xcþq1
j¼c
sj1
zj
þ 1
zcþq1
MðzÞ
with
MðzÞ :¼ scþq1
z
þ 0 1
z2
 
þ aðzÞ
bN0ðzÞ
zepcðzÞðepcðzÞ þ ð1þz2Þmzc bN0ðzÞÞ; jzj-N:
Using again relations (1.5), we obtain for y-N: MðiyÞ-0 and
Re MðiyÞ ¼ 0 1
y2
 
þRe aðiyÞ
bN0ðiyÞ
iyepcðiyÞðepcðiyÞ þ ð1y2ÞmðiyÞc bN0ðiyÞÞ
¼ 0 1
y2
 
þ Im aðiyÞ
bN0ðiyÞ
yepcðiyÞðepcðiyÞ þ ð1y2ÞmðiyÞc bN0ðiyÞÞ
¼ 0 1
y2
 
þ Im aðiyÞ
bN0ðiyÞ
ya2c þ 0ð1Þ þ acð1y
2Þm
iðiyÞc1
bN0ðiyÞ þ oð1Þ;
y2 Re MðiyÞ ¼ 0ð1Þ þ Im aðiyÞ
bN0ðiyÞ
a2c
y
þ 0ð 1
y2
Þ þ acð1y2Þm
iðiyÞc1y2
bN0ðiyÞ þ oð 1y2Þ:
If we divide the numerator and the denominator by N0ðiyÞ; then all the four terms in
the denominator tend to zero as y-N and, ﬁnally,
lim
y-þN y
2 Re MðiyÞ ¼ þN:
ðiiÞ ) ðiÞ is a consequence of Lemma 4.1 and of relation (4.6).
ðiÞ ) ðiiiÞ: First we show that for the elements wj ¼ A j1w; j ¼ 1;y; m þ q;
relations (4.8) hold. To this end we observe relations (3.3) and (3.1)
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and obtain
ð bA  zÞ1w1 ¼ ðA  zÞ1w /ðA  zÞ1w; wS
NðzÞ ðA  zÞ
1
w ¼ 0;
and for 2pjpm þ q; using that
ðA  zÞ1A j1 ¼ z j1ðA  zÞ1 þ
Xj2
k¼0
zkA jk2;
in an analogous way
ð bA  zÞ1wj ¼ðA  zÞ1A j1w /ðA  zÞ1A j1w; wS
NðzÞ ðA  zÞ
1
w
¼ z j1ðA  zÞ1w þ A j2w þ zA j3w þ?þ z j2w
 z j1/ðA  zÞ
1
w; wS
NðzÞ ðA  zÞ
1
w
/A
j2w þ zA j3w þ?þ z j2w; wS
NðzÞ ðA  zÞ
1
w:
Here the last summand vanishes because of (4.3), and it follows that
ð bA  zÞ1wj ¼A j2w þ zA j3w þ?þ z j2w
¼wj1 þ zwj2 þ?þ z j2w1:
We have
L ¼ spanfw1; w2;y; wmþqgCcL: ð4:9Þ
Since wmþq ¼ Am1þqwedom A and dom bACdom A (see (3.6)) we have that
wmþqedom bA: This shows that the chain w1; w2;y; wmþq of bA at z ¼N is maximal
and hence that the span of this chain coincides with the root spacecL; that is, in (4.9)
equality prevails.
It remains to show that u0 :¼ P0uedom bA if m ¼ 0: To this end we observe that
with the decomposition bPk ¼H0"cL; cL being a regular subspace of Pk as m ¼ 0;
the self-adjoint relation bA induces a self-adjoint operator bA0 in H0: In fact, we
can write
bA ¼ bA0"T1; ð4:10Þ
where bA0 ¼ P0 bAjH0 is self-adjoint (see, for example, [8, Theorem 3.3]) and T is the
shift operator on cL such that Tw1 ¼ 0; Twj ¼ wj1; j ¼ 2;y; q: That bA0 is an
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operator can be seen as follows. If f0; xgA bA0 then there exists a yAPk such that
f0; ygA bA and P0y ¼ x: But then y is a multiple of w; hence x ¼ Py ¼ 0: From (4.10)
it follows that
ð bA  zÞ1 ¼ ð bA0  zÞ1"TðI  zTÞ1 ð4:11Þ
and therefore
/ð bA  zÞ1u; uS ¼ /ð bA0  zÞ1u0; u0Sþ qðzÞ;
where qðzÞ is a polynomial of degree pq  2: Now the operator representation ofbNðzÞ in (iii) becomes
bNðzÞ ¼ ðz  z0Þ/ðI þ ðz  z0Þð bA0  zÞ1Þu0; u0Sþ pðzÞ; zArð bNÞ;
with some polynomial pðzÞ of degreepq: Assuming to the contrary that u0Adom bA;
then u0Adom bA0 and setting v0 :¼ ð bA0  z0Þu0; this formula becomes
bNðzÞ ¼ /ð bA0  zÞ1v0; v0Sþ pðzÞ; zArðNÞ;
with some polynomial pðzÞ: Then, according to the reasoning in ðivÞ ) ðiiÞ; in the
second relation in (4.5) we get the sign o; which according to Lemma 4.1 implies
wAdom Aq; a contradiction.
ðiiiÞ ) ðivÞ: Again we take z0 ¼ i: SinceN is the only pole of nonpositive type or
generalized pole of nonpositive type of bNðzÞ; by [2,17] bNðzÞ has either an irreducible
representation
bNðzÞ ¼ ð1þ z2Þbm bN0ðzÞ þ pðzÞ
with an integer bm40; a real polynomial pðzÞ and a Nevanlinna function bN0ðzÞ with
properties (1.7), or a representation
bNðzÞ ¼ bN0ðzÞ þ pðzÞ
with a Nevanlinna function bN0ðzÞ and a real polynomial pðzÞ: In the ﬁrst case, since
we have proved already that ðivÞ ) ðiÞ; bm coincides with the dimension of the
isotropic subspace of the root space of bA atN and hence bm ¼ m: In the second case,
if the function bN0ðzÞ would not have properties (1.5) then it could be chosen to admit
a representation
bN0ðzÞ ¼ Z
R
dsðtÞ
t  z
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with a nondecreasing bounded function sðtÞ: Applying the Stieltjes–Livˇsic inversion
formula to the relation
bNðzÞ ¼ bNðiÞ þ ðz þ iÞ/ðI þ ðz  iÞð bA  zÞ1Þu; uS ¼ Z
R
dsðtÞ
t  z þ pðzÞ
for g large enough we obtainZ
jtj4g
ðt2 þ 1Þ d/ bEðtÞu; uS ¼ Z
jtj4g
dsðtÞoN;
which yields P0uAdom bA; a contradiction. Finally, formula (4.7) follows directly
from (1.16) and the relation q ¼ maxfc 2m; 0g: &
Remark 4.4. That (i) of Theorem 4.2 implies u0 ¼ P0uedom bA if m ¼ 0 in (iii) can
also be proved using Krein’s formula (3.3), (3.6) and the fact that u is cyclic for bA:
Indeed, from the deﬁnition of bA0 and (3.6) we have that
dom bA0 ¼ dom bA-H0Cdom A-H0:
We prove the converse inclusion. Let xAdom A-H0; ﬁx a zArðAÞ and set
y ¼ ðA  zÞx: Then (3.3) implies
ð bA  zÞ1y ¼ ðA  zÞ1y /y;jðzÞS
NðzÞ jðzÞ ¼ x 
/x; wS
NðzÞ jðzÞ ¼ x;
because x>w: Hence xAdom bA-H0: We conclude that
dom A-H0 ¼ dom bA0: ð4:12Þ
We have u ¼ u0 þ
Pq
j¼1 ajA
j1w; where, since u is cyclic for bA and by the diagonal
representation (4.11) of the resolvent of bA; the coefﬁcient aqa0: HencePq
j¼1 ajA
j1wedom A: As uAdom A; we see that u0edom A; and then on account
of (4.12), u0edom bA0:
5. Rank one perturbation at inﬁnite coupling (2)
In this section we apply Theorem 4.2 to the self-adjoint operator H with cyclic
element w in Pk and the relation HN studied in Section 2. We assume that H and w
have the same properties as A and w in Theorem 4.2(i), that is, we assume that for
some integers m; qAN0 with m þ q40;
wAdom Hm1þq\dom Hmþq;
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the subspace
L :¼ spanfw; Hw;y; Hm1w; Hmw;y; Hm1þqwg
has index of nonpositivity k; and
/Hjw; HkwS ¼ 0; 0pj; kpm þ q  1; j þ kp2m þ q  2;
/Hjw; HkwSa0; 0pj; kpm þ q  1; j þ k ¼ 2m þ q  1: ð5:1Þ
The basis elements of L we denote by wj:
wj :¼ H j1w; j ¼ 1; 2;y; m þ q:
In particular,L0 :¼ spanfw1; w2;y; wmg is the isotropic subspace ofL; see Remark
4.3(i). By GL we denote the Gram matrix associated with the basis elements
w1; w2;y; wmþq of L:
GL ¼ ðgijÞmþq1i;j¼0 ; gij ¼ /Hjw; HiwS:
Then GL is the ðm þ qÞ  ðm þ qÞ block matrix
GL :¼
0 0
0 G0
 
;
in which the zero in the left upper corner stands for the m  m zero matrix and the
matrix G0 in the right lower corner is the invertible q  q Hankel matrix
G0 :¼
0 0 ? 0 sn1
0 0 ? sn1 sn
^ ^ ^ ^
0 sn1 ? snþq4 snþq3
sn1 sn ? snþq3 snþq2
0BBBBBB@
1CCCCCCA; ð5:2Þ
where sj ¼ /Hrw; HswS; j ¼ r þ s; 0pr; spm þ q  1 and n ¼ 2m þ q: If q ¼ 0;
then the matrix GL reduces to the m  m zero matrix; if m ¼ 0; then GL ¼ G0:
From Section 2 we recall the Pk-valued and the scalar functions
jðzÞ ¼ ðH  zÞ1w; QðzÞ ¼ /ðH  zÞ1w; wS;
jNðzÞ ¼QðzÞ1jðzÞ; QNðzÞ ¼ QðzÞ1; ð5:3Þ
see (2.2) and Theorem 2.1. According to (5.1) and the assumptions preceding it, the
function QðzÞ has the same properties as NðzÞ in Theorem 4.2(i), and hence it has the
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same asymptotic behavior as NðzÞ in Theorem 4.2(ii). In this section we focus on
the properties of QNðzÞ which are the same as bNðzÞ in Theorem 4.2(iii) and (iv):
QNðzÞ belongs to the class NNk and admits the irreducible (hence unique)
representation:
QNðzÞ ¼ cðzÞmQ0ðzÞ þ pcðzÞ; cðzÞ ¼ ðz  z0Þðz  z0Þ; ð5:4Þ
where z0AC\R; mAN0; Q0ðzÞAN0 satisﬁes (1.7), pcðzÞ is a real polynomial of degree
c and the relation between q; c; and m is given by q ¼ maxfc 2m; 0g: Because of
Theorem 2.1(ii), we may assume that HN is the relation appearing in the operator
representation for QNðzÞ:
QNðzÞ ¼ QNðz0Þ þ ðz  z0Þ/ðI þ ðz  z0ÞðHN  zÞ1Þu; uS; zArðHNÞ;
where u ¼ jNðz0Þ is a cyclic element for HN (in the sequel we will denote this
element also by u1). By the identiﬁcation mentioned at the end of Theorem 4.2, we
may also assume that L is the root space of HN at z ¼N and that the elements
w ¼ w1; w2;y; wmþq form a Jordan chain for HN at z ¼N; that is, with RNðzÞ ¼
ðHN  zÞ1;
RNðzÞw ¼ 0;
RNðzÞwj ¼wj1 þ zwj2 þ?þ z j2w; j ¼ 2; 3;y; m þ q; ð5:5Þ
see Remark 4.3(ii).
In the following we construct a decomposition of the space Pk and the matrix
decomposition of the resolvent operator RNðzÞ relative to this decomposition; see
(5.10) and (5.11) below. We assume m40; the case m ¼ 0 is simpler and we will
indicate the differences between this case and the case m40 later. With z0AC\R
(CrðQNÞ) and the monomials
bkðzÞ :¼ ðz  z0Þk; k ¼ 0; 1;y; m;
we introduce the elements ukAPk; k ¼ 1; 2;y; m; and the function fðzÞ via the
expansion of
jNðzÞ ¼ jNðz0Þ þ ðz  z0ÞRNðzÞjNðz0Þ
at z ¼ z0:
jNðzÞ ¼
Xm
k¼1
bk1ðzÞRNðzÞk1jNðz0Þ þ bmðzÞRNðzÞRNðz0Þm1jNðz0Þ
¼
Xm
k¼1
bk1ðzÞuk þ bmðzÞfðzÞ;
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that is,
uk ¼ 1ðk  1Þ!
dk1
zk1
jNðzÞ
!!!!
z¼z0
¼ RNðz0Þk1jNðz0Þ; k ¼ 1; 2;y; m;
so that
u1 ¼ jNðz0Þ ¼ u; uk ¼ RNðz0Þk1u; k ¼ 1; 2; 3;ym;
and
fðzÞ ¼ 1
bmðzÞ j
NðzÞ 
Xm
k¼1
bk1ðzÞuk
 !
¼RNðzÞRNðz0Þm1jNðz0Þ ¼ RNðzÞum: ð5:6Þ
Note that if m ¼ 0 then fðzÞ ¼ jNðzÞ: Finally, we form the subspace
M :¼ spanfu1; u2;y; umg ð5:7Þ
and show that it is skewly linked with the isotropic subspaceL0 ofL: Here skewly
linked means that no element of M is orthogonal to L0 and no element of L0
is orthogonal to M: Using the deﬁnitions of jNðzÞ and QðzÞ; we ﬁnd for
j ¼ 1; 2;y; m þ q;
/jNðzÞ; wjS ¼ 1
QðzÞ/ðH  zÞ
1
w; H j1wS
¼ z
QðzÞ/ðH  zÞ
1
w; H j2wS
¼? ¼ z
j1
QðzÞ/ðH  zÞ
1
w; wS ¼ z j1:
It follows that for j ¼ 1; 2;y; m þ q and k ¼ 1; 2;y; m;
/uk; wjS ¼
j  1
k  1
 
z
jk
0 ; ð5:8Þ
in particular, /uk; wjS ¼ 0 if k4j and ¼ 1 if k ¼ j: Deﬁne
vj :¼ ðH  z0Þ j1w; j ¼ 1; 2;y; m þ q;
and consider kAf1; 2;y; mg: On account of (5.8), if k4j then
/uk; vjS ¼ 0;
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if koj then
/uk; vjS ¼
Xj
c¼1
j  1
c 1
 
ðz0Þ jc/uk; Hc1wS
¼
Xj
c¼k
j  1
c 1
 
ðz0Þ jc
c 1
k  1
 
zck0
¼ j  1
k  1
 
z
jk
0
Xj
c¼k
j  k
c k
 
ð1Þ jc
¼ j  1
k  1
 
z
jk
0
Xjk
c¼0
j  k
c
 
ð1Þ jck ¼ j  1
k  1
 
z
jk
0 ð1 1Þ jk ¼ 0;
and if k ¼ j then, as follows from the second equality in these calculations,
/uk; vjS ¼ 1:
Hence, since
L0 ¼ spanfv1; v2;y; vmg;
L0 and M are skewly linked, and the bases fvjgmj¼1 in L0 and fujgmj¼1 in M are bi-
orthonormal. Moreover, M is orthogonal to the elements vj with j ¼ m þ 1;y;
m þ q; and therefore
L0 :¼ spanfvmþ1; vmþ2;y; vmþqg ð5:9Þ
is a regular q-dimensional subspace of Pk and L ¼L0"L0: It follows that
ðPk;/; SÞ can be decomposed as
Pk ¼H0"ðL06MÞ"L0; ð5:10Þ
where ðH0;/; SÞ is a Hilbert subspace (in the sequel the Hilbert inner product
/; S on H0 will also be denoted by /; S0). Since
RNðzÞLCL
and RNðzÞ ¼ RNðzÞ; we have
RNðzÞL>CL>; L> ¼H0"L0;
and hence
RNðzÞL0CL0; L0 ¼L-L>:
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These three inclusions imply the following structure of the block matrix of RNðzÞ
with respect to decomposition (5.10):
RNðzÞ ¼
R00ðzÞ 0 R02ðzÞ 0
R10ðzÞ R11ðzÞ R12ðzÞ R13ðzÞ
0 0 R22ðzÞ 0
0 0 R32ðzÞ R33ðzÞ
0BBB@
1CCCA: ð5:11Þ
If m ¼ 0; then qX1; M ¼L0 ¼ f0g; L0 ¼L; decomposition (5.10) becomes
Pk ¼H0"L; and with respect to this decomposition RNðzÞ has the diagonal form
RNðzÞ ¼ R00ðzÞ 0
0 R33ðzÞ
 
: ð5:12Þ
If q ¼ 0; then m ¼ kX1; L0 ¼L; L0 ¼ f0g; decomposition (5.10) becomes
Pk ¼H0"ðL6MÞ; and relative to this decomposition RNðzÞ has the block
matrix representation
RNðzÞ ¼
R00ðzÞ 0 R02ðzÞ
R10ðzÞ R11ðzÞ R12ðzÞ
0 0 R22ðzÞ
0B@
1CA: ð5:13Þ
We denote by P0 the orthogonal projection in Pk onto H0: Formulas (5.11)–(5.13)
show that HN induces a self-adjoint operator A0 inH0 by the formula ðA0  zÞ1 ¼
P0ðHN  zÞ1jH0 : That A0 is densely deﬁned can be seen as follows: Assume
xAH0~dom A0: Then f0; xgAA0 ¼ A0 and hence ðA0  zÞ1x ¼ 0 for all zArðA0Þ;
we ﬁx one such z: In terms of the matrix decomposition (5.11) of RNðzÞ we have that
R00ðzÞx ¼ 0; hence RNðzÞx ¼ R10ðzÞxAL0CL: As L is the root space of HN at
z ¼N; there is an integer nX0 such that RNðzÞnx ¼ 0; and therefore xAL-H0 ¼
f0g; that is, x ¼ 0:
In part (iii) of the next theorem the space H1 is the space with negative norm
associated with the operator A0 in H0 (see Section 1.4).
Theorem 5.1. Let H be a self-adjoint operator in a Pontryagin space Pk and let wAPk
be an element which is cyclic for H. Assume that
wAdom Hmþq1\dom Hmþq
for some integers m; qAN0; m þ q40; that the subspace
L :¼ spanfw; Hw;y; Hm1w; Hmw;y; Hmþq1wg
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has index of nonpositivity k; and that
/Hjw; HkwS ¼ 0; 0pj; kpm þ q  1; j þ kp2m þ q  2;
/Hjw; HkwSa0; 0pj; kpm þ q  1; j þ k ¼ 2m þ q  1: ð5:14Þ
Then the infinite coupling HN of H with w has the following properties:
(i) The subspace L is the root space of HN at z ¼N and the elements
w; Hw;y; Hm1w; Hmw;y; Hmþq1w form a corresponding Jordan chain.
If m ¼ 0; then L is nondegenerated; if mX1; then L is degenerated, the
subspace
L0 ¼ spanfv1; v2;y; vmg; vj ¼ ðH  z0Þ j1w; j ¼ 1; 2;y; m þ q;
is the isotropic part of L; the subspace M from (5.7):
M ¼ spanfu1; u2;y; umg; uk ¼ RNðz0Þk1jNðz0Þ; k ¼ 1; 2;y; m;
is skewly linked with L0 and orthogonal to the subspace
L0 ¼ spanfvmþ1; vmþ2;y; vmþqg:
With respect to decomposition (5.10) of the space Pk the resolvent of the self-
adjoint relation HN admits the representation (5.11) where R00ðzÞ is the resolvent
of a self-adjoint operator A0 in the Hilbert space H0:
(ii) The restriction
S0 ¼ A0jf fAdom A0j/ðA0z0Þf ;j0ðz0ÞS0¼0g
of A0 is a densely defined symmetric operator in H0; the function
j0ðzÞ ¼
1
ðz  z0ÞmP0j
NðzÞ; zAC\R;
is a defect function for S0 and A0; and the function Q0ðzÞ from (5.4) is a
Q-function for S0 and A0: Q0ðzÞBS0; A0 in H0:
(iii) The defect function j0ðzÞ can be written as
j0ðzÞ ¼ ðA0  zÞ1w1
for some generalized element w1AH1\H0: With the function sðtÞ in the
irreducible integral representation (1.15) for QNðzÞ it holds
/ðA0  zÞ1w1; ðA0  zÞ1w1S0 ¼
Z
R
dsðtÞ
ðt  zÞðt  zÞ; z; zAC\R:
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Proof. (i) These statements have been proved before the theorem.
(ii) By (5.6) we have that j0ðzÞ ¼ P0fðzÞ and hence
fðzÞ ¼ j0ðzÞ þ
Xmþq
j¼1
ajðzÞH j1w þ
Xm
j¼1
cjðzÞuj: ð5:15Þ
We claim (1) cjðzÞ ¼ 0; j ¼ 1;y; m and (2) amþ1ðzÞ;y; amþqðzÞ are polynomials in z
of degree pq  1: If m ¼ 0 part (1) and if q ¼ 0 part (2) of the claim should be
discarded. To prove the claim we use (5.5). For (1) we take the inner product of the
elements of both sides of (5.15) with vk ¼ ðH  z0Þk1w: The inner product of the
function on the right-hand side of (5.15) with vk is equal to ckðzÞ; whereas the inner
product of fðzÞ on the left-hand side with vk equals
/fðzÞ; vkS ¼ /um; RNðzÞvkS ¼ 0;
the ﬁrst equality holds because of (5.6) and the second equality holds because of
RNðzÞv1 ¼ RNðzÞw ¼ 0 and
RNðzÞvkAspanfw; Hw;yHk2wg; k ¼ 2;ym:
We conclude that ckðzÞ ¼ 0; k ¼ 1; 2;y; m: To verify (2) we take the inner
product of the elements on both sides of (5.6) with Hk1w; k ¼ 1; 2;y; m þ q:
We obtain
/fðzÞ; wS
/fðzÞ; HwS
^
/fðzÞ; Hmþq1wS
0BBB@
1CCCA ¼ GL
a1ðzÞ
a2ðzÞ
^
amþqðzÞ
0BBB@
1CCCA:
The ﬁrst m entries of the vectors on both sides of the equality are equal to 0, and so
we are left with
/fðzÞ; HmwS
/fðzÞ; Hmþ1wS
^
/fðzÞ; Hmþq1wS
0BBB@
1CCCA ¼ G0
amþ1ðzÞ
amþ2ðzÞ
^
amþqðzÞ
0BBB@
1CCCA:
The matrix G0 is invertible and for s ¼ 0; 1;yq  1 we have, using (5.6), that
/fðzÞ; HmþswS ¼/um; RNðzÞHmþswS
¼/um; Hmþs1w þ zHmþs2w þ?þ zðmþs1ÞS
¼/um; Hmþs1w þ zHmþs2w þ?þ zsHm1wS
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is a polynomial of degree s (with leading coefﬁcient 1), which readily implies claim
(2). Hence
fðzÞ ¼ j0ðzÞ þ
Xmþq
j¼1
ajðzÞH j1wAH0"L ð5:16Þ
and the degrees of the polynomials ajðzÞ; j ¼ m þ 1;y; m þ q; are all pq  1:
We show that j0ðzÞ satisﬁes a relation of form (1.1). Let z; zAC\R: Then on
account of (5.6),
j0ðzÞ  j0ðzÞ ¼P0ðRNðzÞ  RNðzÞÞum
¼ðz  zÞP0RNðzÞRNðzÞum ¼ ðz  zÞP0RNðzÞfðzÞ
¼ ðz  zÞP0RNðzÞP0fðzÞ ¼ ðz  zÞðA0  zÞ1j0ðzÞ:
For the last equality we used that P0R
NðzÞjH0 ¼ ðA0  zÞ1 and for the equality
before that we used that
P0R
NðzÞfðzÞ ¼ P0RNðzÞP0fðzÞ;
which follows from the matrix representation (5.11) of RNðzÞ and the fact that
fðzÞAH0"L0"L0; see (5.16). Hence j0ðzÞ is a defect function for the symmetric
operator S0 as deﬁned in (ii) and its self-adjoint extension A0: We show that S0 is
densely deﬁned, or equivalently that
j0ðzÞedom A0; zArðA0Þ:
As jðzÞ is a defect function for S0 and A0; it sufﬁces to prove this for only one
zArðA0Þ: We consider two cases:
Case m40: Then (5.6) and (5.16) imply
RNðzÞum  j0ðzÞ ¼ fðzÞ  j0ðzÞAL:
If j0ðzÞAdom A0; then it can be written as j0ðzÞ ¼ ðA0  zÞ1xðzÞ for some
xðzÞAH0; and hence, because of (5.11),
j0ðzÞ  RNðzÞxðzÞAL0:
It follows that RNðzÞðum  xðzÞÞ and, as L is the root subspace of HN at z ¼N;
also um  xðzÞ belongs to L: Hence
umAM-ðH0"LÞ ¼ f0g:
This implies that RNðz0Þmu1 ¼ um ¼ 0 and hence u1AM-L ¼ f0g; a contradiction,
as u1 is a cyclic element for H
N:
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Case m ¼ 0: By Theorem 4.2(iii) we have j0ðz0Þ ¼ u0 ¼ P0uedom HN and from
dom HN-H0 ¼ dom A0;
which follows from P0H
NjH0 ¼ A0; we conclude that j0ðz0Þedom A0:
We now prove the second statement of (ii). Again we ﬁrst consider the case that
m40: Recall that
QNðzÞ ¼QNðz0Þ þ ðz  z0Þ/jNðzÞ;jNðz0ÞS
¼QNðz0Þ þ ðz  z0Þ/u1; u1Sþ ðz  z0Þðz  z0Þ/RNðzÞu1; u1S:
Hence if we deﬁne
Q1ðzÞ :¼ /RNðzÞum; umS ¼ /RNðzÞRNðz0Þm1RNðz0Þm1u1; u1S;
then
QNðzÞ ¼ cðzÞmQ1ðzÞ þ pðzÞ;
where
pðzÞ ¼QNðz0Þ þ ðz  z0Þ/u1; u1S
þ/½cðzÞRNðzÞ  cðzÞmRNðzÞRNðz0Þm1RNðz0Þm1u1; u1S
is a polynomial of degree at most 2m  1; because the expression in the square
brackets is an operator polynomial of degree at most 2m  1: Since QNðzÞ ¼
QNðzÞ and Q1ðzÞ ¼ Q1ðzÞ; the polynomial pðzÞ is real. The function Q1ðzÞ can
also be written as
Q1ðzÞ ¼ /um;fðz0ÞSþ ðz  z0Þ/fðzÞ;fðz0ÞS
and inserting expression (5.16) for jðzÞ into this formula we obtain the equality
Q1ðzÞ ¼ N0ðzÞ þ qðzÞ; ð5:17Þ
in which
N0ðzÞ :¼ a  iðIm z0Þ/j0ðz0Þ;j0ðz0ÞS0 þ ðz  z0Þ/j0ðzÞ;j0ðz0ÞS0
is a Nevanlinna function with aAR such that Re N0ðiÞ ¼ 0; and
qðzÞ :¼ /um;fðz0ÞS a þ ðz  z0Þ
Xmþq
j¼mþ1
ajðzÞH j1w;
Xmþq
j¼mþ1
ajðz0ÞH j1w
* +
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is a real polynomial of degree pq: Combining these formulas we obtain
QNðzÞ ¼ cðzÞmN0ðzÞ þ epðzÞ; ð5:18Þ
where epðzÞ ¼ cðzÞmqðzÞ þ pðzÞ is a real polynomial of degree p2m þ q: In a similar
way it can be shown that this formula also holds when m ¼ 0: From the deﬁnition of
N0ðzÞ it follows that N0ðzÞBS0; A0 inH0 provided j0ðzÞ spansH0: But this follows
from the fact that jNðzÞ spans Pk: Since S0 is densely deﬁned inH0; we have that
N0ðzÞ satisﬁes (1.7) and (5.18) is an irreducible representation of QNðzÞ: Comparing
this representation and the representation (5.4) for QNðzÞ; we get Q0ðzÞ ¼ N0ðzÞ
(and pcðzÞ ¼ epðzÞ) and hence Q0ðzÞBS0; A0 in H0:
(iii) As j0ðzÞ is the defect function of S0 and A0 we have
j0ðzÞ  j0ðzÞ ¼ ðz  zÞðA0  zÞ1j0ðzÞ;
and hence
ðA0  zÞj0ðzÞ  ðA0  zÞj0ðzÞ ¼ ðA0  zÞðj0ðzÞ  j0ðzÞÞ  ðz  zÞj0ðzÞ ¼ 0:
This equality holds in H1 and not in H0; because j0ðzÞedom A0: We see that
ðA0  zÞj0ðzÞ belongs to H1\H0; does not depend on zArðA0Þ; and deﬁnes a
generalized element w1AH1\H0 such that j0ðzÞ ¼ ðA0  zÞ1w1: The cyclicity of
w1 in H1 is equivalent to the property
H0 ¼ spanfj0ðzÞ j zArðA0Þg:
The integral formula at the end of the theorem follows from the equality
/j0ðzÞ;j0ðzÞS0 ¼
Q0ðzÞ  Q0ðzÞ
z  z : &
Remark 5.2. Under the assumptions of Theorem 5.1, set n ¼ 2m þ q:
(a) If n is odd and /H
n1
2 w; H
n1
2 wSo0; then k ¼ nþ1
2
; the subspace
spanfw; Hw;y; Hk1wg is a maximal nonpositive subspace of L; and if k41;
the subspace spanfw; Hw;y; Hk2wg is a maximal neutral subspace
of L:
(b) In all other cases k ¼ n2
 
and the subspace spanfw; Hw;y; Hk1wg is a maximal
neutral subspace of L:
To substantiate these statements, we ﬁrst note that with n ¼ 2m þ q the formula (4.7)
for k can be rewritten as
k ¼
n þ 1
2
if n odd; sn1o0;
n
2
h i
otherwise:
8><>:
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Denote by Gr ¼ ðgijÞr1i;j¼0 the r  r Gram matrix associated with the r basis elements
w; Hw;y; Hr1w of L:
gij ¼ /H jw; HiwS; i; j ¼ 0; 1;y; r  1:
Then, for example, Gmþq ¼ GL: To prove (a) and (b) one looks for the largest integer
rX1 such that either Gr ¼ 0; or Grp0 and Gra0: Because of the block form of
the matrix GL and the triangular form of G
0; the latter occurs precisely
when /Hr1w; Hr1wS ¼ sn1 and sn1o0: Then n ¼ 1þ 2ðr  1Þ is odd, k ¼
ðn þ 1Þ=2 ¼ r and Gr1 ¼ 0: This readily implies (a). Statement (b) can be obtained
in a similar way.
Remark 5.3. The generalized element w1AH1\H0 in Theorem 5.1(iii) is connected
with the Nevanlinna function Q0ðzÞ and the function sðtÞ through the formula
/ðA0  zÞ1w1; ðA0  zÞ1w1S0 ¼
d
dz
Q0ðzÞ ¼
Z
R
dsðtÞ
ðt  zÞ2; zAC\R;
compare with [14]. This relation shows that w1 is independent of the reference point
z0 in representation (1.3) for the function Q0ðzÞ: That w1 belongs to H1\H0 is
equivalent to Q0ðzÞ satisfying (1.5). The irreducible representation (5.4), decom-
position (5.10), and hence also the element w1 depend on the choice of the point z0
(more generally on the choice of the subspaceM in (5.10)). This fact was explained
in [10, Section 6]. There and in the Pk setting of this paper when m40 the role of w1
is played by the generalized element
w :¼ ðA0  z0Þmw1;
which belongs to the space Hm1\Hm: Indeed, w is connected with the function
QNðzÞ through the formula
/ðA0  zÞm1w; ðA0  zÞm1wS0 ¼
1
ð2m þ 1Þ! ððQ
NÞðzÞ  pðzÞÞð2mþ1Þ; ð5:19Þ
which can be obtained by differentiating the functions on both sides of the equality
QNðzÞ  pðzÞ ¼ ðz  z0Þmðz  z0ÞmQ0ðzÞ
¼ ðz  z0Þmðz  z0ÞmðQ0ðz0Þ
þ ðz  z0Þ/ðA0  zÞ1w1; ðA0  zÞ1w1S0
2m þ 1 times with respect to z: The right-hand side of (5.19) is independent of the
choice of z0: If in (5.19) we substitute the irreducible representation (5.4) for Q
NðzÞ
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we obtain
/ðA0  zÞm1w; ðA0  zÞm1wS0 ¼
Z
R
dsNðtÞ
ðt  zÞ2ðmþ1Þ
; zAC\R;
in which dsNðtÞ :¼ jt  z0j2m dsðtÞ: Now limit (2.16) can be speciﬁed as follows:
lim
a-N
a2
Z
D
dsaðtÞ
raðtÞðt  z0Þðt  z0Þ
¼  1
2pi
Z 0
GD
QNðzÞ dz
ðz  z0Þðz  z0Þ
¼
Z
D
dsNðtÞ
ðt  z0Þðt  z0Þ
;
where the interval D is such that sNðtÞ is continuous in the boundary points of D:
This is the analog of [14, Theorem 4(iii)] in an indeﬁnite setting.
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