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Complete characterization of states and processes that occur within quantum devices is crucial for
understanding and testing their potential to outperform classical technologies for communications
and computing. However, solving this task with current state-of-the-art techniques becomes un-
wieldy for large and complex quantum systems. Here we realize and experimentally demonstrate a
method for complete characterization of a quantum harmonic oscillator based on an artificial neural
network known as the restricted Boltzmann machine. We apply the method to optical homodyne
tomography and show it to allow full estimation of quantum states based on a smaller amount of
experimental data compared to state-of-the-art methods. We link this advantage to reduced over-
fitting. Although our experiment is in the optical domain, our method provides a way of exploring
quantum resources in a broad class of large-scale physical systems, such as superconducting circuits,
atomic and molecular ensembles, and optomechanical systems.
Introduction. Exploiting the full potential of quan-
tum technologies involves the challenge of ‘quantum vol-
ume’: keeping a high degree of control over a com-
plex many-body quantum system in spite of its grow-
ing size [1]. This important challenge concerns, in par-
ticular, methods for complete characterization of quan-
tum states and processes. Quantum state tomography
(QST), the reconstruction of quantum states from mea-
surement statistics in multiple bases [2, 3], is routinely
performed in quantum physics experiments of various na-
ture. Nevertheless, because the number of parameters
describing a state of a quantum system grows exponen-
tially with its size, tomography becomes increasingly de-
manding in application to large-scale quantum systems
that are now engineered in experiments with ultracold
atoms [4–7], ions [8], superconducting devices [9], and
quantum light [10].
This problem manifests itself in two aspects. First,
full quantum tomography of multi-dimensional quantum
systems requires large portions of data, which are typi-
cally difficult to acquire experimentally. Second, even if
such data are available, they are quite difficult to process
with reasonable computational resources. Fortunately,
it often happens that the physical setting being stud-
ied imposes certain a priori restrictions on the quantum
states that can be prepared in it. As a result, the states
can be described using a set of parameters that grows
polynomially, rather than exponentially, with the size of
the system. This observation gave rise to alternative
approaches such as permutationally invariant tomogra-
phy [11], quantum compressed sensing [12], and tensor
networks [13–15]. Each of these approaches makes partic-
ular assumptions about the physical restrictions imposed
upon the state in question.
In the absence of knowledge about the physics of the
system, one can use a universal approach based on gen-
erative artificial neural networks. Generally, neural net-
works are known to be capable of finding the best fit to
arbitrarily complex data patterns with a limited number
of parameters available [16]. In the context of quantum
physics, this capability has been exploited in the context
of neural networks known as the restricted Boltzmann
machine (RBM). RBMs are capable to encode the infor-
mation about exponentially many terms of a quantum
state in a polynomial number of units [17]. This feature
makes RBMs attractive for a variety of quantum varia-
tional optimization problems [18], which require finding a
quantum state that best satisfies a certain criterion. Ex-
amples of such problems, in addition to quantum tomog-
raphy [19], include searching ground states of Hamiltoni-
ans in quantum chemistry tasks [20], investigating tensor
network states [21] and topological states [22], and sim-
ulating open quantum many-body systems [23–27].
In the original theoretical proposal [19], RBM-based
QST has been applied to simulated pure states of in-
teracting many-qubit systems. A subsequent work [28]
has generalized this approach to mixed states and ap-
plied it to perform QST of a two-qubit system associ-
ated with a polarization-entangled photon pair. Very
recently, the method was used in application to an ex-
perimental Rydberg-atom simulator with eight and nine
atoms, using a pure-state, constant-phase approximation
and measurements in a single basis [29]. Neural network
techniques in the context of QST were also employed, al-
beit in a very different setting, to pre-process the data,
thereby reducing the effect of state preparation and mea-
surement errors [30].
Here we apply the neural network QST approach to
homodyne tomography of optical states, in which mea-
surements of electromagnetic field quadratures at various
phases are performed to reconstruct the state of light in
a given mode [2]. We verify our method on experimental
data for the cases of optical Schro¨dinger’s cat states and
arbitrary Fock-state superpositions up to the two-photon
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2level, where we obtain high quality of quantum state re-
construction. The approach generally outperforms stan-
dard maximum-likelihood based methods [31], which, as
we demonstrate, is deeply linked with reduced overfit-
ting. To our knowledge, this is the first application of
neural networks in continuous-variable quantum setting.
Neural network tomography. An RBM is a neural net
containing two layers, visible and hidden, with all-to-all
connections between the neurons in different layers and
none inside each layer [hence the term ‘restricted’, see
Fig. 1(a)]. The neurons can take on binary values {0, 1}.
Any set of neuron values, defined by binary vectors v and
h, is associated with the Boltzmann probability
p(v,h) =
1
Z
e−E(v,h), (1)
where
E(v,h) = −vT Wˆh− aTv − bTh (2)
where E is the energy function, Z is the partition func-
tion, and Wˆ , a, b are the network parameters: weights
and biases, respectively. The conventional RBM is
trained to find the parameter set that maximizes the
product of marginal distributions,
p(v) =
∑
h
p(v,h), (3)
over the training set {v}, i.e. ∏{v} p(v). The RBM
trained in this way will produce similarly low energy val-
ues for test inputs that are similar to elements of the
training set, which is useful for pattern recognition [32].
Furthermore, by sampling high-probability visible layer
vectors, one can use the RBM as a generative neural net-
work [33].
In the classical case, the data (such as the pattern
to be recognized) are fed to the RBM through the vis-
ible layer. Doing so for quantum tomography would be
unimaginable because there are infinitely many quantum
states and even more possible measurement data sets.
On the other hand, we can take advantage of our a pri-
ori knowledge of the connection between quantum states
and the measurement probabilities associated with dif-
ferent bases.
These important differences dictate a different way
that RBMs can be applied for quantum optimization
problems. Here we utilize the RBMs to define an Ansatz
expression for the quantum state |Ψ〉, which we wish to
reconstruct. The neural network parameters are then
used as the variational parameters of that Ansatz. We
calculate the likelihood function (probability of having
acquired the present experimental data set given |Ψ〉) us-
ing the knowledge of quantum mechanics, and optimize
the parameters, and therefore |Ψ〉, to maximize that like-
lihood. The visible layer no longer plays the role of the
container for the data, but only serves to index the basis
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Figure 1. Architecture of restricted Boltzmann machines for
classical pattern recognition tasks (a) and quantum tomogra-
phy (b).
of the Hilbert space: each possible configuration v of the
visible layer is associated with one and only one basis
element |v〉.
The Carleo and Troyer Ansatz [17], which we utilize
here, uses two RBMs of identical architectures [Fig. 1(b)],
with the parameter sets λ = {Wˆλ,aλ,bλ} and µ =
{Wˆµ,aµ,bµ} to express, respectively, the amplitudes and
phases of the state’s decomposition into this basis:
|Ψ〉 =
∑
v
√
pve
iφv/2 |v〉 , (4)
where
pv =
1
Zλ
∑
h
e−E
λ(v,h), φv = log
∑
h
e−E
µ(v,h) (5)
and Eλ,µ are defined by Eq. (2) for the two corresponding
RBMs. We note that the partition function Z is present
only in the expression for the amplitudes, but not phases,
because the phases have no normalization requirement.
The logarithm is included in the phase for mathematical
convenience.
In optical homodyne tomography, the basis tradition-
ally used for state reconstruction is the Fock basis,
bounded from above by some cut-off photon number Nph.
Because an RBM with the visible layer of size m can rep-
resent a Hilbert space of dimension 2m, the natural choice
is to construct the reconstruction basis from photon num-
ber states {|0〉 , . . . , |Nph = 2m − 1〉}. The basis is then
encoded in the visible layer in a straightforward fashion,
for example, for m = 2 :
|0〉 →
(
0
0
)
|1〉 →
(
0
1
)
|2〉 →
(
1
0
)
|3〉 →
(
1
1
)
.
The tomography experiment consists in measuring the
continuous electromagnetic field quadrature samples X
on multiple copies of the state |Ψ〉 at various phases θ.
The log-likelihood functional is then as follows:
Ξ =
∑
j
log 〈θj , Xj |ρˆ|θj , Xj〉, (6)
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Figure 2. Experimentally reconstructed Wigner functions and density matrices for optical Schro¨dinger’s cats (a-b) and en-
gineered Fock superpositions up to the two-photon level (c-d) using neural network quantum tomography (a,c) and MaxLik
(b,d). The relative fidelity of the two reconstructed states is about 0.998 in both cases after efficiency correction.
where ρˆ = |Ψ〉 〈Ψ| is the density matrix, j enumerates
measurement outcomes. This is a differentiable function
of the RBM parameters, defined through Eqs. (2), (4),
and (5). These parameters can be therefore optimized
using gradient descent to maximize the log-likelihood.
A general quantum tomography method must be able
to work with not only pure states, but also with mixed
ones. The method above is readily generalized to mixed
states by means of purification: introducing an ancillary
“environment” Hilbert space, whose dimension is equal
to that of the Hilbert space of interest. The mixed state
that needs to be reconstructed can then be written as a
partial trace
ρˆ = TrE (|ΨSE〉 〈ΨSE |) (7)
where the pure state |ΨSE〉 is a vector of the tensor prod-
uct Hilbert space comprising the system and the environ-
ment and can be reconstructed from the experimental
data as described above (see Methods for details). We
note that, although the dimension of the tensor product
space is the square of the dimension of the system, the
number of visible units needed to represent that space is
only twice as large as that for the system alone.
We emphasize again the difference between the RBM
approach to state reconstruction and the conventional
quantum expectation-maximization (MaxLik) technique
[31, 34]. In both cases, we optimize the parameters of
the state to maximize the likelihood functional (6). How-
ever, in the standard approach, all elements of the den-
sity matrix are being optimized, which corresponds to
the number of parameters equal to the dimension of the
Hilbert space squared. Within the RBM Ansatz, on the
other hand, the number of parameters is on the scale of
the product of the number of visible and hidden units,
i.e. scales logarithmically with the Hilbert space dimen-
sion. As discussed previously, this is of great advantage
when this dimension is large. Although reducing the
number of parameters does restrict the set of states that
can be expressed by the RBM Ansatz, we found it to be
sufficient to adequately represent the states observed in
homodyne tomography experiments.
We test our approach on two sets of experimental
data. The first set corresponds to an optical analog of
Schro¨dinger’s cat, i.e. the superposition of two opposite-
amplitude coherent states. The data have been taken
from the experiment [35] and correspond to the cat state
of amplitude α = 1.85 squeezed by 3 dB along the
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Figure 3. Reconstruction of the cat state |α〉 − |−α〉 with
α = 4 from bootstrapped data. a) Photon statistics for the
state reconstructed from 800 quadratures using MaxLik (left)
and RBMs (right). b) Reconstruction fidelity as a function of
number of quadrature measurements. Each point is averaged
over multiple datasets of the same size. Shaded regions show
the standard deviation. c) Cross-validation log-likelihood dif-
ference (see text). Higher values correspond to more signifi-
cant overfitting.
quadrature axis. The second data set was obtained in
an experiment on engineering arbitrary superpositions of
Fock states a0 |0〉+a1 |1〉+a2 |2〉 with the amplitude ratio
a0 : a1 : a2 ∼ −0.76 : 0.49 : 0.42 [36]. We compare our
reconstruction results with standard iterative MaxLik al-
gorithm with efficiency correction. For both methods, we
obtain Wigner functions and density matrices of the re-
constructed states (Fig. 2).
For the reconstruction of the cat state, we used the
cut-off photon number of Nph = 7 (i.e. m = 3), which
corresponds to the amplitude and phase RBMs contain-
ing 2m = 6 visible units each. Additionally, each RBM
contained 8 hidden units. The reconstruction featured
correction for 62% detection efficiency (see Methods).
For the Fock state superposition, each RBM had 4 visible
units, 4 hidden units, Nph = 3 (m = 2) and the efficiency
correction 55%. As we see in Fig. 2, both methods re-
sulted in similar reconstructed states, with the relative
fidelity about 0.998 in both cases.
Effects of overfitting. Our next goal is to compare
the performance of the RBM approach to MaxLik. Us-
ing bona fide experimental data is suboptimal for this
purpose because it is not known what “true” state they
correspond to, and hence we cannot tell which method
gives better reconstruction.
Therefore we generate a simulated quadrature data set
corresponding to the Schro¨dinger’s cat states |α〉 − |−α〉
with α = 4, reconstruct the state from this set and com-
pare it to the original. The RBM reconstruction was
performed without assuming the state to be pure, us-
ing an RBM with 10 visible units (m = 5) and 3 hidden
units. The cut-off point was at 31 photons both for RBM
and MaxLik. The motivation for choosing this relatively
large Hilbert space is to explore the case in which the
number parameters optimized by the RBM is much less
than MaxLik.
Figure 3(a) shows the photon statistics of the state re-
constructed using the two methods. Theoretically, we ex-
pect this state to show Poisson statistics for odd photon
numbers, but zero probability for even photon numbers.
We see that the state reconstructed using RBMs largely
follows this rule whereas the MaxLik reconstructed state
has significant nonzero statistics for even photon num-
bers. In Fig. 3(b) we plot the fidelity of the reconstructed
state with the original one as a function of the data set
size and observe that RBM performs significantly better.
The improved performance of the RBM approach for a
smaller amount of experimental data is likely associated
with lower overfitting [17]. Indeed, the number of param-
eters in MaxLik is, as discussed 322 − 1 = 1023, whereas
for RBM it is 2×(10×3+10+3) = 86. In order to demon-
strate that overfitting is indeed the cause for poorer per-
formance of MaxLik, we implement the following cross-
validation test. We generate multiple quadrature data
sets of the the same size and reconstruct the state from
one of them. Then we calculate the log-likelihood (6)
for the data from each set with respect to the recon-
structed state. If overfitting plays a significant role in
the reconstruction, the likelihood of the “native” data
set (from which the state was reconstructed) is expected
to be significantly higher than for other sets. We plot
the mean difference of the log-likelihoods for the “na-
tive” and “non-native” data sets in Fig. 3(c) and observe
this difference to be much higher for MaxLik than for
RBM. This confirms our hypothesis.
Outlook. Our results demonstrate that the neural
network QST approach is a promising way of charac-
terizing the states observed in optical experiments. We
found this method to be capable of reliable state recon-
struction and much less prone to overfitting compared
to standard MaxLik approach. However, the full capa-
bility of our method is expected to be unveiled for very
large Hilbert spaces, such that traditional methods be-
come inapplicable. Therefore the natural next step would
be to implement a complex multimode entangled state
and apply RBM for its reconstruction. Promising sources
of such states are multimode parametric oscillators that
have seen rapid development in recent years [37, 38].
To proceed in this direction, we will also need to change
5the strategy of RBM training. Presently, our method re-
lies on exhaustive search of all possible configurations
of the neural network units (see Methods). However,
such a search will be impossible in large Hilbert spaces.
Instead, we will have to rely on approximate methods
of RBM training such as contrastive divergence [41] or
Gibbs sampling [42]. Additionally, there exists a class of
quantum states with physical interest that carry no effi-
cient RBM description [43]. Alternative neural network
architectures should therefore be explored. In particular,
it would be interesting to look for ways to utilize for-
ward propagating neural networks, rather than RBMs,
for QST. Such neural networks are more common in mod-
ern machine learning because their training is much more
straightforward.
Our approach can be generalized to broader classes of
physical problems. First, in addition to light, it is ap-
plicable to any physical system that can be mapped to
a harmonic oscillator, such as atomic ensembles [39] and
nanomechanics [40]. Second, we reiterate that neural-
network based QST studied here belongs to a larger class
of problems in which one looks for a quantum state that
best satisfies a certain criterion. A particularly promising
field of research, in our opinion, is complex phenomena in
condensed matter systems, such as many-body localiza-
tion, and describing exotic phase transitions. Approaches
based on machine learning constitute a new and promis-
ing way of tackling them.
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METHODS
Pure states. Here we present the details of training
our RBM. The neural network parametrization for the
wavefunction is defined by Eqs. (4) and (5). We introduce
additional notation. First, because there is one-to-one
correspondence between visible layer configurations |v〉
and Fock states |n〉, as discussed in the main text, we will
use the symbol n to denote both these objects. Second,
we denote the unnormalized Boltzmann probability
Pλn = Zλp
λ
n =
∑
h
e−E
λ(n,h), (8)
with Zλ ≡
∑
n P
λ
n , for the amplitude RBM, and the anal-
ogous quantity
Pµn = e
φn =
∑
h
e−E
µ(n,h) (9)
for the phase RBM. We remind the reader that the letters
λ and µ denote the respective parameter sets of these
RBMs.
By plugging the expression (4) into the log-likelihood
function (6) and using that the fact that overlap between
the number and quadrature eigenstates 〈θ,X |n〉 corre-
sponding to the phase θ is just the n’s harmonic oscilla-
tor eigenfunction (Hermite-Gaussian polynomial) Hn(X)
with a phase factor,
〈θ,X |n〉 = Hn(X) exp[−inθ], (10)
we obtain the following expression:
Ξ(λ, µ) =
∑
j
log |〈θj , Xj |Ψ〉|2
=
∑
j
log
∣∣∣∣∣∑
n
〈θj , Xj |n〉〈n|Ψ〉
∣∣∣∣∣
2
= −Nm logZλ +
∑
j
log
∣∣∣∣∣∑
n
Qjn
∣∣∣∣∣
2
, (11)
where Qjn = Hn(xj)
√
Pλn exp[−i(nθj − φµn/2)], the sum-
mation with index j is over all quadrature measurements
and Nm is the number of measurements.
For the network training, we evaluate the gradients
of the above log-likelihood Ξ(λ, µ) over the neural net
parameters λ and µ as follows:
∇λΞ(λ, µ) = Nm{Dλ}pλ − Re
∑
j
{Dλ}j (12a)
∇µΞ(λ, µ) = Im
∑
j
{Dµ}j , (12b)
7where we defined
{Dλ}pλ =
∑
n
Dnλp
λ
n, (13a)
{Dµ,λ}j =
∑
nD
n
µ,λQ
j
n∑
nQ
j
n
, (13b)
with Dnµ ≡ ∇µ logPµn and Dnλ ≡ ∇λ logPλn . Ascending
by these gradients, we can maximize the log-likelihood
(11). Both RBMs are trained simultaneously.
We note that the above gradients contain exhaustive
summation over possible configutations {n,h} of the vis-
ible and hidden layers of both RBMs. In the present
work, we are able to compute this sum directly since
the number of RBM units is relatively small. However,
in the case of high Hilbert space dimension, Boltzmann
sampling using an annealing device or algorithm will be
required.
Mixed states. As discussed in the main text, see
Eq. (7), we treat the mixed state ρˆ to be reconstructed
as a partial state of a pure state |ΨSE〉 in a tensor
product Hilbert space with the dimension (Nph + 1) ×
(Nph + 1). We decompose this state in the Fock basis
|ΨSE〉 ≡
∑Nph
n=0
∑Nph
m=0 Cnm |n,m〉 and apply the same
parametrization as in the previous subsection:
Cλ,µnm = 〈n,m|ΨSE〉 ≡
√
pλnme
iφµnm/2, (14)
with Zλ =
∑
nm
Pλnm. (15)
The partial trace of this state over the environment is as
follows:
ρˆλ,µnm =
∑
k
Cλ,µnk (C
λ,µ
mk )
∗
=
1
Zλ
∑
k
√
PλnkP
λ
mke
i(φµnk−φµmk)/2. (16)
The log-likelihood (6) is then given by
Ξ(λ, µ) = −
∑
j
log
∑
nm
〈θj , xj |n〉 ρλ,µnm 〈m|θj , xj〉
= Nm logZλ −
∑
j
log
∑
nmk
Qjnmk, (17)
where the summation indices n,m, k run over the trun-
cated Fock basis, j over all quadrature measurements,
and
Qjnmk= Hn(xj)Hm(xj)
√
PλnkP
λ
mk ×
× exp i[(m− n)θj + (φµnk − φµmk)/2]. (18)
We note that the expression (17) is very similar to the
pure state case (11), but requires two additional summa-
tions over the truncated Fock basis. The log-likelihood
(17) gradients over µ and λ read similarly to those for the
pure state (12), but with the parameters (13) redefined
as follows:
{Dλ}pλ =
∑
nm
Dnmλ p
λ
nm, (19a)
{Dµ,λ}j =
∑
nmkD
nk
µ,λQ
j
nmk∑
nmkQ
j
nmk
(19b)
The remainder of the treatment replicates that for pure
states.
Efficiency correction. To correct for an imperfect ho-
modyne detector efficiency η < 1 in our neural net ap-
proach, we model it as a perfect detector preceded by
beam splitter of transmission η [31], which changes the
quantum state ρˆ by means of generalized Bernoulli trans-
formation to a new state ρˆη according to
〈m| ρˆη |n〉 =
∞∑
k=0
Bm+k,m(η)Bn+k,n(η) 〈m+ k| ρˆ |n+ k〉 ,
(20)
where Bn+k,n =
√(
n+k
n
)
ηn(1− η)k. Now we can re-
peat the above procedure for the mixed state (purifica-
tion) Ansatz, with the only difference that we use ρˆη
instead of ρˆ to calculate the log-likelihood (6).
