ABSTRACT Chandra X-ray observations routinely resolve tens to hundreds of low-mass X-ray binaries (LMXBs) per galaxy in nearby massive early-type galaxies. These studies have raised important issues regarding the behavior of this population of remnants of the once massive stars in early-type galaxies, namely the connection between LMXBs and globular clusters (GCs) and the nature of the LMXB luminosity function (LF). In this paper, we combine five epochs of Chandra observations and one central field Hubble Space Telescope Advance Camera for Surveys observation of NGC 4697, one of the nearest, optically luminous elliptical (E6) galaxies, to probe the GC-LMXB connection and LMXB-LF down to a detection/completeness limit of 0.6/1.4 × 10 37 ergs s −1 . We detect 158 sources, present their luminosities and hardness ratios, and associate 34 LMXBs with GCs. We confirm that GCs with higher encounter rates (Γ h ) and redder colors (higher metallicity Z) are more likely to contain GCs, and find that the expected number of LMXBs per GC is proportional to Γ 0.79
INTRODUCTION
Observations with the Einstein Observatory revealed that early-type galaxies can be luminous X-ray sources (Forman et al. 1985) . Prior to the launch of the Chandra Xray Observatory, observations of X-ray faint galaxies, galaxies with relatively low X-ray-to-optical luminosity ratios, indicated the presence of two distinct spectral components: a soft (∼ 0.2 keV) component (Fabbiano et al. 1994; Pellegrini 1994; Kim et al. 1996 ) and a hard (∼ 5-10 keV) component (Matsumoto et al. 1997 ). The soft component was attributed to hot interstellar gas and the hard component to low-mass X-ray binaries (LMXBs; Kim et al. 1992) . Starting with the Chandra X-ray Observatory observation of the X-ray faint elliptical, NGC 4697 , hereafter Papers I and II), this picture has been confirmed; the majority of X-ray emission in X-ray faint early-type galaxies has been resolved into X-ray point sources, whose properties are consistent with LMXBs. With its ability to resolve LMXBs and accurately measure their positions, Chandra has raised at least two major issues regarding the behavior of the LMXBs as a population, namely the connection between LMXBs and globular clusters (GCs) and the nature of the LMXB luminosity function (LF) .
From Chandra, a high percentage (∼ 20 − 70%) of LMXBs have positions coincident with globular clusters (GCs, Angelini et al. 2001; Sarazin et al. 2003) ; only ∼ 10% of Milky Way LMXBs are found in GCs. This raised the question as to where LMXBs in early-type galaxies formed. One early suggestion was that all LMXBs in early-type galaxies formed in GCs, with LMXBs observed to be in the field of the galaxy (Field-LMXBs) having escaped from GCs through supernovae kick velocities, stellar dynamical processes, or the dissolution of the GC due to tidal effects (White et al. 2002) . Later analyses have suggested that a significant fraction of Field-LMXBs were formed in situ (Juett 2005; Irwin 2005 ), although there is evidence that more Field-LMXBs in lenticular galaxies, as opposed to elliptical galaxies, may have originated in GCs and later escaped into the field (Irwin 2005) . The extent to which LMXBs can be used to probe GC formation and evolution, as well as LMXB formation, depends critically on understanding the GC/LMXB connection. Given that the primary binary formation scenario in GCs is thought to involve dynamical interactions, as opposed to the predominantly primordial nature of binaries formed in the field, these different populations should trace different LMXB formation histories and may trace different star formation histories in early-type galaxies.
Chandra has also explored the LF of LMXBs. At the bright end of the LF of NGC 4697, a possible break near the Eddington limit of a 1.4 M ⊙ neutron star (NS) was found in Paper I. This break was argued to be due to the presence of two LMXB populations, a black hole (BH) population at the bright end, and a predominantly NS population at the faint end. Bildsten & Deloye (2004) argued that such a break may be due to ultracompact binaries. Although 2 SIVAKOFF ET AL. Kim & Fabbiano (2003) argue that no break was required in NGC 4697 after correcting for incompleteness, they do find that a break near 5 × 10 38 ergs s −1 gives an improved fit compared to a single power-law for a uniformly selected, incompleteness corrected sample of 14 early-type galaxies. At the faint end, Voss & Gilfanov (2006) found that the LF in Cen A flattens significantly below 5 × 10 37 ergs s −1 and follows the dN/dL ∝ L −1 law in agreement with the behavior found for LMXBs in the Milky Way and the bulge of M31. One interpretation of this break in the Milky Way LF is that there are two populations of short ( 20 hr) period LMXBs: those where magnetized stellar winds dominate mass transfer, and those where gravitational radiation drives the accretion (Postnov & Kuranov 2005) . Measuring and understanding the LF of LMXBs in early-type galaxies has clear implications in our understanding of the number and type of binary systems that make up the zoo of LMXBs.
As more LMXBs are detected and characterized, more examples of extragalactic LMXB candidates with extreme behaviors, such as supersoft sources (SSs) and ultraluminous X-ray sources (ULXs) are being identified by Chandra and studied in greater detail. The SSs have very soft X-ray spectra ( 75 eV) similar to SSs in our Galaxy and M31 that are generally believed to be accreting white dwarfs (WDs); however, the bolometric luminosities of extragalactic SSs can exceed the Eddington luminosity for a Chandrasekhar mass WD. One hypothesis is that these sources contain intermediate-mass (∼ 10 2 -10 3 M ⊙ ) accreting BHs (Swartz et al. 2002) . A great deal of attention has been spent on ULXs, which we define as L X > 2 × 10 39 ergs s −1 (0.3-10.0 keV). However, except possibly for LMXB candidates in NGC 720 (Jeltema et al. 2003) , NGC 1399 , NGC 1600 (Sivakoff et al. 2004) , and NGC 4482 ), ULXs are generally not found within old stellar systems beyond the number expected from unrelated foreground or background sources (Irwin et al. 2004) .
By stacking multi-epoch Chandra observations of an earlytype galaxy, more, fainter LMXB candidates can be studied, and brighter LMXB candidates can be studied in greater detail. In this Paper, we report on multi-epoch Chandra X-ray observations of NGC 4697, one of the nearest (11.3 Mpc; see footnote 18 of Jordán et al. 2005 ) optically luminous (M B < −20) elliptical (E6) galaxy. (There is a weak disk; however, it not comparable to those seen in lenticular galaxies (Peletier et al. 1990) ). We adopted the 2MASS Point Source Catalog (Skrutskie et al. 2006) ′′ 0), position angle (PA = 70
• , measured from north to east), and ellipticity (e = 0.354), which assumes a de Vaucouleurs profile (de Vaucouleurs et al. 1992) .
From these values, we calculate the optical photometry's effective semi-major distance (a eff = 89.
′′ 6). This galaxy lies ∼ 5 Mpc in front of the bulk of the galaxies in the Virgo cluster, and is 18.
• 7 south of M87, the galaxy at the dynamical center of the Virgo cluster. We also report on the GC/LMXB connection as determined from a joint observation of the central region by the Hubble Space Telescope Advance Camera for Surveys (HST-ACS; Ford et al. 1998) .
In § 2, we discuss the observations and data reduction of NGC 4697. The X-ray image and the detection of X-ray sources are discussed in § 3 and § 4. In § 5, we discuss the optical counterparts from ground-based and HST observations. We examine the GC/LMXB connection in detail in § 6. The analyses of luminosity, hardness ratios, and spectra are considered in § 7-9. Finally, we summarize our conclusions in § 10. We concentrate on the variability of the X-ray sources in our companion paper (Sivakoff et al. 2008b , hereafter Paper V). Unless otherwise noted, all errors refer to 1σ confidence intervals, count rates are in the 0.3-6 keV band, and fluxes and luminosities are in the 0.3-10 keV band, with absorption effects removed.
2. OBSERVATIONS AND DATA REDUCTION 2.1. Chandra X-ray Observatory Chandra has observed NGC 4697 five times, 2000 January 15, 2003 December 26, 2004 January 06, February 02, and August 18, using the ACIS detector for live exposures of 39260, 39920, 35683, 38103, and 40046 s (Observations 0784, 4727, 4728, 4729, and 4730) . Observation 0784 was operated at −110
• C with a frame time of 3.2 s, and the ACIS-23678 chips were telemetered and cleaned in Faint mode. Observations 4727, 4728, 4729, 4730 (hereafter the Cycle-5 observations) were operated at −120
• C with frame times of 3.1 s, and the ACIS-35678 chips were telemetered and cleaned in Very-Faint mode. Since the X-ray point spread function (PSF) increases with the distance between point sources and the optical axis of Chandra, the Cycle-5 pointings were determined to maximize field-of-view (FOV) while placing the galaxy center close to the optical axis and away from node boundaries on the S3 chip. The analysis in this Paper is based on data from the S3 chip alone, although a number of serendipitous sources were seen on the other chips. The elliptical area common to all five observations on the S3 chip (a < 220 ′′ ) corresponds to 74% of the integrated light for a de Vaucouleurs profile. Known aspect offsets were applied to each observation. Our analysis includes only events with3. X-RAY IMAGE In Paper I and Paper II, it was shown that most of the X-ray emission in NGC 4697 is resolved into point sources. We display the raw Chandra image from the combination of all five observations in the 0.3-6 keV band in Figures 1 and 2. These images are roughly consistent with the previously published data; new sources have been detected due to greater sensitivity, source variability, and increased FOV. The FOV of the five observations, as well as a finding chart for the X-ray sources, are overlaid on the raw images.
To contrast the detected sources with the diffuse emission, we adaptively smoothed the Chandra S3 X-ray raw image using a minimum signal-to-noise ratio (S/N) per smoothing beam of 3. We then applied these smoothing scales to background-subtracted, exposure-corrected images in the soft (0.3-1 keV), medium (1-2 keV), and hard (2-6 keV) bands. The background includes the readout artifact in ACIS and the deep blank-sky backgrounds compiled by Maxim Markevitch 7 . We combined these three bands to create a logarithmically scaled image between 5 × 10 −7 and 1 × 10 −5 count s −1 arcsec −2 in total surface brightness. The resulting representative-color images of the entire galaxy and of the central 3 ′ × 3 ′ region are shown in Figures 3 and 4 . There is clearly soft (red) diffuse emission near the center of NGC 4697. The majority of the sources stand out clearly in color from the soft diffuse gas, appearing yellow to green. There are some soft sources which appear to be associated with NGC 4697 based on their concentration towards the center of the galaxy, while most of the hardest (blue) sources, 8 which are likely to be absorbed AGNs (see § 8), tend to lie in the outer regions of the image.
4. X-RAY SOURCE DETECTION In Table 1 , we list all discrete sources detected by WAVDE-TECT over the 0.3-6 keV range. We ordered the sources by increasing projected radial distance from the center of the galaxy, d. Columns 1-8 provide the source number, IAU name, source position (J2000), projected radial distance, projected semi-major distance from the center of NGC 4697, a, photometric count rate with its 1σ error, and S/N for the count rate. Photon errors were calculated using the upper Gehrels error approximation of 1 + √ N + 0.75 (Gehrels 1986 ). For comparison with Paper II, column 10 lists the source number used there. Notes for each source are listed in column 11. The derived parameters and notes are expanded upon in the text below.
To identify the discrete X-ray source population, we applied the wavelet detection algorithm (CIAO WAVDETECT program) with √ 2 scales ranging from 1 to 32 pixels with a source detection threshold of 10 −6 . Source detection was not done in regions with an exposure of less then 10% of the total for the observation. We expect 1 false source (due to a statistical fluctuation in the background) for each S3 image. The source detections were first done on each observation separately to create a source list against which to register the astrometry. We detected 97, 78, 87, 77, and 98 sources in Observations 0784, 4727, 4728, 4729, and 4730 . We then registered the astrometry of each Cycle-5 observation against Observation 0784. Using 55, 56, 51, and 55 sources matched to within 0.
′′ 5, the relative astrometry corrections were 0. ′′ 31, 0.
′′ 38, 0. ′′ 31, and 0. ′′ 48. To maximize S/N, we analyzed the wavelet detection results from the combination of the five observations (Figure 1 ). Since there were five approximately equally sensitive observations, we reduced the exposure threshold of this merged source detection to 2% of the total. There was a 50% increase in the FOV compared to a single S3 chip, so we expect 1.5 false source. We detected 158 sources. All of the detections in Observation 0784 were in the merged detection list. In the Cycle-5 observations, a few weak detections were not found in the merged detection list. None of these detections would have fluxes determined at the ≥ 3σ level; detections not in the merged detection list are not discussed further in this Paper.
Working from the coordinate list generated by WAVDE-TECT, we used ACIS Extract to create source extraction and masking regions, as well as refine the source positions. For each observation, we created a source extraction region consistent with the X-ray PSF at the source position. Most of the regions encircled 90% of the flux in the X-ray PSF at ≈ 1.5 keV. For sources whose median photon energy over all five observations was not ∼ 0.6-2.6 keV, we determined the PSF at either ≈ 0.3 keV (Sources 19, 23, 25, 62, and 78) or ≈ 4.5 keV (Sources 96, 119, and 138) . We used a lower percentage of the PSF in the case of few sources whose regions would otherwise have overlapped in one of the observations (85% for Sources 2/5; 80% for Sources 49/50; 50% for Sources 72/73). The WAVDETECT source extents were compared to the PSF sizes at the locations of the sources; all were consistent except those for Sources 8, 22, 123, and 158 . Thus, these sources may be extended or multiple, and are marked with a note in Table 1 . Masking circular regions around the source at a radius encircling > 97% of the PSF were created 4 SIVAKOFF ET AL. of NGC 4697 from all five observations combined. This image has not been corrected for background or exposure, and has not been smoothed. The grey scale varies with the logarithm of the X-ray surface brightness, which ranges from 1 to 25 count pixel −1 . (The ACIS pixels are 0. ′′ 492 square.) The optical center of NGC 4697 is marked by "OC". The positions of detected sources outside of the central 3 ′ × 3 ′ in the image are indicated by their source numbers from Table 1 ; the source numbers are ordered by increasing distance from the center of the galaxy. The FOV of each observation is indicated by a labeled black square and the D25 ellipse is shown. (D25 is the elliptical isophote with a surface brightness of 25 mag per arcsec in the B-band.)
for every source. The refined source positions for a majority of the sources came from the average position of 0.3-6 keV photons in the source extraction regions. For Sources 142, 148, 152, and 154-158, whose average positional offset from the optical axis is more than 5 ′ , we correlated the 0.3-6 keV photons near the WAVDETECT coordinates against the average X-ray PSF of each source to refine their positions.
To subtract out overlapping diffuse gas and background emission we used a local background with an area approximately three times that of each source's extraction region. The background region excluded photons in the masking region. In cases where background regions overlapped or fell along node/chip boundaries, we slightly altered these overlapping regions, preserving the ratio of source to background areas and ensuring that the source region and background region had similar mean exposures.
The observed net count rates, their errors, and the S/Ns were calculated by stacking the observations, correcting for background photons, and dividing by the sum of the mean exposures over each source region.
We list the results of all analyses for all sources in this Paper's tables; however, we restrict discussion of sources, except for identification of possible optical counterparts, to the 126 that have photometric count rates determined at the ≥ 3σ level. These significantly detected sources, hereafter the Analysis Sample, all have at least 18 net counts.
The minimum detected count rate in the 0.3-6 keV band for our Analysis Sample sources is 1.0 × 10 −4 counts s −1 . This count rate is 2.6 times as deep as the count rate from Observation 0784 alone (Paper II). Three sources below the Analysis limit (136, 152, 157) Table 1 low as ∼ 5 × 10 −5 counts s −1 . We estimated the completeness of all sources through simulations using MARX 4.0.8 11 . We used the normalized background generated by WAVDETECT and the photometrically determined counts (after PSF corrections) to perform 400 simulated runs of our five observations of NGC 4697. The resulting completeness correction factor, c sim , the ratio of the number of times a source was simulated to the number of times it was detected, is accurate to ∼ 5% for the majority of sources; however, the uncertainty increases to ∼ 12% for the largest correction factors. All sources with observed count rates > 10 −4 counts s −1 had correction factors < 1.1 except for Sources 72, 102, and 158. In the simulations, Sources 72 and 73 were often confused as one source with a position closer to Source 73. Sources 102 and 158 had c sim = 1.12. The average completeness correction factor in the Analysis Sample is ∼ 1.01. For sources not in the Analysis Sample, c sim averaged ∼ 1.99, and reached as high as 5.71 for the weakest 11 See http://space.mit.edu/CXC/MARX/.
sources. Our completeness results are roughly consistent with Kim & Fabbiano (2003) .
There are objects unrelated to NGC 4697 among the detected sources. Since the FOV sampled by the ChaMP survey ) is larger than the Chandra deep fields, the source counts from the former should be less susceptible to cosmic variance. Therefore, we chose to use their soft band source counts to estimate the number of foreground or background objects at different flux levels. At the flux limit of our Analysis Sample, ∼ 9 × 10 −16 erg cm −2 s −1 , we expect ≈ 29 foreground or background objects, including corrections for exposure and completeness. We estimate ≈ 7 of the sources outside of the Analysis Sample are also unrelated to NGC 4697. Since these sources should be fairly uniform over the FOV, sources close to NGC 4697 are more likely to be associated with the galaxy than sources farther out. The refined source positions of seven X-ray sources from the combined S3 image agreed with positions from the Tycho-2 Catalog (Høg et al. 2000) , the 2MASS Point Source and Extended Source Catalogs (Skrutskie et al. 2006) , and/or the USNO-B Catalog (Monet et al. 2003) . (When a source appeared in both 2MASS catalogs, the Point Source Catalog positions were used.) In cases where there are counterparts in multiple catalogs, we adopt the positions in the order of the catalogs listed above. These seven sources (15, 55, 84, 117, 149, 155, and 156) were used to check the absolute astrometry. Since the mean positional offset of the sources was 0.
′′ 07 ± 0. ′′ 30 in R.A. and 0. ′′ 10 ± 0. ′′ 27 in Dec., the ACIS Extract positions are consistent with no required absolute astrometric change. The typical absolute astrometric errors are probably ∼ 0.
′′ 4 near the field center, with larger errors for weaker sources with extended PSFs.
Having established the absolute astrometry, we conservatively considered all optical sources within 2 ′′ as potential optical counterparts. We summarize their optical properties in Table 2 . The first three columns list the X-ray source number, designation of the optical counterpart, and positional offset between the X-ray and optical catalogs. In the fourth column, we list the photometric properties of the optical counterpart, while we list notes about the optical properties in the fifth column. We classify the counterpart as optically extended or an optical point source. For 2MASS objects, we use its values of the reduced χ 2 for fitting PSFs to each source in each band (a reduced χ 2 > 2 indicates the optical counterpart is extended, and may be a galaxy). For the USNO-B1 objects, we use their star-galaxy separation class (objects in the lower half of classes are classified as optically extended). We add a question-mark when we are unsure of the classification. Typically this occurs because galaxy light may have contaminated the analysis or because the classification in at least one color differs significantly from the other colors.
In addition to the sources used to check astrometry, Sources 1, 8, and 118 have potential optical counterparts. Since Source 1 is 0.
′′ 5 away from the adopted center of NGC 4697, it may be a central AGN. Since this source could also be an LMXB (or several confused LMXBs) near the center of the galaxy, we did not use this match to check the astrometry. Table 1 indicate X-ray sources with possible optical counterparts.
In Sarazin et al. (2001) , associations with GCs in lists of Hanes (1977) and Kavelaars (2000, private communication) were made. Sources 101 and 117 were previously identified with Hanes (1977) GC candidates; we find no new GC-LMXB candidates among the Hanes (1977) sources and note that Source 117 and its optical counterpart has already been shown to actually be an AGN. Sources 79, 80, 83, 84, 86, 88, 93, 98, 101, 109, 113, and 114 are associated with GC candidates in the Kavelaars data, with Sources 79, 86, 88, 93, and 113 representing new detections. Some of the Kavelaars GC candidates with potential X-ray counterparts are also in the HST-ACS FOV discussed in § 5.2 (Sources 79, 80, 83, 84, 86) . The measured colors and sizes from the HST-ACS observations allow us to more accurately identify GC candidates. The colors of Source 84 suggest it is not a GC, while the other sources have colors and sizes consistent with GCs. Since the Hanes and Kavelaars GC datasets do not have the same sensitivity or measured properties of the HST-ACS dataset or of our recently obtained flanking field ACS observations, we will not make further use of GC counterparts outside of the HST-ACS central FOV here.
We matched the X-ray sources with a previous ROSAT-HRI X-ray observation of NGC 4697 , hereafter 8 SIVAKOFF ET AL. I2000). Twelve sources within 4 ′ of NGC 4697 were detected by ROSAT-HRI with L X 2.6 × 10 38 erg s −1 , after correcting for the distance and spectra we use in this Paper. We match I2000 Sources 1, 2, 4, 5, 6, 9, 10, 11, and 12 with this Paper's Sources 103, 80, 69, 54, 118, 58, 128, 117, 143 . Confusion in the center of NGC 4697 limits matching I2000 Source 7 with this Paper's Sources 1, 3, 4, and 6; although it is likely matched to this Paper's Source 1, which is the brightest of the four sources. Similarly, confusion limits matching I2000 Source 8 with this Paper's Sources 6, 7, 10, and 11. We clearly do not detect I2000 Source 3.
We also matched sources with Paper II, whose data (Observation 0784) is a subset of the data in this Paper. We list those matches in Table 1 . Only two Paper II sources (7 and 87) are undetected in the larger dataset. Paper II Sources 7 and 10 are separated by only 1. ′′ 1. It is unclear whether they are a single source. Paper II Source 87 was near the limit of the S/N in Paper II. It was not detected in the individual reanalysis of Observation 0784, even when detections were made in the 0.3-10 keV range to match Paper II.
HST-ACS Identifications
In our HST-ACS observation, we placed the center of NGC 4697 ∼ 20
′′ from the center of the ACS FOV to avoid a chip boundary. Within this FOV, we can identify optical sources and separate out the GCs using a combination of magnitude, color, and spatial extent. This method is discussed in detail in Peng et al. (2006) and Jordán et al. (2008, in preparation) . Out of 703 optical sources, there are 298 GC candidates.
We registered the HST observation to the Chandra observation using all 703 optical sources. Through cross-correlation techniques, we determined that the HST coordinates required astrometric shifts of −0.
′′ 27 in R.A. and −0. ′′ 42 in Dec. Based on singly matched sources within 1 ′′ , we estimate a relative astrometric error of 0.
′′ 21 and 0. ′′ 25 in R.A. and Dec., respectively, or 0.
′′ 32 in quadrature. Since most of these matches occur close to the X-ray pointing center, it is not surprising that this astrometric error is slightly smaller than the astrometric error derived from ground-based catalogs. After correcting the astrometry, we determined that the ACS FOV covers Xray Sources 1-67, 69-87, 89, 94, and 108 . Due to a prominent elliptical dust feature (≈ 7.0 ′′ ×1.7 ′′ or ≈ 384 pc×93 pc), we did not attempt to detect optical sources in the region of X-ray Sources 1-5 and 8. X-ray Source 68 falls in the chip boundary. Adopting a search radius of 1 ′′ , we find 42 optical counterparts to 39 X-ray sources; three X-ray sources have two candidate optical counterparts within 1 ′′ . Thirty-three of the X-ray sources are associated with a single GC counterpart, while one X-ray source is likely to be associated with one of two potential GC counterparts. We list the optical properties of the matched sources in Table 3 .
By randomizing the P.A. of a source list, assuming both a circular profile and a profile matching the galaxy's elliptical isophotes, we have determined the percentage of false matches within a given radius. Randomizing the optical source list, we find that ≈ 6.8% of X-ray sources without a physically associated optical source will have a false optical match within 1 ′′ . This is consistent with only 3/39 of the X-ray/optical matches being false. If one considers only the GCs, ≈ 4.2% of X-ray sources will have a false match. This is consistent with only 2/34 of the X-ray/GC matches being false. Randomizing the X-ray source list, we find that ≈ 0.73% of GC sources without a physically associated X-ray sources will have a false optical match within 1 ′′ . Finally, randomizing the optical source list and comparing to the unrandomized optical positions suggests that ≈ 1.8 X-ray sources will be matched to two optical sources within 1
′′ by chance; we find three such matches.
6. GC/LMXB CONNECTION Having identified the LMXBs associated with GCs and determined the percentage of falsely matched sources, we now explore the GC/LMXB connection. The broadest measures of the GC/LMXB connection are the fraction of LMXBs associated with GCs and the fraction of GCs associated with LMXBs. The fraction of LMXBs associated with GCs, f X ,GC , is 38.4 +6.1 −5.7 % and does not appear to depend on X-ray luminosity. On the other hand, the fraction of GCs with an LMXB, P X , naturally depends on the limiting X-ray luminosity. The result is shown in Figure 5 . In NGC 4697, and other early-type galaxies (Sarazin et al. 2003) , P X ≈ 4% above 10 38 ergs s −1 . At the limit of our Analysis Sample, 1.4 × 10 37 ergs s −1 , P X has increased to 8.1
−7 LMXBs per L ⊙,z normalizing LMXB detection to GC luminosity in the z band). Among all detected sources (L X > 0.6×10 37 ergs s −1 ), P X rises to 10.7
−7 LMXBs per L ⊙,z ). Since we are incomplete below the limit of our Analysis Sample and active LMXBs have L X 10 36 ergs s −1 , it is likely that the percentage of GCs with an active LMXB is even higher.
The optical properties of GCs are known to affect the GC/LMXB connection; LMXBs are found more often in optically bright GCs and in red GCs (e.g., Kundu et al. 2003; Sarazin et al. 2003; Jordán et al. 2004b; Kundu et al. 2007; Sivakoff et al. 2007 . The GC/LMXB connection in the center of NGC 4697 clearly follows this now familiar pattern (Figure 6, left) . The color dependence is often interpreted as a metallicity dependence (S2007; Kundu et al. 2007 ). In addition, the size of a globular cluster also plays a role, with smaller GCs being more likely to host LMXBs (S2007; Jordán et al. 2007 ). Following Sarazin et al. (2003) and S2007, we have compared the distributions of GCs with and without LMXBs using the two-sample KolmogorovSmirnov test (P KS ), which measures the probability that two populations sampled from the same distribution have a maximum difference at least as large as is observed, and the non-parametric Wilcoxon rank-sum test (σ WRS , equivalent to the Mann-Whitney rank-sum test; Mann & Whitney 1947), which measures the probability that a random sampling of two
for GCs in HST-ACS. The larger symbols indicate GCs containing LMXBs. The vertical line indicates the separation of GCs into blue and red GC populations following Peng et al. (2006) . LMXBs reside more often in GCs with larger optically luminosities, larger encounter rates, and redder colors.
distributions with the same median would produce at least the observed difference in the sum of the ranks of the two distributions.
First, we compared the optical luminosities of GCs (represented by their M z ) with and without LMXBs. The mean optical magnitude of GCs with LMXBs is 1.1 mag brighter then GCs without LMXBs, and we found P KS = 2.6 × 10 −4
and σ WRS = 4.5. That is, LMXBs are preferentially associated with optically luminous GCs at high statistical significance. Next, we compared the g − z color distributions of GCs with and without LMXBs. The mean color of GCs containing LMXBs is nearly 0.2 magnitudes redder and the distributions are clearly different (P KS = 3.6 × 10 −4 and σ WRS = 3.0). These results are illustrated in Figure 6 (left). Quantifying the probabilities that GC contain LMXBs, we find LMXBs in 4.8 +2.7 −1.9 % of the blue GCs (∼ 2.1 × 10 −7 LMXBs per L ⊙,Z ) and 15.1
−2.8 % of the red GCs (∼ 4.9 × 10 −7 LMXBs per L ⊙,Z ). The relative ratio of the specific frequencies for GC-LMXBs in red-GCs versus blue-GCs is smaller than the ratio of the probabilities a red-GC versus a blue-GC contains an LMXB. Although KS tests and Wilcoxon rank-sum test indicate the optical luminosities of red and blue GCs are likely to be drawn from the same parent distribution, the mean luminosity of the red-GCs is larger than the blue-GCs. We note that the mean luminosities of the GCs are strongly affected by the numbers of the most luminous GCs. Jordán et al. (2004b) used HST-ACS data from M87 to compare the GC/LMXB connection with the encounter rates due to tidal capture and exchange interactions. The encounter rates are proportional to Γ ≡ ρ 1.5 0 r 2 c , where ρ 0 is the central density, and r c is the core radius. These values were estimated from fitting King profiles to the GC light and applying the Virial Theorem to relate the velocity of stars to the core radius. They found a strong indication that dynamical processes play a key role; however, the somewhat large uncertainties in the concentrations (the ratio of the tidal radius to the core radius, which is uniquely related to the ratio of the half-light radius to the core radius for King models) make estimates of Γ less attractive observationally as a measure of encounter rates. Since the half-light radii, r h , and surface brightnesses of GCs, σ h ∝ M (r h ) −2 , are better constrained, we choose to use an alternate measure of the encounter rate,
. In recent observations of Centaurus A, a much closer elliptical galaxy, Jordán et al. (2007) showed that concentration does not seem to be a fundamental variable in determining the presence of LMXBs in GCs, with the more fundamental parameters being related to central density and size. While this implies that the LMXB-GC connection should be stronger for Γ than Γ h , results for Γ h can be taken as representative of the more fundamental parameters of central density and size. Mass segregation of GCs with the same half-mass radius (Jordán 2004 ) has been suggested as a possible explanation for a correlation typically observed between half-light radius and color (e.g., Kundu & Whitmore 2001; Jordán et al. 2005) , with redder GCs being smaller. However, that correlation may also represent the convolution of an underlying size-galactocentric distance relation and the different spatial distribution of the metal-poor and metal-rich subpopulations of GCs (Larsen & Brodie 2003; Spitler et al. 2006) ; this is the so-called "projection effect". Given that the observed correlation of half-light radii with color might not reflect a corresponding correlation for half-mass radii, we consider an alternative to the directly measured half-light radii that corrects for the empirical size-color correlation; we call this corrected radii "half-mass" radii, r ′ h . We follow equations 1, 2, 5 , and 12 of S2007 to calculate the mass, halfmass radius, encounter rate proxy Γ h , and metallicity Z of our GCs. We note here, and throughout this section, that the choice of which radius to use (r h or r ′ h ) mainly alters results for the metallicity, as opposed to the size.
In Figure 6 (right), we display the color -encounter rate diagram. Globular clusters with larger encounter rates are more likely to contain LMXBs; the hypothesis that the distributions of encounter rates are the same for GCs with and without LMXBs is rejected (P KS = 1.7 × 10 −7 and σ WRS = 5.8). This picture does not qualitatively change if we calculate the encounter rates with the half-mass radii (P KS = 5.8 × 10 −7 and σ WRS = 5.5). If LMXBs are preferentially found in corecollapsed GCs, the difference between the actual encounter rates of GCs with and without LMXBs will be larger than what we measured. We note that the concentrations of GCs with and without LMXBs do not differ when considering samples with matched masses (Jordán et al. 2007) , statistically validating the use of Γ h as a proxy for encouter rate. The correlation with encounter rate is actually stronger than that found for the optical luminosity, because smaller GCs appear (marginally) more likely to contain GCs in this galaxy, consistent with Centaurus A (Jordán et al. 2007 ) and the Virgo elliptical galaxies as a whole ). When we compare the distributions of r h for GCs with and with-out LMXBs, the hypothesis that they are the same is rejected (P KS = 7.3 × 10 −3 and σ WRS = 3.6); however, part of this correlation is due to the fact that redder GCs are both more likely to contain LMXBs due to their color, and are also smaller for the same mass. The differences between GCs with and without LMXBs are rejected more marginally when comparing the distributions of r ′ h (P KS = 2.2 × 10 −2 and σ WRS = 2.6). Recently, Kim et al. (2006b) suggested that P X may have a spatial dependence due to higher encounter rates in GCs near the centers of their host galaxies. Although our comparison of the projected galactocentric distances d of GCs with and without LMXBs does not indicate that they are drawn from two separate populations at a significant level (P KS = 0.21 and σ WRS = 1.6), we do note that the median galactocentric distance of GCs with LMXBs is smaller than those without. This question will be best addressed with our HST-ACS observations of the entire galaxy.
As in S2007, we have attempted to fit the expected number (λ) of LMXBs in a GC with the sum of the false number of λ f LMXBs matched to a GC and the true expected number λ t parameterized by power-law dependences on the GC properties. We considered the forms:
and
where we evaluate the parameters separately using both r h and r ′ h . The expected number of LMXBs in a GC can be converted to a probability that there are no LMXBs, P nX ,i = e −λi , and the probability that there is at least one LMXB, P X ,i = 1−e −λi . One can then maximize the log likelihood for a given form of λ, ψ = ln[( (Table 4) .
Although the general maximum likelihood statistic does not provide a measure of goodness-of-fit, relative improvements (∆ψ = −∆χ 2 /2) can be used to determine whether a given fit is a statistical improvement over a previous fit given the change in the number of degrees of freedom (dof). The change in the log-likelihood can also be used to provide errors on the fitted power-law indices. Here, we assumed that the errors in the fitting parameters in equations (1) & (2) are much larger than the uncertainties in the GC parameters (M, Z, and r ′ h ) due to either measurement errors or systematic errors in the conversions. Given the derived sizes of our errors, this is justified. To use the relative change in the loglikelihood (∆ψ), we first established a baseline value of the log-likelihood (ψ 0 ) for the case where the expected number of LMXBs λ was constant and did not depend on any GC properties (Table 4 , row 1).
We then fit various combinations of dependencies of λ on GC properties, and determined the values of ψ for the best-fit values. In rows 2-5 of Table 4 , the expected number of GCs λ is assumed to depend on only a single GC property (the mass, metallicity, half-light radius, or half-mass radius). Each fit is significantly better (∆χ 2 = −27.5, −10.4, and −7.8 for one less dof) than the baseline fit, suggesting that all three properties affect λ, with mass having the strongest effect.
In the next two rows (6 and 7), the expected number of LMXBs is assumed to depend only on the encounter rate parameter Γ h . This fit was considerably better than those for any other single parameter. Thus, it appears that the most important single factor determining the occurrence of LMXBs in GCs is the dynamical encounter rate. Given that the encounter rate calculated from the half-light radius includes some metallicity dependence, it is not surprising that it fits better than the encounter rate calculated from the half-mass radius.
In the next 7 rows (8-14), the expected number of LMXBs is assumed to depend on pairs of the GC properties. It is particularly interesting to compare rows 8 and 9 with rows 6 and 7. The encounter rate parameter Γ h is calculated from the mass M and the half-light (half-mass) radius r h (r ′ h ) (eq. 5 of S2007). Thus, these two sets of rows compare a general dependence on mass and radius with the specific form expected if LMXBs are formed dynamically in GCs. The separate mass and half-light radius dependence produces a marginally statistically significant better fit (∆χ 2 = 3.0, which implies 92% significance), while the separate mass and half-mass radius dependences produces a less significant fit (∆χ 2 = 1.8, which implies 82% significance). However, both are significantly better fits than just the GC mass, metallicity, or size dependence alone. In rows 8 and 9, note that the best-fit exponents for the mass (α = 1.28 and 1.31) are very close to the value predicted by the dependence on Γ h in rows 6 and 7 (α = 1.5 × ǫ = 1.34 and 1.31), although the dependences on radius are steeper (δ = −3.35 and −3.19) than predicted by rows 6 and 7 (δ = −2.5 × ǫ = −2.22 and −2.18).
In rows 10-12, the metallicity dependence and either mass or radius dependence are allowed to vary. Varying mass and metallicity dependences have the strongest effect; however, neither effect is as strong as varying the dynamical dependences (combination of mass and radius).
When we compare fits including metallicity and sizes calculated by half-light radii to metallicity and sizes calculated by half-mass radii (rows 11 and 12, 13 and 14, 15 and 16, and 17 and 18), we see a consistent pattern where the index involving size barely changes, but the metallicity index is smaller when half-light radii are used. Although this difference is not large for most of these comparisons compared to their precision, the accuracy of the metallicity index depends critically on which size is used. Under the mass-segregation hypothesis for the GC color-size dependence (Jordán 2004) , the half-mass radius is clearly the correct size to use. We argue that this choice is also correct under the projection effect hypothesis (Larsen & Brodie 2003) ; however in this case, the correction to "half-mass" is actually a correction that is removing an effect on galactocentric distance. We note that the current analysis for NGC 4697 is insufficient to test this hypothesis.
In rows 13-18, we combine dynamical dependence and metallicity dependence variations, providing the best fits to the data. We adopt row 14, dependence on metallicity and encounter rate calculated by half-mass radius, as our best fit:
−0.18 . In addition to being the best statistical fit, we also note that this fit uses our preferred halfmass radius in calculating the encounter rate. The dependence on interaction rate matches well with the Galactic value found by Pooley et al. (2003) of λ ∝ Γ 0.74±0.36 . As NGC 4697 is a significant subset of the data used in S2007 12 ,it is unsurprising that it matches well to the λ ∝ Γ 0.82±0.05 h relation determined for the GC/LMXB connection in Virgo elliptical galaxies. For comparison with Jordán et al. (2004b) , we also fit the form λ t ∝ ρ −0.19 (row 16); our results agree. We note that allowing mass, metallicity, and size to vary all at 12 We note that there was a minor error in the r h of NGC 4697 used in S2007, but that the changes this causes are within the quoted errors. once (rows 17 and 18) does not significantly improve the fits compared to allowing encounter rates and metallicity to vary (rows 13 and 14).
For our best fit, we find
0.50
where Γ h is calculated from r ′ h . Since our analysis includes matches below the completeness limit, the measured normalization is intermediate between the true normalizations at the detection limit and the completeness limit. We adopted the best-fit parameters of equation 3 and only included matches above the completeness limit to determine that the normalization at the completeness limit of 1.4 × 10 37 ergs s −1 is 2.1 × 10 −6 . We can use the normalizations to estimate the number of GCs that might contain multiple LMXBs. (e.g., there are two Galactic LMXBs in M15; White & Angelini 2001) . By summing 1 − exp −λ (1 + λ) over all the GCs, we calculate that ∼ 7 and 4 GCs contain multiple LMXBs above the detection and completeness limits, respectively. The majority of the 34 GCs we detect with LMXBs are likely to contain only one LMXB.
7. X-RAY LUMINOSITIES AND LUMINOSITY FUNCTIONS We used the best-fit Chandra X-ray spectrum of the inner resolved sources (a < a eff : Table 7 , row 3 below) and the assumption that each source was at the distance of NGC 4697 to convert the observed source count rates into unabsorbed X-ray (0.3-10 keV) luminosities (L X ). The fluxes were corrected for exposure (including vignetting), the time dependent QE degradation of the ACIS-S3 chip, and the PSF fraction of source counts within the region used to extract the counts. For a typical source, the individual conversion factors from observed count rates were 1.18, 1.50, 1.46, 1.46, and 1.47 × 10 41 ergs count −1 , for each of the observations ordered by time. We list the individual luminosities of Observations 0784 (A), 4727 (B), 4728 (C), 4729 (D), and 4730 (E) in columns 2-6 of Table 5 .
In Figure 7 , we display the individual observation LFs of the sources in the Analysis Sample within a < 220 ′′ . We calculate the probability the LFs of each pair of observations are drawn from the same population using the two-sample K-S test. Since P KS range from 0.33 (0784 versus 4727) to 0.94 (4729 versus 4730), we believe that the LFs do not change significantly on our inter-observation timescales, which vary from 11 d to 4.6 yr. Cumulative luminosity function of the constant sources (L X = Lconstant) detected within a < 220 ′′ using their cumulative luminosity for all observations. The continuous curves are the sum of the best-fit LMXB luminosity functions (to sources detected at the 3σ level) and the expected background source counts. The broken power law is the best fit model; however, a cutoff power law is acceptable according to the K-S test.
We combined the luminosities from all of the different observations; as before, we included the effects of varying exposure (including vignetting), the time dependent QE degradation of the ACIS-S3 chip, and the PSF fraction of source counts within the region used to extract the counts. We give this luminosity, combining all five observations, as L all in Table 6 (column 4).
One can compare L all to the individual luminosities using χ 2 to test if the individual values are all consistent with a constant luminosity. In Figure 8 , we display the LF of sources with a < 220 ′′ and a < 90% probability of being variable. We fit this LF (for 68 sources in the Analysis Sample with L all > 1.4 × 10 37 ergs s −1 ) using the same techniques we have used previously (Paper I; Paper II; Blanton et al. 2001; Irwin et al. 2002) . Since the average completeness correction factor in the Analysis Sample is only ∼ 1.01, we do not apply completeness corrections for this fit. We adopted the background LF from Kim et al. (2004) ; however, we have assumed that background sources exhibit the same level of variability as the LMXBs and reduced the expected background number from 11.7 to 8.2.
We modeled the LMXB populations with a single power law, a cutoff power law, and a broken power law.
Single :
Cutoff :
Broken :
where L 37 is the X-ray luminosity in units of 10 37 ergs s −1 . We used the maximum likelihood method to determine the best fits to the cumulative LF and Monte Carlo techniques to determine the errors (90% confidence interval). A K-S test against the cumulative distribution function of our best-fit LF indicated only a 12% chance that the single power law is a proper fit. Much better fits were achieved for a cutoff power-law (∆χ 2 = −10.6 for one less dof) with N 0,c = (9.5 -Completeness-corrected, instantaneous, differential luminosity function from all five observations for sources detected within a < 220 ′′ . Fits were performed on the solid data-points, whose incompleteness correction is minimal. The continuous curves are the sum of the best-fit LMXB luminosity function and the expected background source counts. The broken power law is the best fit; however, a cutoff power law cannot be rejected according to the χ 2 test (at the 85% confidence level for a majority of fits with different realizations of the background LF). The reliability of both the best-fit broken power law LF and the incompleteness correction factors are strengthened by the broken power law LF going through many of the dotted data-points (above 10 37 ergs s −1 ) that were not part of the fit.
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37 ergs s −1 . Although the broken power-law is the best fit according to ∆χ 2 , we note that the one-sided K-S test indicated the cutoff power law model was acceptable (at the 50% confidence level). All three fits are overlaid in Figure 8 .
Since each of the five observations is an independent measure of the instantaneous LF, there are enough datapoints that one can apply fits of equations 4-6 to a binned, differential LF using standard χ 2 techniques. In addition to the five-fold increase in the number of datapoints, this analysis has the advantage of including variable sources and producing a clearer goodness-of-fit test than is provided by the K-S statistic. We chose to combine the luminosities in bins of at least 25 instantaneous luminosities. Since there are five observations, each luminosity added 0.2 to the instantaneous LF. All fits were done for L X > 4 × 10 37 ergs s −1 to avoid problems due to incompleteness and less accurate measurements of L X ; this resulted in 12 bins being used to fit the LFs. For our best fit single, cutoff, and broken power law LFs we found χ 2 = 25.1, 14.0, and 4.9 for 10, 9, and 8 dof, which correspond to rejection probabilities of 99.5%, 88%, and 23%. We believe that one of the reasons these rejection probabilities are stronger than for the K-S statistic is that the K-S test is less sensitive at the ends of its distribution. The single power law is strongly rejected. The broken power-law is clearly the best fit, with N 0,b = 3.1 ± 1.5, α l = 0.83 ± 0.52, α h = 2.38 ± 0.33, and L b = (10.8 ± 2.9) × 10 37 ergs s −1 ; however, we do not definitively rule out a cutoff power law with N 0,c = 0.19 ± 0.11, α c = 1.55±0.18, and L c = (4.9±1.1)×10 38 ergs s −1 (90% confidence intervals). We also checked for effects due to errors in the background LF from Kim et al. (2004) by determining the best-fit LMXB LFs assuming 100 randomized realizations of the background LF. The single power law was rejected at the 98% confidence level for all realizations. For 90% of the realizations, the cutoff power law can be rejected at better than the 85% confidence level (the lowest rejection is at the 70% confidence level). Including these effects would have little impact on our error budget.
We display the completeness-corrected, instantaneous, differential luminosity function of the five observations for There are more bright X-ray sources in GCs; however, this difference is not highly statistically significant. sources detected within a < 220 ′′ in Figure 9 . The best-fit single, cutoff, and broken power law LFs derived above are overlaid. The reliability of both the fitted LF and the independent completeness correction factors (above 10 37 ergs s −1 ) are strengthened by the broken power law LF going through many of the low luminosity data-points that were not included in the fitting process.
In Figure 10 we have displayed the LFs (using L all ) of Xray sources in the HST-ACS FOV that are in GCs (34 GCLMXBs) and in the field (44 Field-LMXBs). After proper renormalization, the distributions track each other very well when L X < 3 × 10 37 ergs s −1 . Above 6 × 10 37 ergs s −1 , there are always more GC-LMXBs than Field-LMXBs. A similar result was found by Angelini et al. (2001) in NGC 1399, but was not seen clearly in other samples of early-type galaxies (Kundu et al. 2002; Sarazin et al. 2003; Jordán et al. 2004b ). Neither the K-S (P KS = 0.33) nor the Wilcoxon rank-sum test σ WRS = 0.8 indicate that the two LFs are drawn from a different distribution. On the other hand, we can construct 2 × 2 contingency tables, comparing the numbers of Field-LMXBs and GC-LMXBs below and above a given luminosity, and calculate Fisher's Exact Test probabilities (P FE ; Fisher 1922 ) that indicate <10% chance that the rows and columns are independent. Since probabilities of independence calculated from contingency tables do not take into account the freedom to choose the luminosity used to divide the populations, the luminosity chosen must be physically motivated. If we choose the luminosity corresponding to the Eddington limit for a hydrogen accreting 1.4 M ⊙ NS (1.8 × 10 38 ergs s −1 ), we find P FE = 0.036. While this is suggestive of a discrepancy between the LFs, we do not believe the current data clearly indicates a statistically significant difference between LFs of Field-LMXBs and GC-LMXBs.
We also searched for any variation of the LF with projected galactocentric distance, using the Spearman's rank correlation coefficient (hereafter Spearman's ρ, Spearman 1904), which is a non-parametric test for correlations between two properties. Using both instantaneous and constant luminosities for sources within a < 220 ′′ , as well as constant luminosities over the entire FOV, we found no significant evidence of a correlation between luminosity and spatial position, a, for Analysis Sample sources. Similarly, no spatial difference in the constant luminosity of significantly detected sources was indicated by a Wilcoxon rank-sum comparison of two spatial bins, a < a eff and a > a eff . We display the luminosities of Analysis Sample sources versus galactocentric semimajor axis in the top frame of Figure 11. 8. HARDNESS RATIOS The spectral properties of sources can be crudely characterized by hardness ratios or X-ray colors (e.g., Paper I; Paper II). We defined hardness ratios of
, where S, M, and H are the total counts in the soft (0.3-1 keV), medium (1-2 keV), and hard (2-6 keV) bands (Sivakoff et al. 2004) . Hardness ratios without superscripts are the measured values; we use the superscript 0 to indicate the intrinsic hardness ratios, correcting for Galactic absorption and QE degradation in the Chandra ACIS detectors. The counts in each band are corrected assuming the best-fit Chandra X-ray spectrum of the inner resolved sources (a < a eff : Table 7 , row 3). Since the different observations had different QE degradations, we adopted the following technique for correcting the observed counts in a band. Let N i, j,k be the net counts for source i in band j during observation k, and let C j,k be the absorption and degradation correction to counts for observation k in band j. (The QE degradation was assumed to be independent of position on the detector and thus the same for all sources within a given observation.) The combined correction for source i in band j is given by
, where the sums are only performed over observations where N i, j,k > 0. We require that N i, j,k > 0 because there is no correction to the source hardness when a source is not emitting at a detectable level. Having determined the appropriate correction, the corrected number of counts for source i in band j is N 0 i, j = C i, j k N i, j,k , where the sum is now over all observations. The corrected band counts are then used to calculate the corrected hardness ratios. We also combined Monte Carlo simulations of the observed counts in the source and background apertures with the count corrections to calculate the 1σ confidence intervals for the hardness ratios. (When no counts are observed, we set the expected number of counts in the Monte Carlo simulations to 0.653. This is the average expectation for the Poisson distribution for expected numbers of counts between 0 and 1.841, which are the 1σ confidence intervals on a measurement of zero counts.) X-ray color-color diagrams of the combined intrinsic hardness ratios of the Analysis Sample sources are shown in Figure 12 . The values of the hardness ratios and their 1σ errors are listed in columns (5)- (7) of Table 6 . Harder sources tend to lie in the upper right of Figure 12a . Extra absorption tends to push objects to the right in Figure 12b .
The majority of sources have hardness ratios consistent with power-law indices of 1.2-2.0. On average, these sources tend to lie to the right of the power-law curve, which might indicate some extra absorption is occurring. A few sources occupy very different positions in the hardness ratio planes. Sources 81, 96, 105, 112, 123, 134, 146, 148, 153, and 158 are harder than the typical source in NGC 4697. Both their spectral properties and tendency to occur farther away from the center of NGC 4697 suggest that these very hard sources may be unrelated, strongly absorbed AGNs. Sources 11, 19, 25, 78, 84, 94, 110, 121 , and 156 are softer than the typical source in NGC 4697. Sources 84 and 156 both have optical counterparts; the former is an extended object much redder than a typical GC, while the latter is a star. Sources 19, 25, 78, and 110 have little if any emission above 1 keV and are all SSs. Based on its H 32 color, Source 150 may be strongly absorbed or have a very atypical spectrum.
As with luminosity, we used the Spearman's ρ test to search for a correlation between merged hardness ratio and galactocentric semimajor distance, a. We display the hardness ratios of Analysis Sample sources versus spatial position in the bottom frames of Figure 11 . If we use the entire Analysis Sample, we find 1.8σ, 2.2σ, and 1.8σ significant correlations of H 0 21 , H 0 31 , and H 0 32 , respectively, with distance. In each case, the sense of the correlation is that harder sources are found at larger a. These correlation become insignificant (< 1σ) when only sources with a < 220 ′′ are considered. The Wilcoxon rank-sum comparison of a < 220 ′′ and a > 220 ′′ significantly detected sources reproduces the effects seen by the Spearman's ρ test. However, we believe that the correlation at larger distances is due to the increasing dominance of hard background AGNs, as opposed to LMXBs intrinsic to NGC 4697. Scaling the expected number of sources unrelated to NGC 4697 with the area in each region, we expect ∼12/97 and ∼17/29 Analysis Sample sources are unrelated to NGC 4697 for a < 220 ′′ and a > 220 ′′ , respectively.
9. SPECTRAL ANALYSIS We performed an analysis of the spectra of sources in the 0.5-10.0 keV band, extracting the spectra and response files separately for each observation of each source. The background spectra for each source were determined locally, using the same nearby regions as discussed in § 4. Note that the response files for each separate observation and source include the varying effects of absorption by the contaminant which produces the QE degradation in the ACIS detectors. Since the majority of our sources are too faint for spectral analysis, we co-added the spectra and responses of groups of sources for each observation. We only included sources whose total count rate was determined at the 3σ level. We also excluded the sources discussed individually in § 9.5 and Source 110 (see Paper V). All of the spectra were grouped to have at least 25 counts per spectral bin prior to background correction to enable our use of χ of counts per spectral bin and the restricted energy range in the spectrum can result in some excluded bins, although those bins have some photons in the allowed energy range. Unless otherwise noted, the individual observations were required to have the same spectral shape, but their normalizations were allowed to vary.
The spectra of Galactic LMXBs can be complex. High luminosity LMXBs, like those seen in NGC 4697, have often been modeled with multi-component models that may include combinations of an isothermal blackbody, a multi-color disk blackbody, a Comptonized power-law, or more complicated models (White et al. 1995) . For our observations, there are two complicating factors. First, we are looking at a collection of sources, each of which is likely to have a somewhat different spectrum. Second, our spectra, even when co-added, have a much lower signal-to-noise ratio than that for a Galactic LMXB. Therefore, we have only attempted to fit simple power-law or bremsstrahlung models to our spectra. We summarize the results of the spectral fits in Table 7. In each row, we list how the sources were grouped together in the second column. In the third column we list the model we used to fit the spectra. In addition to the input model, we accounted for an absorption column (N H ) using the Tuebingen-Boulder absorption (TBABS) model assuming abundances from Wilms et al. (2000) and photoelectric absorption cross-sections from Verner et al. (1996) . The absorbing column will typically be fixed at the Galactic absorption column (2.14 × 10 20 cm 2 ; Dickey & Lockman 1990); however, some fits require non-Galactic absorption. Absorption columns below the Galactic value may indicate extra emission beyond the chosen model at low energies, while absorption columns above the Galactic value may indicate the presence of a local absorber or that the intrinsic spectra at low energies is softer than the model spectra. The value of the absorbing column density (N H ) is given in the fourth column. In the fifth column, we list either the temperature kT (for bremsstrahlung) or photon number spectral index Γ (for a power-law). The sixth through tenth column list the unabsorbed fluxes F (0.3-10 keV) of observations 0784, 4727, 4728, 4729, and 4730 respectively. The last two columns give the total number of net counts in each set of spectra and χ 2 per dof for the best-fit model. All errors reported in the spectral analysis are 90% confidence level errors. Parentheses are used to indicate a frozen parameter, and square brackets are used when an error is unconstrained on one side.
Best-Fit Spectra of LMXBs
To determine the best-fit spectra for all LMXBs, we considered the spectrum of all significantly detected sources within the elliptical isophote that contains half of the optical light (a < 1a eff ; Table 7 , rows 1-4). Of the four fits to this spectrum, those with bremsstrahlung models (bremss, rows 3 and 4) were significantly better than those with power-law models (power, rows 1 and 2). For one dof, the ∆χ 2 > 12.8. We note that the derived power-law photon indices, Γ = 1.47-1.66 are consistent with Γ = 1.56 ± 0.02 found by Irwin et al. (2003) for LMXBs in a sample of early-type galaxies. The better fit to a bremsstrahlung model compared to a powerlaw model has important implications for estimating the unabsorbed flux of a source; the flux conversion for the Galacticabsorbed bremsstrahlung model is ∼ 10% lower than that for the Galactic-absorbed power-law model. There is no evidence for a non-Galactic absorbing column in the bremsstrahlung models (∆χ 2 = 0.08 between row 3 and 4). We adopt row 3 (N H = 2.14 × 10 20 cm 2 , kT = 9.1 +1.3 −1.1 keV) as our best-fit spectra. We believe that calibration changes may account for our spectra being slightly harder than that found by Irwin et al. (2003) (kT = 7.3 ± 0.3 keV). We display the observed spectra overlaid by the best-fit spectral model in Figure 13 . Hereafter, we present results for a bremsstrahlung model with Galactic absorption in different selections of sources. We also present other models (power-law or non-Galactic absorption) when they are statistically better fits.
Spectra Grouped by Position
In Table 7 , rows 3, 4-6, 8 and 9, we compare bremsstrahlung models with Galactic absorption for different collections of sources grouped by position. These results mirror those presented previously based on hardness ratios. When we compare the independent fits of sources within a < a eff (row 3) and in the annulus a eff < a < 2a eff (row 5) to the fit when their temperatures are tied together (row 8), we find a ∆χ 2 = 0.5 for 1 dof. There is no evidence for any spectral variation with galactocentric distance within 2a eff .
On the other hand, there is evidence for a spectral change for sources within 2a eff < a < 3a eff . First, comparing the fit to the spectra when the temperatures within 3a eff are grouped together (row 9) to the fits when the temperatures can vary (rows 3, 5, and 6) indicates a slightly significant statistical difference (∆χ 2 = 7.0 for 2 dof and the f-test indicates the probability that the free temperature model comes from the tied temperature model is 4.0%). Furthermore, a power-law fit (row 7) for 2a eff < a < 3a eff sources is a statistically better fit (∆χ 2 = 4.3 for 0 dof) than a bremsstrahlung fit (row 6). The increasing dominance of background AGN in the spectra of regions further away from the galaxy center is a likely cause for the apparent spatial variation of the spectra. Our flanking-field HST observations will allow us to better address this issue by better identifying background AGN.
Spectra Grouped by GC Association
We compare bremsstrahlung models in Table 7 rows 10-18 for different collections of sources grouped by their association with GCs in the HST-ACS FOV. Our comparisons of GCLMXBs, Field-LMXBs, and their combination (rows 10, 12, and 14; rows 11, 13, and 15) indicate that the GC-LMXBs and Field-LMXBs are likely to be fit by different spectrum. When a Galactic absorbing column is used, the ∆χ 2 = 8.6 for 1 dof and the probability both populations have the same temperature and absorption is 3.1 × 10 −3 . The disparity is even larger if we allow a non-Galactic absorbing column; ∆χ 2 = 14.0 for 2 dof and the probability they have the same temperature and absorption is 7.7 × 10 −4 . The best overall fit comes from allowing both GC-LMXBs and Field-LMXBs to have independent absorbing columns and temperatures (rows 11 and 13). The GC-LMXBs are better fit with a harder spectrum and larger absorbing column compared to the Field-LMXBs. Although a larger absorbing column in GC-LMXBs might explain this discrepancy, we note that the absorption column of Field-LMXBs tends be pushed towards sub-Galactic columns. This suggests that the bremsstrahlung model underpredicts the low-energy end of their spectra. A more accurate model and better understanding of low energy calibration issues is required to better probe the cause of the discrepancy in spectra between GCLMXBs and Field-LMXBs.
In Maccarone et al. (2003) , the summed spectra of LMXBs in blue-GCs are found to be harder than the summed spectra for LMXBs in red-GCs. This appears to be best explained by an additional absorbing column in blue-GCs and is attributed to irradiation induced winds. While extra absorption due to winds might explain why our GC-LMXBs have a larger column than Field-LMXBs, we note that our data is not entirely consistent with this scenario. When we compare the fits of spectra of red-GC-LMXBs and blue-GC-LMXBs where they share the same absorbing column and temperature to fits where they have independent absorbing columns and temperatures, we find the ∆χ 2 = 5.6 for 2 dof and the probability they have the same temperature and absorption is 6.1%. These differences are only marginal at best. Although the blue-GC LMXBs have a harder temperature than red-GC LMXBs, they also have a lower absorbing column that tends towards being sub-Galactic. Our understanding of the spectra of the blue-GC-LMXBs is limited by their relatively small numbers. In addition to a more accurate model and better understanding of low energy calibration issues, the spectra of blue-GC-LMXBs from many galaxies should be combined to improve our statistics.
Spectra Grouped by Luminosity
In our final grouped spectral fits, we examine the different spectra in two luminosity bins, L 38 < 2 and L 38 > 2, where L 38 = L X /10 38 ergs s −1 . Since the brighter sources are above the Eddington limit for a hydrogen accreting 1.4 M ⊙ NS, they are likely to be either super-Eddington accreting NS-LMXBs or BH-LMXBs. Since we believe AGN may be significantly contaminating the spectra outside of 2a eff , we restrict our sample to LMXBs interior to that semi-major distance. We note that the brightest X-ray source in this spatial region (Source 58) has L 38 ≈ 6.
Comparing the fainter LMXBs, the brighter LMXBs, and their combination (rows 19, 21, and 23; rows 20, 22, and 24) indicates that the fainter and brighter LMXBs are likely to have different spectra. Separate spectra improve the fit by ∆χ 2 = 7.7, and the probability both populations have the same temperature and Galactic absorption is 4.4 × 10 −3 . Again, the disparity is larger if the groups are allowed to have different absorbing columns; the ∆χ 2 = 14.2 for 2 dof and the probability both populations have the same temperature and absorption is 5.5 × 10 −4 . The best-fit comes from allowing faint LMXBs and bright LMXBs to have different temperatures and absorbing columns. Both populations tend to have the same temperature (∼ 8 keV). The fainter LMXBs tend to have smaller (mostly sub-Galactic) absorbing columns, while the brighter LMXBs tend to have a small excess absorption column (∆N H = 3.8 +2.9 −2.8 × 10 20 cm 2 ), perhaps of local origin. If some fraction of the mass transferred to the compact object is not accreted and ends up acting as a source of absorption, the larger rate of accretion in brighter sources might account for the extra absorption column.
Individual Source Spectra
We can also explore the individual spectra of several sources. Although we mainly consider sources with L all > 6 × 10 38 ergs s −1 , we also discuss the spectrum of the central source (Source 1). The spectra were extracted in the identical manner as the grouped spectra above. For these fits, the errors in fluxes and luminosities are only the scaled errors in the count rates from the spectral fitting process. The spectrum of the variable transient Source 110 is discussed in detail in Paper V.
Source 1: The central source in NGC 4697 could be a central AGN, an LMXB, or a collection of confused LMXBs. Although the source is not particularly bright (spectral fits made to 343.9 total net counts), we extracted its individual spectra. The source is best fit by a power-law Γ = 1.40 +0.23 −0.22 with Galactic absorption (χ 2 = 11.6 for 8 dof). The weighted unabsorbed luminosity at NGC 4697 for this spectra, (4.00 ± 0.20) × 10 38 ergs s −1 , is 12% higher than that derived from the best-fit spectral shape for sources within a < a eff , which is consistent with the difference between power-law and bremsstrahlung models. As this spectral fit is completely consistent with either a central AGN having a low absorbing column or an LMXB (or several LMXBs), the nature of Source 1 is still unknown.
Source 117: This source is known to be an AGN at z = 0.696 (Paper II). The total net counts fit by spectra for this source was 993.3, but there was a large variance between observations. (We fit to 49.3 net counts in Observation 4729 and 280.0 in Observation 4730.) As we discuss in Paper V, the spectral state of this source in Observation 4729 appears to differ from that in the other observations. We accounted for this by allowing Observation 4729 to have a different absorption than the other observations. The bestfit spectra (χ 2 = 30.1 for 31 dof) involved absorbed powerlaw (Γ = 1.55 39 ergs s −1 . In this case, Source 134 would be a heavily absorbed ULX. However, we believe it is more likely that this source is a background AGN with absorbed 0.5-8.0 keV X-ray fluxes of (1.36 ± 0.07, 1.54 ± 0.07, 1.16 ± 0.06, 1.28 ± 0.07, and 1.44 ± 0.07) × 10 −13 ergs cm −2 s −1 . Source 143: This source appears to have an uncatalogued DSS counterpart. Although the X-ray source is bright, Source 143 only has enough counts for spectral fitting in Observation 4730 (150.4 net counts). The best-fit model (χ 2 = 4.1 for 4 dof) is a Galactic-absorbed power-law (Γ = 1.92
−0.32 ). Its absorbed 0.5-8.0 keV X-ray flux is (2.59 ± 0.21) × 10 −14 ergs cm −2 s −1 . Its unabsorbed 0.3-10.0 keV Xray luminosity at the distance of NGC 4697 is (5.1 ± 0.4) × 10 38 ergs s −1 for this spectral model. Source 155: Like Source 143, Source 155 appears to have an uncatalogued DSS counterpart. We fit spectra to 621.8 net X-ray counts from Observations 4727-4729. Although we tried power-law, bremsstrahlung, disk blackbody, and gas models (apec), none of these spectra gave a good fit. The Galactic-absorbed power-law (Γ = 1.26 +0.12 −0.12 ) was the best fit we found (χ 2 = 34.5 for 21 dof), with the model tending to underpredict emission below ∼ 2 keV. This spectral model implies absorbed 0.5-8.0 keV X-ray fluxes of (5.48 ± 0.40, 6.17 ± 0.44, 7.46 ± 0.50) × 10 −14 ergs cm −2 s −1 , respectively for Observations 4727-4729. The unabsorbed 0.3-10.0 keV X-ray luminosities at the distance of NGC 4697 are (1.07 ± 0.08, 1.20 ± 0.09, 1.45 ± 0.10) × 10 39 ergs s −1 , respectively.
Source 156: This source is clearly associated with the bright foreground star BD-05 3573, whose optical colors are roughly consistent with an early to middle G type star. Its effective temperature is T eff ∼ 5300 K (Gondoin 1999) . Based on its optical magnitude, the distance to the star is likely to be ∼ 7 -700 pc, for dwarf to giant luminosity classes, respectively. In the three observations during which it is in our FOV (Observations 4727-4729), the spectrum contains 563.5 net counts. Among likely, simple stellar models of X-ray emission, we find the emission spectrum from collisionallyionized diffuse gas (apec) model that has kT = 440 +56 −47 eV and a heavy element abundance of 1.18[> 0.32] solar fits best. The temperature, ∼ 5 × 10 6 K, is reasonable for that of an Xray corona. While the 0.3-10.0 keV X-ray fluxes are (2.89 ± 0.17, 1.68 ± 0.15, and 1.88 ± 0.15, ) × 10 −14 ergs cm −2 s −1 , the bolometric flux is ∼ 60% higher. We note that the X-ray luminosities expected at the distance of a giant G star are consistent with those of other K and G giant stars with T eff ∼ 5300 K (Gondoin 1999) . One class of giant stars, FK Comae stars, are rapidly rotating chromospherically active stars. Such activity might explain the X-ray flaring (see Paper V) observed in this source. Follow-up optical spectroscopy is necessary to determine the spectral type and rotation speed of BD-05 3573 and to test whether it is an FK Comae star.
10. CONCLUSIONS Multi-epoch Chandra observations reveal a wealth of information on LMXBs in NGC 4697, the nearest optically luminous elliptical galaxy. We detect 158 sources, 126 of which have their count rates determined at ≥ 3σ. Ten sources have optical counterparts in ground-based catalogs, including a known AGN (Source 117) and the foreground star BD-05 3573 (Source 156). With our Hubble observations of the galaxy center, we find 36 additional optical counterparts. Most importantly, we identify 34 LMXBs clearly associated with GCs.
We confirm that GCs that are optically brighter (4.5σ) and redder (3.0σ) are more likely to contain GCs. We find that GCs with larger encounter rates are also more likely to contain GCs (5.5σ). When we fit the expected number (λ t ) of LMXBs in a GC, we find λ t ∝ Γ 0.74
−0.16 , where Γ h is the encounter rate and Z/Z ⊙ is the metallicity of the GC. Our results agree well with those found for fainter X-ray sources in Galactic GCs (Pooley et al. 2003) and LMXBs in M87 (Jordán et al. 2004b ). These results are also consistent with S2007; however, our NGC 4697 data set is included in that analysis.
We detect sources with X-ray luminosities > 6 × 10 36 ergs s −1 . The fraction of LMXBs associated with GCs, f X ,GC , is 38.4 +6.1 −5.7 % and does not appear to depend on X-ray luminosity. We find 10.7 +2.1 −1.8 % of GCs contain an LMXB at the detection limit, although we note that it is likely that the percentage of GCs with an active LMXB is even higher due to the X-ray flux limit of the current observations. Furthermore, our X-ray detections are not complete at the detection limit. At the luminosity limit of our Analysis Sample (1.4 × 10 37 ergs s −1 ), which is > 89% complete, 8.1 +1.9 −1.6 % of GCs contain an LMXB. This is the third deepest probe of the GC/LMXB connection in an early-type galaxy to date.
[At 3.4 Mpc, fainter luminosities can be more easily reached with Cen A; however, studies of the GC-LMXB connection in Cen A are made more difficult by its larger angular extent on the sky and recent star-formation (Israel 1998) ]. Deep observations of NGC 3379 probe deeper in luminosity; however, only nine of its GCs contain LMXBs.] At this same limit, there have been two (1.3 +1.7 −0.9 %) Galactic GCs containing LMXBs (NGC 6440 and NGC 6624) over the history of X-ray astronomy. The discrepancy between the Milky Way and NGC 4697 may be explained by their different GC metallicity distributions (a 3:1 metal-poor to metal rich ratio for Galactic GCs as compared to a 1:1 ratio for NGC 4697 GCs). Since metal-rich GCs ([Fe/H] > −0.75) are about 3 times as likely to contain LMXBs, NGC 4697 is predicted to have about twice the percentage of GCs with LMXBs as the Milky Way. This correction eliminates most of the discrepancy between the two galaxies.
We have determined the X-ray luminosity functions from each individual observation, from the combination of our five observations, and the LF of the non-variable sources. There is no statistically significant difference in the LFs of the different observations. This result is critical because it validates using single-epoch observations to measure LFs. While we clearly rule out a single power-law LF, we cannot definitively rule out cutoff power-law models with slopes of α = 1.5 ± 0.2 and cutoff luminosities of (6 +4 −3 ) × 10 38 erg s −1 . Broken power-law models (eq. [6]) provide the best fits to our LFs. We adopt our fit of the instantaneous LF as our best-fit, with N 0,b = 3.1 ± 1.5, α l = 0.83 ± 0.52, α h = 2.38 ± 0.33, and L b = (10.8 ± 2.9) × 10 37 ergs s −1 . We note that Kim & Fabbiano (2004) found evidence for a possible break in the LF of LMXBs in early-type galaxies at slightly larger luminosities; however recent deep observations of NGC 3379 and NGC 4278 have not found strong evidence for such a break (Kim et al. 2006a ). This raises the possibility that there is no universal form for the LF of LMXBs in early-type galaxies.
We find marginal evidence (significant at the 2.1σ level) that a larger number of LMXBs above the Eddington limit for a hydrogen accreting 1.4 M ⊙ NS tend to be found in GCs than in the field. Although this is consistent with results in Angelini et al. (2001) in NGC 1399, we believe this result needs to be tested with a larger sample. One possible (e.g., Kundu et al. 2007 ) explanation is that multiple LMXBs might exist in some GCs. We predict that this effect is small, only ∼ 4 of the GCs are expected to have multiple LMXBs with total X-ray luminosity above 1.4 × 10 37 ergs s −1 , which corresponds to ∼ 16% of the GCs above that X-ray luminosity. An alternative explanation is that any possible discrepancy in the LFs occurs at lower luminosities. Such discrepancies have been seen for the bulge of M31 and the Milky Way (Voss & Gilfanov 2007 ) and the elliptical galaxy NGC 3379 (Fabbiano et al. 2008) ; however, this effect is most evident at luminosities below those probed by our observations of NGC 4697.
Our spectrum of sources in the inner effective semi-major axis is best-fit by bremsstrahlung emission with Galactic absorption (kT = 9.1 +1.3 −1.1 keV, N H = 2.14 × 10 20 cm 2 ). Both hardness ratios and spectral analysis indicate that the spectra of X-ray sources at large radii (a 180 ′′ ) differ from those at small radii. We believe that this effect is due to an increasing dominance of unrelated foreground and background sources, particularly background AGNs. The spectra of GC-LMXBs and Field-LMXBs appear to differ (significant at the 3.3σ level). The GC-LMXBs are better fit with higher temperatures and greater absorbing columns compared to the FieldLMXBs. Similarly, we find a difference (significant at the 3.5σ level) between X-ray fainter and brighter LMXBs. The fainter LMXBs tend to have smaller absorbing columns, while the brighter LMXBs tend to have a small excess in absorption, which may be due to having more accreting material. We find that spectra of LMXBs in metal-poor GCs have harder temperature and lower absorbing columns than those in metalrich GCs; however, this marginal result is only significant at the 1.9σ level. In all cases, the sources with a smaller absorption column tend to be fit with sub-Galactic absorbing columns. This indicates that the spectral model (folded in with the calibration) underpredicts the soft emission in the spectra. To probe the cause of the spectral differences, we require a more physically accurate model and better understanding of the calibration at low energies.
Among the spectral fits to individual bright sources, Source 117 (a known AGN) and Source 134 had spectral fits with large absorbing columns. We predict Source 134 is likely to be an AGN. The spectral fit and variability in Source 156 (the foreground star BD-05 3573) are consistent with it being an FK Comae star, a chromospherically active giant.
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