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Abstract
The mixture models have become widely used in clustering, given its probabilistic framework in which
its based, however, for modern databases that are characterized by their large size, these models behave
disappointingly in setting out the model, making essential the selection of relevant variables for this type
of clustering. After recalling the basics of clustering based on a model, this article will examine the vari-
able selection methods for model-based clustering, as well as presenting opportunities for improvement
of these methods.
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I INTRODUCTION
Clustering aims to classify objects of a population in groups, where the objects in the same
group are similar to each other, and the objects in different groups are dissimilar. Unlike the
supervised classification where the number of groups is known in advance, at least for a sam-
ple, in the case of clustering, it is unknown how many groups and it remains to be estimated.
In fact, many fields of research used clustering methods on the data, in order to obtain groups
that allow understanding and interpreting the phenomenon studied. There is a very large family
of clustering methods. One of these is called partitioning methods that are based on heuristics
or geometric procedures defined by measure of proximity between observations in the same
group, or between the observations in different groups, such as hierarchical clustering (Ward
[1963]) and K-means (Macqueen [1967]) based on the minimization of the within-cluster sum
of squares (WCSS) which is the distance between the observations belonging to the same clus-
ter. Another family is based on a probabilistic framework called mixture model, in this family;
the classification problem is approached by a probabilistic approach. This approach, as its name
suggests, uses probabilistic modeling. The goal is always the same: to establish an automatic
classification of individuals in homogeneous groups. Here the meaning given to the homogene-
ity of the groups is different: it is no longer based on geometric considerations but relies on
the analysis of the probability distribution of the population. The Gaussian mixture models is
the most commonly used model. The notion of homogeneity is reflected by the fact that the
observations which are in the same group are coming from the same Gaussian distribution.
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These mixing models presented by Wolfe [1963], Scott and Symons [1971] and Duda et al.
[2000], and then studied by Mclachlan and Basford [1988], Mclachlan and Basford [1988],
Banfiled and Raftery [1993] or Fraley [1998] and Fraley and Raftery [2002], have many
advantages, such as their flexibility allowing to model a wide variety of random phenomena,
due to their ability to adapt to many situations, and the possibility of being statistically inter-
preted, but, given the large number of variables present in modern databases, these model-based
methods are over-parameterized in such a situation, resulting a poor performance. Moreover,
this abundance of descriptive variables may seem an asset to determine a proper clustering of
data. However, only a subset of these descriptive variables may be relevant for clustering, other
variables may be redundant or even non-significant for the classification. In order to consider
only the information required for the clustering, the selection of relevant variables must be con-
sidered, which will both improve the clustering process and facilitate the interpretation of the
clustering results obtained.
Some studies have been focused on the selection variables in clustering; the main difficulty lies
in the construction of a criterion to guide the selection of variables but cannot be based on the
labels. The proposed methods are generally classified into filter or wrapper by the terminology
borrowed from the supervised case, introduced byKohavi and John [1997]. Methods known fil-
ter treat the problem of variable selection regardless of the classification process. Among these
methods, one can cite the work of Dash et al. [2002] and Jouve and Nicoloyannis [2005]. In
contrast, the wrapper methods of variable selection procedures are included in the classification
process.
This article is organized as follows. Section 2 briefly reviews the basics of clustering by mixture
model and its estimation with the EM algorithm. Next, the section 3 respectively present the
wrapper methods for selecting variables in the Bayesian approach (model selection) and under
the frequentist approach (penalization of the likelihood). Finally, some methods are tested on
real data set.
II THE MIXTURE MODEL AND THE EM ALGORITHM
2.1 The mixture model
Mixture models have recently received much attention, given the intuitive idea that a population
is composed of several groups as well as their flexibility to model a wide variety of phenomena.
The Gaussian mixture models are based on the idea that each group is represented by a mul-
tivariate Gaussian distribution, since each observation xi i = 1, ..., n is a vector (xi1, ..., xiJ)
with xij the value of the variable j for the observation xi, with different parameters of the distri-
butions of other groups, and the total population is represented by a mixture of these Gaussian
distributions. The general form of the likelihood of a mixture model with K component for a
single observation xi:
L(xi; θ) =
K∑
k=1
pikfk(xi; θk) (1)
With, pi1, ..., piK : the mixture proportions,
fk : the Gaussian distribution of the component k,
fk(xi; θk) =
1
(2pi)J/2|Vk|1/2 exp(−
1
2
(x−mk)tV −1k (x−mk)) (2)
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θk = {mk, Vk}: the parameters of fk the Gaussian distribution of the component k,
mk: the means vector of the component k,
Vk: the covariance matrix of the component k.
And the general form of the likelihood of a mixture model with K components for n observa-
tions xi:
L(x; θ) =
n∏
i=1
[
K∑
k=1
pikfk(xi; θk)] (3)
The parameter vector is then θ = (pi1, ..., piK ,m1, ...,mK , V1, ..., VK).
2.2 The mixture model and clustering
Clustering aims to classify the observations xi, i = 1, ..., n, representing a population com-
posed of n observations, where the observations xi are measured on J variables (xi1, ..., xiJ ), to
K groups. lets (G1, ..., GK) be a partition of the data. This data partition can be formalized by
z = (z1, ..., zn), where the n vectors zi = (zi1, ..., ziK) are such that; zik = 1 if the observation
xi belong to the class k and zik = 0 otherwise.
The data clustering can be obtained by ”mixture approach”, which aims to estimate the param-
eters of the mixture and then classify the data by assigning each observation to the class with
the highest membership probability. Or, by ”classification approach”, which consider z also as
a parameter to be estimated.
2.2.1 The EM algorithm
Even in the mixture approach, the maximum likelihood is difficult to solve because it represents
a products, it is common to maximize the log-likelihood:
logL(x; θ) =
n∑
i=1
log[
K∑
k=1
pikfk(xi; θk)] (4)
Maximizing the log-likelihood is even difficult, using the EM algorithm (Expectation Maxi-
mization algorithm) proposed by Dempster et al. [1977], and studied by Mclachlan and Krish-
nan [1997], is the most commonly used which is based on the completed log-likelihood:
logLc(x; θ) =
n∑
i=1
K∑
k=1
zik[log pik + log fk(xi; θk)] (5)
With : zik = 1 if the observation xi belong to the component k, otherwise zik = 0.
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The EM algorithm is based on maximizing successive iterations of the expectation of the com-
plete penalized log-likelihood conditionally to the observations x and a current value θ(r) of the
parameter vector,
Q(θ|θ(r)) = E[logLc(x, z; θ)|x, θ(r)] (6)
After the initialization of the vector of parameters θ(1), this algorithm alternates between the
following two steps. At the rth iteration,
• E-step: This step consists to calculate the expectation Q(θ|θ(r)), returning to express the
conditional probabilities denoted zˆ(r)ik that xi belongs to the component k:
zˆ
(r)
ik = P (zik = 1|xi, θˆ(r)) =
pˆi
(r)
k fk(xi; mˆ
(r)
k , Vˆ
(r)
k )∑K
k=1 pˆi
(r)
k fk(xi; mˆ
(r)
k , Vˆ
(r)
k )
(7)
• M-step: This maximization step consist to determine the vector of the parameters θˆ(r+1)
maximizing Q(θ|θ(r)). This is equivalent to determine:
The proportions vector maximizing Q(θ|θ(r)):
∂Q
∂pik
= 0⇒ pˆir+1k =
∑n
i=1 zˆ
(r)
ik
n
(8)
The means vectors maximizing Q(θ|θ(r)):
∂Q
∂mk
= 0⇒ mˆr+1k =
1∑n
i=1 zˆ
(r)
ik
n∑
i=1
zˆ
(r)
ik xi (9)
The variance matrices maximizing Q(θ|θ(r)):
∂Q
∂Vk
= 0⇒ Vˆ r+1k =
1∑n
i=1 zˆ
(r)
ik
n∑
i=1
zˆ
(r)
ik (xi − mˆr+1k )(xi − mˆr+1k )t (10)
2.2.2 Classification rule
Once the estimation of the vector of parameters θ is done, we determine the best partition of the
observations by assigning each individual to the class for which it has the highest probability of
belonging.
zˆik =
pˆikfk(xi; mˆk, Vˆk)∑K
k=1 pˆikfk(xi; mˆk, Vˆk)
(11)
Each observation is finally assigned to the class for which the conditional probability is the
largest.
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III VARIABLE SELECTION FOR GAUSSIAN MIXTURE MODELS
Several recent studies were interested on variables selection for the clustering. The underlying
idea of these works is that only a subset of all the existing variables is relevant for the clustering,
the other variables are only harmful to the the clustering. The clustering task should be therefore
made on the basis of the relevant variables, eliminating insignificant variables improved at one
hand, the the clustering results, on the other hand, the interpretation of the resulting groups
should be mitigated by the meaning of the selected variables. In clustering based on Gaussian
mixture models, the selection of relevant variables was treated in two ways.
In the first way, authors such as Law et al. [2004], Raftery and Dean [2006], Maugis et al.
[2009], Maugis et al. [2009] and Maugis and Michel [2009] treated the problem within a
Bayesian framework, in fact, the selection of the relevant variables is restated here as a model
selection problem with a determination of the role of each variable. In the second way, authors
such as Pan and Shen [2007], Wang and Zhou [2008], Xie et al. [2008] and Xie et al. [2007]
dealt with the problem within a Frequentist framework, by introducing a penalty term in the
likelihood function in order to select the relevant variables.
3.1 Variable selection as a model selection problem
Law et al. [2004], Raftery and Dean [2006] and Maugis et al. [2009], treat the variable
selection problem for model-based clustering by determining the role of each variable. This
determination of variables roles is recast in the work of Law et al. [2004] as an estimation
problem, while in the works of Raftery and Dean [2006] and Maugis et al. [2009], it is treated
as a model selection problem in the context of Gaussian mixture models, where they consider
a parsimonious models based on a decomposition of the covariance matrix proposed by Fraley
and Raftery [1999] and Celeux and Govaret [1995]:
Vk = λkDkAkD
t
k (12)
Where λk is the largest eigenvalue of Vk which controls the volume of the kth cluster, Dk is the
eigenvectors matrix of Vk, which control the orientation of that cluster and Ak is a diagonal ma-
trix with the scaled eigenvalues as entries, which control the shape of that cluster. By imposing
constraints on the various elements of this decomposition, a large range of models is available,
ranging from the simple spherical models that have fixed shape to the least parsimonious model
where all elements of the decomposition are allowed to vary across the clusters.
Law et al. [2004] propose a solution to the variable selection problem in model-based clustering
under the assumption that the irrelevant variables are independent of the relevant variables,
by treating it as an estimation problem, which prevents any combinatorial search. Instead of
selecting a subset of variables, they estimate a set of actual values ϕj’s(ϕj ∈ [0, 1]), with ϕj = 1
if the variable j is relevant for clustering (ϕj = 0 otherwise) they define the quantities ρj =
P (ϕj = 1), the probability that the variable j is relevant, these quantities (one for each variable)
that they call feature saliencies.
p(x|θ) =
K∑
k=1
pik
J∏
j=1
(ρjf(xj|θkj) + (1− ρj)f(xj|ζj)) (13)
Where f(xj|θkj) is the density function of the jth variable in the component k, and f(xj|ζj)
a common density independent of the components. Since they are in the presence of a model
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selection problem, it is necessary to avoid the situation where all saliencies take the maximum
possible value. This is achieved by adopting the Minimum Message Length penalty(MML).
The MML criterion encourages the saliencies of irrelevant variables to be equal to zero.
For Raftery and Dean [2006], the basic idea is to recast the variable selection problem as a
comparison problem between competing models for all variables considered initially. Compar-
ing two nested subsets is equivalent to comparing two models, in one all variables that are in the
largest subset are informative for the clustering, while in the other, the variables considered for
exclusion are conditionally independent of the clustering given the variables included in both
models. This comparison is performed using an approximation of Bayes Factors.
Contrary to Law et al. [2004], Raftery and Dean [2006] do not consider that the irrelevant vari-
ables are independent with the relevant variables, but they define that all the irrelevant variables
subset Sc is dependent to all clustering variables subset S. the competing models are compared
through Bayes factor of the log-likelihood by the BIC approximation. And the selected model
maximizes the following quantity :
(Kˆ, mˆ, Sˆ) = arg max
K,m,r,l,V
{BICclustering(xS|K,m) +BICregression(xSc |xS)} (14)
Where K is the number of components and m ∈ M is a model that belongs to the family of
parsimonious models available in the Software mclust (Fraley and Raftery [1999]).
The first term of (14) corresponds to the BIC approximation of Gaussian mixture model with
K components, the second, to the BIC approximation of a linear regression of the irrelevant
variables in relation to the irrelevant variables. They propose an algorithm, which every step,
seeks to add the variable that improves the clustering as measured by BIC and evaluates if any
of the current grouping variables can be eliminated. At each step, the best combination of
number of components and clustering model is chosen. The algorithm stops when there is no
improvement.
Indeed, as in the work of Law et al. [2004], the dependence of all the irrelevant variables
to relevant ones seems questionable. To overcome the limits of the method of Raftery and
Dean [2006], Maugis et al. [2009] consider firstly the subset S which represents the relevant
variables, and which includes a subsetR of the relevant variables related to a subset of irrelevant
variables, and secondly, Sc the complement of the subset S which is divided into two subset: a
subset U of irrelevant variables which can be explained by linear regression to the subset R and
subset W of irrelevant variables that is completely independent of all relevant variables, and
try to find the subsets F = (S,R, U,W ), so their model is called SRUW . The selected model
maximizes the following quantity:
(Kˆ, mˆ, rˆ, hˆ, Fˆ ) = arg max
K,m,r,h,V
{BICclustering(xS|K,m)+
BICregression(x
U |r, xR)}+BICind(xW |l)}
(15)
The quantity (15) includes three terms, the first is the model-based clustering by a Gaussian
mixture model with K components on the subset S and m its shape chosen from a collection
of 28 parsimonious models available in Mixmod software (Biernacki et al. [2006]), the sec-
ond term represents a BIC approximation of the linear regression of the subset U of irrelevant
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variables to the subset R of relevant variables, r is the form of the covariance matrix of the
regression assumed to be spherical, diagonal or unconstrained. The last term corresponds to the
BIC of a Gaussian distribution of the subset of irrelevant variables that are assumed to be inde-
pendent of all relevant variables with l the shape of its variance matrix assumed to be diagonal
or spherical.
Also, Maugis and Michel [2009] present a new variable selection method for clustering. They
re-form the variable selection problem of clustering as a model selection problem in the context
of density estimation. They assume that the observed sample come from an unknown proba-
bility distribution with density s. A specific model collection is defined: Each model S(K, v)
corresponds to a particular clustering situation where K is the number of cluster and v is the
subset of relevant variables. A density t belonging to S(K, v) is decomposed in a density of
a Gaussian mixture model with K components on the subset v of the relevant variables and a
multidimensional Gaussian density on the other variables. The problem is reformulated as the
choice of a model from a collection, as this choice automatically leads to a clustering of the
data and a selection of variables. Thus, a data-driven criterion is necessary to select the ”best”
model from a model collection. This criterion depends on unknown multiplicative constant to
be evaluated in practice. A heuristic method called ”slope” is proposed and tested for this prob-
lem. Their idea is that on the irrelevant variables, since the data are centered, individuals have
a mean equal to zero, and these variables do not allow distinguishing different groups. So on
these variables, the data is assumed to follow a common spherical Gaussian distribution with
mean vector equal to zero. While, on the relevant variables, the means vector of the different
components are free and the data are assumed to have a completely free and positive-definite
covariance matrix. On these variables the mixture model is selected from the family:
L(K,α) = x ∈ Rα →
K∑
k=1
pikf(x;mk, Vk) (16)
With∀k ∈ {1, ..., K}, pik ∈]0, 1[,
K∑
k=1
pik = 1,mk ∈ [−a, a], (V1, ..., VK) ∈ D+K,α. (17)
Where K is the number of components, v is the index of the subset of relevant variables which
their Cardinal is denoted α, a > 0 andD+K,α denotes a symmetric positive-definite matrix related
to the specified form of Gaussian mixture. On the irrelevant variables, a spherical Gaussian
density belonging to the following family is considered:
G(α) = x ∈ RJ−α → f(x; 0, σ2IJ−α), σ2 ∈ [λm, λM ] (18)
Thus, the Gaussian mixture family associated to the pairs (K, v) is defined by:
S(K,v) = {x ∈ RJ → f(x[v])g(x[vc]); f ∈ L(K,α)g ∈ G(α)} (19)
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3.2 Variable selection by likelihood penalization
On the other hand, Pan and Shen [2007], Wang and Zhou [2008], Xie et al. [2008]and Xie et
al. [2007] select the relevant variables and perform clustering by penalizing the log-likelihood
function to maximize. The penalized log-likelihood function has the following form:
logLp(x; θ) = logL(x; θ)− pλ(θ) (20)
Where logL(xi; θ) is the log-likelihood function and pλ(θ) is the penalty function
The variable selection method of Pan and Shen [2007] is in the case of clustering for a small
sample size and high dimension, when the data size exceeds the sample size.
Inspired by the penalized regression for selecting variables (Tibshirani, 1996; Fan and Li, 2001),
they assume that the penalization can be as viable for variable selection in the context of model-
based clustering and consequently they propose a clustering approach based on a penalized
model. Specifically, the means mk specific to each cluster are adapted to a global mean m; with
a penalty function appropriately selected, some variables means on the various components are
estimated to be exactly m, allowing a selection of variables. To facilitate the variable selection
problem for ”J (Number variables) large, n (sample size) small,” Pan and Shen [2007] consider
a diagonal covariance matrices common between all the clusters and they reduce and normalize
the data so that each variable has a mean equal to 0 and a variance equal to 1. The form of their
l1-norm penalty function is :
pλ(θ) = λ
K∑
k=1
J∑
j=1
|mkj| (21)
Where λ an hyper parameter which controls the level of desired sparsity and mkj the mean
of the jth variable in the component k. Thus, given that the observations are normalized, if
the means of a variable j in each component are equal m1j =, ...,= mKj=0, this variable is
considered to be irrelevant. To select the value of the K the number of components, and the
value of the hyper parameter λ, they propose a modified BIC criterion.
BIC = −2 logLp(θˆ) + log(n)d (22)
Where θˆ is the Maximum Likelihood Estimator (MLE) and d = dim(θ) is the total number of
unknown parameters (Fraley and Raftery, 1998).
Illuminated by the method of Pan and Shen [2007], Wang and Zhou [2008] also provides
a method of variable selection for model- based clustering for a low sample size and large
dimension, they consider a common diagonal covariance matrices between the clusters and they
reduce and normalize the data so that each variable has a mean equal to 0 and a variance equal
to 1. Considering that the mean parameters in clusters associated with the same variable can be
naturally grouped together, and intuitively should be treated as a group, they propose two new
penalty functions, different from the penalty function of Pan and Shen [2007], which does not
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take into consideration the ”grouping” information in the data. To eliminate non-informative
variables, allmkj , k = 1, ..., K, should be equal to zero. However, the l1-norm penalty function
proposed by Pan and Shen treatedmkj individually, and, it does not use the information thatmkj
and mk′j are associated with the same variable xj , and intuitively, they belong to a ”group” and
should be treated differently from mkj′ , which are associated with another variable xj′ . When
the jth variable is uninformative, the l1-norm penalty function tends to shrink only a portion
of mkj , but not all to zero, where it fails to consider the jth variable as being irrelevant. This
brought Wang and Zhou [2008] to propose the l∞-norm penalty function which shrinks, for
each variable, the means in all clusters in order to identify the irrelevant variables:
pλ(θ) = λ∞
J∑
j=1
max
k∈1,...,K
|mkj| (23)
The l∞-norm penalty function penalizes the maximum absolute value of mkj , k = 1, ..., K, if
the maximum absolute for the jth variable is equal to zero, all other means for this variable in
the different clusters are automatically reduced to be equal to zero.
For the same purpose as Wang and Zhou [2008], Xie et al. [2007] tried to overcome the limits
of the l1-norm penalty function but in another way, they also found that the l1-norm penalty
function treats the mkj individually, on the other side, a variable is irrelevant if m1j =, ...,=
mKj = 0, in fact, to make a selection of relevant variables, it is natural to treat the means
m1j, ...,mKj as a group of parameters and to construct a penalty encouraging all these means of
a variable in the different clusters be equal to zero. They observe that if considering the means
in the clusters as a row vector, the direction of the regrouping m1j, ...,mKj is vertical and they
call it the vertical means grouping (VMG), for which, they propose the following penalty :
pλ(θ) = λ
√
K
J∑
j=1
‖m.j‖ (24)
Wherem.j = (m1j,m2j, ...,mKj)t and ‖m.j‖ =
√∑K
k=1(mkj)
2 is the l2-norm penalty function
on the means mkj’s for k = 1, 2, ..., K.
On the other hand, they consider also, that in some cases, through prior information, a group
of variables is susceptible to be relevant or not, thus, they propose another group that considers
this prior information, named the horizontal means grouping (HMG), in the case of common
diagonal covariance matrices between the clusters. The grouping penalty proposed has the
following :
pλ(θ) = λ
K∑
k=1
G∑
g=1
√
qg‖mgk‖ (25)
Where mmk corresponds to the mean of a group of variables, dim(m
g
k) = qg and
∑G
g=1 qg = J ,
with J the number of variables. A modified BIC is proposed as a model selection criterion to
select the number of components K.
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All these works already mentioned, assume that the clusters have a common diagonal covariance
matrices, the common matrix implies that the clusters have the same size, which may be wrong
in practice. Indeed, Xie et al. [2008] extend the method of Pan and Shen [2007], by considering
a cluster-specific diagonal covariance matrices, for which they have presented the following
penalties functions:
pλ(θ) = λ1
K∑
k=1
J∑
j=1
|mkj|+ λ2
K∑
k=1
J∑
j=1
|σ2kj − 1| (26)
pλ(θ) = λ1
K∑
k=1
J∑
j=1
|mkj|+ λ2
K∑
k=1
J∑
j=1
| log σ2kj| (27)
The l1-norm penalty is used to force the irrelevant variables to have means mkj equal to 0, and
a variances σ2kj that are close to 1 to be exactly 1.
To insert the penalty, they propose a modified BIC as a model selection criterion.
Also, the diagonal covariance matrices assumption implies that the clusters have the same ori-
entation, which may be also wrong in practice, incite Zhu and Pan [2009]to propose a penalized
likelihood approach for models with unconstrained covariance matrices. The first penalty pro-
posed, allow the common covariance matrices to be unconstrained and have the following form:
pλ(θ) = λ1
K∑
k=1
J∑
j=1
|mkj|+ λ2
J∑
j=1
J∑
l=1
|Wjl| (28)
Where Wkj are the elements of W = V −1 the inverse of the covariance matrix.
The second penalty function, allow also to the covariance to be different across the clusters, and
have the following form:
pλ(θ) = λ1
K∑
k=1
J∑
j=1
|mkj|+ λ2
K∑
k=1
J∑
j=1
J∑
l=1
|Wk,jl| (29)
3.3 Variable selection by combining likelihood penalization and model selection
Meynet and Maugis [2012] suggest the Lasso-MLE procedure, which combines both the
method of Pan and Shen [2007] and the method of Maugis and Michel [2009] The first step
of their approach is to create a model sub-collection. As Pan and Shen [2007], a l1-norm
penalty is considered to get a sub-collection of models {S(K, Jr), (K, Jr) ∈ M l}, where K is
the number of components, and Jr the subset of variables selected as relevant by the penalized
maximum likelihood and M l is the penalized maximum likelihood. By changing each time K
the number of components of the mixture and the regularization parameter λ, an EM algorithm
is used to maximize the penalized log-likelihood.
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Step Variable proposed Type of step BIC difference Decision
1 PL Add 167.549853 Accepted
2 SW Add 52.954643 Accepted
3 PW Add 26.366217 Accepted
4 PW Remove 26.465480 Rejected
5 SL Add 13.207518 Accepted
6 SL Remove -4.393044 Accepted
Table 1: Stepwise (forward/backward) results from the greedy search algorithm for the IRIS data set.
The second step consist to calculate the maximum likelihood sˆ(K, Jr) for the sub-collections
models (K, Jr) obtained in the first step obtained by the penalized maximum likelihood, using
the standard EM algorithm for each model . The third stage is devoted to the model selection
problem, as in Maugis and Michel [2009], a non asymptotic penalized criterion is proposed to
solve the model selection problem.
IV NUMERICAL EXPERIMENTS
In this section we test the method of Raftery and Dean [2006] based on model selection and
the method of Wang and Zhou [2008] based on the on likelihood penalization on real data set.
The data set used in the experimentations is the data set IRIS (Fisher [1936]), which is, a
reference and one of the most well known data sets in data mining, this data is composed of 150
observations of three plants of Iris (Iris setosa, Iris virginica and Iris versicolor), and measured
on 4 continuous variables; sepal length(cm), sepal width (cm), petal length (cm) and petal width
(cm).
The method of Raftery and Dean [2006], when applied with the true number of clustersK = 3,
select the model ”V EV ” and select the 3 variables sepal width, petal length and petal width as
relevant for the clustering, and the variable sepal length. as being irrelevant for the clustering,
as shown in Table 1.
While, the method of Wang and Zhou [2008], applied also with the true number of clusters, and
with an hyper parameter λ ∈ [1, 12] select all the variables as being relevant for the clustering.
V CONCLUSION AND DISCUSSION
Model- based clustering has become a popular technique and a reference, but faced to a large
data, this model suffers from the problem of dimensionality that over parameterize the model,
to remedy this; many studies have been focused on the selection of variables to improve the
clustering process and to facilitate the interpretation of the classification obtained. These works
based on assumptions and restrictions may be further improved, and it is the aim of our re-
search, whose main objective is to improve and/or propose new variable selection methods in
this context, by a procedure that simultaneously selects the number of clusters and the relevant
variables for the clustering. .
For example, the method of Maugis et al. [2009] require a considerable time to find the four
subsets of variables, to minimize the required time, the use of a penalized likelihood approach,
like the method of Xie et al. [2007] based on the l2-norm penalty or Xie et al. [2008] as a first
step, can be tested to create sets of potentially relevant variables. Then, as a second step, use
the method of Maugis et al. [2009] on these selected sets of potentially relevant variables.
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