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ABSTRACT 
 
Full Name :  Muhammad Ijaz 
Thesis Title : Harmonic Detection and Mitigation in Power Systems using Wavelet 
Packet Transform 
Major Field : Electrical Engineering 
Date of Degree : May 2015 
 
Power Quality (PQ) is nowadays an important issue that involves electrical energy 
producers, consumers and electrical equipment manufacturers. The broad usage of 
electronic equipment, such as computers, power electronic devices and drives, controllers 
and lighting led to a complete different nature of loads as compared to the conventional 
ones. The extensive usage of power electronic devices leads the power quality problem to 
be more severe. PQ problems are becoming a great threat to the safety and security of 
power systems. 
 In this thesis, two novel techniques based on wavelet packet transform (WPT) and infinite 
impulse response (IIR) filter bank are proposed to measure the harmonic and interharmonic 
distortion in power systems. Furthermore, a new technique based on wavelet transform 
(WT) and optimized artificial neural network (ANN) is proposed for PQ disturbance 
classification. Finally, two control strategies are designed and implemented for shunt active 
power filter (SAPF) to mitigate the harmonics in distribution networks.  
 The proposed harmonic monitoring, detection and control strategies are implemented in a 
laboratory scale prototype using LabVIEW software, data acquisition cards, digital 
processors, real time inverter and programmable source and loads. The necessary 
experimental setup is established to validate the results of proposed methods. The results 
show the effectiveness of the proposed approach to detect and mitigate the harmonics and 
interharmonics in power systems. The comparisons of the experimental results demonstrate 
a good agreement with the simulation results. It can be concluded that, the developed 
prototype is capable to successfully detect, measure and mitigate the harmonic contents to 
ensure the successful operation of the power systems. 
 iixx
 
 ملخص الرسالة
 
 إعجازمحمد   :الاسم الكامل
 
  ات المويجتحويل حزم والتخفيف من آثارها في أنظمة الطاقة باستخدام  اتكشف التوافقي  :عنوان الرسالة
 
 هندسة كهربائية  التخصص:
 
 5102مايو ,  :تاريخ الدرجة العلمية
 
هي في الوقت الحاضر قضية مهمة تنطوي على منتجي الطاقة الكهربائية والمستهلكين جودة الطاقة 
كمبيوتر، ثل أجهزة الالإلكترونية، م للأدوات الكبيرستخدام الاوالشركات المصنعة للمعدات الكهربائية. 
تحكم والإضاءة أدى إلى طبيعة مختلفة كاملة من الأحمال الحدات ومحركات، والالالكترونيات و أجهزة 
طاقة مشكلة جودة الالى يؤدي  جهزة الإلكترونيةللأواسع الستخدام الابالمقارنة مع الأحمال التقليدية. 
 .هديدا كبيرا لسلامة وأمن أنظمة الطاقةت تشكلأصبحت  والتي
البنك ) وTPW( حزمة المويجات تحويل ن من التقنيات الجديدة على أساستااثنفي هذه الأطروحة،  
في أنظمة  والتوافقي المتداخللقياس التشوه التوافقي  )RIIلانهائية (الستجابة النبضية المرشح للا
الشبكة العصبية و) TWتحويل المويجات (تم اقتراح تقنية جديدة تعتمد على الطاقة. وعلاوة على ذلك، 
وأخيرا، فقد تم تصميم . QP الاضطرابات وتنفيذهما في جودة الطاقة تصنيف) لNNAالاصطناعية (
  ) للتخفيف من التوافقيات في شبكات التوزيع.FPASا لمرشح تحويلة الطاقة النشطة (موتنفيذهطريقتين 
قترحة في مراقبة الموجات التوافقية وكشفها واستراتيجيات التحكم بها تم بناؤها في نطاق الطرق الم 
ة، ، وبطاقات الحصول على البيانات، والمعالجات الرقمي( WEIVbaL)باستخدام برنامج المختبر 
تحقق لل هالتجريبية الضروري اتالإعداد جهيزتم ت. أحمالمبرمج و العاكس الوقت الحقيقي، ومصدر
 لمقترحة. ن صحة نتائج الأساليب ام
افقية لضمان التوالنتائج أظهرت مدى فعالية الأساليب المقترحة للكشف بنجاح والتخفيف من محتويات 
وبمقارنة النتائج العملية بالنتائج النظرية نلاحظ أن هناك توافق كبير بينهما  عملية ناجحة لنظام الطاقة.
 وياتوالتخفيف من محت بنجاح فقادر بما فيه الكفاية للكش  طورمالنموذج اللذلك يمكننا القول بأن 
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1 CHAPTER 1 
INTRODUCTION 
1.1 Background 
The increasing use of non-linear loads threatens the reliability and stability of the power 
systems. The non-linear devices draw non-linear current from the power system, this non-
linear current circulates throughout the distribution system and distorts the voltage 
waveform, which ultimately affects the whole power system. The potential effects of 
harmonic distortions are not only included the long term effects on power systems like 
neutral overload in three phase system, overheating conductors and transformer, 
overvoltage and metering problems due to higher frequency components but also include 
the short term effect due to harmonic burst which ultimately results in the malfunctioning 
of the equipment due to their high sensitivity to power quality [1]–[3]. 
Harmonics are the sinusoids having frequencies that are integer multiple of fundamental 
power system frequency. To reduce the potential threats to the power system from 
harmonics, Institute of Electrical and Electronics Engineers (IEEE) and International 
Electrotechnical Commission (IEC) define standard limits below which the harmonic 
content should be maintained for successful operation of the system. Therefore, proper 
harmonic detection, measurement and mitigation strategy are a need of time [4], [5]. 
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Along with technological advancement, there are many companies working on PQ 
problems around the globe. The most affected areas by PQ problems are the continuous 
process industry and the information technology services. When a disturbance occurs, huge 
financial losses may happen, with the consequent loss of productivity and competitiveness. 
Given this brief background, this thesis proposes new and efficient techniques using 
wavelet transform and infinite impulse response filter bank to accurately detect, classify, 
measure and mitigate the harmonic and interharmonic distortions. The proposed 
approaches are implemented for real monitoring via LabVIEW software, advanced digital 
signal processors, and data acquisition modules. Furthermore, a control strategy for 
harmonic mitigation is developed using shunt active power filter. The proposed control 
strategy is simulated and tested using hardware in loop real time digital simulator (RTDS) 
and dSPACE controller. A laboratory scale prototype is also developed for the harmonics 
elimination using a programmable source, loads and an inverter. 
1.2 Thesis Motivation 
The motivation of this thesis work is inspired by some of the non-resolved issues in the 
related work on the problems of accurate detection, measurement and mitigation of 
harmonics in power systems. Previously, Discrete Fourier Transform (DFT) was proposed 
as signal processing technique in IEC-61000-4-7 for the measurement of harmonic 
distortion in electric systems. However, the standard itself states that “the use of the Fourier 
analysis does not preclude the application of other analysis principles” [6]. 
From the literature, it has been observed that there are several signal processing techniques, 
which can be used for harmonics and interharmonics measurement. However, most of them 
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are not suitable for real time applications. Also, there is a drive to apply the latest 
technology for data acquisition and advanced signal processing tools (Wavelet transforms) 
using high level programing language (LabVIEW) to build complete monitoring system. 
To conclude, all the problems mentioned show that the research in this area is very 
challenging but promising. A system which is able to automatically detect, measure and 
mitigate the PQ disturbances is desired. Therefore, a proper harmonic detection, 
measurement and mitigation strategy is inevitable to cope with the era of complex power 
systems. 
1.3 Thesis Objectives 
This aim of this research is to develop and implement an advance digital signal processing 
technique to detect and measure the harmonics and interharmonics distortion in the voltage 
and current signals. Additionally, it aims to design and implement a state of the art control 
strategy to mitigate the harmonics and ensure the reliability of the power systems. The 
main objectives of this study can be stated as: 
1. Development of digital signal processing techniques for the measurement of 
harmonics distortion in power systems. 
2. Implementation of the developed technique for the measurement of harmonic 
groups according to the specifications of IEC standard 61000-4-7 in real time. 
3. Detection and measurement of interharmonic and subharmonic group distortions 
using wavelet packet transform. 
4. Implementation of harmonics mitigation strategy based on Active Power Filters.  
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5. Development of a laboratory scale prototype for the detection, measurement and 
mitigation of harmonics in power systems. 
1.4 Thesis Methodology 
The work that will be done to achieve the thesis objectives can be divided into the following 
tasks which is fully achieved. 
Task 1: Technology assessment and literature Survey 
 Assessing technological advances in monitoring and mitigation of harmonics in 
electrical system. 
 Surveying application of signal processing on the harmonic analysis in energy 
systems. 
Task 2:  Developing and testing the monitoring and mitigation system.   
 Developing the monitoring system. 
 Developing the computer program of digital signal processing controller. 
 Developing a linking protocol between digital signal processing controller and 
typical power system model. 
Task 3:  Testing the proposed codes. 
 Testing the proposed algorithms for detection and mitigation of harmonics. 
Task 4: Building the laboratory prototype 
 Building a prototype for monitoring and detection system. 
 Building a prototype of proposed control strategies.  
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Task 5: Implementation of detection and mitigation strategy on the laboratory 
prototype 
 Implementation of the proposed detection and mitigation using the necessary 
hardware devices. 
Task 6:  Testing and evaluation of laboratory prototype performance  
 Experimental investigation of the monitoring and detection prototype. 
 Experimental investigation of the control strategy prototype. 
Task 7:  Results and discussion  
 Comparing the simulation results with the experimental results. 
 Comparing the obtained results with the published literature. 
 Highlighting the main findings and recommendations. 
1.5 Thesis Contribution 
The main contribution of this work is proposing new efficient techniques for real time 
detection and measurement of harmonic and interharmonic distortion in voltage and current 
signals. Furthermore, it is aimed at build a harmonic mitigation system of PQ problems 
using the proposed methods in a laboratory scale prototype. 
The specific thesis contributions can be stated as: 
 Two new methods based on wavelet packet transform and infinite impulse response 
filter bank have been proposed for real time detection and measurement of 
harmonics and interharmonics. 
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 A prototype for real time monitoring and measurement of harmonics and 
interharmonics along with other power quality parameters has been built in the 
laboratory using the developed methods. 
 A novel power quality disturbance classifier is designed based on wavelet transform 
and optimized artificial neural networks.  
 Two control strategies for shunt active power filter are designed and implemented 
to mitigate the harmonics in distribution systems. 
 A laboratory scale prototype has been developed for real time monitoring, 
measurement and mitigation of harmonics and interharmonics in distribution 
system. 
1.6 Thesis Breakdown 
Having presented the rationale for the research problem and laid down the foundation of 
the problem area in the first chapter, the second chapter will briefly explain the fundamental 
concepts, power quality standards and background technologies used for the measurement 
and mitigation of harmonics and interharmonics. Chapter 3 and Chapter 4 presents the 
harmonics and interharmonics measurement using using proposed techniques wavelet 
packet transform and infinite impulse response filter bank respectively. Chapter 5 presents 
the experimental implementation of the proposed harmonic measurement techniques. A 
novel and efficient power quality classifier based on wavelet transform and optimized 
neural networks is presented in Chapter 6. A harmonic mitigation strategy based on shunt 
active power filter is presented in chapter 7. Chapter 8 presents the experimental 
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implementation of shunt active power filter and its control algorithms. Finally, chapter 9 
concludes the findings and suggests the future work.  
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2 CHAPTER 2 
LITERATURE REVIEW 
This chapter introduces the harmonic measurement standards. It also presents a 
comprehensive literature review of power quality, application of digital signal processing 
techniques for the measurement of harmonics and interharmonics in voltage and current 
signals. In addition, this chapter discusses the literature review of harmonic mitigation 
strategies using shunt active power filter. 
2.1 Overview  
Recent development in power electronics has severely threaten the reliability and stability 
of power system due to the excessive injections of harmonics in power system. These non-
linear loads draw harmonic current from the electrical source, which are consequently 
transferred into distorted voltage supply on the mains of the electrical power systems. The 
distorted voltage and current signals have numerous harmful effects such as overheating of 
transformers, excessive neutral current, malfunctioning of sensitive electronic equipment, 
false tripping of circuit breakers, low system efficiency, skin effect and interference in the 
nearby communication systems. Harmonics cause skin effect, as they do not fully penetrate 
the conductor rather they travel on the outer edge of the conductor. This phenomenon 
decreases the effective cross sectional area of the conductor and ultimately increases the 
resistive losses, which in turn heats up the conductors and anything connected to them. 
Therefore, a fast, robust and adequate harmonic measurement and mitigation techniques 
are the need of time. 
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2.2 Sources and Effects of Harmonics and Interharmonics 
Sources of harmonics are mainly the modern electronic equipment such as:  
 Non-linear loads like variable frequency drives, switching mode power supplies 
and inverters. 
 Frequency conversion (Variable speed drives)  
 Household appliances (personal computers, televisions, micro-wave furnaces and 
LED lightening ) 
 Industrial equipment like arc furnaces and arc welding equipment are also 
significant producers of harmonics. 
 Power transformers working in the saturation region are also considered as 
harmonics source. 
When a voltage or current waveform is distorted due to harmonic pollution, it causes 
abnormal operating conditions in a power system such as: 
 Overheating problem in induction and synchronous motors and generators [7]. 
 Weakening the cable due to excessive heating, it can break insulation and windings. 
 Malfunctioning of electronic equipment due to the desynchronization in timing.  
 Electromagnetic interference can be caused in motor winding due to current 
harmonics while voltage harmonics can create interference with nearby 
communication equipment. 
 Heating losses in circuit breakers and switch-gear can increase due to the flow of 
current harmonics. 
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 Interharmonics produce a light flicker in incandescent and fluorescent lamps [8], 
[9] 
 Tripping of circuit breakers and relays due to the flow of current harmonics. 
 Low system efficiency. 
2.3 Harmonics, Interharmonics and Subharmonics: An Overview 
The electric utilities are designed to supply energy to their facilities and connected 
customers through the distribution lines of 110/220 V rms and 50/60 Hz frequency. The 
characteristics of supply voltage are set in standard [6]. However, some higher frequency 
components in the supply voltage degrade the quality of energy supplied. These higher 
frequency components can be categorized as [7]: 
 DC Component: f = h × fo  Where h = 0 
 Harmonics:   f = h × fo  Where h > 0 and h is an integer 
 Interharmonics: f = h × fo  Where h > 0 and h is not an integer 
 Subharmonics  0 Hz < f < fo  Where f = h × fo and 0 < h < 1 
2.3.1 Harmonics 
Harmonic disturbances have been extensively studied since the beginning of the 
distribution system. Recent developments in signal processing techniques have gained a 
larger interest of researchers for the harmonic measurement and mitigation.  
Harmonics are the sinusoidal waveform having frequency integer multiple of fundamental 
frequency. The non-linear loads connecting to the network produce the harmonics 
components. The non-linear devices draw non-linear currents from the power system, this 
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non-linear currents circulate throughout the distribution system and distort the voltage 
waveforms, which ultimately affect the whole power system. In general, the major sources 
of harmonics in industrial systems include the rectifiers, arc furnaces, welding units, and 
nonlinear loads. Harmonic sources in domestic systems include the florescent lightning, 
discharge lamps, switch mode power supplies, computers, motors, air conditioners and 
retreaters [10], [11].  
Under periodic steady state conditions, Fourier Series (FS) can be used to express the 
harmonically distorted waveforms as  
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where Co is the direct component of FS while Ch are FS coefficients for sinusoidal 
components of the distorted waveform f(t). The harmonic number is represented by h, 
where ω and θ are the angular frequency and phase angle for the hth harmonic component 
respectively. Figure 2.1 shows a typical voltage waveform consisting of fundamental and 
3rd harmonic component. 
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Figure 2.1 Effect of Third Harmonic Distortion in Supply Voltage 
Harmonics distortion can be evaluated in the following ways. 
 Total Harmonic Distortion (THD) is used to measure the harmonic distortion in 
power systems. It is defined as the ratio of the sum of power of all harmonic 
components to the power of the fundamental component as:  
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where 
V1 and I1:  RMS value of voltage and current fundamental component 
Vh and Ih:  RMS value of voltage and current harmonic components 
H:   Maximum harmonic order considered for calculation 
h:    Harmonic order 
 Total Demand Distortion (TDD) is defined as the ration between the harmonic 
current distortion to the maximum demand load current lasting for 15 to 30 mins. 
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where IML represents the maximum demand load current.  
 Distortion Factor (DF) is used to measure the distortion in the received signal. DF 
can be defined as the ration between the rms of the fundamental component to the 
total rms of the received signal as:  
 1 1( ) , (I)
rms rms
V I
DF V DF
V I
    (2.7) 
V1 and I1:  rms value of voltage and current fundamental components 
Vrms and Irms:  Total rms value of the voltage and current signals 
The ration is equal to unity for a pure sinusoidal current and voltage waveforms 
and reduced as the harmonic distortion increases in the waveforms.  
 Crest Factor (CF) gives a quick idea how much the available distortion is affecting 
the sinusoidal current waveform. CF is the ratio of the peak value of a waveform 
to its rms value as:  
 ( ) , ( )
peak peak
rms rms
V I
CF V CF I
V I
    (2.8) 
Vpeak and Ipeak: Peak values of voltage and current waveforms 
Vrms and Irms: Total rms values of the voltage and current signals 
The value of CF for purely sinusoidal waveforms is 1.414 and increases as the 
distortion in the voltage or current waveform increases. 
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2.3.2 Interharmonics 
 IEC-61000-2-1 [12] defines interharmonic as follows:  
“Between the harmonics of the power frequency voltage and current, further frequencies can 
be observed which are not an integer of the fundamental. They can appear as discrete 
frequencies or as a wide-band spectrum.” 
The measurement of interharmonics is not a trivial task. An interharmonics waveform may 
not be necessarily regular. Interharmonics are mainly produced by cycloconverters in 
rolling-mill and linear motor drives. Other sources of interharmonics include arc furnace, 
arc welding and all loads that are not pulsating with fundamental frequency [13]. Figure 2.2 
shows the 10 periods of the 50 Hz waveform consisting of harmonics and interharmonics 
components listed in Table 2.1. Figure 2.2 clearly shows that the resulting waveform is an 
aperiodic waveform and even asymmetric depending upon the observation window.  
The sampling window plays a vital role in the measurement of interharmonics. If the signal 
is measured using an acquisition window whose duration is an integer multiple of 
fundamental frequency, significant errors might occur in the observations. The sampling 
window length should be increased so that it becomes synchronous with signal to be 
analyzed. This can be achieved if the duration of the window would offer a frequency 
resolution equals to the least common multiple of different frequency components in the 
signal. On the other hand, by increasing the duration of the sampling window, the non 
stationary interharmonics might not be observed correctly and results in larger errors in the 
observations [14], [15].   
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The potential and harmful effects of interharmonics in power systems include the low 
frequency oscillations, flicker in lightening system, overloading of shunt filters, saturation 
of current transformers, interference with the telecommunication and other protection and 
control equipment [16], [17]. 
Table 2.1 Harmonic and Interharmonic Contents 
Frequencies (Hz) Amplitudes (pu) 
50 1 
117 0.1 
128 0.2 
570 0.25 
730 0.2 
250 0.4 
 
Figure 2.2 Distorted Voltage Supply with Harmonics and Interharmonics Distortion 
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2.3.3 Subharmonics 
Subharmonics are the non integer sinusoidal frequency components whose frequencies are 
less than the fundamental frequency. Subharmonics in voltage and current signals have no 
official definition in the measurement standards. It can be treated as a special case of 
interharmonics for frequency components less than the fundamental frequency of power 
system. It can be defined mathematically as:  
 0 of f    (2.9) 
The presence of subharmonics in power systems has a large impact on the performance of 
power system. The major sources of subharmonics are cycloconverters, wind generators 
and power converters. The potential effects of subharmonics includes malfunction of 
control equipment, useful life reduction of induction motor, thyristor wrong shot and life 
aging by thermal effect [18]–[21].  
2.4 Harmonics and Interharmonics Measurement Standards 
The international organizations working on PQ issues including IEEE and IEC set 
standards IEEE-519 and IEC-61000-4-7 to define the measurement standards and 
permissible range for harmonics pollution and voltage distortion [4], [5]. The standards set 
recommended limits on both current and voltage distortion.  
2.4.1 IEC Standard 61000-4-7 
Harmonics are the sinusoids having frequencies integer multiples of fundamental 
frequency while interharmonics are the non-integer multiples of fundamental frequency. 
For the better representation of harmonic distortion and reduction in expected spectral 
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leakage for the measurement of harmonics, IEC defines in 6000-4-7  [5] the harmonic 
groups and interharmonic groups as the measurement standards for harmonics instead of 
single frequency component. The IEC 61000-4-7 standard establishes the definition of 
different groups based on the grouping of DFT spectral lines as shown in Figure 2.3. Each 
of these groupings of spectral lines corresponds to the calculation of effective rms value of 
a particular cluster of spectral lines. The standard defines the following groups:  
 Harmonic groups are defined as the sum of the spectral components adjacent to 
the harmonic frequency in IEC sampling window.  The nth harmonic group Gg,n 
can be represented using DFT spectral lines as:  
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where Ck+i represents the DFT spectral component corresponds to k+i location.  
 Interharmonic groups consist of the spectral lines between two successive 
harmonic frequencies in the IEC window such as: 
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 Harmonic Subgroup includes the harmonic frequency and the two immediate 
adjacent spectral components. The mathematical definition of nth order harmonic 
subgroups can be written as:  
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 Interharmonic Subgroup includes all the spectral components between two 
consecutive harmonic frequencies excluding the interharmonics adjacent to the 
harmonic frequencies.  
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 where Gg,n represents the n
th order interharmonic subgroup. 
IEC sampling window defines the measurement interval for harmonic and interharmonic 
distortion which is according to the IEC standard as the 10 cycles for a 50Hz while 12 
cycles for a 60Hz power supply system [5]. 
 
Figure 2.3 Illustration of the Harmonics and Interharmonics Group As Defined in the IEC 
Standard 
IEC standard includes DFT as a signal processing technique to measure the harmonic 
distortion using 5 Hz frequency resolution. The standard states that the sampling frequency 
should be kept large enough so that harmonic components can be detected up to 9 kHz.  
2.4.2 IEEE Standard 519-1992  
The IEEE standard 519 defines the permissible voltage distortion limits that a utility 
company should comply and current distortion limits that customers should follow for a 
successful and reliable operation of power system. The standard explains that the harmonic 
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problem is a responsibility of both utility as well as consumers. The admissible limits of 
voltage and current distortion are listed in Table 2.2 and Table 2.3. The allowable 
individual and total harmonic distortions are reducing as the voltage level is increasing as 
shown in Table 2.2. 
Table 2.2 Voltage Distortion Limits  
Bus Voltage at PCC 
Individual Voltage 
Distortion (%) 
Total Voltage 
Distortion THD (%) 
69 kV and below 3.0 5.0 
69.001 kV through 161kV 1.5 2.5 
161.001 kV and above 1.0 1.5 
 
Table 2.3 Current Distortion Limits for General Distribution Systems  
(120 V Through 69 000 V) 
Isc/IL h<11 11≤h<17 17≤h<23 23≤h<35 35≤h TDD (%) 
<20 4.0 2.0 1.5 0.6 0.3 5.0 
20-50 7.0 3.5 2.5 1.0 0.5 8.0 
50-100 10.0 4.5 4.0 1.5 0.7 12.0 
100-1000 12.0 5.5 5.0 2.0 1.0 15.0 
>1000 15.0 7.0 6.0 2.5 1.4 20.0 
 
Isc: Maximum short-circuit current at the Point of Common Coupling (PCC). 
IL: Maximum demand load current (fundamental) at the PCC. 
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The standard defines the limits for individual current harmonics along with the other 
parameters like TDD and system capability to withstand the harmonic distortion using the 
ratio of short circuit current to the load current at the point of common coupling. Power 
systems with higher short circuit capacity to the load current ratio can withstand with the 
higher harmonic distortions. Table 2.3 shows the acceptable ratios of (Isc/IL) along with the 
limits of individual harmonic distortion and TDD.  
2.5 Harmonics Measurement Techniques 
Harmonic distortion is one of the major PQ problem in electrical networks that can 
deteriorate the performance of the power systems. The major sources of the harmonics are 
the power electronics equipment and the connection of nonlinear loads at the PCC. The 
potential effects of harmonics can substantially reduce the electrical equipment efficiency 
and useful life. Therefore, in order to obtain a suitable control strategy for harmonic 
suppression, the amplitude of individual harmonics should be estimated accurately.   
2.5.1 Discrete Fourier Transform 
Fourier Transform (FT) decompose the signal into a family of complex sinusoids which 
are symmetrical, smooth and regular. DFT is widely used as the signal processing 
techniques for the measurement of harmonic distortion. DFT is used to represent the signal 
magnitude on their respective frequency components. 
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Figure 2.4 Harmonic and Interharmonic Groups [22] 
According to the IEC standard Eq (2.10) is used to calculate the harmonic groups of order 
n using the DFT bins keeping the harmonic frequency as the center frequency. Harris [23] 
presented a comprehensive analysis on the selection of window for the analysis of 
harmonics using DFT in the presence of broadband noise. In [24] , the author presented an 
algorithm that computes the necessary constraints for window coefficients to measure the 
amplitude of the sine wave using DFT. The derived constraints ensure that the quantization 
error does not exceed the certain threshold level and does not influence the measurement 
of harmonics. Nyarko and Strsmsmoe [25] proposed asynchronous sampling as a tool to 
modify the spectral leakage using DFT coefficients. The modified algorithm gives 
approximately same results, but it is more practical then the synchronous sampling for the 
measurement of harmonic components.   
For the harmonic analysis using DFT, apart from the other problems associated with the 
DFT analysis like aliasing and picket fence effect, leakage is considered to be as the most 
challenging problem. The leakage is introduced in the DFT process when the 
synchronization error occurred between the sampling process and the signal to be analyzed. 
The effect of leakage can be characterized based on its location as short range leakage is 
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the leakage to the adjacent frequency bins while long range leakage is the leakage to the 
far frequency bins. The effect of leakage can be effectively reduced by two main techniques 
namely the windowing and interpolation. In the first approach, various types of windows 
can be introduced to reduce the leakage like Hanning window, Hamming window, 
Blackman window and Kaiser window. The selection of window may affect the particular 
type of leakage like Hamming window can reduce the short range leakage more affectively 
while Hanning window is fruitful in order to reduce the long rage leakage [23]. However, 
the leakage in the adjacent frequency bins cannot be controlled by using the windows other 
than rectangular window due to the fact that, their passband width is more as compared to 
the rectangular window. The second approach to reduce the leakage is the interpolation 
between the frequency bins. The interpolation can work effectively in case of leakage to 
the adjacent frequency bins and is unable to detect the leakage in the far frequency bins 
[26], [27]. A combination of both techniques windowing for long range leakage and the 
interpolation for the short range leakage is considered to be a good solution to tackle the 
leakage as whole [28]. Interharmonic distortion is also measured quite effectively using the 
same technique of interpolation window FFT [29]. 
S.-L. Lu [30] proposed an algorithm that reduces the shortcomings of DFT using Filter 
Banks. A combination of Finite Impulse Response (FIR) filters with the center frequency 
shifted to the harmonic frequency is used to isolate and measure the harmonic contents in 
the signal. The practicality of the proposed algorithm is limited due to the higher order of 
FIR filter to be used for acceptable accuracy. Another maximally flat filter bank based 
technique is presented in [31]. The technique is named as Taylor–Fourier Transform (TFT) 
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due to the expansion of McLaurin series expansion at each harmonic frequency. The time 
varying harmonics can be estimated accurately using TFT [32]. 
Iterative DFT (IDFT) based algorithm is proposed in [33] that extrapolates the signal. The 
frequency resolution can be adjusted adaptively by adjusting the number of samples in time 
and frequency domain. The proposed algorithm can measure the interharmonic distortion 
accurately inside the IEC defined window but the performance is not consistent in the 
presence of noise.  To overcome the shortcomings of DFT, Piecewise-overlapped Group-
harmonic Energy Restoring (PGER) [34] was proposed to track the harmonic and 
interharmonic distortion for both the stationary and non-stationary signals. The proposed 
algorithm restores the energy leaked to the neighboring frequency bins by piecewise 
overlapping method. 
2.5.2 Short Time Fourier Transform 
The limitation of DFT was somehow covered by the introduction of Short Time Fourier 
Transform (STFT). STFT uses a fixed window size to compute the Fourier transform which 
insures that at what time interval certain frequency band exists keeping the window width 
small enough to assure that the signal is stationary inside the sampling window. STFT maps 
the one dimensional time domain signal into two dimensional time and frequency domains 
by using a fixed window size [35]. The time domain signal x(τ) is multiplied with a short 
duration window function ( t)    as: 
 (t, ) ( ) ( t)e jX x d    



    (2.14) 
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The small duration window function is shifted to cover the whole signal. The 
computational complexity of STFT is reduced by applying the multiple pole window which 
updates the STFT at each Nth sample [36]. The multiple pole STFT does not possess any 
side lobe. STFT inherits the resolution problem as narrow window size gives good time 
resolution but worst frequency resolution and increasing the window size acts other way 
around as shown in Figure 2.5. The time frequency resolution problem is goes back to the 
Heisenberg uncertainty principle which states that it is impossible to at what time a 
particular frequency exist but it is possible to obtain a frequency band exist at a particular 
time interval.  
 
Figure 2.5 Time and Frequency Resolution of Short Time Fourier Transform 
2.5.3 Wavelet Analysis 
The introduction of Wavelet Transform (WT) overcomes the issues associated with FT and 
STFT. Wavelet Transform provides the time frequency representation of the signal. The 
wavelet transform is a mathematical tool that divides data into different frequency bands 
by passing through low pass and high pass filters. WTs  uses the variable scales to dissect 
a signal into its frequency components [37], [38].  
25 
 
In electrical systems, the voltage and current signals need to be constantly monitored and 
analyzed for the control and protection of power system. For a proper control action, the 
signals need to be accurately located in time and frequency, simultaneously. The WT has 
become an interesting and useful computational tool for evaluating the signal 
characterization both in the time and frequency domains simultaneously. Continuous 
Wavelet Transforms (CWT) operates over every possible scale and translation, which 
limits its usage for real time applications. Apart from that, CWT decomposition is not 
compatible with the harmonic groups [38]–[41].  
Discrete Wavelet Transform (DWT) is widely used in literature to detect and measure the 
harmonics in power systems. DWT uses a specific set of scale and translation values. In 
[42], a technique is presented to measure the harmonic and interharmonic distortion using 
DWT detail coefficients from d1-d15. The practicality of DWT is investigated to measure 
the harmonic distortion in three phase transformers, [43]  and harmonic analysis of 
Electromagnetic transients of single circuit transmission lines, [44]. In [45], harmonic 
source is detected by computing active power measurement using DWT.  The detail 
coefficients at lower level of decomposition have been compared to identify the harmonic 
source if only one harmonic source is available in the system or isolate the dominant 
harmonic source if more than one nonlinear loads are present in the system. 
Most of the DWT applications focus on the localization of the power quality disturbance 
by taking the advantage of time frequency measurement of wavelet transforms. The 
applicability of DWT for harmonic detection is limited due to its non-uniform frequency 
decomposition. The first approximation band consists of almost half of the measurable 
harmonics and gradually reduces the number of harmonics with the higher level of 
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decomposition. All harmonic contents or groups cannot be isolated using DWT. Other 
applications of DWT include the signal analysis and signal processing such as peak 
detection, noise reduction and power quality problems identification and localization. 
Pham & Wong [46] implemented CWT to measure the harmonic contents in the voltage 
and current signals. Input signal was first decomposed to the subbands using wavelet 
packet transform, after that CWT was applied to measure the effective rms in the subbands. 
A new technique was also developed to mitigate the image effect of up and down sampling 
of the signal. The major drawback of this method is the computational complexity, which 
limits the usage of presented technique in real time systems. DWT decomposition is not 
compatible with the harmonic standards due to the non-uniform frequency decomposition. 
Therefore, the DWT based algorithms are not suitable for harmonics and interharmonics 
measurement. 
The limitations of CWT and DWT based algorithms are efficiently covered with the aid of 
Wavelet Packet Transform (WPT). WPT decomposes a signal into uniform frequency 
bands. The WPT based decomposition can be made compatible to the harmonic groups 
defined in the IEC standard.  
A new technique based on WPT was presented to find the rms value of the harmonic 
components [47]. Two level wavelet packet decomposition was used to find the harmonic 
components and power of the signal. The presented algorithm is only capable to investigate 
the harmonic distortion.  
In [48], a hybrid wavelet-Fourier approach is proposed for the analysis of harmonics. The 
proposed algorithm first decomposes the signal into uniform frequency bands using WPT 
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and then applies FT to extract the spectral features in each wavelet band with reduced 
computational complexity. The proposed method only computes the odd harmonics and 
does not include interharmonic distortion. Vatansever [49] proposed another hybrid 
approach using Hilbert Transform (HT) & WPT for the measurement of rms value of 
fundamental harmonic. WPT level one decomposition was used for fundamental and phase 
measurements. The limitation of the presented algorithm is that, the measurements are 
limited to fundamental component only. 
Diego and Barros [6], [50], [51] developed techniques for the measurements of harmonic 
groups, interharmonic groups and subharmonic groups using the IEC-61000-4-7 specified 
standards. The limitation of the developed algorithms is addressed in [52]. The same 
reference model with discrete mayer as the mother wavelet instead of vaidyanathan was 
used. The efficiency of Diego’s method is improved using successive filtering technique. 
In [52], a higher energy component is estimated and then filtered out from the input signal. 
The iterative filtering approach promises less spectral leakage in adjacent harmonic groups 
as compared to the previous methods. A mechanism for estimating the even harmonics 
along with odd harmonics has been introduced. 
2.5.4 Kalman Filtering Approach 
Kalman Filter (KF) is an optimal estimator that infers parameters of interest from 
inaccurate and uncertain observations. It operates recursively so that the information can 
be processed as they arrive. KF estimates the desired parameters from noisy and uncertain 
stream of inputs as it filters out the noise from the input signal. The Kalman filter is a 
dynamic estimator suitable for systems described by a state variable form. The generic 
Kalman filters formulation can be represented as 
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State Equation :   1k k k kX X W           (2.15) 
Measurement Equation: k k k kZ H X V            (2.16) 
Where Xk represents the states of the system that can be considered as the injected current 
in case of harmonic measurement at each bus. Φk is the state transition matrix whereas Vk 
and Wk can be obtained from the system transition matrix. The initial covariance matrix 
depends on the prior knowledge of the system. The covariance matrix can be made diagnol 
assuming that the current injection at aparticular bus is independent to the others, this may 
results in a wrong assumption and ultimately affects the system performance. So the 
covariance matrix is not a completely diagnol matrix.The complete formulation of Kalman 
Filter is described in [53]. 
Kalman Filter Gain :   
1(H P H R )T Tk k k k k k kK P H
         (2.17) 
Update harmonic Estimate: (z )k k k kk kX X K H X     (2.18) 
Error Covariance: (I K H )Pk k k kP     (2.19) 
Project ahead:  
1
T
k k k k kP P Q 

      and    1 kkX X     
where,  
Pk    Error covariance matrix 
T
kH    T order harmonic estimationmatrix at step k 
Kk    Kalman filter gain at step k 
zk    Harmonic measurement vector at step k 
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Rk    Measurement of noise variance 
Φk   State transition matrix 
Qk   System covariance matrix 
Kalman Filters were presented to detect, identify and measure the harmonic distortion in 
power systems [54]. State variables are used as harmonic injection at each buses in 
unbalanced three phase power system. However, KF cannot track sudden or dynamic 
changes of signal and its harmonics. To overcome this deficiency, adaptive KF has been 
proposed for dynamic estimation of harmonic signals to track dynamic and sudden changes 
of harmonics amplitudes [55]. The proposed adaptive Kalman filter uses two basic models 
of noise covariance matrix for steady-state and transient estimation. Extended KF was 
proposed to include the nonstationay behavior of signals [56], [57]. The proposed 
algorithm is capable of tracking and estimating the harmonics having time varying 
amplitude and frequency. The basic problem associated with the KF approach is the 
requirement of previous knowledge of all harmonic component of the system as any 
component previously not provided in the model may be considered as a noise. 
2.5.5 Intelligent Techniques 
Harmonic estimation using artificial intelligent techniques is thoroughly investigated in the 
literature. Linear least square method is proposed to estimate the amplitude and phase of 
harmonic components in the presence of noise using singular value decomposition (SVD) 
[58]. Application of Genetic Algorithm (GA) is inspected for detection and estimation of 
harmonics in distribution system [59], multilevel inverter [60], [61] , Grid connected 
distributed generation [62] and harmonic elimination in PWM chopper [63]. GA based 
techniques work well for the measurements of harmonics for nonlinear loads, but the 
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performance of GA is limited due to the large convergence time and the simultaneous 
measurement of phase and amplitude is difficult due to the completely different nature of 
the measured quantities [64].   
A hybrid technique of least square method and GA was proposed [65] to address the 
aforementioned issues. Another hybrid approach using particle swarm optimizer with 
passive congregation (PSOPC) and least square method was presented in [66]. The 
presented algorithm uses PSOPC for harmonic phase detection and least square method for 
harmonic amplitude estimation. Ray and Subudhi [67] proposed an improved hybrid 
harmonic estimation strategy based on Recursive Least Square (RLS) and Bacterial 
Foraging Optimization (BFO for determining amplitude and phase of harmonic 
components using known and estimated parameters respectively. 
2.6 PQ Disturbance Classification 
There are numerous types of PQ problems, which might have varying and diverse causes 
such as impulses, oscillations, sags, swells, interruptions, under-voltages, over-voltages, 
DC offset and harmonics [68]. According to IEEE Std-1159, the short-duration voltage 
variations are variations of the root mean square (RMS) value of the voltage over short 
time intervals.  
Short duration voltage variations are mainly divided into three categories namely voltage 
sag, voltage swell and interruption. These disturbances are caused by the switching of the 
loads and capacitor banks, starting of the loads having large input current and faults. 
Voltage interruption can be categorized as the drop of voltage to 10% or less from the 
nominal RMS value due to the switching of loads. Voltage interruption last only for less 
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than a minute. If it sustains more than a minute with voltage magnitude ranges from 90% 
to 10%, the disturbance is named as voltage sag. Voltage swell is categorized as the voltage 
exceeds from 110% to 180% of its nominal value and last from 0.5 cycles to 1 minute [69]–
[71]. The classification of the PQ disturbances is entirely dependent on the calculation of 
the voltage RMS value and its accuracy is highly dependent on the window length used to 
compute the voltage RMS value [72]. 
Previously, Fourier Transform (FT) [73] and Short Time Fourier Transform (STFT) [74] 
were presented as signal processing techniques for the analysis of PQ disturbances. FT is 
more suitable for the steady state analysis of stationary signals. However, PQ disturbances 
are usually non-stationary and transient in nature which limits the usage of FT for PQ 
disturbances analysis. STFT provides the time frequency analysis of signals using a fixed 
time window. The performance of STFT is highly dependent on the selection of window 
length. Point by point comparison was used to detect the power quality disturbance 
between successive cycles [75]. However, this technique was insensitive to the 
instantaneous power quality problems like harmonic and inter-harmonic distortion and 
only responds to the system when a certain threshold of disturbance is achieved compared 
to the previous cycles.   
Recently, Wavelet based  approaches are considered as a potential candidate for the 
classification of PQ disturbances by segmenting the received signal into low and high 
frequency bands with different time scale resolutions [76]–[80]. A continuous wavelet 
transform based voltage sag and transients detection technique is presented in [76]. A new 
inductive learning approach based on decision tree was proposed in [77]. The size of 
decision tree was reduced using wavelet based features. A wavelet based self-organizing 
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learning array system (SOLAR) is presented in [78] for the classification of PQ 
disturbances. Dash et al., draw a comparison between wavelet transform and S-transform 
based PQ classification using time series data [79], where wavelet transform as an efficient 
tool for PQ classification was presented. A new method based on discrete wavelet norm 
entropy feature vector and ANN is presented to classify the PQ disturbances [80].  Present 
automatic classification techniques for multiple PQ disturbances need much improvement 
in terms of their computational complexity, accuracy, flexibility and consistency.   
2.7 Harmonics Mitigation Techniques 
There are several harmonic mitigation strategies developed in the literature. Among them, 
passive and active harmonic filters are the most popular. These filters can be modeled as 
voltage or current source inverter. Passive filters provide a low impedance path to the 
harmonic current and trap the harmonics while the active filters inject the same current as 
the harmonic current but opposite in direction to cancel the effect of the harmonics and 
block the possible flow in the system. 
2.7.1 Passive Harmonic Filters 
Passive harmonic filters present low impldance to the nonlinear load current harmonics as 
compared to the source impedance . Harmonics are likely flowing to the lower impedance 
of passive filters and they are ultimately trapped. There are many different types of passive 
harmonic filters designed for a particular type of application. The basic types are notch 
filter (single tuned) and high pass filter with first second and third order charactrisitics as 
shown in Figure 2.6. The notch filter is connected in shunt with the load to provide an 
alternative path to the harmonic current. The optimal location and size of the harmonic 
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filter is a crucial issue and throughly investigated in the literature. [81] presents the optimal 
size and location of passive harmonic filters in distribution system.   
  
 
 
Figure 2.6 Single Tuned and High Pass Passive Filters [82] 
High pass passive filters are used to eliminate more than one harmonics from the system. 
The use of the first order high pass harmonic filter is limited because it distorts the 
fundamental component as well. Second order harmonic filters are widely used to eliminate 
the harmonic contents higher than the cutoff frequency and reduce the limitation of the first 
order filters [83], [84] 
Passive filters are not suitable for changing power systems conditions as once they are 
installed it is not easy to change their tuning frequency. Passive harmonic filters provide 
alternative path to trap the harmonics providing less impedance path to flow the harmonic 
current as compared to the source. If the source impedance changes the performance of 
passive filters is degraded. Outage of a parallel branch can also increase the impedance of 
the systems and detune the passive filter [85].  
2.7.2 Active Power Filters 
Active Power Filters (APF) are power electronic based devices that inject current in the 
system equals but opposite to the harmonic current generated by the nonlinear loads. The 
main advantage of active power filters is their capability to mitigate more than one 
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harmonic components at the same time. As APFs are power electronics based devices, they 
can mitigate selective harmonic or group of harmonics as well. APF can be divided into 
three main categories as shown in Figure 2.7, namely, shunt, series and hybrid 
configuration.  
 
Figure 2.7 Active Power Filters [86] 
Series Active Filters are connected in series with the load. They can be modeled as voltage 
control source to mitigate the harmonics in power system. The impedance of series active 
filters is increased at harmonic frequency as the voltage is increased and block the harmonic 
currents to flow in the power system. The major drawback of series active filters is the 
requirement of a transformer to inject the voltage to compensate the harmonic currents. 
During short circuit, a high current is passed through the secondary of the transformer and 
cause a potential damage which ultimately results the isolation of the system [87]. Due to 
the series connection of active power filter with the load, malfunction may disturb the 
whole power system. Jacobina [88] proposed a series active filter without dc source and  
isolation transformer for harmonic mitigation.  
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Shunt Active Power Filters (SAPF) are the most commonly used active filters for 
harmonic elimination. SAPF can be modeled as controlled current source which injects 
current in the power system equals to the harmonic current but opposite in direction to 
suppress the harmonics [89].  The basic configuration of SAPF consists of DC-bus 
capacitor, power electronic switches and interfacing inductors. The harmonic 
compensation current is achieved by shaping the compensation harmonic waveform using 
voltage source inverter switch. The shape of the distorted waveform is estimated by 
subtracting the load current from the pure sinusoidal current waveform. The load extracts 
the sinusoidal current from source and the remaining non-sinusoidal component is provided 
by SAPF [90], [91].  
A new control method based on instantaneous reactive power is developed in [92] for 
SAPF. Machmoum [93] presented a DSP based algorithm for the selective harmonic 
elimination using SAPF. The presented algorithm uses the fundamental positive sequence 
voltage along with the phase lock loop (PLL) to reduce the time delay and improve the 
dynamic characteristics of the filter. The effect of the control strategy using frequency 
domain (Fourier transform) [94] and time domain using p-q theory to observe the 
performance of SAPF under different conditions is investigated in [95], [96].  
The major advantages of SAPF are the capability of mitigating more than one harmonic 
component selectively or all available harmonic contents. Since the SAPF works in 
parallel, so malfunctioning does not create any problem for the whole system. 
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2.8 Harmonic Detection and Measurement Based On LabVIEW and 
Embedded Systems 
LabVIEW (Laboratory Virtual Instrumentation Engineering Workbench) is used for 
system design using higher-level graphical programming language. LabVIEW is the 
property of National Instruments used to implement the sophisticated systems. The 
compatibility of LabVIEW with reconfigurable hardware along with its data 
capturing/logging system makes it an eye-catching tool for real time development.  
LabVIEW is extensively used in literature for PQ disturbance detection and analysis [97]–
[101]. Real-time monitoring and analysis systems based on LabVIEW software and NI 
hardware have been developed for frequency monitoring, voltage and current waveforms 
readings, and harmonics analysis. The requirements of software and hardware for 
automatic measurements of electrical voltage and current based on virtual instruments have 
been described in [102]. 
In this work, LabVIEW is used and implemented to measure the real time voltage and 
current signals, detect the harmonic and interharmonic distortion. The developed prototype 
is also used for harmonic mitigation.  
2.9 Discussion 
This literature survey has revealed the following limitations for the detection, measurement 
and mitigation of harmonics and interharmonics distortion in voltage and currents signals: 
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 Analysis of stationary signal is performed quite accurately using DFT, however 
the DFT is is unable to track the sudden changes in signals and large errors are 
expected in measurements due to its inability to consider the nonstationarity in the 
signals during analysis. 
 KF cannot track the interharmonics distortion correctly, as it requires the prior 
knowledge of the system for accurate measurement. 
 The accuracy of artificial intelligent techniques is highly dependent on the initial 
population size and training data. The large convergence time and finite set of 
training data limits their usage for real time applications. 
 Performance of conventional passive filters are strongly affected by source 
impedance and resonance phenomena between filter and source. Passive filters can 
easily detuned in changing power system conditions.  
This thesis addresses these limitations through the development of new techniques for 
accurate detection, analysis and mitigation of power system harmonics as follows: 
 A new technique based on wavelet packet transform is proposed for the 
measurement of harmonics and interharmonics group distortion according to the 
standard IEC-61000-4-7. 
 New infinite impulse response filter bank is proposed and designed to overcome 
some limitations of WPT. The proposed algorithm utilizes half number of filters as 
compared to the WPT based techniques, which reduced the computational 
complexity as well as improve the processing time. The proposed method is best 
suitable for real-time detection and monitoring applications. 
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 A harmonic mitigation strategy is developed using shunt active power filter to 
mitigate the harmonics and interharmonics distortion.  
 A laboratory scale prototype is also developed for the accurate detection, 
measurement and mitigation of PQ disturbances using proposed techniques. 
 
  
39 
 
3 CHAPTER 3 
MEASUREMENTS OF HARMONICS AND 
INTERHARMONICS USING WAVELET PACKET 
TRANSFORM 
The IEC 61000-4-7 specifies the use of the DFT in the reference instrument for the 
measurement of harmonic components of voltage and current signals. The standard itself 
states that, the use of DFT does not preclude the use of other signal processing techniques. 
This chapter presents a wavelet packet transform based technique for the accurate detection 
and estimation of harmonics and interharmonics groups defined in the IEC standard. 
Several case studies are presented to measure the harmonic and interharmonic distortion in 
the voltage and current signals.  
3.1 Wavelet Analysis 
The introduction of Wavelet Transform overcomes the issues associated with FT and 
STFT. Wavelet transform uses short window length at high frequency and long window 
length at lower frequency to rectify the problems associated with the fixed window length 
at all frequencies used in STFT. The use of variable window length solves the issues 
mentioned in the Heisenberg uncertainty principle to certain extent due to the fact that the 
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high frequency component can be localized well in time while the low frequency 
component can be localized well in frequency as shown in Figure 3.1.  
 
Figure 3.1 Time and Frequency Resolution of Wavelet Transform 
3.1.1 Continuous Wavelet Transform 
Wavelet transform decomposes a signal into family of finite duration wavelets that can be 
symmetrical or asymmetrical, regular or irregular, smooth or sharp. Wavelet Transform 
computes the inner product of a signal with the family of wavelets. The family of wavelets 
are the dilated and translated versions of mother wavelets such as:   
 
*1X ( , ) ( ) ( )
t b
a b x t dt
aa
 



    (3.1) 
Where ψ(t) is the mother wavelet which is continuous in both time as well as frequency. 
x(t) is the input signal and a ,b are the scaling and translation factors respectively. Xω 
represents the similarity between the mother wavelet scaled at a and shifted at b with the 
input signal x(t). Careful selection of the mother wavelet reduces the distortion in each 
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output band. The distortion between the adjacent frequency bands can be reduced by 
increasing the number of wavelet coefficients. 
Application of CWT includes the signal analysis, self-similarity and time frequency 
relationship. 
3.1.2 Discrete Wavelet Transform 
CWT is obtained through integration of mother wavelet and input signal while the DWT 
can be obtained by discretizing the CWT. The DWT represents the input signal x(n) with 
respect to the versions of mother wavelet g(n) scaled by ‘a’ and shifted by ‘b’ as given in 
Eq (3.2). 
 
1
( , ) ( ) ( )
m
mnm
k nba
DWT m k x n g
aa

    (3.2) 
Mallat [103] proposed a method for obtaining Discrete Wavelet Transform by taking the 
advantage of CWT similarity with filters equation. Input signal is passed through a number 
of low pass and high pass filters defined in equations (3.3) and (3.4) to get the required 
frequency resolution as follows: 
 ( ) ( 2 ) x( )
k
c n h k n k    (3.3) 
 ( ) ( 2 ) x( )
k
d n g k n k    (3.4) 
where, 𝑐(𝑛) and 𝑑(𝑛) are the coefficients of quadrature mirror filters. In DWT, the input 
signal is decomposed into non-uniform frequency bands in such a way that higher 
frequency bands contain more harmonics as compared to the lower frequency bands as 
shown in the Figure 3.2. 
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High Pass (HP) filter produces the detail coefficients d(n) while the Low Pass (LP) filter 
produces the approximation coefficients a(n) as shown in Figure 3.2. The detail 
coefficients are passed again through LP and HP filters to produce the approximation and 
detail coefficients at second stage. Each time the input signal is passed through LP and HP 
filters, the frequency bands is reduced to half and ultimately half number of samples are 
required by sampling theorem to accurately represent the signal. The reduction of samples 
at each stage ultimately reduces the time resolution by half as the complete signal is now 
represented by half number of samples and the signal can be localized accurately in time 
at higher stages as compared to the lower ones.   
 
Figure 3.2 Decomposition Tree of Discrete Wavelet Transform [50] 
3.1.3 Wavelet Packet Transform 
 In WPT, a complete binary tree decomposition is obtained by successively passing the 
input signal to high pass and low pass filters. Due to the uniform frequency bands WP 
decomposition can be used to measure the harmonic groups defined in the standard. 
Figure 3.3 shows the three level WP decomposition in which an input signal is passed 
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through a series of LP and HP filters. The required frequency resolution can be obtained 
by passing the obtained signal to next level of WP decomposition. 
 
Figure 3.3  Decomposition Tree of Wavelet Packet Transform 
3.2 Wavelet Scaling Function and Filters 
Wavelets are defined by the wavelet function and scaling function in the time domain. 
Wavelet function can be defined as a bandpass filter which halves the bandwidth at each 
level. An infinite number of levels are required to cover the entire spectrum. Therefore, 
scaling functions are used, which filters the lowest level of transform using finite impulse 
response (FIR) filter to ensure that the whole spectrum is covered. The width of the scaling 
function is an important design parameter in wavelet analysis. A large number of wavelet 
coefficients and scale information is required for shorter spectrum of scaling functions. 
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Therefore, the selection of the scaling function width directly affects the accuracy of 
wavelet analysis.  Figure 3.4 represents the Daubechies wavelets with different number of 
vanishing moments. As the number of vanishing moments increases, the response of the 
wavelet analysis improves due to the shorter and smoother wavelet scaling function. 
Daubechies db8 has much shorter and smoother wavelet scaling function as compared to 
the db2 wavelet scaling function as shown in  Figure 3.4. 
 
Figure 3.4 Comparison of Daubechies db2 and db8 Wavelets 
Figure 3.5 shows the orthogonal Daubechies db4 scaling and wavelet functions along with 
their associated lowpass and highpass quardrature mirror filters. The analysis filter is used 
to decompose a signal for analysis purpose, while reconstruction filter is used to construct 
back the original signal. The length of these FIR filters are 2N for dbN wavelets. 
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Figure 3.5 Daubechies db4 Wavelets and Filters 
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3.3 WPT Based Proposed Algorithm 
The use of WPT permits the measurements of harmonic groups by decomposing the input 
signals into uniform frequency bands. Wavelet tree is decomposed in such a way that 
harmonic frequency is adjusted in the center of the wavelet band. This will help in 
compensating the spectral leakage to the adjacent frequency bands.  
Generally, a signal f can be decomposed into approximation and detail components, as 
follows: 
 
0 0
0
j k j k jk jk
k j j k
f a d 

     (3.5) 
where, 
    /22 2    j jjk t t k      (3.6) 
    0 0
0
/2
2 2  
j j
j k t t k 
     (3.7) 
ψ(t) and φ(t) represent the mother wavelet and the scaling function respectively. The 
approximation coefficients, ajok, and detail coefficients, djk, can be computed as: 
        jk jkd f t t dt    (3.8) 
    
0 0j k j k
a f t t dt    (3.9) 
The root mean square (RMS) of electrical quantities like voltage and current can be 
measured using instantaneous voltage and currents using equation (3.10) 
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The time domain RMS calculation can be computed using wavelet coefficients at node n 
and level j decomposition using equation (3.11). 
 
     
     
2 1 2 1 2 1
2 2
0 1 0
2 1 2 1 2 1
2 2
0 1 0
1 1
2 2
1 1
2 2
N j j N j
N j j N j
rms jo jnN N
k n k
rms jo jnN N
k n k
V a k d k
I a k d k
 
 
  
  
  
  
 
  
  
  
  (3.11) 
Where djn and ajo represents the wavelet detail and approximation coefficients at level j and 
node n for voltage signals, while d’jn and a’jo are the wavelet detail and approximation 
coefficients for current signals respectively. 
The imperfect frequency response of the filters may result in spectral leakage to the 
adjacent harmonics. So a two-stage process is proposed and adopted in this work. In the 
first stage, five level wavelet packet decomposition is applied to the sampled signal.In the 
second stage, a grouping mechanism is applied on the resultant WP decomposition as the 
fifth level decomposition frequency bands does not correspond to the harmonic groups. 
Figure 3.6 presents the block diagram of the proposed algorithm.  
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Figure 3.6. Block Diagram for Harmonic Groups Computation using WPT 
The proposed algorithm samples the input signal using sampling frequency of 1.6 kHz as 
it can easily cover the small harmonic group measurement defined in the IEC standard [6]. 
The small harmonic group represents the measurement of first fifteen harmonic groups. 
The sample signal passes through the 5-level wavelet packet decomposition. The resultant 
sub frequency bands after decomposition consist of 25 Hz bandwidth each. So a two-level 
grouping is assumed in which 25-50 Hz and 50-75 Hz bands are grouped together to form 
49 
 
a 50 Hz band from 25-75 Hz, this will insure the fundamental frequency as the center 
frequency of the first harmonic group which ultimately results in the minimum spectral 
leakage to the adjacent bands as shown in Figure 3.7. The grouped frequency bands are 
used to measure the harmonics group distortion, the group (25-75 Hz) corresponds to the 
first harmonic group and the group (75-125 Hz) corresponds to the second harmonic group 
with group order specified by center frequency of each group as: 
 
2 2
, ,5 ( 1),5
1
[( ( )) ( ( )) ]g h i ijG d k d kM
    (3.12) 
Where G represents the harmonic group of order ‘h’ evaluated at 5th level, ‘j’ is the WP 
decomposed sub band identifier while ‘M’ represents the total number of samples. The 
proposed algorithm uses discrete mayer as a mother wavelets for the computation of 
harmonic distortion as shown in Figure 3.8 and Figure 3.9. 
 
Figure 3.7 WP Decomposition Tree for 1.6 kHz Sampling Frequency 
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Figure 3.8 Discrete Meyer Wavelets 
 
Figure 3.9 Discrete Meyer Filters 
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3.3.1 Interharmonics Measurement using WPT 
The measurement of interharmonics is not a trivial task. An interharmonics waveform may 
not be necessarily regular. It may be an aperiodic signal and even asymmetric depending 
upon the observation window. The IEC standard 61000-4-7 defines interharmonic groups 
as the all frequency bins of DFT between two successive harmonic frequencies as shown 
in Figure 3.10.  
For DFT analysis, sampling window should be wide enough so that it may become 
synchronous with the signal to be analyzed. These wide window lengths might not be 
suitable for the non-stationary signals. So, a new method is required to overcome the issues 
associated with the DFT based algorithms.  
To compute the first fifteen interharmonics groups, a WPT based interharmonics groups 
measurement strategy is developed as shown in Figure 3.11. The input signal is sampled 
using IEC defined window of 0.2 sec. The signal is sampled using the sampling frequency 
fs = 1.6 kHz.  The sampled signal is passed through a high pass filter to reduce the distortion 
introduced by the high power fundamental component in the neighboring bands. The 
filtered signal is passed through a four level WP decomposition. Finally, the energy content 
in each subband is computed to find the interharmonics groups distortion. 
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Figure 3.10 Interharmonic Groups Defined in IEC Standard 
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Figure 3.11 Block Diagram for the Measurement of Interharmonic Groups using WPT 
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3.4 Results and Discussion 
Wavelet packet transform is applied to the stationary and non-stationary signals to measure 
the harmonic and interharmonic distortion in voltage and current signals. Different test 
cases are applied to investigate the applicability of the proposed WPT based algorithm. 
The test cases include single tone analysis, harmonic groups measurement in stationary 
signals, harmonics groups measurement in non-stationary signals and finally the 
interhamonic groups measurement.  
3.4.1 Single Tone Analysis 
In this test, the analysis of a single tone signal consisting of the fundamental frequency 50 
Hz and harmonic frequencies of third, fifth, seventh, ninth and eleventh harmonic signal is 
presented in Table 3.1. A single tone of 1 pu is applied and the rms values are calculated 
against the grouped harmonic frequency bands. It can be seen from Table 3.1 that, moving 
towards the center of the decomposition tree leads to an increase in the leakage introduced 
by the WP decomposition. This can be due to the imperfect filtering response of the 
analysis filter. The seventh harmonic frequency has the maximum leakage as it results in 
0.9569 by applying a 1 pu tone signal at 350 Hz. The result shows that an error of 4.31 % 
is observed in the calculated rms value.  
3.4.2 Harmonic Analysis using Stationary and Non-Stationary Signals 
This section presents the harmonic analysis using stationary and non-stationary 
harmonically distorted voltage and current signals. The test cases I analyses the harmonics 
present in a six-pulse diode rectifier current waveform, while the test case II analyses the 
occurrence of a non-stationary harmonic distortion present in the supply voltage.  
54 
 
 Figure 3.12 and Figure 3.13 show the harmonically distorted current waveform and its 
corresponding spectra obtained by WPT. The test signal I consists of fundamental current 
waveform along with third, seventh and eleventh harmonics with different amplitudes. 
 
Table 3.1 Single Tone Analysis using WPT 
Harmonic 
Order 
50 Hz 150Hz 250Hz 350Hz 450Hz 550Hz 
1 0.9808 0.1525 0.0658 0.0567 0.0287 0.0187 
2 0.1461 0.2211 0.0878 0.0746 0.0347 0.0195 
3 0.0659 0.9799 0.1135 0.0796 0.0362 0.0205 
4 0.0284 0.1880 0.2069 0.0877 0.0374 0.0216 
5 0.0158 0.0750 0.9647 0.1447 0.0505 0.0233 
6 0.0115 0.0385 0.1869 0.2005 0.0594 0.0261 
7 0.0064 0.0235 0.1058 0.9569 0.2208 0.0319 
8 0.0053 0.0167 0.0556 0.1783 0.1726 0.0546 
9 0.0039 0.0131 0.0283 0.2341 0.9772 0.0945 
10 0.0028 0.0090 0.0177 0.0430 0.1219 0.1605 
11 0.0021 0.0066 0.0124 0.0233 0.0708 0.9883 
12 0.0015 0.0048 0.0088 0.0167 0.0403 0.1588 
13 0.0011 0.0034 0.0061 0.0119 0.0299 0.0944 
14 0.0007 0.0022 0.0039 0.0075 0.0258 0.0550 
15 0.0003 0.0011 0.0019 0.0060 0.0214 0.0516 
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Figure 3.12 Harmonically Distorted Current Waveform 
 
 
Figure 3.13 Harmonic Groups for the Distorted Current Waveform using WPT 
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The actual harmonic components along with the obtained results using WPT is presented 
in Table 3.2. The actual harmonic contents present in the current waveform at 3rd, 7th and 
11th harmonic groups are 0.3, 0.2 and 0.1, while the measured harmonic groups using WPT 
are 0.2967, 0.1866 and 0.0980 respectively. The obtained results show that a percentage of 
1.1%, 6.7% and 2% error is observed in the calculated harmonic groups using WPT. 
Table 3.2 Harmonic Groups Measurement using WPT 
Harmonic 
Order 
Test Case I Test Case II 
Actual 
Signal 
WPT 
Actual 
Signal 
WPT 
1 1 0.9635 1 0.9110 
2 0 0.0952 0 0.1187 
3 0.3 0.2967 0.25 0.1691 
4 0 0.0734 0 0.0512 
5 0 0.0368 0 0.0243 
6 0 0.0406 0 0.0160 
7 0.2 0.1866 0 0.0090 
8 0 0.0392 0 0.0073 
9 0 0.0483 0 0.0053 
10 0 0.0167 0 0.0038 
11 0.1 0.0980 0 0.0029 
12 0 0.0175 0 0.0021 
13 0 0.0113 0 0.0015 
14 0 0.0054 0 0.0009 
15 0 0.0048 0 0.0005 
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The second test case in Table 3.2 consists of a time varying harmonically distorted voltage 
waveform. Figure 3.14 shows the time domain voltage waveform with a time varying third 
harmonic component. The third harmonic distortion added in the voltage waveform at the 
half way of the IEC window starting from 0.1 sec with an amplitude of 0.25 pu. The Test 
case II in Table 3.2 represents the results obtained using WPT. The obtained results are 
very much near to the actual harmonic content present in the signal. It is observed that the 
second harmonic group has high leakage due to the high-energy fundamental component 
and the occurrence of  time varying third harmonic.     
3.4.3 Interharmonics Measurement 
The performance of the WPT based algorithm is analyzed under the interharmonic 
distortion present in the supply voltage. Figure 3.15 shows the time domain voltage supply 
signal consisting of the fundamental 230V, 50 Hz voltage supply along with a 20V 
interharmonic present at 270 Hz frequency. The interharmonic of 270 Hz falls under the 
fifth interharmonic group defined in the IEC standard. Table 3.3 shows the interharmonic 
groups measurement results obtained using WPT. The results show a good aggrement to 
the actual energy content present in the signal. The measured signal shows that the 
fundamental 50 Hz high-energy component is successfully filtered from the voltage signal. 
The resulting groups clearly show the presence of fifth interharmonic group in the signal. 
The fifth interharmonic group represents the 18.5719 rms voltage obtained using WPT 
corresponds to the actual 20V, which gives an error of 7.14%.  
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Figure 3.14 Time Varying Distorted Voltage Waveform 
 
 
Figure 3.15 Voltage Waveform with Interhamonic Distortion 
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Table 3.3 Interharmonic Groups Measurement using WPT 
Interharmonic 
Order 
Actual Signal WPT 
Error 
% 
1 230 0.1269 0.05 
2 0 0.1683 0.073 
3 0 0.3741 0.162 
4 0 1.9801 0.860 
5  20 18.5719 7.140 
6 0 0.7733 0.330 
7 0 0.1422 0.061 
8 0 0.0325 0.014 
9 0 0.0147 0.006 
10 0 0.0088 0.003 
11 0 0.0059 0.002 
12 0 0.0043 0.001 
13 0 0.0023 0.001 
14 0 0.0023 0.001 
15 0 0.0028 0.001 
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3.5 Conclusion 
In this chapter, a new approach for the measurement of harmonics and interharmonics is 
proposed using wavelet packet transform. The proposed approach is capable to 
automatically detect and measure the harmonics and interahrmonics in voltage and current 
signals. The performance of the proposed approach is tested under the stationary and non-
stationary harmonics and interharmonics distortion. This shows the potential of wavelet 
packet transform as an alternative tool for the measurement of harmonic distortion in 
voltage and current signals. The obtained results show a good agreement to the actual 
harmonic contents available in the test signals. However, the frequency characteristics and 
spectral analysis reveals some limitations of wavelet based analysis.  
The WPT based decomposition has three major drawbacks: firstly, in the WP 
decomposition a null of wavelet filter is present at the harmonic frequency, which results 
in a poor filtering and inaccurate measurement obtained by grouping consecutive WP sub 
bands. Secondly, at each successive filtering stage, a fraction of signal energy is lost as 
compared to the previous stage due to the imperfect filtering and leakage. Energy leakage 
is very large particularly at the middle of the sampling frequency due to the roll off factor 
of the filter. Thirdly, WPT based decomposition is highly sensitive to the source frequency 
if the fundamental frequency is changed from 50 Hz to 60 Hz, the WP decomposition is no 
longer applicable for the measurement of harmonic groups. Therefore, a new and more 
efficient harmonic measurement method is needed to address the limitation of WPT based 
algorithms. 
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4 CHAPTER 4 
MEASUREMENTS OF HARMONICS AND 
INTERHARMONICS USING IIR FILTER BANK 
In this chapter, a novel harmonic and interharmnic groups measurement approach is 
proposed using IIR filter bank. This chapter also compares the results of the proposed 
method with those of wavelet packet transform based methods in terms of measurement 
accuracy. Furthermore, the experimental results of the proposed method are discussed. 
4.1 Harmonic Estimation using IIR Filter 
IIR filter was previously used as a notch filter for single harmonic frequency measurement 
and filtering [104]–[109]. To the best of our knowledge, the potential of IIR filters for 
harmonic and interharmonic groups measurement is not being evaluated so far in the 
literature. 
4.1.1 Filter Design 
There are several methods for design of digital IIR low pass filters. The technique used 
here is to convert an analog filter into a digital one using frequency transformation. A 
typical analog bandpass filter response is described by the input output relationship as: 
 
1 0
( ) ( ) ( )
n m
k k
k k
y p a y p k b x p k
 
       (4.1) 
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where x(p) and y(p) are the input and outputs while ak and bk are the coefficients of 
numerator and denominator respectively. The input output response of the above analog 
filter can be written as: 
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Where Ω = 2𝜋(𝑓 𝑓𝑠⁄ ) is the normalized angular frequency represented in [-∞,∞] and fs is 
the sampling frequency of the signal. The infinite frequency range for the variable Ω is 
transformed into a finite frequency range variable ω [-π, π] using periodic sampling of the 
continuous time signal. Thus, a bandpass filter response in discretized form can be written 
as: 
 
1,
(e )
0, ,
p sj
s p
H 
  
   
 
 
 
  (4.3) 
The typical response of IIR bandpass filter is obtained using (4.3), where ωp and ωs are the 
passband and stopband frequencies of the desired bandpass IIR filter in rad/sec. The 
transfer function of the above filter can be obtained as: 
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where αk and βk are the filter coefficients namely poles and zeros of the filter. For a stable 
IIR filter, all poles αk must lie inside the unit circle. M and N are the total number of zeros 
and poles respectively. The number of zeros are usually less than the number of poles in 
an IIR filter (M<N). If the number of zeros in an IIR filter is larger than poles, the filter 
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can be decomposed into an FIR filter of order (N-M) and IIR filter of order N. There are 
several methods for frequency transformation that can be used to transform an analog filter 
to digital one like impulse invariance, step invariance and bilinear transform. In this study, 
the bilinear transform is selected due to its several advantages such as it ensures the stability 
of the filter and preserves the maxima and minima of the analog filter response. The 
transformation is carried out to map all the poles inside the unit circle to ensure the stability 
of the system as follows: 
 1
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T z
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   (4.5) 
4.1.2 The Proposed Approach 
The proposed algorithm consists of two stages of filtering presented in Figure 4.1. First the 
input signal is sampled using 1.6 kHz sampling frequency and pass through the pre-filtering 
stage which results a bandlimited signal ranging from 25-775 Hz which is suitable for the 
measurement of first 15 harmonic groups represented by ‘K’. The resulting bandlimited 
signal is passed to the next stage of IIR filter which decomposes the signal into its respective 
harmonics groups using IIR bandpass filter having center frequency as the harmonic 
frequency itself.  
The proposed approach will not only help to reduce the leakage of harmonic contents to 
the neighboring bands but also reduces the complexity introduced by WPT due to the next 
stage of filtering (32 more filters required to implement the 5th level of WP decomposition). 
It reduces the distortion introduced by the grouping as well.   
The first harmonic group defined in IEC-61000-4-7 using 50 Hz fundamental frequency 
is estimated using ωp = 25 Hz and ωs = 75 Hz. Figure 4.2 shows the IIR butterworth filter 
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for order N=2, 3, 4 and 6 for 7th harmonic group with passband frequency ωp = 325 Hz and 
stopband frequency ωs = 375 Hz having 7th harmonic frequency 350 Hz as a center 
frequency of the filter. The increased filter order results in a better frequency response with 
reduced transition band at the expense of increased computational complexity. A tradeoff 
between filter frequency response and computational complexity is made to obtain the 
desired results. Butterworth IIR third order filter is used to implement a bandpass filter 
with passband bandwidth ranging from 25 to 775 Hz with 50 Hz band in each bandpass 
filter.  
Figure 4.3 shows the frequency response of the bandpass filter covering the complete 
frequency range of 25 Hz to 775 Hz to compute the first 15 harmonic groups. 
Bandpass Filtering to 
Avoid Aliasing
Initialize
START
Apply IIR Bandpass 
Filtering Compatible 
with Harmonic Groups K
K < 
Harmonic 
Groups
Print the 
Results
K=K+1
Yes
No
END
Save Result for Current 
Harmonic Group K
 
Figure 4.1 Block Diagram of Proposed Multiband Filters Algorithm 
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Figure 4.2 IIR Butterworth Bandpass Filter for Different Filter Orders 
 
Figure 4.3 Third Order IIR Filters for Harmonic Group Distortion Measurements 
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bandpass filter bank is designed as shown in Figure 4.4.  The proposed bandpass filter bank 
is designed using third order butterworth filter. The first interharmonic group is evaluated 
using ωp = 50 Hz and ωs = 100 Hz as passband and stopband frequencies respectively, as 
defined in the IEC standred. Similarly, the second and third interharmonic groups are 
computed using ωp = 100 Hz and ωs = 150 Hz and ωp = 150 Hz and ωs = 200 Hz, 
respectively. The harmonic frequencies are at the edge of the filter so they do not have a 
larger influence on the filter performance. For comparison purpose and due to the degraded 
performance of WPT in the presence of fundamental component, a preprocessing stage is 
applied to filter out the fundamental component. The resulting signal is passed through the 
butterworth IIR bandpass filters to compute the interharmonic groups. 
 
Figure 4.4 Third Order IIR Bandpass Filters for Interharmonic Groups 
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4.2 Simulation Results  
The performance of the proposed approach is tested under the stationary and non-stationary 
signals to measure the harmonic and interharmonic distortion in voltage and current 
signals. Different test cases are applied to investigate the applicability of the proposed IIR 
filter bank based algorithm. The test cases comprise of single tone analysis, harmonic 
groups measurement and the interharmonic groups measurement.  
4.2.1 Single Tone Analysis 
In this test, the analysis of a single tone signal consisting of the fundamental frequency 50 
Hz and harmonic frequencies of third, fifth, seventh, ninth and eleventh harmonic signal is 
presented in Table 4.1. A single tone of 1 pu is applied and the rms values are calculated 
against the harmonic groups. It can be seen from the results that, the performance of the 
purposed algorithm is pretty much consistent while sweeping through the spectrum. It can 
be observed that the third harmonic frequency has the maximum leakage as it results 0.9894 
by applying a 1 pu tone signal at 150 Hz. The result shows that a 1.06 % error is present in 
the calculated rms value by the proposed IIR measurement approach.  
4.2.2 Harmonic Analysis using Stationary and Non-Stationary Signals 
This section presents the harmonic analysis using stationary and non-stationary 
harmonically distorted voltage and current signals. Figure 4.5 and Figure 4.6 show the 
harmonically distorted voltage waveform and its corresponding spectra obtained by IIR 
filter bank. The test signal consists of fundamental voltage waveform along with third, 
seventh and eleventh harmonic components with different amplitudes. 
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Table 4.1 Single Tone Analysis using IIR Filter Bank 
Harmonic 
Order 
50 Hz 150Hz 250Hz 350Hz 450Hz 550Hz 
1 0.9955 0.0015 0.0004 0.0106 0.0104 0.0000 
2 0.0101 0.0048 0.0005 0.0053 0.0046 0.0000 
3 0.0024 0.9899 0.0010 0.0044 0.0031 0.0000 
4 0.0012 0.0029 0.0041 0.0047 0.0026 0.0000 
5 0.0007 0.0005 0.9894 0.0063 0.0027 0.0001 
6 0.0005 0.0002 0.0033 0.0220 0.0033 0.0001 
7 0.0004 0.0001 0.0006 0.9912 0.0051 0.0001 
8 0.0003 0.0000 0.0002 0.0190 0.0188 0.0002 
9 0.0003 0.0000 0.0001 0.0050 0.9923 0.0006 
10 0.0002 0.0000 0.0001 0.0031 0.0207 0.0033 
11 0.0002 0.0000 0.0001 0.0022 0.0050 0.9894 
12 0.0001 0.0000 0.0000 0.0018 0.0032 0.0041 
13 0.0001 0.0000 0.0000 0.0015 0.0023 0.0010 
14 0.0001 0.0000 0.0000 0.0013 0.0019 0.0005 
15 0.0001 0.0000 0.0000 0.0015 0.0021 0.0004 
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Figure 4.5 Distorted Voltage Waveform 
 
Figure 4.6 Voltage Spectra of Harmonic Groups using IIR Filter Bank 
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The actual harmonic components along with the obtained results using proposed IIR filter 
bank is presented in Table 4.2. The obtained results show a good resemblance to the actual 
harmonic content in the signal. The obtained results show that the maximum error of 0.37% 
is observed in the calculated harmonic groups using IIR filter bank. 
4.2.3 Interharmonics Measurement 
The performance of the proposed IIR filter bank based algorithm is analyzed under the 
interharmonics distortion present in the supply voltage. Figure 4.7 and Figure 4.8 show the 
time domain voltage supply signal and the corresponding interharmonic group spectra 
obtained by the proposed approach. The test signal consists of the fundamental 230V, 50 
Hz voltage supply along with a 21V interharmonic present at 360 Hz frequency and a 15V 
interharmonic component present at 520 Hz frequency. The interharmonic of 360 Hz falls 
under the 8th interharmonic group while 520 Hz interharmonic lies in the 11th interharmonic 
group defined in the IEC standard. Table 4.3 shows the interharmonic groups measurement 
results obtained by the proposed IIR filter bank approach. The results show a good 
comparison to the actual energy content present in the signal. The measured signal shows 
that the fundamental 50 Hz high-energy component is successfully filtered from the voltage 
signal. The resulting groups clearly shows the presence of  8th and 11th interharmonic group 
in the signal. An error of 2.12% is observed at the 8th interharmonic group while the 11th 
interharmonic group reflects an error of 2.1% as compared to the actual values of 21V and 
15V, respectively.  
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Table 4.2 Harmonic Groups Measurement using IIR Filter Bank 
Harmonic 
Order 
Actual Signal Prop. IIR 
Error 
% 
1 230 229.4650 0.2326 
2 0 0.8735 0.3797 
3 20 19.9534 0.233 
4 0 0.1539 0.0691 
5 0 0.0172 0.0074 
6 0 0.6493 0.2823 
7 30 29.9302 0.0023 
8 0 0.3426 0.1489 
9 0 0.0053 0.0023 
10 0 0.1913 0.0831 
11 10 9.9767 0.0023 
12 0 0.1279 0.0556 
13 0 0.0015 0.0006 
14 0 0.0001 0.0000 
15 0 0.0000 0.0000 
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Figure 4.7 Voltage Waveform with Interharmonic Distortion 
 
Figure 4.8 Interharmonic Group Spectra using IIR Filter Bank 
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Table 4.3 Interharmonic Group Distortion using IIR Filter Bank 
Interharmonic 
Order 
Actual  
Signal 
Prop.  
IIR 
Error 
% 
1 230 0.00003 0.0000 
2 0 0.00004 0.0000 
3 0 0.00008 0.0000 
4 0 0.00019 0.0000 
5 0 0.00073 0.0003 
6 0 0.00716 0.0031 
7 0 0.88409 0.3843 
8 21 20.5743 2.0271 
9 0 0.01181 0.0051 
10 0 0.59479 0.2585 
11 15 14.6847 2.1020 
12 0 0.00906 0.0039 
13 0 0.00022 0.0000 
14 0 0.00001 0.0000 
15 0 0.00000 0.0000 
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4.3 Comparative Analysis of WPT and IIR Filter Bank Approach  
A comparative analysis of the proposed harmonics measurement algorithms is presented 
in this section using different test cases. Firstly, a single tone analysis is performed using 
the proposed IIR filter bank algorithm and the results are compared with the WPT based 
algorithm. Secondly, the performance of both algorithms is analyzed using stationary and 
non-stationary signals and finally, different test cases for time varying harmonics and 
interharmonics are considered.  
4.3.1 Single Tone Analysis 
In this test, the analysis of a single tone signal consisting of the fundamental frequency 50 
Hz and harmonic frequencies of third, fifth, seventh and ninth harmonic signal is presented 
in Table 4.4. The results obtained using WPT and proposed IIR filtering approach show 
that the performance of proposed IIR filter bank is quite accurate and consistent as 
compared to the WPT, especially when the 350 Hz tone signal is applied. It can be seen 
that the voltage rms value obtained using WPT is 0.9569 compared to 0.9912 using IIR. 
The corresponding errors are 4.31% with WPT and 0.0088% with IIR. It can be seen that 
the performance of IIR is superior and the error is substantially reduced. 
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Table 4.4 Comparative Analysis of Single Tone Harmonic Measurement 
Harmonic 
Order 
50 Hz 350 Hz 450 Hz 
Prop. 
WPT 
Prop. 
IIR 
Prop. 
WPT 
Prop. 
IIR 
Prop. 
WPT 
Prop. 
IIR 
1 0.9808 0.9955 0.0567 0.0106 0.0287 0.0104 
2 0.1461 0.0101 0.0746 0.0053 0.0347 0.0046 
3 0.0659 0.0024 0.0796 0.0044 0.0362 0.0031 
4 0.0284 0.0012 0.0877 0.0047 0.0374 0.0026 
5 0.0158 0.0007 0.1447 0.0063 0.0505 0.0027 
6 0.0115 0.0005 0.2005 0.0220 0.0594 0.0033 
7 0.0064 0.0004 0.9569 0.9912 0.2208 0.0051 
8 0.0053 0.0003 0.1783 0.0190 0.1726 0.0188 
9 0.0039 0.0003 0.2341 0.0050 0.9772 0.9923 
10 0.0028 0.0002 0.0430 0.0031 0.1219 0.0207 
11 0.0021 0.0002 0.0233 0.0022 0.0708 0.0050 
12 0.0015 0.0001 0.0167 0.0018 0.0403 0.0032 
13 0.0011 0.0001 0.0119 0.0015 0.0299 0.0023 
14 0.0007 0.0001 0.0075 0.0013 0.0258 0.0019 
15 0.0003 0.0001 0.0060 0.0015 0.0214 0.0021 
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4.3.2 Comparative Analysis for Harmonics Measurement 
The performance of the proposed algorithms is also investigated using the time varying 
harmonic distortion test cases. These test cases include the harmonic distortion inside the 
sampling window. In test case I, a large fluctuation of voltage harmonics inside sampling 
window is discussed, while test case II discuss the momentary high current distortion due 
to the switching OFF/ON of large loads. 
In test case I, the analyzed signal is consisted on the fifth harmonic amplitude fluctuation 
inside the sampling window. Figure 4.9 presents the time domain signal in the sampling 
window of 0.2 seconds. In Test Case I, Table 4.5 summarizes the results of the investigated 
signal. The results shows that, both algorithms successfully identify the maximum energy 
at the fifth harmonic groups. The actual rms value of the signal inside sampling window 
was 2.36, while the obtained rms values using WPT and proposed IIR approaches are 
2.3229 and 2.2916 respectively. The percentage of error in rms values are 1.86% and 
3.18%. The results clearly justifies the ability of WPT to tackle the time varying signals is 
better as compared to IIR filter bank. 
The second test, Test Case II, consists of a non-stationary current signal with 50% duty 
cycle in the IEC sampling window as shown in Figure 4.10. The signal contains the third 
harmonic frequency over 5 cycles and fluctuates to zero amplitude for the remaining 5 
cycles that gives a total of 50% signal available in the analysis window duration. In Test 
Case II, Table 4.5 presents the results obtained using wavelet packet transform and 
proposed IIR filter bank approach. The total rms current of third harmonics calculated over 
0.2 s is 0.707 A. The test results show that the measured values using WPT is 0.6822 while 
for IIR it is 0.7019 much closer to the actual value of 0.707. The corresponding rms error 
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in case of WPT is 3.5%, while in case of IIR the error is substantially reduced to only 
0.72%. 
 
 
Figure 4.9 Large Fluctuation in Fifth Harmonic Current 
 
Figure 4.10 Sudden Load Change inside Sampling Window 
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Table 4.5 Comparative Analysis of Non-stationary Harmonic Signals 
Harmonic 
Order 
Actual  
Signal 
Test Case I 
Voltage Harmonics Actual  
Signal 
Test Case II 
Current Harmonics 
Prop. 
WPT 
Prop. IIR 
Prop. 
WPT 
Prop. 
IIR 
1 0 0.1612 0.1007 0 0.1095 0.0440 
2 0 0.2153 0.0742 0 0.1712 0.0670 
3 0 0.2894 0.0887 0.707 0.6822 0.7019 
4 0 0.5115 0.1746 0 0.1324 0.0494 
5 2.36 2.3229 2.2916 0 0.0538 0.0194 
6 0 0.4587 0.1518 0 0.0283 0.0116 
7 0 0.2899 0.0635 0 0.0168 0.0081 
8 0 0.1407 0.0401 0 0.0125 0.0062 
9 0 0.0695 0.0294 0 0.0095 0.0050 
10 0 0.0430 0.0234 0 0.0065 0.0042 
11 0 0.0309 0.0197 0 0.0049 0.0037 
12 0 0.0227 0.0173 0 0.0037 0.0033 
13 0 0.0158 0.0157 0 0.0026 0.0030 
14 0 0.0106 0.0147 0 0.0018 0.0029 
15 0 0.0080 0.0142 0 0.00131 0.0028 
 
The three phase distorted voltage supply for different harmonic content is shown in 
Figure 4.11. Phase A contains the fundamental voltage supply with fifth harmonic 
distortion, phase B contains the multiple harmonic groups having 3rd and 7th while phase C 
contains 11th and 14th higher order harmonic groups. The harmonic groups measurement 
results are summarized in Table 4.6. For phase A, the results obtained using WPT is 0.0852 
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while for IIR it is 0.0869 pu. The actual value of third harmonic was 0.0869 pu. Similarly, 
for phase B, the harmonic contents available at third and seventh harmonic were 0.043 and 
0.0869. The measured harmonic groups using WPT are 0.0413 and 0.0862 pu while IIR 
gives 0.0428  and 0.0867 pu. The voltage supply for phase C is distorted with the higher 
order harmonics 11th and 14th with 0.1304 and 0.0896 pu. The measured harmonic groups 
using WPT are 0.1227 and 0.0851 pu while IIR gives 0.1301and 0.0866 pu. 
 
 
 
Figure 4.11 Three Phase Voltage Waveforms for Distorted Voltage Supply 
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Table 4.6 Comparative Analysis of Harmonic Groups Measurement using WPT and IIR 
for Distorted Voltage Supply 
N 
 Phase A  Phase B  Phase C 
Actual 
Value 
Prop. 
WPT 
Prop. 
IIR 
Actual 
Value 
Prop. 
WPT 
Prop. 
IIR 
Actual 
Value 
Prop. 
WPT 
Prop. 
IIR 
1 
1 1 1 1 
1 1 1 1 1 
2 0 0.0006 0.0001 0 0.0026 0.0005 0 0.0001 0.0000 
3 0 0.0011 0.0002 0.043 0.0413 0.0428 0 0.0001 0.0000 
4 0 0.0037 0.0007 0 0.0010 0.0000 0 0.0001 0.0000 
5 0.0869 0.0852 0.0869 0 0.0016 0.0001 0 0.0001 0.0000 
6 0 0.0029 0.0005 0 0.0035 0.0006 0 0.0001 0.0000 
7 0 0.0009 0.0001 0.0869 0.0862 0.0867 0 0.0002 0.0001 
8 0 0.0003 0.0000 0 0.0033 0.0008 0 0.0005 0.0001 
9 0 0.0001 0.0000 0 0.0062 0.0002 0 0.0015 0.0002 
10 0 0.0000 0.0000 0 0.0002 0.0001 0 0.0036 0.0010 
11 0 0.0000 0.0000 0 0.0001 0.0000 0.1304 0.1227 0.1301 
12 0 0.0000 0.0000 0 0.0000 0.0000 0 0.0041 0.0008 
13 0 0.0000 0.0000 0 0.0000 0.0000 0 0.0024 0.0001 
14 0 0.0000 0.0000 0 0.0000 0.0000 0.0869 0.0851 0.0866 
15 0 0.0000 0.0000 0 0.0000 0.0000 0 0.0020 0.0014 
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4.3.3 Comparative Analysis for Interharmonics Measurement 
Two different interharmonics case studies are presented to evaluate the performance of the 
both algorithms. 
A 230 V, voltage supply in the presence of 15 V rms interharmonics at 730 Hz is presented 
in Figure 4.12. The voltage waveform is highly distorted due to the presence of 
interharmonics corresponds to the 14th group. In Test Case III, Table 4.7 summarizes the 
results for the interharmonic groups. The rms voltage using WPT corresponding to the 14th 
interharmonic groups is 14.134 while in case of IIR filters the obtained rms value is 
14.8803 resulting in 0.928 % less error as compared to the WPT. 
The second interharmonic test case consists of a 50 Hz, 230 V voltage supply contains a 
non-synchronous interharmonic of 21 volts at 128 Hz. The time domain distorted voltage 
waveform is shown in Figure 4.13. The interharmonic does not affect the shape of the 
supply voltage rather it considerably changes the amplitude of the supply voltage. In Test 
Case IV, Table 4.7 presents the results obtained using WPT and IIR bandpass filters. The 
128 Hz interharmonic falls under the second interharmonic group. The second 
interharmonic groups represents the 20.4985 rms value while IIR bandpass filter rms value 
20.791. The percentage error in case of WPT is 2.38 % while the error in case of IIR is 
0.99%. This gives an error reduction of 1.39 %.  
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Figure 4.12 Distorted Voltage Waveform in the Presence of Interharmonics 
 
Figure 4.13 Voltage Supply Waveform with Interharmonic Distortion 
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Table 4.7 Comparative Analysis of Interharmonics Measurement 
Interh. 
Order 
Actual  
Signal 
Test Case III 
Actual  
Signal 
Test Case IV 
Prop. 
WPT 
Prop. IIR 
Prop. 
WPT 
Prop. 
IIR 
1 0 0.0009 0.2360 0 0.4346 1.5188 
2 0 0.0010 0.1135 21 20.4985 20.7910 
3 0 0.0010 0.0816 0 1.1489 0.4746 
4 0 0.0011 0.0687 0 0.1031 0.1302 
5 2.36 0.0012 0.0626 0 0.0262 0.0647 
6 0 0.0015 0.0596 0 0.0161 0.0391 
7 0 0.0019 0.0584 0 0.0159 0.0265 
8 0 0.0023 0.0587 0 0.0120 0.0197 
9 0 0.0033 0.0606 0 0.0072 0.0160 
10 0 0.0052 0.0649 0 0.0057 0.0138 
11 0 0.0108 0.0740 0 0.0070 0.0126 
12 0 0.0265 0.0966 0 0.0067 0.0118 
13 0 0.1782 0.1923 0 0.0040 0.0113 
14 15 14.134 14.8803 0 0.0039 0.0109 
15 0 1.0623 1.3201 0 0.0057 0.0116 
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4.4 Discussion 
An efficient technique based on IIR filtering approach is proposed to measure the harmonic 
and interharmonic distortion in the voltage/current signals. The results of the proposed 
approach is compared with the WPT based technique presented in Chapter 3. The proposed 
IIR-based technique is insensitive to the source frequency, only a simple delay can adjust 
the filter bands according to the source frequency. The proposed IIR algorithm utilizes half 
number of filters as compared to the WPT based techniques, which reduces the complexity 
as well as improves the processing time. The proposed algorithm shows a sensational 
improvement as compared to the WPT.    
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5 CHAPTER 5 
EXPERIMENTAL IMPLEMENTATION OF HARMONIC 
MEASUREMENT TECHNIQUES 
This chapter studies the performance analysis of wavelet packet transform and infinite 
impulse response filter bank by means of experimental setup. A laboratory scale prototype 
is developed using digital controller compact RIO, voltage and current transformers, 
programmable source and controllable loads. This chapter explains in detail the preparation 
of the experimental setup, implementation of the proposed harmonic and interharmonic 
measurement strategies and the analysis of the obtained results. 
5.1 Experimental Setup 
The experimental setup has been built as shown in Figure 5.1 (a) and (b). The setup consists 
of workstation running LabVIEW 2013, CompactRIO, programmable AC source, 
programmable electronic loads, and panels housing current transformers. A detailed 
description of the experimental setup and components is available in Appendix A and 
Appendix B.  
Figure 5.1 (a) represents the block diagram of the hardware setup while Figure 5.1 (b) 
represents the real time hardware used in this setup. The voltage and current waveforms 
are acquired using digital signal processor and resampled using the sampling frequency 1.6 
kHz. The resampled signal is passed to the particular harmonic detection algorithm for 
further analysis. 
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Figure 5.1 Experimental Setup (a) Block Diagram for Experimental Setup 
(b) Hardware Description for Online Monitoring 
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The experimental setup is shown in Figure 5.1 (b), where programmable source and loads 
are used to implement a simple distribution system. The current and voltage waveforms of 
source and load are acquired using NI data acquisition cards. The acquired signals are 
passed to the digital processor NI CompactRIO for further analysis. A short description of 
the experimental components used to develop the monitoring and measurement system is 
given in the following section. 
5.1.1 Programmable AC Source 
Programmable AC source provides powerful functions to simulate the harmonics and 
interharmonics. In this work, Chroma 61511 is used as a voltage source. It can provides 
upto 300 Vrms output voltage and 12 KVA power ratings. It is capable to generate the first 
forty harmonics and interharmonics ranging from 0.01 Hz to 2400 Hz.  
5.1.2 Controllable AC/DC Loads 
Programmable electronic loads can simulate non-linear rectified loads and load conditions 
under high crest factor. In this study, Chroma-63800 is used to simulate different linear 
and non-linear loads. It can be configured as a constant power source up to 1800W, while 
as a constant current load up to 45 Arms at the voltage range is 50V – 350 Vrms. Three 
identical units of chroma-63800 are used separately to simulate the three-phase load.   
5.1.3 Compact RIO 
CompactRIO (cRIO) consists of three parts, namely an embedded controller, a 
reconfigurable chassis and I/O modules. The controller part is responsible for 
communication and processing. A reconfigurable chassis contains the user-programmable 
FPGA. The hot-swappable I/O modules are used for data acquisition applications.  
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Voltage Measurement Module: The I/O module NI-9225 is used for the real time voltage 
measurement. It is a 3-ports module that can measure voltage directly from the line up to 
300 Vrms.  
Current Measurement Module: The I/O module NI-9227 is used for the real time current 
measurement. It is a 4-ports module that can measure 5 Arms current directly from the line. 
A Current transformer (100/5 A) is used to measure the load currents greater than 5 A. 
5.1.4 LabVIEW Software 
LabVIEW 2013 was selected to implement the proposed harmonic detection and 
measurement strategies in real time setup. It is a graphics based programming language. 
Algorithms are developed for data acquisition at the specified sampling frequency and 
processed using the real-time controller to measure the harmonics and interharmonics. The 
real time data is collected using FPGA clock and then resampled using the specific 
sampling frequency 1.6 kHz in this study. 
5.2 LabVIEW Based Implementation of Proposed Algorithms 
The NI LabVIEW software is used to design and develop the real time implementation of 
wavelet packet transform and IIR filter bank. The proposed strategies are implemented to 
measure the harmonic and interharmonic distortion in voltage and current signals.  
5.2.1 Implementation of Wavelet Packet Transform 
LabVIEW based implementation of wavelet packet transform for harmonic measurement 
is shown in Figure 5.2. The measured voltage and current signals are passed to the wavelet 
packet subVI implemented in LabVIEW. The wavelet packet VI implements the five level 
wavelet packet decomposition. The rms value of the wavelet node coefficient is calculated. 
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The wavelet bands are grouped together to make the decomposition compatible to the 
harmonic groups defined in the IEC standard. Finally, the results are combined in an array 
and passed to the main program. 
 
Figure 5.2 LabVIEW Based Implementation of Wavelet Packet Transform 
5.2.2 Implementation of IIR Filter Bank 
LabVIEW based implementation of IIR filter bank for harmonic groups measurement is 
shown in Figure 5.3. The dynamic data represents the acquired voltage or current signals 
input to the IIR filter bank VI. The input signal is passed through an IIR filter bank, whose 
frequencies are compatible with the harmonic groups. The specifications of the IIR filter 
developed in LabVIEW are lower and upper band frequencies along with the order of the 
filter. A six-order butterworth filter is selected for real time implementation. The rms value 
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of each filtered signal is calculated. Finally, the results are grouped in an array and passed 
to the main program.  
 
Figure 5.3 LabVIEW Based Implementation of IIR Filter Bank 
5.3 Experimental Results 
To verify the effectiveness of the proposed methods, the experimental implementation has 
been carried out using LabVIEW and the setup described above. The test signals utilized 
to evaluate the experimental real-time performance of the proposed technique are generated 
by a programmable AC source. Programmable load is used to simulate the linear and non-
linear current waveforms. Figure 5.4 and Figure 5.5 represent the graphical user interface 
and block diagram respectively. The developed program is capable to compute the small 
harmonic and interharmonic groups measurement using WPT and IIR filter bank. 
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Figure 5.4 LabVIEW GUI for PQ Monitoring 
 
 
Figure 5.5 LabVIEW Implementation for PQ Monitoring System 
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Apart from that, other power quality factors like rms voltage and currents, phase angle, 
three-phase power, power factor, crest factor and total harmonic distortion in voltage and 
current signals are also calculated in the developed program as shown in Figure 5.4. 
A comparative analysis of the proposed harmonics measurement algorithms is investigated 
using real time experiments. The performance of the WPT and IIR filter bank is tested 
using different test case. These real time experiments include three-phase voltage distortion 
measurement and harmonic current measurement under distorted voltage supply and diode 
rectifier non-linear load. 
First experiment comprises of three phase distorted voltage supply produced by 
programmable source. Three phases have different set of harmonics as shown in Figure 5.6, 
Figure 5.7 and Figure 5.8. Phase A contains the fundamental component and fifth harmonic 
component. Phase B contains third and seventh harmonic components with different 
amplitudes. Phase C analysis the performance analysis of both algorithms under multiple 
harmonic components. Figure 5.9 presents the results for three-phase harmonic groups 
measured under distorted voltage waveforms. The results show that the leakage in the 
neighboring bands is much higher for WPT as compared to IIR filter bank. 
The harmonic groups measurement results are summarized in Table 5.1. For phase A, the 
results obtained using WPT is 0.0886 while for IIR it is 0.0869 pu. The actual value of 
third harmonic was 0.0869 pu. It can be seen that the IIR filter bank not only successfully 
measure the value of fifth harmonic component but also presents a lower leakage to the 
neighboring bands as compared to WPT. Similarly, for phase B, the harmonic contents 
available at third and seventh harmonic were 0.043 and 0.0869. The measured harmonic 
groups using WPT are 0.0505 and 0.0841 pu while IIR gives 0.0426 and 0.0850 pu.  
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Figure 5.6 Distorted Voltage Supply of Phase A with Fifth Harmonic Component 
 
Figure 5.7 Distorted Voltage Supply of Phase B with Third and Seventh Harmonic 
 
Figure 5.8 Distorted Voltage Supply of Phase C with Multiple Harmonic Components 
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Figure 5.9 Comparative Analysis of WPT and IIR Filter for Three Phase Distorted 
Voltage Supply 
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The performance of both algorithms is tested under higher order 11th and 14th harmonics 
in phase C with amplitude of 0.1304 and 0.0869, respectively. It can be seen in Table 5.1, 
the measured harmonic groups using WPT are 0.1265 and 0.0651 pu while IIR gives 
0.1285 and 0.0845 pu at 11th and 14th harmonic groups. A very high-energy leakage is 
observed using WPT at15th harmonic group from neighboring band with 0.0425 pu. 
Table 5.1 Real Time Comparative Analysis of Harmonic Groups Measurement using 
WPT and IIR for Distorted Voltage Supply 
N 
 Phase A  Phase B  Phase C 
Actual 
Value 
Prop. 
WPT 
Prop. 
IIR 
Actual 
Value 
Prop. 
WPT 
Prop. 
IIR 
Actual 
Value 
Prop. 
WPT 
Prop. 
IIR 
1 
1 1 1 1 1 1 
1 1 1 
2 0 0.0709 0.0287 0 0.0978 0.0178 0 0.0732 0.0309 
3 0 0.0457 0.0130 0.043 0.0505 0.0426 0 0.0380 0.0154 
4 0 0.0304 0.0100 0 0.0302 0.0042 0 0.0242 0.0107 
5 0.0869 0.0886 0.0869 0 0.0203 0.0009 0 0.0136 0.0085 
6 0 0.0192 0.0087 0 0.0140 0.0046 0 0.0217 0.0071 
7 0 0.0116 0.0056 0.0869 0.0841 0.0850 0 0.0134 0.0065 
8 0 0.0061 0.0046 0 0.0282 0.0069 0 0.0246 0.0061 
9 0 0.0069 0.0039 0 0.0222 0.0033 0 0.0099 0.0067 
10 0 0.0070 0.0035 0 0.0221 0.0022 0 0.0138 0.0102 
11 0 0.0040 0.0031 0 0.0090 0.0016 0.1304 0.1265 0.1285 
12 0 0.0043 0.0028 0 0.0079 0.0013 0 0.0145 0.0085 
13 0 0.0061 0.0026 0 0.0251 0.0011 0 0.0150 0.0074 
14 0 0.0045 0.0024 0 0.0079 0.0009 0.0869 0.0651 0.0845 
15 0 0.0054 0.0022 0 0.0092 0.0007 0 0.0425 0.0051 
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The second test case consists of a distorted voltage waveform and the six-pulse diode 
rectifier load current. The distorted voltage signal is taken from the load bus in the test 
system consisting of a full wave six-pulse bridge rectifier at the load bus as shown in 
Figure 5.10. The frequencies and respective voltage amplitude of the harmonics of the test 
signal are listed in Table 5.2. The signal under analysis consists of fundamental component 
along with 5th, 7th, 11th and 13th harmonic components with different magnitudes. A little 
energy leakage in the neighboring harmonic bands is expected due to the imperfect 
frequency response of the filters. 
Table 5.2 shows the harmonic groups ranges from one to fifteen obtained by applying the 
five level WP decomposition and IIR filter bank. The results obtained show a close 
resemblance to the actual harmonic contents present in the test signal. The actual rms 
values of 5th, 7th, 11th and 13th current harmonics are 0.09, 0.043, 0.03 and 0.033 pu. The 
measured rms values of the 5th, 7th, 11th and 13th current harmonics using WPT are 0.0803, 
0.0371, 0.0291 and 0.0264 respectively, while the proposed IIR filter bank approach result 
are 0.0823, 0.0374, 0.0268 and 0.0298 respectively. It can be seen that the results of IIR 
are much closer to the actual harmonic content as compared to the WPT.  
The current harmonics present in the phase B of a six-pulse diode rectifier is presented in 
Table 5.2. The distorted load current waveform is shown in Figure 5.11. The current signal 
contains the 3rd, 5th and 8th harmonics with the value of 0.45, 0.09 and 0.27 pu respectively. 
The WPT based results shows a very high leakage on 8th and 9th harmonics as expected due 
to the poor response of mid tree filters. These harmonic groups lies on the edge frequency 
of 1st stage of WPT filtering resulting in a very high leakage due to the imperfect filtering 
response and roll off factor of the filter. The successive filtering makes the situation worst 
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and results in a very high leakage. This problem can easily solved by avoiding the 
successive filtering. Apart from the middle frequency bands, it is also observed that the 2nd 
harmonic frequency has a high leakage due to the very large amplitude of the neighboring 
fundamental frequency. The proposed IIR results show a substantial improvement not only 
in the successful detection of harmonics but also a very low competitive leakage in the 
neighboring bands. 
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Figure 5.10 Six-Pulse Diode Rectifier Load 
 
 
Figure 5.11 Load Current for Six-Pulse Diode Rectifier 
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Table 5.2 Experimental Results for Harmonic Groups Measurement 
N 
Distorted Voltage (Phase B)  Distorted Current (Phase B) 
Actual 
Amplitude 
(pu) 
WPT 
(pu) 
Prop. IIR 
(pu) 
 
WPT 
(pu) 
Prop. IIR 
(pu) 
1 0.95 0.9444 0.9463  1 1 
2 0 0.0941 0..0735  0.1173 0.0845 
3 0 0.0391 0.0374  0.4402 0.4571 
4 0 0.0305 0.0255  0.0673 0.0313 
5 0.09 0.0803 0.0823  0.0734 0.0898 
6 0 0.0300 0.0210  0.0441 0.0073 
7 0.043 0.0371 0.0374  0.0499 0.0126 
8 0 0.0204 0.0146  0.1460 0.2701 
9 0 0.0161 0.0130  0.1324 0.0239 
10 0 0.0192 0.0114  0.0247 0.0142 
11 0.03 0.0291 0.0268  0.0132 0.0112 
12 0 0.0088 0.0139  0.0135 0.0097 
13 0.033 0.0264 0.0298  0.0381 0.0085 
14 0 0.0060 0.0088  0.0105 0.0077 
15 0 0.0041 0.0094  0.0172 0.0070 
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6 CHAPTER 6 
CLASSIFICATION OF POWER QUALITY 
DISTURBANCES 
In this chapter, an efficient PQ disturbance classification technique is proposed using WT 
and optimized ANN. The WT based multi-resolution technique is applied for the analysis 
and feature extraction of PQ disturbances. An optimized ANN model is developed by 
taking the advantage of the global search ability of differential evolution (DE) algorithm 
to train the network. 
6.1 Wavelets for PQ Analysis 
Wavelet transform is an attractive technique for analyzing PQ waveform due to its ability 
to decompose a signal into multiple frequency bands. WT reveals the aspects of data that 
other analysis tools would miss, like trends, discontinuities, interruptions, and self-
similarity. In addition, it has proven to be very strong and efficient technique for feature 
extraction from PQ disturbance data. 
6.1.1 Detection and Localization 
The distorted signal can be decomposed using WT into different resolution levels. 
Generally, any discontinuity or sudden change in the signal can be easily detected using 
first level wavelet decomposition. The detail coefficients at first decomposition levels are 
adequate to detect and localize the disturbance. However, the higher level decomposition 
is mostly used to extract the features that are helpful in the disturbance classification and 
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harmonic measurements. 
6.1.2 Classification 
PQ disturbances can be easily classified using the energy distribution across the multiple 
frequency bands. Application of Parseval’s theorem can be used to obtain the energy of the 
distorted signal using the orthogonal wavelet coefficients.  The energy or norm of the signal 
can be partitioned according to the following [110]: 
    
0
22
  j
j j k
f t dt D k

   (6.1) 
where, Dj represents the wavelet coefficients of the j
th decomposition level and k represents 
the wavelet coefficients at each decomposition level.  
6.2 Optimized Artificial Neural Network Using Differential Evolution 
6.2.1 Artificial Neural Network 
Artificial neural network (ANN) is a computational model, which mimics the behavior of 
human brain. Extremely complex problems are usually dealt with ANN, which becomes 
one of the promising computation techniques in power system application because of its 
abilities of parallel computation and adaptiveness to external disturbances. This work uses 
the most commonly and widely used feed-forward multilayer perceptron (MLP) structure 
ANN to classify PQ disturbances. As shown in Figure 6.1, a typical neural network consists 
of three (input, hidden and output) layers, interconnected by modifiable weights 
represented by links between layers [111]–[113]. In Figure 6.1, wij represents the 
connecting weights between i-th and j-th nodes whereas wbk represents the bias of k-th 
node. Input layer receives data and sends it to the hidden layer with the help of associated 
connection weights. After processing through hidden layer with the help of activation 
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function, the output layer provides the targeted data. The weights are initialized with 
pseudo-random values and are changed in a direction that will reduce the error through 
supervised learning method. However, in the beginning the error is high but through the 
learning process, the error becomes smaller. The algorithm terminates when error does not 
change for a pre-specified number of epochs or becomes smaller than some preset value. 
The search can be also terminated if it reaches the maximum number of epochs.  
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Figure 6.1 Generic Feed-forward MLP 
6.2.2 ANN Weights Optimization using Differential Evolution Algorithm 
R. Storn, K. Price [114] introduced one of the most promising population based 
optimization technique called differential evolution. Researchers prefer DE compared to 
other techniques [115], [116] because it is simple, robust and more diversified. In addition, 
it requires minimal number of control variables. DE is one of the well-suited techniques 
for solving non-differentiable, non-linear optimization problems. DE is a population based 
direct search algorithm, which comprises the following steps: 
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Step-1: Population initialization 
The preliminary step for the implementation of DE is the generation of initial population. 
As there is no prior knowledge at the beginning about the global optimal solution, initial 
population is generated randomly within given boundary constraints using the following 
equation. 
  min max min *  ij j j jP x rand x x     (6.2) 
Where, i =1, 2, 3, …, Np and j=1, 2, 3, … , D. Here, Np and D represent the size of 
population and dimension of the problem respectively, rand is a random number between 
[0, 1], Pij represents the population and xmin and xmax represent the minimum and maximum 
values of the constraint parameters. 
Step-2:  Fitness test and storing the best solution 
Fitness of all randomly generated individuals are evaluated and the best-fitted one is stored. 
Step-3: Mutation 
The mutation operation is considered as the primary step towards the generation of new 
solutions and to get mutant vector the following equation is used. 
    2, , ,1 1 2 *    *ij ij rand j rand j ijbest jM P PF P P F P      (6.3) 
Where, M represents the mutant vector, Pbest is stored optimal solution, Prand1 and Prand2 are 
randomly selected solutions or vectors (rand1≠rand2) and F1 and F2 are mutation factor. 
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Step-4: Crossover 
The crossover operation is applied in DE to further perturb the generated solution to get 
better diversity. If a randomly generated value between [0, 1] is greater than crossover rate, 
the new generation is selected from mutant vector otherwise from old solutions. 
Step-5: Selection 
Fitness of all individuals after mutation and crossover operations are evaluated. Based on 
fitness values and previously evaluated fitness for old generation a new set of solutions is 
selected for the next iteration. 
Step-6: Termination Criteria 
After producing new population following above mentioned steps, the algorithm updates 
the global optimum solution and simultaneously checks the stopping criterion. The 
algorithm terminates if the optimal solution does not change for a pre-specified number of 
iterations or the search reaches the maximum number of iterations. 
6.2.3 Optimization Problem Formulation 
The objective function of the problem is to minimize the mean squared error (MSE) of the 
ANN output which can be written as follows: 
 Minimize   J   (6.4) 
where, 
     
2
1
1
 
N
i
J MSE Y i Z i
N 
     (6.5) 
N is the number data points in target (Y) and output (Z) data set.  
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6.3 Proposed Algorithm 
Generally, a signal f can be decomposed into approximation and detail components, as 
follows: 
 
0 0
0
j k j k jk jk
k j j k
f a d 

     (6.6) 
where, 
    /22 2    j jjk t t k      (6.7) 
    0 0
0
/2
2 2  
j j
j k t t k 
     (6.8) 
ψ(t) and φ(t) represent the mother wavelet and the scaling function respectively. 
        jk jkd f t t dt    (6.9) 
    
0 0j k j k
a f t t dt    (6.10) 
It is observed that coefficients corresponding to orthogonal signals are orthogonal 
sequences. Suppose f, f^ are orthogonal signals. i.e. 
      . 0 ,     0f f f t f t dt    (6.11) 
where 
 
, ,
    ,          jk jk j k jk
j k j k
f d f d   
 
     (6.12) 
 
, ,
0   ,     ,  jk jk j k jk
j k j k
f f d d   
 
     (6.13) 
105 
 
 
1 1
2 2
2 2
  
    ,  
j j
j j
jk jk jk jk
k k
d d d d
 
 
   
    
   
   
    (6.14) 
 f:   Pure signal. 
 djk:  Wavelet detail coefficients of the pure signal at the scale level j. 
 d~jk:  Wavelet detail coefficients of the disturbance signal at the scale level j. 
Feature vector (Fv) for pure and disturbance signal is constructed using the energy of 
approximation and detail coefficients as: 
 1[ , , ,......, ]v j j j j ka dF d d    (6.15) 
 1[ , , ,......, ]j j j kv ja d dF d    (6.16) 
where k = j-1. 
The feature vector used for the classification of PQ disturbances is the measure of the 
deviation of disturbance signal feature to the pure signal features as:   
 v v vF F F     (6.17) 
The above feature vector ΔFv is constructed using MATLAB wavelet toolbox. The obtained 
feature vector is passed to the next stage for ANN based PQ classification. The weights of 
ANN are optimized using DE as shown in proposed algorithm block diagram Figure 6.2. 
The distinctive feature vector used by optimized ANN for the classification of six different 
types of disturbances as shown in Figure 6.3. These disturbances are constructed using the 
parametric equations of different disturbances as shown in Table 6.1. 
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Sample Waveform using fs = 10 kHz
Discrete Wavelet 
j-level Decomposition
Energy Computation for Approximation 
and Detail Coefficients
Feature Vector Extraction
Input Signal
Artificial Neural Network
Based PQ Classifier
Decision Space
Sag Swell Interruption Harmonics Sag & Harm Swell & Harm
1[ , , ,......, ]v j j j j ka dF d d 
ANN Weights Optimization using
Differential Evolution 
 
Figure 6.2 Block Diagram of PQ Disturbances Classification using the Proposed WT 
Based Optimized ANN 
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Table 6.1 Modelling of PQ Disturbances and Their Parameters Variations 
Disturbance Symbol Modeling Parameter 
Sag C1 
1 2(t) A(1 (u(t t ) u(t t )))sin( t)x      
 
0.1 0.9   , 
2 1 11T t t T    
Swell C2 
1 2(t) A(1 (u(t t ) u(t t )))sin( t)x      
 
0.1 0.9   , 
2 1 11T t t T    
Harmonics C3 
1 3
5 7
(t) A( sin( t)) sin(3 t)
sin(5 t) sin(7 t)
x    
   
 
 
 
1 3 50.05 , , 0.15     
, 
2 1i   
Interruption C4 
1 2(t) A(1 (u(t t ) u(t t )))sin( t)x      
 
0.9 1   , 
2 1 11T t t T    
Sag and 
Harmonics 
C5 
1 2 1(t) A(1 (u(t t ) u(t t ))) sin( t)x       
 
3 5 7sin(3 t) sin(5 t) sin(7 t)        
0.1 0.9  ,
2 1 11T t t T    
1 3 50.05 , , 0.15   
,
2 1i   
Swell and 
Harmonics 
C6 
1 2 1(t) A(1 (u(t t ) u(t t ))) sin( t)x       
 
3 5 7sin(3 t) sin(5 t) sin(7 t)        
0.1 0.9  ,
2 1 11T t t T    
1 3 50.05 , , 0.15   
,
2 1i   
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Figure 6.3 Distinctive Feature Vectors for Different PQ Disturbances 
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6.4 Simulation Results 
Six different types of PQ disturbances are considered in order to examine the effectiveness 
of the proposed WT based method. These are voltage sag, voltage interruption, voltage 
swell, harmonics, and composite disturbances like voltage sag with harmonics and voltage 
swell with harmonics. The WT has been applied on the test signals that consist of 12 cycles, 
with 60Hz, 220V and sampling frequency of 10 kHz (166 sample/cycle). 
The different types of power quality disturbances are generated using the parametric 
equations given in Table 6.1. For training and testing purposes of ANN, 200 samples for 
each of the six types of disturbance are generated using randomly distinctive disturbance 
magnitudes, time duration and different harmonics orders. A twelve level wavelet 
decomposition is proposed in [80] to classify the PQ disturbances, but it is observed that 
an eight level wavelet decomposition equivalent to the half fundamental frequency 
resolution is enough for PQ classification. Daubechies (db4) mother wavelet is used to 
obtain the eight level wavelet decomposition in this study. The feature vector consists of 
the energy content of the obtained approximation and detail coefficients using  (6.15) and 
(6.16). A nine dimensional feature vector is constructed using the eight level detail and 
approximation coefficients. These two sets of feature vectors are used to train and test the 
proposed DE based neural network. The overall sample size used for ANN training and 
testing is 9×1200. The weights of the ANN are optimized using DE. Figure 6.4 presents 
the convergence characteristics of DE for the optimization of ANN weights with respect to 
the MSE defined in equation (6.5).   
A 6×6 confusion matrix is obtained by the ANN and optimized ANN to classify the six 
different types of disturbances as shown in Table 6.2 and Table 6.3 respectively. The 
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diagonal elements of confusion matrix represent the successful detection while the off-
diagonal elements represents the unsuccessful classification. Apart from the improvement 
in classification of individual disturbances, the overall accuracy of successfully classified 
PQ disturbances using optimized ANN is improved from 98.83% to 99.8%. 
Table 6.2 Confusion Matrix for PQ classification using ANN 
Symbol C1 C2 C3 C4 C5 C6 
C1 200 0 0 0 0 0 
C2 0 197 0 0 0 3 
C3 0 0 198 0 2 0 
C4 5 0 0 195 0 0 
C5 0 0 4 0 196 0 
C6 0 0 0 0 0 200 
 
Table 6.3 Confusion Matrix using Proposed Optimized ANN 
Symbol C1 C2 C3 C4 C5 C6 
C1 200 0 0 0 0 0 
C2 0 200 0 0 0 0 
C3 2 0 198 0 0 0 
C4 0 0 0 200 0 0 
C5 0 0 0 0 200 0 
C6 0 0 0 0 0 200 
 
Neural networks are also built with different number of neurons to find the best possible 
neural network structure. In the supervised learning procedure to construct the network, 
70% of data were used to train the network, 15% to test the network and rest 15% to 
validate the network. The performance of the network with respect to the different number 
111 
 
of neurons in the hidden layer is also investigated. MSE with different number of neurons 
is tabulated in Table 6.4, which shows that the network with nine hidden neurons gives the 
best performance with respect to the minimum MSE and overall accuracy. The comparison 
of the proposed algorithm in terms of overall accuracy with the literature [77]–[80] is 
presented in Table 6.5. The results demonstrate the high accuracy of successful disturbance 
classification using optimized ANN. 
 
Figure 6.4 Variation of Objective Functions for an ANN With Nine Neurons 
Table 6.4 MSE Errors with Optimized and General ANN 
Number 
of 
Neurons 
MSE 
Accuracy in 
Classification (%) 
General 
ANN 
Optimized 
ANN 
General 
ANN 
Optimized 
ANN 
2 4.16E-05 7.26e-12 98.3 99.6 
6 1.63E-05 3.70e-12 98.8 99.8 
8 1.43E-05 2.87e-12 99.5 99.8 
9 1.31E-05 1.68e-12 99.6 100 
0 5 10 15 20 25 30 35 40 45 50
0
0.2
0.4
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Table 6.5 Performance Comparison of the Proposed Algorithm with the Literature 
Symbol Ref [77] Ref [78] Ref [79] Ref [80] 
Proposed 
% 
C1 76.5 87 90 88 100 
C2 97 100 100 96.5 100 
C3 100 100 90 100 99 
C4 90 80.5 100 85.5 100 
C5 71.5 97 100 100 100 
C6 98 100 100 100 100 
Overall 88.83 94.08 96.66 95.00 99.83 
 
6.5 Discussion 
In this chapter, a novel approach for automatic classification of PQ disturbances using 
wavelet transform and optimized neural network is presented. The proposed approach 
utilizes a feature vector consisting of the energy content of detail and approximation 
coefficients of wavelet transform. This feature vector is fed to neural network based 
classifier for automatic classification of PQ disturbances. The weights of neural network 
are optimized using differential evolution algorithm. The optimized neural network results 
show the superiority of the proposed algorithm with respect to the improvement of 
accuracy in the classification of PQ disturbances. 
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7 CHAPTER 7 
HARMONIC MITIGATION USING SHUNT ACTIVE 
POWER FILTER 
This chapter presents the proposed harmonic mitigation techniques based on shunt active 
power filter. This chapter describes the modelling of SAPF, reference current generation 
algorithms, control strategies and parameter design for SAPF. Finally, simulation and 
experimental results are presented to validate the proposed strategies.  
7.1 Modeling of SAPF 
SAPF can be modeled as controlled current source, which injects the current in the power 
system to suppress the harmonics generated by the non-linear load [117]–[119]. This 
compensation current is calculated such that the source provides only the fundamental 
sinusoidal current. An installed SAPF is connected at point of common coupling as shown 
in Figure 7.1, where iS represents the source current, while iL and if  are the distorted load 
current and compensation shunt active power filter current respectively.  
vs LLLs iL
Lf
is
if
C
Non-
Linear 
Load
 
Figure 7.1 Single Line Diagram of Shunt Active Power Filter 
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The SAPF model is consisted of a three phase IGBT based switching devices, responsible 
to provide the harmonic compensation current if through the input inductor Lf as shown in 
Figure 7.2. The non-linear load is consisted of diode bridge rectifier with RL load on its dc 
side where iL represents the distorted load current. 
 
ifabc
Lf Rf
LL RLLsRs iLabc
vdc
R
L
PCC
vsabcEsabc
vfa
vfb
vfc
 
Figure 7.2 Topology Circuit for Three Phase Shunt Active Power Filter 
where, 
Esabc  : Three phase source voltage 
iLabc  : Three phase load current 
ifabc  : Three phase filter current 
Rs and Ls : Source resistor and inductor  
RL and LL : Load side resistor and inductor 
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Rf  and Lf : Filter resistor and inductor 
Vdc  : DC side Capacitor Voltage 
R and L : Resistive and Inductive Load 
The three-phase source voltage source Esabc is assumed to be a balanced source such that: 
 
sm
sm
sm
(t) E sin( t)
2
(t) E sin( t )
3
4
(t) E sin( t )
3
sa
sb
sc
E
E
E






 
 
  (7.1) 
Where Esm is the maximum source voltage and ω is the angular frequency. The voltage 
source is assumed to be a balanced source where the zero sequence can be neglected. The 
following assumptions are considered:   
 
0
0
0
0
sa sb sc
sa sb sc
La Lb Lc
fa fb fc
E E E
i i i
i i i
i i i
  
  
  
  
  (7.2) 
The SAPF is normally connected through a low pass RL filter at the PCC such that:  
 sk fk Lfk Rfkv v v v     (7.3) 
 
fk
fsk fk f fk
di
i
dt
v v L R     (7.4) 
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Where k = a, b, c represents the three phase system. Considering a balanced three phase 
system, the nonlinear current supplied by the inverter can be obtained by applying 
Kirchhoff laws as:  
 
fa
f
fb
f
fc
f
saf fa fa
f fb fb sb
scf fc fc
di
i
dt
di
i
dt
di
i
dt
L R v v
L R v v
L R v v
  
  
  



  (7.5) 
where ifa , ifb and ifc are the three phase compensation current injected by the inverter. 
The dc side capacitor equation can be written as: 
 dc
dc a fa b fb c fc
dV
C S i S i S i
dt
     (7.6) 
where Cdc is the capacitance of the dc side capacitor. 
Above equations can be written in stationary reference frame using Concordia transform 
[120] as: 
 
f
f
f
f
sf f f
sf f f
di
i
dt
di
i
dt
L R v v
L R v v


 
 
  
  


  (7.7) 
 dc
dc f f
dV
C S i S i
dt
       (7.8) 
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7.2 Reference Current Generation Algorithm for Shunt APF 
Active power filters are designed to inject the nonlinear part of the load current in such a 
way that, the source should provide the purely sinusoidal current. The performance of 
active filter is highly dependent on the calculation of nonlinear load current. This nonlinear 
current also called as compensation current is calculated with the aid of reference current 
generation algorithms. These current extraction algorithms can be mainly divided into two 
main categories known as frequency domain current extraction algorithms [121]–[124] and 
time domain current extraction algorithms. The frequency domain extraction methods uses 
DFT  and wavelet transform [125]–[128] to extract the compensation current. The major 
disadvantage of frequency domain methods are larger delays in transformation, filtering 
and inverse transformation, degraded performance during transients, large amount of 
processing delays and memory usage restrict their applicability in real time applications. 
On the other hand, the time domain methods are faster, accurate and require less processing 
delays and memory. 
In this work, two different time domain current extraction algorithms have been 
implemented. Namely: instantaneous active and reactive power theory and synchronous 
reference frame theory have been utilized to obtain the compensation current for shunt 
active power filter.   
7.2.1 Instantaneous Active and Reactive Power p–q Method 
Most SAPFs have been designed using the instantaneous active and reactive power theory 
(p-q) proposed by Akagi [129]. The p-q theory is based on the computation of 
instantaneous powers defined in the time domain [130]–[132]. Clark Transformation (CT) 
[129] is used to transform the distorted currents and voltage signals from three phase frame 
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abc into bi-phase stationary frame αβ. The basic block diagram of instantaneous active and 
reactive power methodology is shown in Figure 7.3. The voltage and current signals are 
converted to stationary reference frame, fundamental power is extracted using low pass 
filter and finally the compensation current is converted back from stationary axis into three 
phases abc. The detailed methodology of instantaneous active and reactive power is given 
below:   
The Clarke transformation for the three phase voltage and current signals is given by 
 
1 1
1
2 2
2 3 3
0
3 2 2
1 1 1
2 2 2
a
b
o c
v v
v v
v v


 
  
    
         
       
 
 
 
  (7.9) 
 
1 1
1
2 2
2 3 3
0
3 2 2
1 1 1
2 2 2
a
b
o c
i i
i i
i i


 
  
    
         
       
 
 
 
  (7.10) 
The time domain instantaneous active and reactive power p(t) and q(t) in three phase 
system abc and stationary frame αβ is given as: 
 (t) a la b lb c lcp v i v i v i     (7.11) 
 (t) l lp v i v i       (7.12) 
 
1
(t) ( )
3
l lq v i v i        (7.13) 
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The above equations can be written in matrix form as 
 l
l
v v ip
v v iq
  
  
    
           
  (7.14) 
The instantaneous active and reactive powers p and q in (7.14) contain ac and dc power 
components. In order to obtain the purely sinusoidal source current, the compensation 
current should be calculated from AC power. The cutoff frequency of the low pass filter 
should be the same as the fundamental component frequency. The compensation current 
using the filtered power can be calculated as: 
 
*
* 2 2
1 v vi p
v vi qv v
 
   
     
     
     
  (7.15) 
where ?̂? represents the fundamental active power obtained after passing through the low 
pass filter as shown in Figure 7.4. The three phase compensation current is obtained from 
αβ using inverse clark transformation as:  
 
*
*
*
*
*
01
2 1 3
3 2 2
1 3
2 2
a
b
c
i
i
i
i
i


 
 
   
                 
  
  
  (7.16) 
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Figure 7.3 Block Diagram of Instantaneous Active and Reactive Power Theory for SAPF 
Low Pass Filter
p p p
 
Figure 7.4 Feed Forward Low Pass Filter 
7.2.2 Synchronous Reference Frame d-q Method 
Synchronous reference frame also known as instantaneous current method that transforms 
the three phase voltage and currents to the synchronous frame [132]–[135]. In this method, 
three phase quantities are transformed to the direct and quadrature axis. A phase locked 
loop (PLL) circuit is used to lock the phase of distorted mains voltage [136]–[140]. The 
block diagram of the synchronous reference frame based compensation current extraction 
method is shown in Figure 7.5. The three phase load current iLabc is transformed into the 
synchronous frame load current iLdq using equation (7.17) as: 
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2 2
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3 3
2 2 2
sin sin ( ) sin( )
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ld la
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i i
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 
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 
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    
       
 
  
  (7.17) 
where, θ represents the angular position of synchronous reference obtained using the phase 
locked loop. The angular position θ is a linear function of fundamental frequency. It  is 
locked via the synchronous speed of the three phase grid voltage vsabc.  
In order to obtain the purely sinusoidal source current, the compensation current should be 
calculated from AC components of the direct and quadrature axis current idq. The 
decomposition of load current into fundamental and harmonics part can be written as: 
 ld ld ld
lq lq lq
i i i
i i i
 
 
  (7.18) 
where, 𝑖𝑙𝑑̅̅ ̅ and 𝑖𝑙?̃?  are the fundamental and harmonic components of the load current ild. 
The AC components can be obtained via the aid of a feed forward low pass filter topology 
as shown in Figure 7.4. The compensation current is calculated as from the synchronous 
current: 
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2 2
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  (7.19) 
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Figure 7.5 Synchronous Reference Frame Based Compensation Current Extraction for 
SAPF 
7.3 Control Methods of VSI  
The current control strategies play a vital role to generate the switching signals for fast and 
accurate response of inverters such as SAPF. The current controller is used to generate the 
switching patterns for SAPF. 
7.3.1 Hysteresis Control Method  
The hysteresis current control method for shunt active power filters can be used to generate 
the switching pattern of the inverter. Hysteresis current control method is the most 
commonly used control method due to its simple structure for implementation, fast and 
robust response, and computationally light as it does not required any separate controller 
or a modulator [141]–[146].   
Hysteresis current controller operates the voltage source inverter by comparing the actual 
current with the reference current as shown in Figure 7.6. If the error between the actual 
current and the reference current value is larger than the predefined hysteresis band (Upper 
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or lower band) a switching pulse is generated immediately to open or close a specific 
inverter gate [147]. The SAPF compensation currents are regulated to be in good agreement 
with the reference current. 
Compensation Current
Switching Pulses
Reference Current
Upper Hysteresis Band
Lower Hysteresis Band
 
Figure 7.6 Hysteresis Current Controller 
The switching pulses for SAPF three phases are generated as follows: 
 If  𝐼𝑐𝑎∗ − 𝐼𝑐𝑎 > 𝐻𝐵, the switching gate 𝑔1 is OFF while 𝑔4 is ON. 
 If 𝐼𝑐𝑎∗ − 𝐼𝑐𝑎 <  𝐻𝐵, the switching gate 𝑔1 is ON while 𝑔4 is OFF. 
Where 𝐻𝐵 is the hysteresis band, 𝐼𝑐𝑎∗ is the compensation current while 𝐼𝑐𝑎 is the 
reference current for the phase 𝑎 of SAPF. The switching pulses for remaining phases 𝑏 
and 𝑐 can be generated in a similar way by comparing the corresponding reference and 
measured current with the hysteresis band. 
7.4 DC Bus Voltage Regulation 
The voltage source inverter based SAPF utilizes a DC-bus capacitor Cdc as a source to 
supply the reactive power and compensation current at high switching frequency. Under 
steady state conditions, the DC link capacitor is charged and discharged during the source 
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voltage period in order to provide the required compensation current. The peak harmonic 
and reactive loads are the primary factors that determine the value of DC link capacitor. 
The voltage across the DC link capacitor is kept high enough as compared to the peak 
source voltage in order to inject the required non-linear compensation current at PCC [148].  
The block diagram of adopted DC bus voltage control through PI controller is shown in 
Figure 7.7 [149]. The error between the measured DC bus voltage and reference voltage 
can be calculated as: 
 
*
dc dc dcv v v    (7.20) 
To regulate the voltage across dc link, the error signal 𝑣𝑑?̃? is passed through a PI controller 
as: 
 1 2dc dc dcu k v k v dt     (7.21) 
The transfer function of the PI controller is given as: 
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The closed loop transfer function is given by: 
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where, the gain of the PI controller are:  
   
2
1 22 ,n dc n dck C k C    
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Figure 7.7 DC Bus Voltage Control Loop 
7.5 SAPF Parameter Design 
The selection of SAPF parameters like DC link capacitor and AC link reactor values have 
a greater impact on the performance of SAPF.  
7.5.1 The DC Link Capacitor 
The dc bus capacitor voltage value is limited by the actual capacitor size and the power 
ratings of the inverter. The following relation is used to design the dc bus voltage across 
the dc link capacitor [150]: 
 
max
min(1 ( )
s
c
s d
V
V
f T T

 
  (7.24) 
where, Vc and Vsmax are the voltages across the capacitor and maximum source voltage,  fs 
is the switching frequency of the IGBTs while Tmin and Td are the minimum on time and 
dead time respectively. 
 
( )s L L
c
c
V Li i
V
CV

   (7.25) 
The energy stored across the capacitor can be calculated as:  
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where, Vo is the initial voltage across the capacitor.  
 2 2
1
( ) . .
2
c o c oW C V V C V V       (7.27) 
The maximum allowable voltage variation across the capacitor is ∆𝑉𝑐 = 𝜀𝑉𝑜 
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 
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  (7.28) 
7.5.2 The AC Link Reactor 
The SAPF is connected with the distribution network at the PCC through an interfacing 
inductor. The values of the interacting inductor have a high impact on the system performance 
as a larger inductor value might result in small switching ripples but the dynamic response of 
the system is degraded. Similarly, a smaller inductor value results in a better utilization of dc 
voltage but the controller design becomes complex. 
In this work, a maximum current criterion is considered to design the AC link reactor. The 
SAPF will provide the maximum current required by the nonlinear purely inductive load. The 
interfacing inductor value can be calculated as follows [151]: 
 
min
min
m
V
I ax
L


   (7.29) 
where, ω represents the source voltage angular frequency, Imax is the maximum current to 
be provided by the SAPF and ∆𝑉𝑚𝑖𝑛 is the difference between the source voltage and the 
fundamental inverter voltage.  
127 
 
7.6 Simulation Results 
This section presents the simulation results of SAPF to mitigate the harmonics generated 
by non-linear loads. The simulation of the proposed control strategies of SAPF are carried 
out using MATLAB/SIMULINK software. The performance of the SAPF is verified using 
two different set of loads. These are static and dynamic RL load. The response of the system 
to a sudden change in the load is observed. The simulated load is highly non-linear in both 
test cases, so the load draws a highly enriched harmonic current from the grid. The system 
parameters used for the simulation are presented in Table 7.1 
Table 7.1 System Parameter for Simulation 
System Parameter Value 
Supply Voltage (Vs) 110 V 
Supply Frequency (f) 50 Hz 
DC Link Capacitance and Voltage (C, Vdc) 2200 μF, 700V 
Load Impedance (RL, LL) 10Ω, 2 mH 
Filter Inductance 3.5 mH 
p - q Controller (Kp, Ki) 20, 30 
d - q Controller (Kp, Ki) 0.7 , 1 
 
7.6.1 Case I: Static Three Phase Diode Rectifier RL Load 
In this case, a static RL load is connected on the DC side of the rectifier. The rectifier 
injects the harmonics in the system. The performance of both controllers, instantaneous 
power controller and synchronous reference frame controller is analyzed under the same 
test conditions. The simulation results presents a detailed analysis of the system including 
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three phase source voltage, three phase source current, load and active filter current, dc link 
voltage and THDs of source and load current.   
Figure 7.8 and Figure 7.9 present the system response for instantaneous power pq controller 
and synchronous reference frame d - q controller for a 100 ms window. The SAPF starts 
its operation at 20 ms and injects the nonlinear current required by the load.  
 
Figure 7.8 System Performance under Static Load and p - q Controller 
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The detailed analysis of  Figure 7.8 and Figure 7.9 reveals that  the voltage recovery on the 
dc link in p - q controller takes approximately 12 ms while in case of d - q controller DC 
link voltage recovers within 3 ms, much faster as compared to the p - q controller. Apart 
from that the current THD in case of p - q controller is 2.89% while in case of d - q 
controller it is 2.38%. The load current THD was 20.97% without the SAPF as shown in 
Figure 7.10. 
 
Figure 7.9 System Performance under Static Load and d - q Controller 
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Figure 7.10 Harmonic Spectra for Source Current under Static RL Load 
7.6.2 Case II: Variable Three Phase Diode Rectifier RL Load 
In this test case, a variable load is connected to the grid through a three phase rectifier. This 
variable load is used to test the dynamic performance of the SAPF.  
The initial load connected to the system was 20 Amps and the load current is doubled to 
40 Amps at the 50ms.  Figure 7.11 and Figure 7.12 presents the performance analysis of 
the p - q and d - q based SAPF respectively. Both controller adapt the new reference current 
quite accurately. The dc link voltage of p - q controller recovers to its reference value within 
one cycle of load current, while the dc link voltage recovers within half cycle of load 
current in case of d - q controller. Therefore, the dynamic response of d - q controller is 
much faster as compared to the p - q controller.  The source current THD without SAPF 
was recorded as 26.14% while the source current THD was reduced to 3.15% for p - q  
controller and 1.82% for d - q controller as shown in Figure 7.13. Thus, the simulation 
results reveal that the dynamic response of d - q controller is much faster and accurate as 
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compared to the p - q controller. The SAPF follow the change in the load current and 
quickly adapt the new reference current, when the connected load changes.  
 
Figure 7.11 Performance Analysis of p - q Controller under Dynamic Load Change 
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Figure 7.12 Performance Analysis of d - q Controller under Dynamic Load Change 
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Figure 7.13 Harmonic Spectra for Source Current under Sudden Load Change 
7.7 Real-Time Digital Simulator (RTDS) with Hardware in the Loop 
Simulation 
Nowadays, modern power system needs very fast, flexible and scalable real time 
simulators. RTDS hardware discussed in Appendix C is based on the parallel processing 
architecture specifically designed to solve the transient simulation algorithm. RSCAD is 
the software package used to access the hardware resources of RTDS. RSCAD provide the 
draft and run time files for designing and testing the power systems respectively.  
RTDS is equipped with Giga-Transceiver Analog Input/output (GTA I/O) cards. The GTA 
I/O cards have 12 Inputs/outputs used to interface RTDS with external devices either 
regular ( ~ 50 μsec) or small time step (< 2 μsec) in case of power electronic devices 
simulations. In this work, a simplified power system model is developed in RTDS using 
three phase source, rectifier and inverter. The small time step simulation is used for fast 
switching of the inverter. The controller for SAPF is implemented in dSPACE DS1103. 
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The RTDS and dSPACE are interfaced together to exchange the signals for SAPF hardware 
in the loop implementation as shown in Figure 7.14. A workstation is used to monitor, 
control and record the current and voltage waveforms. The Giga Transceiver Workstation 
Interface Card (GTWIF) card is responsible for the communication with the RSCAD to 
start and stop the simulation. The RTDS processor card GPC is used to solve the 
power/control systems components equations. The interface between RTDS and dSPACE 
controller is built to exchange the voltage and current signals using analog and digital cards 
as shown in Figure 7.15. dSPACE uses DS-817 and DS-814 to communicate with the 
workstation where Matlab/Simulink is installed.  
The block diagram of the basic active filter model built in RTDS is shown in Figure 7.16. 
The SAPF model consists of the source model along with the three phase diode rectifier 
and inverter modules. The source and load signals are transmitted using small time step 
simulation (< 2 μses) to achieve the fast IGBT switching required by the inverter circuit. 
The RTDS GTA I/O card sends and receives the analog voltage, current and reset signals 
to dSPACE. A single-phase breaker on the dc side of the rectifier is used to study the 
transient response of the SAPF using load scheduling.   
7.8 Hardware in the Loop Results 
The hardware in the loop RTDS implantation is developed with the aim of meeting the 
transient simulation needs.  Figure 7.17 and Figure 7.18 present the performance analysis 
of SAPF under static and variable nonlinear load respectively. Each figure is divided into 
five groups namely: (a) source voltages (b) source currents (c) load currents (d) SAPF 
currents (e) dc link voltage. Figure 7.17 presents the results for static RL nonlinear load.  
The nonlinear load extracts the sinusoidal current from the source and the nonlinear current  
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Figure 7.14 RTDS and dSPACE Interfacing for Hardware in the Loop Implementation of 
SAPF 
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Figure 7.15 Signal Routing between RTDS and dSPACE 
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Figure 7.16 Power System Model Built in RTDS 
is provided by SAPF. The PI controller tracks the reference voltage 700V quite accurately 
across dc link. The dynamic analysis of the SAPF is studied under the variable load 
conditions. A load scheduling mechanism is implemented in RTDS which doubles the load 
demand from the 200ms to 700ms and returns back to the normal loading conditions 
afterwards. It can be seen from the Figure 7.18 that the dc link reacts to the change of load 
conditions quite accurately and provides the real power difference between the load and 
supply during transitions. The dc link voltage recovers to its reference value within 1 cycle 
of voltage supply. Figure 7.19 and Figure 7.20 present the source current spectra before 
and after compensation. It can be seen that, the harmonics level is significantly reduced 
after compensation as THD of source current drops from 20.6% to 4.07% after 
compensation.   
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Figure 7.17 Performance Analysis of RTDS based SAPF under Static Load (a) Source 
Voltage (b) Source Current (c) Load Current (d) SAPF Current (e) dc Link Voltage 
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Figure 7.18 Performance Analysis of RTDS based SAPF under Variable Load (a) Source 
Voltage (b) Source Current (c) Load Current (d) SAPF Current (e) dc Link Voltage 
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Figure 7.19 Source Current Spectra without SAPF 
 
Figure 7.20 Source Current Spectra using SAPF 
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8 CHAPTER 8 
EXPERIMENTAL IMPLEMENTATION OF SHUNT 
ACTIVE POWER FILTER 
This chapter investigates the performance analysis of shunt active power filter by means 
of experimental setup. A laboratory scale prototype is developed using digital controller, 
voltage and current sensors, controllable source and load modules and real time inverter 
module. The control strategy of SAPF to generate the required harmonic current is 
implemented in digital controller board dSPACE. This chapter explains in detail the 
preparation of the experimental setup, implementation of the control strategies and the 
analysis of the obtained results. 
8.1 Experimental Setup 
The performance of the SAPF is evaluated experimentally. A comparison between the p - 
q and d - q based reference current extraction methods are discussed in detail based on the 
analysis of the experimental results.   
A hardware laboratory scale prototype is developed using controllable source, loads and 
real time inverter modules to mitigate the harmonics generated by the nonlinear load 
current. The details of the experimental setup built to investigate the performance of SAPF 
are shown in Figure 8.1 and Figure 8.2. The three-phase source voltage is generated using 
programmable AC source. The static loads are implemented using controllable loads, while 
the non-linear load is implemented using RL load on the dc side of the rectifier. The p - q 
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and d - q based reference current tracking controllers are implemented in dSPACE 
controller. The three-phase source voltage and dc link voltage are measured using voltage 
transducers. The phase currents of load and shunt active power filter are measured by 
current transducers. Tektronix mixed domain oscilloscope MDO4000B is used to display 
and record the experimental results like source, load and SAPF currents and three phase 
source voltage etc. A detailed description of all the equipment used in the experimental 
setup is given in the next section.   
ifabc
Lf Rf
LL RLLsRs
vdc
R
L
PCC
Esabc
vfa
vfb
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vsabc
Current Transducer
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Figure 8.1 Block Diagram of Experimental Setup 
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Figure 8.2 Experimental Setup for SAPF 
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8.1.1 Voltage Transducers 
Voltage transducers are used to reduce the level of the voltage signals, which can be fed to 
the controller for a possible control action. The dSPACE controller, used in this work has 
input output range up to ±10V while the actual voltage ratings are much higher. So, voltage 
and transducers are used to make the input voltage waveform compatible with the 
permissible controller I/O range. 
LEM LV 25P/SP5 sensor is used as a voltage transducer for the real time measurement of 
voltage signal. It can measure DC, AC and pulsed voltage signals from 10 to 1500 V using 
the Hall effect. The basic block diagram of the current transducer is shown in the 
Figure 8.3. The terminals HT+ and HT- represent the signal phase connection terminals of 
supply voltage. The user specified resistor R is used as an input resistors to limit the input 
current less than 10mA at the primary side. The current conversion ratio of the LV 25-
P/SP5 is 2500 : 1000. The resistor RM is used as a measurement resistor. The value of RM 
should be carefully selected so that the output voltage will remain the range less than ± 
10V. The voltage terminal ±Vc represents the terminal of the supplied dc voltage of ±15V. 
An example is illustrated below to explain the functionality of voltage transducer. 
Suppose Vs = 230 V  
Input Resistor = R = 47000 Ω 
Measurement Resistor = 500 Ω 
230
Pr 4.8936
47,000
s
p
V V
imaryCurrnet I mA
R
     
2.5 12.2340s pI x I mA   
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

 
It can be seen that for a supply voltage of 230V, the transducer output voltage is 6.11 volts, 
which is far less than 10 Volts. Therefore, the transducer output can be fed to the dSPACE 
controller.  
In this work, input resistor of 47 kΩ is used for the three-phase voltage measurement while 
94 kΩ is used for the dc bus side with a 500Ω as a measurement resistor.  
+Vc
-Vc
0 V
-HT
+HT
R
+
-
M
+HT
-HT
RM
 
Figure 8.3 Circuit Diagram of Voltage Transducer 
8.1.2 Current Transducers 
Current transducers are utilized to transform the high rated current signals into the low 
valued voltage signals in the distribution system, which can be fed to the controller for a 
possible control action.  
HAS 50-s sensor is used as a current transducer for the real time measurement of source 
load and active power filter current. It is a closed loop sensor, which can measure DC, AC 
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and pulsed current signals up to 50A using the Hall Effect. A single-phase wire is passed 
through the sensor to induce the current in the sensor coil. The output of this sensor is an 
AC voltage signal, which can be easily used in any industrial controller like dSPACE. The 
basic block diagram of the current transducer is shown in the Figure 8.4, where Ip represents 
the measured current. The voltage terminal ±Vc represents the terminal of the supplied DC 
voltage of ±15V. The resistor RM is used as a measurement resistor. The value of RM should 
be carefully selected so that the output voltage will remain the range less than ± 10V. 
+
-
M
RM
+Vc
Output
0V
-Vc
Ip
0V
 
Figure 8.4 Circuit Diagram of Current Transducer 
8.1.3 dSPACE Controller 
dSPACE is an industrial controller mainly used for the application development and 
prototyping. In this study, DS-1103 is used for the real time controller implementation of 
SAPF as shown in Figure 8.5. The instantaneous power p - q and synchronous reference 
current d - q controllers are designed in Matlab/Simulink environment with the aid of RTI 
and RTW tools provided by the dSPACE. The dSPACE DS-1103 controller has two major 
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parts: expansion box and connection panel. The connection panel contains 20 analog to 
digital input channel (ADCH) and 8 digital to analog output channels (DACH).  
The three-phase source voltage and dc bus voltage waveforms are fed to the dSPACE 
controller  using DACH 1-4 obtained from the voltage transducers. The real time current 
waveforms consisting of three phase load current and three phase SAPF current are input 
to the dSPACE controller using DACH 5-7 and DACH 9-11 respectively. The 
instantaneous power p - q and synchronous reference current d - q controllers are 
implemented using 50 μsec sampling time. The gate pulses are obtained from the dSPACE 
using high speed digital DS1103BIT_OUT block of master PCC.  
 
Figure 8.5 dSPACE Controller 
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8.1.4 Amplifier Design 
The digital output of the dSPACE controller is in the range of ±10V, while the gate pulses 
input required by the real time inverters are ±15V. Therefore, a double gain amplifier is 
designed using the hex inverter TTL logic integrated circuit SN7416. The schematic 
diagram of the hex inverter circuit is shown in Figure 8.6. This TTL hex inverter has a 
minimum breakdown voltage of 15 volts. A 15 volts DC supply is provided at the Vcc 
terminal. The output level can be adjusted using pull up resistors. This TTL hex inverter 
can sink maximum current up to 30mA.  
 
Figure 8.6 Schematic Diagram of SN7416 TTL hex Inverter 
8.1.5 Inverter and Diode Rectifier 
SEMITEACH – IGBT inverter and rectifier module is used for real time voltage source 
inverter implementation. This module has three major functions including single and three-
phase voltage source inverter, buck or boost converter and brake chopper. An isolated 
uncontrolled rectifier is also a part of this system. The basic block diagram of this module 
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is shown in Figure 8.7, where a pair of 2200μF DC capacitor is also installed for energy 
storage purpose. The rectifier input is 230/ 400V while the output may vary up to 600V 
DC. The input output range of inverter can also varied up to 400V AC and 600V DC with 
30A as a maximum current.  
In this study, the voltage source inverter and three phase diode rectifier are used. The 
voltage source inverter is used to inject the nonlinear harmonic current required by the load 
attached to the dc side of the diode rectifier. The gate pulses are provided to the inverter 
generated by the dSAPCE controller using amplifier. A DC voltage source of 15 volts is 
applied to the gate driven circuit of the inverter. The dc bus capacitor are used to store the 
energy and provide the required nonlinear current while maintaining the certain reference 
value.    
+
-  
Figure 8.7 Blocks Diagram of Inverter and Rectifier 
8.2 Experimental Results 
This section presents the experimental results of SAPF to mitigate the harmonics generated 
by non-linear loads. The implementation of the instantaneous power and synchronous 
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reference frame control strategies of SAPF are carried out using real time hardware 
prototype. The performance of the SAPF is verified under balanced and unbalanced source 
voltage. The response of the system to the source voltage and the nonlinear load current is 
observed. The load is highly non-linear in both test cases, so the load draws a highly 
enriched harmonic current from the grid. 
The experimental results comprises of the performance analysis of two control strategies 
under balanced and unbalanced source voltage. The obtained results are compared in terms 
of THD.  
8.2.1 Case I: Performance Analysis under Balanced Source Voltage 
In this case, a resistive load is connected on the dc side of the diode rectifier. The rectifier 
load injects the harmonics in the power systems. The performance of both controllers, 
instantaneous power controller and synchronous reference frame controller is analyzed 
under the same test conditions. The experimental results present a detailed analysis of the 
system including three phase source voltage, source current, load current and active filter 
current, individual harmonics level before and after compensation and finally THDs of 
source and load current.   
Figure 8.8 presents the three phase balanced source voltage. Figure 8.9 contains three 
current waveforms including source current, load current and shunt active power filter 
current respectively. It can be seen that the load current is highly nonlinear, while the 
source current becomes sinusoidal after compensation. The SAPF current presented in 
Figure 8.9 is calculated using instantaneous power theory. The results of the experiments 
are recorded using Tektronix mixed domain oscilloscope MDO4000B. 
150 
 
A comparative analysis for the measurement of load current harmonics using IIR filter 
bank and WPT based approach presented in chapter 3 and chapter 4 is shown in 
Figure 8.10. The results comprise of the measurement of first fifteen three-phase harmonic 
groups using IIR filter bank and WPT. The results show that, the odd harmonics are present 
in the load current introduced by the diode rectifier. It can be seen that WPT based results 
shows a higher leakage in the neighboring bands as compared to the IIR filter bank 
approach. The measurement of harmonic spectra for source current after compensation is 
presented in Figure 8.11 using IIR filter bank and WPT. The results confirm that the 
harmonics previously present in the source current are efficiently eliminated or suppressed 
with the application of SAPF. 
 Figure 8.12 and Figure 8.13 presents the individual harmonics levels present in the source 
current before and after the harmonic compensation using SAPF. The results shows that, 
the THD of source current before SAPF was 28%, which is substantially reduced up to 6%.   
The application of synchronous reference frame d - q controller is studied under the 
balanced source voltage conditions. Figure 8.14 presents the three current waveforms 
obtained using d - q controller. It contains the source current, load current and shunt active 
power filter current. It can be seen that the load current is purely nonlinear, while the source 
current becomes sinusoidal after compensation. The individual harmonic contents are 
presented in Figure 8.15. It can be seen that, the harmonics levels are significantly reduced 
with the application of d - q controller. The THD of source current after compensation is 
5.29%, which is even improved as compared to the p - q controller. 
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Figure 8.8 Three Phase Balanced Source Voltage 
 
Figure 8.9 Currents Waveforms under Balanced Voltage and p - q Controller (a) Source 
Current (b) Load Current (c) Active Filter Current 
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Figure 8.10 Harmonic Spectra of Load Current using IIR Filter Bank and WPT 
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Figure 8.11 Harmonic Spectra of Source Current after Compensation using IIR Filter 
Bank and WPT 
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Figure 8.12 Source Current Spectra before Compensation 
 
Figure 8.13 Current Spectra under Balanced Source Voltage and p - q Controller 
Compensation 
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Figure 8.14 Currents Waveforms under Balanced Voltage and d - q Controller (a) Source 
Current (b) Load Current (c) Active Filter Current  
 
Figure 8.15 Source Current Spectral using d - q Controller Compensation 
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8.2.2 Case II: Performance Analysis under Unbalanced Source Voltage 
In this section, the performance of both controllers, instantaneous power controller and 
synchronous reference frame controller is analyzed under the unbalanced source voltage 
conditions. 
Figure 8.16 presents the three phase unbalanced source voltage. The three phases have 
same frequency but their rms voltage differ up to 20%. Figure 8.17 presents the three 
current waveforms of load current, source current and shunt active power filter current. It 
can be seen that the load current is highly nonlinear, while the source current becomes 
sinusoidal after compensation. The SAPF currents are obtained using instantaneous power 
theory. The THD of source current before and after compensation is presented in 
Figure 8.18 and Figure 8.19 respectively. It can be seen that very large fifth and seventh 
harmonics are present in the load current. The source current spectrum after compensation 
shows a significant reduction in these harmonics. The source current THD before and after 
compensation was recorded as 33.9% and 7.73% respectively.  
The performance of the synchronous reference frame based SAPF strategy under 
unbalanced source voltage conditions is presented in Figure 8.20. It contains the source 
current, load current and filter current injected by the SAPF. It can be seen that the source 
provides the sinusoidal current while the nonlinear current is provided to the load by SAPF. 
The THD of the source current after compensation is recorded as 5.94%. The results show 
that the synchronous reference frame based d - q controller is capable enough to 
compensate the harmonics even in highly unbalanced voltage conditions. 
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Figure 8.16 Unbalanced Three Phase Source Voltage 
 
Figure 8.17 Currents Waveforms under Unbalanced Voltage and d - q Controller (a) Load 
Current (b) Source Current (c) Active Filter Current 
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Figure 8.18 Source Current Spectra without SAPF under Unbalanced Source Voltage 
 
Figure 8.19 Current Spectra under Unbalanced Source Voltage and p - q Controller 
Compensation 
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Figure 8.20 Currents Waveforms under Unbalanced Voltage and d - q Controller  
(a) Source Current (b) Load Current (c) Active Filter Current 
 
Figure 8.21 Current Spectra under Unbalanced Source Voltage and p - q Controller 
Compensation 
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8.3 Discussion 
In this chapter, the experimental implementation of SAPF is discussed in detail. This 
chapter describes the construction and working principle of SAPF using voltage and 
current sensors, dSPACE controller, amplifier and inverter and other related equipment. 
The performance of the SAPF is tested using instantaneous power p - q theory and 
synchronous reference frame d - q theory based controllers. Finally, the experimental 
results are presented under balanced and unbalanced source voltage conditions. The 
experimental results comprise of the source voltage, current waveforms including source 
current, load current and active filter current. The individual and grouped harmonic spectra 
is also presented for detailed analysis. A comparative analysis in terms of THD of source 
current is presented for the performance analysis of p - q and d - q controller under balanced 
and unbalanced voltage conditions. It can be seen that the performance of d – q is much 
better than the p - q controller in terms of THD and dc link voltage recovery.  
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9 CHAPTER 9 
CONCLUSION AND FUTURE WORK 
9.1 Conclusion 
The purpose of this thesis was to develop a real time harmonic detection and mitigation 
system. The system would collect voltage and current waveforms from various location in 
distribution system. These waveforms were processed to find the various power quality 
parameters like voltage, current, frequency, power, power factor crest factor, total 
harmonic distortion etc.  
In this thesis, a comprehensive literature review has been established. Two novel methods 
have been developed and implemented for online monitoring and measurement of 
harmonics and interharmonics distortion. A laboratory scale prototype has been developed 
for online monitoring, detection and measurement of harmonics and interharmonics.  
Furthermore, two control strategies for shunt active power filters have been designed and 
implemented to mitigate the harmonics. A laboratory scale prototype has been developed 
to mitigate the harmonics in power system. 
The main conclusion of this thesis can be drawn as: 
 A comprehensive literature review has been accomplished for real time monitoring, 
measurement and mitigation of harmonics and interharmonics in voltage and 
current signals. 
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 A new method based on wavelet packet transform for harmonics and 
interharmonics group distortion measurement according to the IEC standard 61000-
4-7 has been developed and implemented in real time environment. 
 A novel technique based on infinite impulse response filter bank has been proposed 
and developed for the purpose of accurate measurement of harmonics and 
interharmonics in power distribution networks. 
 The simulation results of the proposed methods demonstrate the effectiveness and 
suitability of these methods for monitoring and measurement of harmonics in power 
systems. 
 A novel power quality disturbance classifier has been designed and implemented 
using wavelet transform and optimized artificial neural networks to classify the 
power quality disturbances.  
 Two control strategies based on instantaneous power theory and synchronous 
reference frame for harmonic mitigation has been developed using shunt active 
power filter. 
 The proposed harmonic mitigation strategies has been implemented for hardware 
in loop testing using real time digital simulator (RTDS) and industrial controller 
dSPACE.  
 The proposed monitoring, measurement and mitigation techniques for harmonics 
and interharmonics have been implemented in laboratory scale prototype using 
LabVIEW software, cRIO, real time processors, data acquisition cards, real time 
inverter, dSPACE controller and a simplified model for the distribution network 
with its associated bulk loads. 
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 The obtained results have been compared with the published literature and a 
substantial improvement has been observed.   
 A good agreement has been observed between the experimental results and the 
simulation results for monitoring, measurement and mitigation of harmonics and 
interharmonics. 
9.2 Future Work 
For a future work, the following points can be considered as extension to the work done in 
this thesis. 
 In this thesis, WPT and IIR filter banks are studied for the measurement of 
harmonics and interharmonics distortion. A combine strategy using IIR quadrature 
mirror filter can be implemented with the aid of WPT. This may lead to an improved 
performance and reduction in computational complexity.  
 The proposed research implements the harmonic measurement and mitigation 
strategies using SAPF. The proposed work can be extended to improve the power 
factor and reduce the harmonic THD simultaneously. This may lead to the 
development of a multi-objective optimization strategy. A tradeoff analysis 
between power factor improvement and THD reductions is an interesting study. 
 The performance analysis of p - q and d - q based reference current extraction is 
studied in this thesis. A new control strategy using neural network and fuzzy 
optimization can be developed which might result in good performance under 
unbalanced and distorted source voltage conditions. 
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 A novel power quality event classification strategy is proposed using optimized 
artificial neural network. The experimental verification of the proposed strategy 
along with their underlying causes is an interesting research point.  
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EXPERIMENTAL SETUP COMPONENTS FOR POWER 
QUALITY MONITORING 
This appendix briefly explains the components used in this work for building the 
experimental setup. The appendix describes the software and hardware components used 
for building the real time power quality monitoring and mitigation system.  
 Software Used in the Experimental Setup 
The NI LabVIEW (Laboratory Virtual Instrument Engineering Workbench) software is 
used to design and develop different engineering applications using visual programming. 
LabVIEW provides a graphical user interface to design, run, operate and troubleshoot the 
power system design.  
LabVIEW mainly consist of two parts namely Block Diagram and Front Panel. The block 
diagram is used to design the system by copying and pasting the individual components 
called virtual instruments (VI) from the user library as shown in Figure A.1. A number of 
VIs are readily available in the library that are designed and refined over the time. After 
the successful design and compilation of the designed program the code can be sent to the 
real time controller using FPGA block set or it can be run using standalone workstation. 
The LabVIEW Front panel can be used to observe record and control the real time 
simulation using controls and graph indicators as shown in Figure A.2. 
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Figure A.1 Block Diagram of Real Time LabVIEW Program 
 
Figure A.2 Real Time Harmonics and Interharmonics Measurement Using FPGA-
LabVIEW 
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 Hardware Components used in the Prototype 
The monitoring, control and mitigation hardware setup is developed using National 
Instrument (NI) hardware, programmable sources and loads, real time inverter and 
dSPACE controller. The real time setup developed in this thesis is responsible for 
collecting current and voltage waveforms, process them using digital processors, 
implement controls and take necessary actions to mitigate the potential threats to the power 
system. 
 National Instrument Hardware 
National Instrument offers a wide range of real time controllers, digital processors and data 
acquisition cards for real time measurement and control. The NI hardware used in this 
thesis consists of NI Compact RIO and real time data acquisition cards. The details of the 
hardware components used to build the prototype are explained in the subsequent sections.  
A.2.1.1      NI Compact RIO 
NI cRIO is National Instrument Compact Reconfigurable Input/Output. cRIO mainly 
consists of three parts, namely an embedded controller, a reconfigurable chassis and I/O 
modules. The controller part is responsible for communication and processing, a 
reconfigurable chassis contains the user-programmable field programmable gate array 
FPGA and the hot-swappable I/O modules are used for data acquisition applications. The 
data acquisition on I/O modules can be performed using high-speed FPGA clock.  
There are a number of different cRIO modules available depending on their capabilities 
and features. I this work, cRIO-9082 is used for real time controller implementation and 
data acquisition as shown in Figure A.3. The main feature of cRIO-9082 are listed below: 
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 Processor:   1.33 GHz dual-core Intel Core i7 
Memory:   32 GB nonvolatile storage, 2 GB DDR3 800 MHz RAM 
Operating System:  Windows Embedded Standard 7 
Connectivity:  4 USB Slots, 2 Gigabit Ethernet Slots, and 2 serial ports 
Reconfigurable FPGA: Spartan-6   
I/O Slots:   8 slots for hot swappable I/O modules 
 
Figure A.3 NI Compact RIO and Data Acquisition Cards 
A.2.1.2      Voltage and Current Acquisition Cards 
NI offers a wide range of analog and digital data acquisition cards for real time data 
fetching. These hot swappable input/output modules can be used in real time monitoring 
and control of different applications. The voltage and current modules used for real time 
monitoring and measurement of harmonics in this work are listed below:   
(a) Analog Current input module NI-9227 
The NI-9227 data acquisition card has been selected to measure the real time current in 
distribution system as shown in Figure A.4. It has four input channel for three phase and 
neutral current monitoring. It can measure 5 Arms (14A peak current) current directly from 
the distribution feeder and can be used along with a current transformer to measure the 
current greater than 5A rms. In this work, 100/5A current transformer is used along with 
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the NI-9227 current module for real time current monitoring. The sampling rate of NI-9227 
is 50 KS/s/ch and offers 250 Vrms isolation between adjacent channels.      
 
Figure A.4 The NI-9227 Analog Current Input Module 
(b) Analog Voltage Input Module NI-9225 
The NI-9225 data acquisition card has been selected to measure the real time grid voltage 
in distribution system as shown in Figure A.5. It has three input channel for three phase 
voltage monitoring. It can measure voltage upto 300 Vrms directly from the distribution 
feeder. The sampling rate of NI-9225 is 50 KS/s/ch and offers 600 Vrms isolation between 
adjacent channels.      
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Figure A.5 The NI-9225 Analog Voltage Input Module 
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EXPERIMENTAL SETUP COMPONENTS FOR 
HARMONIC MITIGATION 
 Programmable AC Source 
Programmable AC source provides powerful functions to simulate the standard power 
quality disturbances. In this work, Chroma 61511 is used as a grid source for the 
distribution system as shown in Figure B.1. It can provides upto 300 Vac output voltage 
and 12 KVA power ratings. It is capable to generate the first forty harmonics and 
interharmonics ranging from 0.01 Hz to 2400 Hz.  
 
Figure B.1 Programmable AC Source Chroma 61511 
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 Programmable Electronic Load 
Programmable electronic loads are designed to to simulate the AC/DC loads. The 
programmable AC/DC load chroma 63800 is selected to simulate the non-linear rectified 
loads and load conditions under high crest factor as shown in Figure B.2. It is capable of 
working under distorted mains voltage. The chroma-63800 can be configured as a constant 
power source up to 1800W, while as a constant current load up to 45 Arms at the voltage 
range is 50V – 350 Vrms. Three identical units of chroma-63800 are used separately to 
simulate the three-phase load.   
 
Figure B.2 Programmable Electronic Load 
 dSPACE Controller 
dSPACE is an industrial controller mainly used for the application development and 
prototyping. In this study, DS-1103 is used for the real time controller implementation of 
SAPF as shown in Figure B.3. It has two major parts expansion box and connection panel. 
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The connection panel consists of 50 bit analog and digital I/O channels including 20 analog 
to digital input channel (ADCH) and 8 digital to analog output channels (DACH). dSPACE 
can be easily programmed with the Matlab/Simulink with the aid of real time interface 
(RTI) blocksets. All I/O’s can be configured for real time applications using RTI. dSPACE 
uses controlDesk as a software for the real time monitoring, measurement and control 
actions. DS-814 interface card is used in the expansion box while DS-817 card in the 
workstation for real time monitoring and control of the system.  
 
Figure B.3 dSPACE DS-1103 Controller 
 Inverter/Rectifier Module 
SEMITEACH – IGBT inverter and rectifier are used for real time SAPF implementation. 
It has three major functions including single and three phase inverter, buck or boost 
converter and brake chopper as shown in Figure B.4. An isolated uncontrolled rectifier is 
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also a part of this embedded system. A pair of 2200μF dc capacitor is also installed for 
energy storage purpose. The rectifier input is 230/ 400V while the output of may vary up 
to 600V DC. The input output range of inverter can also varied up to 400V AC and 600V 
DC with 30A as a maximum current.  
 
Figure B.4 Real Time Inverter and Rectifier Module 
 Mixed Domain Oscilloscope  
Tektronix 4104B-3 mixed domain oscilloscope is used to record the experimental results 
as shown in Figure B.5. It is capable of analyzing signals in both frequency and time 
domain. It can be used a spectrum analyzer. It has four channels that can be used for the 
measurement of voltage and current signals.  
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The voltage probe Tektronix TPP-1000 is a 1GHz bandwidth probe used for the 
measurement of voltage signals up to 300 volts. It offers 10X and 2X attenuation factors. 
Tektronix TCP0030A probe is utilized for the measurement of source, load and SAPF 
current signals. This probe provides the selectable measurement of 5A and 30A with the 
bandwidth greater than 120 MHz.   
 
Figure B.5 Mixed Domain Tektronix Oscilloscope 
 Voltage and Current Transducers 
Voltage and current transducers are utilized to reduce the voltage and current signals of 
distribution system, which can be fed to the controller for a possible control action. The 
dSPACE controller, used in this work has input output range up to ±10V while the actual 
voltage and current ratings are much higher. So, voltage and current transducers are used 
to make the input voltage and current signals compatible with the controller I/O range. 
(a) Voltage Transducer 
LEM LV 25P/SP5 sensor is used as a voltage transducer for the real time measurement of 
voltage signal. It is a closed loop sensor, which can measure DC, AC and pulsed voltage 
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signals from 10 to 1500 V using the Hall effect as shown in Figure B.6. A user specified 
input resistor is used to induce a current in the secondary side of the transducer, where a 
measurement resistor can be used to obtain the output voltage from the induced current. In 
this work, input resistor of 47 kΩ is used for the three-phase voltage measurement while 
94 kΩ is used for the DC bus side with a 500Ω as a measurement resistor.  
 
Figure B.6 Voltage Transducers LEM LV 25P/SP5 
(b) Current Transducer 
HAS 50-s sensor is used as a current transducer for the real time measurement of source 
load and active power filter current. It is a closed loop sensor, which can measure DC, AC 
and pulsed current signals up to 50A using the Hall effect as shown in Figure B.7. The 
output of this sensor is an AC voltage signal which can be easily used in any industrial 
controller like dSPACE.  
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Figure B.7 Current Transducers HAS 50-s 
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REAL TIME DIGITAL SIMULATOR (RTDS) 
 
 Real Time Digital Simulator (RTDS) 
In power systems, a power hardware in loop (PHIL) systems represents the power systems 
interfaced with a piece of hardware.  PHIL simulations plays a vital role in the design and 
testing of power system problems [152]–[154]. 
RTDS is one the most advance simulator that solves the complex power systems in near 
real time. RTDS consists of the specialized dedicated hardware and software that 
specifically designed to efficiently solve the electromagnetic transients as shown in 
Figure C.1. RTDS is capable of solving a wide range of power system application with the 
aid of wide variety of built in power system components and friendly graphical user 
interface [152], [155].  
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Figure C.1 Real Time Digital Simulator (RTDS) 
 RSCAD Software 
RSCAD is the graphical user interface used to design, run, operate and troubleshoot the 
power system. RSCAD mainly consist of two parts namely DRAFT and RUNTIME. The 
Draft file is used to create the power system circuit by copying and pasting the individual 
power system components from the user library as shown in Figure C.2. A number of 
power system components are available in the library that are designed and refined over 
the time. After the power system network has been constructed, the draft file is compiled 
to create the simulation code required by the simulator.   
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Figure C.2 RSCAD Draft File 
 
Figure C.3 RSCAD Run Time File 
After the successful compilation of the draft file, the simulation code can be downloaded 
to the simulator using the run time file. Run time files can be used to observe, record and 
control the real time simulation using controls and graph indicators as shown in Figure C.3. 
Power system parameters like voltage, current frequency, power etc. can be examined 
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using plots and other indicators. The transient behavior of the system can be easily 
observed and recorded.    
 Hardware Components 
The RTDS simulator hardware is based on the modular architecture. It can be easily 
extendable by adding modules or racks to accommodate the larger models power system. 
Each rack contains three different cards for communication and processing such as: 
 Inter-Rack Communication card (IRC) 
 Giga Transceiver Workstation Interface Card (GTWIF)  
 Giga Processor Card (GPC) 
The GTWIF card is responsible for the synchronization between the racks. It also 
communicate with the RSCAD to start and stop the simulation. GPC is used to solve the 
power/control systems components equations. Every GPC card contains two IBM 1GHz 
processor each can solve 66 power system nodes. GPC card also govern the connection to 
the gigabit transceiver analog input/output card (GTIO). The GTAI/O input/output cards 
are used to interface the RTDS with external devices as shown in Figure C.4. Each GTAI/O 
contains 12 input/output channel available for the external connection, while the gigabit 
transceiver digital input/output (GTDI/O) cards contains 64 digital input/output channels. 
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a) PB5 
 
b) GTWIF 
 
c) GTAO 
 
d) GTAI 
 
e) GTDI 
Figure C.4 RTDS Processors and I/O Cards 
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