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Le Zhang, Zenglin Shi, Ming-Ming Cheng, Yun Liu, Jia-Wang Bian,
Joey Tianyi Zhou, Guoyan Zheng and Zeng Zeng
Abstract—Nonlinear regression has been extensively employed in many computer vision problems (e.g., crowd counting, age estima-
tion, affective computing). Under the umbrella of deep learning, two common solutions exist i) transforming nonlinear regression to a
robust loss function which is jointly optimizable with the deep convolutional network, and ii) utilizing ensemble of deep networks. Although
some improved performance is achieved, the former may be lacking due to the intrinsic limitation of choosing a single hypothesis and
the latter usually suffers from much larger computational complexity. To cope with those issues, we propose to regress via an efficient
“divide and conquer” manner. The core of our approach is the generalization of negative correlation learning that has been shown,
both theoretically and empirically, to work well for non-deep regression problems. Without extra parameters, the proposed method
controls the bias-variance-covariance trade-off systematically and usually yields a deep regression ensemble where each base model is
both “accurate” and “diversified.” Moreover, we show that each sub-problem in the proposed method has less Rademacher Complexity
and thus is easier to optimize. Extensive experiments on several diverse and challenging tasks including crowd counting, personality
analysis, age estimation, and image super-resolution demonstrate the superiority over challenging baselines as well as the versatility of
the proposed method.
Index Terms—deep learning, deep regression, negative correlation learning, convolutional neural network.
F
1 INTRODUCTION
W E address regression problems which aim at analyzingthe relationship between dependent variables (targets) and
independent variables (inputs). Regression has been applied to
a variety of computer vision problems including crowd count-
ing [1], age estimation [2], affective computing [3], image super-
resolution [4], visual tracking [5] and so on. Pioneering works
within this area typically learn a mapping function from hand-
crafted features (e.g., Histogram of Oriented Gradients (HoG),
Scale-Invariant Feature Transform (SIFT)) to the desired output
(e.g., ages, affective scores, density maps and so on).
Recently, transforming a regression problem to an optimizable
robust loss function jointly trained with deep Convolutional Neural
Network (CNN) has been reported to be successful to some extent.
Most of the existing deep learning based regression approaches
optimize the L2 loss function together with a regularization term,
where the goal is to minimize the mean square error between
the network prediction and the ground-truth. However, it is well
known that the mean square error is sensitive to outliers, which
are essentially the samples that lie at an abnormal distance
from other training samples in the objective space. In this case,
samples that are rarely encountered in the training data may have
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a disproportionally high weight and consequently influence the
training procedure by reducing the generalization ability. To this
end, Ross Girshick [6] introduced a SmoothL1 loss for bounding
box regression. As a special case of Huber loss [7], the SmoothL1
loss combines the concept of L2 loss and L1 loss. It behaves as an
L1 loss when the absolute value of the error is high and switches
back to L2 loss when the absolute value of the error is close
to zero. Besides, Belagiannis et al. [8] propose a deep regression
network that achieves robustness to outliers by minimizing Tukeys
biweight function [9], [10] .
While tremendous progress has been achieved later by employ-
ing robust statistical estimations together with specially-designed
network architecture to explicitly address outliers, they may fail to
generalize well in practice. As studied in [11], a single model was
lacking due to the statistical, computational and representational
limitations. To this end, a great deal of research has gone into de-
signing multiple regression systems [11]–[14]. However, existing
methods for ensemble CNNs [15]–[17] typically trained multiple
CNNs, which usually led to much larger computational complexity
and hardware consumption. Thus, these ensemble CNNs are rarely
used in practical systems.
In this paper, we propose a Deep Negative Correlation Learn-
ing (DNCL) approach which learns a pool of diversified regressors
in a “divide and conquer” manner. Each regressor is jointly opti-
mized with CNNs by an amended cost function, which penalizes
correlations with others. Our approach inherits the advantage
of traditional Negative Correlation Learning (NCL) [18], [19]
approaches, that systematically controls the trade-offs among the
bias-variance-covariance in the ensemble. Firstly, by dividing
the task into multiple “negatively-correlated” sub-problems, the
proposed method shares the essence of ensemble learning and
yield more robust estimations than a single network [13], [19].
Secondly, thanks to the rich feature hierarchies in deep networks,
ar
X
iv
:1
90
8.
09
06
6v
1 
 [c
s.C
V]
  2
4 A
ug
 20
19
IEEE TRANSACTIONS ON PATTERN ANALYSIS AND MACHINE INTELLIGENCE 2
each sub-problem could be solved by a feature subset. In this
way, the proposed method has a similar amount of parameters
with a single network and thus is much more efficient than
most existing deep ensemble learning [15]–[17]. Simplicity and
efficiency are central to our design, the proposed methods are
almost complementary to other advanced strategies for individual
regression tasks.
A preliminary version of this work was presented in CVPR
2018 [1], which provides an application of DNCL for crowd
counting. This paper adds to the initial version in the following
aspects:
• We provide more theoretical insights on the Rademacher
complexity.
• We extend the original work to deal with more regression
based problems, which allows the use of state-of-the-
art network structures that give an important boost to
performance for the proposed method.
• More comprehensive literature review, considerable new
analysis and intuitive explanations are added to the initial
results.
2 RELATED WORK
2.1 Regression
We first briefly introduce the commonly used loss function for
regression based deep learning computer vision tasks, followed by
summarizing the existing ensemble regression techniques.
Deep Regression. Recently, learning a mapping function to
predict a set of interdependent continuous values by deep networks
is popular. One example could be object detection where the target
is to regress the bounding box for precise localization [20]. Other
examples include regressing the facial points in facial landmark
detection [21] and positions of the body in human pose estima-
tion [22]. The L2 loss function is a natural choice for solving such
problems. Zhang et al. [23] further utilized L2 regularization to
increase the robustness of network for both landmark detection
and attribute classification. Similar strategies were also applied in
object detection [24].
The commonly used L2 loss in regression problems may
not generalize well in the case of outliers because outliers can
have a disproportionally high weight, and consequently influence
the training procedure by reducing the generalization ability and
increasing the convergence time. To this end, a SmoothL1 loss [6]
was reported to be more robust than L2 loss when outliers are
present in the dataset:
SmoothL1(ξ) =
{
0.5ξ2 if |ξ| < 1
|ξ| − 0.5 otherwise , (1)
where ξ stands for the prediction error. Motivated by the recent
success in robust statistics [9], an M-estimator based [10] loss
function, called Tukey Loss [8], was proposed for both human
pose estimation and age estimation [8]. More specifically,
Tukey(ξˆ) =
{
c2
6 [1− (1− ( ξˆc )2)3] if |ξˆ| ≤ c
c2
6 otherwise
, (2)
where c is a tuning parameter, and is commonly set to 4.6851,
which gives approximately 95% asymptotic efficiency as L2
minimization on the standard normal distribution of residuals. ξˆ
is a scaled version of the residual ξ by computing the median
absolute deviation by:
ξˆ =
y − y¯
1.4826×MAD,
MAD = median
i∈{1,·,N}
(|ξi − median
k∈{1,·,N}
(ξk)|),
(3)
where y, y¯ and N stands for the ground-truth label, predicted re-
sult and number of data samples, respectively. In case of regressing
multiple outputs, the MAD values are calculated independently.
Our proposed DNCL method could also be regarded as a
loss function, which is readily pluggable into existing CNN ar-
chitecture and amenable to training via backpropagation. Without
extra parameters, the proposed methods mimic ensemble learning
and have a better control of the trade-off between the intrinsic
bias, variance and co-variance. We evaluate the proposed method
on multiple challenging and diversified regression tasks. When
combined with the state-of-the-art network structure, our method
could give an important boost to the performance of existing loss
functions mentioned above.
Ensemble Regression. Ensemble methods are wildly regarded
to be better than single model if the ensemble is both “accurate”
and “diversified” [11]–[13]. As studied in [11], a single model
was less generalizable from the statistical, computational and
representational point of view. To this end, a bunch of research has
gone into designing multiple regression systems. For instance, the
accuracy and diversity in a typical decision tree ensemble [5], [12],
[14], [25] were guaranteed by allowing each decision tree grow to
its maximum depth and utilizing feature subspace, respectively.
Boosting [26] generated a new regressor with an amended loss
function based on the loss of the existing ensemble models.
Motivated by the success of ensemble methods, several deep
regression ensemble methods were proposed as well. However,
existing methods for training CNN ensemble [15], [17] usually
generated multiple CNNs separately. In this case, the resulting
system usually yielded a much larger computational complexity
compared with single models and thus were usually very slow in
terms of both training and inference, which naturally limited their
applicability for resource-constrained scenarios.
One of the exceptions could be the Deep Regression Forest
(DRF) [27] which reformulated the split nodes as a fully connected
layer of a CNN and learnt the parameter of CNN and tree nodes
jointly by an alternating strategy. Firstly, by fixing the leaf nodes,
the internal nodes of trees as well as the CNN were optimized by
back-propagation. After that, both the CNN and the internal nodes
were frozen and the leaf nodes were learned by iterating a step-
size free and fast converging update rule derived from Variational
Bounding. We show the proposed method could also be combined
with the concept of DRF. The resulting system is much simpler
to learn and yield a significant improvement enhancement, as
elaborated in Section 4.3.
2.2 Applications
The proposed method is generic and could be applied to a wide
range of regression tasks. It mimics ensemble learning without
extra parameters and helps to learn more generalizable features
through a better control of the trade-off between the intrinsic bias,
variance and co-variance. We evaluated it on multiple challeng-
ing and diversified regression tasks including crowd counting,
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age estimation, personality analysis and image super-resolution.
Simplicity is central to our design and the strategies adopted in
the proposed method are complementary to many other specially-
designed techniques for each task. When combined with state-of-
the-art network structure for each task, our proposed method is
able to yield an important boost to the baseline methods. Below
we provide a detailed review on the recent advances in each task.
Crowd Counting. Counting by regression is perceived as the
state-of-the-art at present. The regression-based methods have
been widely studied and reported to be computationally feasible
with modern hardware, robust with parameters and accurate across
various challenging scenarios. A deep CNN [28] was trained
alternatively with two related learning objectives, crowd density
classification and crowd counting. However, it relied heavily on
a switchable learning approach and was not clear how these
two objective functions can alternatively assist each other. Wang
et al. citewang2015deep proposed to directly regress the total
people number by adopting AlexNet [29], which has now been
found to be worse than the methods regressing density map.
This observation suggests that reasoning with rich spatial layout
information from convolutional feature maps is necessary. Boom-
inathan et al. [30] proposed a framework consisting of both deep
and shallow networks for crowd counting. It was reported to be
more robust with scale variations, which have been addressed
explicitly by other studies [31]–[33] as well. Switching CNN was
introduced in [34], where patches from a grid within a crowd scene
were relayed to independent CNN regressors based on crowd
count prediction quality of the CNN established during training.
Arteta et al. [35] augmented and interleave density estimation
with foreground-background segmentation and explicit local un-
certainty estimation under a new deep multi-task architecture.
Noroozi et al. [36] used counting as a pretext task to train a neural
network with a contrastive loss and showed improved results on
transfer learning benchmarks.
Personality Analysis. Recent personality-related work with
visual cues attempted to identify personality from body move-
ment [37], facial expression change [38], [39], combining acoustic
cues [40], eye gaze [41], and so on. In addition, recognizing
personality traits using deep learning on images or videos has
also been extensively studied. ‘ChaLearn 2016 Apparent Person-
ality Analysis competition’ [3] provided an excellent platform,
where researchers could assess their deep models on a large
annotated big-five personality traits dataset. Instead of classifying
pre-defined personality categories, common practices use a finer-
grained representation, in which personalities are distributed in a
five-dimensional space spanned by the dimensions of Extraver-
sion, Agreeableness, Conscientiousness, Neuroticism and Open-
ness [3]. This is advantageous in the sense that personality states
can be represented at any level of the aforementioned big-five
personality traits. A Deep Bimodal Regression framework based
on both video and audio input was utilized in [42] to identify
personality. A similar work from Gu¨c¸lu¨tu¨rk et al. [43] introduced
a deep audio-visual residual network for multimodal personality
trait recognition. In addition, a volumetric convolution and Long-
Short-Term-Memory (LSTM) based network was introduced by
Subramaniam et al. [44] for learning audio-visual temporal pat-
terns. A pre-trained CNN was employed by Gu¨rpınar et al. [45] to
extract facial expressions as well as ambient information for per-
sonality analysis. For more related work on personality analysis,
please refer to recent surveys [46], [47].
Age Estimation. Age estimation from face images is gaining its
popularity since the pioneering work of [48]. Conventional regres-
sion methods include but are not limited to kernel method [49],
[50], hierarchical regression [51], randomized trees [52], label
distribution [53], and so on. Recently, end-to-end learning with
CNN has also been widely studied for age estimation. Ni et
al. [54] firstly proposed a four layer CNN for age estimation.
Niu et al. [55] reformulated age estimation as an ordinal regression
problem by using end-to-end deep learning methods. In particular,
age estimation in their setting was transformed into a series of
binary classification sub-problems. Ranking CNN was introduced
in [56], where each base CNN was trained with ordinal age
labels. In [57], anchored Regression Networks were introduced
as a smoothed relaxation of a piece-wise linear regressor for age
estimation through the combination of multiple linear regressors
over soft assignments to anchor points. Li et al. [58] designed a
Deep Cross-Population (DCP) age estimation model with a two-
stage training strategy, in which a novel cost-sensitive multitask
loss function was first used to learn transferable aging features by
training on the source population. Then, a novel order-preserving
pair-wise loss function was utilized to align the aging features
of the two populations. DEX [59] solved age estimation by
way of deep classification followed by a softmax expected value
refinement. Shen et al. [27] extended the idea of a randomized
forest into deep scenarios and show remarkable performances for
age estimation.
Single Image Super-resolution. With the far-reaching ap-
plication in medical imaging, satellite imaging, security and
surveillance, single image super-resolution is a classic computer
vision problem, which aims to recover a high resolution (HR)
image from a low-resolution (LR) image. Since the using of
fully convolutional networks for super-resolution [60], many
advanced deep architectures have been proposed. For instance,
Cascaded Sparse Coding Network (CSCN) [61] combined the
strengths of sparse coding and deep network. An efficient sub-
pixel convolution layer was introduced in [62] to better upscale
the final LR feature maps into the HR output. A PCA-inspired
collaborative representation cascade was introduced in [63]. A
novel residual dense network(RDN) was designed [64] to fully
exploit the hierarchical features from all the convolutional layers.
Specifically, they proposed residual dense block (RDB) to extract
abundant local features via dense connected convolutional layer.
A deeply-recursive convolutional network (DRCN) was proposed
in [65], which increased the network depth by a recursive layer
without introducing new parameters for additional convolutions. A
very deep fully convolutional encoding-decoding framework was
employed in [66] to combine convolution and deconvolution. Wei
et al. [67] reformulated image super-resolution as a single-state
recurrent neural network (RNN) with finite unfoldings and further
designed a dual-state design, the Dual-State Recurrent Network
(DSRN). Deep Back-Projection Networks (DBPN) [68] exploited
iterative up- and downsampling layers to provide an error feedback
message for projection errors at each stage. In [69], a residual in
residual (RIR) structure was introduce. The concept of non-local
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learning was adopted in [70] for image super-resolution. For more
research work, please refer to [71].
3 PROPOSED METHOD
3.1 Background
Before elaborating the proposed regression method, we first briefly
present the notations and the background knowledge. We assume
that we have access to N training samples, X = {x1, . . . ,xN}.
The samples are M dimensional: X ∈ X ⊆ IRM ,M = H ×
W ×C , where H,W and C denote the height, width and number
of channels of input image respectively. Our objective is to predict
their regression labels, i.e., Y = {y1, . . . ,yN}, where Y ∈
Y ⊆ IRM. We denote a generic data point by x and use x,
with  denoting the placeholder for the index wherever necessary.
Similarly, we use M andM to represent the dimensionality of a
generic input data and its label, respectively. We achieve our goal
by learning a mapping function G : X → Y , where G ∈ G.
The learning problem is to use the set X to learn a mapping
function G, parameterized by θ, to approximate their label Y as
accurate as possible:
L(G) =
∫
(G(X, θ)− Y )2p(X,Y )d(X,Y ), (4)
In practice, as data distribution p(X,Y ) is unknown, Eqn. (4) is
usually approximated by
L(G) =
1
N
N∑
i=1
(G(xi, θ)− yi)2. (5)
We omit the input and parameter vectors. Without ambiguity,
instead of G(X, θ), we write simply G. We use the shorthand
expectation operator E to represent the generalization ability on
testing data. Bias-variance decomposition [19] theorem states that
the regression error of a predictor can be decomposed into its bias
B and variance V:
E[(G− Y )2] = (E[G]− Y )2︸ ︷︷ ︸
B(G)2
+E[(G− E[G])2]︸ ︷︷ ︸
V(G)
. (6)
It is a property of the generalization error in which bias and vari-
ance have to be balanced against each other for best performance.
A single model, however, turns out to be far from optimal
in practice which has been evidenced by several studies, both
theoretically [13], [19] and empirically [72], [73]. Consider the
ensemble output G˜ by averaging individual’s response Gk, i.e.,
G˜ =
1
K
K∑
k=1
Gk. (7)
Here we restrict our analysis to the uniform combination case
which is commonly used in practice, although the decomposition
presented below generalize to non-uniformly weighted ensembles
as well. Posing the ensemble as a single learning unit, its bias-
variance decomposition can be shown by the following equation:
E[(G˜− Y )2] = (E[G˜]− Y )2︸ ︷︷ ︸
B(G˜)2
+E[(G˜− E[G])2]︸ ︷︷ ︸
V(G˜)
(8)
Consider ensemble output in Eqn. (7), it is straightforward to
show:
E[(G˜− Y )2] = 1
K2
(
K∑
k=1
(E[Gk]− Y ))2︸ ︷︷ ︸
B(G˜)2
+
1
K2
K∑
k=1
E[(Gk − E[Gk])2]︸ ︷︷ ︸
V(G˜)
+
1
K2
K∑
k=1
∑
j 6=k
E[(Gk − E[Gk])(Gj − E[Gj ])]︸ ︷︷ ︸
C(G˜)
,
(9)
where C denotes for covariance.
The bias-variance-covariance decomposition in Eqn. (9) il-
lustrates that, in addition to the internal bias and variance, the
generalization error of an ensemble depends on the covariance
between the individuals as well.
It is natural to show
1
K
K∑
k=1
E[(Gk − Y )2] =B(G)2 + [K × V(G)
+
1
K
K∑
k=1
(E[Gk]− E[G˜])2]
and
1
K
K∑
k=1
E[(Gk − G˜)2] =− [V(G) + C(G)] + [K × V(G)
+
1
K
K∑
k=1
(E[Gk]− E[G˜])2].
Then it is easy to show
E[(G˜− Y )2] = 1
K
K∑
k=1
E[(Gk − Y )2]
− 1
K
K∑
k=1
E[(Gk − G˜)2].
(10)
Eqn. (10) explains the effect of error correlations in an ensemble
model by stating that the quadratic error of the ensemble estimator
is guaranteed to be less than or equal to the average quadratic
error of the component estimators. This is also in line with the
strength-correlation theory [12], which advocates learning a set of
both accurate and decorrelated models.
3.2 Deep Negative Correlation Learning
3.2.1 Our Method
Conventional ensemble learning methods such as bagging [74]
and Random Forest [12] train multiple models independently.
This may not be optimal because, as demonstrated in Eqn. (10),
the ensemble error consists of both the individual error and the
interactions within the ensemble. Based on this, we proposed
a “divide and conquer” deep learning approach by learning a
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Fig. 1. Decision surfaces for classification of artificial spirals dataset for both (i) conventional ensemble learning and (ii) NCL learning. The shading
of the background shows the decision surface for that particular class. The upper part of the figure corresponds to NCL learning and lower part
stands for conventional ensemble learning. (b)-(d) shows the decision surface of individual model and (e) shows the ensemble decision surface
arising from averaging over its individual models. NCL in (b)-(e) leads to much diversified decision surface where errors from individual models may
cancel out thus resulting in much better generalization ability. Best viewed in color.
(a) Conventional ensemble learning (b) NCL
Fig. 2. Demonstration of the training process of conventional ensemble
learning and NCL. The central solid gray line represents the ground
truth and all other lines stand for different base models. Although both
conventional ensemble learning (left part) and NCL (right part) may
lead to correct estimations by simple model averaging, NCL results in
much diversified individual models which make error cancellation being
possible on testing data.
correlation regularized ensemble on top of deep networks with
the following objective:
Lk =
1
2
(Gk −Y)2 + λ(Gk − G˜)(
∑
j 6=i
(Gj − G˜)),
=
1
2
(Gk −Y)2 − λ(Gk − G˜)2,
(11)
More specifically, we consider our mapping function as an
ensemble of predictors as defined in Eqn. (7) where each base
predictor is posed as:
Gk(xi) = G
Q
k (G
Q−1
k · · · (G1k(xi)))),
k = 1, 2 · · ·K, i = 1, 2 · · ·N (12)
where k, i, and Q stand for the index for individual models, the
index for data samples and the depth of the network, respectively.
More specifically, each predictor in the ensemble consists of
cascades of feature extractors Gqk, q = 1, 2 · · · Q − 1 and
regressor GQk . Motivated by the recent success of CNNs on visual
recognition tasks, each feature extractor Gqk is embodied by a
typical layer of a CNN. Below we present the details for each
task.
3.2.2 Network Structure
The proposed method can be efficiently encapsulated into existing
deep CNN thanks to its rich feature hierarchy. In our implemen-
tation, as illustrated in Fig. 3, lower levels of feature extractors
are shared by each predictor for efficiency, i.e., Gqk = G
q ,
q = 1, 2 · · · ,Q − 1, k = 1, 2 · · · ,K. Furthermore, building on
the lessons learnt from subspace idea in ensemble learning [12],
highest level of feature extractor GQ−1k outputs a different feature
subset for different regressor GQk to insert more diversities. In
this study, this is implemented via the well-established “group
convolution” strategy [29]. Each regressor is optimized by an
amended cost function as defined in Eqn. 11. Generally speaking,
network specification of Gqk is problem dependent and we show
that, the proposed method is end-to-end-trainable and independent
of the backbone network architectures.
Crowd counting. We employ a deep pretrained VGG16 network
for this task and make several modifications. Firstly, the stride of
the fourth max-pool layer is set to 1. Secondly, the fifth pooling
layer was further removed. This provides us with a much larger
feature map with richer information. To handle the receptive-field
mismatch caused by the removal of stride in the fourth max-
pool layer, we then double the receptive field of convolutional
layers after the fourth max-pool layer by using the technique
of holes introduced in [75]. We also include another variant of
the proposed method called “NCL” which is a shallow network
optimized with the same loss function. The details of this network
will be elaborated in Section 4.5.
Personality analysis. We utilize a truncated 20 layer version
of the SphereFace model [76] for personality analysis. We first
detect and align faces for each input image with well-established
MTCNN [77]. As we are dealing with videos, in order to speed
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Fig. 3. Details of the proposed DNCL. Regression is formulated as ensemble learning with the same amount of parameter as a single CNN. DNCL
processes the input by a stack of typical convolutional and pooling layers. Finally, a “divide and conquer” strategy is adapted to learn a pool of
regressors to regress the output on top of each convolutional feature map at top layers. Each regressor is jointly optimized with the CNN by an
amended cost function which penalizes correlations with others to make better trade-offs among the bias-variance-covariance in the ensemble.
up training and reduce the risk of over-fitting, we take a similar
approach as done in [78] to first sparsely sample 10 frames from
each video in a randomized manner. Average pooling is further
used to aggregate multiple results for the same video.
Age estimation. For age estimation, we use the network
backbone of deep forest [27]. It reformulates the split nodes
of a decision forest as a fully connected layer of a CNN and
learns both split nodes and leaf nodes in an iterative manner.
More specifically, by fixing the leaf nodes, the split nodes as
well as the CNN parameters are optimized by back-propagation.
Then, by fixing the split nodes, the leaf nodes are optimized by
iterating a step-size free and fast converging update rule derived
from Variational Bounding. Instead of using this iterative strategy,
we use the proposed NCL loss in each node to make them both
accurate and diversified.
Image super-resolution. For image super-resolution, we choose
the state-of-the-art DRRN [4] as our network backbone and
change the L2 loss into the proposed NCL loss. More specifically,
an enhanced residual unit structure is recursively learned in a
recursive block, and several recursive blocks are stacked to learn
the residual image between the HR and LR images. The residual
image is then added to the input LR image from a global identity
branch to estimate the HR image.
Eqn. (11) can be regarded as a smoothed version of Eqn. (10)
to improve the generalization ability of the ensemble models.
Please note that the optimal value of λ may not necessarily be
0.5 because of the discrepancy between the training and testing
data [19]. By setting λ = 0, we actually achieve conventional
ensemble learning (non-boosting type) where each model is
optimized independently. It is straightforward to show that the
first part in Eqn. (11) corresponds to bias plus an extra term
[K × V(G) + 1K
∑K
k=1(E[Gk] − E[G˜])2], while the second
part stands for the variance, covariance and the same term
[K × V(G) + 1K
∑K
k=1(E[Gk]− E[G˜])2]. Since the extra term
appears on both sides, it cancels out when we combine them by
subtracting, as done in Eqn. (11). Thus by introducing the second
part in Eqn. (11), we aim at achieving better “diversity” with
negative correlated base models to balance the components of bias
variance and the ensemble covariance to reduce the overall mean
square error (MSE).
To demonstrate this, consider the scenario in Fig. 2. We are
using a regression ensemble consisting of 6 regressors where
the ground truth is −1.5. Each curve in Fig. 2 illustrates the
evolution of one regressor when trained with gradient descent,
i.e., fi,n = fi,n−1 − γ dEdfi,n−1 , where γ and E stands for
the learning rate and mean-square loss function, respectively.
i ∈ {1, 2, · · · , 6} is the index of individual models in the
ensemble and n ∈ {1, 2, · · · , 30} stands for the index of itera-
tions. Although both conventional ensemble learning (Fig. 2a) and
NCL (Fig. 2b) may lead to correct estimations by simple model
averaging, NCL results in much diversified individual models
which make error cancellation being possible on testing data.
For generalization, consider the artificial spirals dataset in
Fig. 1(a), where an ensemble of three single hidden layer feed-
forward network (SLFN) is trained on. Then the ensemble is
evaluated on data samples densely sampled on x − y plane.
The first row in Fig. 1 shows that NCL ensemble leads to more
diversified SLFN, compared with conventional ensemble learning
as illustrated in the second row of Fig. 1, thus making the resulting
ensemble generalize well on testing data. Creating diverse sets
of models has been extensively studied, both theoretically [11],
[13], [19], [79]–[83] and empirically [72], [84]. More specifically,
Breiman [12] derived a VC-type bound for generalization ability
of ensemble models which advocated both accurate and decorre-
lated individual models. In addition, our methods also differ from
the classical work of [18] which trains multiple shallow networks.
3.2.3 Connection with the Rademacher Complexity
We now show the bound for the Rademacher complexity [85]
of the proposed deep negatively correlation learning. Firstly we
will make no difference between convolution and fully-connected
(FC) layers because FC layers can be easily transformed into
convolution layers with property kernel size and padding values.
Definition 1. (Radamacher Complexity). For a dataset X =
{x1, . . . ,xN} generated by a distribution D on set X and a
real-valued function class G in X , the empirical Rademacher
complexity of G is the random variable:
RˆN (G) = Eσ
[
sup
G∈G
| 2N
∑N
i=1 σiG(xi)|
]
, (13)
where σ1, · · · , σN are usually referred as Rademacher Vari-
able and are independent random variables uniformly chosen
from {−1,+1}. The Rademacher complexity of G is RN (G) =
EX [RˆN (G)].
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The empirical Rademacher complexity is widely regarded as
a proximity of the generalization ability based on the following
theorem:
Theorem 1. (Koltchinskii and Panchenko, 2000 [86]). Fix δ ∈
(0, 1) and let G be a class of functions mapping from X to [0,1].
Let xi ∈ X be drawn independently according to a probability
distribution D. Then with probability at least 1 − δ over random
draws of samples of size N , every G ∈ G satisfies:
E[G(X)] ≤ Eˆ[G(X)] + RˆN (G) + 3
√
ln( 2δ )
2N
(14)
where Eˆ[G(X)] = 1N
∑N
i=1G(xi).
In addition, we have
Lemma 1. For G and φ : R → R, let G′ := {φ ◦ G : G ∈ G}.
If φ is L-Lipschitz continuous, i.e. |φ(x) − φ(x′)| ≤ L|x − x′|,
then for any N :
RˆN (G′) ≤ LRˆN (G) (15)
Proof. We provide the proof for N = 1, the general case works
iteratively.
RˆN (G′) = Eσ1
[
sup
G∈G
(2σ1φ(G(x1)))
]
= sup
G∈G
(φ(G(x1)))− sup
G∈G
(φ(G(x1)))
= sup
G1∈G,G2∈G
(φ(G1(x1))− φ(G2(x1)))
≤ sup
G1∈G,G2∈G
(L|G1(x1)−G2(x1)|)
= L( sup
G1∈G
(G1(x1)) + sup
G2∈G
(−G2(x1)))
= LEσ1
[
sup
G∈G
(2σ1G(x1))
]
= LRˆN (G)
(16)
Based on Lemma 1, we have the following conclusion:
Lemma 2. Let p ≥ 1, Z = X × Y , Lp(z) = Lp(x,y) = {x→
|G(x) − y|p : G ∈ G}. Assume that
[
sup
G∈G,x∈X
|G(x)− y|] ≤
M . Then for any sample X of size N :
RˆN (Lp) ≤ pMp−1RˆN (G). (17)
Proof let L′ = {x → G(x) − y : G ∈ G}. Then we have
Lp = {φ ◦ l : l ∈ L′} with φ : x → |x|p. From Lemma 1, we
have φ is pMp−1 Lipschitz over [−M,M ], then we have:
RˆN (Lp) ≤ pMp−1RˆN (L′). (18)
Moreover, with
RˆN (L
′) = Eσ
[
sup
G∈G
( 2N
∑N
i=1 σiG(xi) + σiyi)
]
= Eσ
[
sup
G∈G
( 2N
∑N
i=1 σiG(xi))
]
+ Eσ
[
( 2N
∑N
i=1 σiyi)
]
= RˆN (G),
(19)
we complete the proof.
Furthermore, by combining G(x) = L2 as defined in Lemma
2 with Theorem 1, we have
Lemma 3. Let X = {x1, . . . ,xN} be a dataset generated by
a distribution D on set X and Y = {y1, . . . ,yN} be their
corresponding labels. For a function class G ⊆ {G : X → Y}
which maps the data X to [0,1], define the commonly used mean
square as `D(G) = ED[(G(x) − y)]2 and the empirical mean
square error as as ˆ`X(G) = EX [(G(x) − y)2]. Assume that[
sup
G∈G,x∈X
|G(x)− y|] ≤ M . Then for a fixed δ ∈ (0, 1), with
probability at least 1 − δ over random draws of samples of size
N , every G ∈ G satisfies
`D(G) ≤ ˆ`X(G) + 2MRˆN (G) +
√
ln 2δ
2N
. (20)
We now show that the empirical Rademacher complexity of the
proposed method on the training set is 1K to the standard network:
Proposition 1. Denote by G˜ ∈ G˜ the group convolution based
method and by G ∈ G, the conventional method. Then
RˆN (G˜) = 1
K
RˆN (G). (21)
Proof.
RˆN (G˜) = Eσ
[
sup
G˜∈G˜
| 2N
∑N
i=1 σiG˜(xi)|
]
= Eσ
[
sup
G˜∈G˜
| 2N∗K
∑N
i=1 σi
∑K
k=1 G˜k(xi)|
]
= Eσ
[
sup
G˜∈G˜
| 2N∗K
∑N
i=1 σi
∑K
k=1 G˜
Q−1
k (xi)~W
Q
k |
]
= Eσ
[
sup
G∈G
| 2N∗K
∑N
i=1 σiG(xi)~WQ|
]
=
1
K
RˆN (G).
(22)
The operation
∑K
k=1G
Q−1
k (xi)~Wk in Eqn. (22) stands for the
convolution operator. GQ−1k (xi) stand for the k
th feature subset
of the feature maps GQ−1(xi). More specifically, we divide the
feature map of GQ−1(xi) ⊆ IRHQ−1i ×WQ−1i ×CQ−1i along the
3rd axis into K subset. The same procedure is applied on the
kernel filter WQ.
Remark 1. The empirical Rademacher complexity measures the
ability of functions from a function class (when applied to a
fixed set X) to fit random noise. It is a more modern notion
of complexity that is distribution dependent and defined for any
class real-valued functions. On the one hand, by setting K > 1,
our method works in a “divide and conquer” manner and the
whole Rademacher complexity is reduced by a factor of K , which,
intuitively speaking, making the function G˜ ∈ G˜ easier to learn.
On the other hand, K may also affect the term of `X(G). For
instance, setting an extremely larger value of K may also lead
to a larger value of `X(G) because much less input feature is
provided for each base predictor.
4 EXPERIMENT
In this section, we investigate the feasibility of the proposed
method on four regression tasks: crowd counting, personality
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analysis, age estimation and single image super-resolution. The
proposed method is implemented in Caffe [87]. In order to further
understand the merits of the proposed methods, we also include
some variants of the proposed method. More specifically, for each
task, we replace the proposed loss function with L2, SmoothL1
and Tukey loss, and they are referred as “L2”, “SmoothL1” and
“Tukey”, respectively. For the SmoothL1 loss, instead of using a
fixed value of 1 for the threshold in Eqn. (1), we treat it as another
hyper-parameter and optimized it on the training data. We do not
compare the proposed method explicitly with naive implemen-
tations of multiple CNN ensemble as their computational time is
much larger and thus are less interested to us. We highlight the best
results in each case in Red. The second and third best methods
are highlighted in Green and Blue, respectively. As different
evaluation protocols may be utilized in different applications, we
put a ↑ after each metric to indicate the cases wherever a larger
value is better. Similarly, ↓ is used in cases wherever smaller value
indicates better performance.
4.1 Crowd Counting
For crowd counting, we evaluate the proposed methods on
three benchmark datasets: UCF CC 50 dataset [88], Shanghaitech
dataset [32] and WorldExpo’10 dataset [28]. The proposed net-
works are trained using Stochastic Gradient Descent with a mini-
batch size of 1 at a fixed constant momentum value of 0.9. Weight
decay with a fixed value of 0.0005 is used as a regularizer. We
use a fixed learning rate of 10−7 in the last convolution layer
of our crowd model to enlarge the gradient signal for effective
parameter updating and use a relatively smaller learning rate
of 10−9 in other layers. We set the ensemble size to be 64.
More specifically, we use a convolution layer with the kernel of
64 × 8 × 1 × 1 as regressor GQk on each output feature map to
get the final crowd density map. Specifically, each regressor GQk is
sparsely connected to a small portion of feature maps from the last
convolutional layer (conv5 3) of VGG16 network, implemented
via the well-established “group convolution” strategy [29], [89].
We also include another variant of the proposed method called
“NCL”, which is a shallow network optimized with the same
loss function. The details of this network will be elaborated in
Section 4.5.
The widely used mean absolute error (MAE) and the root
mean squared error (RMSE) are adopted to evaluate the perfor-
mance of different methods. The MAE and RMSE are defined as
follows:
MAE =
1
N
·
N∑
i=1
|(yi − y˜i)|, (23)
RMSE =
√√√√ 1
N
·
N∑
i=1
(yi − y˜i)2 (24)
Here N represents the total number of images in the testing
datasets, yi and y˜i are the ground truth and the estimated value
respectively for the ith image.
UCF CC 50 dataset The challenging UCF CC 50 dataset [88]
contains 50 images that are randomly collected from the Internet.
The number of head ranges from 94 to 4543 with an average
of 1280 individuals per image. The total number of annotated
persons within 50 images is 63974. Challenging issues such as
TABLE 1
Comparing results of different methods on the UCF CC 50 dataset.
Method Deep Features MAE ↓ RMSE ↓
Rodriguez et al. [90] 7 655.7 697.8
Lempitsky et al. [91] 7 493.4 487.1
Isrees et al. [88] 7 419.5 541.6
Zhang et al. [28] 3 467.0 498.5
CrowdNet [30] 3 452.5 -
Zhang et al. [32] 3 377.6 509.1
Zeng et al. [92] 3 363.7 468.4
Mark et al. [93] 3 338.6 424.5
Daniel et al. [33] 3 333.7 425.2
Sam et al. [34] 3 318.1 439.2
Elad et al. [15] 3 364.2 -
L2 3 394.3 556.9
SmoothL1 3 384.1 556.7
Tukey 3 380.7 552.0
NCL 3 354.1 443.7
DNCL 3 288.4 404.7
TABLE 2
Comparison of crowd counting methods on the Shanghaitech dataset.
Method Part A Part BMAE ↓ RMSE ↓ MAE ↓ RMSE ↓
LBR+RR 303.2 371.0 59.1 81.7
Zhang et al. [28] 181.8 277.7 32.0 49.8
Zhang et al. [32] 110.2 173.2 26.4 41.3
Sam et al. [34] 90.4 135.0 21.6 33.4
Liu et al. [94] - - 20.8 29.4
L2 105.4 152.3 40.4 58.6
SmoothL1 94.9 150.1 40.3 58.3
Tukey 104.5 151.2 40.3 58.4
NCL 101.7 152.8 25.7 38.6
DNCL 73.5 112.3 18.7 26.0
large variations in head number among different images from a
small amount of training images come in the way of accurately
counting for UCF CC 50 dataset. We follow the standard eval-
uation protocol by splitting the dataset randomly into five parts
in which each part contains ten images. Five-fold cross-validation
is employed to evaluate the performance. Since the perspective
maps are not provided, we generate the ground truth density map
by using the method of Zhang et al. [32].
We compare our method on this dataset with the state-of-the-
art methods. In [88], [90], [91], handcraft features are used to
regress the density map from the input image. Several CNN-based
methods in [28], [30], [32]–[34], [92], [93] were also considered
here due to their superior performance on this dataset. Table 1
summarizes the detailed results. Firstly, it is obvious that most
deep learning methods outperform hand-crafted features signifi-
cantly. In [30], Boominathan et al. proposed to employ a shallow
network to assist the training process of deep VGG network. With
the proposed deep negative learning strategy, it is also interesting
to see that 1) both our deep (“DNCL”) and shallow (“NCL”)
networks work well; 2) deep networks (“DNCL”) are better than
shallower networks (“NCL”), as expected. However, shallower
network still leads to competitive results and may be advantageous
in resource-constrained scenarios as it is computationally cheaper;
(3) it is straightforward to see that the deeper version of the
proposed method outperforms all others on this dataset; (4) the
proposed method performs favorably against a naive application
of multiple CNN ensemble of [15].
Shanghaitech dataset The Shanghaitech dataset [32] is a large-
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scale crowd counting dataset, which contains 1198 annotated im-
ages with a total of 330,165 persons. This dataset is the largest one
in the literature in terms of the number of annotated pedestrians.
It consists of two parts: Part A consisting of 482 images that
are randomly captured from the Internet, and Part B including
716 images that are taken from the busy streets in Shanghai.
Each part is divided into training and testing subset. The crowd
density varies significantly among the subsets, making it difficult
to estimate the number of pedestrians.
We compare our method with six existing methods on the
Shanghaitech dataset. All the detailed results for each method are
illustrated in Table 2. In the same way, we can see that all deep
learning methods outperform hand-crafted features significantly.
The shallow model in [32] employs a much wider structure by a
multi-column design and performs better than the shallower CNN
models in [28] in both cases. A deeper version of the proposed
method performs consistently better than the other shallow one, as
expected, because of employing a much deep pre-trained model.
Moreover, it is interesting to see that with deep negative learning,
even a relatively shallower network structure is on a par with
a much complicated and state-of-the-art switching strategy [34].
Finally, our deep structure leads to the best performance in terms
of MAE on Part A and RMSE on Part B.
WorldExpo’10 dataset The WorldExpo’10 dataset [28] is a
large-scale and cross-scene crowd counting dataset. It contains
1132 annotated sequences which are captured by 108 independent
cameras, all from Shanghai 2010 WorldExpo’10. This dataset con-
sists of 3980 frames with a total of 199,923 labeled pedestrians,
which are annotated at the centers of their heads. Five different
regions of interest (ROI) and the perspective maps are provided
for the test scenes.
We follow the standard evaluation protocol and use all the
training frames to learn our model. For comparison, the quanti-
tative results are given in Table 3. In the same way, we observe
that learned representations are more robust than the handcraft
features. Even without using the perspective information, our
results are still comparable with another deep learning method [28]
which used perspective normalization to crop 3× 3 square meters
patches with 0.5 overlaps on testing time. The deeper version of
our proposed method outperforms all other in terms of average
performance.
TABLE 3
Comparison of mean absolute error (MAE ↓) of different crowd
counting methods on the WorldExpo’10 dataset.
Method Scenes Avg.S1 S2 S3 S4 S5
LBP+RR 13.6 58.9 37.1 21.8 23.4 31.0
Zhang et al. [28] 9.8 14.1 14.3 22.2 3.7 12.9
Zhang et al. [32] 3.4 20.6 12.9 13.0 8.1 11.6
Sam et al. [34] 4.4 15.7 10.0 11.0 5.9 9.4
Liu et al. [94] 2.0 13.1 8.9 17.4 4.8 9.3
L2 3.3 37.9 19.5 10.5 3.7 14.9
SmoothL1 3.7 45.0 30.1 11.1 3.7 18.7
Tukey 3.3 38.3 19.5 10.5 3.7 15.0
NCL 4.9 14.3 18.7 11.3 4.6 10.7
DNCL 1.9 12.1 20.7 8.3 2.6 9.1
4.2 Personality Analysis
For personality analysis, the ensemble size is set to be 16. We use
the ChaLearn personality dataset [3], which consists of 10k short
video clips with 41.6 hours (4.5M frames) in total. In this dataset,
people face and speak to the camera. Each video is annotated
with personality attributes as the Big Five personality traits (Ex-
traversion, Agreeableness, Conscientiousness, Neuroticism and
Openness) [3] in [0, 1]. The annotation was done via Amazon
Mechanical Turk. For the evaluation, we follow the standard
protocol in ECCV 2016 ChaLearn First Impression Challenge [3],
and use the mean accuracy A and coefficient of determination R2,
which are defined as follows:
A = 1− 1
N t
Nt∑
i
|YPi −Pi|, (25)
R2 = 1−
Nt∑
i
(YPi −Pi)2/
Nt∑
i
(Y¯P −Pi)2, (26)
where N t denotes the total number of testing samples, YP the
ground truth, Pi the prediction, and Y¯P the average value of the
ground truth.
We train the whole network with an initial learning rate of
0.01. For each mini-batch, we randomly select 10 videos thus
generating a total batch size of 100. We set K = 8 in this
experiment and train the network for 28k iterations and decrease
the learning rate by a factor of 10 in the 16kth, 24kth and 28kth
iteration.
The quantitative comparison between the proposed method
and other state-of-the-art works on personality recognition is
shown in Table 4. Moreover, Table 5 lists the comparison of
the details of several latest personality recognition methods. In
contrast to other approaches, ours can be trained end-to-end using
only one pre-trained model. Moreover, unlike most methods which
fuse both acoustic and visual cues, our proposed method uses
only video frames as input. The teams from NJU-LAMDA to
BU-NKU-v1 are the top five participants in the 1st ChaLearn
Challenge on First Impressions [3]. Note that BU-NKU was the
only team not using audio in the challenge, and their predictions
were rather poor comparatively. After adding the acoustic cues,
the same team won the 2nd ChaLearn Challenge on First Impres-
sions [3]. Importantly, our methods only consider visual streams.
Firstly, we observe that the deeply learned representations are well
transferable between face verification and personality analysis.
This can be verified by the last four results in Table 4. By utilizing
state-of-the-art face verification network and good practices in
video classification [78], those methods outperform current state-
of-the-arts. Secondly, L2 and SmoothL1 loss and Tukey Loss
all lead to comparably good results for this task. Finally, the
proposed method outperforms all the methods on both metrics
in all scenarios.
4.3 Age Estimation
We use the same training and evaluation protocol as done in [27].
More specifically, we first use a standard face detector to de-
tect faces [109] and further localized the facial landmarks by
AAM [110]. The ensemble size is 5. After that, we perform
face alignment to guarantee all eyeballs stay at the same po-
sition in the image. We further augment the training data by
the following strategies: (1) cropping images with some random
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TABLE 4
Personality prediction bench-marking using mean accuracy A and coefficient of determination R2 scores. The results of the first 6 methods are
copied from [3] and [42].
Average Extraversion Agreeableness Conscientiousness Neuroticism Openness
A ↑ R2 ↑ A ↑ R2 ↑ A ↑ R2 ↑ A ↑ R2 ↑ A ↑ R2 ↑ A ↑ R2 ↑
NJU-LAMDA 0.913 0.455 0.913 0.481 0.913 0.338 0.917 0.544 0.910 0.475 0.912 0.437
Evolgen 0.912 0.440 0.915 0.515 0.912 0.329 0.912 0.488 0.910 0.455 0.912 0.414
DCC 0.911 0.411 0.911 0.431 0.910 0.296 0.914 0.478 0.909 0.448 0.911 0.402
Ucas 0.910 0.439 0.913 0.489 0.909 0.292 0.911 0.520 0.906 0.457 0.910 0.439
BU-NKU-v1 0.909 0.394 0.916 0.514 0.907 0.234 0.913 0.487 0.902 0.363 0.908 0.372
BU-NKU-v2 0.913 - 0.918 - 0.907 - 0.915 - 0.911 - 0.914 -
L2 0.915 0.467 0.920 0.544 0.912 0.333 0.918 0.543 0.913 0.482 0.916 0.426
SmoothL1 0.915 0.466 0.919 0.542 0.912 0.332 0.919 0.548 0.912 0.480 0.913 0.428
Tukey 0.915 0.467 0.919 0.542 0.912 0.332 0.919 0.551 0.912 0.479 0.913 0.430
DNCL 0.918 0.497 0.923 0.571 0.914 0.365 0.922 0.581 0.914 0.512 0.915 0.458
(a) Original Image
(b) HR GT (PSNR, SSIM) (c) Bibubic (12.8, 18.7) (d) DRRN (13.3, 30.2)
(e) SmoothL1 (13.3, 29.5) (f) Tukey (13.3, 30.2) (g) Ours (13.4, 30.4)
Fig. 4. Visual comparison for 4× super-resolution of different super-resolution results. Fig. 4b shows the ground-truth high resolution image cropped
from the original image in Fig. 4a.
TABLE 5
Comparison of the properties of the proposed method vs. the top
teams in the 2016 ChaLearn First Impressions Challenge.
Fusion Modality End-to-EndAudio Video
Ours late 7 3 3
NJU-LAMDA1 late 3 3 3
Evolgen early 3 3 3
DCC late 3 3 3
Ucas late 3 3 7
BU-NKU-v1 early 7 3 7
BU-NKU-v22 early 3 3 7
1 winner, 1st ChaLearn First Impressions Challenge (ECCV 2016).
2 winner, 2nd ChaLearn First Impressions Challenge (ICPR 2016)
offsets, (2) adding Gaussian noise to the original images, and (3)
randomly flipping from left to right. We compare the proposed
method with various state-of-the-arts on two standard benchmarks:
MORPH [95] and FG-NET [96].
As for the evaluation metric, we follow the existing method
and choose Mean Absolute Error (MAE) as well as Cumulative
Score (CS). CS is calculated by CS(l) = NlN 100%, where N is
the total number of testing images and Nl is the number of testing
facial images whose absolute error between the estimated age and
the ground truth age is not greater than l years. Here, we set the
same error level 5 as in [27].
We first summarize our results on MPRPH dataset in Table 6.
It contains more than 55,000 images from about 13,000 people of
TABLE 6
Results of different age estimation methods on the MORPH [95] and
FG-NET [96] datasets.
Method MORPH FG-NETMAE ↓ CS ↑ MAE ↓ CS ↑
Human workers [51] 6.3 51.0 4.70 69.5
AGES [48] 8.83 46.8 6.77 64.1
MTWGP [97] 6.28 52.1 4.83 72.3
CA-SVR [98] 5.88 57.9 4.67 74.5
SVR [99] 5.77 57.1
LARR [99] 5.07 68.9
OHRank [100] 6.07 56.3 4.48 74.4
DLA [101] 4.77 63.4 4.26 -
Rank [102] 6.49 49.1 5.79 66.5
DIF [51] - - 4.80 74.3
CPNN [53] - - 4.76 -
CAM [103] - - 4.12 -
Rothe et al. [104] 3.45 - 5.01 -
DEX [59] 3.25 - 4.63 -
dLDLF [105] 3.02 81.3 - -
ARN [57] 3.00 - - -
DRF [27] 2.91 82.9 3.85 80.6
SmoothL1 2.99 82.5 3.95 80.9
Tukey 2.90 83.1 3.87 82.5
DNCL 2.85 83.8 3.71 81.8
different races. We perform our evaluation on the first setting (set-
ting I) [27] which selects 5,492 images of Caucasian Descent
people from the original MORPH dataset to reduce the cross-
ethnicity effects. In this setting, these 5,492 images are randomly
partitioned into two subsets: 80% of the images are selected for
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TABLE 7
Average PSNR/SSIM/IFC score for image super-resolution of scale factor ×2, ×3 and ×4 on datasets Set5, Set14, BSD100 and Urban100.
Dataset PSNR/SSIM/IFC ↑SRCNN [60] SelfEx [106] RFL [107] VDSR [108] DSRN [67] DRRN [4] Tukey SmoothL1 DNCL
set5
×2 36.7/95.4/8.04 36.5/95.4/7.81 36.5/95.4/8.56 37.5/95.9/8.57 37.7/95.9/8.6 37.7/95.9/8.67 37.5/95.9/7.58 37.0/95.6/7.08 37.8/95.9/8.70
×3 32.8/90.9/4.66 32.6/90.9/4.75 32.4/90.6/4.93 33.7/92.1/5.22 33.9/92.2/5.22 34.0/92.4/5.49 33.1/91.6/4.65 33.0/91.6/4.58 34.1/92.5/5.43
×4 30.5/86.3/2.99 30.3/86.2/3.17 30.1/85.5/3.19 31.6/88.4/3.55 31.4/88.3/3.50 31.7/88.9/3.70 30.8/87.4/2.78 30.4/87.1/2.73 31.7/89.0/3.73
set14
×2 32.5/90.7/7.78 32.2/90.3/7.59 32.3/90.4/8.18 33.0/91.2/8.18 33.2/91.3/8.17 33.2/91.4/8.32 32.7/86.9/7.48 32.2/87.0/7.10 33.2/91.4/8.30
×3 29.3/82.2/4.34 29.2/82.0/4.37 29.1/81.6/4.53 29.8/83.1/4.73 30.3/83.7/4.89 30.0/83.5/4.88 29.4/82.7/4.22 29.5/82.4/4.17 30.0/83.5/4.89
×4 27.5/75.1/2.75 27.4/75.2/2.89 27.2/74.5/2.92 28.0/76.7/3.13 28.1/77.0/3.15 28.2/77.2/3.25 27.7/76.0/2.87 27.1/75.4/2.84 28.3/77.3/3.28
BSD100
×2 31.4/0.89/- 31.2/88.6/- 31.2/88.4/- 31.9/89.6/- 32.1/89.7/- 32.1/89.7/- 31.7/88.4/- 31.6/88.3/- 32.1/89.8/-
×3 28.4/78.6/- 28.3/78.4/- 28.2/78.1/- 28.8/79.8/- 28.8/79.7/- 29.0/80.0/- 28.6/79.3/- 28.2/78.8/- 29.0/80.1/-
×4 26.9/71.0/- 26.8/71.1/- 26.8/70.5/- 27.3/72.5/- 27.3/72.4/- 27.4/72.8/- 27.0/71.8/- 27.0/70.8/- 27.4/72.9/-
Urban100
×2 29.4/89.5/7.99 29.5/89.7/7.94 29.1/89.0/8.45 30.8/91.4/8.65 31.0/91.6/8.60 31.2/91.9/8.92 30.3/90.9/7.87 30.1/90.1/7.25 31.3/92.0/8.95
×3 26.2/79.9/4.58 26.4/80.9/4.84 25.9/79.0/4.80 27.1/82.8/5.19 27.2/82.8/5.17 27.5/83.8/5.46 26.6/81.4/4.58 26.5/81.4/4.52 27.6/83.8/5.47
×4 24.5/72.2/2.96 24.8/73.7/3.31 24.2/71.0/3.11 25.2/75.2/3.50 25.1/74.7/3.30 25.4/76.4/3.68 24.7/73.3/2.93 24.1/73.2/2.86 25.6/76.5/3.71
training and others for testing. The random partition is repeated 5
times, and the final performance is averaged over these 5 different
partitions. Since the DRF method [27] assumed each leaf node was
a normal distribution, minimizing negative log likelihood loss was
equivalent to minimize the L2 loss of each node 1. As can be seen
from Table 6, the proposed method achieves the best performance
on this dataset, and outperforms the current state-of-the-arts with
a clear margin.
We then conduct experiments on FG-NET [96], which contains
1002 facial images of 82 individuals. Each individual in FG-NET
has more than 10 photos taken at different ages. The FG-NEt data
is challenging because each image may have a large variation in
lighting conditions, poses and expressions. We follow the protocol
of [27] to perform “leave one out” cross validation on this dataset.
The quantitative comparisons on FG-NET dataset are shown in
Table 6. As can be seen, our method achieves better results (MSE:
3.71 vs 3.85 and CS: 81.8 vs 80.6) than DRF [27].
4.4 Image Super-resolution
We follow exactly the same training and evaluation protocol.
More specifically, by following [107], [108], a training dataset
of 291 images, where 91 images are from Yang et al. [111] and
other 200 images are from Berkeley Segmentation Dataset [112],
were utilized for training. Finally, the method was evaluated on
Set5 [113], Set14 [114], BSD100 [112] and Urban100 [106]
dataset, which have 5, 14, 100 and 100 images respectively. The
initial learning rate is set to 0.1 and then decreased to half every
10 epochs. Since a large learning rate is used in our work, we
adopt the adjustable gradient cliping [4] to boost the convergence
rate while suppressing exploding gradients. Peak Signal-to-Noise
Ratio (PSNR), Structural SIMilarity (SSIM) [115] and Informa-
tion Fidelity Criterion (IFC) [116] were used for the quantitative
evaluations.
Table 7 summarizes the main results of both PSNR in db and
SSIM (×100%) on the four testing sets. Similarly, the results of
IFC are presented in Table 7. Firstly, we can find that the image
super-resolution is extremely challenging as most state-of-the-art
approaches perform comparably well. However, it is still obvious
that the proposed method outperforms the original L2 loss in most
cases, leading to even better results than a more recent work using
dual-state recurrent networks [67]. In addition, other loss functions
such as SmoothL1 and Tukey loss are both outperformed by L2
1. Actually the released implementation of DRF [27] used L2 loss to avoid
observing negative loss during training.
TABLE 8
Comparing the performance of NCL and conventional ensemble on the
crowd counting task.
Datasets Conventional Ensemble DNCLMAE ↓ RMSE ↓ MAE ↓ RMSE ↓
UCF CC 50 380.5 527.2 288.4 404.7
Shanghaitech Part A 91.6 127.9 73.5 112.3
Shanghaitech Part B 21.3 30.9 18.7 26.0
WorldExpo’10 16.4 - 9.1 -
loss in a large margin. Qualitative comparisons among DRRN [4]
and SmoothL1, Tukey and our proposed method are illustrated in
Fig. 4. As we can see, our method produces relatively sharper
edges with respect to patterns, while other methods may give
blurry results.
4.5 Discussions
After demonstrating the superiority of the proposed method by
extensively comparing them with many state-of-the-art methods
on multiple datasets, we now provide more discussions to shed
light upon their rationale and sensitivities with some hyper-
parameters.
NCL or Conventional Ensemble Learning? In Table 8, we
compared the performance of the proposed method with con-
ventional ensemble learning and choose crowd counting as a
study case. It is widely accepted that training deep networks like
VGG remains to be challenging. In [30], a shallow network was
proposed to assist the training and improve the performance of
deep VGG network. When compared with results achieved on
dataset UCF CC 50 by other methods shown in Table 1, our
implementation of a conventional ensemble method using a single
VGG network leads to much improved results. However, it still
over-fits severely compared with other state-of-the-art methods.
More specifically, it was outperformed by recent methods such as
multi-column structure [32], multi-scale Hydra method [33], and
advanced switching strategy [34]. In contrast, the proposed method
leads to much improved performance compared with this baseline
in all cases and outperforms all the aforementioned methods. As
illustrated in Fig. 2, the NCL mechanism used here encourages
diversities in the ensemble and thus it is more likely to allow
error canceling. For more results on other datasets, please refer
to Table 9 and Table 10.
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TABLE 9
Results of different ensemble strategies on the age and crowd datasets.
Dataset MORPH ShanghaiA
Metric MAE↓ CS↑ MAE↓ RMSE↓
Proposed 2.35 83.8 73.5 112.3
L1-NCL 2.94 82.8 77.9 118.86
Tukey-NCL 2.87 83.4 86.3 121.7
Conventional Ensemble 2.89 83.1 91.6 127.9
TABLE 10
Results of different ensemble strategies on the personality and the
Urban100 (scale factor of ×4) dataset.
Chalearn (Average Score) Urban100 (4× 4)
A ↑ R2 ↑ PSNR/SSIM/IFC ↑
Proposed 0.918 0.497 25.6/76.5/3.71
L1-NCL 0.916 0.468 24.6/75.2/3.46
Tukey-NCL 0.915 0.467 24.9/74.1/3.21
Conventional Ensemble 0.917 0.470 24.7/75.0/3.44
The learning objective function in Eqn. (11) is also in line
with Breiman’s strength-correlation theory [12] on the VC-type
bound for the generalization ability of ensemble models, which
advocated both accurate and decorrelated individual models. It
as well appreciated that the individual model should be able to
exhibit different patterns of generalization– a very simple intuitive
explanation is that a million identical estimators are obviously no
better than a single.
DNCL for other loss functions It is widely-accepted that en-
couraging the diversity could generate better ensemble. Although
DNCL is derived under the commonly used L2 loss function, here
we show that naively apply this idea to other loss functions could
be beneficial. To this end, we replace the first part in Eqn. 11 with
other loss functions while keep the second part unchanged to make
the ensemble negatively-correlated. We report the detailed results
in Table 9 and Table 10. Firstly, the results show that the proposed
ensemble strategy still generates better results than single model
for each loss function but is outperformed by the proposed method.
Secondly, one can observe that in some cases NCL with other
loss functions were outperformed by conventional ensemble. This
indicates that another diversity measurements [117] could be better
when other loss functions were utilized.
Effect of λ and K . Parameter λ controls the correlation between
each model in the ensemble. On the one hand, setting λ = 0 is
equivalent to train each regressor in an independent manner. On
the other hand, employing a larger value for λ overemphasizes the
effect of diversity and may lead to poor individual regressors.
We empirically find that setting λ to be a relatively smaller
value λ ∈ [10−3, 10−2] usually leads to satisfactory results.
Parameter K stands for the number of base regressors in the
ensemble. Theoretically speaking, conventional ensemble learn-
ing such as bagging and decision tree ensemble requires larger
ensemble sizes [72], [73], [118] to perform well. However, with
the constraint of using the same amount of parameter, increasing
the value of K will pass each base model less input information,
which may lead to worse performance. We empirically find that
the proposed method works well even with a relatively smaller
ensemble size. For crowd counting, setting K to be within 32 and
64 can generate satisfactory results and it is set to be 64 by default
TABLE 11
Effect of K on Shanghai Part A dataset.
K 1 16 32 64 128 256 512
MAE↓ 105.4 94.1 79.1 73.5 179.4 433.3 433.5
RMSE↓ 152.3 138.8 113.1 112.3 257.1 560.2 560.2
as no significant improvement is observed with a more number of
regressors. More detailed report on the effect of K are provided
in Table 11. Similarly, the performances of personality analysis
and image super-resolution are stable when K is within [8,16]
and [16,32] and they are set to be 8 and 16, respectively. For age
estimation, we use the same ensemble size of 5 as done in the
original paper [27].
Independent of the network backbone. While tremendous
progress has been achieved in vision community by aggressively
exploring deeper [119] or wider architectures [120], specially-
designed network architecture [121], [122], or heuristic engineer-
ing tricks [123] with the standard convolution + pooling recipe, we
want to emphasize that the proposed method is independent of the
network backbone and almost complementary to those strategies.
To show this , we first observe that combing the proposed NCL
learning strategies with each “special-purpose” network in each
task can lead to improved results. In order to further demonstrate
the independence between the proposed method and the network
backbone, we choose crowd counting as an example and train a
relatively shallower model named as NCL, which is constructed
by stacking several Multi-Scale Blob as shown in Fig. 5, aiming
to increase the depth and expand the width of the crowd model
in a single network. Multi-Scale Blob (MSB) is an Inception-
like model which enhances the feature diversity by combining
feature maps from different network branches. More specifically,
it contains multiple filters with different kernel size (including
7× 7, 5× 5 and 3× 3). This also makes the net more sensitive to
crowd scale changing of the images.
Motivated by VGGNet [124], to make the model more discrim-
inative, we further achieve 5 × 5 and 7 × 7 convolutional layers
by stacking two and three 3×3 convolutional layers, respectively.
In our adopted network, the first convolution layer consists of
16 × 5 × 5 filters and is followed by a 2 × 2 max pooling layer.
After that, we stack two MSB modules as demonstrated in Fig. 5,
where the first MSB module is followed by a 2 × 2 max-pooling
layer. The number of feature maps of each convolution layer in
these two MSB modules is 24 and 32, respectively. Finally, we
use the same 1× 1 convolution layer on each of the feature maps
as regressor GQk to get the final crowd density map.
Previous layer
Filter concatenation
3×3
3×3
3×3 3×33×3
3×3
Fig. 5. The Multi-Scale Blob module used in NCL.
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The main results of the shallow network can be found in Ta-
ble 1, Table 2 and Table 3. With the proposed negative correlation
learning strategy, it is also interesting to see that 1)both our deep
and shallow networks work well; 2) deep networks (DNCL) are
better than shallower networks (NCL), as expected. However, the
shallower network (NCL) still leads to competitive results and
may be advantageous in resource-constrained scenarios as it is
computationally cheaper.
Other Aggregation Methods Our loss function is derived
under the widely-used ensemble setting in which each base model
is assigned with equal importance. In this part we investigate
the effect of DNCL when different base model has different
importance. To this end, we use another 1 × 1 convolution to
aggregate the results from each base model and report the results
the on Shanghaitech Part A dataset and the results are summarized
in Table 12. The experimental results shows that the proposed
methods achieve better results. However, as the diversities are also
enhanced in the “weighted average” method, the results are better
than conventional ensemble, as expected.
TABLE 12
Comparison of different aggregation methods on the Shanghaitech
Part A dataset.
MAE RMSE
Conventional Ensemble 91.6 127.9
DNCL 73.5 112.3
Weighted average 83.5 120.8
Visualization of the Enhanced Diversities. In this section we
provide another evidence to show the enhanced diversities in our
ensemble methods. We choose crowd counting as our studying
case and compute their pair-wise Euclidean distance between each
pair of the predictions from each base model. From Fig. 6e and
Fig. 6f, we can easily observe that there exist a larger discrepancy
in the proposed method, as we expected. Finally, a more diversified
ensemble leads to better final performance, as can be found in
Fig. 6b, 6c and 6d.
5 CONCLUSION
In this paper, we present a simple yet effective learning strategy
for regression. We pose a typical deep regression network as an
ensemble learning problem and learn a pool of weak regressors
using convolutional feature maps. The main component of this
ensemble architecture is the introduction of negative correlation
learning (NCL), which aims to improve the generalization capa-
bility of the ensemble models. We show the proposed method has
sound generalization capability through managing their intrinsic
diversities. The proposed method is generic and independent of
the backbone network architectures. Extensive experiments on
several challenging tasks including crowd counting, personality
analysis, age estimation and image super-resolution demonstrate
the superiority of the proposed method over other loss functions
and current state-of-the-arts.
ACKNOWLEDGMENTS
This research was supported by NSFC (NO. 61620106008), the
national youth talent support program, and Tianjin Natural Science
Foundation (17JCJQJC43700, 18ZXZNGX00110).
(a) Original Image (b) Density Map (568)
Pr
ed
ic
tio
n
re
su
lts
(c) Conventional ensemble (679) (d) DNCL (562)
Pa
ir-
w
is
e
di
ff
er
en
ce
(e) Conventional ensemble (f) DNCL
Fig. 6. Visualization on the diversities with all 64 base models. The first
row shows the input image and the ground-truth number of people.
The second row shows the predicted density map from conventional
ensemble and NCL, respectively. The number in the bracket represents
the ground-truth number of people. The third row shows the pair-wise
Euclidean distance between the predictions of individual base models
in conventional ensemble and NCL, respectively. It can be seen that the
proposed method leads to much diversified base models which can yield
better overall performances.
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