In this work we study the relation between restricted dissimilarity functions-and, more generally, dissimilarity-like functions-and penalty functions and the possibility of building the latter using the former. Several results on convexity and quasiconvexity are also considered.
Introduction
Penalty functions provide a very useful tool to obtain an output which is the most similar one to a given set of inputs ( [6, 7, 11] ). In this sense, they are very useful in any application in which several inputs have to be merged into a single output containing the relevant information provided by the inputs. This usefulness has been made clear in many different applications, such as image processing (for the fusion of different images) [1] or decision making (to evaluate each of the alternatives taking into account the different criteria) [3] . Please note that the notion of penalty function here is not the same as the commonly used in optimization.
A key question is how these penalty functions can be built. In [4] it was established that a possible manner is to consider a weighted mean of the socalled faithful dissimilarity functions, which can be built from some continuous strictly monotone function (scaling function) and a convex function (shape function) which has a unique minimum at the origin.
But, since a weighted mean is a particular instance of aggregation function, this approach raises the question of whether this construction can be generalized by using other aggregation functions or even other kinds of dissimilarity-like functions.
In this work we carry on a study on restricted dissimilarity functions, their relation with convexity and quasi-convexity and their use to build penalty functions. Finally we also consider the relaxation of the conditions required to restricted dissimilarity functions.
The structure of the contribution is as follows. We start with some preliminaries including some properties of penalty functions and penalty-based aggregation functions. In Section3 we deal with restricted dissimilarity functions and we analyze their relation with metrics and convexity. Section 4 and 5 are devoted to the construction of penalty functions by means of aggregation functions and dissimilaritylike functions. We finish with some conclusions.
fuzzy negations, which are non-increasing functions N : [0, 1] → [0, 1] such that N (0) = 1 and N (1) = 0 that are said to be strict negations when they are strictly decreasing.
We recall now the concepts of convexity and quasi-convexity, which are crucial for the present work. Let D denote an interval.
Definition 3 Let
g : D ⊆ (−∞, ∞) → [−∞, ∞] be a mapping.
g is convex if the inequality
holds for every x, y ∈ D and λ ∈ [0, 1].
g is quasi-convex if the inequality
Note that every convex function is in particular quasi-convex, whereas the reciprocal is not true. On the other hand, regarding quasi-convex functions, we have the following important result.
the set of minimizers of g is a non-empty subinterval of D.
A penalty based function provides a way for obtaining an output which is as similar as possible to the considered inputs (in the sense of the penalty function that is chosen). We start recalling the concept of penalty function. [6, 7, 11] A penalty function is a mapping P :
Definition 4
[0, 1] n+1 → [0, ∞] such that: 1. P (x 1 , . . . , x n , y) = 0 if x i = y for every i = 1, . . . , n; 2. P (·, y) is a quasi-convex function in y. That is, for any fixed (x 1 , . . . , x n ) ∈ [0, 1] n the function p(y) = P (x 1 , . . . , x n , y) is quasi-convex.
Definition 5 Let P be a penalty function. The penalty based function (or function based on the penalty function P ) is the mapping
if a and b are the boundary points of the set of minimizers of P .
Note that in general penalty based functions need not be aggregation functions since monotonicity can not be assured. However, the following result holds.
Theorem 2 [6] Any averaging aggregation function can be represented as a penalty based aggregation function.

Restricted dissimilarity functions, convexity and metrics
The concept of restricted dissimilarity function was introduced in [4]
is an example of restricted dissimilarity function which is not even continuous.
The mapping
where
two automorphisms of the unit interval (i.e., two increasing bijections on [0, 1]) is a restricted dissimilarity function.
Restricted dissimlarity function can be related to well-known functions. For instance: , N (y)} = {0, 1}, and once again from the strictness of N , this is equivalent to {x, y} = {0, 1}.
The strict monotonicity of d (1, d(1, x) . First of all, since d (1, x) is strictly monotone, d(1, 1) 
On the other hand, we can also state the following result.
Theorem 4 Let d
Proof. Take x, λ ∈ [0, 1]. We know that, for all
There are three possibilities. i) x ≤ min(y 1 , y 2 ). Then
ii) min(y 1 , y 2 ) ≤ x ≤ max(y 1 , y 2 ) In this situation two things can happen:
Proof. From the symmetry of d R we have that
is smaller than or equal to
which is also less than or equal to max( max (d R (x 1 , y 1 ), d R (x 2 , y 1 y 2 )) ).
The following example shows that a restricted dissimilarity function needs not be quasi-convex in both of its arguments. 
Example 2 Take
Restricted dissimilarity functions which are concave can be related to metrics as follows.
] be a restricted dissimilarity function which is concave in each coordinate. Then d R is a metric on [0, 1].
Proof. We have to check the triangle inequality of d R only, as the other properties of metrics are trivially fulfilled by d R . The only non-trivial case to be checked is when 0 ≤ x < z < y ≤ 1. Then the concavity in one coordinate ensures for each λ ∈ [0, 1] that
2 is a strict dissimilarity restricted function which is not a metric (note that it is not concave in each coordinate).
Analogously to the case of penalty functions we can introduce the concept of faithful restricted dissimilarity function as follows.
Definition 7 [3] A faithful restricted dissimilarity function is a restricted dissimilarity function d R such that there exist a strictly increasing and continuous function
We can provide a characterization of restricted dissimilarity functions in terms of automorphisms and bijections, as follows. 
for every x, y ∈ [0, 1].
If we consider ϕ(x) = x 2 and h(x) = x α we see that the mapping
is a faithful restricted dissimilarity function.
Construction of penalty functions by means of convex functions
Faithful restricted dissimilarity functions can be used to build penalty functions as the following result shows.
is a penalty function.
Note that if we define the aggregation function:
which is a weighted mean, the previous penalty function can be written as:
This expression raises the question of whether other types of aggregation functions and/or other kinds of dissimilarity-like functions can be used to obtain penalty functions. In this sense, a first result is the following, which shows how convex aggregation functions and convex dissimilarity-like functions can be used for such construction. x 1 , y), . . . , d n (x n , y)) is a penalty function.
Proof.
1. If x i = y for every i = 1, . . . , n, then from the properties demanded to d i and the fact that M (0, . . . , 0) = 0 it follows that P (x, . . . , x, x) = 0. 2. Quasi-convexity of P follows from a straight calculation, since the composition of a convex non-decreasing function with convex functions is also convex.
In particular, this result implies that we need to deal with convex aggregation functions. In this sense, note that for instance the maximum and the weighted mean are convex. However, the study of convexity for general aggregation functions is not easy, so it would be desirable to find an alternative approach.
Construction of penalty functions by means of maxitive and quasi-convex functions
Notice that, in fact, we do not need to make use of full convexity. Quasi-convex dissimilarity-like functions and maxitive aggregation functions are sufficient for building penalty functions. The concept of maxitivity was introduced by Dubois and Prade [8] in order to aggregate possibility measures. It reads as follows. 
