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Пусть x – вектор продуктов, R – вектор ресурсов. Мы имеем аддитивную 
функцию полезности ),( xu  вида 
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и аддитивные ограничения по ресурсам: 
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где j=1,…,n –  индекс продукта; ),...,( m1 RRR   – вектор ресурсов; i = 1,…,m – 
индекс ресурса; )( jj xu  – функция полезности производства j–го продукта jx ;  
),( xu  – функция полезности общего объема j-х продуктов; ),( jjj xg   – вектор-
ная строго выпуклая функция потребления ресурсов  при производстве j–го 
продукта jx ; j  
– вектор параметров j–й технологии, jj B  
– выпуклые мно-
жества; Q – выпуклое множество. 
Пусть *x – решение задачи (1) – (3), а ),( xu  – измеряется как общий объ-
ем материальных благ. Рассмотрим вектор p: 
        jj xxup  /)(
*                                     (4) 
и вектор w: 
                            ./)( * jj Rxuw                                  (5) 
В этом случае вектор p оказывается вектором цен на продукты, а вектор 
w – вектором цен на ресурсы. 
Задача (1) – (3) – это типичная задача параметрического выпуклого нели-
нейного программирования. Содержательно она интерпретируется как задача 
оптимального производственного управления. Величины параметров этой зада-
чи зависят от многих факторов реального процесса, не учтенных в приведенной 
здесь модели. 
Если сделать модель более адекватной реальности, внести в нее эти зави-
симости,  то это приведет к значительному ее усложнению и повысит размер-
ность задачи. С другой стороны, модель с фиксированными значениями пара-
метров может оказаться слишком грубой, поскольку часто эти значения выби-
  
раются весьма произвольным образом. На самом деле следует, по видимому, 
учитывать тот факт, что известными бывают не сами значения параметров, а 
множество их возможных значений. Модель, в которой параметрам приписаны 
не конкретные числа, а множество возможных значений, более точно соответ-
ствует реальности. На этом пути мы от этой задачи приходим к следующему ее 
уточненному варианту. 
Рассмотрим следующий вариант задачи (1) – (3). 
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Здесь j1ij0ij  ,, – множество возможных значений ресурсов, так как значения 
коэффициентов j1ij0ij  ,,  
– описаны в форме нечетких подмножеств, т.е. за-
даны функции принадлежности соответствующих множеств. 
Фактически мы конкретизируем задачу (1) –(3): используем функцию по-
лезности ),( xu  по типу Кобба-Дугласа, g(x) приближаем членами с точностью 
до второго порядка, а множество допустимых векторов x – множество допу-
стимых объемов производства – берем положительным ортантом. 
Если функции принадлежности )(),(),( j1i
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но рассматривать  
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как приведенные субъективные распределения вероятностей значений компо-
нент функции принадлежности  ,, . Тогда j1ij0ij  ,, определяются: 
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Здесь i=1,…,m; j=1,…,n. 
В итоге получаем обычную задачу выпуклого нелинейного программирования 
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Пусть m=1. Тогда нечеткое аналитическое решение задачи (9)–(11) имеет 
функции принадлежности  
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Таким образом при  m=1. Тогда нечеткому решению соответствует нечет-
кое максимальное значение )(xO   функции ),( xu : 
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Обозначим через iO  множество решений удовлетворяющих ограничива-
ющие условия задачи (6)–(8). В силу того что коэффициенты заданы нечетко, 
iO  является нечетким множеством. Пусть его функция принадлежности )(xO . 
Таким образом 
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Отображение u, задаваемое (6) описывается выражением 
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В связи с тем, что jx  – элемент нечеткого множества jA  в X, jy  будет 
принадлежат некоторому нечеткому множеству jB  в Y при отображении u. Со-
гласно [1] функция принадлежности множества jA  и его образа jB  связаны со-
отношением 
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Подставив (18) в (19) ),( yxu , получим 
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Для функции ),( xuy   множество iO  является прообразом .jB  Отсюда, 
согласно [1], имеем 
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Подставив (20) в (21), получим 
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Решением (22) для  )(xA  является 
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Пусть ),...,( n1 xxx  . Тогда допустимое решение является пересечением не-
четких множеств ;,...,, n1iOi   
.... n21 OOOO                                (24) 
Если исследователь предпочитает выбрать в качестве решения конкрет-
ную альтернативу Xx , то его выбор должен опираться не только на степень 
принадлежности этой альтернативы нечеткому множеству )(x , но и на соот-
ветствующее значение функции ),( xu . Как  следует из предложения, чем 
больше значение Or  , тем меньше степень принадлежности )(x той альтернати-
вы, которая дает значение .),( Orxu   Поэтому исследователь должен сначала  
обратиться к нечеткому максимальному значению )(rO  функции ),( xu  и вы-
брать пару ))(,( OOO rr  ,  которая согласуется с его желанием получить по воз-
можности большую степень принадлежности выбранного Or  множеству ).(rO  
После этого имеет смысл выбрать такую альтернативу ),( O
1
O rux
 , которая 
имеет наибольшую степень принадлежности множеству  (x). 
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