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Abstract
A multi-component mean field model has been applied to predict the particle
evolution of the γ′ particles in the nickel based superalloy IN738LC, captur-
ing the transition from an initial multimodal particle distribution towards a
unimodal distribution. Experiments have been performed to measure the coars-
ening behaviour during isothermal heat treatments using quantitative analysis
of micrographs. The three dimensional size of the γ′ particles has been approx-
imated for use in simulation. A coupled thermodynamic/mean field modelling
framework is presented and applied to describe the particle size evolution. A
robust numerical implementation of the model is detailed that makes use of
surrogate models to capture the thermodynamics. Different descriptions of the
particle growth rate of non-dilute particle systems have been explored. A nu-
merical investigation of the influence of scatter in chemical composition upon
the particle size distribution evolution has been carried out. It is shown how the
tolerance in chemical composition of a given alloy can impact particle coarsening
behaviour. Such predictive capability is of interest in understanding variation in
component performance and the refinement of chemical composition tolerances.
It has been found that the inclusion of misfit strain within the current model
formulation does not have a significant affect upon predicted long term particle
coarsening behaviour. Model predictions show good agreement with experimen-
tal data. In particular, the model predicts a reduced growth rate of the mean
particle size during the transition from bimodal to unimodal distributions.
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1. Introduction
Nickel based superalloys are commonly used in the energy and aerospace
industry for turbine components which operate at elevated temperatures and
complex mechanical loading conditions. These alloys are precipitation strength-
ened through the presence of the γ’ intermetallic phase. The stability of the
γ’ particles during thermal exposure has a significant impact upon mechanical
properties and thus component performance [1]. The Nickel based superalloys
used in turbine applications are often heat treated to obtain a multi-modal dis-
tribution of γ’, which are characterised by the mean size of each population.
With exposure to elevated temperature, the γ’ particles coarsen towards a uni-
modal distribution of particles, as observed in the superalloy Nimonic 115 [2].
The ability to predict the evolution of the size and volume fraction of γ’ is
needed in the development of location specific property prediction capabilities
that explicitly link the particle dispersion to the constitutive response of the
material [3].
The evolution of the γ′ particle size distribution is influenced by a number
of diffusion related mechanisms, which include growth, coarsening, morphology
changes and the coalescence of particles. In the scientific literature a number
of theoretical and numerical frameworks have been presented to model such be-
haviour with varying levels of details. Phase field and sharp interface models
are effective in capturing the change in particle morphology, overlapping diffu-
sion fields, and the impact of the elastic misfit of the particles [4]. A challenge
of applying such methods to predict the particle kinetics during long thermal
exposures is dealing with the change in representative volume size that captures
a statistically relevant number of precipitates.
A less computationally expensive method for predicting the transition of a
multi-modal particle size distribution towards a unimodal dispersion is a mean
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field theory description of particle growth [5]. Greenwood [6], Lifshitz and Sly-
ozov [7] and Wagner [8] (LSW) derived the first complete mean field description
of particle coarsening in dilute binary alloy systems. Important findings of these
models include the predicted behaviour that any given distribution of particles
coarsen towards an asymptotic shape and that the predicted coarsening rate of
the mean particle size reaches a value proportionate to time1/3.
The theory proposed by LSW describes the coarsening kinetics of a dilute dis-
persion of particles in a binary alloy and over the last two decades or so, progress
has been made in the extension of the approach to model multi-component al-
loys. The simplest approach is to treat a multi-component alloy as a pseudo-
binary system, considering the diffusion of the particle forming species. Such an
approach was applied by Coakley et al. [2] to simulate the coarsening kinetics of
Nimonic 115. A CALPHAD approach [9] allows for calculation of the chemical
composition of the particle phase and the Gibbs free energy of the system. A
mobility database can allow for the calculation of the effective diffusivity of the
particle interface, considering the local chemical composition. Kuehmann and
Voorhees [10] developed a model descriptive of ternary alloys which has been
successfully implemented by Mao et al. [11] to a ternary Nickel based superalloy.
Jou et al. [12] developed a generic approach to extending the Kuehmann and
Voorhees model to multiple alloying elements. Collins and Stone [13] have ap-
plied a similar model to optimise the particle dispersion within the Nickel based
superalloy RR1000. The derivation of the multi-component particle growth rate
has been further refined by Phillipe and Voorhees [14]. Svoboda et al. [15] have
also developed a multi-component model, which Radis et al. [16] have applied to
the Nickel based superalloy Udimet 720. This model has been implemented in
this work and is referred to as the Svoboda-Fischer-Fratzl-Kozeschnik (SFFK)
model.
The mean field approach of LSW describes a dilute system of particles where
the diffusion field and elastic distortion of neighbouring particles do not inter-
act. Baldan [17] reviewed several mean field approaches to describing the impact
of non-zero fraction particle systems and found that the descriptions qualita-
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tively captured the relationship between volume fraction and coarsening kinetics
however lacked quantitative accuracy. A recent contribution by Svoboda and
Fischer [18] builds upon the work of Voorhees and Glicskmen [19] and Marque-
see and Ross [20] that accounts for competitive growth between particles. A
complimentary approach to extend LSW mean field theory to include particle
coalescence has been derived by Davies et al. [21]. The implication of particle
coalescence is to be discussed in a separate paper. The treatment of high volume
fraction particle systems using a LSW mean field approach remains an active
field of research [22].
The objective of this paper is to further develop the understanding and
ability to predict the evolution of multi-modal particle systems, linking chemi-
cal composition to particle coarsening behaviour. This paper focuses upon the
coarsening kinetics of the intragranular γ’ particles in the Inconel 738LC. This
builds upon the work of Coakley et al. [2] on Nimonic 115 through the meth-
ods used to approximate the 3D size of the particles and the application of a
multi-component description of the alloy behaviour. Different approaches to the
description of high volume fraction particle systems have been assessed. To sup-
port these model developments, isothermal heat treatments have been applied
to coupons of the alloy obtained in the as-heat treated condition, capturing
behaviour relevant to the operating temperature of turbine engine components.
This work is part of an integrated computational materials engineering (ICME)
work programme designed to develop location specific property prediction mod-
els, allowing for the optimisation of component performance and heat treatment.
The paper is divided in the following sections. Section 2 gives details re-
garding the experimental conditions, the observed microstructure and the re-
sults from quantitative microstructural analysis. Section 3 presents the mean
field model and normalised formulation. The model parameters and numerical
methods used to perform the calculations are provided in an implementation
section. The comparison of predicted and measured behaviour are presented in
a results and discussion section.
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Table 1: Chemical composition of IN738LC (wt.%)
Al B C Co Cr Mo
Lower 3.2 0.007 0.09 8 15.7 0.6
Nominal 3.4 0.01 0.11 8.5 16 1.75
Upper 3.7 0.012 0.13 9 16.3 2
Nb Ni Ta Ti W Zr
Lower 0.6 1.5 3.2 2.4 0.03
Nominal 0.9 bal 1.75 3.4 2.6 0.05
Upper 1.1 2 3.7 2.8 0.08
2. Experimental
The chemical composition of IN738LC is given in table 2. Coupons of con-
ventionally cast heat treated IN738LC have been isothermally aged for a maxi-
mum of 20,000 hours at temperatures of 850◦C and 900◦C. Coarsening of the γ’
dispersion was observed after thermal exposure for 1000, 2000, 5000, 10000 and
20000 hours for both temperatures. The samples were mechanically polished
and electrochemically etched in solution of 2% phosphoric acid in water.
The characterisation procedure is similar to that described by Payton et
al. [23], capturing the precipitates using FEG-SEM with the back-scattered
imaging method. The as-received microstructure is shown in figure 1. Upon
further magnification (1(b)) the γ′ dispersion appears to be tri-modal. The
largest population of particles within the grains are cuboidal in morphology.
Some of these particles have a serrated surface. These protrusions may be
caused by instabilities on interfaces during growth or through coalescence with
smaller particles. As the growth of such protrusions would increase interfacial
energy significantly, it is likely that these are caused through coalescence. The
secondary particles have a globular form, with some particles appearing to be
an amalgamation of several smaller particles. The third population are fine
spherical particles which quickly dissolve at the high temperatures of interest.
Micrographs of the coarsened structures are shown in Figures 2 and 3 for
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Figure 1: Scanning Electron Backscatter micrographs of IN738LC in the as-heat treated
condition.
the temperatures 850◦C and 900◦C respectively. No secondary particles are
observed after aging 10000 hours at 850◦C. At 900◦C a unimodal particle dis-
tribution is observed in the sample aged for 5000 hours. The morphology of
the primary particles can be seen to evolve to a more globular form from the
initial cuboidal geometry. Quantitative image analysis was performed using
MATLAB image analysis toolbox. The accurate quantitative measurement of
particle size from micrographs is challenging and prone to much error. Sources
of error include over-etching and the image processing steps taken to identify
individual particles. The total volume fraction of γ’ in IN738 has been reported
to be approximately 45% [24]. A higher value of 56% has also been measured
by Smid et al. [25] with further confirmation from Strunz et al. [26]. The
particle volume fraction may be estimated by the area fraction measured from
micrographs [26, 27] . The measured area fraction of particles for the differ-
ent conditions examined are presented in Table 2. The mean field modelling
method used in this work assumes that the particles remain spherical during
growth/dissolution. Measurements of the particle areas were performed from
micrographs, and an equivalent radius was calculated by equating the measured
particle area to that of a circle of equivalent area.
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Figure 2: Scanning Electron Backscatter micrographs of IN738LC after different aging times
at 850◦C.
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Figure 3: Scanning Electron Backscatter micrographs of IN738LC after different aging times
at 900◦C.
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Condition Area fraction
As received 45.0± 3.1
1000h at 850◦C 47.4± 2.8
2000h at 850◦C 59.3± 2.2
5000h at 850◦C 51.3± 2.2
10000h at 850◦C 46.6± 0.7
20000h at 850◦C 54.3± 4.3
1000h at 900◦C 41.8± 1.9
2000h at 900◦C 47.9± 2.1
5000h at 900◦C 51.2± 2.5
10000h at 900◦C 38.5± 2.4
20000h at 900◦C 49.5± 2.1
Table 2: The measured area fraction of particles (%)
For comparison between mean field prediction and experiment, it is neces-
sary to approximate the three dimensional size of the particles observed in the
micrographs. Such information is needed to determine the initial particle size
distribution as an input for the mean field simulation. The method used follows
that of Diogenes et al. [28]. The algorithm is illustrated in Figure 4. Gaussian
waveforms are generated, approximating the three dimensional distribution of
the particles. Particles are randomly sampled from this distribution. The sam-
pled particles are then cut in a random position at a random orientation. The
cross sectional area of the cut particle is then binned, and a distribution of cut
sampled particles is generated. For convenience, the size of the particle is ex-
pressed in terms of the radius of a circle of equivalent area, even if the geometry
is approximated by a cube opposed to a sphere. The generated distribution of
2D particle cross sections is then compared with the measured distribution from
the micrographs. The parameters that create the Gaussian waveform descrip-
tive of the three dimensional distribution are then calibrated until satisfactory
agreement between measurement and prediction is achieved.
9
Figure 4: Method used to approximate the 3D size of precipitates.
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In the as-received condition, the particles appear to be a combination of
large cuboidal particles, and small globular particles. To approximate the three
dimensional size of the particles within these microstructures, the large cuboidal
particles are described by perfect cubes and the small globular particles by
spheres. This approach assumes that the particles can be accurately separated
by size and shape so that the cross sections of particles measured from the
micrographs can be separated into either cuboidal or spherical particles. If the
large primary particles are assumed to be cuboidal, and particle cross sections
may be categorised as either spherical or cuboidal, it is then reasonable to
approximate the volume fraction of spherical and cuboidal particles from the
measured area fraction.
The particle size distribution is influenced by morphology. When consid-
ering a cuboidal geometry, the interception of a particle by a plane requires
the specification of the cube orientation relative to the cutting plane. Further-
more, the plane can randomly intercept the particle at any location. Figure 5
shows the impact of different approximations on the 3D particle size distribu-
tion: (i) cuboidal with fixed orientation between the particle and cutting plane;
(ii) cuboidal particles with random cutting orientation; and (iii) randomly cut
spheres. Figure 5 (a) compares the measured and predicted accumulative prob-
ability whilst Figure 5 (b) presents the associated 3D particle size distributions.
Best agreement was obtained when assuming the particle geometry as cubes
which are cut in a fixed orientation. This is because the micrographs taken
in this work cover too few grains and show little variation in the orientation
of the cuboidal γ′ precipitates. It can be seen that these assumptions regard-
ing particle morphology have a significant impact upon the mean radius of the
approximated 3D particle size distribution, with mean sizes varying between
430nm, 478nm and 523nm. The difference is as high as 9.4% when comparing
distributions created from spherical geometry to those created from cubes with
fixed cutting plane orientation.
This approach has been applied to all conditions examined. As the primary
particles in the aged specimen appear more globular, they have been approx-
11
imated by spheres. The measured mean particle radius and corrected mean
particle radius are given in table 3. The 3D approximations for the as-heat
treated condition, the specimens aged at 850◦C, and those aged at 900◦C are
shown in Figures 6, 11 and 12.
Condition 2D 3D
micrograph approximation
1000h at 850◦C 0.119 µm 0.150 µm
2000h at 850◦C 0.286 µm 0.357 µm
5000h at 850◦C 0.377 µm 0.468 µm
10000h at 850◦C 0.465 µm 0.582 µm
20000h at 850◦C 0.409 µm 0.506 µm
1000h at 900◦C 0.348 µm 0.441 µm
2000h at 900◦C 0.406 µm 0.508 µm
5000h at 900◦C 0.501 µm 0.638 µm
10000h at 900◦C 0.484 µm 0.593 µm
20000h at 900◦C 0.607 µm 0.778 µm
Table 3: A comparison of the approximated 3D mean particle radius and the measurements
taken from micrographs.
3. Mean Field Equations
Consider a random dispersion of γ′ particles. Let the function F (R, t) be
the particle size distribution such that the number of particles per unit volume
with radius between R and R + dR at a time t is F (R, t)dR. The temporal
evolution of F (R, t) function is assumed to be governed by an advection partial
differential equation with appropriate source term to account for the nucleation
of particles:
∂F (R, t)
∂t
+
∂F (R, t)V (R, t)
∂R
= I(R, t) (1)
where V (R, t) and and I(R, t) are the particle growth and nucleation rates,
respectively. The particle concentration Nv, mean particle radius R¯, and volume
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Figure 5: The impact of different approximations upon the calculated 3D particle size.
Figure 6: Approximated 3D particle size distribution for the as-heat treated condition.
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fraction φ are determined by taking moments of F (R, t) with respect to R,
Nv =
∫
∞
0
F dR
R¯ =
∫
∞
0
RF dR/
∫
∞
0
F dR
φ =
4π
3
∫
∞
0
R3F dR
(2)
The particle growth rate has been shown to have the following form for spherical
particles [29],
V (R, t) =
A
R(t)
(
1
Rc(t)
−
1
R(t)
)
z (3)
where the term A contains the effective diffusivity at the particle interface and
Rc is the critical particle radius. Particles smaller than the critical particle
radius shrink at the expense of particles larger than this value. In Equation
(3), z is a factor that accounts for competitive growth of particles; z = 1 for
non-competitive growth and z ∝ φ1/2 for systems with a finite volume fraction
[20]. Equation (3) was originally derived assuming interfacial energy and curva-
ture driving diffusive flow to/away from a particle for a binary alloy. However,
modern superalloys are characterised by complex chemistries that can include
more than 10 components and misfit stresses associated with lattice parame-
ter mismatch between the γ/γ′ phases. These factors will modify the chemical
potentials at the particle/matrix interface and therefore modify the particle
growth rates. A number of workers have developed expressions for the parti-
cle interface velocity to include such details, however, at the expense of some
simplifications. For example, the SFFK [18] approach used a volume expansion
model to describe the misfit stress assuming isotropic elastic properties of the
matrix and particle phases. However, the anisotropy of the elastic fields in real
systems means that the misfit stresses will be rather more complex and will
be a function of particle morphology and their spatial arrangement. Even so,
the SFFK approach provides a good qualitative description of the key features
influencing the particle growth rate and their model will be used in this study.
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According to the SFFK the variables A and Rc take the following form,
A =
2σ
RgT
[
n∑
i=1
(cki − c0i)
2
c0iD0i
]
−1
(4)
Rc =
2σ
−λ−
n∑
i=1
cki(µki − µ0i)
(5)
where the interfacial energy is given by σ, the gas constant is given by Rg and
the absolute temperature is given by T . If there are n alloying elements, the
concentration of element i in the matrix and particle phase is given by c0i and
cki respectively. The chemical potentials with respect to element i in the matrix
and particle phases is given by µ0i and µki. The diffusivity of element i in the
matrix phase is given by D0i. The term λ refers to the misfit strain energy and
is approximated from Equation 6. The term ǫ0 refers to the misfit strain, v is
Poisson’s ratio and E is the elastic modulus.
λ =
ǫ20E
1− v
(6)
The non-zero volume fraction correction factor for the SFFK model is given in
Equation 7. For competitive growth Marqusee and Ross [20] showed how the
particle growth rate is modified for a finite volume fraction dispersion of particles
by the factor given by Equation 8. Svoboda and Fischer[18] have also derived
an expression for z, given in Equation 9. The parameter k is a coefficient which
Svoboda and Fischer approximated to have a value of 1.825 after calibrating
steady state coarsening predictions to those of Voorhees and Glicksman [30].
This description of the z factor can only be applied to particles smaller than
kRc/φ
1/3. This limitation becomes a problem during regimes of particle growth
and coarsening, where the largest particle may be significantly larger than the
critical particle radius. To apply Svoboda and Fischers z factor to the particle
size distribution shown in Figure 6, the value of k was increased until numerical
instability was avoided, reaching a value of 10.0.
z = 1 LSW (7)
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z = 1 +R
√
4πNvR¯ MR (8)
z =
[
1−
(
Rφ1/3
kRc
)]−1
SF (9)
It is not appropriate to apply analytical solutions of mean field models
(R¯3 − R¯30 = Kt) to describe the coarsening kinetics of multi-modal particle
size distributions. Such an approach cannot capture the transient evolution of
the particle size distribution towards the asymptotic shape [5]. Once the particle
size distribution has reached such a asymptotic shape, LSW mean field models
predict a regime of steady state coarsening, suitable for the application of ana-
lytical models. A numerical implementation of a mean field model can capture
the reduced growth kinetics of the mean particle size during this transient. The
evolution of the particle size distribution may be determined through solving
the continuity equation, given in Equation 1.
The continuity equation may be normalised to improve the accuracy of the
calculation and decrease computation time. Spatial and temporal dimensions
are normalised with respect to the variables Rk and τ , respectively, resulting in
the normalised continuity Equation,
∂f(r, t′)
∂t′
+
∂f(r, t′)v(r, t′)
∂r
= q(r, t′) (10)
where
f(r, t′)dr ≡ F (R, t)R3kdR
r ≡ R/Rk
rc ≡ Rc/Rk
t′ ≡ t/τ
τ ≡
R3k
A
(11)
and the normalised source term for particle nucleation is given by q. The nor-
malised moments are now given by Equation set 12, with the normalised particle
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growth rate given in Equation 13.
Nv =
1
R3k
∫
∞
0
f dr =
1
R3k
nv
R¯ =
Rk
nv
∫
∞
0
rf dr = Rkr¯
φ =
4π
3
∫
∞
0
r3f dr
(12)
v =
1
r
(
1
rc
−
1
r
)
z (13)
When modelling multi-modal distributions, the difference in particle number
frequency density between primary and tertiary particles can result in loss of
significance errors. This can be improved by describing the particle number
frequency density by the volume occupied by particles. The normalised number
frequency density, f of particles can be expressed in the terms of volume fraction
frequency density, g. The volume fraction formulation space and reformulated
continuity equation are given below:
g(r, t′)dr ≡
4π
3
f(r, t′)r3dr
∂g
∂t′
+
∂(gv)
∂r
=
3
r
gv +
4πr3
3
q
(14)
The reformulated moments are given in Equation set 15. The derivation of the
reformulated continuity equation is given in the appendix.
Nv =
3
4πR3k
∫
∞
0
r−3g dr
R¯ = Rk
∫
∞
0
r−2g dr∫
∞
0
r−3g
φ =
∫
∞
0
g dr
(15)
4. Numerical Implementation
A thermodynamic database may be used to calculate chemical potentials
with a suitable mobility database for diffusivities. The TQ FORTRAN user
interface in the commercial software ThermoCalc [31] has been used to calculate
the chemical composition of γ’ and the chemical potentials of the γ and γ’ phases
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for the alloy IN738LC . The thermodynamic database TTNI8 and mobility
database MOBNi1 were applied to the composition range given in table 2.
It is necessary to verify whether the available thermodynamic database is
suitable for describing the alloy composition in interest. For IN738LC, there
is considerable scatter reported in the literature regarding the γ and γ’ phase
diagram. As previously mentioned, the room temperature volume fraction of
as-heat treated IN738LC should be in the region of 45% and 56% [24, 25]. Sim-
ilar discrepancy exists with regard to the solvus temperature. Ojo et al. [32]
observed dendritic segregation that caused different local γ′ solvus tempera-
tures. The Ti rich regions were found to have a solvus temperature of approx-
imately 1180◦C while the Al rich γ’ prime particles had a solvus temperature
of approximately 1120◦C. Balikci et al. [27] suggest that the solutionising tem-
perature is much higher at 1235◦C, close to the solidus temperature measured
by Chapman (1238◦C) [33]. ThermoCalc with thermodynamic database TTNi8
predicts a lower solvus temperature, at 1140 C◦C for the nominal composition
of IN738LC, with a room temperature volume fraction of approximately 55%.
The impact of acceptable scatter within the alloy composition has been ex-
plored through assessing 10,000 different alloy compositions randomly sampled
from the composition windows given in Table 2. The total weight percentage of
Al and Ti was kept within the limits of 6.5% and 7.2%. Figure 7 (a) compares
the predicted phase diagram with measurements reported from the literature
and the area fractions made in this work. The boxplots show the variation in
predicted behaviour considering acceptable scatter in alloy composition, with
the solid line describing the predicted behaviour for the nominal composition.
The range in predicted solvus temperatures is compared with published data
in Figure 7 (b). The predicted solvus temperatures are within the scatter of
reported solvus temperatures presented by Ojo et al. [32] and Balikci et al.
[27].The predicted room temperature volume fraction of γ′ is closer to the val-
ues reported by Smid et al.[25].
The element diffusivity was obtained from tracer diffusivities calculated us-
ing the MOBNi1 mobility database. The lattice misfit, δ is given by δ =
18
Figure 7: A comparison of the predicted γ′ phase diagram with published data.
2(aγ′−aγ)/(aγ′ +aγ). Li and Wahi [34] measured a lattice misfit strain varying
between +0.04% and +0.08 %, with a proportionate relationship between the
lattice misfit and the Aluminium content of the γ’ particle. A value of 0.06%
was used in the present calculations.
Mean field coarsening predictions are highly sensitive to the value used to de-
fine the interfacial energy, σ. The interfacial energy is a function of temperature
and chemical composition [35, 36, 37, 38]. The interfacial energy may be approx-
imated by fitting models to measured particle coarsening behaviour[39, 40], from
thermodynamics [35], or from first principles [37]. Clouet et al. [41] describe a
size dependence of the interfacial energy for small particles. Typical values de-
scriptive of Ni−Ni3Al interfaces vary from 10 to 30 mJ/m
2 [37, 38, 40], with
Olson et al. [42] reporting a value of 22.5mJ/m2 for the superalloy RR1000.
The sensitivity of different model variants to the interfacial energy is presented
in the results section. The model does not currently account for a particle size
dependent interfacial energy and uses the same interfacial energy to describe
the kinetics at 850 and 950 ◦C.
To decrease computation time, the following thermodynamic and mobility
terms required from the SFFK model have been implemented using surrogate
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models:
dGC =
n∑
i=1
cki(µki − µ0i) (16)
θ ≡
ARgT
2σ
=
[
n∑
i=1
(cki − c0i)
2
c0iD0i
]
−1
(17)
The behaviour exhibited by these terms was most accurately captured by sepa-
rating the kinetics into regimes of either growth, sub-solvus dissolution or super-
solvus dissolution. The temperature was normalised by the solvus temperature
such that Γ = T/Ts. The term ϕ was used to describe the normalised volume
fraction, using Equation 18 or 19 for growth or dissolution regimes respectively.
ϕg = φ/φeq (18)
ϕd = (φ− φmax)/(φmax − φeq) (19)
The term φmax refers to the maximum volume fraction that may be obtained
before an element is entirely partitioned to either the matrix or particle phase
when assuming that the particle composition is at equilibrium. A look-up ta-
ble was then used to interpolate the specific values of dGC and θ for a given
condition.
Different approaches to solving the continuity equation have been explored.
The numerical method must be able to handle the divergence of the velocity
field as the particle size approaches zero. The ability to use uneven grid spacing
is desirable to allow the description of tertiary, secondary and primary particles
with a reasonable number of elements. The fastest and most accurate scheme
was found to be an explicit Hamilton-Jacobi ENO scheme, as described by Osher
and Fedkiw [43]. The implementation by Baris Sumengen [44] was adapted to
the purpose of describing mean field particle coarsening kinetics.
The method allows for a third-order accurate approximation of the spatial
derivative from first-order accurate upwind differencing. Let the terms gv ap-
pearing in the spatial derivative of the continuity equation be described by ψ.
The Hamilton-Jacobi ENO scheme described by Osher and Fedkiw is now out-
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lined [43]. The second order accurate central differencing is described by D0iψ:
D0i , ψ ≈
ψi+1 − ψi−1
2∆r
(20)
The first divided difference, D1i+1/2, ψ is calculated from D
0
iψ. The second
divided difference, D2iψ is calculated from the first divided difference, and the
third, D3i+1/2ψ from the second:
D1i+1/2ψ =
D0i+1, ψ −D
0
i , ψ
∆r
D2iψ =
D1i+1/2, ψ −D
1
i−1/2, ψ
2∆r
D3i+1/2ψ =
D2i+1, ψ −D
2
i , ψ
3∆r
(21)
The spatial derivative is calculated using,
∂ψ
∂r
= Q′1 +Q
′
2 +Q
′
3 +O(h
3) (22)
The coefficients Q′1,Q
′
2, and Q
′
3, are determined from the first, second and third
divided differences. The first coefficient is given by,
Q′1(xi) = D
1
k+1/2, ψ (23)
where the value of the integer k is set to i − 1 or i for backward or forward
differencing respectively. The second and third divided differences are calculated
from the following Equations:
Q′2(xi) = c(2(i− k)− 1)∆r (24)
Q′3(xi) = c
∗(3(i− k∗)2 − 6(i− k∗) + 2)(∆r)2 (25)
The value of c and k∗ are dependent on the absolute magnitude of the second
divided difference at the positions D2kψ and D
2
k+1ψ. If |D
2
kψ| ≤ |D
2
k+1ψ|, the
value of k∗ is set to k− 1 and c is set to D2kψ. Otherwise, k
∗ is set to k and c is
set to D2k+1ψ. The value of c
∗ depends upon the value of |D3k∗+1/2ψ| compared
with |D3k∗+3/2ψ|. If |D
3
k∗+1/2ψ| ≤ |D
3
k∗+3/2ψ|, c
∗ equals D3k∗+1/2ψ , else the
variable is equal to D3k∗+3/2ψ. A forward first order accurate finite difference is
21
then applied to the temporal derivative, obtaining the following solution to the
continuity Equation:
gn+1 = gn − (Q′1 +Q
′
2 +Q
′
3)dt
′ +
3
r
gvdt′ +
4πr3
3
qdt′ (26)
The time step was controlled by a Courant-Friedrichs-Lewy condition, as shown
below:
dt′ = min
[
α
(
|vi|+ |qi|
∆ri
)
−1
]
(27)
The grid spacings that did not contain a significant number of particles were
not included in the adaptive time step calculation.
5. Results
The mean field framework outlined in the previous two sections has been
applied to model the particle coarsening behaviour of the nickel-based superalloy
IN738LC during isothermal aging at the temperatures of 850 ◦C and 900 ◦C.
Figure 6 shows the initial distribution required to solve the initial value problem
defined in Section 3.
The following section details the sensitivity of the interfacial energy on par-
ticle size distribution evolution for different descriptions of multiple particle
dispersions defined in section 3. The influence of competitive growth is assessed
through the different z factors given in Equations 7,8 and 9. The subsequent
sections present the model simulations of the particle size distributions evolution
as a function of composition variation, and particle misfit strain energy.
5.1. The interfacial energy and the description of non-dilute particle systems.
The interfacial energy required to capture the experimental behaviour differs
depending upon the z factor used to account for non-dilute particle dispersions.
Numerical solutions have been obtained for the different expressions for the z
factor given by Equations 7, 8, and 9 and will be referred to in this paper as
the LSW (Lifshitz, Slyozov and Wagner), MR (Marqusee and Ross) and SF
(Svoboda and Fischer) z factors, respectively
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Figure 8: A comparison of predicted and measured mean particle radius, considering different
interfacial energies (mJ/m2) and z factors.
These calculations have used the nominal alloy composition. For the SF z
factor, the value of k has been treated as a fitting parameter in the present anal-
ysis. Figure 8 compares the simulated particle coarsening behaviour, displaying
the sensitivity of the interfacial energy upon calculations using the different z
factors. The error bars in the mean particle size measurements include the er-
ror when approximating the 3D particle size. Figure 8 (a) and (b) describe the
predictions using the LSW z factor for isothermal aging at 850◦C and 900◦C
respectively. Similarly, Figure 8 (c) and (d), and ((e) and (f) present the pre-
dictions using the MR and SF z factors.
For both temperatures, it can be seen that all model predictions capture
the plateau in mean particle radius (see Figures 8 ), similar to the behaviour
observed by Coakley et al. [2]. The predictions are highly sensitive to the
interfacial energy, impacting both the transition to a unimodal particle size
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distribution and the shape of the unimodal particle size distribution. The LSW
z factor requires a higher interfacial energy than the MR and SF z factors. The
MR z factor accelerates particle growth significantly, and requires adjustment
to the diffusivities obtained from DICTRA to capture the observed behaviour
with greater accuracy.
Figures 9 and 10 show a comparison of the numerical solutions (using dif-
ferent z factor descriptions) and measured values for the mean particle radius,
mean primary particle radius, the volume fraction of secondary particles and
the total particle concentration at 850◦C and 900C◦C, respectively. The error
bars in the volume fraction measurements describe the error in measuring area
fractions of particles from micrographs. The simulations have assumed an in-
terfacial energy of 17.5 mJ/m2 when using the LSW z factor and 15.0 mJ/m2
when using the MR and SF z factors.
Figures 9 (b) and 10 (b) compare the measured and predicted mean primary
particle radius. The predicted drop in mean primary particle size is due to the
merging of the secondary and primary particles and the onset of the dissolution
of primary particles. In Figures 9 (c) and 10 (c) the measured and predicted
volume fractions of secondary particles are reasonable for 850◦C; however, the
mean field predictions overestimate the rate of dissolution at 900◦C. Again,
it can be seen that the MR factor predicts a significantly faster coarsening
rate than the SF and LSW factors, over predicting the reduction in particle
concentration, as shown in Figures 9 (d) and 10 (d).
Figures 11 and 12 compare the approximated 3D particle size probability
densities obtained from micrographs to predictions for coarsening behaviour at
850◦C and 900◦C, respectively. The SF factor predicts most similar behaviour
when considering the merging of the two distributions, however the shape of
the unimodal distribution predicted by the MR distribution is flatter and closer
to the experimentally measured unimodal particle size distributions as shown
in Figure 13. Figure 13 compares the shape of predicted and measured particle
size distributions for specimens aged for 20,000 hours at 900◦C.
The finding that the MR z factor accelerates the rate of particle coarsening
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Figure 9: A comparison of predicted and measured statistical data during coarsening at 850◦C.
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Figure 10: A comparison of predicted and measured statistical data during coarsening at
900◦C.
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Figure 11: A comparison of the predicted and measured particle size distributions during
aging at a temperature of 850◦C.
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Figure 12: A comparison of the predicted and measured particle size distributions during
aging at a temperature of 900◦C.
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Figure 13: A comparison of the shape of predicted and measured distributions, after aging
for 20,000 hours at 900◦C.
compared to other descriptions is consistent with the findings of Wang et al.
[45], when comparing the rate constant in the analytical solution of mean field
models. Wang and Glicksman [46] offer an alternative z factor of similar form
to the SF z factor, which however was found to be numerically unstable when
applied to the initial particle size distribution.
5.2. The alloy composition.
It has been shown that the variations in composition within the alloy speci-
fication has a significant impact upon the predicted phase diagram (see Figure
7). Such variation in composition also influences chemical potentials and dif-
fusivities and consequently the predicted coarsening behaviour. The impact of
composition variation upon the thermodynamic and mobility parameters, dGC
and θ is shown in Figure 14 for two values of ϕg.
Changes in chemical composition have a larger impact upon dGC and θ at
lower temperatures and high values of ϕg. The impact of scatter in mobility
and thermodynamic parameters affect the term A and critical particle radius
shown in Equations 4 and 5 respectively.
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Figure 14: The predicted dGC and θ as a function of normalised temperature considering
acceptable variation in chemical composition
To determine the impact of variations in chemical composition upon the sim-
ulated particle coarsening kinetics, the isothermal aging simulation at 850◦ C has
been repeated 200 times using bulk chemical compositions sampled from within
the tolerance for IN738LC. Figure 15 compares the predictions to measure-
ments, with Figures 15 (a), (b) and (c) comparing measurements to predictions
for the mean particle radius, number concentration and total volume fraction
of particles, respectively. Figure15 (d) compares the predicted and measured
particle size distributions after 20,000h at 850◦ C. Experimental measurements
are presented by crosses with box plots describing the predictions as a result of
scatter in chemical composition.
In Figures 15 (a) and (b) it can be seen that the scatter in predicted be-
haviour due to variation in chemical composition is largest during the transition
from a bi-modal to a unimodal particle size distribution. Once the distribution
reaches a unimodal particle size distribution, the predicted scatter in coarsening
kinetics due to bulk composition variation is less than the experimental error.
Figure 15 (c) shows that the predicted scatter in volume fraction is large with
± 3.3% of the mean prediction. This scatter is still less than that associated
with measuring area fraction from micrographs, indicating that such behaviour
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Figure 15: A comparison of predicted and measured behaviour during coarsening at 850◦C
considering variation in chemical composition.
is difficult to verify from this approach. The measured behaviour suggests that
the volume fraction of particles may be increasing during coarsening, which is
not currently captured by the model.
The fastest predicted coarsening kinetics are likely due to a combination of
either a lower equilibrium volume fraction, faster mobilities or a larger critical
particle radius than compared to the values calculated from the nominal com-
position. The scatter in predictions obtained in this section is descriptive of the
variation in particle coarsening behaviour displayed by components originating
from different batches of material.
The difference in local composition caused by the dendritic segregation of
alloying elements as observed by Ojo et al. [32] cannot be treated in a similar
manner as shown in this section as the degree of segregation would not remain
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static during the heat treatment.
5.3. The misfit strain energy.
The influence of γ/γ′ lattice misfit distortions on the γ′ evolution has been
studied by many authors [47, 48, 49, 50, 51]. It is known that the misfit strain
energy has an important role in the morphological evolution of particles in nickel-
based superalloys [48]. An example of such interactions is the phenomena of
”inverse coarsening” as described by Su and Voorhees [49], where small particles
may grow at the expense of larger particles. The behaviour was observed in a
sharp-field interface model where energy minimisation included both interfacial
and elastic strain energy. ”Inverse coarsening” may explain why the model
currently over predicts the rate of dissolution of the small secondary particles.
The framework developed by SFFK is able to account for lattice misfit strain
energy. The misfit strain energy effects the critical particle radius through Equa-
tion 5. A sensitivity study has been performed, varying the lattice mismatch
between 0.0% to 0.175%. As stated previously, the calculations assume the mis-
fit strain energy to be isotropic and does not account for elastic interactions
between neighbouring particles. The impact of the present model upon pre-
dicted isothermal coarsening at 850◦C is shown in Figure 16. Figure 16 (a) and
(b) compare the predicted mean particle radius to measurements with different
values of lattice mismatch, δ. The model predicts a faster rate of dissolution
of secondary particles when increasing the value of δ, however the long term
aging behaviour is not significantly affected. This is observed when comparing
the predicted and measured particle size distributions as shown in Figures 16(c)
and (d) after 2000h and 10,000h respectively. The upper limit for δ from the
measurements of Li and Wahi [34] describing un-deformed material does not
have a significant effect upon the predicted behaviour.
The results indicate it is not possible to account for the inverse coarsening
mechanism with the current formulation. To capture such behaviour it may be
necessary to include the interaction strain between neighbouring particles.
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Figure 16: The impact of the lattice mismatch,δ upon the predicted particle coarsening at
850◦C.
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6. Discussion.
This work has applied a multi-component description of particle coarsening,
investigating the impact of acceptable scatter in bulk composition upon the
thermal stability of particle dispersions. It has been shown how the scatter
in bulk composition affects the predicted particle coarsening kinetics through
impacting the phase diagram, the thermodynamic variables and the mobility
terms, as shown in Figures 7 a) and 14 b) and 14 c), respectively. The change
in the phase diagram affects the volume fraction of particles, as shown in Figure
15 a), where the predicted volume fraction of particles varies by up to ± 3.3
%. Such change in volume fraction of particles must impact the mechanical
properties of the precipitate strengthened material [52]. The ability to capture
such details when calculating mechanical properties offers a powerful tool which
may be applied to determine the relationship between the acceptable variation
in chemical composition and component performance.
The results show that the predicted rate of particle coarsening is most sen-
sitive to variation in bulk composition during the transient coarsening regime,
as shown in Figure 15 a) and b). As many nickel based superalloys are heat
treated to obtain multi-modal particle size distributions, the transient coars-
ening regime is very important with regards to component performance. The
sensitivity of the transient coarsening kinetics to scatter in bulk composition is
likely to contribute to the variation observed in mechanical properties between
components originating from different batches of material.
When designing the chemical composition of a precipitate strengthened al-
loy, improved thermal stability of the particle phase may be obtained through
consideration of the differences in thermodynamic and mobility parameters in
addition to the phase diagram.
The simulated particle coarsening behaviour shows reasonable agreement
with the measurements, despite many simplifying assumptions. The mean field
model only describes Ostwald ripening behaviour, ignoring the impact of particle
coalescence, morphological changes, and inverse coarsening. Evidence of particle
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coalescence may be seen in the morphology of particles shown in Figures 1, 2
and 3.
The assumption of spherical particle geometry may impact the accuracy of
predictions. The deviation of the particles from spherical geometry may cause
inaccuracies in the calculated particle growth rates. Kozeschnik et al. [53] devel-
oped an approach for the inclusion of a shape factor within the particle growth
rate descriptive of needle and disc shaped precipitates. A similar approach
could describe the different kinetics of shapes changing from spheres to cubes.
A more accurate description of particle shape may improve predictions; however
the particle morphology changes observed in nickel-based superalloys are more
complicated, with the formation of ”ogdoadically diced cubes” [54].
The present mean field model implementation assumes that the particle com-
position is at equilibrium, similar to the approach of Radis et al. [16]. The errors
incurred by this simplification may contribute to the differences in predicted be-
haviour. The chemical composition of γ’ has been measured to vary between
different size populations of particles with the smallest particles being furthest
from predicted equilibrium compositions [55, 56]. The difference in local con-
centration gradient, diffusion kinetics and thermodynamic parameters between
the secondary and primary particles would alter the predicted particle growth
rate.
A number of micro-mechanisms are known to influence the high temperature
mechanical behaviour of nickel based superalloys. These include the presence
of misfit stresses resulting from lattice mismatch between the γ and γ phases
[48, 49, 47, 50, 51], dislocation shearing of the γ [57], dislocations climbing
over pinning γ particles [52], the thermodynamic stability of the γ particles
[2, 1], cavitation [58, 59], and grain growth [60, 61]. The particle size, spacing
and volume fraction have been shown to have a significant impact the creep
and plastic response of precipitate strengthened alloys [62, 63, 64, 65]. For
high volume fraction alloys the particle dispersion determines the mean free
path, the rate-dependent behaviour at high temperatures (associated with climb
of dislocation around particles), and the extent of stress transfer between the
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matrix and particles by the volume fraction. In addition, the details of the
dispersion (as well as loading conditions) will determine the operation of one
or all of the following basic mechanisms: Orowan bowing, particle cutting, and
dislocation climb [52].
The particle coarsening model presented in this work can be used to provide
the input dispersion data for continuum description of deformation behaviour,
such as Dysons model of creep [3]. Such an approach can account for a num-
ber of micro-mechanisms operating simultaneously, such as cavitation, internal
stresses, particle coarsening, and dislocation multiplication. Basoalto et. al. [66]
have applied this model to IN738LC to predict creep and fatigue behaviour. Ba-
soalto et. al. [67] later presented a more detailed version of the model which links
the particle dispersion to plastic deformation, including particle-matrix misfit
stresses.
7. Conclusion
A multi-component mean field description of particle coarsening has been
presented and applied to predict the particle coarsening behaviour of an engi-
neering nickel based superalloy. The numerical implementation of the mean field
model, including the multi-component SFFK [15] particle growth rate, has been
applied to predict the isothermal coarsening kinetics of IN738LC. A suitable fi-
nite difference scheme has been presented, with a framework for the surrogate
modelling of thermodynamic and mobility parameters.
The 3D conversion method of Diogenes et al. [28] has been applied to ap-
proximate the 3D particle size distributions of multi-modal particle dispersions.
The assumptions regarding the morphology of cuboidal particles has a large im-
pact upon both the shape and mean size of the approximated 3D particle size
distribution. It has been shown that the difference in approximated mean size
may be as high as 9% when considering whether to describe cuboidal particles
as cubes opposed to spheres.
The model is successful in predicting slower growth kinetics of the mean
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particle size in the transition from a multi-modal to unimodal particle size dis-
tribution when compared to the steady state solution of t1/3.
Numerical investigation of the impact of variations in bulk composition upon
particle coarsening has found to have a significant impact upon the volume frac-
tion of particles, and the rate of particle coarsening during the transient coars-
ening regime, prior to the onset of steady state particle size distribution. This
will result in variations in the transient particle size distribution and translate
to scatter of observed mechanical properties.
When investigating different descriptions of the impact of the finite volume
fraction on the particle size distribution evolution, it was found that the MR z
factor increases the particle growth rate significantly compared to LSW kinetics.
The SF z factor is an improvement upon LSW particle kinetics (see Figures 9
and 10); however is limited by the numerical stability of the k parameter.
The model currently over predicts the rate of dissolution of secondary par-
ticles. The reason for this difference may lie in the lack of the mechanisms of
particle coalescence and ”inverse coarsening” as described by Su et al [49]. The
predicted long term coarsening kinetics was found to be insensitive to the misfit
strain energy, using the approximation given by equation 6. To predict ”inverse
coarsening” within a mean field model, a more detailed description of the misfit
strain energy is required.
Appendix: Volume fraction reformulation
The reformulation of the continuity equation in terms of a volume fraction
particle frequency density, g(r, t′), will now be outlined. Using the definition of
g(r, t′) given by Equation 14, its temporal derivative is given by:
∂f
∂t′
=
∂
∂t′
(
g
3
4πr3
)
=
3
4πr3
∂g
∂t′
(28)
Similarly for the spatial derivatives,
∂fv
∂r
=
∂
∂r
(
g
3
4πr3
v
)
(29)
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and applying the chain rule gives the following result:
∂
∂r
(
g
3
4πr3
v
)
=
3
4πr3
(
∂
∂r
(gv)−
3
r
gv
)
(30)
The continuity equation now has an additional flux term, as shown in equation
31.
3
4πr3
∂g
∂t′
+
3
4πr3
(
∂
∂r
(gv)−
3
r
gv
)
= q (31)
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