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Abstract—The problem of obtaining network coding maps
for the physical layer network coded two-way relay channel
is considered, using the denoise-and-forward forward protocol.
It is known that network coding maps used at the relay node
which ensure unique decodability at the end nodes form Latin
Squares. Also, it is known that minimum distance of the effective
constellation at the relay node becomes zero, when the ratio
of the fade coefficients from the end node to the relay node,
belongs to a finite set of complex numbers called the singular
fade states, determined by the signal set used. Furthermore, it
has been shown recently that the problem of obtaining network
coding maps which remove the harmful effects of singular fade
states, reduces to the one of obtaining Latin Squares, which
satisfy certain constraints called singularity removal constraints.
In this paper, it is shown that the singularity removal constraints
along with the row and column exclusion conditions of a Latin
Square, can be compactly represented by a graph called the
singularity removal graph determined by the singular fade state
and the signal set used. It is shown that a Latin Square which
removes a singular fade state can be obtained from a proper
vertex coloring of the corresponding singularity removal graph.
The earlier known approach of completing partially filled Latin
Squares to obtain the network coding maps, can be viewed as a
special way of vertex coloring of the singularity removal graph.
The minimum number of symbols used to fill in a Latin Square
which removes a singular fade state is equal to the chromatic
number of the singularity removal graph. It is shown that for
any square M -QAM signal set, there exists singularity removal
graphs whose chromatic numbers exceed M and hence require
more than M colors for vertex coloring. Also, it is shown that for
any 2λ-PSK signal set, λ ≥ 3, all the singularity removal graphs
can be colored using M = 2λ colors.
I. INTRODUCTION AND BACKGROUND
Network coding has emerged as an attractive alternative to
routing because of the throughput improvement it provides by
reducing the number of channel uses. In a wireless scenario,
further throughput improvement can be achieved through
physical layer network coding, a technique in which nodes
are allowed to transmit simultaneously, instead of transmitting
in orthogonal slots.
Information theoretic and communication theoretic benefits
of physical layer network coding have been studied widely in
the literature [1]–[5]. The concept of physical layer network
coding was first introduced in [1], in which it was observed
that allowing the two users in a two-way relay channel to
transmit simultaneously results in throughput improvement,
without a degradation in the error performance. The compute
and forward framework was introduced in [2], in which it was
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shown that allowing the intermediate relay nodes to decode a
linear combination of the messages according to the channel
coefficients results in significantly higher achievable rates. A
multi-level coding scheme based on the compute and forward
framework was proposed in [3]. The constellation constrained
achievable rate regions for the wireless two-way relay channel
with a layered hierarchical code design were obtained in
[4]. In [5], it was shown that for uncoded communication,
changing the network coding map adaptively according to the
channel condition results in significant increase in throughput.
In [6], such adaptive network coding maps were obtained
using Latin Squares. Symbol error rate performance analysis
of the physical layer network coding scheme in which network
coding maps are changed adaptively according to the channel
condition was presented in [7]. Obtaining Latin Square based
network coding maps for the MIMO two-way relaying sce-
nario was considered in [8]. Physical layer network coding
using Latin Squares for two-way relaying with QAM signal
set was considered in [9].
(a) MA Phase
(b) BC Phase
Fig. 1. The Two Way Relay Channel
In this paper, we consider the design of physical layer
network coding maps for the wireless two-way relay channel
shown in Fig. 1, which employs the denoise-and-forward
protocol. The end nodes A and B exchange messages with
the help of the relay node R. We consider the framework
introduced in [5], in which the network coding map used at R
is chosen based on the channel realization. All the nodes are
assumed to be be half-duplex. Communication takes place in
two phases: (i) Multiple Access (MA) phase during which A
and B transmit simultaneously to R and (ii) Broadcast (BC)
phase during which R transmits the estimate of a many-to-one
function of A’s and B’s transmission. To ensure decodability
of B’s (A’s) message at node A (B), the many-to-one function
used at R should satisfy a condition called exclusive law [5]
and all maps satisfying exclusive law form Latin Squares [6].
Due to the simultaneous transmission of nodes A and
B during the MA phase, distance shortening occurs in the
effective constellation at R, when the ratio of the channel
2fade coefficients of the B-R and A-R links called the fade
state, falls in the neighbourhood of a set of complex numbers
called the singular fade states [5], [6]. The problem of finding
network coding maps which remove the harmful effects of
these singular fade states, henceforth referred as the removal
of singular fade states, reduces to finding Latin Squares
which satisfy certain constraints called the singularity removal
constraints [6]. In [6], such Latin Squares were obtained
by completing partially filled Latin Squares, obtained after
combining singularity removal constraints (more details on
this are provided in Section III-B). Also, it was conjectured
in [6], that for any 2λ-PSK signal set, the singular fade states
can be removed by Latin Squares which are filled in with the
minimum number of symbols 2λ. Note that the number of
symbols used in the Latin Square is equal to the size of the
signal set used during the BC phase and hence needs to be
kept as much minimum as possible [6].
This paper focusses on obtaining Latin Squares which
remove singular fade states using graph vertex coloring. The
approach in [6] which involves the completion of partially
filled Latin Squares can be viewed as a special case.
The preliminary notations related to graph theory and the
signal model are presented in Section II-A and Section II-B
respectively. The contributions and organization of the rest of
the paper are as follows:
• The notion of singularity removal graph is introduced,
which is a compact representation of the singularity
removal constraints as well as the constraints imposed
by the exclusive law. It is shown that every Latin Square
which removes a singular fade state can be obtained by
a proper vertex coloring (for definition, see Section II A)
of the corresponding singularity removal graph (Section
III-A).
• The two stage approach adopted in [6] which involves
completion of partially filled Latin Squares obtained by
combining singularity removal constraints can be viewed
as special way of coloring the singularity removal graph.
The two stage approach can be viewed equivalently as
first coloring a subgraph of the singularity removal graph,
referred to as the vital subgraph, before coloring the rest
of the singularity removal graph. The drawback of this
two stage approach in relation to the one stage approach
of coloring the entire singularity removal graph is that
the two stage approach may not always result in a Latin
Square with the minimum number of symbols (Section
III-B).
• The minimum number of symbols in a Latin Square
which removes a singular fade state is equal to the
chromatic number (for definition, see Section II A) of
the corresponding singularity removal graph. If for a sin-
gular fade state, the chromatic number of the singularity
removal graph exceeds the size of the signal set M used
at the end nodes, then it means that there does not exist
a Latin Square with the minimum number of symbols
M which removes that singular fade state. It is shown
that for any square QAM signal set, there exists singular
fade states for which the singularity removal graphs have
chromatic numbers more than M (Section IV).
• The conjecture in [6] that for any 2λ-PSK signal set,
all the singular fade states can be removed using Latin
Squares which contain only 2λ symbols is proved. In
other words, it is shown that for any 2λ-PSK signal set,
all the singularity removal graphs can be colored using
only 2λ colors (Section V).
II. PRELIMINARIES
A. Graph Vertex Coloring
In this subsection, some notations and definitions related to
graph vertex coloring are presented. For a detailed treatment
of graph coloring, see [10], [11].
Let G be a simple graph (an undirected graph without loops
and without multiple edges between vertices) with vertex set
V (G) and edge set E(G). The set E(G) contains unordered
pairs from V (G)× V (G) and two vertices v1 and v2 are said
to be adjacent if (v1, v2) ∈ E(G). A clique is a subgraph of
G in which every pair of vertices are adjacent. Clique number
of G, denoted by ω(G) is the number of vertices in a clique
of G which contains the maximum number of vertices.
A k-coloring of a graph is an onto map f : V (G) → S,
where S is the set of colors with |S| = k and f(v) is said to
be the color assigned to the vertex v. A k-coloring is said to be
proper if no two adjacent vertices are assigned the same color.
A graph is said to be k-colorable if it has a proper k-coloring.
The minimum value of k for which a proper k-coloring exists
for G is called the chromatic number of G denoted by χ(G)
and G is said to be k-chromatic. Throughout the paper we
consider only proper vertex colorings of graphs and by k-
coloring what we actually mean is a proper k-coloring. A k-
coloring for a graph G is said to be optimal if χ(G) = k.
B. Wireless two-way relaying
In this subsection, the scheme proposed in [6] for wireless
two-way relaying is briefly described along with some useful
definitions.
Throughout, the denoise-and-forward protocol for two-way
relaying is considered which involves two phases: MA phase
and BC phase. During the MA phase, end nodes A and B
which want to exchange information, simultaneously trans-
mit signal points from a signal set S of cardinality M.
The received signal at R during MA phase is given by,
yR = HAxA + HBxB + nR, where HA and HB are the
fading coefficients associated with the A-R and B-R links,
xA, xB ∈ S are the complex symbols transmitted by A and
B respectively, and nR ∼ CN (0, σ2) is the additive noise at
R, where CN (0, σ2) denotes a circularly symmetric complex
Gaussian random variable with mean zero and variance equal
to σ2. The ratio HB/HA is called the fade state and is denoted
by γejθ.
During the BC phase, R transmits a many-to-one func-
tion of the joint ML estimate (xˆA, xˆB) of (xA, xB). Let
f (γ,θ) : S × S → S ′ denote the many-to-one network coding
map used at R, which is chosen based on the fade state
γejθ, where S ′ whose cardinality lies between M and M2
is the signal set used during the BC phase. The received
signal at node J ∈ {A,B} during the BC phase is given
3by, yJ = H ′Jf (γ,θ)(xˆA, xˆB) + nJ , where H ′J is the fading
coefficient of the R − J link, and nJ ∼ CN (0, σ2) is the
additive noise at node J. To ensure that A (B) is able to decode
B’s (A’s) message, given the knowledge of its own message,
the network coding map needs to satisfy the exclusive law [5],
f (γ,θ)(xA, xB) 6= f (γ,θ)(x′A, xB), ∀xA 6= x′A, xA, x′A, xB ∈ S,
f (γ,θ)(xA, xB) 6= f (γ,θ)(xA, x′B), ∀xB 6= x′B, xA, xB, x′B ∈ S.
The conditions imposed by exclusive law are nothing but
the row and column exclusion conditions of a Latin Square,
i.e., the maps satisfying exclusive law form Latin Squares [6].
Note that a Latin Square is an M ×M array with t ≥ M
symbols, with exactly one symbol filled in a cell of the array,
in such a way that no two symbols repeat in any row as well as
any column. The points in S are assigned labels from 1 to M.
The row index of the Latin Square denotes A’s transmission,
the column index denotes B’s transmission and the symbols
filled in the Latin Square denote R’s transmission. Note that
|S ′| should be at least M to ensure the satisfaction of exclusive
law.
The set {HAxA +HBxB : xA, xB ∈ S} is the called the
effective constellation at R. The values of γejθ for which the
minimum distance of the effective constellation at R becomes
zero are called singular fade states [6]. Alternatively, a value of
fade state is a singular fade state if the effective constellation
at R has less than M2 points.
Example 1: When nodes A and B use 4-QAM signal set
{±1 ± j}, for γejθ = (1+j)2 , the effective constellation at R
normalized by HA, has 12 points given by {±1,±j,±2 ±
j,±1± 2j}. Hence, γejθ = (1+j)2 is a singular fade state for
4-QAM signal set.
When γejθ is a singular fade state, to eliminate the
harmful effect of the fade state falling in the neighbour-
hood of γejθ, the map f (γ,θ) should satisfy the condition
that f (γ,θ)(xA, xB) = f (γ,θ)(x′A, x′B), for all (xA, xB) and
(x′A, x
′
B) for which xA + γejθxB = x′A + γejθx′B . A map
which satisfies this condition is said to remove the singular
fade state γejθ. The removal of a singular fade state requires
certain cells in the Latin Square which removes it to be filled
in with the same symbol.
Definition 1: A singularity removal constraint for a singular
fade state s and signal set S is a subset of S ×S, denoted by
c(s) which satisfies the following conditions:
• xA + sxB = x′A + sx
′
B , ∀(xA, xB), (x′A, x′B) ∈ c(s),
• xA + sxB 6= x′A + sx′B, ∀(xA, xB) ∈ c(s), (x′A, x′B) /∈
c(s).
Let C(s) denote the set of all singularity removal constraints,
for the singular fade state s.
In a Latin Square which removes the singular fade state s,
all the cells which belong to a singularity removal constraint
need to be filled in with the same symbol. For simplicity, let
ci, i ∈ {1, 2, . . . , |C(s)|}, denote the ith singularity removal
constraint.
Example 2: Continuing with Example 1, consider the sin-
gular fade state (1+j)/2 for 4-QAM signal set. Let the points
in 4-QAM signal set be labelled from 1 to 4 in the order
{−1− j,−1+ j, 1− j, 1 + j}. Since (−1− j) + (1 + j)/2×
1 2
2 3
1 4
4 3
Fig. 2. The constrained partial Latin Square L
(
1+j
2
)
.
3 5 1 2
2 4 3 5
5 1 2 4
4 3 5 1
Fig. 3. Latin Square which removes the singular fade state (1+j)
2
.
(1 − j) = (1 − j) + (1 + j)/2 × (−1 + j) = −j and for no
other (xA, xB), the value of xA+ (1+j)2 xB equals −j, the set{(1, 3), (3, 2)} is a singularity removal constraint. It can be
verified that the set of singularity removal constraints C ( 1+j2
)
is given by,
{ {(1, 3), (3, 2)}︸ ︷︷ ︸
c1
, {(1, 4), (2, 1)}︸ ︷︷ ︸
c2
, {(2, 3), (4, 2)}︸ ︷︷ ︸
c3
, {(3, 4), (4, 1)}︸ ︷︷ ︸
c4
{(1, 1)}︸ ︷︷ ︸
c5
, {(1, 2)}︸ ︷︷ ︸
c6
, {(2, 2)}︸ ︷︷ ︸
c7
, {(2, 4)}︸ ︷︷ ︸
c8
, {(3, 1)}︸ ︷︷ ︸
c9
, {(3, 3)}︸ ︷︷ ︸
c10
, {(4, 3)}︸ ︷︷ ︸
c11
, {(4, 4)}︸ ︷︷ ︸
c12
}.
Definition 2: A constrained partial Latin Square for a sin-
gular fade state s, denoted by L(s) is a partially filled square
in which the cells which belong to a singularity removal
constraint ci with |ci| ≥ 2 are filled in with symbol i and
all other cells are empty.
Example 3: Continuing with Example 2, the constrained
partial Latin Square L ( 1+j2
)
is as given in Fig. 2.
Definition 3: A Latin Square is said to remove a singular
fade state if all its cells which belong to the same singularity
removal constraint are filled in with the same symbol.
Example 4: Continuing with Example 2, the Latin Square
given in Fig. 3 removes the singular fade state (1 + j)/2 for
4-QAM signal set.
Since the number of symbols in the Latin Square equals the
cardinality of the signal set used during the BC phase, among
the Latin Squares which remove a singular fade state, one
needs to choose a Latin Square which contains the minimum
number of symbols. A particular realization of γejθ need not
be a singular fade state. Two criteria have been proposed in
[6] to choose one among the Latin Squares which remove
singular fade states depending on γejθ. Both the criteria avoid
the harmful effect of distance shortening in the neighbourhood
of singular fade states. The choice of the Latin Square chosen
for a given realization of γejθ is indicated by R to A and B
using overhead bits. For more details, see [6].
III. OBTAINING LATIN SQUARES WHICH REMOVE
SINGULAR FADE STATES: A GRAPH COLORING APPROACH
In Section III-A, the notion of singularity removal graph
for a singular fade state is introduced. It is shown that a
Latin Square which removes a singular fade state can be
obtained by finding a proper vertex coloring of the singularity
4related to the connection between the graph coloring approach
and the procedure followed in [6] to obtain Latin Squares
which remove singular fade states.
A. Singularity Removal Graph
The singularity removal graph for a singular fade state is
defined as follows.
Definition 4: The singularity removal graph for a singular
fade state s, denoted by Gs is a simple graph whose vertex
set V (Gs) is {1, 2, . . . , |C(s)|}. An edge exists between two
vertices i and j in Gs if and only if there exists (xA, xB) ∈ ci
and (x′A, x′B) ∈ cj for which either xA = x′A or xB = x′B .
Remark 1: The singularity removal graph for a singular
fade state s also depends on the signal set S. For simplicity,
S is not included in the notation Gs used for a singularity
removal graph.
Example 5: Continuing with Example 2, for s = 1+j2 , the
singularity removal graph G (1+j)
2
is as shown in Fig. 4. In
G (1+j)
2
, an edge exists between vertex 1 and vertex 11 since
(1, 3) ∈ c1 and (4, 3) ∈ c11. Similarly, it can be verified that
for all other edges, the condition given in Definition 4 under
which an edge exists between two vertices is satisfied.
1 2 3 4
5 6 7 8
9 10 11 12
{1, 12} - Yellow, {2, 10} - Green, {3, 5} - Blue,
{4, 7} - Pink and {6, 8, 9, 11} - Gray.
Fig. 4. The singularity removal graph G (1+j)
2
.
Recall that in a Latin Square which removes a singular fade
state s, the cells which belong to the same singularity removal
constraint are filled in with the same symbol . From a proper k
coloring of the singularity removal graph Gs, a Latin Square
which removes the singular fade state s can be obtained as
follows: Assign distinct labels from the set {1, 2, . . . , k} to
the k colors used. Start with an empty Latin Square and fill
in the cells which belong to the constraint ci with the color
assigned to the node i in Gs to obtain a Latin Square which
removes the singular fade state s.
Example 6: Continuing with Example 5, a proper 5-
coloring for G (1+j)
2
is shown in Fig. 4. Let 1, 2, 3, 4 and 5 be
the labels assigned to the colors yellow, green, blue, pink and
gray respectively. Starting with an empty Latin Square, since
the nodes 1 and 12 are colored with yellow, the cells which
belong to c1 ((1, 3), (3, 2)) and c12 ((4, 4)) are filled in with
the symbol 1. In a similar way, the rest of the Latin Square can
be filled to obtained the Latin Square given in Fig. 3, which
removes the singular fade state (1+j)2 for 4-QAM signal set.
Note that the approach of obtaining Latin Squares which
remove singular fade states using graph vertex coloring is
valid for any arbitrary signal set. Specific examples of vertex
colorings for well known signal sets like QAM and PSK
are considered in Section IV and Section V respectively. For
any arbitrary signal set, a Latin Square with the minimum
number of symbols which removes a singular fade state
can be obtained by finding an optimal vertex coloring for
the corresponding singularity removal graph. Several methods
have been proposed in the literature to obtain an optimal vertex
coloring for a graph [12]–[14]. The problem of finding an
optimal vertex coloring for a general graph is NP-complete
and polynomial time algorithms which solve this problem for
a general graph are not known. On the other hand, several
algorithms based on sequential coloring [15], tabu search
[16], iterated local search [17] etc. have been proposed in
the literature which can provide near-optimal solutions. Also,
for certain classes of graphs, linear and polynomial time
algorithms for graph vertex coloring are known [18]. With
regards to the problem of wireless bidirectional relaying, it
is not still known whether the class of singularity removal
graphs can be colored using a polynomial time algorithm for
any arbitrary signal set. For a comprehensive bibliography on
graph vertex coloring, see [19].
A Latin Square which removes the singular fade state s
which is filled in with k symbols exists if and only if there
exists a k-coloring for Gs. In other words, the minimum
number of symbols in a Latin Square which removes a singular
fade state s is equal to the chromatic number χ(Gs) of the
singularity removal graph Gs. Note that the satisfaction of
exclusive law necessitates the use of at least M symbols in
an M ×M Latin Square. A Latin Square which removes a
singular fade state s and which contains only M symbols
exists if and only if χ(Gs) = M. More details related to this
are presented in Section IV.
B. Relationship between the graph coloring approach and the
approach used in [6]
In this subsection we discuss the connection between the
graph coloring approach to obtain Latin Squares which remove
singular fade states, introduced in the previous subsection and
the two step procedure followed in [6]. A brief description of
the procedure followed in [6] to obtain Latin Squares which
remove singular fade states is first provided.
The procedure followed in [6] involves two steps. Note that
the constrained partial Latin Square can contain more than M
symbols. Since it is desirable to obtain a Latin Square which
is filled in with the minimum number of symbols, in the first
step, some symbols in the constrained partial Latin Square
are combined to obtain a partially filled Latin Square which
contains less than or equal to M symbols, if possible. This
step is illustrated in the following example.
Example 7: Consider 4-PAM signal set {−3,−1, 1, 3} la-
belled by the integers {1, 2, 3, 4}. It can be verified that −2
51 2 3
4 5 6
1 2 3
4 5 6
Fig. 5. The constrained partial Latin Square L (−2) .
1 2 3
3 4 1
1 2 3
3 4 1
Fig. 6. The partially filled Latin Square obtained from L (−2) .
is a singular fade state. For this case, the set of singularity
removal constraints is given by,
{ {(1, 1), (3, 2)}︸ ︷︷ ︸
c1
, {(1, 2), (3, 3)}︸ ︷︷ ︸
c2
, {(1, 3), (3, 4)}︸ ︷︷ ︸
c3
, {(2, 1), (3, 2)}︸ ︷︷ ︸
c4
{(2, 2), (4, 3)}︸ ︷︷ ︸
c5
, {(2, 3), (4, 4)}︸ ︷︷ ︸
c6
, {(1, 4)}︸ ︷︷ ︸
c7
, {(2, 4)}︸ ︷︷ ︸
c8
, {(3, 1)}︸ ︷︷ ︸
c9
, {(4, 1)}︸ ︷︷ ︸
c10
}.
The constrained partial Latin Square L(−2) is given in Fig.
5. Let the symbols 1 and 6 be combined, with 1 denoting the
new symbol. Also, let 3 and 4 be combined, with 3 denoting
the new symbol and replace the symbol 5 in L(−2) with the
symbol 4. After this, we get a partially filled Latin Square
shown in Fig. 6.
The second step involves completion of the partially filled
Latin Square obtained from the constrained partial Latin
Square using the minimum number of symbols.
Example 8: Continuing with Example 7, a completion of
the partially filled Latin Square given in Fig. 6 using 4 symbols
is provided in Fig. 7.
Now, we discuss the connection between the graph coloring
approach and the two step procedure mentioned above.
Definition 5: The vital subgraph of a singularity removal
graph Gs, denoted by GVs , is the induced subgraph of Gs by
the set of vertices {i : |ci| ≥ 2}.
The process of obtaining a partially filled Latin Square
with k symbols from the constrained partial Latin Square,
is equivalent to obtaining a proper k-coloring for the vital
subgraph of the singularity removal graph. This is illustrated
in the following examples.
Example 9: Continuing with Example 5, the vital subgraph
GV(1+j)
2
of the singularity removal graph G (1+j)
2
is the complete
graph with vertices 1, 2, 3 and 4, shown in Fig. 8. From
Example 2, it can be seen that the constraints c1, c2, c3 and c4
are of cardinality 2 and the other constraints are of cardinality
1. Note that for this case, the constrained partial Latin Square
in Fig. 2 already has less than or equal to M = 4 symbols and
1 2 3 4
3 4 1 2
4 1 2 3
2 3 4 1
Fig. 7. A completion of the partially filled Latin Square given in Fig. 6
no more combining of symbols is required. Moreover, it can
be verified that no more combining of symbols is possible.
Equivalently, since the vital subgraph GV(1+j)
2
is complete, 4
colors are needed for a proper coloring of its vertices, as shown
in Fig. 8.
1 2 3 4
{1} - Yellow, {2} - Green, {3} - Blue and {4} - Pink.
Fig. 8. Vital subgraph of the singularity removal graph G (1+j)
2
.
Example 10: Continuing with Example 7, the singularity
removal graph G−2 is as given in Fig. 9. The vital subgraph
GV−2 is shown in Fig. 10. The partially filled Latin Square
in Fig. 6 which has 4 symbols was obtained by combining
the symbols 1 and 6, and also the symbols 3 and 5 in the
constrained partial Latin Square given in Fig. 5. Equivalently,
the vital subgraph GV−2 admits a proper 4-coloring with the
vertices 1 and 6 colored using the same color yellow and the
vertices 3 and 4 colored using the same color blue, as shown
in Fig. 10.
1 2 3
4 5 6
9 7
810
{1, 6} - Yellow, 2, 8, 10 - Green, {3, 4} - Blue, {5, 7, 9} - Pink
Fig. 9. The singularity removal graph G−2.
1 2 3
4 5 6
{1, 6} - Yellow, {2} - Green, {3, 4} - Blue and {5} - Pink.
Fig. 10. Vital subgraph of the singularity removal graph G (1+j)
2
.
The second step which involves completing the partially
filled Latin Square can be viewed as coloring the rest of
the singularity removal graph, whose subgraph, viz. the vital
subgraph has already been colored.
61 2 3 4 5 6
7 1 3 5
8 9 2 10 4 11 6
12 7 8 1 2 3 4
13 14 9 15 10 16 11
17 12 13 8 9 2 10
18 14 15 16
17 18 13 14 9 15
Fig. 11. The constrained partial Latin Square L(−0.5− 0.5j).
Example 11: Continuing with Example 9, a proper 5-
coloring can be obtained for the singularity removal graph
G (1+j)
2
as shown in Fig. 4, with the coloring for the vertices
which belong the vital subgraph GV(1+j)
2
chosen to be the same
as the one in Fig. 8.
Example 12: Continuing with Example 10, a proper 4-
coloring can be obtained for G−2 as shown in Fig. 9, which
was obtained by retaining the same coloring for the vertices
which belong to the vital subgraph in Fig. 10.
To summarize, the two step procedure suggested in [6] to
obtain Latin Squares is equivalent to obtaining a proper vertex
coloring for the singularity removal graph in two steps: first
coloring the vital subgraph of the singularity removal graph
to get a partially colored graph and then coloring the rest of
the singularity removal graph. A disadvantage of this two step
procedure is that the number of symbols in the completely
filled Latin Square obtained after the second step depends on
the way in which the symbols in the constrained partial Latin
Square are combined in the first step. It is possible that due to
the choice of combining symbols in the first step, the resulting
Latin Square can use a larger number of symbols than the
chromatic number of the singularity removal graph. This is
illustrated in the following example.
Example 13: Consider the case when 8-QAM signal set
S = {−3− j,−3+ j,−1− j,−1+ j, 1− j, 1+ j, 3− j, 3+ j}
is used at the end nodes, with the points labelled from 1 to 8
in the same order mentioned in the set S. It can be verified
that −0.5− 0.5j is a singular fade state for this case and the
corresponding constrained partial Latin Square L(−0.5−0.5j)
is given in Fig. 11. Combining the symbols (1 and 9), (2 and
15), (3 and 18), (4, 16 and 17), (5, 11 and 12), (6 and 13),
(7 and 10), and (8 and 14) in L(−0.5 − 0.5j), one gets a
partially filled Latin Square with 8 symbols shown in Fig. 12.
This partially filled Latin Square cannot be completed using
8 symbols since the (4,1)-th cell cannot be filled with any of
the symbols 1 to 8. But this does not mean that there does
not exist any Latin Square which removes the singular fade
state −0.5 − 0.5j which contains only 8 symbols. It can be
verified that the Latin Square shown in Fig. 13 contains only
8 symbols, which was obtained by coloring the singularity
removal graph G(−0.5−0.5j).
It was illustrated in Example 13 that the number of symbols
in the Latin Square obtained after the second step depends on
the way in which the symbols in the constrained partial Latin
Square are combined in the first step. Note that there always
exists a way of combining symbols in the first step which
1 2 3 4 5 6
7 1 3 5
8 1 2 7 4 5 6
5 7 8 1 2 3 4
6 8 1 2 7 4 5
4 5 6 8 1 2 7
3 8 2 4
4 3 6 8 1 2
Fig. 12. Partially filled Latin Square obtained from L(−0.5− 0.5j).
1 2 3 4 5 6 7 8
4 6 7 1 2 3 8 5
8 1 2 7 4 5 6 3
7 5 6 8 1 2 3 4
3 8 1 6 7 4 5 2
6 4 5 3 8 1 2 7
2 3 8 5 6 7 4 1
5 7 4 2 3 8 1 6
Fig. 13. A Latin Square which removes the singular fade state −0.5−0.5j.
would result in a Latin Square with the minimum number
of symbols. This follows from the fact that going backwards,
such a way of combining symbols can be obtained from a Latin
Square which contains the minimum number of symbols. But
while carrying out the first step, in general, it is not known
which way of combining constraints will result in Latin Square
with the minimum number of symbols. In Section V, for 2λ-
PSK signal set, a specific way of combining symbols in the
constrained partial Latin Square is presented, which ensures
that the Latin Square obtained contains the minimum number
of symbols.
IV. REMOVAL OF SINGULAR FADE STATES WITH LATIN
SQUARES CONTAINING M SYMBOLS
To satisfy the condition that no two entries in a row
(column) can be the same, a Latin Square should contain at
least M symbols. Due to the additional constraints imposed by
singular fade state removal, there may not exist a Latin Square
with only M symbols which removes a singular fade state. As
mentioned earlier in Section III-A, the minimum number of
symbols required in a Latin Square used for the removal of a
singular fade state s is equal to the chromatic number χ(Gs)
of the singularity removal graph Gs. If χ(Gs) > M, there does
not exist a Latin Square with M symbols which removes s.
Since χ(Gs) is lower bounded by the clique number ω(Gs), a
sufficient condition under which χ(Gs) > M is the existence
of a clique of size greater than M.
Example 14: Continuing with Example 5, it can be seen
that the subgraph of G (1+j)
2
in Fig. 4, induced by the vertices
1, 2, 3, 6 and 7 form a clique. Hence, we have χ(G (1+j)
2
) ≥ 5.
In fact, χ(G (1+j)
2
) = 5 since a proper 5-coloring has been
already shown in Fig. 4.
It can be verified that for 4-QAM signal set χ(Gs) = 5
when s belongs to the set {±1 ± j,±0.5 ± 0.5j}. In other
words, for 4-QAM signal set there exists at least 8 singular
fade states, which can not be removed by Latin Squares which
7contain the minimum number of symbols M. In the following
theorem, it is shown that this is valid for any square M -QAM
signal set.
Theorem 1: For any square M -QAM signal set, we have
χ(Gs) ≥ ω(Gs) ≥ M + 1, for s ∈ {±1 ± j,±0.5 ± 0.5j}.
Hence, for any square QAM signal set, there exists at least
8 singular fade states which can not be removed by Latin
Squares which contain the minimum number of symbols M.
Proof: The points in the square M -QAM signal set S are
of the form (−√M + 1 + 2l) + (−√M + 1 + 2k)j, where
k, l ∈ {0, 1, . . . ,√M − 1}. Let the points be indexed from 1
to M, with the point (−√M + 1+ 2l)− (−√M + 1+ 2k)j
indexed by k + l
√
M + 1. Note that ±1 ± j and ±0.5 ±
0.5j are singular fade states for any M - QAM signal set. The
reason is as follows: the singular fade states are of the form
−(xA−x′A)/(xB−x′B), xA, xB, x′A, x′B ∈ S. Since difference
between points in S can take values ±2 ± 2j and ±2, the
complex numbers ±1 ± j and ±0.5 ± 0.5j are singular fade
states.
It is enough to prove the result s = −1−j. The proof for the
other 7 values of s follows from the fact that the Latin Squares
which these 7 singular fade states can be obtained from the one
which removes s = −1−j by appropriate column permutation
or by taking transpose [9].
Consider the set of singularity removal constraints
C(−1− j). Note that every element of S × S belongs to
exactly one of the singularity removal constraints. Let ci, i ∈
{1, 2, . . . ,M − √M} denote the singularity removal con-
straint which contains (1, i). Let i = k + l
√
M + 1, where
k, l ∈ {0, 1, . . . ,√M − 1}.
Let xA and xB denote the signal points labelled by 1 and i
respectively, which are given by (−√M +1)+ (−√M +1)j
and (−√M+1+2l)+(−√M+1+2k)j respectively. Let x′A
denote the signal point labelled by
√
M +2 which is given by
(−√M+3)+(−√M+3)j. For i ∈ {1, 2, . . . ,M−√M}, let
x′B denote the signal point labelled by i+
√
M which is given
by (−√M+3+2l)+(−√M+1+2k)j. It can be verified that
xA+(−1− j)xB = x′A+(−1− j)x′B. Hence, the singularity
removal constraint ci also contains (
√
M + 2,
√
M + i) in
addition to (1, i).
For i ∈ {M − √M + 1,M − √M + 2, . . . ,M}, let
ci denote the singularity removal constraint which contains
(
√
M + 2, i −M + √M). The M singularity removal con-
straints ci, i ∈ {1, 2, . . . ,M} contain at least one element
of the form (a, bi) where a =
√
M + 2. Hence, from the
definition of a singularity removal graph, it follows that for
the singularity removal graph G−1−j , the induced subgraph
formed by the nodes {1, 2, . . . ,M} forms a clique of size M.
To complete the proof of the theorem, it suffices to show that
this clique is contained in a larger clique which contains one
more node.
Let cM+1 denote a singularity removal constraint which
contains (2, (M−
√
M+2)
2 ). It is claimed that (2,
(M−
√
M+2)
2 )
does not belong to any of the M singularity removal con-
straints ci, i ∈ {1, 2, . . . ,M} defined earlier. The proof of
this claim is follows: For i ∈ {1, 2, . . . ,M}, the singular-
ity removal constraint ci contains an element of the form
(
√
M + 2, bi). The signal point labelled by
√
M + 2 is
(−√M + 3) + (−√M + 3)j. Let x(bi) denote the signal
point labelled by bi. Note that the points labelled by 2 and
(M−√M+2)
2 are respectively (−
√
M + 1) + (−√M + 3)j
and −1 + j. Hence, for all (xA, xB) ∈ cM+1, we have
xA + (−1 − j)xB = (−
√
M + 3) + (−√M + 3)j. If
(2, (M−
√
M+2)
2 ) belongs to any of the M singularity removal
constraints ci, i ∈ {1, 2, . . . ,M}, then the following condition
should hold: ((−√M+3)+(−√M+3)j)+(−1−j)x(bi) =
(−√M+3)+(−√M+3)j. The above condition cannot hold
since x(bi) = 0 is not a valid point in the square M -QAM
signal set.
Let the singularity removal constraints ci, i ∈
{1, 2, . . . ,M}, be classified as cu+v√M+1, where
u ∈ {0, 1, 2, . . . ,√M − 1} and v ∈ {0, 1, . . . ,√M − 1}.
We claim that there exits (au,v, bu) and (a′u, bu) such that
(au,v, bu) ∈ cu+v√M+1 and (a′u, bu) ∈ cM+1. To complete
the proof of this theorem, it suffices to prove this claim.
First it is shown that for bu = M − 2
√
M + u +
1, u ∈ {0, 1, . . . ,√M − 1}, there exists (a′u, bu) ∈ cM+1.
As mentioned earlier, for all (xA, xB) ∈ cM+1, we have
xA + (−1− j)xB = (−
√
M + 3) + (−√M + 3)j. Note that
the point labelled as bu is (
√
M −3)+(−√M +2u+1)j. To
show that (a′u, bu) ∈ cM+1, we need to show the existence of
a signal point x(a′u) which is labelled by a′u, which satisfies
x(a′u) + (−1 − j)((
√
M − 3) + (−√M + 2u + 1)j) =
(−√M + 3) + (−√M + 3)j. Solving for x(a′u), we get
x(a′u) = (
√
M − 2u − 1) + (−√M + 2u + 1)j, which is
indeed a valid signal point for u ∈ {0, 1, . . . ,√M − 1}.
To complete the proof, it suffices to show that there exists
(au,v,M − 2
√
M + u) ∈ cu+v√M+1. First we consider u ∈
{0, 1, . . .√M − 1} and v ∈ {0, 1 . . . ,√M − 2}, for which
u + v
√
M + 1 ∈ {1, 2, . . . ,M − √M}. Note that (1, u +
v
√
M +1) ∈ cu+v√M+1, and the labels 1 and u+ v
√
M +1
respectively denote the signal points −√M+1+(−√M+1)j
and (−√M + 2v + 1) + (−√M + 2u + 1)j. Hence, every
(xA, xB) ∈ cu+v√M+1 satisfies xA+(−1−j)xB = (−
√
M+
1+ 2u− 2v) + j(√M − 1− 2u− 2v). To show the existence
of (au,v, bu) ∈ cu+v√M+1, it suffices to show the existence of
x(au,v) ∈ S which satisfies x(au,v) + (−1− j)((
√
M − 3)+
(−√M+2u+1)j) = (−√M+1+2u−2v)+j(√M−1−2u−
2v). Solving for x(au,v), we get (
√
M−2v−3)+(√M−2v−
3)j, which indeed belongs to S for v ∈ {0, 1, 2, . . . ,√M−2}.
Finally, to complete the proof, the existence of (au,v, bu) ∈
cu+v
√
M+1, needs to be shown for v =
√
M − 1 and u ∈
{0, 1, . . . ,√M−1}, for which u+v√M +1 ∈ {M−√M+
1,M−√M+2, . . .M}. Since, for this case, (√M+2, u+1) ∈
cu+v
√
M+1, every (xA, xB) ∈ cu+v√M+1 satisfies xA+(−1−
j)xB = (−
√
M +3+2u)+(
√
M+1−2u)j. We need to find
x(au,v) ∈ S which satisfies x(au,v) + (−1− j)((
√
M − 3)+
(−√M +2u+1)j) = (−√M +3+ 2u)+ (√M +1− 2u)j.
Solving, we get x(au,v) = (
√
M − 1) + (√M − 1)j, which
belongs to S. This completes the proof of Theorem 1.
V. SINGULAR FADE STATE REMOVAL USING LATIN
SQUARES WITH M SYMBOLS FOR M -PSK SIGNAL SET
In the previous section, it was shown that for square M -
QAM signal set, there exists singular fade states which cannot
8be removed using Latin Squares containing only M symbols.
In this section, we prove the following result which was
conjectured in [6]: for any M -PSK signal set (M of the form
2λ and M ≥ 8), all the singular fade states can be removed
using Latin Squares containing only M symbols.
A brief outline of the results in [6] related to singularity
removal for 2λ-PSK signal set are presented in Section V-A.
To show the existence of Latin Squares with M symbols, the
two step procedure explained in Section III B is adopted. First,
in Section V-B, an explicit coloring of the vital subgraph of the
singularity removal graph is provided, which would result in
a partially filled Latin Square. In Section V-C, it is shown that
the partially filled Latin Squares thus obtained are completable
using M symbols.
A. Singular fade states and Constrained Partial Latin Squares
for 2λ-PSK signal set
In this subsection, a brief outline of the results in [6]
related to singularity removal for 2λ-PSK signal set is pre-
sented. For more details and proofs, refer [6]. Consider the
M -PSK signal set {ej(2m−1)pi/M : m ∈ {1, 2, . . . ,M}},
with the signal point ej(2m−1)pi/M labelled as m, where
M ≥ 8. For M -PSK signal set, M of the form 2λ, there
are (M2/4−M/2+1)M singular fade states. These singular
fade states lie on M2/4 −M/2 + 1 circles with radii of the
form sin(kpi/M)sin(lpi/M) , k, l ∈ {1, 2, . . . ,M/2} with M points lying
on each circle. The M -points on a circle with radius sin(kpi/M)sin(lpi/M)
have phase angles
(i) 2mπ/M,m ∈ {0, 1, . . .M − 1} if both k and l are odd
or both are even,
(ii) (2m+ 1)π/M,m ∈ {0, 1, . . .M − 1} if only one among
k and l is even.
From a Latin Square which removes a singular fade state
which lies on a circle of radius r, Latin Squares which remove
the other singular fade states with radius r can be obtained by
appropriate column permutation [6]. Also, the conventional
bit-wise exclusive OR Latin Square removes the singular fade
state s = 1 [6]. Hence, in the rest of the paper, we consider
only the singular fade states of the form
(i) sin(pik/M)sin(pil/M) , when both k and l are odd or both are even,
(ii) sin(pik/M)sin(pil/M) ejpi/M when only one among k and l is odd,
where k, l ∈ {1, 2, . . .M/2} and k 6= l.
For a singular fade state of the form sin(pik/M)sin(pil/M) , where both
k and l are even or both are odd, the singularity removal
constraints with cardinality greater than two are given by [6],
{(
i + 1,
(
i− M
2
− k − l
2
)
mod M + 1
)
,
(
(i− k) mod M + 1,
(
i +
M
2
− k + l
2
)
mod M + 1
)}
︸ ︷︷ ︸
ci+1
, (1)
{(
i + 1,
(
i− k + l
2
)
mod M + 1
)
,
(
(i− k) mod M + 1,
(
i− k − l
2
)
mod M + 1
)}
︸ ︷︷ ︸
cM+i+1
, (2)
where 0 ≤ i ≤ M − 1. For this case, for i ∈ {0, 2, . . . ,M −
1}, let ci+1 and ci+M+1 respectively denote the singularity
removal constraints as in (1) and (2).
For the singular fade state sin(pik/M)sin(pil/M) e
jpi/M , where only one
among k and l is odd, the singularity removal constraints with
cardinality greater than two are given by,
{(
i + 1,
(
i− M
2
− k + 1− l
2
)
mod M + 1
)
,
(
(i− k) mod M + 1,
(
i +
M
2
− k + 1 + l
2
)
mod M + 1
)}
︸ ︷︷ ︸
ci+1
, (3)
{(
i + 1,
(
i− (k + 1 + l)
2
)
mod M + 1
)
,
(
(i− k) mod M + 1,
(
i− (k + 1 − l)
2
)
mod M + 1
)}
︸ ︷︷ ︸
cM+i+1
, (4)
where 0 ≤ i ≤ M − 1. For this case, for i ∈ {0, 2, . . . ,M −
1}, let ci+1 and ci+M+1 respectively denote the singularity
removal constraints as in (3) and (4).
For the case when k 6= M/2 and l 6= M/2, the 2M
constraints given in (1) and (2) (and also (3) and (4)) are
distinct. Hence, the constrained partial Latin Square for this
case contains 2M symbols, with each symbol appearing twice
and four cells filled in every row and every column.
For the case when k = M/2 or l = M/2, it can be seen
from (1) and (2) (and also (3) and (4)) that only M constraints,
ci, i ∈ {1, 2 . . .M}, are distinct. Hence, the constrained partial
Latin Square for this case is filled in with M symbols, with
each symbol appearing twice and two cells filled in every row
and every column.
B. Vertex Coloring of the vital subgraphs to obtain Partially
filled Latin Squares
In this subsection, depending on the singular fade state,
a proper 4-coloring or 8-coloring is obtained for the vital
subgraphs of the singularity removal graphs. Note that the
number of colors used to color the vital subgraphs of the
singularity removal graphs is either 4 or 8, irrespective of the
size of the signal set M.
First, the vital subgraphs of the singularity removal graphs
are characterized for the different singular fade states.
The vital subgraph of the singularity removal graph for a
singular fade state of the form sin(pik/M)sin(pil/M) , where k 6= M/2, l 6=
M/2, is given by the following lemma.
Lemma 1: For a singular fade state s of the form (i)
sin(pik/M)
sin(pil/M) , when both k and l are odd or both are even, or (ii)
sin(pik/M)
sin(pil/M) e
jpi/M , when only one among k and l is odd, where
k 6= M/2, l 6= M/2, the vital subgraph GVs is as follows: GVs
has vertex set {1, 2, . . . , 2M}. For i ∈ {0, 1, . . .M − 1},
• vertex i+ 1 is adjacent to vertices in the set
{(i± k) mod M + 1, (i± l) mod M + 1,M + i + 1,
M + ((i± k) mod M) + 1, M + ((M/2 + i± l) mod M) + 1,
M + (i +M/2) mod M + 1} .
• vertex M + i+ 1 is adjacent to vertices in the set
9{i + 1, (i± k) mod M + 1, (M/2 + i± l) mod M + 1,
M + ((i± k) mod M) + 1, M + ((i± l) mod M) + 1,
(i+M/2) mod M + 1} .
Proof: The proof is given for the case when s is of
the form sin(pik/M)sin(pil/M) , where both k and l are odd or both
are even. The proof for the case when only one among k
and l is odd is similar and is omitted. GVs has vertex set
{1, 2, . . . , 2M}, since there are 2M singularity removal
constraints, which are given in (1) and (2). To show that
vertex i is adjacent to vertex j, it needs to be shown that
there exits (a, b) ∈ ci and (a′, b′) ∈ cj such that a = a′ or
b = b′. Vertex i + 1 is adjacent to vertex (i− k)mod M + 1
since
(
(i− k) mod M + 1,
(
i + M2 − (k+l)2
)
mod M + 1
)
∈ ci+1 and(
(i− k) mod M + 1,
(
i− M2 − (3k−l)2
)
modM + 1
)
∈ c(i−k)mod M+1.
Similarly, it can be shown that the vertex i+ 1 is adjacent to
the other vertices given in the statement of the lemma. By a
similar reasoning the vertex M + i + 1 is adjacent to the set
of vertices given in the statement of the lemma.
For a singular fade state with absolute value sin(πk/M) or
1
sin(pik/M) , GVs is provided in the following lemma.
Lemma 2: For singular fade states of the form (i) s =
sin(πk/M) or 1sin(pik/M) , when k is even or (ii) s =
sin(πk/M)ejpi/M or 1sin(pik/M) e
jpi/M when k is odd, GVs
is as follows: GVs has vertex set {1, 2, . . . ,M}. For i ∈
{0, 1, . . .M − 1}, vertex i + 1 is adjacent to the vertices in
the set {(i± k)mod M + 1, (i+M/2)modM + 1}.
Proof: The proof is similar to that of Lemma 1 and is
omitted.
Now we proceed to obtain proper vertex colorings for the
different vital subgraphs of the singularity removal graphs
obtained above. Note that in the vital subgraph obtained in
Lemma 1, two vertices i and j, both of which are either less
than or equal to M or both are greater than M, are adjacent
only if they differ by either k or l in modulo-M arithmetic. In
the proper vertex colorings provided below, the colors used for
the vertices which are less than or equal to M are chosen to
be different from the colors used for vertices greater than M.
To ensure that the colorings provided are proper, two vertices
which differ by either k or l in modulo-M arithmetic are
assigned different colors.
For a singular fade state of the form sin(pik/M)sin(pil/M) , both k and
l being odd, there exists a proper 4-coloring for GVs , as shown
in the following lemma.
Lemma 3: For a singular fade state s = sin(pik/M)sin(pil/M) , both
k and l being odd, GVs has a proper 4-coloring in which
the vertices which belong to the four sets {1, 3, . . . ,M −
1}, {2, 4, . . . ,M}, {M+1,M+3, . . . , 2M−1}, {M+2,M+
4, . . . , 2M}, are assigned four different colors.
Proof: For i ≤ M and j ≤ M, from Lemma 1 it
follows that a vertex i, where i is odd (even), is adjacent
to vertex j only if j is even (odd), since k and l are odd.
Hence, the vertices which belong to the set {1, 3, . . . ,M−1},
({2, 4, . . . ,M}) are non-adjacent and can be colored using the
same color. Similarly, for i ≤M and j ≤M, a vertex M + i,
i being odd (even), is adjacent to a vertex M + j only if j
is even (odd). Hence, the vertices which belong to the set
{M + 1,M + 3, . . . , 2M − 1}, ({M + 2,M + 4, . . . , 2M})
are non-adjacent and can be colored using the same color.
For i ∈ {1, 2, . . . , 2λ−m}, let Ui and Vi respectively denote
the sets {(i− 1)2m + 1, (i− 1)2m + 2, . . . , i2m} and {M +
(i− 1)2m + 1,M + (i − 1)2m + 2, . . . ,M + i2m}.
For m1 < m2, i ∈ {1, 2, . . . , 2m2−m1+1} and j ∈
{1, 2, . . . , 2λ−m2−1}, let Ui,j and Vi,j denote the sets,
Ui,j = {(j − 1)(2m2+1) + (i− 1)2m1 + 1,
(j − 1)(2m2+1) + (i− 1)2m1 + 2, . . . , (j − 1)(2m2+1) + i2m1},
Vi,j = {(j − 1)(2m2+1) + (i− 1)2m1 + 1 +M,
(j − 1)(2m2+1) + (i− 1)2m1 + 2 +M, . . . , (j − 1)(2m2+1) + i2m1 +M}.
Lemma 4 and Lemma 5 below deal with proper vertex
colorings for singular fade states of the form sin(pik/M)sin(pil/M) , where
k and l are even, and k 6= M/2, l 6= M/2.
Lemma 4: Consider a singular fade state s = sin(pik/M)sin(pil/M) ,
where k and l are of the form k = 2ma1 and l = 2ma2,
a1 and a2 being odd integers and, k 6= M/2, l 6= M/2. For
this case, GV (s) has a proper 4-coloring as given below. The
vertices which belong to the following 4 sets are assigned 4
different colors:
⋃
1≤i≤2λ−m
i odd
Ui,
⋃
1≤i≤2λ−m
i even
Ui,
⋃
1≤i≤2λ−m
i odd
Vi,
⋃
1≤i≤2λ−m
i even
Vi.
Proof: Since k and l are odd multiples of 2m, from
Lemma 1, it can be seen that a vertex i ≤ M is adjacent
to vertex j ≤ M only if they differ by an odd multiple of
2m in modulo M arithmetic. Since no two elements of the
set
⋃
1≤i≤2λ−m
i odd
Ui, differ by an odd multiple of 2m in modulo M
arithmetic, they can be colored using the same color. By a
similar reasoning, it follows that the vertices which belong to
one among the other three sets given in the statement of the
lemma can be colored using the same color.
Lemma 5: Consider a singular fade state s = sin(pik/M)sin(pil/M) ,
where k and l are of the form k = 2m1a1 and l = 2m2a2,
a1, a2 being odd integers and m1 < m2. For this case, GV (s)
has a proper 8-coloring in which the vertices belonging to the
following 8 sets are assigned distinct colors:
⋃
1≤i≤2m2−m1 ,
i odd,
1≤j≤2λ−m2−1
Ui,j ,
⋃
1≤i≤2m2−m1 ,
i even,
1≤j≤2λ−m2−1
Ui,j ,
⋃
2m2−m1+1≤i≤2m2−m1+1,
i odd
1≤j≤2λ−m2−1
Ui,j ,
⋃
2m2−m1+1≤i≤2m2−m1+1,
i even
1≤j≤2λ−m2−1
Ui,j ,
⋃
1≤i≤2m2−m1 ,
i odd
1≤j≤2λ−m2−1
Vi,j ,
⋃
1≤i≤2m2−m1 ,
i even
1≤j≤2λ−m2−1
Vi,j ,
⋃
2m2−m1+1≤i≤2m2−m1+1,
i odd
1≤j≤2λ−m2−1
Vi,j ,
⋃
2m2−m1+1≤i≤2m2−m1+1,
i even
1≤j≤2λ−m2−1
Vi,j .
Proof: For i ≤ M and j ≤ M, from Lemma 1, it
follows that the two vertices i and j can be adjacent only
if they differ by an odd multiple of 2m1 or 2m2 in modulo M
arithmetic. Since no two elements of the union of the sets Ui,j ,
i ∈ {1, 3, . . . , 2m2−m1 − 1}, j ∈ {1, 2, . . . , 2λ−m2−1}, differ
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by any odd multiple of 2m1 or 2m2 in modulo M arithmetic,
they can be colored using the same color. Similarly, it follows
that the vertices which belong to one among the other seven
sets given in the statement of the lemma can be colored using
the same color.
Remark 2: In Lemma 5, only those singular fade states for
which m1 < m2 have been considered. If m1 > m2, Lemma
5 can be applied for the singular fade state s = sin(pil/M)sin(pik/M) .
Note that a Latin Square which removes the singular fade
state sin(pik/M)sin(pil/M) can be obtained from a Latin Square which
removes
sin(pil/M)
sin(pik/M) , by taking transpose [6].
For i ∈ {1, 2, . . . , 2λ−m}, let Uoddi and Ueveni respectively
denote the sets {1 + (i− 1)2m, 3 + (i− 1)2m, . . . , i2m − 1}
and {2 + (i − 1)2m, 4 + (i − 1)2m, . . . , i2m}. Also, for i ∈
{1, 2, . . . , 2λ−m}, let V oddi and V eveni respectively denote the
sets {M+1+(i−1)2m,M+3+(i−1)2m, . . . ,M+i2m−1}
and {M +2+ (i− 1)2m,M +4+ (i− 1)2m, . . . ,M + i2m}.
The following lemma provides a proper 8 coloring for those
singular fade states of the form sin(kpi/M)sin(lpi/M) e
jpi/M , where one
among k and l is odd and the other is an even integer other
than M/2.
Lemma 6: Consider a singular fade state s =
sin(kpi/M)
sin(lpi/M) e
jpi/M , where one among k and l is odd and
the other is of the form 2ma1, a1 being odd, and,
k 6= M/2, l 6= M/2. To obtain a proper 8-coloring for
GCs , assign 8 different colors to the vertices which belong to
the following 8 sets:
⋃
1≤i≤2λ−m
i odd
Uoddi ,
⋃
1≤i≤2λ−m
i even
Uoddi ,
⋃
1≤i≤2λ−m
i odd
Ueveni ,
⋃
1≤i≤2λ−m
i even
Ueveni ,
⋃
1≤i≤2λ−m
i odd
V oddi ,
⋃
1≤i≤2λ−m
i even
V oddi ,
⋃
1≤i≤2λ−m
i odd
V eveni ,
⋃
1≤i≤2λ−m
i even
V eveni .
Proof: From Lemma 1, for i ≤ M to be adjacent to
j ≤ M, i and j should differ by an odd number or an odd
multiple of 2m. It can be verified that no two elements which
belong to the set
⋃
1≤i≤2λ−m
i odd
Uoddi differ by an odd number
or an odd multiple of 2m. Hence, the elements of the set⋃
1≤i≤2λ−m
i odd
Uoddi can be colored using the same color. Similarly,
the vertices which belong to the other 7 sets given in the
statement of the lemma can be colored using the same color.
Lemma 7 and Lemma 8 below provide proper 4-colorings
for the cases when the singular fade states have absolute values
sin(πk/M) or 1sin(pik/M) .
Lemma 7: Consider a singular fade state of the form s =
sin(πk/M)ejpi/M or s = 1sin(pik/M)e
jpi/M , where k is odd.
A proper 4-coloring for GVs can be obtained by assigning 4
different colors to the vertices which belong to the following 4
sets: {1, 3, . . .M/2− 1}, {2, 4, . . . ,M/2}, {M/2+1,M/2+
3, . . . ,M − 1}, {M/2 + 2,M/2 + 4, . . . ,M}.
Proof: From Lemma 2, it follows that a vertex i can be
adjacent to vertex j only when i and j differ by an odd number
or M/2. Hence the vertices which belong to one of the four
1 2 3 4
3 1 4 2
(a)
1 2 3 4
3 1 4 2
4 3 2 1
2 4 1 3
(b)
Fig. 14. A partially filled Latin Square of order 4 with 2 completely filled
rows and its completion with 4 symbols.
1 2
1 2
2 1
2 1
(a)
1 2 4 3
4 1 3 2
2 3 1 4
3 4 2 1
(b)
Fig. 15. An example illustrating Corollary 1.
sets in the statement of the lemma are not adjacent and hence
can be colored using the same color.
Lemma 8: Consider a singular fade state of the form s =
sin(πk/M) or s = 1sin(pik/M) , where k = 2
ma1, a1 being an
odd integer. A proper 4-coloring for GVs can be obtained by
assigning 4 different colors to the vertices which belong to the
following 4 sets:
⋃
1≤i≤2λ−m−1
i odd
Ui,
⋃
1≤i≤2λ−m−1
i even
Ui,
⋃
2λ−m−1+1≤i≤2λ−m
i odd
Ui,
⋃
2λ−m−1+1≤i≤2λ−m
i even
Ui.
Proof: From Lemma 2, it follows that a vertex i can
be adjacent to vertex j only when i and j differ by an odd
multiple of 2m or M/2. Hence the vertices which belong to
one of the four sets in the statement of the lemma are not
adjacent and hence can be colored using the same color.
From the k-coloring obtained for the vital subgraph of a
singularity removal graph, a partially filled Latin Square with
k symbols can be obtained using the procedure described in
Section III-B.
C. Completion of Partially filled Latin Squares using M
symbols
Before showing that the partially filled Latin Squares ob-
tained in the previous subsection are completable using M
symbols, we state some useful results.
Theorem 2 ( [20]): Given a partially filled Latin Square of
order M with M symbols, in which r rows are completely
filled, the rest of the empty M − r rows can be filled with M
symbols to obtain a completely filled Latin Square.
Example 15: For example, the Latin Square of order 4
shown in Fig. 14(a), which has two completely filled rows
using 4 symbols, can be completed to form a Latin Square
with 4 symbols, as shown in Fig. 14(b).
From a Latin Square filled with M symbols, interchanging
the symbol and row (column) indices results in another Latin
Square. Hence, a partially filled Latin Square L with M
symbols is completable with M symbols if and only if the
partially filled Latin Square L′ obtained by interchanging the
symbol and row (column) indices of the filled cells in L is
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completable using M symbols. A consequence of the above
fact and Theorem 2 is stated in the following corollary.
Corollary 1: A partially filled Latin Square of order M, in
which only s < M symbols are used and each one of the
s symbols appears in M cells, can be completed using M
symbols.
Example 16: Continuing with Example 15, interchanging
the symbol and row indices of the filled cells in the partially
filled Latin Square in Fig. 14(a) results in the partially filled
Latin Square in Fig. 15(a). From Corollary 1, it follows that the
partially filled Latin Square in Fig. 15(a) is completable using
4 symbols. One possible completion is shown in Fig. 15(b),
which can also be obtained by interchanging the symbol and
row indices in the Latin Square given in Fig. 14(b).
Let X = {X1, X2, . . . , Xn} be a collection of subsets of a
set Y. A System of Distinct Representatives (SDR) for X is a
set of distinct elements x1, x2, . . . , xn in Y such that xi ∈ Xi.
The element xi is said to be the representative of Xi.
Example 17: For Y = {1, 2, 3, 4}, X1 = {1, 2}, X2 =
{3, 4}, X3 = {1, 2, 3}, the set of numbers 1 ∈ X1, 3 ∈ X2
and 2 ∈ X3 form an SDR for X = {X1, X2, X3}.
The following result which was shown by P. Hall, is known
as Hall’s marriage theorem.
Theorem 3 ( [21]): An SDR for X exists if and only if∣∣∣∣∣
⋃
i∈S
Xi
∣∣∣∣∣ ≥ |S|, for all S ⊆ {1, 2, . . . , n}.
Consider a singular fade state s = sin(pik/M)sin(pil/M) for which (i)
both k and l are odd or (ii) k and l are respectively of the
form 2ma1 and 2ma2, where a1 and a2 are odd. The partially
filled Latin Squares obtained for these two cases using the
colorings provided in Lemma 3 and Lemma 4 respectively
contain 4 symbols with each one of the 4 symbols appearing
in M cells. Hence, from Corollary 1, it follows that these Latin
Squares are completable using M symbols and this is stated
in the following theorem.
Theorem 4: Consider a singular fade state s = sin(pik/M)sin(pil/M)
for which (i) both k and l are odd or (ii) k and l are of the form
2ma1 and 2ma2, where a1 and a2 are odd. The Latin Squares
obtained for these two cases using the colorings provided in
Lemma 3 and Lemma 4 respectively are completable using M
symbols.
An explicit way exists for filling the empty cells of
the partially filled Latin Squares considered in Theorem 4.
Note that all the partially filled Latin Squares obtained for
those singular fade states with absolute value sin(pik/M)sin(pil/M) for
which k, l 6= M/2 have 4 filled cells in every column.
Let i1, i2, i3, i4, . . . iM−4 denote the column indices of the
cells which are empty in the first row. Note that the empty
cells in the partially filled Latin Squares are of the form
(1 + b, (il − 1 + b)mod M + 1) , b ∈ {0, 1, . . .M − 1}, l ∈
{1, 2, . . . ,M − 4}. Also, note that the partially filled Latin
Squares considered in Theorem 4 contain only 4 symbols.
Starting from the (1, il)-th cell and filling diagonally with the
symbol 4 + l, we can get a completely filled Latin Square.
In other words, for l ∈ {1, 2, . . . ,M − 4}, fill all the cells
which belong to the set {(1 + b, (il − 1 + b)mod M + 1) , b ∈
{0, 1, . . .M − 1}} with the symbol 4 + l to get a completely
10 2 1 9
11 3 2 10
11 12 4 3
4 12 13 5
5 13 14 6
7 6 14 15
16 8 7 15
9 1 8 16
(a)
4 2 1 3
3 1 2 4
3 4 2 1
2 4 3 1
1 3 4 2
1 2 4 3
4 2 1 3
3 1 2 4
(b)
5 6 4 2 7 1 3 8
8 5 6 3 1 7 2 4
3 8 5 6 4 2 7 1
2 4 8 5 6 3 1 7
7 1 3 8 5 6 4 2
1 7 2 4 8 5 6 3
4 2 7 1 3 8 5 6
6 3 1 7 2 4 8 5
(c)
Fig. 16. Constrained partial Latin Square, partially filled Latin Square and
Latin Square obtained for the singular fade state sin(pi/8)
sin(3pi/8)
.
filled Latin Square. This is illustrated in the following exam-
ples.
Example 18: For 8-PSK signal set consider the singular
fade state s = sin(pi/8)sin(3pi/8) . The constrained partial Latin Square
for this case is as shown in Fig. 16(a). Using the coloring
given in Lemma 16(a), the partially filled Latin Square given
in Fig. 16(b) is obtained. In the partially filled Latin Square in
Fig. 16(b), the empty cells in the first row have column indices
1, 2, 5 and 8. Starting from the cells (1, 1), (1, 2), (1, 5), (1, 8)
and filling along the diagonal with the symbols 5, 6, 7 and 8
respectively, the completely filled Latin Square shown in Fig.
16(c) is obtained.
Example 19: Consider the singular fade state sin(2pi/16)sin(6pi/16) for
16-PSK signal set. For this case, The constrained partial Latin
Square and the partially filled Latin Square obtained using the
4-coloring provided in Lemma 4 are shown respectively in Fig.
17(a) and Fig. 17(b). The partially filled Latin Square in Fig.
17(b) can be completed using the diagonal filling approach
described earlier to get the Latin Square given in Fig. 17(c).
For a singular fade state whose absolute value is sin(πk/M)
or 1sin(pik/M) , the 4-colorings provided in Lemma 7 and
Lemma 8 result in partially filled Latin Squares which are
filled in with 4 symbols, with each symbol appearing in M/2
cells and two cells filled in every row and every column. In
Theorem 5 below, the completability of such Latin Squares is
proved.
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19 3 1 17
20 4 2 18
21 5 3 19
22 6 4 20
21 23 7 5
22 24 8 6
7 23 25 9
8 24 26 10
9 25 27 11
10 26 28 12
13 11 27 29
14 12 28 30
31 15 13 29
32 16 14 30
17 1 15 31
18 2 16 32
(a)
4 2 1 3
4 2 1 3
3 1 2 4
3 1 2 4
3 4 2 1
3 4 2 1
2 4 3 1
2 4 3 1
1 3 4 2
1 3 4 2
1 2 4 3
1 2 4 3
4 2 1 3
4 2 1 3
3 1 2 4
3 1 2 4
(b)
5 6 7 8 4 9 2 10 11 12 1 13 3 14 15 16
16 5 6 7 8 4 9 2 10 11 12 1 13 3 14 15
15 16 5 6 7 8 3 9 1 10 11 12 2 13 4 14
14 15 16 5 6 7 8 3 9 1 10 11 12 2 13 4
3 14 15 16 5 6 7 8 4 9 2 10 11 12 1 13
13 3 14 15 16 5 6 7 8 4 9 2 10 11 12 1
2 13 4 14 15 16 5 6 7 8 3 9 1 10 11 12
12 2 13 4 14 15 16 5 6 7 8 3 9 1 10 11
11 12 1 13 3 14 15 16 5 6 7 8 4 9 2 10
10 11 12 1 13 3 14 15 16 5 6 7 8 4 9 2
1 10 11 12 2 13 4 14 15 16 5 6 7 8 3 9
9 1 10 11 12 2 13 4 14 15 16 5 6 7 8 3
4 9 2 10 11 12 1 13 3 14 15 16 5 6 7 8
8 4 9 2 10 11 12 1 13 3 14 15 16 5 6 7
7 8 3 9 1 10 11 12 2 13 4 14 15 16 5 6
6 7 8 3 9 1 10 11 12 2 13 4 14 15 16 5
(c)
Fig. 17. Constrained partial Latin Square, partially filled Latin Square and Latin Square obtained for the singular fade state sin(2pi/16)
sin(3pi/16)
.
Theorem 5: Consider a singular fade state whose absolute
value is sin(πk/M) or 1sin(pik/M) . For this case, the partially
filled Latin Squares obtained using the 4-colorings provided
in Lemma 7 and Lemma 8 are completable using M symbols.
Proof: See Appendix A.
The ideas used in the proof of Theorem 5 are illustrated in
the following example.
Example 20: Consider the singular fade state s =
sin(2π/8) for 8-PSK signal set. The constrained partial Latin
Square for this case is shown in Fig. 18(a). Using the 4-
coloring given in Lemma 8, the partially filled Latin Square
L given in Fig. 18(b) is obtained. Note that in L, two cells
are filled in every row and every column. In the partially
filled Latin Square L, in each row, one more cell is filled
in with the symbols 1 to 4, to obtain the partially filled
Latin Square L1 given in Fig. 18(c). The partially filled Latin
Square L′1 given in Fig. 18(d) is obtained by interchanging
the symbol and row indices of the filled cells in the partially
filled Latin Square L1. Consider the partially filled Latin
Rectangle L′R obtained by taking only the first 4 rows of
L′1. Let Xi, i ∈ {1, 2, . . . , 8} denote the set of cells in
which symbol i can appear in L′R. From Fig. 18(d), the
sets Xi, i ∈ {1, 2, . . . , 8} can be obtained as follows: X1 =
{(4, 7)}, X2 = {(4, 6)}, X3 = {(1, 1)}, X4 = {(1, 8)}, X5 =
{(2, 3)}, X6 = {(2, 2)}, X7 = {(3, 5)}, and X8 = {(3, 4)}.
There exists an SDR for X = {X1, X2, . . . , X8}, with the
only element of Xi being its representative. The partially filled
Latin Square in Fig. 18(e) is obtained from L′R by filling
13
3 1
4 2
5 3
4 6
5 7
8 6
1 7
2 8
(a)
2 1
2 1
3 2
2 3
3 4
4 3
1 4
1 4
(b)
2 1 3
3 2 1
4 3 2
2 4 3
3 1 4
4 3 1
1 4 2
1 4 2
(c)
7 8 5 6 1 2
4 1 2 7 8 3
2 5 6 3 4 1
6 3 4 7 8 5
(d)
3 7 8 5 6 1 2 4
4 6 5 1 2 7 8 3
2 5 6 8 7 3 4 1
6 3 4 7 8 2 1 5
(e)
3 7 8 5 6 1 2 4
4 6 5 1 2 7 8 3
2 5 6 8 7 3 4 1
6 3 4 7 8 2 1 5
1 2 3 4 5 6 7 8
8 1 2 3 4 5 6 7
7 8 1 2 3 4 5 6
5 4 7 6 1 8 3 2
(f)
5 6 7 2 8 1 4 3
3 5 6 7 2 4 1 8
1 4 5 6 7 3 8 2
2 8 4 5 6 7 3 1
8 3 2 1 5 6 7 4
4 2 3 8 1 5 6 7
7 1 8 4 3 2 5 6
6 7 1 3 4 8 2 5
(g)
Fig. 18. Example illustrating the ideas used in the proof of Theorem 5.
the representative of Xi with the symbol i. From Theorem
2, it follows that the partially filled Latin Square in Fig. 18(e)
is completable using 8 symbols. Fig. 18(f) shows one such
completion. By interchanging the symbol and row indices in
the Latin Square in Fig. 18(f), we get the Latin Square given
in Fig. 18(g) which removes the singular fade state sin(2π/8)
for 8-PSK signal set.
For those singular fade states of the form sin(pik/M)sin(pil/M) ,
k, l 6= M/2, excluding the ones considered in Theorem 4, the
partially filled Latin Squares obtained using the 8-colorings
provided in Lemma 5 and Lemma 6 contain 8 symbols, with
each symbol appearing in M/2 cells. Each row (column) of
these partially filled Latin Squares contains 4 filled cells. In
the following theorem, it is shown that these partially filled
Latin Squares are completable using M symbols.
Theorem 6: Consider a singular fade state s = sin(pik/M)sin(pil/M)
for which (ii) k and l are of the form 2m1a1 and 2m2a2, where
a1 and a2 are odd and m1 < m2 or (ii) only one among k
and l is odd. The Latin Squares obtained for these two cases
using the 8-colorings provided in Lemma 5 and Lemma 6
respectively are completable using M symbols.
Proof: See Appendix B.
The ideas used in the proof of Theorem 6 are illustrated in
the following example.
Example 21: Consider the singular fade state s =
sin(pi/16)
sin(2pi/16)e
jpi/16 for 16-PSK signal set. The constrained partial
Latin Square for this case is shown in Fig. 19(a). Using
the 8-coloring given in Lemma 8, the partially filled Latin
Square L given in Fig. 19(b) is obtained. Note that in L,
four cells are filled in every row and every column. In the
partially filled Latin Square L, in each row, two more cells are
filled in with the symbols 1 to 8, to obtain the partially filled
Latin Square L1 given in Fig. 19(c). The partially filled Latin
Square L′1 given in Fig. 19(d) is obtained by interchanging
the symbol and row indices of the filled cells in the partially
filled Latin Square L1. Consider the partially filled Latin
Rectangle L′R obtained by taking only the first 8 rows of L′1.
Let Xi, i ∈ {1, 2, . . . , 8} denote the set of cells in which
symbol i can appear in L′R. Since two out of the 8 symbols
1, 2, . . . , 8 do not appear in the rows of L1, there are only two
possibilities for the row indices of the cells in Xi, which are
denoted by r1(i) and r2(i). Let Xji , j ∈ {1, 2} denote those
cells in Xi which have row index rj(i). From Fig. 19(d), the
sets Xji , i ∈ {1, 2, . . . , 16}, j ∈ {1, 2}, can be obtained as
follows:
X11 = {(3, 6), (3, 10), (3, 14)}, X21 = {(7, 4), (7, 12), (7, 16)}
X12 = {(4, 7), (4, 11), (4, 15)}, X22 = {(8, 1), (8, 5), (8, 13)}
X13 = {(1, 8), (1, 12), (1, 16)}, X23 = {(5, 2), (5, 6), (5, 14)},
X14 = {(2, 1), (2, 9), (2, 13)}, X24 = {(6, 3), (6, 7), (6, 15)},
X15 = {(3, 2), (3, 10), (3, 14)}, X25 = {(7, 4), (7, 8), (7, 16)},
X16 = {(4, 3), (4, 11), (4, 15)}, X26 = {(8, 1), (8, 5), (8, 9)},
X17 = {(1, 4), (1, 12), (1, 16)}, X27 = {(5, 2), (5, 6), (5, 10)},
X18 = {(2, 1), (2, 5), (2, 13)}, X28 = {(6, 3), (6, 7), (6, 11)},
X19 = {(3, 2), (3, 6), (3, 14)}, X29 = {(7, 4), (7, 8), (7, 12)},
X110 = {(4, 3), (4, 7), (4, 15)}, X210 = {(8, 5), (8, 9), (8, 13)},
X111 = {(1, 4), (1, 8), (1, 16)}, X211 = {(5, 6), (5, 10), (5, 14)},
X112 = {(2, 1), (2, 5), (2, 9)}, X212 = {(6, 7), (6, 11), (6, 15)},
X113 = {(3, 2), (3, 6), (3, 10)}, X213 = {(7, 8), (7, 12), (7, 16)},
X114 = {(4, 3), (4, 7), (4, 11)}, X214 = {(8, 1), (8, 9), (8, 13)},
X115 = {(1, 4), (1, 8), (1, 12)}, X215 = {(5, 2), (5, 10), (5, 14)},
X116 = {(2, 5), (2, 9), (2, 13)}, X216 = {(6, 3), (6, 11), (6, 15)}.
An SDR for X = {X11 , X21 , . . . , X116, X216} is given by,
{(3, 6), (7, 4)(4, 7), (8, 1), (1, 8), (5, 2), (2, 1)(6, 3), (3, 2), (7, 8), (4, 3), (8, 5),
(1, 4), (5, 6), (2, 5), (6, 7), (3, 14), (7, 12), (4, 15), (8, 9), (1, 16), (5, 10), (2, 9),
(6, 11), (3, 10), (7, 16), (4, 11), (8, 13), (1, 12), (5, 14), (2, 13), (6, 15)} .
The partially filled Latin Square in Fig. 19(e) is obtained from
L′R by filling the representative of X
j
i with the symbol i. From
Theorem 2, it follows that the partially filled Latin Square in
Fig. 19(e) is completable using 8 symbols. Fig. 19(f) shows
one such completion. By interchanging the symbol and row
indices in the Latin Square in Fig. 19(f), we get the Latin
Square given in Fig. 19(g) which removes the singular fade
state sin(pi/16)sin(2pi/16)e
jpi/16 for 16-PSK signal set.
VI. DISCUSSION
It was shown that the Latin Squares which remove singular
fade states for wireless two-way relaying can be obtained by
coloring the vertices of the corresponding singularity removal
graphs. For 2λ-PSK signal set, λ ≥ 3, it was shown that the
singularity removal graphs corresponding to all the singular
fade states can be colored using 2λ symbols. For M -QAM
signal set, certain singular fade states for which the singularity
removal graphs cannot be colored using M colors were
identified. The following are directions for future work:
• It is possible to find a polynomial time algorithm to
optimally color the singularity removal graphs for any
arbitrary signal set?
• If the answer to the above question is no, for what class
of signal sets is it possible to find a polynomial time
algorithm?
• For square QAM signal set, are there singular fade states
other than the ones mentioned in Section IV, for which
the singularity removal graphs cannot be colored using
M colors?
14
18 2 1 17
19 3 2 18
19 20 4 3
20 21 5 4
21 22 6 5
22 23 7 6
23 24 8 7
24 25 9 8
9 25 26 10
11 10 26 27
12 11 27 28
13 12 28 29
14 13 29 30
15 14 30 31
16 15 31 32
17 1 16 32
(a)
6 2 1 5
7 3 2 6
7 8 4 3
8 5 1 4
5 6 2 1
6 7 3 2
7 8 4 3
8 5 1 4
1 5 6 2
3 2 6 7
4 3 7 8
1 4 8 5
2 1 5 6
3 2 6 7
4 3 7 8
5 1 4 8
(b)
4 6 8 2 1 5
1 7 5 3 2 6
7 2 8 6 4 3
8 3 5 7 1 4
5 4 6 8 2 1
6 1 7 5 3 2
7 2 8 6 4 3
8 3 5 7 1 4
1 5 4 6 8 2
3 2 6 1 7 5
6 4 3 7 2 8
7 1 4 8 3 5
8 2 1 5 4 6
5 3 2 6 1 7
6 4 3 7 2 8
5 7 1 4 8 3
(c)
9 2 12 13 6 16 1 10 4 5 14 8
1 3 13 14 7 1 2 11 5 6 15 9
10 11 4 14 15 8 2 3 12 6 7 16
1 11 12 5 15 16 9 3 4 13 7 8
16 5 14 4 9 2 8 13 6 12 1 10
11 1 6 15 5 10 3 9 14 7 13 2
3 12 2 7 16 6 11 4 10 15 8 14
4 13 3 8 1 7 12 5 11 16 9 15
(d)
9 2 12 7 13 6 16 3 1 10 4 15 5 14 8 11
4 10 3 13 8 14 7 1 12 2 11 5 16 6 15 9
10 5 11 4 14 1 15 8 2 13 3 12 6 9 7 16
1 11 6 12 5 15 2 16 9 3 14 4 13 7 10 8
16 3 5 14 4 7 9 2 8 11 13 6 12 15 1 10
11 1 4 6 15 5 8 10 3 9 12 14 7 13 16 2
3 12 2 1 7 16 6 5 11 4 10 9 15 8 14 13
2 4 13 3 6 8 1 7 10 12 5 11 14 16 9 15
(e)
9 2 12 7 13 6 16 3 1 10 4 15 5 14 8 11
4 10 3 13 8 14 7 1 12 2 11 5 16 6 15 9
10 5 11 4 14 1 15 8 2 13 3 12 6 9 7 16
1 11 6 12 5 15 2 16 9 3 14 4 13 7 10 8
16 3 5 14 4 7 9 2 8 11 13 6 12 15 1 10
11 1 4 6 15 5 8 10 3 9 12 14 7 13 16 2
3 12 2 1 7 16 6 5 11 4 10 9 15 8 14 13
2 4 13 3 6 8 1 7 10 12 5 11 14 16 9 15
5 6 1 2 3 4 10 9 13 7 15 16 8 11 12 14
6 7 8 5 1 2 3 13 14 15 16 10 9 4 11 12
7 8 9 10 2 3 4 14 15 16 1 13 11 12 5 6
8 9 7 11 10 12 5 15 16 14 6 1 2 3 13 4
12 13 10 15 16 9 14 11 4 1 7 8 3 2 6 5
13 14 15 16 9 10 11 12 5 6 8 2 4 1 3 7
14 15 16 8 11 13 12 4 6 5 9 7 1 10 2 3
15 16 14 9 12 11 13 6 7 8 2 3 10 5 4 1
(f)
4 6 9 7 10 3 8 2 1 13 11 12 15 14 5 16
8 1 7 9 11 10 4 5 3 2 16 14 12 13 15 6
7 5 2 8 9 11 10 1 6 4 3 16 13 12 14 15
2 8 6 3 5 9 11 15 13 7 1 4 14 10 16 12
9 3 5 10 4 6 12 7 14 15 8 2 1 16 11 13
10 9 4 6 8 1 7 16 15 14 12 5 3 2 13 11
11 10 12 1 7 5 2 8 16 9 13 15 6 4 3 14
12 11 10 15 2 8 6 3 5 16 14 13 9 7 1 4
1 12 11 16 14 13 5 9 4 6 15 7 10 3 8 2
3 2 13 11 12 14 9 6 8 1 7 10 16 15 4 5
6 4 3 12 15 16 14 13 7 5 2 8 11 9 10 1
13 7 1 4 16 12 15 14 2 8 6 3 5 11 9 10
14 13 8 2 1 15 16 10 9 3 5 11 4 6 12 7
15 14 16 5 3 2 13 11 10 12 4 6 8 1 7 9
16 15 14 13 6 4 3 12 11 10 9 1 7 5 2 8
5 16 15 14 13 7 1 4 12 11 10 9 2 8 6 3
(g)
Fig. 19. Example illustrating the ideas used in the proof of Theorem 6.
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APPENDIX A
PROOF OF THEOREM 5:
The proof is provided for singular fade states of the form
sin(πk/M) when k is even and sin(πk/M)ejpi/M when k is
odd. The proof for the case when the singular fade state has
absolute value 1/ sin(πk/M) follows, since a Latin Square
which removes such a singular fade state can be obtained from
a Latin Square which removes one of the singular fade states
considered by taking transpose [6].
Let Si, i ∈ {1, 2, 3, 4} denote the 4 sets mentioned in the
order same as the one in the statement of Lemma 7 (Lemma
8), for the case when k is odd (even). Let L denote the partially
filled Latin Square obtained from the constrained partial Latin
Square using the 4-coloring provided in Lemma 7 (Lemma 8),
when k is odd (even) . Let i ∈ {1, 2, 3, 4} be the symbol filled
in the cells in L which belong to the constraint cj , when j
belongs to the set Si. Note that L contains 4 symbols, with
each symbol appearing in M/2 cells and 2 cells filled in each
row and column.
The following approach is adopted to prove Theorem 5.
First, a Latin Square L1 and a Latin Rectangle L′R are obtained
from L. Next, some useful properties of L1 and L′R are proved,
before providing the proof of Theorem 5.
Obtaining L1 and L′R from L:
The Latin Square L1 is obtained from L by filling one
more cell in every row from the symbol set {1, 2, 3, 4},
without violating the exclusive law.
Case 1: k is odd. For this case, it is claimed
that the cells which belong to the set{(
i+ 1,
(
i− M
4
− (k−1)
2
)
mod M + 1
)
, i ∈ {0, 1, . . . ,M − 1}
}
,
are empty in L. From (3), it follows that for(
i+ 1,
(
i− M4 − (k−1)2
)
mod M + 1
)
to be filled in
L, i− M4 − (k−1)2 should be equal to either (i) i− M4 − (k+1)2
or (ii) i + M4 + (k−1)2 in modulo M arithmetic. Satisfying
the above requirement means either (i) (k+1)2 = (k−1)2 (which
is not possible), or (ii)−k mod M = M2 + 1 (which is
also not possible since 1 ≤ k ≤ M/2 − 1). Let bi+1
denote the cell
(
i+ 1,
(
i− M4 − (k−1)2
)
mod M + 1
)
, i ∈
{0, 1, . . . ,M − 1}. We proceed to find which one of the
four symbols 1, 2, 3 and 4 can be filled in bi+1. Consider
the case when i + 1 belongs to S1 = {1, 3, . . . ,M/2 − 1}.
The singularity removal constraint ci+1 has a cell with row
index i + 1. Since the cells in ci+1 are filled with 1 for
i + 1 ∈ S1, bi+1 cannot be filled with 1. The only other
singularity removal constraint which contains a cell with
row index i + 1 is ci+k+1. Since i + k + 1 is even when
i+1 ∈ S1, from the coloring provided in Lemma 7, it follows
that the cells which belong to ci+k+1 are filled with either
2 or 4. Next, we need to look for filled cells which have
column index
(
i− M4 − (k−1)2
)
mod M + 1. The singularity
removal constraints which contain cells with column index(
i− M4 − (k−1)2
)
mod M + 1 are ci+2 and ci+M/2+2. Since
i + 2 and i +M/2 + 2 are even for i + 1 ∈ S1, the cells in
ci+2 and ci+M/2+2 are filled with either 2 or 4. Hence, for
i+ 1 ∈ {1, 3, . . . ,M/2− 1}, the cell bi+1 can be filled with
3. Similarly, it can be shown that bi+1 can be filled with the
symbols 4, 1 and 2 when i + 1 belongs to the sets S2, S3
and S4 respectively.
Case 2: k = a12m is even, a1 is odd. It is
claimed that the cells which belong to the
set
(
i+ 1,
(
i− M4 − k2 + 2m
)
mod M + 1
)
, i ∈
{0, 1, . . . ,M − 1} , are empty in L. From (1), it follows that
for
(
i+ 1,
(
i− M4 − k2 + 2m
)
mod M + 1
)
to be filled in L,
i− M4 − k2 +2m should be equal to either (i) i− M4 − k2 or (ii)
i+M4 +
k
2 in modulo M arithmetic, which are not possible. Let
bi+1 denote the cell
(
i+ 1,
(
i− M4 − k2 + 2m
)
mod M + 1
)
.
Similar to Case 1, it can be shown that, when i + 1 belongs
to S1, S2, S3 and S4, the cell bi+1 in L can be filled with
the symbols 3, 4, 1 and 2 respectively without violating the
exclusive law.
Note that in Case 1 and Case 2 above, the cell bi+1 has
row index i + 1 and is filled in with the symbol which is
the same as the one filled in the cells which belong to the
singularity removal constraint c(i+M/2)mod M+1. Let L1 denote
the new partially filled Latin Square obtained after filling the
cells bi+1, i + 1 ∈ {1, 2, . . .M} in L as mentioned in Case
1 and Case 2 above. Let L′1 denote the partially filled Latin
Square obtained by interchanging the symbol and row indices
of the filled cells in L1. Since L1 contains only 4 symbols, all
the filled cells of L′1 appear in the first 4 rows. Let L′R denote
the partially filled Latin Rectangle formed by the first 4 rows
of L′1.
Some useful properties of L1 and L′R:
We state some properties of L1 and L′R which will be useful
towards proving Theorem 5.
Property 1: Each one of the four symbols 1, 2, 3 and 4
appear in 3M/4 columns in L1 and hence there are M/4
empty cells in every row of L′R.
Proof: Each one of the symbols 1, 2, 3 and 4 appear in
M/2 cells in L. This property follows from the fact that L1
is obtained from L by filling symbol i ∈ {1, 2, 3, 4} in M/4
empty cells of L.
Let ǫ1(i) denote the set of columns in which symbol i is
filled in L′R, which is the same as the set of columns which are
filled in the i-th row of L1. Let Xj denote the set of cells in
L′R in which symbol j ∈ {1, 2, . . . ,M} can be filled without
violating the exclusive law. Since every row of L1 contains
3 filled cells, every symbol of L′R already appears in 3 rows.
Hence the row indices of the cells which belong to Xj are the
same. Let r(j) denote the row index of the cells which belong
to Xj .
Property 2: At least two of the three columns which are
filled in the j-th row of L1 contain r(j).
Proof: The proof is provided for the case when k is
odd. The idea used to prove this property for the case when
k is even is similar and is omitted. Let κ(j) denote the
symbol filled in the cells which belong to the singularity
removal constraint cj in L1. For j = i + 1 ∈ {1, 2, . . . ,M},
the symbols which are filled in the i + 1-th row of L1
can be shown to be κ(i + 1), κ ((i+ k)mod M + 1) and
κ ((i+M/2)modM + 1)) , which are respectively filled in
the columns with indices (i −M/4− (k + 1)/2)modM + 1,
(i + M/4 + (k − 1)/2)mod M + 1 and (i − M/4 − (k −
1)/2)mod M + 1. Consider the case when i + 1 is odd.
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Since, (i+M/2)mod M + 1 is also odd when i + 1 is
odd, κ(i+1) and κ ((i+M/2)mod M + 1) should be either
1 or 3. Hence r(i + 1) should be either 2 or 4. Consider
the column with index (i + M/4 + (k − 1)/2)mod M +
1. In L, the symbols filled in the column with index
(i + M/4 + (k − 1)/2)mod M + 1 can be shown to be
κ ((i+ k)mod M + 1) and κ ((i+ k −M/2)mod M + 1) .
Since (i+ k)mod M + 1 and (i+ k −M/2)mod M + 1
are even when i + 1 is odd, the two symbols filled in the
column with index (i + M/4 + (k − 1)/2)mod M + 1 in
L are 2 and 4. Hence, the column with index (i + M/4 +
(k − 1)/2)mod M + 1 in L1 contains r(i + 1). The symbols
which are filled in the (i −M/4− (k − 1)/2)mod M + 1-th
column of L1 can be shown to be κ ((i+M/2)mod M + 1) ,
κ ((i+ 1)mod M + 1) and κ ((i+M/2 + 1)mod M + 1) .
Since (i+ 1)mod M + 1 and (i+M/2 + 1)mod M + 1
are even when i + 1 is odd, κ ((i+ 1)mod M + 1) and
κ ((i+M/2 + 1)mod M + 1) can only be 2 or 4. Hence, the
column with index (i−M/4− (k − 1)/2)modM + 1 in L1
contains r(i+1). Hence, at least two columns which are filled
in the i+1-th row of L1 contain r(i+1). This completes the
proof for the case when j is odd. The proof for the case when
j is even is similar and is omitted.
For i ∈ {1, 2, 3, 4}, let S′i denote the set S′i =
{j : r(j) = i, j ∈ {1, 2, . . . ,M}} . In other words, S′i denotes
the set of rows in L1 which do not contain symbol i. Since
every symbol from the set {1, 2, 3, 4} appears in 3M/4 rows
in L1, we have |S′i| = M/4, ∀i ∈ {1, 2, 3, 4}.
Property 3: We have |Xj| ≥ M4 − 1 and
∣∣∣∣∣∣
⋃
j∈S′
i
Xj =
M
4
∣∣∣∣∣∣
,
∀i ∈ {1, 2, 3, 4}.
Proof: Since every symbol appears in 3M/4 columns in
L1, there are M/4 empty cells in the r(j)-th row of L′R. Hence
|Xj | can be at most M/4. It is argued out that |Xj | should
be at least M/4− 1. Let ǫ2(j) denote the columns which are
empty in the r(j)-th row in L′R which are the same as the
columns in which symbol r(j) is not filled in L1. To show
that |Xj | should be at least M/4− 1, it suffices to show that
|ǫ2(j)∩ ǫ1(j)| ≤ 1, which boils down to showing that at least
two of the three columns which belong to ǫ1(j) contain the
symbol r(j) in L1, which follows from Property 2.
Since |Xj | ≥ M4 −1,
∣∣∣∣∣∣
⋃
j∈S′
i
Xj
∣∣∣∣∣∣
<
M
4
is possible only when
there exists an empty cell in i-th row of L′R in which none
of the M/4 symbols which belong to the set S′i can be filled,
i.e., the column in L′R in which that cell lies contains all the
elements of the set S′i. For M ≥ 16, such an empty cell cannot
exist since, M/4 ≥ 4, while the number of filled cells in a
column is only three. For M = 8, the validity of this result
has been verified by brute force.
Now, we proceed to give the proof of Theorem 5.
Proof of Theorem 5:
If L′R is completable using M symbols, then from Theorem
2 it would mean that L′1 is completable using M symbols,
which would in turn mean that L1 is completable using M
symbols. Hence, to complete the proof, it suffices to show
that L′R is completable using M symbols.
To show that L′R is completable, it suffices to show that an
SDR exists for X = {X1, X2, . . .XM}. A completion of L′R
using M symbols can be obtained by filling the representative
of Xi with the symbol i in L′R.
For i ∈ {1, 2, 3, 4}, let si ⊆ S′i. To show that X
has an SDR, from Theorem 3, it needs to be shown that∣∣∣∣∣∣
⋃
i∈{1,2,3,4}
⋃
j∈si
Xj
∣∣∣∣∣∣
≥
4∑
i=1
|si|. Note that for i ∈ S′l1 and
j ∈ S′l2 , where l1 6= l2, r(i) 6= r(j). Hence, we have,∣∣∣∣∣∣
⋃
i∈{1,2,3,4}
⋃
j∈si
Xj
∣∣∣∣∣∣
=
4∑
i=1
∣∣∣∣∣∣
⋃
j∈si
Xj
∣∣∣∣∣∣
. From Property 3 and
from the fact that |S′i| = M/4, it follows that
∣∣∣∣∣∣
⋃
j∈si
Xj
∣∣∣∣∣∣
≥ |si|.
Hence, we have
∣∣∣∣∣∣
⋃
i∈{1,2,3,4}
⋃
j∈si
Xj
∣∣∣∣∣∣
≥
4∑
i=1
|si|. This completes
the proof of Theorem 5.
APPENDIX B
PROOF OF THEOREM 6:
The approach adopted to prove Theorem 6 is very similar
to the one used in the proof of Theorem 5 in Appendix A. Let
Si, i ∈ {1, 2, . . . , 8} denote the 8 sets mentioned in the order
same as the one in the statement of Lemma 5 (Lemma 6), for
the case when both k and l are even (only one among k and l
is even), where k, l 6= M/2. Let L denote the corresponding
partially filled Latin Square obtained from the constrained
partial Latin Square using the 8-coloring provided in Lemma
5 (Lemma 6). Let i ∈ {1, 2, . . . , 8} be the symbol filled in the
cells in L which belong to the constraint cj , when j belongs to
the set Si. Note that L contains 8 symbols, with each symbol
appearing in M/2 cells and 4 cells filled in each row and
column.
In the first step, two empty cells are filled in every row in
L to get a partially filled Latin Square L1 with six filled cells
in every row and every column using the procedure described
below. An 8×M Latin Rectangle L′R is obtained from L1 by
interchanging the symbol and row indices of the filled cells in
L1.
Obtaining L1 and L′R from L:
Case 1: only one among k and l is even. Let b1i denote
the cell
(
i+ 1,
(
i− k+1−l2
)
mod M + 1
)
, where i ∈
{0, 1, . . . ,M − 1}. It is claimed that the cell b1i is empty in
L, for all i ∈ {0, 1, . . .M − 1}. Otherwise, from (3) and (4),
i− k+1−l2 should equal (i) i−M2 − k+1−l2 or (ii) i+M2 + k−l−12
or (iii) i − k+l+12 or (iv) i + k+l−12 . It can be verified that
none of the four conditions mentioned above are possible.
The cell b1i in L can be filled in with a symbol from the
set {1, 2, 3, 4} without violating the exclusive law. The reason
for this is explained below. Let ζ(u, v) denote the union of the
set of symbols from the set {1, 2, 3, 4} which are filled in the
u-th row and v-th column. If (u, v) is a filled cell in L, the
cardinality of ζ(u, v) is three, since in every row (column), two
cells are filled with symbols from the set {1, 2, 3, 4}. Since,
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the vertices which differ by M/2 are colored using the same
color in the coloring provided in Lemma 6, the set ζ(b1i ) is the
same as the set ζ
(
i+ 1,
(
i+M/2− k+1−l2
)
mod M + 1
)
.
Since
(
i+ 1,
(
i+M/2− k+1−l2
)
mod M + 1
)
is a filled cell
in L, ζ(b1i ) is of cardinality three. The symbol from the set
{1, 2, 3, 4} which does not belong to ζ(b1i ) can be filled in b1i .
Let b2i denote the cell (i+ 1,
(
i+ M2 − k+1+l2
)
mod M + 1),
where i ∈ {0, 1, . . . ,M − 1}. Using a similar argument as
above, it can be shown that the cell b2i can be filled in with a
symbol from the set {5, 6, 7, 8} without violating the exclusive
law.
Case 2: both k and l are even. Let b1i denote the cell(
i+ 1,
(
i− k−l2
)
mod M + 1
)
, where i ∈ {0, 1, . . . ,M−1}.
Let b2i denote the cell (i+1,
(
i+ M2 − k+l2
)
modM+1), where
i ∈ {0, 1, . . . ,M−1}. Similar to Case 1, it can be shown that
the cell b1i (b2i ) can be filled in with a symbol from the set
{1, 2, 3, 4} ({5, 6, 7, 8}) without violating the exclusive law.
Let L1 be the partially filled Latin Square obtained from L
by filling the cells b1i and bi2 as described above. Let L′1 denote
the Latin Square obtained by interchanging the symbol and
row indices of the filled cells of L1. Since L1 is filled with
only 8 symbols, only the first 8 rows of L′1 contain filled cells.
Let L′R denote the Latin Rectangle obtained by taking the first
8 rows of L′R.
Some useful properties of L1 and L′R:
Let Xi denote the set of cells in L′R in which symbol i can
be filled without violating the exclusive law. Since 6 cells are
filled in the ith row of L1, there are only two possibilities for
the row indices for the cells which belong to Xi, denoted by
r1(i) and r2(i). Let X1i and X2i denote the set of cells in X(i)
which have its row indices to be r1(i) and r2(i) respectively.
There are 2M empty cells in L′R in total. Every symbol i
needs to be filled in 2 of those 2M cells, with one of the 2
cells belonging to X1i and the other one belonging to X2i .
Property 1: The values of r1(i) and r2(i) differ by 4.
Proof: Let κ(j) denote the symbols filled in the cells
which belong to the singularity removal constraint cj . The
symbols which are not filled in the i+1-th row of L1 can be
shown to be κ(c(i+l)mod M ) and κ(c(i+l)mod M+M ). Note that
according to the coloring provided in Lemma 5 and Lemma 6,
the cells which belong to two constraints cu1 and cu2 , where
u1 and u2 differ by M, are filled in with symbols which differ
by 4. Hence, r1(i) and r2(i) differ by 4.
Property 2: In L1, if a symbol j ≤ 4 (j > 4) does not
appear in a column, then the symbol j + 4 (j − 4) appears in
that column.
Proof: The proof is provided for the case when only one
among k and l is even. The proof for the case when both are
even is similar and is omitted. Let κ(j) denote the symbols
filled in the cells which belong to the singularity removal
constraint cj . The symbols from {1, 2, 3, 4} which are filled
in the
(
i− M2 − k+1−l2
)
mod M + 1-th column are given by,
κ(i+ 1), κ ((i+ l)mod M + 1) and
{1, 2, 3, 4} \ {κ(i+ 1), κ ((i+ l)mod M + 1) , κ ((i+ k)mod M + 1)} .
The symbols from {5, 6, 7, 8} which are filled in the
(
i− M2 − k+1−l2
)
mod M + 1-th column are given by,
κ(i+ 1 +M), κ ((i+ l)mod M + 1 +M) and
{5, 6, 7, 8} \ {κ(i+ 1 +M), κ ((i+ l)mod M + 1 +M) ,
κ ((i+ k − l)mod M + 1 +M)} .
The result follows from the fact that κ ((i+ k)mod M + 1)
and κ ((i+ k − l)mod M + 1 +M) do not differ by 4.
Property 3: For every i, the set of column indices of the
cells which belong to X1i has no intersection with the set of
column indices of the cells which belong to X2i .
Proof: Towards proving this, it suffices to show that the
set of column indices corresponding to the empty cells in
row r1(i) has no intersection with the set of column indices
corresponding to the empty cells in row r2(i) in L′R. From
Property 1 and Property 2, it follows that the set of column
indices corresponding to the empty cells in row r1(i) has no
intersection with the set of column indices corresponding to
the empty cells in row r2(i).
From Property 1, it follows that only one among r1(i) and
r2(i) is less than or equal to 4. Without loss of generality
assume that r1(i) ≤ 4 and r2(i) > 4.
Let ǫ1(i) denote the set of columns in which symbol i is
filled in L′R, which is the same as the set of columns which
are filled in the i-th row of L1.
Property 4: There is only one column which is filled in the
j-th row of L1, which does not contain r1(j).
Proof: Let κ(j) denote the symbol filled in the cells which
belong to the singularity removal constraint cj in L1. Let
z1q(i) ( z2r (i)) q ∈ {1, 2, . . .6} denote the six sets of symbols
from the set {1, 2, 3, 4} ({5, 6, 7, 8})) which are filled in the
columns which belong to ǫ1(i) in L1. Note that |zeq(i)| = 3,
∀e ∈ {1, 2}, q ∈ {1, 2, . . . , 6}.
Let k = 2m1a1 and l = 2m2a2, a1 and a2 being odd with
m1 < m2. From the colorings provided in 5 and Lemma 6,
it can be shown that r1(i + 1) = κ ((i+ 2m2)mod M + 1) ,
for i + 1 ∈ {1, 2, . . . ,M}. Also, the six sets z1q (i), q ∈
{1, 2, . . .6} can be shown to be
z
1
1(i+ 1) = z
1
3(i+ 1) =
{
κ(i + 2
m2 ), κ
((
i+ 2
m2
)
mod M + 1
)
,
κ
((
i + 2m2 + 2m1
)
mod M + 1
)}
,
z12(i+ 1) =
{
κ(i+ 2m1 ), κ
((
i+ 2m2
)
mod M + 1
)
,
κ
((
i + 2m2 + 2m1
)
mod M + 1
)}
,
z14(i+ 1) = z
1
6(i+ 1) =
{
κ(i + 1), κ
((
i + 2m1
)
mod M + 1
)
,
κ
((
i + 2m2
)
mod M + 1
)}
,
z15(i+ 1) =
{
κ(i+ 1), κ
((
i + 2m1
)
mod M + 1
)
,
κ
((
i + 2
m2 + 2
m1
)
mod M + 1
)}
.
Since five of the six sets given above contain
κ ((i+ 2m2)mod M + 1) , there is only one column
which is filled in the j-th row of L1, which does not contain
r1(j).
For i ∈ {1, 2, 3, 4}, let S′i denote the set {j : r1(j) =
i, j ∈ {1, 2, . . .M}}. Similarly, for i ∈ {5, 6, 7, 8}, let
S′i denote the set {j : r2(j) = i, j ∈ {1, 2, . . .M}}.
Since every symbol appears in 3M/4 rows in L1, we have
|S′i| = M/4, ∀i ∈ {1, 2, . . . , 8}.
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Property 5: We have |Xej | ≥ M4 − 1 and
∣∣∣∣∣∣
⋃
j∈S′
i
Xej
∣∣∣∣∣∣
≥ M
4
,
for all e ∈ {1, 2} and i ∈ {1, 2, . . . , 8}.
Proof: Let ǫ2(j) denote the set of columns which are
empty in the r1(j)-th row of L′R which is the same as the
set of columns in which symbol r1(j) is not filled in L1.
Note that |ǫ2(i)| = M/4. Since X1j is the set of cells in the
r1(j)-th row of L′R in which symbol j can be filled, it equals
ǫ2(j)\ ǫ1(j). Hence, to show that |X1j | ≥M/4−1, it suffices
to show that |ǫ2(j) ∩ ǫ1(j)| ≤ 1. Note that ǫ2(j) ∩ ǫ1(j) is
the set of columns which are filled in the j-th row of L1
which do not contain the symbol r1(j). Hence, from Property
4, we have, |ǫ2(j)∩ ǫ1(j)| = 1. This completes the proof that
|X1j | ≥ M4 −1. By a similar reasoning, we have, |X2j | ≥ M4 −1.
Now, we proceed to show that
∣∣∣∣∣∣
⋃
j∈S′
i
X ij
∣∣∣∣∣∣
≥ M
4
. On the
contrary, assume
∣∣∣∣∣∣
⋃
j∈S′
i
X1j
∣∣∣∣∣∣
<
M
4
. Since, |X1j | ≥ M4 − 1, in
that case, all the sets X1j , j ∈ S′i, have to be equal with
cardinality M/4 − 1. This means that there should exists an
empty cell in the r1(j)-th row of L′R in which all the M/4
symbols which belong to S′i can not appear. For M ≥ 32,
such an empty cell cannot exist since, M/4 ≥ 8, while the
number of filled cells in a column is only six. For M = 8 and
M = 16, the validity of this result has been verified by brute
force.
Proof of Theorem 6:
From Property 3, it follows that the set of column indices
of the cells which belong to X1i has no intersection with
the set of column indices of the cells which belong to X2i .
Hence, to show the completability of L′R using M symbols,
it suffices to show that an SDR exists for the set X =
{X11 , X21 , X12 , X22 , . . . , X1M , X2M}.
Let si denote a subset of S′i, where i ∈ {1, 2, . . . , 8}. To
show the existence of SDR for X it needs to be shown that∣∣∣∣∣∣

 ⋃
i∈{1,2,3,4}
⋃
j∈si
X1j

 ∪

 ⋃
i∈{5,6,7,8}
⋃
j∈si
X2j


∣∣∣∣∣∣
≥
8∑
i=1
|si|.
For j1 ∈ si1 , j2 ∈ si2 , i1 6= i2 and i1, i2 ≤ 4 (i1, i2 > 4),
the row indices of the cells in X1j1 and X
1
j2
(X2j1 and X2j2 )
are different. Similarly, for j1 ∈ si1 , j2 ∈ si2 , i1 6= i2, i1 ≤ 4
and i2 > 4 (i1 > 4 and i2 ≤ 4), the row indices of the cells in
X1j1 and X
2
j2
(X2j1 and X1j2 ) are different. Hence Xej1 and Xej2
have no element in common, for e ∈ {1, 2}, j1 ∈ si1 , j2 ∈ si2
and i1 6= i2. From the above fact, we have,
∣∣∣∣∣∣

 ⋃
i∈{1,2,3,4}
⋃
j∈si
X
1
j

 ∪

 ⋃
i∈{5,6,7,8}
⋃
j∈si
X
2
j


∣∣∣∣∣∣
=
4∑
i=1
∣∣∣∣∣∣
⋃
j∈si
X1j
∣∣∣∣∣∣ +
8∑
i=5
∣∣∣∣∣∣
⋃
j∈si
X2j
∣∣∣∣∣∣ .
From the facts that |Si| = M4 , |Xej | ≥ M4 − 1 and∣∣∣∣∣∣
⋃
j∈Si
Xej
∣∣∣∣∣∣
≥ M
4
(Property 5), it follows that
∣∣∣∣∣∣
⋃
j∈si
Xej
∣∣∣∣∣∣
≥ |si|.
Hence, we have,∣∣∣∣∣∣

 ⋃
i∈{1,2,3,4}
⋃
j∈si
X1j

 ∪

 ⋃
i∈{5,6,7,8}
⋃
j∈si
X2j


∣∣∣∣∣∣
≥
8∑
i=1
|si|.
This completes the proof of Theorem 6.
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