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H I G H L I G H T S
• Invasive species canmodify the struc-
ture and function of ecosystems.
• Reliable anticipation of species inva-
sions relies on the quality of input
data.
• Sampling effort bias leads to an over-
or under-estimation of species occur-
rence.
• We propose methods to consider
sampling effort bias in species distri-
bution modeling.
• We demonstrate the power of incor-
porating uncertainty in species distri-
bution models.
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A B S T R A C T
Anticipating species distributions in space and time is necessary for effective biodiversity conservation
and for prioritising management interventions. This is especially true when considering invasive species.
In such a case, anticipating their spread is important to effectively plan management actions. However,
considering uncertainty in the output of species distribution models is critical for correctly interpreting
results and avoiding inappropriate decision-making. In particular, when dealing with species inventories,
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and avoiding inappropriate decision-making. In particular, when dealing with species inventories, the bias
resulting from sampling effort may lead to an over- or under-estimation of the local density of occurrences
of a species. In this paper we propose an innovative method to i) map sampling effort bias using cartogram
models and ii) explicitly consider such uncertainty in the modeling procedure under a Bayesian framework,
which allows the integration of multilevel input data with prior information to improve the anticipation of
species distributions.
© 2017 Elsevier B.V. All rights reserved.
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1. Introduction
Anticipation has recently become a central topic in ecological
ﬁelds such as food science (Lobell et al., 2012), community ecology
(Keddy, 1992; Bacaro et al., 2008), species distribution modeling
(Willis et al., 2009), landscape ecology (Tattoni et al., 2017), and bio-
logical invasion science (Rocchini et al., 2015). Anticipatory methods
are also crucial for developing effective management practices to
deal with invasive species (Rocchini et al., 2015).
Invasive species can modify the structure and functioning of
ecosystems, altering biotic interactions and homogenizing previ-
ously diverse plant and animal communities over large spatial scales,
ultimately resulting in a loss of genetic, species and ecosystem diver-
sity (Winter et al., 2009). The annual economic impact of invasive
species has been estimated at over 100 billion dollars just within the
USA (NRC, 2002), an order of magnitude higher than those caused
by all natural disasters put together (Ricciardi et al., 2011); some
authors go as far as to claim that the economic impact of invasive
species is incalculable (Mack et al., 2000).
Given the massive negative economic and ecological effects of
invasive species, a robust method for predicting species’ distribu-
tions is crucial for an early assessment of species invasions and
effective application of appropriate management actions (Malanson
and Walsh, 2013).
Investigating how biodiversity is distributed spatially and tem-
porally across the globe has long been a central theme in ecology
(Gaston, 2000) and the methods developed to answer this ques-
tion have become key tools for biodiversity monitoring (Ferretti
and Chiarucci, 2003; Chiarucci et al., 2011). For example, species
distribution models (SDMs) have been used to map the current
distribution of a single species (Rocchini et al., 2011), model the
potential distribution of native and invasive species (Rocchini et al.,
2015), investigate the statistical performance of different models to
infer the distribution of species under various ecological conditions
(Elith and Graham, 2009; Guisan and Zimmermann, 2000), test the
transferability in space of modeled distribution patterns (Heikkinen
et al., 2012; Randin et al., 2006), predict long term changes to
species distributions (Pearman et al., 2008) and make inferences on
future biodiversity scenarios (Engler et al., 2009; Pompe et al., 2008),
evaluate the potential of satellite imagery bands as predictors of
biodiversity patterns (Mathys et al., 2009), analyse spatial autocorre-
lation in species distributions (Carl and Kühn, 2007; Dormann, 2007),
and understand biogeographical patterns (Sax, 2001).
In combinationwith remote sensing products (e.g. Feilhauer et al.,
2013, Rocchini, 2007) and current global data sets on in situ species
observations, SDMs have become the method of choice for monitor-
ing biodiversity at multiple spatial and temporal scales. However,
the strength of this combination depends on the careful selection
and application of integrative modeling approaches, in combination
with a thorough assessment of uncertainty in both data inputs and
modeling methods.
Reliable anticipation of species invasions depends on the qual-
ity of input data on one hand and robustness of the predictive SDM
on the other. As an example, Rocchini et al. (2011) demonstrated
theoretically that input data arising from biased species distribution
maps could potentially lead to unsuitable management strategies. In
addition, Elith and Leathwick (2009) demonstrated that, given the
same input data set, different SDMs might lead to dissimilar results
(see also Bierman et al., 2010, Manceur and Kühn, 2014).
The aim of this manuscript is to propose coherent and straightfor-
ward methods to explicitly account for uncertainty when mapping
species distributions in the light of anticipating the spread of invasive
species. In particular we will cover i) explicitly mapping uncer-
tainty in sampling bias, ii) mitigating uncertainty in data through
prior beliefs and Bayesian inference and iii) reporting uncertainty in
species distribution maps through Markov Chain Monte Carlo meth-
ods. The ﬁndings of thismanuscript should be of particular interest to
landscape managers and planners attempting to predict the spread
of species and deal with errors in species distribution maps in a
straightforward manner.
2. Mapping input uncertainty related to sampling effort bias
In anticipating species distributions a ﬁrst step is to ensure that
the information indicating where species are present is bias-free or,
at least, that the uncertainty of input data is explicitly taken into
account in further modeling steps.
One of the main problems with ﬁeld data on species distributions
is related to “sampling effort bias” (Rocchini et al., 2011), namely
the bias inherent in some areas being under-sampled with respect to
others. Quantifying and mapping the uncertainty derived from vari-
ation in the number of observations due to sampling effort can be
achieved using cartograms (Gastner and Newman, 2004), in which
the shape of spatial objects (e.g. polygons and cells) is directly related
to a determined property, in our case to uncertainty.
Cartograms build on the standard treatment of diffusion theory
by Gastner and Newman (2004) , in which the current spatial density
of a population is given by
J = v(r, t)p(r, t) (1)
where v(r, t) and p(r, t) are the velocity and density of the spread of
the population under study, respectively, at position r and time t.
Cartograms facilitate the visualization of spatial uncertainty in
the data by varying the size of each polygon according to the density
of information contained (e.g. number of observations and variation).
As an example, we show a cartogram of the distribution of Abies
albaMiller overlapping a grid to the set of records obtained from the
Global Biodiversity Information Facility (GBIF, http://www.gbif.org,
Fig. 1). GBIF offers free and open access to hundreds of millions of
records from over 30,000 species datasets which are collated from
around the world and stored with a common Darwin Core data stan-
dard. The cartogram was developed using the free and open source
software ScapeToad (http://scapetoad.choros.ch/). Since cells with a
higher number species occurrences might be biased by the effort
spent visiting them, in Fig. 1, the shape of each cell is determined
by the number of times it was visited (i.e. number of different dates
recorded in GBIF for the species in that cell). From now on, we will
refer to this as sampling effort. The colour represents the spatial
distribution (density of occurrences, sensu Beck et al., 2014) of the
species in each cell. Therefore, cartograms allow uncertainty to be
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Fig. 1. Cartogram representing the sampling effort bias (cell distortion) of the GBIF dataset related to Abies alba. This species is not native in Northern Europe, although it is widely
cultivated as a timber tree, as thus present in the GBIF dataset.
shown explicitly in a straightforward manner. Furthermore, sam-
pling effort might be considered as a variable in the SDM procedure,
as described in the next section.
3. Accounting for input uncertainty in the modeling procedure:
multi-level models, prior beliefs and probability
distribution surfaces
Species observation records are often heterogeneous and incom-
plete because, for example, they are unevenly distributed by year or
area, or were collected by different ﬁeld operators. In addition, there
is wide variation in recording behaviours.
GBIF is a classic example of such heterogeneity: GBIF data is
opportunistically gathered from a mixture of systematic surveys and
volunteer projects, and the intensity of publishing effort is strongly
inﬂuenced by the membership of the organisation. In terms of
geographic coverage, GBIF contains plentiful data from Northern
Europe and America, parts of Latin and Central America, South Africa,
Australia and Oceania – but by contrast, there are signiﬁcant gaps
in other regions, and there is a large variation in sampling effort
even between neighbouring European countries (see Appendix 1,
Fig. S1). This heterogeneitymakes it diﬃcult to estimate the underly-
ing variable (actual species presence and density of occurrences) and
potentially has an enormous impact on the information content of
any one species observation or set of observations (Isaac and Pocock,
2015). This paper proposes methods by which ancillary knowledge
about a species and its environment might be exploited in a Bayesian
framework to increase that information content.
Multi-level models can be essential for detecting (spatially) clus-
tered data by considering the variation between groups (clusters).
This approach is more eﬃcient and powerful than standard linear
modeling techniques as it provides a coherent and ﬂexible method
formodeling the effects of sampling variation and allows uncertainty
to be elegantly accounted for at all levels of data structure (Gelman
and Hill, 2006).
Furthermore, environmental variables with different spatial or
temporal resolution (i.e., country, regional or pixel level) are often
used as predictors in SDMs. Multi-levels models can simultaneously
and coherently incorporate multi-level predictors allowing effects
to be modeled at the appropriate scale (Gelman and Hill, 2006).
Hierarchical models are naturally handled using Bayesian methods,
which provide intuitive and direct estimates of uncertainty around
parameter estimates (Link and Sauer, 2002).
Despite tremendous effort by ecologists, collecting unbiased and
reliable data on the presence of species in a determined area/time
to assess their potential distribution through SDMs is sometimes
not feasible since systematic ﬁeld work is inherently expensive,
time-consuming, and often involves logistical hurdles, if the species
under study is, for example, rare, elusive, inhabits remote areas,
or is in transitional equilibrium with its ecological niche (as is the
case with invasive species). Even for less problematic species, pres-
ence/absence data may also be distorted by several potential ﬂaws,
such as sampling errors and subjectivity. As a result, SDM outputs
may show high uncertainty and be diﬃcult to interpret, jeopar-
dizing their utility in conservation applications. However, besides
the availability of observation data directly exploitable for model-
ing purposes, there is a wider set of ecological data that can be
used in SDMs, the so called “prior knowledge”. This data is very
often neglected and comprises information represented in different
formats; for example, previously conducted experiments, scientiﬁc
literature on the studied species or similar species, or even as
“prior beliefs” (basic ecological principles). Bayesian inference allows
basic ecological principles and prior data to be incorporated in a
straightforward manner with potential cost-effective consequences
in increasing conﬁdence of SDMs (Bierman et al., 2010; Manceur and
Kühn, 2014; McCarthy and Masters, 2005). The prior information
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needs to be translated into a probability distribution, which is then
combined under Bayes’ rule with the likelihood information con-
tained in the original data to estimate a “posterior belief” or posterior
probability distribution (PPD). The contribution of the prior and the
data to the posterior distribution depends on their relative preci-
sion, with the more precise of the two having the greatest effect. A
prior distribution can be non-informative (ﬂat prior), mildly infor-
mative (vague prior) or informative (strong prior). In any case, the
prior must be clearly described and justiﬁed according to the context
under investigation (Kruschke, 2015).
The result of the interaction between the likelihood of the
data and the prior distribution is itself a probability distribution
(posterior probability distribution or PPD). In an SDM, the advan-
tage of havingmodel parameter estimations expressed as probability
distributions, and not as point estimation of the mean, is that the
predicted suitability of the species in each prediction unit (pixel) is
itself a probability distribution. The suitability of the PPD in each
spatial unit represents the uncertainty of the prediction in that unit.
This uncertainty is stored in the Markov Chain Monte Carlo (MCMC)
model and can be re-used in future modeling exercises that, for
example, use a different set of data.
As an example, we applied a multi-level logistic regression with
Bayesian inference to model the distribution of Abies alba in Europe.
We chose this species due to its well known autoecology and actual
distribution in Europe (Farjon, 1998; Gazol et al., 2015; Tinner et al.,
2013). We derived 44375 Abies alba presence records from the GBIF
database, as points in vector format (see Appendix 1, Figs. S3 and
S4). We generated an equal number of pseudoabsences using the fol-
lowing strategy: we selected random points a) within areas where
conifers have been sampled (conifer occurrences in the GBIF dataset)
to pick the same areas that have been surveyed using the sampling
protocol used to record Abies alba presences, b) outside dry climatic
zones (e.g. Mediterranean climate) derived from the Köppen-Geiger
climatic zones map (Köppen and Geiger, 1930) where this species
is not found and c) outside a radius of 100 m around the presence
points to avoid overlap with presence points.
We generated an equal number of absence locations at areas
within which conifers have been sampled (conifer occurrences in
the GBIF dataset) and outside a 100 m radius from the presence
points and the temperate and dry climatic zones (e.g. mediterranean
climate) derived from the Köppen-Geiger climatic zones map.
To select the predictor variables, we performed a literature
review on the ecology of the species (Aussenac, 2002; Gazol et al.,
2015; Rolland et al., 2009; Tinner et al., 2013; Wolf, 2003). Hence,
we relied on three different datasets by selecting i) the annual mean
temperature (Bio1), and mean diurnal temperature range (Bio2)
obtained from theWorldClim dataset (Hijmans et al., 2005), ii) radia-
tion seasonality (Bio23) and the annualmeanmoisture index (Bio28),
obtained from the CliMond dataset (Kriticos et al., 2012), and iii)
the number of wet days during summer and frost days during win-
ter (and early spring) derived from the wet-days and ground-frost
data in the climate research unit dataset (Mitchell et al., 2004)
(see Fig. 2). Considering sampling effort as a predictor, the sampling
of the GBIF dataset is clearly opportunistic. As a result, the uneven-
ness of sampling effort is particularly evident, with the Northern
European region being more sampled than other European regions
(see Appendix 1, Fig. S1). This bias in GBIF data could generate
unreliable predictions.
The clustering of GBIF datamainly derives from differences in sur-
veys at national and subnational level (Appendix 1, Fig. S1). Thus,
the sampling effort was derived as the number (richness) of dates of
survey recorded in the GBIF dataset per polygon of the oﬃcial admin-
istrative division of European countries using the Nomenclature of
Territorial Units for Statistics level 3 (NUTS 3).
We built a multi-level model to take into account the differ-
ent resolution of the predictor variables (Fig. 2) and the differential
sampling effort of Abies alba occurrences in each NUTS3 polygon. The
sampling effort was used to re-scale the precision of the likelihood
at pixel level, multiplying the scaled sampling effort by the stan-
dard deviation of the Gaussian likelihood. As a result, the likelihood
estimate of pixels in regions with a higher number of samples was
expected to bemore precise. The theoreticalmodel (Fig. 2) was coded
in JAGS language and run in JAGS 4.2.0 through R (Team, 2016) using
the R2jags (Su and Yajima, 2016) and CODA (Plummer et al., 2006)
packages. In order to allow reproducibility (Rocchini and Neteler,
2012) of our approach we have included the complete R code in
Appendix 2.
As previously stated, in heterogeneous datasets like the GBIF set,
the sampling effort in a certain region may be correlated with the
presence of the species under study. Therefore, a more highly sam-
pled region should have also a higher probability of hosting the
species. However, our data showed a weak sampling effort signal,
with a high number of very low-sampled regions showing pres-
ence of Abies alba. This may result from errors, or low numbers of
records not being representative of the distribution of the species
under study. Therefore, we applied uninformative priors (l = 0,
SD = 100) for all the predictors but not for sampling effort, whose
prior distribution p(h) was given three different sets of parameters:
p(h) =
⎧⎪⎪⎨
⎪⎪⎩
dnorm(0, 100), uninformative prior.
dnorm(1, 10), mild positive prior.
dnorm(5, 5), strong positive prior.
(2)
Such distributionswere chosen as examples under the hypothesis
that i) data alone were enough to account for heterogeneity in sam-
pling effort; ii) a mildly informative (vague) prior knowledge about
the positive correlation of sampling effort was useful for improv-
ing the model; iii) imposing strong prior knowledge on the positive
inﬂuence of the prior would improve the model output. These three
hypotheses were translated in three models that shared the same
structure (Fig. 2) except for the prior distribution imposed on sam-
pling effort. All the predictors were scaled and centered in order to
improve the eﬃciency of the MCMC process. PPDs for all parameters
were sampled from each of two chains with 10,000 MCMC iterations
using 1000 burn-in and 1000 adaptation iterations, with a thinning
set of 20. Convergence was assessed by the statistic of Gelman and
Rubin (1992) . Each model was then used to estimate the suitabil-
ity PPDs in each pixel of the study area. The parameter estimates
for the three models will show if different prior belief on the role
of sampling effort changed the model parameter estimates. Further-
more, the Deviance Information Criterion (DIC, see Spiegelhalter et
al., 2014) was used to assess the model with the best predictive
power.
The posterior probability distributions (PPDs) of model parame-
ters for the three models (with different priors on sampling effort,
see Eq. 2) are reported in Fig. 3. All themodels agreed on the direction
and effect size of the predictors (Fig. 3). Credible effects (no inter-
section with 0 in Fig. 3) were attained for those variables directly
related to temperature. In particular, annual mean temperature
(Bio1 and Bio12) and radiation seasonality (Bio23) showed negative
effects while mean diurnal temperature range (Bio2) showed pos-
itive effects (Figs. 3 and 4). The negative credible effect of Bio12
implies that the relationship between the probability of presence
(suitability) of Abies alba and annual mean temperature has a
“bell shape”, by rising slowly to the left of the annual mean tempera-
ture average (7.8 ◦C) and decreasing rapidly when on its right (Fig. 4).
On the contrary, the distribution of wet days, annual mean mois-
ture index (Bio28) and frost days included 0, showing a non-credible
effect on the presence of Abies alba.
The sampling effort coeﬃcient changed considerably between
models. In the ﬁrstmodelwith an uninformative prior, the coeﬃcient
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Fig. 2. The multi-level model represented through a pictogram. To select the predictor variables, we performed a literature review on the ecology of the species, ﬁnally selecting
the following: radiation seasonality (Bio23), the annual mean moisture index (Bio28), the number of wet days during summer and the frost days during winter and early spring,
the annual mean temperature (Bio1), and themean diurnal temperature range (Bio2). Sampling effort was calculated as the richness of dates of survey recorded in the GBIF dataset
for each NUTS3 country. Refer to the main text for additional information on the source of each dataset. Symbols used in this ﬁgure: l,s =mean and standard deviation of prior
and hyperprior distributions; f ,w,0= intercepts for NUTS3, 35 km, 6 km level of the model; subscripts d, j, i, o= index for NUTS3, 35 km, 6 km and observation level;weightijd =
scaled weights for sampling effort; logistic(x) = logistic transformation of the model output (link function); pi|j|d = probability of occurrence; yo|i|j|d = presence or absence. “∼”
indicates a ﬂow from a probability function, while “=” refers to an equation. Refer to Kruschke (2015) for a complete dissertation about the terms and the graphical representation
of the proposed model. Notice that variables at 6 km resolution were resampled from an original resolution of 1 km to allow the Bayesian model to be easily handled in R. The R
code of the model is available in Appendix 2.
average was slightly negative but with its high density interval
comprising 0 (Fig. 3). Therefore we concluded that according to
the data the sampling effort had a non-credible effect. In the
second model (Fig. 3) a mildly informative positive prior affected
the estimate of the parameters, but yet was not enough to derive
a credible effect of the prior estimate. In the last model, the strong
informative prior pulled the estimation of sampling effort coeﬃcient
towards positive values. This showed that, according to the data
and to the “prior knowledge”, the sampling effort was positively
affecting the probability of presence of Abies alba.
In summary, themodelwith the strong prior showed an improved
precision of the coeﬃcient of the sampling effort parameter, basically
maintaining that of the others (Fig. 3). Based on this and since the
DIC did not show differences for the strong prior-model with respect
to the uninformative prior-model (Table 1 , DDIC ≤ 4, see Burnham
and Anderson, 2002), we further focused on the model with a strong
prior to build the output distribution map. The resulting potential
niche distribution of Abies alba is thus shown in Fig. 5 .
4. Discussion
In this paper, we have demonstrated the importance of i) map-
ping uncertainty derived from varying sampling effort and ii) con-
sidering it in an explicit manner in order to anticipate species’
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Fig. 3. Boxplots of the b coeﬃcient PPDs for the three models (in the three ﬁgure facets). Each box represents the 1st and 3rd quartiles of a coeﬃcient distribution, the black
horizontal line the distribution median, the whiskers the limits of the 1.5*interquartile range, while the ﬁlled circles represent the outlying points. If whiskers of a box did not
overlap 0 we considered the effect of the model parameter as “credible”. We showed in red the boxplots reporting the distribution of the b coeﬃcient of the sampling effort. It
is evident that the main difference among models was underlaid by the precision of the coeﬃcient of the sampling effort parameter, which increased passing from the model
with an uninformative prior on sampling effort, through that with a mild prior, reaching its highest value in the model with a strong prior.
potential distributions. We have provided a case study with a
plant species widespread throughout Europe (Abies alba) where the
observed data (Fig. 1) and the modeled potential niche (Fig. 5)
differed mainly because of tree plantations recorded in the GBIF
dataset. For example, Northern Europe was shown to be unsuit-
able for the natural spread of the species in our Bayesian model
(Fig. 5), as well as in previous studies on the distribution of the
species (e.g. the European Forest Genetic Resources Programme,
http://www.euforgen.org/, see Appendix 1, Fig. S2), corroborating
our results. However, it appeared to be present in the GBIF ﬁeld-
based dataset (Fig. 1 , see also Appendix 1, Fig. S3), mainly because of
human-related conifer plantations.
Notably, when we associated a stronger prior to sampling effort,
model coeﬃcient estimates had lower uncertainty, and in addition,
the model DIC did not differ from the model with the uninformative
prior. Therefore, a strong prior allowed us to decrease uncertainty
and maintain high model quality (DDIC ≤ 4, see Burnham and
Anderson, 2002).
We have shown that multilevel models coupled with Bayesian
inference can be used to account for variability in sampling effort,
integrating external data on prior knowledge with species obser-
vations, to model species distribution more accurately and with
higher certainty than previous methods. The priors considered in
the reported case study were only examples generated here to illus-
trate how the precision of parameter estimates can potentially be
increased using prior knowledge about the system under study.
However, in order to have scientiﬁcally sound results, the priors con-
sidered should obviously be fully justiﬁed and rooted in ecological
theory.
Anticipating species potential distributions based on prior infor-
mation (Bayesian modeling) can help to predict the potential future
spread of a species in space (and time) in a robust manner (Bierman
et al., 2010; Manceur and Kühn, 2014). Using sampling effort
bias among priors was important in our case since it allowed such
uncertainty to be considered explicitly in the model. This can help to
accommodate the error rate directly into the modeling procedure.
Hence, calibrating models conditioned on previous knowledge
and/or observations might be feasible when relying on a Bayesian
framework in which
P(Y|H) (3)
where P = the probability of occurrence of patterns Y given a
hypothesis H is substituted by
P(H|Y) (4)
i.e. the probability P that a hypothesis H is true in light of the
available data.
Bayesian statistics have long been used in independent scien-
tiﬁc disciplines and topics such as trait loci mapping (Ball, 2001),
environmental science (Clark, 2005), machine learning approaches
in computer science (Dietterich, 2000), classiﬁcation of remotely-
sensed images (Goncalves et al., 2009), conservation genetics
(Bertorelle et al., 2004), statistical algorithm development (Hoeting
et al., 1999) and sampling strategies (Mara et al., 2016).
In the framework of ecological patterns and processes, Ellison
(2004) makes an explicit quest for using known information to
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Fig. 4. In this ﬁgure the modelled average probability of presence (suitability) of Abies alba is plotted against the three variables with the highest average coeﬃcient effect size in
the model (top: range of annual mean temperature Bio1, middle: mean diurnal range Bio2, bottom: radiation seasonality or Bio23). The relationship between the probability of
the presence (suitability) of Abies alba and annual mean temperature has a “bell shape”, rising slowly moving from the left of the study area average (7.8 ◦C), peaking just before
the average and decreasing rapidly when on its right. The shape of the relationship between the probability of presence and the mean diurnal temperature range is inverted. A
low diurnal temperature range is associated with a low suitability while a wide temperature variability is associated with high suitability. The highest suitability is reported for
Bio2 values higher than 11 ◦C. The radiation seasonality (the standard deviation of the weekly solar radiation estimates expressed as a percentage of the mean of those estimates)
shows a negative pattern with respect to suitability. Areas with a very high average difference in solar radiation during the year (i.e. Northern Europe) are reported as weakly
suitable for Abies alba. All the curves were obtained varying the value and the model coeﬃcient of Bio1, Bio2 and Bio23 while keeping the values of the other predictors at their
average. As reported in the main text, this result as well as that in Fig. 5 are derived from the model with a strong prior on sampling effort.
build a model, relying on prior rather than posterior probabilities.
This reinforces the view of Ginzburg et al. (2007) that biology
should constrain mathematical constructions. Quoting the authors,
“While mathematics provides an incredibly vast set of possible
equations, logicdictates thatonlyasmall subsetof theseequationscan
representagivenecologicalphenomenon.Alargenumberofconstruc-
tions,whilemathematically sound, should be excluded based on their
inconsistency with biology.”
This is especially true when the results of model construction
impact decision-making, which could be more focused and effective
if uncertainty was explicitly taken into account based on previous
literature regarding the main drivers that shape the distribution of
Table 1
Deviance Information Criterion (DIC) used to assess the prior with the best predictive
power. Notice that DDIC ≤ 4 using an uninformative prior and a strong prior on sam-
pling effort. Therefore, a strong prior allowed us to decrease uncertainty and maintain
high model quality. Refer to the main text for additional information.
Model DIC Gelman diagnostic Burn in Iterations Chains
Uninformative prior 1938 1.13 2000 10,000 2
Mild prior 2133 1.15 2000 10,000 2
Strong prior 1940 1.22 2000 10,000 2
species (Ellison, 1996). Our approach reduces the danger of relying
on misleading predictions of alien species invasions with high
model errors, which are hidden or unrecognizable using previous
approaches (Rocchini et al., 2015).
In the framework of species distribution modeling it has been
demonstrated that prior probabilities in the observation of a certain
species might improve model performance. This is true at various
hierarchical levels, from species to entire communities. Thus, apply-
ing Bayes’ theorem to predict values at a certain sitemight thus allow
known environmental properties to be accounted for. If Bayesian
models do not outperform other modeling techniques, they at least
better reﬂect the theory under the realized niche of a certain species.
A number of examples are provided in Guisan and Zimmermann
(2000), modeling different plant species in different habitat types.
5. Conclusion
In the light of the importance of anticipating species future dis-
tributions, especially for economically important invasive species,
it is crucial to detect those areas into which such a species might
be expected to disperse. Anticipating their spread based on the
suitability of environmental conditions can lead to more effective
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Fig. 5. Abies alba suitability distribution as derived from the multi-level model with strong prior on sampling effort. The pixel value is the average of the PPDs for that pixel.
management strategies, allowing timely actions to be initiated and
preventing further spread (Rocchini et al., 2015).
This can be summarized by the following equation:
Decision =
(
< Em| > I < Em| < I
> Em| > I > Em| < I
)
(5)
In this case, a high (or low) invasion rate I might be related to
high or low error Em in the output model being observed by deci-
sion makers. The most dangerous situation is when a low predicted
invasion rate is related to a high error in the modeling procedure.
In this case decision makers might underestimate the effort against
the likelihood of invasion, that, from the species distribution map, is
suspected to be low.
In this paper we have demonstrated the power of incorporat-
ing sampling bias into the model being used by relying on prior
probabilities of distribution of a plant species widely spread in
Europe. We believe this is a good example to further encour-
age species distribution modelers and environmental planners and
conservationists to account for uncertainty and bias in the sampling
effort in anticipating the spatial spread of species, instead of relying
on distribution maps with potentially hidden uncertainty.
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