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THE EICHLER COHOMOLOGY THEOREM FOR JACOBI FORMS
DOHOON CHOI AND SUBONG LIM
Abstract. Let Γ be a finitely generated Fuchsian group of the first kind which has at least one
parabolic class. Eichler introduced a cohomology theory for Fuchsian groups, called as “Eichler
cohomology theory”, and established the C-linear isomorphism from the direct sum of two spaces
of cusp forms on Γ with the same integral weight to the Eichler cohomology group of Γ. After the
results of Eichler, the Eichler cohomology theory was generalized in various ways. For example,
these results were generalized by Knopp to the cases with arbitrary real weights. In this paper, we
extend the Eichler cohomology theory to the context of Jacobi forms. We define the cohomology
groups of Jacobi groups which are analogues of Eichler cohomology groups and prove an Eichler
cohomology theorem for Jacobi forms of arbitrary real weights. Furthermore, we prove that every
cocycle is parabolic and that for some special cases we have an isomorphism between the cohomology
group and the space of Jacobi forms in terms of the critical values of partial L-functions of Jacobi
cusp forms.
1. Introduction
In [5], Eichler conceived the Eichler cohomology theory while studying generalized abelian inte-
grals, which are now called the Eichler integrals. The Eichler cohomology theory is a cohomology
theory for Fuchsian groups. More precisely, if we let Γ be a finitely generated Fuchsian group of
the first kind which has at least one parabolic class, Eichler defined the first cohomology group of Γ
with a certain module of polynomials as a coefficient and established that this group is isomorphic
to the direct sum of two spaces of cusp forms on Γ with the same integral weight. After the results
of Eichler, the Eichler cohomology theory was generalized in various ways. For example, Gunning
[10] and Kra [18, 19, 20, 21, 22] gave analogues of Eichler’s results for higher dimensional cohomol-
ogy groups and more general groups Γ, respectively, by using the spaces of holomorphic functions
on the complex upper half plane H as Γ-modules. Furthermore, Knopp [11] introduced an infinite
dimensional space of holomorphic functions satisfying a certain growth condition on which Γ acts
in a manner analogous to the action of Γ on vector spaces of polynomials and adjusted the Eichler
cohomology theorem to the situation that the weights of cusp forms are arbitrary real.
The extension of the Eichler cohomology theory to more general functions other than modular
forms such as generalized modular forms (GMF) and vector-valued modular forms are considered
by many researchers (for example, see [8, 13, 16, 25, 31]). For Jacobi forms, Choie and the second
author studied in [3] the Jacobi integral analogous to the Eichler integral. The authors of [3] gave
examples of Jacobi integrals including generalized Jacobi Poincare´ series and suggested a definition
of the cohomology group of a Jacobi group. In spite of this progress, it is still mysterious if there
is an isomorphism between the cohomology group of a Jacobi group and the space of Jacobi forms
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on the group. Moreover, unfortunately it turns out that the first cohomology groups defined in
[3] are infinite dimensional (see section 5 for details). So the aim of this paper is to refine the
definition of the cohomology group of a Jacobi group given in [3] and to prove the existence of an
isomorphism between the cohomology group of a Jacobi group and the space of Jacobi forms on
the group.
A Jacobi form is a function of two variables τ ∈ H and z ∈ C, appearing in the Fourier expansion
of Siegel modular forms of degree 2, which satisfies modular transformation properties with respect
to τ , elliptic transformation properties with respect to z, and a certain growth condition. A theory
of Jacobi forms was developed systematically by Eichler and Zagier in [7]. In fact Jacobi forms
played an important role in the proof of the Saito-Kurokawa conjecture (see [1, 7, 26, 27, 28, 32]).
After these works the theory of Jacobi forms was extensively developed with beautiful applications
in many areas of mathematics and physics. For example, Zwegers in [34] constructed special Jacobi
forms that are crucial in studying the theory of mock theta functions. Jacobi forms also appeared
in many literature on the theory of Donaldson invariants of CP2 that are related to gauge theory
(see for example Go¨ttsche and Zagier [9]), and in recent work on the Mathieu moonshine (for
example [4]). We denote the vector space of Jacobi forms (resp. cusp forms) of weight k, indexM
and multiplier system χ on Γ(1,j) by Jk,M,χ(Γ
(1,j)) (resp. Sk,M,χ(Γ
(1,j))), where Γ ⊂ SL(2,Z) is a
finitely generated Fuchsian group of the first kind which has at least one parabolic class and Γ(1,j)
denotes the Jacobi group Γ⋉ (Z(j,1))2. Here, for a ring R, R(n,j) is the set of n by j matrices whose
entries are in R.
Now we investigate the existence of an isomorphism between the cohomology group of Γ(1,j) and
the space of Jacobi forms on Γ(1,j). For γ = ( a bc d ) ∈ Γ, X = (λ, µ) ∈ (Z(j,1))2 and M ∈ Z(j,j) with
M > 0 symmetric, we define
(Φ|k,M,χγ)(τ, z) := (cτ + d)−kχ¯(γ)e−2πi ccτ+d tr(Mzzt)Φ(γ(τ, z))
and
(Φ|MX)(τ, z) := e2πitr(M(λλtτ+2λzt+µλt))Φ(τ, z + λτ + µ),
where γ(τ, z) = (aτ+b
cτ+d
, z
cτ+d
). Then Γ(1,j) acts on the space of functions on H× C(j,1) by
(1.1) (Φ|k,M,χ(γ,X))(τ, z) := (Φ|k,M,χγ|MX)(τ, z).
We consider the following special C[Γ(1,j)]-module to define a cohomology group of Γ(1,j).
Definition 1.1. Let PeM be the set of holomorphic functions g(τ, z) on H×C(j,1) which satisfy the
following conditions:
(1) |g(τ, z)| < K(|τ |ρ + v−σ)e2πtr(Myyt)/v for some positive constants K, ρ and σ, where τ =
u+ iv ∈ H and z = x+ iy ∈ C(j,1),
(2) (g|MX)(τ, z) = g(τ, z) for every X ∈ (Z(j,1))2.
This set PeM is preserved under the slash operator |k,M,χ(γ,X) for any k, χ and (γ,X) ∈ Γ(1,j)
and forms a vector space over C. A collection {p(γ,X)| (γ,X) ∈ Γ(1,j)} of elements of PeM satisfying
(1.2) p(γ1,X1)(γ2,X2)(τ, z) = (p(γ1,X1)|−k+ j
2
,M,χ(γ2, X2))(τ, z) + p(γ2,X2)(τ, z)
is called a cocycle and a coboundary is a collection {p(γ,X)| (γ,X) ∈ Γ(1,j)} such that
p(γ,X)(τ, z) = (p|−k+ j
2
,M,χ(γ,X))(τ, z)− p(τ, z),
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for all (γ,X) ∈ Γ(1,j) with a fixed element p(τ, z) of PeM. The cohomology groupH1−k+ j
2
,M,χ
(Γ(1,j),PeM)
is the quotient of the cocycles by the coboundaries. A cocycle {p(γ,X)| (γ,X) ∈ Γ(1,j)} is called the
parabolic cocycle if for every parabolic element B in Γ there exists a function QB(τ, z) in PeM such
that
p(B,0)(τ, z) = (QB|−k+ j
2
,M,χ)(B, 0)(τ, z)−QB(τ, z).
The parabolic cohomology group H˜1
−k+ j
2
,M,χ
(Γ(1,j),PeM) is defined as the vector space obtained by
forming the quotient of the parabolic cocycles by the coboundaries. In the following theorem we
prove the existence of an isomorphism between the parabolic cohomology group of Γ(1,j) and the
space of Jacobi cusp forms on Γ(1,j).
Theorem 1.2. For a real number k, index M ∈ Z(j,j) with M > 0 and multiplier system χ of
weight −k + j
2
, we have an isomorphism
η˜ : Sk+2+ j
2
,M,χ¯(Γ
(1,j)) ∼= H˜1−k+ j
2
,M,χ
(Γ(1,j),PeM).
For a cohomology group H1
−k+ j
2
,M,χ
(Γ(1,j),PeM) without the parabolic condition, we prove the
following isomorphism, which comes from the fact that every cocycle is parabolic.
Theorem 1.3. Under the same map as in Theorem 1.2, we have an isomorphism
η˜ : Sk+2+ j
2
,M,χ¯(Γ
(1,j)) ∼= H1−k+ j
2
,M,χ
(Γ(1,j),PeM).
For some special cases we have an explicit isomorphism
η˜ : Sk+2+ j
2
,M,χ(Γ
(1,j))→ H˜1
−k+ j
2
,M,χ
(Γ(1,j),PeM)
in term of the critical values of partial L-functions of Jacobi cusp forms.More precisely, suppose that
j = 1 and k ∈ Z>0 and that Φ(τ, z) ∈ Sk+2+ 1
2
,m,χ(Γ
(1,1)), where m ∈ Z>0. Let T = ( 1 λ0 1 ) , λ > 0,
be a generator of Γ∞ and χ(T ) = e
2πiκ. Then
Φ(τ, z) =
∑
4m(n+κ)−λr2>0
c
(
n + κ
λ
, r
)
q(n+κ)/λζr,
where q = e2πiτ , ζ = e2πiz . Let N(n) = 4m(n+κ)
λ
− r2. Then Φ(τ, z) also can be written as
Φ(τ, z) =
∑
µ(mod 2m)
∑
r≡µ(mod2m)
∑
n∈Z
N(n)>0
Cµ(N(n))q
N(n)+r2
4m ζr,
where Cµ(N) := c
(
N(n)+r2
4m
, r
)
. Then the partial L-functions of Φ(τ, z) are defined by
L(Φ, µ, γ, s) =
∑
n∈Z
N(n)>0
Cµ(N(n))e
2πi
−dN(n)
4mc
(N(n)/4m)s
,
for γ = ( a bc d ) ∈ Γ. Then η˜(Φ) is a cocycle class given by a cocycle representative in the following
way.
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Theorem 1.4. Suppose that a function r(Φ, (γ,X); τ, z) is given by
r(Φ, (γ,X); τ, z) =
2m∑
µ=1
∑
r≡µ(mod 2m)
n∑
k=0
k!(−1)k+nL(Φ, µ, γ, n+ 1)
(k − n)!(2πi)n+1
(
τ +
d
c
)k−n
q
r2
4m ζr,
where (γ,X) ∈ Γ(1,1) and γ = ( a bc d ). Then a collection {r(Φ, (γ,X); τ, z)| (γ,X) ∈ Γ(1,1)} is a
cocycle representative of η˜(Φ).
Remark 1.5. It is well known that if f(τ) is a modular form of weight k + 2 then its period
functions are polynomials of degree at most k and their coefficients can be written in terms of the
critical values of L-functions associated with a given modular form f(τ). The periods of modular
forms are rich source of arithmetic of modular forms (see [17]).
To prove our main theorems we extend the argument of Knopp in [11] for modular forms to
Jacobi forms. Note that a Jacobi form is defined not on a complex curve but a complex surface.
So one of main features of our proofs is overcoming difficulties coming from the complexities of the
structure of a complex surface by the theta decomposition theory, developed by Eichler and Zagier
[7], Ziegler [33], which gives an isomorphism between Jacobi forms and vector-valued modular
forms.
The remainder of this paper is organized as follows. In section 2, we review the theory of
Jacobi forms. In section 3, we introduce vector-valued modular forms and establish the Eichler
cohomology theory for vector-valued modular forms of real weights. More precisely, we describe a
map from the space of vector-valued cusp forms of a real weight to the cohomology group of Γ with
a certain module of vector-valued functions and prove that this map is an isomorphism. In section
4, we prove the main theorems: Theorem 1.2, 1.3 and 1.4. Finally, in section 5, we give some
remarks regarding the cohomology group defined in [3] by the comparision with our cohomology
group.
2. Jacobi forms
Eichler and Zagier laid the foundations for the theory of Jacobi forms in [7] and Ziegler [33]
investigated higher dimensional cases in the spirit of Eichler and Zagier. In this section, we review
basic notions of Jacobi forms (see [7, 33] for details). First we fix some notations. Let Γ ⊂ SL(2,Z)
be a finitely generated Fuchsian group of the first kind, which has at least one parabolic class and
Γ(1,j) = Γ⋉ (Z(j,1))2 be a Jacobi group with associated composition law:
(γ1, (λ1, µ1)) · (γ2, (λ2, µ2)) = (γ1γ2, (λ˜1 + λ2, µ˜1 + µ2)),
where (λ˜, µ˜) = (λ, µ) · γ2. Then Γ(1,j) acts on H× C(j,1) as a group of automorphism. The action
is given by:
(γ, (λ, µ)) · (τ, z) =
(
γτ,
z + λτ + µ
cτ + d
)
,
where γτ = aτ+b
cτ+d
for γ = ( a bc d ) ∈ Γ. Let k be a real number and χ be a multiplier system of weight
k on Γ, i.e., χ : Γ→ C satisfies
(1) |χ(γ)| = 1 for all γ ∈ Γ,
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(2) χ satisfies the consistency condition
χ(γ3)(c3τ + d3)
k = χ(γ1)χ(γ2)(c1γ2τ + d1)
k(c2τ + d2)
k,
where γ3 = γ1γ2 and γi = (
∗ ∗
ci di ) , i = 1, 2 and 3,
(3) χ satisfies the nontriviality condition
χ(−I) = eπik.
With these notations, we introduce the definition of a Jacobi form.
Definition 2.1. A Jacobi form of weight k, index M and multiplier system χ on Γ(1,j) is a
holomorphic mapping Φ(τ, z) on H× C(j,1) satisfying
(1) (Φ|k,M,χγ)(τ, z) = Φ(τ, z) for every γ ∈ Γ,
(2) (Φ|MX)(τ, z) = Φ(τ, z) for every X ∈ (Z(j,1))2,
(3) for each γ = ( a bc d ) ∈ SL(2,Z), the function (cτ +d)−ke2πitr(Mzz
t) −c
cτ+dΦ((γ, 0) · (τ, z)) has the
Fourier expansion of the form
(2.1) (cτ + d)−ke2πitr(Mzz
t) −c
cτ+dΦ((γ, 0) · (τ, z)) =
∑
l∈Z
l+κγ≥0
∑
r∈Z(1,j)
a(l, r)e2πiτ(l+κγ)/λγe2πitr(rz),
with a suitable 0 ≤ κγ < 1, λγ ∈ Z and a(l, r) 6= 0 only if 4(l + κγ)− λγrM−1rt ≥ 0.
We denote by Jk,M,χ(Γ
(1,j)) the vector space of all Jacobi forms of weight k, index M and
multiplier system χ on Γ(1,j). If a Jacobi form satisfies the condition a(l, r) 6= 0 only if 4(l+ κγ)−
λγrM−1rt > 0, then it is called a Jacobi cusp form. We denote by Sk,M,χ(Γ(1,j)) the vector space
of all Jacobi cusp forms of weight k, index M and multiplier system χ on Γ(1,j).
Now we look into the theta series, which plays an important role in the proofs of our main
theorems. Let S ∈ Z(j,j) be symmetric, positive definite and a, b ∈ Q(j,1). We consider the theta
series
θS,a,b(τ, z) :=
∑
λ∈Z(j,1)
eπitr(S((λ+a)(λ+a)
tτ+2(λ+a)(z+b)t))
with characteristic (a, b) converging normally on H × C(j,1). Then this theta series satisfies the
following transformation properties.
Lemma 2.2. [7, Section 5], [33, Lemma 3.2] Let N be a complete system of representatives of the
cosets
(2M)−1Z(j,1)/Z(j,1).
For a ∈ N we have
(1) θ2M,a,0
(
− 1
τ
, z
τ
)
= det(2M)− 12det
(
τ
i
) j
2
e2πitr(Mzz
t/τ)
∑
b∈N e
−2πitr(2Mbat)θ2M,b,0(τ, z),
(2) θ2M,a,0(τ + 1, z) = e
2πitr(Maat)θ2M,a,0(τ, z).
We are in a position to explain the theta expansion. To do that, we need to introduce the
following space of functions on C(j,1). For τ0 ∈ H, let TM(τ0) denote the vector space of all
holomorphic functions g : C(j,1) → C satisfying
g(z + λτ0 + µ) = e
−2πitr(M(λλtτ0+2λzt))g(z)
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for every λ, µ ∈ Z(j,1). Writing this functional equation in terms of Fourier coefficients yields the
following lemma.
Lemma 2.3. [33, Lemma 3.1] The functions {θ2M,a,0(τ0, z)| a ∈ N} form a basis of TM(τ0).
Especially we have
dimC TM(τ0) = det(2M).
Using Lemma 2.2 and Lemma 2.3, we prove an isomorphism between Jk,M,χ(Γ
(1,j)) and a certain
space of vector-valued modular forms from the following result.
Theorem 2.4. [7, Section 5], [33, Section 3] Let Φ(τ, z) be holomorphic as a function of z and
satisfy
(2.2) (Φ|MX)(τ, z) = Φ(τ, z) for every X ∈ (Z(1,j))2.
Then we have
(2.3) Φ(τ, z) =
∑
a∈N
fa(τ)θ2M,a,0(τ, z)
with uniquely determined holomorphic functions fa : H→ C. If Φ(τ, z) also satisfies the transfor-
mation
(Φ|k,M,χγ)(τ, z) = Φ(τ, z) for every γ ∈ SL(2,Z),
then we have for each a ∈ N
fa
(
−1
τ
)
= χ(( 0 −11 0 ))det
(
τ
i
)− j
2
τkdet(2M)− 12
∑
b∈N
e2πitr(2Mab
t)fb(τ)
and
fa(τ + 1) = χ(( 1 10 1 ))e
−2πitr(Maat)fa(τ).
Furthermore, if Φ(τ, z) is a Jacobi form in Jk,M,χ(Γ
(1,j)), then functions in {fa| a ∈ N} necessarily
must have the Fourier expansions of the form
fa(τ) =
∑
l≥0
rational
a(l)e2πilτ .
The decomposition by theta functions as in (2.3) is called the theta expansion. Now we explain
the isomorphism between Jacobi forms and vector-valued modular forms induced by the theta
expansion more precisely. First, we look into a special representation to define the space of vector-
valued modular forms, which corresponds to Jk,M,χ(Γ
(1,j)). From now, we use the notation τ =
u + iv ∈ H and z = x + iy ∈ C(j,1). Let ea(a ∈ N ) be the standard basis of C|N |. If j is an even
integer, then we define a representation from SL(2,Z) to GL(|N |,C) by
(2.4) ρ(T )ea = e
−2πitr(Maat)ea
and
(2.5) ρ(S)ea =
i
j
2√
det(2M)
∑
b∈N
e2πitr(2Mab
t)eb,
where T = ( 1 10 1 ) and S = (
0 −1
1 0 ). But if j is an odd integer, then ρ is not a representation of
SL(2,Z) because of the ambiguities arising from the choice of square-root. To get a homomorphism
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one must replace SL(2,Z) by a double cover. We write Mp(2,R) for the metaplectic group, i.e. the
double cover of SL(2,R), realized by the two choices of holomorphic square roots of τ 7→ cτ + d
for ( a bc d ) ∈ SL(2,R). Thus the elements of Mp(2,R) are pairs
(γ, φ(τ)),
where γ = ( a bc d ) ∈ SL(2,R), and φ denotes a holomorphic function on H with
φ(τ)2 = cτ + d.
The product of (γ1, φ1(τ)), (γ2, φ2(τ)) ∈ Mp(2,R) is given by
(γ1, φ1(τ))(γ2, φ2(τ)) = (γ1γ2, φ1(γ2τ)φ2(τ)).
The map
( a bc d ) 7→ (˜ a bc d ) = (( a bc d ) ,
√
cτ + d)
defines a locally isomorphic embedding of SL(2,R) into Mp(2,R). Let Mp(2,Z) be the inverse
image of SL(2,Z) under the covering map Mp(2,R)→ SL(2,R). It is well known that Mp(2,Z) is
generated by T˜ and S˜. We define a representation ρ˜ of Mp(2,Z) by ρ˜(T˜ ) = ρ(T ) and ρ˜(S˜) = ρ(S).
Then ρ˜ is essentially a Weil representation of Mp2(Z) and one can check that this representation
is unitary. We take a multiplier system χ′ of weight j/2, for example we can take a power of
eta-multiplier system: χ′(γ) =
(
η(γτ)
η(τ)
)j
for γ ∈ SL(2,Z), where η(τ) = epiiτ12 ∏∞n=1(1 − qn) is the
Dedekind eta function. Then we define a map ρ′ : SL(2,Z)→ GL(|N |,C) by
ρ′(γ) = χ′(γ)ρ˜(γ˜)
for γ ∈ SL(2,Z).
Lemma 2.5. The map ρ′ gives a representation of SL(2,Z) if j is an odd integer.
Proof of Lemma 2.5. We have to show that ρ′ is a homomorphism. For γ1 =
(
a1 b1
c1 d1
)
, γ2 =(
a2 b2
c2 d2
) ∈ SL(2,Z), we see that by definition
ρ′(γ1)ρ
′(γ2) = χ
′(γ1)ρ˜(γ˜1)χ
′(γ2)ρ˜(γ˜2)
= χ′(γ1)χ
′(γ2)ρ˜((γ1,
√
c1τ + d1))ρ˜((γ2,
√
c2τ + d2))
= χ′(γ1)χ
′(γ2)ρ˜((γ1γ2,
√
c1γ2τ + d1
√
c2τ + d2)).
Since χ′ is a multiplier system of weight j/2 and j is an odd integer, χ′ is also a multiplier system
of weight 1/2. So, if we let γ3 = γ1γ2 =
(
a3 b3
c3 d3
)
, then we have
χ′(γ3)
√
c3τ + d3 = χ
′(γ1)χ
′(γ2)
√
c1γ2τ + d1
√
c2τ + d2.
Note that (
χ′(γ1)χ
′(γ2)
χ′(γ3)
)2
=
(c3τ + d3)
(c1γ2τ + d1)(c2τ + d2)
= 1.
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Therefore, one can see that
(
I, χ
′(γ1)χ′(γ2)
χ′(γ3)
)
∈ Mp2(Z). By the law of composition in Mp2(Z), we
see that
ρ˜((γ3,
√
c3τ + d3))ρ˜
((
I,
χ′(γ1)χ
′(γ2)
χ′(γ3)
))
= ρ˜
((
γ3,
χ′(γ3)
√
c3τ + d3
χ′(γ1)χ′(γ2)
))
= ρ˜((γ1γ2,
√
c1γ2τ + d1
√
c2τ + d2)).
So we can check that
ρ′(γ1)ρ
′(γ2) = χ
′(γ1)χ
′(γ2)ρ˜((γ3,
√
c3τ + d3))ρ˜
((
I,
χ′(γ1)χ
′(γ2)
χ′(γ3)
))
.
Therefore, it suffices to show that χ′(γ1)χ
′(γ2)ρ˜
((
I, χ
′(γ1)χ′(γ2)
χ′(γ3)
))
= χ′(γ3).
One has the relations S2 = (ST )3 = Z, where Z =
((
−1 0
0 −1
)
, i
)
is the standard generator of
the center of Mp2(Z). It is well known that
ρ˜(Z)ea = i
je−a.
From this, we see that
ρ˜((I,−1))ea = ρ˜(Z2)ea = (−1)ea.
Since χ
′(γ1)χ′(γ2)
χ′(γ3)
= ±1, it follows that
ρ˜
((
I,
χ′(γ1)χ
′(γ2)
χ′(γ3)
))
=
χ′(γ3)
χ′(γ1)χ′(γ2)
.
Hence, we obtain that
ρ′(γ1)ρ
′(γ2) = χ
′(γ3)ρ˜((γ3,
√
c3τ + d3)) = ρ
′(γ3) = ρ
′(γ1γ2).
This completes the proof. 
In conclusion, we can define a representation ρ′′ of SL(2,Z) induced from the theta expansion
as follows
(2.6) ρ′′ =
{
ρ if j is an even integer,
ρ′ if j is an odd integer.
Using this we can define the space of vector-valued modular forms associated with Jk,M,χ(Γ
(1,j))
by the theta expansion. Let Φ(τ, z) be a Jacobi form in Jk,M,χ(Γ
(1,j)). By Theorem 2.4, we have
the theta expansion
Φ(τ, z) =
∑
a∈N
fa(τ)θ2M,a,0(τ, z).
Then a vector-valued function
∑
a∈N fa(τ)ea is a vector-valued modular form in Mk− j
2
,χ′′,ρ′′(Γ) (for
the precise definition of Mk− j
2
,χ′′,ρ′′(Γ) see section 3.1), where
(2.7) χ′′ =
{
χ if j is an even integer,
χχ′ if j is an odd integer.
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One can see that χ′′(γ)ρ′′(γ), γ ∈ Γ, is determined independently of the choice of χ′ and hence
Mk− j
2
,χ′′,ρ′′(Γ) is determined uniquely. The important result of the theta expansion is that the map
from Jk,M,χ(Γ
(1,j)) to Mk− j
2
,χ′′,ρ′′(Γ) given by Φ(τ, z) 7→
∑
a∈N fa(τ)ea is actually an isomorphism.
Theorem 2.6. [7, Theorem 5.1], [33, Theorem 3.3] The theta expansion gives an isomorphism
between Jk,M,χ(Γ
(1,j)) and Mk− j
2
,χ′′,ρ′′(Γ).
3. Vector-valued Modular Forms
In this section, we prove the Eichler cohomology theorem for vector-valued modular forms. To
do that, we construct a holomorphic vector-valued Eichler integral for a given parabolic cocycle
such that its periods are the same as the given parabolic cocycle using a vector-valued generalized
Poincare´ series. Our proof is based on [8, 15].
3.1. Vector-valued modular forms. We begin by introducing the definition of the vector-valued
modular forms. Let Γ ⊆ SL(2,Z) be a H-group, i.e., a finitely generated Fuchsian group of the
first kind which has at least one parabolic class. Let k ∈ R and χ a (unitary) multiplier system of
weight k on Γ. Let p be a positive integer and ρ : Γ→ GL(p,C) a p-dimensional unitary complex
representation. We denote the standard basis elements of the vector space Cp by ej for 1 ≤ j ≤ p.
With these setups, the definition of the vector-valued modular forms are given as follows.
Definition 3.1. A vector-valued weakly holomorphic modular form of weight k, multiplier system
χ and type ρ on Γ is a sum f(τ) =
∑p
j=1 fj(τ)ej of functions holomorphic in H satisfying the
following conditions:
(1) for all γ = ( a bc d ) ∈ Γ, we have (f |k,χ,ργ)(τ) = f(τ),
(2) for each γ = ( a bc d ) ∈ SL(2,Z), the function (cτ + d)−kf(γτ) has the Fourier expansion of
the form
(cτ + d)−kf(γτ) =
p∑
j=1
∑
n≫−∞
aj,γ(n)e
2πi(n+κj,γ)τ/λγej ,
where κj,γ (resp. λγ) is a constant which depends on j and γ (resp. γ).
Here, the slash operator |k,χ,ργ is defined by
(f |k,χ,ργ)(τ) = χ(γ)−1(cτ + d)−kρ−1(γ)f(γτ),
for γ = ( a bc d ) ∈ Γ, where γτ = aτ+bcτ+d . The space of all vector-valued weakly holomorphic modular
forms f(τ) of weight k, multiplier system χ and type ρ on Γ is denoted by M !k,χ,ρ(Γ). There are
subspaces Mk,χ,ρ(Γ) and Sk,χ,ρ(Γ) of vector-valued holomorphic modular forms and vector-valued
cusp forms, respectively, for which we require that each aj,γ(n) = 0 when n + κj,γ is negative,
respectively, non-positive.
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3.2. The Eichler cohomology for vector-valued modular forms. In this subsection, we
define the Eichler cohomology group for a vector-valued modular form of real weight. To define
the Eichler cohomology group, first we introduce the coefficient module and the vector-valued
Eichler integrals. Let P be the vector space of vector-valued functions G(τ) = ∑pj=1Gj(τ)ej
holomorphic in H which satisfy the growth condition
(3.1) |Gj(τ)| < K(|τ |ρ + v−σ), v = ℑτ > 0, 1 ≤ j ≤ p,
for some positive constants K, ρ and σ. Since the weight here is not necessarily in Z, polynomials
of fixed degree cannot serve as the underlying space of functions in the definition of the cohomology
groups in our case. Instead, we employ as the underlying space the collection P. This space was
introduced in [11] in the context of the Eichler cohomology theory for scalar-valued (i.e. the usual)
modular forms of arbitrary real weights. It is worth mentioning that the space P is preserved
under the slash operator. With this underlying space, we define the vector-valued Eichler integrals
as follows.
Definition 3.2. Let ρ be a p-dimensional representation ρ : Γ → GL(p,C), k an arbitrary real
number and χ a multiplier system for Γ of weight −k. A vector-valued Eichler integral of weight
−k, multiplier system χ and type ρ on Γ is a vector-valued function F (τ) on H satisfying
(F |−k,χ,ργ)(τ)− F (τ) ∈ P
for all γ ∈ Γ.
If we let pγ(τ) = (F |−k,χ,ργ)(τ)− F (τ), then the vector-valued functions pγ(τ) are called period
functions of F (τ). Then it turns out that {pγ| γ ∈ Γ} satisfies the following cocycle condition: For
γ1, γ2 ∈ Γ,
(3.2) pγ1γ2(τ) = pγ2(τ) + (pγ1 |−k,χ,ργ2)(τ).
A collection {pγ| γ ∈ Γ} of elements of P satisfying (3.2) is called a cocycle and a coboudary is a
collection {pγ| γ ∈ Γ} such that
pγ(τ) = (p|−k,χ,ργ)(τ)− p(τ)
for γ ∈ Γ with p(τ) a fixed element of P. We define the cohomology group H1−k,χ,ρ(Γ,P) as the
quotient of the cocycles by the coboundaries. A parabolic cocycle {pγ| γ ∈ Γ} is a collection of
elements of P satisfying (3.2), in which for every parabolic class B in Γ there exists a fixed element
QB(τ) ∈ P such that
pB(τ) = (QB|−k,χ,ρB)(τ)−QB(τ),
for all B ∈ B. Note that coboundaries are parabolic cocycles. The parabolic cohomology group
H˜1−k,χ,ρ(Γ,P) is defined as the vector space obtained by forming the quotient of the parabolic
cocycles by the coboundaries.
3.3. Vector-valued generalized Poincare´ series. A vector-valued generalized Poincare´ series
gives an example of the vector-valued Eichler integrals and it is also used in the proof of the Eichler
cohomology theorem for vector-valued modular forms. A vector-valued generalized Poincare´ series
was first defined by Lehner [25]. We recall the definition of a vector-valued generalized Poincare´
series and investigate its convergence. Let {gγ| γ ∈ Γ} be a parabolic cocycle of elements of P of
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weight −k ∈ R with χ a multiplier system in Γ of weight −k and ρ a representation. Assume also
that gQ(τ) = 0, where
(3.3) Q = ( 1 λ0 1 ) ∈ Γ, λ > 0,
is a generator of Γ∞. We define a vector-valued generalized Poincare´ series as
(3.4) Φ(τ ; r) =
p∑
j=1
∑
V=( a bc d )∈L
(gV )j(τ)
(cτ + d)r
ej,
where r is a large positive even integer and L is any set in Γ containing all transformations with
different lower rows. Now we note that if V and V ∗ have the same lower row, then we can write
V = QlV ∗ for some l ∈ Z and therefore we have
gV (τ) = (gQlV ∗)(τ)
= (gQl|−k,χ,ρV ∗)(τ) + gV ∗(τ)
= (gV ∗)(τ),
so that Φj(τ ; r) does not depend on the choice of coset representatives. Now based on the arguments
in [8, 11] we prove the convergence of Φ(τ ; r) by using the following lemmas.
Lemma 3.3. [11, Lemma 4] For real numbers c, d and τ = u+ iv ∈ H, we have
v2
1 + 4|τ |2 (c
2 + d2) ≤ |cτ + d|2 ≤ 2(|τ |2 + v−2)(c2 + d2).
From now, we estimate |gV (τ)| using the finite generators of Γ. Suppose that
{Q0 = Q, · · · , Qt, V1, · · · , Vs}
is a fixed set of generators of Γ, including the t + 1 parabolic generators Q0, · · · , Qt, and the
non-parabolic generators V1, · · · , Vs. If γ ∈ Γ, consider a factorization of γ into sections (see [24,
pp. 156-157]), γ = C1 · · ·Cq. Each section Ci is either a non-parabolic generator of Γ or a power
of a parabolic generator of Γ. The importance of this factorization into sections lies in the result
of Eichler [6, Theorem 1] that, for any γ = ( a bc d ) ∈ Γ, the factorization can be carried out so that
q ≤ m1 log µ(γ) +m2,
where m1, m2 > 0 are independent of γ and
µ(γ) = a2 + b2 + c2 + d2.
We assume that the cocycle {gγ| γ ∈ Γ} in P satisfies
|(gVi)j(τ)| < K(|τ |ρ + v−σ), for 1 ≤ i ≤ s, 1 ≤ j ≤ p,(3.5)
|(gi)j(τ)| < K(|τ |ρ + v−σ), for 0 ≤ i ≤ t, 1 ≤ j ≤ p,
for positive constants K, ρ and σ which are independent of particular generators involved. Assume
also that 2σ > −k and ρ > k. Here, gi(τ) is defined, by the definition of parabolic cocycle, as
follows
gQi(τ) = (gi|−k,χ,ρQi)(τ)− gi(τ).
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Lemma 3.4. If {gγ| γ ∈ Γ} is a parabolic cocycle, then there exists K∗ > 0 depending only upon
Γ and {gγ| γ ∈ Γ} such that
|(gCh|−k,χ,ρCh+1 · · ·Cq)j(τ)| ≤ K∗µ(γ)eλ(τ),
for 1 ≤ h ≤ q, 1 ≤ j ≤ p. Here, e = max(ρ/2, σ + k/2) and γ = C1 · · ·Cq is a factorization into
sections of γ ∈ Γ and λ(τ) = (|τ |2 + v−2)e{1
2
v2k−2ρ + 1
2
(1 + 4|τ |2)ρ−k + v−σ}.
Proof of Lemma 3.4. Consider first the case when Ch is a non-parabolic generator. Let V =
Ch+1 · · ·Cq = ( a bc d ). By the definition of the slash operator, we have
|(gCh|−k,χ,ρV )j(τ)| = |cτ + d|k|χ¯(V )|
p∑
l=1
|ρ(V −1)j,l||(gCh)l(V τ)|,
where ρ(V −1)jl is the (j, l)th entry of ρ(V
−1). Then we see by (3.5) that
|(gCh|−k,χ,ρV )j(τ)| ≤ |cτ + d|k
p∑
l=1
|(gCh)l(V τ)|
< |cτ + d|k · pK{|V τ |ρ + v−σ|cτ + d|2σ}
= pK|aτ + b|ρ|cτ + d|k−ρ + pK|cτ + d|2σ+kv−σ.
By Lemma 3.3, we obtain that
|aτ + b|ρ ≤ 2ρ/2(|τ |2 + v−2)ρ/2(a2 + b2)ρ/2,
|cτ + d|2σ+k ≤ 2σ+k/2(|τ |2 + v−2)σ+k/2(c2 + d2)σ+k/2,
and
|cτ + d|k−ρ ≤
(
v2
1 + 4|τ |2
)(k−ρ)/2
(c2 + d2)(k−ρ)/2.
Here, we used the assumption that 2σ > −k and ρ > k. Hence we can check that
|(gCh|−k,χ,ρV )j(τ)| < pK2ρ/2(|τ |2 + v−2)ρ/2(a2 + b2)ρ/2
(
1 + 4|τ |2
v2
)(ρ−k)/2
(c2 + d2)(k−ρ)/2
+pK2σ+k/2(|τ |2 + v−2)σ+k/2(c2 + d2)σ+k/2v−σ.
Since the non-zero c, ( ∗ ∗c ∗ ) ∈ Γ, with Γ discrete, have a positive lower bound, it follows that c2+d2
has a positive lower bound. Hence we get the following inequality
|(gCh|−k,χ,ρV )j(τ)| < K1(a2 + b2)ρ/2(|τ |2 + v−2)ρ/2
(
1 + 4|τ |2
v2
)(ρ−k)/2
+K ′1(c
2 + d2)σ+k/2(|τ |2 + v−2)σ+k/2v−σ.
By [6, Theorem 2], we have
a2 + b2 + c2 + d2 = µ(V ) ≤ K2µ(γ),
so that
|(gCh|−k,χ,ρV )j(τ)| ≤ K3µ(γ)ρ/2(|τ |2 + v−2)ρ/2vk−ρ(1 + 4|τ |2)(ρ−k)/2
+K ′3µ(γ)
σ+k/2v−σ(|τ |2 + v−2)σ+k/2.
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Letting e = max(ρ/2, σ + k/2), we see that
|(gCh|−k,χ,ρV )j(τ)| ≤ K4µ(γ)e(|τ |2 + v−2)e{vk−ρ(1 + 4|τ |2)(ρ−k)/2 + v−σ}
≤ K4µ(γ)e(|τ |2 + v−2)e{1
2
v2k−2ρ +
1
2
(1 + 4|τ |2)ρ−k + v−σ}.
We used the fact that {vk−ρ − (1 + 4|τ |2)(ρ−k)/2}2 ≥ 0. If we put λ(τ) = (|τ |2 + v−2)e{1
2
v2k−2ρ +
1
2
(1 + 4|τ |2)ρ−k + v−σ}, then we have
|(gCh|−k,χ,ρV )j(τ)| ≤ K4µ(γ)eλ(τ).
Now we deal with the case in which Ch is a parabolic section, that is Ch = Q
m
i for some 0 ≤ i ≤ t.
Then
gQi(τ) = (gi|−k,χ,ρQi)(τ)− gi(τ),
and so, by the consistency condition for the cocycle as in (3.2), we also have
gCh(τ) = (gi|−k,χ,ρCh)(τ)− gi(τ).
From this it follows that
(gCh |−k,χ,ρCh+1 · · ·Cq)j(τ) = (gi|−k,χ,ρCh · · ·Cq)j(τ)− (gi|−k,χ,ρCh+1 · · ·Cq)j(τ),
for 1 ≤ j ≤ p. The previous argument applies to each of the two terms on the right hand side to
yield
|(gCh|−k,χ,ρV )j(τ)| ≤ K5µ(γ)eλ(τ).
The proof is complete. 
Now we need to look into µ(γ) to complete the estimation of |gV (τ)| in (3.4). It is helpful at
this point to introduce a specific fundamental region. We employ the Ford fundamental region R
defined as follows (see [23, pp. 139])
(3.6) R := {τ ∈ H| |ℜτ | < λ/2 and |cτ + d| > 1 for all γ = ( ∗ ∗c d ) ∈ Γ− Γ∞},
where λ is a constant defined as in (3.3). Then there exists v0 > 0 with iv0 ∈ R. Now determine
L by the condition that γ ∈ L if −λ/2 ≤ ℜ(γ(iv0)) < λ/2.
Lemma 3.5. [11, Lemma 6] If γ = ( a bc d ) ∈ L, chosen as indicated above, then
µ(γ) ≤ K ′(c2 + d2),
for a positive constant K ′, independent of γ.
In the following theorem we prove by using Lemma 3.3, 3.4 and 3.5 the convergence of Φ(τ ; r)
for sufficiently large r.
Theorem 3.6. Let e = max(ρ/2, σ + k/2), where ρ and σ are given in (3.5). If r > 2e + 4, then
the generalized Poincare´ series Φ(τ ; r), defined as in (3.4), converges absolutely and uniformly on
compact subsets of H.
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Proof of Theorem 3.6. Suppose that γ ∈ L. As before, we write γ = C1 · · ·Cq, a product of
sections. Applying (3.2) repeatedly, we have that
(3.7) gγ(τ) = gC1···Cq(τ) = (gC1 |−k,χ,ρC2 · · ·Cq)(τ) + (gC2 |−k,χ,ρC3 · · ·Cq)(τ) + · · ·+ gCq(τ)
with q ≤ m1 log µ(γ) +m2 terms on the right hand side. We need to estimate the absolute value
of general term of each component of the series (3.4). This is∣∣∣∣ (gγ)j(τ)(cτ + d)r
∣∣∣∣ = |(gγ)j(τ)||cτ + d|−r.
By (3.7) and Lemma 3.4 we have
|(gγ)j(τ)| ≤ K∗µ(γ)eλ(τ)q ≤ K∗1µ(γ)e+1λ(τ),
where λ(τ) = (|τ |2+v−2)e{1
2
v2k−2ρ+ 1
2
(1+4|τ |2)ρ−k+v−σ}, and we have used q ≤ m1 log µ(γ)+m2 ≤
m3µ(γ) for a positive constant m3, independent of γ. Lemma 3.5 yields
|(gγ)j(τ)| ≤ K∗2(c2 + d2)e+1λ(τ),
and by Lemma 3.3 we see that
|(gγ)j(τ)| ≤ K∗2 |cτ + d|2e+2
(
1 + 4|τ |
v2
)e+1
λ(τ).
Hence, we obtain that
|(gγ)j(τ)||cτ + d|−r ≤ K∗2 |cτ + d|2e+2−r
(
1 + 4|τ |
v2
)e+1
λ(τ).
With r > 2e + 4 it follows that r − 2e − 2 > 2 and hence by [23, pp. 276-277] we see that
a generalized Poincare´ series Φ(τ ; r) converges absolutely and uniformly on compact subsets of
H. 
Using a generalized Poincare´ series Φ(τ ; r), we can prove the existence of the vector-valued
Eichler integral for given period functions. For this proof, we need the following result, which is
a generalization of Petersson’s result in [29]. For the notation, a vector-valued function f(τ) =∑p
j=1 fj(τ)ej is a meromorphic modular form of weight −k, multiplier system χ and type ρ on Γ
if fj(τ) is a meromorphic function on H which satisfies two conditions in Definition 3.1.
Lemma 3.7. Assume that k is any real number. Let χ be a multiplier system of weight −k and
ρ a unitary representation. Then there exists a vector-valued meromorphic modular form f(τ) of
weight −k, multiplier system χ and type ρ which has poles with given principal parts at finitely
many points of R¯ ∩H and is holomorphic elsewhere in R¯ with the possible exception of the cusps,
where R is a Ford fundamental region as in (3.6).
Remark 3.8. In fact, we consider the principal part at a point x in the Riemann surface Γ\H.
Thus in this paper the principal part at τ0 ∈ H means the principal part at τ0 that can be expressed
as ∑
n0≤n<0
c(n)(τ − τ0)en,
where e is the order of Γτ0.
Proof of Lemma 3.7. We want to construct a vector-valued function Im,τ0,i(τ) such that
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(1) a function (Im,τ0,i)m(τ) has a pole of order i at τ0 in R and is holomorphic everywhere else
on R,
(2) a function (Im,τ0,i)j(τ) is holomorphic on H if j 6= m.
First we construct a vector-valued modular form H(τ) in M !−k,χ,ρ(Γ). Knopp and Mason [14]
defined a vector-valued Poincare´ series P (τ) = P (τ, ρ, r, ν,m, j) in the following fashion. Fix m an
integer and j, 1 ≤ j ≤ p, and let
P (τ, ρ, r, χ,m, j) =
1
2
∑
M∈Γ∞\Γ
e2πi(m+κj)Mτ
χ(M)(cτ + d)r
ρ−1(M)ej ,
where χ is a multiplier system of weight r and
χ(Q)ρ(Q) =
(
e2piiκ1
·
·
·
e2piiκp
)
.
Here, Q is a generator of Γ∞. This Poincare´ series is a vector-valued modular form in M
!
r,χ,ρ(Γ)
(Knopp and Mason deals with a vector-valued Poincare´ series P (τ, ρ, r, ν,m, j) when r is an even
integer with r > 2 and Γ is a full modular group. But the same proof for the convergence applies
to the case where r is real and Γ is a H-group). Let n be a positive integer such that −k+12n > 2.
Then by the above discussion, there is a vector-valued modular form P (τ) inM !−k+12n,χ,ρ(Γ). Then
H(τ) := P (τ)
∆(τ)n
is a vector-valued modular form inM !−k,χ,ρ(Γ), where ∆(τ) = e
2πiτ
∏∞
n=1(1−e2πinτ )24
is a cusp form of weight 12 with the trivial character on SL(2,Z), which has no zeros or poles on
H.
Next we want to modify the function H(τ) so that we get a desired function Im,τ0,i(τ). Note that
H(τ) =
∑p
j=1Hj(τ)ej is holomorphic on H. Let Z(H,m, τ0) be the order of zero of Hm(τ) at τ0.
By the Petersson’s result in [29], we see that there is a (scalar-valued) meromorphic modular form
g(τ) of weight 0 with the trivial character on Γ such that g(τ) has a pole of order i+ Z(H,m, τ0)
at τ0 and is holomorphic elsewhere on R. We can consider the function
(Im,τ0,i)j(τ) :=
{
Hj(τ) if j 6= m,
Hj(τ)g(τ) if j = m.
Then this is a desired function.
Now we construct a vector-valued meromorphic modular form f(τ) satisfying the desired prop-
erty for the principal parts. Suppose that the principal part at τ0 is given by
(3.8)
∑
n0≤n<0
c(n)(τ − τ0)en,
where e is the order of Γτ0 . It is enough to show that there is a vector-valued meromorphic modular
form f(τ) =
∑p
j=1 fj(τ)ej of weight −k, multiplier system χ and type ρ on Γ which has a pole
with a given principal part at τ0 in the mth component and is holomorphic elsewhere in R. Let
a(m, τ0, i) = limτ→τ0(Im,τ0,i)m(τ)(τ − τ0)i. If we let
f(τ) :=
∑
n0≤n<0
c(n)
a(m, τ0, n)
Im,τ0,n(τ),
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then the principal part of fm(τ) at τ0 is the same as given in (3.8) and fm(τ) is holomorphic
elsewhere in R. 
Following the literature on the Eichler cohomology theory, we introduce a left-finite expansion
at each parabolic cusp for the consistency. The expansion at the cusp i∞ has the form
F (τ) =
p∑
j=1
∑
n≫−∞
a0(n, j)e
2πi(n+κj,0)/λ0ej,
where Q = Q0 =
(
1 λ0
0 1
)
, λ0 > 0, is a generator of Γ∞ and
(3.9) χ(Q)ρ(Q) =
(
e2piiκ1,0
·
·
·
e2piiκp,0
)
.
Let q1, · · · , qt be the inequivalent parabolic cusps other than infinity. Suppose also that
Qi = (
∗ ∗
ci di ) , 1 ≤ i ≤ t,
is a parabolic generator, i.e., Qi is a generator of Γj, where Γj is the cyclic subgroup of Γ fixing
qi, 1 ≤ i ≤ t. To describe the expansion at a finite parabolic cusp qi, choose Ai :=
(
0 −1
1 −qi
)
, so that
Ai has determinant 1 and Ai(qi) = ∞. Then the width of the cusp qi is a positive real number
such that
A−1i
(
1 λi
0 1
)
Ai = Qi.
The expansion at the cusp qi has the form
F (τ) = (τ − qi)k
p∑
j=1
∑
n≫−∞
ai(n, j)e
−2pii(n+κj,i)
λi(τ−qi) ej ,
where
(3.10) χ(Qi)ρ(Qi) =
(
e2piiκ1,i
·
·
·
e2piiκp,i
)
,
for 0 ≤ κj,i < 1, 1 ≤ j ≤ p and 1 ≤ i ≤ t. (The motivation for the form of these expansions can
be found in [12, pp. 17-20].)
With these notations we can prove the existence of the vector-valued Eichler integral for given
period functions.
Theorem 3.9. Assume that k is any real number. Let χ be a multiplier system of weight −k and
ρ a unitary representation. Suppose {gγ| γ ∈ Γ} is a parabolic cocycle of weight −k, multiplier
system χ and type ρ on Γ in P. Then there exists a vector-valued function Φ(τ), holomorphic in
H, such that
(Φ|−k,χ,ργ)(τ)− Φ(τ) = gγ(τ)
for all γ ∈ Γ.
Remark 3.10. Since {gγ| γ ∈ Γ} is a parabolic cocycle, there is an element gi(τ) ∈ P such that
gQi(τ) = (gi|−k,ν,ρQi)(τ)− gi(τ),
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for 0 ≤ i ≤ t. Then Φ(τ)− gi(τ) is invarinat under the slash operator |−k,χ,ρQi and hence has the
expansions at parabolic cusps qi, 0 ≤ i ≤ t, of the forms
Φ(τ) = gi(τ) + (τ − qi)k
p∑
j=1
∑
n≫−∞
ai(n, j)e
−2pii(n+κj,i)
λi(τ−qi) ej, 1 ≤ i ≤ t,
Φ(τ) = g0(τ) +
p∑
j=1
∑
n≫−∞
a0(n, j)e
2pii(n+κj,0)
λ0 ej, i = 0.
Proof Theorem 3.9. We prove this theorem by using a vector-valued generalized Poincare´ series
Φ(τ ; r). To define Φ(τ ; r), we need the condition that gQ(τ) = 0. But that is not true in general.
So we modify the given cocycle {gγ| γ ∈ Γ} as follows. For γ ∈ Γ, put
g∗γ(τ) = gγ(τ)− (g0|−k,χ,ργ − g0)(τ).
Then {g∗γ| γ ∈ Γ} is again a parabolic cocycle in P and now g∗Q(τ) = 0. Thus we may form the
vector-valued generalized Poincare´ series Φ∗(τ ; r) as
Φ∗(τ ; r) :=
p∑
j=1
∑
V=( a bc d )∈L
(g∗V )j(τ)
(cτ + d)r
ej
for sufficiently large r so that Φ∗(τ ; r) converges.
First we investigate the transformation properties of the vector-valued generalized Poincare´
series Φ∗(τ ; r). Note that for every M ∈ Γ there is a ono-to-one correspondence between L and
LM . Therefore, using the absolute convergence and the fact that r ∈ 2Z>0, forM =
(
α β
γ δ
)
, V M =(
α˜ β˜
γ˜ δ˜
)
∈ Γ, we have
(Φ∗|−k,χ,ρM)(τ ; r) = χ−1(M)(γτ + δ)kρ−1(M)Φ∗(Mτ ; r)
=
∑
V=( a bc d )∈L
χ−1(M)(γτ + δ)kρ−1(M)g∗V (Mτ)(cMτ + d)
−r
=
∑
V=( a bc d )∈L
(g∗V |−k,χ,ρM)(τ)(cMτ + d)−r
=
∑
V=( a bc d )∈L
(g∗VM(τ)− g∗M(τ))(cMτ + d)−r
= (γτ + δ)r
∑
V=( a bc d )∈L
(g∗VM(τ)− g∗M(τ))(γ˜τ + δ˜)−r
= (γτ + δ)r(Φ∗(τ ; r)− ψ(τ ; r)g∗M(τ)).
Here ψ(τ ; r) is the classical Eisenstein series
ψ(τ ; r) =
∑
V=( a bc d )∈L
(cτ + d)−r,
18 DOHOON CHOI AND SUBONG LIM
which converges absolutely for r > 2. Also we have the transformation law
ψ(Mτ ; r) = (γτ + δ)rψ(τ ; r)
for all M =
(
α β
γ δ
) ∈ Γ.
Next we define the vector-valued function F ∗(τ) using Φ∗(τ ; r) and ψ(τ ; r) in the following way
F ∗(τ) := −Φ
∗(τ ; r)
ψ(τ ; r)
.
Then we get
(F ∗|−k,χ,ρM)(τ) = −(Φ
∗|−k,χ,ρM)(τ)
ψ(Mτ ; r)
= −Φ
∗(τ ; r)
ψ(τ ; r)
+ g∗M(τ) = F
∗(τ) + g∗M(τ).
Defining F (τ) := F ∗(τ) + g0(τ), we have
(F |−k,χ,ρM)(τ)− F (τ) = g∗M(τ) + (g0|−k,χ,ρM)(τ)− g0(τ) = gM(τ)
for M ∈ Γ. Therefore, F (τ) is the vector-valued Eichler integral satisfying the desired transforma-
tion properties.
However, F (τ) may have a pole at R because of ψ(τ ; r). So we modify the function F (τ) by
substracting a vector-valued meromorphic modular form f(τ) with the same principal part at all
poles of F (τ) on R using Lemma 3.7, so that we get an vector-valued Eichler integral F (τ)− f(τ)
with poles only at cusps and the same periods as F (τ). Therefore, F (τ)− f(τ) is holomorphic on
H and for all M ∈ Γ we have that
((F − f)|−k,χ,ρM)(τ) = (F − f)(τ) + gM(τ).

3.4. Parabolicity of cocycles in H1−k,χ,ρ(Γ,P). In this subsection we show that every cocycle
in P is parabolic. To prove this we need the following lemma.
Lemma 3.11. Suppose that g(τ) =
∑p
j=1 gi(τ)ei ∈ P. For a unitary p by p matrix C, there exists
f(τ) =
∑p
j=1 fj(τ)ej ∈ P such that
(3.11) Cf(τ + 1)− f(τ) = g(τ), τ ∈ H.
Proof of Lemma 3.11. Since C is unitary, it is diagonalizable. This implies that there are p by
p matrices P and D such that
C = PDP−1,
where P is unitary and D is unitary and diagonal. Furthermore, every diagonal entry of D is of
absolute value 1. Recall that {e1, · · · , ep} is the standard basis of Cp. Let e′j = Pej for 1 ≤ j ≤ p.
Then {e′1, · · · , e′p} is also a basis of Cp and there are scalar-valued functions g′1(τ), · · · , g′p(τ) such
that g(τ) =
∑p
j=1 g
′
j(τ)e
′
j . Then since g
′
j(τ) is a linear combination of g1(τ), · · · , gp(τ), it satisfies
the growth condition (3.1). Then solving the equation (3.11) is equivalent to finding scalar-valued
functions f ′1(τ), · · · , f ′p(τ) such that
∑p
j=1 f
′
j(τ)e
′
j ∈ P and
(3.12) D
( p∑
j=1
f ′j(τ + 1)e
′
j
)
−
p∑
j=1
f ′j(τ)e
′
j =
p∑
j=1
g′j(τ)e
′
j .
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If dj is a jth diagonal entry of D, then by Proposition 9 in [11] we can find f
′
j(τ) satisfying the
growth condition (3.1) such that
djf
′
j(τ + 1)− f ′j(τ) = g′j(τ),
for 1 ≤ j ≤ p and τ ∈ H. Then ∑pj=1 f ′j(τ)e′j(τ) is an element of P, which is a desired solution of
(3.12). Finally, we can find scalar-valued functions f1(τ), · · · fp(τ) satisfying (3.1) such that
p∑
j=1
fj(τ)ej =
p∑
j=1
f ′j(τ)e
′
j .
This completes the proof. 
With this lemma, we can prove that every cocycle in P is parabolic.
Theorem 3.12. Let k ∈ R and χ a multiplier system of weight −k. Suppose that ρ is a p-
dimensional unitary representation. Then
H1−k,χ,ρ(Γ,P) = H˜1−k,χ,ρ(Γ,P).
Proof of Theorem 3.12. By definition, it is enough to show that for a parabolic element Q ∈ Γ
and a vector-valued function g(τ) ∈ P, there exists f(τ) ∈ P such that
(3.13) (f |−k,χ,ρQ)(τ)− f(τ) = g(τ).
First suppose that Q is a translation, that is, Q = ( 1 λ0 1 ) , λ > 0. Put ϕ(τ) := g(λτ). Then
ϕ(τ) ∈ P and we may apply Lemma 3.11 to conclude that there exists ψ(τ) ∈ P such that
χ¯(Q)ρ(Q)−1ψ(τ + 1)− ψ(τ) = ϕ(τ).
If we put f(τ) := ψ(τ/λ), then f(τ) ∈ P and
(f |−k,χ,ρQ)(τ)− f(τ) = χ¯(Q)ρ(Q)−1f(τ + λ)− f(τ)
= χ¯(Q)ρ(Q)−1ψ(τ/λ+ 1)− ψ(τ/λ) = ϕ(τ/λ) = g(τ).
Thus (3.13) has a solution if Q is a translation.
Next, if Q ∈ Γ is parabolic, but not a translation, then Q can be written in the form Q =
A−1 ( 1 λ0 1 )A, λ > 0, where A ∈ SL(2,R) such that Aq = ∞. Here, q is a parabolic point fixed by
Q. Suppose that Q = ( ∗ ∗c d ) , A = (
∗ ∗
γ δ ) and put
ϕ(τ) := (γA−1τ + δ)−kg(A−1τ),
and
ǫ = χ¯(Q)(cτ + d)k(γQτ + δ)k(γτ + δ)−k.
Since (cτ + d)(γQτ + δ) = γτ + δ, we see that |ǫ| = 1. One can check that ϕ(τ) ∈ P and hence by
the previous case there exists ψ(τ) ∈ P such that
ǫρ(Q)−1ψ(τ + λ)− ψ(τ) = ϕ(τ).
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If we put f(τ) := (γτ + δ)kψ(Aτ), then f(τ) ∈ P and we see that
(f |−k,χ,ρQ)(τ)− f(τ) = χ¯(Q)ρ(Q)−1(cτ + d)kf(Qτ)− f(τ)
= χ¯(Q)ρ(Q)−1(cτ + d)k(γQτ + δ)kψ(AQτ)− f(τ)
= ǫρ(Q)−1(γτ + δ)kψ(Aτ + λ)− (γτ + δ)kψ(Aτ)
= (γτ + δ)kϕ(Aτ)
= g(τ).
Here, we used that AQ = ( 1 λ0 1 )A so that AQτ = Aτ + λ. Thus (3.13) has a solution f(τ) ∈ P for
any parabolic Q ∈ Γ. This completes the proof. 
3.5. The Eichler cohomology theorem for vector-valued modular forms. In this sub-
section we state the Eichler cohomology theorem for vector-valued modular forms. The Eichler
cohomology theorem states that there is an isomorphism between the cohomology group of Γ and
the space of vector-valued cusp forms. To define a map from vector-valued cusp forms to cocycles
in P first we prove the following lemma.
Lemma 3.13. Let g(τ) ∈ Sk+2,χ¯,ρ¯(Γ) and put
(3.14) G(τ) :=
[∫ τ
i∞
g(w)(w − τ¯ )kdw
]−
,
where τ ∈ H and [ ]− indicates the complex conjugate of the function inside [ ]. Then
(G|−k,χ,ργ)(τ)−G(τ) =
[∫ i∞
γ−1(i∞)
g(w)(w − τ¯ )kdw
]−
for all γ ∈ Γ. Moreover, if for each γ ∈ Γ we set
gγ(τ) :=
[∫ i∞
γ−1(i∞)
g(w)(w − τ¯ )kdw
]−
,
then the collection {gγ| γ ∈ Γ} is a cocycle in P.
Proof of Lemma 3.13. This is essentially Lemma 2.2 of [15]. First we have
(G|−k,χ,ργ)(τ)−G(τ) = χ¯(γ)ρ−1(γ)(cτ + d)kG(γτ)−G(τ)
=
[
χ(γ)ρ¯−1(γ)(cτ¯ + d)k
∫ γτ
i∞
g(w)(w − γτ¯)kdw −
∫ τ
i∞
g(w)(w − τ¯)kdw
]−
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for γ = ( a bc d ) ∈ Γ. Then using the substitution w → γw in the first integral and the fact that
g(τ) ∈ Sk+2,χ¯,ρ¯(Γ), we obtain that
(G|−k,χ,ργ)(τ)−G(τ)
=
[
χ(γ)ρ¯−1(γ)(cτ¯ + d)k
∫ τ
γ−1(i∞)
g(γw)(γw − γτ¯)k(cw + d)−2dw −
∫ τ
i∞
g(w)(w − τ¯)kdw
]−
=
[∫ τ
γ−1(i∞)
(cτ¯ + d)k(cw + d)kg(w)(γw − γτ¯)kdw −
∫ τ
i∞
g(w)(w − τ¯ )kdw
]−
=
[∫ τ
γ−1(i∞)
(cτ¯ + d)k(cw + d)kg(w)
(
w − τ¯
(cw + d)(cτ¯ + d)
)k
dw −
∫ τ
i∞
g(w)(w − τ¯)kdw
]−
.
Note that (
w − τ¯
(cw + d)(cτ¯ + d)
)k
=
(w − τ¯ )k
(cw + d)k(cτ¯ + d)k
.
Hence we conclude that
(G|−k,χ,ργ)(τ)−G(τ) =
[∫ τ
γ−1(i∞)
g(w)(w − τ¯)kdw −
∫ τ
i∞
g(w)(w − τ¯)kdw
]−
=
[∫ i∞
γ−1(i∞)
g(w)(w − τ¯)kdw
]−
.
Since gγ(τ) = (G|−k,χ,ργ)(τ)−G(τ), one can check that {gγ| γ ∈ Γ} is a cocycle in P. 
Now we define a mapping
η : Sk+2,χ¯,ρ¯(Γ)→ H1−k,χ,ρ(Γ,P)
by η(g) =< gγ| γ ∈ Γ >, where < gγ| γ ∈ Γ > is the class determined by the cocycle {gγ| γ ∈ Γ}
constructed in the previous lemma. One can see that η is a linear mapping. In this subsection, we
just state the Eichler cohomology theorem for vector-valued modular forms.
Theorem 3.14. Let ρ be a p-dimensional unitary representation. Then for any real number k and
multiplier system χ of weight −k, we have an isomorphism
η : Sk+2,χ¯,ρ¯(Γ) ∼= H1−k,χ,ρ(Γ,P).
Combining Theorem 3.12 and Theorem 3.14, we have the following result.
Theorem 3.15. Let ρ be a p-dimensional unitary representation. Then for any real number k and
multiplier system χ of weight −k, we have an isomorphism
Sk+2,χ¯,ρ¯(Γ) ∼= H˜1−k,χ,ρ(Γ,P).
In the following subsections, we will prove Theorem 3.14 based on the arguments of Knopp and
Mawi as in [15].
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3.6. Injectivity of η. In this subsection, we prove the injectivity of η. To prove that η is injective,
assume that g(τ) ∈ Ker η. It suffices to show that g ≡ 0. Since g(τ) ∈ Ker η, we see that
η(g) =< gγ | γ ∈ Γ > is a coboundary. Thus there exists p(τ) ∈ P such that
gγ(τ) = (p|−k,χργ)(τ)− p(τ)
for all γ ∈ Γ. With G(τ) defined as in (3.14), we obtain that
((G− p)|−k,χ,ργ)(τ) = (G− p)(τ)
for all γ ∈ Γ. Since p(τ) and g(τ) are holomorphic, we have
∂
∂τ¯
(gj(τ)Gj(τ)) = |gj(τ)|2(τ¯ − τ)k
and
∂
∂τ¯
(pj(τ)gj(τ)) = 0
for each j ∈ {1, 2, · · · , p}. Let F be a fundamental region for Γ in H. Then
(3.15)
∫
F
|gj(τ)|2(τ¯ − τ)kdudv =
∫
F
∂
∂τ¯
(gj(τ)(Gj(τ)− pj(τ)))dudv,
where τ = u + iv ∈ H. If we apply the Stoke theorem to the right hand side of (3.15) and take a
sum, then we have
(3.16)
∫
F
p∑
j=1
|gj(τ)|2(τ¯ − τ)kdudv = −i
2
∫
∂F
p∑
j=1
gj(τ)(Gj(τ)− pj(τ))dτ.
Note that
∑p
j=1 gj(τ)(Gj−pj)(τ) can be understood as an inner product on p-dimensional vectors.
Since ρ is a unitary representation, ρ(γ) is a unitary matrix for any γ ∈ Γ and hence it follows
that
p∑
j=1
gj(τ)(Gj(τ)− pj(τ))dτ
is Γ-invariant. Using this transformation property we can show that the right hand side of (3.16) is
zero, from which we conclude that gj ≡ 0 for each j ∈ {1, · · · , p}. This implies that η is injective.
3.7. Petersson’s principal parts condition and related results. In this subsection, we state
and prove some results which we need to prove that η is surjective. Let k ∈ R. Let {ϕ1, · · · , ϕd}
be a basis of Sk+2,χ¯,ρ¯(Γ) whose expansions at the finite cusps qi are given by
ϕl(τ) = (τ − qi)−k−2
p∑
j=1
∑
n≫−∞
al,i(n, j)e
−2pii(n+κ′j,i)
λi(τ−qi) ej, 1 ≤ i ≤ t,
and whose expansion at infinity is given by
ϕl(τ) =
p∑
j=1
∑
n≫−∞
al,0(n, j)e
2πi(n+κ′j,0)τ/λ0ej,
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where κj,i, 1 ≤ j ≤ p, 0 ≤ i ≤ t, are non-zero constants given as in (3.9) , (3.10) and κ′j,i, 1 ≤
j ≤ p, 0 ≤ i ≤ t, are given by
κ′j,i =
{
0 if κj,i = 0,
1− κj,i if κj,i > 0.
The following result is a generalization of Petersson’s result in [30, pp. 388-389].
Theorem 3.16. There exists g(τ) ∈ M !−k,χ,ρ(Γ) whose expansion at the finite cusps qi are given
by
g(τ) = (τ − qi)k
p∑
j=1
∑
n≫−∞
bi(n, j)e
−2pii(n+κj,i)
λi(τ−qi) ej, 1 ≤ i ≤ t,
and whose expansion at infinity is given by
g(τ) =
p∑
j=1
∑
n≫−∞
b0(n, j)e
2πi(n+κj,0)τ/λ0ej
if and only if
Res(gϕl) :=
t∑
i=0
Res((gϕl)i, qi) = 0,
for each l = 1, · · · , d, where Res((gϕl)i, qi) :=
∑p
j=1
∑
n+κj<0
bi(n, j)al,i(−(κj,i + κ′j,i)− n, j).
Proof of Theorem 3.16. This follows from the same argument in Theorem 3.1 in [2]. 
Since dimSk+2,χ¯,ρ¯(Γ) = d, there exist pairs of natural numbers
(3.17) (s1, t1), · · · , (sd, td)
such that a d by d matrix C = [clj], where clj = al,0(sj, tj), is nonsingular. Using this, we can
prove the following result, which plays an important role in the proof of the surjectivity of η.
Proposition 3.17. Let k ∈ R. Given poles of prescribed principal parts Pi at the cusp qi for
i = 0, · · · , t, there exists a vector-valued weakly holomorphic modular form g(τ) in M !−k,χ,ρ(Γ)
whose principal part at the finite cusp qi, 1 ≤ i ≤ t, is Pi and whose principal part at the infinite
cusp q0 differs from P0 by at most d terms, where d = dimSk+2,χ¯,ρ¯(Γ).
Proof of Proposition 3.17. Let (sl, tl), 1 ≤ l ≤ d, be as in (3.17) and C = [clj], where clj =
al,0(sj, tj) and al,0(sj , tj) are Fourier coefficients of ϕl(τ). We shall construct g(τ) ∈ M !−k,χ,ρ(Γ)
whose principal part at qi for 1 ≤ i ≤ t is Pi and whose principal part at q0 is given by
g(τ) = P0 +
d∑
l=1
a(sl, tl)e
2πi(−sl−κ
′
tl,0
)/λ0etl .
By using Theorem 3.16 we see that the necessary and sufficient condition for g(τ) to exist is
that there is a solution A = (a(s1, t1), · · · , a(sd, td)) of the equation
(3.18) CA = B,
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where B = (b1, · · · , bd) with bl = −
∑t
i=0Res(Pi(ϕl)i, qi). But since C is nonsingular, (3.18) has a
unique solution for A. With these values for a(s1, t1), · · · , a(sd, td), the condition in Theorem 3.16
is satisfied by g(τ), and hence g(τ) exists. 
3.8. Surjectivity of η. In this subsection, we prove the surjectivity of η. Assume that the dimen-
sion of the vector space Sk+2,χ¯,ρ¯(Γ) is d. Since η is one-to-one and H
1
−k,χ,ρ(Γ,P) ∼= H˜1−k,χ,ρ(Γ,P),
it suffices to show that dim H˜1−k,χ,ρ(Γ,P) is at most d.
If d = 0, then by Theorem 3.16 there exists a g(τ) ∈ M !−k,χ,ρ(Γ) with any preassigned principal
parts at each of the cusps. Given a parabolic cocycle {gγ|γ ∈ Γ}, we obtain Φ(τ) whose expansions
at the cusps have principal parts as given in Remark 3.10. Then we use Theorem 3.16 to obtain
g(τ) ∈ M !−k,χ,ρ(Γ) whose expansions at the cusps have principal parts which agree with those
of Φ(τ). Now set Φ∗(τ) = Φ(τ) − g(τ). Then (Φ∗|−k,χ,ργ)(τ) − Φ∗(τ) = gγ(τ) for all γ ∈ Γ and
Φ∗(τ) ∈ P. Thus every parabolic cocycle is a coboundary, and hence the dimension of H˜1−k,χ,ρ(Γ,P)
is zero. This completes the proof of Theorem 3.14 when d = 0.
Now suppose that dimSk+2,χ¯,ρ¯(Γ) = d > 0. Since η is one-to-one, we know that there exist at
least d linearly independent elements in H˜1−k,χ,ρ(γ,P). Let d of these linearly independent elements
be
< g1γ | γ ∈ Γ >, · · · , < gdγ | γ ∈ Γ >,
and let
{g1γ| γ ∈ Γ}, · · · , {gdγ| γ ∈ Γ}
be responsible representatives. Corresponding to each of these parabolic cocycles, by using Theo-
rem 3.9, we obtain Φl(τ), 1 ≤ l ≤ d.
By Proposition 3.17, for each Φl(τ), there exists fl(τ) ∈ M !−k,χ,ρ(Γ) such that except possible
d terms in the expansion of fl(τ) at the infinite cusp fl(τ) has the same principal parts as Φl(τ)
in all the expansions at the cusps. Thus, if we let Φ∗l (τ) = Φl(τ) − fl(τ), then after renaming
coefficients we have
Φ∗l (τ) = gi(τ) + (τ − qi)k
p∑
j=1
∑
n+κj,i≥0
ali(n, j)e
−2pii(n+κj,i)
λi(τ−qi) ej , 1 ≤ i ≤ t,
Φ∗l (τ) = g0(τ) +
d∑
l=1
al(sl, tl)e
2πi(−sl−κ
′
tl,0
)/λ0etl +
p∑
j=1
∑
n+κj,0≥0
al0(n, j)e
2πi(n+κj,0)/λ0ej, i = 0.
The Eichler integrals Φ∗l (τ) are linearly independent. Indeed, otherwise there exist β1, · · · , βd not
all zero such that
d∑
l=1
βlΦ
∗
l (τ) = 0.
Let glγ(τ) := (Φ
∗
l |−k,χ,ργ)(τ) − Φ∗l (τ). Then one can see that
∑d
l=1 βl < g
l
γ >= 0, where we have
written < glγ > in place of < g
l
γ| γ ∈ Γ > for simplicity. But this contradicts the assumption that
< g1γ >, · · · , < gdγ > are linearly independent.
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Using the above, we can show that {< g1γ >, · · · , < gdγ >} is a basis of H˜1−k,χ,ρ(Γ,P) as follows.
If < gγ > 6= 0 is now an element in H˜1−k,χ,ρ(Γ,P), we shall show that < gγ > is a linear combination
of < g1γ >, · · · , < gdγ >. To this end, as we did above, we first obtain Φ(τ) corresponding to < gγ >.
Once again using Propositon 3.17, we obtain f(τ) ∈M !−k,χ,ρ(Γ) such that
Φ∗(τ) = gi(τ) + (τ − qi)k
p∑
j=1
∑
n+κj,i≥0
ai(n, j)e
−2pii(n+κj,i)
λi(τ−qi) ej , 1 ≤ i ≤ t,
Φ∗(τ) = g0(τ) +
d∑
l=1
a(sl, tl)e
2πi(−sl−κ
′
tl,0
)/λ0etl +
p∑
j=1
∑
n+κj,0≥0
a0(n, j)e
2pii(n+κj,0)
λ ej , i = 0,
where Φ∗(τ) = Φ(τ)− f(τ).
Since the Eichler integrals Φ∗l (τ) are linearly independent, we notice that the determinant of the
matrix (
a1(s1,t1) · · · a1(sd,td)
· · ·
· · ·
· · ·
ad(s1,t1) · · · ad(sd,td)
)
is non-zero. Otherwise there exist β1, · · · , βd not all zero such that
∑d
l=1 βlΦ
∗
l (τ) has no poles
at infinity. Then
∑d
l=1 βlΦ
∗
l (τ) ∈ P. From this we can deduce that {
∑d
l=1 βlg
l
γ| γ ∈ Γ} is a
coboundary, which is a contradiction because < g1γ >, · · · , < gdγ > are linearly independent. Thus,
there exist α1, · · · , αd such that
a(sδ, tδ) +
d∑
l=1
αla
l(sδ, tδ) = 0,
for all 1 ≤ δ ≤ d.
Now define
Ψ(τ) := Φ∗(τ) +
d∑
l=1
αlΦ
∗
l (τ).
Then Ψ(τ) ∈ P and
(Ψ|−k,χ,ργ)(τ)−Ψ(τ) = gγ(τ) +
d∑
l=1
αlg
l
γ(τ).
Thus, {gγ +
∑d
l=1 αlg
l
γ| γ ∈ Γ} is a coboundary and hence < gγ >= −
∑d
l=1 αl < g
l
γ >. This
proves that < gγ > is a linear combination of < g
1
γ >, · · · , < gdγ > and hence η is surjective. This
completes the proof of Theorem 3.14.
4. Proof of main theorems
In this section, we prove the main theorems: Theorem 1.2, Theorem 1.3 and Theorem 1.4. To
prove Theorem 1.2, we need the following lemma.
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Lemma 4.1. Let k ∈ R and χ a multiplier system of weight −k + j
2
. The theta expansion gives
an isomorphism
H1
−k+ j
2
,M,χ
(Γ(1,j),PeM) ∼= H1−k,χ′′,ρ′′(Γ,P),
and
H˜1
−k+ j
2
,M,χ
(Γ(1,j),PeM) ∼= H˜1−k,χ′′,ρ′′(Γ,P),
where χ′′ and ρ′′ are given as in (2.7) and (2.6), respectively.
Proof of Lemma 4.1. This proof follows directly from the properties of the theta expansion. Let∑
a∈N fa(τ)ea be a vector-valued function on H. Then we have the following properties
(1) for (γ,X) ∈ Γ(1,j), we have((∑
a∈N
faθ2M,a,0
)∣∣∣∣
−k+ j
2
,M,χ
(γ,X)
)
(τ, z) =
∑
a∈N
Fa(τ)θ2M,a,0(τ, z),
where
∑
a∈N Fa(τ)ea =
((∑
a∈N fa(τ)ea
)∣∣∣∣
−k,χ′′,ρ′′
γ
)
(τ),
(2)
∑
a∈N fa(τ)θ2M,a,0(τ, z) ∈ PeM if and only if
∑
a∈N fa(τ)ea ∈ P.
The first property follows from the transformation formula of the theta function θ2M,a,0(τ, z) and
the definition of the representation ρ′′. The second property comes from the fact that the theta
function θ2M,a,0(τ, z) is an element of PeM.
For a given cocycle {p(γ,X)| (γ,X) ∈ Γ(1,j)} in PeM, we can write
(4.1) p(γ,X)(τ, z) =
∑
a∈N
ga,γ(τ)θ2M,a,0(τ, z),
where gγ(τ) :=
∑
a∈N ga,γ(τ)ea ∈ P. Note that p(γ,X)(τ, z) satisfies the elliptic transformation
property as in (2.2) so that p(γ,X)(τ, z) is determined independently of the choice of X . Therefore,
ga,γ(τ) is well defined. Then, by the properties of theta expansion as we noted above, we see that
the collection {gγ| γ ∈ Γ} is a cocycle in P. Conversely, if a cocycle {gγ =
∑
a∈N ga,γea| γ ∈ Γ} in P
is given, then we can construct p(γ,X)(τ, z) as in (4.1). Then the collection {p(γ,X)| (γ,X) ∈ Γ(1,j)}
is a cocycle in PeM. Therefore, there is a bijection between cocycles in PeM and cocycles in P.
Similarly, we can show that there is a bijection between parabolic cocycles (resp. coboundaries)
in PeM and parabolic cocycles (resp. coboundaries) in P. Therefore, the theta expansion induces
a map on cocycles (resp. parabolic cocycles) and it sends coboundaries to coboundaries. Hence
we have the desired isomorphisms. 
Proof of Theorem 1.2. First we define the mapping η˜ : Sk+2+ j
2
,M,χ(Γ)→ H1−k+ j
2
,M,χ
(Γ(1,j),PeM).
Let Φ(τ, z) be a Jacobi cusp form in Sk+2+ j
2
,M,χ(Γ). Then Φ(τ, z) can be written as follows by the
theta expansion
Φ(τ, z) =
∑
a∈N
fa(τ)θ2M,a,0(τ, z).
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Using this, we define a map η˜ as follws: η˜(Φ) is the class of a cocycle {p(γ,X)| (γ,X) ∈ Γ(1,j)},
where
p(γ,X)(τ, z) =
∑
a∈N
Fa,γ(τ)θ2M,a,0(τ, z)
and
Fa,γ(τ) =
[∫ i∞
γ−1(i∞)
fa(w)(w − τ¯ )kdw
]−
.
In the definition of η˜ the map η˜ is a composition of three maps: two maps are induced by the theta
expansion and the other map is given by η in Theorem 3.14. We know that two maps induced by
the theta expansion are isomorphisms by Theorem 2.6 and Lemma 4.1 as follows:
Sk+2+ j
2
,M,χ
∼= Sk+2,ǫ′′,ρ′′(Γ)
and
H1
−k+ j
2
,M,χ
(Γ(1,j),PeM) ∼= H1−k,χ′′,ρ′′(Γ,P).
Since ρ′′ is unitary, by Theorem 3.14 η is also an isomorphism. Therefore, η˜ is also an isomorphism.
This prove Theorem 1.2. By the same way, we can prove Theorem 1.3. 
Proof of Theorem 1.4. Let H(τ) :=
∑2m
µ=1 hµ(τ)eµ be a vector-valued function on H, where
hµ(τ) =
∑
n∈Z
N(n)>0
Cµ(N(n))q
N(n)
4m ,
where N(n) = 4m(n+κ)
λ
−r2. As in the proof of Theorem 1.2, we see that η˜(Φ) is a cocycle class given
by a cocycle representative {r(Φ, (γ,X); τ, z)| (γ,X) ∈ Γ(1,1)}, where a function r(Φ, (γ,X); τ, z)
on H× C is defined by
r(Φ, (γ,X); τ, z) =
2m∑
µ=1
rµ,γ(τ)θµ(τ, z).
Here, functions rµ,γ(τ) and θµ(τ, z) are given by
rµ,γ(τ) =
[∫ i∞
γ−1(i∞)
hµ(w)(w − τ¯)kdw
]−
,
and
θµ(τ, z) =
∑
r≡µ(mod 2m)
qr
2
ζr.
Now we compute rµ,γ(τ) explicitly. Since γ
−1(i∞) = −d
c
, we have
rµ,γ(τ) =
[∫ i∞
− d
c
hµ(w)(w − τ¯ )kdw
]−
=
[∫ i∞
0
hµ
(
w − d
c
)(
w −
(
τ +
d
c
))k
dw
]−
=
k∑
n=0
(
k
n
)(
τ +
d
c
)k−n
(−1)k−n
[∫ i∞
0
hµ
(
w − d
c
)
wndw
]−
.
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Then we put into the Fourier expansion of hµ(τ) and we obtain that∫ i∞
0
hµ
(
w − d
c
)
wndw = in+1
∑
n∈Z
N(n)>0
Cµ(N(n))e
2πi−dN(n)
4mc
∫ ∞
0
e−2π
N(n)
4m
ttndt
= in+1
∑
n∈Z
N(n)>0
Cµ(N(n))e
2πi
−dN(n)
4mc
(
2πN(n)
4m
)−(n+1)
Γ(n+ 1).
Hence, we can check that
rµ,γ(τ) =
k∑
n=0
(
k
n
)(
τ +
d
c
)k−n
(−1)k−n
×(−i)n+1
∑
n∈Z
N(n)>0
Cµ(N(n))e
2πi
dN(n)
4mc
(
2πN(n)
4m
)−(n+1)
Γ(n+ 1)
=
k∑
n=0
∑
n∈Z
N(n)>0
Cµ(N(n))e
2πi dN(n)
4mc(
N(n)
4m
)n+1 k!(−1)k+n(k − n)!(2πi)n+1
(
τ +
d
c
)k−n
=
k∑
n=0
k!(−1)k+nL(Φ, µ, γ, n+ 1)
(k − n)!(2πi)n+1
(
τ +
d
c
)k−n
.
In conclusion, we see that
r(Φ, (γ,X); τ, z) =
2m∑
µ=1
rµ,γ(τ)θµ(τ, z)
=
2m∑
µ=1
∑
r≡µ(mod 2m)
n∑
k=0
k!(−1)k+nL(Φ, µ, γ, n+ 1)
(k − n)!(2πi)n+1
(
τ +
d
c
)k−n
q
r2
4m ζr.
This completes the proof. 
5. Concluding remarks
The authors of [3] also defined a coefficient module PM which is the space of holomorphic
functions on H×C(j,1) satisfying only the growth condition as in (1) of Definition 1.1. This space is
analogous to the holomorphic function space P, which was used to establish the Eichler cohomology
theory for modular forms of real weights by Knopp [11]. Therefore, we are led to ask whether an
analogue of Theorem 1.2 is true for PM with a suitable replacement for Sk+2+ j
2
,M,χ¯(Γ
(1,j)).
Comparison of PeM and PM suggests that we have the following exact sequence
0→ PeM → PM → PM/PeM → 0.
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This sequence gives rise to an exact cohomology sequence
0 → H0
−k+ j
2
,M,χ
(Γ(1,j),PeM)→ H0−k+ j
2
,M,χ
(Γ(1,j),PM)→ H0−k+ j
2
,M,χ
(Γ(1,j),PM/PeM)
→ H1
−k+ j
2
,M,χ
(Γ(1,j),PeM)→ H1−k+ j
2
,M,χ
(Γ(1,j),PM)→ H1−k+ j
2
,M,χ
(Γ(1,j),PM/PeM)
→ H2
−k+ j
2
,M,χ
(Γ(1,j),PeM)→ H2−k+ j
2
,M,χ
(Γ(1,j),PM)→ · · · .
Then one can check that
H0
−k+ j
2
,M,χ
(Γ(1,j),PeM) = H0−k+ j
2
,M,χ
(Γ(1,j),PM)
and hence
H0
−k+ j
2
,M,χ
(Γ(1,j),PM/PeM) = 0
by the exactness of the sequence. From this it follows that the map from H1
−k+ j
2
,M,χ
(Γ(1,j),PeM)
to H1
−k+ j
2
,M,χ
(Γ(1,j),PM) is injective.
In fact, one can check that H1
−k+ j
2
,M,χ
(Γ(1,j),PM) is infinite dimensional. More precisely, let
n ∈ R with n > 0 and r = (r1, · · · , rj) ∈ R(1,j) with r1 6∈ Z. Suppose that {pn,r(γ,X)| (γ,X) ∈ Γ(1,j)}
is a cocycle of elements of PM of weight −k + j2 , index M and multiplier system χ defined by
pn,r(γ,0) = 0, ∀γ ∈ Γ,
pn,r(0,(0,ei)) = 0, ∀1 ≤ i ≤ j,
pn,r(0,(ei,0)) = 0, ∀2 ≤ i ≤ j,
pn,r(0,(e1,0)) = q
ne2πitr(rz),
where ei is the ith standard basis of R
(1,j). Since n > 0, a function qne2πitr(rz) ∈ PM and a cocycle
{pn,r(γ,X)| (γ,X) ∈ Γ(1,j)} is well-defined. Then this cocycle is not a coboundary. Otherwise there
exists p(τ, z) ∈ PM such that
pn,r(γ,X)(τ, z) = (p|−k+ j2 ,M,χ(γ,X))(τ, z)− p(τ, z)
for all (γ,X) ∈ Γ(1,j). By the definition of pn,r(0,(0,e1))(τ, z), we see that
(p|M(0, e1))(τ, z) = p(τ, z)
and hence p(τ, z) is a period function with a period 1 as a function of z1, where z = (z1, · · · , zj)t ∈
C(j,1). On the other hand, by the definition of pn,r(0,(e1,0))(τ, z), we have
qnζr = (p|M(e1, 0))(τ, z)− p(τ, z).
Taking a slash operator |M(0, e1), one can see that
qne2πitr(rz)e2πir1 = (p|M(0, (e1, 0))(0, (0, e1)))(τ, z)− (p|M(0, (0, e1)))(τ, z)
= (p|M(e1, 0))(τ, z)− p(τ, z)
= qnζr.
But this is a contradiction because r1 6∈ Z and so e2πir1 6= 1. By the same way, we can prove that if
n > 0 and r1, · · · , rm 6∈ Z then cocycles {pn,r1e1(γ,X) }, · · · {pn,rme1(γ,X) } give linearly independent elements
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in H1
−k+ j
2
,M,χ
(Γ(1,j),PM), where we have written {pn,rie1(γ,X) } in place of {pn,rie1(γ,X) | (γ,X) ∈ Γ(1,j)}
for simplicity. From this, we obtain that the cohomology group H1
−k+ j
2
,M,χ
(Γ(1,j),PM) is infinite
dimensional and it is strictly larger than H1
−k+ j
2
,M,χ
(Γ(1,j),PeM).
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