Fact 2: (Lagrange Interpolation Formula) If P (x) is a polynomial of degree ≤ d in x, and x 0 , . . . , x d are distinct, then
Proof: The left-side minus the right side is a polynomial of degree ≤ d that vanishes at the d + 1 different places x = x 0 , . . . , x = x d , and hence must be identically zero by Fact 1. . . .
,
New Proof: Since any polynomial of of degree ≤ d 1 +. . .+d n is a linear combination of monomials of degree ≤ d 1 + . . . + d n it suffices, by linearity, to prove this for monomials
If there is an i such that m i < d i then the left side it 0, and the right side is 0 by Fact 3 with
and the left side is 1 and the right side is 1 n = 1, by applying Fact 3 for each i,
i and multiplying.
We are now ready for
Fact 5: (The Zeilberger-Bressoud Theorem( [ZB] )) Let, q and X be commuting indeterminates, and let n be a non-negative integer. Define first
Let a 1 , . . . , a n be non-negative integers, and let x 1 , . . . , x n be commuting indeterminates. The
Proof ( [KN] with purely-routine stuff removed).
If any of the a i equals 0 then the theorem reduces to one with < n variables and would follow by induction, hence we can assume that all the a i are strictly positive.
Let σ = n i=1 a i . We have to evaluate the coefficient of
of the polynomial (of degree (n − 1)σ)
Let's Apply Fact 4 with F , d i = σ − a i and, for i = 1, . . . , n,
SubFact 5.1: If there exists a pair i, j with 1 ≤ i < j ≤ n such that
and hence so does F .
SubFact 5.2:
The set of lattice points (α 1 , . . . , α n ) with 0 ≤ α i ≤ σ − a i such that for every pair 1 ≤ i < j ≤ n it is not the case that −(a i − 1) ≤ α i − α j ≤ a j , in other words the set
is the singleton set
where [statement] is 1 and 0 respectively, according to whether the statement is true or false. Obviously all the α i are distinct, hence there exists a unique permutation π ∈ S n such that
Because of the conditions, we have
Adding up from i = 1 to i = n − 1 we have
where des(π) is the number of descents of π (i.e. the number of i, 1 ≤ i < n for which π(i) > π(i+1)).
, and hence
Hence des(π) ≤ 0. Of course des(π) ≥ 0, hence des(π) = 0, and hence π must be the identity permutation:
] with π = Identity, we have
None of these inequalities can be strict, or else, adding-them-up would imply that α n > σ − a n . Hence, the only solution to the above linear-diophantine system of inequalities is
SubFact 5.4: Any evaluation of F (x 1 , . . . , x n ) where x i = q L i and L i are affine-linear expressions in a 1 , . . . , a n can be written in terms of various (q) L for some affine-linear expressions L times q EasyT oCompute (−1)
AlsoEasyT oCompute
Note: This is better left to a computer, see procedure EvalFcBG(a,c,r,q,S) in qDYSON.
Plugging-in the unique non-zero point in S(a 1 , . . . , a n ), namely (0, a 1 , . . . , a 1 + . . . + a n−1 ), and doing purely-routine manipulations (better left to the computer), lo-and-behold, we get what we want, namely the q-multinomial coefficient (q) a 1 +a 2 +...+a n (q) a 1 (q) a 2 ···(q) a n . .
(End of proof of Fact 5 (alias the Zeilberger-Bressoud q-Dyson theorem)).
How to Evaluate Any Other Coefficient
Fact 6:(The Generalized Zeilberger-Bressoud q-Dyson Theorem) Let δ = (δ 1 , . . . , δ n ) be a fixed, numeric, vector of integers that add-up-to 0. The coefficient of
for some easily-computable (using qDYSON) rational function R δ . Furthermore, the denominator of R δ is 'nice' (a product of terms of the form 1 − q L , where L are affine-linear-combinations in the a i 's).
Proof: Now we apply Fact 4 with
SubFact 6.1: If there exists a pair i, j with 1 ≤ i < j ≤ n such that
Proof: SubFact 6.1 is the same as SubFact 5.1, see the above proof.
SubFact 6.2:
The set of lattice points (α 1 , . . . , α n ) with 0 ≤ α i ≤ σ − a i + δ i such that for every pair 1 ≤ i < j ≤ n it is not the case that −(a i − 1) ≤ α i − α j ≤ a j , in other words the set
is a finite set, easily constructed by the Maple package qDYSON.
Proof: The condition, for each 1
Adding up from i = 1 to i = n − 1, we have
where des(π) is the number of descents of π (i.e. the number of i, 1 ≤ i < n, for which π(i) > π(i + 1)). Hence
Hence des(π) ≤ δ π(n) . For a given π ∈ S n that satisfies this condition (it is easy to see that are at most (n − 1)(n − 1)! such permutations), we have
Since
we can write, for i = 1, . . . , n − 1, and for some integers m i ≥ 0 (1 ≤ i ≤ n): α π(1) = α 1 , and for 1 ≤ i ≤ n − 1:
Summing from i = 1 to i = n − 1 gives
Of course, there are only finitely-many such {(m 1 , . . . , m n )}. So, for each permutation π obeying des(π) ≤ δ π(n) and for each vector (m 1 , m 2 , . . . , m n ) of non-negative integers whose sum is ≤ δ π(n) − des(π), we have a member of S δ (a 1 , . . . , a n ),
Note that a i are symbolic, and the sets of feasible π and (m 1 , . . . , m n ) only depend to δ not on (a 1 , . . . , a n ). It is immediately seen that these points satisfy the conditon for membership in S δ .
SubFact 6.3: For a given feasible permutation π and feasible vector m = (m 1 . . . , m n ), and with A i as above, the summand of Fact 4 is a simple (factored) rational function of (q, q a 1 , . . . , q a n )
times the q-multinomial coefficient (q) a 1 +a 2 +...+a n (q) a 1 (q) a 2 ···(q) a n .
Proof: Routine (and programmed into qDYSON).
Adding up these finitely many contributions concludes the proof of Fact 6.
Remark: One can get much smaller sets of evaluation-points S δ , by shifting the A i 's by (positive or negative) c i , in other words consider
Of course, one should get the same output, regardless of the c's, but for the sake of efficiency it would be nice to make S δ as small as possible. The Maple package qDYSON has a procedure BestShift(d), that finds the optimal shift.
Another Remark: Fact 6 is only valid for numeric (specific) δ. There is no closed form formula for the general coefficient of
i of the q-Dyson product where the δ, as well as a = (a 1 , . . . , a n ), are symbolic. For any specific n, it follows from WZ theory [WZ] , that this quantity is holonomic, i.e. there exist linear recurrences with polynomial coefficients in each of a 1 , . . . , a n and (essentially, once one makes a trivial change of discrete variables to dehomogenize the q-Dyson product) (δ 1 , . . . δ n ), but these are already fairly complicated for n = 3 and the orders get larger and larger with larger n.
The miracle of q-Dyson is that for the constant term, these recurrences are always first-order (that what it means to be closed-form), for any number of variables, n, and the generalized ZeilbergerBressoud (Fact 6) extends this miracle to any, specific, other coefficient.
Yet another remark:
As stated, Fact 6 only applies to a specific n (and a specific δ). Drew Sills [S2] conjectured, and Lun Lv, Guoce Xin and Yue Zhou [LXZ] (by extending the Gessel-Xin [GX] approach) explicit expressions for some infinite families, valid for all n (just like the original Zeilberger-Bressoud), explicit expressions. In [LXZ] there is also a beautiful much more general theorem. The Maple package qDYSON can't prove it directly, but any human should be able to obtain a general proof by running it for n ≤ 5, say, and watching what is going on. Let us point out that, in general, for a fixed (numeric) δ, it is not possible to always derive uniform closed-form formulas (as a fixed rational function in (q, q a 1 , . . . , q a n )) for general n, since the sets S δ get larger and larger, as n gets larger. It is very possible that the main theorem of [LXZ] is the only case where S δ stays bounded (as n gets larger), yielding a uniform expression.
The Maple package qDYSON
Everything (and more) is implemented in the Maple package qDYSON. Its only limitation is that the number of variables , n, is numeric, not symbolic, but, as noted above, often, by running it for n ≤ 5, one can deduce, and easily translate for general n, the proofs given by the package for specific n.
The main procedure is:
Gyula(z,d,q); , proof from the book, of the original Dyson conjecture (using Fact 3 with d = n − 1) was given [G] in 1970 by Jack Good(1916 Good( -2009 . In 1982, DZ found [Z1] , a longer, but equally nice, combinatorial proof, that, joint with Dave Bressoud, was q-ified by him, thereby giving the first proof of the q-analog, conjectured by George Andrews [An] . A shorter proof of the Zeilberger-Bressoud q-Dyson theorem was given by Ira Gessel and Guoce Xin [GX] , and as already noted, the proof from the book was given by Károlyi and Nagy [KN] , that formed the inspiration fot the present article. Other far-reaching applications of their method are given by Gyula Károlyi in collaboration with Alain Lascoux and Ole Warnaar [KLW] .
