A core challenge in background subtraction (BGS) is handling videos with sudden illumination changes in consecutive frames. In this paper, we tackle the problem from a data point-of-view using data augmentation. Our method performs data augmentation that not only creates endless data on the fly, but also features semantic transformations of illumination which enhance the generalisation of the model. It successfully simulates flashes and shadows by applying the Euclidean distance transform over a binary mask generated randomly. Such data allows us to effectively train an illumination-invariant deep learning model for BGS. Experimental results demonstrate the contribution of the synthetics in the ability of the models to perform BGS even when significant illumination changes take place.
I. INTRODUCTION
Background subtraction (BGS) has been an active research area in the past decades. The main task is to differentiate the foreground (i.e. moving objects) from the background (i.e. the static parts of a given scene) [1] . A large number of realworld applications, such as person re-identification [2] , object tracking [3] , gesture recognition [4] , vehicle tracking [5] , video recognition [6] , action recognition [7] , [8] , crowd analysis [9] and even use cases of the medical domain [10] , [11] , depend on accurate and robust background subtraction as a first step of their pipelines.
Sudden illumination changes signify a particularly difficult challenge, since they cannot be captured by a background model. Such changes in lighting conditions can be caused either by weather conditions or electric lights and result in color changes of a significant amount of pixels. Due to the difference of visual appearance in consecutive frames, BGS becomes inaccurate. The timing of these changes could be short, such as switching a light on/off, or a piece of cloud blocking the sun, making it tough for the system to adjust to the new condition in a timely manner.
State-of-the-art deep learning algorithms allow adapting to sudden illumination changes if a huge amount of training data * email: dimitrios.sakkos@northumbria.ac.uk † email: hubert.shum@northumbria.ac.uk ‡ email: e.ho@northumbria.ac.uk, corresponding author is provided. However, obtaining labelled data is very costly and there is only limited datasets available in the community. As a solution, data augmentation methods are proposed to perform image-based operations on the data, such as mirroring or cropping, to synthesize a larger dataset. However, simple image tricks cannot effectively generate images with realistic illumination changes. Another solution is adding a small amount of noise to create a new, synthetic image that is similar to the original in context but different in color distribution. However, since the added noise does not have any semantic meaning, the synthetic images only slightly increase the generalisation power of the model, as they do not offer any additional knowledge of different lighting conditions of the same scene.
To overcome this challenge, we propose a new data augmentation technique by synthesising the light-based effects of different degrees of brightness. Such effects include shadows and halos of different size, placed in random locations of the input image. In addition, global illumination changes are also included, in order to increase the generalisation abilities of the model to scenes filmed at various times of the day and night. Such augmented data allows us to provide extra semantic information to the BGS model in terms of illumination for better generalisation performance. The results show that the proposed technique is superior to regular augmentation methods and can significantly boost the segmentation results even in scenes that feature illumination conditions unseen to the model. Our experiments indicate that the proposed method improves the BGS results in our quantitative and qualitative evaluations on the benchmark dataset SABS [12] .
The main contributions of this work can be summarized as follows:
• A novel synthetic image generation method for robust background subtraction under challenging illumination conditions. • An illumination-invariant deep neural network for background subtraction.
This paper is organised as follows. A literature review on the task of background subtraction is given in Section II. Section III outlines the proposed method for synthetic generation covering local, global and combined changes. In Section IV we introduce the dataset and we describe the training settings of our models. Section V follows with the presentation of 978-1-7281-2741-5/19/$31.00 ©2019 IEEE our results and discussion. Finally, Section VI provides the conclusion and future work.
II. RELATED WORK
In this section, we will first review the related research in background subtraction using traditional approaches such as Gaussian Mixture Models and Principal Component Analysis. Then, we discuss on recent deep-learning based research.
Performing background subtraction on video with illumination change has been explored in the literature. In particular, Siva et al. [13] demonstrated that the pixel intensity values affected by sudden local illumination change can be modelled by combining a GMM with a conditional probabilistic function based on an extension of Zivkovic et al. [14] . Akilan et al. [15] proposed a feature fusing approach to fuse the color distortion, color similarity, and illumination measures to improve the performance of the GMM-based model. Vosters et al. [16] presented a statistical illumination model based on a PCAbased approach [17] . Such an approach is similar to Pillet et al. [18] in which a spatial likelihood model for modelling the relationship of neighboring pixels is proposed. When new frames are analysed, the model is updated. While the aforementioned approaches tried to improve the performance of background subtraction on videos with illumination change, the GMM-based approaches fail when there is a significant illumination change in consecutive frames [19] . PCA-based approaches are more robust in handling illumination changes in general. However, the lack of semantic knowledge in the scene limits the performance of PCA-based approaches.
In the past few years, the area of computer vision has grown rapidly thanks to deep learning. Deep neural networks are now the best performing models in background subtraction considering accuracy and robustness. This task's primary objective is to perform binary pixel-wise foreground/background classification in a given image or video. Clearly, since pixel-wise precision is the target, attention to detail is required. Similar to our proposed methods, there is existing work taking advantage of spatio-temporal information to improve the performance. A 3D convolution-based approached is proposed by Sakkos et al. [20] to exploit the relationship between a block of 10-frame for background subtraction tasks. In [21] , the background model of the Kernel Density Estimation-based system is updated using information from previous frames. Group property information is exploited in both spatial and temporal domains in the sparse signal recovery based approached proposed by Liu et al [22] . A recent work [23] further demonstrated incorporating spatio-temporal constraints to improve [24] results in better performance. A successful deep-learning system requires a huge amount of training data, and it is costly to obtain labelled data with significant illumination variation. In this paper, we focus on a data augmentation approach to create synthetic data for training an illumination-invariant BGS network.
III. METHODOLOGY
In this section, we explain how we synthesise images of different illumination with both local and global changes, and then combine them as a unified augmentation method that covers all scenarios simultaneously.
A. Local changes
To synthesize local changes of illumination, we generate the synthetic images by locally altering the illumination of the input image, therefore creating either a "lamp-post" light source or a shadow effect. First, we randomly select a pixel of the image that serves as the centre of the illumination circle to be drawn: p = I(w, h), w ∈ W, h ∈ H, I = W × H, where W , H the width and height of the input image I respectively. Once the coordinates of the centre pixel are determined, we randomly select the diameter d of the illumination circle. Since we want our model to be robust to both small and large shadows and flashes of light, we choose the diameter to be between one fifth and half of the smallest dimension of the input image:
. Since modifying all pixels within the circle uniformly generate unrealistic results, we proposed a more sophisticated approach to model the effect of the light. First, we calculate the binary mask M 1 of the pixels to be altered using the following formula:
This means that the pixels of our mask have the value of 1 if they reside within the drawn circle and zero everywhere else. We then use the Euclidean Distance Transform (EDT) to model the light attenuation. Given a binary mask B, EDT is defined as:
where L 2 is the Euclidean norm. Now, we can calculate the mask for local changes M 2 by applying the EDT on M 1 :
Once the new mask has been created, we proceed to alter the pixels of the original image that lie within the circle. The new synthetic image I s is calculated as:
where I the original image, M 2 the mask calculated with the distance transform, z a random integer, and ± is either pixelwise addition or subtraction, chosen with probability p = 0.5. When the addition operation is chosen, a lamp-post effect will be created in a random part of the image. Conversely, the subtraction operation creates shadows. The application of the aforementioned local masks are depicted in Figure 1 . It can be seen that the final light source effect looks realistic.
B. Global changes
In some cases, global illumination changes can occur. For example, a lightning during a storm may instantly increase the brightness, and once the rain is over the global illumination will change again. In order to model such illumination changes, we need to alter the pixels of the whole image, rather than a small patch. We synthesize global illumination changes as:
where I, z and ± are as previously defined. In this case the illumination noise z needs to be slightly diminished, since the whole image is affected.
C. Combined changes
To capture both local and global illumination changes in the scene, we combine equation 4 and equation 5 into the following:
Sample images synthesised from our system can be found in figure 2. Since both the positioning and the intensity of the masks is random, this method can effectively cover all kinds of illumination changes. Additionally, hundreds of different synthetic images can be generated from a single frame. Therefore, given a small video, we can generate enough unique synthetic images to train a very deep network.
D. Illumination-invariant Deep Networks
We utilise the synthetic images to train multiple deep learning networks for BGS and evaluate their performances. Due to the use of images with synthetic illumination changes, these networks become invariant to lighting conditions.
To ensure the fairness of our experiments, all models used in this study have the same architecture. We follow the paradigm of previous background subtraction approaches [25] , [26] and use a Unet architecture, which comprises an encoder and a decoder. We employ transfer learning and use the VGG16 model [27] as the encoder. Therefore, the weights of the encoder are initialised from those of VGG16, which has been pre-trained on Imagenet. VGG16 encompasses 13 convolutional layers, 5 pooling layers and 3 fully connected layers. Following the work of Long et al. [28] , we remove the fully connected layers and make the network fully convolutional. Because of the pooling layers, the output of the encoder is 5 times smaller than the input. We use the decoder to recover the information that is lost from the downsampling operation via the use of upsampling blocks. Each block consists of a 2x2 bilinear interpolation operation which upsamples the feature maps, followed by two 3x3 convolutional layers with batch normalisation applied in-between (Figure 3b ). To maximise the information recovered by the encoder, we add skip connections that connect the encoder to the decoder. In addition, the ReLu non-linearity is applied after each convolutional layer. Finally, once the spatial size has been restored, we add a final 3x3 convolutional layer, followed by a sigmoid layer to convert the output of the model to a foreground probability map. The architecture of the network is illustrated in Figure 3 .
IV. EXPERIMENT SETTINGS A. Dataset
In order to highlight the robustness of our augmentation process, we select the Stuttgart Artificial Background Subtraction dataset (SABS) [12] .
The SABS dataset [12] contains 9 synthetic video sequences. The main challenge of the dataset stems from the sudden change of illumination over time. Although the foreground movements are the same in some sequences, the illumination is changing over time. In addition, different videos have very different lighting conditions, such as day-time and night scenes. In our experiments the sequence Darkening is used for training our models, which consists of 800 frames. The illumination of this scene is gradually changing from evening to night. For testing, the Light Switch video is used, which comprises 600 frames. This sequence only has night scenes and features light-switch effects in the middle of the video, where a store light is suddenly switched off. Since this effect is not present in the training video, Light Switch is an excellent candidate for measuring the generalisation abilities of our trained models. The rest of the video sequence in the SABS dataset [12] are not used because they are either day-time scenes and/or do not have significant illumination changes over time. Some example frames of the training and testing set are depicted in figure 5 .
B. Training parameters
As mentioned above, we use the Darkening video sequence for training the model and the Light Switch video for testing. All models are trained with the same parameters. The initial learning rate is lr = 0.001 and is reduced by a factor of 0.1 if the model does not improve for 2 epochs. The training process ends after 5 epochs of no improvements. For optimisation, the Adam optimiser [29] is selected with betas b 1 = 0.9 and b 2 = 0.999. Finally, the batch size is set to 1.
To avoid overfitting, we freeze the encoder of our network. Specifically, the first 5 convolutional blocks of VGG16 are fixed and we only train the decoder. This training procedure yields better results according to our experiments.
Furthermore, for all augmenters, the probability of each training sample being augmented is set to 66.7%.
Most frames contain many more pixels of the background than the foreground -some frames might not depict any moving objects at all. Given this observation, the loss function needs to balance the classes as to not allow the model to be biased towards the background class. Therefore, we use the weighted cross-entropy loss, which is formally defined as follows: (7) where w is the weight coefficient, x is the predicted label, t is the target label and σ(x) = 1 1+e −x is a sigmoid function. The weight w is calculated according to the ground truth frames with the following formula:
where N denotes the number of pixels of all input frames and N b ,N f are those pixels that belong to the background and foreground respectively.
C. Implementation details
We use the Keras library [30] for training our models. In addition, for the quick deployment of the proposed model, the Segmentation models [31] library is used. The Graphics Processing Unit (GPU) that was used in all our experiments is a GeForce GTX TITAN X.
D. Evaluation Metric
For evaluating our experiments, we use the following metrics: F-Measure (FM), Intersection over Union (IoU), Matthews correlation (MC). We provide the formal definitions below:
P recision = T P T P + F P 
where TP, TN, FP, FN denote the true positive, true negative, false positive and false negative pixels respectively.
V. RESULTS
We perform extensive evaluations on the proposed method. In particular, a wide range of different augmentation settings (Table II) were evaluated. We also compare against the regular augmentation techniques. We implement a "default" augmenter which performs the following image transformations: horizontal flipping, random cropping and noise addition, as depicted in Figure 4 . The cropping operation performs center cropping with random image sizes, whereas the noise option adds salt and pepper noise drawn from a Gaussian distribution. The amount of noise is fixed to 0.05. All operations have a 50% probability of taking place.
In the following section, we will evaluate the proposed method quantitatively to determine the optimal settings.
A. Quantitative Evaluations
In this experiment, we evaluate the performance of the proposed method using the commonly used metrics stated in section IV-D on the SABS dataset. The results of our experiments are presented in Table III . Even though the default augmenter improved the F-Measure by more than 7%, the proposed model, named GL, outperformed it by a very large margin of 16%. As a matter of fact, the proposed method obtains better results in every single metric. This highlights the effectiveness of our proposed method.
In addition, to determine the optimal settings, an ablation study is conducted and the details are explained in Section V-C. 
B. Qualitative Evaluations
To provide visual comparison between the various models tested in this paper, we report the segmentation results of three frames taken from the start, middle and end of the video. The results are illustrated in Figure 8 . The comparison indicates that the proposed data augmentation approach improves the quality of the segmentation masks, as it obtained solutions which are clearly closer to the ground truths compared to other models. 
C. Ablation studies
Here we discuss the ablation studies that verify the optimal hyper-parameters of our method. The full list of our experiments can be found in Table II , whereas the result of each method is shown in Table I . By cross-checking these tables, it can be seen that using a smaller kernel is better for creating local effects. Also, greater changes in illumination yield better results. This is because of the fading effect caused by the distance transform, which is only strong in the centre of the circle. For global changes a much smaller noise value is needed, firstly because there is no fading and secondly due to the effect being applied to the whole image.
It is evident from Table I that both local and global change augmentations yield significant results. However, the best performing model according to our experiments encompasses both.
It is noteworthy that sub-optimal settings need a very high threshold to produce a good segmentation result. This is because in those frames of the Light Switch sequence where the light suddenly switches off, the model fails to identify the moving object due to low lighting. However, with the optimal settings of the proposed method, the model can generalise in all illumination conditions. The performance of each model under different threshold is depicted in Figure 7 .
VI. CONCLUSION AND FUTURE WORK
In this paper, we have presented a fast and easy method to synthesise training samples for the implementation of illumination-invariant models. The synthetic images are generated by artificially altering the pixel intensity values of the input image not only globally but also in small regions. A typical "lamp-post" light source effect can be approximated by applying the distance transform on a binary mask. We have tested the proposed method in the task of background subtraction. The experimental results indicate that the models trained using the dataset augmented with the new synthetics are more robust to illumination changes and are able to handle even intense lighting variations. As future work, more shapes can be explored, not only geometrical but also of arbitrary shapes, for representing shadows more realistically. 
