Introduction
In recent years, there has been a great interest in studying information theoretic measures for different quantum systems. This is due to the fact that information theory of quantummechanical systems is related to the modern quantum communications, computation and the density functional methods [1] . According to the density functional theory (DFT) initiated by Hohenberg and Kohn [2] , the one-particle position and momentum probability densities are the basic elements for describing the physical and chemical properties of some molecular systems. The quantum information theory plays an important role in the measure of uncertainty and other quantum parameters of the system. The main measures of quantum information are the Shannon entropy [3] and Fisher information [4] . They are function of a characteristic probability density. They are traditionally used in engineering, physics, applied mathematics, condensed physics, chemical and other related areas.
The Fisher information was introduced by Fisher as a measure of intrinsic accuracy in statistical estimation theory but its basic properties are not completely well known yet, despite its early origin in 1925 [5] . The importance of this was noticed by Sears et al. [6] .
The authors found that the quantum mechanical kinetic energy can be considered as a measure of the information distribution. Fisher information has been very useful and has been applied in different areas. For example using the principle of minimum Fisher information [7] , one can obtain the equations of non-relativistic quantum mechanics [8] , the time-independent Kohn-Sham equations and the time-dependent Euler equation of DFT [9] . Its local character is the main difference with respect to Shannon information which is global information measure. It is defined as the expectation value of the logarithmic gradient of density or as the gradient functional of density. So the Fisher information is given by [5] 
If the probability density is defined as ρ n (x) = |ψ n (x)| 2 , then
which is not totally independent. There is an inequality which involves Fisher information and variance V = x 2 − x 2 . It is called the Cramer-Rao uncertainty relation:
The Fisher information is a derivative functional of the density, so that it is very sensitive to local rearrangements of ρ n (x ). In this paper we present the 
Calculation of the wave functions
The Schrödinger equation with the position-dependent mass for an arbitrary potential V (x), can be expressed as [10, 11, 12 ]
where E is the energy spectrum and solitonic smooth effective mass distribution (m(x)) is taken as m(x) = m 0 (x)sech 2 (ax), which has been used widely in condensed matter and low-energy nuclear physics. Taking ψ(x) = cosh τ (ax)F (ax) and then substitute it into equation (4), we have
Further substitution of δ = 2m 0 /a 2 and γ = ax into equation (5) gives
Considering a new relation of the form sech(γ) = cos(z) and tanh(γ) = sin(z), which transform the boundary condition of the wave function from (−∞, ∞) to (−π/2, π/2) and taking τ = −1/2, then the above equation (6) can be simplified further as
In recent study [14] , the Shannon entropy for the position-dependent Schrödinger equation
for a particle with a nonuniform solitonic mass density is evaluated in the case of a trivial null potential. It was found that the negative Shannon entropy exists for the probability densities that are highly localized. In this work, we consider a special squared hyperbolic cosecant potential V (ax) = −V 0 csch 2 (ax) and then analyze its quantum-mechanical probability cloud for the ground and excited states by means of local (Fisher's information) information-theoretic measure. Now, substituting this potential into equation (7) and recalling the relation sech(γ) = cos(z), one has V(z) = 3 tan
It is interesting to note that this family of potential represents different potentials in z space. For example, for V 0 = δV 0 > 0, they look like infinitely deep funnels and behave like the potential 1/x, while for V 0 < 0 they become infinite double-wells and if V 0 = 0 they become the infinite single-well.
In order to obtain exact solution to this system, we take the following wave function ansatz:
where the parameters µ and ν are calculated by considering the behaviors of the wave functions at z ∼ 0 and z ∼ π/2 as µ = 1/2 + √ 1 − 4V 0 /2 and ν = 3/2 respectively. The function G(z) satisfies the following differential equation
Using a change of variable ξ = sin 2 (z), the equation is transformed to
whose solution is given by hypergeometric function 2 F 1 (a, b; c; ξ) with the parameters
Based on the quantum condition a = −n, which makes the hypergeometric functions terminate to a polynomial, thus we might obtain the energy levels as
The corresponding wave functions are given by
where the normalization factor is obtained as
where we have used the Pochhammer symbol (x) n = Γ(x+n)/Γ(x) with Γ(n+1) = nΓ(n) and formula 739.1 of ref [15] . Since there exists a singular point at x = 0 for the potential, then we will consider the wave functions at the interval x > 0.
Fisher information and uncertainty principle
Fisher information provides the main theoretic tool of the extreme physical information principle and a general variational principle which allows one to derive various fundamental equations of physics. If the corresponding bounds on the degree to which members of a family of quantum states can be distinguished by measurement, then quantum generalizations of Fisher information may be given. In ref. [16] , the Fisher information of a quantum observable is shown to be proportional to both the difference of a quantum and a classical variance, thus providing a measure of nonclassicality and the rate of entropy increase under Gaussian diffusion, thus providing a measure of robustness. Dehesa et al.
[17] obtained the spreading of the quantum-mechanical probability distribution density of However, Fisher information is yet to be evaluated analytically for the positiondependent mass Schrödinger system. To achieve this goal, we utilize the wave function obtained for this system to find the probability and then analyze the quantum-mechanical probability by the means of Fisher's information. We consider only x > 0 due to the singular point at x = 0 and we found that Fisher information based uncertainty relation and the Cramer-Rao inequality holds.
From equation (2)
To analytically evaluate the integral in equation equation (15) for n-state is very difficult.
For convenience we only study a few low-lying normalized states n = 0, 1, 2, 3 to calculate the Fisher information.
• For n = 0, we have
• Similarly, for n = 1
(2µ − 1)(2µ + 3)(2µ + 5)(2µ + 7)(2µ + 9)
• For n = 2
+
• For n = 3
We give a useful remark on the choice of V 0 . In terms of the parameter µ as given below Eq.(8) and the energy E n given in (12), we have V 0 ≤ 1/4. For convenience, in the calculation we take V 0 = 1/32. We proceed further to study the uncertainty relations.
Uncertainty relations form the basic properties of quantum mechanics. Particularly, the Heisenberg uncertainty principle which state that the product the uncertainties in position and momentum, can be expressed in terms of Plancks constant, i.e. ∆(x)∆(p) ≥h 2 .In order to obtain this relation, it is required to calculate the expectation values of x n , p n , x 2 n and p 2 n as follows:
Let us derive some integrals for special cases n = 0, 1, 2. When n = 0, we have Table 1 . Furthermore, we can obtain the Fisher information for the expectation values of the position and momentum via I ρ = 4 x 2 and I γ = 4 p 2 . We find that the I ρ decreases with the increasing width of the mass barrier a while I γ increases with it. Neverthelss, the relation
holds for Cramer-Rao uncertainty products [21] . The results shows that the Heisenberg uncertainty principle holds for various values of parameter a. The results in Table 1 agree with this relation.
Concluding remarks
The PDM Schrödinger equation for a particle with a nonuniform solitonic mass density is evaluated in the case of a non trivial potential. We consider the special squared hyperbolic cosecant potential as a model. Firstly, we find the wave function with the corresponding normalization factor by considering only x > 0 due to the singular point at x = 0. The Fisher information of the quantum system have been studied. This is a local theoretic quantity which measures the spreading of the quantum mechanical probability 
