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Abstract
We perform a search for a dark matter signal in Fermi-LAT gamma-ray data from 27 Milky Way
dwarf spheroidal galaxies with spectroscopically measured J-factors. Our analysis properly includes
uncertainties in J-factors and background normalisations and systematically compares results
from a Bayesian and a frequentist perspective. We revisit the dwarf spheroidal galaxy Reticulum II,
confirming that the purported gamma-ray excess seen in Pass 7 data is much weaker in Pass 8, inde-
pendently of the statistical approach adopted. We introduce for the first time posterior predictive
distributions to accurately quantify the probability of a dark matter detection from another dwarf
galaxy given a tentative excess. A global analysis including all 27 dwarfs shows no indication for
a signal in the τ+τ− and bb¯ channels. We present new stringent Bayesian and frequentist upper
limits on the velocity-averaged annihilation cross section as a function of the dark matter mass. The
best-fit dark matter parameters associated with the Galactic Centre excess are excluded at more
than 95% confidence level/posterior probability in the frequentist/Bayesian framework. However,
from a Bayesian model comparison perspective, dark matter annihilation within the dwarfs is not
strongly disfavoured compared to a background-only model. These results constitute the highest
exposure analysis on the most complete sample of dwarfs to date.
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1 Introduction
Cold dark matter (DM) makes up about 84% of all the matter in the Universe today [1], but the identity of
the DM particles is still unknown. If DM has some coupling to the Standard Model then we may expect
DM to annihilate with its antiparticle in astrophysical environments of sufficient density. If the DM particle is
sufficiently heavy (mass∼>GeV), the final state of the annihilation generally includes the emission of gamma rays.
The search for this emission is called indirect detection (see e.g. Refs [2, 3] for reviews) and ideally focuses on
objects containing a large number of DM particles in a suitably small region of space. From that perspective,
dwarf spheroidal galaxies (dSphs) are promising targets for such searches since they mostly consist of DM
and neither contain many stars, nor much gas. They therefore present an environment with comparably low
backgrounds [4]. Their relative proximity to us and large separations from poorly understood photon sources are
additional benefits for indirect searches in dSphs. Gamma-ray observations towards dSphs from instruments
such as the Large Area Telescope (LAT) [5] onboard the Fermi Gamma-ray Space Telescope have been shown to
be powerful for detecting – or at least constraining – DM models [6–26].
However, an excess in gamma-ray spectra can only be established with high fidelity if the background
contributions and systematics are well understood or otherwise accounted for. Assuming that all of the DM
consists of the same type of particles in every dSph, we also have to demand consistency between data from
all dSphs. We address both these issues using a global analysis as an alternative to the traditional “stacking”
approach to fitting multiple dwarfs.
RETICULUM II (RET II) [27, 28] is one of the more recently discovered dSphs and has been investigated by
several authors using data from the LAT. Some studies claimed a gamma-ray excess above background with
a significance of 3.7σ [15] and 3.2σ [18]. The study in Ref. [15] used an event weighting technique [29], while
Ref. [18] adopted a maximum-likelihood approach. Follow-up studies, however, did not find an indication for a
DM origin of the observed signal [16, 22]. It was argued that this discrepancy is due to the differences in the
data sets used [16, 30], which was the so-called PASS 7 data release in Refs [15, 18] and PASS 8 in Refs [16, 22].
In light of the diverging conclusions from previous studies, it is important to understand why ostensibly
similar (although not identical) analyses obtain different results. For RET II, this is particularly interesting since
the significance of a DM signal seems to be increasing with time, even in the lower-significance PASS 8 data [31].
More generally, any gamma-ray excess from dSphs is likely to be initially of a very marginal significance. In
this case, one can expect that different statistical approaches, when applied to the same data, will yield different
conclusions as to the statistical significance and origin of such a putative excess (see Refs [32, 33] for examples of
how the choice of method affects parameter estimation). One of the aims of this study is therefore to investigate
the dependency of the conclusions on the viability of a DM signal from RET II on the methodology (Bayesian vs
frequentist) as well as on the data set used (PASS 7 vs PASS 8). This study is also the first fully Bayesian analysis of
the RET II gamma-ray observations. We demonstrate the power and usefulness of our approach and perform a
Bayesian model comparison to assess in a quantitative way the viability of the DM signal hypothesis. We do this
for RET II alone as well as for a combined global fit of all dwarfs with constrained DM halos. Given the number
of dwarfs analysed in this way along with a 10-year exposure, this study is the most complete of its kind to date.
In the next section, we introduce our methodology and discuss the various inputs for our analysis. In Sec. 3,
we first apply our method to RET II and introduce posterior predictive distributions as a diagnostic tool before
performing a global analysis of 27 dSphs. We compare our findings with previous work and discuss the results
before concluding in Sec. 4.
2
2 Methodology
We use the publicly available Fermitools1 for LAT data extraction and preparation. We consider a DM matter
candidate χ (a weakly interacting particle, or WIMP) with velocity-averaged cross section 〈σv〉 and mass mχ
inside a dSph with density distribution ρχ. The differential photon flux (in units of photons per time and area)
per energy E and solid angle Ω, coming from sky direction n toward the dSph, is given by
d2Φ(E ,n)
dE dΩ
= 〈σv〉
8pim2χ
(∑
f
dN f
dE
b f
)
︸ ︷︷ ︸
“particle physics”
∫
d`ρ2χ(`; n)︸ ︷︷ ︸
≡dJ (n)dΩ
, (1)
where b f is the branching fraction for annihilation into various final states f and
dN f
dE is the spectrum of
gamma rays emitted from annihilation into final state f . The so-called “J-profile” dJ(n)/dΩ is determined by
the astrophysics of the system, i.e. the macroscopic distribution of DM in the dSph [34–36]. It is the square of
the dark matter density integrated along the line of sight in the direction n. We separately consider the bb¯ and
τ+τ− channels as our benchmark final states.
We bin the data spatially on the sky and in energy (the details can be found in Sec. 2.1). The DM signal
in each bin can be calculated using the Fermitools, which convolve (1) with the instrument response and
point-spread function (PSF) and then integrate over the bin. As discussed in Sec. 2.3, we treat each dSph as
a point source of gamma rays and so the convolution with the PSF yields a model prediction that depends
only the scalar quantity J (the so-called “J-factor”), the integral of dJ/dΩ over the solid angle. For reference
values of J and 〈σv〉, we pre-compute and tabulate the DM signal for 125 mass values from 2 GeV to 104 GeV
for each energy bin (100 log-spaced values from 2 GeV to 102 GeV and 25 log-spaced values from 102 GeV to
104 GeV). This was done by generating source maps using gtsrcmaps for given fixed WIMP and background
model parameters and subsequently obtaining the binned counts cube files (auxiliary output from gtlike).
We interpolate to obtain the DM signal at arbitrary mass and have verified that the interpolation is accurate to
within 5% for any energy bin in both channels. Since the gamma-ray signal is proportional to J ×〈σv〉, we can
linearly rescale the pre-computed reference signal counts with the appropriate values of J and 〈σv〉 and speed
up the likelihood evaluations.
The LAT detects individual photons and can be described by a Poisson process. The events are independent,
so the binned likelihood function is a product of Poisson distributions for the number of observed counts ni , j
in each energy bin i and spatial bin j ,
p
(
d
∣∣mχ, 〈σv〉 ; β, log10 J)=∏
i , j
λ
ni , j
i , j
ni , j !
e−λi , j , (2)
where λi , j is the combined background and signal count expectation value for bin i , j . The latter is given by
λi , j = bisoi , j +bsrci , j +βb
gal
i , j + sDMi , j
(
mχ,〈σv〉 , J
)
, (3)
with bisoi , j and b
gal
i , j being the isotropic and Galactic diffuse background contributions in the i th energy bin and
j th spatial bin, respectively, while bsrci , j is the contribution from nearby point sources. We introduce a scaling
1We use v10r0p5 for the R2 version of PASS 8 and v9r33p0 for PASS 7, which are available at https://fermi.gsfc.nasa.gov/ssc/data/
analysis/software/.
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parameter β for the bgali , j component (see Sec. 2.2 for more details about the background model). The scaling
parameter accounts for some systematic uncertainties in the diffuse background model component. The signal
contribution from DM is given by sDMi , j .
When considering multiple dSphs, all of the above parameters – except mχ and 〈σv〉 – are specific to each
dwarf k. We ensure with our data selection procedure in Sec. 2.1 that the data obtained in the dwarfs’ vicinities
are independent, such that the total likelihood is given by the product of all individual Poisson likelihoods,
p
(
d
∣∣mχ, 〈σv〉 ; β, log10 J)=∏
k
p
(
dk
∣∣mχ, 〈σv〉 ; βk , log10 Jk) , (4)
where β= {βk } and log10 J= {log10 Jk } are the collection of J-factors and background normalisations for each
dSph, respectively.
Finally, we also multiply (4) with additional distributions for the nuisance parameters J , as we discuss in
Sec. 2.3. To the degree that the J-factors are well constrained, we can break the degeneracy between J and 〈σv〉
in (1) and place direct limits on the cross section. The advantage of fully incorporating background and J-factor
uncertainties in the Bayesian analysis is to propagate them through to the posterior distributions and the
resulting constraints.
2.1 Data selection
To perform our analysis, we only include dSphs with kinematically determined J-factors. The largest uniform
analysis of dSph J-factors is currently that of Ref. [37], who provide J-factor estimates for 37 out of the 41 dSphs
in Table A2 (ibid.). Out of those 37, we focus on the 28 Milky Way dSphs and, for the three dSphs where two
J-factors are given (HOROLOGIUM I, RET II, and TUCANA II), we use the values based on data from Ref. [28].
To guarantee the independence of the LAT events, we require that our spatial regions-of-interest (ROIs) for
any two dSphs do not overlap. Since we choose a 1°×1° square ROI around each target, the minimal permissible
separation is
p
2°≈ 1.4°. All 28 Milky Way dSphs meet this requirement.
Finally, we omit WILLMAN 1 from our analysis as it shows strong evidence for tidal disruption and/or non-
equilibrium kinematics [38–40]. Tidal effects and other disturbed kinematics generally inflate measured velocity
dispersions, which propagates into overestimates of J . The size of such systematics have not been quantified
and the J determinations of dSphs such as WILLMAN 1 are therefore unreliable in an uncontrolled way.
Removing WILLMAN 1 reduces the total number of dSphs that we consider to 27: AQUARIUS II, BOÖTES I,
CANES VENATICI I, CANES VENATICI II, CARINA, CARINA II, COMA BERENICES, DRACO, DRACO II, FORNAX,
GRUS I, HERCULES, HOROLOGIUM I, LEO I, LEO II, LEO IV, LEO V, PEGASUS III, PISCES II, RETICULUM II,
SCULPTOR, SEGUE 1, SEXTANS, TUCANA II, URSA MAJOR I, URSA MAJOR II, and URSA MINOR. This represents
the most complete sample with measured J-factors used for DM searches.
For each dSph in our global fit, we use 523 weeks (≈ 10 years) of PASS 8 SOURCE class data, using gtselect,
gtktime, and gtltcube to extract the data, determine good time intervals, and calculate the livetime and
instrument response.2
2We use weeks 9–511 and 512–531 and follow the Fermi Collaboration’s recommendations for PASS 8 (R2) data selection
(available at https://fermi.gsfc.nasa.gov/ssc/data/analysis/documentation/Cicerone/Cicerone_Data_Exploration/Data_
preparation.html) as well as their procedure for performing a binned analysis (available at https://fermi.gsfc.nasa.gov/ssc/
data/analysis/scitools/binned_likelihood_tutorial.html). The non-default options given to the Fermitools are evclass=128,
evtype=3, zmax=90 (in gtselect); roicut=no, filter=(DATA_QUAL>0)&&(LAT_CONFIG)==1 (in gtktime); and zmax=90 (in gtltcube).
4
We then bin the data in 15 log-spaced energy bins from 0.5 GeV to 500 GeV and 100 spatial bins using gtbin
(10×10 square bins of 0.1°×0.1° each). The DM signal for a given value of the DM parameters can be calculated
using gtmodel from the Fermitools (which uses the DMFIT package [36] based on Pythia [41, 42]).
The only difference for our dedicated study of RET II is that we only select 339 weeks (≈ 6.5 years) of PASS 8
data (with same settings for the Fermitools as for the global fit) as well as PASS 7 data.3 These correspond to
weeks 9–347, as used in Ref. [15]. Selecting significantly more data for this comparison was not possible, since
PASS 7 was discontinued after week 368 and we want to use the same observation time for both PASS 7 and
PASS 8.
2.2 Background model
The three components of the background model that contribute to the signal-plus-background counts in (3) are
the isotropic, Galactic diffuse, and point source components. The isotropic background4 was determined by
the Fermi Collaboration via a full-sky fit. It is rather well constrained: the uncertainties on the energy spectrum
amount to no more than 1.3% for the most important energies below about 30GeV and less than about 9% in
the remaining energy range we consider. For this reason, we do not introduce nuisance parameters for the
isotropic background and instead fix its contribution to the value given by the model.
The contribution of Galactic diffuse emission5 is captured by the Galactic interstellar emission model [43],
derived using the GALPROP cosmic ray propagation code [44]. The uncertainties in this model are not easily
quantified and we introduce energy-independent normalisation factors βk for each dwarf k to account for
possible local deviations from the reference value. An analogous approach was taken in previous studies of
the background (e.g. [45]). The introduction of such dwarf-dependent scaling factors is important since the
empirically derived background surrounding the dSphs has been shown to deviate from the Fermi Galactic
interstellar emission model in ways beyond what is expected from Poisson fluctuations [14, 29, 46].
Finally, nearby point sources could contribute to the photon counts inside our ROI due to the size of the point
spread function (PSF). To account for this effect, we include all nearby sources in the 3FGL catalogue [47] that
are up to 10° away from the ROI centre.6 The photon flux from all point sources is fixed to their best-fit values.
This contribution is always small, and it is never larger than the two other background contributions combined.
In fact, we found for the data used in our global analysis that point sources amount to less than 10% of the
combined isotropic and Galactic diffuse background in 91% of all energy bins in all dwarfs. Although point
sources are a very sub-dominant background, we include them for completeness nevertheless.
2.3 J-factors
There is an extensive literature on determining J-factors of dSphs [37, 40, 48–59]. Typically, studies constrain
the dark matter distributions within dSphs by using their member stars as tracers of the gravitational poten-
3We follow the Fermi Collaboration’s recommendations for PASS 7 data selection (available at https://fermi.gsfc.nasa.gov/ssc/data/
p7rep/analysis/documentation/Cicerone/Cicerone_Data_Exploration/Data_preparation.html). The non-default settings ap-
plied to the Fermitools are evclass=2, zmax=100 (in gtselect) and roicut=yes, filter=(DATA_QUAL>0)&&(LAT_CONFIG)==1 (in
gtktime).
4Available as iso_P8R2_SOURCE_V6_v06.txt for PASS 8 and iso_source_v05_rev1 for PASS 7 in the Fermitools or at https://fermi.
gsfc.nasa.gov/ssc/data/access/lat/BackgroundModels.html.
5Available as gll_iem_v06.fits for PASS 8 and gll_iem_v05_rev1 for PASS 7 in the Fermitools or at the same URL as in the previous
footnote.
6We use the make3FGLxml.py script by T. Johnson, available at https://fermi.gsfc.nasa.gov/ssc/data/analysis/user/.
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tial. When in statistical equilibrium, these tracers obey the Jeans equation [60]. Applying this equation to
spectroscopically-determined line of sight velocities of individual stars yields constraints on the J-factor.
The studies that have carried out systematic analyses of large numbers of dSphs have taken a Bayesian
approach [37, 40, 49, 50, 54] and their results are presented in the form of marginal posterior distributions
for individual dSph J-factors. We adopt these posteriors as priors in our Bayesian analysis. In a frequentist
context, however, it is not straightforward to integrate these constraints on J-factors: there is no simple way to
incorporate a prior. Previous studies, e.g. Refs [10, 17], have re-interpreted the J posterior as a likelihood and
multiplied it with the gamma-ray likelihood. This re-interpretation poses a conceptual difficulty as discussed
in Ref. [29, Sec. IX.C] and recent progress has been made in creating a frequentist likelihood function for the
spectroscopic observations [56, 58, 59]. However, at the present time it is not possible to treat the majority of
dSphs in the frequentist framework. Therefore, when adopting a profile likelihood (frequentist) approach, we
implicitly make the conceptual leap of re-interpreting the posteriors on J-factors as likelihoods, and multiply
them with (4) to obtain a total likelihood which is assumed to describe the gamma-ray and spectroscopic
data. This follows previous practice, but we point out that it is not self-consistent from a statistical point of
view. Instead, there is no such difficulty in the Bayesian approach, where it is straightforward to reinterpret the
posterior from one analysis (in this case, the spectroscopic data) as a prior for the next (the gamma-ray data
analysis).
The posterior distributions for the J-factors are generally well-approximated by log-normal distributions,
which have been used in previous work [10, 17]. However, while this approximation provides mostly a good
fit to the dSphs without long tails in their posteriors,7 it does not in the case of dSphs with such tails [37].
Including the tails of the distribution is important for two reasons: First, the value of the 15.87th percentile
of the J-factor mode alone, as quoted by the authors in Ref. [37, Table A2], should be close to the 15.87th
percentile of the full distribution if a log-normal about the mode is a good approximation. However, in DRACO II,
GRUS 1, and LEO IV, that value actually corresponds to about the 70th percentile of the distribution, thus
demonstrating that a log-normal approximation is poor. The situation is less problematic for LEO V (36th
percentile), PEGASUS III (37th percentile), or PISCES II (30th percentile), but the log-normal approximation still
fails to capture a noticeable part of the distribution.
The second reason is that the tails extend towards lower values of log10 J compared to the mode of the
distributions in all of the cases listed above. A log-normal approximation around the mode is therefore not con-
servative; it tends to overestimate the probability of a large J-factor for dSphs with long tails, thus systematically
increasing the DM signal contribution to the gamma-ray data for a given annihilation cross section. For the first
three systems listed in the previous paragraph, the difference is quite severe: in the log-normal approximation
of the distribution, 84% of the probability lies above the 16th percentile value, but using the full probability
distribution (without a log-normal approximation), only 30% of probability is actually above that value.
To obtain a better description of the J-factor constraints, we approximate the posteriors using a Gaussian
kernel density estimator (KDE) [61, 62], based on the posterior samples for an integration angle of 0.5° provided
by the authors of Ref. [37].8 The KDE approximation to the posterior for the J-factor from kinematic data, dkin,
is then given by
pˆ
(
log10 J
∣∣dkin)= N∑
i=1
wi√
2piσ2B
exp
[
−
(
log10 J − log10 Ji
)2
2σ2B
]
, (5)
7Except, perhaps, for some dSphs such as LEO II or SCULPTOR, whose posteriors are noticeable skew.
8The posterior samples are part of the auxiliary material for Ref. [37], available at https://github.com/apace7/J-Factor-Scaling.
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with wi and Ji being the weight and J-factor value of the i th posterior sample, respectively. Since
∑
i wi = 1, the
KDE is normalised in the variable log10 J . The quantityσB is the bandwidth of the KDE and its optimal value can
be estimated via, e.g., “Scott’s rule” [63], according to which σˆB =N−1/5 for N samples in one-dimensional data.
We find that σˆB ≈ 0.15dex for all dSph samples provided in the auxiliary material of Ref. [37]. We inspect the
resulting KDEs and adjust the value of the bandwidth for each dSph to ensure that the KDEs approximate well
the shape of each posterior.9 We tabulate the log of pˆ
(
log10 J
∣∣dkin) for each dSph with a spacing of 0.005dex
in log10 J and use linear interpolation to calculate it for intermediate values of log10 J .
In the Bayesian framework we simply adopt this posterior from the kinematic tracer data analysis as a prior
on J for our work; in a frequentist context, we must re-interpret this posterior as a likelihood function for J . In
either case, it is appropriate to multiply pˆ
(
log10 J
∣∣dkin) with the likelihood for the Fermi-LAT data (4), while
noting the different meaning in each statistical context. This results in the overall likelihood:
p
(
d
∣∣mχ, 〈σv〉 ; β, J)=∏
k
p
(
dk
∣∣mχ, 〈σv〉 ; βk , log10 Jk) pˆ (log10 Jk ∣∣dkin) . (6)
Besides the problematic case of WILLMAN 1, which may suffer from tidal disruption or non-equilibrium
kinematics as mentioned in Sec. 2.1, we point out that some caveats apply with respect to possible systematics
in the determination of the J-factors. These arise due to the dependence on the halo model, the possibility of
non-sphericity [54], or a possible influence of the adopted priors [56]. Regarding the effect of triaxiality, for
example, it has been shown that the arising systematic uncertainties for the classical dSphs can be about twice
as large as the statistical ones [52, 64]. Nonetheless, our use of J-factors determined by Ref. [37] allows us to
treat all the dSphs in a uniform way, which is essential to test the consistency of DM signals amongst them.
We also note that our analysis treats dark matter annihilation as a point source of emission from each
dwarf. This is a good approximation if dJ/dΩ in (1) is more concentrated than the gamma-ray PSF, which is
approximately 0.8° at 1 GeV. Treating the DM signal as a point source is corroborated by Ref. [18], which finds no
evidence of extended gamma-ray emission in the 35 dSphs they searched. In any case, the possible contribution
to J from dark matter annihilating beyond the PSF scale is typically negligible compared to the uncertainties in
the overall J-factors. For the example of RET II, increasing the integration angle from 0.5° to 1°, far beyond our
ROI, only increases the J-factor by 0.2dex while the uncertainty in J itself is around 1dex [52]. DSph dark matter
halos are seldom constrained at all beyond 0.5° because of the lack of spectroscopically observed member stars
at such large radii. For those classical dwarfs that do allow such measurements, we use the results of Ref. [40]
to estimate the increase in J when integrating from 0.5° to 1.0°. Only for DRACO and SEXTANS do we find this
increase to be potentially significant, though even for these two the median estimate for the increase in J is
smaller than the uncertainty in J itself. The authors of Ref. [29, Sec. IV. F] quantify the reduction in sensitivity in
treating an extended dSph as a point source and finds the effect to be small. We therefore proceed by treating
each dSph as a point source of gamma rays.
2.4 Statistical framework
One of the aims of this work is to carry out a detailed comparison of the conclusions that can be obtained by
analysing the same data from a Bayesian and a frequentist point of view. We focus on how to perform parameter
inference and model comparison/hypothesis testing in the two frameworks.
9The resulting bandwidths for all dSphs are (in alphabetical order): 0.1, 0.075, 0.025, 0.05, 0.025, 0.1, 0.075, 0.025, 0.25, 0.01, 0.4, 0.1, 0.1,
0.025, 0.025, 0.3, 0.3, 0.25, 0.25, 0.075, 0.01, 0.2, 0.01, 0.1, 0.05, 0.1, and 0.02.
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The Bayesian posterior distribution, for some model parameters θ, given data d , is obtained as a normalised
product of the prior probability density function (PDF), p (θ), and the likelihood, p (d |θ), via Bayes’ theo-
rem [65]:
p (θ |d)= p (θ) p (d |θ)
p (d)
. (7)
In a frequentist framework, the prior is not defined, and the likelihood is the quantity on which parameter
inference is based – albeit with a different interpretation from the Bayesian posterior (see e.g. Ref. [66]).
Since we are usually only interested in summarising inferences on one or two parameters at a time, one
needs to eliminate in a suitable manner the parameters that are not the focus of attention. Let p (θ |d) be
the n-dimensional posterior of some model parameters θ = (θ1,θ2, θ3, . . . ,θn). Then the Bayesian approach
is to marginalise over the nuisance parameters. If, e.g., parameters θ1 and θ2 are of interest, then the two-
dimensional marginalised posterior is given by
p (θ1, θ2 |d)=
∫
p (θ |d) dθ3 . . .dθn . (8)
Credible regions (CRs) for the parameters can be derived by finding regions over which the posterior integrates
to a specified probability, using some scheme for determining the integration regions (we mostly show CRs of
highest posterior density).
In contrast, the frequentist approach is to profile over the nuisance parameters, i.e. to eliminate them from
the likelihood by replacing them with their most likely values, θˆ3, . . . , θˆn , that maximise the likelihood p (d |θ)
given specific values of θ1 and θ2:
Lp(θ1, θ2)≡ p
(
d
∣∣θ1, θ2, θˆ3(θ1, θ2), . . . , θˆn(θ1, θ2))≡ sup
θ3,...,θn
p (d |θ) . (9)
The construct Lp is called profile likelihood, and it maps out the best-fitting solutions for the problem at hand.
Regarding selection of the “best” models, the Bayesian answer can again be given using only the posterior
probability to determine the degree of belief in a given hypothesis, which will depend on one’s prior belief in the
hypothesis. Since this is a general statement, it is possible to consider two hypotheses, H0 and H1, consisting of
different models and sets of parameters θ0 and θ1. The ratio of posterior probabilities, or posterior odds, is
then given by
p (H1 |d)
p (H0 |d)
=
∫
p (d |θ1, H1) p (θ1 |H1) dθ1∫
p (d |θ0, H0) p (θ0 |H0) dθ0︸ ︷︷ ︸
≡B10
p (H1)
p (H0)
, (10)
where B10 is the so-called Bayes factor between the two hypotheses (B10 > 1 favours hypothesis H1) and
p (θ0 |H0) and p (θ1 |H1) are the priors for θ0 and θ1 under hypotheses H0 and H1, respectively. In case where
we assign equal prior probability to both hypotheses, p (H1) = p (H0), the Bayes factor, B10, is equal to the
posterior odds (10). The Bayes factor can thus favour either H0 or H1, and it includes an automatic “Occam’s
razor” effect, disfavouring models that have large numbers of parameters that are not required to fit the
data (see Ref. [67] for details). From a Bayesian perspective, the best model is the one that balances quality-of-fit
(measured by the maximum likelihood value) and predictivity (measured by the inverse of the Occam’s factor).
Hypothesis testing from a frequentist perspective is concerned with rejecting the null hypothesis H0, which
states that the effect one is looking for is absent. The null hypothesis is rejected when the probability of obtaining
data as “extreme” or “more extreme” than what has been observed is small under the null hypothesis. This
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is usually achieved by defining a test statistic (a function of data) and prescription of which values of the test
statistic would result in rejecting H0. An often-used test statistic is the likelihood-ratio,
Λ= p (d |H1)
p (d |H0)
. (11)
The Neyman-Pearson lemma states that (11) is the optimal test statistic for testing two simple hypotheses, i.e.
without nuisance parameters [68]. If we want to only consider, e.g., two parameters of interest, we define the
profile likelihood ratio
Λp(θ1, θ2)=
Lp(θ1, θ2)
p(d | θˆ)
, (12)
where θˆ denotes the global maximum-likelihood estimator and Lp is the profile likelihood (9). Wilks’ theorem
now states that, under some regularity conditions, the distribution of −2lnΛp(θ1, θ2) is asymptotically χ2-
distributed (with two degrees of freedom) [69] and (12) can easily be turned into a statistical test to obtain
a p-value, the probability of the test statistic being more extreme than the observed data (under the null
hypothesis). The boundary of the confidence region at confidence level α is then found by setting the p-value
equal to α and determining the corresponding parameters values that bound the region (inside which the
p-value is larger thanα). This leads to the familiar prescription that, for example, the 68.27% confidence interval
for one parameter θ is bounded by values where 2lnΛp(θ) has dropped by one unit from its maximum value.
One of the regularity conditions of Wilks’ theorem is that the hypothesis being tested must not lie on the
boundary of the parameter space. For considering the null hypothesis of no DM signal, which is equivalent
to setting 〈σv〉 to its boundary value 〈σv〉 = 0, the regularity condition is not met and Wilks’ theorem does
not apply.10 There is no guarantee that the ensuing distribution for the test statistic is anywhere near the
χ2 distribution (see e.g. Ref. [71]). However, for the purpose of setting an upper limit, the usual prescription
still applies if one considers the unphysical region where 〈σv〉 < 0 as part of the parameter space, where the
Wald approximation (which is valid asymptotically for large number of data points) leads to Wilks’ result.
2.5 Priors
The choices of priors on the model parameters are listed in Table 1. With a log-uniform prior on the WIMP mass,
mχ, we encode our ignorance of the scale of new physics. Due to kinematic reasons, for WIMP annihilation
there is also a natural choice for the lower limit on the mχ prior for any given annihilation channel.
For 〈σv〉, a similar rationale could be applied, but there are other choices of prior which have been used in
the literature – such as a prior that is uniform in 〈σv〉 itself or one that is proportional to 〈σv〉−1/2 [12, 17].
Choosing a prior proportional to 〈σv〉−1/2 can be reasoned for in this context since the Jeffreys prior11 for the
rate λ in a Poisson likelihood is proportional to λ−1/2 [72]. This is however the Jeffreys prior for the background-
free case, and is also the so-called reference prior for this case.
Another choice is a prior that is uniform in the log of 〈σv〉, which requires both a lower and an upper cut-
off to be proper. This choice gives equal a priori weight to all orders of magnitude in 〈σv〉, which reflects
indifference as to the scale of the cross section. It has however the disadvantage that Bayesian upper limits
on the cross section (in the absence of a detection) and the model selection outcome both depend explicitly
10In this case, Chernoff’s theorem should be used for hypothesis testing instead [70].
11This is the unique choice of prior (for a given likelihood) that leads to a posterior that is invariant under an arbitrary parameter
transformation.
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Table 1: Prior distributions used in this study. We use two priors on 〈σv〉 and adjust the lower end of the prior
on mχ as appropriate for the given annihilation channel. The priors in the bottom part of the table apply
to all dwarfs k = 1, . . . ,27 and 〈σv〉−26 ≡ 〈σv〉/10−26 cm3s−1. Priors on J are kernel density estimates of
the posteriors found in Ref. [37].
Parameter Prior type Channel Range
mχ
/
GeV log-uniform bb¯
[
5, 104
]
log-uniform τ+τ−
[
2, 104
]
〈σv〉−26 log-uniform both [0.01, 100]
uniform both [0, 100]
log10 Jk KDE both
βk uniform both [0, 2]
(if weakly) on the chosen lower cut-off, which is somewhat arbitrary (we justify our choice below, using an
argument based on the expected observational sensitivity).
Finally, one can choose a prior that is uniform in 〈σv〉 itself, which is bounded from below by 0 but still
requires an upper cut-off to be proper. When the quantity being constrained may a priori be compatible
with 0, i.e. when searching for a signal that could be absent, this prior has the advantage of including that
possibility [73]. The disadvantage, however, is that the upper cut-off effectively sets a scale with higher a priori
weight for the parameter in question.
One can argue that the natural scale for 〈σv〉, under the DM hypothesis, is of order of the thermal cross section,
which is a few times 10−26 cm3s−1 for masses above 10 GeV and only mildly depends on the WIMP mass [74].
If 〈σv〉 is expressed in those units, then a choice of prior that is uniform in 〈σv〉 correctly expresses our theoretical
expectation that its value should be close to that order of magnitude (if non-zero) and reproduces the observed
DM density, ΩDMh2 ≈ 0.12 [1].
Comparing the results for different choices of priors is essential in a Bayesian framework. Since Ref. [17]
found that the limits derived from a prior uniform in 〈σv〉 and the 〈σv〉−1/2 prior are similar to within a factor
of 1.5 (in what they called a “hybrid Bayesian analysis”), we will adopt two priors, which are expected to bracket
possible reasonable prior choices, namely a prior uniform in the log of 〈σv〉 and one that is uniform in 〈σv〉
itself (both with appropriately chosen cut-off values).
The choice of lower cut-off is trivial for the prior uniform in 〈σv〉, as the lower cut-off is naturally 〈σv〉 = 0. It
is far more subtle for the log-uniform prior: below a certain value for 〈σv〉, the likelihood becomes flat, since the
WIMP signal falls to zero, and hence the posterior follows the shape of the prior in this region. This is in contrast
with the region of larger and larger 〈σv〉, where the likelihood drops rapidly towards and the posterior is driven
by the data. This means that both the upper limit on the cross section from the posterior distribution and the
model selection result depend on the chosen lower bound for the 〈σv〉 prior. We therefore need a physical
argument to set it, lest the result becomes arbitrary.
In principle, one could use theoretical constraints on models with a DM candidate (e.g. supersymmetry)
to inform the lower cut-off on 〈σv〉. Unfortunately, for models like the seven-dimensional MSSM, it has been
shown that cross sections as low as σ∼ 10−46 cm2 are possible [75]. As a consequence, the corresponding values
of 〈σv〉 are several orders of magnitude below the thermal cross section as well as the sensitivity of existing and
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even planned future experiments [76].
Instead, we adopt a variation of the argument presented in Ref. [77], using the expected signal to define a
criterion by which the model with a DM signal becomes indistinguishable from the background-only model.
Specifically, we compute the value of 〈σv〉 for which the DM signal – in all energy bins for every dwarf and
channel – is less than one photon. To obtain this estimate, we fix the J-factors to the values at the modes of
their distributions. For the RET II only analysis, the minimum value (for PASS 7 and PASS 8; both channels) is
〈σv〉−26 ≈ 0.04, while for all dwarfs (PASS 8 and global fit data; both channels) the minimum value is 〈σv〉−26 ≈
0.008 (for URSA MAJOR II). We therefore deem all points in parameter space for 〈σv〉−26 < 0.01 to be empirically
indistinguishable from a background-only model. We could have even used a larger threshold, since in practice
uncertainty in the background model means that even signal models with a larger number of photons become
effectively unidentifiable. Our choice is however conservative, in that it gives a slightly larger prior parameter
space to the signal model, therefore disfavouring it via the Occam’s razor effect against the background-only
alternative.
For the upper cut-off in both priors, a prior uniform in the log of 〈σv〉 and uniform in 〈σv〉 itself, we make use
of the argument for the thermal cross section presented before: if the DM in the dSphs is expected to be mostly
constituted by WIMPs, the natural scale for the cross section is of order a few times 10−26 cm3s−1 [74]. Since
ΩDMh2 ∝〈σv〉−1, a WIMP with 〈σv〉−26 > 100 is expected to contribute less than a few percent to the DM in the
dSph, thus making it unviable as the DM and as a source of gamma rays. We therefore use 〈σv〉−26 = 100 as an
upper cut-off.
Regarding the background normalisation βk for dwarf k, the reference scale is βk = 1, since this corresponds
to the value obtained in an all-sky fit. The natural lower cut-offs are at βk = 0. We therefore choose a uniform
prior around the reference value, allowing for a rather conservative upwards deviation up to βk = 2, which we
adopt as the upper cut-off value. For the J-factor of dwarf k, the prior on log10 Jk is the KDE approximation to
the kinematic data analysis result, as explained in Sec. 2.3.
The choice of priors is important for the outcome of the Bayesian model comparison, which always depends
on it (differently from parameter inference, where the posterior is asymptotically independent of the prior).
This is because the strength of the Occam’s razor effect is controlled by the relative volume enclosed by the
support of the likelihood vs that of the prior. Therefore, particular attention must be paid to the prior selection
in order to obtain interpretable results with Bayesian model comparison.
Firstly, the Savage-Dickey density ratio shows that priors on parameters that are common between the
background only model and the background-plus-signal model do not influence the outcome of model selection
between them [77]. Therefore, the only priors we need to be concerned about are those on the WIMP mass and
cross section.
Secondly, the WIMP mass is unconstrained by the dSph data when all other parameters have been marginalised
out. Therefore, the prior and posterior volume on the mass are almost identical (with any reasonable choice of
prior) and the model selection outcome does not depend on the prior choice on the mass. We are thus left with
only having to worry about plausible choices for the prior on the cross section.
Regarding 〈σv〉, we have argued above that both priors, uniform in the log of 〈σv〉 and uniform in 〈σv〉 itself,
are plausible choices. However, such priors must be proper, and the scale of the cut-offs will impact the model
selection result. Fortunately, the dependency of the Bayes factor is only logarithmic in the chosen cut-off scale,
hence relatively weak, given that the Jeffreys’ scale for interpretation of the model comparison result is also
logarithmic.
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3 Results and discussion
In this section, we present and discuss the results of the RET II analysis as well as the global analysis involving
all 27 dSphs. We use various algorithms12 for the different tasks such as MultiNest [80–82] for calculating the
Bayesian evidence. MultiNest is a nested sampling algorithm [83], closing in on the regions of highest likelihood
in nested shells. For MultiNest, these shells are approximated with an ellipsoidal decomposition, and contain
sets of live points that are updated in each iteration step by replacing the point with the lowest likelihood by a
new one from the prior distribution under the constraint that is has a larger likelihood value.
We use T-Walk [78] for sampling posterior distributions, which is an ensemble Markov Chain Monte Carlo
algorithm based on Ref. [84]. It consists of a fixed number of chains, one of which is advanced at each iteration.
This selection is random and the proposal distribution for the advancement, which is selected from a pool of
different “moves”, depends on the remaining chains.
Finally, Diver [78] is used to map out the profile likelihood (which requires dedicated tools, since the typical
Bayesian sampling of the posterior offers insufficient resolution for profile likelihood mapping [85]) and is a
differential evolution algorithm [86]. It consists of a “population” of parameter points, whose parameter values
are its “genes”. The population evolves over time via mutation and crossover (of “genes”), and selection (of
the “fittest individuals”, where fitness is measured by the log-likelihood value), hence mimicking the process of
natural selection. This aims at achieving the highest possible “fitness” amongst some of the parameter points,
i.e. the optimal likelihood value.
3.1 Analysis of Reticulum II
First, we investigate the WIMP parameter space of mass, mχ, and velocity-averaged cross section, 〈σv〉, using
only the RET II data described in Sec. 2.1. The additional nuisance parameters for RET II are therefore the
background scaling, βRET II, and the J-factor, log10 JRET II. Since this part of the study is mainly to illustrate
our methodology and since qualitative conclusions from the τ+τ− and bb¯ channels are similar, we restrict our
RET II analysis to the τ+τ− channel only.
The non-default settings for Diver (NP: 5×104, convthresh: 10−5, jDE: true, lambdajDE: false), MultiNest
(nlive: 2×104, tol: 10−4), and T-Walk (sqrtR: 1.001 with 528 MPI processes) were informed by a previous
study using these algorithms [78].
Since the number of weeks for our data selection is the same as in Ref. [15], we expect to find an indication for
a signal using PASS 7 data. This indeed is confirmed by Fig. 1, which shows PASS 7 and PASS 8 data for RET II
together with the best-fit spectra from the fit that we perform later in this section (red lines). In the energy
region around a few GeV, there appears to be an excess above the fitted background (blue lines) for PASS 7,
which is less prominent for PASS 8. This energy region is therefore able to accommodate an additional signal
contribution from DM annihilation. The number of “excess photons” amounts to about 26 photons in PASS 7
and 11 photons in PASS 8 across the whole energy range considered.
The lowest energy bins, on the other hand, place the strongest constraints on the background normalisation,
due to the high number of observed counts in them. This is an important consideration for any analysis that
simultaneously fits background and signal contributions. The lowest two energy bins, i.e. energies below
about 0.6 GeV, are more important in PASS 8 than in PASS 7, given that there are 19 additional photons in PASS 8.
However, the energy bins in the right half of the bump contain fewer photons in PASS 8 compared to PASS 7.
12We make use of the ScannerBit [78] interface for those software packages, which is a part of GAMBIT [79].
12
1 10 100
Photon energy E [GeV]
1
10
100
D
if
f.
en
er
gy
fl
u
x
E
d
2
Φ
d
E
d
Ω
[a
rb
.u
.]
64 38
30 18
16 10
8
1
1
dSph: RET II, PASS 7, τ+τ− channel
Galactic diffuse background
Total background
Total background + DM signal
Observed counts
1 10 100
Photon energy E [GeV]
1
10
100
D
if
f.
en
er
gy
fl
u
x
E
d
2
Φ
d
E
d
Ω
[a
rb
.u
.]
82
39 26
21 13 7
1
1
1
dSph: RET II, PASS 8, τ+τ− channel
Galactic diffuse background
Total background
Total background + DM signal
Observed counts
Figure 1: Spectra for 6.5 years of PASS 7 (left) and PASS 8 (right) data for RET II. We show the observed
counts (black circles and numbers) with Poisson error bars, as well as the backgrounds (blue lines)
and background plus DM signal (red lines), according to the best-fit parameters in the τ+τ− channel.
In Fig. 2, we show profile likelihoods (top panels) and the marginal posteriors (bottom panels) for the
WIMP mass and cross section, where the nuisance parameters βRET II and log10 JRET II have been profiled out
and marginalised over, respectively.13 The profile likelihood for PASS 7 (top left panel) shows a more than 3σ
preference for a DM signal. Such a preference is reduced to 1σ when using PASS 8 data (top right panel).
As we saw in Fig. 1, the energy region of the putative excess results in a preferred value for the WIMP mass mχ.
The inclusion of the likelihood for JRET II, on the other hand, allows for a direct inference on 〈σv〉, which includes
both the uncertainty in the J-factor measurement and that from the Poisson likelihood.
The best-fit parameters of the WIMP properties for the τ+τ− channel in PASS 7 (PASS 8) data are m̂χ = 13.3GeV
and〈σv〉−26 = 5.48 (m̂χ = 14.4GeV and〈σv〉−26 = 1.96). The best-fit mass values are similar for PASS 7 and PASS 8
because the putative excess is around the same energy region for both data sets. Since the number of “excess
photons” in this region is higher for PASS 7, it is also not surprising that the best-fit parameter for 〈σv〉 reflects
this.
While the statistical interpretation of the posterior credible regions (CRs) in a Bayesian analysis is different
from the confidence levels (CLs) in a frequentist understanding, the Bayesian posteriors in the bottom panels
of Fig. 2 paint a qualitatively similar picture in terms of the statistical conclusions. The PASS 7 marginal
posterior distribution shows a very slight presence of an additional signal to the background; the 68.27% CR
(corresponding to 1σ in the Gaussian case) is a closed contour, but the 95.45% CR (corresponding to 2σ in the
Gaussian case) does not exclude the lower prior cut-off. For PASS 8 data (bottom right panel), the 68.27% CR in
the same plot extends to most of the parameter space. This region becomes difficult to sample because the
posterior distribution flattens out and thus the sampled posterior looks “patchy” in the plot. Comparing the top
(frequentist) and bottom (Bayesian) panels, we notice that the Bayesian inference tends to be more conservative,
as the marginalisation over the nuisance parameters typically produces wider CRs when compared to profiled
likelihood CLs in cases where there is significant “volume effect” in the hidden dimensions (see e.g. Ref. [88]).
In light of this result for the Bayesian parameter inference, we do not expect to find Bayesian evidence for the
DM signal hypothesis from either data set when we perform a Bayesian model comparison later in this section.
13We make use the software pippi [87] for plotting the marginalised posterior distributions and profile likelihoods.
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Figure 2: Constraints on WIMP parameters from 6.5 years of RET II data. We show profile likelihoods (top) and
marginal posteriors (bottom), using PASS 7 (left) and PASS 8 (right) data for the τ+τ− channel and a
log-uniform prior on 〈σv〉. The star denotes the best-fit point. We show two-sided CLs and highest
posterior density CRs for profile likelihoods and posteriors, respectively. Note that the posteriors are
restricted to the region 〈σv〉−26 < 100 due to the prior range on 〈σv〉.
In Fig. 3, we show all one- and two-dimensional marginal posteriors for PASS 7 vs PASS 8 data and a log-
uniform prior on 〈σv〉. This illustrates again that, in PASS 7, there is a clearly preferred range for 〈σv〉, while in
PASS 8 there is not. However, the regions of highest posterior density (HPD) in both data sets are roughly in
the same regions in parameter space as each other and the highest profile likelihood regions in the frequentist
analysis. This means that the priors did not have a large impact on the analysis and the parameter regions
singled out by the analysis are mostly data-driven.
Figure 3 is also useful for visualising correlations between parameters, such as the expected anti-correlation
between JRET II and 〈σv〉 from PASS 7 data, where a signal is preferred. This is because the DM signal is
proportional to the product of both. Furthermore, the one-dimensional marginalised posteriors summarise
the constraints that can be put on the individual parameters. Regarding mχ and 〈σv〉, they follow the expected
behaviours in case of a strong (PASS 7) or weak (PASS 8) preference for a signal, while JRET II behaves as expected
for a constrained nuisance parameter.
We note an interesting result for the background normalisations: In PASS 7 (PASS 8), we have a best-fit value of
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Figure 3: One- and two-dimensional marginal posteriors for RET II (6.5 years, τ+τ− channel, log-uniform prior
on 〈σv〉), showing the the 68.27%/95.45%/99.73% credible regions from RET II data. The red colour
maps, contours and shaded regions are for PASS 7, while the blue contours are for PASS 8. Red and
blue stars indicate the best-fit points for the respective data sets.
βˆRET II ≈ 0.60 (βˆRET II ≈ 0.53), which is considerably lower than the all-sky value of 1. In particular, this difference
is significant for PASS 8, i.e. outside the 99.73% CR for the resulting posterior distribution (for both priors).
Since the background level is mostly determined by the lowest energy bins, this implies that the background in
the immediate vicinity around RET II is quite lower than the average in a larger surrounding area. The best-fit
background rescaling parameter is slightly lower in PASS 8 than in PASS 7, and since the background spectral
shape is fixed, this means that the best-fit background counts in the region of the putative excess is smaller
in PASS 8 than in PASS 7. Despite this, the preference for a DM signal is smaller in PASS 8. This points to the
conclusion that the difference arises not because of a different background fit, but rather because of a genuine
reduction in the number of excess photons in going from PASS 7 to PASS 8. Since we introduced the scaling
parameters βk to account precisely for the possibility of a local discrepancy of the background with respect to
the fitted global background model, it will be interesting to compare results for a larger number of dSphs in the
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Figure 4: One-dimensional marginal posteriors (blues lines) and profile likelihoods (red lines) for mχ (top) and
〈σv〉 (bottom). We show these for 6.5 years of PASS 7 (left) and PASS 8 (right) data (RET II, τ+τ− channel).
next section. The shapes of the marginal posteriors for βRET II are also similar, with the marginalised posterior
PASS 7 data being slightly broader than in PASS 8.
Figure 4 shows the one-dimensional marginal posterior distributions and profile likelihoods for mχ and 〈σv〉
and the two priors on 〈σv〉 adopted in this study. For a log-uniform prior on 〈σv〉, the resulting CRs are fairly
similar in both PASS 7 and PASS 8. However, this is not the case when using a uniform prior on 〈σv〉. In the
left panel of Fig. 4 we can see that, for PASS 7, the modes of the profile likelihood and posteriors agree rather
well, even though the mode for 〈σv〉 using a uniform prior on 〈σv〉 is found at a higher value compared to the
other two, reflecting the higher prior density for larger 〈σv〉 values under the uniform prior on this quantity.
For PASS 8 (right panel), on the other hand, the main modes of the marginal posteriors for mχ and 〈σv〉 (using
a uniform prior on 〈σv〉) get both shifted to higher values compared to the profile likelihoods and marginal
posteriors using a log-uniform prior on 〈σv〉. Also, the marginal posteriors with the two different priors are quite
different from each other, indicating strong prior dependence as a consequence of less constraining data. This
is due to the absence of a strong preference for a signal in PASS 8 and the higher prior weight on larger values for
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Table 2: Bayes factors for comparing a background-only model with a model including an additional DM signal
from τ+τ− channel annihilation (using 6.5 years of RET II data). A positive (negative) value of ln(B10)
indicates evidence in favour of (against) the model with an additional DM signal. The value of B10 gives
the posterior odds between the DM model and the background only model if each model has equal
prior probability.
PASS 7 PASS 8
Prior on 〈σv〉 uniform log-uniform uniform log-uniform
Bayes factor ln(B10) 1.61±0.02 1.92±0.02 −0.70±0.02 −0.065±0.016
B10 5:1 7:1 1:2 1:1
the cross section affects the posterior on the WIMP parameters. While a significant part of the posterior density
is concentrated around the best-fit points for a log-uniform prior on 〈σv〉, a uniform prior on 〈σv〉 dominates
the posterior density in PASS 8 and causes the marginal posterior of the cross section (and hence also the mass)
to move to higher values.
3.1.1 Model comparison for Reticulum II
To quantify the preference (or lack thereof) for a DM signal contribution to the gamma-ray spectrum of RET II,
we compute the Bayesian evidence for the background-only and the background-plus-signal model. The
conceptual difference between Bayesian model comparison and frequentist hypothesis testing is that the latter
can only reject the null hypothesis, while the former can show a preference for a simpler model whenever the
added complexity of the more complicated model is not warranted by the data. In other words, the Bayesian
model comparison framework includes an automatic Occam’s razor effect.
We define the background-only model via setting 〈σv〉 = 0, meaning that the DM mass parameter becomes
non-identifiable. The resulting Bayes factor for both data sets, PASS 7 and PASS 8, as well as the two adopted
choices of prior on 〈σv〉 are given in Table 2.
We use a commonly applied scale for categorising how strongly one model is favoured over the other, dating
back to Jeffreys [89, 90], with the nomenclature adopted from Ref. [66]. This “Jeffreys’ scale” has thresholds at
|ln(B10)| = 1.0, 2.5, and 5.0, which we call respectively weak, moderate, and strong evidence. From Table 2, we
can see that only PASS 7 data gives weak evidence (i.e. a Bayes factor of more than 3:1) for the DM hypothesis
regardless of the adopted prior. On the other hand, the model comparisons using PASS 8 neither favour a
DM signal, as already anticipated in the previous section, nor do they favour the background-only model. The
PASS 8 data are simply insufficiently informative to reach a conclusion either way.
We notice that, as expected, the outcome of the Bayesian model comparison is much more conservative
than what would be obtained using a p-value frequentist approach [91]: even in the case of PASS 7 data, which
gives a more than 3σ significance for a non-zero 〈σv〉, the Bayes factor for a uniform log-uniform prior is
only 7:1, shy of the threshold for even moderate evidence at 12:1. This is an example of a well known statistical
phenomenon called the Lindley paradox: the outcome of hypothesis testing and Bayesian model comparison
differs (even asymptotically for large amount of data), because the two approaches ask fundamentally different
questions (see Refs [67, 77] for a detailed discussion and further references).
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In any case, the model comparison further quantifies the mostly qualitative findings that emerged so far in
this section. In agreement with previous explanations for the difference in significance for a potential excess
in RET II [16, 30], we also find that this is due to the differences in PASS 7 and PASS 8 since the results of the
Bayesian and the frequentist analysis agree when using RET II data based on the same selection criteria.
3.1.2 Posterior predictive distributions for signal strengths in other dwarfs
After having re-visited the purported gamma-ray excess in RET II, we investigate how our conclusions might
change in other dSphs, both in terms of WIMP parameter constraints and model selection outcome. Our
starting point is to note that physical consistency requires that the WIMP parameters must be the same across
all dSphs. Therefore, given a putative excess from RET II, it is helpful to quantify the probability that an excess
due to the same dark matter candidate ought to be measured in other dwarfs. One possibility is to use the
best-fit WIMP parameters from RET II to establish the strength of the DM signal in other dSphs. However,
this approach neglects the uncertainties in the WIMP parameters as well as the uncertainties arising from the
J-factor and background rescaling for the dwarf for which the prediction is being made. It also does not quantify
the probability of achieving a statistical significant measurement in another dwarf.
In this section, we introduce the posterior predictive distribution (PPD) as a tool to precisely quantify the
probability of seeing a DM-related signal in one dSph, conditional on the observation in another one (in this
case, RET II). The same approach can also be used to make prediction for future observations of the same dwarf,
i.e. over longer integration times.
The advantage of this approach is three-fold: firstly, the ensuing predicted distribution is a probability
distribution for the yet unobserved data, which fully accounts for all relevant sources of uncertainty. Secondly,
this approach clarifies that not seeing a DM signal from a dwarf where one would not expect it (e.g. because
the J-factor is too low) is not an indication against the DM model. Indeed, the contribution to the Bayes
factor from such a dwarf is null: if the distribution of data under both the background-only model and the
background-plus-signal model are observationally indistinguishable, then making the observation is not going
to teach us anything about the relative viability of each model. Finally, PPDs indicate the most promising targets
to improve the model comparison result, for example to test the DM model further. A natural extension of PPD
is Bayesian decision theory and experimental design, which we do not however pursue further in this work (see
Ref. [92] for an example and discussion). More generally, it is important to note that the PPD can be based on
posterior samples from any experimental search, not just dSphs.
The PPD for any observableO (which might be future or not-yet-analysed data), given previously analysed
data d , is
p (O |d)=
∫
Θ
p(O,θ|d)dθ =
∫
Θ
p (O |θ, d) p (θ |d) dθ =
∫
Θ
p (O |θ) p (θ |d) dθ , (13)
where p (O |θ) is the likelihood for data O given parameters θ, weighted by the posterior distribution from
current data, p (θ |d), and integrated over all values for the parameters, θ ∈ Θ. One can easily see that this
generalises the “best fit prediction”, obtained directly from the best-fit estimate for θ, which is in particular
appropriate if the uncertainty on θ is relevant. The best-fit prediction is recovered from (13) by setting p (θ |d)=
δ(θ− θˆ), where θˆ is the maximum-likelihood estimator of the parameters.
To obtain the PPDs, we select 5×105 random samples out of the equally weighted posterior samples from
the analysis of 6.5 years of PASS 7 data using RET II only. We then generate a realisation of background and
DM signal counts for each dSph by drawing them from Poisson distributions with rates given by (3). In order
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to do so, we require values for the J-factor and background normalisation entering the Poisson rate for the
dwarf for which the prediction is made. These are obtained by drawing random samples from informative prior
distributions: for the J-factors, we draw J-factor samples directly from the posterior samples supplied in the
auxiliary material of Ref. [37]. For the background normalisations, we used as a prior a normal distribution with
mean 1.03 and standard deviation 0.20. These values were obtained as the mean and standard deviation after
combining the posterior samples for all the background normalisation parameters βk in the global analysis in
Sec. 3.2. This represents an average distribution for the background scaling parameter across the 27 dwarfs
in the PASS 8 data set for 10 years of Fermi-LAT observations. As this averages over all dwarfs, it is a more
conservative approach than trying to obtain such a prior based on data from each dSph individually.
Figure 5 demonstrates how the PPDs conditional on data from one dSph (RET II) can be used as a diagnostic
tool to identify discrepancies between the predicted vs the observed data in the other dSphs, and with a
larger amount of data, thus selecting he most promising targets for analysis. The figure shows predictions
for the spectra (left panel) of the background-only model (filled regions) and for the background-plus-signal
model (empty regions) in six different dSphs after 10 years of PASS 8 observations, conditional on the posterior
samples from the PASS 7 analysis of RET II only, adopting a log-uniform prior on 〈σv〉. We show the PPDs for the
three classical and three ultrafaint dSphs with the highest median J-factors as examples for the discussion. From
a Bayesian model averaging perspective, for each dwarf one could obtain an averaged prediction by summing
the two models’ PPDs with weight given by each model’s posterior probability. Given that the outcome of the
Bayesian model selection in the previous section was essentially inconclusive, for non-informative priors for
each model the models’ posterior probabilities are almost equal. Therefore, a model-averaged prediction would
be an approximately equal mixture of the PPDs for each separate model.
We observe in general that, after accounting for all uncertainties, the 68% regions of the PPD predictions for
the background-only and for the signal-plus-background model overlap for all energy bins and all dwarfs shown
here. This means that a detection of a dark matter signal in these dwarfs would rely on a fortuitous upwards
fluctuation of the signal (or downward fluctuation of the background). This is true even for the dSphs with the
largest median J-factors, URSA MAJOR II and SEGUE 1, which produces the more prominent “bump” in the
background-plus-signal model in the region of the putative excess between 1 GeV and 10 GeV. We also see some
downward fluctuations of the observed counts in some energy bins when compared to the background-only
predictions, but always within the 95% predicted probability band.
A more quantitative way of assessing how promising a dSph is in terms of detecting a dark matter signal is the
predicted distribution for the signal-to-noise ratio (SNR) in the background-plus-signal model. The SNR for
the new dwarf, conditioned on RET II data, is computed according to the prescription in Ref. [29, Eq. 18]. That
study introduces a test statistic T which is shown to have more power than any other at distinguishing a dark
matter signal from background. The SNR is a measure of expected detection significance when using this test
statistic to search for a signal. It is defined as
SNR≡ E[T |H1]−E[T |H0]
Std[T |H0]
, (14)
where E[T |H1] is the expected value of the test statistic under the signal-plus-background hypothesis, while
E[T |H0] and Std[T |H0] are the expected value and standard deviation of the test statistic under the background-
only hypothesis. Following Ref. [29, Eq. 18], the SNR for a dSph is computed using SNR2 =∑i , j (sDMi , j )2/bi , j ,
where the sum is over spatial and energy bins for the dSph and bi , j ≡λi , j − sDMi , j (see Sec. 2).
The resulting distributions and highest-posterior density CRs for the SNRs are shown in the right panel of
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Figure 5: Posterior predictive distributions for photon flux (left) and the SNR (right) for 10 years of PASS 8 data, conditional on 6.5 years
of PASS 7 data (RET II only, log-uniform prior on 〈σv〉, τ+τ− channel). Left: We show the observed counts (black circles with
Poisson error bars; bold numbers give the number of photons in each bin), the 68%/95% CRs for the background-only model
(blue/red shaded regions; black numbers give the mean predicted number of counts) and for the signal-plus-background
model (solid/dashed empty regions; grey numbers), respectively. Right: The green/brown shaded regions delimit the
68%/95% predicted probability interval for the SNR.
10−3 0.01 0.1 1
95% lower limit on the signal-to-noise ratio
0
20
40
60
80
100
5σ
d
is
co
ve
ry
p
ro
b
ab
li
ty
in
%
H
E
R
C
A
V
E
I
S
E
X
T
C
A
V
E
II
L
E
O
I
F
O
R
C
A
R
U
R
M
A
I
C
A
R
II
L
E
O
II
A
Q
U
A
II
B
O
Ö
I
H
O
R
I
S
C
U
L
T
U
C
II
S
E
G
1
D
R
A
R
E
T
II
C
O
B
E
U
R
M
I
U
R
M
A
II
Predictions for individual dSphs (10 years, PASS 8, τ+τ− channel)
Conditioned on RETII (6.5 years, PASS 7, τ+τ− channel)
10−7 10−6 10−5 10−4 10−3
95% lower limit on the signal-to-noise ratio
0
20
40
60
80
100
5σ
d
is
co
ve
ry
p
ro
b
ab
li
ty
in
%
H
E
R
C
A
V
E
I
S
E
X
T
C
A
V
E
II L
E
O
I
F
O
R
C
A
R
U
R
M
A
I
L
E
O
II
C
A
R
II
A
Q
U
A
II
B
O
Ö
I
S
C
U
L
H
O
R
I
D
R
A
R
E
T
II T
U
C
II
C
O
B
E
U
R
M
I S
E
G
1
U
R
M
A
II
Predictions for individual dSphs (10 years, PASS 8, τ+τ− channel)
Conditioned on RETII (6.5 years, PASS 8, τ+τ− channel)
Figure 6: Posterior predictive probability of making a detection of a DM signal at more than 5σ significance
in another dwarf, including all relevant sources of uncertainty, conditional on RET II data. We show
the results, sorted by their lower SNR limit, conditioned on 6.5 years of PASS 7 (left) and PASS 8 (right)
RET II data (τ+τ− channel, log-uniform prior on 〈σv〉). The probability of detection drops dramatically
from PASS 7 to PASS 8 data.
Fig. 5 in order of decreasing predicted median SNR (from top to bottom). Notice that given our definition of
SNR, a value of SNR> 5 would correspond to a 5σ detection (assuming a Gaussian distribution of T under the
background-only hypothesis). While the maximum of the predictive distribution is in all cases above unity (and
often above a value of 5, corresponding to a 5σ detection), the predictive distribution has very long tails as a
consequence of the uncertainties in the J-factor and background normalisation, which are fully accounted for
in the prediction. There is hence a large fractional probability that the SNR will be smaller than unity and that
any signal will be undetectable. We can thus classify each dwarf in terms of the probability to obtain a detection
(defined as an SNR value larger than 5), which we call the “discovery probability”. This is simply the integrated
posterior predictive probability density for SNR> 5. Another measure of the chance of a dark matter detection
is the 95% lower limit from the PPD for the SNR. This gives the value of the SNR for which 95% of the predicted
probability density lies above.
We show these values in Fig. 6, conditioned on 6.5 years of RET II data in PASS 7 (left panel) and PASS 8 (right
panel) for the τ+τ− channel and a log-uniform prior on 〈σv〉. The individual dSphs are sorted by the 95% lower
limit on the SNR. Conditional on PASS 7 data, the probability of a discovery in an individual dSph is larger than
50% in five of them. The highest individual discovery probability occurs for both SEGUE 1 (whose subtle tail
in the J-factor distribution influences the lower limit on the SNR) and URSA MAJOR II with a value of about
75%. Note that the six dSphs with long tails (cf. Sec. 2.3) do not appear in the plot because they have much
lower limits with vanishingly low SNR< 10−12. However, PEGASUS III and DRACO II still show a fairly reasonable
discovery probability of 16% and 17%, respectively.
We can also evaluate the probability that at least one of the dSphs yields a 5σ or higher detection.14 If
14Technically, each dSph detection probability is a local probability that ignores the so-called “look-elsewhere effect”, arising from multiple
testing when looking at many dSphs. Even if there is no DM signal, statistical fluctuations in the background would be expected to
yield a 5σ detection if one tests a sufficiently high number of dSphs. Estimating the look-elsewhere effect would require evaluating the
probability of a false detection from any one of the tested dSphs. However, this cannot be done in our framework since the SNR we use is
undefined in the absence of a signal.
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each dwarf were independent, the probability of a detection in any one of the N = 27 dwarfs (ignoring the
“look-elsewhere effect”) would simply be given by
Pdet = 1−
N∏
k=1
(
1−
∫ ∞
5
p (SNRk |d) d(SNRk )
)
, (15)
where d are the data that the PPD is conditioned upon, and p is the PPD for the SNR in dwarf k. However, the
signal is of course fully correlated in all dSphs since, in the presence of dark matter, the WIMP mass and cross
section are exactly the same for all dSphs. Therefore, we must instead estimate the probability of making a
detection in at least one dwarf numerically, as the fraction of posterior samples for which SNR> 5 in at least
one dwarf, i.e. the SNR surpasses the detection threshold. Doing so using the PASS 7 posterior samples results
in a probability of 90%. This means that, conditional on PASS 7 RET II data, there is an 90% probability that at
least one of the other dwarfs yields a 5σ detection.
Conditional on 6.5 years of PASS 8 data from RET II, on the other hand, there is no strong preference for a
DM signal and it is therefore not surprising that the predicted SNR in the other dSphs will generally not yield
a detection (right panel of Fig. 6). However, a few of dwarfs, such as URSA MAJOR II or SEGUE 1, still have a
sizeable probability for an individual detection. Still, the probability to make a detection in at least one dSph,
conditional on 6.5 years of RET II data in PASS 8, drops to 26%. The six dwarfs with long tail have again a
much lower limit on the SNR than the others, with PEGASUS III and DRACO II showing comparable discovery
probabilities to other dSphs (2.3% and 4.9%, respectively).
PPDs can therefore be used as a tool to determine which dSphs are likely to result in a detection (or rule out a
model, depending on the statistical question being asked). While a full global analysis is always desirable, it can
become computationally very expensive as more dSphs are added to the likelihood, perhaps with additional
nuisance parameters. In this case, a potential solution is to include only the “most promising” dSphs such that
the outcome of the analysis is ideally approximately as strong as the result of a global, complete analysis. While
the relevance of a dSph might be determined by, e.g., the highest J-factor or their likelihood contribution, PPDs
can help identify these systems in a more statistically principled way, while at the same time accounting for
all relevant uncertainties in the prediction. We apply this method in the next section for the Bayesian model
comparison.
3.2 Global analysis of 27 dwarfs
We now turn to our findings from a global analysis, including all 27 dwarfs in the likelihood and using 10 years
of PASS 8 data. Our analysis has a total of 56 parameters: the background normalisations and J-factors for
each of the dSphs, plus mχ and 〈σv〉. For parameter estimation, we increase the number of parallel chains for
T-Walk (sqrtR: 1.01 with 2016 MPI processes), resulting in around 190 million equally weighted samples for
each channel, and use more demanding settings for Diver (NP: 105, convthresh: 10−7, jDE: true, lambdajDE:
false).
The DM parameter constraints from the global analysis, separately considering the τ+τ− and bb¯ channels,15
are shown in Fig. 7. The top row shows results from the profile likelihood (where the nuisance parameters
15We also performed global fits using the branching fraction bτ+τ− into τ
+τ− as an additional free parameter with a uniform prior in
the range [1, 0]. We found no strong preference for either channel: annihilation into mostly bb¯ (bτ+τ− < 0.25) has a 23% posterior
probability, while annihilation into mostly τ+τ− (bτ+τ− > 0.75) has a 31% posterior probability. Since these values are close to 25%, i.e.
the value under the uniform prior, this means that the data cannot constrain this additional parameter.
22
★●
0.01
0.1
1
10
100
103
104
C
ro
ss
se
ct
io
n
〈 σ
v
〉 /
10
−2
6
cm
3
s−
1
P
ro
fi
le
likelih
o
o
d
ratio
Λ
=
L
/L
m
ax
10 100 103 104
WIMPmassmχ/GeV
0.0
0.2
0.4
0.6
0.8
1.0
Prof. likelihood (global fit, PASS 8, bb¯ channel)
90%/95%/99% CLs (conditioned onmχ; 1 d.o.f.)
Thermal relic cross section (Steigman+ ’12)
Galactic Centre Excess (2σ/3σ, Calore+ ’14)
Upper limits at 95% CL:
Fermi-LAT ’15 (6 years, 15 dSphs)
Fermi-LAT+DES ’16 (6 years, 41 dSphs)
★
●
0.01
0.1
1
10
100
103
104
C
ro
ss
se
ct
io
n
〈 σ
v
〉 /
10
−2
6
cm
3
s−
1
P
ro
fi
le
likelih
o
o
d
ratio
Λ
=
L
/L
m
ax
10 100 103 104
WIMPmassmχ/GeV
0.0
0.2
0.4
0.6
0.8
1.0
Prof. likelihood (global fit, PASS 8, τ+τ− channel)
90%/95%/99% CLs (conditioned onmχ; 1 d.o.f.)
Thermal relic cross section (Steigman+ ’12)
Galactic Centre Excess (2σ/3σ, Calore+ ’14)
Upper limits at 95% CL:
Fermi-LAT ’15 (6 years, 15 dSphs)
Fermi-LAT+DES ’16 (6 years, 41 dSphs)
★●
0.01
0.1
1
10
100
103
104
C
ro
ss
se
ct
io
n
〈 σ
v
〉 /
10
−2
6
cm
3
s−
1
R
elative
p
ro
b
ab
ility
d
en
sity
P
/P
m
ax
10 100 103 104
WIMPmassmχ/GeV
0.0
0.2
0.4
0.6
0.8
1.0
Marg. posterior (global fit, PASS 8, bb¯ channel)
90%/95%/99% CRs
95% semi-Bayesian limit (conditioned onmχ)
Thermal relic cross section (Steigman+ ’12)
Galactic Centre Excess (2σ/3σ, Calore+ ’14)
Upper limits at 95% CL:
Fermi-LAT ’15 (6 years, 15 dSphs)
Fermi-LAT+DES ’16 (6 years, 41 dSphs)
★
●
0.01
0.1
1
10
100
103
104
C
ro
ss
se
ct
io
n
〈 σ
v
〉 /
10
−2
6
cm
3
s−
1
R
elative
p
ro
b
ab
ility
d
en
sity
P
/P
m
ax
10 100 103 104
WIMPmassmχ/GeV
0.0
0.2
0.4
0.6
0.8
1.0
Marg. posterior (global fit, PASS 8, τ+τ− channel)
90%/95%/99% CRs
95% semi-Bayesian limit (conditioned onmχ)
Thermal relic cross section (Steigman+ ’12)
Galactic Centre Excess (2σ/3σ, Calore+ ’14)
Upper limits at 95% CL:
Fermi-LAT ’15 (6 years, 15 dSphs)
Fermi-LAT+DES ’16 (6 years, 41 dSphs)
Figure 7: Global analyses using 10 years of PASS 8 data for 27 dwarfs. We show profile likelihoods (top) and
marginalised posteriors (bottom) for the τ+τ− (left) and bb¯ (right) channels. The star denotes the
best-fit point for a given channel. We compare our results with the thermal relic cross section [74],
previous limits [17, 22], and parameters associated with the purported Galactic Centre excess [93].
Note that the posteriors are restricted to the region 〈σv〉−26 < 100 due to the prior range on 〈σv〉.
have been locally maximised), while the bottom row shows the Bayesian posterior (where nuisance parameters
have been marginalised over). We also display for reference the thermal relic cross section [74] and limits
from previous analyses at 95% CL. In the top panels, the confidence limits have been obtained conditional
on the value of the mass, in order to make them exactly comparable to those obtained by the Fermi-LAT
Collaboration [17, 22]. For WIMP masses below about 100 GeV, we obtain stronger limits compared to previous
frequentist analyses. As a consequence, we can exclude the best-fit DM parameter values for the bb¯ channel
DM interpretation of the Galactic Centre (GC) excess [93–97] at more than 99% CL.16 For the τ+τ− channel, the
GC excess best fit point can be excluded at the 95% CL. This improves the exclusion strength of dSphs compared
to previous studies [e.g. 22, 98, 99].
16We only consider the best-fit point and associate confidence regions from the analysis of Ref. [93], since this gives the smallest (and
therefore least constrained) value for the DM cross section, when compared with other GC studies.
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Table 3: Bayes factors for comparing a background-only model with a model including an additional DM signal
(10 years of PASS 8 data; we use the most promising 10 dSphs, selected using the PPD of their SNR). A
positive (negative) value of ln(B10) indicates evidence in favour of (against) the model with an additional
DM signal. The value of B10 gives the posterior odds between the DM model and the background only
model if each model has equal prior probability.
Prior on 〈σv〉 τ+τ− channel bb¯ channel
uniform log-uniform uniform log-uniform
Bayes factor ln(B10) −0.89±0.05 −0.03±0.05 −1.11±0.04 −0.05±0.05
B10 1:2 1:1 1:3 1:1
The Bayesian analysis (bottom panels of Fig. 7) disfavours the GC excess DM interpretation even more strongly.
Indeed, we notice that for low WIMP mass the Bayesian credible region is noticeably more constraining than
the profile likelihood. The entire 3σ confidence region for the DM interpretation of the GC excess from Ref. [93]
is outside the 99% credible regions in the Bayesian analysis (bottom half of Fig. 7), for both channels. Recall
that our choice of prior lower boundary for the Baysian analysis is conservative, i.e. yields looser upper limits
than would be obtained by increasing the lower prior range. Notice that the Bayesian contours in the bottom
panels are two-dimensional credible regions, which cannot be directly compared with the one-dimensional
profile likelihood limits in the upper panels (which instead condition on the value of the mass). To facilitate a
direct comparison, we also compute what we call a “semi-Bayesian 95% limit” on the cross section (shown as
black dashed line in the bottom panel). This is obtained by integrating the posterior conditional on the given
value of mχ, in order to mimic the procedure used for the frequentist conditional CL. This semi-Bayesian limit
is somewhat close to the frequentist 95% CL for lower WIMP masses, but still noticeably stronger for higher
values of mχ.
In our analysis of RET II, we observed that the best-fit points for the background normalisation, βˆRET II, were
significantly lower than the fitted reference value of βRET II = 1 in both PASS 7 and PASS 8. For PASS 8, this
deviation was significant (outside the 99.73% CR) in the marginalised posterior for both priors. In the global
analysis, however, we find that βˆRET II ∼ 1. We interpret this as indicating that the excess photons in RET II
are re-absorbed by the higher background component since non-detections in other dwarfs force the value
of 〈σv〉 (mχ) to lower (higher) values than in the RET II-only analysis. These WIMP parameters do not give a
sufficient signal contribution to explain the RET II excess. Regarding the other dSphs, all but three are consistent
with βk = 1. The exceptions are AQUARIUS II, LEO I, and LEO IV, for which the background normalisations is
significantly larger than unity. Combining the posteriors for all βk into one set results in a distribution that has
a slight tail towards higher values greater than unity, but the posterior mean and standard deviation of all the
posterior samples (all dwarfs combined) are 1.03 and 0.20, respectively.
Finally, we also preformed a model comparison by calculating Bayes factors for the two hypotheses with Multi-
Nest. Obtaining reliable estimates for the Bayesian evidence proved difficult due to the relatively large dimen-
sionality of the parameter space (the efficiency of MultiNest drops quickly above about 30 dimensions [100]).
We therefore reduced the dimensionality of the parameter space by making a smaller selection of dSphs, choos-
ing those with a median predicted SNR greater than unity (which also correspond to the dSphs with the highest
lower limit on the SNR, except DRACO II, as well as the highest discovery probabilities) using the PPD approach
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in the previous section. These are the following ten dSphs: COMA BERENICES, DRACO, DRACO II, HOROLOGIUM I,
RETICULUM II, SCULPTOR, SEGUE 1, TUCANA II, URSA MAJOR II, and URSA MINOR. We also use slightly less
demanding settings for MultiNest (nlive: 2×104, tol: 10−3). The resulting Bayes factors from this analysis can
be found in Table 3. Since we have adopted the most constraining (in terms of predicted SNR) dwarfs in this
analysis, we expect it to be close to what would have been obtained by including all of the 27 dwarfs.
Since we found no preference for a signal in the parameter estimation part of the global analysis, it is not
surprising that the model comparison finds no evidence for an additional signal either. On the other hand, we
obtain only weak evidence against the signal-plus-background model in the bb¯ channel (using a uniform prior
on 〈σv〉).
While the results are inconclusive, the trend that a uniform prior on 〈σv〉 gives lower Bayes factors continues
in this section. Indeed, since the WIMP parameter space always allows for the possibility of having an essentially
irrelevant gamma-ray signal, the signal-plus-background model can only be disfavoured compared to the
background-only model due to the Occam’s razor effect. This happens when the region of WIMP parame-
ter space resulting in a negligible gamma-ray signal from DM is only a small fraction of the prior volume – the
Occam’s razor effect penalizing models with “wasted” parameter space. The size of the prior volume of the
WIMP parameters is therefore the most important ingredient that would allow the odds to swing in favour of
the background-only model. This also explains the trend we observe with the two adopted priors since this
fraction is smaller for a prior uniform in 〈σv〉 than for a prior uniform in the log of 〈σv〉.
4 Conclusions
We have revisited dark matter searches in dSphs in a systematic way, comparing Bayesian and frequentist
methods in the largest dSph sample and highest-exposure search performed to date. When looking for a signal
while only having imperfect knowledge of background, relevant sources of uncertainties should be accounted
for in the analysis in order to obtain robust results. We therefore included scaling factors for the Galactic diffuse
background component. Since J-factors can only be approximated via fitting formulæ or determined from
stellar data, it is also important to account for their theoretical and statistical uncertainties. For this analysis,
we relied on dwarf spheroidal galaxies with posteriors for their J-factors as determined by spectroscopic
data. To properly account for uncertainties we adopted these posteriors as priors for the gamma-ray analysis,
without resorting to the usual log-normal approximation that can yield inaccurate results. We pointed out
that a statistically self-consistent approach in doing so is only possible in a Bayesian framework, while being
problematic in a frequentist one.
Using RET II as an example, we illustrated our methodology and investigated the differences between Bayesian
and frequentist analyses as well as between PASS 7 and PASS 8 data. We showed that the putative excess is not
significant in PASS 8 data in both Bayesian and a frequentist analyses, while there is evidence in PASS 7 data for a
non-zero signal contribution. In line with previous literature, we conclude that the differences in significance of
the excess are due to the data sets rather than details of the analysis, since we applied the same methodology and
uniform data selection criteria. We also introduced the posterior predictive distribution into gamma-ray signal
searches as a useful tool to determine the consistency of a potential signal amongst a sample of dwarf spheroidal
galaxies. The posterior predictive distribution combines the posterior uncertainties in model parameters with
the Poisson fluctuations expected in observations to create predicted data set distributions, clearly highlighting
the difference between the background-only and signal-plus-background hypotheses in different dSphs. These
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can be used to easily and robustly quantify the probability of a future dark matter detection. Our predictive
formalisms has wide applicability in dark matter searches beyond gamma-ray and dwarf spheroidal galaxy
analyses.
In the global analysis of PASS 8 data, which includes 27 dwarfs with measured J-factors and 10 years of
observations, we did not find any indication for an excess and hence derived upper limits on the dark matter
cross section as a function of the WIMP mass. The best-fit parameters associated with a dark matter interpre-
tation of the Galactic Centre excess that remained previously viable are ruled out by the frequentist analysis
at 95% confidence level for the τ+τ− and bb¯ channels. The Bayesian analysis excludes the entirety of the 3σ
confidence region for the Galactic Centre excess at more than 99% probability.
The global analysis comprises a total of 56 parameters, which is a fairly high number of dimensions for
sampling algorithms. Thanks to using Diver and T-Walk, two dedicated algorithms for profile likelihood
mapping and posterior sampling, we could perform parameter estimation without major problems. However,
we also saw that calculating the Bayesian evidence for the global analysis with many dwarf spheroidal galaxies
can present a challenge that can make a full global analysis prohibitive. We overcame this problem by using
information from posterior predictive distributions of the signal-to-noise ratio to select a subset of the most
relevant dwarf spheroidal galaxies.
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