Strategic optimisation of a European CCS supply chain considering countries' risk perception towards new technologies by Lovisotto, Leonardo
UNIVERSITÀ DEGLI STUDI DI PADOVA 
DIPARTIMENTO DI INGEGNERIA INDUSTRIALE 
CORSO DI LAUREA MAGISTRALE IN INGEGNERIA CHIMICA E DEI PROCESSI INDUSTRIALI 
 
 
 
Tesi di Laurea Magistrale in  
Ingegneria Chimica e dei Processi Industriali 
 
 
 
 
Strategic optimisation of a European CCS supply 
chain considering countries’ risk perception towards 
new technologies 
 
 
 
 
 
Relatore: Prof. Fabrizio Bezzo 
Correlatore: Dott. Mag. Federico d’Amore 
 
 
 
 
Laureando: LEONARDO LOVISOTTO 
 
 
 
 
 
ANNO ACCADEMICO 2018-2019 
 
 Abstract 
The installation of a carbon storage and sequestration infrastructure on European power plants 
and carbon intensive industries is of strategic importance to reach future greenhouse gases 
reduction targets. However, the public reaction to carbon capture and sequestration (CCS) 
deployment is still uncertain, since opposition to CCS facilities may result in either 
cancellations or delays. This Master Thesis aims at measuring the impact of social acceptance-
related issue in the design of a CCS infrastructure. A mixed integer linear programming model 
is developed to optimise the design of a CCS supply chain at the European level, while 
simultaneously addressing the maximisation of its community acceptance. The goal is to 
estimate the minimum cost of such network, considering the social behaviour of inhabitants 
towards the installation and operation of either CO2 pipelines or injection wells. In particular, 
risk perception is employed as proxy for community acceptance and it is quantified on the basis 
of the Hofstede’s cultural dimensions, the population living nearby the planned infrastructure 
and the project size. Two cases are studied and for each of them five different scenarios. The 
economical optimisation, minimising the total cost of the network is employed as base of 
comparison. The supply chain configurations, where community acceptance is optimised, are 
on average 39.5% more expensive than the economically optimised ones; due to their high cost 
and complexity they are found not practically realisable. A bi-objective optimisation is 
performed to reduce the cost of the network without considerably affecting the risk perception. 
Five realisable supply chains are assessed, on average they are found to be 8.8% more expensive 
than the economically optimised ones, and with a specific cost of 35.83-41.17 € per tonne of 
sequestered CO2. 
 
  
  
 Riassunto esteso 
Nei prossimi anni l’impiego delle tecnologie di cattura e sequestro della CO2 nel settore 
energetico e dell’industria ricoprirà un ruolo strategico per la riduzione dei gas ad effetto serra. 
In Europa in particolare, entro il 2030 le centrali termoelettriche e le industrie ad alto consumo 
di energia, dovranno ridurre le loro emissioni di gas serra del 43% rispetto al 2005; l’utilizzo 
della cattura e sequestro del carbonio si prospetta come una delle soluzioni più promettenti per 
raggiungere questo obiettivo, dato che la sua implementazione non richiederebbe la modifica 
del parco industriale ed energetico attuale. 
Tuttavia, la reazione del pubblico all’utilizzo di una tecnologia poco conosciuta come la cattura 
e il sequestro della CO2 rimane una grande incognita: diversi progetti, sia commerciali che 
dimostrativi, hanno subito ritardi o cancellazioni a causa delle proteste da parte delle comunità 
locali. L’accettabilità della tecnologia da parte del pubblico è da considerarsi dunque un fattore 
di fondamentale importanza nelle fasi di pianificazione strategica di una filiera produttiva per 
la cattura e il sequestro della CO2 su scala Europea. Partendo da questo problema, il lavoro di 
Tesi Magistrale si concentra sulla stima del costo di una filiera produttiva della cattura e 
sequestro della CO2 su scala Europea che massimizzi l’accettabilità sociale delle infrastrutture 
da parte delle comunità limitrofe alle stesse. L’obiettivo è raggiunto attraverso lo sviluppo di 
modelli di ottimizzazione combinatoria basati su tecniche di programmazione lineare a variabili 
miste lineari e intere.  
Il territorio Europeo è stato discretizzato attraverso una griglia di celle quadrate, tramite la quale 
è stato possibile definire la posizione geografica delle maggiori fonti stazionarie di emissione 
di CO2 (costituite, nel panorama europeo, esclusivamente da centrali a carbone e a gas), e 
identificare la configurazione dell’infrastruttura ottimale (in termini economici e di 
accettabilità) per la cattura, trasporto e stoccaggio della CO2. Il modello include tre diverse 
tecnologie di cattura (pre-combustione, post-combustione e ossi-combustione), due 
metodologie di trasporto (condutture onshore e offshore) e di sequestro (onshore o offshore). 
Per quanto riguarda l’accettabilità dalla tecnologia da parte delle popolazioni locali, il rischio 
percepito dalle comunità a causa di un’infrastruttura di trasporto o sequestro della CO2 è stato 
è utilizzato come indicatore dell’accettabilità sociale. La letteratura scientifica ha fornito le basi 
per lo sviluppo di un modello per la quantificazione del rischio percepito, impiegato 
nell’ottimizzazione di filiera. In particolare, il rischio percepito nei confronti del trasporto e 
sequestro della CO2 è stato calcolato partendo dalle sei dimensioni culturali di Hofstede, 
implementate dopo essere state comparate con un sondaggio Europeo sulla cattura e sequestro 
della CO2. In questo modo, le dimensioni culturali che caratterizzano i diversi atteggiamenti 
socioculturali nei confronti delle infrastrutture per il trasporto e sequestro della CO2 tra una 
nazione e l’altra, sono state adattate alla formulazione di rischio percepito, in relazione alla 
popolazione di una regione e alla dimensione del progetto che deve essere installato. 
Sono state quindi implementate due ottimizzazioni del modello: l’ottimizzazione economica, 
minimizzando il costo totale della filiera e l’ottimizzazione sociale, minimizzando il rischio 
percepito dalle comunità a causa delle infrastrutture della filiera; per ognuna cinque scenari 
diversi sono stati studiati, con un obiettivo di riduzione della CO2 dal 10% al 50% di quella 
cumulativamente emessa dagli impianti di potenza considerati dal modello. Le filiere ottenute 
minimizzando il rischio percepito prediligono il sequestro offshore nel Mare del Nord: le 
regioni offshore hanno popolazione nulla e quindi non ci sono comunità nelle vicinanze delle 
infrastrutture che possano percepire del rischio. Tuttavia, queste reti di approvvigionamento 
sono notevolmente più costose rispetto a quella generate dalla minimizzazione economica, con 
un incremento medio del costo pari al 39.5%. Una ottimizzazione bi-obiettivo è stata eseguita 
cercando delle soluzioni intermedie a quelle di ottimizzazione economica e sociale. Cinque 
soluzioni intermedie sono state riportate in dettaglio. Il reticolo di queste filiere è sempre molto 
più semplice rispetto a quello ottenute dalla minimizzazione del rischio e il suo costo è in media 
8.8% maggiore rispetto a quelle ottenute dalla minimizzazione dei costi. In dettaglio, il costo 
totale dell’infrastruttura ottenuta dell’ottimizzazione bi-obiettivo varia da 35.83 €/t di CO2 
sequestrata a 41.17 €/t di CO2 sequestrata, l’offshore impiega un ruolo centrale nel sequestro di 
CO2 in tutti gli scenari. Il 72% della CO2 è sequestrata offshore, mentre il 18% della CO2 è 
sequestrata onshore nelle regioni di Danimarca, Spagna, Italia e Portogallo. Regioni come 
Germania, Polonia, Olanda e Belgio sono evitate, essendoci una maggiore probabilità di 
protesta contro il sequestro e il trasporto di CO2.  
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 Introduction 
The XXI Conference of the Parties of the United Nations Climate Change Conference held in 
2015 negotiated the Paris Agreement, aiming at limiting the raise in global temperature to well 
below 2°C compared to pre-industrial level. The 195 countries that signed the agreement, will 
reduce the emission caused by anthropogenic greenhouse gases (GHG) to limit the temperature 
increase to 1.5°C before 2050. To achieve this, it may be necessary to achieve a zero net GHG 
emission for countries by the period 2030-2050. Furthermore, the International Energy Agency 
(IEA) highlights the development and implementation of technologies for carbon capture and 
sequestration (CCS) as an effective short-term solution, for contributing to the reduction of 20% 
of the GHG emission before 2050 (IEA, 2015). In fact, CCS is the only technology considered 
nowadays able to decarbonise major industrial facilities such as power generation, cement, 
petrochemical and steel industries, without necessitating a complete rethinking of the industrial 
sectors in developed countries. However, in 2018 only 48 CCS plants were in operation or 
under construction around the world, whereas to achieve the reduction target of at least 20% of 
the global emitted CO2, estimates indicate that around 3500 CCS plants should be in operation 
(Global CCS Institute, 2017). The hesitation in deploying CCS is often driven by a negative 
judgement of the technology by the public: lay people tend to consider it as dangerous for both 
the life of the community and for the environment; moreover, CCS might be seen as a 
technology promoted by fossil fuels-based industry, more concerned with prolonging their own 
existence than enabling a genuine energy transition. Surely, like other emerging low carbon 
technologies, CCS is not without risk or uncertainties and among other various challenges that 
would need to be overcome, the social acceptance of CCS stands out as one amongst the most 
decisive issues. The lack of social acceptance of a CCS infrastructure by the communities living 
in its vicinity can cause severe consequences on the deployment of CCS: a notorious example 
is the commercial CCS project application in Barendrecht, Netherlands, which was cancelled 
due to the protest and opposition of the communities living close to the installation. Considering 
a large-scale application of CCS, protests could cause significant economic losses and delays. 
In view of this, the first objective of this Master Thesis is to propose a model for the 
quantification of social acceptance related to the installation and deployment of a CCS 
infrastructure so as to provide indications on the design networks that are more likely to be 
accepted or rejected by a community. The social acceptance model will be employed to 
determine which are the communities that will more likely oppose CCS within the framework 
of a comprehensive optimisation of CCS supply chain (SC) for Europe. The second objective 
of the Thesis is to quantify the additional cost (with respect to an acceptance risk-neutral 
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network) that would be needed to design a CCS SC in the context of Europe that minimises the 
risk of rejection from local communities. Assessment of costs and of the risk of protest and 
opposition could provide a critical insight for a European large-scale application of CCS and 
foster its implementation more firmly and effectively. 
This Master Thesis is structured as follow: 
 Chapter 1 contextualises the current situation on global warming, the potential for CCS 
and the problem of social acceptance. 
 Chapter 2 provides a review of the state-of-the-art literature on methods and tools for 
the quantification of social acceptance related to the implementation of a technology; 
furthermore, a model for the comparison of community acceptance between different 
countries is detailed.  
 Chapter 3 describes the model used for the CCS SC optimisation: assumptions, 
mathematical features and equations are extensively detailed; the model for community 
acceptance calculation is included in the framework as well.  
 Chapter 4 firstly reports and discusses the results obtained from the model using two 
different objective functions, one providing the economic optimisation of the SC and 
the other providing the social acceptance maximisation of the SC; subsequently, the 
result of a bi-objective optimisation of the model are presented showing the trade-offs 
between the economic and the social optimisation. For each case, five different 
scenarios are studied and commented on.  
 Some final remarks conclude the Thesis.
 
  
 Chapter 1 
The need for CCS and the issue of social 
acceptance 
This Chapter provides an overview of the global warming problem. In the first section, the 
causes of global warming and its effect are detailed, followed by a brief description the 
strategies adopted by the European Union to address this issue. In the following section, the 
role of carbon capture and sequestration (CCS) technology in fighting climate change is 
discussed; a selection of models for the optimisation of the CCS supply chains (SC) is reported 
as well. In last part of the Chapter, the problem of social acceptance of CCS technology is 
detailed and the goal of this Master Thesis is explained.  
1.1 Greenhouse gas and climate change 
The global anthropogenic emissions of greenhouse gasses (GHG) (mainly constituted by CO2, 
CH4, N2O and fluorinated gases) experienced an exponential increase since pre-industrial years. 
Among all emitted GHG, CO2 is the most abundant: the global emission of CO2 raised from 2 
Gt/yr in 1850 to more than 35 Gt/yr in 2010 (IPCC, 2018) (Figure 1.1). Esteems suggest that a 
total of 2040 Gt of anthropogenic CO2 have been emitted since 1850, half of which from 1970 
to now; today the larger emitters of CO2 are the United States, Europe and China (Figure 1.1).  
The increment in GHG emissions is driven mainly by three causes: population growth, 
economic growth, and the loss in efficiency for the natural environment to absorb, reflect and 
emit the CO2 (IPCC, 2014). Regarding the first two causes, it can be easily noted that often the 
economic growth of a country is strictly correlated with an increase in its GHG emissions: to 
satisfy the increasing energy demand, most countries respond by burning larger quantities of 
fossil fuels (BP, 2018; IEA, 2016). 
Today, the 80% of the global primary energy demand is met by burning or converting fossil 
fuels. Indeed, in 2013 more than 80% of the total emission of CO2 derived from the energy-
area accounting for a total of 31 Gt of CO2, of which 90% were caused by fossil fuel 
combustions (BP, 2018). Additionally, the trend of CO2 emission is not decreasing: in the 
decade between 2006 and 2016, global emissions of the energy sector raised by 1.3% annum 
(BP, 2018). Specifically, the emission of CO2 is growing due to the contribution of China, India 
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and other countries of Asia, which are still experiencing a steady population growth together 
with an increasing energy demand (IEA, 2016). 
Figure 1.1. Annual CO2 emissions by world region from 1751 to 2015 (CDIAC, 2017).  
Figure 1.2. Global share of CO2 emission from fossil fuel combustion in the energy sector, 
divided by its principal area sector from 1960 to 2014 (IEA, 2016). 
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Considering the energy sector, five areas are mainly responsible for GHG emissions: power 
generation, residential building and tertiary, manufacturing industries and construction, 
transport and others (IPCC, 2018). In 2014, of the total CO2 emission from fossil fuel 
combustion in the energy sector, power and heat production area accounted for the larger share 
of 49%, followed by transport with a 20% and manufacturing industries with another 20%, 
lastly residential building and tertiary accounted for 8.6% (Figure 1.2).  
On the other hand, considering which fossil fuel causes the largest production of global CO2 
emissions, in 2013 the burning or converting of solid fuels (e.g., coal) emitted a total of 15 Gt 
of CO2, followed by liquid fuels (e.g., oil) with 12 Gt, gaseous fuel (e.g., natural gas) with 6.6 
Gt and finally, 2 Gt of CO2 are not caused by direct fossil fuel burning, but they are emitted by 
the cement industry (Figure 1.3). Note how, in the last years, the share of consumption of gas-
fuel has been increasing, caused by the on-going transition to fuels with a lower concentration 
of sulphur. 
Figure 1.3. Annual CO2 emission from solid fuel (e.g., coal), liquid (e.g., oil), gas (e.g., 
natural gas), cement production and gas flaring between 1751 to 2013 (CDIAC, 2017) 
The emission in the atmosphere of excessive amounts of anthropogenic GHGs have a direct 
effect on the climate: in fact, GHGs would naturally allow the earth to maintain acceptable 
climatic condition for human life by trapping part of the reflected sun radiation coming from 
the Earth surface causing the surface temperature to rise (Treut et al., 2007). Without the 
blanket-like effect generated by GHGs, the Earth surface temperature would be -19°C instead 
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of the current average value of 14°C (IPCC, 2014). However, due to the anthropogenic emission 
of CO2, mostly derived from the operation of the five sectors cited above, the atmospheric CO2 
concentration has risen from 280 ppm to 400 ppm between 1860 and now; this has led to an 
increment of the average surface temperature of about 0.85°C between 1880 and 2012 (IPCC, 
2018). The increasing concentration of CO2 in the atmosphere even caused a 26% acidification 
of the oceans, which correspond to a 0.1 decrease in the pH, the 4% reduction in the extension 
of the Arctic glacier compared to 1979, and a 0.19 m increase in the sea level (IPCC, 2014). If 
no action were carried out to limit CO2 emissions, the average Earth surface temperature would 
be expected to raise from 1.9 to 3.4°C with respect to pre-industrial level by 2100 (with an 
average increase between 0.1°C and 0.3°C per decade), with drastic consequences on the life 
of billions of people (IPCC, 2018). 
The effect of GHG on the climate started rising some concern already in 1988, with the 
foundation of The Intergovernmental Panel on Climate Change (IPCC), but only in 1997 with 
the Kyoto Protocol 192 countries adopted the first treat for GHG emission reduction. Moreover, 
in 2015 with the Paris Agreement 195 nations agreed in trying to keep the temperature raise 
well below 2°C with respect to pre-industrial level, additionally, trying to limit the temperature 
raise to 1.5°C by 2050 (UNFCCC, 2015).  
A 23% reduction of GHG emission has been already achieved in the European Union compared 
to 1996, while in order to be able to comply with the Paris Agreement it is proposed to reduce 
them by 43% by 2030 with respect to 2005 values. Regarding CO2 specifically, its concentration 
in the atmosphere need to be limited to less 450 ppm to have a good chance of not exceeding 
the 1.5°C target (IPCC, 2018).  
In 2005, the European Union launched the Emission Trading System (ETS), which allows 
power and industrial plants to trade GHG emission allowances. A cap on the total emissions 
allowed within the scheme is set, and allowances adding up to the cap are provided to the 
companies regulated by the scheme (11.000 between industries and power stations). The 
companies are required to measure and report their CO2 emissions and to hand in one allowance 
for each tonne they release. Companies can trade their allowances, providing an incentive for 
them to reduce their emissions. The ETS succeeded in different aspects: it set a cap on Europe’s 
CO2 emissions, it gave a price to the emission of CO2 and it stimulated the industries to invest 
in the reduction of GHG emissions (Muûls et al., 2016). 
Nonetheless, to not exceed the Paris Agreement 1.5°C temperature increase the ETS is not 
enough: since the theoretical energy efficiency of large combustion plants has reached its 
maximum, the European Commission has declared that large combustion plants will have to be 
equipped with CCS plants by 2030 because this is the only way to reduce even more their 
emissions of GHG (European Commission, 2014).  
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1.2 CCS and its role in fighting climate change 
CCS is one of the few technologies that completely avoid the direct emission of CO2 in the 
atmosphere. The idea behind CCS is to subtract from being emitted to the atmosphere those 
large quantities of CO2 generated from stationary sources (i.e., power plants or industries) by 
sequestrating it underground. In particular, CCS is composed of three echelons: capture, 
transportation and sequestration (IPCC, 2005). The first consists in separating CO2 from the 
other gasses of a process stream: streams with high concentration of CO2 such as outgoing flows 
from a furnace or turbine in a fossil fuel-fed power plant are preferred because of the higher 
efficiency and lower cost of the capture process (IPCC, 2005). The concentrated flow of CO2 
is then purified and compressed to be cost-effectively transported. The second step is the 
transportation of CO2 at high pressure towards underground stable geological formations. 
Finally, the third step is the injection of CO2 below the Earth surface and its sequestration. CCS 
is not employed to avoid the emission of CO2, but conversely, it is employed to dispose of the 
CO2 emitted by the operation of power plants and manufacturing industries. In theory, instead 
of sequestrating CO2 underground, it should be reutilized in other processes, unfortunately, by 
now, the utilisation of CO2 in limited in few sectors such as enhanced oil recovery (EOR), 
where CO2 is used to increase the efficiency of oil extraction in almost exhausted wells. Other 
technologies are being studied to reconvert a part of the captured CO2 in a valuable product 
(e.g., fuels, fertilizer), but still, they are not economically viable, because of their high cost and 
low efficiency. These kind of technologies belong to the carbon capture, utilisation and storage 
(CCSU) sector; however, in this Thesis, utilisation technologies will not be considered. 
Furthermore, to limit CO2 concentration to 450 ppm by 2050, CCS must play a significant role 
in the decarbonisation of the power sector (i.e., fossil fuel fed power plants). Usually, to 
understand how to limit the temperature increase below 2°C or 1.5°C, depending on the goal of 
the study, a scenario is built based on: given the current values of CO2 emissions, technologies 
to reduce CO2 emissions, assumptions on how whose technologies will develop in future years. 
In 9 scenarios proposed by WBGU (2011) on average, CCS accounts for a 7 to 27% share of 
the CO2 emissions reduction before 2050. Moreover in the IEA 450 Scenario (i.e., the scenario 
proposed by the IEA to keep CO2 concentration in the atmosphere below 450 ppm), a total of 
52 Gt of CO2 between 2015 and 2040 should be captured by CCS from both the industry and 
the power generation sectors, of which 5.1 Gt in 2040 (IEA, 2015).  
CCS technology can be used to capture CO2 from a wide range of energy intensive industries 
such as steel, cement, chemical and papers, oil refining, coal-to-liquid, gas-to-liquid and natural 
gas processing (IPCC, 2005), which use large quantities of fuel to reach high temperature 
required in their processes. In fact, the utilisation of CCS is critical in the so-called ‘hard-to-
decarbonise’ industries, for which alternative mitigation options are very expensive or not 
available, such as heavy industry and manufacture of synthetic transport fuels for non-
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electrifiable transport modes (Global CCS Institute, 2017). Indeed, by comparing the costs of 
different scenarios designed to limit the temperature increase to  2°C, no-CCS scenario (i.e., 
CCS is not present in the portfolio of technology employed to fight climate change) usually 
have a much higher cost compared to CCS scenarios. No-CCS scenarios are expected to have 
a 138% additional cost (with values ranging between 29% and 297%) in the period 2015-2100 
compared to scenarios utilising CCS (Edenhofer et al., 2014).  
The higher investment required by no-CCS scenarios is caused by the necessity of deploying 
the available low carbon technologies in all the most crucial areas (power, transport, industries, 
etc.) in a short period of time. For example, in most no-CCS scenarios fast electrification of the 
transport sector and high level of energy efficiency by 2050 are required: the reduction of CO2 
emission achieved in the transport and energy sectors are needed to compensate emissions of 
the heavy and power generation industries as there are no viable solutions to be employed for 
those sectors (WBGU, 2011). The results of no-CCS scenarios usually indicates a lower global 
energy demand in 2050 (compared to 2010) and a higher overall cost; however, only 40% of 
no-CCS scenarios are able to solve the 2°C limit temperature target increase (Global CCS 
Institute, 2017) because of the huge challenges imposed by the absence of CCS.  Conversely, 
in CCS scenarios, CCS is used in the short term (before 2050) to limit the emission of CO2 from 
heavy and power generation industries (7-27 % depending on the scenario); furthermore, in the 
long term (before 2100), CCS powered by bio-energy (BECCS) is used to obtain negative 
emission of CO2, required to limit the temperature increase to 1.5°C (Global CCS Institute, 
2017) (IPCC, 2018). 
Recognizing the importance of CCS, the European Community allocated different research 
funds (Horizon 2020, NER 300, LIFE climate action, etc.) for the development of techniques 
that allow a reduction of GHG and the determination of cost of the various stages of CCS 
technology (capture, transport, sequestration and use) (European CCS Demonstration Project, 
2015; Global CCS Institute, 2017). This huge amount of material has laid the foundations for 
the definition of economic parameters, anyway these must be related with each other to provide 
a useful tool: the integration of storage, transport, capture and utilisation to a European-scale 
implementation is essential to obtain the maximum amount of information from such studies 
(Hasan et al., 2015). In view of this, the mixed integer linear programming (MILP) provides a 
powerful tool for the extraction of qualitative and quantitative preliminary information on the 
strategic planning of the CCS network (Beamon and Ware, 1998).  
Different studies, both applied to CCS and CCUS, were proposed along the years. Concerning 
CCUS application, models aimed at optimising the scheduling of CO2 capture and the allocation 
of CO2 supply to be used in EOR operations (Kwak and Kim, 2017; Tapia et al., 2016). On the 
other hand, various models provided the economic optimising of a CCS supply chains (SC), 
aiming at quantifying the total cost of the network for possible future investments (d’Amore 
and Bezzo, 2017; Elahi et al., 2014; Hasan et al., 2015; Nie et al., 2017); one model optimised 
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the positioning of new gas-fed power plants considering the necessity of combining them with 
a CCS facility (Bakken and von Streng Velken, 2008). Other models provided the optimisation 
of the a CCS SC including different types of uncertainties: Nie et al. (2017) consider 
uncertainties and risk categorised as market, regulatory, geological and technical, whereas Han 
and Lee (2011) optimise the CCS SC design considering uncertainties in the emission of CO2. 
Finally, d’Amore et al. (2018) optimised the design of a CCS SC limiting the societal risk 
generated by the operation of capture, transport and sequestration. 
Regarding the geographical contextualisation of the models cited above, only d’Amore and 
Bezzo (2017), d’Amore et al. (2018) and Hasan et al. (2015) contemplate the development of 
the SC on a geographically vast level, either in Europe and or the U.S.A; whereas the others are 
limited to single country or region level (Table 1.1) 
Table 1.1. Selected literature on CCS and CCUS optimisation model. 
Reference Utilisation Location 
Mathematical 
techniques 
Features 
Middleton et al. (2012) - Texas MIP Multi-period 
deterministic 
Elahi et al. (2014) - UK MILP Multi-period 
deterministic 
Tapia et al. (2016) EOR - MILP Static deterministic 
Hasan et al. (2015) EOR USA MILP Static deterministic 
Kalyanarengan Ravi et al. 
(2017) 
- Netherlands MILP Multi-period 
deterministic 
Kwak and Kim (2017) EOR Texas NLP Multi-period 
stochastic 
d’Amore et al. (2018) - Europe MILP Single-period 
deterministic 
d’Amore and Bezzo (2017) - Europe MILP Multi-period 
deterministic 
Han and Lee (2011) Many South Korea MILP Multi-period 
stochastic 
Bakken and von Streng Velken 
(2008) 
- Norway LP Static deterministic 
1.3 Social acceptance of CCS and Thesis objective 
Despite the undeniable benefits of having CCS in the portfolio of technology to employ to fight 
climate change, many criticisms have been raised on the technical viability, efficacy and safety 
of CCS. Apart from concerns on the utilisation and operation of CCS, which will not be treated 
here, the problem of social acceptance of CCS technology could play a critical role in the 
process of large-scale deployment of CCS (Global CCS Institute, 2017; Upham et al., 2015). 
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Being CCS a new and little-known technology, people could see it with suspicion: in particular, 
people might be concerned about the intrinsic risk derived from CCS operation (transport and 
sequestration) and the possibility of leakage of CO2 endangering both the communities, the 
commodities, and the environment nearby a CCS infrastructure (Yang et al., 2016); moreover, 
being CCS an ‘end-of-the-pipe’ solution people usually see CCS as the ‘last resource’ and they 
prefer the utilisation of other low carbon technologies (e.g., solar, wind, geothermal, etc.) (Seigo 
et al., 2014). Besides, the employment of CCS by fossil fuel industries could be interpreted as 
a way of prolonging their own existence rather than enabling a genuine energy transition 
(Greenpeace, 2016).  
In fact, due to the lack of social acceptance, different CCS injection facilities has experienced 
strong protest and opposition by the communities living in their vicinity: one of the most 
notorious examples is the commercial project promoted by Shell in Barendrecht, Netherland, 
which was cancelled due to the firm public opposition. An injection project developed by the 
Vattenfall group in Beeskow, Germany was cancelled because of similar reasons (Oltra et al., 
2012).  
Along the years, more efficient strategies for a stronger engagement of the public living close 
to a CCS infrastructure have been developed: for example, by providing information on the 
benefit and operations of a CCS infrastructure, it is possible to stimulate the social acceptance 
of CCS and avoid protest and opposition (Ashworth et al., 2012; European CCS Demonstration 
Project, 2015; Oltra et al., 2012). These strategies can be applied a posteriori, which means after 
that the choice in the location of a CCS facility is done. On the other hand, it would be preferable 
to know a priori in which communities a stronger opposition is expected in such way to avoid 
these communities during the design of the CCS supply chain (SC). Therefore, the question is 
how it could be possible to understand which are the communities that would have a higher 
social acceptance of CCS. Thus, the objective of this Master Thesis is to develop a model 
describing the social acceptance of CCS to be implemented in the framework of a 
comprehensive optimisation of CCS SC for Europe. Based in this, the consequent goal is to 
quantify the cost of a CCS SC maximising the overall social acceptance.  
Thus, the objective of this Thesis is to optimise a European CCS SC network, by including 
quantitative aspects related to the social acceptance of operational nodes from the communities 
living nearby a CCS infrastructure.
 
 
  
 Chapter 2 
Modelling social acceptance 
This chapter aims at reviewing the state-of-the-art literature regarding methods and tools for 
the quantification of social acceptance of technologies.  
Firstly, an overview on social acceptance-related studies will be given and in particular, the 
history of studies will be described, focussing on when, why and how researchers started being 
interested in public perception; after this general introduction to the field of social acceptance, 
a more detailed applicative framework will be detailed. Indeed, the main methodological 
findings on social acceptance will be described for the case of wind, solar and CCS 
technologies, and employed techniques will be critically reviewed in order to find a method 
that is suitable for the model investigated through this Thesis. Finally, the model implemented 
in this study for the quantification and estimation of social acceptance will be detailed, which 
uses benefit and risk perception as proxies for the calculation.  
2.1 The history studies on social acceptance 
The first studies that can be retrieved in the scientific literature on socially perceived risk are in 
the nuclear energy field, and were carried out in the ‘80s. These are commonly considered to 
be the take-off of research on social acceptance related to the installation of energy technologies 
(Wolsink, 2018). In particular, the aim was to understand the relation between public perceived 
risk and other factors (e.g. trust toward institutions), which could foster the drafting of better 
policies and regulations for nuclear energy sector. Anyway, despite not referring explicitly to 
terms like ‘social acceptance’, key publications from Renn (1998) and Slovic et al. (1991) 
constitute the basis of knowledge on the complexity of perceived risk management of an energy 
infrastructure, which constitute a substantial segment of what social acceptance is considered 
nowadays. 
In late ‘80s, focus of research moved towards the application of social acceptance to the study 
of renewable energy, introducing many aspects which are still very relevant today. For example, 
regarding wind energy: Pasqualetti and Butler (1987) and Wolsink (1988) addressed the land 
use/landscape issue, Thayer and Freeman (1987) recognized the characteristic of the landscape 
and the management of wind farm as proper acceptance factors. Furthermore, Bosley and 
Bosley (1988) were the firsts to take into consideration the developers’ common sense view on 
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acceptance (i.e. not in my back yard effect, NIMBY) and Wolsink (1989) was the first to label 
NIMBY as counterproductive to acceptance.  
From the ‘00s until today, the number of scientific publications regarding the study of social 
acceptance applied to energy technologies increased substantially, as reported by Gaede and 
Rowlands (2018). The latter study tried to visualize the research field of social acceptance: they 
built a large dataset (857 publications) containing the knowledge domain on social acceptance 
from the ‘80s until today, then sorted it out using keywords and citation network (i.e. which 
papers were the most cited and by whom they were cited). Keywords analysis was employed 
to identify the energy sectors to which social acceptance was most commonly applied, while 
citation network analysis aimed at understanding which were the most influential works in 
terms of citations. Gaede and Rowlands (2018) confirm the centrality of nuclear sector to the 
study of social acceptance and expand the knowledge of its application to different key 
energetic applications, such as wind energy, solar energy, carbon capture and sequestration 
(CCS), hydrogen and hydrogen-fed vehicles and others. 
Thus, considering the number of publications and the wide range of industrial sectors and 
applications covered, social acceptance-related studies have so far become of key importance 
for governments, energy industries and academics (Upham et al., 2015). Concepts like public 
opinion, perceptions, acceptance, attitude, behaviour, values and practise cannot be overlook 
anymore, and social acceptance has come to be noticed as one of many issues that may lead to 
the successful implementation of new developments or policies in the energy field. In this sense, 
social acceptance has become one of the most policy-relevant social science concepts in the 
field of energy technologies (Upham et al., 2015).  
In light of the objective of this Thesis (i.e., the optimisation of a CCS network considering 
social acceptance as a decision variable), it is of fundamental importance to understand why 
some key renewable and non-renewable energy infrastructures have faced the opposition from 
the local communities against their installation, and why other similar installations oppositely 
coexist (possibly) harmoniously with local communities, (Toke, 2005; Toke et al., 2008; van 
der Horst and Toke, 2010; Ashworth et al., 2012; Oltra et al., 2012; Roddis et al. 2018). 
Accordingly, in the next sections, the main publications on the acceptance of energy technology 
will be reviewed to find pragmatic factors or parameters that could be employed as indicators 
for the quantification of social acceptance.  
2.2 Definitions, methods and key players  
It is known that in the last years’ research on social acceptance has not provided a globally 
recognised definition and framework for its study. Upham et al. (2015) point out that, along 
with the years, many different facets were attributed to the term ‘acceptance’ depending on 
author, field of application and aim of the study; also, how terms like ‘public’, ‘community’ 
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and ‘social’ were used interchangeably without a broad established idea of what they refer to. 
Accordingly, they propose a general definition of acceptance and an analytical framework for 
the study of social acceptance study in the sector of energy technology. 
In Upham et al. (2015) ‘acceptance’ is defined as: “a favourable or positive response (including 
attitude, intention behaviour and – where appropriate – use) relating to a proposed or in situ 
technology or socio-technical system, by members of a given social unit (country or region, 
community or town and household or organization)”. According to this definition, acceptance 
can be interpreted as just a single part of a broader process by which individuals, groups and 
societies interact with a new energetic installation. The process behind the acceptance is usually 
recognised to be multi-dimensional and dynamic, thus making its study remarkably 
challenging. Indeed, as discussed in the next paragraph, the acceptance process is driven by 
complex phyco-sociological factors, which involve different scales of analysis and different 
actors. 
The study of social acceptance can be divided into three different levels (Upham et al., 2015; 
Wüstenhagen et al., 2007): 
I. National acceptance: acceptance of an energy supply technology at the national level. 
It investigates the level of acceptance towards a specific energy technology at country, 
state or regional level; the acceptance process includes the general public, policy 
makers, civil society organizations, experts, private organization etc. For example, a 
country may or may not accept CCS technology. The individuals and representative of 
this country may or may not identify CCS as acceptable for the national level 
application.  
II. Community acceptance: acceptance of an energy infrastructure or facility at the local 
level. It investigates the reaction of communities towards specific proposed energy 
infrastructures; the acceptance process includes local decision makers, local 
stakeholders and local citizen. Researchers are interested in the reaction of a community 
to the approval or installation of a proposed energy infrastructure (e.g., CO2 
sequestration basin, nuclear power plant, etc.). 
III. Market acceptance: acceptance of an energy technology application at the household 
and organization level. It investigates the reaction of actual and potential end-users and 
stakeholders towards a particular energy application. The objective here is the 
understanding of the reaction of end-users to specific energy application installed within 
their home, business or organization. 
 
Furthermore, to clarify and highlight each characteristic of the levels described above, it is 
possible to synthesize them within three principles (Upham et al., 2015): (a) to identify the level 
or scale of social acceptance analysis between national acceptance (macro, general or national 
level), community acceptance (meso, community level) and market acceptance (micro, 
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individual or household level); (b) to understand which social categories take part  to the 
acceptance process, either the public, the community or stakeholders and political parties or 
governmental agencies. All of them can participates to each level of acceptance (i.e. macro, 
meso, micro): as the scale decreases, the group of people affected by the analysis decreases as 
well. For example, national acceptance affects the instituted decision makers (national 
politicians), stakeholders and agencies active at the national levels (non-political active national 
organizations) and the countrywide public view on national policy (single individuals living in 
the nation); whereas, community acceptance affects local politicians and political parties (local 
decision makers), local communities and stakeholders (non-political active local organization) 
and the local public (single individuals living in the neighbourhood). Finally, (c) to synthetize 
the factors affecting the individual acceptance through attitudinal elements, behavioural 
intentions and actual behaviour. Acceptance also includes beliefs and feelings (cognition and 
affect) in relation to an energy supply technology (i.e., power generation technologies), 
infrastructure development or application, but also the willingness to accept or use the 
technology, and actual (public-sphere and private-sphere) behaviour. 
This work is focused on analysing the social acceptance of a large-scale CCS infrastructure 
(specifically, of onshore pipelines and sequestration basins) by the communities living in the 
vicinity of the planned site. Thus, it is of interest the community acceptance by local citizen of 
CCS infrastructures, which can be referred as public perception of CCS. From now on, this 
framework will be considered for the analysis and quantification of social acceptance in this 
Thesis. Following these guidelines, the main findings on the public perception in the literature 
will be detailed in Section 2.3. 
2.3 Literature review on social acceptance 
This section will provide an overview on the most promising methods in the literature for the 
modelling of acceptance. Firstly, those employed for the wind and solar fields are presented; 
being two of the oldest sectors to which social acceptance studies were applied we may find 
some methods for acceptance modelling. Then, a more detailed review of the main publications 
on social acceptance in the CCS field is provided. In the last part, the method for the acceptance 
modelling (Karimi and Toikka, 2018) will be explained. 
2.3.1 Lessons from wind and solar fields 
Van der Horst and Toke (2010) and Roddis et al. (2018) propose two methods to predict the 
planning outcome of onshore wind and solar farm in the United Kingdom; a positive planning 
outcome indicates a positive public perception of the technology in that community or area.  
Van der Horst and Toke (2010) use a list of approved or rejected wind farm application between 
the 1991 and 2006 in England (40 approved, 37 rejected) together with a dataset (named 
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SECRA) with socio-economical information of rural areas in England, created from data 
provided by Huby et al. (2005; 2006). SECRA contains 117 socio-economical variables (e.g. 
education, health, demography, employment and housing, etc.) of rural areas of England, with 
an average population size of 1500.  
First, wind farm application outcomes are matched with the socio-economical variables of the 
area in the vicinity of the planned site; then, correlations between the planning outcome and the 
117 variables are studied. Indeed, using the variables ‘voter turn-out’ and ‘years of potential 
life lost’ the authors achieve a 70% and 72% correct prediction on the results of the planning. 
These two variables are the one showing a stronger difference between accepted and rejected 
wind farm application. 
On the other hand, Roddis et al. (2018) focus their attention on the community acceptance of 
wind and solar farms in the United Kingdom. First, they build a list of approved or rejected 
wind (756 approved, 568 rejected) and solar farm (1277 approved and 283 rejected) application 
between 1990 and 2017 in the United Kingdom. Secondly, in accordance with previous 
literature (Seigo et al., 2014; Upham et al., 2015), all variables that could influence community 
acceptance are grouped in two categories: material arguments and attitudinal/social arguments. 
Material arguments are variables used to oppose and/or support projects (e.g., visual impact, 
type of land cover, economic concerns, impact on property prices etc.), whereas 
attitudinal/social arguments are variables influencing an either positive or negative social 
response to the technology (e.g., demographic attributes, political values and beliefs, social 
deprivation etc.). A list of variables is selected: each variable describes and quantifies a specific 
feature of the material or attitudinal arguments and a quantifiable indicator for each variable is 
selected. Then, those indicators are calculated for each planning site proposal. 
The authors identify the most important indexes influencing the result of the application for 
wind farms and for solar farms separately; additionally, a model for the prediction of the 
planning outcome is built by using the most relevant variables and indicators. For wind farm, a 
model with 69% correct outcome prediction with a 26% variability is achieved; instead for solar 
farms, a model with 82% correct prediction with a 13% variability is achieved.  
Both these methods seem promising in order to be applied to studies on acceptance prediction, 
but they cannot be applied to CCS, since they must inevitably employ two main inputs: a dataset 
or list of quantifiable variables based on material or attitudinal/social arguments and a list of 
old accepted or rejected infrastructure applications. Even if the former input could be built 
looking into the extensive literature on public perception of CCS, a list of CCS applications is 
lacking, considering the early stage of implementation of this technology. In fact, CCS is still 
a new technology: around the world there are only 22 large operating facilities and other 15 
small facilities in operation or under construction (Global CCS Institute, 2017) which are 
obviously not enough to be used as input in a reliable model, even if they all were placed in 
Europe.  
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2.3.2 Lessons from CCS field 
During the last decade, researchers tried to understand the relations between public perception 
of CCS and factors such as acceptance, knowledge of the technology, trust in institutions, 
attitude, fairness, perceived cost, perceived benefit, perceived risk, etc. (Karimi and Toikka, 
2018; Seigo et al., 2014; Yang et al., 2016). Most of the studied factors are qualitative and thus, 
of no use for this Thesis research; the most promising quantifiable factors will be detailed in 
the next part.  
Surveys and interviews were the most used sources of information on public perception of CCS 
(Seigo et al., 2014). Because CCS was and is still little known technology, there were only few 
places around the world where public perception could be measured interacting with a public 
with direct knowledge or experience of CCS (Seigo et al., 2014; Shackley et al., 2005). To 
avoid this problem, researchers used to provide information about the technology before 
proceeding with the administration of the survey for determining CCS public perception (Seigo 
et al., 2014).  
Different problems arise from this methodology. The results obtained in this way are likely to 
be strongly influenced by how and which information was provided; furthermore, administered 
information were limited and just enough to form a pseudo-opinion on the matter (Malone et 
al., 2010). These pseudo-opinions are easily changed by delivering additional information, 
outside opinions or impressions on the technology; a person would form a final opinion on the 
matter only after having assimilated and revised all material found (Rogers, 2010). Indeed, it is 
advisable that results obtained with different procedures should be compared with caution 
(Seigo et al., 2014), because depending on the employed procedure, studies have varied both in 
magnitude and sign, with positive, negative and non-significant results (Karimi and Toikka, 
2018). 
For example, surveys designed with questions such as “do you approve the utilization of CCS 
technology?”, “do you support CCS as a CO2 reduction technic?” or “have you ever heard of 
carbon capture and sequestration (CCS)?” must be interpreted carefully because they do not 
provide any reliable or permanent information, even if quantifiable. However, factors such as 
lack of knowledge or expressed acceptance of CCS technology are key in the development of 
better policies and regulations, which would allow the lay public to better comprehend the 
operations, risk and benefits of CCS (Seigo et al., 2014).  
Oltra et al. (2012) and Ashworth et al. (2012) compared several case studies of CCS research, 
demonstration and commercial project, indicating a series of factors that influence lay people 
reaction to CCS and its acceptance. However, no one of these factors is quantifiable; thus they 
are of no use for this Thesis.  
Besides, many other studies aimed at measuring the general public reactions in localities in the 
vicinity of a proposed CCS facility (Braun, 2017; Dütschke, 2011; Groothuis et al., 2008; Huijts 
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et al., 2007; Mors and Groeneweg, 2016; Pietzner et al., 2011; Terwel and Daamen, 2012; 
Terwel and ter Mors, 2015; Terwel et al., 2009, 2013; Wallquist et al., 2012) usually a 
sequestration basin. A general support for CCS but opposition to local project, which is 
addressed in the literature as not-in-my-back-yard (NIMBY) effect, were always found to be 
present in the onsite public. Nevertheless, the psychological structure of attitudes towards CCS 
was found similar for people living close and faraway of a sequestration basin within a society 
(Terwel and Daamen, 2012). Eventually, NIMBY effect was explained referring to the 
individual values of the public, specifically the perceived effect that CCS would cause in a 
society (Krause et al., 2014). In the literature there are no method for NIMBY effect 
quantification, anyway communities with a higher social capital are likely to oppose CCS more 
fiercely and with better results (Braun, 2017; van der Horst and Toke, 2010; Roddis et al., 
2018).  
Another methodology to study the problem of public acceptability is analysing risk and benefit 
perception instead of acceptability generated by different insight, as proposed by Wallquist et 
al. (2010). In this methodology, risk and benefit perception are used as proxies for the 
acceptance: higher benefit perception and lower risk perception are linked to higher shares of 
acceptance. Trust in authorities and key stakeholders is found to be a crucial factor for risk and 
benefit perception of CCS and that lay public tends to give more trust to research institutes and 
non-governmental organization compared to stakeholders and governmental authorities (Yang 
et al., 2016). Anyway, trust in stakeholders and authorities is difficult to characterize and 
quantifying for all European countries. 
Furthermore, Pietzner et al. (2011) uncovered how different countries had a different public 
perception of CCS technology. Following Pietzner’s study, Karimi et al. (2016) develop a 
methodology showing how cross-cultural characteristics of countries play a role in risk and 
benefit perception of a technology, concluding that some nations are more likely to accept a 
new technology compared to others.  
The model for benefit and risk perception calculation proposed by Karimi et al. (2016) and its 
development by Karimi and Toikka (2018) is promising: first of all, the model quantifies risk 
and benefit perception, which allows different nations to be compared; on the other hand, the 
inputs data used in the model are available for almost all European countries. In the next section, 
the main characteristics of the model presented in Karimi and Toikka (2018) and Karimi et al. 
(2016) for and calculation will be detailed.  
2.3.3 A model for risk and benefit perception calculation 
The study carried out by Karimi and Toikka (2018) aims to understand if the socio-cultural 
orientation/attitudes of a country have an influence in people’s reaction to CCS technology and 
its acceptance; in other words, if country-level cultural behaviours have an influence in how 
people perceive CCS. Other studies reported the existence of discrepancies between countries 
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attitudes toward CCS, but no one else quantified them (Ashworth et al., 2012; Bradbury, 2012; 
Oltra et al., 2010, 2012; Pietzner et al., 2011; Seigo et al., 2014). Moreover, a model for the 
calculation of benefit and risk perception of each European country is built using Hofstede’s 
dimensions (Hofstede et al., 2010) as the only input (Karimi and Toikka, 2018); whereas risk 
and benefit perception are used as proxies for community acceptance of CCS technology 
(Wallquist et al., 2010). First, it will be detailed how the model was built; then, an explanation 
on how to use it for benefit and risk perception calculation will provided. Finally, a brief critical 
review of the model will be detailed.  
The model is built comparing two studies: the first one is related to public knowledge and 
perception of CCS (Eurobarometer, 2011), whereas the second describes and quantifies the 
socio-attitudinal differences and orientation of different countries (Hofstede et al., 2010).  
The former study consists in a survey conducted by the EU commission on the knowledge of 
CCS technology in 12 European countries, specifically in locations where CCS projects were 
already started or planned (Eurobarometer, 2011). This study entails a total of 13.901 
respondents with a countrywide sample size of at list 1000 and has been conducted in Bulgaria, 
Czech Republic, Finland, France, Germany, Greece, Italy, Netherlands, Poland, Romania, 
Spain and UK. The latter input was taken from a study by Hofstede et al. (2010), which aimed 
at characterising the socio-attitudinal characteristic or cultural dimensions of each country by 
aim of six factors or dimensions. used to describe the general attitude of a citizen of a country 
in relative terms with respect to others. Each dimension indicates how people living in that 
countries tend to behave or approach certain issues; dimensions are reported in Table 2.1. 
Dimensions are: Power Distance Index (PDI), Individualism vs Collectivism (IDV), 
Masculinity vs Femininity (MAS), Uncertainty Avoidance Index (UAI), Long-Term 
Orientation (LTO) and Indulgence vs Restraint (IVR) (Hofstede et al., 2010). Each dimension 
is related to a specific behaviour of a country: PDI characterizes the unequal power distribution 
in society; IDV outlines the looseness of ties between individuals in society; in MAS, 
masculinity identifies a preference in society for achievement, competition, heroism, 
assertiveness and so on, while femininity identifies a preference for cooperation, consensus, 
modesty, caring for the weak and quality of life; UAI is delineated by the extent to which 
members of society feel uncomfortable with uncertain, unknown, ambiguous, or unstructured 
situations. LTO describes a society that fosters virtues and is oriented towards future rewards, 
perseverance and thrift; Indulgence vs Restraint IVR characterizes the degree to which a society 
allows relatively free gratification of basic and natural human desires (Hofstede et al., 2010).  
Values of these parameters for 76 countries all around the world are available from the literature 
(Hofstede et al., 2010); the cultural dimensions of the countries in the European area that will 
be used in the model of Chapter 3 are reported in Table B1. Each dimension has a specific score 
range PDI: 11–104; IDV: 6–91; MAS: 5–110; UAI: 8–112; LTO: 0–100; IVR: 0–100. 
Furthermore, in the bipolar dimensions such as Individualism vs. Collectivism or Masculinity 
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vs. Femininity, an increasing value refers to the first attitude. For instance, in Masculinity vs. 
Femininity, a country with a higher score identifies a masculine society and a country with a 
lower score a feminine one.  
Table 2.1. Name, acronym, features and range of the six Hofstede’s cultural 
dimensions (Hofstede et al., 2010). 
Cultural Dimension Acronym Features Range 
Power Distance PDI  People read relatively few newspapers (high PDI) 
 People rarely discuss politics (high PDI) 
11-114 
Individualism vs. 
Collectivism 
IDV  ‘Look after him or herself and his or her immediate 
(nuclear) family only’ (individuals) 
 Universalism (individuals) 
 ‘Media is the primary source of information’ 
(individuals) 
6-91 
Masculinity vs. 
Femininity 
MAS  More welcome to a technology that aims to 
increase the long-term quality of life (Femininity) 
 ‘The dominant values in society are caring for 
others and quality of life’ (Femininity) 
 ‘The environment should be preserved’ 
(Femininity) 
 Growing economy (Masculinity) 
5-110 
Uncertainty Avoidance  UAI  ‘Uncertainty is a normal feature of life, and each 
day is accepted as it comes’ (low UAI) 
 Consider difference as a ‘curious’ matter (low UAI) 
 ‘What is different is dangerous’ (high UAI) 
 ‘People have more worries about health and 
money’ (high UAI) 
 ‘There is hesitancy toward new products and 
technologies’ (high UAI) 
 ‘Belief in experts and technical solutions’ (high 
UAI) 
8-112 
Long-Term Orientation  LTO  Effort should produce quick results (short-term) 
 Respect for tradition (short-term)  
 Investment in mutual funds (short-term) 
 Thrift (long-term) 
 Investment in real estate (long-term) 
0-100 
Indulgence vs. Restraint  IVR  ‘Positive attitude’ (Indulgence) 
 ‘High optimism’ (Indulgence) 
0-100 
The score of a specific dimension indicates how much a country population agrees with specific 
questions or attitudes (Hofstede et al., 2010). In Table 2.1 name and acronym, range and the 
features of each dimension are reported. Cultural dimensions are meaningful only if compared 
between two or more countries. For example, in the dimension Indulgence vs. Restraint (IVR), 
Indulgent nations are characterized by having a ‘positive attitude’ and ‘high optimism’; thus, 
countries like Finland (IVR = 57) and United Kingdom (IVR = 69) are expected to be more 
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optimistic and positive toward new technologies, like CCS, if compared to countries such as 
Bulgaria (IVR = 16) and Italy (IVR = 30), which has a lower IVR value (Hofstede et al., 2010). 
Table 2.2. Independent and dependent variables used in the model by Karimi 
and Toikka (2018) to search for correlation between national culture and risk 
and benefit perception of CCS. 
Independent Variables Dependent variables 
Country-level Individual-level 
Benefit Perception 
Risk Perception 
Power Distance Age 
Individualism vs. Collectivism Education 
Masculinity vs. Femininity Knowledge of CCS 
Uncertainty Avoidance  Knowledge of climate change 
Long-Term Orientation  Knowledge of CO2 
Indulgence vs. Restraint   
A total of 11 independent variables are chosen from the two studies to search for correlation: 
five individual-level variables (Eurobarometer) and six country-level attitudinal variables 
(Hofstede et al., 2010), they are summarized in Table 2.2 (Karimi and Toikka, 2018). The 
individual variables provide information on the individual level of knowledge of CCS and 
climate change of lay people in each country; they are: education, age, knowledge of CCS, 
knowledge of CO2 and knowledge on climate change. The country-level attitudinal variables 
are the Hofstede’s dimensions reported in Table 2.1.  
The dependent variables are called risk perception and benefit perception, Tab 2.2. They are 
defined from the data from Eurobarometer survey by mean of a principal component analysis 
(PCA) (Karimi et al., 2016). The idea is to understand which questions should be addressed to 
represent a quantifiable attitude toward CCS thus, as a result (Table 2.3), six questions are 
chosen as representative, and the component weights, representing the correlations between the 
raw variables (i.e., the questions of the survey) and the output from the PCA, are kept only if 
higher than 0.6 to ensure a reliable fitting of the model. Overall, only two components are found 
able to define more than 60% of the variability in the survey results, which are named Benefit 
Perception (BP) and Risk Perception (RP). RP measures how much worry or concern 
respondents see in CCS usage, whereas BP estimates the perceived benefits from CCS, either 
from a personal perspective (e.g., single person attitude toward CCS) or, more in general sense, 
as a tool for climate change mitigation (e.g., single person’s idea of CCS as a tool for climate 
change mitigation). 
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Table 2.3. Result of the PCA on the survey’s questions of Eurobarometer 
(2011); adapted from Karimi et al. (2016). 
 Component loading 
 Benefit Perception Risk Perception 
Effective in fighting climate change  
Will help combat climate change  
Lowers and stabilizes energy prices 
Would benefit from local use 
Would be worried if a local storage site was built  
A safety risk in the future  
Variance explained 
0.81 
0.80 
0.74 
0.72 
  -0.21 
  -0.21 
  42.7% 
-0.26 
-0.22 
-0.02 
-0.25 
 0.85 
 0.85 
21.2% 
Table 2.4. Results of the multilevel regression performed in Karimi and Toikka (2018), a coefficient with 
an higher absolute value indicates a stronger correlation between independent and dependent variable. 
Positive sign indicates a positive correlation between two variables; instead negative sign indicates a 
negative correlation. Higher benefit perception and higher risk perception are sign of a country with a pro-
active view on CCS. Adapted from Karimi and Toikka (2018). 
 Dependant variables 
 Benefit perception Risk perception 
Knowledge of CCS -0.001 0.185 
Knowledge of climate change 0.045 -0.009 
Knowledge of CO2 0.023 -0.022 
Education 0.006 0.012 
Age -0.003 -0.004 
Power Distance 0.016 0.002 
Individualism -0.009 0.001 
Masculinity 0.006 -0.002 
Uncertainty Avoidance -0.017 -0.009 
Long-Term Orientation -0.013 -0.007 
Indulgence -0.008 -0.004 
A multilevel regression analysis (Gelman and Hill, 2006) is used to search for correlation 
between the independent and dependent variables (Karimi and Toikka, 2018). The aim is to 
quantify if and how much the 11 independent variables influences the 2 dependant variables. 
Result are reported in Table 2.4.   
The results show that benefit perception of CCS is higher in countries with higher knowledge 
of CO2 and climate change, high power distance, high collectivism, high masculinity, low 
uncertainty avoidance, short term orientation and high restrain. On the other hand, risk 
perception of CCS is higher, which in the study by Karimi and Toikka (2018) indicates a 
positive view on CCS, in countries with high knowledge of CCS technology, low knowledge 
of CO2, higher education, high power distance, high individualism, high femininity, low 
uncertainty avoidance, short term orientation and high restrain. 
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Table 2.5. Weights to be used in Eqs.(2.1-2.2). They are calculated starting 
from values of each dimension reported in Table 2.3, multiplying them by 100 
or -100 if referred to BP or RP respectively. All weights are dimensionless. 
 Wd
BP  Wd
RP  
Power Distance  1.6 -0.2 
Individualism -0.9 -0.1 
Masculinity  0.6  0.2 
Uncertainty Avoidance -1.7  0.9 
Long-Term Orientation -1.3  0.7 
Indulgence -0.8  0.4 
Additionally, Karimi and Toikka developed a framework that could be used to predict people’s 
reaction on CCS implementation in each country based on their cultural orientation, which has 
been adapted here. Each dimension has a part in shaping the perception and reaction of the 
public; the summation of the six-dimensions multiplied by their weight determinates public’s 
risk and benefit perception of a country (RPc [-], BPc [-]): 
 RPc=∑Wd
RP∙dimd,c
d
 ∀𝑐 (2.1) 
 
 BPc=∑Wd
BP∙dimd,c
d
 
∀𝑐 (2.2) 
where d is one of Hofstede’s cultural dimensions, d = {PDI, UAI, LTO, IDV, MAS, IVR} and 
c indicates on of the countries reported in Table B1. In Eqs.(2.1)-(2.2) dimd,c [-] is the value of 
the cultural dimension d of country c, and is taken from Hofstede et al. (2010). The parameters 
Wd
RP and Wd
BP [-] represent the weights of every cultural dimension d (Table 2.5) and they 
correspond to the percentual value of those coefficient of the multilevel regression analysis of 
dimension d (Table 2.4).  
In Eqs.(2.1)-(2.2), lower RPc indicates stronger pro-active view on CCS; similarly, higher BPc 
indicates stronger pro-active view on CCS. A country with small risk perception and high 
benefit perception is likely to accept CCS technology more openly compared to a country with 
high RPc and low BPc. For a schematic explanation of the effect of each dimension on risk or 
benefit perception and on acceptance see Table 2.6 and 2.7.  
The model is validated on countries not included in the data from the initial survey by 
Eurobarometer and, for the case of Netherlands, Canada, UK, Poland and Norway model’s 
results are in accordance with what is reported in the literature (Karimi and Toikka, 2018).  
In general, Hofstede’s dimensions refer to the socio-attitudinal characteristics at a country-level 
of analysis; anyway, cultural dimensions focus on explaining the average reaction of people 
living in a country to a new technology or situation. Thus, Hofstede’s model can be used to 
Modelling the social acceptance  23 
estimate the reaction of a community to CCS implementation (Karimi et al., 2016). The 
dimensions are designed to highlight differences between national cultures and can contribute 
to explain reasonable variances across countries. In addition, some of Hofstede’s dimensions 
fit aptly to study issues related to risk perception and contingencies (Hofstede et al., 2010). 
Table 2.6. Weights used in Eq.(2.1) with the respective effects on RPc and 
acceptance of the technology; Lower RPc indicates stronger pro-active view 
on CCS. 
 Wd
RP  Effect on RPc Effect on acceptance 
Power Distance -0.2 Decrease Increase 
Individualism -0.1 Decrease Increase 
Masculinity  0.2 Increase Decrease 
Uncertainty Avoidance  0.9 Increase Decrease 
Long-Term Orientation  0.7 Increase Decrease 
Indulgence  0.4 Increase Decrease 
Table 2.7. Weights used in Eq.(2.2) with the respective effects on BPc and 
acceptance of the technology; higher BPc indicates stronger pro-active view 
on CCS. 
 Wd
BP Effect on BPc Effect on acceptance 
Power Distance  1.6 Increase Increase 
Individualism -0.9 Decrease Decrease 
Masculinity  0.6 Increase  Increase 
Uncertainty Avoidance -1.7 Decrease Decrease 
Long-Term Orientation -1.3 Decrease Decrease 
Indulgence -0.8 Decrease Decrease 
The model has different limitations as well, as discussed in Karimi and Toikka (2018). The 
Eurobarometer study should be updated with a more recent survey to understand if the 
knowledge of climate change and CCS have changed along the years; furthermore, a survey 
specifically design for research on risk and benefit perception of CCS would improve the 
accuracy of the model (Karimi and Toikka, 2018). If another survey was to be design and 
administered in all European countries, it would be advisable to reach a bigger respondent basin, 
as to increase the accuracy of the model. Eventually, also the sociodemographic data on issue 
such as the industrial structure of an area the individuals inhabits could be used to improve the 
model, incorporating other variables that could influence the acceptance of CCS (Braun, 2017; 
Karimi and Toikka, 2018).  
This chapter described a model for the calculation of benefit and risk perception in every 
European country. The inputs of the model are the six cultural dimensions defined by Hofstede 
et al. (2010), which are reported in Appendix A; while the outputs can be used as proxies for 
community acceptance estimation. 
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The acceptance model will be incorporated in the model proposed by d’Amore and Bezzo 
(2017), and will be used for the design and optimisation of CCS infrastructure, taking into 
account country specific social acceptance.
 
 
  
 Chapter 3 
Modelling a CCS supply chain with 
community acceptance 
In this chapter the modelling approach will be discussed, building up from a previous SC model 
described by d’Amore and Bezzo (2017). The model was developed through the GAMS 
(General Algebraic Modelling System) software, as a MILP (Mixed Integer Linear 
Programming) problem solved through CPLEX. 
3.1 Hypotheses and assumptions 
Starting from the model of d’Amore and Bezzo (2017), we employ a grid-based spatially 
explicit, single-period, multi-echelon MILP model for the optimisation of the economic result 
(in terms of total cost minimization) and community acceptance (in terms of risk perception 
minimization) of the CCS network. This model will provide a strategic optimisation of the 
location and operation of an optimal CCS infrastructures (i.e., capture points, sequestration 
basins and transportation routes) within the European context in a 20 years’ time horizon.  
The spatial framework is geographically described through a grid of 134 squared cells g = {1, 
2, …, 133, 134}, which size ranges from 123 km to 224 km (d’Amore and Bezzo, 2017). This 
spatial discretisation allows the inclusion within the study the European continent, few regions 
of North Africa and some offshore regions in the North Sea, where offshore sequestration basins 
are located (Figure 3.1). 
In order to reduce the computational burden, this model will be optimised as a time-static model 
but, it will be chosen to simulate a unique time step of a 20 years’ length. Indeed, if the model 
had been considered as a properly dynamic model, it would have entailed 501.609 continuous 
variables and 155.800 discrete variables. Conversely, the single-period assumption increases 
the number of continuous variables to 954.121 but drastically reduces the binary variables to 
7.574. Previous studies showed that the results from the optimisation of a static CCS model are 
quite close to those from a dynamic one in terms of both economics and final SC (d’Amore and 
Bezzo, 2017).
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Figure 3.1. Spatially explicit representation of Europe and surrounding regions employed in 
the model. The black cells represent areas without large emission points and they are 
included in the set g = {1, 2, …, 124}, additionally several regions in the North Sea with 
offshore sequestration capability are included g = {125, 126, …, 134}. Adapted from 
d’Amore and Bezzo (2017) 
Regarding the modelling framework, it includes four problem echelons: (i) the capture problem; 
(ii) the transport problem; (iii) the sequestration problem; and (iv) the risk perception 
calculation. The model is designed as follows, given the following inputs: 
 geographical distribution of CO2 emission clusters from large stationary sources; 
 geographical distribution of CO2 sequestration areas;  
 spatially explicit features of European territories; 
 minimum CO2 quantity to be captured in Europe across the time horizon; 
 CO2 capture technologies efficiencies;  
 CO2 capture costs as a function of the chosen capture technology;  
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 transport logistics (i.e., quantity of CO2 transported, transportation links in operations 
etc.); 
 transport costs as a function of transport mode, quantity and distance; 
 CO2 sequestration costs as a function of selected region. 
The objective is to minimise the economic performance (in terms of total cost minimisation) or 
maximizing the community acceptance (in terms of total risk perception minimisation) of the 
CCS network or both of them with a multi-objective optimisation (Section 4.3). Therefore, the 
model will provide: 
 geographic location and scale of CO2 capture sites and technology selection; 
 geographic location and scale of CO2 sequestration sites; 
 definition and scale of transport infrastructure;  
 exploitation of the European potential for CCS;  
 cost performance of the CCS SC at the end of the time horizon; 
 risk perception as a function of selected region, population and project size. 
In the following, general information on each building block of the model will be provided, 
specifically on emission sources, capture points, sequestration basin, transportation and risk 
perception.  
3.1.1 Emission sources 
The starting point of the model is the identification of stationary emission sources of CO2 in 
Europe and surrounding areas. Data and location of the main stationary emission sourced are 
obtained from the Emission Database for Global Atmospheric Research (EDGAR) published 
by Joint Research Centre (JRC, 2016); only large stationary emission sources (i.e., > 106 t of 
CO2/year) are considered. From EDGAR, 336 large plants for electricity production by fossil 
fuel burning (coal or gas) are found accountable for the 37% of total European CO2 emission 
in 2008; additionally, EDGAR provides the spatial location of all the emission sources, which 
is here coupled with the grid described in Section 3.1 (Figure 3.2). Cells without any emission 
sources or sequestration basin have been eliminated to reduce the computational effort of the 
combinatorial optimisation. Then, all the emission sources within a cell are clustered at the 
centre of the cell itself. Broadly speaking, the grid produces 1.375‧109 t of CO2/year with an 
average specific emission of 3.722‧106 t of CO2/year/facility (Table B2). 
The knowledge of the fuel (gas or coal) fed to power facility is essential for the determination 
of the typology of capture technologies k to be employed, as well as inputs parameters for 
capture infrastructure assessment, in terms of capture cost and efficiencies. To do so, the share 
of CO2 emission derived by coal burning and the share derived by gas burning must be 
identified for all cells; the employed methodology will be detailed using the case of Germany 
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as an example. The electricity produced in Germany by coal burning account for 81% of the 
total electricity production from fossil fuel combustion, the remaining 19% is obtained by gas 
burning. An average emission of 1.04kg of CO2 per kWh for coal-fuelled power station and 
0.383 kg of CO2 per kWh for gas are considered here. Therefore, we obtain than in Germany, 
92% of CO2 emission are related to coal and 8% of CO2 emissions are related to gas. This 
procedure is used to estimate the quotas of emission related to coal and gas burning for 
electricity production of all cells.  
Figure 3.2. Spatially explicit representation of Europe and surrounding regions employed in 
the model. The black cells represent areas without large emission points, which are indicated 
by red dots. The blue cells represent offshore regions with sequestration capabilities. Only 
point sources with an output >106 t of CO2/year are considered; adapted from d’Amore and 
Bezzo (2017). 
Then the parameter γg,k [%] is introduced in the model, representing the quota of emissions 
within cell g for which technology k could be employed. The 2013 percentage of coal and gas 
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combustion for electricity production is used to estimate the parameter γg,k (EUROSTAT, 2016) 
(Table B3). 
3.1.2 Capture 
Three technologies for capturing CO2 from burning fossil fuel are adopted: (i) post-combustion 
capture; (ii) oxy-fuel combustion capture; and (iii) pre-combustion capture (IPCC, 2005). 
Regarding option (i), CO2 can be separated from the flue gases of a fossil fuel fed power plant. 
It is best to apply the post-combustion capture technology to system with a high conversion 
efficiency, because of the additional cost introduced by the capture; thus, pulverized coal power 
plants and natural gas combined cycles are considered as possible power plants for the 
installation of post-combustion. The currently preferred process for CO2 separation is 
absorption: it offers an high CO2 recovery (between 80% and 95%), high selectivity and the 
best energy balance if compared to other post-combustion capture technologies (IPCC, 2005). 
Another available technology is membrane separation, but due to its high energy requirement 
and lower CO2 removal potential will not be considered here (Feron, 1994; Herzog et al., 1991).  
Instead, oxy-fuel combustion (ii) consists in an air separation before the combustion to be able 
to feed the reactor with a nearly pure oxygen stream. In this way, the flue gases contain high 
concentration of nearly pure CO2, which just need to be purified, compressed and stored before 
its utilisation or transport. The application of oxy-fuel combustion to gas-based plant is still at 
the design stage (IPCC, 2005), thus it will be an alternative to post-combustion only in the case 
of coal-based power plants. Finally, starting from syngas, pre-combustion techniques (iii) 
consists in the production of a hydrogen-rich syngas, which can be used as a fuel in many 
applications such as boilers, furnaces, gas turbines, fuel cells, internal combustion engines 
(IPCC, 2005). The flue gases of the combustion contain high concentration of CO2, which can 
be purified, compressed and transported. In this work, pre-combustion will be applied to only 
natural gas combined cycles (NGCCs). In theory carbon-based fossil fuels can be converted in 
syngas, leaving open the possibility to apply pre-combustion to carbon-based power plants as 
well; anyway, the conversion of a plant entails major alteration of its design and operation, with 
costs that are difficult to estimate.  
Summarising, the utilization of a technology k is limited to specific fed power plant; post-
combustion and oxy-fuel combustion are considered for coal-fed plants, whereas post-
combustion and pre-combustion are considered for gas-fed plants. 
Table 3.1. Capture efficiencies (ηk) and unitary capture cost (UCCk [€/t of 
CO2]) for each technology k. Adapted from d’Amore and Bezzo (2017).  
k postcombcoal postcombgas oxyfuelcoal precombgas 
ηk 0.87 0.88 0.92 0.86 
UCCk 33 54 36 25 
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For each technology k data on capture efficiencies of CO2 (ηk [-]) and unitary capture cost 
(UCCk [€/t of CO2]) depending on the power plant (coal-fed or gas-fed) are provided (Table 
3.1) (d’Amore and Bezzo, 2017). 
3.1.3 Transport 
Two transport methodologies l are employed in the model: (i) onshore pipelines; and (ii) 
offshore pipelines (d’Amore and Bezzo, 2017); in both of them CO2 is in liquid state (IPCC, 
2005).  
Following the experience of natural gas transportation, pipelines are the most efficient way to 
move high quantity of liquified gas for long distances. Pipelines are the only methodology 
considered in the model for both onshore and offshore transportation. Another methodology for 
onshore transportation is truck transport, however it is assumed irrelevant because of the wide 
scale of the problem (i.e., quantity to be transported and distances to travel). Furthermore, ship 
transport is another competitive option for offshore transportation, anyway due to lack of data 
on how to calculate the risk perception generated by ship it was decided to neglect it from the 
model. 
Table 3.2. Transport unitary cost UTCp,l [€/t of CO2/km] according to the discretisation p of the annual 
transport flowrate Qp,year [Mt of CO2] and the total transported capacities in 20 years of operation Qp [Mt 
of CO2]. Adapted from d’Amore and Bezzo (2017).  
p Qp,year Qp UTCp,“onshorepipeline” UTCp,“offshorepipeline” 
 [Mt of CO2/year] [Mt of CO2] [€/t of CO2/km] [€/t of CO2/km] 
1 1 20 0.04009 0.07137 
2 5 100 0.01476 0.02215 
3 10 200 0.00959 0.01338 
4 15 300 0.00746 0.00997 
5 20 400 0.00624 0.00808 
6 25 500 0.00543 0.00687 
7 30 600 0.00485 0.00602 
The determination of transport cost is carried out starting from the unitary cost of transport with 
respect to the t of CO2 transported and the total travel distance: the transport unitary cost (UTC 
[€/t of CO2/km]) used in the model are reported in Table 3.2. For both onshore and offshore 
pipelines, the UTCp,l is related to transported flowrate and covered distance; a discretization of 
the transport capacity Qp,year  in seven capacities p = {1, 2, …, 7} is employed (Table 3.2) 
(d’Amore and Bezzo, 2017). The parameter Qp,year [Mt of CO2/year] is the annual CO2 flowrate 
of a pipe, because we are using a single period model the annual flowrate is multiplied by the 
time horizon t = 20 year obtaining the total capacity transported by a pipeline of size p in 20 
years of operation (Qp [Mt of CO2]). The discretisation helps maintaining the transport cost 
function linear as the shipment size increase, despite the presence of scale effects that would 
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lead to non-linear representations of unitary costs over transported quantities. The spherical law 
of cosine is used to calculate the average distance between cells g and g’ under the spherical 
earth assumption (d’Amore and Bezzo, 2017); additionally a tortuosity factor from each region 
g is included in the model to account for the presence of mountains and geographical features, 
which may require a different and more tortuous path of the pipeline (d’Amore et al., 2018). 
3.1.4 Sequestration  
The most interesting geological formation are deep saline aquifers (i), hydrocarbon fields (ii) 
and coal fields (iii) (Leung et al., 2014). The geological formations that can be utilized or the 
storage of CO2 must satisfy various conditions: (a) reservoir depth must ensure that the CO2 is 
in supercritical phase (under 800 m), but, due to the decrease of permeability and porosity, it is 
advised against drilling deeper than 2 km; (b) integrity of the seal must avoid CO2 leakage; (c) 
storage capacity must be high enough to be compared to power plant CO2 output; and (d) 
storage characteristic must ensure economic feasibility and leakage prevention (Vangkilde-
Pedersen et al., 2009).  
The data on the positioning, capacity and characterization of the most promising formations for 
the storage of CO2 is obtained from the EU GeoCapacity Project (2009). A total of 117 Gt of 
CO2 can be capture within European geological formation, including both onshore and offshore 
basins (d’Amore et al., 2018); Table B4 shows the storage potential of each region of the grid. 
The methodology for cost estimation of a sequestration basin will be detailed in Section 3.2.3, 
following the methodology proposed by Ogden (2003, 2004). 
3.1.5 Risk Perception 
The starting point for the quantification of community acceptance of CCS infrastructure is the 
model described in Section 2.3.3, specifically Eqs.(2.1)-(2.2) provide risk/benefit perception 
parameters for each region g in country c. 
Capture infrastructures of CO2 would be placed in an already existing industrial area; thus the 
public would not be actively involved: the addition of a capture technology section to an 
already existing fuel-powered electricity generation plant does not directly concern the public 
living in the vicinity of the plant. Furthermore, capture points are not considered to generate 
any public response, therefore they do not contribute to the risk perception of CCS 
infrastructure. On the other hand, sequestration basins and pipelines transportation are 
considered to generate a strong public response; the infrastructures would be placed in areas 
in close contact with the public and its territory, thus, a reaction is expected. Pipelines 
transporting CO2 and sequestration basins injecting CO2 underground are likely to be seen as 
a treat by the population living in cities close to the infrastructure. In the literature different 
concerns were expressed by the public living close to a proposed sequestration basin or 
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pipeline installation; CCS infrastructures are seen as a risk to the health of the people living 
close to them, not only because of the risk of CO2 leakages, but even for the possible side 
effect of the injection of CO2 underground, which people believes to cause frequent 
earthquakes (Seigo et al., 2014; Yang et al., 2016). Moreover, they are seen as a treat to the 
safety, preservation and beauty of the environment and landscape of their territory and thus, 
they may cause the depreciation of the real estate market (Braun, 2017; Roddis et al., 2018; 
Seigo et al., 2014). 
In view of the complex mechanism behind community acceptance, we included two other 
aspects in the model: the population living within the region where the CCS infrastructure is 
operated, and the actual size of the installed facilities for either CO2 transport or sequestration. 
In fact, highly populated regions are usually characterised by higher social capital thus, they 
are likely to oppose against the installation and operation of an infrastructure more firmly in 
case it would be seen as a risk or liability for the community (Braun, 2017; van der Horst and 
Toke, 2010; Wallquist et al., 2012). CCS infrastructures hold an intrinsic risk due to their 
operation, placing them close to highly populated areas should be penalised as this increases 
societal risk (i.e., risk of a hazard over a population inhabiting nearby the facility). On the other 
hand, the size of the installed infrastructure clearly affects social acceptance and is included in 
the model as well, since bigger project applications (e.g., higher capacity, higher holdup, etc.) 
are likely to generate stronger response by the public and a higher opposition may be expected 
(Braun, 2017; Roddis et al., 2018).. 
Besides, benefit perception is usually related the mitigation effect of CCS on climate change 
(Table 2.3); people understand that CCS can be used to fight climate change and thus they 
accept its implementation and utilisation. Anyway, no study indicates if an increase in project 
size will have a positive or negative effect on the benefit perception of the community, 
furthermore, it is unknown whether areas with higher population (i.e., big cities or metropolitan 
areas) will have higher or lower benefit perception of an energy infrastructure. Furthermore, we 
are not able to characterize the relation between risk and benefit perception, thus we do not 
know how to combine them to have a reliable description of the community reaction to CCS 
infrastructures. For example, given a region with a high benefit perception parameter and a high 
risk perception parameter, Eq.(2.1)-(2.2), (i.e., people recognize the importance of CCS to fight 
climate change, but they recognize its risk as well), will the benefits overcome the risks bringing 
the community to accept the infrastructure? Or will it be the contrary? As we are not able to 
characterize different aspect of benefit perception we decided to keep only risk perception 
parameter (RPg) as proxy for the community acceptance. 
For sequestration, the number of wells installed in a region is employed as indicator of project 
size for risk perception calculation, as the wells have a strong visual impact and they are usually 
associated with risky and hazardous operations. On the other hand, for transportation, the size 
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of the pipelines is chosen as indicator for risk perception calculation, because a larger diameter 
of the pipe is usually associated with riskier operation. 
Overall, the locating of a CCS infrastructure in a region would generate a public response which 
is proportional to the risk perception parameter, the project size and the population of the region; 
the detailed procedure for total risk perception calculation is provided in Section 3.2.4. 
3.2 Mathematical formulation  
This section will describe the mathematical features of the multi-echelon, single-period and 
spatially explicit MILP model for a strategic optimisation of the CO2 SC in terms of total cost 
and risk perception minimisation. The model has three possible objective functions depending 
on the optimisation of interest, in all optimisations all constrains must be satisfied to achieve a 
solution. Regarding the economic objective function (case ECO) it aims at the minimisation of 
the total cost (TC [€]) needed to install and operate the CCS SC; whereas, the risk perception 
minimisation (case RISK) aims to the minimisation of the total risk perception (RPtot [-]) 
generated by the construction and operation of the infrastructures composing CCS SC. 
Additionally, a multi objective optimisation (case MULTI) can be performed using a 
combination of ECO and RISK objective as new objective function and is employed to study 
intermediate solutions of between the two cases (detailed in Chapter 4):  
{
  
 
  
 objective= min(𝑋)
s.t.
capture problem
transport problem
sequestration problem
risk perception problem
 
  
 
(3.1) 
where, X = TC in ECO case, X = RPtot in RISK case and X = f(TC, RPtot) MULTI). More 
precisely on case ECO, TC is calculated including total capture costs (TCC [€]), total 
transportation costs (TTC [€]) and total sequestration costs (TSC [€]): 
TC=TCC+TTC+TSC  (3.2) 
Instead, RPtot is calculated including risk perception generated by sequestration basin (RPseq [-
]) and risk perception generated by transportation (RPtran [-]): 
RPtot=RPseq+RPtran  (3.3) 
As will be detailed, the model mathematical architecture is based on four pillars, each 
generating several constraints to the main problem: the capture problem (Section 3.2.1), the 
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transport problem (Section 3.2.2), the sequestration problem (Section 3.2.3) and the risk 
perception problem (Section 3.2.4). 
3.2.1 The capture problem constrains 
The global European capture costs (TCC [€]) of Eq.(3.2) are obtained from the summation of 
the total capture cost of each region g (TCCg [€]): 
TCC = ∑ TCCg 
𝑔
  (3.4) 
Furthermore, TCCg of Eq.(3.4) is obtained from the unitary cost of capture describe in Section 
3.1.2: 
TCCg = ∑ Ctotk,g∙UCCk
k
 ∀g (3.5) 
where, UCCk [€/t of CO2] is the unitary capture cost of technology k reported in Table 3.1 and 
Ctotk,g [t of CO2] is the effective captured quantity of CO2 through technology k in region g in 
a total of 20 years of operation. The variable Ctotk,g is calculated using the capture efficiency 
of the employed technology k: 
Ctotk,g= ηk∙ Ptotk,g ∀k,g (3.6) 
where, ηk is the average capture efficiency of technology k reported in Table 3.1 and Ptotk,g [t 
of CO2]) is the quantity of CO2 selected for processing through technology k in region g. Ptotk,g 
must be lower than the maximum CO2 quantity available for capture in a region g:  
∑ Ptotk,g ≤ Pmaxg
k
 ∀g (3.7) 
where, Pmaxg [t of CO2] is the cumulative emitted CO2 in region g from large stationary power 
plant as described in Section 3.1.2 (Table B2). Furthermore, a global upper bound for the total 
amount of CO2 to be captured by each technology k in region g is set by the parameter γg,k [%], 
representing the feasibility ratio when installing a technology k in region g, as detailed in 
Section 3.1.1: 
Ptotk,g ≤ Pmaxg∙ γk,g  ∀k,g (3.8) 
On the other hand, the global lower bound for Ptotk,g is set as follow: 
∑ Ptotk,g 
k,g
≥ ∝ ∙ ∑ Pmaxg
g
 ∀k,g (3.9) 
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where, α [-] represent a priory-fixed parameter for the minimum European carbon reduction 
target. By setting α we impose the minimum quantity of CO2 to be captured in Europe in 20 
years of simulation from large stationary sources. Ctotk,g and Ptotk,g of Eq.(3.6) are respectively 
the effective captured quantity of CO2 and the necessary quantity of CO2 to be processed to 
achieve Ctotk,g and they are the main decision variable of the capture problem, thus they need 
to be set as positive: 
Ptotk,g ≥ 0 ∀k,g (3.10) 
Ctotk,g ≥ 0 ∀k,g (3.11) 
By setting Ptotk,g  the solver decides where to install the capture facility, how much CO2 to 
capture in that facility and through which technology.  
3.2.2 The transport problem 
The total transport costs (TTC [€]) of Eq.(3.2) are calculated as a sum of two contributions: the 
scale factor on total transport size designed for pipeline transportation (TTCsize [€]) and the 
contribution accounting for the intra-grid related transport cost (TTCintra [€]): 
TTC = TTCsize+TTCintra  (3.12) 
The term TTCsize of Eq.(3.12) includes the scale factors of shipment size and transport length 
specifically of pipeline transportation: 
TTCsize=∑ [UTCp,l'∙∑ (λp,g,l,g'∙Qp∙terraing∙LDg,g')
g,g'
]
p,l
  (3.13) 
where, g’ is a subset of g indicating the possible region of origin or destination which are not g 
itself, UTCp,l’ is the transport unitary cost for pipeline transportation (Table 3.2), terraing [-] is 
a tortuosity factor accounting for the presence of mountains as detailed in Section 3.1.3, LDg,g’ 
[km] is the linear distance between the centre of cell g and g’ calculated with the spherical law 
of cosines: 
LDg,g'= cos
-1 [ sin(latg) ∙ sin(latg
'
)+ cos(latg) ∙ 
∙ cos(latg
'
) ∙ cos(longg - longg
'
) ]∙R 
∀g,g' (3.14) 
where, R is equal to 6372.795 km and represent the mean Earth’s radius; the spherical law of 
cosines gives error of up to 0.3%, thus it seems accurate enough for our purpose. Furthermore, 
it is always assumed that the capture points and storage points are placed in the centre of region 
g, thus, the distance between regions is, in fact, the distance between their two centres. Qp of 
Eq.(3.13) is the transported quantity discretisation reported in Table 3.2, whereas λp,g,l,g’ [-] of 
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Eq.(3.13) is a binary variable indicating if a transport methodology l of size p is employed 
between g and g’; it is a decision variable used by the solver to optimize the network. If λp,g,l,g’ 
= 1 a transport methodology of type l and size p is employed between g and g’, if λp,g,l,g’ = 0 no 
transport methodologies of type l and size p is employed between g and g’ are employed.  
Moreover, TTCintra of Eq.(3.12) includes all short distance transportation cost (i.e., 
transportation inside a region g): 
TTCintra=intcost∙∑ Ctotk,g∙LDg∙
√2
2k,g
  (3.15) 
where, intcost is the average cost for the transportation of CO2 via onshore pipelines and it is 
equal to 0.0126€/t of CO2/km, Ctotk,g is calculated through Eq.(3.6), LDg [km] is the size of 
region g. Since emission sources are clustered in the middle of the cell g, it is assumed that the 
intra-connection length is equal to √2/2 times the cell size LDg so that pipelines can reach all 
the cell marginal areas for in loco storage (d’Amore et al., 2018). 
Furthermore, the identification of the quantity of CO2 transported from a region g to a region 
g’ is done by performing a CO2 mass balance on each region g. The mass balance in region g 
is done imposing that the ingoing quantity of CO2 must be equal to the outgoing one. For the 
input terms, the captured quantity of CO2 in region g through technology k (Ctotk,g) of Eq.(3.7) 
and the quantity transported from region g’ through l to region g (Qtransg’,l,g [t of CO2]) are 
considered. On the other hand, for the output terms, the sequestrated quantity in region g (Sg [t 
of CO2]) and the quantity transported from region g through l to region g’ (Qtransg,l,g’ [t of 
CO2]) are considered: 
∑ Ctotk,g
k
+ ∑ Qtransg',l,g
l.g'
= Sg+∑ Qtransg,l,g'
l,g'
 ∀g (3.16) 
The balance of Eq.(3.16) even set the quantity Sg, which is stored in region g (detailed in Section 
3.2.3). Then, Qtransg,l,g’ is imposed to be equal to a linear combination of the discretised 
transportation capacities Qp reported in Table 3.2: 
Qtransg,l,g'=∑ λp,g,l,g'
p
∙Qp ∀g,l,g' (3.17) 
where, λp,g,l,g’ is the binary variable of Eq.(3.13). Furthermore, two limitations are employed on 
the transported quantity of CO2: 
Qtransg,l,g'= 0 ∀ (g,l,g
')∉ TotalCCSg,l,g' (3.18) 
Qtransg,l,g= 0 ∀g,l (3.19) 
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where, Eq.(3.18) imposes that only feasible connection between g and g’ of each transport mode 
l can be used by the solver, where all the transport links allowed are reported in the set 
TotalCCSg,l,g’ (e.g., an onshore pipeline cannot cross the sea). On the other hand, Eq.(3.19) 
limits the transport modes which cannot have internal transport loops (e.g., the shipping of CO2 
from g to g itself). 
3.2.3 The sequestration problem 
In accordance to d’Amore and Bezzo (2017), the sequestration costs (TSC [€]) of Eq.(3.2) are 
calculated using the indication of Kwak and Kim (2017) and the formulation proposed by Hasan 
et al. (2015). The injection cost can be obtained following the procedure of Ogden (2003, 2004), 
summing the investment for wells installation, operation and maintenance for each region g:  
TSC = t ∙ ∑ [(CCRseq∙OMseq)∙offg∙(m1∙dg+m2)∙Ng]
g
  (3.20) 
where, CCRseq [%] represent the yearly capital charge rate of ownership of cost, OMseq [%] is 
the yearly operation and maintenance cost rate, m1 [equal to 1.6 M€/km/year] and m2 [set equal 
to 1.3M€/year] are cost parameters for well construction and subsequent CO2 injection scaled 
by single year, whereas dg [km] is the injection deep in region g, ranging from 0.8 km to 2 km 
depending on the sequestration basin (EU GeoCapacity Project, 2009). The parameter offg 
represent the addition cost of installation and operation of an offshore basin, it is set equal to 5 
in accordance to the literature (van den Broek et al., 2010). All the terms are multiplied by t = 
20 years to account for the time horizon employed in the model. The term Ng indicate the 
number of injection wells in region g and is obtained by dividing the total sequestrated quantity 
Sg in region g for the maximum total injection capacity of a well Stotmax [t of CO2] in 20 years 
of operation: 
Ng=
Sg
Stotmax
 ∀g (3.21) 
An yearly 1.56 Mt of CO2/year is assumed in accordance to Ogden (2003, 2004), furthermore 
Stotmax of Eq.(3.21) is equal to a total of 31.2 Mt of CO2 per wells in 20 operational years. 
Moreover, the Sg defined by Eq.(3.16) must be lower than the total capacity of the basin of 
region g: 
Sg ≤ Stotg ∀g (3.22) 
where, Stotg [t of CO2] represents the total amount of CO2 to be stored in g in accordance to the 
spatially explicit representation of geological formation in Europe. 
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3.2.4 The risk perception problem 
The sequestration risk perception (RPseq [-]) of Eq.(3.3) is obtained by summing the 
sequestration basin risk perception of every region g: 
RPseq=∑ RPg
seq
g
   (3.23) 
where, the RPg
seq [-] is the risk perception generated by sequestration basins in region g and it 
is calculated utilizing the weights discussed in Section 3.1.5: 
RPg
seq = RPg∙Popg∙Sg  ∀g (3.24) 
where, RPg [people-1 ∙ t of CO2-1] represents the risk perception parameter of region g, the values 
of RPg are taken from Eq.(2.1) substituting the country set c with the corresponding region g of 
our grid (Figure 3.1); Table B5 reports the values of RPg. In Eq.(3.25), Popg [people] is the 
population in region g, whereas Sg [t of CO2] is the quantity of CO2 stored in g calculated by 
Eq.(3.17). The parameter Popg for every region g is reported in Table B6; for offshore regions 
the population is set to 1 to avoid having zeros in the solution of the model. Eq.(3.25) shows 
how the increase of the sequestrated quantity of CO2 in region g, which is proportional to the 
number of installed wells through Eq.(3.22), causes the increase of the sequestration risk 
perception in region g; an higher number of wells can be related to a stronger opposition, as 
detailed in Section 3.1.5. Considering the RISK optimisation, the total risk perception of 
Eq.(3.3) is to be minimised; thus the solver optimises the location and the sequestrated quantity 
of all European basins. 
On the other hand, RPtran of Eq.(3.3) is obtained by summing together the risk perception 
generated by all transportation links employed in the SC: 
RPtran=∑ RPg,g'
tran
g,g'
  (3.25) 
where, RPg,g'
tran [-] is the risk perception generated by the transport of CO2 between g and g’; 
differently from RPg
seq, it is calculated considering the massive CO2 holdup in the pipes as 
weight accounting for the project size: 
RPg,g'
tran = Hg,g' ∙Pop̅̅ ̅̅ ̅g,g'∙RP
̅̅ ̅̅ g,g' ∀g,g' (3.26) 
where, RP̅̅ ̅̅ g,g’ [people-1 ∙ t-1] is the average risk perception parameter between g and g’ (Table 
B5), Pop̅̅ ̅̅ ̅g,g’ [people] is the average population density between g and g’ (Table B6), whereas 
Hg,g’ [t] represents the massive holdup of CO2 in the transport system between g and g’. Even 
if it is possible to employ an exact formulation for RPg,g'
tran calculation without using average 
values, it was decided to employ the inexact one to reduce the computational complexity of the 
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model. In particular, the holdup of CO2 in the pipes is used to take into account the project size 
for transportation, as it is proportional to the dimension of the pipe. Indeed, Hg,g’ of Eq.(3.26) 
is calculated from the inner volume of all the pipelines and the density of CO2 flowing inside 
the pipes: 
Hg,g' = Atotg,g'∙LDg,g'∙ρCO2  ∀g,g' (3.27) 
where, LDg,g’ [m] is the linear distance between regions g and g’ calculated from Eq.(3.14), 
ρCO2 [t of CO2/m3] is the density of CO2 in the pipes and Atotg,g’ [m2] is summation of the 
sectional area of all the pipelines from g to g’. The multiplication of LDg,g’, Atotg,g’ and ρCO2 
gives as result the total massive holdup in the pipes in [t of CO2]. The value of ρCO2 [t of CO2/m3] 
is taken from IPCC (2005), considering an average pressure for the transportation of 15MPa 
and a temperature of 30°C, its value is set to 0.85 [t/m3]. Atotg,g’ of Eq.(3.27) is calculated as 
follow: 
Atotg,g'=∑[(∑λp,g,l,g'
l
) ∙Ap]
p
 
 
∀g,g' (3.28) 
where, λp,g,l,g’ is a the binary variable of Eq.(3.13): λp,g,l,g’ is summed for the index l to account 
for all transport methodologies of size p between g and g’ employed, if more than one is present.  
The parameter Ap [m2] of Eq.(3.28) is the sectional area of the pipe as function of p. The values 
of Ap are taken from Knoope et al. (2013), where a list of models for the cost optimization of 
the construction of CO2 pipelines are compared. The optimal diameter depends on many 
variables (i.e., travel distance, cost of energy, flow rate, etc.) and it is not immediate to calculate 
because it should be optimized considering each project separately. Nevertheless, the 
dependence of the pipeline diameter with respect to mass flowrate is not linear; considering the 
capacity discretisation p employed in the model, a set of inner diameter (Dp [m]) for each 
capacity p is retrieved from Knoope et al. (2013), the set is reported in Table 3.3. The values 
reported in Table 3.3 represent the average pipeline diameter for a specific flowrate obtained 
from a list of optimisation models found in the literature.  
Moreover, the values are reliable for a pipeline length of about 300km; the average distance 
between the centres of two regions in our discretisation is around 180 km. Anyway, links from 
the capture region to the sequestration region may travel for distances up to 800 km passing 
through different regions, thus, assuming 300km seems a reasonable compromise. 
If CO2 is captured and stored in the same region g, we assume that the risk perception derived 
from the intra-regional pipelines for the CO2 transportation is included in the risk perception 
generated by the sequestration basin (RPseq). In our model, the risk perception generated by a 
sequestration infrastructure in region g includes the risk generated by all the secondary 
infrastructures in operation for the support of the basin, if placed inside g. 
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Table 3.3. Inner pipeline diameter (Dp) employed in the model of Eq.(3.1) with 
respect to the capacity discretisation p. The values are taken from Knoope et 
al. (2013). 
p 
Qp,year Dp 
[Mt of CO2/year] [m] 
1 1 0.20 
2 5 0.40 
3 10 0.50 
4 15 0.59 
5 20 0.66 
6 25 0.72 
7 30 0.79 
This chapter described how our model works and how it is implemented in GAMS; in the next 
chapter the results of the model of Eq.(3.1) for the cases ECO and RISK will be illustrated and 
discussed.
 
 
  
 Chapter 4 
Results and discussion 
The results from the optimisation of the MILP optimisation will be here described and 
commented on. In particular, two main case studies will be analysed: ECO and RISK, 
depending on the choice in the objective function. Furthermore, the results from the multi-
objective optimisation will be presented as well. Accordingly, ECO optimisation will be set as 
a base case for the discussion and comparison of the results, and its results will be presented in 
Section 4.1. Then, the results of RISK optimisation will be detailed Section 4.2 and compared 
with those from the ECO case study; additionally, Section 4.3 exhibits the results from a 
sensitivity analysis which was performed on the inner pipeline diameter selections employed 
in the definition of Hg,g’ through Eq.(3.27). Finally, the Pareto-curves generated from the multi-
objective optimisation will be discussed in Section 4.4. For each of the aforementioned case 
studies, five different Scenarios will be investigated, depending on the choice in the minimum 
carbon reduction target α (ranging from a minimum of 10% up to 50%).
Table 4.1. Summary of all studied Scenarios: the name, reduction target (α), 
minimised variable and short name are reported. 
Name α Case Minimized variable Short name 
Scenario A 10% 
ECO TC AECO 
RISK RPtot ARISK 
MULTI f(TC, RPtot) AMULTI 
Scenario B 20% 
ECO TC BECO 
RISK RPtot BRISK 
MULTI f(TC, RPtot) BMULTI 
Scenario C 30% 
ECO TC CECO 
RISK RPtot CRISK 
MULTI f(TC, RPtot) CMULTI 
Scenario D 40% 
ECO TC DECO 
RISK RPtot DRISK 
MULTI f(TC, RPtot) DMULTI 
Scenario E 50% 
ECO TC EECO 
RISK RPtot ERISK 
MULTI f(TC, RPtot) EMULTI 
Table 4.1 summarises the Scenarios according to the respective European carbon reduction 
target. The optimisation was performed by aim of GAMS software, through CPLEX solver, on 
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a dual core 2.3 GHz laptop (8 GB RAM), while the resulting SC designs were plotted by using 
the software Gephi. Concerning the problem size, the three case studies have the same number 
of variables (954116), discrete variables (7574) and equations (577309), as only the objective 
function is changing from case to case. 
4.1 Economic Optimisation (ECO) 
The objective is to minimise the total costs (TC [€]) needed for the construction and operation 
of the CCS SC, such that all constrains are satisfied: 
{
  
 
  
 objective= min(TC)
s.t.
capture problem
transport problem
sequestration problem
risk perception problem
 
  
 
(4.1) 
Firstly, this Section will provide an overview of the quantitative socio-economic results (e.g., 
in terms of total cost of the networks and corresponding risk perception) of the solution of 
Eq.(4.1); then, the SC networks resulting for the five different Scenarios will be detailed. 
Table 4.2. Total cost, specific cost, risk perception and optimality gap for all Scenarios studied in 
ECO optimisation. Total specific cost (TC/SQtot) and specific cost of capture (TCC/SQtot), transport 
(TTC/SQtot) and sequestration (TSC/SQtot) are reported. 
Scen. TC TCC TTC TSC TC/SQt TCC/SQt TTC/SQt TSC/SQt RPseq RPtran OptCr 
 [MM€] [MM€] [MM€] [MM€] [€/tCO2] [€/tCO2] [€/tCO2] [€/tCO2] [∙10
15] [∙1015] [%] 
AECO 76.9 70.1 6.1 0.66 32.0 29.2 2.5 0.3 6009 0.31 0.5 
BECO 170.5 157.1 12.0 1.44 35.3 32.5 2.5 0.3 11003 0.44 3.6 
CECO 266.9 249.3 15.7 1.95 36.8 34.3 2.2 0.3 17222 0.43 2.3 
DECO 364.3 341.5 19.9 2.88 37.6 35.2 2.1 0.3 22250 0.45 1.9 
EECO 462.5 432.8 26.3 3.44 38.2 35.7 2.2 0.3 27465 0.65 1.6 
The total costs (TC [MM€]) of the SCs increases linearly with respect to the carbon reduction 
target: starting from a total cost of 76.9 MM€ for Scenario AECO (α = 10%), it increases to 462.5 
MM€ for Scenario EECO (α = 50%), as reported in Table 4.2. From Scenario AECO, increasing 
the reduction target by 10% usually adds another 96 MM€ to the total costs of the network. 
Indeed, capture (TTC), sequestration (TSC) and transport (TTC) costs increase as the reduction 
target becomes higher (Figure 4.1), but the percentage of the three contributions does not 
significantly change among Scenarios: capture costs always account for more than 90% of total 
costs and it slightly increases with α, whereas transport accounts for about 6% and sequestration 
costs for only about 0.8% of total costs (Figure 4.2).  
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Figure 4.1. Total cost (TC [MM€]) of the CCS SC of ECO optimisation for all studied 
Scenarios. For each Scenario the total capture cost (TCC), total transport cost (TTC) and 
total sequestration cost (TSC) are reported. TCC accounts for most of the TC in all the 
Scenarios and case. 
Figure 4.2. Percentage of total cost generated by capture, sequestration and transport for 
the CCS SC of ECO optimisation for all studied Scenarios. 
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Furthermore, the specific costs of the network, obtained by dividing the total costs by the total 
sequestrated quantity of CO2 (TC/SQtot [€/t]) increase with respect to α: starting from 32.0 €/t 
of CO2 for Scenario AECO, it reaches 38.2 €/t of CO2 for Scenario EECO (Table 4.2). This trend 
indicates that sequestering a fixed quantity of CO2 becomes more expensive as the reduction 
target increase; where the increment in total costs of the network mainly derives from a steady 
increase in specific capture cost. The specific capture cost for Scenario AECO is 29.2 €/t of CO2 
and it reaches 35.7 €/t of CO2 for Scenario EECO, whereas specific transport and specific 
sequestration cost do not vary significantly (Table 4.2). 
 
Table 4.3. Results of ECO optimisation for all Scenarios in terms of total sequestrated quantity of 
CO2 (SQ [Gton of CO2]), captured quantity by each technology k (Ctotk [Gton of CO2]) and 
percentage of utilisation of technology k in terms of quantity of CO2 captured by k with respected to 
SQtot (Ctotk /SQt). Pre-combustion is used in gas-fed plants (Pre-comb), post-combustion is used in 
coal-fed plants (Postcoal) and in gas-fed plants (Postgas) and oxy-fuel is used in coal-fed plants (Oxy-
fuel). 
Scen. SQt Ctotk  Ctotk / SQt 
  Pre-comb Postcoal Postgas Oxy-fuel  Pre-comb Postcoal Postgas Oxy-fuel 
 [Gton] [Gton] [Gton] [Gton] [Gton]  [%] [%] [%] [%] 
AECO 2.40 2.37 0.03 0 0  98.69 1.31 0 0 
BECO 4.83 2.94 1.89 0 0  60.88 39.12 0 0 
CECO 7.26 2.94 4.32 0 0  40.49 59.51 0 0 
DECO 9.69 2.84 6.85 0 0  29.30 70.70 0 0 
EECO 12.10 2.88 9.24 0 0  23.76 76.24 0 0 
By analysing the capture cost of ECO case, it is found that pre-combustion technology is usually 
preferred because of its lower unitary cost for capture (Table 4.3, Table 3.1); anyway the 
maximum quantity of CO2 that can be captured by pre-combustion is limited by the parameter 
γg,k previously introduced in Section 3.1.1, defining  the quota  of emissions  within  cell g for 
which technology k could be employed. Therefore, already in BECO (α = 20%) the application 
of post-combustion from coal-fed plant is required to satisfy the imposed carbon reduction 
target. In fact, the share of captured CO2 by pre-combustion decreases from 98.69% for AECO 
to 23.76% for EECO, even if its absolute captured quantity remains almost constant among those 
cases. The increase of specific costs showed in Table 4.2 is indeed caused by an increase in the 
cost for capture: for Scenario AECO the solver is still able to satisfy the demand of CO2 by using 
only pre-combustion capture technology, which has the lower cost per captured ton of CO2, 
whereas starting from Scenario BECO it requires the utilisation of more expensive capture 
technology such as post combustion from coal-fed power plant (Table 4.3). Oxy-fuel is found 
notto be competitive enough for a large-scale application due to its high unitary capture cost, 
even considering its higher capture efficiency compared to post-combustion (Table 3.1). 
Similarly, post-combustion capture technology application in gas-fed power plant is not 
competitive due to its high cost (Table 3.1). 
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Figure 4.3. CCS SCs generated from ECO case, five Scenarios are reported. Operating capture points 
(blu), sequestration basins (red) and transportation links (arrows) are indicated in the figure; purple dot 
indicates region with both capture and sequestration.  
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The increase in total cost of the SCs is generated by the necessity of capturing, transporting and 
sequestrating higher quantity of CO2 as α increases, requiring plants, pipelines and wells of 
higher capacity; interestingly, these do not provoke a variation of the network configuration, 
which remains almost the same as α increase (Figure 4.3). Nevertheless, the quantity of CO2 
locally captured in regions g increases to satisfy a stricter (i.e., higher) reduction target. For 
example, the total captured CO2 in region g = {39} in Scenario AECO is equal to 35.8 Mt of 
CO2, whereas in EECO it increases to about 766.4 Mton of CO2. It is interesting to observe that 
most of the CO2 is captured in regions g = {36, 37, 38, 39, 40} situated in Belgium, Netherlands 
and Germany. Broadly speaking, the five regions mentioned above capture an average of 35% 
of the total captured CO2 in the five studied Scenarios, from a minimum of 25% for BECO to a 
maximum of 42% for AECO. Moreover, sequestration and capture points are always evenly 
spread across Europe; nevertheless, most of the CO2 is sequestered in the same region where it 
is captured (purple dots of Figure 4.3), leading to a modest use of onshore inter-regional 
transportation. The number of operating connections between two regions increases with α, 
anyway CO2 is never transported more than a region away from where it is captured: for 
example, an onshore pipeline transporting 6∙108 t of CO2 in 20 operational years is employed 
in all Scenarios to connect region g = {36} to region g = {37} (Figure 4.3). Transporting CO2 
across two or more regions to be sequestered is not economically convenient, therefore, the 
solver prioritizes the sequestration of CO2 close to capture points to reduce the total 
transportation cost throughout the European network. Offshore sequestration basins start being 
in use only from Scenario BECO (α = 20%) in which CO2 is being sequestered in region g = 
{133}: in each Scenario from BECO to EECO, a quantity between 3∙108 t CO2 and 6∙108 t of CO2 
is always transported to g = {133} via offshore pipeline (Figure 4.3). Even if both offshore 
transportation and sequestration are more expensive compared to onshore, the utilisation of an 
offshore basins close to the cost of England is still found convenient: broadly speaking, offshore 
sequestration is 5 times more expensive than onshore (Eq.(3.20)) and offshore transportation 
via pipeline is on average 40% more expensive than onshore, even if the difference in cost 
decreases as the capacity of the pipeline increase (Table 3.2).  
The results on the total captured CO2 by technology k and on the total cost distribution among 
capture, transport and sequestration are in accordance with what was found in d’Amore and 
Bezzo (2017); thus, the simplification to a static, single period model still provides a reliable 
and meaningful solution, which is still similar from the one of the dynamic model. Being 
confident of the robustness and accuracy of model optimised by aim of Eq.(4.1), now the risk 
perception generated by the network obtained for case ECO will be discussed.  
A positive linear trend for risk perception emerges as far as the carbon reduction target increases 
and more CO2 is processed, Figure 4.4. One should keep in mind that, on the one hand, risk 
perception related to sequestration is a function of the quantity of CO2 being sequestered 
(Eq.(3.24)), on the other hand, risk perception related to transportation is a function of the 
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holdup of CO2 in the pipes (Eq.(3.26)); therefore, this explains the resulting trends in all 
Scenarios. Moreover, risk perception generated by sequestration is always larger than that 
generated by the transport infrastructure. For example, for Scenario DECO (α = 40%), RPseq = 
22250∙1015, whereas RPtran = 0.42∙1015 with five orders of magnitude of difference (Table 4.3). 
This difference can be explained considering the different definition of project size used for the 
two variables calculation: the global quantity of CO2 sequestrated in Europe is far superior than 
the holdup of CO2 in the pipes installed (Section 3.1.5).  
Figure 4.4. Total risk perception (RPtot [∙1017]) of the CCS SC of ECO optimisation for all 
studied Scenarios. For each Scenario risk perception generated by sequestration (RPseq) and 
risk perception generated by transportation (RPtran) are reported. 
To better understand the quantities of Figure 4.4, the parameter Cg [ton of CO2-1] is introduced 
indicating the specific risk perception generated by a ton of CO2 in region g, which is obtained 
from the multiplication of risk perception parameter and population of region g: 
Cg=RPg∙ Popg   ∀g (4.2) 
where RPg and Popg are two of the parameters used for the calculation of transportation and 
sequestration risk perception, and differently from the size of the project, they are fixed for 
every region g (Tables A5 and A6). Therefore, we plotted all regions together with their specific 
risk perception, where regions with larger dots have a higher Cg, Figure 4.5.  
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Figure 4.5. Visualization of parameter Cg [ton of CO2-1] indicating the risk generated by ton 
of CO2 in every region g in the spatial discretisation of Europe. Regions with larger dot have 
a higher Cg. 
It is clear how offshore regions have the lower specific risk perception per ton of CO2, then the 
Iberian Peninsula, Finland and the centre and south of Italy stand out as the second-best location 
for low risk perception generation, Figure 4.5; on the other hand, Netherlands, Belgium, 
Germany and most part of the Easter Europe should be avoided. In this optic, a drastic change 
of the network configuration is expected in RISK optimisation: as mentioned before, in all ECO 
Scenarios most of the CO2 is processed and sequestrated in regions g = {36, 37, 38, 39, 40}, 
which Figure 4.5 suggest avoiding if perceived risk is to be minimised. 
Many countries either restrict (Czech Republic, Germany, Poland, Sweden, the Netherlands, 
and United Kingdom) or forbit (Austria, Croatia, Estonia, Ireland, Latvia, Finland and Belgium) 
onshore sequestration (Figure 4.6) (European Commission, 2017). Finland, Luxembourg and 
Belgium do not allow CO2 storage due to unsuitability of their geology, instead other countries 
do not allow or limit CO2 storage following a political decision. For example, storage of CO2 
is allowed in Germany but the maximum quantity of CO2 that can be sequestered annually is 
limited by law (4 Mt nationally and 1.3 Mt per site); however, five German federal states located 
in the north of the country (Lower Saxony, Schleswig-Holstein, Mecklenburg-Western 
Pomerania, Saxony-Anhalt, Bremen) completely banned underground storage of CO2, 
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including applications for research purposes in their territory (Figure 4.6) (European 
Commission, 2017). Their reasons span between prioritizing the use of other renewable energy 
to safeguarding the public interest such as environmental and tourism concerns; anyway it must 
be noted that most of CO2 storage capacity of Germany lays inside the territory of these five 
federal states (Braun, 2017). 
Figure 4.6. Visualization of regions in the employed spatial discretization where legislations 
on the restriction (orange dots) or ban (dark red dots) are in force. 
By comparing the specific risk perception of the regions employed in this work spatial 
discretisation of Europe and countries currently applying limitation or forbidding CO2 storage, 
different feedbacks between the community acceptance model of Chapter 3 and the actual 
situation can be found. For example, Germany, the Netherlands, Belgium, Poland and Latvia 
have a high risk perception parameter and all these countries applied some form of limitation 
or ban on storage technologies; Spain, Portugal, France and Italy have a small specific risk 
perception and do not have any legislation limiting CO2 sequestration. On the other hand, some 
countries such as the United Kingdom, have an average risk perception parameter and still have 
limitation on CO2 storage.  
These results highlight a link between risk perception of a country or its communities toward 
CCS and a political response limiting or banning the implementation of CCS in their territory. 
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It is true that an analysis based on the risk perception of a country or is not enough to explain 
the institution of a legislation limiting onshore sequestration as it is surely driven by other 
political interest as well; anyhow it confirms how the community acceptance model delineated 
in Section 2 and detailed in Section 3 provides a positive but not infallible feedback when its 
results are compared to the actual behaviour of communities living in different countries.  
4.2 Risk Perception Optimisation (RISK) 
The objective function, now, aims at minimising the total risk perception (RPtot [-]) generated 
by the construction and operation of the European CCS SC, such that all constrains are satisfied: 
{
  
 
  
 objective= min(RPtot)
s.t.
capture problem
transport problem
sequestration problem
risk perception problem
 
  
 
(4.3) 
In the next Section, the total cost of RISK network will be discussed; then, the discussion will 
shift on the network configuration of RISK SCs. All networks and variables reported will be 
compared to the one obtained from case ECO to highlight the difference between the two 
optimisations.  
Table 4.4. Total cost, specific cost, risk perception and optimality gap for all Scenarios studied in 
RISK and ECO optimisations. Total specific cost (TC/SQtot) and specific cost of capture (TCC/SQtot), 
transport (TTC/SQtot) and sequestration (TSC/SQtot) are reported. 
Scen. TC TCC TTC TSC TC/SQt TCC/SQt TTC/SQt TSC/SQt RPseq RPtran OptCr 
 [MM€] [MM€] [MM€] [MM€] [€/tCO2] [€/tCO2] [€/tCO2] [€/tCO2] [∙10
15] [∙1015] [%] 
ARISK 119.9 95.1 20.0 4.82 48.74 38.64 8.14 1.96 0.0002 0.26 0.5 
AECO 76.9 70.1 6.1 0.66 32.00 29.18 2.55 0.28 6009 0.31 0.5 
BRISK 236.6 187.8 38.8 9.99 48.29 38.32 7.93 2.04 0.0004 1.12 1.0 
BECO 170.5 157.1 12.0 1.44 35.31 32.54 2.48 0.30 11004 0.44 3.6 
CRISK 348.0 268.3 63.9 15.78 47.67 36.75 8.76 2.16 0.0006 2.35 1.0 
CECO 266.9 249.3 15.7 1.95 36.77 34.34 2.16 0.27 17222 0.43 2.3 
DRISK 502.9 377.7 104.6 20.58 51.63 38.77 10.74 2.11 0.0008 4.06 5.3 
DECO 364.3 341.5 19.9 2.88 37.59 35.24 2.05 0.30 22250 0.45 1.9 
ERISK 620.7 453.8 140.9 25.94 50.87 37.20 11.55 2.13 0.0010 6.32 6.0 
EECO 462.5 432.8 26.3 3.44 38.16 35.71 2.17 0.28 27465 0.65 1.6 
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Similarly, to ECO case study, the total cost of RISK SCs increase linearly with respect to α: 
total cost of Scenario ARISK (α = 10%) is 119.9 MM€, whereas the SC of Scenario ERISK (α = 
50%) cost 620.7 MM€ (Table 4.4). From Scenario ARISK, increasing the reduction target by 
10% adds on average 125 MM€ to the total cost of the network. However, it is clear how RISK 
SCs result more expensive compared to ECO’s, from a maximum of 55.8% cost increase for 
Scenario A and a minimum of 30.4% for Scenario C (α = 30%); the average increase in cost is 
39.5%, Table 4.4 and Figure 4.7. The increment in cost is found in all three contributors to total 
costs (i.e., capture, sequestration and transport); nonetheless, capture costs are only slightly 
superior compared to ECO case, whereas, transport and sequestration are notably more 
expensive. Using Scenario E as an example E, in ERISK capture costs are 453.8 MM€ compared 
to 432.8 MM€ in Scenario EECO; transport costs are 140.9 MM€ in ERISK compared to 26.3 
MM€ in EECO; and finally, sequestration costs are 25.94 MM€ in ERISK compared to 3.44 MM€ 
in EECO (Table 4.4).  
Figure 4.7. Total cost (TC [MM€]) of the CCS SCs of RISK and ECO optimisations for all 
studied Scenarios. For each Scenario the total capture cost (TCC), total transport cost (TTC) 
and total sequestration cost (TSC) are reported. TCC accounts for most of the TC in all the 
Scenarios and case 
Another difference from ECO case is found in the percentage contribution of capture, transport 
and sequestration costs with respect to total cost: sequestration costs accounts for about 4% of 
total cost, capture costs are always lower than 80% and they decrease for higher α, finally, as 
reduction target increases, the contribution of transport cost increases from 17% to 23% (Figure 
4.8). The specific cost of RISK SCs varies with respect to α: from a minimum of 47.67 €/t of 
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Scenario CRISK (α = 30%) to a maximum of 51.63 €/t of Scenario DRISK (α = 40%); the increment 
is mainly driven by an increasing specific transport cost with respect to α, from a minimum of 
7.93 €/t in Scenario BRISK (α = 20%) to a maximum of 11.55 €/t in Scenario ERISK, and a 
variation of specific capture costs between 36.75 €/t  and 38.77 €/t, which seems to have no 
relation with the reduction target, Table 4.4. 
Figure 4.8. Percentage of total cost generated by capture, sequestration and transport of the 
CCS SC of RISK and ECO optimisation for all studied Scenarios. 
From the results of the optimisation, it emerges that all the four capture technologies are being 
employed, post-combustion from coal-fed power plant usually detains the higher share of 
utilisation (Table 4.5). Therefore, because of the utilisation of less efficient capture technology, 
the total capture costs of RISK Scenarios are always higher compared to ECO; anyway, this 
increment is not caused by the solver task of minimising risk perception, as capture operations 
do not generate risk perception (Section 3.1.5). In the model of Eq.(4.3) there is no constrain 
applied to capture costs that could influence the decision on the technology to be employed. 
Actually, the quantity of CO2 exiting the capture facility influences risk perception calculation 
as it defines the size of the pipeline therefore, the quantity of captured CO2 must equal one of 
the discretized values of pipeline capacity (Table 3.2); it is not important for the optimisation 
from which technology the CO2 is obtained, as long as the quantity is enough to satisfy the 
transport requirement. Therefore, the capture technology selection is not optimised by the 
solver, neither in term of cost nor in term of risk perception. Therefore, even post-combustion 
from gas-fed plants and oxy-fuel combustion are employed in the model, even if they are more 
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expensive compared to the other technologies (Table 3.1). Indeed, the difference in specific 
capture cost could be reduced by imposing the utilisation of only pre-combustion and post-
combustion from coal-fed plant. 
Table 4.5. Results of RISK optimisation for all Scenarios in terms of total sequestrated quantity of 
CO2 (SQtot [ton of CO2]), captured quantity by each technology k (Ctotk [ton of CO2]) and 
percentage of utilisation of technology k in terms of quantity of CO2 captured by k with respected to 
SQtot (Ctotk /SQtot). Pre-combustion is used in gas-fed plants (Pre-comb), post-combustion is used in 
coal-fed plants (Postcoal) and in gas-fed plants (Postgas) and oxy-fuel is used in coal-fed plants (Oxy-
fuel). 
 SQtot Ctotk  Ctotk / SQtot 
  Pre-comb Postcoal Postgas Oxy-fuel  Pre-comb Postcoal Postgas Oxy-fuel 
 [Gton] [Gton] [Gton] [Gton] [Gton]  [%] [%] [%] [%] 
ARISK 2.46 0.10 1.74 0.08 0.54  3.90 70.92 3.39 21.79 
BRISK 4.90 1.04 2.60 0.43 0.83  21.18 53.07 8.81 16.93 
CRISK 7.30 1.29 5.52 0.10 0.38  17.72 75.65 1.39 5.24 
DRISK 9.74 1.47 6.97 0.89 0.42  15.08 71.51 9.08 4.32 
ERISK 12.30 1.57 9.45 0.15 1.13  12.74 76.85 1.24 9.17 
On the other hand, the increment in transport and sequestration costs is explained considering 
the network generated by RISK optimisation (Figure 4.9): it clearly emerges that offshore 
sequestration is highly preferred to the (cheaper) onshore option, and that CO2 is sequestered 
in regions g = {127, 128} in all Scenarios. The optimal solution of the minimum-risk model 
does not entail onshore sequestration, since offshore regions have no population. In fact, the 
model is in this case conceived in order to maximise the social acceptance of the CCS SC at the 
community level, namely the acceptance in the vicinity of a proposed infrastructure in a region 
g. Therefore, if region g has no population, there is no community that perceives the risk of the 
CCS infrastructure; from this premise, the presence of injection points is limited as much as 
possible to offshore areas. Moreover, other offshore basins are accounted also in regions g = 
{126, 133} (Table B4), but they are not employed in any solution of minimum-RISK case 
studies. This is due to the higher RPg of g = {126, 133} compared to g = {127, 128}; in fact, 
the former regions belong to United Kingdom with a RP‘126’ = RP‘133’=  92.1 people-1 ∙ tonCO2-
1 whereas the latter belong to Norway with a RP‘127’ = RP‘128’=  80 people-1 ∙ tonCO2-1 (Table 
B5). Regarding sequestration costs, the increment in case RISK is caused by higher cost of 
offshore sequestration operation compared to onshore one: namely, offshore sequestration is 5 
times more expensive compared to onshore (Eq.(3.20)). Regarding capture facilities 
positioning, CO2 is captured in regions that are as close as possible to the offshore basins being 
employed (Figure 4.9): in this way the risk perception generated by transportation is minimised 
as well, along with that induced by sequestration basins. Moreover, as the carbon reduction 
target increases, and all the capture facilities close to the North Sea are employed for their full 
capacities, CO2 needs to be captured in regions more far away. 
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Figure 4.9 (continued). CCS SCs generated from ECO (left) and RISK (right) optimization, 
five Scenarios are reported. Operating capture points (blu dots), sequestration basins (red 
dots) and transportation links (arrows) are indicated in the figure; purple dot indicates 
region with both capture and sequestration. 
Therefore, the complexity of the transportation network increases with α: the utilisation of 
capture facilities in regions always more further away from g = {127, 128} requires the 
transportation of high CO2 quantities for longer and longer distances. As transport costs are 
directly proportional to travel distance (Section 3.1.3), the specific transport costs of the 
network increase more than linearly with α (Table 4.4). For example, considering Scenario 
DRISK and Scenario ERISK it is preferred to capture part of the CO2 in Spain and then transport 
it to the North Sea, instead of extensively employing all the available capture facilities in nation 
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such as Germany or Poland which are closer to the North Sea (Figure 4.9), generating a notable 
increase in the specific transport cost of the two Scenarios if compared to the other three (Table 
4.5). In fact, Germany and Poland have a high risk perception generation per ton of CO2 (Cg), 
thus the model avoid employing transportation methodologies in their regions, Figure 4.5. 
Furthermore, CO2 is preferred to be captured in Finland, United Kingdom and Iberian Peninsula 
(Figure 4.9), which as mentioned before, have a low value of Cg; in this way, the risk perception 
generated by pipeline transportation is minimised.  
Figure 4.10. Total risk perception (RPtot [∙1017]) of the CCS SC of RISK and ECO 
optimisation for all studied Scenarios. For each Scenario risk perception generated by 
sequestration (RPseq) and risk perception generated by transportation (RPtran) are reported. 
Risk perception generated by the network for all Scenarios is drastically lower compared to 
ECO, this is due to the negligible influence of RPseq in the RISK, as all sequestration basins are 
placed offshore regions which have an almost negligible specific risk perception parameter 
compared to onshore (Figure 4.10). Therefore, the only contribution to risk perception in RISK 
is in fact RPtran: considering for example Scenario ARISK and Scenario ERISK, RPseq = 
0.0002∙1015 and RPtran = 0.26∙1015 for Scenario ARISK, whereas for Scenario ERISK RPseq = 
0.001∙1015 and RPtran = 6.32∙1015, indeed the two contributions have 3 or more order of 
magnitude of difference (Table 4.5). Moreover, as far as α increases, risk perception increases 
with a more than linear trend (Table 4.4, Figure 4.10): transport risk perception depends from 
the CO2 holdup inside the pipes (Section 3.1.5), since capture points further and further away 
are employed at higher α, the travel distance and consequently the hold increase proportionally. 
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Summarizing, a RISK-driven optimisation provides a SC that maximises the community 
acceptance of the CCS infrastructure, obtained by minimising the risk perceived by the 
communities. It is preferred to sequestrate CO2 offshore to minimise the number of people 
exposed to CCS, anyhow this generate a complex network of pipelines around the North Sea. 
Pragmatically speaking, it would be difficult to build the proposed RISK SCs because of their 
complexity and costs: the transport network employed to move all the captured CO2 in the 
middle of the North Sea cost on average 324% more than the one proposed in ECO case, not 
accounting the far superior complexity of its design, construction and future maintenance. 
Therefore, a multi-objective optimisation is performed with the idea of finding a trade-off 
between cost minimisation and community acceptance maximisation. The results of MULTI 
are presented in Section 4.4; whereas, in Section 4.3, a sensitivity analysis on the pipeline inner 
diameter assumption is performed to test its influence on RISK optimisation results. 
4.3 Sensitivity analysis on inner pipeline diameter  
The implemented methodology for the calculation of risk related to transport is based on the 
holdup of a pipeline, which relies on the assumption of the inner pipeline diameter. Therefore, 
here the results are tested according to a change in the pipeline inner diameter, as taken from 
(Knoope et al., 2013) (Table 4.6).  
Table 4.6. Sets of pipeline inner diameter used for the sensitivity analysis, 
adapted from (Knoope et al., 2013). 
Group  p 
  1 2 3 4 5 6 7 
ψ Dp [m] 0.13  0.29 0.38 0.45 0.50 0.55 0.60 
χ Dp [m] 0.20 0.40 0.50 0.59 0.66 0.72 0.79 
ω Dp [m] 0.28 0.49 0.62 0.72 0.82 0.90 0.98 
Table 4.7. Total cost, specific cost, risk perception and optimality gap of the result of the sensitivity 
analysis on the inner pipeline diameter. Total specific cost (TC/SQtot) and specific cost of capture 
(TCC/SQtot), transport (TTC/SQtot) and sequestration (TSC/SQtot) are reported. 
Case TC TCC TTC TSC TC/SQ
t TCC/SQt TTC/SQt TSC/SQt RPseq RPtran OptCr 
 [MM€] [MM€] [MM€] [MM€] [€/tCO2] [€/tCO2] [€/tCO2] [€/tCO2] [∙1015] [∙1015] [%] 
ψ 360.3 278.4 66.1 15.8 49.22 38.03 9.03 2.16 0.0006 1.34 1.00 
χ 348.0 268.3 63.9 15.8 47.67 36.75 8.76 2.16 0.0006 2.35 1.00 
ω 349.0 269.6 63.3 16.1 47.68 36.83 8.65 2.20 0.0006 3.56 0.68 
 
In particular, ψ of inner diameters describes the smallest set of possible diameters with respect 
to the transport size discretisation through p, χ describes the medium size possible diameters 
according to p, which were used in the model up until now, while ω entails the largest set of 
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diameters over p. Clearly, since diameters only affect the value of risk (not the economic-
oriented constrains), the following sensitivity analysis was only performed on Scenario CRISK 
(α = 30%) (Table 4.8). Results show that only when choosing diameters ψ the specific costs of 
the SC are slightly higher: anyway, the increment in costs is mainly caused by higher specific 
capture cost and not by a different configuration of the transportation network. As capture does 
not generate risk perception, the difference in total cost can be put aside as it does not influence 
the final configuration of the SCs in RISK case.  
Figure 4.11. CCS SCs generated from the sensitivity analysis of inner pipeline diameter 
utilizing Scenario C as base case. ψ indicates the group with the smaller diameter, χ indicates 
the group with the medium diameter (used in model of Eqs.(4.1)-(4.3)) and ω the group with 
larger diameter. 
The transport risk perception of the three cases increases as the size of the inner pipeline 
diameter increase: in case ψ (small) RPtran = 1.34∙1015, whereas in case ω RPtran = 3.56∙1015 
ψ (small) 
χ (medium) 
ω (large) 
Region with operative sequestration points 
Region with operative capture and sequestration points 
Region with operative capture points 
Region with only pipelines passing through 
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(Table 4.8). The increment is expected as all the holdup increase as a function of the diameter 
of the pipeline, however, the three networks are almost identical and only slight differences are 
present in the selection of capture points at the edge of the network (i.e., capture points more 
distant from regions g = {127, 128}) (Figure 4.11). In cases ψ and χ it emerges preferable to 
capture CO2 in Spain and then to transport it all towards the North Sea; instead case ω limits a 
little more the utilisation of the pipelines providing a denser network. 
Even if the absolute value of transport risk perception differs from set to set, the resulting SCs 
are essentially identical; in fact, their differences are so small that can even be explained by the 
different optimality gap (OptCr, Table 4.8) of the three optimisations. Therefore, in conclusion 
the model is only slightly sensitive to diameter selection and the group χ with the medium 
diameter is kept for the calculation.  
4.4 Multi-objective optimisation (MULTI) 
The multi-objective optimisation was performed by aim of the ε-constrain method (Laumanns 
et al., 2006). The ε-constrain method allows to optimise a bi-objective problem through a 
Pareto-based criterium and depict graphically a Pareto curve, composed of sequence of global 
optimum solutions obtained using as objective function a combination of the objective function 
of the mono-objective problems.  
The Pareto curve reveals the conflict between community acceptance and economic 
optimisation: for all Scenarios, the minimisation of total costs causes high risk perception, 
whereas the minimisation of risk perception causes high total cost (Figure 4.12). Anyhow, it is 
interesting seing how, in all Scenarios, the derivative of total cost with respect to risk perception 
is almost constant when reaching the solution provided by ECO case and the same is true for 
the derivative of risk perception with respect to total costs when reaching the RISK solution. 
These mean that it is possible to significantly improve one objective without heavily 
compromising the other. Therefore, some intermediate solutions were chosen in order to 
describe the model beaviour for intermedate configuration between the two objectives (MULTI 
case); the chosen optimisation are reported by full dots in Figure 4.12. Regarding costs shares 
of MULTI case, capture costs are responsible for most of the total cost and they obviously 
increase as the reduction target increase, along with other cost; transport and sequestration cost 
only vary slightly. If all three cases are compared, it is clear how MULTI solutions lays between 
RISK and ECO when cost are considered: in Scenario D (α = 40%) for example, total costs for 
RISK case are 502.9 MM€, for ECO case are 364.3 MM€ and for MULTI case are 400.6 MM€ 
(Table 4.8).  
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Figure 4.12. Pareto curves generated from the solution of the multi objective optimization. 
Full dots indicate the optimization for which the SC is drawn in Figure 4.13. 
Table 4.8. Total cost, specific cost, risk perception and optimality gap for all 
Scenarios studied in MULTI optimisation. Total specific cost (TC/SQtot) and 
specific cost of capture (TCC/SQtot), transport (TTC/SQtot) and sequestration 
(TSC/SQtot) are reported.. 
Scen. TC TCC TTC TSC TC/SQt TCC/SQt TTC/SQt TSC/SQt RPseq RPtran OptCr 
 [MM€] [MM€] [MM€] [MM€] [€/tCO2] [€/tCO2] [€/tCO2] [€/tCO2] [∙10
15] [∙1015] [%] 
AMULTI 86.3 73.8 10.8 1.63 35.83 30.66 4.49 0.68 38.3 0.95 4.3 
ARISK 119.9 95.1 20.0 4.82 48.74 38.64 8.14 1.96 0.0002 0.26 0.5 
AECO 76.9 70.1 6.1 0.66 32.00 29.18 2.55 0.28 6009 0.31 0.5 
BMULTI 187.6 163.5 20.5 3.49 38.78 33.82 4.24 0.72 51.3 1.55 4.0 
BRISK 236.6 187.8 38.8 9.99 48.29 38.32 7.93 2.04 0.0004 1.12 1.0 
BECO 170.5 157.1 12.0 1.44 35.31 32.54 2.48 0.30 11004 0.44 3.6 
CMULTI 290.7 251.8 34.0 4.93 40.01 34.66 4.67 0.68 93.4 2.16 4.0 
CRISK 348.0 268.3 63.9 15.78 47.67 36.75 8.76 2.16 0.0006 2.35 1.0 
CECO 266.9 249.3 15.7 1.95 36.77 34.34 2.16 0.27 17222 0.43 2.3 
DMULTI 400.6 345.0 49.0 6.59 41.33 35.59 5.05 0.68 126.7 4.32  4.0 
DRISK 502.9 377.7 104.6 20.58 51.63 38.77 10.74 2.11 0.0008 4.06 5.3 
DECO 364.3 341.5 19.9 2.88 37.59 35.24 2.05 0.30 22250 0.45 1.9 
EMULTI 499.0 431.2 60.8 7.01 41.17 35.58 5.02 0.58 314.2 5.04 3.3 
ERISK 620.7 453.8 140.9 25.94 50.87 37.20 11.55 2.13 0.0009 6.32 6.0 
EECO 462.5 432.8 26.3 3.44 38.16 35.71 2.17 0.28 27465 0.65 1.6 
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Table 4.9. Total sequestrated quantity of CO2 (SQtot [ton of CO2]), captured quantity by each 
technology k (Ctotk [ton of CO2]) and percentage of utilisation of technology k in terms of quantity 
of CO2 captured by k with respected to SQtot (Ctotk /SQtot) of the chosen five Scenarios of the MULTI 
optimisation, indicated by a blue arrow in Figure 4.11. 
 SQtot Ctotk  Ctotk / SQtot 
  Pre-comb Postcoal Postgas Oxy  Pre-comb Postcoal Postgas Oxy 
 [Gton] [Gton] [Gton] [Gton] [Gton]  [%] [%] [%] [%] 
AMULTI 2.41 1.98 0.43 0 0  82.02 17.98 0 0.00 
BMULTI 4.84 2.25 2.59 0 0  46.43 53.57 0 0.00 
CMULTI 7.26 2.69 4.52 0 0.05  37.00 62.28 0 0.72 
DMULTI 9.51 2.56 6.95 0 0  26.90 73.10 0 0.00 
EMULTI 12.10 3.23 8.84 0 0.05  26.63 72.94 0 0.43 
Moreover, post-combustion from gas-fed power plant and oxy-fuel combustion are almost 
never employed due to their high cost (Table 4.9); similarly, to case ECO, pre-combustion is 
extensively employed in all Scenarios and the quantity of CO2 captured by post-combustion 
from coal-fed plant increases as the reduction target increase. 
Table 4.10. Share of CO2 sequestered offshore (Soffshore) and share of CO2 
sequestered onshore in regions g = {14, 27, 71, 77, 107, 99} (Sonshore*) in all 
Scenarios of MULTI optimisation. 
 Soffshore Sonshore* Soffshore+ Sonshore* 
 [%] [%] [%] 
AMULTI 74 10 84 
BMULTI 82 10 92 
CMULTI 74 17 91 
DMULTI 73 19 92 
EMULTI 52 31 83 
Average 72 18 90 
The resulting SCs show that sequestration basins in regions g = {127, 128} are never chosen, 
since they are too far from the capture points in the mainland and transporting CO2 in the middle 
of the North Sea is not economically convenient; on the other hand, the sequestration basin in 
region g = {133} is extensively used (Figure 4.13). Considering that the percentage of CO2 
sequestered offshore with respect to the total ranges from a minimum of 52% to a maximum of 
82% with an average value of 72% (Table 4.10), the position of g = {133} is strategically 
chosen as it is fairly close to land, limiting the additional cost derived from offshore 
transportation. Furthermore, it is close to regions g = {36, 37, 38, 39, 40} which are big emitters 
of CO2, but with a high specific risk perception parameter; therefore, the solver decides to avoid 
the sequestration of CO2 in that regions and all captured CO2 is transported to g = {133} to be 
sequestrated offshore.  
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Figure 4.13. CCS SCs generated from ECO case, five Scenarios are reported. Operating 
capture points (blu), sequestration basins (red) and transportation links (arrows) are 
indicated in the figure; purple dot indicates region with both capture and sequestration. 
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Concerning onshore sequestration, the most exploited sequestration basins are located in 
Denmark g = {14}, Spain g = {71}, Italy g = {77, 107} and Portugal g = {99}: on average 
these six regions account for the 18 % of the total sequestered CO2 in each Scenario (Table 
4.10). Furthermore, the contributions of seven regions g = {14, 71, 77, 99, 107, 133} always 
account for more 80% of the total sequestration capacity being employed (Table 4.10). For 
small reduction target, onshore sequestration is performed in regions with low specific risk 
perception (e.g., Iberian Peninsula, Italy, Denmark, etc.) and as it increases, injection wells start 
being installed also in regions with higher specific risk perception (e.g., Germany, Poland and 
Czech Republic, etc.), at the cost of generating more risk (Figure 4.13). These results 
demonstrate that as a matter of fact it would be more convinient to first deploy CCS in countries 
that are not currently limiting or banning CO2 storage in their territory (Figure 4.6); confirming 
a discrete reliability of the community acceptance model in describing the socio-attitudinal 
characturistic of different countries.  
Summarizing, the ECO optimisation suggests sequestering CO2 in the same region where it is 
captured, in order to minimise the transport costs; the results are SCs where infrastructures are 
evenly spread across Europe. On the other hand, RISK optimisations suggest sequestrating all 
the captured CO2 in the Northern Sea, overcoming the problem of community acceptance by 
employing sequestration basins placed in regions with no population. The results are SCs with 
a complex network of pipeline transportation and an excessive cost for their construction, which 
could not be practically implemented. In this optic, MULTI optimisation provides a series of 
intermediate solutions which may represent a good and valuable trade-off between the 
economical and the community acceptance optimisation. A fundamental result emerging from 
the SCs reported in Figure 4.12 is that they are not unreasonable solutions: in fact, they could 
be employed as a starting point for an effective characterisation of the additional cost derived 
from the design of a CCS SC at the European level taking into consideration people’s attitude 
and criticism regarding CCS, trying to minimise the possibility of protest and opposition from 
the communities. 
  
  
 Conclusions 
In this Master Thesis model based on mixed integer linear programming was proposed to 
optimise the design of carbon capture and sequestration (CCS) supply chain including the 
community acceptance of local communities at European scale, in such a way to minimise the 
possibility of protest and opposition towards the implementation of a CCS node; the model was 
implemented in GAMS. The model was optimised for two different objectives: maximisation 
of the economic performance of the system through minimisation of costs (ECO), and the 
maximisation of the community acceptance of the network through the minimisation of risk 
perception from local communities (RISK). Five different scenarios have been investigated 
according to an increasing CO2 reduction target from 10% till 50% of the total emitted CO2.  
When aiming at the minimisation of costs, capture and sequestration operations are usually 
carried out in the same region to minimise transport costs. Furthermore, only pre-combustion 
and post-combustion from coal-fed plant are employed. The specific cost of the ECO networks 
increases with the reduction target: it varies from 32.00 €/t to 38.16 €/t of which, more than 
90% is derived from capture stage, whereas the transport costs share is on average around 6%, 
and sequestration only accounts for less than 1% part of total cost.  
Conversely, if aiming at maximising social acceptance, all captured CO2 is transported in North 
Sea to be sequestered offshore, generating a costly and complex transportation network. As far 
as the carbon reduction target increases, the optimal networks become more complicated, with 
capture facilities located far away from the North Sea that need to be employed, causing CO2 
to be transported for longer distances; indeed, on average the transport network is 324% more 
expensive compared to the ECO. Even sequestration and capture costs are higher, respectively 
because of the more expensive cost of offshore sequestration and the utilisation of costly capture 
technologies such as oxy-fuel and post-combustion from gas-fed plant. The specific cost of 
RISK networks varies from a minimum of 47.67€/t to a maximum of 51.63€/t, resulting in an 
average increase in total cost of 39.5% compared to ECO case. On the other hand, limiting 
sequestration to offshore basin in the middle of the North Sea, allows to minimise the risk 
perception of the network because offshore regions have no population: having no population 
there is no community to perceive the risk of CCS infrastructures.  
Accordingly, the CCS SC generated by the RISK optimisation is to be considered too complex 
and expensive to be actually deployable: its complicated design would arise in various adversity 
in its construction, maintenance and operation. Therefore, a bi-objective optimisation was 
performed to study intermediate solutions between the two optima: a Pareto curve was 
generated, which highlighted the conflict between the RISK and ECO objectives, since lower 
risk perception was found implying higher costs and vice versa. Then, it was possible to identify 
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some intermediate solutions, which can significantly improve one objective without heavily 
compromising the other. Five intermediate optimisations were detailed in order to describe the 
intermediate behaviour of the model. Considering these solutions, offshore sequestration still 
plays a key role in the minimisation of risk perception, accounting for an average of 72% of the 
total sequestered CO2; differently from the RISK case an offshore basin just outside the cost of 
UK is employed limiting the transportation cost. Onshore sequestration is mainly employed in 
the regions of Denmark, Spain, Italy and Portugal, accounting for an average of 18% of the 
total CO2 sequestrated: from the employed community acceptance model, these regions are 
expected to have the higher acceptance toward CCS infrastructure, which justifies the strategic 
choice of exploiting their onshore sequestration potential, given their decentralised position 
with respect to the North Sea offshore basins. Regarding the capture stage, similarly to ECO 
case, only pre-combustion and post-combustion from coal-fed plants were employed, in order 
to minimise costs. Overall, the specific cost of the bi-objective supply chains increases with the 
carbon reduction target and varies in the range  35.83-41.17 € per t of sequestered CO2; the total 
cost is from 10.6% until 7.3% higher than ECO case, with an average of 8.8%. 
The CCS SCs obtained from the optimisation of MULTI case represent a good and valuable 
trade-off between the economic and the community acceptance optimisations. If a 43% 
reduction of GHG from power plants and industries had to be achieved by 2030, as stated by 
the European Commission, this model would provide critical insight into an effective CCS 
deployment at European scale, taking into consideration people’s attitude and criticism 
regarding CCS, and limiting the possibility of increasing costs for protest and opposition from 
the communities. The combination of this analysis with more inclusive strategies for a stronger 
engagement of the local communities should be a key factor to foster an effective 
implementation of CCS technology. Moreover, the total cost increase with respect to ECO case 
is limited (average of 8.8%) if compared to the possibility of avoiding the cancelations or delays 
of CCS projects. Specifically, the model advises to deploy CCS in countries such as Denmark, 
Spain, Italy and Portugal where communities are expected to have a higher acceptance of CCS 
infrastructures, whereas to avoid or limit CCS utilisation in countries such as Germany, 
Netherland, Latvia and Belgium.  
The employed social acceptance model assigns higher specific risk perception values to regions 
belonging to countries with in force legislation limiting or banning CO2 storage in their territory 
(e.g., Germany, Poland, Netherlands, Belgium, etc.), indicating some reliability in the 
description of the risk perception of countries. Anyway, we are aware that the decision of 
banning or limiting CO2 storage is more related to politics than the quantification of 
community’s risk perception alone, which might be not sufficient to characterize the whole 
decision.  
Some final remarks on the possible improvement of the model will be provided here. On the 
one hand, the model should be improved by including other material argument against CCS 
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implementation by a community such as the type of land covered, the presence of natural parks 
or reserves in the region, the industrial structure of the region, etc., which could be play a major 
role in the acceptance of an infrastructure (Roddis et al., 2018). Moreover, opinions on CCS are 
volatile and this model is based on CCS survey taken in 2011, which could be considered 
already old and not reliable.
   
 Appendix A 
A model to account for delays in public 
procurement  
An additional study was performed with the aim of calculating the cost of delays in the 
assignation of public procurements for the construction of a CCS infrastructure; therefore, a 
new MILP modelling framework named DELAY has been implemented in GAMS.  
Public procurement is the most common methodology employed by a government for assigning 
the construction of an infrastructure to a certain company (European Commission, 2011). The 
European Commission keeps track of all the assigned procurements by including them in the 
Tenders Electronic Daily (TED) dataset. Furthermore, in order to give a measure of efficiency 
for the public procurement timing and cost over the years, different indicators are commonly 
employed to measure their performance in each European country (European Commission, 
2018). Specifically, one of the performance indicators measures the time efficiency in the 
assignation of a public procurement: procedures staying pending for a long period of time may 
cause uncertainties in the companies, which had applied for the job. In particular, the time for 
the entire public procurement assignation procedure (Dg [days]) (i.e., publication of the job, 
review of the proposed offers, assignation of the winner) varies form an average of 90 days in 
Poland to 278 days in Greece (Table B1) (European Commission, 2011). 
In this study, the delay in the assignation was interpreted as an additional cost for the 
construction of CCS infrastructures. In fact, since the capital needed to finance the 
infrastructure may not be invested immediately, and could stand frozen for months thus, causing 
a depreciation and a postponement of return on investment. Accordingly, the company may 
lose money; this loss is here estimated by means of the interest rate applied to infrastructure in 
the oil and gas sector (which is here assumed as the interest rate commonly applied to 
infrastructures in the oil e gas sector, i.e. 10% (Lise et al., 2008)). In view of this, the total cost 
of the CCS SC was revisited to include the additional cost generated by a delayed investment, 
which will penalise the construction in regions with high assignation lags Dg. Only 
sequestration basins and pipeline networks will be affected by the additional cost, whereas 
capture facilities are not included in the delayed-affected formulation, as they are placed in 
already existing industrial area therefore, their project is likely to be less affected by public 
procurement delays. 
 
70   Appendix A 
The additional cost assigned to the construction of either a sequestration basin or pipeline in a 
region g (ACg [-]) is a function of the annual interest rate and the public procurement delays for 
the assignation of the project of region g: 
ACg=
IR
12
 ∙Dg ∀g (A1) 
where IR [-] is the annual interest rate, which is assumed to be equal to 10% for industrial 
project in the oil and gas sector (Lise et al., 2008). Moreover, in Eq.(A1) IR is divided by 12 to 
obtain the monthly interest rate. 
Table A1. Time for the entire public procurement assignation procedure (Dg 
[days]) of European countries (European Commission, 2011). 
Country Dg Country Dg 
 [days]  [days] 
Poland 90 Spain 134 
Hungary 92 Czech 135 
Latvia 93 Denmark 139 
Romania 104 Austria 145 
Lithuania 112 Finland 160 
Slovakia 119 Belgium 166 
Sweden 120 Ireland 170 
Germany 121 Bulgaria 171 
Estonia 122 Italy 174 
Norway 123 Portugal 184 
Netherlands 130 United Kindom 193 
Average 133 Greece 278 
France 133   
 
The DELAY model is based on the model of Eq.(3.1) described in Chapter 3 in the case of the 
economic optimisation: similarly to ECO model, it provides the economic optimum of the CCS 
SC by minimising the total cost of the network, but transport and sequestration costs are updated 
by including a percentage increase in their costs caused by to delay in public procurement 
assignation. The objective of the model is the minimisation of the updated total cost (TC’ [€]) 
of the CCS network, such as all constrains are satisfied:  
{
 
 
 
 objective= min(TC')
s.t.
capture problem
transport problem
sequestration problem
 
  
 
(A2) 
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where TC’ is calculated from the summation of the cost contribution of capture, sequestration 
and transportation operations, including cost of delays:  
TC'=TCC+TTC'+TSC'  (A3) 
where the total cost of capture TCC [€] is calculated as reported in Eq.(3.4), whereas the 
calculation of total sequestration cost and total transport cost is updated including the additional 
cost. Specifically, the updated total transport cost TTC’ of Eq.(A3) has two contributions: the 
updated scale factor on total transport size designed for pipeline transportation (TTC’size [€]) 
and the updated contribution accounting for the intra-grid related transport cost (TTC’intra [€]): 
TTC'=TTC'size+TTC'intra  (A3) 
The term TTC’fsize includes the scale factors shipment size and transport length specifically of 
pipeline transportation: 
TTC′size=∑ [UTCp,l'∙∑ (λp,g,l,g' ∙Qp∙terraing∙LDg,g' ∙(1+∙AC
̅̅ ̅̅
g,g'))
g,g'
]
p,l
 (A4) 
where AC̅̅ ̅̅ g,g’ is the average additional cost between g and g’ calculated from Eq.(A1) and the 
other variable and parameters are the same as the one used in Eq.(3.13). Moreover, TTC’intra 
includes all short distance transportation cost: 
TTCintra=intcost∙∑ Ctotk,g∙LDg∙
√2
2
∙(1+ACg)
k,g
 
 
(A5) 
where ACg is the calculated from Eq.(A1) and all the other variables or parameters are the same 
as the one used in Eq.(3.15). On the other hand, the updated sequestration costs of Eq.(A3) 
(TSC’) are calculated as follows: 
TSC = t ∙ ∑ [(CCRseq∙OMseq)∙offg∙(m1∙dg+m2)∙Ng∙(1+ACg)]
g
 (A6) 
where ACg is the calculated from Eq.(A1) and all the other variables or parameters are the same 
as the one used in Eq.(3.20).  
The model has been optimised for the same Scenarios considered in Chapter 4. The total cost 
of the CCS SC is always found higher compared to ECO case, with a percentage increase with 
respect to ECO solution between 0.154% and 0.256% (Table A2). A decrease in total capture 
cost is always found in DELAY model compared to ECO case, from -0.055% for Scenario E 
(α=50%) to -0.412% for Scenario A (α=10%). Transport cost are higher in DELAY model 
compared to ECO case, on average with a 6.9% cost increase (Table A2).  
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Figure A1. Continue in next page. 
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Figure A1 (continued). CCS SCs generated from ECO (left) and DELAY (right) 
optimization, five Scenarios are reported. Operating capture points (blu dots), sequestration 
basins (red dots) and transportation links (arrows) are indicated in the figure; purple dot 
indicates region with both capture and sequestration. 
Sequestration cost varies in magnitude and sign depending on the Scenario: for example, for 
Scenario ADELAY sequestration costs increase for 14.85% with respect to ECO, whereas for 
Scenario D (α=40%) they decrease by 1.929% (Table A2).  
The decrement in capture costs is caused by the utilisation of only pre-combustion capture 
technology in DELAY model, whereas in ECO case some post-combustion from coal-fed plant 
was employed as well (Table 4.3). On the other hand, the variation in sequestration costs is 
generated by the greater or smaller utilisation of offshore basins: for example, in Scenario A, 6 
wells are in operation in region g = {133} for DELAY model, whereas for ECO case no offshore 
wells are employed (Figure A1). Furthermore, United Kingdom have a high average time for 
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public procurement assignation (Table A1) so it should be avoided. However, the size of the 
links between region g = {22} where CO2 is captured and region g = {133} where it is 
sequestered is considerable and because a larger pipeline capacity means a lower specific cost 
(Table 3.2) the utilisation of offshore pipeline is preferred in DELAY optimisation. In general, 
the SCs generated by DELAY and ECO are similar: bigger differences are found in Scenarios 
with lower reduction targets (A and B), then as it increases, the differences become smaller.  
Table A2. Total cost, specific cost, optimality gap for all Scenarios studied in 
DELAY optimisation together with ECO case. The percentage variation of 
total cost, capture cost, transport cost and sequestration cost of DELAY 
optimisations with respect to ECO is reported as well. 
Scen. TC TCC TTC TSC TC/SQt OptCr ΔTC ΔTCC ΔTTC ΔTSC AbsΔ 
 [MM€] [MM€] [MM€] [MM€] [€/tCO2] [%] [%] [%] [%] [%] [MM€] 
ADELAY 77.0 69.9 6.4 0.76 32,06 0.3 0,154 -0,412 5,082 14,58 0,12 
AECO 76.9 70.1 6.1 0.66 32,00 0.5      
BDELAY 170.9 156.7 12.8 1.43 35,40 3.6 0,256 -0,269 7,269 -0,662 0,44 
BECO 170.5 157.1 12.0 1.44 35,31 3.6      
CDELAY 267.6 248.4 17.2 1.96 36,87 2.3 0,237 -0,348 9,492 0,552 0,63 
CECO 266.9 249.3 15.7 1.95 36,77 2.3      
DDELAY 364.9 340.5 21.6 2.82 37,66 1.8 0,177 -0,293 8,563 -1,929 0,64 
DECO 364.3 341.5 19.9 2.88 37,59 1.9      
EDELAY 463.4 432.5 27.3 3.57 38,23 1.5 0,195 -0,055 3,853 3,639 0,90 
EECO 462.5 432.8 26.3 3.44 38,16 1.6      
Summarizing, delays in the assignation of public procurement for the construction of 
sequestration basins and pipelines can cause an average increase in total cost of the CCS 
network of 0.2% with respect to the standard economic optimisation (i.e., excluding additional 
cost) and furthermore, the optimised network of the models for the same reduction target is 
almost identical. However, even if the percentage increase in cost might be considered small, 
because to the order of magnitude of the investment to build a CCS SC at the European scale, 
the absolute difference between the cost of the two cases is significant: in Scenario E delays 
account for 0.9 MM€ additional cost of the infrastructure. 
 Appendix B 
Model parameters 
In this Appendix the parameters employed in the model are reported: the values of the Hofstede 
cultural dimension used in Eq.(2.1)-(2.2) are detailed in Table B1, the cumulative emitted CO2 
per region g in Table B2, the coal-based and gas-based power generation percentage 
contribution on total CO2 emission for γg,k definition in Table B3, the storage potential in each 
region g in Table B4, the risk perception parameter of each region g in Table B5 and the 
population of each region g in Table B6 
Table B1. Value of dimd,c used in Eq.(2.1)-(2.2) for Hofstede’s cultural dimension d of country c. The cultural 
dimensions d are: Power Distance Index (PDI), Individualism vs Collectivism (IDV), Masculinity vs Femininity 
(MAS), Uncertainty Avoidance Index (UAI), Long-Term Orientation (LTO) and Indulgence vs Restraint (IVR) 
(Hofstede et al., 2010). 
c 
 d 
 PDI AUI LTO IDV MAS IVR 
Belgium BE 67 93 82 75 53 57 
Croatia HRV 73 80 58 33 40 33 
Czech Republic CZ 57 74 70 58 57 29 
Denmark DK 18 23 35 74 16 70 
Finland FIN 33 59 38 63 26 57 
France FR 68 86 63 71 43 48 
Germany DE 35 65 83 67 66 40 
Greece GR 60 112 45 35 57 50 
Hungary HUN 46 82 58 80 88 31 
Ireland IRL 28 35 24 70 68 65 
Italy ITA 50 75 61 76 70 30 
Lithuania LTU 42 65 82 60 19 16 
Morocco MO 70 68 14 46 53 25 
Netherlands NL 38 53 67 80 14 68 
Norway NO 31 50 35 69 8 55 
Poland PL 68 93 38 60 64 29 
Portugal PT 63 104 28 27 31 33 
Romania RO 90 90 52 30 42 20 
Serbia SRB 86 92 52 25 43 28 
Slovakia SLK 104 51 77 52 110 28 
Spain ESP 57 86 48 51 42 44 
Turkey TUR 66 85 46 37 45 49 
United Kingdom UK 35 35 51 89 66 69 
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Table B2. Cumulative emitted CO2 (Pmaxg [ton CO2]) from large stationary 
power plants in region g (JRC, 2016). 
g  Pmaxg g  Pmaxg g  Pmaxg g  Pmaxg 
1 FIN 1290000 35 UK 10607560 69 MDA 3540190 103 ESP 1819290 
2 FIN 1080000 36 BE 46180780 70 PT 10382000 104 ESP 2414730 
3 FIN 1144680 37 DE 139000000 71 ESP 28512840 105 ITA 3843380 
4 FIN 7865230 38 DE 45659040 72 ESP 4066880 106 ITA 1960470 
5 FIN 2494260 39 DE 25887690 73 ESP 1173490 107 ITA 8295350 
6 FIN 0 40 DE 95395370 74 FR 4260670 108 GR 0 
7 FIN 1702930 41 PL 11459350 75 ITA 8954890 109 GR 4483710 
8 DK 1229100 42 PL 84301600 76 ITA 13562920 110 TUR 3024090 
9 FIN 1866730 43 PL 35533760 77 ITA 0 111 TUR 17201320 
10 FIN 0 44 PL 0 78 BA 0 112 ESP 3431280 
11 FIN 11301630 45 UKR 2486120 79 BA 10356080 113 ALG 3090270 
12 UK 17466470 46 UKR 0 80 SRB 26587700 114 ALG 1052820 
13 UK 6008420 47 FR 8718020 81 RO 19327840 115 ALG 4715290 
14 DK 10501570 48 FR 0 82 RO 5996980 116 ALG 5575650 
15 DK 6600080 49 FR 18738070 83 RO 6554860 117 TUN 0 
16 LTU 1583520 50 DE 32921390 84 PT 2068180 118 TUN 5440290 
17 LTU 0 51 DE 5030140 85 ESP 0 119 ITA 0 
18 LTU 2056020 52 CZ 1677340 86 ESP 8370360 120 ITA 5629680 
19 IRL 8033710 53 CZ 8040670 87 ESP 7808270 121 GR 4815420 
20 IRL 6513080 54 SVK 11645960 88 ESP 4178420 122 GR 0 
21 UK 17353300 55 SVK 7597960 89 ESP 0 123 GR 0 
22 UK 96493970 56 UKR 24855780 90 ITA 4232220 124 TUR 12616470 
23 NL 3037810 57 UKR 0 91 ITA 12489060 125 UK 0 
24 DE 17990540 58 UKR 12857000 92 ITA 9993730 126 UK 0 
25 DE 2762050 59 FR 14223910 93 ITA 8161360 127 NO 0 
26 DE 21133830 60 FR 0 94 ALB 3046710 128 NO 0 
27 PL 0 61 ITA 18959480 95 MKD 41507370 129 NO 0 
28 PL 2812060 62 ITA 14016630 96 GR 10841040 130 UK 0 
29 PL 2662760 63 ITA 13192150 97 GR 10345080 131 NO 0 
30 PL 2356030 64 HRV 1960840 98 TUR 8156170 132 DK 0 
31 PL 10183900 65 HUN 3682310 99 PT 13708240 133 UK 0 
32 PL 9348070 66 RO 1773290 100 ESP 1740120 134 NL 0 
33 UK 14906880 67 RO 4172690 101 ESP 3003740    
34 UK 11737470 68 RO 2586690 102 ESP 9681650    
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Table B3. Coal-based and gas-based power generation percentage 
contribution on total CO2 emission in 2013 for γg,k definition [tons of 
CO2coal/gas/tons of CO2tot] (EUROSTAT, 2016). 
g  Coal Gas g  Coal Gas g  Coal Gas g  Coal Gas 
1 FIN 0.871 0.129 35 UK 0.822 0.178 69 MDA 0.0 1.0 103 ESP 0.739 0.261 
2 FIN 0.871 0.129 36 BE 0.309 0.691 70 PT 0.807 0.193 104 ESP 0.739 0.261 
3 FIN 0.871 0.129 37 DE 0.920 0.080 71 ESP 0.739 0.261 105 ITA 0.567 0.433 
4 FIN 0.871 0.129 38 DE 0.920 0.080 72 ESP 0.739 0.261 106 ITA 0.567 0.433 
5 FIN 0.871 0.129 39 DE 0.920 0.080 73 ESP 0.739 0.261 107 ITA 0.567 0.433 
6 FIN 0.871 0.129 40 DE 0.920 0.080 74 FR 0.760 0.240 108 GR 0.903 0.097 
7 FIN 0.871 0.129 41 PL 0.980 0.020 75 ITA 0.567 0.433 109 GR 0.903 0.097 
8 DK 0.909 0.091 42 PL 0.980 0.020 76 ITA 0.567 0.433 110 TUR 0.711 0.289 
9 FIN 0.871 0.129 43 PL 0.980 0.020 77 ITA 0.567 0.433 111 TUR 0.711 0.289 
10 FIN 0.871 0.129 44 PL 0.980 0.020 78 BA 0.999 0.001 112 ESP 0.739 0.261 
11 FIN 0.871 0.129 45 UKR 0.901 0.099 79 BA 0.999 0.001 113 ALG 0.739 0.261 
12 UK 0.822 0.178 46 UKR 0.901 0.099 80 SRB 0.990 0.010 114 ALG 0.739 0.261 
13 UK 0.822 0.178 47 FR 0.760 0.240 81 RO 0.856 0.144 115 ALG 0.739 0.261 
14 DK 0.909 0.091 48 FR 0.760 0.240 82 RO 0.856 0.144 116 ALG 0.739 0.261 
15 DK 0.909 0.091 49 FR 0.760 0.240 83 RO 0.856 0.144 117 TUN 0.739 0.261 
16 LTU 0 1 50 DE 0.920 0.080 84 PT 0.807 0.193 118 TUN 0.567 0.433 
17 LTU 0 1 51 DE 0.920 0.080 85 ESP 0.739 0.261 119 ITA 0.567 0.433 
18 LTU 0 1 52 CZ 0.966 0.034 86 ESP 0.739 0.261 120 ITA 0.567 0.433 
19 IRL 0.657 0.343 53 CZ 0.966 0.034 87 ESP 0.739 0.261 121 GR 0.903 0.097 
20 IRL 0.657 0.343 54 SVK 0.818 0.182 88 ESP 0.739 0.261 122 GR 0.903 0.097 
21 UK 0.822 0.178 55 SVK 0.818 0.182 89 ESP 0.739 0.261 123 GR 0.903 0.097 
22 UK 0.822 0.178 56 UKR 0.901 0.099 90 ITA 0.567 0.433 124 TUR 0.711 0.289 
23 NL 0.579 0.421 57 UKR 0.901 0.099 91 ITA 0.567 0.433 125 UK 0 0 
24 DE 0.920 0.080 58 UKR 0.901 0.099 92 ITA 0.567 0.433 126 UK 0 0 
25 DE 0.920 0.080 59 FR 0.760 0.240 93 ITA 0.567 0.433 127 NO 0 0 
26 DE 0.920 0.080 60 FR 0.760 0.240 94 ALB 0.000 0.000 128 NO 0 0 
27 PL 0.980 0.020 61 ITA 0.567 0.433 95 MKD 0.974 0.026 129 NO 0 0 
28 PL 0.980 0.020 62 ITA 0.567 0.433 96 GR 0.903 0.097 130 UK 0 0 
29 PL 0.980 0.020 63 ITA 0.567 0.433 97 GR 0.903 0.097 131 NO 0 0 
30 PL 0.980 0.020 64 HRV 0.742 0.258 98 TUR 0.711 0.289 132 DK 0 0 
31 PL 0.980 0.020 65 HUN 0.771 0.229 99 PT 0.807 0.193 133 UK 0 0 
32 PL 0.980 0.020 66 RO 0.856 0.144 100 ESP 0.739 0.261 134 NL 0 0 
33 UK 0.822 0.178 67 RO 0.856 0.144 101 ESP 0.739 0.261     
34 UK 0.822 0.178 68 RO 0.856 0.144 102 ESP 0.739 0.261     
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Table B4. Storage potential Stotg [ktons of CO2] for each region g (EU 
GeoCapacity Project, 2009). 
g  Stotg g  Stotg g  Stotg g  Stotg 
1 FIN 0 35 UK 0 69 MDA 2692000 103 ESP 0 
2 FIN 0 36 BE 199000 70 PT 0 104 ESP 0 
3 FIN 0 37 DE 1400000 71 ESP 3906500 105 ITA 265000 
4 FIN 0 38 DE 5400000 72 ESP 4037000 106 ITA 0 
5 FIN 0 39 DE 4000000 73 ESP 0 107 ITA 1867800 
6 FIN 0 40 DE 4000000 74 FR 5427200 108 GR 0 
7 FIN 0 41 PL 382000 75 ITA 0 109 GR 0 
8 DK 0 42 PL 1589000 76 ITA 0 110 TUR 0 
9 FIN 0 43 PL 382000 77 ITA 1867800 111 TUR 0 
10 FIN 0 44 PL 0 78 BA 0 112 ESP 3906500 
11 FIN 0 45 UKR 0 79 BA 296000 113 ALG 0 
12 UK 0 46 UKR 0 80 SRB 0 114 ALG 0 
13 UK 0 47 FR 5427200 81 RO 0 115 ALG 0 
14 DK 17482000 48 FR 6435200 82 RO 0 116 ALG 0 
15 DK 3630000 49 FR 5427200 83 RO 0 117 TUN 0 
16 LTU 22000 50 DE 0 84 PT 0 118 TUN 0 
17 LTU 15000 51 DE 4000000 85 ESP 0 119 ITA 0 
18 LTU 0 52 CZ 2863000 86 ESP 3906500 120 ITA 0 
19 IRL 0 53 CZ 87000 87 ESP 0 121 GR 0 
20 IRL 0 54 SVK 13842000 88 ESP 4003000 122 GR 0 
21 UK 17354500 55 SVK 0 89 ESP 0 123 GR 0 
22 UK 0 56 UKR 0 90 ITA 0 124 TUR 0 
23 NL 0 57 UKR 0 91 ITA 0 125 UK 0 
24 DE 7165000 58 UKR 0 92 ITA 1867800 126 UK 9790000 
25 DE 7165000 59 FR 5427200 93 ITA 1867800 127 NO 9790000 
26 DE 4000000 60 FR 0 94 ALB 131000 128 NO 9790000 
27 PL 1174000 61 ITA 1713500 95 MKD 1050000 129 NO 0 
28 PL 1174000 62 ITA 3581300 96 GR 0 130 UK 0 
29 PL 0 63 ITA 159000 97 GR 0 131 NO 0 
30 PL 0 64 HRV 4256000 98 TUR 0 132 DK 0 
31 PL 0 65 HUN 389000 99 PT 254000 133 UK 7467500 
32 PL 0 66 RO 11948000 100 ESP 0 134 NL 0 
33 UK 0 67 RO 11300000 101 ESP 0  
 
 
34 UK 0 68 RO 0 102 ESP 3906500     
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Table B5. Risk perception parameter RPg [people-1 ∙ tonCO2-1] of each region g calculated with 
Eq.(2.1) (Karimi and Toikka, 2018). Differently from  Karimi and Toikka (2018), the unit of RPg is 
defined to have a dimensionless total risk perception (RPtot [-]) in Eq.(3.3). Because of the lack of 
cultural dimension (Table A1) for some countries approximations are used: for Ukraine (UKR) and 
Moldavia (MDA) the RPg of Romania (RO) is used; for Bosnia (BA) and Albania (ALB) the RPg of 
Serbia (SRB) is used; for Macedonia (MKD) the RPg of Greece is used (GR); for Algeria (ALG) and 
Tunisia (TUN) the RPg of Morocco (MO) is used 
g  RPg g  RPg g  RPg g  RPg 
1 FIN 94.8 35 UK 92.1 69 MDA 112.8 103 ESP 120.5 
2 FIN 94.8 36 BE 153.6 70 PT 117.3 104 ESP 120.5 
3 FIN 94.8 37 DE 132.1 71 ESP 120.5 105 ITA 118.6 
4 FIN 94.8 38 DE 132.1 72 ESP 120.5 106 ITA 118.6 
5 FIN 94.8 39 DE 132.1 73 ESP 120.5 107 ITA 118.6 
6 FIN 94.8 40 DE 132.1 74 FR 128.6 108 GR 148.2 
7 FIN 94.8 41 PL 115.1 75 ITA 118.6 109 GR 148.2 
8 DK 65.4 42 PL 115.1 76 ITA 118.6 110 TUR 120.4 
9 FIN 94.8 43 PL 115.1 77 ITA 118.6 111 TUR 120.4 
10 FIN 94.8 44 PL 115.1 78 BA 119.3 112 ESP 120.5 
11 FIN 94.8 45 UKR 112.8 79 BA 119.3 113 ALG 73 
12 UK 92.1 46 UKR 112.8 80 SRB 119.3 114 ALG 73 
13 UK 92.1 47 FR 128.6 81 RO 112.8 115 ALG 73 
14 DK 65.4 48 FR 128.6 82 RO 112.8 116 ALG 73 
15 DK 65.4 49 FR 128.6 83 RO 112.8 117 TUN 73 
16 LTU 111.7 50 DE 132.1 84 PT 117.3 118 TUN 73 
17 LTU 111.7 51 DE 132.1 85 ESP 120.5 119 ITA 118.6 
18 LTU 111.7 52 CZ 121.4 86 ESP 120.5 120 ITA 118.6 
19 IRL 75.3 53 CZ 121.4 87 ESP 120.5 121 GR 148.2 
20 IRL 75.3 54 SVK 107 88 ESP 120.5 122 GR 148.2 
21 UK 92.1 55 SVK 107 89 ESP 120.5 123 GR 148.2 
22 UK 92.1 56 UKR 112.8 90 ITA 118.6 124 TUR 120.4 
23 NL 109 57 UKR 112.8 91 ITA 118.6 125 UK 92.1 
24 DE 132.1 58 UKR 112.8 92 ITA 118.6 126 UK 92.1 
25 DE 132.1 59 FR 128.6 93 ITA 118.6 127 NO 80 
26 DE 132.1 60 FR 128.6 94 ALB 119.3 128 NO 80 
27 PL 132.1 61 ITA 118.6 95 MKD 148.2 129 NO 80 
28 PL 115.1 62 ITA 118.6 96 GR 148.2 130 UK 92.1 
29 PL 115.1 63 ITA 118.6 97 GR 148.2 131 NO 80 
30 PL 115.1 64 HRV 127.2 98 TUR 120.4 132 DK 94.8 
31 PL 115.1 65 HUN 127.2 99 PT 117.3 133 UK 92.1 
32 PL 115.1 66 RO 112.8 100 ESP 120.5 134 NL 109 
33 UK 92.1 67 RO 112.8 101 ESP 120.5     
34 UK 92.1 68 RO 112.8 102 ESP 120.5    
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Table B6. Population Popg [people] in region g; population in offshore 
regions g = {125, 126, …, 134} is set to 1 to avoid divisions by null values. 
g  Popg g  Popg g  Popg g  Popg 
1 FIN 623338 35 UK 17425077 69 MDA 7149345 103 ESP 2528046 
2 FIN 1444089 36 BE 26442966 70 PT 2615241 104 ESP 926370 
3 FIN 1138663 37 DE 29740921 71 ESP 2314727 105 ITA 1187523 
4 FIN 1968386 38 DE 22497971 72 ESP 5967721 106 ITA 6006687 
5 FIN 5344278 39 DE 17420852 73 ESP 9723700 107 ITA 4151164 
6 FIN 4142946 40 DE 18038080 74 FR 11996446 108 GR 3680987 
7 FIN 1225066 41 PL 17327507 75 ITA 7854909 109 GR 5657679 
8 DK 5554491 42 PL 22487959 76 ITA 11991306 110 TUR 7563776 
9 FIN 7322399 43 PL 23022237 77 ITA 4360803 111 TUR 13279758 
10 FIN 4406072 44 PL 24126788 78 BA 1845221 112 ESP 5020666 
11 FIN 1990982 45 UKR 46977319 79 BA 12728932 113 ALG 1793237 
12 UK 6873434 46 UKR 33351472 80 SRB 32031815 114 ALG 1000000 
13 UK 3619151 47 FR 20622020 81 RO 42373045 115 ALG 1000000 
14 DK 5373260 48 FR 9114312 82 RO 12593705 116 ALG 1000000 
15 DK 9818152 49 FR 12076934 83 RO 3373639 117 TUN 1000000 
16 LTU 6251886 50 DE 20502070 84 PT 8411228 118 TUN 429112 
17 LTU 27114025 51 DE 14078576 85 ESP 4110680 119 ITA 3066682 
18 LTU 6060678 52 CZ 9169064 86 ESP 8623897 120 ITA 1760777 
19 IRL 3739335 53 CZ 13164287 87 ESP 5861966 121 GR 579655 
20 IRL 4563479 54 SVK 29700915 88 ESP 11273828 122 GR 4646671 
21 UK 15766328 55 SVK 27000884 89 ESP 6879932 123 GR 2491814 
22 UK 23407982 56 UKR 11513991 90 ITA 1145620 124 TUR 4760194 
23 NL 6650423 57 UKR 11980548 91 ITA 4954248 125 UK 1 
24 DE 13801479 58 UKR 15537520 92 ITA 21584173 126 UK 1 
25 DE 10960259 59 FR 9455965 93 ITA 7104495 127 NO 1 
26 DE 9867184 60 FR 12926570 94 ALB 8554502 128 NO 1 
27 PL 5687484 61 ITA 42298841 95 MKD 21993064 129 NO 1 
28 PL 10066478 62 ITA 19151247 96 GR 17924647 130 UK 1 
29 PL 12724572 63 ITA 7475558 97 GR 7783208 131 NO 1 
30 PL 19531358 64 HRV 8101485 98 TUR 17652641 132 DK 1 
31 PL 35166724 65 HUN 19896347 99 PT 5872477 133 UK 1 
32 PL 21682044 66 RO 24303916 100 ESP 7884497 134 NL 1 
33 UK 8257058 67 RO 9508152 101 ESP 12191710     
34 UK 25029302 68 RO 10898807 102 ESP 8250115    
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