Abstract: Families of Poisson processes defined on general state spaces and with the intensity measure scaled by a positive parameter are investigated. In particular, mean value relations with respect to the scale parameter are established and used to derive various Gamma-type results for certain geometric characteristics determined by finite subprocesses. Especially, we deduce Miles' complementary theorem. Applications of the results within stochastic geometry and particularly for random tessellations are discussed.
Introduction
Poisson processes play a fundamental role in the theory of point processes as used in stochastic geometry and spatial statistics, cf. e.g. Stoyan et al. (1987) and Daley and Vere-Jones (1988) . In this paper we consider a family of Poisson processes 8 defined on an arbitrary space S with intensity measures where > 0 is a scale parameter and is a -finite measure; for details see Section 2. For functionals f (8 ) which only depend on 8 through a finite subprocess 9 we study derivatives of the mean Ef (8 ) with respect to and establish various distributional results for random subsets 1 S determined by 9 : In particular, under certain equivariance conditions with respect to the scale , the conditional distribution of the 'content' (1 ) given the 'cardinality' of 9 is shown to be a Gamma distribution. Moreover, this content is shown to be conditional independent of the 'shape' of 1 given the 'cardinality' of 9 .
These results are of the same type as Miles 'complementary theorem', see Miles (1970, Theorem 5.1; 1971, Corollary 5.20; 1974, Theorem 2) . While Miles uses an ergodic approach, we shall instead present and verify his result in terms of Palm distributions.
Some background material is provided in Section 2. The general results are presented in Section 3. In Section 4 we relate our results to the case of Poisson point processes S = d ; = Lebesgue measure and more generally to Poisson flat processes; for ease of presentation we consider mainly homogeneous Poisson flat processes, but we stress that our results extend to anisotropic cases too. The proofs in Sections 3 and 4 appear to be simpler than in the case where Miles' ergodic approach is used. This is essentially due to Slivnyak's theorem which has also proved to be extremely useful in a number of other contexts in stochastic geometry, cf. e.g. Stoyan et al. (1987) and Møller (1989 Møller ( , 1992 Møller ( , 1994 . Finally, Section 5 contains some examples of applications of our results within stochastic geometry and particularly for certain models of random tessellations.
Set up and background
We consider a general set up for Poisson processes as described below.
Let (S; ; ) be some measure space where contains all singletons and is -finite. Let be the set of all -finite measures on of the form ' = 6 i n i xi where the sum is countable, the points x i S are distinct, and n i is the multiplicity of ' is equivalent to state that = 6 i m i xi and ' = 6 i n i xi where 0 m i n i are integers. Moreover, we equip with the usual -field which is generated by all sets of the form ' '(B) = n for B and n = 0; 1; 2; :::; .
For > 0, let 8 denote the Poisson process on S with intensity measure , i.e., 8 is a random variable taking values in and its distribution is uniquely characerized 1 by the following property (see e.g. Satz 3.1 in Mecke, 1967 are mutually independent.
For n = 2; 3; . . . define the measure 8
[n]
on n by 8 [n] (dx 1 dx n ) = 8 (dx 1 )(8 x1 )(dx 2 ) 8 6 n01 1 xi (dx n ) and set 8 [1] = 8 : Then using induction we obtain the following generalization of (1): For Borel functions h n : S n [0; ); n = 1; 2; :::: we have that E h n (x 1 ; :::; x n ; 8 )8 [n] (dx 1 dx n ) = n Eh n (x 1 ; :::; x n ; 8 + 6 n 1 x i )(dx 1 ) (dx n ):
This result becomes useful for characterizing geometric objects defined by finite subprocesses and using Palm distributions as demonstrated in Sections 3 and 4.
General Poisson processes
Let the situation be as in Section 2. In order to present the main results below we need first some further notation and assumptions. Examples and applications of these results can be found in Sections 4 and 5. Let = ' '(S) < be the set of finite counting measures equipped with the induced -field~=: Further, let ( ; ) be a measurable space where is a class of sets C with (C) < . Suppose there are given an event H~and a measurable mapping 1 : so that for all > 0; P [ ! 8 : H ; (8 ) (1( )) = 0] = 1: (dx 1 dx n )
for B : Then 9 becomes the almost surely unique finite subprocess of 8 which is characterized by the properties that 9 H and (8 9 )(1(9 )) = 0: Let N = 9 (S); 1 = 1(9 ); V = (1 ); i.e., N is the 'cardinality' (possible with multiplicities) of the finite subprocess 9 , while 1 is a random subset of S associated with 9 , and V is the 'content' of this region. Specific examples of these quantities are also found in Section 5 and in Corollary 2 below. Finally, set 8 = 8 1 and 9 = 9 1 , and define for Borel functions f :
the random variables F = f (9 ) ; F = F 1 ; so N = N 1 ; 1 = 1 1 ; and V = V 1 (in the following it will always be clear from the context whether 1 is the mapping used in (3) or the random set 1 1 ): Theorem 1. We have that Proof. By standard arguments it suffices to consider the case where f ( ) 0.
By (3) and (4) we have almost surely that 
where the term for n = 0 is read as 1[ H; 8 (1( )) = 0]f( ). Hence using (2) and the fact that 8 (B) is Poisson distributed with mean (B) for B we get
n exp ( (1 )(1(6 n 1 xi )))f(6 n 1 xi ) (dx 1 ) (dx n )
which together with (6) give (5).
In other words, if P denotes the distribution of 9 , then P is absolutely continuous with respect to P = P 1 and its Radon-Nikodym derivative is dP dP ( ) = (S) e (10)(1( )) ; :
Hence, P > 0 constitutes an expontial family (see e.g. Barndorff-Nielsen, 1978) .
Moreover, the maximum likelihood estimate of based on a realization is seen to exists only when = and (1( )) > 0 in which case it becomes = (S)=(1( )).
We shall now use Theorem 1 to establish some mean value relations obtained by considering derivates of EF with respect to : Corrolary 1. Suppose EF exists and is finite for some I where I (0; )
is an interval so that
Then EF exists and is finite for all I, E N V F exists and is finite at Lebesgue almost all I, and EF is differentiable at Lebesgue almost all I with derivative
Moreover, if E N V F is continuous at I; then EF is differentiable at with derivative (9).
Proof. Use Theorem 1 and 3.31 in Hoffmann-Jørgensen (1994).
Corollary 2. If (S) <
and f :
is a Borel function with f bounded, then
for k = 1; 2; :::, where a (0) 1 and a
(a i) for integers j > 0 and a 0:
Proof. Taking H = and 1 = S; then (3) is clearly satisfied as 8 almost surely. Hence, we have with probability one that 8 = 9 , N = 8 (S), V = (S), and so (5) gives that
Since N is Poisson distributed with mean (S) and f is bounded, the derivatives of N f (8) are seen to be locally dominated integrable, and so E N f (8) is analytic on (0; ) with derivatives
(13) Now, combining (5), (12) and (13) and using (2), the assertions are straightforwardly verified.
Using (2) and (5) the derivatives in (10) can be expressed in other equivalent ways. Zuyev (1992a,b) has established a relation similar to (11), but in a less general setting; the relation is also similar to the so-called Russo's formula which has proven useful in percolation theory. Baccelli and Brémaud (1993) , Baccelli et al. (1995) and Blaszczyszyn (1993) establish results related to (10) which find applications e.g. in simulations and analysis of systems driven by point processes such as perturbalation and sensitivity analysis of queueing systems, noise filtering, etc.
Finally, we use Theorem 1 to derive the conditional distribution of V given N assuming that the invariance condition (15) below holds. where ' ' is read as 'distribution of', then V is conditionally independent of 1 [9 G] given that N = n.
(ii) If
then the conditional distribution of V given that N = n is a Gamma-distribution:
Proof. Letting = (1 ) < 1; then (5) and (14')-(15') imply that the Laplace transform of the conditional distribution of V given that N = n and 9 G is E e V N = n; 9 G = 0n E N e V N = n; 9 G = 0n
E N e (10)V 1 N = n; 9 G P (N = n; 9 G) = 0n P (N = n; 9 G) P (N = n; 9 G) = (1 ) 0n :
This is the Laplace transform of 0(n; 1); and so as the conditional expectation does not depend on 9 G , we have verified (i)-(ii) for = 1: Hence, from (15) it follows that (16) and the conditional independence result in (i) also hold for any > 0. Miles (1972 Miles ( , 1974 , Matheron (1975) , and Stoyan et al. (1987) . Let be the class of compact subsets of d equipped with the usual field K generated by the sets K = K K K = with K : Suppose c : is a given measurable mapping and define 1 : S by 1(') = hit(c(')) ' hit(c(')) becomes measurable. Now, suppose (3) holds for some given event H and all > 0, and define 9 by (4). We can set 9 = 01= s 9
Poisson point and flat processes
where 9 = 9 1 . We assume equivariance under scaling so that c(9 ) = 01= s c(9) for > 0:
Then, using the same notation as in Section 3, N = N; 1 = 01= s 1; V = (1 ) = s (c(9 )) = 01 V:
We call C = c(9 ) the exclusion region associated with 9 as by condition (3) no s flat in 8 9 hits C ; if s = 0 we have just that 1 = C . Note that V is the ' s content' of the exclusion region C , while N is the number of s flats in 9 :
Theorem 3. Let the situation be as described above and suppose P (N = n) > 0: Then V is conditionally independent of 9 =V 1= s given that N = n. Moreover, V conditional on N = n has a 0(n; ) distribution.
Proof.
Use Theorem 2 and the fact that N ; V ; 9 =V 1= s = N; V; 9=V 1= s for all > 0:
Remarks: (i) In other words the s content of the exclusion region C is conditionally independent of the shape and orientation of 9 if we condition on both the cardinality of 9 and that the exclusion region has a positive s content.
( where is a probability measure on s which is not rotation invariant, then the Poisson s flat process 8 is invariant under translations, but not under rotations in d .
Finally let us turn to Miles' complementary theorem. We shall establish this in terms of the Palm distribution for the typical configuration of n s flats when in the terminology of Miles (1970) "its associated region is m filled". Losely speaking, this typical configuration is obtained by adding n s flats distributed in a certain way around the origin so that exactly m s flats of 8 hit a random compact subset (the "associated region") of d determined by the typical configuration; for m = 0 this associated region becomes an exclusion region.
More formally, let n 1 and m 0 be fixed integers and suppose that to each configuration ' = A s1 ; :::; A sn 8 of n s flats there is associated a 'centroid' z(') d which is equivariant under scaling and translation, i.e., z( y + A s1 ; :::; y + A sn ) = y + z( A s1 ; :::; A sn ) (18) for y d and > 0. Suppose also that for all such ' the mapping ' c(') is equivariant under scaling and translation, i.e., (18) holds also if we replace z by c, and set 1(') = hit(c(')) as before. Further, let n be the set of all configurations concisting of n distinct s flats, and equip n with the field n obtained by restricting to subsets of n which are invariant under translations in d . Now, for > 0 consider m;n; (B; F ) = It can be shown that (19) does not depend on the choise of the centroid z( ) as we restrict attention to translation invariant events F n and (18) is valid. Further, for fixed F n , m;n; ( ; F ) is seen to be a translation invariant measure and hence proportional to the Lebesgue measure in d . Thus assuming m;n; ( ; n ) = 0 and m;n; (B; ) < whenever B is a bounded Borel set, we have a well-defined Palm probability distribution on n given by P m;n; (F ) = m;n; (B; F )=[const m;n; B ] 
where we have used (18) and (19) to obtain the last equality, and where const m;n = const m;n;1 . Let 9 m;n; denote a random configuration of n distinct s flats with distribution (20). We call 9 m;n; for the typical configuration of n s flats when its associated region 1 m;n; = 1( 9 m;n; ) is m filled.
Clearly 9 m;n; D = 01= s 9 m;n with 9 m;n = 9 m;n;1 : Using (2) . Letting H m;n; = h( 9 m;n; ) and V m;n; = s ( C m;n; ) with C m;n; = c( 9 m;n; ), and proceeeding as in the proof of Theorem 2, we obtain from (22) that the following formulation of Miles' complementary theorem holds.
Theorem 4. Let the situation be as described above. Then V m;n; and 9 m;n; = V 1= s m;n;
are independent, and V m;n; has a 0(m + n d= s; ) distribution.
Remarks: (i) We can interpret
C m;n; as the associated region of the typical configuration of n s flats when this region is hitted by exactly m s flats. By Theorem 4 the s content of C m;n; is independent of the shape and orientation of 9 m;n; . (ii) Suppose s > 0 and we consider a stationary but anisotropic Poisson s flat process with intensity measure where (dF s ) = dy s (dL s ) for a probability measure on s so that the Palm distribution (20) is well-defined. Then (17) and hence Theorem 4 remain true.
Examples of applications
Theorems 3 and 4 look very similar. They apply in fact equally well on a range of problems, while in other situations only one of the theorems applies as shown below.
For simplicity we shall only consider the case where 8 is a homogeneous Poisson s flat process of intensity > 0; through as discussed in the remarks to Theorems 3 and 4 anisotropic cases may be included as well. Moreover, we shall ignore events of probability 0 in the examples. All examples except (iv) are concerned with exclusion regions.
(i) s = 0 and 9 consists of the n nearest points of 8 to the origin. This is almost surely uniquely characterized by (3) if H = ' '(S) = n and 1(') is the minimal closed ball centered at the origin and containing the points in ': Hence, Theorem 3 gives that the volume V of the closed ball centered at the origin and containing the n 0 th nearest point x (n) in its boundary is 0(n; ) distributed. Furtermore, it follows that V is independent of 9 = x (n) .
(ii) s = 0 and 9 is the configuration of neighbouring nuclei to the typical Voronoi cell; this cell is obtained by adding a point at the origin 0 to 8 and considering the Voronoi cell with nucleus at that point, cf. e.g. Møller (1994) . For any ' with 0 ' and such that the convex polytope concisting of all points closer to 0 than to the points in ' is bounded, let 1(') be the union of the closed balls with centers at the vertices of that polytope and containing 0 in their boundaries; otherwise set 1(') = . Then, letting H = ' 1(') = , 9 is almost surely specified by condition (3) and 1 becomes the socalled fundamental region of the typical Voronoi cell. Therefore, by Theorem 3, V N = n is 0(n; ) distributed for n d+1 where N is the number of hyper-faces of the typical cell and V is the volume of the fundamental region. Moreover, V is conditionally independent of the shape and orientation of the fundamental region if we condition on N . Theorem 4 applies equally well for the derivation of these result; see also Miles and Maillardet (1982) , Zuyev (1992 a,b) , and Møller (1994) for other derivations.
(iii) s = 0 and 9 0;d+1; consists of the d+1 vertices of the typical Delaunay cell , see e.g. Miles (1974) and Møller (1989) . Let 1 0;d+1; be the closed ball containing these d + 1 vertices in its boundary. Then, by Theorem 4 the volume V 0;d+1; of 1 0;d+1; is 0(d; ) distributed and independent of 9 0;d+1; projected onto the unitsphere. Consider instead the Delaunay tessellation generated by 8 , and let 9 be the d + 1 vertices of the Delaunay cell which contains the origin. Then Theorem 3 implies that V is 0(d + 1; ) distributed and independent of 9 =R , where V is the volume of the closed ball 1 containing the d + 1 vertices of in its boundary and R is the radius of that ball. Here we can take H = ' '(S) = d + 1 ; 0 conv(') and for ' H define 1(') as the closed ball with the points of ' in its boundary, whereby 9 is seen to be almost surely characterized by (3).
The indepence properties mentioned above imply for instance that if d = 2 and we condition on that the considered Delaunay triangle is acute angled, then its volume is just Gamma distributed as in the unconditional case.
(iv) s = 0 and 1 m;n; is the convex hull of 9 m;n; which consists of n d + 1 points, i.e., the Poisson process has exactly m points contained in the interior of the convex hull of the typical pointconfiguration of n points. By Theorem 4, V m;n; is 0(m + n 1; ) distributed and independent of 9 m;n; = V 1=d m;n; . Therefore, if we e.g. condition on that all n points of 9 m;n; are on the boundary of 1 m;n; , we have that the conditional distribution of V m;n; is 0(m + n 1; ):
(v) s = d 1 and 9 0;n; is the set of hyperplanes containing the faces of the typical cell C 0;n; of the Poisson hyperplane tessellation provided this cell has n( d + 1) faces; see e.g. Miles (1972 Miles ( , 1974 , Matheron (1975) , and Stoyan et al. (1987) . Theorem 4 gives that V 0;n; is 0(n d; ) distributed and independent of the shape and orientation of C 0;n; , where V 0;n; is the mean-breadth of C 0;n; . Similarly, if 9 is the set of hyperplanes containing the faces of the Poisson hyperplane cell C which contains the origin, Theorem 3 gives that V N = n is 0(n; ) distributed and conditional independent of the shape and orientation of C . Here 9 is almost surely uniquely specified by (3) if we let H be the set of all finite configurations of hyperplanes ' so that the intersection of the corresponding halfspaces determined by ' and containing 0 becomes a bounded d dimensional polytope, and if 1(') is that polytope for ' H:
(vi) s = d 1 and 9 0;d+1; is the set of the d + 1 hyperplanes defining the inner (maximal) ball 1 which is contained in the typical Poisson hyperplane cell. Then Theorem 4 implies that the diameter V 0;d+1; of 1 is exponentially distributed with mean 01 and it is independent of 9 0;d+1; = V 0;d+1; .
