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This work presents experimental results obtained using the TARANIS laser at
Queen’s University Belfast of transient absorption spectroscopy of dynamics in-
duced by bursts of radiation, predominantly ions, from high-power laser-solid
interactions. The absolute measurement of proton bursts as short as 3.7± 0.7 ps
is reported, enabled by the ultrafast decay pathways available to excited elec-
trons in the formation of self-trapped excitonic states.
The role of defects in the recovery of an induced opacity is examined in borosil-
icate glass. Here the recovery time of the opacity is measured to be orders of
magnitude greater than the proton pulse duration, with a decay constant of
over 550 ps. This long recovery time is attributed to the presence of interstitial
energy levels due to defects created by the multicomponent structure of the
glass.
Ultrafast pulsed-ion radiolysis is performed on H2O to investigate the forma-
tion of solvated electrons. Significant delay in the formation of these aque-
ous electrons is observed to occur under proton irradiation compared to X-
rays/electrons. Molecular Dynamics simulations suggest that this is due to the
formation of nanoscale cavities around the proton track in the Bragg region due
to the significantly higher energy deposition in this region that does not occur
for X-rays and electrons.
The optical streaking technique is finally applied to investigate shifts in polarisa-
tion caused by irradiation of lithium niobate crystals. Two different oscillations
are observed, firstly high frequency polarisation changes due to the arrival of
relativistic electrons from the laser-target interaction followed by much lower
frequency oscillations induced by the proton burst.
Contents
1 Introduction 1
1.1 Pulsed Radiation Interactions with Matter . . . . . . . . . . . . 2
1.2 Outline of Thesis . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3 Role of the Author . . . . . . . . . . . . . . . . . . . . . . . . . 6
2 Ions Accelerated from Ultrafast Laser-matter Interactions 8
2.1 Short-pulse Laser Technology . . . . . . . . . . . . . . . . . . . 9
2.1.1 Chirped Pulse Amplification (CPA) . . . . . . . . . . . . 10
2.1.2 Laser-plasma Absorption Processes . . . . . . . . . . . . 12
2.2 Laser-driven Ion Acceleration . . . . . . . . . . . . . . . . . . . 14
2.2.1 Target Normal Sheath Acceleration (TNSA) . . . . . . . 15
2.2.2 Break-out Afterburner (BOA) . . . . . . . . . . . . . . . 17
2.2.3 Radiation Pressure Acceleration (RPA) . . . . . . . . . . 18
2.3 Proton Interactions with Matter . . . . . . . . . . . . . . . . . . 18
2.3.1 Energy Loss Mechanisms . . . . . . . . . . . . . . . . . . 19
2.3.2 Proton Range and Straggling . . . . . . . . . . . . . . . 22
2.3.3 Track Formation and Generation of Secondary Electrons 25
2.4 Methodologies . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.4.1 The TARANIS Laser Facility . . . . . . . . . . . . . . . 26
2.4.2 Experimental Technique . . . . . . . . . . . . . . . . . . 29
2.4.3 Target Alignment . . . . . . . . . . . . . . . . . . . . . . 30
2.4.4 2-D Imaging and Optical Streaking . . . . . . . . . . . . 31
2.4.5 Transient Absorption Spectroscopy . . . . . . . . . . . . 37
CONTENTS iv
2.4.6 Proton Energy Bandwidth Selection . . . . . . . . . . . . 40
3 Ultrafast Ionisation Dynamics in SiO2: The Self-trapping Pro-
cess 44
3.1 The Role of Electron Diffusion in the Recovery of SiO2 . . . . . 45
3.2 Ion-induced Ultrafast Dynamics in SiO2 . . . . . . . . . . . . . 49
3.3 Inhibiting the Diffusion Using Aerogels . . . . . . . . . . . . . . 52
3.3.1 Silica Aerogel . . . . . . . . . . . . . . . . . . . . . . . . 52
3.3.2 Comparison to SiO2 . . . . . . . . . . . . . . . . . . . . 54
3.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4 The Role of Defects in the Extended Recovery of Borosilicate
Glass 59
4.1 Observation of an Ion-induced Opacity in Borosilicate Glass . . 60
4.1.1 Extended Recovery Beyond the Proton Pulse Duration . 61
4.1.2 Flux-dependent Response . . . . . . . . . . . . . . . . . 63
4.2 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
4.2.1 Defects . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
4.2.2 Electron Recombination and Recovery of the Opacity . . 70
4.3 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
5 Electron Solvation Dynamics in H2O During Ultrafast Pulsed-
ion Radiolysis 74
5.1 The Solvated Electron . . . . . . . . . . . . . . . . . . . . . . . 74
5.2 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . . 77
5.2.1 Required Modifications to the Experimental Setup . . . . 77
5.2.2 Examining the Rising Time of the Opacity . . . . . . . . 77
5.2.3 The Role of LET in the Formation of Solvated Electrons 79
5.3 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
6 Radiation-induced Polarisation Effects in Lithium Niobate 87
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
6.1.1 The Pockels Effect . . . . . . . . . . . . . . . . . . . . . 88
CONTENTS v
6.2 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . . 91
6.2.1 Simultaneous Polarisation Measurements . . . . . . . . . 93
6.2.2 Electron/X-ray Contribution & Crystal Rotation . . . . 95
6.3 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
7 Conclusions and Outlook 101






The aim of this thesis is to show that the short pulse durations and high de-
gree of synchronicity between pump and probe pulses inherent to laser-driven
ion acceleration allows the exploration of ionisation dynamics within condensed
matter and liquid water, investigating the response of these materials to radia-
tion on sub-nanosecond timescales.
Since the advent of the laser in the 1960s, a focus of research has been both
to increase the power and reduce the duration of laser pulses [1–3]. Very short
pulse durations have many benefits in science, not only does it allow for high
laser intensities and the study of non-linear relativistic effects [4, 5], it also
permits the observation of very short timescale interactions in matter through
the use of probe pulses, either using the laser directly to observe transitions in
biomolecules or from secondary radiation such as the short attosecond pulses
developed through high harmonic generation schemes[6, 7]. In terms of radi-
ation chemistry, there is much interest in understanding the effects of ionising
radiation in matter – from cell recovery after undergoing hadron therapy in
medicine to the damage caused to electrical components used for space technol-
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ogy. Much of the work surrounding these areas focuses on the long term effects
such as cell death or investigating the effect of radiation on structural integrity,
but it is equally important to understand radiation reactions and their effects
on much shorter timescales, be it the production of short lived reactive species
in water, or the response of materials used in semiconductor technologies.
1.1 Pulsed Radiation Interactions with Matter
Understanding the effects of ionising radiation on matter has been a focus of
research for many decades. In the past, many of these ion reaction studies
have been performed in water using pulsed-ion radiolysis [8–10]. This tech-
nique typically involves the use of radio frequency (RF) particle accelerators in
conjunction with the addition of chemical scavengers. There are however some
drawbacks to this technique. Firstly, chemical scavenging requires the addition
of substances which will react in some measurable way to the absorption of
the ion energy such as photo-emission or the production of measurable reactive
species. The addition of these substances is also not straightforward if one were
to study the effect of radiation on solid matter. Secondly, for higher temporal
resolution experiments, this technique has a high level of uncertainty as the
concentration of scavenger required is at a level where the scavenger itself can
take part in the radiolysis process [11, 12]. These measurements have also been
limited by some of the pulse properties available from conventional RF acceler-
ators; although they are capable of producing stable, high energy pulses, this
is typically at the cost of long pulse durations with pulses shorter than 100 ps
not routinely available [13]. Although there are still many hurdles to overcome,
such as increasing the maximum proton energy and improving beam quality,
laser-driven ion acceleration [14–16] has the advantage of offering significantly
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shorter pulse durations with bunches in the order of a few picoseconds [17]
with low transverse and longitudinal emittance [18]. The short pumping time
enabled by these few-ps proton bunches allows for unprecedented observation
of ultrafast dynamics within materials previously masked by longer interaction
times.
Conversely for electrons, ultrashort pulses of GeV energy from linear accel-
erators are routinely achieved, with sub-picosecond high-energy (>150 MeV)
electron beams emerging over the last few years [19]. However in both RF pro-
ton and electron generation schemes there is significant levels of timing jitter to
optical probe pulses due to the electron/ion and probe sources being coupled
electronically. Generating electron bunches through laser wakefield acceleration
is an increasingly popular research field [20]. Using this technique high quality
electron beams can be produced with GeV energy and few-femtosecond dura-
tion [21–23], however the main drawback to the use of electrons as an ionisation
source compared to protons are in their interactions themselves with the mate-
rial, such as the high degree of scattering the electrons will experience passing
through the material. This will be discussed in greater detail in subsequent
chapters.
1.2 Outline of Thesis
A brief outline of the chapters comprising this thesis is given below. Although
in broad terms the work falls under one core experimental technique, the various
materials examined exhibit widely different responses. The following chapters
generally discuss one sort of material or response each.
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Chapter 2 - High Power Laser-matter Interactions
This chapter provides an overview of the laser theory necessary for comprehen-
sion of the work contained in the subsequent thesis. An emphasis is placed on
topics relevant to the generation of protons via Target Normal Sheath Accelera-
tion. The chapter concludes with an overview of the core experimental method
relevant to the thesis, any alterations to this method in relation to the study of
other samples are discussed within their relevant chapters.
Chapter 3 - Ultrafast Recovery of SiO2
Presented in this chapter are experimental results obtained measuring the pulse
duration of the laser-driven proton burst. The ultrafast recovery of SiO2 enabled
an absolute measurement of 3.5± 0.7 ps. This measurement and the electron
dynamics within irradiated SiO2 is discussed along with methods of inhibiting
this recovery, to this end a closer look at the ionisation dynamics in aerogel is
included in the discussion.
Related publication:
 B. Dromey, M. Coughlan, L. Senje, M. Taylor, S. Kuschel, B. Villagomez-
Bernabe, R. Stefanuik, G. Nersisyan,L. Stella, J. Kohanoff, M. Borghesi,
F. Currell, D. Riley, D. Jung, C.-G. Wahlstro¨m, C.L.S. Lewis & M. Zepf,
Picosecond metrology of laser-driven proton bursts, Nature Communica-
tions, 7:10642, DOI: 10.1038/ncomms10642, 2016.
Chapter 4 - Role of Defects in the Recovery of Borosilicate Glass
This chapter presents observations of a transient opacity in borosilicate glass
(BK7), exposing the glass to similar few-ps proton bursts as in chapter 1, the
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recovery of the material is orders of magnitude greater than the measured pulse
duration. Possible mechanisms behind this result are discussed relating to the
inhibition of the relaxation time for excited conduction band electrons.
Related work in preparation:
 M. Coughlan, L. Senje, M. Taylor, G. Nersisyan, D. Jung, H. Donnelly,
N. Breslin, F. Currell, C.-G. Wahlstro¨m, L. Stella, J. Kohanoff, M. Zepf
and B. Dromey, Ultrafast ion induced dynamics in borosilicate glass, 2018.
Chapter 5 - Observation of Solvated Electrons in Liquid Water
This chapter will focus on the formation of solvated electrons in liquid water
after ionisation by protons. In comparison to the previous chapters focusing
on solid samples, this work highlights the versatility of the optical streaking
technique applying it to radiation chemistry investigations.
Related publication:
 L. Senje, M. Coughlan, D. Jung, M. Taylor, G. Nersisyan, C. L. S.
Lewis, F. Currell, M. Zepf, and B. Dromey, Experimental investigation
of picosecond dynamics following interactions between laser accelerated
protons and water, Appl. Phys. Lett., 110-104102, 2017.
Related work in preparation:
 M. Coughlan, L. Senje, H. Donnelly, N. Breslin, G. Nersisyan, F. Currell,
C.-G. Wahlstro¨m, M. Zepf, B. Dromey, Electron solvation dynamics in
H2O during ultrafast pulsed-ion radiolysis, 2018.
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Chapter 6 - Ionisation Dynamics of Lithium Niobate
Unlike the previous chapters, the response of Lithium Niobate to these few-ps
proton pulses is profoundly different. This chapter discusses observations of
ionisation induced dynamics on the response of Lithium Niobate to these short
proton pulses.
Related work in preparation:
 M. Coughlan, H. Donnelly, N. Breslin, L. Senje, M. Taylor, G. Nersisyan,
D. Jung, M. Zepf, B. Dromey, Induced polarisation shifts in lithium nio-
bate when irradiated by few-picosecond proton pulses, 2018.
Chapter 7 - Conclusions and Outlook
A summary of the findings contained within this work are outlined in chapter 7
alongside a discussion of ideas for further developing the research topics covered
in the previous chapters.
1.3 Role of the Author
The work presented in this thesis was predominantly obtained from experimen-
tal work. All of the experimental work and subsequent analysis was conducted
under the supervision of Dr. B. Dromey and Prof. M. Zepf.
This thesis contains results obtained from a number of experiments carried out
at Queen’s University Belfast using the TARANIS laser facility between 2014
and 2017. On each of the experiments the author was part of a team with
responsibilities that involved implementing the experimental setup, alignment
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and optimisation of optical components and diagnostic apparatus, operation of
CCD cameras alongside associated software, target alignment, sample prepara-
tion and other general day-to-day experimental duties. In particular the author
ran the optical streaking diagnostic, development of the water cell and has led
the analysis of the borosilicate glass, H2O and LiNbO3 samples.
Analysis of the proton pulse duration measurement in SiO2 covered in chapter
3 was performed by Dr B. Dromey with contribution by the author. Analysis of
data contained in the subsequent chapters was performed by the author under
the supervision of Dr B. Dromey.
Chapter 2
Ions Accelerated from Ultrafast
Laser-matter Interactions
The aim of this thesis is to report on investigations of proton-induced ionisa-
tion dynamics within various forms of matter. However, in order to provide a
comprehensive report of the results contained within this work it is necessary
to provide a background on key elements of theory relevant to the investigation
of proton interactions with matter and ultrafast laser science. This chapter will
introduce concepts and notation relating to laser-driven proton acceleration and
short pulse laser-matter interactions.
Section 2.1 introduces a theoretical and historical background to obtaining the
short, high-intensity laser pulses used in the generation of laser-driven protons,
including energy transfer mechanisms between the laser pulse and generated
plasma.
Section 2.2 and 2.3 provide a brief overview of the various forms of laser-driven
ion acceleration with a focus on the target normal sheath acceleration mecha-
nism used in the experiment. The latter section discusses how protons interact
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Figure 2.1: Diagram describing Stimulated Emission of Radiation
with matter and induce the ionisation dynamics which are observed in the ma-
terial.
The core experimental technique is discussed in section 2.4, including an overview
of the TARANIS laser facility where the experiments were performed. A dis-
cussion on the optical probing techniques is included alongside key concepts
permitting the observation of these ionisation dynamics on ultrafast timescales.
2.1 Short-pulse Laser Technology
In 1916, Albert Einstein outlined the process of stimulated emission of radia-
tion [24], a mechanism (shown in figure 2.1) which forms one of the fundamental
basics for the operation of a laser. It wasn’t until more than 40 years later how-
ever, that the first working laser was built by Theodore Maiman in 1960 [25]
based on a ruby crystal. Laser pulse intensities have increased dramatically since
then (as shown in figure 2.2). Within a decade following Maiman’s first laser
there was a rapid rise in laser intensity through the invention of Q-switching
and mode-locking, peaking around 1015 W/cm2 by the mid-1980s.































































Figure 2.2: The progression of laser intensities achieved over the last several
decades. Notable improvements were enabled through the introduction of Q-
switching, mode-locking and chirped pulse amplification (Adapted from [26]).
2.1.1 Chirped Pulse Amplification (CPA)
As more progress was being achieved in laser development, it soon became
clear that higher peak-power lasers were required to advance the field of re-
search. Scientists were already using pulsing techniques to achieve what was
then the highest intensities possible, however eventually the amplification rods
were being damaged by a few pulses of the beam. Chirped pulse amplification
was developed to overcome this issue and push pulsed intensities further. CPA
was first demonstrated in 1975 by Strickland et. al. [27], based on a similar tech-
nique originally used to enhance radar transmission [28]. A schematic showing
general layout of a CPA laser is shown in figure 2.3.
The main principle of CPA involves stretching a short, sub-picosecond pulse to
around a nanosecond before being amplified. This allows much greater powers
to be achieved by avoiding damage to the optical components. The pulse is
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Figure 2.3: Sketch of the typical components of the CPA technique. Modified
version from [29].
stretched using a pair of diffraction gratings, where longer wavelengths emerge
before shorter wavelengths, therefore travelling different distances and stretch-
ing the pulse in time. In this configuration the laser is said to be ‘chirped’.
The stretched pulse is now able to travel through the amplifier without risk of
damage to the rod. After amplification, the chirped pulse is compressed in a
process opposite to the stretcher, which again results in a short pulse, compara-
ble in length to its original duration. Since the advent of CPA, laser intensities
have been increasing by a factor of ten every few years, now laser systems are
capable of producing beams containing tens of joules in a few tens of femtosec-
onds, enabling peak powers in the petawatt region with intensities of around
1021 Wcm−2.
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2.1.2 Laser-plasma Absorption Processes
This section will discuss absorption processes related to the generation of proton
bursts via laser-solid interactions. A plasma is typically modelled as consisting
of ions and free electrons, however as current laser intensities are still not suffi-
cient for their electric fields to act directly on the plasma ions, energy transfer
processes occur through interaction with the electrons in the plasma. Generally
electrons will be excited by an intense laser field and transfer their energy to
the plasma via collisions. The intensity of a laser is usually described by the








where A is the vector potential of the laser field and the other symbols have their
usual definitions. When a0 > 1 the interaction is treated relativistically as the
velocity of the electron approaches the speed of light, however in experiments
the electric field of the laser is not usually measured directly, intensity of the
laser pulse is instead calculated based on a measured focal spot size, pulse
duration and energy. The intensity of the wave can be expressed more easily
for experimental purposes using the magnitude of the Poynting vector S, which





where µ0 is the vacuum permeability, E is the electric field and B is the magnetic
field. As it is an electromagnetic wave, E ⊥ B and through substitution us-
ing Maxwell’s equations E=B/c the magnitude of the cycle-averaged Poynting






0 = I (2.3)
which links amplitude of the electric field to the intensity of the laser I. After










At oblique laser incidence, there will be a component of the electric field vector
that drives electron oscillations along the direction of the plasma density gra-
dient. This oscillation will create fluctuations in the local charge density which
allows the laser to drive these oscillations resonantly where the laser frequency
matches the plasma frequency. An electron plasma wave is then driven into
the plasma and the energy from this wave is absorbed by the plasma through
collisions or wave-breaking [30, 31].
Vacuum (Brunel) Heating
For steep plasma gradients, where the amplitude of the electron oscillations
are greater than the plasma scale length, resonance absorption will no longer
apply. Introduced by Brunel in 1987 [32], vacuum heating involves electrons at
the edge of a steep plasma-vacuum interface being accelerated by the laser field
into the vacuum. When the laser field reverses a half-cycle later, the electrons
are driven back into the plasma. However, they are now screened to the effects
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of the driving laser pulse by the plasma and can therefore travel deeper without
being dragged out again by the laser field and will then go on to take part in
collisions with atoms and ions to heat the plasma [33].
j×B Heating
In the j×B heating regime, electrons are directly accelerated by the laser field.
At relativistic intensities (a0 ≥ 1) the electron motion is dominated by the v×B






where the first term describes the electron motion in the direction of laser
propagation and the second under the fast oscillating vector potential. It is
important to note that this force will always act in the forward direction and
j×B heating is mostly independent of the laser polarisation, except for circularly
polarised light where it will no longer work due to the lack of a fast oscillating
component to the electric field.
2.2 Laser-driven Ion Acceleration
As previously discussed in chapter 1, the accelerating field of a conventional RF
accelerator is ultimately limited by the dielectric breakdown of the materials
making up the acceleration tube, which places a limit on the acceleration that
can be applied over a given area. To avoid this breakdown, electric fields are
limited to around 100 MV/m [34], which leads to the very long accelerators
required to reach high particle energies.
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Alternatively, ion acceleration using high-intensity laser pulses has been an ac-
tive area of research spanning several decades. Many theoretical mechanisms
have been introduced over these years, some of which have been verified experi-
mentally. As current laser intensities are not yet capable of directly accelerating
protons (from equations 2.1 and 2.4 requires a0 ≈ 2000 or intensities I0λ2 >
1024 Wcm−2µm2) [33], most mechanisms are therefore a result of charge sep-
aration, where strong electric fields are generated by electrons when they are
separated from the plasma ions due to the ponderomotive force of the laser.
These accelerating fields can reach several TV m−1, orders of magnitude greater
than conventional RF accelerators.
This section is mainly concerned with the Target Normal Sheath Acceleration
(TNSA) mechanism as it was used solely in this body of work, however a brief
overview of other methods and their unique characteristics will also be included.
2.2.1 Target Normal Sheath Acceleration (TNSA)
Target Normal Sheath Acceleration (TNSA) is a laser-driven ion acceleration
method that uses the laser pulse to indirectly accelerate protons from a foil tar-
get. First outlined in 1986 by Gitomer et. al. at the Los Alamos National Lab-
oratory [35], the technique was developed further in the early 2000s [17, 18, 36].
Initial experiments found that most of the ions detected by the spectrometer
were protons, which did not change when using different target materials. This
was later attributed to the presence of a thin layer of hydrocarbon contaminants
on the surface of the target, originating either from an oil coating caused by the
vacuum pump or water vapour in the target chamber. It was concluded that
the fast protons were caused by the presence of hot electrons, created by the
interaction of the laser beam with the target surface.
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Figure 2.4: Proton acceleration via target normal sheath acceleration. Taken
from [37].
When an intense (1018 W cm−2) laser pulse interacts with a few µm thick solid
target. The front side of the target is rapidly ionised to form an expanding
plasma which partially absorbs the main pulse to create hot electrons through
resonance absorption and j×B heating. The electrons are accelerated to rel-
ativistic energies and pass through the target foil to form an electric cloud or
“sheath” on the rear side. A charge separation is formed, creating a high elec-
tric field also called a sheath field, normal to the rear surface. The induced
charge separation field has a typical length of a few microns with a strength of
several TV m−1 [38–40]. A schematic of this process is shown in figure 2.4. The
hydrogen ions (protons), usually from surface contaminants, have the highest
charge/mass ratio of the plasma ions and are most effectively accelerated by the
strong electric fields produced, causing the ions to be accelerated over a length
of a few microns normal to the rear surface of the target [37]. As the acceler-
ated ions originate from the cold, unirradiated side of the target, the resulting
proton burst has a very low transverse and longitudinal emittance, of the order
of < 0.004 mm mrad and < 10−4 eV s respectively [41].
2.2 Laser-driven Ion Acceleration 17
Figure 2.5: Diagram illustrating Break-out Afterburner process. Taken from
[42]. Before t=t1 the target is volumetrically heated, all electrons become hot.
After t=t1 the target becomes relativistically transparent to the laser and con-
tinuously transfers energy to the hot electrons, maintaining the charge separa-
tion field.
2.2.2 Break-out Afterburner (BOA)
BOA was first identified using particle-in-cell (PIC) simulations by Yin et.
al. [43]. In the BOA regime the target is rapidly ionised by the laser and
similarly to TNSA, relativistic electrons are produced that travel through the
target to form a sheath field on the rear side. However, in contrast to TNSA,
where the laser energy is absorbed by electrons in a small volume at the surface
of the target, in the BOA regime the target becomes relativistically transparent
to the laser light. This enables the rapid heating of electrons in the total vol-
ume beneath the laser spot [44]. This rapid heating also results in self-cleaning
of the target - removing the surface contaminants that would normally be ac-
celerated as protons in TNSA. If the target is sufficiently thin (nm-scale), the
laser will accelerate all electrons to relativistic energies, therefore the electric
field experienced by the ions due to the space charge separation is significantly
higher than that of TNSA, causing the ions to be accelerated to much higher
energies.
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2.2.3 Radiation Pressure Acceleration (RPA)
Simulations show that for laser intensities above 1023 W/cm−2 TNSA is no
longer the dominant acceleration and may be replaced by RPA. When the high-
intensity pulse interacts with an ultrathin (<100 nm) target, the ponderomotive
pressure of the laser pulse sustains a charge separation capable of rapidly accel-
erating ions [15, 45, 46]. Although these intensities are currently unobtainable
with today’s laser technology, studies have shown that the use of a circularly
polarised laser pulse will suppress the generation of hot electrons necessary for
TNSA [47] due to the lack of a fast oscillating component of the ponderomotive
force, this would result in the electrons instead being adiabatically compressed
by the slowly varying ponderomotive force of the laser. The compression layer
will eventually reach the end of the target and the whole volume under the
laser focus will be accelerated as a single plasma slab to approximately the
same final velocity. The main advantages of RPA when compared with TNSA
would lie in the much shorter ion bunch durations (tens of femtoseconds) [45]
and monoenergetic beams with higher conversion efficiency from the laser to
ion energy [15].
2.3 Proton Interactions with Matter
The deposition of energy by heavy particles has certain unique properties com-
pared to gamma or electron radiation. X-rays, for example, will typically de-
posit most of their energy at the surface of a material and then gradually lose
energy. Protons and other heavy particles interact through electronic collisions
and lose more and more energy as they slow down in the material. This results
in their characteristic dose deposition profile (shown in figure 2.6 for 250 MeV
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Figure 2.6: Dose-depth curves for various forms of radiation in water. Adapted
version from [48].
protons) and they will deposit a small amount of energy until close to the end
of their range in the material, as their velocity decreases they undergo a larger
amount of electronic interactions resulting in a large deposition of dose in a
small volume. This region is known as the Bragg peak and can be controlled
by changing the initial energy of the particles, it has many benefits in cancer
treatment as it enables a high dose to be delivered to the cancerous cells while
also minimising damage to surrounding healthy tissue.
2.3.1 Energy Loss Mechanisms
Generally there are two processes by which particles lose energy in a material.
This is highlighted in figure 2.6. The first is a catastrophic energy loss, where
the particle will deposit all of it’s energy in a single collision, resulting in a high
dose near (or at) the surface of the material, in the figure this is represented
by X-rays and electrons. Heavier particles however, experience a more gradual
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energy loss as they continuously lose energy as the particle moves through the
material. This section will discuss the latter, looking at how protons transfer
energy to the media they are interacting with.
Stopping Power
Stopping power an important term in radiation physics and describes the energy
lost by a charged particle as it passes through a material. It is equal to the loss





The total stopping of a charged particle is the sum of the energy lost over a
unit distance caused by its interactions with electrons, nuclei and other radiative
energy losses. Electronic stopping involves the slowing down of an ion due to
inelastic collisions between the ion and electrons in the material, it is dominant
for a wide energy range and will be the focus of this section. Nuclear stopping
is negligible except for at very low energy (< 1 MeV) and radiative loss does
not dominate until GeV proton energies [49, 50].
In general charged particles interact and lose energy via Coulomb interactions,
Figure 2.7 shows illustrations of various proton interaction mechanisms which
will be discussed in this section in slightly more detail.
Coulomb Interactions
The most common form of energy loss at non-relativistic energies involves elec-
tromagnetic interaction between the proton and the atoms in the material,
2.3 Proton Interactions with Matter 21
Figure 2.7: Schematic of various energy loss mechanisms of protons. (a)
Inelastic Coulomb interaction, (b) Elastic Coulomb scattering, (c) Inelastic in-
teraction with nucleus and generation of secondary particles. Adapted version
of [51].
Coulomb interactions form the core mechanism behind the slowing of a charged
particle as it moves through a material and can be separated into two categories.
Inelastic scattering (outlined in figure 2.7a) involves transfer of energy be-
tween the proton and electron through collisions or the Coulomb force. As the
Coulomb force can act over a distance it is not necessary for the proton to
make a direct collision with the electron to impart energy on it, however the
result is the same. Some energy may be transferred to the electron to excite it
to a higher energy state but if enough energy is transferred, the electron can
be removed from its orbital and the atom becomes ionised, this mechanism is
responsible for the quasi-continuous energy loss of the proton as it travels in
the material.
Elastic scattering describes coulomb interactions between the proton and the
nucleus of the atom (a sketch is shown in figure 2.7b) Due to the range of the
Coulomb force, energy transfers from the proton to the nucleus resulting in a
change in the trajectory of the proton.
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Nuclear Interactions involve collisions with the atomic nuclei (as shown in
figure 2.7) however at non-relativistic energies these collisions are quite rare and
do not contribute much to the total energy loss [52].
2.3.2 Proton Range and Straggling
The range of a proton in matter depends on its initial energy and the material
itself that the proton is passing through and can be calculated by integrating







The energy lost by a 10 MeV proton as function of its distance into a borosilicate
glass sample is shown in figure 2.8. As the proton nears the end of its trajectory,
the energy loss reaches a maximum and then near-instantly drops to zero. This
maximum is referred to as the Bragg peak, in this case it lies at approximately
600µm into the BK7 glass. Not all 10 MeV protons will travel exactly the
same distance into the glass however. Due to the statistical nature of collisions,
some protons will undergo more than others, experiencing a slight change in
their energy loss or trajectory resulting in a fluctuation in the range, known as
straggling. This effect is highlighted in figure 2.9 where Energy-Depth curves
are plotted for approximately 10,000 protons with an initial energy of 10 MeV.
Initially all of the protons have the same starting energy and trajectory, however
as they propagate into the glass, they begin to lose energy at different rates,
this results in a spreading of the bunch in time as protons will begin to reach
a specific depth at slightly different times. Towards the end of their trajectory
the pulse width has broadened to > 2 ps due to the straggling alone.
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Figure 2.8: Plot showing the energy lost by 10 MeV protons as they propagate
into a BK7 glass sample with the characteristic Bragg peak located at approxi-
mately 600µm. Proton stopping data was obtained through calculations using
SRIM [53].
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Figure 2.9: This plot uses data obtained from SRIM calculations to show the
temporal spreading of the pulse due to straggling within the sample. As all
protons start with the same initial properties (energy, position e.t.c) the pulse
expands from a theoretical delta spike to > 2 ps as it propagates through the
glass sample.
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Figure 2.10: Image of a proton track in a a cloud chamber. Tracks of secondary
particles known as δ-rays can be seen propagating away from the core proton
track. Taken from IAEA [54]
2.3.3 Track Formation and Generation of Secondary Elec-
trons
As the proton propagates through condensed matter, initially a highly struc-
tured set of nm-scale tracks of ionisation damage is created along the proton
trajectory. As the proton propagates into the material, the ion mainly in-
teracts with valence band and core electrons, imparting energy through the
previously discussed interaction mechanisms. If the atom is ionised and an
electron is ejected, these energetic electrons (also called δ-rays) can travel sev-
eral millimetres away from the core of the proton track and induce secondary
ionisations [51], further exciting electrons and leaving behind positive holes (an
example of a proton track in a cloud chamber is shown in figure 2.10). The
proton tracks and generated secondary particles in turn generate steep energy
density gradients over nanometre distances. In dielectric materials, when an
electron is excited into the conduction band it can then be classed as free and
is able to diffuse throughout the material. As the dynamic recovery phase of a
solid begins immediately after irradiation, the highly localised gradients start




This section will discuss the core experimental method used in this experiment
for observation of ultrafast dynamics within materials. Any alterations to the
main method are discussed in the relevant results chapters.
2.4.1 The TARANIS Laser Facility
Since installation in 2006, the TARANIS (Terawatt Apparatus for Relativis-
tic and Nonlinear Interdisciplinary Science) laser facility at QUB has been in-
volved in a number of ion acceleration experiments. The TARANIS laser is a
hybrid Ti:Sapphire-Nd:glass system that operates using the principle of CPA
outlined earlier. Capable of producing laser intensities up to 1019 W/cm2 at
a wavelength of 1053 nm and pulse durations between a nanosecond and 700
femtoseconds [56]. The creation of these pulses involve a number of different
stages, a schematic showing the layout of TARANIS is contained in figure 2.11.
The TARANIS system begins with a commercial Ti:Sapphire Mira oscillator
that generates a train of 120 fs pulses at 1053 nm. The pulse is stretched by a
factor of 104 by a pair of diffraction gratings in a double-pass stretcher, resulting
in a nanosecond long chirped pulse. The regenerative amplifier initially delivers
0.6 mJ pulses using a Ti:Sapphire crystal optically pumped by a commercial
Coherent Evolution Nd:YLF laser. The next stage involves the use of ampli-
fication rods of increasing diameter (9 mm, 25 mm and 50 mm) to amplify the
pulse into the terawatt region. Before the third set of rods, the beam is split
in two before passing through two separate pairs of 50 mm amplifiers, allowing
two separate pulses to be produced, each with energies of around 20 J. After
compression, the pulses can deliver ∼10 J to the target with a typical duration
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Figure 2.11: Layout of TARANIS laser. FI Faraday isolator; VSF vacuum
spatial filter; TA Teflon aperture; TP Teflon pinhole; SA serrated aperture;
1, 2, 3 - laser heads with Nd:Glass rods of 9 mm, 25 mm, and 50 mm diameter,
respectively; L1L2, L3L4, L5L6, L7L9, L8L10 relay imaging telescopes, VC1,
VC2 vacuum compressors. Taken from Dzelzainis et. al. [56].
of 700 fs [56].
The flexibility of TARANIS allows for a combination of pulses to be delivered
into the target area. A short and long pulse can be used, or two short pulses.
In addition to this it is possible to extract a pulse after the 25 mm amplifica-
tion rods to compress into a separate probe pulse for use in optical probing
techniques.
2.4 Methodologies 28
Figure 2.12: Sketch of the typical experimental setup (not to scale). Protons
are generated via the TNSA mechanism, which propagate 5.0± 0.5 mm through
vacuum and are collimated to a width of 500 µm. The probe back-illuminates the
sample and the interaction region is imaged onto the entrance of a 1 m imaging
spectrometer at 12× magnification. Alternatively the interaction region can be
sent directly to a CCD for a 2-D image of the opacity generated in the sample.
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Figure 2.13: Left: Typical RCF data obtained using HD-V2 Radiochromic
film. Layers are numbered 1–9. Each film in the stack acts as a filter for the
following layers, with Layer 1 corresponding to proton energies >2 MeV and
layer 9 to >9.5 MeV. Right: Plot showing typical proton spectra obtained
using the TARANIS laser system for different target thicknesses [56].
2.4.2 Experimental Technique
The TARANIS laser was used to deliver high energy pulses to a 12µm thick
aluminium target to generate protons via the TNSA mechanism. The protons
were accelerated to an endpoint energy of 10.0± 0.5 MeV measured using stacks
of radiochromic film, an example shown in figure 2.13. The generated proton
burst then propagated 5 mm in vacuum, collimated to a width of 500 µm using
a 1 mm thick aluminium slit before reaching the sample. Low energy protons
and electrons were also removed by placing a 50 µm thick piece of aluminium
foil in front of the sample. A schematic showing the typical experimental setup
is shown in figure 2.12. The sample was then back-illuminated using the probe
beam and the illuminated region imaged either directly onto a CCD for 2D
imaging of the interaction or into a 1 m imaging spectrometer.
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2.4.3 Target Alignment
To enable high ion energies to be produced it was important that the plane of
the target foil was as close to the focus plane of the main laser beam as possible.
This was achieved using an alignment system outlined in figure 2.14.
Figure 2.14: Diagram and view through lens for target alignment.
The first step to target alignment was to macroscopically move the target foil
into an approximate plane of focus. This was done by viewing the target plate
through a lens using CCD 1 (as shown in figure 2.14). As the target was on
a motorised X-Y-Z stage, it’s position could be altered easily using a motor
controller.
The alignment system consisting of the IR-LED, beam splitter and objective
lens were placed on a motorised stage alongside the sample mount, this allowed
the sample to be driven in and out of the laser/ion beam, while the camera
outside the chamber remained fixed. The camera permitted real time readouts
and was initially used to find the focal spot of the laser by using the motorised
stage to adjust the focusing plane of the objective. When the focal plane of the
laser was found, the target plate was inserted and back-illuminated using an
IR-diode through a beam splitter, where the target could then be moved, using
a separate motorised stage, into the focal plane of the laser. A second camera
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Figure 2.15: Schematic outlining carrier generation in a solid via proton irra-
diation. (i) The proton imparts energy to electrons in the material, if enough
energy is transferred they will be excited across the optical gap into the conduc-
tion band. (ii) These excited electrons can remain in the conduction band for a
period of time, while in the conduction band they are classed as free electrons
and can undergo free-free absorption of optical radiation. (iii) after a time ∆t,
the excited electrons decay through various channels to the valence band.
was placed outside the chamber to observe the macroscopic movement of the
target plate.
2.4.4 2-D Imaging and Optical Streaking
Imaging directly onto the CCD provides a 2D snapshot of the generated opacity
as seen in figure 2.16 taken with the transform limited 470 fs pulse duration. It is
possible to observe the evolution of opacity by taking several of these snapshots,
delaying the probe for each image, essentially adding (or subtracting) path
length to the probe beam before interaction with the sample in the chamber.
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Figure 2.16: Examples of 2D images obtained during the investigation of soda-
lime glass. Final images (c) and (f) show relative transmission of the probe
during the ion interaction compared to the sample probed beforehand. (a),
(b), (d) and (e) correspond to an individual laser shot and the proton burst is
incident from the left hand side. (c) is the result of b÷a and shows the onset of
the opacity just as the protons begin to enter the glass. (f) is the result of e÷d
and shows the region 200 ps later when the protons have propagated further into
the glass generating an opacity further into the sample. The relative delays are
controlled using a delay stage.
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For each shot the path length could be changed and the depth of the opacity
in the sample could be observed to get an initial understanding of evolution
time scales. This method provides a good initial indication for the level of
opacity generated in the various samples that were studied and is useful for
determining the instantaneous spatial profile of the proton pulse. However
as profile of the probe is due to fluctuations, when looking at a large area
such as in the 2D images, small variations can appear as false opacity when
looking at relative transmission. Also due to the nature of laser driven proton
acceleration, comparisons of the generated transient opacity on a shot-by-shot
basis are very difficult. Variations in endpoint proton energy and flux can
vary as much as 10%. To enable an accurate and reliable measurement of the
opacity it is therefore necessary to perform the analysis on a single shot basis.
As discussed earlier, the probe line on TARANIS contains a small compressor
to achieve a transform limited (TL) probe pulse duration of 470 fs. Bypassing
this compressor entirely allows a maximum chirped pulse duration of 1.4 ns,
whereas durations between 200 ps and the TL pulse duration can be obtained by
changing the distance between the diffraction gratings in the small compressor
(as shown in figure 2.19). The optical streaking technique relies on the use of
a chirped probe pulse [57], in essence, to encode the evolution of the opacity
in the frequency spectrum of the pulse, a sketch of this mechanism is shown in
figure 2.17.
Creating an Optical Streak
To highlight the evolution of opacity across an optical streak, images are taken
of the interaction region using the probe pulse without also firing the main laser
pulse to produce radiation, these shots are called probe only or PO images. On
main shots when both laser pulses are fired, an optical streak of the region
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Figure 2.17: Schematic overview of the optical streaking method. In (a) and
(b) the protons enter the sample after passing through the collimating slit (CS)
and begin to deposit energy in the sample. The spatially resolved optical streak
shown in (c) is obtained using a 1 m imaging spectrometer. The region of
interest (ROI) shown in (d) is a 10µm slice along the central axis of the proton
burst that is imaged onto the entrance slit of the imaging spectrometer.
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Figure 2.18: Final optical streaks presented in this thesis originate from the
comparison between a probe-only image showing normal transmission of the
probe through the sample and an image taken when the main pulse is fired to
generate protons.
is obtained with opacity information encoded in it. Figure 2.18 shows how
the final streak is produced. Each final image shows the evolution of opacity
generated in the sample compared to a reference probe-only streak.
Increasing the distance between the gratings in the compressor from the TL
pulse duration will increase group-delay dispersion (GDD) and can be used to
provide larger pulse durations. The GDD β induced by a pair of gratings as in













where Lg is the grating separation, λ is the central wavelength, d is the grating
constant and γ is angle of incidence of the beam onto the grating. Knowing the
value of GDD from the grating separation and the TL duration τ0 allows the
pulse duration τ to be calculated [58]
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Figure 2.19: Schematic showing the layout of diffraction gratings in the probe












The Wigner distribution [59] shown in figure 2.20 represents the temporal and
spectral domains of the pulse simultaneously and was used to calculate the
frequency distribution of the 470 fs TL pulse duration from TARANIS [60].
When the pulse is stretched to 200 ps by increasing the grating separation, the
frequency components are now spread over a larger temporal window due to
group delay dispersion (as shown in 2.20b) however this does not result in an
increase of the temporal resolution of the TL pulse at a given frequency as the
intensity distribution conversely narrows with increasing pulse width as shown
in 2.20c and has also previously been verified by Polli et al. [57]. Although the
plots of which are not included here, this is also the case for each of the probe
pulse durations used in the following experimental chapters and preserves the
TL pulse duration serving as one of the fundamental resolution limits for the
experiment, the other being the resolution of the imaging spectrometer which
is determined by the grating type, slit width and detector pixel size. A list of
resolutions for various probe durations is included in table 2.1. It is important
to note that for all of the pulse durations listed except for the 1 ns probe, the
factor limiting the resolution of the measurement is the TL pulse duration as it
is the larger of the two at 0.47 ps.
2.4.5 Transient Absorption Spectroscopy
The study of ionisation dynamics in matter generally relies on the radiation pro-
ducing some measurable change within the material. For pulsed-ion radiolysis
in water, chemical scavengers are added to the water to measure the final reac-
tion products from the ionising radiation. In optical streaking, the absorption
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Figure 2.20: (a) Wigner distribution of the 470 fs transform limited pulse
duration from the TARANIS probe line. (b) shows the distribution for the
chirped 200 ps probe duration, the inset of (b) shows the intensity distribution
in a zoomed region around the central frequency ω0. (c) is a lineout of the
chirped probe pulse taken at ω0 showing that the 470 fs FWHM pulse duration
is maintained, this is true for any frequency component of the distribution.
Taken from [60].
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Figure 2.21: Schematic outlining carrier generation in a solid via proton irra-
diation. (i) The proton imparts energy to electrons in the material, if enough
energy is transferred they will be excited across the optical gap into the conduc-
tion band. (ii) These excited electrons can remain in the conduction band for a
period of time, while in the conduction band they are classed as free electrons
and can undergo free-free absorption of optical radiation. (iii) after a time ∆t,
the excited electrons decay through various channels to the valence band.
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Table 2.1: Table showing resolution limits of the spectrometer imaging system
for various probe pulse durations. denotes pulse durations discussed in the
results of this thesis.
of a synchronised probe beam is used to examine these ionisation dynamics. As
protons traverse the material they generate tracks of a highly structured and
inhomogeneous dose distribution, generating steep energy density gradients. In
dielectric materials, this leads to electrons being excited into the conduction
band, where they essentially become free and are then able to diffuse through-
out the material. Once the electron is excited into the conduction band, its
lifetime in this state can be measured through the free-free absorption of opti-
cal probing radiation, a schematic of this process is shown in figure 2.21.
2.4.6 Proton Energy Bandwidth Selection
As has already been outlined, to observe ultrafast dynamics within a material
it is critical to have a pump pulse shorter than the lifetime of the species under
investigation. As pulses shorter than 100 ps are not routinely available from
radiofrequency accelerators, this investigation takes advantage of the ultrafast
acceleration phase of protons via the TNSA interaction.
As already outlined in section 2.3.2, protons will continue to travel further into
a material until they lose all of their energy, this gives them a defined range
for a specific proton energy; For example in borosilicate glass (BK7), a 10 MeV
proton will travel (on average) approximately 600 µm into the glass before losing
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Figure 2.22: Velocity dispersion of protons generated via TNSA for an initial
pulse duration of 10 fs. After propagating 8µm in vacuum the total pulse width
has stretched by a factor of ten. Inset figure shows pulse width of 9 − 10MeV
protons has stretched to >5 ps after travelling 5 mm. Courtesy of Stephan
Kuschel.
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Figure 2.23: Schematic of a typical TNSA spectrum with a high-energy cutoff
at 10 MeV the coloured lines represent cutoff regions corresponding to energy
ranges shown in inset (b). Inset (a) shows the overall propagation and arrival
times of protons in BK7 glass for energies up to 10 MeV obtained from SRIM
calculations [53]. The large temporal spread is due to different propagation
times across vacuum stretching the pulse in time. Inset (b) shows the arrival
time for energy bandwidths remaining in the borosilicate glass at three different
depths including the propagation time across 5 mm of vacuum. Here T0 refers
to the time that the protons were generated. This illustrates the successive
narrowing of the pulse from lower energy proton stopping as it propagates into
the sample.
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all of its energy. Due to the nature of proton generation via TNSA however,
the generated proton spectrum is not monoenergetic but will instead contain
a wide range of energies with a sharp cut-off as shown in figure 2.23. This
wide energy spectrum experiences significant velocity dispersion as shown in
figure 2.22, where vacuum propagation over 6 µm stretches the pulse by a factor
of ten from its initial 10 fs duration. Even when looking at a narrower energy
spread, after 5 mm of travel a 9-10 MeV energy slice will have a temporal width
of just over 5 ps as shown in the inset of figure 2.22. There is a relatively easy
way to overcome this however, which is to use the nature of proton stopping in
matter as a form of energy filtering to recover the initial short pulse durations.
Figure 2.23 contains a schematic of a typical TNSA energy spectrum with a
high energy cut-off at 10 MeV Figure 2.23a shows the pulse profile from the
arrival times and propagation depths of protons in 1 MeV energy steps. The
first of the 10 MeV protons arrive approximately 115 ps after the laser pulse
due to the 5 mm of vacuum propagation followed by lower energy protons that
arrive over the next 150–200 ps. Therefore close to the front surface of the glass
the total interaction time with the proton pulse is relatively long however this
narrows significantly at greater depths as the highest energies will propagate
the greatest distances. The inset of 2.23b shows how the initial short pulse
duration could be retrieved inside the sample through successive stopping of
lower energy protons.
Chapter 3
Ultrafast Ionisation Dynamics in
SiO2: The Self-trapping Process
The study of how protons and other forms of heavy particle radiation interact
with bulk materials is a vast research area. From cancer therapy to various
industrial applications, many studies focus on the generation of these parti-
cles or the macroscopic damage caused by the radiation. It is equally impor-
tant, however to understand these mechanisms on the nanoscale, as it is here
where fundamental processes occur that lay the groundwork for the material
response to the radiation. These processes that occur on femtosecond and pi-
cosecond timescales have yet to be fully examined with proton radiation due
to the aforementioned RF accelerator methods providing long pulse durations,
masking these ultrafast dynamics within the material.
This chapter will examine how the ultrafast decay pathways available to elec-
trons when excited in the conduction band (by laser-driven proton bursts) per-
mit direct observation and measurement of short, few-ps proton pulses. In order
to observe ionisation dynamics on the order of 10s of picoseconds it is neces-
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sary to start off with an even shorter pumping time, in this respect the use of
laser-driven protons with their short bunch durations have a large advantage
compared to traditional RF acceleration schemes. The short bunches enable
observation of ultrafast dynamics within the material that would otherwise be
masked by the much longer pump pulses used previously. The ultrafast response
of SiO2 will be examined, showing that the rapid decay channels available in
the material permit direct measurement of the TNSA proton pulse duration
and in doing so set a benchmark for the proton pulse characteristics discussed
in subsequent chapters.
3.1 The Role of Electron Diffusion in the Re-
covery of SiO2
Earlier in chapter 2, the interaction and deposition of energy by protons was
discussed. When compared to electron or photon irradiation schemes, although
these methods can produce short pulses the major difference with protons is
the steep energy density gradients induced in track region and the resulting
holes generated by electron excitation that drive electron diffusion up to tens of
nanometres in the unperturbed material surrounding the track [55]. This initial
nanostructured dose distribution evolves over hundreds of picoseconds, driven
by electron diffusion within the material.
Previous studies into the generation of electron-hole plasmas and induced de-
fects have been performed in SiO2 using multiphoton ionisation with intense
femtosecond lasers [61–63]. The studies revealed an ultrafast decay channel
available to the excited conduction band electrons through the formation of
self-trapped excitons (STEs). This formation process occurred within 150 fs af-
ter irradiation. Before this the electrons would be able to take part in free-free
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absorption of optical radiation, placing a limit on the lifetime of an observable
opacity.
The STE generation process is only dominant for electron densities <1019 cm−3,
however the peak density around proton tracks is on the order of 1022 cm−3,
this is comparable to electron-hole plasma conditions and should prevent the
formation of self-trapped excitons [63]. To investigate this in more detail a
simple model was produced (shown in figure 3.2) which tracks the evolution
of electron density in a 1µm2 area of SiO2 following irradiation by protons.
It is important to mention that this simple model tracks diffusion only and
does not include any inhibiting factors such as random structural defects or the
presence of electron trapping sites but instead is intended to only illustrate how
the electron density transitions from an electron-hole plasma (Ne & 1022 cm−2)
to free electron gas conditions (Ne . 1019cm−2) [64–66]. The model clearly
shows that for a flux of 50 tracks per µm2 (expected at the highest proton
energies), an initially inhomogeneous electron density distribution is created at
the time of initial track formation, as the density gradients drive electrons into
the surrounding bulk medium, the electron density falls rapidly and begins to
homogenise to free-electron gas conditions within a few hundred femtoseconds
(this is shown in figure 3.2a and b). If the electron density remains high, this can
affect the lifetime of the formed self-trapped excitons. Increasing the number of
tracks (i.e as shown in figure 3.2c and d) results in a much more homogeneous
dose distribution being created, after a few hundred femtoseconds the high
density in the local area maintains electron-hole plasma conditions. At this
high density a near-continuous ionisation of the forming excitons is taking place,
maintaining a population of electrons in the conduction band and extending the
duration of the opacity in SiO2 [67].
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Figure 3.1: 3-D plot of nanoscale ionisation tracks generated in a 1µm3 volume
of SiO2. Obtained using a combination of SRIM [53] and FLUKA [68, 69]
simulations to calculate track location and ionisation radius.
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Figure 3.2: Modelling rate of electron diffusion in SiO2 prompted by proton
tracks. (a) and (b): Electron density plots showing diffusion of the electron
population with a proton track density of 50 /µm2. Plots (c) and (d) show
electron diffusion for an initial track density of 500 /µm2. Diffusion rates for
electrons obtained from Osmani et al [65, 66].
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Figure 3.3: Relaxation dynamics of excited electrons in SiO2. Exciton for-
mation enables an ultrafast electron relaxation pathway for conduction band
electrons with a formation time of ≈150 fs [61, 70].
3.2 Ion-induced Ultrafast Dynamics in SiO2
Amorphous silicon dioxide is ubiquitous and forms a key component in many
technologies e.g. cores and claddings for fibre optics used in telecommunica-
tion and satellite technology, chromatography [71], microelectronics [72] and is
used as the gate layer in 90% of all metal-oxide semiconductor devices [73]. In
the laboratory it is used in optical windows and many transmissive or reflec-
tive optical components. As a result it is a material which has been studied
extensively. Many of these studies have examined defect formation and ab-
sorption bands resulting from exposure to ionising radiation as this can affect
the optical or electronically insulating properties of the material, leading to
device malfunction or failure. Building on past photoexcitation studies, this
section will discuss the use of the optical streaking technique introduced earlier
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in chapter 2 to perform transient absorption spectroscopy by observing the evo-
lution of an ion-induced opacity in high-purity amorphous SiO2 (fused silica)
and present experimental observations of the ultrafast recovery of SiO2 when
exposed to ionising radiation, demonstrating how this can be used to perform
pulse metrology for short bursts of laser-driven protons.
As previously discussed, the experimental technique relies on the excitation of
electrons across the optical gap of SiO2, the free-free absorption of these carriers
enables an opacity to be observed when optically probed with ≈1 eV radiation
(1053 nm). This opacity will exist for a period of time until the material has
recovered, and the electrons are no longer present in the conduction band.
For SiO2 in particular, a specific ultrafast decay pathway is available to the
excited conduction band electrons through the formation of self trapped excitons
(STEs), a schematic of which is shown in figure 3.3. A STE is essentially a
bound electron-hole pair, which are attracted to each other via the Coulomb
force.The STE has been extensively studied for it’s role in the relaxation time of
laser-irradiated glass [70] and was first experimentally verified by Tanimura et.
al. in 1983 [74]. The formation time of these STEs is on the order of 150 fs after
excitation and once formed, removes the electron from the conduction band
where it is no longer considered free and therefore not capable of absorbing
optical radiation from the probing pulse [61, 62].
Figure 3.4a shows a typical experimentally obtained optical streak of the opac-
ity generated in SiO2 which is in excellent agreement with Monte-Carlo based
modelling shown in figure 3.4b. It is clearly shown in both the experimental
and modelled data that the duration of the induced opacity gets shorter with
respect to depth due to the stopping of lower energy protons in the material.
A lineout of the raw experimental data taken at a depth of 530 µm is shown
in figure 3.4c, this depth corresponds to a proton energy of 9.7± 0.5 MeV and




Figure 3.4: Optical streaking data of ion-induced opacity in SiO2. (a) Optical
streak of opacity generated by a TNSA proton pulse. A gaussian blur has been
performed on the image for presentation purposes, raw image shown as inset. (b)
Model of the expected evolution of the induced opacity in SiO2 for a material
recovery time of 150 fs. The model tracks energy deposited in the material
by protons (assuming an initial exponentially decaying energy spectrum with
high-energy cutoff at 10 MeV through stopping obtained from SRIM [53]. The
opacity generated is assumed to be directly proportional to the amount of energy
deposited. A decay constant is then applied (in this case 150 fs) to model the
experimental data. (c) Lineout of raw data taken at Z – 530µm of optical streak
shown in (a), the observed FWHM pulse duration of the opacity is 3.5± 0.7 ps.
The inset of (c) shows a comparison between the observed opacity and modelled
data for different response times of the detector.
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Figure 3.5: Micrograph of aerogel structure (taken from [75]) accompanied
by schematic indicating the dimensions of the nanostructure within a typical
aerogel.
shows a FWHM pulse duration of 3.5± 0.7 ps alongside a best-fit for the de-
tector response of 0.5 ps which matches well with the TL 470 fs probe pulse
duration outlined in chapter 2.
3.3 Inhibiting the Diffusion Using Aerogels
A method of inhibiting the rate of electron diffusion experimentally was through
the use of aerogel samples. The following section will discuss experimental ob-
servations of an ion-induced opacity in silica aerogel and compare these findings
to the previously observed ultrafast recovery in SiO2.
3.3.1 Silica Aerogel
Despite the name, Aerogel (shown in figure 3.5) is a solid synthetic material with
a very low solid density (typically < 0.1 g/cm2) that does not resemble a gel.
Silica aerogels in particular have grown in popularity due to their high porosity,
optical transmission (≈ 99% in visible), surface area (1000 m2/g) and extremely
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low thermal conductivity (< 0.01 W/m K) [76]. An aerogel is created through
sol-gel polymerisation; molecules react with each other to form a network of
larger molecules suspended in a liquid solution. The mixture is then critically
heated so that the liquid is evaporated without damaging the aerogel structure,
leaving behind the macromolecular network of silica. This takes the form of a
matrix of SiO2 strands with a very low density–around 3% of the total material
volume [77].
Measuring Opacity in Aerogel
The strands of SiO2 create a nano-structured network which allows for the
examination of the role of electron diffusion on the recovery time of the opacity.
The network restricts the available pathways for electron diffusion, so the rapid
evolution of the electron density as in amorphous SiO2 is inhibited, maintaining
a higher electron temperature in the surrounding solid material. This process
is reflected in the optically streaked data showing much larger recovery times
of the generated opacity in the aerogel samples that were examined.
Experimentally obtained optical streaks of opacity in aerogel are shown in fig-
ures 3.6 and 3.7 including a side-by-side comparison with the recovery of amor-
phous SiO2 and one of the aerogel samples. It is quite clear from the figures
that the lifetime of the opacity has been extended orders of magnitude beyond
the recovery of amorphous SiO2 and the proton pulse duration of 3.5 ps. One
of the advantages of the optical streaking technique is the flexibility it allows
for probe durations, the fused silica investigation was performed mainly using a
200 ps probe however it became quite clear that the evolution of the opacity in
the aerogel would not be fully resolved within this pulse, the investigation was
then performed using a 1.4 ns probe which provided a large enough temporal
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window to fully observe the recovery. Additionally the presence of a second
rising edge of the opacity was found in many of the optical streaks in aerogel
(an example is clearly visible in figure 3.6a), this observation was attributed to
opacity produced by the prompt electrons that are generated during the TNSA
interaction and appears as a step-like feature approximately 120 ps before the
arrival of fastest energy protons, consistent with the delay due to the propaga-
tion across the 5 mm of vacuum between target and sample for the relativistic
electrons and the ≈10 MeV energy protons. The generation of opacity from
the prompt electrons is believed to be enabled by the aerogel structure as the
ionisations from the electrons are able to generate and maintain an excited pop-
ulation long enough to be detected as an opacity whereas this has not been the
case in the fused silica.
3.3.2 Comparison to SiO2
The large increase in the recovery time in the aerogel sample compared to
the ultrafast recovery in SiO2 led to a more in-depth investigation of multiple
aerogel samples. As the density of aerogel is essentially governed by the hole
diameter, therefore lower density samples will have strands of SiO2 which are
further apart than that of higher density samples. A range of different density
samples were examined from 0.04–0.26 g/cm3, lineouts showing the recovery of
these samples is shown in figure 3.6. A plot of the recovery time for various
density samples is shown in figure 3.8, which contains data of the recovery time
for various density aerogel samples, a clear trend can be seen that as the aerogel
density increases the recovery time of excited conduction band electrons rapidly
decreases. A more in-depth invesitigation is required to provide a definitive
conclusion, including longer probing windows to resolve the full recovery of the
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Figure 3.6: Experimental data showing optically streaked images of an ion-
induced opacity in a range of aerogel samples. Inset images show the exper-
imentally obtained optical streak with arrows and dotted line indicating the
location where the lineout was taken, these have been smoothed with a 4-pixel
nearest-neighbour median filter for presentation, lineouts taken from raw im-
age. (a) Opacity in 0.08 g/cm−3 aerogel, in addition to the proton generated
opacity there is a step-like feature originating from relativistic electrons created
during the TNSA interaction. (b) Opacity in 0.04 g/cm−3 aerogel, this sample
exhibited the longest recovery of ≈470 ps (c) Opacity in 0.26 g/cm−3 shows the
fastest recovery of the examined samples of 120 ps
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Figure 3.7: Comparison of optically streaked data. Top shows data from
figure 3.4c of fused silica (amorphous SiO2), it appears compressed because it is
set to the same x-axis scale as bottom the optical streak for 0.09 g/cm3 aerogel
which was obtained using a 1 ns probe duration. Gaussian blur performed on
images for presentation, all lineouts are taken from the raw image.
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Figure 3.8: Lifetime of the observed opacity in aerogel samples of varying
density using data from the previous figures. Also included is the pulse duration
measurement in fused silica at a density of 2.66 g/cm3.
lower density aerogel samples. The possibility of electrons escaping the strands
of SiO2 would lead to an reduction of the recovery time, especially in the more
dense samples where the strands are more tightly packed. At the time of writing
this thesis a model is under development but not yet complete.
3.4 Summary
In this chapter the evolution of a proton-induced opacity was observed and
characterised in various forms of SiO2. This resulted in the first experimental
single shot proton pulse duration measurements enabled through the ultrafast
electron de-excitation pathways in SiO2 Proton pulses as short as 3.5 ps were
observed and the ultrafast recovery was attributed to the formation of self-
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trapped excitonic states around 150 fs after initial excitation.
Further investigation led to the study of silica aerogel under identical proton
pulse conditions to examine the role of electron diffusion on recovery time of
the induced opacity. It was found that the opacity lasted orders of magnitude
greater in the various aerogel samples than that of amorphous SiO2 or indeed
the measured proton pulse duration. Additionally opacity was generated by the
hot electrons from the TNSA interaction arriving before the protons interact
with the aerogel sample. An investigation into the recovery of various densities
of silica aerogel has indicated a clear trend; i.e. lowering the density of aerogel
and hence inhibiting the electron diffusion results in an extension in the recov-
ery time of the opacity, this sample size is relatively small however and may
benefit from further examination in future experiments. Additionally, future
experiments are planned to be carried out using multiple wavelength probes.
On TARANIS for example, frequency quadrupling the fundamental 1053 nm
probe would enable direct probing of the lifetime of the self-trapped exciton at
263 nm. This would provide greater insight into the results presented here for
the solid SiO2 sample. Comparison between exciton generation in SiO2 and the
various aerogel densities could help to explain the differing recovery times, i.e.
direct observation of STE suppression.
Chapter 4
The Role of Defects in the
Extended Recovery of
Borosilicate Glass
Borosilicate glass (BK7), although mainly composed of SiO2 has a much lower
purity and contains many other oxide compounds, the largest of which being
boron oxide (10–20%, full compositional details are available in [78]). It is an
extremely common form of glass and is generally chosen as a cheaper alternative
to quartz (SiO2) for cases where purity is not of such great importance. It does
however have a high resistance to thermal shock and can be used in a variety
of applications due to a high transmission over a broad spectral range 350 nm–
2000 nm.
Lately BK7 and other glass composites have become an area of great interest
for use in optical waveguides [79], as a result laser-induced defect formation has
been studied in great detail. In these studies the photoexcitation of electrons
is conducted through the use of tightly focused, short laser pulses and the
relaxation of these excited electrons is measured through defect centres in the
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material using spectroscopy of their characteristic absorption bands [80–83].
Similar studies have been performed using electron excitation [84] and heavy
particle radiation [85, 86] however to date this has yet to be studied using short
bursts of protons.
In chapter 3 the ultrafast response of SiO2 enabled the absolute measurement
of the proton pulse duration as 3.5 ps. Using identical proton pulse conditions
as in the SiO2 investigation, this chapter will investigate the evolution of an
ion-induced opacity in materials of much lower purity, namely BK7, discussing
the vastly extended recovery times of the opacity in the material, far beyond
the initial few-ps proton pulse duration.
4.1 Observation of an Ion-induced Opacity in
Borosilicate Glass
During the experiment, one the first investigations into the response of BK7
to proton radiation was undertaken using the same 200 ps probe duration as
the optical streaks of fused silica and is included here to give an indication
of the much longer recovery time of the induced opacity compared to the SiO2
sample. Figure 4.1 contains an example of the optical streak, including a lineout
showing the evolution of the opacity at multiple depths. The white overlay
represents calculated proton trajectory curves in BK7 and it clearly indicates
that opacity is still existing in the sample beyond the duration of the proton
interactions. In addition to the long recovery time, the plot clearly shows a very
low transmission of the probe in the sample induced by the proton burst which
is maintained for over 150 ps, beyond the observable window of the 200 ps probe.
The transmission drops to 46% at the lowest observable depths but gradually
increases further into the sample.
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Figure 4.1: Experimentally obtained optical streaking data of opacity in BK7
obtained using a 200 ps probe. (a) White dotted overlay shows calculated proton
trajectory curves using SRIM. (b) Temporal delay of probe has been altered so
that rise of opacity starts at the beginning of the observation window, lineouts
taken at two depths in the glass clearly indicate the glass does not recover within
the 200 ps probe window. A gaussian blur has been performed on the images
for presentation, any lineouts have been obtained from the raw image.
It is clear however from this preliminary investigation that (as with the aerogel
samples in chapter 3) a longer probe duration is required to fully resolve the
dynamics within the glass.
4.1.1 Extended Recovery Beyond the Proton Pulse Du-
ration
Extending the probe duration to a nanosecond permitted observation of the
complete recovery of the BK7 glass sample. Figure 4.2 shows data from the
experimentally obtained optical streak using the 1 ns probe pulse with lineouts
taken at three separate depths to show the evolution of the opacity in different
regions of the sample. The data follows the trend indicated in the 200 ps probe
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Figure 4.2: Optical streaking data obtained experimentally for BK7 using a
1 eV optical probe. The inset graphic shows the optically streaked image with
arrows indicating the location of the lineouts taken. Raw data plotted as points,
solid lines denote averaged values. A gaussian blur has been performed on the
images for presentation, any lineouts have been obtained from the raw image.
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data showing the greatest drop in transmission at low depths in the and a
gradual increase towards the end of the maximum observable depth in the glass.
At 200 µm where the opacity is at the highest level protons with an energy
of 5 MeV and above traverse this region. Due to stopping of lower energy
protons in the material, this energy bandwidth narrows further into the sample
as discussed in the previous chapters. The decay constant (τD, hereby noted
as the time taken for the opacity to drop to 1/e or ≈ 36.8% of its initial value)
remains consistent at the three depths indicated in the figure at 620± 10 ps but
the total recovery time (τR, the time taken for the opacity to recovery by 95%
of it’s initial value) gradually decreases with depth into the sample. This will
be examined in slightly more detail in the following section.
4.1.2 Flux-dependent Response
Due to the nature of proton stopping in matter, proton flux will gradually
decrease further into the glass. Figure 4.3 compares the observed recovery time
in BK7 to the relative flux of protons, here 1 represents the flux at a depth
of 250µm when the full recovery is able to be observed. As the relative flux
decreases, so does the recovery time of the opacity. This indicates two things:
firstly the increased flux as expected would lead to a greater number of electronic
excitations, resulting in a lower transmission of the probe through the sample
and secondly even though a larger initial opacity takes longer to recover than a
smaller generated opacity, the rate of recovery is fairly consistent. This would
suggest that the recombination processes dictating the recovery are slowing
down the decay of electrons to the conduction band.
Previous investigations into the photoexcitation and recovery of BK7 have
shown much longer recovery times of up to several nanoseconds [82] however
4.2 Discussion 64
this could be due the fundamental difference in the nature of the radiation
methods used as photoexcitation will produce an extremely homogeneous ex-
citation profile and as previously discussed in chapter 3 inherently leads to a
longer relaxation time of the excited electron density.
This alone however does not explain the extremely long lifetime of opacity
in comparison to the few-picosecond electron pumping time from the protons.
There is an additional mechanism present in materials of low purity (especially
multicomponent glasses such as BK7) in the form of intrinsic defects and im-
purities acting as trapping centres for excited electrons.
4.2 Discussion
This section will provide a brief summary of the key atomic features of glass to
provide context for discussion of the recombination of excited electrons. While
a detailed account of the atomic structure is beyond the scope of this thesis, it
is well covered in literature [87–89].
4.2.1 Defects
The main difference between glass and a crystal is the lack of long range or-
der present in the atomic structure, an example of this is shown in figure 4.4,
highlighting the difference between crystalline and amorphous SiO2. Borosili-
cate and other silica-based glasses contain additional compounds that modify
the atomic network (shown in figure 4.4c). BK7 contains two main types of
additions, ‘glass forming’ ions such as boron that can form part of the main
atomic network and ‘modifying’ ions (typically sodium and aluminium) that
4.2 Discussion 65
Figure 4.3: Plot showing the effect of proton flux in the recovery of an ion-
induced opacity in borosilicate glass. Relative flux here is taken in comparison
to the flux at an energy of ≈6 MeV (10± 2× 1011 cm−2).
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(c)
Figure 4.4: Schematic illustration showing the typical structures of the (a) long
range order in crystalline SiO2 and (b) short range order in a glass. (c) shows
a modified form of si2lica glass with impurities added to interfere with the
formation of the atomic structure. Adapted from [90].
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interfere with the atomic structure but do not form part of the glass network.
The glass will also contain a mixture of bridging and nonbridging oxygen atoms;
a bridging oxygen is bonded to two network forming ions (e.g. Silicon) forming
a bridge, whereas a nonbridging oxygen is only bonded to one network forming
ion. These additional modifiers are added to provide the glass with specific
properties, e.g. the addition of boron gives a high resistance to thermal changes
and chemical corrosion, whereas the addition of sodium oxide lowers the melting
point of soda-lime glass. Although these additions to the glass provide unique
benefits in the applications for the glass, the increase in the complexity of the
material introduces a much greater probability for these defects to occur [91].
The concept of energy bands was originally introduced to model electron-hole
formation in crystals, however it can also be applied to glasses due to the short-
medium range order that it possesses [17, 92]. Modifications are required to the
model as instead of bands (i.e. in crystals) a glass will contain levels distributed
in energy due to the defect sites and impurities in the material [93], an example
of the band structure for glass is shown in figure 4.5. The energy gap between
the conduction and valence bands now contain many interstitial levels that
are able to trap either electrons or holes during the recombination process.
Due to the increased complexity of the material caused by the additional ions
and compounds, defect sites are much more prevalent in a glass such as BK7,
especially compared to the fused silica discussed in chapter 2. These can then
act as trapping sites in the recombination process of excited electrons with holes
and typically are divided into four main categories, which are also illustrated in
figure 4.6 [87, 89, 94].
 Vacancies are caused when an atom is absent from its expected position.
Depending on the charge of the atom will be attracted or repulsed. In
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Figure 4.5: A typical energy level diagram of an amorphous material. The
interstitial energy levels are the result of defects in the material forming trapping
sites for electrons and holes (adapted from [92]).
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Figure 4.6: Schematic illustration of common categories of defects found in a
crystal or glass atomic structure. For the purpose of explanation, the red atoms
are considered positively charged (cations) and the orange negative (anions).
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figure 4.6 the missing orange anion creates a positive charge relative to
the lattice. This results in attraction of the surrounding orange anions
and a repulsion of the nearby positive red cations.
 Impurities: atoms or compounds present in the glass that were not added
intentionally distorts lattice. If the charge of the impurity is even slightly
different to the normal atom it will result in a deformation of the lattice.
 Substitutional defects are similar to impurities, these are created when a
different atom is present to what is generally in the surrounding network.
 Interstitials are created when atoms take a position that is normally
unoccupied in the structure of the glass (e.g. between lattice positions).
This creates a distortion in the local potential as the nearby atoms are
repulsed.
In the majority of borosilicate glasses the most common form of defect is the
boron-oxygen hole centre (BOHC) [95, 96], this is a result of a boron-oxygen pair
becoming dislocated from the lattice which acts as a trapping site for generated
holes.
4.2.2 Electron Recombination and Recovery of the Opac-
ity
The experimental observations carried out in this thesis originate from an opac-
ity generated in the material due to an excited electron population in the con-
duction band, the lifetime of which is essentially dictated by the recombination
processes available to these electrons. In chapter 2, the formation of self-trapped
excitons ≈ 150 fs after excitation provided a fast decay channel for these ex-
cited electrons so that they no longer contributed to the free-free absorption of
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the probe pulse. BK7, due to it being a multicomponent glass contains many
defects both inherent to the glass and those induced under irradiation which
results in a complex energy level structure similar to that shown in figure 4.5.
The electron-hole pairs that are generated by the interaction can recombine
in several different ways; direct (or band-to-band) recombination involves the
excited electron moving from its state in the conduction band to the associated
empty state in the valence band. If this decay pathway is not preferred (e.g.
due to a large band gap) recombination will takes place in multiple steps via
interstitial energy levels if they are available. These recombinations within the
band gap are known as ‘trap assisted’ or Shockley-Read-Hall (SRH) processes
and involve the excited electrons decaying from the conduction band then be-
coming trapped in the interstitial levels created by defects. This process is the
dominant recombination mechanism for indirect band gap materials [97, 98].
Previous studies directly probing some of the defect centres in BK7 found that
absorption took place over several nanoseconds [82]. When compared to the
results shown here, it is possible that the extremely long recombination time
would be responsible for the extended recovery of the opacity as electron de-
cay would be inhibited due to electron/hole trapping in the interstitial levels,
leaving a continued excited electron population in the conduction band.
Although the observations made in this thesis do not include an opacity on
the order of nanoseconds this could be due to the differences between photoex-
citation and proton radiation. As has already been discussed photoexcitation
produces a homogeneous dose profile across the sample whereas proton irradi-
ation generates a highly structured energy deposition due to the tracks that
are created in the material, this is especially the case at higher energies where
the proton flux decreases. This could lead to an explanation as to why the
recovery times increase at lower depth as the proton dose distribution begins to
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homogenise due to the much higher flux in that volume of the sample.
Finally, opacity in an additional multicomponent glass was briefly examined.
Soda-lime glass (also known as float glass) is abundant with impurities, contain-
ing many more compounds than BK7 and at higher concentrations (mainly 12%
Na2O, 10% CaO). Therefore the amount of defects and trapping sites would be
much greater. The optical streak of opacity generated in the soda-lime glass is
shown in figure 4.7 alongside a comparison to the BK7 data. It clearly shows
that the transmission of the generated opacity is much less than in BK7 and the
lifetime extends beyond the observable window of the nanosecond probe pulse.
4.3 Summary
This chapter has investigated the response of borosilicate glass to few-picosecond
proton bursts through the observation of a proton-induced opacity. It was
found that the recovery time of BK7 is orders of magnitude longer than the
pulse duration and previously observed opacity in SiO2. This is believed to be
related to electron trapping in the interstitial levels within the band gap of the
material caused by defects both induced by the proton pulse and those inherent
to the multicomponent structure of the material.
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Figure 4.7: Experimental data showing evolution of opacity in BK7 and Soda-
lime glass. The lineouts are taken at slightly different depths to account for
for the difference in stopping of protons due to the densities of the two glass
samples. A gaussian blur has been performed on the images for presentation,
any lineouts have been obtained from the raw image.
Chapter 5
Electron Solvation Dynamics in
H2O During Ultrafast Pulsed-ion
Radiolysis
Previous chapters have exclusively focused on the observation of ion-induced
dynamics within solid materials. In chapter 3 ultrafast trapping processes in
the formation of self-trapped excitons enabled observation of the TNSA proton
pulse duration. One of the advantages to the optical streaking technique is
the ability to use a wide variety of samples with minimal work required for
implementation. This chapter will examine another trapping mechanism–the
formation of solvated electrons in liquid water after irradiation using identical
proton pulse conditions as outlined in the previous investigations.
5.1 The Solvated Electron
Initially discovered in 1962 by Hart and Boag [99], the solvated (or hydrated)
electron has been extensively studied in the past several decades due to its im-
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Figure 5.1: Schematic of solvated electron. Free electrons are generated
through the interaction of ionising radiation with water. The surrounding water
molecules then move to trap the electron through dipolar interactions.
portance in many applications from nuclear reactors to biology and medicine [100].
A large area of focus lies in the role of the solvated electron in the radiation
chemistry of water and radiation therapy. These studies are typically performed
with either electrons or ions sourced from radiofrequency accelerators in com-
bination with chemical scavenging techniques, where radiolytic yields are ex-
amined in the water after exposure to the ionising radiation [9, 12, 101]. Al-
though an effective technique there are some drawbacks to the chemical scav-
enging method, mainly the requirement for the addition of substances which
allow the concentration of radiolytic yields to be determined and for picosecond
timescales there is an added degree of uncertainty due to the concentration of
scavenger that is required [9]. The merits of laser-driven ion acceleration have
already been discussed in the previous chapters alongside the optical streaking
technique, however the major advantage here lies in the ability to study the
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ionisation dynamics of pure water with few-picosecond resolution.
Observation of the solvated electron dynamics is enabled due to its wide absorp-
tion band, the high absorptivity of which makes it easy to detect even at low
concentrations [12, 102, 103]. Their formation process begins with the interac-
tion between ionising radiation (e.g. protons, but also X-rays and electrons) and
water molecules. As the protons propagate into the water, they deposit energy





Through dipolar interactions the free electron is captured by the water, becom-
ing solvated (as in figure 5.1).
e– + H2O eaq
The production of the solvated electron (eaq) can lead to many different reac-
tions producing free radicals, some of which are
H2O ·
+ H+ + HO ·
eaq + eaq + 2 H2O H2 + 2 OH
–
HO · + HO · H2O2
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The formation of the solvated electron is the prototypical process for radiation
chemistry in water. Study of their formation is important to understand the
effects of ionising radiation in the treatment of cancer, as the majority of energy
deposited in a cell by radiation is absorbed by water. The free radicals which
are produced can react chemically with DNA, leading to damage of the DNA
strands and possible cell death.
5.2 Experimental Results
5.2.1 Required Modifications to the Experimental Setup
To enable the investigation of liquid water, slight modifications were required to
the experimental setup. Replacing the solid materials with a water cell resulted
in changes to the geometry of the setup previously outlined in chapter 2. The
main change was the increase in propagation distance of the proton burst before
reaching the water cell, resulting in an increase in the arrival time of the protons
relative to the prompt electrons and X-rays as well as the introduction of a
200µm teflon window that the protons travel through before interacting with
the water. This teflon window results in a filtering of proton energies below
≈ 5 MeV. A sketch of the water cell is contained figure 5.2.
5.2.2 Examining the Rising Time of the Opacity
The focus of this chapter is of the formation of solvated electrons. This is
investigated through transient absorption spectroscopy using the 1053 nm probe
of TARANIS with a chirped pulse duration of 1 ns. Figures 5.3a and 5.3b show
experimentally obtained optical streaks of opacity generated in water by proton
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Figure 5.2: Schematic of water cell used in experiment. Everything is identical
to the setup outlined in chapter 2 except for a change in the target–sample
geometry. Due to the dimensions of the water cell the protons propagate a
distance of 1.2 cm in vacuum before reaching a 200µm teflon window.
Figure 5.3: Experimentally obtained optical streaks of opacity in water. (a)
from interaction with the proton pulse and (b) from electron/X-ray interactions
only. A gaussian blur has been performed on the images for presentation.
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interactions and prompt electrons/X-rays respectively (here the production of
TNSA protons was suppressed due to the presence of a laser pre-pulse), where
the difference in the start of the opacity is caused by the difference in the
arrival times of the relativistic electrons/X-rays and much slower protons after
propagating the 1.2 cm of vacuum and the teflon window. Lineouts of the two
images (shown in figure 5.4) reveal a significant increase in the onset of opacity
caused by the proton interactions compared to the electron/X-ray signal. The
rising time of the opacity caused by protons (∆Dp) is on the order of >190 ps
while <10 ps for the electrons/X-rays only (∆Dx). Here the rise time of the
induced opacity is measured after the expected arrival time of the proton pulse
which was obtained using time of flight calculations for the expected proton
energies.
5.2.3 The Role of LET in the Formation of Solvated Elec-
trons
Investigations into ion-induced shockwaves caused by high LET of heavy par-
ticle radiation (typically carbon, ≈ 900 eV nm−1) have been predicted theo-
retically and studied for the thermomechanical damage that can be inflicted
to DNA [104, 105]. The shockwaves are formed due to the very quick en-
ergy deposition of the heavy particles (around 50 fs after the ion passes), this
rapid deposition of dose imparts a large thermal energy to the surrounding
water molecules and the high energy gradients generate a strong explosion as
the water molecules are pushed radially outwards from the proton track. Re-
cent Molecular Dynamic (MD) simulations show evidence of this process in the
Bragg region of protons in water, these plots are shown in figure 5.7. Surround-
ing a 1 MeV proton track outside the Bragg region there is negligible change
in the local density of the water, however in the area around an 80 keV proton
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Figure 5.4: Comparison between opacity generated by the proton interaction
and X-ray/electrons. Lineouts are taken at the dashed lines of the inset images
at a depth of 200 µm, images are the same as those in figure 5.3. A gaussian
blur has been performed on the images for presentation, any lineouts have been
obtained from the raw image.
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in the Bragg region a large thermal spike is observed in a 2 nm region and is
shown in figure 5.6. This temperature imparts a large kinetic energy to these
molecules (compared to the binding energy of a solvated electron of ≈3.7 eV),
which evolves over tens of picoseconds. Meanwhile a cavity begins to form as
the water molecules travel outwards from the track region over ≈ 230 ps, the
size of which is approximately a factor of ten larger than the size of a water
molecule at 2.75A. A combination of these two phenomena result in a delay in
the solvation process of the generated free electrons in water. The high initial
energy of the water molecules will prevent solvated electrons from forming as it
is much greater than their binding energy, the subsequent motion of the bulk
H2O around the Bragg region of the proton track removes water molecules in
the local area further inhibiting the formation of solvated electrons as there is
an absence of molecules for trapping of the free electrons to occur, resulting in
the gradual onset of opacity as observed in figures 5.3 and 5.4. A schematic of
this process is shown in figure 5.5.
Outside the Bragg region of the proton tracks, significantly less energy is lost to
the surrounding water molecules (similar to electron/X-ray irradiation). This
does not result in the formation of a cavity, enabling the trapping processes to
occur unhindered and solvated electrons to form, as is seen in the very sharp
rising time of opacity generated by the electron and X-ray interactions.
Stopping in the material has been discussed in previous chapters as a way
to filter proton energies. Similarly in water – observations at greater depth
correspond to higher maximum proton energies. The LET for a range of initial
proton energies is shown in figure 5.8 indicating significant variation in the LET
inside and outside of the Bragg region. This is also represented in the observed
experimental data of opacity generated by the protons. Lineouts of the data
taken at different depths into the sample show significant variation in the onset
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Figure 5.5: Schematic of cavity formation in H2O. Outside the Bragg region,
the low LET radiation does not produce a cavitation, enabling the formation
of solvated electrons from the free electrons created during the interaction. In
the Bragg region however, a cavity is produced by the high LET radiation
removing water molecules from the local area and inhibiting the formation of
solvated electrons.
of the opacity from 230 ps at the lowest observable depths (and highest LET)
to ≈ 50 ps at the greatest depths (i.e. lowest LET).
5.3 Summary
In this chapter, transient absorption spectroscopy has been used to study the
formation of solvated electrons in liquid water. Differences in the rising time
of opacity has been investigated between proton and X-ray/electron irradia-
tion, where proton irradiation shows dramatic increase in the onset of opacity
compared to electrons and X-rays only. Classical Molecular Dynamics simula-
tions indicate the formation of nanoscale cavities around the Bragg region of
the proton track which is expected to evolve over several hundred picoseconds
and would inhibit the formation of the solvated electrons due to both the large
initial energy generated by the thermal spike in the water and the resulting bulk
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Figure 5.6: Temperature as a function of radius around the track of an 80 keV
proton in the Bragg region obtained from Classical Molecular Dynamics simu-
lations. Courtesy of P. de Vera.
movement of water molecules away from the proton track.
Additionally a large variation in the onset of opacity was observed in the op-
tically streaked proton data. At low depths in water the largest rising time
of opacity was observed, conversely at the greatest depth in water the fastest
rise time was observed, approaching the fast (<10 ps) onset of opacity in the
electron and X-ray data.
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Figure 5.7: Classical Molecular Dynamics (MD) simulations showing (top)
evidence of nanoscale cavity formation in the Bragg region of 80 keV protons
and (bottom) negligible changes in the track region of 1 MeV protons in H2O.
Courtesy of P. de Vera.
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Figure 5.8: Comparing the linear energy transfer (energy loss) of protons in
H2O with different initial energies.
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Figure 5.9: Lineouts taken at successive depths a, b and c showing the onset
of opacity in the water sample. Rising time of the generated opacity due to
solvated electrons gradually decreases with depth. At the lowest depths (a) the
opacity takes >190 ps to reach a maximum, whereas (b) corresponds to 85 ps
and (c) 50 ps.
Chapter 6
Radiation-induced Polarisation
Effects in Lithium Niobate
The bulk of this thesis has outlined experimental observations of a transient
opacity generated in various samples, both solid and liquid, from the interac-
tion of ionising radiation. This work will discuss experimental observations of
ionisation dynamics in lithium niobate (LiNbO3). Although the core exper-
imental technique is the same as previous chapters, the observed ‘opacity’ in
LiNbO3 is instead from changes in the polarisation of the probe due to dynamics
within the crystal after irradiation. This chapter will discuss the observations
made in lithium niobate, highlighting another application of the optical streak-
ing technique.
6.1 Introduction
Lithium niobate crystals were first obtained from a melt solution in 1949 by
Matthias and Remeika [106]. Investigations revealed that the material proved
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Figure 6.1: Schematic of a simple amplitude monitor. An electro-optic crystal
such as LiNbO3 is placed between two crossed polarisers. A voltage is applied to
electrodes attached to the crystal controlling the exit polarisation of the light.
highly promising for use in optical applications. Today, lithium niobate (LiNbO3)
can be grown as large single crystals and is a material most often exploited for
it’s electro-optical properties, commonly used in telecommunications devices or
as components in laser technology, such as the Pockels cell. When incident light
is transmitted through an electro-optic crystal, the phase of the output light can
be changed depending on the orientation of the crystal and the voltage applied
to it – i.e. the refractive index of the crystal can be controlled electronically. In
addition to the electro-optic effect, lithium niobate exhibits strong piezoelectric
properties, which is the ability of the crystal to generate a charge via applied
mechanical stress and the reverse, where an applied electric field will induce
a deformation of the crystal. This section will briefly outline the electro-optic
effect as it is relevant to the experimental observations discussed later in this
chapter.
6.1.1 The Pockels Effect
First described 1906 by Friedrich Pockels. It is also known as the linear electro-
optic effect, where the change in the refractive index n of a medium is directly
proportional to the strength of the applied electric field E. This is due to a
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movement of the constituent ions in the crystal. In general, the refractive index
of an electro-optic material as a function of the applied electric field can be
expressed in a Taylor’s series [107]






2 + . . . (6.1)
where n0 is the unperturbed refractive index, r and σ are known as the electro-
optic and stress coefficients respectively and are represented by a third-rank













typical values for rij lie between 1–100 pm V
−1. In many electro-optic mate-
rials such as lithium niobate, the 3rd and higher terms in equation 6.1 are
typically  n0 and can be safely discarded, leaving










Figure 6.2: Schematic setup of an electro optic crystal for use as a transverse
amplitude modulator. Adapted from [108].
As the electro-optic coefficient r is very small, even large electric fields on the
order of 1 MV m−1 will only create refractive index change of about 0.01%.
Looking at the phase change ∆φ that is induced as a result of this, (e.g. in a
wave polarised along x and y travelling in the z direction) the indices of refrac-
tion relevant to phase change are nx and ny. In a crystal similar to figure 6.1









here L is the distance through which the wave propagates, V is the applied
voltage and d is the distance across the crystal through which the voltage is
applied (shown in figure 6.2). Additionally it is worth noting that the electro-
optic coefficient will change depending on the crystal axis through which the
field is applied. This together with the crystal dimensions contribute a large
amount to the strength of field required to induce a phase change. Although
6.2 Experimental Results 91
∆n is very small, simply due to the distance the wave will propagate a large
phase change can still be induced (e.g. for a wavelength of 1053 nm, a refractive
index change of 10−5 over a distance of 1 mm will produce a phase change of
2pi). The operating speed of a typical electro-optic modulator is limited by both
electrical capacitive effects of the crystal and also the time taken for the light
to traverse the material. If the applied electric field varies significantly over the
time taken for the optical wave to pass through the crystal then the wave will
be subject to different electric fields and therefore phase changes.
6.2 Experimental Results
Initial investigation of the lithium niobate sample began using the nanosecond
probing window. The resulting optical streak is shown in figure 6.3 with the
lineout taken at 500 µm. Here an oscillating ‘opacity’ is observed over the entire
duration of the probe pulse. Other than the periodic nature of the signal, there
are a few key issues when applying the typical picture of opacity to this observa-
tion. Firstly, as the measured cut off energy of the protons was 10 MeV and the
density of lithium niobate is much higher than the other samples investigated
(4.63 g/cm3 the direct opacity generated in the crystal would not exist further
than ≈ 400µm but can be seen at all observable depths in the crystal. A pos-
sible explanation for periodic nature of the signal was attributed to changes in
polarisation of the probe beam, taking into account the efficiency of the spec-
trometer grating under S and P polarised light (parallel or perpendicular to
grating surface respectively) as shown in figure 6.4. The initially P-polarised
probe undergoes phase changes in the LiNbO3 crystal while it is being irradi-
ated. As the polarisation begins to rotate towards S, the signal drops due to
the significantly reduced efficiency (about 30% compared to P-polarised light).
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Figure 6.3: Experimentally obtained optical streaking data of ionisation dy-
namics in LiNbO3. Inset image shows raw experimental data with lineout taken
at 500 µm
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Figure 6.4: Grating efficiency at different polarisation states for a 1200
lines/mm diffraction grating blazed at 500 nm. From Thorlabs [109]
This oscillation then continues over the entire duration of the probe pulse.
6.2.1 Simultaneous Polarisation Measurements
To further investigate the polarisation rotation dynamics within irradiated LiNbO3
modifications were performed to the probe line before the spectrometer. A po-
larising beamsplitting cube was placed in the probe line after the sample to
separate the probe line into S and P components of polarisation that separately
enter the spectrometer, resulting in two optical streaks on the CCD of the same
interaction region. A half-wave plate placed in the probe line before the sam-
ple enables the state of polarisation to be defined before passing through the
LiNbO3. If the beam was P-polarised for example, signal will only appear in
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Figure 6.5: Sketch of modifications that were performed to the probe line before
the spectrometer to investigate polarisation changes in lithium niobate. Laser
polarisation was controlled using a half-wave plate placed before the sample.
Depending on the incident polarisation, the probe will propagate down one
of the arms and signal will only appear in the other if there is a change in
polarisation caused by the LiNbO3 crystal.
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the S-polarised arm if there is a modification in the state of polarisation caused
by the interactions within the lithium niobate.
This method provides a clearer indication of the state of polarisation of the
probe and experimentally obtained images are shown in figure 6.6. There are a
few key observations to highlight in this data. Firstly, as the probe has initial P-
polarisation, signal does not appear in the S-arm until the transmission begins to
drop in the P-polarised arm, indicating a complete rotation in the polarisation
in the probe from S to P. Secondly, the initial oscillation in the transmission that
varies between ±20% with a period of between 50 ps to 60 ps. Finally the much
stronger drop in transmission with a period of around 300 ps where the signal
drops to around 30% of the normal probe transmission through the sample. To
identify the origin of these oscillations, the lithium niobate sample was replaced
with one of the aerogel samples previously discussed in chapter 3. Here the
arrival of both prompt X-rays/electrons and protons can be identified by the
step like opacity features generated by the interaction of X-rays/electrons and
protons. This can be directly compared to the LiNbO3 sample. An overlay of
the two lineouts taken at the same depth is shown in figure 6.7, this indicates
that the initial high frequency oscillations are started by the arrival of the
prompt X-ray/electrons from the TNSA interaction whereas the larger rotation
in polarisation is initiated by the protons.
6.2.2 Electron/X-ray Contribution & Crystal Rotation
Placing 1 mm of Aluminium in front of the crystal to filter the proton energies
resulted in a much smaller contribution of the proton signal leaving the initial
high frequency component, this is shown in the top plot of figure 6.9. A similar
signal is obtained by rotating the crystal as shown in figure 6.8. As outlined
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Figure 6.6: Optically streaked data showing radiation induced dynamics in
Lithium Niobate with signal from (a) the P-polarised and (b) S-polarised arm.
Lineout shows comparison in the two normalised signals taken at a depth of
470µm in the sample.
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Figure 6.7: Optical streaking data for lithium niobate superimposed on data
from an aerogel sample. This indicates that the small oscillations are initiated
by the electrons and X-rays. The much larger and slower oscillations begin with
the arrival of the proton pulse.
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earlier in this chapter, the electro optic effect in lithium niobate has a strong
dependence on the orientation of the crystal relative to the applied electric field
(radiation direction) and light propagation. For the initial orientation of the
crystal as in figure 6.8a, the propagation direction for the radiation was along
the axis with the largest electro-optic coefficient (≈ 30.8 pm V−1) resulting in
the smallest electric field required to induce a phase change. Rotating the
crystal so that the radiation is along another direction results in an increased
field required to induce the same effect, possibly explaining the disappearance
of the proton signal in the rotated LiNbO3.
In addition to direct interaction with prompt X-rays and electrons. Intense
laser-solid interactions are known to produce significant electromagnetic pulses [110,
111], with EMP amplitudes of hundreds of kilovolts per metre being directly
measured [112]. These pulses, which result from high energy electrons hitting
the wall of the target chamber can last hundreds of nanoseconds. While this
has never been directly measured on the TARANIS system, the initial high
frequency oscillations could originate from the EMP. So far we have observed
the oscillations to still be present in the sample for several nanoseconds, much
longer than the interaction time for the radiation. To conclusively investigate
this, EMP sensors would need to be placed within the chamber to record the sig-
nal from EMP alongside the response of the lithium niobate. This is something
that will be examined in future experiments.
6.3 Summary
This chapter has outlined an investigation into the polarisation rotation phe-
nomena exhibited by lithium niobate crystals under irradiation. While this is
still very much a work in progress, there has been a clear observation in changes
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Figure 6.8: Schematic of LiNbO3 sample geometry with crystal axis orienta-
tions labelled (x, y, z ) Rotation of the crystal refers to a anticlockwise rotation
of 90°performed along the axis of the probe beam. The radiation now travels
parallel to the crystal z -axis.
in the state of polarisation of a probe as it passes through irradiated LiNbO3.
An hypothesis for the origin of this effect lies in the piezoelectric and electro-
optic nature of the crystal. Electric fields induced through the interaction of
these two types of radiation could lead to a deformation in the crystal, inducing
a voltage in the material and activating the electro-optic properties. The pi-
cosecond timescale oscillations then could be a result of the strong piezoelectric
response of lithium niobate. As the initial radiation initially deforms the crystal,
the material will then expand and contract, inducing an electric field as it re-
turns to an equilibrium state. Initial high frequency, low amplitude oscillations
are seen to begin on arrival of the prompt electrons, followed by significantly
larger oscillations induced by the proton pulse. Rotating the crystal so that
the radiation travels down a less preferable direction however only appears to
have affected the proton signal as the high frequency component remains. It is
clear that significantly more investigation is required to confirm the origin of
this effect. Ideas for future experiments will be discussed in chapter 7 alongside
other possible avenues of research relating to the other chapters in this thesis.
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Figure 6.9: Experimentally obtained optical streak of ionisation dynamics in
lithium niobate. Top Protons with energies up to 10 MeV have been blocked
using a 1 mm thick piece of aluminium placed before the crystal. Bottom




This thesis has presented experimental results and observations of ionisation
dynamics in a wide variety of samples. To recap, this chapter will summarise
the main results and provide some outlook to future investigations within this
area of research.
In chapter 3 the first experimental measurements of the proton pulse dura-
tion were performed through observation of a proton-induced opacity in SiO2.
The optical streaking technique was used to perform transient absorption spec-
troscopy in order to determine the lifetime of excited electrons in the conduction
band. The proton pulse duration measurement in SiO2 was enabled through the
formation of self trapped excitons forming an ultrafast decay pathway for the
excited electrons on the order of 150 fs. Proton pulses as short as 3.5± 0.7 ps
were measured. Investigations on inhibiting the rapid diffusion of electrons
generated by the steep energy gradients of the proton tracks was studied using
silica aerogel samples. A relation between the density of the aerogel and re-
covery time of the opacity was found, whereby increasing the density decreased
the lifetime of opacity in the sample as the electrons were less restricted in the
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diffusion.
Chapter 4 introduced the concept of defects in the role of the recovery of opacity
in borosilicate glass. The opacity was found to exist much longer than the
previously observed proton pulse duration in SiO2 with a decay constant of
550 ps. Previous photoexcitation experiments suggest that this long recovery
can be interpreted as being due to occupied interstitial energy levels which
prevent the rapid relaxation of the excited electron population.
Short-pulsed ion radiolysis of water was investigated in chapter 5. Here the ab-
sorption band of solvated electrons was probed directly using the 1053 nm probe
to study their formation after interaction with ionising radiation. Significant
difference in the formation times were observed when the water was irradiated
with electron/X-ray radiation and protons. Classical MD simulations indicate
the high LET of the proton radiation results in the formation of nanometre scale
cavities around the proton track in the Bragg region. These cavities inhibit the
formation of solvated electrons due to both the high initial kinetic energy im-
parted to the water molecules and the bulk movement of the water away from
the proton track resulting in a delay in the trapping of free electrons generated
by the ionising radiation and hence the beginning of the solvation process.
Chapter 6 provided the first look at alternative investigations that can be per-
formed using the optical streaking technique. Instead of transient absorption
spectroscopy of an induced opacity, changes in the polarisation state of the probe
were examined due to radiation induced dynamics within lithium niobate. The
polarisation of a probe pulse was observed to rotate between S and P states with
a period of 130 ps due to proton interactions with the crystal. Additionally, a
much smaller, high frequency oscillation was induced by the prompt electron
and X-ray signal. Rotating the lithium niobate crystal essentially eliminated
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the large oscillations induced by the protons, leaving behind the high frequency
component – similar optical streaks were obtained using aluminium to filter the
proton signal.
7.1 Suggestions for Future Work
The optical streaking technique has inherent flexibility which would enable fur-
ther study of samples with only minor modifications to the experimental pro-
cedure. One change that would benefit the majority of investigations would be
the move to femtosecond scale probe durations to observe radiation dynamics
within the rising edge of the proton pulse. Moving to shorter probe pulse dura-
tions, either at other laser facilities or the planned TARANIS-X (10 fs) upgrade
at QUB would additionally permit much higher resolution of features within the
optical streak as the current major limit is the fully compressed 470 fs probe
duration provided by TARANIS.
Investigation of a larger range of samples would be beneficial in understanding
the material response that has been observed so far. For example, fused silica
samples with controlled levels of impurities would enable direct examination
of the effect of defect concentrations on a high-purity material. Additionally,
studying different cuts of lithium niobate crystals could broaden understanding
of the role of crystal orientation on polarisation dynamics.
As discussed in chapter 4, the energy level structure of a multicomponent glass
such as soda-lime or BK7 contain many interstitial levels created by defects
and electron trapping. Altering the wavelength of the probe through frequency
conversion would enable specific absorption bands to be examined for various
excited species or to closely examine exciton formation [113]. Frequency con-
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version would also apply to the investigation of radiolysis in water to examine
specific radiation products, such as of H2 (400–500 nm), H2O2 and hydroxyl
radicals at 300–400 nm [114].
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