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Abstract: It is known that the nth denominators Q,(a, z) of a real J-fraction of the form 
1+& -I& -& -*..t 
1 
“‘= 4[4(n + a)‘-11 ’ 
aEW, aE[-t, -f, -5 ,... 1, 
form an orthogonal polynomial sequence (OPS) with respect to some distribution function #(t) on R. In this paper we 
prove the asymptotic formula 
lim Q,(a, z) ( 1 n-+00 Zn =A a+;;= 1 
where the convergence is uniform on compact subsets of 0 < 1 z 1 -c 00 and .T,,( w) denotes the Bessel function of the 
first kind of order v. The given proof is based on a separate convergence result for continued fractions and explicit 
formulae derived for the polynomials Q,(a, z). Examples include ,,F,($; (162)-l) = 2& sinh((2fi)-‘), a case in 
which the distribution function J,(t) is a simple step function with infinitely many jumps. 
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1. Introduction 
Considerable attention has recently been given to the study of separate convergences of 
continued fractions 
[4,6,7]. The term separate convergence is used when both of the sequences { A,( z)/r,( z)} and 
1 MWW)] converge, where A,(z) and B,(z) denote the nth numerator and denominator, 
respectively, of the continued fraction and {r,(z)} is an “easily described” sequence of 
functions. The restriction that the r, can be “easily described” is essential since, otherwise, one 
could choose r,(z) = B,,(z) and the distinction between ordinary and separate convergence 
would become meaningless. One reason for the importance of separate convergence is that it can 
provide useful information on asymptotic properties of orthogonal polynomial sequences. It can 
also yield numerical methods for the approximation of special functions used in physics and 
engineering. 
It follows from [3, Theorem 6.41 that, for each 
aEC\[-:, -$, -: )... 1, (l.la) 
(Mb) 
where 
b,= 414(n+t?)z_l,, n=I,2,3,..., (l.lc) 
the convergence being uniform in l on all compact subsets of C containing no poles of g( a, {). 
The symbol oFi denotes the confluent hypergeometric function 
oqc; z) := E 1 z” 
“=O (4, n! ’ 
cEC\[O, -1, -2 )... 1, 
where (c),2= 1 and (c), := c(c + l)(c + 2) . *. (c + n - l), y1 2 1. These functions are related to 
Bessel functions J,(z) of the first kind of order v by the relations 
(tz)’ 
J,(z)= qv+l)o 1 F(v+l; -$z’), ZEC. 
If &(a, I) and B,(a, [) denote the nth numerator and denominator, respectively, of the 
continued fraction in (l.l), then by known results on separate convergence (see, e.g., [5,6]), the 
sequences { A,( a, l)} and { B,( a, 0) both converge uniformly on compact subsets of C to 
entire functions of [, since 
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The main purpose of this paper is to prove that 
A(a, l):= lim A,(a, ~)=,~i(a++, AS), SEC, 
n*oo 
(1.3a) 
B(a, S):= lim &(a, l)=,F,(u++, AS), SEC. 
n-r* 
(1.3b) 
Our approach is first to consider the even part [3, Section 2.4.21 of the regular C-fraction 
(l.lb), which is the associated continued fraction 
Applying an equivalence transformation [3, Section 2.31 to 
the J-fraction 
- . . . (14 
(1.4) and setting [ = l/z, we obtain 
(1.5) 
Denoting by P,( a, z) and Q,( a, z) the nth numerator and denominator, respectively, of (1.5), 
one can readily show that, for n = 0, 1, 2,. . . , 
z”P,(a, z-‘) =Azn(u, z) and znQn(u, z-‘) =&(a, z). 0 -6) 
By obtaining explicit formulae for the coefficients of individual powers of z in the above 
expressions we are able to prove (Theorem 2.1) that, for z E @, 
nl$ZnPn(u, z-l) =&(a + :; AZ), lim z’Q,(u, z-i) =,Fi(u + :; &z). 
il’M 
(1.7) 
For each real value of the parameter a > - : it is shown (Theorem 3.1) that there exists a 
unique distribution function 1c/( t) (i.e., a bounded nondecreasing function with infinitely many 
points of increase) on 0 < t -C co such that { Q,( a, z)} is an orthogonal polynomial sequence 
with respect to 4. We are then able to describe an asymptotic property of the sequence 
{ Q,( a, z)} using the separate convergence given by Theorem 2.1(C). In the special case with 
a = 0 an explicit step function representation of $J( t) is obtained (see (3.7b)). Of interest in 
themselves are the explicit expressions given in Lemma 2.2 for the n th numerator P,( a, z) and 
denominator Q,(u, z) of J-fractions of the form (1.5). In [8] Wimp considers (n, n) Pad6 
approximants that are related to the approximants of (1.5). He determines explicit expressions 
for the approximant numerators A,, and denominators B,,, but does not investigate their separate 
limits as n -+ 00. 
2. Separate convergence 
In this section we let a be a given (fixed) complex number satisfying (l.la) and let P,( a, z) 
and Q,( a, z) denote the nth numerator and denominator, respectively, of the J-fraction (1.5). 
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They are defined by the second-order linear difference equations 
P&z, 2) := 1, P,( a, 2) := b, + b, + z, e&J, 2) := 1, Q,(a, z) := b, +,z, 
(2.la) 
n = 2, 3,4 ,“., (2.lb) 
where the b,, are defined by (1.1~). Moreover, we let pi, qj, P,,~ and q,,j be defined by 
fpn j~i:=z”P,(u, z-‘) and 2 q 
j=CJ ’ 
.zj:=znQn(u 
j=o n,J 
> 
z-‘) 
, n=o, 1,2 ,--*, 
(2.2) 
00 
P(a, Z) := C PjZj’= lim ZnPn(U, Z-l), z E Q=, 
j=O n-+m 
Q(a, Z) := E qjZ’:= lim z~Q,,(u, z-l), ZEQ=. 
j=O "+CC 
(2.3a) 
(2.3b) 
The limits in (2.3) are known to exist by (1.6) and separate convergence of { A,( a, z)} and 
{ B,( a, z)}. The main result of this section is the following theorem. 
Theorem 2.1. (A) For n = 1, 2, 3,. . . , and j = 0, 1,. . - , n 
P*,j= ,,::Jj$(&)j+o(~)y qn,j= (u_f$]j+ 
(B) For j = 0, 1, 2,. . . , 
(&)j+O(i), n-+oo. 
(2.4) 
(C) For all z E @, 
J~irz”P,(u, z-‘) =oFI(u+ :; AZ), lim znQn(u, z-‘) =,F,(u + 5; &z). 
n-+KJ 
(2.6) 
Our proof of Theorem 2.1 is based on several lemmas. The first of these is of interest for its 
own sake since it provides explicit representations of the polynomials P,,( a, z) and Q,( a, z) in 
terms of the continued fraction coefficients b,. 
Lemma 2.2. For euch n 2 1, the polynomials P,( a, z) and Q,( a, z) can be expressed in the form 
P,(u, z) = 2 r,,(:jz”-j and Q,( u, z) = 5 r(,2/!zn-j, (2.7a) 
j=O j=O 
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where 
2n-2j+2 2n-2jt4 2n-2 
r(‘? := C bi, C bi,_, * + * C bi2 g bi,, 1~ 1, 2, n,/ 
i, = 1 i,_,=i,+2 i,=i,+2 i,=i,+2 
and Pn, j = r,,(‘li) and q,,j = r$,‘. 
147 
(2.7b) 
A proof of Lemma 2.2, based on an induction argument using the difference equations (2.1), is 
omitted due to limitations of space and because it is straightforward. 
We note that in Lemma 2.3 the m in i, is independent of the m appearing elsewhere in (2.8). 
The symbol m is used in both places for convenience later. 
Lemma 2.3. For m = 2, 3, 4 ,..., 
j m-2 
m-2 
him C 
C-1) ( 
j 1 
j=. 2(i,+a)+2j+3 = 16m(m-1) (2.8) 
Proof. Let x := 2( i, + a) and aj := (- 1)’ ( m72). Then by (1.1~) and the use of partial fractions, 
we obtain 
m-2 1 c aj 
j=. 2(i,+a)+2j+3 =4(x-1)(x+1) j=. x+2j+3 
+it 
aj-2 
1 
j=2j(j-l)(x+2j-1) ’ (2-9) 
m-2 
fk(Y) := (-l)k c ai 
j=. j+2-kY 
j+2-k 
, k=O,l, 
one can show by the binomial formula that 
f,(y)= 1 m(m - 1) + (1 -Y>" _ P-y’;-’ m and fi(u)=~+ 0 --y’;-l 
Therefore 
m-2 w’( ;) 
fk(l>=(-l)k c . ai_k = m(m_l> Y k=O,l. 
j=o J+2 
Applying this to (2.9) yields (2.8). 0 
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Lemma 2.4. For m = 1, 2, 3,. . . , 
2n-2m+2 m 
l,_~,+z~O 2(i (:%‘!4!- 1 = ;$; ,i;;:i’l,:,:! 3 + ‘( ;)- (2*10) m 
Proof. We define (“-;;‘) := 0 and ( m;1 ) := 0. Then the expression on the left-hand side of (2.10) 
can be written 
= c c W[(~_:) + i”J’)] 2n-2m+2 m 
1,=1,+, +2 j=O 2(i,+a)+2j-1 
= 2T+2 Y(-qmJ’i[2(i +u;+2j_1 - 2@ +u;+2j+l] 
‘m=fm+,+2 j=o 
= ~g(l)iimll) ‘“-c+2 [ 2~~m+o;+2j-I - 2(im+a;+2j+J. 
rm=i,+,+2 m m 
The sum on the right-hand side of this is a telescoping series and hence the above expression 
reduces to 
_ y (-l)j(“1’) 
j=. 2a+2j+4n-4m+5’ 
Since the second sum of this expression is 0(1/n) as n + co, (2.10) follows. q 
Proof of Theorem 2.1. (A) We shall verify the formula for q,,j in (2.4). A similar proof holds for 
that of pn, j and hence is omitted. We begin by proving that, for j = 1, 2,. . . , n, 
2 
qn,j=j!(j-l)! (2.11) 
Using a partial fraction decomposition for him defined by (Llc), we obtain the telescoping series 
“-;+‘bi_ = f 2fl-g+2 [ 2(i +b, _ 1 - 
lm=lm+l+2 Im=l,+, +2 m 
2(i 
m 
+$ + 1 ] 
1 
[ 
1 
= s 2(i,+, + u) + 3 - 
as n + cc. In particular, 
’ “I=;,:~ 2(i,+u;+2j+3 
i, =i,+2 
1 
4n-4m+2u+5 1 = O(l), (2.12; 
(2.13) 
W.B. Jones et al. / Properties of orthogonal polynomial sequences 149 
Combining Lemmas 2.3 and 2.4 yields, for m > 2, 
2n-2mi2 
(2.14) 
Applying (2.13) and (2.14) with m = 2, one has 
J 1 
2n-2 2n 
c bi~j,=.&+2bil = (2!);1!) 
t-v ( .) 
i,=i,+2 
2(i, + CYZ) + ;j + 3 + ’ 
Continuing in this manner and using an induction argument with (2.13), setting ij+l := 0, and 
applying Lemma 2.2, we arrive at (2.11). 
To derive the expression for q,, j in (2.4) we consider the function 
j-1 (-l)k jil 
i i 
f(u) := & 2k + 2a + 3 Y2k+2a+3. 
It follows that f’(y) = ~*“+~(l - y*)j-l and hence 
f(y) = ~y(~2)a+1(l - t’)‘-’ dt = ;(2r”+1/2(1 - r)‘-’ dr. 
Therefore 
1 r(a+t)r(j) =I (j-l)! 
f(l) = $~KY) = #(a + t, j> = 2 + + 1 + j) 
2 2 (U+l)j' 
(2.15) 
(2.16) 
Combining (2.11), (2.15) and (2.16) gives the expression for q,,j in (2.4). Here I?( p, q) denotes 
the beta function of Euler 
B( P, 4) := jo17 P-l(l _ T)q-’ d7 = y;;;($) , Rep>O, Re q>O, 
(see, e.g., [2, Theorem 8.71). It follows that (2.4) holds provided Re a > - :. Hence by the 
identity theorem (2.4) holds for all a E @ \[ - t, - 3, - i, . . . 1. 
(B) We shall prove that qj = lim, ~ wq,, j. The proof of pj = lim, ~ ,p,, j is similar and hence 
omitted. In fact, by the Cauchy integral formula, (2.2) and (2.3), 
1 qn,J 
j! 
-qjl= 2ai sd znQn(a, z-‘) j! Irl=l =j+l dz- 2ai # 
Qb z) dz 
,r,=l zi+l 
0 ,yyl Iz"Q,b, z-l)- Q(a, 4 1. 
z 
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Since { z”Q,( a, z-l)} converges to Q( a, z) uniformly on compact subsets of C, given e > 0 there 
exists N( 6) such that 1 q,,j - qj 1 < E for all n >, N(e). Hence qj = lim, +ooqn, j. 
(C) is a consequence of (A) and (B). 0 
3. Orthogonal polynomial sequences 
By a well-known result attributed to Favard (see, e.g., [l, Theorem 4.41 and [3, p.254]), if 
{ V,(z)} is a sequence of polynomials satisfying a system of three-term recurrence relations of the 
form 
V_,(z) := 0, V,(z) := 1, (3.la) 
V,(z) = (I, +z)V,_,(z) - k,K-,(z), n = 1, 2, 3 )...) (3.lb) 
where 
I, E R and k, > 0, n = 1, 2, 3,. . . , (3.lc) 
then there exists a distribution function J/(t) on some (a, b), where - cc G a -C b G + co, such 
that { V,(z)} is an orthogonal polynomial sequence with respect to G(t). Moreover, the real 
J-fraction 
corresponds at z = cc to the formal power series (fps) 
L*=:+2+“+ . ..) 
Z Z3 
(3.2) 
(3.3) 
where 
J 
b 
Cn := t ‘-I d+(t), n = 1, 2, 3,. . . . (3.4) 
In this sectioi we consider a sequence { Q,( a, z)} defined by the recurrence relations (2.1) 
and assume that 
a> -+. (3.5) 
Hence b,, > 0 for n 2 1, where b, is defined by (1.1~) and therefore { Q,( a, z)} satisfies 
recurrence relations of the form (3.1) with 1, = b,, _ 1 + b,, E R, k, = b,, _2b2n_ 1 > 0, n > 1. 
Since the S-fraction (l.lb) is convergent, it follows that the Stieltjes moment problem for the 
sequence { c, } is determinate. Therefore the distribution function I,!J( t) generating the moments 
(3.4) is uniquely determined and is constant outside the interval (0, co) [3, Theorem 9.8(A)]. 
Hence we have proved the next theorem. 
Theorem 3.1. Let a > - :. Then: (A) there exists a distribution function I,!J( t) on (0, ~0) such that 
{ Q,( a, z)} is an orthogonal polynomial sequence with respect to $; (B) { Q,( a, z)} satisfies the 
asymptotic property 
lim Qnh z> 
i 
1 
n-tm Zn 
=& a+$; 162 ) o< IZI <co. 
1 
(3.6) 
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We conclude by discussing a particular orthogonal polynomial sequence obtained in Theorem 
3.1 when a = 0. In that case the real J-fraction (1.5) converges to the meromorphic function 
P,(o, 4 ,F,(k (164-l) 1 
,1% Q,(O, Z) = ,,F,@; (l6z)-‘) = x ‘Oth 
O” d+(t) ~ 
z+t' 
where 
hk:= -..L 1 
2a2k2 ’ 
t, := ___ 
4T2k2 
(3.7a) larg z I CT, 
t n+l < t G t,, 
t, -=c t. 
(3.7b) 
\k=l 
The distribution function $ is therefore a step function given explicitly by (3.7b). The moments 
with respect to this distribution function can be expressed in terms of the Bernoulli numbers B,,, 
by 
J IB2n+2I Y" W(t) = pn +2)' ) n=O, 1,2 )...) 0 
and 
(3 4 
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