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Abstract
We provide sufficient conditions for strong and uniform (on bounded subsets of initial points)
convergence of infinite products of orthogonal projections and other (possibly nonlinear) nonexpansive
operators in a Hilbert space. Our main tools are new estimates of the inclination of a finite tuple of closed
linear subspaces.
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1. Introduction
Infinite products of operators occur in many areas of mathematics and its applications (see, for
example, [9] and the references therein). The main problem is to establish their convergence and
then, if possible, to estimate the rate of this convergence. Unfortunately, when we study infinite
products involving nonlinear operators (even just nearest point projections), we can, in general,
only expect weak convergence. See, for instance, [4,10,15,16] and the references therein. In the
linear case, most of the known results concern iterative approximation methods which involve
orthogonal projection operators. The monograph [6] contains a survey of such results.
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More precisely, consider m closed linear subspaces S1, S2, . . . , Sm of a given real Hilbert
space H and let S denote their intersection. Let the infinite product
∞
j=1 Pj := · · · P3 P2 P1 only
consist of orthogonal projections PSk , 1 ≤ k ≤ m, onto these subspaces. The problem is to estab-
lish norm convergence, as n →∞, of the sequence xn = nj=1 Pj x0 = Pn Pn−1 · · · P1x0, n =
1, 2, . . . , to some point x∗ ∈ S. The classical theorems of von Neumann [17] and Halperin [14]
declare that, for any x0 ∈ H ,
lim
n→∞ ∥(PSm PSm−1 · · · PS1)
n x0 − PS x0∥ = 0. (1.1)
We see that the iterative process here is strongly cyclical and this condition is, in fact, essential for
the proof of (1.1). Moreover, the convergence in (1.1) may not be uniform (on bounded subsets
of initial points) and these theorems do not provide any rate of convergence (see the survey [8]
for several recent results in this direction).
Except for some earlier partial results, general necessary and sufficient conditions for uniform
convergence in (1.1) were found much later (see [6] for m = 2 and [2] for the general case).
In addition, some estimates of the rate of this convergence were obtained too, mainly using
the notion of angles between subspaces (see Definition 3.6). Traditionally, these estimates were
asserted for cyclical products, although this restriction was not as essential as for proving (1.1)
in [14]. As a matter of fact, these estimates were stated for one cycle, but then immediately
generalized to the power n. Consequently, the possibility of concatenating different fragmentary
products of projections into an infinite one was not considered.
In the present paper we study infinite products composed of various fragments
PSiN PSiN−1 · · · PSi1 with arbitrary combinations of indices
{i1, i2, . . . , iN } = {1, 2, . . . ,m}.
The basic projections PSk may enter into these fragments in different order with possible
repetitions of some of them. Moreover, we allow the presence of arbitrary, possibly nonlinear,
nonexpansive operators as components of these infinite products, located between the projection
fragments. The next section contains three general convergence theorems (Theorems 2.1, 2.2 and
2.6), where the conditions imposed on the linear and nonlinear operators participating in the given
infinite product guarantee its norm convergence, uniformly over any bounded set of initial points
x0 ∈ H . The main role in estimating fragmentary products of projection operators is played by a
special characteristic of the basic m-tuple of subspaces (S1, S2, . . . , Sm). This characteristic was
introduced in a certain form in [2] and more precisely defined in [1] under the name inclination
(see Definition 3.5). The main advantage of the concept of inclination is its independence of the
order and possible repetitions of the basic projections in the fragment under consideration. At
this point we observe that although the Hilbert space in [1] is assumed to be complex, the proofs
of the results there regarding inclinations apply equally well to real Hilbert spaces.
Regarding the other nonexpansive operators which may be present in the infinite product, we
only postulate their relation to the intersection space S, such as either the invariance of S under
them or its only consisting of fixed points of each operator. (For Theorem 2.6, we introduce a
new type of such a relation, namely, the property of regularly approaching the identity on S; see
Definition 2.4.) In addition to the nonlinear ones, the set of these other operators may contain
some linear operators and even projection operators which do not satisfy the conditions needed
for the proof of convergence. In this case, their role is simply not to hurt the convergence provided
by the basic projections. Sometimes it could happen that the convergence persists, but becomes
non-uniform, e.g., if we add the orthogonal projection PSm+1 onto a new subspace Sm+1 which
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has a zero angle with the intersection S, while none of these subspaces contains the other. It can
be seen that the hypotheses of our theorems exclude such operators.
As an example of a situation where the insertion of nonlinear operators between linear orthog-
onal projections is both necessary and natural, we may recall the Convex Feasibility Problem
(CFP), where one looks for a point in the nonempty intersection of a finite number of closed
and convex sets. If all these sets are closed linear subspaces, then linear orthogonal projections
suffice. But if some of them are merely closed and convex, then (nonlinear and nonexpansive)
nearest point projections come into play. The CFP is a fundamental problem with many applica-
tions in mathematics as well as in other fields. Some of them are listed, for example, in [9].
In Section 3 we give some new estimates of the inclination of a given m-tuple of subspaces.
When m = 2, we provide a simple formula for this inclination in terms of the angle between
the two given subspaces (Theorem 3.7). Relying on this formula, we then obtain a new estimate
for the fragmentary products of projection operators (Theorem 3.9). Finally, in Section 4, we
combine our previous results in order to get the convergence of some special infinite products
(Theorems 4.4 and 4.5).
2. The main convergence theorems
We consider an iterative process, presented as an infinite product
∞
i=1 AiPi , where all Ai are
nonexpansive, possibly nonlinear, operators of arbitrary nature and each Pi is a finite product of
all the projections PS1 , PS2 , . . . , PSm in any order and amount (that is, with possible repetitions).
Here S1, S2, . . . , Sm are assumed to be closed linear subspaces of a given Hilbert space H . By S
we denote the intersection of S1, S2, . . . , Sm ; the case S = {0} is permitted as well. We assume
that all the subspaces S j are different, i.e., equal (repeated) spaces have the same index. For exam-
ple, in the case m = 3, we may consider P1 = PS3 PS1 PS3 PS2 PS1 , P2 = PS2 PS3 PS1 PS2 , etc. We
also agree to exclude trivial combinations of the same projection like PS j PS j , because P
2
S j
= PS j .
Recall that the principal question studied in the present paper concerns the asymptotic
behavior of the sequence xn = ni=1 AiPi x0. Our aim is to find conditions that guarantee
either its strong convergence to some element in S or its approaching S in the sense that
ρ(xn, S) := ∥xn− PS xn∥ → 0 as n →∞. In this section we present conditions which guarantee
this for any initial point x0 ∈ H , uniformly over any arbitrary bounded set of initial points.
Theorem 2.1. Assume that, for any x ∈ H and each i = 1, 2, . . . ,
∥Pi x − PS x∥ ≤ qi∥x − PS x∥, (2.1)
where the factors qi ∈ (0, 1] satisfy
lim
n→∞
n
i=1
qi = 0. (2.2)
Let the operators Ai , i = 1, 2, . . . , be nonexpansive, that is, ∥Ai x − Ai y∥ ≤ ∥x − y∥ for any
x, y ∈ H, and let the subspace S be invariant under each of these operators. Then, for any initial
point x0 ∈ H, the corresponding iterations xn =ni=1 AiPi x0 form a sequence which uniformly
approaches S, that is, the distance ρ(xn, S) = ∥xn − PS xn∥ → 0, uniformly over any bounded
set of initial points x0.
Proof. For arbitrary n ≥ 1, we have
ρ(xn, S) = ρ(AnPn xn−1, S) ≤ ∥AnPn xn−1 − An PS xn−1∥,
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because An PS xn−1 ∈ S. But An is nonexpansive, so
ρ(xn, S) ≤ ∥Pn xn−1 − PS xn−1∥ ≤ qn∥xn−1 − PS xn−1∥ = qnρ(xn−1, S).
Applying this estimate successively to n − 1, n − 2, and so on, we obtain
ρ(xn, S) ≤ qnqn−1 · · · q1ρ(x0, S)→ 0 as n →∞,
and the convergence is uniform over bounded sets of initial points, because we have
supx0∈D ρ(x0, S) <∞ for any bounded set D ⊂ H of initial points x0. 
Theorem 2.1 does not imply that the sequence of iterations {xn} is strongly convergent to some
point x∗ ∈ S. For example, if each Ai is a shift, that is, Ai x = x + ei with ei ∈ S, ∥ei∥ = 1 for
each i = 1, 2, . . . , then ∥xn+1 − xn∥ → 1 as n →∞. Note, by the way, that even the condition
limi→∞ ∥ei∥ = 0 (instead of 1) in this example does not suffice to yield strong convergence of
the sequence {xn}. As a matter of fact, the additional properties which should be imposed on
the operators Ai in order to guarantee strong convergence of {xn} must be rather stringent. We
consider several such properties in our next two theorems.
Theorem 2.2. Assume, in addition to the hypotheses of Theorem 2.1, that all the elements of
S are fixed points of each operator Ai , i = 1, 2, . . . . Then, for each initial point x0 ∈ H,
the corresponding iterations xn = ni=1 AiPi x0 converge strongly to the best approximation
PS x0 of the initial point x0 in S, and this convergence is uniform over any bounded set of initial
points x0.
For the proof of this theorem, we need the following auxiliary assertion which is of interest in
its own right.
Lemma 2.3. Let the subspace S ⊂ H only consist of fixed points of a nonexpansive, possibly
nonlinear, operator A : H → H. Then the operators A and PS commute, namely, APS = PS A.
Proof. Since S only consists of fixed points of A, it is clear that APS = PS . Hence it is enough to
show that PS A = PS too. Suppose, on the contrary, that PS Ax ≠ PS x for some x ∈ H . Then the
vector x − Ax is not orthogonal to S and there exists a point z ∈ S such that (x − z) ⊥ (x − Ax).
We obtain a triangle with vertices Ax, x and z such that Ax − z is its hypotenuse and x − z is
one of its legs, which implies that ∥Ax − z∥ > ∥x − z∥. But this contradicts the nonexpansivity
of A, which requires that
∥Ax − z∥ = ∥Ax − Az∥ ≤ ∥x − z∥
for any z ∈ S. 
We remark in passing that Lemma 2.3 is, in some sense, equivalent to Proposition 5.9(i) in [3].
Thus the above proof may be considered another (geometric) proof of this proposition.
To obtain a simple application of this lemma, we first observe that PS j z = z for any z ∈ S,
because S ⊂ S j for each j = 1, . . . ,m. Consequently, all z ∈ S are fixed points of any Pi as
well. Since any linear operator with norm not greater than 1 is obviously nonexpansive, each
projection PS j is nonexpansive and so is each product Pi . Therefore it follows from Lemma 2.3
that PSPi = Pi PS = PS for every possible product Pi .
Proof of Theorem 2.2. By Lemma 2.3 we have An PS = PS An = PS for each An . Hence
PS xn = PS AnPn xn−1 = An PSPn xn−1 = PS xn−1 = · · · = PS x0,
so that by Theorem 2.1, ∥xn − PS x0∥ = ρ(xn, S)→ 0 as n → 0. 
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The hypothesis of Theorem 2.2, that all elements of the intersection subspace S are fixed
points of each one of the operators Ai , is rather restrictive. We cannot, for instance, apply
Theorem 2.2 to the example considered above, where each Ai is a shift, even if ∥ei∥ → 0. In
fact, there are more general situations where the operators Ai do not coincide with the identity on
S, but do approach this identity as i →∞ at a certain rate. In such a case the strong convergence
of the iterations {xn} may follow when appropriate additional conditions are imposed on the
operators Pi and Ai .
Definition 2.4. We say that a sequence of nonexpansive operators {An} regularly approaches the
identity on the subspace S ⊂ H if An S ⊂ S for each n = 1, 2, . . . , and there exists a sequence
εn of positive numbers such that
∞
n=1 εn <∞ and for each n = 1, 2, . . . ,
∥An PSz − PSz∥ ≤ εn∥z∥ (2.3)
for all z ∈ H .
For example, returning to shifts, we now consider the nonlinear operators defined by An x =
(1 − εn)x + ∥x∥en, x ∈ H with en ∈ S, ∥en∥ = εn ∈ (0, 1) for each n = 1, 2, . . . . For any
x, y ∈ H , we have
∥An x − An y∥ ≤ (1− εn)∥x − y∥ + εn| ∥x∥ − ∥y∥ | ≤ ∥x − y∥.
Hence all the operators An are nonexpansive. At the same time,
∥An PS x − PS x∥ = ∥ − εn PS x + ∥PS x∥en ∥ ≤ 2εn∥x∥.
That is, the convergence of the series
∞
n=1 εn implies that the sequence of operators {An}
defined in our example regularly approaches the identity on S according to Definition 2.4.
For our next theorem, we need the following result, which is a special case of [5, Theorem
3.2, page 311].
Proposition 2.5. Let the operators Ti : H → H, i = 1, 2, . . . , be nonexpansive and let all
x ∈ S ⊂ H be fixed points of each Ti . Assume that, for any z ∈ H and any fixed integer k ≥ 1,
the sequence zn,k = ni=k Ti z converges to some element in S as n → ∞. Let a sequence{xn}∞n=0 ⊂ H and positive numbers γn be such that
∥xn+1 − Tn+1xn∥ ≤ γn+1 for all n ≥ 0 and
∞
n=1
γn <∞. (2.4)
Then the sequence {xn}∞n=0 converges to some element of S (which depends on this sequence).
Note, in addition, that if all the operators Ti are linear, then the rate of convergence of the
sequence {xn} only depends on the rate of convergence of the series∞n=1 γn .
Theorem 2.6. Let, for any x ∈ H and each i = 1, 2, . . . , the operators Pi , i = 1, 2, . . . , satisfy
condition (2.1), where the factors qi satisfy
∞
n=1

n
i=1
qi

<∞. (2.5)
Assume that the sequence of nonexpansive operators {Ai : i = 1, 2, . . .} regularly approaches
the identity on S.
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Then, for any initial point x0 ∈ H, the iterations xn = ni=1 AiPi x0 strongly converge
to some point x∗ ∈ S (which depends on the initial point x0 and is not necessarily the best
approximation of x0), and this convergence is uniform over any bounded set of initial points x0.
Proof. We claim that the operators Pi can play the role of the operators Ti in Proposition 2.5.
Indeed, since PS = PSPi for any i , we obtain that, for any z ∈ H and any integer k ≥ 1,
∥zn,k − PSz∥ = ∥PnPn−1 · · ·Pk z − PSPn−1 · · ·Pk z∥
≤ qn∥Pn−1 · · ·Pk z − PSPn−1 · · ·Pk z∥ = qn∥zn−1,k − PSz∥.
Proceeding analogously n − k times, we reach our claim:
∥zn,k − PSz∥ ≤ qnqn−1 · · · qk∥z − PSz∥ → 0 as n →∞.
Next we ascertain that condition (2.4) of Proposition 2.5 is also fulfilled when we take as
{xn} the sequence of iterations defined in our theorem. Indeed, by inequality (2.3) and the
nonexpansivity of all the operators An , we obtain
∥xn+1 − Pn+1xn∥ ≤ ∥An+1Pn+1xn − An+1 PS xn∥ + ∥An+1 PS xn − PS xn∥
+∥PS xn − Pn+1xn∥ ≤ 2∥Pn+1xn − PS xn∥ + εn+1∥xn∥,
and inequality (2.1) yields
∥xn+1 − Pn+1xn∥ ≤ 2qn+1∥xn − PS xn∥ + εn+1∥xn∥. (2.6)
Since An PSz ∈ S for any z ∈ H and PS xn is the nearest point to xn in S, we obtain further
that
∥xn − PS xn∥ ≤ ∥xn − An PS xn−1∥
= ∥AnPn xn−1 − An PS xn−1∥ ≤ qn∥xn−1 − PS xn−1∥
and, proceeding by inverse induction, we arrive at the final estimate for the first summand on the
right-hand side of inequality (2.6):
∥xn − PS xn∥ ≤ qn · · · q1∥x0 − PS x0∥.
In order to estimate the second summand, we first observe that condition (2.3) implies that
An(0) = 0, so that ∥An x∥ ≤ ∥x∥ for each x ∈ H and any n = 1, 2, . . . . Consequently, ∥xn∥ ≤
∥x0∥ for all n. Inserting these estimates into (2.6), we obtain the desired inequality:
∥xn+1 − Pn+1xn∥ ≤ 2qn+1qn · · · q1∥x0 − PS x0∥ + εn+1∥x0∥ =: γn+1.
The summability of the sequence {γn} is ensured by condition (2.5) and the summability of the
sequence {εn}, and its convergence is uniform with respect to any bounded set of initial points
x0. Our assertion is now seen to follow from Proposition 2.5. 
It remains to remark that condition (2.2) and even the stronger condition (2.5) are fulfilled if
qi ≤ q < 1 for all i = 1, 2, . . . . This occurs, for instance, in the classical schemes, where all
Pi = P = PSm PSm−1 · · · PS1 and the product PnPn−1 · · ·P1 becomes the power Pn .
3. Projectively strictly contractive sets of subspaces
The infinite products
∞
i=1 AiPi considered in the present paper comprise two kinds of
operators: nonexpansive, possibly nonlinear operators Ai and finite products Pi of the basic
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projection operators PS1 , PS2 , . . . , PSm . Their roles in ensuring the convergence of the infinite
products are rather different. Indeed, all the properties of the operators Ai in the theorems of the
previous section only concern their relation to the intersection space S. They do not contribute
to the convergence of the infinite product, which is only a consequence of properties (2.1), (2.2)
and (2.5) of the projection operators. These properties will be investigated in this and the next
sections.
Definition 3.1. A p-tuple (S1, S2, . . . , Sp), where p ≥ 2, of closed linear (not necessarily
different) subspaces of a Hilbert space H is said to be projectively strictly contractive if the
corresponding product of projection operators P = PSp PSp−1 · · · PS1 satisfies the inequality
∥Px − PS x∥ ≤ q∥x − PS x∥ (3.1)
for some q < 1 and all x ∈ H ; here, as before, S stands for the intersection of all the subspaces
Si .
Theoretically, the problem of deciding whether a given set of subspaces is projectively strictly
contractive is now solved: in [6, Theorem 9.35] for the case of two subspaces and in [2, Theorem
5.19] for the general case. Combining these results, we obtain the following assertion.
Proposition 3.2. For the p-tuple of subspaces (S1, S2, . . . , Sp) to be projectively strictly
contractive, it is necessary and sufficient that the sum S⊥1 + S⊥2 + · · · + S⊥p be closed in the
space H.
Corollary 3.3. Any projectively strictly contractive tuple of subspaces remains such a tuple after
any finite number of repetitions and permutations.
Indeed, the permutations and repetitions do not change the sum of the subspaces in
Proposition 3.2. However, the factor q in (3.1) does not remain the same. Consequently, we can
immediately apply Proposition 3.2 to Theorems 2.1, 2.2 and 2.6 only if the projection operators
in the iterative process follow each other cyclically, namely, if all the products {Pi } are equal:
Pi = P = PSm PSm−1 · · · PS1 for every i = 1, 2, . . . (see the last paragraph of the previous
section). In this case the applicability of the theorems in Section 2 only depends on the properties
of the operators Ai .
In the general situation we should consider different products PSiN PSiN−1 · · · PSi1 with
arbitrary sets of indices {i1, i2, . . . , iN } = {1, 2, . . . ,m}. Particular estimates of the factor q for
several such products can be found, for example, in [6–8,1]. As a rule, they are rather specific,
depending on the detailed structure of the set under consideration. There is, however, a way,
proposed in [1], that yields a uniform estimate for all those finite products, which are obtained
from a given m-tuple of subspaces. The only parameter in this estimate is the number N of factors
in the product under consideration.
Definition 3.4. The number N of factors in the product PSiN PSiN−1 · · · PSi1 is called the length
of the product.
The authors of [1] investigated various characteristics of a given set of subspaces. Some of
them had been used before (e.g., in [18,2]), but the authors of [1] studied their interactions, with
mutual comparisons. We are only interested in one of these characteristics, which alone is stable
with respect to repetitions and permutations of the subspaces and leads to a uniform estimate
of the factor q in (3.1). It was introduced in [2] and more precisely defined in [1] under the
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name “inclination”. As before, we denote by ρ(x, S) the distance between a point x ∈ H and a
subspace S ⊂ H .
Definition 3.5. Let (S1, S2, . . . , Sp) be a p-tuple of closed subspaces of H with intersection
S ≠ H . The number
ℓ(S1, S2, . . . , Sp) := inf
x∉S
max
1≤ j≤p
ρ(x, S j )
ρ(x, S)
(3.2)
is called the inclination of (S1, S2, . . . , Sp). Obviously, 0 ≤ ℓ ≤ 1.
The existence of a positive infimum in (3.2) (without dealing with its exact value) was used
in [2] in the definition of the so-called “linear regularity” of a given p-tuple of subspaces,
which turned out to yield the convergence of the corresponding projection algorithm. In more
precise form this was shown in [1], namely, an estimate (3.1) with q < 1 exists if and only if
ℓ(S1, S2, . . . , Sp) > 0.
Definition 3.5 immediately implies the above mentioned stability of the inclination, that is,
ℓ = ℓ(S1, S2, . . . , Sm) = ℓ(Si1 , Si2 , . . . , SiN )
for any set of indices {i1, i2, . . . , iN } = {1, 2, . . . ,m}. It was this characteristic which was used
in [1] for stating the basic estimate of the rate of convergence of projection algorithms, while all
other estimates were obtained as consequences. In our notations this basic result means that
∥PSiN PSiN−1 · · · PSi1 x − PS x∥ ≤

1− ℓ
2
N 2
∥x − PS x∥. (3.3)
(See inequality (4.5) in [1, page 19]. The fact that this estimate is indeed independent of the
order and possible repetitions of the projections participating in the product is also confirmed
in [1, Remark 4.6, pages 21–22].)
The estimation, let alone the exact computation, of ℓ for a given tuple of subspaces is a
rather difficult problem. Fortunately, it has a precise solution for the case of two subspaces.
This solution requires the concept of angle between two given subspaces, which we define in
accordance with [12] (see also [19]).
Definition 3.6. Let S1 and S2 be two subspaces of H such that neither of them coincides with
S = S1 ∩ S2. The angle θ = θ(S1, S2) between these two subspaces is the number θ in the
interval [0, π/2] defined by
θ := inf{θ(x, y) : x ∈ S1 ∩ S⊥, y ∈ S2 ∩ S⊥},
where θ(x, y) is the standard angle between two vectors x, y in H . If one of the subspaces S1
and S2 does contain the other, then we set θ(S1, S2) := 0.
Theorem 3.7. Let θ be the angle between two subspaces S1 and S2, neither of which coincides
with S = S1 ∩ S2. Then ℓ(S1, S2) = sin θ2 .
Proof. We denote Pj = PS j , j = 1, 2. For an arbitrary given point x ∈ H , let u = x − PS x
and u j = Pj x − PS x, j = 1, 2. Since Pj x − PS x = (I − PS)Pj x , both vectors u1
and u2 are orthogonal to S, that is, u j ∈ S j ∩ S⊥, j = 1, 2. The definition of the angle
between subspaces immediately yields θ(u1, u2) ≥ θ . The “triangle inequality” for angles
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(see, e.g., [13, p. 151]) implies that θ(u1, u2) ≤ θ(u1, u) + θ(u, u2) and thus at least one of the
angles θ(u j , u) ≥ θ2 . Let now j relate to this angle. As shown above, u j = Pj (x − PS x) = Pj u,
hence x − Pj x = (u − u j ) ⊥ u j . Therefore ∥x − Pj x∥ = ∥u∥ sin θ(u j , u) ≥ ∥x − PS x∥ sin θ2 ,
which implies that max j=1,2 ρ(x, S j ) ≥ ρ(x, S) sin θ2 . Since x is an arbitrary point in H , it
follows that ℓ ≥ sin θ2 .
To prove the reverse inequality, let now an arbitrary number ε > 0 be given and let
a j ∈ S j , j = 1, 2, be two unit vectors orthogonal to S and such that θ(a1, a2) ≤ θ + ε.
Define x = 12 (a1 + a2), so that x ⊥ S and θ(x, a1) = 12θ(a1, a2) ≤ 12 (θ + ε). At the same
time, θ(x, a1) ≥ θ(x, P1x), because the angle between the vector x and its projection on S1 is
the minimal one among all angles θ(x, y), y ∈ S1. Thus θ(x, P1x) ≤ 12 (θ + ε) and
∥x − P1x∥ ≤ ∥x − PS x∥ sin θ + ε2 H⇒
ρ(x, S1)
ρ(x, S)
≤ sin θ + ε
2
.
In the same vein, the symmetry between a1 and a2 gives us an analogous inequality for the
subspace S2. Finally, taking the infimum over all x ∈ H , we obtain that ℓ ≤ sin θ+ε2 as well.
Since ε is arbitrary, this yields the required reverse inequality ℓ ≤ sin θ2 . 
Remark 3.8. Theorem 3.7 remains true even if θ = 0, giving ℓ = 0, so that the corresponding
inequality (3.3) becomes trivial. When one of the subspaces S1 and S2 contains the other, the
angle θ is zero too, but in this case ℓ(S1, S2) = 1 by definition. The corresponding estimate
(3.3) remains non-trivial, but becomes rather blunt, because, in fact, we have in this case
∥PS1 PS2 x − PS x∥ = 0 for any x ∈ H .
We are not aware of any way to compute ℓ(S1, S2, . . . , Sm) when m ≥ 3, even if we know all
the angles between any pair of subspaces Si and S j from the given m-tuple. There is, however, a
method for estimating the inclination if we know the angles between the subspaces Si and special
intersections of some other subspaces from the m-tuple. For this we need to use Theorem 5.11
in [2], which compares ℓ = ℓ(S1, S2, . . . , Sm) with
ℓ1 = ℓ(S1, S2), ℓ2 = ℓ(S1 ∩ S2, S3), . . . , ℓm−1 = ℓ(S1 ∩ S2 ∩ · · · ∩ Sm−1, Sm) (3.4)
and asserts that ℓ ≥ ℓ1ℓ2 · · · ℓm−1. Combining this assertion with Theorem 3.7 and inequality
(3.3), we obtain the following result.
Theorem 3.9. Let all the angles
θ1 = θ(S1, S2), θ2 = θ(S1 ∩ S2, S3), . . . , θm−1 = θ(S1 ∩ S2 ∩ · · · ∩ Sm−1, Sm)
be positive. Then
ℓ(S1, S2, . . . , Sm) ≥ sin θ12 sin
θ2
2
· · · sin θm−1
2
(3.5)
and
∥PSiN PSiN−1 · · · PSi1 x − PS x∥ ≤

1− 1
N 2
m−1
i=1
sin2
θi
2
1/2
∥x − PS x∥ (3.6)
for any set of indices {i1, i2, . . . , iN } = {1, 2, . . . ,m} and all x ∈ H.
Remark 3.10. The basic inequality ℓ ≥ ℓ1ℓ2 · · · ℓm−1 holds independently of the angles
θ1, . . . , θm−1. If some of these angles θi equal zero, the corresponding partial inclination ℓi from
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(3.4) is either 0 or 1 (see Remark 3.8). Consequently, estimate (3.5) either reduces to the trivial
form ℓ ≥ 0 or the corresponding sine in (3.5) has to be omitted.
We can make inequality (3.6) a little more transparent, by using the inequality sin θ2 ≥ 12 sin θ .
In this way we obtain
∥PSiN PSiN−1 · · · PSi1 x − PS x∥ ≤

1− 1
N 2 4m−1
m−1
i=1
sin2 θi
1/2
∥x − PS x∥. (3.7)
In this form we can compare our estimate with another one, obtained in [20] by direct geometric
methods. While the last inequality above gives for estimate (3.1) (with m = N ) the value
q =

1− 1
m2 4m−1
m−1
i=1
sin2 θi
1/2
,
inequality (3.7) from [20] gives the better value
q =

1− 1
4m−2
m−1
i=1
sin2 θi
1/2
.
The advantage of the last estimate is not universal, because it was only obtained for a given
order of projections and cannot be extended to other cases. On the other hand, estimate (3.6) (and,
consequently, (3.7)) is valid without change for any other product of these projections, that is,
for any order (and possible repetitions) of them, while its length enters in the estimate explicitly
as N 2 in the denominator.
There exists even a nicer formula for q in (3.1), given in Theorem 9.33 in [6], which does not
contain any factor in front of the product of sines. However, this formula relates to another set of
angles, namely, θk = θ(Sk, Sk+1 ∩ · · · Sm), k = 1, . . . ,m − 1, and also cannot be extended to
other products.
4. Convergence of some special infinite products
In this section we proceed to investigate the convergence of the products
Π =
∞
i=1
AiPi x, (4.1)
where each Pi is a finite product of the projections PS1 , PS2 , . . . , PSm in any order and amount
(that is, with possible repetitions) and each Ai is a nonexpansive (possibly nonlinear) operator.
Our main tools are Theorems 2.1, 2.2 and 2.6. We always assume that the subspace S =
S1 ∩ · · · ∩ Sm is invariant under each Ai . In addition, we also assume those properties of
Ai which constitute part of the hypotheses of the theorems we apply. The new results in this
section are devoted to specific conditions, which guarantee that the given m-tuple of subspaces
(S1, S2, . . . , Sm) is projectively strictly contractive and the factors qi corresponding to the
products Pi satisfy either inequality (2.2) (for Theorems 2.1 and 2.2) or inequality (2.5) (for
Theorem 2.6). To state these inequalities, we use estimate (3.3) in two slightly different cases:
when the inclination ℓ is only known to be positive and when this inclination satisfies some
stronger estimate from below (like (3.5) in Section 3).
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Any product Pi participating in (4.1) is called a fragment of the product Π . A fragment will
be called full if it contains at least once each projection PS j , j = 1, . . . ,m, and minimal if this
fragment cannot be shortened at its beginning and/or at its end without the loss of fullness. For
example, when m = 3, the fragments P1 and P2, defined at the beginning of Section 2, are full,
but not minimal: the fragment P1 can be shortened by deleting PS3 PS1 from the beginning and
the fragment P2 can be shortened by deleting PS2 either from the beginning or from the end (but
not from both). When m = 4, the fragment P = PS1 PS2 PS3 PS2 PS3 PS4 is both full and minimal.
We remark in passing that no inner projection operator may, in general, be detached from a full
fragment, because this action would divide the remaining part of such a fragment into two pieces
which may no longer be full when taken separately.
Generally speaking, the form (4.1) of the infinite product is not initially specified when one
is given an infinite product consisting of orthogonal projections PS j and nonexpansive operators
A j . In order to obtain the desired form (4.1), we are only allowed to join individual operators
into suitable groups by using the associative property of operator products. Needless to say, the
product of all adjacent operators A j may be regarded as one nonexpansive operator, but the
grouping of projection operators so that the resulting fragments are both full and minimal may
be more intricate.
Definition 4.1. An infinite product of operators, presented in the form (4.1), is called properly
organized if each one of the fragments Pi is both full and minimal.
Both properties of fragments, required in this definition, are important for obtaining
convergence of the iterative process. The fullness was stressed from the very beginning of
Section 2, while the minimality optimizes inequality (3.3), which explicitly contains the fragment
length N .
Another useful property is the independence of the subspaces S j in the m-tuple, which means
that the subspace S can only be obtained as the intersection of all the subspaces S1, . . . , Sm .
Without this property, the length of any fragment is not really minimal even if the fragment itself
is. It is, of course, desirable to exclude excessive subspaces, but it might be difficult to recognize
them; this is why we do not include the independence of subspaces as a necessary condition in
our assertions below.
When a fragment Pi is not minimal, the excessive projections at its beginning and at its end
should be separated as new fragments (if they are full) or as additional nonexpansive operators
Ai (if they are not). In what follows we always assume that such a minimization of all fragments
has been achieved.
In connection with inequalities (2.2) and (2.5), we now formulate two simple lemmata
regarding the factors qi . Recall that 0 < qi ≤ 1 for all i .
Lemma 4.2. For property (2.2) to hold, it is necessary and sufficient that
∞
n=1
(1− qn) = ∞.
For instance, it is enough to assume that qn ≤ 1− c/n for some c > 0 and almost all n.
This is a classical statement (see, e.g., [11, Section 250]).
Lemma 4.3. For property (2.5) to hold, it is sufficient that there exists a number r > 1 such that
qn ≤ n − rn for almost all n. (4.2)
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Proof. Set an = q1q2 · · · qn . Then inequality (2.5) means that the series ∞n=1 an converges.
According to Raabe’s test (see, e.g., [11, Section 240]), the convergence of this series is ensured
by the inequality n

1− anan−1

≥ r > 1 for some r and almost all n. Since an/an−1 = qn , this
inequality coincides with n(1− qn) ≥ r , which is equivalent to (4.2). 
From now on we always assume that (4.1), the infinite product under consideration, is already
properly organized. If the inclination ℓ = ℓ(S1, . . . , Sm) is determined, then, for any fragment
Pi , estimate (3.3) implies that
∥Pi x − PS x∥ ≤ qi∥x − PS x∥ with qi =

1− ℓ
2
N 2i
(4.3)
where Ni stands for the length of the fragment Pi , i = 1, 2, . . . .
Theorem 4.4. Let ℓ = ℓ(S1, . . . , Sm) > 0. Suppose that ∞i=1(1/N 2i ) = ∞ and let the
subspace S be invariant under each one of the given nonexpansive operators Ai , i = 1, 2, . . . .
Then, for any initial point x0 ∈ H, the sequence of iterations xn = ni=1 AiPi x0 approaches S
uniformly over any bounded set of initial points x0.
If, in addition, all the elements of S are fixed points of each Ai , then the same sequence {xn}
strongly converges to the best approximation point PS x0, uniformly over any bounded set of
initial points x0.
Proof. Since the operators Ai satisfy all the hypotheses of either Theorem 2.1 or Theorem 2.2,
it remains to check condition (2.2) concerning the factors qi , defined by (4.3). Obviously, this is
equivalent to checking the same condition with all the factors qi replaced by q2i , and Lemma 4.2
requires for this that
∞
i=1(1−q2i ) = ∞. Substituting here the values of qi from (4.3), we obtain
the assumption imposed on the lengths Ni . 
Theorem 4.5. Let ℓ = ℓ(S1, . . . , Sm) > 0. Assume that lim supi→∞(Ni/
√
i) < ℓ/
√
2 and let
the sequence of nonexpansive operators {Ai : i = 1, 2, . . .} regularly approach the identity on S.
Then, for any initial point x0 ∈ H, the sequence of iterations {xn} from Theorem 4.4 converges
strongly to some point x∗ ∈ S depending on x0. Once again, this convergence is uniform over
any bounded set of initial points x0.
Proof. By the properties of the upper limit, there exists ε > 0 such that
Ni√
i
≤ ℓ√
2
(1− ε) for almost all i.
Setting r := 1/(1− ε)2 > 1, we obtain that, for the same i ,
N 2i
ℓ2
≤ i
2r
⇐⇒ q2i = 1−
ℓ2
N 2i
≤ 1− 2r
i
≤

1− r
i
2
.
The last inequality gives for qi exactly the same values as required in Lemma 4.3 and yields
property (2.5). Using the given properties of the operators Ai , i = 1, 2, . . . , we are able to apply
Theorem 2.6 and arrive at the asserted convergence of the iterations {xn}. 
Theorem 4.5 shows how important either the exact value or a good lower estimate of the
inclination ℓ may be (see, for example, inequality (3.5)). When only the positivity of ℓ is known,
the hypothesis of Theorem 4.5 concerning {Ni } should be replaced by the stronger assumption
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that limi→∞(Ni/
√
i) = 0. On the other hand, there are situations where the property ℓ > 0 can
be obtained rather simply, even automatically, and this could justify some loss of sharpness of
the hypotheses, as discussed above.
We say that a subspace S1 ⊂ H is finite dimensional with respect to the subspace S ⊂ H if
the space S1 ∩ S⊥ is finite dimensional. Note that any finite dimensional space in the usual sense
is such with respect to an arbitrary subspace, because S1∩S⊥ ⊂ S1. The converse is not true, and
this is the reason for introducing the new notion. It makes all relevant assertions more general.
Lemma 4.6. If an m-tuple (S1, S2, . . . , Sm) of closed subspaces with intersection S contains
at least one subspace S j which is finite dimensional with respect to S, then its inclination
ℓ = ℓ(S1, S2, . . . , Sm) is positive.
Proof. Since ℓ does not depend on the order of the subspaces in the m-tuple, we may rearrange
them so that S j becomes S1. Consequently, all the subspaces S1∩ S2, S1∩ S2∩ S3, . . . , S1∩ S2∩
· · ·∩Sm−1 also become finite dimensional with respect to S. Next, we use the following assertion
(see, for instance, [19]): if two subspaces U, V contain S, but do not contain one another, and
if the space U is finite dimensional with respect to S, then the angle θ(U, V ) is positive. Taking
each of the spaces S1, S1∩ S2, . . . , S1∩ S2∩· · ·∩ Sm−1 as U in this assertion, we obtain that any
partial inclination ℓi from (3.4) is positive (possibly, equal to 1—see Remark 3.8). Consequently,
ℓ(S1, S2, . . . , Sm) ≥ ℓ1ℓ2 · · · ℓm−1 > 0. 
Roughly speaking, this last lemma eliminates all problems with the inclination ℓ when the
m-tuple of subspaces (S1, S2, . . . , Sm) contains at least one subspace which is finite dimensional
with respect to the intersection S. In these cases the application of Theorems 4.4 and 4.5 is solely
conditioned by the properties of the operators Ai and the lengths Ni .
Corollary 4.7. Suppose that the m-tuple (S1, S2, . . . , Sm) of closed subspaces contains at least
one subspace which is finite dimensional with respect to the intersection S = ∩mj=1 S j and let
the space S (i) be invariant under all the nonexpansive operators Ai , or (ii) only consist of fixed
points of each Ai , or (iii) be such that the sequence of operators {Ai } regularly approaches the
identity on it. Let the iterations {xn} be defined as in Theorem 4.4.
Then the condition
∞
i=1(1/N 2i ) = ∞ in case (i) implies that ∥xn − PS xn∥ → 0 as n →∞
and in case (ii) is sufficient to guarantee the strong convergence of {xn} to the best approximation
PS x0. Finally, in case (iii), the condition N/
√
i → 0 as i →∞ ensures that the iterations {xn}
strongly converge to some point x∗ ∈ S, which may be different from PS x0. In all three cases, the
convergence is uniform with respect to any bounded set of initial points x0.
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