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ABSTRACT
ASSESSING ADAPTATION EQUIVALENCE IN CROSS-LINGUAL AND CROSS-
CULTURAL ASSESSMENT USING LINEAR STRUCTURAL EQUATIONS
MODELS
SEPTEMBER 2004
URIP PURWONO, DRS., PADJADJARAN UNIVERSITY, INDONESIA
M S., INDIANA UNIVERSITY BLOOMINGTON
M S., UNIVERSITY OF MASSACHUSETTS AMHERST
Ph D., UNIVERSITY OF MASSACHUSETTS AMHERST
Directed by: Professor H. Swaminathan
Making a test available in more than one language versions has become a
common practice in the fields of psychology and education. When comparisons of the
populations taking the parent and the adapted versions of the test are to be made,
the
equivalence of the constructs of the tests must be established. Structural equations
model (SEM) offers a unified approach for examining equivalences between the parent
and adapted language version of a test by examining the equivalence
of the constructs
measured by the two versions ofthe test While the procedures have
the potential for
yielding more direct information regarding whether the
original and adapted version of
an assessment instrument are equivalent, study
investigating the power and type-I error
rate of the procedures in the context of adaptation
equivalence is not yet available The
present study is an attempt to fill this void.
Three separate simulation studies were conducted
to evaluate the effectiveness
ofthe SEM approach for investigating test adaptation
equivalence. In the first study
the accuracy of the estimation procedure
was investigated. In the second study,
the
Vll
Type-1 error rate of the procedure in identifying invariance in the parameters across two
subgroups was investigated. In the third study, the power of the procedure in
identifying differences in mean (Kappa) and structural (Lambda) parameters across two
subgroups was investigated.
The results of the first study indicated that the Kappa and Lambda parameters
could be recovered with sufficient degree of accuracy with sample size in the order of
500. The Type I error rate for the Kappa and the lambda parameters were similar. With
a sample size larger than 500, the Type I error rate approached the nominal levels. The
power of the procedure in detecting differences increased with sample size and the
magnitude of the difference in the parameters between the subgroups. With the kappa
parameters, a sample of size 600 was required to detect a difference of .35
standardized
units with a probability of .75. With the Lambda parameters, a difference of .2 in
factor loading was detectable with a sample size of 300 with
probability of .9.
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CHAPTER 1
INTRODUCTION
1.1. Background
Adapting an assessment instrument from one language and culture for use in
others has been a common practice in the fields of psychology and education. Its
history dates back to the sixteenth century, when Voltaire and Quesnay advocated
adoption in France of the Chinese system of competitive written examinations as a
means of entry to into the public service. The system was later introduced as a reform
measure in 1791 (DuBois, 1970). The British followed the movement in the early part
of the nineteenth century when diplomats who were well acquainted with the Chinese
examination suggested that something similar be tried out in the United Kingdom
(DuBois, 1970). The events above set a precedent for transporting a system of
examinations from one culture to another.
The first attempt at translating an overall test to another language occurred in
1908 when Henry Goddard took the 1905 version of Binet’s instruments to be used in
the United States. For the purpose of trying out the instrument in the United
States,
Binet’s scale was translated from French to English (DuBois, 1970; Ellis,
1995). Since
that time, many American and British achievement and psychological
tests have been
adapted for use in many language and cultures (see Candell & Hulin, 1987, Ellis &
Mead, 2000; Hulin & Mayer, 1986). Hambleton (2002), for example, reports
that
Spielberger’s state-trait measure of anxiety and major individually
administered
Wechsler Intelligence Scale for Children have now
been adapted for use in more than
1
50 different languages. Also, the Minnesota Multiphasic Personality Inventory (MMPI)
has been widely adapted for use in multiple languages and cultures.
In the last decade, the need for adapting educational assessment instruments in
different languages has become even more apparent. For example, in the Third and
Fourth International and Mathematical Studies (TIMMS and TIMMS-R), achievement
tests and questionnaires were prepared in more than 30 languages (Hambleton & de
Jong, 2003). In the Organization for Economic Co-operation and Development’s
(OECD) Programme for International Student Assessment (PISA) project, 3 1 countries
developed 34 versions ofthe PISA 2000 assessment in 20 different languages (Grisay,
2003). In this regard, Hambleton and de Jong (2003) mentioned further that more than
40 countries are participating in the second cycle ofthe continuation of the OECD/PISA
project in 2003.
Making a test available in more than one language versions is also driven by the
increasing demand for “fair testing” and “accurate assessment” for members of various
sub-cultures. For example, in the US the “Improving America’s School Act” (IASA)
(US Congress, 1994b) and the “Goals 2000. Educate America Act (US Congress,
1994a) required that all children enrolled in public schools must be
held to high
standards and assessed accordingly with appropriate instrumentation.
These acts
require that all children be included in the assessments,
including limited English
proficient children (LEP). These LEP children were assessed
commonly through the
use of accommodations and modifications of the
measuring instruments or assessment
conditions, which include the use of measuring instruments
in the children s native
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language. As a result, a number of States now translate their measuring instruments to
one or more non-English languages on a routine basis (Stansfield, 2003).
The computer industry has provided further impetus for translating/adapting
assessment instrument into multiple languages by making their certification exams
available in multiple countries and languages (See for example Sired, Fitzgerald, and
Xing, 1998).
In response to this increasing demand to make assessment instruments available
in multiple languages, scholarly works pertaining to issues, methods, and procedures for
adapting tests into other languages have also been published. Prominent scholars in the
area of measurement and cross-cultural psychology have offered a “road map” and
guidelines to be followed in adapting assessment instruments (e g. Hambleton, 1994,
1996). Related problems and issues in adapting an assessment instrument to another
language and culture have also been identified. As a result, significant advances
have
been made in the area of test adaptation (See for example Hui & Triandis, 1985; Angoff
& Cook, 1988; Poortinga, 1995; Hambleton, 1994, 1996, 2002; Sireci, 1997; etc.).
These advances are also reflected in the addition of a new section
of the Standards for
Educational and Psychological Testing adopted by the American
Educational Research
Association, the American Psychological Association, and the
National Council on
Measurement in Education entitled “Testing individuals of
diverse linguistic
backgrounds”.
Despite significant advances in the area of test
adaptation, considerable work
remains to be done in the area. As pointed out by
Cook, Schmitt, and Brown (1999), a
number of challenging issues remain. One ofthe
central issues in test adaptation
3
concerns the equivalence of the adapted version and the source language version of the
assessment instrument. Establishing the equivalence between the original version and
the adapted version of a test is not a simple matter. While considerable research effort
has been expended in this area, more research is clearly warranted.
1.2. Reasons for Adapting Assessment Instruments
The need for adapting assessment instruments is basically motivated by two
different goals: (1) to make the assessment instrument available in the target language
culture and, (2) to cross-linguistically and cross-culturally compare or relate scores
obtained from the test. Each ofthese goals carries different methodological
implications. In the first case, if the purpose of adapting the test is to make available a
test in the target language/culture similar to the parent test available, then investigations
of the constructs being measured by the test may be conducted and the adapted version
of the test modified to suit the needs ofthe target culture. However, if the purpose of the
adaptation is to create a test in the target language for the purpose of carrying out
comparison studies between the two cultural groups, then studies of equivalence of the
two tests must be carried out. In this case the requirements are more
stringent.
Examining the methodological issues that are central to carrying out such
comparison
studies is the primary focus of this study.
When a comparison of the populations taking the parent and the adapted
versions of the test is the main reason for adapting an assessment
instrument, ensuring
the equivalence of the parent and the adapted version
ofthe assessment instrument
becomes critical (Hui & Triandis, 1985; Butcher & Garcia, 1978;
Geisinger, 1994).
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This notion is also confirmed by the new “Standards” (American Educational Research
Association, American Psychological Association, and National Council on
Measurement in Education, 1999) which states.
Standard 9,9 . When multiple language versions of a test are intended to
be comparable, test developers should report evidence of test
comparability.
The evidence of comparability
. . . may include but is not limited to evidence that the different language
versions measure equivalent or similar constructs, and that score reliability
and the validity of inferences from scores from the two versions are
comparable.
The above standard mandates that if an assessment instrument is adapted for the
purpose of comparing population that takes the parent and adapted version of the
instrument, the two versions of the test must
1 . measure the same construct;
2. have comparable score reliability;
3 have comparable validity for score inferences.
The standard, however, does not describe the nature ofthe evidence that must
be
provided nor the procedures that are necessary to establish the
equivalence.
13 Procedures for Investigating Adaptation Equivalence
Several different approaches have been proposed as
appropriate for investigating
the construct equivalence between the parent and adapted
version of an assessment
instrument. These procedures include regression
analysis (Angoff& Ford, 1973),
generalizability theory (Hulin, 1987), factor analysis
(Butcher & Garcia, 1978; Reise,
Widaman, and Pugh, 1993; Van der Vijver & Poortinga, 1991;
Poortinga, 1991;
5
Labouvie & Ruetsch, 1995), multidimensional scaling (Hui & Triandis, 1985; Sireci,
1997).
One of the approaches that have become popular recently is to adopt procedures
for identifying items that function differently across different groups. This class of
procedures, known as Differential Item Functioning (DIF) procedures, is appropriate in
the context of test adaptation studies because the basic question of the investigation of
item equivalence in test adaptation is parallel to the study of items that function
differentially across population in the DIF study.
Among the procedures available for examining DIF, the Mantel-Haenszel
(Holland and Thayer, 1988) and Logistic Regression (Swaminathan and Rogers, 1991)
procedures are observed score based procedures. These address the issue of construct
equivalence indirectly in the sense that if an item involves construct irrelevant
dimensions in subgroups, the item will be flagged as differentially functioning. Item
response theory approaches for examining DIF, on the other hand, postulate an
underlying dimension/construct that governs the observed response to the items. Items
that function differentially are identified by examining the relationship between the
observed response to the items and the underlying construct. In this sense, IRT
approach addresses the issue of construct equivalence directly.
Despite its promise, the currently available IRT based procedures are
only
applicable when the latent space of the items is unidimensional. When the items
measure more than one dimension, alternative procedures are
needed to establish
whether the two or more language versions of the overall test
are measuring the same
construct.
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Structural equations model approaches offer a unified approach for examining
adaptation equivalence (Reise, Widaman, & Pugh, 1993; Flowers, Raju, & Oshima,
2002). These procedures have the potential for yielding more direct information
regarding whether the original and adapted version of an assessment instrument are
equivalent by examining the equivalence of the constructs measured by the two versions
of the test. The structural equations model procedure is parallel to the item response
theory approach in that while the structural equations models assume linear
relationships between the observed responses and the underlying constructs, in item
response theory non-linear relationships are postulated between the observed responses
and the underlying construct. The structural modeling approach, however, offers greater
flexibility in terms of the models that are possible with respect to the investigation of
adaptation equivalence
1.4. Statement of the Problem
The fundamental question in test adaptation refers to whether the
translated/adapted versions of an assessment instrument are equivalent to its source
language version. This is particularly important if valid score comparisons
between the
groups that take the original version and the adapted versions of the
test is desired
(Standard 9.9)
Methods for investigating adaptation/translation equivalence of
tests can be
thought of as belonging to the class of procedures for
studying group differences
(Purwono, Swaminathan, Rogers, 1997). In this regard, the
question pertaining to
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translation/adaptation equivalence refers to whether two or more populations of
examinee perform differently on the two or more language versions of the test
This leads to the operational definition of adaptation/translation equivalence:
Adapted versions of a test are equivalent if examinees with the same
ability (or abilities) but who take different versions of the test have the
same response propensity distributions.
Within the framework of structural equations models, equivalence of the
adapted versions of the test obtains when the structural coefficients that relate the
responses on the items to the underlying construct (or constructs) are invariant across
examinee groups that take the different versions of the test. This assertion is consistent
with the conclusion reached by Reise, Widaman, and Pugh (1993) who after reviewing
relevance literature on test adaptation conclude that, “psychological
measurement are
on the same scale (i.e., comparable) when the empirical relations between
the trait
indicators (e.g., test items) and the trait of interest are invariant
across groups.
Several researchers have recommended the use of linear structural
model to
investigate instrument equivalence (Robie & Ryan, 1996; Reise, Widaman, &
Pugh,
1993, Little, 1997; Windle, Iwawaki, & Lemer, 1988). Most of
the studies utilized a
special case of the linear structural model, the
confirmatory factor analysis procedure
(CFA). The core of the procedure in assessing adaptation
equivalence rests in its
sequential assessment ofthe existence of“factorial
invariance” across different
population or groups as indicated by Joreskog and
Sorbom (1989).
While the invariance of structural coefficients
(i.e., factor loadings) establishes
that a test and its adapted version are
measuring the same trait, it does not indicate
that
the examinees taking the two versions of
the test are performing identically.
Thus,
examining the invariance of structural
coefficients linear structural models,
e g., factor
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analysis is necessary but not sufficient for determining if the adapted versions of the test
are equivalent. The mean of the latent variable (factor/construct) must also be
examined. This assertion has its parallel in item response theory where in order to
establish the equivalence of a test in two subgroups, the item discrimination parameters
(which correspond to structural coefficients) as well as difficulty parameters (which
correspond to the means) must be compared.
Recent advances in Linear Structural Modeling have make it possible to specify
a model that takes into account the means of the latent variables of interest. In the
context of cross-lingual assessment, this inclusion of the mean structures is necessary
for studying group differences on the latent variables and hence adaptation
equivalence.
Chan (2000) has recommended that in multi-group studies the mean
structure should be
taken into account. Flowers, Raju, and Oshima (2002) have incorporated
the mean
structure in establishing adaptation equivalence. Despite
these efforts, the performance
of linear structural models in examining adaptation
equivalence has not been
investigated systematically (Flowers, Raju, & Oshima, 2002).
1.5. Purpose ofthe Study
A review of the literature suggests that there is a dearth
of methodological
studies in the area of linear structural modes as they
apply to test adaptation. Of these
limited studies, most ofthem were conducted
on either real data or simulated data
based
on non-linear 1 item response models and
do not address the issues concerning
the
accuracy of parameter estimation, type-I
error rates, and power of the procedure
(see for
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example Floreck, 2002; Flowers, Raju, & Oshima, 2002). The study proposed here is
an attempt to fill this void.
Given this, the major purpose of this study is to examine the performance of
structural model in assessing instrument/adaptation equivalence. In particular, the
purpose of the study is to:
(a) examine the utility of the structural equation model approach for examining
adaptation equivalence when the mean structure is included in the model,
(b) examine the effect of sample size on the Type I error rate and power of the
statistical procedures for testing the hypothesis concerning adaptation
equivalence.
Given the growing practice of adapting assessment instrument in the US and in
other parts of the world, it does not seem to be too unreasonable to state that
methodological studies in the area of test adaptation will always be warranted. Given
the advances that have been made in the area of linear structural equations modeling
and its applicability to test adaptation studies, a secondary purpose of the study is to
further explicate the structural equations models approach for examining
adaptation
equivalence. The results ofthe study will contribute in further clarifying the
usefulness
of the linear structural model procedure in assessing equivalence of
adapted assessment
instruments
1.6. Organization of the Chapters
Following this introductory chapter. Chapter 2 contains
review of literature
related to test adaptation. In Chapter 3,
specification of the linear structural models
10
appropriate for investigating adaptation equivalence is presented. Following the
presentation of the models, the detail procedure for conducting the simulation study is
described. The results of the simulation study are presented in Chapter 4. Chapter 5
contains a summary of the findings of this study followed by recommendations and
direction or future studies.
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CHAPTER 2
REVIEW OF LITERATURE
This study investigates the uses of linear structural equations modeling (SEM) in
assessing adaptation equivalence. This chapter presents theoretical background and
procedures of adapting assessments instruments in the context of cross-lingual and
cross-cultural assessment. The first section of the chapter discusses central issues
associated with adapting assessment instrument for cross-lingual comparison purposes.
Included in this section are the distinction between translation, adaptation, and
transportability of assessment instrument. The section is then followed by discussion of
steps in adapting assessment instrument including, discussion of the definition of
constructs, and procedures for translating the language of an assessment instrument.
The last section will contain description of and discussion of empirical/ statistical
procedures for assessing equivalences between the parent and translated language
version of an assessment instrument.
2 .1. Definition of Test Adaptation
The term “Test Adaptation” and “Test Translation’ are often used
interchangeably. Linguistically, “to translate,” means to
give the meaning of something
said or written in another language. It consists of
replacing a written message in one
language (source language) with the same message in
another language (target
language). This definition suggests that “translation”
is mainly a linguistic effort and
inherently implies a strong adherence to the
original work. The word “adaptation”,
12
however, implies a less stringent requirement for preserving the original work but on
the other hand also refers to activities that go beyond linguistics effort.
Hambleton and Kanjee (1995) asserted, “ ... Test translation is usually only one
step in the process of preparing a test for use in a second language and culture” (p. 148).
This assertion suggests that “Test adaptation” refers to a broad range of activities
related to making a test available in a form other than its original form and must include
efforts to empirically investigate the equivalence between the various language forms of
the test. Stated simply, in “adapting a test” all the procedures necessary for ensuring the
appropriate use and interpretation of the test in the second language culture should be
followed.
It should be noted, however, that there are occasions when a test may not need
to be “translated” but may need to be “adapted”. This occurs when one brings a test to
another culture whose dominant language is the same as that in which the instrument
was developed. For example, if a researcher wanted to bring a test that has been
developed in the US to the UK, the test would not need to be “translated”, but the test
may need to be “adapted
”
Not every assessment instrument is transportable to another language or culture.
Transportability of an assessment instrument depends on whether the
constructs/traits
measured by the instrument is shared by the two language cultures.
Researchers in
cross-cultural psychology have been taking different position on the
issue of the co-
existence of construct across different cultures. Berry, Poortinga,
Segall, and Dasen
(1992), noted that researchers in cross-cultural
psychology can take position either as a
“relativists” or “universalists
.” The “relativists” orientation postulated that behavior
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could be understood only within the context of socio-cultural environment in which it
occurs. The “universalists” orientation, on the other hand, holds a position that there
are commonalties in the psychological functioning of human being everywhere. In this
orientation, cognitive processes such as deduction and induction are un-universal
Cross-cultural measurements of psychological functioning are, therefore, possible.
Researchers in the area of test adaptation are adopting the “universalists”
orientation either explicitly or implicitly for adapting/translating an assessment
instrument implied commonalities of construct measured by the instrument in two or
more language cultures. Berry, Poortinga, Segall, and Dasen (1992) adopted a position
ofwhat they called “moderate universalists,” which, in some sense a middle ground
between the two orientations mentioned above. While believing that some
psychological functioning are shared by human being everywhere, this position realizes
that human behavior is also a function of the socio-cultural environment where the
behavior exist. The consequences for adopting this “moderate universalists position
is
that it is always necessary to investigate the coexistence ofthe construct
being
measured by the test, including its behavioral manifestation, in the source
and target
language culture before every other effort of adapting the test
begin.
2.2. Investigation of the Construct in the Target Language
Culture
The argument underlying the importance of investigating
the construct in the
second language culture stemmed from the notion that
cultural factors affect behavior in
many ways. This in turn implies that behavior cannot
be measured or analyzed
independently of culture. In this regard. Arid (1972)
stated, “every test is developed
14
and validated within a specific cultural framework. Even the so-called ‘culture free’
and ‘culture fair’ test reflect cultural differences” (p.20). Concerning test adaptation,
the author went further by stating that cultural context should always be considered in
developing or adapting instruments from other cultures. Furthermore, Sternberg (1988)
argued that before an attempt to adapt a test begun one would always need to
investigate the construct or trait measured by the test. This effort is critical to ensure
that inferences drawn from the scores of the adapted test will be as valid as inferences
drawn from the scores ofthe original test.
A construct represents an abstract variable derived from observation or from
theory. MacCorquodale and Meehl (1948) uttered that traits i.e. “anxiety”,
“regnancies”, or “biophysical traits” as well as most theoretical variables in
psychoanalytic theory, are constructs (p. 104), particularly of the hypothetical one. They
function as an explanatory means for a set ofbehaviors, processes, or entities. More
recently, Benson (1998) asserted that constructs are represented by both theoretical
domain and their corresponding empirical domain. The theoretical domain
representation of a construct is a product that evolves from the scientific theory
surrounding the trait, articulated either from previous research or from one’s own
observation. Its empirical domain comprises a specific set of observed variables that is
used to measure the construct and contains all the potential observed
variables with
descriptions ofhow those observed variables could be measured (Benson, 1998, p. 12)
In regard to this distinction between the theoretical and empirical
domain of a
construct, investigation ofthe co-existence of a construct can be
operationalized into the
following set of questions:
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1. Does the constructs/traits measured by the test in its original language exist
in the target language culture?
2. Ifthe constructs/traits exist in the second language culture, do they comprise
the same behavioral indicators as they did in the original language culture?
3. Do responses to the same set of questions in the test reflect the same
constructs/traits as they did in the original language culture?
The first and second question can be approached from two different directions.
To answer the questions concerning the theoretical and empirical domain representation
ofthe construct, investigation can be carried out by:
1 . Studying the scientific theories surrounding the trait of interest as it applied
in the target language culture
2. Studying reported research and observations related to the trait of interest,
particularly those that were conducted cross-culturally
The final determination to whether the trait measured by the adapted test exists
in the target language culture is a judgmental one. Thorough consideration, however, is
needed since this has a direct effect on the construct validity of the adapted test.
The third question relates directly to the assessment ofthe construct/trait in the
target language culture using instrument or test that originally was developed for use
in
another language culture, which is the primary focus of this study. A test is basically a
set of instrumental stimulus presented to an individual to elicit a
certain set of
responses. From this perspective, the constructs or traits measured by any
test can be
seen as the variable operating within the organism that reflected
in the individual s
responses to the items in the test. This notion is consistent
with the assertion of
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Cronbach and Meehl (1955) that a construct is an “attribute of people, assumed to be
reflected in test performance” (p. 283). Provided that the construct/trait of interest
exists with same meaning in the target language culture, the next critical question in
regard to test adaptation, then, is whether the a set of questions developed in one culture
would elicit a set of responses that reflects the same hypothetical constructs in the
second language culture. This question is critical if the original items are to be used in
the second language version ofthe test.
As mentioned earlier, constructs are represented by theoretical domain and their
corresponding empirical domain. While the theoretical domain consist of hypotheses
concerning the construct/trait of interest, the empirical domain of a construct/trait
reflects its theoretical domain and operationalizes the construct (Benson, 1998).
Considering that human behavior is also a function of the socio-cultural environment,
the problem associated with test adaptation is that construct/trait that has the same
theoretical domain in the two language cultures may have different empirical domains.
Constructs that exist in one culture may not necessarily exist or possess the same
empirical domain in another culture. It is conceivable, therefore, that the same
stimulus, in the form of a set of test questions, may elicit responses associated
with
different variables, hence, reflecting different hypothetical
constructs. Otar (1972) gave
a good example concerning these issues. The question, ‘Do you
usually enter into
conversation with fellow passengers on a bus?’ is meant, in the
original instrument, to
reveal tendency to establish contact with and to stimulate
people The ‘establishing of
contact’ constitutes an element in the introversion-extroversion
continuum, and the
above questions are intended to differentiate in that
area In culture where addressing a
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stranger on a bus is regarded as offensive, however, the answer would relate rather to
behavior connected with the aggression-submission continuum (p. 1 12). Again, this
example suggests that careful review to each of the item in the test from the perspective
of the target language culture need to be performed prior to translating the language of
the test.
2.3. Translation
Translating the language of an assessment instrument into the target language
culture is critical in adapting an assessment instrument because results of the remaining
efforts will depend on the result of this step. It has been said elsewhere that translating
the language is not merely replacing each word in the sentence by its available word
bearing the same meaning in the second language. In this regard, some general
principles of text translation are also applied in translating a test for they have to avoid
the same problems, loss of meaning for the cause that lies on a continuum between
over-translation (increased detail) and under-translation (increased generality). This
assertion is particularly true in the situation when the test involves considerable amount
of reading or text materials.
The International Tests Commission (Hambleton, 1994) has published
“Guidelines for Adapting Educational and Psychological Test: A progress Report that
listed 22 guidelines for adapting educational and psychological
tests. Two of the 22
guidelines are primarily addressed to ensure an appropriate
linguistic translation, which
are guideline D1 and D2.
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2.4. Translation Design
The two most popular designs for translating the language of a test are forward
translation and backward translation. The forward translation involves a translator
linguistically translate the test to the target language. Independent translators, then,
judge the fidelity ofthe translation and identify translated items that need revision The
main problem with this design is that both translator and judges may be more proficient
in one language than the other. Having a group of translators and judges instead of
using only one translator and one judge can minimize this problem. Another way of
enhancing the fidelity of translation is by having an immediate feedback from
monolingual candidates taking the target language version of the test. Hambleton and
Kanjee (1995) suggested asking speakers of the target language to answer the
experimental form ofthe test in the target language and then have judges questioning
them concerning the meaning of their responses. The judges would decide if the
subjects’ responses reflect a reasonable representation of the items in terms of cultural
and linguistic understanding. Another possibility is to employ “thinking aloud”
methods that commonly used in psychological research to obtain feedback concerning
the translation.
The forward translation design, however, has an advantage over the back
translation design in that the judgments are made directly by comparing the source
and
target language version of the test.
The back translation design involves translating back the
translated version of
the test to the source language without looking at the
original. Comparison, then, is
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made between the original version and the ‘back translated version’ of the test.
Geisinger (1994) suggests that the review can be accomplished individually, in group
meeting, or combination of the two. He believes that the most effective strategy would
be the combination of individual and group work, that is to first have the individuals
review the items and react in writing and then to have the individuals share their
comments with one another and to reconcile any differences in opinion and make any
necessary changes.
The back translation design, by far, is the best-known and most popular
translation design. It has been used successfully in many cross-cultural studies. The
design is also appealing to researchers because it provides them the opportunity to judge
the original and ‘back translated’ versions of the test giving them a direct involvement
in the translation processes.
The problem with the back translation design is that the translated version of the
test is never really examined. In addition, bilinguals who back translated the test may
use their own guess concerning the grammar and vocabulary based on their
experience
on the source language of the test. Furthermore, proficient bilinguals may make
good
guessing so that the flaws in the translated version of the test may never
be identified.
“Decentering” is sometimes also used in translating the test. The procedure
involves modifying both language versions ofthe tests in order
to achieve equivalence
after translation. However, this approach, which involves revising
the original test, is
only possible when the original and translated tests are developed
at the same time.
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2.5. Linking Design
The ultimate goal in adapting an assessment instrument for cross lingual and
cross-cultural comparison purposes is to produce a second language version of the
instrument that is equivalence to its parent language version. Two issues are critical
pertaining to the empirical procedures for ensuring this equivalence. (1) the linking
design, and (2) statistical procedures employed in the analysis ofthe data. While the
linking design chosen is dependent on the characteristics of the respondents and on the
version ofthe translated instrument, the statistical procedures selected are dependent on
the nature of the variables ofthe study. In the next section a brief description of the
linking design is presented. The statistical procedure for investigating equivalence
between the parent and the adapted version of the test will be presented in the last
section of this chapter.
Linking two language versions of an assessment instrument so that appropriate
psychometric analyses could be perform further would require either the same items are
taken by different examinees or the same examinees are taking different language
versions of the test. The three common designs commonly used in test adaptation
studies are the monolingual, bilingual, and matched group design.
2.5.1. Monolingual Group Design
The “Monolingual Group Design” requires that two or more language
versions
of the assessment instrument under study, which are the source and
the adapted
language versions ofthe instrument, be administered separately.
The speakers of the
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source language take the source language version off the instrument while the speakers
of the target language version take the target language version of the instrument.
The main problem with the “Monolingual Group Design” is that it does not
fulfill the requirement of ‘the same examinees taking different language versions of the
assessment instrument’. Only the source language examinees take the source language
versions of the instruments, and vice versa. The problem is that the two groups of
examinee represent samples from different populations and may not be equivalent.
The common solution to remedy this problem is by using anchor items.
However, one cannot use anchor items within the context of cross-language testing
because the items are usually not available. Sireci (1997) proposed the use of non-
verbal items as anchor items. The problem with this approach is that the non-verbal
anchor item may come from a different universe of items, thus measuring different
constructs/traits.
2.5.2. Bilingual Group Design
The “Bilingual Group Design” requires bilingual examinees take the source and
target language version of the assessment instrument with an assumption that the
bilingual group is equally proficient in both languages. With this assumption the
translated and original items then can be directly evaluated for equivalencies
using
appropriate statistical procedures.
While the “Bilingual Group Design” seems to fulfill the requirement
of “the
same examinees taking different language versions of the
instrument”, thus providing
an opportunity to control for the difference in the
examinees characteristics, the design
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is actually based on an untenable assumption that all the bilinguals are equally
proficient in both language. In practice, it is very difficult to find a bilingual group that
is equally proficient in both the source language and the target language. The second
problem with the “Bilingual Group Design” is that bilingual group may not represent
the population of either the target language examinees or the source language
examinees in regard to the construct/trait being measured. Hulin (1987) provided
empirical evidence showing that bilingual group might not be a representative sample of
population other than the bilingual group population. In conducting analysis of
translation equivalence of the Spanish version of the job satisfaction scale, he found
different results when he analyzed set of responses obtained from bilinguals and from
two monolingual groups. When bilinguals’ responses were analyzed using the
generalizability theory or item response theory frameworks, only three out of 72 items
appeared to have been poorly translated. However, when using response data set
obtained from two independent samples of monolingual, 21 out of the 70 items were
flagged for poor translation. This difference suggests that responses from bilinguals
may introduce different set of problems that may invalidate generalizations to
population other than the bilingual population (Hulin, 1987, p.122).
2.5.3. Matched Group Design
The idea ofthe “Matched Group Design” is to control for group differences
by
matching examinees on criterion that are relevant to the trait being
measured. While the
goal is to overcome the problems encountered in the monolingual
and bilingual group
designs, a suitable criterion measure for matching the
examinees may not be readily
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available. The problem with choosing a suitable matching criterion makes the
“Matched Group Design” difficult to implement in test adaptation studies
2.6. Statistical Procedure for Investigating Equivalence
As mentioned in Chapter 1, the operational definition for adaptation/translation
equivalence used in this document is, adapted versions of a test are equivalent if
examinees with the same ability (or abilities') but who take different versions of the test
have the same response propensity distributions.
Within an IRT framework for dichotomous item responses, the above definition
corresponds to the accepted notion that an item does not function differentially if the
probability of a correct response is the same for examinees who have the same ability
but who belong to different groups (Hambleton, Swaminathan, & Rogers, 1991). Thus,
item equivalence obtains if the probability of a correct response is the same across
examinees (at a given ability level) that take different versions of the test. However, if a
linear model, rather than a non-linear model, is assumed to describe the relationship
between the response to an item and the underlying abilities or constructs, then item
equivalence or the equality of response propensity distributions obtains when the
structural coefficients that relate the responses on the items to the underlying construct
(or constructs) are invariant across examinee groups that take the different versions
of
the test.
The procedures for investigating adaptation/translation equivalence of
tests can
thus be thought of as belonging to the class of procedures for
studying group
differences. Well-known group comparison procedures based on
the linear model, i.e..
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regression analysis, ofwhich the analysis of variance and analysis of covariance sire
special cases, while appropriate for studying group differences in some special
situations, are not totally satisfactory. The untenable assumption that the scores on the
outcome variables as well as the scores on the conditioning variable are perfectly
reliable has to be made when using the linear model procedure. Procedures that take
into account the unreliability ofthe response variable and/or the conditioning variable
require either a linear structural model specification or a non-linear structural model
(i.e., IRT model) specification. Thus, the group comparison procedures differ, in a
fundamental manner, depending on the nature ofthe outcome or the dependent
variables. When the outcome variable is continuous and observed, linear regression
analysis procedures are applicable; when the outcome or dependent variable is
continuous and unobserved, a structural equation model must be formulated and the
groups compared on the unobservable latent variables
A further classification of the conditional procedures for studying group
differences is based on whether the response variables are discrete or continuous.
Procedures appropriate when the outcome measures are continuous are not appropriate
when the response variables are discrete. The relationship between a discrete
response
variable and a “predictor” or “conditioning” variable is invariably
nonlinear and hence
linear procedures cannot be used in such cases. For example,
when the groups are
compared with respect to their performance on an item in the
test which is scored
dichotomously the non-linearity in the relationship between
the observed score on the
item and the underlying trait(s) or construct(s) induced
by the dichotomous scoring
must be taken into account. The same considerations
apply when the scoring is
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polytomous, either on a nominal, unordered, scale or on an ordinal scale. Nominal
response model based procedures are appropriate when the groups are compared with
respect to not only the correct response but also with respect to the options chosen by
the students. Ordinal scoring is appropriate in situations when “partial knowledge” of
the students is assessed. Performance tests typically employ ordinal scoring. In all these
cases, the relationship between the observed response and the latent independent
variable(s) is nonlinear. Thus, the continuous/discrete classification of the response
variable has important implications for the procedure chosen for the analysis of data.
In summary, the procedures for assessing group differences differ with respect
to the nature of the response variables and the nature of the conditioning variables.
Scores on the response variable (test scores) can be either discrete or continuous
in
nature. The “conditioning” variable, on the other hand, can be observed or unobserved.
This classification results in a taxonomy of procedures for assessing
group differences,
either at the test score level, sub-score level, or at the item level.
2.6.1. Procedures for Studying Adaptation Equivalence when t
he Response Variables
Discrete
An item in a test may be scored discretely, either dichotomously
or
polytomously. The procedures for studying the functioning
of an item in two or more
groups when it is scored dichotomously have received
considerable attention in the DIF
literature. In this case. Item Response Theory
(IRT) procedures (Lord, 1980;
Hambleton & Swaminathan, 1985), chi-square based procedures
including the Mantel-
Haenszel (MH) procedure (Holland & Thayer, 1988), log-linear
model based
procedures (Me.lenberg, 1982), the Logistic
Regression (LR) procedure (Swaminathan
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& Rogers, 1990), and Simultaneous Bias (SIB) Test procedure (Shealy & Stout, 1991)
have been studied extensively.
Differential Item Functioning in the case of polytomous data has received less
attention. Nevertheless, IRT based procedures, the Mantel procedure (Zwick, 1993),
log-linear model procedure (Green, Crone, & Folk, 1989), and Logistic Regression
procedures (Rogers & Swaminathan, 1993) are available for studying DIF in the case of
polytomous data.
Comparisons of groups within the IRT framework can be achieved in several
ways. Lord (1980) proposed procedures for comparing discrimination and difficulty
parameters in two groups. Hambleton & Swaminathan (1985) extended the procedure
for examining the difference between two groups on all three parameters (“a”, “b”, and
“c” parameters). Rudner, Getson, and Knight (1980) and Linn, Levine, Hasting, and
Wardrop (1981) provided an alternate procedure for comparing group performance
within the IRT framework. They suggested that the area between the item characteristic
curves of the two groups be used to assess DIF. While these authors evaluated the area
between the ICCs numerically, Raju (1988) obtained analytical expressions for the area.
Linn and Hamisch (1981) suggested a yet another approach for assessing DIF based
upon a comparison of the fit if ofthe IRT models in the two groups.
While IRT based procedures are theoretically the soundest procedures for
assessing DIF, they suffer from one practical drawback. Large samples
are required for
accurate estimation of parameters (Swaminathan & Gifford, 1986). To overcome the
sample size requirement, the Mantel-Haenszel (Holland & Thayer, 1988), contingency
table, i.e., chi-square type procedures (Scheuneman, 1979; Camilli, 1979),
and the
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Simultaneous Item Bias (SIB) procedure (Shealy & Stout, 1991) were proposed. The
application of these procedures, particularly the Mantel-Haenszel and the SIB
procedures, has been studied extensively (Swaminathan & Rogers, 1990; Donoghue &
Allen, 1993; Rogers & Swaminathan, 1993; Clauser, Mazor, & Hambleton, 1994;
Uttaro & Millsap, 1994; Narayanan & Swaminathan, 1994). These studies have shown
that the Mantel-Haenszel and the SIB procedures are powerful in detecting uniform
DIF.
The problem with the Mantel-Haenszel procedure is that it does not utilize all
information available in the data. Total score is regarded as a nominal variable on
which to block examinees. Another problem is that the MH procedure is not designed
to detect non-uniform DIF. Several studies have shown that the MH procedure has
relatively low power for detecting nonuniform DIF (Swaminathan & Rogers, 1990;
Rogers & Swaminathan, 1993; Uttaro, 1994). To overcome these limitations,
Swaminathan and Rogers (1990) introduced the logistic regression procedure for
assessing DIF. The advantages of the logistic regression procedure over the Mantel-
Haenszel and SIB procedure are that it is possible to compare several groups
simultaneously and also to include several conditioning variables in assessing
DIF. The
procedure is easily implemented with existing statistical software.
Camilli and Shepard
(1994), for instance, gave an example of an SPSS set up
in examining DIF using
logistic regression. A problem that arises with the logistic regression procedure
(and
with the Mantel-Haenszel and the SIB procedures) is that
it exhibits large Type I error
rates when the ability distributions of the groups under
study differ considerably and
also when the model does not fit the data (as when
guessing occurs).
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2.6.2. Procedures for Studying Adaptation Equivalence when the Response Variable is
Continuous
When the outcome variable is continuous and observed , the linear model
procedure can be utilized to determine group differences. This condition, for example,
occurs in the case where investigator considers test/testlet scores or scores on bundled
items as the dependent variable. The simplest analytical procedure in such situations is
the General Linear Model based procedures such as Analysis of Variance (where no
conditioning variable is used or when the conditioning variable is discrete) or
ANCOVA (where the conditioning variable is continuous).
In early development ofDIF detection procedures, Cleary and Hilton (1968)
proposed an Analysis of Variance procedure for examining DIF. In this procedure, the
p-value of the item was used as a dependent variable and all the items were examined
simultaneously by considering the items as levels of a repeated factor. Simple as this
procedure is, it suffers from a very serious flaw - since no conditioning variable was
used, i.e., the examinees were not matched on ability, any observed group difference
may be the result of impact and not DIF. Improvements offered by Angoff (1982)
do
not alleviate this problem. These basic difficulties prompted Camilli and
Shepard
(1994) to declare that ANOVA based procedures is inappropriate for the assessment
of
DIF.
Despite the criticisms to ANOVA based procedures by Camilli and Shepard
(1994), General Linear Model approaches are
appropriate for the assessment ofDIF.
The important point to note is that the examinees in the
various groups must be matched
on ability or such a variable must be used as a
concomitant variable for the assessment
of DIF In this case, the GLM procedure corresponds to the
Mantel-Haenszel procedure
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when the matching variable is discrete (except that a Group X Matching variable can be
modeled to assess non-uniform DEF) or the Logistic regression Procedure when the
matching variable is continuous. A possible strategy in this case is: (a) combine
discretely scored items to form item bundles - such item bundles or testlets result in
continuous response variables; (b) use the total score on the test as the conditioning
variable. This procedure can be extended to assess DEF in multiple groups and to
include multiple intemal/extemal conditioning variables. When external conditioning
variables are used, multivariate version of the GLM procedure (i.e., MANCOVA) can
be employed to assess DEF. It should be noted that when the total score is used as a
conditioning variable, a multivariate analysis should not be conducted because of the
linear dependence between the item bundle scores and the total score). Further
refinements such as a two-stage purification procedure may be entertained.
As mentioned earlier, the major drawback ofthe GLM/MANCOVA procedure
to investigate adaptation equivalence is that testlet/item bundle scores are not perfectly
reliable. Procedures that take into measurement error in the response and the
conditioning variable are clearly more appropriate.
2.7. Structural Equations Modeling based approaches: Confirmatory Factor Analysi
s
The linear structural equation model approach (Joreskog, 1969, Bentler, 1980)
takes into account the reliability of test scores through a
measurement model that
specifies the relationship between observable variables and the
unobservable latent
traits. The structural model consists oftwo components: a
measurement component and
a structural component. The structural component
specifies the relationships among the
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latent variables. If xiand £ are vectors of latent variables, the structural model specifies
the linear relationship between them, i.e.,
Brj = T%+g
where B and T are regression coefficients, and C, is the error component with zero mean
and variance-covariance matrix VF. Since r\ and £, are not observed, the measurement
models are specified to relate the unobservable latent variables r\ and £, to observed
variables y and x.
The measurement models are given as
y = Ayrj + £
and
jc = AJ; + 5
These two-measurement components correspond to factor analysis models. Thus the
factor analysis model can be viewed as a special case ofthe linear structural equations
models.
The factor analysis model
x = AX% + S
where x is the set of observed variables and £, is the set of factors or constructs that has
been the main stay of adaptation equivalence studies. In this framework, factor analysis
models are postulated for the groups taking the original and the adapted versions
of the
test and compared to assess the equivalence of the constructs measured by
the tests.
Reise, Widaman, and Pugh (1993) investigated the application ofthe factor
model for testing the equivalence of psychological measurements
across two groups and
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compared it to the Item Response Theory (IRT) based procedure. These authors
collected data on 540 undergraduates attending the university of Minnesota as one
sample and 598 undergraduates attending the University of Nanjing Normal in China as
another sample and compared the constructs measured by a negative affect measure
(NA5) in the two groups. The authors concluded that that the factor analysis based
procedure was more advanced, simpler, and more users friendly than those developed
for IRT.
Robie and Ryan (1996) utilized the factor model to investigate the structural
equivalence of a measure of cross-cultural adjustment in two different cultures.
Participants of the study include 155 international students studying at a Midwestern
American university and 153 American expatriate managers on assignments in either
Taiwan or Belgium. While the finding indicated that the hypothesized factor structure
was invariant across the two cultures, the study itself further confirms the utility of the
method to examine cross-cultural equivalence of an assessment instrument.
Utilizing an extended model of mean and covariance structure analysis (MACS)
described by Sorbom (Sorbom, 1974) to investigate Differential Item Functioning (DIF)
of the Kirton Adaption-Innovation Inventory, Chan (2000) demonstrated that the factor
analysis approach can be used to detect uniform and non-uniform DIF. The author
analyzed item response data form 773 civil service employees in Singapore to
examine
DIF across gender, managerial and non-managerial group, and random groups.
A methodological study of measurement equivalence was initiated by Flowers,
Raju, and Oshima (2002). These authors examined the utility of a
model based on SEM
with and without the mean structures and compared this
approach to the IRT approach
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by carrying out a simulation study with five replications. The simulated data
represented a unidimensional 20-item test and was generated based on a graded
response model with five categories of scoring (Samejima, 1969).
In comparing the two approaches, the authors simulated both uniform and non-
uniform DIF by adding either positive or negative constant of .5 and 1 .0 to the a and b
parameters. Both two and four DIF item were simulated using a single sample size of
1000 .
Based on the finding ofthe study, the authors indicated that the IRT method was
superior to the SEM approach. The SEM procedure without mean structure included in
the model was reported to be sensitive only to the difference in the a-parameter. When
the mean structure was included in the model, the SEM approach was reported as
sensitive to the difference in the b-parameter but was fail in identifying differences in
the a-parameter only. The author concluded that when mean structure was included in
the model both the SEM and IRT approach was sensitive in identifying items that had
differences and b-parameter. However, they were not as sensitive in identifying DIF
items that had differences in the a-parameter only. Furthermore, the SEM approach was
found to have an unacceptable type-1 error rate.
While the study reported above provided important information, it was earned
out in a limited simulated condition of only one sample size and a small number of
replications. Further investigation ofthe utility of the SEM approach with varying
sample size and more replications are clearly warranted.
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CHAPTER 3
MODELS AND PROCEDURES
The purpose ofthe study is to investigate the applicability of linear structural
models in assessing equivalence of a translated and source language versions of a test
The study is carried out by (1) formulating a structural equations model that specifies
the variables and the interrelationships among the variables involved in a test adaptation
equivalence study, (2) investigating the accuracy of the estimation of the parameters in
the specified model, and (3) investigating Type-I error rate and the power for testing the
hypothesis of invariance of structural coefficients, i.e., translation equivalence. The
study is carried out using simulated data. The model under study is described in the
first section of this chapter. The design and details ofthe simulation study are described
in the remaining sections of the chapter
3.1. Structural Equations Models
In order to assess the equivalence of a translated and source language versions
of a test using structural equations model, it is assumed that the items in the two (or
multiple) versions of the source test measure the same set of constructs. Ideally, in
order to assess adaptation equivalence, the source test and the adapted version of the
test should be administered to one group of examinees. For example, if a test in
English
is translated into another language, the two tests should be administered to a group of
bilingual examinees. Straightforward as this may seem, as pointed out earlier, this
design has problems. Hambleton (1999), Sireci (1997) have pointed out
bilingual
examinees may possess characteristics/attributes that are different form the
population
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of examinees for whom the adapted version of the test is targeted. The alternative is to
administer the two versions of the test to two randomly equivalent groups of examinees
and examine the invariance of the structural coefficients in the two populations in order
to establish adaptation equivalence. This is the design that has been investigated by
such researchers as Flower, Raju, and Oshima (2002).
As indicated in the previous chapter, these authors examined the utility of a
model based on SEM with the mean structures and compared this approach with the
IRT approach. They used a sample of 1000 simulated item response data with five
replications. They found that that the IRT method was superior to the SEM approach.
However, the study was limited to one sample size and only five replications were
carried out.
The purpose of the present study was to examine in detail the utility ofthe SEM
approach with a mean structure for assessing adaptation equivalence. In particular, the
accuracy of parameter estimation in SEM, Type-I error rate, and the power for testing
the hypothesis of invariance of structural coefficients, i.e., translation equivalence will
be investigated. It will be assumed for the purpose of this investigation that two
versions of a test are administered to two groups of examinees.
Within the framework of structural equation modeling, adaptation equivalence
can be assessed by fitting separate measurement models to multiple samples of
data and
testing the hypotheses that the path coefficients are equal across
sample groups. The
central concern of test adaptation equivalence translates to whether
or not components
of the measurement model are invariant across different
populations (Reise, Widaman,
& Pugh, 1993; Robie & Ryan, 1996).
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3.1.1 The Model
The basic model for studying adaptation equivalence is the factor analysis
model:
x=A£+8
where X is the vector of observed variables, £ is the vector of unobservable
underlying latent variables or constructs, A x is the matrix of structural coefficients (i.e.,
factor loadings) and S is the vector of errors. This model is a special case of the linear
structural model involving only x and £ variables. The basic path diagram of the model
involving one latent variable and four observed variables is depicted in the following
Figure 3.1.
5
8
5
5
Figure 3.1. Basic Measurement Model
The factor analysis model given above gives rise to the
covariance structure,
£ = AxOAX'+Qs
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where E is the variance covariance matrix of the observed variables, Ax is the matrix of
factor loadings, O is the variance - covariance matrix of and 0§ is the diagonal
matrix of the variances of 8.
The sequence of testing adaptation equivalence using this model follows the
steps established by Joreskog and Sorbom (1989) of testing factorial invariance in
several populations. The steps are:
A. Test the hypothesis that the overall variance-covariance matrices across groups
are equal. Acceptance of this hypothesis implies that the populations have the
same covariance structure. The factor structure of the populations can be
assessed by analyzing the pooled variance-covariance matrix. If this hypothesis
is rejected, then we proceed to the next step.
B. Test the hypothesis that specified measurement model holds across the
populations. This step establishes that the specified measurement model, i.e.,
the factor model, holds in the populations. In particular, this step establishes
that specific factor analysis model holds in the populations and that the number
of factors is the same across the populations. Acceptance of this hypothesis is
necessary for establishing the equivalence ofthe versions of the test and we
proceed to the next step. If this hypothesis is rejected, then either the factor
analysis model does not hold across the populations or the number of factors is
not the same across groups. In either case, it is not meaningful to
proceed
further. We have to conclude that the original test and the adapted tests are not
equivalent in the populations.
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C. Assuming B, test the hypothesis that in the constrained model, the factor
loadings are identical across groups. This is a critical step where the hypothesis
that the factor loading matrices are invariant across the populations is tested If
this hypothesis is not rejected, then we can conclude that the tests are measuring
the same constructs and hence equivalent in this sense. For strict equivalence,
the factor loadings as well as the error variances must be equal in the
populations. This requirement is analogous to the requirement of parallel tests in
classical test theory. If the true scores are equal, but the error variances are not,
then the tests are not parallel but tau-equivalent.
D. Assuming C, test the hypothesis that the error variances are equal across groups.
If this hypothesis is not rejected, we can conclude that a strict form of
equivalence holds and that the different versions of the test are equivalent.
This sequence of tests is designed to determine if the versions of the test are
equivalent in the two groups with respect to the constructs and error variances. Often it
may be sufficient to stop the sequential testing procedure at Step C (factorial
invariance! if Step B is confirmed. When factorial invariance does not exist, additional
tests are warranted to identify the constructs on which the groups differ.
3. 1.1.1. Model with Mean Structures
In analysis of single sample it is a common practice to exclude the mean
structures from the models because the mean values of latent variables and
intercept
terms in the equation are not usually the primary focus of the analysis.
However, in the
case of multi sample analysis, where the focus of the analysis is to
compare groups.
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such parameters can be of a considerable interest. Some researchers (e g. Little, 1997,
Chan, 2000) argue that, in multigroup analysis, which is the focus of the present study,
mean structures must be examined.
The invariance of the factor loadings (Ax) across groups alone does not give the
complete picture. The means on the two language versions of the test also has to be
taken into consideration. As mentioned earlier, this is analogous to testing of the
equality of difficulty (“b”) and discriminant (“a”) parameters to determine if two ICCs
are identical across groups.
Extending the linear structural model by including the mean structures will
result in the inclusion of one additional parameter. The equation defining the extended
model is:
x = t
x
+A
x4 + S
where Tx is a vector of intercept term.
Flowers, Raju, & Oshima (2002) evaluated the performance of the model given
above by simulating a unidimensional 20-item test. The data were generated for both
focal and reference groups and the results were compared to those of the IRT based
procedure. The results of the study suggest that the model successfully identified non-
equivalence items with differences in difficulty. The model also successfully
identified
uniform as well as non-uniform DIF The study however, used only one
sample size of
1000 examinees with five replications. In addition, these authors simulated
one latent
dimension or one factor for the purpose ofthe comparing the
procedure with the IRT
procedure. Clearly, evaluation of the model on various different
sample sizes and larger
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number of replications is warranted to establish the accuracy of estimation and to
evaluate the type I error rate and power.
The primary focus of the Flowers et al. (2002) study was to compare the SEM
approach to an IRT procedure. Given this, it was necessary to restrict the number of
factors/dimensions simulated to one. A major strength of the SEM approach is that it is
capable of examining the equivalence of tests that have several latent dimensions It is
therefore important that the performance of the SEM approach be investigated when the
tests measure more than one latent dimension.
3.2. Details of Simulation Study
To evaluate the performance ofthe linear structural model in identifying
measurement invariance across different language version of an assessment instrument,
a simulation study was conducted. Specifically the study was aimed at investigating:
1 . The accuracy ofthe estimation of the model parameters in the structural
equations models
2. Type I error rates and power in testing hypotheses of equivalence.
The data for the study were simulated based on the model depicted in Figure 3.1
albeit with more than one factor and with the inclusion of the mean structure. In
generating the data the number of latent variables/constructs was set at four and
each of
these latent variables was defined with four observed variables.
Thus, 16 observed
variables with four latent variables were modeled in each group
with Ax having a
simple structure. The matrix of the Ax (simple structure) was as follows,
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* o o o"
X 0 0 0
X 0 0 0
X 0 0 00*000*000*000*00
0 0*0
0 0*0
0 0*0
0 0*0
0 0 0 *
0 0 0 *
0 0 0 *
0 0 0 *
Figure 3.2. The Matrix ofthe Ax
Since the purpose of the study was to examine to SEM based procedure for
multidimensional data, more than one factor was necessary. Four factors were chosen so
that the performance of the SEM procedure could be evaluated with a reasonable
number of dimensions given the computer intensive nature of the study
The following steps describe the data generation procedure:
1 . The matrices Ax and 08 are specified.
2. The matrix O is specified and decomposed using the Cholesky
decomposition as <1> = T T
7
.
3 A vector z of independent standard normal variates is generated.
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4. The vector of scores £ for each individual is obtained as £, = Tz. This
transformation ensures that the vector x has mean vector 0 and variance
covariance matrix O.
5. A vector of standard normal variates u is generated
6. The vector of errors 6 = 0g12 u is obtained.
7. The observed vector of scores x is generated as x = Ax £, + 5.
8. Finally, a vecor of means is added to the vector x.
Equivalence scenario and Non-equivalence scenario are simulated in the present
study by setting the parameters (Ax) to be either equal or unequal across two groups.
For these scenarios, data for the simulation study were generated as described above.
For the equivalence scenario, the lambda values was set to be ranging from .15
to .94 to represent the condition of “strong”, “moderate”, and “weak” factor loading
(FL) in respect to each sample sizes. Norman & Streiner (1994) suggested to use an
alternative formula of minimum FL = 5.152/[SQRT(N-2)] to determine “minimum
loadings” when sample size is 100 or more. Applying his formula, the minimum
loadings correspond to the sample sizes used in this study would range from .16 to .52.
To incorporate condition beyond the minimum, larger factor loadings were also
considered in the study. In term of matrix of the Ax the value was simulated as follows:
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.94
.87
.79
.69
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
.83
.67
.50
.31
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
.93
.85
.74
.63
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
.79
.55
.34
.15
Figure 3.3. Simulated Value of the Matrix of the Ax
Seven different sample sizes were considered: 100, 200, 300, 400, 500, 800 and
1000. These numbers represent very small, small, moderate, and large sample sizes
reflecting samples sizes of a study for adapting an assessment instrument. While a
sample size of 100 is small, such a sample size was included partly because samples as
small as this are used in adaptation equivalence studies especially with bilingual sample
of subjects. Another reason for including small sample sizes is to test the limits of
acceptability of the statistical estimation and inferential procedures. One thousand
replications of each condition were carried out to determine the stability of the
results.
For the non-equivalence scenario, some of the elements of the Ax and K matrix were set
to be unequal across samples. In the first part of the study for
the non-equivalence
scenario, the lambda parameters were simulated to differ by .1 to
.4 across the two
43
groups: (1) For Lambda (1,1), the factor loading of the first variable on the first latent
variables, the parameter was set to differ by . 1 across the two groups, (2) For Lambda
(5,2), the factor loading of the fifth variables on the second latent variable, the
parameter was set to differ by .2 across the two groups; (3) For Lambda (9,3), the
factor loading of the ninth variables on the third latent variable, the paramater was set to
differ by .3 across the two groups; (4) For Lambda (13,4), the factor loading of the
thirteenth variables on the fourth latent variables, the paramater was set to differ by .4
across the two groups. These magnitudes of lambda differences were chosen based on
the range of the mean square of error found in Study 1 . In addition, this range in the
size of the difference values will provide information regarding the ability of the
procedure to detect differences of the order simulated, i.e., power, without adding
another factor, which would reflect the magnitude of the differences, to the design.
Adding another factor would increase the complexity of the simulation study. Varying
the magnitude of differences by distributing these differences across the factor loadings
provides the necessary information and at the same time reduces the number of factors
in the design.
In the second part of the study ofthe non-equivalence scenario, a constant of .05
to .5 were added to the observed variable to introduce differences in Kappa 1 of the
focal group while keeping the lambda parameters equal across the groups.
These
magnitudes ofKappa differences were chosen based on the range of the mean
square of
error found in Study 1
.
Overall, three different studies were carried out to
investigate the effectiveness
of structural equation model with mean structure in identifying
measurement
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invariance. The first study was aimed at determining the accuracy with which
parameters in structural equations models are estimated. In particular, the effect of
sample size on the accuracy of parameter estimation in the structural model was
examined. In the second study, the type-1 error rate of the procedure under various
sample sizes was examined. The third study examined the power of the procedure in
identifying measurement invariance under the six different sample sizes mentioned
earlier.
In the present study, the parameters were estimated using maximum likelihood
Under this procedure, the standard errors were computed by the computer program
LISREL 8 under normal theory (Joreskog and Sorbom, 1996). Step C described earlier,
was carried out by comparing the parameters individually using Wald’s method by
computing the statistic
_
An — A,2
*
~ pEn )2HSEl2 )2
where A,y is the estimate of the ith factor loading in Group j and SEij is the standard
error ofthe estimate of the corresponding parameter. The statistic z is asymptotically
normally distributed and hence the hypothesis of the equality of the factor
loadings can
be tested.
In summary each of the simulation studies were performed as
follow,
1 . Generate observed data to fit the specified model and
conditions with
N=n
2. Fit a structural linear model with mean structure to
the two data and
estimate the Kappa and Lambda parameters simultaneously
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3. In study one, compare each Kappa and Lambda estimate in the two
groups to the true value employing Mean Square of Error (MSE),
Variance, and Bias as criterions
4. In study two and three, compare the Kappa and Lambda estimate in the
two groups and tests the difference against the null hypothesis that each
value was equal to zero
5. Replicate the above steps a 1000 times
6. Repeat all the above steps for various different sample sizes.
A more detail description on how each study was carried out is reported in
Chapter 4.
3.3. Criteria for Evaluation
In evaluating the accuracy of estimation, the criteria used are (1) the mean
squared difference (MSD) between the estimate and true value, (2) the variance (VAR)
of the estimates over replication (VAR), and (3) the bias (BIAS) in the estimate as
defined as the difference between true value and the mean of the estimates over
replication. It can be shown that, over replications,
where,
r =
h ~
t
I
rk=1 k=\
number of replications
the parameter estimate for replication k
the mean of parameter estimates over r replications
46
t = the true parameter
Or,
MSD = BIAS2 + VAR
The above expression provides a decomposition of the error in estimation in
terms of the usual quantities, variance of the estimates and bias. Ideally, the bias should
be zero, in which case the inaccuracy in estimation is attributable totally to the sampling
variance. Rather than reporting MSD and Variance, Root Mean Squared Difference
(RMSD), and Standard Deviation, and Bias are reported since these are more readily
interpreted.
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CHAPTER 4
RESULTS
A structural equations modeling approach that includes the mean structure was
presented in the previous chapters for assessing adaptation or measurement equivalence
between the source test and the adapted version of the test. Three studies were
conducted to evaluate the effectiveness of the SEM approach. In the first study the
accuracy ofthe estimation procedure was investigated. Results of this study are
reported in the first section of this chapter. Second, the Type-1 error rate of the
procedure in identifying invariance in the parameters across two subgroups was
investigated. The results of this study are presented in the second section of this
chapter. Results of the investigation of the power ofthe procedure in identifying
differences in mean (Kappa) and structural (Lambda) parameters across two subgroups
are provided in the last section of the chapter.
4.1. Study 1 : Accuracy of Estimation and Its Relationship to Sample Size
In Study 1, the accuracy of estimation ofthe parameters with different sample
sizes was investigated. Data were generated to fit a linear structural model with 4 latent
variables, each measured by 4 observed variables. Initially, a very large data set with
n= 100,000 was generated based on the model specified above by specifying the values
of the Lambda-X parameters (ranging from .1 to .9.) The data were first analyzed
using LISREL and the obtained estimate of the parameters was used as a true value for
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the subsequent simulations. This procedure ensures that the true parameters and the
estimated parameters were on the same scale.
In this study, sample sizes were set to at 100, 200, 300, 400, 500, 800, and 1000
for group 1 and group 2. The observed variables (x) were generated to be normally
distributed with Means= 0 and SD=1
. One thousand replications were carried out for
each sample size. The study was carried out in the following steps:
1 Generate data to fit the specified model (see Chapter 3) and conditions
with N=n
2. Generate data for the second group by setting all the Kappa and Lambda
parameters equal to those in the first group
3 . Fit a structural model with mean structure to the two data sets and
estimate the Kappa and Lambda parameters simultaneously
4. Compare each Kappa and Lambda estimate in the two groups to the true
value employing Mean Square ofError (MSE), Variance, and Bias as
criteria
5. Replicate the above steps a 1000 times
6. Repeat all the above steps for n=100, 200, 300, 400, 500, 800 and 1000.
4 .1.1. Mean Square of Error
As mentioned in Chapter 3, one ofthe criteria employed in evaluating the
accuracy of the estimation of the parameters is the Mean Square of Error (MSE). The
MSE is a measure of the average squared difference between the estimate and the true
value. If the MSE is zero, the parameter estimate agrees precisely with the true value.
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Large values for the MSE indicate large differences between the estimate and the true
value. For descriptive purposes the Root Mean Square Error (RMSE) is reported in this
study. The RMSE is simply the square root of the MSE. While the MSE can be
decomposed into two components. Squared Bias of estimates, and Variance of
estimates, it is not on the same scale as the estimates and parameters. The Root Mean
Square Error on the other hand is on the same scale as the estimates and hence more
easily interpreted.
Figure 4. 1 and Figure 4.2 show the plot of the RMSE of the Kappa and Lambda
parameters. Table A1 to Table A6 in Appendix A provide detailed description ofthe
results.
The Root Mean Square Error (RMSE) of the estimates of all the parameters is
reported in Table A1 and Table A2 while Table A3 and Table A4 present the bias of the
estimation ofthe Kappa and Lambda parameters for each sample sizes. Table A5 to
Table A6 show the SD of the estimate of all the Kappa and Lambda parameters for each
sample size.
The trend in the RMSE is encouraging. As sample size increases the RMSE of
estimates decreases. This pattern indicates that the parameters in the model were
more
accurately estimated as the sample size increases. The pattern observed above
was
consistent across all Kappa and Lambda parameters.
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Figure 4. 1 . Plot ofRMSE the Estimate of the Kappa Parameters in Group 1
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Figure 4.2. Plot ofRMSE the Estimate of the Kappa Parameters in Group 2
51
While, in general, the RMSE decreases as sample size increases, Figure 4. 1 and
Figure 4.2 above show a decreasing slope in the plots with an “elbow” or a “scree” at
sample size of 200. There is a sharp decrease in RMSE from a sample size of 100 to
sample size of 200. As the sample size increases beyond 200, the decrease in RMSE is
almost linear with another elbow at sample size 800. Beyond this sample size the
decrease in RMSE is modest.
This result suggests that there is a considerable improvement in accuracy, from
.1 1 to .07, approximately 35%, when the sample size increases from 100 to 200.
However, the RMSE at sample size of 200 is still large at .07; a sample of 400 to 500
may needed to estimate the Kappa parameters with some degree of accuracy.
An examination of Figure 4.3 and Figure 4.4 reveals that the pattern of
decreasing RMS with sample size was also true for the Lambda parameters. Moreover,
it appears the Kappa and the Lambda parameters may be estimated with similar degree
of accuracy at a sample size of approximately 500. It should be noted that the two sets
of parameters are on different scales, and hence a direct comparison of the RMSE may
not be appropriate.
As mentioned earlier, different sizes of factor loadings were simulated in the
study. To determine if the size of the factor loadings (lambda parameters) and the
sample size had an effect on the error in estimation, an analysis of variance was carried
out with RMSE of the estimates of the Lambda parameters as dependent variable. In
performing the analysis, the factor loading was further grouped into three categories.
Factor loading of .6 or higher was considered as “high”, .4 or less was
considered as
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low
,
and otherwise as “moderate”. The results of the analysis of variance are
reported in Table 4.1.
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Figure 4.3. Plot ofRMSE the Estimate ofLambda Parameters in Group 1
Table 4. 1 shows that both the size of the factor loading and sample size (n) have
a significant effect on the RMSE of the estimate of the Lambda parameter. However,
the estimate of effect size shows that the real difference due to factor loading was very
small, suggesting that the size of the factor loading had a negligible effect on the
RMSE. These results are depicted graphically in Figure 4.5.
As shown in Figure 4.5 the accuracy of the estimation of Lambda parameter was
relatively the same when the factor loading was either “high” or “small” This
accuracy
slightly decreases when the factor loading was “moderate” tor sample size less
than
300.
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Figure 4.4. Plot ofRMSE the Estimate ofLambda Parameters in Group 2
Table 4. 1 . Analysis of Variance of the RMSE ofLambda Estimate
Source
Sum of
Squares df
Mean
Square F Sig.
Partial Eta
Squared
Corrected
Model
Intercept
sample size- n
Loading
n * Loading
Error
.202(a)
.677
.134
.012
.005
.258
20
1
6
2
12
203
.010
.677
.022
.006
.000
.001
7.961
533.487
17.554
4.831
.350
.000
.000
.000
.009
.978
.440
.724
.342
.045
.020
Total 1.403 224
Corrected
Total
.460 223
a R Squared = .440 (Adjusted R Squared = .384)
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Figure 4.5. Plot ofRMSE the Estimate ofLambda Parameters
4.1.2. Bias
The second criterion used to assess the accuracy of estimation of the parameters
was Bias, defined as the difference between the mean value of the estimate and the
true
value. Needless to say, if the bias is zero, then the estimate is unbiased
The results pertaining to the bias in the estimation for the Kappa and Lambda
parameters are presented in Tables A3 and A4 in the Appendix for the various
sample
sizes. As shown in the tables, the bias for KAPPA estimates were very
small ranging
from 0 to .0067 with means of0.0027, 0.0017, 0.0008,
0.0014, 0.0014, 0.0012, 0.0012
for sample size 100, 200, 300, 400, 500, 800, and 1000
respectively. These results
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suggested that even with sample size as small as 100 the Kappa estimates obtained
under the model under study were unbiased estimate of the true value
The small bias in the estimates of Kappa parameters was observed with the
Lambda parameters. Even though the largest bias was .061 as obtained in one out of 32
of the Lambda estimates, the means of the bias of the Lambda estimates, 0.0085,
0.0047, 0.0033, 0.0022, 0.0017, 0.0011, 0.0010 for sample size 100, 200, 300, 400, 500,
800, and 1000 respectively, were within the same ranges as the Kappa estimates.
Figure 4.6 to Figure 4.9 shows the plot of these biases against the seven sample sizes
investigated in the study.
Kappa 1
Kappa 2
Kappa 3
Kappa 4
Figure 4.6. Plot of Bias of Kappa Parameters in Group 1
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Figure 4.7. Plot of Bias ofKappa Parameters in Group 2
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Figure 4.8. Plot of Bias ofLambda Parameters in Group 1
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Figure 4.9. Plot of Bias ofLambda Parameters in Group 2
4.1.3. Variance
The third criterion utilized in the study in examining the accuracy of the
estimation was the variance of the estimates that describes the sampling variability of
the estimates. For ease of interpretation, the Standard Deviation (SD) is reported in the
following section.
The results of the investigation of the SD of the estimates of the Kappa and the
Lambda parameters are provided in Table A5 and Table A6 in Appendix A. As
shown
in the tables, the SD of the KAPPA estimates were in the range of .0324 to
.1273 with
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means of .1 138, .0785, .0637, .0556, .05, .0396, and .0349 for sample size 100, 200,
300, 400, 500, 800, and 1000 respectively. As with RMSE, the largest decrease in SD
occurred when sample size increased from 100 to 200; the SD of all of the KAPPA
estimates dropped from being above . 1 to below . 1
.
Similar results were also observed with the Lambda parameters. With a few
exceptions (4 out of a total of 32 Lambda parameters) all the SD were below
.
1 when
sample size were 200 or larger. The following Figure 4.1.10 to Figure 4.1.13 show the
relationship between SD of the Kappa and Lambda parameter estimates and sample
size.
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Figure 4. 10. Plot of SD of the Estimate ofKappa Parameters in Group 1
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Figure 4. 13. Plot of SD of the Estimate of Lambda Parameters in Group 2
The above figures reveal that the trend in SD mirrors that of RMSE. Given the
Bias was small with both Kappa and Lambda parameters, the large RMSE was the
result of the variability of the estimates. Clearly, the variability, and hence the RMSE,
decreased as sample size increased. It appears from the figures and the tables that a
sample size around 500 is needed to produce stable and accurate estimates.
4.2. Study 2: Tvpe-I Error Rate
In Study 2, the Type-1 error rate of the procedure was examined. As in Study 1,
data were generated to fit a linear structural model with four latent variables, each of
which is measured by four observed variables. All the parameters in the two groups
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were set to be equal. Thus, differences observed in the two groups were the result of
sampling fluctuations and not true differences.
Sample sizes were set to be 100, 200, 300, 400, 500, 800 and 1000 in each
group. In summary, the study was carried out according to the following steps:
1. Generate observed data of with a sample size of n (= 100, 200, 300,
400,500, 600, 700, 800, 1000) based on the above specified model and
conditions
2. Generate the data for the second group by setting all the Kappa and
Lambda parameters equal to those in the first group
3 . Fit linear structural models with mean structure to the two data sets and
estimate the parameters simultaneously
4. Compare each Kappa and Lambda in the two groups by taking the
difference ofthe value of each ofthe estimates in the two groups and
compute the test statistic to test the null hypothesis that the parameters
are equal.
5. Repeat the above steps a 1000 times
6. Out of 1 000 replication, count the number of significant differences
observed for each parameter
7. Repeat all the above steps for N=100, 200, 300, 400, 500, 800 and 1000
The hypotheses tested in step four were.
Ho: LX(Group 1 ) - LX(group2) = 0
Hi : LX(Group 1 ) - LX(group2) * 0
and
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Ho : K(Group 1 ) - K(group2) = 0
Hi : K(Group 1 ) - K(group2) ^ 0
The result of Study 2 is reported in Table 4.2.1 and Table 4.2.2.
Table 4.2. Type- 1 Error Rate ofKappa
Sample Size
K 100 200 300 400 500 800 1000
Kappa 1 4.6 6.2 5.9 6.5 5.1 2.3 7.3
Kappa2 7.8 5.3 4.2 4.4 6.4 4.4 3.4
Kappa3 5.4 5 4 6 4.4 2.4 6.4
Kappa4 6.6 5.2 5.5 6.1 6.8 7.4 3.5
Note: Numbers are in percent
As indicated in Table 4.2, the Type-1 error rate in identifying differences across
the Kappa parameters ranged from 2.3% to 7.8% across the seven sample sizes. An
Analysis of Variance was carried out to determine if sample size has a significant effect
on the Type I error rate. Result of this analysis, as presented in Table 4.3, indicated
that, overall, sample sizes did not have an impact on the Kappa type-1 error rate (F6, is
=
.60; p = .60). It should be noted that only four observations were
available for each
sample size level. Although the small sample size resulted in low power (Observed
Power= .25), the effect size estimate was small (R
2
=
.19) suggesting that; overall,
sample size did not have an impact on the type-1 error rate ofthe procedure in
identifying differences in the Kappa parameters.
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Table 4.3. Anova Table of Factor Affecting Type-1 Error Rate of Kappa Estimate
Type III
Sum of Mean Observed
Source Squares df Square F Sig. Poweifa)
Corrected
Model 10.247(b) 6 1.708 .801 .580 .247
Intercept 787.580 1 787.580 369.323 .000 1.000
N 10.247 6 1.708 .801 .580 .247
Error 44.783 21 2.133
Total 842.610 28
Corrected
Total
55.030 27
a Computed using alpha = .05
b R Squared = . 186 (Adjusted R Squared = -.046)
The Type-1 error rates for the lambda parameters are presented in Table 4.4
The Type-1 error rate of identifying differences in the Lambda parameter ranged
between 2.1% to 10%.
Table 4.4. Type-1 Error Rate of the Estimate ofLambda Parameter
Sample Size
X 100 200 300 400 500 800 1000
0.15 4.1 4.2 6.4 6.2 6.9 6.4 4.3
0.31 5.1 5.2 5 5 5.5 3.2 4.7
0.34 8 6 5.7 5.8 5.2 4.8 4.8
0.5 6.8 5.4 5.9 6.5 5.6 4.1 6.4
0.55 7.9 7.5 7.6 7.4 5.9 6.3 5.1
0.63 5.4 5.3 6.3 4.7 5 6 3.8
0.67 7.2 6 5.5 6.2 5.5 4 5.8
0.69 5.8 4.3 5.4 5.2 3.8 6.1 3.2
0.74 3.9 4.5 5.7 4.5 4.4 5.5 3.5
0.79 5.7 5.4 4.8 5.7 3.7 5.2 3.3
0.79 6.3 6.1 5.1 4.9 4.9 4.3 5
0.83 9.1 5.4 5.4 5.5 6.7 4.1
3.2
0.85 5.6 4.8 3.7 5.2 3.3 3.9
2.1
0.87 5.7 4.4 4.1 4.1 4.4 4.6
2.9
0.93 4.6 4.6 4.3 3.8 4.7 3.7
4
0.94 4.9 3.1 4 4.4 5.5 2.6
10
Note: Numbers are in percent
64
Subsequent analysis was performed to investigate the relationship between
sample size and the size of the factor loading to the rate of type-1 error rate. As in the
earlier analysis, the factor loading was categorized into three levels. Factor loading of
.6 or higher was considered as “high,” .4 or less was considered as “low,” and otherwise
as “moderate.” An analysis of variance was performed with Type-1 error rate as the
dependent variable. The result was reported in the following Table 4.5 and Table 4.6.
Table 4.5. Anova Table of Factor Affecting Type-1 Error Rate
Source
Type III Sum
of Squares df Mean Square F Sig.
Corrected Model 53.456(b) 20 2.673 1.842 .027
Intercept 2073.335 1 2073.335 1428.909 .000
N 16.399 6 2.733 1.884 .092
Loading 25.740 2 12.870 8.870 .000
n * Loading 4.777 12 .398 .274 .992
Error 132.040 91 1.451
Total 3149.840 112
Corrected Total 185.497 111
a Computed using alpha = .05
b R Squared = .288 (Adjusted R Squared = .132)
Table 4.6. Observed Power and Effect Size of the Procedure
Source
Type III Sum
of Squares df
Partial Eta
Squared
Noncent.
Parameter
Observed
Power(a)
Corrected Model 53.456(b) 20 .288 36.841 .955
Intercept 2073.335 1 .940 1428.909 1.000
N 16.399 6 .110 11.302 .672
Loading 25.740 2 .163 17.740 .968
n * Loading 4.777 12 .035 3.292 .151
Error 132.040 91
Total 3149.840 112
Corrected Total 185.497 111
a Computed using alpha = .05
b R Squared = .288 (Adjusted R Squared = .132)
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Table 4.5 shows that while overall no significant difference attributed to
differences in sample sizes was found (F^i = 1 .88; p = .92), the magnitude factor
loading had a significant effect on the type-1 error rate (F2
,
9 i = 0.88; p = .00).
However, in term of effect size, the real differences seem to be small. The effect sizes
for sample size and factor loading were
.
1 1 and .16 respectively.
While the result of the analysis of variance suggests that sample size and
magnitude of factor loading have only a small effect on the rate of type-1 error in
identifying differences in the Lambda parameters, the following Figure 4.13 shows a
discernible pattern of type-1 error rate due to variation of sample size and factor
loading. There is an observable decrease in type-1 error rate from a sample size of 100
to sample size of 200 and from sample size below 800 to sample size of 800. As
before, lambda parameters with moderate values showed the highest Type I error rates
as sample size increased.
Loading
Smal
Moderate
High
Figure 4. 14 Plot of Type- 1 Error Rate of Estimating Lambda Differences
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4.3. Study 3: Power Analysis
In Study 3, the power of the procedure in detecting differences in Kappa and
Lambda parameters was examined. The study consisted of two parts. In the first part of
the study, all parameters were set to be equal except for Kappa 1 . In this case, adding a
constant to the first observed variables in the second group simulated the difference in
the Kappa parameters. In the second part of the study, four Lambda parameters in the
second group were simulated to be different from the first group by altering their
coefficients to differ from . 1 to .4.
4.3.1. Power in Identifying Differences in Kappa Parameters
Data for the power study were generated as with the Type I error rate study. A
linear structural equations model was specified with four latent variables each of which
was measured by four observed variables. All the parameters in the two groups were
set to be equal using the same true values as specified in Study 1 . For the model
specified as,
ri = a + BTi + r£ + C,
y = Ty + AyT) + 8 ,
X = Tx + + 5 ,
where a, xy, and xx are vectors of constant intercept
terms (Joreskog & Sorbom, 1988),
difference in Kappa parameter can be introduced by adding a constant to one of the
observed variable.
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A constant (delta) ranging from .05 to .5 was added to the observed variable to
introduce Kappa difference in the focal group. The study was carried out with three
sample sizes: 600, 800, and 1000 as suggested by the results of study 1 and 2. In
summary, the study was carried out in the following steps:
1 . Generate observed data of n = N based on the above specified model and
conditions
2. Generate the same data for the second group by setting all the parameters
equal to the first group except for Kappa 1
3 . Fit a structural linear model with mean structure to the two data and
estimate the parameters simultaneously
4. Test the hypothesis that there is no difference in Kappa 1 in the two
groups.
5. Repeat the above steps a 1000 times
6. Out of 1000 replication, count the number of significant difference in
Kappa 1 obtained.
7. Repeat all the above steps for N=600, 800 and 1000.
The hypothesis tested in step four was.
Ho. Ki(Group 1) - Ki(group2) = 0
Hi: Ki (Group 1) - Ki (group2) * 0
The detection rates for Kappa 1 are given in Table 4.7. As
expected as the
magnitude of difference increased, the detection rate
increased The lowest detection
rate of4.7% was observed for the smallest difference
of .05. Surprisingly, the detection
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Table 4.7. Detection Rate for Kappa Differences
Sample size
Delta 600 800 1000
0.05 7.9 4.7 12.1
0.1 16.8 15.4 26.7
0.15 30.6 31.8 51.2
0.2 46.1 50.4 69.1
0.25 60.5 67.4 86.1
0.3 71.4 79 88.7
0.35 75.6 82.7 92
0.4 79.6 86.7 93.6
0.45 81.9 88.7 94.4
0.5 82.5 89 94.9
rate for this difference was lower with a sample size of 800 in comparison to a sample
size of 600. The highest detection rate occurred when the difference was set at .5 with
the largest sample size.
Table 4.8 shows the results obtained from the univariate analysis of variance
that was carried out to examine the factors that contributed to the detection rate.
Table 4.8. Analysis of Variance Table of the Detection Rate
of Kappa Differences
Source
Type EH Sum
of Squares df
Mean
Square Sig_
Partial Eta
Squared
Corrected
Model
Intercept
N
Delta
Error
Total
Corrected
Total
R Squared = .990 (Adjusted R Squared = .984)
25875.096(b)
115010.208
1297.141
24577.955
262.566
141147.870
26137.662
11 2352.281 161.259 .000 .990
1 115010.208 7884.432 .000 .998
2 648.570 44.462 .000 .832
9 2730.884 187.214 .000
.989
18 14.587
30
29
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As can be expected, both sample size and the difference had dramatic effects on
the detection rates, i.e., power. The results are graphically displayed in Figure 4.7 to
Figure 4.10
.
Figure 4. 15. Plot of Detection Rate ofKappa Differences
Kappa Differences (N = 600)
Figure 4.16. Plot of Significant Difference (n - 600)
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Count
1200-
1000-
.06 .10 .15 .20 .25 .30 .35 .40 .45 .50
Kappa Differences (N=800)
Figure 4. 17. Plot of Significant Difference (n = 800)
1000
I (Not Significant
^Signtficant
Kappa Differences (N-1000)
Figure 4.18. Plot of Significant Difference (n=1000)
71
Clearly the three figures above suggest that a minimum sample size of 800
would be needed for the model to have a power of .8 or larger in detecting difference in
Kappa parameter of .3. Furthermore, as can be expected, the above figures suggest that
the smaller the difference, the larger the required sample size would be.
4.3.2. Power in Identifying Differences in Lambda Parameters
In the second part of Study 4, the effect of lambda differences and sample size
on the power of the procedure in identifying differences in the Lambda parameters was
examined. As in the earlier study, the model was specified to consist of four latent
variables, each ofwhich measured by four observed variables. The parameters in the
two groups were set to be equal except for Lambda 41, Lambda 8 2, Lambda 12 3,
and Lambda 16 4. Each of these Lambdas in Group 2 was set to differ by .1, .2, .3, and
.4 respectively from its respective Lambda in Group 1. Sample sizes were 50, 100, 150,
300, 500, and 1000 in each group.
Based on the specified model, normally distributed observed variables were
generated with Means= 0 and SD=1 with initial Lambda-X variables equal to those
obtained from the initial study. A thousand replications were earned out for each
sample sizes. The study was carried out in the following steps.
1 . Generate observed data ofn = N for the first group to fit the above
specified model and conditions
2. Generate the same data for the second group by setting the specified
Lambda parameters to differ by . 1, .2, .3, and .4 with the respective
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Lambdas in the first group. These differences are meaningful since the
Lambda parameters are in standardized units.
3 . Fit a linear structural model with mean structure to the two data and
estimate the parameters simultaneously (make sure this reads this way
throughout - not structural linear model)
4. Test the hypothesis that four Lambda parameters are equal in the two
groups
5. Repeat the above steps a 1000 times
6. Out of 1000 replication, count the number of significant different of each
pair ofLambda compared in step 4
7. Repeat all the above steps for N=50, 100, 150, 300, 500, and 1000.
The hypotheses tested in step four are,
Ho LX(Group 1 ) - LX(group2) = 0
Hi : LX(Group 1 ) - LX(group2) * 0
The following Table 4.9 presents the percentage of significant value of each of
the Kappa parameters for each sample size.
Table 4.9. Detection Rate for Lambda Differences
Sample Size
n ? 50 100 1_50 300 500
1000
0.1 8.20% 13.90% 18.10% 32.00% 45.80% 72.40%
0 2 26.90% 47.40% 63.60% 91.80% 99.30% 100.00%
0.3 45.40% 72.70% 88.30% 99.60% 100.00% 100.00%
0 4 70.40% 93.60% 99.50% 100.00% 100.00%
100.00%
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Table 4.9 above shows that the percentages of significant values were ranged
from 8.2% to 72.4% when the Lambda difference was
.1, from 26.9% to 100% when
the Lambda difference was .2, from 45.4% to 100% when the Lambda difference was
.3, and from 70.4% to 100% when the Lambda difference was . 1
.
Table 4.10 contains the results of a two-way analysis of variance test results
carried out to examine the factors that contributed to the detection rate. The factors
were sample size (six levels) and delta (four levels).
Table 4. 10. Analysis of Variance Table of the Detection Rate ofLambda Differences
Type HI
Sum of Mean Partial Eta
Source Squares df Square F Sig- Squared
Corrected
Model
22003. 172(
b)
8 2750.396 19.807 .000 .914
Intercept 118849.30
0
1 118849.300 855.886 .000 .983
N 8542.237 5 1708.447 12.303 .000 .804
Delta 13460.935 3 4486.978 32.313 .000
.866
Error 2082.918 15 138.861
Total 142935.39
0
24
Corrected
Total
24086.090 23
1
b R Squared = .914 (Adjusted R Squared - .867)
As reported in Table 4.10 above, the sample size as well as
the magnitude of
differences (delta) were significant (F5 ,i 5 = 12.30; p
=
.00 and F345 = 32.31, p - .00,
respectively). Estimate of the effect size also shows that the
difference in detection rate
is real in term of sample size (e
2
=
.80) and delta (s
2
=
.87). The following Figure 4. 18
shows the plot of the detection rate across Lambda
differences (delta) and sample sizes.
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Sample size
Figure 4. 19. Plot ofthe Number of Significant Value
Figure 4. 19 clearly demonstrates the expected pattern: the larger the samples
size and the larger the differences between lambdas in the two groups, the better the
procedure in identifying differences in Lambda parameters. More specifically, when
the Lambda difference was .3 and higher, the procedure was able to identify 100% of
the differences in lambda parameters with sample size of 500.
4.4. Summary
Three studies were conducted to evaluate the effectiveness
of the SEM approach
for investigating test adaptation equivalence. In
the first study the accuracy of the
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estimation procedure was investigated. In the second study, the Type-1 error rate of
the procedure in identifying invariance in the parameters across two subgroups was
investigated. In the third study, the power of the procedure in identifying differences in
mean (Kappa) and structural (Lambda) parameters across two subgroups was
investigated.
The accuracy of parameter estimation, as indicated by RMSE, Bias, and
Variance, indicate that sample sizes in the order of 500 are required to estimate the
Kappa and the Lambda parameters. The bias in estimation was negligible with a sample
size as large as 500. Since the sampling variability is as large as the mean squared error,
it appears that sampling variability is the primary contributing factor to the error of
estimation.
The Type I error rate for the Kappa and the lambda parameters were similar and
with a sample size larger than 500, the Type I error rate approached the nominal levels.
As can be expected, the power of the test procedure to detect differences in the kappa
and Lambda parameters increased with the sample size and the magnitude of the
difference. With the kappa parameters, a sample of size 600 was required to detect a
difference of .35 with a probability of .75. With the Lambda parameters, a difference of
.2 was detectable with a sample size of 300 with probability of .9.
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CHAPTER 5
SUMMARY AND CONCLUSION
The purpose of the study was to investigate the applicability of linear structural
models in assessing equivalence of a translated and source language versions of a test.
Within the framework of structural equation modeling, adaptation equivalence can be
assessed by fitting separate measurement models to multiple samples of data and testing
the hypotheses that the path coefficients are equal across sample groups. The central
concern of test adaptation equivalence translates to whether or not components of the
measurement model are invariant across different populations.
The study was carried out by (1) formulating a structural equations model that
specifies the variables and the interrelationships among the variables involved in a test
adaptation equivalence study, and (2) investigating the accuracy of the estimation of
the parameters in the specified model, and (3) examining the Type I error rate and the
power for testing the hypothesis of invariance of structural coefficients, i.e., adaptation
equivalence.
In formulating the structural equations model, the mean of the latent variables
(kappa) as well as the structural parameters (lambda) that indicate the relationships
between the latent variables (constructs) and the observed variables were specified. The
inclusion of the mean of the latent variables in the model, proposed by Flowers, Raju,
and Oshima (2002), represents a departure from the conventional approach for
examining adaptation equivalence.
In order to achieve the objectives of the study, three separate simulation studies
were conducted. In the first study, the accuracy of the estimation
of the Kappa and
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Lambda parameters was examined. In the second study, the Type-1 error rate of the
procedure in assessing measurement equivalence was investigated Here, the Type-1
error rate for identifying invariance in both Kappa and Lambda parameters was
considered. Finally, the power ofthe procedure in assessing measurement invariance
with respect to both kappa and lambda parameters, was investigated in the third study.
The studies were conducted on data simulated to fit a linear structural model. A
linear structural model with four latent variables and sixteen observed variables were
chosen to permit generalizability of the findings to multidimensional assessment
instruments. Additionally, by varying the magnitude of the parameters, it was possible
to study the relationship between the size of the parameters and the power of the
procedure for assessing invariance of parameters across subgroups. Sample sizes were
selected to range from very small (100) to large (1000).
5.1. Findings and Recommendations
The results of the first study indicated that the Kappa parameters could be
recovered with sufficient degree of accuracy with sample size of 500. The bias of the
estimates was very small even with a sample size of 200. Similar results were
obtained
with the lambda parameters. These results indicate that the error in the estimation
was
due primarily to sampling variability and not bias. As can be expected,
the accuracy of
the estimates increased with increasing sample size.
The Type I error rates, with a few exceptions, were within acceptable
limits for
both the kappa and the lambda parameters. With sample size
greater than 500, the
number ofType I error rates that exceeded the nominal rates
decreased dramatically.
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One possible explanation for this is that with increasing sample size, the parameters
were estimated accurately. Despite this encouraging result with large sample size, the
reason for the large Type-I error rates for few parameters is not clear, especially in view
of the small bias in the estimates. Further investigation into this pehenomenon is
clearly warranted.
With respect to power, as can be expected, the power of the procedure in
detecting differences increased with sample size and the magnitude of the difference in
the parameters between the subgroups. Large sample sizes were needed to detect kappa
differences in the range of .25 to .30. For example a sample size of 800 was needed to
detect a kappa difference of .3 units with a power of .8. Further analyses with real data
are required to obtain a better understanding of the magnitudes of kappa differences that
can be expected in typical adaptation studies.
Power analyses of lambda differences indicated that smaller sample sizes are
needed to detect differences. A lambda difference of 0.2 was detectable a power of .9
with a sample as small as 300. On the other hand, a lambda difference of . 1 was not
detectable with sufficient power with any sample size. It should be pointed out that a
comparison of kappa and lambda with respect to power is not meaningful since these
parameters are on different scales.
5.2. Significance of the Findings
The importance of ensuring equivalence of the measuring
instruments across
cultures has been emphasized by many researchers (See for
example Hambleton, 2003,
Poortinga, 1995; Tanzer, 1995, van der Vijver and Leung, 1997).
In this regard, it has
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been pointed out that reproducibility of factorial structure across cultural groups is not
sufficient to serve as evidence of equivalence of measuring instruments (Byrne and
Campbell, 1999).
The present study investigated a procedure that would enable cross-cultural
researchers and test developers alike to examine the issue of adaptation equivalence of
their measuring instrument. The procedure described in this dissertation is based on a
linear structural model approach advocated by Flowers et al. (2002). By including the
mean structure in addition to the structural relationship parameters among the observed
variables and the constructs and testing the relevant hypotheses as described by
Joreskog and Sorbom (1996), a more unified and a rigorous examination of the
equivalence of measuring instruments can be undertaken. This approach provides an
improvement over the current procedures that are designed to provide evidence of
equivalent factorial structure.
Considerable research has been conducted on the power and type-I error rate of
the procedures in the context of differential item functioning. Such studies are not
available in the context of structural equations models particularly in the context of
adaptation equivalence. The present study is an attempt to fill this void.
In this study, simulated data were used to examine the accuracy with which
parameters are estimated in a structural model, the Type I error rate and the power for
assessing invariance of parameters across subgroups. The study has provided
information regarding sample size requirements for estimating model parameters,
Type-
I error rates and power ofthe procedure for detecting differences between
groups.
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5.3. Limitations and Direction for Future Study
The present study was based on simulated data. Although only through
simulation studies can the issues examined in this study be undertaken, simulated data
may not reflect reality with respect to the magnitude of the parameters specified. While
care was taken to employ values of parameters that reflect reality, this was not possible
with all parameters. In particular, the simulated differences in the kappa parameters
across groups need careful scrutiny with respect to their authenticity.
The second issue that arises with the data simulated in this study is that the data
were generated from multivariate normal distributions. The adequacy of the procedures
examined in this study when the normality assumption is violated remains unknown.
The robustness of the procedure to the violations ofunderlying model assumptions
needs investigation. Study exploring this issue, particularly those employing different
estimation procedures such as Generalized Least Square and Weighted Least Square are
warranted.
The variables simulated in this study were continuous. Educational and
psychological data obtained from measuring instruments are often dichotomous or
polytomous in nature. Procedures for analyzing dichotomous and polytomously scored
data have been proposed and the appropriateness of these procedures needs to be
investigated in the context of measurement equivalence.
Finally, with structural equation model, the issue of translation equivalence can
be approached in several different ways. This study highlighted one ofthe approaches:
Fitting separate measurement models to multiple samples of data and testing the
hypotheses that the path coefficients are equal across subgroups. A possible alternative
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to this approach is to use grouping variables coded to reflect differences among the
groups (dummy/contrast coding). Purwono, Swaminathan, and Rogers (1997)
investigated such an approach and found that the structural model parameters could be
well estimated and recommended a sample size of at least 200 to reduce bias in the
estimate of the grouping variables. Using data generated based on a unideminsional
three parameters Item Response Theory model, Flower, Raju, and Oshima (2002)
confirmed the results. The power and type-1 error rate of the procedures on this
modeling approach, however, have not been investigated and therefore, warrants
investigation.
Despite these delimitations, the present study may serve as guidelines to
researchers undertaking adaptation equivalence in a cross-cultural context in terms of
sample size requirements and the properties ofthe statistical tests.
82
APPENDIX
STATISTICAL TABLES
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Table A. 1 . RMSE of the Estimate ofKappa Parameter
Sample Size
K 100 200 300 400 500 800 1000
Group-
1
K1G1 0.1041 0.074 0.0604 0.0525 0.0467 0.0353 0.0328
K2G1 0.1196 0.0803 0.0641 0.0565 0.0518 0.0411 0.0358
K3G1 0.1036 0.0726 0.0609 0.0511 0.0456 0.0378 0.0324
K4G1 0.1273 0.0865 0.0717 0.0611 0.0573 0.0436 0.039
Group-2 K1G2 0.1035 0.0753 0.059 0.0514 0.0482 0.038 0.033
K2G2 0.1202 0.083 0.0657 0.0588 0.0507 0.0413 0.0354
K3G2 0.1093 0.0705 0.0579 0.0524 0.0461 0.0357 0.0335
K4G2 0.1232 0.0862 0.0695 0.0613 0.0536 0.0444 0.0379
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Table A.2. RMSE of the Estimate ofLambda Parameter
Sample Size
A, 100 200 300 400 500 800 1000
Group-
1
.94 0.0757 0.0521 0.0431 0.0381 0.0349 0.0278 0.0248
.87 0.0828 0.0565 0.0457 0.0397 0.035 0.0289 00252
.79 0.0888 0.0607 0.048 0.0417 0.0389 0.0307 0.0266
.69 0.0878 0.0614 0.0517 0.0438 0.0399 0.0324 0.0287
.83 0.1509 0.0928 0.0726 0.0644 0.0549 0.0417 0.0378
.67 0.1299 0.0836 0.0673 0.0595 0.0497 0.0408 0.0361
.50 0.1152 0.0772 0.0649 0.056 0.0488 0.0396 0.0345
.31 0.1096 0.0769 0.0627 0.0563 0.0487 0.0397 0.0352
.93 0.0801 0.0518 0.0458 0.0394 0.0348 0.0273 0.0252
.85 0.0845 0.0586 0.0473 0.0409 0.0364 0.0292 0.0261
.74 0.0858 0.0606 0.0518 0.0442 0.038 0.0321 0.0284
.63 0.0929 0.0654 0.055 0.0474 0.0401 0.0335 0.0295
.79 0.2738 0.1966 0.1554 0.1113 0.099 0.071 0.0648
.55 0.1966 0.1331 0.1048 0.0821 0.0735 0.0545 0.0513
.34 0.1375 0.0928 0.0784 0.0645 0.059 0.0441 0.0395
.15 0.1078 0.0843 0.0717 0.0643 0.0572 0.044 0.0395
Group-2 .94 0.0793 0.0532 0.045 0.0389 0.0341 0.0272 0.0253
.87 0.0789 0.0551 0.048 0.0397 0.0358 0.0279 0.0244
.79 0.0886 0.0596 0.0487 0.0417 0.0373 0.0286 0.027
.69 0.0891 0.0626 0.0508 0.0439 0.0404 0.0317 0.0288
.83 0.142 0.0882 0.071 0.0592 0.0542 0.0417 0.0391
.67 0.1243 0.0825 0.0664 0.0573 0.0523 0.0402 0.0355
.50 0.1149 0.0792 0.0631 0.0557 0.0499 0.0386 0.034
.31 0.1079 0.0793 0.0609 0.0547 0.0499 0.0381 0.0353
.93 0.0769 0.0562 0.0431 0.0377 0.0346 0.028 0.0244
.85 0.0829 0.0599 0.0468 0.0419 0.0377 0.0289 0.026
.74 0.0872 0.0637 0.0488 0.0431 0.04 0.0302 0.0273
.63 0.0922 0.0659 0.0534 0.0469 0.0428 0.032 0.0293
.79 0.3817 0.2757 0.2233 0.1194 0.0959 0.0717 0.0654
.55 0.2559 0.1439 0.1045 0.0849 0.0737 0.0564 0.0502
.34 0.1388 0.095 0.0749 0.0648 0.0543 0.0448 0.0417
.15 0.1073 0.0813 0.0712 0.0621 0.0552 0.0443 0.04
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Table A.3. Bias of the Estimate of Kappa Parameter
K
Sample Size
100 200 300 400 500 800 1000
Group-
1
K1G1 0.0004 0.0005 0.0003 0.0013 0.0007 0.0006 0.0026
K2G1 0.0024 0.0008 0.0014 0.0008 0.0014 0.002 0.0017
K3G1 0.002 0.0015 0.0005 0.0018 0.0003 0.0012 0
K4G1 0.0026 0.0056 0.0008 0.0008 0.0011 0.0002 0.001
Group-2 K1G2 0.0067 0.0012 0.0005 0.0011 0.003 0.0023 0.0008
K2G2 0.0024 0.0015 0.0012 0.0027 0.0017 0.0017 0.0022
K3G2 0.0037 0.0001 0.0005 0.0017 0.0005 0.0009 0.0005
K4G2 0.001 0.0024 0.0011 0.001 0.0026 0.0006 0.0007
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Table A .4 . Bias of the Estimate ofLambda Parameter
X
Sample Size
100 200 300 400 500 800 1000
Group-
1
.94 0.0052 0.0009 0.0009 0.002 0.0003 0.0006 00007
.87 0.0054 0.0009 0.0022 0.0011 0.0002 0.0005 0
.79 0.0032 0.0036 0.0014 0.002 0.0009 0.001 0.0011
.69 0.0061 0.0012 0.0001 0.0015 0.0006 0.0017 0.0008
.83 0.0163 0.0036 0.004 0.0022 0.0006 0.0003 0.0002
.67 0.0009 0.0014 0.0051 0.005 0.0017 0.0008 0.0024
.50 0.0094 0.0021 0.0006 0.0013 0.0002 0.0011 0.0005
.31 0.0018 0.0011 0.002 0.0012 0.0007 0.0019 0.0015
.93 0.0015 0.0004 0.0003 0.0015 0.0003 0 0.0006
.85 0.0037 0.0015 0.0003 0.0003 0.0005 0 0.0009
.74 0.0021 0.0012 0.0026 0.0009 0.0013 0.0005 0.0003
.63 0.0037 0.0029 0.0013 0.0014 0.0013 0.0006 0.0022
.79 0.019 0.0223 0.016 0.0089 0.0063 0.0053 0.0041
.55 0.025 0.007 0.0008 0.0001 0.0011 0.0017 0.0012
.34 0.0008 0.0086 0.0075 0.0035 0.0004 0.0017 0.0009
.15 0.0135 0.0011 0.0014 0.0036 0.0016 0.0002 0.0001
Group-2 .94 0.0057 0.0042 0.0019 0.0003 0.0013 0.0006 0.0008
.87 0.005 0.0026 0.0005 0.0006 0.0003 0.0005 0.0008
.79 0.0078 0.0017 0.0011 0.0003 0.0002 0.0012 0.0007
.69 0.0027 0.0009 0.0001 0.0003 0.0008 0.0007 0.002
.83 0.0055 0.0038 0.0018 0.0013 0.0014 0.0003 0.001
.67 0.0013 0.0054 0.001 0.0025 0.0043 0.0022 0.002
.50 0.0044 0.0027 0.0032 0.003 0.0015 0.0021 0.0004
.31 0.0079 0.0038 0.0019 0.0036 0.0002 0.0002 0.0002
.93 0.0042 0.0014 0.0007 0.0004 0.0015 0.0009 0.0003
.85 0.0038 0.004 0.0006 0.001 0.0017 0.0001 0.0002
.74 0.001 0 0.0021 0.0013 0.0017 0.0004 0.0004
.63 0.0048 0.0029 0.0039 0.001 0.0043 0.0012 0.0002
.79 0.0607 0.0355 0.031 0.0137 0.0081 0.0017 0.0005
.55 0.0246 0.0093 0.0005 0.0012 0.0003 0.0029 0.0033
.34 0.0094 0.0091 0.0044 0.0038 0.0048 0.0017 0.0024
.15 0.0065 0.0034 0.0045 0.0011 0.0026 0.0006 0
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Table A. 5. SD of the Estimate ofKappa Parameter
K
Sample Size
100 200 300 400 500 800 1000
Group-
1
K1G1 0.1041 0.074 0.0604 0.0525 0.0467 0.0353 0.0327
K2G1 0.1196 0.0803 0.0641 0.0565 0.0518 0 0411 0.0358
K3G1 0.1036 0.0726 0.0609 0.051 0.0456 0.0378 0.0324
K4G1 0.1273 0.0863 0.0717 0.0611 0.0573 0.0436 0.0389
Group-2 K1G2 0.1033 0.0753 0.059 0.0514 0.0481 0.0379 0.0329
K2G2 0.1201 0.083 0.0657 0.0587 0.0507 0.0413 0.0353
K3G2 0.1092 0.0705 0.0579 0.0524 0.0461 0.0357 0.0335
K4G2 0.1231 0.0862 0.0695 0.0613 0.0535 0.0444 0.0379
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Table A. 6. SD of the Estimate of Lambda Parameter
X
Sample Size
100 200 300 400 500 800 1000
Group-
1
.94 0.0755 0.0521 0.0431 0.038 0.0349 0.0278 0 0248
.87 0.0826 0.0565 0.0456 0.0396 0.035 0.0289 0.0252
.79 0.0887 0.0606 0.0479 0.0416 0.0389 0.0307 0.0266
.69 0.0876 0.0614 0.0517 0.0438 0.0399 0.0324 0.0286
.83 0.15 0.0927 0.0725 0.0644 0.0549 0.0417 0.0378
.67 0.1299 0.0836 0.0671 0.0593 0.0497 0.0408 0.036
.50 0.1148 0.0772 0.0649 0.056 0.0488 0.0396 0.0345
.31 0.1096 0.0769 0.0627 0.0562 0.0486 0.0397 0.0351
.93 0.0801 0.0518 0.0458 0.0394 0.0348 0.0273 0.0252
.85 0.0844 0.0586 0.0473 0.0409 0.0364 0.0292 0.0261
.74 0.0858 0.0606 0.0517 0.0442 0.0379 0.0321 0.0284
.63 0.0928 0.0653 0.0549 0.0474 0.0401 0.0335 0.0294
.79 0.2732 0.1953 0.1545 0.1109 0.0988 0.0708 0.0646
.55 0.195 0.1329 0.1048 0.0821 0.0735 0.0544 0.0513
.34 0.1375 0.0924 0.0781 0.0644 0.059 0.0441 0.0395
.15 0.107 0.0843 0.0717 0.0642 0.0572 0.044 0.0395
Group-2 .94 0.0791 0.0531 0.045 0.0389 0.0341 0.0272 0.0253
.87 0.0787 0.055 0.048 0.0397 0.0358 0.0279 0.0244
.79 0.0883 0.0596 0.0487 0.0417 0.0373 0.0286 0.027
.69 0.089 0.0626 0.0508 0.0439 0.0404 0.0317 0.0287
.83 0.1419 0.0881 0.071 0.0592 0.0542 0.0417 0.0391
.67 0.1243 0.0824 0.0664 0.0573 0.0522 0.0402 0.0355
.50 0.1148 0.0792 0.063 0.0556 0.0499 0.0386 0.034
.31 0.1076 0.0792 0.0609 0.0546 0.0499 0.0381 0.0353
.93 0.0768 0.0562 0.0431 0.0377 0.0346 0.0279 0.0244
.85 0.0828 0.0598 0.0468 0.0419 0.0377 0.0289 0.026
.74 0.0872 0.0637 0.0487 0.043 0.04 0.0302 0.0273
.63 0.0921 0.0659 0.0532 0.0469 0.0426 0.032 0.0293
.79 0.3768 0.2734 0.2212 0.1186 0.0955 0.0717 0.0654
.55 0.2547 0.1435 0.1045 0.0849 0.0737 0.0563 0.0501
.34 0.1385 0.0946 0.0748 0.0647 0.0541 0.0447 0.0416
.15 0.1071 0.0813 0.071 0.0621 0.0551 0.0443 0.04
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