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The maximum regularity property of the steady
Stokes problem associated with a flow through a
profile cascade
Toma´sˇ Neustupa
Abstract
We deal with a steady Stokes-type problem, associated with a flow of a Newtonian
incompressible fluid through a spatially periodic profile cascade. The used mathematical
model is based on the reduction to one spatial period, represented by a bounded 2D
domain Ω. The corresponding Stokes–type problem is formulated by means of the Stokes
equation, equation of continuity and three types of boundary conditions: the conditions of
periodicity on the curves Γ0 and Γ1, the Dirichlet boundary conditions on Γin and Γp and
an artificial “do nothing”–type boundary condition on Γout. (See Fig. 1.) We explain on
the level of weak solutions the sense in which the last condition is satisfied. We show that,
although domain Ω is not smooth and different types of boundary conditions meet in the
corners of Ω, the considered problem has a strong solution with the so called maximum
regularity property.
AMS math. classification (2000): 35Q30, 76D03, 76D07.
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1 Introduction
The profile cascade and reduction to one spatial period. The flow through a 3D tur-
bine wheel is often being modelled by a flow through a 2D profile cascade, which consists of an
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Fig. 1: The profile cascade with
marked one spatial period
infinite number of profiles that periodi-
cally repeat with the period τ e2 in the
x2–direction, see Fig. 1. Here, we use the
planar Cartesian coordinate system x1, x2.
Unit vectors in the directions of the x1
and x2 axes are denoted by e1 and e2, re-
spectively. The profile cascade consists of
an infinite family of profiles {Pk}k∈Z such
that Pk are closed bounded sets in the
stripe R2(0,d) := {x ≡ (x1, x2) ∈ R
2; 0 <
x1 < d}, with Lipschitzian boundaries,
such that Pk = P0+kτ e2 and Pk∩Pk+1 =
∅ for k ∈ Z. As the set O := {(x =
(x1, x2) ∈ R
2; x1 ∈ (0, d)} r ∪
∞
k=−∞Pk,
through which the fluid flows, is spatially
periodic, it is natural to assume that, pro-
vided that that the acting body force and
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the given boundary data are also spatially periodic with the same period τ e2, the fluid flow
is also spatially periodic, too. This enables us to reduce the mathematical model of the flow
through the whole profile cascade to the flow through just one spatial period, which is de-
noted by Ω, see Fig. 1. This approach is used e.g. in papers [10]–[12] and [34]–[36], where the
qualitative analysis of corresponding mathematical models is studied, and in papers [8], [22],
[39], devoted to the numerical analysis of the models or corresponding numerical calculations.
Classical formulation of the problem in one spatial period. We assume that Ω
is a Lipschitzian sub–domain of R2(0,d), such that its boundary consists of the line segment
Γin ≡ A0A1 of length τ , the line segment Γout ≡ B0B1 of the same length τ , the closed curve
Γp (the boundary of profile P0) and the curves Γ0, Γ1 such that Γ1 = Γ0 + τ e2. (See Fig. 1.)
The reduced mathematical problem consists of the equations
∂tu− ν∆u+ u · ∇u+∇p = f (1.1)
divu = 0 (1.2)
in the space–time cylinder Ω × (0, T ) (where T > 0), completed by appropriate initial and
boundary conditions. Here, u = (u1, u2) denotes the unknown velocity of the moving fluid,
p denotes the unknown pressure, positive constant ν is the kinematic coefficient of viscosity
and f is the external body force. The density of the fluid (which is also supposed to be a
positive constant) can be without loss of generality supposed to be equal to one. Equation
(1.1) (the Navier–Stokes equation) expresses the conservation of momentum and equation
(1.2) (the equation of continuity) expresses the conservation of mass.
We assume that the fluid flows into the cascade through the straight line Γin (the x2–axis)
and essentially leaves the cascade through the straight line γout, whose equation is x1 = d.
(By “essentially” we mean that possible reverse flows on γout are not excluded.) This is why
we complete equations (1.1), (1.2) by the inhomogeneous Dirichlet boundary condition
u = g on Γin, (1.3)
the homogeneous Dirichlet boundary condition
u = 0 on Γp (1.4)
and appropriate conditions on Γ0, Γ1 and Γout. Due to the assumed spatial periodicity of the
flow, it is reasonable to prescribe the boundary conditions of periodicity on Γ0 and Γ1:
u(x1, x2 + τ) = u(x1, x2) for x ≡ (x1, x2) ∈ Γ0, (1.5)
∂u
∂n
(x1, x2 + τ) = −
∂u
∂n
(x1, x2) for x ≡ (x1, x2) ∈ Γ0, (1.6)
p(x1, x2 + τ) = p(x1, x2) for x ≡ (x1, x2) ∈ Γ0. (1.7)
On Γout, various authors use various artificial boundary conditions. One of the most popular
ones is the condition
− ν
∂u
∂n
+ pn = h, (1.8)
where h is a given vector–function on Γout and n denotes the unit outward normal vector,
which is equal to e1 on Γout. The boundary condition (1.8) (with h = 0) is often called
the “do nothing” condition, because it naturally follows from a weak formulation of the
boundary–value problem, see e.g. [15] and [18].
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On some previous related results. Since this condition does not enable one to control the
amount of kinetic energy in Ω in the case of an possible backward flow on Γout, many authors
also use various modifications of condition (1.8). (See e.g. [4]), [10], [11], [12], [34], [35].)
The modified conditions enable one to derive a priori estimates of solutions and existence
of weak solutions. In paper [10], the existence of a steady weak solution of the problem
(1.1)–(1.8) was proven for “sufficiently small” velocity profile g on Γin, while in [12] and [36],
the function g can be arbitrarily large. The existence of a non-steady weak solution on an
arbitrarily long time interval has been proven in [11]. In papers [26] and [27], the authors use
the boundary condition (1.8) on an “outflow” part of the boundary for a flow in a channel,
and they prove the existence of a weak solution for “small data”. Possible backward flows
on the “outflow” of the channel are controlled by means of additional conditions in [23], [24],
[25], which consequently cause that the Navier–Stokes equations must be replaced by the
Navier–Stokes variational inequalities.
There are no results in literature about the regularity up to the boundary of existing
weak solutions. The question of higher regularity of a solution is closely connected with the
so called maximum regularity property of the associated steady Stokes problem, which we
obtain from the Navier–Stokes problem if we neglect the derivative with respect to t and the
nonlinear term. It consists of the equations
− ν∆u+∇p = f (1.9)
and (1.2) (in Ω), and the boundary conditions (1.3)–(1.8). The maximum regularity property
roughly speaking means that the solution u, respectively p, has by two, respectively one,
spatial derivatives more than function f , and the derivatives are integrable with the same
power as f . (See Theorem 2.) An analogous property of the steady Stokes problem is
mostly known only in the case of a smooth domain Ω, see e.g. [37, Theorem I.2.2], [29,
Theorem III.3], [13, Theorem IV.6.1] and [38, Theorem III.2.1.1] for the Stokes problem
with the inhomogeneous Dirichlet boundary condition, [2], [5] for problems with the Navier–
type boundary condition, [3], [6] for problems with Navier’s boundary condition, [31] for the
2D Stokes problem with the Neumann boundary condition (i.e. prescribing the normal part
of the stress tensor on the boundary) and [32] for the 2D Stokes problem, prescribing the
normal component of velocity and the pressure on the boundary. Concerning the maximum
regularity property of the Stokes problem in non–smooth domains, we can cite [17], [19] and
[7], where the authors considered the Stokes problem in a 2D polygonal domain with the
Dirichlet boundary condition, and [28], where the authors present the maximum regularity
property of the Stokes problem, associated with a flow in a 2D channel of a special geometry,
considering the homogeneous Dirichlet boundary condition on the walls and the “do nothing”
condition (1.8) on the “outflow”.
On results of this paper. In this paper, we at first verify the existence of a weak solution
u to the Stokes problem (1.9), (1.2)–(1.5) and we show that an appropriate pressure p can be
chosen so that the pair (u, p) satisfies equations (1.9), (1.2) in the sense of distributions in Ω
and the boundary condition (1.8) as an equality in W−1/2,2(Γout). The boundary conditions
(1.3)–(1.5) are satisfied in the usual sense of traces. (Theorem 1.) Then, for “smooth” input
data, we prove the existence of a strong solution of the Stokes problem (1.9), (1.2)–(1.5) and
its maximum regularity property. (Theorem 2.) This result cannot be simply deduced from
the previous aforementioned papers, because our domain Ω is not smooth and we consider
altogether three types of boundary conditions, two of whose “meet” at the corner points
A0, A1, B0 and B1 of domain Ω. In order to prove the regularity “up to the boundary” in
the neighborhood of Γout and Γp, we use the fact that the solution satisfies Dirichlet–type
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boundary conditions on Γin and Γp and we apply known results on the Stokes problem with
Dirichlet’s boundary condition. In the neighborhood of Γout, we use the fact that Γout is a
part of a straight line and we apply the technique of the so called difference quotients, whose
originality is usually attributed to L. Nirenberg and which is described e.g. in [1] and [16].
As to the curves Γ0 and Γ1, we use the possibility of an appropriate extension of a solution in
the x2–direction, which enables us to avoid problems in neighborhoods of the corner points
A0, A1, B0, B1 and to study the regularity in the neighborhood of Γ0 and Γ1 as an interior
problem.
2 The weak steady Stokes problem
Notation. Recall that Ω is a domain in R2, sketched on Fig. 1. Its boundary consists of the
curves Γin, Γout, Γ0, Γ1 and Γp, described in Section 1. We denote by n = (n1, n2) the outer
normal vector field on ∂Ω. Note that n = −e1 on Γin and n = e1 on Γout.
◦ Γ0in , respectively Γ
0
out, denotes the open line segment without the end points A0, A1,
respectively B0, B1. Similarly, Γ
0
0 , respectively Γ
0
1 denotes the curve Γ0, respectively Γ1,
without the end points A0, B0, respectively A1, B1.
◦ We denote vector functions and spaces of vector functions by boldface letters. Tensor
functions are denoted e.g. by F or G and spaces of tensor functions have a superscript
2× 2.
◦ We denote by ‖ . ‖r the norm in L
r(Ω) or in Lr(Ω) or in Lr(Ω)2×2. Similarly, ‖ . ‖r,s is
the norm in W r,s(Ω) or in Wr,s(Ω) or in W r,s(Ω)2×2. The scalar product in L2(Ω) or in
L2(Ω) or in L2(Ω)2×2 is denoted by ( . , . )2.
◦ W−1/2,2(Γout) is the dual space to W
1/2,2(Γout). Note that the spaces W
−s,2(...) (for
s > 0) are usually defined to be the dual spaces to W s,20 (...), see e.g. [30, Definition
I.12.1]. However, as W 1/2,2(Γout) = W
1/2,2
0 (Γout) (see [30, Theorem II.11.1]), it plays no
role whether we define W−1/2,2(Γout) to be the dual to W
1/2,2(Γout) or W
1/2,2
0 (Γout).
◦ C∞σ (Ω) denotes the linear space of infinitely differentiable divergence–free vector functions
in Ω, whose support is disjoint with Γin ∪ Γp and that satisfy, together with all their
derivatives (of all orders), the condition of periodicity (1.5). Note that each w ∈ C∞σ (Ω)
satisfies∫
Γout
w · n dl = 0.
◦ L2σ(Ω) is the closure of C
∞
σ (Ω) in L
2(Ω). Functions from L2σ(Ω) are divergence–free in the
sense of distributions in Ω and their normal components (in the sense of traces) belong
to the space W−1/2,2(∂Ω) (the dual to W 1/2,2(∂Ω), see [13, Theorem III.2.2]). Moreover,
v · n = 0 holds as an equality in W−1/2,2(Γin ∪ Γp),
v(x1, x2 + τ) · n(x1, x2 + τ) = −v(x1, x2) · n(x1, x2)
holds as an equality in W−1/2,2(Γ0) and 〈v · n, 1〉Γout = 0, where 〈 . , . 〉Γout denotes the
duality pairing between W−1/2,2(Γout) and W
1/2,2(Γout).
◦ V1,2σ (Ω) is the closure of C
∞
σ (Ω) in W
1,2(Ω). The space V1,2σ (Ω) can be characterized as a
space of divergence–free vector functions v ∈W1,2(Ω), whose traces on Γin ∪ Γp are equal
to zero, the traces on Γ0 and Γ1 satisfy the condition of periodicity (1.5) and the traces
on Γout satisfy
∫
Γout
v · n dl = 0. Note that as functions from V1,2σ (Ω) are equal to zero
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on Γin ∪ Γp (in the sense of traces) and domain Ω is bounded, the norm in V
1,2
σ (Ω) is
equivalent to ‖∇. ‖2.
◦ We denote by W−1,20 (Ω) the dual space to W
1,2(Ω), by W−1,2(Ω) the dual space to
W1,20 (Ω), and by ‖ . ‖W−1,2
0
and ‖ . ‖W−1,2 the corresponding norms.
◦ V−1,2σ (Ω) is the dual space to V
1,2
σ (Ω). The duality pairing between V
−1,2
σ (Ω) and V
1,2
σ (Ω)
is denoted by 〈 . , . 〉σ. The norm in V
−1,2
σ (Ω) is denoted by ‖ . ‖V−1,2σ .
◦ Denote by A the linear mapping of V1,2σ (Ω) to V
−1,2
σ (Ω), defined by the equation〈
Av,w
〉
σ
:=
∫
Ω
∇v : ∇w dx for v,w ∈ V1,2σ (Ω).
◦ We use c as a generic constant, i.e. a constant whose values may change throughout the
text.
Lemma 1. Operator A is a one–to–one closed bounded operator from V1,2σ (Ω) to V
−1,2
σ (Ω)
with the domain D(A) = V1,2σ (Ω) and range R(A) = V
−1,2
σ (Ω). The inverse operator A−1 is
bounded, as an operator from V−1,2σ (Ω) to V
1,2
σ (Ω).
Proof. Denote by N(A) the null space of A. Let v ∈ N(A). Then〈
Av,w
〉
σ
= (∇v,∇w) = 0
for all w ∈ V1,2σ (Ω). The choice w = v yields (∇v,∇v)2 = ‖∇v‖
2
2 = 0. This (together with
the boundary conditions on Γin ∪ Γp) implies that v = 0. Thus, operator A is injective.
The boundedness of A can be proven in this way::
‖Av‖
V
−1,2
σ
= sup
w∈V
1,2
σ (Ω), w 6=0
|〈Av,w〉σ |
‖w‖1,2
= sup
w∈V
1,2
σ (Ω), w 6=0
|(∇v, ∇w)2|
‖w‖1,2
≤ c ‖∇v‖2.
The equality D(A) = V1,2σ (Ω) follows from the definition of A. The equality R(A) =
V−1,2σ (Ω) follows from Riesz’ theorem and the equivalence of the scalar products ( . , . )1,2
and (∇. ,∇. )2 in V
1,2
σ (Ω): if f ∈ V
−1,2
σ (Ω) then there exists v ∈ V
1,2
σ (Ω) such that 〈f ,w〉σ =
(∇v,∇w)2 for all w ∈ V
1,2
σ (Ω). Hence f = Av.
Operator A is closed, as a bounded linear operator, defined on the whole space V1,2σ (Ω).
Hence A−1 is also closed. As a closed linear operator, defined on the whole space V−1,2σ (Ω),
A−1 is bounded from V−1,2σ (Ω) to V
1,2
σ (Ω). 
Assume that F ∈ L2(Ω)2×2. Define a bounded linear functional F ∈ V−1,2σ (Ω) by the
formula 〈
F,w
〉
σ
:= −
∫
Ω
F : ∇w dx for all w ∈ V1,2σ (Ω). (2.1)
The next lemma comes from [12, Sec. 3].
Lemma 2. Assume that g ∈ W1/2,2(Γin) is a given function on Γin, such that it can be
extended from Γin to γin as a function τ–periodic function from W
1/2,2
loc (γin). There exists a
divergence–free extension g∗ of g from Γin to Ω, such that g∗ ∈W
1,2(Ω),
a) ‖g∗‖1,2 ≤ c ‖g‖s,2; Γin (where c is independent of g and g∗),
b) g∗ satisfies the condition of periodicity (1.5) on Γ0 ∪ Γ1,
c) g∗ = (Φ/τ) e1 in a neighborhood of Γout, where Φ =
∫
Γin
g · e1 dl,
d) g∗ = 0 on Γp in the sense of traces.
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Note that the function g is assumed to be in Ws,2(Γin) for some s >
1
2 and to satisfy the
condition g(A0) = g(A)1) in [12]. However, this assumption can be simply replaced by our
a little more general assumption, i.e. that g ∈ W1/2,2(Γin) has a τ–periodic extension in
W
1/2,2
loc (γin), with practically no affect on the proof in [12].
Let g ∈ Ws,2(Γin) (for some s >
1
2) be a given function on Γin such that g(A0) = g(A1)
and let g∗ be the function, provided by Lemma 2. Define a bounded linear functional G on
V1,2σ (Ω) by the formula〈
G,w
〉
σ
:= −
∫
Ω
∇g∗ : ∇w dx for all w ∈ V
1,2
σ (Ω). (2.2)
Theorem 1 (on a weak solution of the Stokes problem (1.2)–(1.5), (1.8), (1.9)).
Let F, G ∈ V−1,2σ (Ω) be defined by formulas (2.1) and (2.2), respectively. Then the equation
νAv = F + νG has a unique solution v ∈ V1,2σ (Ω). Moreover, there exists p ∈ L2(Ω) such
that the functions u := g∗ + v, which is divergence–free, and p satisfy the equation
− ν∆u+∇p = divF (2.3)
in the sense of distributions in Ω, the boundary condition(
−ν∇u+ pI− F
)
· n = 0 (2.4)
as an equality in W−1/2,2(Γout) and the estimate
‖p‖2 ≤ c1
(
‖∇u‖2 + ‖F‖2
)
, (2.5)
where c1 = c1(Ω, ν).
Proof. The existence and uniqueness of the solution v of the equation νAv = F + νG
follows from Lemma 1.
Denote by C∞0 (Ω) the space of all infinitely differentiable vector functions in Ω with a
compact support in Ω and put C∞0,σ(Ω) := C
∞
σ (Ω)∩C
∞
0 (Ω). Suppose at first that w ∈ C
∞
0,σ(Ω).
Then 〈Av,w〉σ = −〈〈∆v,w〉〉 for all w ∈ C
∞
0,σ(Ω), where 〈〈 . , . 〉〉 denotes the pairing between
a distribution in Ω and a function from C∞0 (Ω). Similarly, we can write 〈F,w〉σ = 〈〈div F,w〉〉
and 〈G,w〉σ = 〈〈∆g∗,w〉〉. Then the equation 〈νAv − F − νG,w〉σ = 0 and the identity
u = g∗ + v imply that
〈〈ν∆u+ divF,w〉〉 = 0 for all w ∈ C∞0,σ(Ω).
Thus, ν∆u+divF is a distribution that vanishes on all divergence–free functions w ∈ C∞0 (Ω).
Due De Rham’s lemma (see [37, p. 14]), there exists a distribution p0 in Ω, such that
ν∆u+ divF = ∇p0 (2.6)
holds in Ω in the sense of distributions. As both ν∆u and divF can also be naturally identified
with bounded linear functionals on W1,20 (Ω), i.e. elements of the dual space W
−1,2(Ω), ∇p0
belongs to W−1,2(Ω), too. Applying [37, Proposition I.1.2], we deduce that p0 ∈ L
2(Ω), it
can be chosen so that
∫
Ω p0 dx = 0, and
‖p0‖2 ≤ c
∥∥ν∆u+ div F∥∥
W−1,2
, (2.7)
where c depends only on ν and Ω.
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Since −ν∇u + p0I − F ∈ L
2(Ω)2×2 and div (−ν∇u + p0I − F) = 0, we can apply [13,
Theorem III.2.2] and deduce that (−ν∇u+ p0I− F) · n ∈W
−1/2,2(Γout).
Let w ∈ C∞σ (Ω). The equations (2.6) and νAv = F + νG, the formula u = v + g∗ and
the generalized Gauss identity (see [13, p. 160]) imply that
0 =
(
div [ν∇u+ F− p0I],w
)
=
〈
(ν∇u+ F− p0I) · n,w
〉
Γout
−
∫
Ω
[ν∇u+ F] : ∇w dx−
∫
Ω
p0 divw dx
=
〈
(ν∇u+ F− p0I) · n,w
〉
Γout
−
〈
νAv,w
〉
σ
+
〈
νG,w
〉
σ
+
〈
F,w
〉
σ
=
〈
(ν∇u+ F− p0I) · n,w
〉
Γout
.
It can be deduced e.g. from [12, Sec. 3] that the set of traces of all functions from C∞σ (Ω) on
Γout is dense in the set of all functions w ∈W
1/2,2(Γout), such that
∫
Γout
w · n dl = 0. Hence
there exists c2 ∈ R such that u and p satisfy(
ν∇u− p0I+ F
)
· n = c2n,
as an equality inW−1/2,2(Γout). Put p := p0+c2. Then u and p satisfy the boundary condition
(2.4) as an equality in W−1/2,2(Γout). It follows from (2.6) that u, p satisfy equation (2.3) in
the sense of distributions in Ω. Finally, (2.7) implies that estimate (2.5) holds, too. 
Function u represents a weak solution of the Stokes problem (1.9), (1.2)–(1.5), where
f = divF, with the boundary condition (2.4) on Γout.
The next lemma follows from [14, Theorem 2.5]. It shows that it is not a loss of generality
if we write the right hand side of equation (2.3) in the form divF instead of just f . On the
other hand, considering the right hand side of (2.3) in the form divF enables us to deduce that
v and p satisfy (2.4), as an equality inW−1/2,2(Γout). An analogue, having just f ∈W
−1,2(Ω)
instead of divF, would not be possible.
Lemma 3. Let f ∈ W−1,20 (Ω). Then there exists F ∈ L
2(Ω)2×2, satisfying divF = f in the
sense of distributions in Ω and
‖F‖2 ≤ c ‖f‖W−1,2
0
, (2.8)
where c is independent of f and F.
3 The strong steady Stokes problem
Notation. We also use this notation:
◦ R2d− denotes the half-plane x1 < d. Recall that R
2
(0,d) := {x ≡ (x1, x2) ∈ R
2; 0 < x1 < d}
and O = R2(0,d) r ∪
∞
k=−∞Pk.
◦ W k,2per(O) (for k ∈ N) denotes the space of functions from W
k,2
loc (O), τ–periodic in variable
x2.
◦ W k,2per(Ω) is the space of functions, that can be extended from Ω to O as functions in
W k,2per(O). (Obviously, the traces of these functions on Γ0 and Γ1 satisfy the condition of
periodicity, analogous to (1.5).)
◦ W
k−1/2,2
per (γout) (for k ∈ N) denotes the space of τ–periodic functions in W
k−1/2,2
loc (γout).
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◦ W
k−1/2,2
per (Γout) is the space of functions from W
k−1/2,2(Γout), that can be extended from
Γout to γout as functions in W
k−1/2,2
per (γout).
◦ Spaces of corresponding vector functions are again denoted by boldface letters and spaces
of corresponding tensor functions are marked by the superscript 2× 2.
Lemma 4. Let n ∈ N and the functions g0 ∈ W
n+1/2
per (Γout), g1 ∈ W
n−1/2,2
per (Γout), . . . ,
gn ∈ W
1/2,2
per (Γout) be given. Let δ > 0 be so small that the profile P0 (see Fig. 1) is on the
left from the straight line x1 = d− δ. Then there exists g∗ ∈W
n+1,2
per (Ω), such that
g∗ = g0, ∂1g∗ = g1, . . . , ∂
n
1 g∗ = gn on Γout
in the sense of traces, supp g∗ = {x = (x1, x2) ∈ Ω; d− δ ≤ x1 ≤ d} and
‖g∗‖n+1,2 ≤ c
(
‖g0‖n+1/2,2; Γout + ‖g1‖n−1/2,2; Γout + . . . + ‖gn‖1/2,2; Γout
)
, (3.1)
where c = c(Ω, n, δ).
Principles of the proof. The functions g0, g1 . . . , gn can be extended from Γout to γout so
that the extended functions (which we again denote by g0, g1 . . . , gn) are in W
n+1/2
per (γout),
W
n−1/2,2
per (γout), . . . , W
1/2,2
per (γout), respectively. Then we apply a variant of Theorem II.4.4 in
[13], which enables us to deduce that there exists a function ψ ∈W n+1,2loc (R
2
d−), τ–periodic in
variable x2, such that
ψ = g0, ∂1ψ = g1, . . . , ∂
n
1ψ = gn on Γout
in the sense of traces and satisfying estimate (3.1). Note that Theorem II.4.4 from [13] in fact
deals with functions (g0, g1, . . . , gn) ∈ W
n+1/2,2(γout)× W
n−1/2,2(γout)× . . . ×W
1/2,2(γout)
and the extension ψ is in the space W n+1,2(R2d−). However, the proof (which is based on
[33, Chap. 2, Theorems 5.5, 5.8]) can be modified so that the theorem can also be applied to
(g0, g1, . . . , gn) ∈W
n+1/2,2
per (γout)× W
n−1/2,2
per (γout)×· · ·×W
1/2,2
per (γout) and the extension is in
W 2,2loc (R
2
d−), τ–periodic in variable x2. Then multiplying ψ by an infinitely differentiable and
τ–periodic in variable x2 cut–off function η in R
2
d−, such that η = 1 in some neighborhood of
γout and η = 0 in the neighborhood of γin and Γp, we obtain function g∗, whose restriction to
Ω has the properties stated in the lemma. 
Lemma 5. There exists a bounded bilinear operator F : L2(Ω)×W
1/2,2
per (Ω) −→W
1,2
per(Ω)2×2,
such that if f ∈ L2(Ω), h ∈ W
1/2,2
per (Γout) and F = F(f ,h) then divF = f a.e. in Ω, F = O
(the zero tensor) on Γp and F · n = h a.e. on Γout in the sense of traces.
Proof. Denote by Ω− the mirror image of Ω with respect to the line x0 = 0. Thus,
Ω− := {(x1, x2) ∈ R
2; (−x1, x2) ∈ Ω}. Furthermore, put Ω0 := Ω− ∪ Γ
0
in ∪ Ω. We will
construct F in the form F = F0 + H0 + H1 + H2, where the tensor functions F0, . . . , H2 are
described below.
1) Function F0: Extend f from Ω to Ω0 so that the extended function (we denote it also
by f) is odd in variable x1. Then f ∈ L
2(Ω0) and
∫
Ω0
f dx = 0. Due to [13, Theorem III.3.3],
there exists F0 ∈ W
1,2
0 (Ω0)
2×2, such that div F0 = f in Ω0 and ‖F0‖1,2; Ω0 ≤ c ‖f‖2; Ω0 , where
c = c(Ω0). Hence we also have ‖F0‖1,2 ≤ c ‖f‖2.
2) Function H1: Put h ≡ (h1, h2) := τ
−1
∫
Γout
hdl. Denote by H the constant tensor
with the entries H1,1 = h1, H12 = 0, H21 = h2, H22 = 0. Let ζ be an even infinitely
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differentiable function of one variable x1 for x1 ∈ [−d, d], such that ζ(−d) = ζ(d) = 1 and
supp ζ = [−d,−d + δ] ∪ [d − δ, d], where δ > 0 is so small that the profile P0 lies on the left
from the straight line x1 = d− δ. Define H1(x1, x2) := ζ(x1)H. The tensor function H1 is in
W 1,2per(Ω)2×2 and satisfies H1 · n = h on Γout, H1 = O on Γin ∪ Γout and divH1 = ζ
′h in Ω0.
3) Function H2: Since
∫
Ω0
ζ ′hdx = 0, there exists (by [13, Theorem III.3.3]) a tensor
function H2 ∈W
1,2
0 (Ω0)
2×2, satisfying divH2 = −ζ
′h in Ω0. The restriction of H2 to Ω is in
W 1,2per(Ω)2×2 and H2 particularly satisfies H2 · n = 0 on Γout.
4) Function H0: Define h0 ≡ (h01, h02)
T := h−h on Γout. Naturally, the function h0 is in
W
1/2,2
per (Γout) and its advantage is that
∫
Γout
h0 dl = 0. We construct H0 so that its i–th row
(for i = 1, 2) has the form ∇⊥ψi, where ∇
⊥ = (∂2,−∂1) and ψi is an appropriate function
from W 2,2(Ω), which is defined below in two steps:
4a) We define ψi at first on the line segment Γout by the formula
ψi(d, x2) : =
∫ x2
b02
h0i(d, ϑ) dϑ,
where b02 is the second coordinate of point B0. (See Fig. 1.) Since h0i ∈ W
1/2,2
per (Γout) and∫ b02+τ
b02
h0i(d, ϑ) dϑ = 0, function ψi is in W
3/2,2
per (Γout). Obviously,
∂2ψi = h0i a.e. on Γout. (3.2)
4b) Applying Lemma 4, we deduce that there exists an extension of ψi from Γout to Ω
(which we again denote by ψi), such that ψi ∈W
2,2
per(Ω), ∂1ψi = 0 on Γout,
‖ψi‖2,2 ≤ c ‖ψi‖3/2,2; Γout ≤ c ‖h0i‖1/2,2; Γout (3.3)
and ψi is supported in {x = (x1, x2) ∈ Ω; d− δ ≤ x1 ≤ d}, where δ > 0 is so small that all
points x = (x1, x2) on Γp satisfy x1 < d− δ.
The scalar functions ψi (for i = 1, 2) satisfy (3.2). The vector functions ∇
⊥ψi are in
W1,2per(Ω) and satisfy ∇⊥ψi · n = h0i a.e. on Γout. Since the i–the row in the tensor function
H0 equals ∇
⊥ψi, we have H0 ∈ W
1,2
per(Ω)2×2 and divH0 = 0. Moreover, H0 = O on Γin ∪ Γp
and
‖H0‖1,2 ≤ c ‖h0‖1/2,2; Γout , (3.4)
where c = c(Ω).
Using the properties of F0, H0, H1 and H2, we observe that F := F0 + H0 + H1 + H2
has all the properties stated in the lemma. The whole procedure can be formalized so that
the mapping (f ,h) 7→ F is a bilinear operator. One can simply derive from (3.4) that this
operator is bounded from L2(Ω)×W
1/2,2
per (Ω) to W
1,2
per(Ω)2×2. 
The next lemma generalizes Lemma 2:
Lemma 6. Let m ∈ {0}∪N and g ∈W
m+1/2,2
per (Γin) be given. Then there exists a divergence–
free extension g∗ ∈W
m+1,2
per (Ω) with the properties c) and d) from Lemma 2, such that
‖g∗‖m+1,2 ≤ c ‖g‖m+1/2,2; Γin , (3.5)
where c = c(Ω,m).
Principles of the proof. Let g1, g2 be the components of g. The function g1 can be
written in the form g1 = g
0
1 + g1, where g1 := τ
−1
∫
Γin
g1 dl. Then
∫
Γin
g01 dl = 0.
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Put ψ(0, x2) :=
∫ x2
a02
g01(0, ϑ) dϑ for x2 ∈ (a02, a02 + τ), where a02 is the x2–component
of point A0. (See Fig. 1.) Then ψ ∈ W
m+3/2,2
per (γin). We may apply Lemma 4) (with Γin
instead of Γout and n = m) to extend ψ from Γin to Ω so that the extended function ψ∗ is in
Wm+2,2per (Ω) and
∂1ψ = −g2 and ∂
k
1ψ = 0 (k = 2, . . . ,m+ 1) on γin (in the sense of traces)
‖ψ‖m+2,2 ≤ c
(
‖ψ‖m+3/2,2; Γin + ‖∂1ψ‖m+1/2,2; Γin + . . . + ‖∂
m+1
1 ψ‖1/2,2; Γin
)
≤ c
(
‖∂2ψ‖m+1/2,2; Γin + ‖∂1ψ‖m+1/2,2; Γin
)
= c
(
‖g01‖m+1/2,2; Γin + ‖g2‖m+1/2; Γin
)
.
Define g0∗ := ∇
⊥ψ. Then g0∗ is a divergence–free function in Ω, belongs to W
m+1,2
per (Ω),
satisfies the inequality ‖g0∗‖m+1,2 ≤ c ‖(g
0
1 , g2)‖m+1/2,2; Γin and its trace on Γin is (g
0
1 , g2). Put
g∗ := g
0
∗ + (g1, 0)
T .
Further steps, which modify function g∗ so that it also has the properties c) and d) from
Lemma 2, can be made in the same way as in [12, Sec. 3]. 
Theorem 2. (on a strong solution of the Stokes problem (1.2)–(1.8), (1.9)). Let
the curve Γp (which is the boundary of the profile) be of the class C
2, F ∈ W 1,2per(Ω)2×2 and
g, g∗ be the functions from Lemma 6, corresponding to m = 1. Let the functionals F and G
be defined by formulas (2.1) and (2.2), respectively. Then
(a) the unique solution v of the equation νAv = F+ νG belongs to V1,2σ (Ω)∩W
2,2
per(Ω) and
the associated pressure p is in W 1,2per(Ω),
(b) the functions u := g∗ + v and p satisfy equations (2.3) and (1.2) a.e. in Ω,
(c) u, p satisfy the boundary conditions (1.3), (1.4) and
− ν
∂u
∂n
+ pn = F · n (3.6)
in the sense of traces on Γin, Γp and Γout, respectively,
(d) there exists a constant c3 = c3(ν,Ω), such that
‖u‖2,2 + ‖∇p‖2 ≤ c3
(
‖F‖1,2 + ‖g∗‖2,2
)
. (3.7)
Note that the existence and uniqueness of the solution v ∈ V1,2σ (Ω) of the equation νAv =
F+ νG follows from Lemma 2 or Theorem 1.
If f ∈ L2(Ω) and h ∈ W
1/2,2
per (Ω) are given and F is the tensor function, provided by
Lemma 7, then functions u and p from Theorem 2 represent a strong solution to the Stokes
problem (1.9), (1.2)–(1.8), where f = divF in equation (1.9).
The conclusions u ∈ W2,2(Ω) and p ∈ W 1,2(Ω) of Theorem 2, together with inequality
(3.7), represent the maximum regularity property of the studied problem.
Proof of Theorem 2. Put h ≡ (h1, h2)
T := F · n on Γout. The tensor function F can be
written in the form F = F1 + F2, where both F1 and F2 are in W
1,2
per(Ω)2×2, F1 · n = h1e1 on
Γout and F · n = h2e2 on Γout. Denote by F1 and F2 the functionals in V
−1,2
σ (Ω), related to
F1 and F2, respectively, through formula (2.1).
We split the proof of Theorem 2 to seven parts, where we successively prove
1) the implication (a) =⇒ (b), (c),
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2) the implication (a), (b), (c) =⇒ (d),
3) the solvability in V1,2σ (Ω) ∩W2,2(Ω) of the equation νAv = f for f ∈ L2σ(Ω),
4) the solvability in V1,2σ (Ω) ∩W2,2(Ω) of the equation νAv1 = F1 and the inclusion
p1 ∈W
1,2(Ω) for an associated pressure,
5) the solvability in V1,2σ (Ω) ∩W2,2(Ω) of the equation νAv2 = F2 and the inclusion
p2 ∈W
1,2(Ω) for an associated pressure,
6) the solvability in V1,2σ (Ω) ∩W2,2(Ω) of the equation νAv3 = νG and the inclusion
p3 ∈W
1,2(Ω) for an associated pressure,
7) the validity of statement (a).
1) The implication (a) =⇒ (b), (c). As equation (2.3) is satisfied in the sense of
distributions in Ω (due to Theorem 1) and all terms in this equation are now in L2(Ω), the
equation is satisfied a.e. in Ω. Clearly, u also satisfies equation (1.2) a.e. in Ω and boundary
conditions (1.3) and (1.4) in the sense of traces on Γin and Γp, respectively. Since u and p
satisfy the boundary condition (2.4) in the sense of equality in W−1/2,2(Γout) (see Theorem
1) and all the functions ∇u, pI and F have traces on Γout in W
1/2,2(Γout)
2×2, the boundary
condition (2.4) holds on Γout in the sense of traces, too. It can now be written in the form
(3.6).
2) The implication (a)–(c) =⇒ (d). We split the proof of the implication to three
lemmas, where we successively derive an inequality, analogous to (3.7), in the interior of Ω
plus the neighborhood of Γp and Γ
0
in (Lemma 7), in the neighborhood of Γ
0
out (Lemma 8) and
in the neighborhoods of Γ0 and Γ1 (Lemma 9).
Lemma 7. Let Ω′ be sub-domain of Ω, such that Ω′ ⊂ Ω ∪ Γ0in ∪ Γp. Then
‖v‖2,2; Ω′ + ‖∇p‖2; Ω′ ≤ c
(
‖div F‖2 + ‖g∗‖2,2 + ‖v‖1,2
)
, (3.8)
where c = c(ν,Ω,Ω′).
Proof. Consider a C2 sub-domain Ω′′ of Ω, such that Ω′ ⊂ Ω′′, Ω′′ ⊂ Ω ∪ Γ0in ∪ Γp and the
distance between ∂Ω′′∩Ω and ∂Ω′∩Ω is positive. Let η be an infinitely differentiable cut–off
function in Ω such that supp η ⊂ Ω′′ and η = 1 in Ω′. Put v˜ := ηv and p˜ := ηp. Since v, p
satisfy (2.3) a.e. in Ω, the functions v˜, p˜ represent a strong solution of the problem
−ν∆v˜+∇p˜ = f˜ in Ω′′, (3.9)
div v˜ = h˜ in Ω′′, (3.10)
v˜ = 0 on ∂Ω′′, (3.11)
where
f˜ := η divF− 2ν∇η · ∇v− ν (∆η)v − (∇η) p + νη∆g∗ and h˜ := ∇η · v.
As divF ∈ L2(Ω), v ∈ V1,2σ (Ω) and p ∈ L2(Ω) (satisfying (2.5)), we have f˜ ∈ L2(Ω) and
h˜ ∈W 1,2(Ω). Moreover,
‖f˜‖2 ≤ c
(
‖divF‖2 + ‖g∗‖2,2 + ‖v‖1,2
)
, (3.12)
‖h˜‖1,2 ≤ c ‖v‖2 ≤ c ‖v‖1,2, (3.13)
where c = c(ν, η). Due to [37, Proposition I.2.3],
‖v˜‖2,2; Ω′′ + ‖∇p˜‖2; Ω′′ ≤ c
(
‖f˜‖2; Ω′′ + ‖h˜‖1,2; Ω′′
)
,
where c = c(ν,Ω′′). This inequality, together with (3.12) and (3.13), implies that v and p
satisfy (3.8). 
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Lemma 8. Let Γ′out be a (closed) line segment on Γ
0
out. For ρ
′ > 0, denote Ω′ := {x ∈
R
2
d−; x1 < d, dist(x; Γ
′
out) < ρ
′}. Assume that ρ′ is so small that Ω′ is disjoint with Γ0, Γ1
and Γp. Then v and p satisfy estimate (3.8), where the constant c on the right hand side
again depends only on ν, Ω and Ω′.
Proof. The smallness condition on ρ′ guarantees that Ω′ ⊂ Ω ∪ Γ0out. Denote U
′ := {x =
(x1, x2) ∈ R
2; dist(x,Γ′out < ρ
′}. (U ′ is the ρ′–neighborhood of Γ′out in R
2.) Let ρ′′ > ρ′. By
analogy with U ′, denote by U ′′ the ρ′′–neighborhood of Γ′out in R
2. Denote further by U ′′d−
the intersection of U ′′ with the half-plane x1 < d and by U
′′
d+ the intersection of U
′′ with the
half-plane x1 > d. Assume that ρ
′′ is so small that U ′′d− ⊂ Ω.
Let η be a C∞–function in R2, supported in U ′′, such that η = 1 in U ′ and η is symmetric
with respect to the line x1 = d. (The last condition means that η(d + ϑ, x2) = η(d − ϑ, x2)
for all ϑ, x2 ∈ R.
Applying the results from [21], one can deduce that there exists a divergence–free extension
v′′ of function v from U ′′d− to the whole set U
′′, such that v′′ ∈W1,2(U ′′) and ‖v′′‖1,2;U ′′ ≤
c ‖v‖1,2; U ′′
d−
, where c is independent of v.
Since ∇η · v′′ ∈ W 1,20 (U
′′) and
∫
U ′′ ∇η · v
′′ dx = 0, there exists (by [13, Theorem III.3.3])
v∗ ∈W
2,2
0 (U
′′), such that divv∗ = ∇η · v
′′ in U ′′ and
‖v∗‖2,2;U ′′ ≤ c ‖∇η · v
′′‖1,2;U ′′ ≤ c ‖v
′′‖1,2;U ′′ ≤ c ‖v‖1,2;U ′′
d−
,
where c is independent of v. Extending v∗ by zero to Ω r U
′′, we have ‖v∗‖2,2 ≤ c ‖v‖1,2.
Put
v˜ := ηv′′ − v∗, p˜ := ηp. (3.14)
Function v˜ is divergence–free, belongs to W1,20 (U
′′) and satisfies the estimates
‖v˜‖1,2;U ′′ ≤ c
(
‖v′′‖1,2;U ′′ + ‖v∗‖1,2;U ′′
)
≤ ‖v′′‖1,2;U ′′ ≤ c ‖v‖1,2,
where c is independent of v. The functions v˜, p˜ satisfy equation (3.9) a.e. in the half-plane
R2d−, where function f˜ now satisfies
f˜ := η divF− 2ν∇η · ∇v − ν (∆η)v − (∇η) p + νη∆g∗ + ν∆v∗ in U
′′
d−
and f˜ := 0 in R2d− r U
′′
d−. Although this function differs from the function f˜ from the proof
of Lemma 7, it satisfies the same estimate (3.12). Define
h˜ := η F · n+ ν
∂v∗
∂n
on Γout,
where the right hand side is understood as a trace on Γout. The function h˜ satisfies
‖h˜‖1/2,2; Γout ≤ c ‖F‖1/2,2; Γout +
∥∥∥∂v∗
∂n
∥∥∥
1/2,2; Γout
≤ c ‖F‖1,2 + c ‖v∗‖2,2;U ′′
≤ c ‖F‖1,2 + c ‖v‖1,2;U ′′
d−
. (3.15)
Put F˜ := F(f˜ , h˜), where F is the operator from Lemma 5. Then F˜ ∈ W 1,2(Ω)2×2, f˜ = div F˜
a.e. in Ω and F˜ · n = h˜ a.e. on Γout. Moreover, due to (3.12) and (3.15),
‖F˜‖1,2;R2
d−
= ‖F˜‖1,2 ≤ c ‖f˜‖2 + c ‖h˜‖1/2,2; Γout ≤ c
(
‖F‖1,2 + ‖g∗‖2,2 + ‖v‖1,2
)
. (3.16)
12
Let the functional F˜ ∈ V−1,2σ (Ω) be defined by the same formula as (2.1), where we only
consider F˜ instead of F. We claim that νAv˜ = F˜. Indeed, fir any w ∈ V1,2σ (Ω), we have
ν 〈Av˜,w〉σ = ν
∫
Ω
∇v˜ : ∇w dx =
∫
Γout
ν
∂v˜
∂n
·w dl − ν
∫
Ω
∆v˜ dx
= −ν
∫
Γout
∂v˜
∂n
·w dl+
∫
Ω
(
∇p˜ ·w + f˜
)
dx
=
∫
Γout
[
−ν
∂v˜
∂n
+ p˜n
]
·w dl +
∫
Ω
div F˜ ·w dx
=
∫
Γout
[
η
(
−ν
∂v
∂n
+ pn
)
+ ν
∂v∗
∂n
]
·w dl +
∫
Γout
(F˜ · n) ·w dl −
∫
Ω
F˜ : ∇w dx
=
∫
Γout
[
ηF · n+ ν
∂v∗
∂n
]
·w dl+
∫
Γout
(F˜ · n) ·w dl −
∫
Ω
F˜ : ∇w dx
= −
∫
Ω
F˜ : ∇w dx = 〈F˜,w〉σ .
Let us summarize that we have constructed functions v˜, p˜ and F˜, such that v˜ satisfies the
equation νAv˜ = F˜ and p˜ is an associated pressure. The functions v˜ and p˜ are supported in
U ′′d− and v˜, p˜ are related to v, p through formulas (3.14).
Recall that f˜ is supported in U ′′d− and h˜ is supported in U
′′
d− ∩ Γout. For δ ∈ R, whose
modulus is so small that (x1, x2 + δ) ∈ Ω for all x = (x1, x2) ∈ U
′′
d−, denote
Dδ2f˜(x1, x2) :=
f˜(x1, x2 + δ)− f˜(x1, x2)
δ
and Dδ2h˜(d, x2) :=
h˜(d, x2 + δ)− F˜(d, x2)
δ
.
Dδ2 f˜ and D
δ
2h˜ are the so called difference quotients, see [1], [16] and [38] for more details
regarding their properties and usage in studies of regularity of solutions of PDE’s.
As F˜ ∈W 1,2per(Ω)2×2 and F˜ = O on Γp, it can be extended from Ω to R
2
(0,d) as a τ–periodic
function in variable x2, lying in W
1,2
loc (R
2
(0,d)) and being equal to O in Pk (for all k ∈ Z). Let
us denote the extension again by F˜ and define
Dδ2F˜(x1, x2) :=
F˜(x1, x2 + δ)− F˜(x1, x2)
δ
.
Since Dδ2F˜ satisfies the identity D
δ
2F˜ = F
(
Dδ2 f˜ ,D
δ
2h˜
)
, it also satisfies the estimate ‖Dδ2F˜‖1,2 ≤
c ‖Dδ2 f˜‖2, where c is independent of δ. Denote F˜δ(x1, x2) := δ
−1
∫ δ
0 F˜(x1, x2 + ϑ) dϑ. Then
Dδ2F˜(x1, x2) =
1
δ
∫ δ
0
∂2F˜(x1, x2 + ϑ) dϑ = ∂2F˜δ(x1, x2).
Furthermore, using the τ–periodicity of the function F˜δ in variable x2 in R
2
(0,d), we get
‖F˜δ‖
2
2 =
∫
Ω
∣∣∣∣1δ
∫ δ
0
F˜(x1, x2 + ϑ) dϑ
∣∣∣∣2 dx = ∫ d
0
∫ τ
0
∣∣∣∣1δ
∫ δ
0
F˜(x1, x2 + ϑ) dϑ
∣∣∣∣2 dx2 dx1
≤
∫ d
0
∫ τ
0
1
δ
∫ δ
0
∣∣F˜(x1, x2 + ϑ)∣∣2 dϑ dx2 dx1 = ∫ d
0
1
δ
∫ δ
0
∫ τ
0
∣∣F˜(x1, y2)∣∣2 dy2 dϑ dx1
=
∫ d
0
∫ τ
0
∣∣F˜(x1, y2)∣∣2 dy2 dx1 = ∫
Ω
∣∣F˜(x)∣∣2 dx = ‖F˜‖22.
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We can similarly show that ‖∇F˜δ‖
2
2 ≤ ‖∇F˜‖
2
2. Consequently, ‖F˜δ‖1,2 ≤ ‖F˜‖1,2. Thus,
‖Dδ2F˜‖2 = ‖∂2F˜δ‖2 ≤ ‖F˜δ‖1,2 ≤ ‖F˜‖1,2 ≤ c ‖f˜‖2. (3.17)
Let Dδ2v˜ andD
δ
2p˜ be defined by analogy withD
δ
2 f˜ andD
δ
2F˜. Let the functional F˜δ inV
−1,2
σ (Ω)
be defined by the same formula as (2.1), where we only consider Dδ2F˜ instead of F. One can
verify that the function Dδ2v˜ satisfies the equation νAD
δ
2v˜ = F˜δ and the functions D
δ
2v˜, D
δ
2p˜
satisfy the equations
−ν∆Dδ2v˜ +∇D
δ
2p˜ = divD
δ
2F˜,
divDδ2v˜ = 0
a.e. in Ω. It follows from Lemma 1 that
‖∇Dδ2v˜‖2 ≤ ‖F˜δ‖V−1,2σ .
Since ‖F˜δ‖V−1,2σ ≤ ‖D
δ
2F˜‖2 ≤ c ‖f˜‖2, we obtain
‖∇Dδ2v˜‖2 ≤ c ‖f˜‖2. (3.18)
Applying further Theorem 1 (with g∗ = 0), (3.17) and (3.18), we obtain the estimate of D
δ
2p˜:
‖Dδ2p˜‖2 ≤ c1
(
‖∇Dδ2v˜‖2 + ‖D
δ
2F˜‖2
)
≤ c ‖f˜‖2. (3.19)
As the right hand sides of (3.18) and (3.19) are independent of δ, we may let δ tend to 0 and
we obtain
‖∇∂2v˜‖2 + ‖∂2p˜‖2 ≤ c ‖f˜‖2. (3.20)
This shows that ∂1∂2v˜1, ∂
2
2 v˜1, ∂1∂2v˜2, ∂
2
2 v˜2 and ∂2p˜ are all in L
2(Ω) and their norms are less
than or equal to the right hand side of (3.20). Consequently, as v˜ is divergence–free, the
same statement also holds on ∂22 v˜2 and ∂
2
1 v˜1. Now, from equation (3.9) (considering just the
first scalar component of this vectorial equation), we deduce that the same statement holds
on ∂1p˜, too. Thus, applying also (3.12), we obtain
‖v˜‖2,2 + ‖∇p˜‖2 ≤ c
(
‖F‖1,2 + ‖g∗‖2,2 + ‖v‖1,2
)
.
This inequality, formulas (3.14),the estimate of ‖v∗‖2,2 and the fact that η = 1 on U
′
− ≡ Ω
′
yield (3.8). 
The next corollary is an immediate consequence of Lemmas 7 and 8.
Corollary 1. Let Ω′ be a sub-domain of Ω, such that Ω′ ⊂ Ω ∪ Γ0in ∪ Γp ∪ Γ
0
out. Then v and
p satisfy estimate (3.8), where c = c(ν,Ω,Ω′).
Lemma 9. Let Ω′ be a sub-domain of Ω, such that Ω′ ∩ Γp = ∅ and Γ1 ⊂ ∂Ω
′. Then v and
p satisfy estimate (3.8), where c = c(ν,Ω,Ω′).
Proof. Consider δ(0, τ) and denote
Aδ0 := A0 + δe2, A
δ
1 = A1 + δe2, B
δ
0 := B0 + δe2, B
δ
1 = B1 + δe2,
Γδin := Γin + δe2, Γ
δ
0 = Γ0 + δe2, Γ
δ
1 := Γ1 + δe2, Γ
δ
out = Γout + δe2,
where e2 is the unit vector in the direction of the x2–axis. Suppose that δ > 0 is so small that
Ω′ ∩ Γδ0 = ∅ and the profile P0 lies above Γ
δ
0 , which means that P0 ⊂ {(x1, y2) ∈ R
2; y2 > x2
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for (x1, x2) ∈ Γ
δ
0}. (Recall that P0 = IntΓp, see Fig. 1.) Denote by Ω
δ the domain bounded
by the curves Γδin, Γ
δ
0 , Γ
δ
out, Γ
δ
1 and Γp. Precisely,
Ωδ :=
{
(x1, y2) ∈ R
2; 0 < x1 < d, x2 < y2 < x2 + τ for (x1, x2) ∈ Γ
δ
0
}
r P0.
Denote by vδ the function, defined by the formulas
vδ(x1, x2) :=
{
v(x1, x2) for (x1, x2) ∈ Ω
δ ∩ Ω,
v(x1, x2 − τ) for (x1, x2) ∈ Ω
δ
r Ω.
(3.21)
By analogy, denote
F
δ(x1, x2) :=
{
F(x1, x2) for (x1, x2) ∈ Ω
δ ∩ Ω,
F(x1, x2 − τ) for (x1, x2) ∈ Ω
δ
r Ω,
gδ∗(x1, x2) :=
{
g∗(x1, x2) for (x1, x2) ∈ Ω
δ ∩ Ω,
g∗(x1, x2 − τ) for (x1, x2) ∈ Ω
δ
r Ω.
Let the spaces V1,2σ (Ωδ) and V
−1,2
σ (Ωδ) be defined in the same way as V
1,2
σ (Ω) and V
−1,2
σ (Ω),
respectively, and let operator Aδ be defined in the same way as A, with the only difference
that it acts on functions from V1,2σ (Ωδ) to V
−1,2
σ (Ωδ). Obviously, Fδ ∈ W 1,2(Ωδ)2×2 and
‖Fδ‖1,2; Ωδ = ‖F‖1,2. Similarly, the function g
δ
∗ has the same norm and properties in Ω
δ as
the function g∗ in Ω. Let the functionals F
δ and Gδ in the dual space V−1,2σ (Ωδ) be defined
by analogous formulas as F and G.
Our next claim is to show that vδ ∈ V2σ(Ω
δ) and νAδvδ = Fδ + νGδ. Since v ∈ V1,2σ (Ω),
there exists a sequence {vn} in C
∞
σ (Ω), such that vn → v in the norm of W
1,2(Ω). Define
vδn(x1, x2) :=
{
vn(x1, x2) for (x1, x2) ∈ Ωδ ∩ Ω,
vn(x1, x2 − τ) for (x1, x2) ∈ Ωδ r Ω.
Then vδn ∈ C
∞
σ (Ω
δ) and vδn → v
δ inW1,2(Ωδ). This confirms that vδ ∈ V2σ(Ω
δ). Furthermore,
let w ∈ V1,2σ (Ω) and wδ ∈ V
1,2
σ (Ωδ) be related in the same way as v and vδ in (3.21). Then,
denoting by 〈 . , . 〉σ; Ωδ the duality pairing between V
−1,2
σ (Ωδ) and V
1,2
σ (Ωδ), we have
〈νAδvδ,wδ〉σ; Ωδ = ν (∇v
δ ,∇wδ)2; Ωδ = ν
∫
Ωδ∩Ω
∇vδ : ∇wδ dx+ ν
∫
ΩδrΩ
∇vδ : ∇wδ dx
= ν
∫
Ωδ∩Ω
∇v : ∇w dx+ ν
∫ δ
0
∫
Γ1+ϑ e2
∇vδ : ∇wδ dl dϑ
= ν
∫
Ωδ∩Ω
∇v : ∇w dx+ ν
∫ δ
0
∫
Γ0+ϑ e2
∇v : ∇w dl dϑ
= ν (∇v,∇w)2 = 〈νAv,w〉σ = 〈F,w〉σ + 〈G,w〉σ
= −
∫
Ω
F · ∇w dx+
∫
Ω
∇g∗ : ∇w dx = −
∫
Ωδ
F
δ · ∇wδ dx+
∫
Ωδ
∇gδ∗ : ∇w
δ dx
= 〈Fδ,wδ〉σ; Ωδ + 〈G
δ,wδ〉σ; Ωδ .
This verifies that νAδvδ = Fδ + νGδ.
Denote (Ω′)δ/2 := Ω′ ∪ {(x1, y2) ∈ R
2; x2 ≤ y2 < x2 +
1
2δ for (x1, x2) ∈ Γ1}. Then (Ω
′)δ/2
is a sub-domain of Ωδ, such that Γ01 ⊂ (Ω
′)δ/2. The statements of Lemma 9 now follow from
15
Corollary 1, applied to the equation νAδvδ = Fδ + νGδ in domain Ωδ, where we consider
(Ω′)δ/2 instead of Ω′. 
An analogue of Lemma 9 also holds if one considers Ω′, satisfying the condition Γ0 ⊂ ∂Ω
′
instead of Γ1 ⊂ ∂Ω
′. This, Corollary 1, Lemma 9 and Lemma 1 (which enables us to estimate
‖v‖1,2 on the right hand side of (3.8)) now imply that (3.7) holds.
3) The equation νAv = f for f ∈ L2σ(Ω). Denote by D(A) the set of functions v ∈
V1,2σ (Ω) ∩W
2,2
per(Ω), such that there exists q ∈ W
1/2,2
per (Γout), satisfying ∂v/∂n = qe1 on Γout
in the sense of an equality in W1/2,2(Γout). As C
∞
0,σ(Ω) is dense in D(A) and L
2
σ(Ω) is the
closure of C∞0,σ(Ω) in L
2(Ω), D(A) is dense in L2σ(Ω). Put A := A|D(A).
Let us at first show that R(A) (the range of A) is a subset of L2σ(Ω). Thus, let v ∈ D(A)
and q be a corresponding function in W
1/2,2
per (Γout). It follows from Lemma 4 that there exists
an extension q∗ of q from Γout to Ω, which is in W
1,2
per(Ω), equals zero in the neighborhood of
Γin and Γp and satisfies
‖q∗‖1,2 ≤ c ‖q‖1/2,2; Γout , (3.22)
where c = c(Ω). For any w ∈ V1,2σ (Ω), v satisfies
〈Av,w〉σ = = (∇v,∇w)2 =
∫
Γout
∂v
∂n
·w dl − (∆v,w)2
=
∫
Γout
qn ·w dl− (∆v,w)2 = (∇q∗ −∆v,w)2.
From this and the density of V1,2σ (Ω) in L2σ(Ω), we deduce that Av is a bounded linear
functional on L2σ(Ω). Due to Riesz’ theorem, it can be identified with an element of L
2
σ(Ω).
We have proven the inclusion R(A) ⊂ L2σ(Ω).
Treating A as an operator in L2σ(Ω), we easily verify that A is symmetric: let v
(1), v(2) ∈
D(A). Then(
Av(1),v(2)
)
2
=
〈
Av(1),v(2)
〉
σ
=
(
∇v(1),∇v(2)
)
2
=
(
∇v(2),∇v(1)
)
2
=
〈
Av(2),v(1)
〉
σ
=
(
Av(2),v(1)
)
2
=
(
v(1), Av(2)
)
2
.
Further, we show that operator A is closed: let {vn} be a sequence in D(A), such that
vn → v (for n → ∞) in L
2
σ(Ω). Put fn := Avn. Suppose that fn → f in L
2
σ(Ω). Put
Fn := F(fn,0), where F is the operator from Lemma 5. As all functions vn (n = 1, 2, . . . )
lie in V1,2σ (Ω) ∩W2,2(Ω), we may apply estimate (3.7) (where we consider g∗ = 0) to the
difference vm − vn (for any m,n ∈ N) and afterwards use the boundedness of operator F :
‖vm − vn‖2,2 ≤ c ‖Fm − Fn‖1,2 = c ‖F(fm,0) −F(fn,0)‖1,2 ≤ c ‖fm − fn‖2,
where c is independent of m, n. From this, we deduce that v ∈ V1,2σ (Ω) ∩W2,2(Ω). As
∂vn/∂n is in W
1/2,2
per (Γout) and normal to Γout (for each n ∈ N), there exists q ∈W
1/2,2
per (Γout),
such that ∂v/∂n = qn on Γout. Hence v ∈ D(A) and Av = f . We have proven that A is a
closed operator in L2σ(Ω).
Operator A is positive, because (Av,v) = ‖∇v‖22 for v ∈ D(A). Consequently, A is a self-
adjoint operator in L2σ(Ω). Then R(A)
⊥ (the orthogonal complement to R(A) in L2σ(Ω)) is
equal to N(A) (the null space of A), see [20, p. 168]. However, as A ⊂ A and N(A) = {0}, we
also have R(A)⊥ = N(A) = {0}. This shows that R(A) is dense in L2σ(Ω). As all functions
from D(A) are in V1,2σ (Ω) ∩W2,2(Ω), we may again apply estimate (3.7) (with g∗ = 0)
16
and afterwards the open graph theorem and deduce that R(A) is closed in L2σ(Ω). Thus,
R(A) = L2σ(Ω). As A coincides with A on D(A), we observe that if f ∈ L
2
σ(Ω) (which can be
identified with a subspace of V−1,2σ (Ω)), the equation νAv = f has a solution in D(A).
4) The equation νAv1 = F1. Recall that the functional F1 ∈ V
−1,2
σ (Ω) is defined by
formula (2.1), where F1 ·n = h1n on Γout and h1 ∈W
1/2,2
per (Γout). Extending function h1 from
Γout to Ω (by means of Lemma 4) so that the extended function h1∗ is in W
1,2
per(Ω) and equals
zero in the neighborhood of Γin and Γp, we obtain
〈F1,w〉σ = −
∫
Ω
F1 : ∇w dx = −
∫
Γout
(F1 · n) ·w dl+
∫
Ω
divF1 ·w dx
= −
∫
Γout
h1n ·w dl +
∫
Ω
divF1 ·w dx =
∫
Ω
[−∇h1∗ + divF1] ·w dx
=
(
−∇h1∗ + divF1,w
)
2
.
From this, we deduce that F1 can be identified with a function from L
2
σ(Ω). The inclusion
v1 ∈ V
1,2
σ (Ω) ∩W
2,2
per(Ω) now follows from part 3) of this proof.
Due to Theorem 1, there exists p1 ∈ L
2(Ω), such that v1 and p1 satisfy equation (2.3),
which now takes the form
− ν∆v1 +∇p1 + divF1 = 0. (3.23)
As ∆u and divF1 belong to L
2(Ω), ∇p1 is in L
2(Ω), too. Thus, p1 ∈ W
1,2(Ω). Let us show
that p1 ∈W
1,2
per(Ω). Multiplying equation (3.23) by w ∈ V
1,2
σ (Ω), we obtain
0 =
∫
Ω
[
−ν∆v1 +∇p1 + div F1
]
·w dx =
∫
∂Ω
[
−ν
∂v1
∂n
+ p1n+ F1 · n
]
·w dx
=
∫
Γ0∪Γ1
[
−ν
∂v1
∂n
+ p1n+ F1 · n
]
·w dl+
∫
Γout
[
−ν
∂v1
∂n
+ p1n+ F1 · n
]
·w dl
=
∫
Γ0∪Γ1
p1 n ·w dl =
∫
Γ0
[
p1(x1, x2)− p(x1, x2 + τ)
]
n ·w dl.
Since this holds for all w ∈ V1,2σ (Ω), we deduce that p1 satisfies the condition of periodicity
(1.7).
5) The equation νAv2 = F2. One can deduce by means of Lemma 4 that, there exists
a function ψ ∈ W 3,2per(Ω), such that ψ = ∂1ψ = 0 on Γout and ν ∂
2
1ψ = h2 on Γout. Function
ψ equals zero in the neighborhood of Γin and Γp. Put v2 := −∇
⊥ψ. Then v2 ∈ V
1,2
σ (Ω) ∩
W2,2per(Ω) and ν ∂v2/∂n = −h2 e2 on Γout. Put f2 := −ν∆v2 and H := F(−div F2 + f2,0),
where F is the operator from Lemma 5. Then divH = −divF2 + f2 in Ω and H · n = 0 on
Γout. Now, for all w ∈ V
1,2
σ (Ω), we have
ν
〈
∇v2,∇w
〉
2
=
∫
Γout
ν
∂v2
∂n
·w dl −
∫
Ω
ν∆v2 ·w dx = −
∫
Γout
h2e2 ·w dl+
∫
Ω
f2 ·w dx
= −
∫
Γout
(F2 · n) ·w dl +
∫
Ω
div (F2 +H) ·w dx
= −
∫
Γout
(F2 · n) ·w dl +
∫
Ω
divF2 ·w dx = −
∫
Ω
F2 : ∇w dx = 〈F2,w〉σ.
This shows that νAv2 = F2. In other words, we have proven that this equation has a solution
in V1,2σ (Ω)∩W
2,2
per(Ω). By analogy with p1, there exists an associated pressure p2 ∈W
1,2
per(Ω).
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6) The equation νAv3 = νG. As ∆g∗ ∈ L
2(Ω), we may put F∗ := F(ν∆g∗,0). Then
divF∗ = ν∆g∗ in Ω and F∗ · n = 0 on Γout. Let the functional F∗ ∈ V
−1,2
σ (Ω) be defined by
formula (2.1), where we consider F∗ instead of F. The solution v3 of the equation νAv3 = G
satisfies
〈νAv3,w〉σ = 〈νG,w〉σ = −
∫
Ω
ν∇g∗ : ∇w dx =
∫
Ω
ν∆g∗ ·w dx =
∫
Ω
divF∗ ·w dx
= −
∫
Ω
F∗ : ∇w dx
for all w ∈ V1,2σ (Ω). Since F∗ is in W
1,2
per(Ω)2×2, we obtain the inclusion v3 ∈ V
1,2
σ (Ω) ∩
W2,2per(Ω) from part 4) or 5) of this proof. The existence of an associated pressure p3 ∈W
1,2
per(Ω)
now follows by means of the same arguments as at the end of part 4).
7) The validity of statement (a). The solvability of the equation νAv = F + νG in
V1,2σ (Ω) ∩W
2,2
per(Ω) and the existence of an associated pressure in W
1,2
per(Ω) now follows from
the decomposition of the right hand side to F1 + F2 + νG and from parts 4), 5) and 6).
The proof of Theorem 2 is completed. 
Remark 1. Theorem 2 can be generalized so that instead of u ∈W2,2per(Ω) and p ∈W
1,2
per(Ω),
it yields u ∈Wn+2,2per (Ω) and p ∈W
n+1,2
per (Ω) for n ∈ {0} ∪ N. The generalization says:
Let n ∈ N∪{0}. Let the closed curve Γp (the boundary of profile P0) be of the class C
n+2,
F ∈W n+1,2per (Ω)2×2 and g, g∗ be the functions from Lemma 6, where we consider m = n+ 1.
Let the functionals F and G be defined by formulas (2.1) and (2.2), respectively. Then
1) the unique solution v of the equation νAv = F + νG belongs to V1,2σ (Ω) ∩W
n+2,2
per (Ω)
and the associated pressure p is in W n+1,2per (Ω),
2) u, p satisfy statements (b) and (c) of Theorem 2,
3) there exists a constant c4 = c4(ν,Ω, n), such that
‖u‖n+2,2 + ‖∇p‖n,2 ≤ c4
(
‖F‖n+1,2 + ‖g∗‖n+2,2
)
. (3.24)
As the complete proof of the generalization would be long and its steps would be just
technical modifications of the steps from the proof of Theorem 2, we do not include it here.
We only note that the corresponding analogue of Lemma 7 would use Proposition I.2.3 from
[37] with n+2 instead of 2, the analogue of Lemma 8 would use Theorem III.3.3 from [13] in
a subtler way and with m = n + 1 instead of m = 1 in order to obtain function v∗ (see the
proof of Lemma 8), and it would be also necessary to use higher order difference quotients in
the proof of the analogue of Lemma 8.
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