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Abstract: We consider the estimation of hidden Markovian process by
using information geometry with respect to transition matrices. We consider
the case when we use only the histogram of k-memory data. Firstly, we
focus on a partial observation model with Markovian process and we show
that the asymptotic estimation error of this model is given as the inverse
of projective Fisher information of transition matrices. Next, we apply this
result to the estimation of hidden Markovian process. We carefully discuss
the equivalence problem for hidden Markovian process on the tangent space.
Then, we propose a novel method to estimate hidden Markovian process.
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1. Introduction
Information geometry established by Amari and Nagaoka [1] is a very powerful
method for statistical inference. Recently, the paper [2] applied this approach to
estimation of Markovian process. In the paper [2], they employed information
geometry of transition matrices given by Nakagawa and Kanaya [3] and Nagaoka
[4]. Since this geometric structure depends only on the transition matrices, it
does not change as the number n of observation increases while the geometry
based on the probability distribution changes according to the increase of the
number n. In particular, the paper [2] introduced the curved exponential family
of transition matrices, and derived the Crame´r-Rao inequality for the family,
which shows the optimality of the inverse of the transition matrix version of
Fisher information matrix.
On the other hand, the hidden Markov model (HMM) is an important sta-
tistical model in many fields including Bioinformatics [5] Econometrics [6] and
Population genetics [7] (See also the recent overview [8].). Some of preceding
studies [9, 10] to estimate hidden Markov process have already employed infor-
mation geometry by using em-algorithm. However, their em-algorithm is based
on the geometry of probability distributions, which changes according to the
1
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increase of the number n. So, their estimation processes become complicated
when n is large. Hence, they could not evaluate the asymptotic behavior of the
estimation error.
In this paper, we apply the information geometry of transition matrices to
estimation of hidden Markovian process with finite state space. Since we need
to estimate the hidden structure from the observed value, we apply the em-
algorithm based on the geometry of transition matrices. That is, for this purpose,
we formulate a partial observation model of Markovian process and the em-
algorithm based on the geometry of transition matrices for this model. Then,
using the transition matrix version of the projective Fisher information, we
evaluate the asymptotic error in the Markovian case under a certain regularity
condition. To employ this method, the model needs to satisfy a condition for the
Jacobi matrix between the expectation of the observed value and the parameter
to be estimated, which is called the Jacobi matrix condition. In this paper,
we apply the partial observation model of Markovian process to the observed k-
memory joint distribution. For this purpose, we formulate an exponential family
of k-memory transition matrices. In this application, we need to be careful for
the Jacobi matrix condition. Due to the theory of the partial observation model
of Markovian process, we evaluate the asymptotic error in the Markovian case
under a certain regularity condition. Further, the calculation complexity of the
em-algorithm does not depend on the number n of observation in this application
because the geometrical structure does not depend on n. As another result of the
partial observation model of Markovian process, we propose an efficient method
for χ2-test to verify the validity of the given model, and show that it works well.
Since it checks the validity of a given model, we can employ it to choose a model
among plural models.
We have another difficulty for the hidden Markovian process. There is ambi-
guity for the transition matrix to express the hidden Markovian process. That
is, there is a possibility that two different transition matrices express the same
hidden Markovian process. This problem is called the equivalence problem and
was solved by Ito, Kobayashi, and Amari [11]. The asymptotic error is char-
acterized by the local geometrical structure, and the equivalence problem with
local structure was discussed in another paper [12], which is needed to make
parametrization without duplication. Employing the parametrization given in
[12], we apply our partial observation model of Markovian process to estimation
of hidden Markovian process.
The remaining of this paper is organized as follows. Section 2 gives the brief
summary of obtained results, which is crucial for understanding the structure
of this paper. As a preparation, Section 3 reviews the fundamental facts for
exponential family of transition matrices and its properties. Section 4 discusses
partial observation model for Markovian process, in which, we can observe a
part of random variables. Section 5 applies the model to the case of k-memory
transition matrices. To apply our result to hidden Makovian process given in
Fig. 1, by reviewing the results of the paper [12] for exponential family of pairs of
transition matrices, Section 6 gives a proper parametrization. Section 7 applies
the result of Section 4 to the estimation of hidden Markovian process.
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Hidden variables
1X 2X 3X nX
2Y 3Y 4Y 1nY +
V V V V
W W W W W
Fig 1. Pair of transition matrices: The transition matrix W determines the Markovian process
on the set X of hidden states. The transition matrix V determines the observed variable Y
with the condition on the hidden variable X.
2. Summary of results
2.1. Estimation in partial observation model
As the first part of our main result, in Section 4, we address the partial observa-
tion model in a Markovian process, and discuss the estimation of the parameter
to identify the Markovian process in a parametric family of Markovian pro-
cesses, which is a preparation of estimation of hidden Markovian process. We
consider a large exponential family of transition matrices W~θ1,~θ2,3 generated by
l1 + l2 + l3 independent variables g1, . . . , gl1 , gl1+1, . . . , gl1+l2+l3 with the po-
tential function φ(~θ1, ~θ2,3), where ~θ1, ~θ2,3 are natural parameters. We assume
that the true transition matrix belongs to an exponential family of transition
matrices W0,~θ2,3 generated by the l2 + l3 variables gl1+1, . . . , gl1+l2+l3 while our
observation is limited to the l1 + l2 variables g1, . . . , gl1+l2 . In this setting, we
discuss how to estimate the parameter of ~θ from the average ~Y n1,2 of n observed
data of the variables g1, . . . , gl1+l2 . For this aim, we introduce the expectation
parameter ~η1,2, ~η3 corresponding the variables g1, . . . , gl1+l2+l3 . Using Legendre
transform, we define the conversion from the expectation parameter ~η1,2, ~η3 to
the natural parameter ~θ(~η1,2, ~η3). Then, we propose our estimator as
θˆ2,3(~Y
n
1,2) := argmin
~θ′2,3∈Θ2,3
min
~η′3∈V3
D
(
W~θ(~Y n1,2,~η′3)
∥∥W0,~θ′2,3
)
, (2.1)
where D(W~θ1,~θ2,3‖W~θ′1,~θ′2,3) is the divergence between two transition matrices
W~θ1,~θ2,3 and W~θ′1,~θ′2,3
. This estimator can be calculated by using em-algorithm
with respect to the divergence for transition matrices. Then, we show the fol-
lowing theorem.
Theorem 2.1. Under some regularity conditions for the Jacobi matrix of the
potential function φ(~θ1, ~θ2,3) (the Jacobi matrix condition), the distribution of
the estimation error of this estimator converges to the Gaussian distribution
whose variance is the inverse of the projective Fisher information, whose defi-
nition will be given in the main body.
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Next, we consider how to select a suitable model among several models. In
the case of hidden Markov processes, a submodel is given as a set of singular
points. Hence, it is quite hard to apply conventional model selection methods.
Fortunately, the χ2-test can be formulated as follows.
Theorem 2.2. We assume that Θ2,3 is an open set, any element of Θ2,3 satisfies
the same condition as Theorem 2.1, and the true parameter belongs to Θ2,3.
The random variable 2nmin~θ′2,3∈Θ2,3 min~η
′
3∈V3 D(W~θ(~Y n1,2,~η′3)‖W0,~θ′2,3) is subject
to χ2-distribution with degree l1− l(θˆ2,3;o), were l(~θ2,3) is an integer in the main
body.
Hence, when the number of observation n is sufficiently large, the random
variable given in Theorem 2.2 can be used for the χ2-test. Thus, we can choose
a suitable model among several models when we fixed a certain significance level
α > 0. We choose the model with the minimum dimension among models passed
this χ2-test with the significance level α.
2.2. Estimation in hidden Markovian model
Next, we address the estimation of hidden Markovian process given in Fig. 1,
where Y is the observed finite state system and X is the hidden finite state
system. In this paper, to clarify the correspondence between the finite state
system and the random variable, we denote the finite state space by X when
it corresponds to the variable X . We remember that the hidden Markov pro-
cess is modeled by a pair of transition matrices (W,V ). For this aim, review-
ing the result of the paper [12], we parametrize the hidden Markov process
as an exponential family of pairs of transition matrices (W~θ, V~θ) with genera-
tors gl1+1, . . . , gl1+l2+l3 . Then, we estimate the parameter
~θ under the above
family from n + k − 1 observed data Y1, . . . , Yn+k−1. If we employ several
functions of Y1, . . . , Yn+k−1 as our estimator of ~θ, the calculation complexity
increases in some order as n and k increase. To avoid this problem, we im-
pose the following constraints. we can use only the averages of k-input func-
tions. That is, we prepare functions g1, . . . , gl1+l2 with k inputs and use only
their averages Y ni :=
∑n−1
j=0
1
ngi(Yi+1, . . . , Yi+k) with i = 1, . . . , l1 + l2. Here,
gl1+1, . . . , gl1+l2 are observed generators. In this case, the estimate is given as a
function (Y n1 , . . . , Y
n
l′′) 7→ θˆ.
To apply Theorem 2.1 to this type of estimation, we focus on Markovian pro-
cess with k− 1-memory, and formulate an exponential family of such transition
matrices. We rewrite Theorem 2.1 in terms of Markovian process with k − 1-
memory. Then, to estimate the parameter in the exponential family (W~θ, V~θ),
we apply this rewritten statement to the case when our l1+ l2 observed variables
g1, . . . , gl1+l2 are the functions of observed variables in the above way. In this
application, we obtain the following result with respect to a parameter space
Θ2,3.
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Theorem 2.3. We fix k as an integer greater than a certain threshold (the
concrete value will be given in the main body), and increase n as infinity. When
the parameter space Θ2,3 satisfies some regularity conditions and the true pair
of transition matrices belongs to {(W~θ, V~θ)}~θ∈Θ2,3 , the projective Fisher infor-
mation is invertible and the distribution of the estimation error of this estimator
converges to the Gaussian distribution whose variance is the inverse of the pro-
jective Fisher information.
Since we apply Theorem 2.1 and the estimator of Theorem 2.1 is calculated
by em-algorithm, the calculation complexity of our estimator depends only on k
and does not depends on n. As k is fixed, the calculation complexity is O(1) once
we obtain the averages Y ni :=
∑n−1
j=0
1
ngi(Yi+1, . . . , Yi+k) with i = 1, . . . , l1 + l2.
3. Exponential family of transition matrices
3.1. Preparation
To handle Markovian process on the finite state space X , we introduce sev-
eral definitions for transition matrices. A non-negative matrix W is called ir-
reducible when for each x, x′ ∈ X , there exists a natural number n such that
Wn(x|x′) > 0 [13]. The irreducibility depends only on the support X 2W :=
{(x, x′) ∈ X 2|W (x|x′) > 0} for a non-negative matrix W over X . In the irre-
ducible case, the average
∑n
i=1
1
nW
iP converges to the stationary distribution
PW for any initial distribution P on X as n goes to infinity [14, 15]. An irre-
ducible matrix W is called ergodic when there are no input x′ and no integer n′
such that Wn(x′|x′) = 0 unless n is divisible by n′ [13] 1. It is known that the
output distribution WnP converges to the stationary distribution of W if and
only if the transition matrix W is ergodic [15, 14, 13]. In this section, we treat
only irreducible transition matrices and the class of ergodic transition matrices
will be discussed in Section 5.1.
To handle the transition matrix by using the joint distribution on X 2, we
introduce the symmetric condition for a distribution P on X 2 as
∑
x′∈X
P (x′, x) =
∑
x′∈X
P (x, x′). (3.1)
We introduce the joint distribution P 2W as and the set of transition matrices
WX ,W as
WX ,W := {V |V is a transition matrix and X 2W = X 2V }. (3.2)
Then, we have the following lemma.
1The definition of the ergodicity depends on the research area. For example, in the quan-
tum information, the ergodicity is defined as the property of the convergence of the average∑
n
i=1
1
n
W iP to the unique stationary distribution. In this area, the property of the output
distribution is called mixing property [16, 17, 18].
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Lemma 3.1. The set of distributions P 2W equals that the set of distributions on
X 2W satisfying the symmetric condition (3.1). More precisely,
{P 2W ′ |W ′ ∈ WX ,W } =
{
P
∣∣∣∣ P is a distribution with support X
2
W
to satisfy the symmetric condition (3.1).
}
Proof. Since the joint distribution P 2W satisfies the symmetric condition (3.1)
for any W ′ ∈ WX ,W , we have the relation ⊂. For a joint distribution P on X 2
satisfying the symmetric condition (3.1), we define the conditional distribution
W asW (x|x′) := P (x,x′)PX (x′) , where PX(x′) :=
∑
x′′ P (x
′′, x′) Due to the symmetric
condition (3.1), PX is the stationary distribution. Hence, we obtain the opposite
relation ⊃.
3.2. Linear independence
Exponential family of transition matrices is generated by the variables defined
as functions on X 2W . The linear independence of generators is a key concept for
the exponential family because we need to duplicate parametrization of transi-
tion matrices. Hence, before introducing an exponential family, we prepare the
following lemma.
Proposition 3.2 ([2, Lemma 3.1]). Consider an irreducible transition matrix
W over X and a real-valued function g on X×X . Define φ(θ) as the logarithm of
the Perron-Frobenius eigenvalue of the matrix2: W θ(x|x′) := W (x|x′)eθg(x,x′).
Then, the function φ(θ) is convex. Further, the following conditions for the
function g are equivalent.
(1) No real-valued function f on X satisfies that g(x, x′) = f(x) − f(x′) + c
for any (x, x′) ∈ X 2W with a constant c ∈ R.
(2) The function φ(θ) is strictly convex, i.e., d
2φ
dθ2 (θ) > 0 for any θ.
(3) d
2φ
dθ2 (θ)|θ=0 > 0.
Given two distinct transition matrices W and V , we assume that X 2W ⊂ X 2V
and X 2W is irreducible. Then, we denote the logarithm of the Perron-Frobenius
eigenvalue of the matrix W (x|x′)1+sV (x|x′)−s by ϕ(1 + s) under the condition
given below. Proposition 3.2 guarantees the differentiability of ϕ(1 + s). So, we
define the relative entropy D(W‖V ) as D(W‖V ) := dϕds (1).
3.3. Exponential family
To define an exponential family for transition matrices, we focus on an irre-
ducible transition matrix W (x|x′) from X to X . A set of real-valued functions
{gj} on X×X is called linearly independent under the transition matrixW (x|x′)
when any linear non-zero combination of {gj} satisfies the condition (1), (2) or
2For the Perron-Frobenius eigenvalue and Perron-Frobenius eigenvector, see Appendix D.
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(3) for the function g given in Proposition 3.2. For ~θ = (θ1, . . . , θd) and linearly
independent functions {gj}, we define the matrix W~θ(x|x′) from X to X in the
following way.
W ~θ(x|x′) :=W (x|x′)e
∑d
j=1 θ
jgj(x,x
′). (3.3)
Using the Perron-Frobenius eigenvalue λ~θ of W ~θ, we define the potential func-
tion φ(~θ) := logλ~θ. In the following, we introduce geometrical structure based
on the potential function φ(~θ), i.e., we employ the information geometry induced
by the potential function φ(~θ) because the potential function φ(~θ) yields all the
statistical characteristics even in Markovian process [19].
Note that, since the value
∑
xW ~θ(x|x′) generally depends on x′, we cannot
make a transition matrix by simply multiplying a constant with the matrixW ~θ.
For deeper understanding, we employ the linear space VX := {v = (vx)x∈X |vx ∈
R}. To make a transition matrix from the matrix W ~θ, we recall that a non-
negative matrix U from X to X is a transition matrix if and only if the vector
uX := (1, . . . , 1)T ∈ VX is an eigenvector of the transpose UT and the eigenvalue
is 1. In order to resolve this problem, we focus on the structure of the matrix
W ~θ. We denote the Perron-Frobenius eigenvectors of W ~θ and its transpose W
T
~θ
by P
2
~θ and P
3
~θ. Then, similar to [3, (16)] [4, (2)], we define the matrix W~θ(x|x′)
as
W~θ(x|x′) := λ−1~θ P
3
~θ(x)W ~θ(x|x′)P
3
~θ(x
′)−1. (3.4)
The matrix W~θ(x|x′) is a transition matrix because the vector (1, . . . , 1)T is an
eigenvector of the transpose WT~θ and its Perron-Frobenius eigenvalue is 1. The
stationary distribution PW~θ of the given transition matrix W~θ is the Perron-
Frobenius normalized eigenvector of the transition matrix W~θ, which is given
as PW~θ (x) =
P
3
~θ(x)P
2
~θ(x)∑
x′′ P
3
~θ(x
′′)P
2
~θ(x
′′)
[2, (4.3)]. In the following, we call the family
of transition matrices E := {W~θ} an exponential family of transition matrices
generated by W with the generator {g1, . . . , gd}.
Since the generator {g1, . . . , gd} is linearly independent, due to Proposition
3.2,
∑
i,j cicj
∂2φ
∂θi∂θj =
d2φ(~ct)
dt2 is strictly positive for an arbitrary non-zero vector
~c = (c1, . . . , cd). That is, the Hesse matrix H~θ[φ] = [
∂2φ
∂θi∂θj ]i,j is non-negative.
Using the potential function φ(θ), we discuss several concepts for transition ma-
trices based on Proposition 3.2, formally. We call the parameter (θ1, . . . , θd) the
natural parameter, and the parameter ηj(~θ) :=
∂φ
∂θj (
~θ) the expectation parameter.
For ~η = (η1, . . . , ηd), we define θ
1(~η), . . . , θd(~η) as ηj(θ
1(~η), . . . , θd(~η)) = ηj .
Here, to avoid the duplicate parametrization, we introduce the quotient space.
For a given transition matrix W , we define the linear space G(X 2W ) of all two-
input functions defined on the subset X 2W , and the linear subspace N (X 2W ) of
the space G(X 2W ) as the set of functions f(x) − f(x′) + c. Then, we obtain the
following proposition.
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Proposition 3.3 ([2, Lemma 4.1]). The following conditions are equivalent for
the generator {gj} and the transition matrix W .
(1) The set of functions {gj} are linearly independent in the quotient space
G(X 2W )/N (X 2W )3.
(2) The map ~θ → ~η(~θ) is one-to-one.
(3) The Hesse matrix H~θ[φ] is strictly positive for any
~θ, which implies the
strict convexity of the potential function φ(~θ).
(4) The Hesse matrix H~θ[φ]|~θ=0 is strictly positive.
(5) The parametrization ~θ 7→W~θ is faithful for any ~θ.
For linearly independent functions, we have the following lemma.
Lemma 3.4. The following conditions for linearly independent function g1, . . . , gl
in G(X 2W )/N (X 2W ) are equivalent.
(1) The set of two-input functions {gj} form a basis of the quotient space
G(X 2W )/N (X 2W ).
(2) The set {W~θ}~θ∈Rl equals the set of transition matrices with the support X kW ,
i.e., {W~θ}~θ∈Rl =WX ,W .
(3) We have {P 2W~θ}~θ∈Rl =
{
P
∣∣∣∣ P is a distribution with support X
2
W
to satisfy the symmetric condition (3.1).
}
.
Proof. (1) ⇔ (2): Any element W ′ ∈ WX ,W can be written as W ′(x|x′) =
W (x|x′)eg(x,x′) by using an element g ∈ G(X 2W ) because of the relation log W
′(x|x′)
W (x|x′) ∈
G(X 2W ). Since the relation {W~θ}θ∈Rl ⊂ WX ,W holds, we have the equivalence
relation between conditions (1) and (2).
(2) ⇔ (3): The equivalence between conditions (2) and (3) follows from
Lemma 3.1.
This lemma shows that WX ,W is an exponential family.
Lemma 3.5. Given generators g1, . . . , gl, we define the linear map F
2 from the
set of first derivatives of P 2W~θ
to Rl as
F 2
( d
dt
P 2W~θ+~c(t)
∣∣∣
t=0
)
:=
( ∑
(x,x′)∈X 2
gj(x, x
′)
l∑
i=1
dci(t)
dt
∂
∂θi
P 2W~θ
(x, x′)
∣∣∣
t=0
)
j=1,...,l
,
(3.5)
where ~c is a differential function from R to R such that ~c(0) = 0. Then, the
linear map F 2 is invertible.
Proof. The expectation parameter ηj(~θ) satisfies
∂2φ(~θ)
∂θi∂θj
=
∂
∂θi
ηj(~θ) =
∑
(x,x′)∈X 2
gj(x, x
′)
∂
∂θi
P 2W~θ (x, x
′). (3.6)
3For the definition of quotient space, see the textbook [20].
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Since the Hessian ∂
2φ(~θ)
∂θi∂θj
is a positive definite matrix, we have the desired state-
ment.
To understand the quotient space G(X 2W )/N (X 2W ), we define the map W∗ on
G(X 2W ) as (g(x, x′))x,x′∈X 7→ (g(x, x′)W (x|x′))x,x′∈X . We denote the image of
W∗ by L(X 2W ) although the image is the same as G(X 2W ). Then, we introduce
the subspaces L1(X 2W ) and G1,W (X 2W ) as
L1(X 2W ) := {B ∈ G(X 2W )|BTuX = 0}, G1,W (X 2W ) := W−1∗ L1(X 2W ).
Lemma 3.6. AssumeW is irreducible. For any element [g′] of G(X 2W )/N (X 2W ),
there uniquely exists an element g of G1,W (X 2W ) such that [g′] = [g] i.e., g is
a representative of [g′]. Therefore, we can regard the space G1,W (X 2W ) as the
quotient space G(X 2W )/N (X 2W ).
Remark 1. Lemma 3.6 was essentially proven in a more general form as [12,
Lemma 8]. Since its proof is composed of more complicated notations, we give
a proof of Lemma 3.6 with a current notations for readers’ convenience in Ap-
pendix B. Only Lemmas 3.1, 3.4, and 3.5 are novel in this section. Other state-
ments are known in Section 3.
In particular, when W is a positive transition matrix, i.e., X 2W = X 2, the
subspace N (X 2W ) does not depend on W and is abbreviated to N (X 2). In this
case, WX ,W is the set of positive transition matrices. Then, it does not depend
on W , and is abbreviated to WX .
We define the Fisher information matrix for the natural parameter by the
Hesse matrix H~θ[φ] = [
∂2φ
∂θi∂θj (
~θ)]i,j . The Fisher information matrix for the ex-
pectation parameter is given as H~θ[φ]
−1. It is known that the inverse of Fisher
information matrix gives the minimum mean square error of estimation under
the respective parameters [2, Section 8]. Further, for fixed values θk+1o , . . . , θ
d
o , we
call the subset {W~θ ∈ E|~θ = (θ1, . . . , θk, θk+1o , . . . , θdo)} an exponential subfamily
of E .
In the above discussion, we denote an element of the tangent space by an
element g or [g] of G1,W (X 2W ) or G(X 2W )/N (X 2W ). However, it is possible to
express an element of the tangent space by an element W∗g of L1(X 2W ). The
former expression is called the exponential representation (e-representation).
and the latter is called the mixture representation (m-representation).
3.4. Mixture family
In the following, we characterize the set of transition matrices when we have a
part of information. For this aim, we assume that the functions {gj} satisfies the
condition of Proposition 3.3. For fixed values ηo,1, . . . , ηo,k, we call the subset
{W~θ ∈ E|~η(~θ) = (ηo,1, . . . , ηo,k, ηk+1, . . . , ηd)} a mixture subfamily of E . Given
a transition matrix W , when the values of real-valued functions gj on X 2 are
known to be real numbers bj , we consider that the true transition belongs to
the set {V ∈ WX ,W |
∑
x,x′ gj(x, x
′)V (x|x′)PV (x′) = bj∀j}, which is called is
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a mixture family on X 2W generated by the constraints {gj = bj}. Note that a
mixture family on X 2W does not necessarily contain W because its definition
depends on the real numbers bj. When W is a positive transition matrix, it is
simply called a mixture family generated by the constraints {gj = bj} because
WX ,W is the set of positive transition matrices. For a given transition matrix
W and two mixture families M1 and M2 on X 2W , the intersection M1 ∩M2 is
also a mixture family on X 2W .
3.5. Relative entropy
To characterize the difference between transition matrices, we introduce the
relative entropy by using the potential function φ(~θ) as follows.
Proposition 3.7 ([2, Lemma 4.3]). Two transition matrices W~θ andW~θ′ satisfy
D(W~θ‖W~θ′) =
d∑
j=1
(θj − θ′j) ∂φ
∂θj
(~θ)− φ(~θ) + φ(~θ′). (3.7)
The Fisher information matrix H~θ[φ] can be characterized by the limit of the
relative entropy as follows.
Proposition 3.8 ([2, Lemma 4.4]). For ~c = (c1, . . . , cd), we have
lim
t→0
2
t2
D(W~θ‖W~θ+~ct) = limt→0
2
t2
D(W~θ+~ct‖W~θ) =
∑
i,j
H~θ[φ]i,jc
icj. (3.8)
The right hand side of (3.7) can be regarded as the Bregman divergence [21]4
of the strictly convex function φ(~θ). In the following, we derive several properties
of the relative entropy by using Bregman divergence. That is, the following
properties follow only from the strong convexity of φ(~θ) and the properties of
Bregman divergence.
Using [22, (40)], we have another expression of D(W~θ‖W~θ′) as
D(W~θ(~η)‖W~θ(~η′)) =
∑
j
θ(~η′)j(η′j − ηj)− ν(~η′) + ν(~η), (3.9)
where ν(~η) is defined as Legendre transform of φ(~θ) as
ν(~η) := max
~θ
∑
i
θiηi − φ(~θ) =
∑
i
θi(~η)ηi − φ(~θ(~η)) (3.10)
~θ(~η) = argmax
~θ
∑
i
θiηi − φ(~θ). (3.11)
Since ν(~η) is convex as well as φ(~θ), we have the following lemma.
4Amari-Nagaoka [1] also defined the same quantity as the Bregman divergence with the
name “canonical divergence.”
M. Hayashi/Information Geometry Approach in Hidden Markov Model 11
Proposition 3.9 ([2, Lemma 4.5]). (1) For a fixed ~θ, the map ~θ′ 7→ D(W~θ‖W~θ′)
is convex. (2) For a fixed ~θ′, the map ~η 7→ D(W~θ(~η)‖W~θ′) is convex.
It is known that Bregman divergence satisfies the Pythagorean theorem [1][22,
(34)]5. Here, we should remark that Bregman divergence is defined for the a
strictly convex function, not for a distribution family. This kind of generality
of Bregman divergence is the key point for information geometry discussed in
this paper. As mentioned in [2, Proposition 4.6], applying this fact, we have the
following proposition as the Pythagorean theorem.
Proposition 3.10 ([4, (23)]). We focus on two points ~θ′ = (θ′1, . . . , θ′d) and
~θ = (θ1, . . . , θd). We choose the exponential subfamily of E whose natural pa-
rameters θk+1, . . . , θd are fixed to θk+1, . . . , θd, and the mixture subfamily of
E whose expectation parameters η1, . . . , ηk are fixed to η(~θ′)1, . . . , η(~θ′)k. Let
~θ′′ = (θ′′1, . . . , θ′′d) be the natural parameter of the intersection of these two
subfamilies of E. That is, θ′′j = θj for j = k + 1, . . . , d and ηj(~θ′′) = ηj(~θ′) for
k = 1, . . . , k. Then, we have
D(W~θ′‖W~θ) = D(W~θ′‖W~θ′′) +D(W~θ′′‖W~θ). (3.12)
3.6. Central limit theorem
Given an irreducible transition matrix W and a general two-input function
g ∈ G(X 2W ), we consider the random variable gn(Xn+1) :=
∑n
k=1 g(Xk+1, Xk)
when the random variables Xn+1 := (Xn+1, . . . , X1) are subject to the joint
distribution
W×n × P (xn, . . . , x1) := W (xn+1|xn) · · ·W (x2|x1)P (x1). (3.13)
with an arbitrary initial distribution P on X .
To discuss the expectation and the variance, we introduce the notations EP,W
and VP,W , which describe the expectation and the variance under the distribu-
tionWn×Pθ, respectively. We also denote the logarithm of the Perron Frobenius
eigenvalue of the matrix esg(x|x
′)W (x|x′) by ϕ(s). The following proposition is
known as the central limit theorem6.
Proposition 3.11 ([24, 25, 26, 27, 28, 19]). The relations
lim
n→∞
1
n
EP,W [g
n(Xn+1)] = 〈uX |(W∗g)PW 〉 = d
ds
ϕ(s)|s=0, (3.14)
lim
n→∞
1
n
VP,W [g
n(Xn+1)] =
d2
ds2
ϕ(s)|s=0 (3.15)
hold. Further, the random variable 1√
n
(gn(Xn+1)−n ddsϕ(s)|s=0) asymptotically
obeys the Gaussian distribution with average 0 and variance d
2
ds2ϕ(s)|s=0.
5The derivation of the Pythagorean theorem for Bregman divergence is also available in
[23, Section 2.2.2].
6Its detailed review is available in [19, Remark 7.3]
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Now, we consider a more general case, in which, multiple functions g˜1, . . . , g˜k ∈
G(X 2W ). Given ~s := (s1, . . . , sk), we denote the logarithm of the Perron Frobenius
eigenvalue of the matrix e
∑k
i=1 s
ig˜i(x|x′)W (x|x′) by φ(~s). So, the above lemma
can be generalized as follows.
Proposition 3.12 ([2, Theorem 8.2]). The random variables 1√
n
(g˜nj (X
n+1)−
n ∂∂sj φ(~s)|θ=0) asymptotically obey the Gaussian distribution with average 0. The
variance is given by the Hessian of φ at s = 0, i.e., ∂
2
∂si∂sj φ(s)|s=0.
Now, we consider the exponential family with generator g1, . . . , gk ∈ G(XW ).
Since the expectation of 1nEP,W~θ [g
n
i (X
n+1)] converges to the expectation param-
eter ∂∂θiφ(
~θ)|~θ=0 = ηi(~θ), the random variable g
n
i (X
n+1)
n works as an estimator of
the expectation parameter. Its asymptotic variance is the Hessian of φ, which is
the minimum variance under suitable conditions for estimator [2, Section 8.2].
4. Partial observation model
In this section, we consider how to estimate the parameter describing the transi-
tion matrix when our observation is restricted to a part of generators. As seen in
Section 7.1, this model can be regarded as a generalization of estimation of hid-
den Markov process. That is, we extend the contents of Subsection 3.6 to such a
restricted case. For this purpose, we introduce additional notations. Given pos-
itive integers l1, l2, l3, we denote the vector spaces Vi := Rlj for j = 1, 2, 3, and
the vector spaces V0 := V1 ⊕V2 ⊕V3, and V1,2 := V1 ⊕V2, and V2,3 := V2 ⊕V3.
In the following, we regard the spaces Vj and Vi,j as subspaces of V0, respec-
tively. We denote the projection from V0 to the subspaces Vj and Vi,j by Pj and
Pi,j , respectively. For a vector ~v ∈ V0, we denote Pj~v and Pi,j~v by ~vj and ~vi,j ,
respectively.
Let W be an irreducible transition matrix on X , and g1, . . . , gl1+l2+l3 be
linearly independent functions as elements of G(X 2W )/N (X 2W ). So, we can de-
fine the potential function φ by using the generator {g1, . . . , gl1+l2+l3}. Let
W := {W~θ1,~θ2,3} be the exponential family of transition matrices on X by W
with the above generator. Then, we define the expectation parameter η(~θ1, ~θ2,3).
Now, we consider the exponential subfamilyW2 := {W0,~θ2,3}θ2,3∈Θ2,3 , where the
parametric space Θ2,3 ⊂ V2,3 will be discussed in a careful way.
Now, we assume that we can observe only the sample mean of the part of gen-
erators g1, . . . , gl1+l2 with n+1 observations. That is, we can observe the sample
mean ~Y n1,2 :=
( g1(Xn+1)
n , . . . ,
gl1+l2 (X
n+1)
n
)
, where gj(X
n+1) :=
∑n
i=1 gj(Xi+1, Xi).
So, Proposition 3.12 guarantees that the expectation of the sample mean ~Y n1,2
converges to ~η1,2(0, ~θ2,3) as n goes to infinity with whatever initial distribu-
tion when the true transition matrix is W0,~θ2,3 . Now, we propose an estimator
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θˆ2,3(~Y
n
1,2) for
~θ2,3 from the observed sample mean ~Y
n
1,2 as follows (Fig. 2).
θˆ2,3(~Y
n
1,2) := argmin
~θ′2,3∈Θ2,3
min
~η′3∈V3
D
(
W~θ(~Y n1,2,~η′3)
∥∥W0,~θ′2,3
)
. (4.1)
For the definition of ~θ(~Y n1,2, ~η
′
3), see (3.11). Here, argmin~θ′2,3∈Θ2,3 is not unique
in general. In this case, we choose one of elements ~θ′2,3 ∈ Θ2,3 attaining the
minimum.
31,2 3 '( , ')
{ }nYW ηθ η   Mixture family
estimate
-valued 
exponential family
Observed
value
Observed 
space 
2,31,2 3 (0, )( , ')
( )nYD W W θθ η   
True
1,2
nY

Y
2,3 1,2
ˆ ( )nYθ 
2,3 2,3(0, )
{ }W θ θ 
2,3;oθ

Fig 2. Estimator of partial observation model
This estimator can be calculated approximately by using em-algorithm in the
following way. Firstly, we fix the initial point ~θ2,3;o ∈ Θ2,3. Then, repeating the
following procedure, we calculate ~θ2,3;j ∈ Θ2 from ~θ2,3;j−1 ∈ Θ2 iteratively as
follows.
m-step We find the m-minimum point ~η3;j := argmin~η3 D
(
W~θ(~Y n1 ,~η3)
∥∥W0,~θ2,3;j−1
)
.
e-step Next, we find e-minimum point ~θ2,3;j := argmin~θ2,3 D
(
W~θ(~Y n1,2,~η3;j)
∥∥W0,~θ2,3
)
.
The implementation is discussed in Appendix A. Since the maps ~η3 7→ D
(
W~θ(~Y n1 ,~η3)
∥∥W0,~θ2,3;j−1
)
and ~θ2,3 7→ D
(
W~θ(~Y n1,2,~η3;j)
∥∥W0,~θ2,3
)
are convex due to Proposition 3.9, these can
be calculated by the convex optimization.
Pythagorean theorem (Proposition 3.10) guarantees the equations
D
(
W~θ(~Y n1,2,~η3;j)
∥∥W0,~θ2,3;j−1
)
=D
(
W~θ(~Y n1,2,~η3;j−1)
∥∥W0,~θ2,j−1
)−D(W~θ(~Y n1,2,~η3;j−1)
∥∥W~θ(~Y n1,2,~η3;j)
)
, (4.2)
D
(
W~θ(~Y n1,2,~η3;j)
∥∥W0,~θ2,3;j
)
=D
(
W~θ(~Y n1,2,~η3;j)
∥∥W0,~θ2,3;j−1
)−D(W0,~θ2,3;j
∥∥W0,~θ2,3;j−1
)
. (4.3)
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So, repeating this procedure, we can achieve a locally minimum value.
For a given point ~θ2,3;o ∈ Θ2, we fix ~η1,o := ~η1(0, ~θ2,3;o). We denote the
Hessian for the potential φ with respect to the parameters (~θ1, ~θ2,3) at (0, ~θ2,3;o)
by H0,~θ2,3;o [φ].
We define the (l1+l2)×(l2+l3) Jacobi matrixA(~θ2,3;o) whose (i, j) component
is
∂ηi(0,~θ2,3;o)
∂θj
(i = 1, . . . , l1+ l2 and j = l1+1, . . . , l1+ l2+ l3). Then, the Jacobi
matrix A(~θ2,3;o) is calculated to be P1,2H0,~θ2,3;o [φ]P2,3.
Then, we define the projective Fisher information matrix H˜~θ2,3;o at
~θ2,3;o by
H˜~θ2,3;o
:= A(~θ2,3;o)
T
(
H0,~θ2,3;o
[φ]−1 − (P3H0,~θ2,3;o [φ]−1P3)−13
)
A(~θ2,3;o), (4.4)
where (X)−13 is the inverse matrix of X when X is regarded as a matrix on V3.
Then, we have the following lemma.
Lemma 4.1. The following conditions are equivalent.
B1 The rank of A(~θ2,3;o) is l2 + l3.
B2 The matrix H˜~θ2,3;o is invertible.
We call the condition of Lemma 4.1 the Jacobi matrix condition because the
matrix A(~θ2,3;o) is the Jacobi matrix. Now, we impose the following condition
to the parametric space Θ2,3;
C1 The parametric space Θ2,3 is an open connected subset of R
l2+l3 .
C2 The map ~θ2,3 ∈ Θ2,3 7→ ~η1,2(0, ~θ2,3) is one-to-one.
C3 The matrix A(~θ2,3) has rank l2 + l3 for any element ~θ2,3 ∈ Θ2,3.
To satisfy these conditions, the number l3 needs to be smaller than l1. Then, as
the precise statement of Theorem 2.1, as an extension of Proposition 3.12, we
obtain the following theorem, whose proof is given in Appendix C.
Theorem 4.2. Assume that the exponential family {W0,~θ2,3}~θ2,3∈Θ2,3 satisfies
the conditions C1, C2, and C3. The random variable θˆ2,3(~Y
n
1,2) − ~θ2,3;o asymp-
totically obeys the Gaussian distribution with the covariance matrix 1n H˜
−1
~θ2,3;o
.
Under the assumption of the above theorem, if the true transition matrix
contains the model W and the number n of observations is sufficiently large,
the value min~η3∈V3 D(W~θ(~Y n1,2,~η3)‖W0,θˆ2,3(~Y n1,2)) behaves order
1
n . If this value
obtained the above em-algorithm is not in the order 1n , we need to perform the
above em-algorithm again with another initial value. If the value still is not in
the order 1n after several trials of the em-algorithm, we need to consider the
possibility that our model W is not correct.
To discuss the validity of our model, as a precise statement of Theorem 2.2, we
prepare the following theorem, whose proof is given in Appendix C. In general,
the above assumption does not necessarily hold. The following theorem holds
even without such an assumption.
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Theorem 4.3. We assume that Θ2,3 is an open set, any element of Θ2,3 sat-
isfies the same condition as Theorem 2.1, and the true parameter belongs to
Θ2,3. We define the integer l(~θ2,3) := rankA(~θ2,3) − l2. The random variable
2nmin~θ′2,3∈Θ2,3 min~η
′
3∈V3 D(W~θ(~Y n1,2,~η′3)‖W0,~θ′2,3) is subject to χ
2-distribution with
degree l1 − l(θˆ2,3;o).
Hence, when the number of observation n is sufficiently large, the random
variable given in Theorem 2.2 can be used for the χ2-test. Thus, we can choose
a suitable model among several models when we fixed a certain significance
level α > 0. We choose the model with the minimum dimension among models
passed this χ2-test with the significance level α. Using Theorem 4.3, we can
apply χ2-test to the hypothesis testing with
H0: Null hypothesis The true transition matrix is contained in our model
W .
H1: Alternative hypothesis The true transition matrix is not contained in
our model W .
When the risk probability is α and the observed value
min~η′3∈V3 D(W~θ(~Y n1,2,~η′3)‖W0,θˆ2,3(~Y n1,2)) is greater than F
−1
l1−l(θˆ2,3(~Y n1,2))
(1 − α), we
can reject the null hypothesis H0, where Fl is the cumulative distribution func-
tion of χ2-distribution with degree l. In other words, when we observe the value
χ2 := min~η′3∈V3 D(W~θ(~Y n1,2,~η′3)‖W0,θˆ2,3(~Y n1,2)), we can reject the null hypothesis
H0 with risk probability 1 − Fl1−l(θˆ2,3(~Y n1,2))(χ
2). In this way, we can evaluate
the validity of our model even though the true point is a singular point.
5. k − 1-memory transition matrices
5.1. k − 1-memory transition matrix and joint distribution
To apply the partial observation model to the hidden Markovian model, we
consider the case when the distribution of the outcome on X depends on the
previous k−1 outcomes. Such a sequence is called a Markovian chain with order
k−1, and is given as a k−1-memory transition matrix on X , which is described as
W = {W (xk|xk−1, . . . , x1)}xk∈X ,(x1,...,xk−1)∈X k−1. That is, the k-th distribution
depends on the previous k − 1 outputs (xk−1, . . . , x1). Then, we denote the
support of W by X kW := {(xk, xk−1, . . . , x1) ∈ X k|W (xk|xk−1, . . . , x1) > 0}. In
this definition, a k−1-memory transition matrix can be regarded as a k-memory
transition matrix.
The k− 1-memory transition matrix W can be naturally regarded as a tran-
sition matrix W|X k−1 on X k−1 as
W|X k−1(xk−1, . . . , x1|x′k−1, . . . , x′1) := W (xk−1|x′k−1, . . . , x′1)δxk−2,x′k−1 · · · δx1,x′2 .
We say that a k − 1-memory transition matrix W is irreducible (ergodic) when
the transition matrix W|X k−1 is an irreducible (ergodic) matrix. Then, we also
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define the relative entropy of two k − 1-memory transition matrices W and W ′
as D(W‖W ′) := D(W|X k−1‖W ′|X k−1). Thus, using the stationary distribution
PW on X k−1, we have
D(W‖W ′) =
∑
xk−1,...,x1
PW (xk−1, . . . , x1)D(Wxk−1,...,x1‖W ′xk−1,...,x1). (5.1)
Now, we introduce the symmetric condition for a distribution P on X k as
∑
x′∈X
P (x′, xk−1, . . . , x1) =
∑
x′∈X
P (xk−1, . . . , x1, x′). (5.2)
Also, we introduce the joint distribution P kW and the set of transition matrices
WX k−1,W as
P kW (xk, xk−1, . . . , x1) := W (xk|xk−1, . . . , x1)PW (xk−1, . . . , x1)
WX k−1,W := {V |V is a k − 1-memory transition matrix and X kW = X kV }.
Since (X k−1)2W
|Xk−1
has one-to-one relation with X kW as
(X k−1)2W
|Xk−1
=
{
(xk−1, . . . , x1, x′k−1, . . . , x
′
1) ∈ X 2k−2
∣∣∣∣ (xk−1, x
′
k−1, . . . , x
′
1) ∈ X kW
xk−2 = x′k−1, . . . , x1 = x
′
2
}
,
(5.3)
applying Lemma 3.1 to the transition matrix W|X k−1 on X k−1, we find the
following lemma.
Lemma 5.1. The set of distributions P kW equals that the set of joint distribu-
tions on X k satisfying the symmetric condition (5.2). More precisely,
{P kW ′ |W ′ ∈ WX k−1,W } =
{
P
∣∣∣∣ P is a distribution with support X
k
W
to satisfy the symmetric condition (5.2).
}
The next lemma shows that an ergodic k − 1-memory transition matrix can
be realized in a natural setting.
Lemma 5.2. Assume that a k−1-memory transition matrixW is ergodic. When
W is regarded as a k-memory transition matrix, any initial distribution on X k
converges to the joint distribution P kW . Hence, W is ergodic as a k-memory
transition matrix.
This lemma guarantees that any ergodic transition matrix can be regarded
as an ergodic k − 1-memory transition matrix W , inductively.
Proof. Whatever initial distribution is, the distribution for (xk, . . . , x2) con-
verges to the stationary distribution PW . When the marginal distribution for
(xk, . . . , x2) of the initial distribution on X k is PW , the output distribution is
P kW . Hence, we obtain the desired statement.
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Remark 2. Here, we should remark that an irreducible k − 1-memory transi-
tion matrix W is not necessarily irreducible as a k-memory transition matrix.
For simplicity, we consider the case with k = 2. Assume that X is Zd and
W (x|x′) = δx,x′+1, i.e., W has a cyclic form. Then, W is irreducible, but is
not ergodic. When W is regarded as a 2-memory transition matrix, we have
WX 2(x2, x1|x′2, x′1) = δx2,x′2+1δx1,x′2 . Then, the subset {(2, 1), (3, 2), . . . , (d, d −
1), (1, d)} is closed in the application of WX 2 . Hence, WX 2 is not irreducible.
5.2. Exponential family of k − 1-memory transition matrices
Now, we define an exponential family of k − 1-memory transition matrices as
a natural extension of an exponential family of transition matrices as follows.
Firstly, we fix an irreducible k−1-memory transition matrixW on X . Then, we
denote the linear space of real-valued functions {g(xk, xk−1, . . . , x1)} defined on
X kW by G(X kW ). Additionally, N (X kW ) expresses the subspace of functions with
form f(xk, xk−1, . . . , x2) − f(xk−1, xk−2, . . . , x1) + c for (xk−1, xk−2, . . . , x1) ∈
X kW . When functions g1, . . . , gl ∈ G(X kW ) are linearly independent as elements
of G(X kW )/N (X kW ), for ~θ := (θ1, . . . , θl) ∈ Rl, we define the matrix
W ~θ|X k−1(xk−1, . . . , x1|x′k−1, . . . , x′1)
:=e
∑l
j=1 θ
jgj(xk−1,x
′
k−1,...,x
′
1)W (xk−1|x′k−1, . . . , x′1)δxk−2,x′k−1 · · · δx1,x′2 , (5.4)
and denote the Perron-Frobenius eigenvalue by λ~θ. Also, we denote the Perron-
Frobenius eigenvector of the transpose W
T
~θ|X k−1 by P
3
~θ. Then, we define the
k − 1-memory transition matrix W~θ as
W~θ(xk|xk−1, . . . , x1)
:=λ−1~θ P
3
~θ(xk, xk−1, . . . , x2)e
∑l
j=1 θ
jgj(xk,xk−1,...,x1)W (xk|xk−1, . . . , x1)
P
3
~θ(xk−1, xk−2, . . . , x1)
−1. (5.5)
That is, we call {W~θ}θ∈Θ the exponential family of k − 1-memory transition
matrices generated by the generators g1, . . . , gl atW . The expectation parameter
ηj(~θ) with j = 1, . . . , l is given as
ηj(~θ) :=
∑
~x∈X k
gj(xk, xk−1, . . . , x1)P kW~θ (xk, xk−1, . . . , x1). (5.6)
Then, combining Lemma 3.5 and (5.3), we have the following lemma.
Lemma 5.3. We define the linear map F k from the set of first derivatives of
P kW~θ
to Rl as
F k
( l∑
i=1
ai
∂
∂θi
P kW~θ
)
:=
( ∑
~x∈X k
gj(xk, xk−1, . . . , x1)
l∑
i=1
ai
∂
∂θi
P kW~θ
(xk, xk−1, . . . , x1)
)
j=1,...,l
. (5.7)
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Then, the linear map F k is invertible.
Also, the set {W~θ|X k−1}~θ forms an exponential family of transition matrices
on X k−1 because
W~θ|X k−1(xk−1, . . . , x1|x′k−1, . . . , x′1)
=λ−1~θ P
3
~θ(xk−1, . . . , x1)W ~θ|X k−1(xk−1, . . . , x1|x′k−1, . . . , x′1)P
3
~θ(x
′
k−1, . . . , x
′
1)
−1.
In this sense, we call φ(~θ) := logλ~θ the potential function. Then, similar to
(3.7), we have D(W~θ‖W~θ′) =
∑d
j=1(θ
j − θ′j) ∂φ∂θj (~θ)− φ(~θ) + φ(~θ′).
For linearly independent functions, the combination of Lemma 3.4 and (5.3)
yields the following lemma.
Lemma 5.4. The following conditions for linearly independent function g1, . . . , gl
in G(X kW )/N (X kW ) are equivalent.
(1) The set of two-input functions {gj} form a basis of the quotient space
G(X kW )/N (X kW ).
(2) The set {W~θ}~θ∈Rl equals the set of transition matrices with the support X kW ,
i.e., {W~θ}~θ∈Rl =WX k−1,W .
(3) We have {P kW~θ}~θ∈Rl =
{
P
∣∣∣∣ P is a distribution with support X
k
W
to satisfy the symmetric condition (5.2).
}
.
This lemma shows that WX k−1,W is an exponential family. When W has
no zero entry, the dimension of N (X kW ) is |X |k−1, hence, the dimension of
G(X kW )/N (X kW ) is |X |k − |X |k−1.
5.3. Partial observation model of k − 1-memory transition matrices
In this subsection, we describe the results in Section 4 for k-memory transition
matrices, which will be works as a preparation of our application of the partial
observation model to the hidden Markovian model. Let W be an irreducible
k-memory transition matrix on X , and g1, . . . , gl1+l2+l3 be linearly independent
functions as elements of G(X kW )/N (X kW ). Let W := {W~θ1,~θ2,3} be the exponen-
tial family of k − 1-memory transition matrices on X by W with the generator
{g1, . . . , gl1+l2+l3}. So, we can define the potential function φ. Now, we consider
the exponential subfamilyW2 := {W0,~θ2,3}θ2,3∈Θ2,3 , where the parametric space
Θ2,3 ⊂ V2,3 will be discussed in a careful way.
Now, we assume that we can observe only the sample mean of the a part
of generators g1, . . . , gl1+l2 with n + k observations X
n+k = (X1, . . . , Xn+k).
That is, we can observe the sample mean ~Y n1,2 := (
g1(X
n+k)
n , . . . ,
gl1+l2(X
n+k)
n ),
where gj(X
n+k) :=
∑n
i=1 gj(Xi−1+k, . . . , Xi). So, the expectation of the sample
mean ~Y n1,2 converges to ~η1,2(0,
~θ2,3) as n goes to infinity with whatever initial
distribution when the true transition matrix is W0,~θ2,3 and is irreducible [2,
Section 8.2]. Now, we propose an estimator θˆ2,3(~Y
n
1,2) for
~θ2,3 from the observed
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sample mean ~Y n1,2 as follows.
θˆ2,3(~Y
n
1,2) := argmin
~θ′2,3∈Θ2,3
min
~η′3∈V3
D
(
W~θ(~Y n1,2,~η′3)
∥∥W0,~θ′2,3
)
. (5.8)
Here, argmin~θ′2,3∈Θ2,3 is not unique in general. In this case, we choose one of
elements ~θ′2,3 ∈ Θ2,3 attaining the minimum.
In this case, still we need to care about the conditions C1, C2, and C3. At
least, we need to verify the Jacobi matrix condition given in Lemma 4.1. In the
next two sections, we will investigate the equivalence problem when we apply
the partial observation model to the k − 1-memory joint distribution.
6. Hidden Markov model
6.1. Equivalence problem
In the hidden Markovian process, there is a possibility that two different tran-
sition matrices for hidden and observed variables yield the same stochastic be-
havior for the observed variables. Since such two transition matrices cannot be
distinguished, we need to identify them and consider that they are equivalent,
in practice. As a preparation to apply the result of Section 4 to hidden Markov
process, we need a parametrization by taking account into this equivalence re-
lation for transition matrices. For this aim, in this section, we review the result
of the paper [12].
Given a transition matrix W (x|x′) from the hidden system X to itself and a
transition matrix V (y|x′) from the hidden system X to the observed system Y,
we say that the pair (W,V ) is a pair of transition matrices (W,V ) on X with
Y. Since the pair (W,V ) gives a transition matrix P 2|1XY [(W,V )](x, y|x′y′) :=
W (x|x′)V (y|x′) on X × Y, it yields a hidden Markovian process with an ob-
served variable Y and a hidden variable X . When the transition matrix W is
irreducible, we call the pair (W,V ) of transition matrices irreducible. When the
transition matrix W is ergodic, and the image of the matrix V is the vector
space VY , the transition matrix P 2|1XY [(W,V )] is irreducible. Hence, we call the
pair (W,V ) of transition matrices irreducible in this case.
In the following, for simplicity, we identify X and Y with {1, . . . , d} and
{1, . . . , dY }, respectively. That is, |X | = d and |Y| = dY . In this section, we
assume the above irreducibility. The pair (W,V ) with the initial distribution P
gives the k-joint distribution on Yk as
∑
(x0,x1,...,xk−1)∈X k
V (yk|xk−1)W (xk−1|xk−2)V (yk−1|xk−2) · · ·W (x1|x0)V (y1|x0)P (x0).
(6.1)
For the following discussion, we employ the vector space VX := {v = (vx)x∈X |vx ∈
R}, i.e., the space VX is spanned by basis {ex}x∈X . We define the vector Vy ∈ VX
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as Vy(x
′) := V (y|x′) and the matrix D(v) on VX as the diagonal matrix whose
diagonal entries are given by a vector v ∈ VX . Also, we define the vector
V∗,x′ ∈ VX as V∗,x′(y) := V (y|x′) for a transition matrix V (y|x′) from X to
Y. By using these notations and products of matrices on VX , the transition
matrix P k[(W,V )] is defined as
P k[(W,V )](yk, . . . , y1|x′) :=
∑
x∈X
WD(Vyk)W · · ·WD(Vy1)(x|x′)
=
∑
x∈X
D(Vyk)W · · ·WD(Vy1)(x|x′).
Hence, the joint distribution (6.1) on Yk is given as
P k[(W,V )] · P (yk, . . . , y1) =
∑
x∈X
P k[(W,V )](yk, . . . , y1|x′)P (x′),
where · express the matrix product on VX .
The integer k(W,V ) is defined to be the minimum integer k0 to satisfy the
condition KerP k0 [(W,V )] = ∩k KerP k[(W,V )]. For a distribution P on X , the
subspace Vk(P ) is defined as the subspace of VX /KerP k(W,V ) [(W,V )] spanned
by {[WD(Vyk)W · · ·WD(Vy1)P ]|yj ∈ Y, k′ ≤ k}, where [v] expresses the el-
ement of VX /KerP k(W,V ) [(W,V )] whose representative is v ∈ VX . Then, the
integer k(P,(W,V )) is defined to be the minimum integer k1 to satisfy the condi-
tion ∪∞k=1Vk(P ) = Vk1(P ). Then, the following proposition gives the meaning
of the integers k(W,V ) and k(P,(W,V )).
Proposition 6.1 ([12]). The following conditions are equivalent for P,W, V
and P ′,W ′, V ′.
(1) The relations k(W,V ) = k(W ′,V ′), k(P,(W,V )) = k(P ′,(W ′,V ′)), and P
k[(W,V )]·
P = P k[(W ′, V ′)] · P ′ hold with k = k(W,V ) + k(P,(W,V )) + 1.
(2) The relation P k[(W,V )] · P = P k[(W ′, V ′)] · P ′ holds with any integer k.
(3) The relation P k[(W,V )]·P = P k[(W ′, V ′)]·P ′ holds for k = max(k(W,V ), k(W ′,V ′))+
max(k(P,(W,V )), k(P ′,(W ′,V ′))) + 1.
When the condition of the above proposition holds, we say that the triple
P,W, V is equivalent to the triple P ′,W ′, V ′. The numbers k(W,V ) and k(P,(W,V ))
are upper bounded as follows.
Proposition 6.2 ([11],[12]). The inequalities k(W,V ) ≤ d and k(P,(W,V )) ≤ d−
dimKerP k(W,V ) [(W,V )] hold.
In a special case, k(W,V ) is characterized follows.
Proposition 6.3 ([12]). Given a pair of transition matrices (W,V ) on X with
Y and a distribution P on X , we assume that the vectors {V∗,x′}x′∈X are linearly
independent. Then, KerP 1[(W,V )] = {0} and k(W,V ) = 1.
Although Proposition 6.3 guarantees the relation KerP k(W,V ) [(W,V )] = {0}
under a certain condition for the transition matrix V , the condition is too strong
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because it does not hold when dY < d. Even when dY < d, we can expect the
relations KerP k(W,V ) [(W,V )] = {0} and VkP,(W,V )(P ) = VX under some natural
condition. The following lemma shows how frequently these conditions hold.
Proposition 6.4 ([12]). We fix a transition matrix V , and assume the ex-
istence of y ∈ Y such that Vy is not a scalar times of uX . The relations
KerP k(W,V ) [(W,V )] = {0} and VkP,(W,V )(P ) = VX hold almost everywhere
with respect to W and P . Also, the relations KerP k(W,V ) [(W,V )] = {0} and
VkP,(W,V )(PW ) = VX hold almost everywhere with respect to W .
6.2. Exponential family
Next, to give a suitable parametrization, we define the exponential family of
pairs of transition matrices on X with Y. Firstly, we fix a par of transition
matrix (W,V ) on X , where W is irreducible. Then, we denote the stationary
distribution of W by PW , and denote the support of (W,V ) by (X 2 ∪ Y ×
X )(W,V ) := X 2W ∪ (Y × X )V . Also, we denote the linear space of real-valued
functions g = (ga(x, x
′), gb(y, x′)) defined on (X 2 ∪ Y × X )(W,V ) by G(W,V ). In
this notation, for an element (x, x′) ∈ X 2, the function is given as ga(x, x′), and
for an element (y, x′) ∈ Y×X , the function is given as gb(y, x′). In particular, we
denote the linear space of real-valued functions g = (ga(x, x
′), gb(y, x′)) defined
on (X 2 ∪Y ×X )(W,V ) with this constraint
∑
y∈Y V (y|x′)gb(y, x′) = 0 for x′ ∈ X
by G0,(W,V ). Additionally, we define the subspace N I(W,V ) as the subspace of
functions with form ga(x, x
′) = f(x)− f(x′) + c and gb(y, x′) = 0.
To give the relation between e-representation andm-representation, we define
the linear map (W,V )∗ on G(W,V ) as
((W,V )∗g)a(x, x′) := ga(x, x′)W (x|x′), ((W,V )∗g)b(y, x′) := gb(y, x′)V (y|x′)
for g ∈ G(W,V ). In the following, the function ga(x, x′) is often written as a
matrix B on VX , and gb(y, x′) is written as a collection of vectors (Cy)y, which
belong to VX . That is, the map (W,V )∗ is rewritten as
(W,V )∗(B,C) = (W∗(B), D(Vy)D(Cy)). (6.2)
Hence, when (B,C) ∈ (W,V )∗G0((X 2 ∪ Y × X )(W,V )) satisfies
∑
y Cy = 0.
Then, we define the subspaces of G(W,V ) as
LI1,W,V :=
{
(B,C) ∈ G(W,V )
∣∣∣BT |uX 〉 = 0,∑
y∈Y
Cy = 0
}
,
G1,(W,V ) :=(W,V )−1∗ LI1,W,V . (6.3)
When functions gˆ1, . . . , gˆl ∈ G(W,V ) are linearly independent as elements of
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G(W,V )/N I(W,V ) for ~θ := (θ1, . . . , θl) ∈ Rl, we define the matrices
V~θ(y|x′) := e
∑l
j=1 θ
j gˆj,b(y,x
′)V (y|x′)/
∑
y′
e
∑l
j=1 θ
j gˆj,b(y
′,x′)V (y′|x′)
W ~θ(x|x′) :=
∑
y
e
∑l
j=1 θ
j(gˆj,a(x,x
′)+gˆj,b(y,x
′)V (y|x′)W (x|x′),
and denote the Perron-Frobenius eigenvalue by λ~θ. Also, we denote the Perron-
Frobenius eigenvector of the transpose W
T
~θ by P
3
~θ. Then, we define the transi-
tion matrix W~θ(x|x′) := λ−1~θ P
3
~θ(x)W ~θ(x|x′)P
3
~θ(x
′)−1 on X . We call (W~θ, V~θ) an
exponential family of pairs of transition matrices generated by gˆ1, . . . , gˆl. For
the latter discussion, we define l′ be the dimension of the subspace G(Y)∩ <
gˆ1, . . . , gˆl >, where < gˆ1, . . . , gˆl > is the subspace spanned by gˆ1, . . . , gˆl. Then,
we reselect the generators as a basis gˆ1, . . . , gˆl of the subspace < gˆ1, . . . , gˆl >
such that gˆ1, . . . , gˆl1 ∈ G(Y). As explained in the paper [12], this exponential
family can be regarded as a special case of exponential families of transition
matrices.
Example 1 ([12]). As an example, we consider the full parameter model of
pairs of transition matrices on X with Y. That is, we assume that the support
(X 2 ∪ Y × X )(W,V ) is X 2 ∪ Y × X and W is irreducible. The tangent space of
the model is given by the space LI1,W,V , whose dimension is l := d2 − d+ ddY −
d = d(d + dY − 2). In this case, we can easily find the generators as follows.
Here, we do not necessarily choose the generators from G1,(W,V ). That is, it is
sufficient to choose them as elements of G(W,V ). Remember that X = {1, . . . , d}
and Y = {1, . . . , dY }. To define gˆj for 1 ≤ j ≤ l, we choose the functions gˆj,a
and gˆj,b for 1 ≤ j ≤ dY − 1, the functions gˆi(dY −1)+j,a and gˆi(dY−1)+j,b for
1 ≤ i ≤ d − 1, 1 ≤ j ≤ dY − 1, and the functions gˆd(dY−1)+(i−1)(d−1)+j,a and
gˆd(dY−1)+(i−1)(d−1)+j,b for 1 ≤ i ≤ d, 1 ≤ j ≤ d− 1 as
gˆj,a(x, x
′) := 0, gˆj,b(y, x′) := δy,j, gˆd2−d+i(dY −1)+j,a(x, x
′) := 0 (6.4)
gˆd2−d+i(dY−1)+j,b(y, x
′) := δx′,iδy,j (6.5)
gˆd(dY−1)+(i−1)(d−1)+j,a(x, x
′) := δx′,iδx,j (6.6)
gˆd(dY−1)+(i−1)(d−1)+j,b(y, x
′) := 0. (6.7)
Then, the functions gˆi = (gˆi,a, gˆi,b) are linearly independent. We can parametrize
the full model of pairs of transition matrices by using this generators. In partic-
ular, the first dY − 1 functions belong to G(Y ~W ). That is, the maximum number
l′ of observed generators is dY − 1. Then, we have the exponential family of
pairs of transition matrices (W~θ, V~θ), which is generated by the above generators
gˆ1, . . . , gˆl2+l3 at (W,V ).
The following proposition guarantees that Example 1 characterizes all of
independent-type Y-valued transition matrices with full support.
Proposition 6.5 ([12]). When the pair of transition matrices (W,V ) satisfies
Condition (X 2 ∪ Y × X )(W,V ) = X 2 ∪ Y × X , the set {(W~θ, V~θ)}~θ defined in
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Example 1 equals the set of pairs of transition matrices (W ′, V ′) on X with Y
satisfying the relation (X 2 ∪ Y × X )(W ′,V ′) = X 2 ∪ Y × X .
6.3. Local equivalence
However, as discussed in Subsection 6.1, we cannot necessarily distinguish all
the elements of the above exponential family because due to the equivalence
problem. Here, we discuss the equivalence problem among generators. For this
aim, we define several subspaces of G(W,V ). First, we define the subspace LIP,W,V
as
LIP,W,V :=
{
(B,C) ∈ G(W,V )
∣∣∣Conditions (6.9) and (6.10) hold.}, (6.8)
where Conditions (6.9) and (6.10) are defined as
BT |uX 〉 = 0, (6.9)
(WD(Cy) +BD(Vy))(Vk(P,(W,V ))(P ) + KerP k(W,V ) [(W,V )]) ⊂ KerP k(W,V ) [(W,V )].
(6.10)
Here, Vk(P,(W,V ))(P ) + KerP k(W,V ) [(W,V )] expresses the subspace of VX gen-
erated by KerP k(W,V ) [(W,V )] and the representatives of Vk(P,(W,V ))(P ) while
Vk(P,(W,V ))(P ) is a subspace of the quotient space VX /KerP k(W,V ) [(W,V )].
For a pair of transition matrices (W,V ) and an element x ∈ X , we define the
subset S(V )x ⊂ X by S(V )x := {x′ ∈ X|V∗,x = V∗,x′}. For a subset S ⊂ X , we
define the subspace VS ⊂ VX as the set of functions whose support is included
in S. The projection to VS is denoted by IS . Then, when W is invertible, we
define the subspaces as
LI2,W,V :={([W,A], C)|AT |uX 〉 = 0, W [D(Vy), A] = WD(Cy)}. (6.11)
Then, we define N I2,(W,V ) := (W,V )−1∗ (LI2, ~W ) and N IP,(W,V ) := (W,V )−1∗ (LIP, ~W ).
By using N(W,V ) and these spaces, the following proposition characterizes the
equivalent condition for generators in the asymptotic setting. That is, it ad-
dresses what generator yields an observed infinitesimal changes.
Proposition 6.6 ([12]). Assume that the transition matrix W is irreducible.
Then, the following conditions are equivalent for functions g1, . . . , gl ∈ G1,(W,V )
and a vector ~a ∈ Rl, where {(W~θ, V~θ)}~θ is the exponential family of pairs of
transition matrices generated by the generators {gi}li=1.
(1) The function
∑l
j=1 a
jgj ∈ G1,(W,V ) belongs to N2,(W,V ) +NPW ,(W,V ).
(2) The relation
∑l
j=1 a
j ∂
∂θj P
k[(W~θ , V~θ)] · PW~θ
∣∣∣
~θ=0
= 0 holds for any positive
integer k.
(3) The relation
∑l
j=1 a
j ∂
∂θjP
k(W,V )+k(P(W,V ),(W,V ))+1[(W~θ , V~θ)] · PW~θ
∣∣∣
~θ=0
= 0
holds.
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(4) The relation
∑l
j=1 a
j ∂
∂θjP
k[(W~θ, V~θ)] · PW~θ
∣∣∣
~θ=0
= 0 holds with a certain
integer k ≥ k(W,V ) + k(P(W,V ),(W,V )) + 1.
Due to this theorem, under the above identification, the local and asymp-
totic equivalence class at θ is given as the quotient space G(W,V )/(N I(W,V ) +
N IPW ,(W,V ) + N I2,(W,V )). When the generators of our exponential family are
not linearly independent in the sense of the quotient space G(W,V )/(N I(W,V ) +
N IPW ,(W,V ) + N I2,(W,V )), the parametrization around (W,V ) does not express
distinguishable information. That is, the parametrization is considered to be
redundant.
Proposition 6.7 ([12]). We assume that all the vectors V∗,x are different
and the relations KerP k(W,V ) [(W,V )] = {0} and Vk(P,(W,V ))(P ) = VX . Then,
dimLI2,W,V = dimLIP,W,V = 0.
Since all the vectors V∗,x are different almost everywhere with respect to V ,
Propositions 6.4 and 6.7 guarantee that the relation dimLI2,W,V = dimLIP,W,V =
0 holds almost everywhere with respect to V,W in the exponential family
(W~θ, V~θ) of Example 1. However, in several points, the dimensions of these spaces
are not zero. We call such points singular points.
7. Estimation in hidden Markovian model
7.1. Application of Theorem 4.2
In this section, we apply the framework of partial observation model given in
Section 4 to an exponential family of transition matrices as k− 1-memory tran-
sition matrices given in Section 5. For this aim, we prepare several notions for
the application of Theorem 4.2.
When the transition matrix W is ergodic and the image of the matrix V
is the vector space VY , we can show that the transition matrix P 2|1XY [(W,V )]
on X × Y is ergodic in the similar way as Lemma 5.2. Hence, we call the pair
(W,V ) of transition matrices ergodic in this case. In this section, we assume this
property. We prepare generators gˆ1, . . . , gˆl defined on the support of (W,V ), i.e.,
(X 2∪Y×X )(W,V ) = X 2W ∪(Y×X )V , where gˆi has a form (gˆi,a, gˆi,b). We assume
that the initial l′ generators gˆ1, . . . , gˆl′ are given as functions of X 2W , i.e., gˆi,b = 0
for i = 1, . . . , l′. Then, we address the exponential family of pairs of transition
matrices (W~θ, V~θ), which is generated by the generators gˆ1, . . . , gˆl with (W,V ).
That is, we treat the pair of transition matrices (W~θ, V~θ) as k − 1-memory
transition matrices P
k|k−1
XY |~θ on X˜ := X × Y in the following way.
P
k|k−1
XY [(W~θ, V~θ)](xk, yk|xk−1, yk−1, . . . , x1, y1) :=W~θ(xk|xk−1)V~θ(yk|xk−1).
In particular, we have
P
k|k−1
XY [(W,V )](xk, yk|xk−1, yk−1, . . . , x1, y1) :=W (xk|xk−1)V (yk|xk−1).
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Since the pair (W,V ) of transition matrices is ergodic, Lemma 5.2 guarantees
that the k−1-memory transition matrix P k|k−1XY [(W,V )] is ergodic. When the dis-
tribution P on X has the full support, we find that the support of P k[(W~θ, V~θ)] ·
P does not depend on the parameter ~θ, and equals that of P k[(W,V )] · P .
Hence, we denote the support by Yk(W,V ). We focus on the function space
G(Yk(W,V )) on Yk(W,V ), and the subspace N (Yk(W,V )), which is defined as the
subspaces of functions of the form f(yk, yk−1, . . . , y2)− f(yk−1, yk−2, . . . , y1)+ c
for (yk, yk−1, . . . , y1) ∈ Yk(W,V ). We regard an element g ∈ G(Y) as an element
g¯ of G(Yk(W,V )) in the way as g¯(yk, . . . , y1) := g(yk). In this way, G(Y) can
be regarded as a subspace of G(Yk(W,V )). Hence, the generators gˆ1, . . . , gˆl′ can
be regarded as linearly independent as elements of G(Yk(W,V ))/N (Yk(W,V )). We
choose observed generators g1, . . . , gl1 to be linearly independent of the gener-
ators gˆ1, . . . , gˆl′ as elements of G(Yk(W,V ))/N (Yk(W,V )) such that g1, . . . , gl1 and
gˆ1, . . . , gˆl′ span the space G(Yk(W,V ))/N (Yk(W,V )). Then, we choose l2 := l′ and
l3 := l− l′, and define gl1+i to be gˆi for i = 1, . . . , l.
Using the generators g1, . . . , gl1+l2+l3 and the k − 1-memory transition ma-
trix P
k|k−1
XY [(W,V )] on Y×X , we define the exponential family of k−1-memory
transition matrices P
k|k−1
XY |~θ1,~θ2,3 [(W,V )] on X˜ , where
~θ1 = (θ1, . . . , θl1) and
~θ2,3 =
(θl1+1, . . . , θl1+l2+l3). Since P
k|k−1
XY |0,~θ2,3
[(W,V )] = P
k|k−1
XY [(W~θ2,3 , V~θ2,3)], we can
apply the method in Section 4 to the exponential family of k− 1-memory tran-
sition matrices P
k|k−1
XY |~θ1,~θ2,3
[(W,V )] on X˜ , for the estimation the parameter of
the exponential family of pairs of transition matrices (W~θ, V~θ).
Example 2. As a typical example, we apply the above discussion to the ex-
ponential family (W~θ, V~θ) given in Example 1. Hence, we assume the same
assumption as Example 1. Since (X 2 ∪ Y × X )(W,V ) = X 2 ∪ Y × X , the di-
mension of G(Yk)/N (Yk) is dkY − dk−1Y . Since l1 = l′ = dY − 1, we have
l2 = d
k
Y − dk−1Y − dY + 1. In the following, we choose l1 functions g1, . . . , gl1 as
elements of G(Yk).
Now, we identify the set Y with the set {1, . . . , dY }, and the set Yk−1 with
the set {1, . . . , dk−1Y }. Then, we define the functions gi+(j−1)(dk−1Y −1) on Y
k for
i = 1, . . . , dk−1Y − 1 and j = 1, . . . , dY − 1 as
gi+(j−1)(dk−1
Y
−1)(yk, ~y) := δj,ykδi,~y, (7.1)
where yk ∈ Y and ~y ∈ Yk−1. Then, we define gl1+1, . . . , gl1+l2+l3 by gl1+i := gˆi
for i = 1, . . . , l2 + l3, where gˆ1, . . . gˆl2+l3 are given in (6.4)–(6.7).
Now, we apply the framework of partial observation model of k − 1-memory
transition matrices given in Subsection 5.3 to the case when X is Y×X , the gen-
erators g1, . . . , gl1+l2+l3 are given in the above way, and the k− 1-memory tran-
sition matrix W is given by the k− 1-memory transition matrix P k|k−1XY [(W,V )]
on Y × X . In this setting, we can estimate the parameter ~θ2,3 to identify the
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k − 1-memory transition matrix P k|k−1XY [(W~θ, V~θ)] from the average of the ob-
servation on Yk. In this application, we employ the estimator θˆ2,3(~Y n1,2) given
in (5.8). However, in order that Theorem 4.2 gives its asymptotic behavior, we
need Conditions C1, C2, and C3 in Subsection 4. For this problem, we have the
following lemma by considering the condition B1 of Lemma 4.1.
Lemma 7.1. The following conditions are equivalent for a fixed positive integer
k, ~θ0, and the generators gl1+1, . . . , gl1+l2+l3 .
D1 We focus on the distribution P k[(W~θ , V~θ)] · PW~θ on Yk. The partial deriva-
tives ∂∂θj P
k[(W~θ , V~θ)] · PW~θ |~θ=~θ0 are linearly independent for j = l1 +
1, . . . , l1 + l2 + l3.
D2 The Jacobi matrix condition, i.e., the condition of Lemma 4.1 holds at ~θ0.
Proof. For i = 1, . . . , l1 + l2 and j = l1 + 1, . . . , l1 + l2 + l3,
A(~θ0)i,j =
∂ηi(0, ~θ)
∂θj
∣∣∣∣∣
~θ2,3=~θ0
=
∂
∂θj
∑
~y∈Yk
gi(~y)P
k[(W~θ, V~θ)] · PW~θ (~y)
∣∣∣∣∣∣
~θ=~θ0
=
∑
~y∈Yk
gi(~y)
∂
∂θj
P k[(W~θ, V~θ)] · PW~θ (~y)
∣∣∣∣
~θ=~θ0
. (7.2)
Therefore, since g1, . . . , gl1+l2 span the space G(Yk(W,V ))/N (Yk(W,V )), due to Lem-
mas 5.3 and 5.4, the linear independence of the vectors (A(~θ0)i,l1+1)i, . . . , (A(
~θ0)i,l1+l2+l3)i
is equivalent to the linear independence of the partial derivatives ∂
∂θl1+1
P k[(W~θ, V~θ)]·
PW~θ |~θ=~θ0 , . . ., ∂∂θl1+l2+l3 P k[(W~θ , V~θ)] · PW~θ |~θ=~θ0 . Hence, the condition D1 holds
if and only if the rank of A(~θ0) is l2 + l3, which is equivalent to the condition
D2.
Therefore, when Θ is an open set, and the map θ 7→ P k[(W~θ, V~θ)] · PW~θ is
one-to-one, and the condition in Theorem 7.1 holds, Conditions C1, C2, and C3
in Subsection 4 hold. Hence, the performance of the estimator given in (5.8) is
characterized by Theorem 4.2. That is, this estimator works well. Unfortunately,
the condition in Lemma 7.1 does not always hold in Example 2. Fortunately, due
to Propositions 6.6 and 6.7, we have the following theorem, which guarantees
this condition under Example 2 with some natural assumptions. Then, as the
precise statement of Theorem 2.3, we obtain the following theorem.
Theorem 7.2. Let {(W~θ, V~θ)}~θ∈Rl2+l3 be the exponential family of pairs of tran-
sition matrices given in Example 2. We choose an open subset Θ2,3 ⊂ Rl2+l3
to satisfy the conditions C1 and C2 given in Section 4. When the following
conditions holds at any element ~θ = ~θ2,3;o ∈ Θ2,3, the projective Fisher infor-
mation matrix H˜~θ2,3;o defined in (4.4) can be defined, hence, the random variable
θˆ2,3(~Y
n
1,2)−~θ2,3;o asymptotically obeys the Gaussian distribution with the covari-
ance matrix 1n H˜
−1
~θ2,3;o
.
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E1 KerP k(W,V ) [(W~θ, V~θ)] = {0} and V
kP,(W~θ,V~θ)(P ) = VX .
E2 All the vectors V~θ,∗,x are different.
E3 The inequality k ≥ k(W~θ,V~θ) + k(P(W~θ,V~θ),(W~θ,V~θ)) + 1 holds.
Proof. Proposition 6.7 and Conditions E1 and E2 guarantees the relations dimLI2,W,V =
dimLIP,W,V = 0. Hence, gl1+1, . . . , gl1+l2+l3 are linearly independent at any
element ~θ2,3;o ∈ Θ2,3 in the sense of the quotient space G(W,V )/(N(W,V ) +
NPW ,(W,V ) + N2,(W,V )). The combination of this fact, the condition E3, and
Proposition 6.6 implies the condition D1 of Lemma 7.1 at any element ~θ2,3;o ∈
Θ2,3. Hence Lemmas 4.1 and 7.1 show that the projective Fisher information
H˜~θ2,3
defined in (4.4) is invertible at any element ~θ2,3;o ∈ Θ2,3. Due to Theorem
4.2, the random variable θˆ2,3(~Y
n
1,2) − ~θ2,3;o asymptotically obeys the Gaussian
distribution with the covariance matrix 1n H˜
−1
~θ2,3;o
.
Now, we freely choose the transition matrixW on X and the transition matrix
V from X to Y. Since Conditions E2 and E3 hold almost everywhere, due to
Proposition 6.4, all the Conditions E1, E2 and E3 hold almost everywhere.
Hence, when our model is given by the exponential family given in Example 2,
the estimator θˆ2,3(~Y
n
1,2) given in (5.8) estimates the true parameter except for
measure-zero sets.
7.2. Special cases
Although we have discussed how to apply our result in the special case in Ex-
ample 2, we analyze the more details in the more special case, which might be
helpful for the readers to understand the mathematical structure discussed in
this paper. In this subsection, we employ the parametrization given in Examples
1 and 2.
7.2.1. d = 2 and dY = 2
When dY = 2, we choose W and V as W = V =
(
1
2
1
2
1
2
1
2
)
. As discussed in
[12], the subset of singular elements equals the set of non-memory cases, which
can be characterized as θ2 = 0 or θ3 = θ4 = 0. This case is simply described
by a binomial distribution and denoted by the model Θ1×2. Hence, the set of
non-singular elements are given as R × (R \ {0}) × (R2 \ {(0, 0)}), which can
be divided into two connected components Θ2×2 := R× (0,∞)× (R2 \ {(0, 0)})
and R× (−∞, 0)× (R2 \ {(0, 0)}). Each connected component has a one-to-one
correspondence to non-singular elements divided by the equivalence class.
When we have a possibility for two models Θ2×2 and Θ1×2, we need to choose
one of the two models. For this aim, employing Theorem 4.3, we apply the χ2-
test for this choice with a certain significance level α > 0. That is, when the
smaller model Θ1×2 is passed, we adopt it. Otherwise, we adopt the larger one.
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7.2.2. d = 2 and dY ≥ 3
When dY ≥ 3, we choose W and V as
W =
(
1
2
1
2
1
2
1
2
)
, V =


1
dY
1
dY
1
dY
1
dY
...
...
1
dY
1
dY

 . (7.3)
As discussed in [12], the subset of singular elements equals the set of non-memory
cases, which can be characterized as θdY = · · · = θ2dy−2 = 0 or θ2dY −1 = θ2dY =
0. We denote this model by Θ1×dY . Let ΘNM be the set (R
dY −1×{(0, . . . , 0)}×
R
2) ∪ (R2dY−2 × {(0, 0)}). Then, the set R2dY \ ΘNM = RdY−1 × (RdY−1 \
{(0, . . . , 0)})×(R2\{(0, 0)}) equals to the set of non-singular elements. However,
it is impossible to divide the set R2dY \ ΘNM into components satisfying the
following conditions. (1) Each component is an open set. (2) Each component
gives a one-to-one parametrization for non-singular elements. This is because
the set R2dY \ΘNM is connected. We denote this model by Θ2×dY .
Hence, we need to adopt a duplicated parametrization because the parametric
space is needed to be open due to the assumption of Theorem 4.2. Adopting
this parametrization, we apply the em-algorithm to find the estimate θˆ2,3(~Y
n
1,2)
given in (5.8). In this case, we find one θˆ2,3(~Y
n
1,2) of parameters to attain the
minimum (5.8). We measure the error by the difference between the estimate
θˆ2,3(~Y
n
1,2) and the parameter that is close to the estimate among parameters to
generate the true process. In this case, the asymptotic behavior is characterized
by Theorem 4.2. Further, when we have a possibility for two models Θ2×dY and
Θ1×dY , we can employ the χ
2-test for the model selection.
7.2.3. d ≥ 3
When d ≥ 3, it is not so easy to characterize all the singular points. Indeed,
given dY , it is not trivial to identify the number d of hidden states. When d
is fixed, due to Proposition 6.5, the model given in Examples 1 covers all the
transition matrices of d hidden states with full support. We denote this model by
Θd×dY . Similar to the above case, we employ the parametric space R
d(d+dY−2),
and use the estimate θˆ2,3(~Y
n
1,2) by using the em-algorithm. It is not clear how
large the error of the estimation is when the true parameter is a singular point.
But, if the pair of transition matrices parametrized by the estimate is close to
true one, this method works well.
When the number d of hidden states is unknown, we need to employ the
model selection. In this case, we apply the χ2-test for each model Θd×dY with
a certain significance level α > 0 in the sense of Theorem 4.3. Then, we adopt
the model with the minimum d among passed models. Indeed, when the true
parameter belongs to the set of singular points except for the submodels, Theo-
rem 4.3 cannot be applied. Hence, we cannot guarantee the quality of this model
selection in this exceptional case.
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8. Conclusion
We have formulated estimation of hidden Markov process by using the informa-
tion geometrical structure of (the exponential family, the natural parameter, the
expectation parameter, relative entropy, projective Fisher information matrix,
the Pythagorean theorem, and the em-algorithm) of transition matrices. Since
this geometrical structure does not change according to the number n of obser-
vations, the calculation complexity of our em-algorithm does not depend on the
number n of observations. We have also derived the asymptotic evaluation of
the error of our estimator.
For this discussion, we have first formulated the partial observation model
of Markovian process. Under this model, we have formulated an estimator by
using the em-algorithm based on the geometry of transition matrices. Then, we
have asymptotically evaluated the error of the estimator by using the projective
Fisher information. To apply these results to the estimation of hidden Markovian
process, we have employed the result for the equivalence problem in terms of the
tangent space by another paper [12]. Then, we have discussed the application
of the results of partial observation model to an exponential family of pairs of
transition matrices. In particular, we have given a concrete parametrization of
this application in a typical case as Example 2.
In summary, once we obtain the sample mean of the generators g1, . . . , gl1+l2
given in Example 2, we can calculate the estimator θˆ2,3(~Y
n
1,2) given in (5.8),
whose calculation complexity does not depends on n and depends on k. Since
the estimation error is asymptotically characterized by the projective Fisher
information matrix H˜~θ2,3;o , it is sufficient to choose k such that the projective
Fisher information matrix H˜~θ2,3;o is not so small. That is, we do not need to
increase k as n increases. Hence, when we apply our method θˆ2,3(~Y
n
1,2) given in
(5.8) with the parametrization given in Example 2, the calculation complexity
is O(1). This is much smaller than existing method O(n), e.g., Baum-Welch
algorithm [29] and the conventional em-algorithm [9, 10].
Here, we need to mention that there are several singular points in this model.
Our asymptotic evaluation of the estimation error does not work when the true
parameter is close to the singular point. In this situation, the set of singular
points is considered as another model. Hence, it is needed to apply model selec-
tion. Although there are several other methods to select our model, e.g., AIC
and BIC, (MDL), these usually assume that there is no singularity. In this pa-
per, to discuss the model selection even with singularity, we propose to use the
χ2-test as Theorem 4.3. However, to apply our method, we need to classify the
singular points in the model of hidden Markov process. Since this problem is
too difficult, we could not discuss this problem. This is an interesting future
problem.
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Appendix A: Implementation of em-algorithm
It is not trivial to implement m-step and e-step because it is not easy to calcu-
late the derivatives of the Perron-Frobenius eigenvalue. Although the implemen-
tation of em-algorithm based on Bregman divergence and its related algorithm
were discussed in [10, 35], we discuss this problem in a different way. Fortunately,
we can avoid the calculations of the derivatives as follows. In the e-step, we find
~θ2,3;j from ~η3;j as follows. Using the formula (3.11), we calculate ~θ(~Y
n
1,2, ~η3;j).
Then, by using (3.7), ~θ2,3;j is given as
argmin
~θ
φ(~θ)−
l1+l2∑
i=l1+1
θi(~Y n1,2)i −
l1+l2+l3∑
i=l1+l2+1
θi(~η3;j)i. (A.1)
These calculations can be done by derivative-free optimization algorithms [31,
33] represented by Nelder-Mead method [32]. A derivative-free optimization al-
gorithm maximizes a concave function without calculating the derivative only
with calculating the outcomes with several inputs.
In the m-step, we find ~η3;j from ~θ3;j−1 as follows. By using the formula (3.9)
and (3.10), ~η3;j is given as
argmin
~η′3
max
~θ
l1+l2∑
i=l1+1
(~θ − ~θ2,3;j−1)i(~Y n1,2)i +
l1+l2+l3∑
i=l1+l2+1
(~θ − ~θ2,3;j−1)i(~η′3)i − φ(~θ).
(A.2)
Since (~θ− ~θ2,3;j−1)i(~Y n1,2)i +
∑l1+l2+l3
i=l1+l2+1
(~θ− ~θ2,3;j−1)i(~η′3)i − φ(~θ) is concave for
~θ and is linear for ~η′3, using the minimax theorem [34, Chap. VI Prop. 2.3], we
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have
min
~η′3
max
~θ
l1+l2∑
i=l1+1
(~θ − ~θ2,3;j−1)i(~Y n1,2)i +
l1+l2+l3∑
i=l1+l2+1
(~θ − ~θ2,3;j−1)i(~η′3)i − φ(~θ)
=max
~θ
min
~η′3
l1+l2∑
i=l1+1
(~θ − ~θ2,3;j−1)i(~Y n1,2)i +
l1+l2+l3∑
i=l1+l2+1
(~θ − ~θ2,3;j−1)i(~η′3)i − φ(~θ)
= max
~θ:~θi=~θi2,3;j−1(i≥l1+l2+1)
l1+l2∑
i=l1+1
(~θ − ~θ2,3;j−1)i(~Y n1,2)i − φ(~θ). (A.3)
The RHS of (A.3) can be easily calculated. However, the maximization of the
RHS of (A.3) cannot directly give the value of ~η3,j . To calculate this value, we
calculate
~θj := argmax
~θ:~θi=~θi2,3;j−1(i≥l1+l2+1)
l1+l2∑
i=l1+1
(~θ − ~θ2,3;j−1)i(~Y n1,2)i − φ(~θ). (A.4)
So, we have (~Y n1,2, ~η3;j)i =
∂φ
∂θi (
~θj). Fortunately, we can avoid to calculate the
derivatives as follows. Since the stationary distribution is given as the Perron-
Frobenius eigenvector, this value can be calculated as the expectation of gj
under the stationary distribution.
Appendix B: Proof of Lemma 3.6
Step 1: We will show that
VX = NW := {(W∗g)T |uX 〉|g ∈ N (X 2W )}. (B.1)
For this purpose, we will show that the function |f〉 − 〈f |PW 〉|uX 〉 belongs to
the RHS of (B.1) for any function f . Since
((W∗(−|f〉〈uX |+ |uX 〉〈f |)uX )x′
=
∑
x
W (x|x′)(−f(x) + f(x′)) = f(x′)−
∑
x
f(x)W (x|x′) = f(x′)− (WT |f〉)x′ ,
we have |f〉 − WT |f〉 belongs to the set NW . So, |f〉 − WT |f〉 + WT |f〉 −
WTWT |f〉 = |f〉−WTWT |f〉 belongs to the set N ~W . Repeating this procedure,
we see that |f〉−(WT )n|f〉 belongs to the setNW . Since limn→∞ 1n
∑n
i=1
∑
x f(x)W
i(x|x′) =∑
x f(x)PW (x) = 〈f |PW 〉 for any x′ ∈ X , we have limn→∞ 1n
∑n
i=1 |f〉−(WT )i|f〉 =
|f〉 − 〈f |PW 〉|uX 〉, i.e., |f〉 − 〈f |PW 〉|uX 〉 belongs to the set NW . Since
(W∗|uX 〉〈uX |)|uX 〉x′ =
∑
x
W (x|x′) = 1 = |uX 〉x′ , (B.2)
|uX 〉 belongs to the set NW . Thus, any function f belongs to the set NW , which
implies (B.1).
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Step 2: Given g′ ∈ G(X 2W ), we can choose an element g′′ ∈ N (X 2W ) such that
(W∗g′)T |uX 〉 = (W∗g′′)T |uX 〉. That is, when we choose g := g′ − g′′, Then,
W∗gT |uX 〉 = (W∗g′)T |uX 〉 − (W∗g′′)T |uX 〉 = (W∗g′)Ty |uX 〉 − (W∗g′′)T |uX 〉 = 0.
Hence, g belongs to G1,W (X 2W ).
Appendix C: Proofs of statements in Section 4
To show Lemma 4.1, we prepare the following lemma.
Lemma C.1. Let K be a strictly positive definite matrix on V0, i.e., K does
not have zero eigenvalue. Then, P1,2KP1,2− (P1,2KP3)(P3KP3)−13 (P3KP1,2) is
a strictly positive definite matrix on V1,2.
Proof of Lemma C.1: Let ~u1,2 and ~u3 be arbitrary vectors in V1,2 and V3,
respectively. Schwartz inequality guarantees that
〈~u1,2|P1,2KP1,2|~u1,2〉〈~u3|P3KP3|~u3)〉 > 〈~u3|P3KP1,2|~u1,2〉2. (C.1)
Choosing |~u3〉 := (P3KP3)−13 P3KP1,2|~u1,2〉, we have
〈~u1,2|P1,2KP1,2|~u1,2〉 > 〈~u1,2|(P1,2KP3)(P3KP3)−13 (P3KP1,2)|~u1,2〉. (C.2)
✷
Proofs of Lemma 4.1 and Theorem 4.2:
Step 1 (Preparation): In the following, we assume that the matrix H0,~θ2,3;o [φ] is
invertible. Otherwise, we remove linearly dependent generators among g1, . . . , gl1 .
Notice that the linearly independence of gl1+1, . . . , gl1+l2+l3 is guaranteed by
the assumption C3. Even if we make this change, the projective Fisher informa-
tion matrix H˜~θ2,3;o nor the estimator does not change. So, we define the matrix
J := H0,~θ2,3;o [φ]
−1 on the whole space V0 and the matrix C := P1,2JP1,2 −
(P1,2JP3)(P3JP3)
−1
3 (P3JP1,2) on the subspace V1,2. Lemma C.1 guarantees that
C is a full rank matrix on V1,2. Also, we define matrix A := A(~θ2,3;o). Now, we
define the matrix B on the direct sum space V0 = V1,2 ⊕ V3 as
B :=
(
C 0
(P3JP3)
−1/2
3 (P3JP1,2) (P3JP3)
1/2
)
. (C.3)
So, the map B maps the subspace V3 to itself. Also, the matrix B satisfies that
P3BP3 = (P3BP3)
T (C.4)
BJ−1BT = I (C.5)
P1,2B = CP1,2 (C.6)
P3BP3 = BP3 (C.7)
BTB = J (C.8)
BTP3B = JP3(P3JP3)
−1P3J. (C.9)
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Also, we have
P12B
TBP12 − P12BTP3BP12
=
(
C2 + ((P3JP3)
−1/2
3 (P3JP1,2))
T ((P3JP3)
−1/2
3 (P3JP1,2)) 0
0 0
)
−
(
((P3JP3)
−1/2
3 (P3JP1,2))
T ((P3JP3)
−1/2
3 (P3JP1,2)) 0
0 0
)
=
(
C2 0
0 0
)
= BTP1,2P1,2B. (C.10)
Then,
(CA(~θ2,3;o))
T (CA(~θ2,3;o)) = (CP1,2H0,~θ2,3 [φ]P2,3))
T (CP1,2H0,~θ2,3 [φ]P2,3))
(a)
=(P1,2BH0,~θ2,3 [φ]P2,3)
T (P1,2BH0,~θ2,3 [φ]P2,3)
=(H0,~θ2,3 [φ]P2,3)
T (BTP1,2P1,2B)(H0,~θ2,3 [φ]P2,3) (C.11)
(b)
=(H0,~θ2,3 [φ]P2,3)
T (P12B
TBP12 − P12BTP3BP12)H0,~θ2,3 [φ]P2,3
=(P12H0,~θ2,3 [φ]P2,3)
T (BTB −BTP3B)P12H0,~θ2,3 [φ]P2,3
(c)
=A(J − JP3(P3JP3)−13 P3J)A
=H˜0,~θ2,3 , (C.12)
where the equation (a) follows from (C.6), the equation (b) does from (C.10),
and the equation (c) does from (C.8) and (C.9).
Step 2 (Proof of Lemma 4.1): Since C is is a full rank matrix on V1,2, (C.12)
guarantees that the rank of A is the same as that of H˜0,~θ2,3 . So, we obtain the
desired statement.
Step 3 (Proof of Theorem 4.2): We show the statement with three steps.
Step 3-1: For this purpose, we introduce another parametrization of transition
matrix. For η ∈ V0, we define the transition matrix Wm~η as Wm~η = W~θ with the
condition ~η = ~η(~θ). Also, we introduce another parametrization
~ξ(~η) :=
√
nB(~η − ~η(0, ~θ2,3;o)). (C.13)
Thus, when ~η = ~η(~θ) and ~η′ is close to ~η, (C.5) implies that
2nD(Wm~η ‖Wm~η′ ) =n(~η − ~η′)T · J · (~η − ~η′) + o(n‖~η − ~η′‖2)
=‖~ξ(~η)− ~ξ(~η′)‖2 + o(‖~ξ(~η)− ~ξ(~η′)‖2). (C.14)
Also, we introduce two vectors
~ξ1,2 := P1,2~ξ(~Y
n
1,2, 0) = P1,2B(~Y
n
1,2 − ~η1,2(0, ~θ2,3;o)), (C.15)
~ξ′3 := P3~ξ(~Y
n
1,2, 0) +
~ξ(0, ~η′3)
= P3B(~Y
n
1,2 − ~η1,2(0, ~θ2,3;o)) +B(0, ~η′3 − ~η3(0, ~θ2,3;o)). (C.16)
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Since the map B maps the subspace V3 to itself, the vector ~ξ′3 also belongs to
V3. Thus,
~ξ(~Y n1,2, ~η
′
3) =
~ξ1,2 + ~ξ
′
3. (C.17)
Further, we divide the the subspace V1,2 into two orthogonal spaces V4 and
V5 such that V4 is the image of P1,2BH0,~θ2,3;o [φ]P2,3 = P1,2BA. We denote the
projection to Vj by Pj for j = 4, 5. Due to the condition C2, the dimension of
V4 is l2 + l3. So, the dimension of V5 is l1 − l3.
Step 3-2: We show
√
n(θˆ2,3(~Y
n
1,2)− ~θ2,3;o) ∼= (P4P1,2BH0,~θ2,3;o [φ]P2,3)−14 P4~ξ1,2. (C.18)
Using
ζ′2,3 :=
√
n(~θ′2,3 − ~θ2,3;o), (C.19)
we have
2nD(W~θ(~Y n1,2,~η′3)
‖W0,~θ′2,3) ∼= ‖~ξ(~Y
n
1,2, ~η
′
3)− ~ξ(~η(0, ~θ′2,3))‖2
=‖~ξ1,2 + ~ξ′3 −BH0,~θ2,3;o [φ]ζ′2,3‖2
=‖~ξ1,2 − P12BH0,~θ2,3;o [φ]ζ′2,3‖2 + ‖~ξ′3 − P3BH0,~θ2,3;o [φ]ζ′2,3‖2. (C.20)
So, the minimization with respect to ~η3 is converted to that with respect to ~ξ
′
3.
That is, the minimum is realized when ~ξ′3 = P3BH0,~θ2,3;o [φ]ζ
′
2,3.
Next, we consider the minimization of the first term ‖~ξ1,2−P12BH0,~θ2,3;o [φ]ζ′2,3‖2.
The definitions of P4 and P5 yield that
‖~ξ1,2 − P1,2BH0,~θ2,3;o [φ]P2,3~ζ′2,3‖2
=‖P5~ξ1,2‖2 + ‖P4~ξ1,2 − P4P1,2BH0,~θ2,3;o [φ]P2,3~ζ′2,3‖2
=‖P5~ξ1,2‖2
+
∥∥(P4P1,2BH0,~θ2,3;o [φ]P2,3)((P4P1,2BH0,~θ2,3;o [φ]P2,3)−14 P4~ξ1,2 − ~ζ′2,3)
∥∥2.
(C.21)
So,
ζˆ2,3 := argmin
~ζ′2,3
∥∥~ξ1,2 − P1,2BH0,~θ2,3;o [φ]P2,3~ζ′2,3
∥∥2
=(P4P1,2BH0,~θ2,3;o [φ]P2,3)
−1
4 P4
~ξ1,2. (C.22)
Since θˆ2,3(~Y
n
1,2) = argmin~θ′2,3∈V2,3 min~η
′
3∈V3 D(W~θ(~Y n1,2,~η3)‖W0,~θ′2,3), (C.20) and
(C.19), and (C.22) guarantees that
√
n(θˆ2,3(~Y
n
1,2)− ~θ2,3;o) ∼= ζˆ2,3, (C.23)
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which implies (C.18) because of (C.22).
Step 3-3: We show the statement by using (C.18). Proposition 3.12 guarantees
that the random variable
√
n(~Y n1,2 − ~η1,2(0, ~θ2,3;o)) asymptotically obeys the
Gaussian distribution with the covariance matrix P1,2H0,~θ2,3;o [φ]P1,2. Hence, due
to (C.5) and (C.6), the random variable ~ξ1,2 asymptotically obeys the Gaussian
distribution with the covariance matrix
P1,2BP1,2H0,~θ2,o [φ]P1,2B
TP1,2 = P1,2BJ
−1BTP1,2 = P1,2IP1,2 = P1,2. (C.24)
Thus, the equation (C.18) guarantees that the random variable
√
n(θˆ2(~Y
n
1 )−
~θ2,o) asymptotically obeys the Gaussian distribution whose covariance matrix
is
(P4P1,2BH0,~θ2,3;o [φ]P2,3)
−1
4 ((P4P1,2BH0,~θ2,3;o [φ]P2,3)
T )−12,3
=((P4P1,2BH0,~θ2,3;o [φ]P2,3)
TP4P1,2BH0,~θ2,3;o [φ]P2,3)
−1
2,3
=(P2,3H0,~θ2,3;o [φ]B
TP1,2P4P4P1,2BH0,~θ2,3;o [φ]P2,3)
−1
2,3
(a)
=(P2,3H0,~θ2,3;o [φ]B
TP1,2BH0,~θ2,3;o [φ]P2,3)
−1
2,3
=((H0,~θ2,3;o [φ]P2,3)
T (BTP1,2B)(H0,~θ2,3;o [φ]P2,3))
−1
2,3
(a)
= (H˜0,~θ2,3)
−1
2,3, (C.25)
where the equation (a) follows from the definition of P4, and the equation (b)
does from the equation between (C.11) and (C.12). Thus, we obtain the state-
ment.
✷
Proof of Theorem 4.3: Now, we prove Theorem 4.3 by using the notations in
the proof of Theorem 4.2. In this setting, the dimension of V4 is l2 + l(~θ2,3;o).
So, the dimension of V5 is l1− l(~θ2,3;o). The relations (C.20), (C.21) and (C.22)
guarantee that
2n min
~θ′2,3∈Θ2,3
min
~η′3∈V3
D
(
W~θ(~Y n1,2,~η′3)
∥∥W0,~θ′2,3
) ∼= ‖P5~ξ1,2‖2. (C.26)
Due to (C.24), ~ξ1,2 is subject to the standard Gaussian distribution. Since P5
is the projection to the l1 − l(~θ2,3;o)-dimensional space V5, the random variable
‖P5~ξ1,2‖2 is subject to the χ2-distribution with degree l1 − l(~θ2,3;o).
✷
Appendix D: Perron-Frobenius theorem
Since we employ Perron-Frobenius theorem in this paper, we review it. When
any component of a matrix W is a non-negative real number, W is called a
positive matrix.
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Proposition D.1 ([14, Theorem 3.1.][36]). Let W = (Wi,j) be an irreducible
positive matrix. (1) There uniquely exists a positive real number λ > 0 such
that λ is an eigenvalue of W and any other eigenvalue a (possibly, complex) is
strictly smaller than r in absolute value, |a| < λ. (2) There exist eigenvectors v
and v′ of W andWT corresponding to the eigenvalue λ that have strictly positive
components. (3) In addition, these eigenvectors are unique up to a constant
multiple.
The above eigenvalue λ is called the Perron-Frobenius eigenvalue of W , and
the above eigenvector of W is called the Perron-Frobenius eigenvector of W .
