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Let .~t'~4 denote the Mathieu group on 24 points. Let f¢ be the subgroup 
of dr'2, which has three sets of transitivity, the eight points on a Golay code- 
word (or Steiner octuple), one additional point, and the remaining 15 points. 
Using elementary results from the subject of algebraic oding theory, we 
present anew proof of the fact that ~ acts on the eight points as the alternating 
group, ~s, and on the 15 points as the general linear group, f~-~¢(4, 2). This 
result and other properties of the Mathieu groups obtained from it are then 
used to obtain the symmetry groups of the Nordstrom-Robinson nonlinear 
(15, 8) code and the linear, cyclic (15, 7) and (21, 12) BCH codes and the 
(21, 10) dual of a projective geometry code, all of which have distance 5. 
]. INTRODUCTION 
The Mathieu permutation group on 24 symbols is usually defined as the 
group of permutations that preserve the Steiner octuple system, which 
Assmus and Mattson (1966) have shown is equivalent to the set of codewords 
of weight 8 in the extended Golay (24, 12) code. Since the codewords of 
weight 8 span the code, the Mathieu group may also be defined as the group 
of permutations which preserves the extended Golay code. 
Recent work of several authors has led to a resurgence of interest in the 
Mathieu group. Leech (1964, 1967) has used the Golay code to construct a 
very good lattice for packing spheres in 24-dimensional Euclidean space, and 
Conway (1969a) has found that the group of rotations which preserve the 
Leech lattice is twice a large simple group which contains the NIathieu groups 
and several other exceptional simple groups as subgroups. Goethals and 
Seidel (1970) have used the Golay code to construct a new strongly regular 
graph. 
This paper shows that many of the known properties of the Mathieu 
groups are consequences of results in the subject of algebraic oding theory. 
This approach circumvents several of the theorems from group theory, thus 
making the Mathieu groups more understandable to coding theorists whose 
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group theory background is minimal. This approach also avoids explicit 
calculations required by other expositions of the Mathieu groups, such as 
Todd (1966). Indeed, the actual generator polynomial of the (23, 12) Golay 
code, 
g(x) = 1 + x 2 + x 4 + x 5 + x ~ + x l° + x n 
or its reciprocal, is never used. The nearest we come to an actual generator 
matrix for the Golay code is Fig. 1. Most of the work is submerged in Lemma 
4.3, which states that the Golay code has distance 7. 
In Section 2, we review elementary properties of the Hamming and 
Reed-Muller codes of lengths 15 and 16. In Section 3 we express the extended 
Hamming (16, 11) code as a union of 26 cosets of the (16, 5) Reed-Muller 
code, and investigate some of the properties of the cosets. In Section 4, 
we review the elementary properties of the binary Golay codes, and we show 
how the Hamming and Reed-Muller codes are projections of subcodes of the 
Golay code. In Section 5, we use these facts to derive certain properties of the 
Mathieu groups. 
In Section 6, the properties of the Nordstrom-Robinson code are obtained 
from the properties of the Golay code and the Mathieu group, following an 
observation of Goethals (1971) that the Nordstrom-Robinson code is a 
projection of a subcode of the Golay code. In Section 7, the same sort of 
analysis is applied to the projection of another subcode of the Golay code, 
namely, the (15, 7) double-error-correcting BCH code. In Section 8, we apply 
this procedure to the BCH codes and the projective geometry codes of length 
21. 
Notat ion  
Throughout his paper, we shall use lower case italic letters u, v, w, x, y, 
and z to represent n-dimensional binary vectors, x q- y denotes the n-dimen- 
sional binary vector obtained by binary addition of the corresponding bits of x 
and y, and x • y denotes the n-dimensional binary vector obtained by com- 
ponentwise multiplication of x and y. H x II denotes the number of ones in 
the n bits of x. I[ xll is called the weight of x. It  is obvious that ]1 x +y  [1 
II x J] -/ I I  Y II - 2 II x * y []. The ]] y ]l-dimensional vector obtained by deleting 
all components of x except those where y is one is called the project ion of 
x onto y and is denoted by x~. The vector obtained by changing each bit 
of x is called the complement of x, which we denote by 2. We say that y C x 
iff [I x * y [I = l] Y [I" The length of x is denoted by l(x). 
We use capitalized Roman letters, words, or abbreviations, such as A, 
GOLAY, or RM to denote sets of vectors of the same length, or codes. The 
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number of vectors in the set A is denoted by ] A [; their length, by/(A);  the 
minimum value of [I x - -  y Jl over all distinct x and y in A, by II A ]l. II A I! is 
called the distance of A. The set of projections xv for all x in A is denoted by 
Av. 
The symbol 3/g ~ is used to denote a binary matrix. Permutation groups are 
denoted by script letters other than 3~; individual permutations, by sub- 
scripted ft. We use the letter J to denote both the identity permutation and 
the group consisting of this permutation alone. 
f~(m,  2) denotes the general inear group of permutations on the 2 ~ --  1 
nonzero vectors in (GF(2))% the set of vectors over the Galois field of order 2. 
Eachfi s fC~q(m, 2) may be represented as an invertible m × m binary matrix. 
The order of f~C.~(m, 2) is the number of such matrices, which is 
m-1 
I-[ ( 2~ --  2i) • 
i=O 
f~(m,  2) is doubly transitive, because any two nonzero vectors in (GF(2)) ~ 
are linearly independent and f~(m,  2) contains a permutation which moves 
any ordered basis of (GF(2)) ~ into any other. The symbol ~--(m) denotes 
the group of translations on (GF(2)) m. The order of ~-(m) is 2 ~, and every 
permutation f ie  ~--(m) satisfies fi2 = j .  The smallest group of permutations 
on the 2 m vectors in (GF(2)) ~ which contains both f~oCP(m, 2) and f (m)  as 
proper subgroups is the general affine group, which we denote fg6~(m, 2). 
Its order is 
qq~--I 
2~ l-I ( 2~ --  2i), 
i=0 
and it is triply transitive. (gn denotes the alternating roup on n elements. 
[ ~ I = n[/2 and every permutation i  6g n is a product of an even number of 
transpositions. 
All bracketed references following the definitions and lemmas are to 
Berlekamp (1968). In some cases, when the lemma is an easy special case 
of a difficult general theorem, this paper includes an alternate proof of the 
lemma which does not depend on the referenced theorem. 
2. SOME ELEMENTARY PROPERTIES or  THE HAMMING (15, 11) CODE 
AND THE REED--MULLER (16, 5) CODE 
DEFINITIONS 2.1. H15 is the Hamming code of length 15 over GF(2) 
[pp. 8-11]. 
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XH16 is the extended Hamming code of length 16 over GF(2) [pp. 8-11]. 
RM16 is the first-order Reed-Mul ler code of length 16 [pp. 361-362] 
which is the dual of XH16. 
PRM15 is the code obtained from RM16 by puncturing one check 
digit [pp. 331-332]. 
LEMMA 2.2 [pp. 4--11]. ]JH15]I = 3; H15 is perfect; every coset has 
weight ~< 1. H XH16 I] = 4; everycosetofXH16hasweight ~ 2. 
LEMMA 2.3 [Theorem 1.31, p. 9]. I f  C is a linear binary code with I(C) = 
16, [ C r ~ 211, !t C J] ---- 4, then the coordinates I of C can be taken as the 
elements of (GF(2)) 4 and C is equivalent to XH16 under an appropriate permu- 
tation of coordinates. 
LEMMA 2.4. Ifl(x) = 16, JI x [J = 3, then 3!y ~ XH16 ~ such that [lY II = 4 
and x C y. The total number of words of weight 4 in XH16 is 
16-15"14/4"3 -2=4-5 -7 .  
Proof. Since ]l x [I is odd, and H15 is perfect, x must lie in a coset whose 
leader is some vector z with I] z/J = 1 and y = x + z. 
LEMMA 2.5. I f  C is a cyclic linear code with odd d = II C ]l, and r 
I(C) - -  log 2 [ C ] and if2r < 3d, then C contains log z ] C I linearly independent 
codewords each of weight d. Since H15 and PRM15 satisfy these conditions, 
XH16 and RM16 also contain bases of minimum weight vectors. 
Proof. We shall show that the generator polynomial, y, must have weight 
d. Define y as the nonzero vector in C which has nonzeros in only its first 
r + 1 coordinates, and let f ly be the vector obtained by a right cyclic shift 
of y. Then the number of coordinates containing a one in y, fly, or both is 
at most r + 2, so we have 
JlylJ + I//~yll- lly*/~y 1[ ~r+2;  
on the other hand, 
]IS -]-~Y ]l -~-]]Y[] + [[~Y [[ - -  21[y *,~Y Il- 
l Throughout his paper, we use the terms coordinates, digits, and positions inter- 
changeably. 
3[ means "there exists a unique." 
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Since [] y [] = []fly I1, we may combine these formulas to obtain 
2{lyll +[ Iy  +fiYl[ ~< 2r +4.  
Now [I Y I[ is odd, but I[ Y -r fly II is even. Since the code has minimum distance 
d, IlY +flY [1 >~ d + 1. If IlY [l ~> d ÷ 2, we would have 
2(d ~- 2) -? (d + l) ~2r+4 
and 
3d ~- 1 ~ 2r 
contradicting the hypothesis that 2r < 3d. We conclude that Ily II = d. 
The log2 I C [ successive right cyclic shifts of y are linearly independent, and 
we have just shown they all have weight d. Q.E.D. 
LEMMA 2.6 [Theorem 15.329, pp. 363-364]. The codewords of weight 3 
in H15 and the codewords of weight 7 in PRM15 are exactly all of the indicator 
functions of two- and three-dimensional subspaces of (GF(2)) 4, respectively, and 
the codewords of weight 4 in XH16 and the codewords of weight 8 in RM16 are 
exactly all of the indicator functions of two and three-dimensional affine subspaces 
of (GF(2))', respectively. 
LEMMA 2.7. I f  x e XH16 andik ~ J-(4), then x +f ix  E RM16. 
Proof. If x is the indicator function for a two-dimensional affine subspace, 
then the lemma is true because the translation of any affine subspace is a 
parallel affine subspace and the sum of x and fix is then a three-dimensional 
affine subspace. But according to Lemmas 2.5 and 2.6, any x ~ XH16 may 
be written as a sum of vectors which are indicator functions of subspaces. 
LEMMA 2.8. The permutation group 3-(4) preserves XH16 and RM16. 
I f  x ~ RM16 and II x II = 8, then the subgroup of J '(4) which setwise fixes x is 
transitive on the eight nonzero coordinates of x; if y ~ XH16 and/I Y [1 = 4, 
then the subgroup of 3-(4) which setwise fixes y is transitive on the four nonzero 
coordinates of y. 
Proof. The proof of this lemma follows immediately from Lemmas 2.5 
and 2.6. 
LEMMA 2.9 [Theorem 15.35, p. 366]. XH16 and RM16 are invariant 
under the triply transitive complete affine permutation group on (GF(2)) 4 over 
GF(2), ~(4 ,  2), and under no larger group. H15 and PRM15 are invariant 
under the doubly transitive general inear group f#£~(4, 2), and under no larger 
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group. NSf(4, 2) is transitive on the 2 5 • ~ ~ • 12 H15 codewords of weight 3, and 3.3 .2  
it is transitive on the 15 • 2~ • 23 • 3 HI5 codewords of weight 5. 5-4 -3"2  
Proof. Let f¢ denote the group of all permutations which preserve H15. 
Since f¢ is identical to the group which preserves the set of codewords of 
weight 3 which are the nonzero points of the two-dimensional subspaces of 
(GF(2)) 4, f¢ = N~°(4, 2). Since the group which preservesPRM15 is identical 
to the group which preserves the three-dimensional subspaces of (GF(2)) 4, 
this group must also be N~z°(4, 2). 
The extension to XH16 and RM16 follows from the previous paragraph 
upon replacing linear subspaces of (GF(2)) 4 by affine subspaces. 
Since N~(4,  2) contains a permutation which maps any two-dimensional 
subspace of (GF(2)) 4 into any other, it is transitive on the H15 codewords of 
weight 3. The nonzero coordinates of each H15 codeword of weight 5 
must be five vectors whose sum is zero, but any four of which are linearly 
independent. Since f~°(4,  2) can map any four linearly independent vectors 
into any other, it must be transitive on the H15 codewords of weight 5. 
3. DECOMPOSITION OF THE EXTENDED HAMMING CODE INTO COSETS 
OF THE REED--~/~ULLER CODE 
35 
LEMMA 3.1. XH16 = RM16 u [,J~=l RMCOSET4i  W ~J~S= 1 RMCOSET6i ,  
where each RMCOSET4~ is a set of 25 vectors with the weight distribution as 
follows: Four each of weights 4and 12, and24 of weight 8; and each RMCOSET6i  
is a set of 25 vectors, 16 of weight 6, and 16 of weight 10. Furthermore, each 
RMCOSET4i  and each RMCOSET6i  is invariant under the transitive permu- 
tation group Y(4). 
Proof. Since RM16 C XH16, we may write 
63 
XH16 = RM16 u U RMCOSETj  
where each RMCOSET 3. has the property that if x I , x~ a RMCOSET~ then 
x 2 @ x 2 = y ~ RM16. By Lemma 2.7, each RMCOSET 5 is invariant under 
J-(4). Since x~,x2~XH16 =RM16 ±, the dual of RM16, Hx2*yl l  
II x3 * y Ir ~ 0 mod 2, whence ]1Xl + Y II ~ l[ xl rl mod 4. Therefore, if x 1 , 
x 3~RMCOSET~,  then I [x l [ J~l Jx311mod4 and the 63 cosets may be 
partitioned into two sets according to the parity of their weights mod 4. 
Each coset containing arty word of weight 4 must contain exactly four such 
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words, each of which is a translate of each other. Therefore, by Lemma 2.4, 
the number of such cosets is 35, and the number of cosets of the other type 
is 63 --  35 = 28. Since RM16 contains the codeword of weight 16, each 
coset much contain the complement of any vector in the coset. Therefore, 
each RMCOSET4i  has four words each of weights 4 and 12, which leaves 
32 --  8 = 24 words of weight 8. Since the words of weights 6 and 10 in any 
RMCOSET6i  are equinumerous, there must be 16 of each. 
DEFINITIONS 3.2. Let u be a 16-dimensior~al vector containing 15 ones 
and one zero. For i ~ 1, 2 ..... 35, let PRMCOSET3i  be the projection of 
RMCOSET4i  onto u, and for each i = 1, 2 , . ,  28, let PRMCOSET5i  be 
the projection of RMCOSET6i  onto u. 
LEMMA 3.3 [Theorem 10.38, p. 228]. The punctured Reed-Muller cosets 
have the following weight distributions: 
PRM 15 PRMCOSET 3, 
Weight Number Pair-Sums a Weight Number Pair-Sums 
0 1 1 43 31 • I 4 
7 15 I 30 
8 15 7 12 
8 12 t 24 
15 1 1 
11 3 t 
12 1 4 
a The pair-sum is the number of codewords with a particular odd weight plus the 
number of codewords with the next even weight. 
PRMCOSET 5, 
Weight Number Pair-Sums 
5 6 ~ 16 
6 10 
9 10 t 16 
10 6 
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Proof. Each coset is invariant under the transitive permutation group, 
~-(4), so if it has k words of weight w, the total weight of kw must be evenly 
distributed among the 16 coordinates, and so kw/16 of the words must 
contain a one in the punctured position. 
LEMMA 3.4. I f  PRMCOSET51 + PRMCOSET5= = PRMCOSET5a,  
u ~ PRMCOSET51 and II u l[ = 5, then ~ ! x ~ PRMCOSET52 such that 
IIx][ =5and[ Ix*u l ]  =0.  
Proof. According to Lemma 3.3, ~X 1 , X 2 , . . . ,  X 6 ~PRMCOSET52 with 
[I xi [] = 5 for i = 1, 2,..., 6. I f  i 3& j ,  then xi -k xj E PRM15, so II xi -k xj [[ 
7 or 8, and since I[xill =l[x~[], [ ]x i@xj]]  =8 and I ]x i*x j [ l  = 1. I f  
xi * xj = xi * xk for j 4= i ~ k, then I1 xi q- xj -5 x~ I1 = 13, contradicting 
the fact that xi -k x~ -k xT~ ~ PRMCOSET52.  I f  xi * x~ ~ xk * x~ for distinct 
x i ,  x~, x~ and x~, then Ii xi -? x~ + xk -k xt I] = 16, impossible because 
l(xi) = 15. Therefore each of the 0 = 15 pairs of distinct x l ,  x 2,..., x 6 
have a different componentwise product. From this we deduce that 
6 
[] xi * u [I = 10, 
/=1 
because xactly two of the x,'s intersect u in each of its five nonzero positions. 
Hence, among the x~'s 3 art x for which l] x * u I] < 2. Since ]1 x • u I] = 0 
rood 2, we conclude that ]] x * u l[ ~- 0 as claimed. 
6 
I f  this x were not unique, then ~.i=1 II xi * u ]] = 10 would require the 
existence of an x~- with tl x~- * u [] >~ 3, and II x; + u Ir ~< 4, contradicting the 
assumption that xa + u ~ PRMCOSET5s .  
LEMlVIA 3.5. I f  X, y ~ RMCOSET6;  and 1] x If = IJ y ]l = 6, then ~]fi ~ ~(4)  
such that f ix  : y. 
Proof. I f  not, then 3x ~ RMCOSET6i  with [I x ][ = 6 and f ix = x for 
some fi 3& J .  Let a l ,  ~2 .... , a n ~ (GF(2)) 4 be the locations of the nonzeroes 
in x, and let fi be translation by an arbitrary element which we denote by ~. 
Then since ai + ~: ~ ~i for any a, , we must have al + s e = ~2, aa ~ ~ = 
a4, %- j - s  ¢ ~-~ a 8 for some appropriate ordering of the a's. But then 
~i=1 ai = ~, but since x 6 XH16, ~i~1 a, = 0, a contradiction. 
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4. ELEMENTARY PROPERTIES OF THE BINARY GOLAY CODES 
DEFINITIONS 4.1 [pp. 352--353]. GOLAY is the augmented quadratic 
residue code of length 23 over GF(2). 
XGOLAY is the extended quadratic residue code of length 24 over 
GF(2). 
SPC8 is the single parity check code of length 8 over OF(2), whose 2 7 
codewords consist of all vectors of length 8 whose weight is even. 
LEMMA 4.2 [Theorem 15.25 and 15.26, pp. 357-359]. XGOLAY is 
invariant under a transitive permutation group, and therefore [l GOLAY 11 
II XGOLAY Ii --  1 and II GOLAY II is odd. 
LEMMA 4.3. II GOLAY 11 ~ 7. 
Proof1. From BCH bound, II GOLAY]I /> 5; from the McEliece 
theorem, every nonzero weight in XGOLAY is a multiple of 4. Therefore, 
II XGOLAY 11 ~> 8 and 11 GOLAY [I ~> 7. 
Proof2 [Corollary 15.27, p. 359]. From QR bound, II GOLAY [1 /> 7. 
LEMMA 4.4. 11GOLAY II = 7 and GOLAY is perfect. Every eoset has 
weight <~ 3 and every coset of XGOLAY has weight <~ 4. 
Proof. 
LEMMA 4.5. XGOLA¥ has a co&word of weight 8 through every set of 
five points. The total number of co&words of weight 8 is 23 • 11 • 3. 
P ,  oof  .
LEMMA 4.6. 
tion is 
24 • 23 • 22 • 21 • 20 
8"7"6"5"4  
=23"11  "3. 
XGOLAY has no co&words of weight 10. Its weight distribu- 
Weight Number 
0 l 
8 23 • 11 "3 
12 23 • 16 • 7 
16 23 • 11" 3 
24 1 
Also XGOLAY ± = XGOLAY. 
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Proof1. The number of words of weight 7 at distance 1 from codewords 
of weight 8 is 23 • 11 • 3 • 8; the number of words of weight 7 at distance 3 
from codewords of weight 8 is 23 • 11 • 3 • 4 • 7 • 16; the total number of 
words of weight 7 within distance 3 from codewords of weight 8 is 23 
23 .11 .3 .8+23.11 .3 . (28) .16  =-23 .11 .8 .32 .19  =(~) ,so  that all 
words of weight 7 are within distance 3 of a codeword of weight 8. I f  there 
were a codeword of weight 10, it would have (~) words of weight 7 at distance 
3 from it, and these words would then be within distance 3 of more than one 
codeword, thus contradicting Lemma 4.4. 
If  x, y ~ XGOLAY,  then x+y E XGOLAY and tJ x+y [1 = 0 mod 4, whence 
2 [[ x *y  ]j = 0 rood 4 so ]] x *y  [[ ~- 0 mod 2 and XGOLAY C XGOLAY ±. 
But ] XGOLAY ] = 212 = [ XGOLAY -~ ], so XGOLAY is self-orthogonal. 
Proof2. By the theorem of Solomon-McEliece [Theorem 16.33, p. 411] 
or by the more general theorem of McEliece (1967), the weight of every 
codeword in XGOLAY is a multiple of 4. Lemma 4.6 then follows directly 
from Lemmas 4.4 and 4.5. 
LEMMA 4.7. XGOLAY contains 12 linearly independent vectors of weight 8 
and 12 linearly independent vectors of weight 12. 
Proof. The code generated by either set of vectors must be the extension 
of a linear cyclic code of length 23. But since the multiplicative order of 
2 rood 23 is 11, the binary polynomial x 2a + 1 has three irreducible factors, 
of degrees 1, 11, and 11. Hence, the only linear cyclic subcode of GOLAY 
is the trivial (23, 1) repetition code, whose extension has minimum weight 
24. Since the code generated by the XGOLAY codewords of weight 8 (or 12) 
include words not in the (23, 1) code, the code must be XGOLAY itself. 
LEMMA 4.8. Let x, y, zeXGOLAY such that [I xH = 8 and y = 2. Then 
XGOLAYx is isomorphic to SPC8; XGOLAY v is isomorphic to XH16 and its 
orthogonal complement, XGOLAY~ ±, is isomorphic to RM16. Then I] zx [[ -~ 0 
or 8 iff z v ~ XGOLAYv ±, and there exists a 2 to 1 correspondence b tween the 27 
codewords of XGOLAY~ and the 26 RM cosets in XGOLAY v such that 
Vz E XGOLAY,  z x determines the coset of z v . Given the coset of zv , the only 
possibilities for z~ are x~ + z~ and zx itself. 
Proof. Since XGOLAY is self-orthogonal, XGOLAY,  C SPC8. 
Since XGOLAY ± has distance 8, any 7 coordinates of XGOLAY may be 




I f  v, w ~ XGOLAY and v v = wv, then [l v + wl[ ~ 8 and either v = w 
or v =w÷x.  Therefore,  ]XGOLAYv[  =½[XGOLAY]  =211 . I f  
0 < [] v v ÷ w vt[ ~ 3, then either [I v + w [l < 8 or II v + w ÷ x II < 8, so 
we deduce that II XGOLAYv [[ = 4. Since XGOLAY~ is l inear, Lemma 2.3 
applies and XGOLAY~ = XH16.  
I f  z~ = 0, then zv E XGOLAY~ -L, and since [ XGOLAY~ [ = 27 and 
I XGOLA¥ l = 212, there are 25 different vectors z ~ XGOLAY for which 
z ,  = 0, and their  extensions are XGOLAYv  ±, which is isomorphic to RM16.  
The  coset correspondence follows directly. 
LEMMA 4.9. Let  u 1 , u S ,..., u 5 be any f ive distinct unit vectors with l(ui) = 24 
and 1] ui [] -~ 1 fo r  i = 1 ..... 5; and let x o be the unique vector such that  
x o E XGOLAY,  ui C x o fo r  i ~ 1 ..... 5, and 1[ Xo II = 8. 
5 
Let  v = x 0 + ~i=1 ui , and let the three un i t  vectors spanning v be denoted 
by u6 , UT , and u s . Le t  u 9 be any unit  vector wi th  II w II = 15,1I w + u o + Xo II - -  
24. Then 3x 1 , x 2 ,..., x 5 , Y l  , Y2 , Y3 ~ XGOLAY as shown in Fig. 1. 
Fmuge 1 
ul 10000 000  0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
u, 01000 000  0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
u~ 00100 000  0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
u4 00010 000  0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
u5 00001 000  0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
x0 11111 111  0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
u6 00000 1 O0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
u7 00000 010  0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
u8 00000 001  0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
v 00000 111  0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
u9 00000 000  1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
w 00000 000  0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
xl 10000 111  1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 
x2 01000 111  1 0 0 0 1 1 1 0 0 0 0 0 0 0 0 0 
x8 00100 111  1 0 0 0 0 0 0 1 1 1 0 0 0 0 0 0 
x4 00010 I 11 1 0 0 0 0 0 0 0 0 0 1 1 1 0 0 0 
xs 00001 111  1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 
y~ 00000 011  1 1 0 0 1 0 0 1 0 0 1 0 0 1 0 0 
Y2 00000 101  1 0 1 0 0 1 0 0 1 0 0 1 0 0 1 0 
Ya 00000 110  1 0 0 1 0 0 1 0 0 1 0 0 1 0 0 1 
Coordinatization 0 1 a5 ~10 a3 a8 a13 a6 ¢211 0~1 c~9 g14 ~- g12 g2 ¢x7 
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Proof. Xl, x 2 ,..., x 5 are determined by Lemma 4.5. Since I[ xi * xj H 3~ 4 
for distinct xi,  x~; [] x i .  xj • w 11 = 0. According to Lemma 3.3, there are 
six choices for ya,  and Lemma 3.4 then guarantees unique choices for Y2 
and Yz • 
5. THE 1V[ATHIEU GROUPS 
DEFINITION 5.1. The Mathieu group, J/f24, is the group of all coordinate 
permutations which preserve XGOLAY.  
In view of Lemma 4.7, d/dec may also be defined as the group of all coor- 
dinate permutations which preserve the set of XGOLAY codewords of weight 
8 or the set of XGOLAY codewords of weight 12. 
LEMMA 5.2. Let v, w, x ~ XGOLAY,  II x II = II v JI = 11 w II = 8, 
II x * v [I = II x • w II = 0,  II v * w El = 4. Then the subgroup of JZz~ which 
fixes the coordinates of x pointwise is transitive on the other 16 coordinates; 
the subgroup which pointwise fixes x and setwise fixes v is transitive on the nonzero 
coordinates of v, and the subgroup which pointwise fixes x and setwise fixes 
v • w is transitive on the nonzero coordinates of v * w. 
Proof. This theorem follows directly from Lemma 4.8, 3.1, and 2.8. 
Letting y = ~, Lemma 4.8 asserts that XGOLAY~ is isomorphic to XH16, 
which is invariant under Y(4) from 2.8. To show that 3-(4) extended by the 
identity permutation on the eight points of x preserves XGOLAY, we must 
show that Y(4) setwise preserves the vectors in each subset of XGOLAY~ 
corresponding toa particular vector in XGOLAY~.  According to Lemma 4.8, 
the possible extensions of any given vector in XGOLAY~ form a coset of 
XGOLAY~ a in XGOLAY~,  and Lemma 2.8 guarantees that ~--(4) preserves 
all cosets of RM16 in XH16. This proves the first claim of Lcmma 5.2, and 
the others follow directly from the other parts of Lemma 2.8. 
DEFINITION 5.3. I f  v I , v 2 ..... V, are arbitrary 24-dimensional binary 
vectors, we define fq(v 1 , v 2 ,..., v~) as the subgroup of ~'a4 which preserves 
each v~. We define f~Vl(V 1 , v 2 ,..., vk) as the restriction of N(vl, v 2 .... , vk) 
onto the set of nonzero coordinates of vl .  
LEMMA 5.4. In the notation of Fig. 1, 
1%(Xo, w)l. = 1%o(XO, w)I. 
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Proof. Consider a permutation fi s ~(x0, w). I f  fi% = J ,  then fw must 
preserve ach PRMCOSET3~, so it must preserve ach Hamming codeword 
of weight 3. But since there are Hamming codewords of weight three whose 
componentwise product is any given single point, fi~, = J .  
On the other hand, iffi~ = J ,  thenf~ ° must preserve all vectors of weight 
2, and thereforef~ ° = J .  
LEMMA 5.5. 
~v(Ul , U2, US, U4, US, V, Ug, W) ~ ~/8' 
the cyclic group on three coordinates. 
Proof. Let fi be the permutation which fixes u 1 , u 2 , u 3 , u 4 , u 5 , v, u o , 
and w in Fig. 1, and which satisfies the equationsfix~ : xi for i = 0, 1,..., 5; 
fY l  = Y~ , fY2  = Y3, and flY3 : Yl " 
This defines a unique permutation, fi, which has order 3. To show that 
actually preserves XGOLAY,  it is necessary only to show that it preserves 
XGOLAY%+w, because iff i  preserves XGOLAY%+w, it must preserve the 
set of basis vectors of XGOLAY consisting of x 1 , x~ ,..., x 5 ,Yl ,Y2, and 
five linearly independent vectors of weight 8 in (XGOLAY%+w) ~. 
To check that fi preserves XGOLAY~,  we identify XGOLAY~ with H15 
explicitly by the coordinatization at the bottom of Fig. 1 in terms of ~, a 
primitive element in GF(24). To show that this coordinatization is not 
inconsistent with the rest of Fig. 1, we simply observe that 1 + a 5 + ~o = 0, 
and hence Xl~EH15; c¢ 3 + a s -[- c~ 18 ---- 0, and hence x~H15, . . . ,  
al0 + ~13 + al + a4 + ~7 = 0, and hence y% ~ H15. Therefore the coordi- 
natization is correct. 
In terms of this coordinatization, fu  = aSu. Sincef  is cyclic shift of 5 places 
on the cyclic code H15, 24 preserves XGOLAYw. Q.E.D. 
THEOa~M 5.6. 
f#~0(x0, w) = ~8, 
~,(xo,  w) = ~'~'~(4, 2), 
f#~o(Xo) = ~6~(4, 2). 
Proof. Since Lemma 5.5 is valid with any choice of the five fixed coordi- 
nates u 1 , u2 ,..., u5 in Xo, fq%(x 0 , w) must contain a permutation which 
fixes any five coordinates and cycles the other three. Since such permutations 
generate as ,  ~o(Xo, w) D_D_ 6~ 8and 
8I 
1 fg~o(Xo, w)l /> ~-  = 15 • 14 .12 .8  = i f~(4 ,  2)l. 
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According to Lemma 2.9, f¢w(x0, w) C fg&°(4, 2), so the abstract isomorphism 
between C/s and f¢~(4,  2) then follows from Lemma 5.4. Similarly, ~o(Xo) _C 
f~C/(4, 2), and their orders are equal. Q.E.D.  
Theorem 5.6 exhibits an isomorphism between O 8 and ~q ' (4 ,  2). Some 
additional insight into the correspondence between these two different 
representations of the same group may be gained by examining the cycle 
structures and enumerations of the corresponding permutations. Th is  is 
done in Table  I. 
TABLE I 
Cycle Structures of Corresponding Permutations 
f~&°(4, 2) Number of 6g s 
cycle such permutations cycle 
Fraction of such 
permutations 
remaining m 0/7 
1,72 15 × 6"4"2"2  a 7,1 
15 - 14 12 • 8 
2,1,32,6 - - x  1 x -  × 1 6,2 
2 3 
15 14" 12"8"2  5,3 
58 14 • 12 • 8 5, 13 
1,22 ,1 ~,42 15 x 7"6  × 1 X 4 42 
15"14"  12"8 
4 a,2,1 × 1 × 1 × 1 4, 2, 12 
2"4  
15 "4 
13, 34 - -  × 8 - 4 32, 12 
3"2  
15 • 14 • 2 
3, 62 - -  x 8 -3  3, 22 ,1 
3"2  
35 14 • 8 3, i ° 
15 - 14 • 12 17, 24 × 7 24 
7"6"4  
15 • 14 
18, 26 - -  × 3 × 2 22, 1 ~ 
3"2  














THEOREM 5.7. ,//4'24 is transitive on 23 • 11 • 3 codewords of weight 8 in 
XGOLAY,  quintuply transitive on the 24 coordinates and transitive on the 
23 • 16 • 7 codewords of weight 12 in XGOLAY.  
t ,//t '~4 I = 24  • 23  • 22  • 21  • 20  • 3 • 16. 
Proof. Given z 1 and z~ with [] z 1 ][ = [I z~ I[ = 8, we wish to find aft ~ dr'24 
such that f iz 1 = z~. If [] z I * ~2 ]] = 0 ,  then we may find such a fi  in the 
representation of Y(4)  that pointwise fixes (z -~'~2) .  If  lI zl * z2 I] =/= 0, 
then we may puncture a common nonzero coordinate from XGOLAY.  
From Lemma 4.2, we thereby reduce the problem of finding a fi which 
preserves GOLAY and maps one given codeword of weight 7 into another. 
But Golay contains only 23 • 11 codewords of weight 7, and it is invariant 
under the cyclic shift and the squaring permutation which has a cycle 
structure of (11, 11, 1). Since neither of these permutations can fix any 
codeword of weight 7, the group generated by them must contain a permuta- 
tion which maps any of the 23 • 11 codewords of weight 7 in GOLAY into 
any other. 
Having thus shown that ~'24 is transitive on the codewords of weight 8, 
we may show that it is quintuply transitive on the coordinates as follows. 
Given five distinct unit vectors u l ,  u s ,..., u 5 and five other distinct unit 
vectors v I , V 2 , . . . ,  V5, we may find a / ;  ~ ~'24 such that 
fiu~ = vi for i = 1, 2,..., 5 
as follows: Let z l ,  z~. E XGOLAY be those codewords for which iI za ]l = 
[]z 21} =8and 
Ilui*zlll = 1 =llv~*z2II for i=  1,2 ..... 5. 
Since J124 is transitive on the codewords of weight 8, we may find a/e 1 E J/t24 
such that filza = z 2 . We may then find a fiz ~ f~(z2) such that 
fi2 "fiau~ = v~ for i = I, 2,..., 5. 
We then let fi = fi2fil. This proves that ~'24 is quintuply transitive on the 
coordinates. 
To show that ~¢1z4 is transitive on the 23 • 16 • 7 codewords of weight 12, 
it now suffices to show that it is transitive on the (~) .  23" 16" 7/(~) = 48 
of these codewords which have ones in a particular set of five positions. I f  x 
is the XGOLAY codeword of weight 8 with ones in these five positions, then 
each of our 48 codewords of weight 12 has another one in exactly 1 of the 
remaining three positions of x. Using Lemma 5.5, we may consider only the 
CODING THEORY AND THE MATHIEU GROUPS 55 
16 codewords with ones in a particular set of six positions of x, and the proof 
is completed via Lemma 3.5. Q.E.D. 
THEOREM 5.8. Let ~12 ~ ~, (Y )  where y ~ XGOLAY, II Y I] = 12. Then 
l J/tl~ [ ~ 12 • 11 • 10 • 9 • 8, and ~//fl~ is quintuply transitive. 
Proof. Since J//Z24 is transitive on the XGOLAY codewords of weight 12, 
I dl++~ l 
Idgl~] = 23"16"7"= 12"11"10"9"8 .  
To map any ordered 5-tuple within a codeword of weight 12 into any other 
ordered 5-tuple within the same codeword while preserving this codeword, 
we first choose a permutation in ./ft'm4 which moves the 5-tuple as required. 
If the permutation moves the codeword of weight 12 into another one of the 
48 codewords of weight 12 having ones in the five terminal positions, then 
from the proof of the previous theorem we may find a permutation in J/124 
which fixes each of the five positions and moves the codeword of weight 12 
back to the desired codeword. The product of these two permutations maps 
the ordered 5-tuple as required while preserving the desired codeword. 
Q.E.D. 
LEMMA 5.9. Let x, y ~ XGOLAY, with [1 x J] = 8, IlY [[ -~ 12, [] x *y  ][ ~-~ 
6. Then ] fq(x,y)] = 6! and fC~.~(x, y)  = ~9° 6 . the symmetric group. 
Proof. From Theorem 5.6, f~.v(x *y ,x+x .y )  = 5P s. I f  
fil E ~ .v (x .  y, x + x • y), then (filY)~ e RMCOSET6; ,  where i depends 
only on x * y. Consequently, from Lemma 3.5, 3 [ (fi2)~ ~ ~--(4) such that 
(fi2)~(fi~Y)x = Yx . Since (fl2)x = J ,  fi2~l @ ~(X * y, y)  and ~x.u(x, y)  = 5P 6 . 
But if f i~ .~(x ,y )  and fix z J ,  then f i~ J - (4 ) ,  and since f l y -by ,  
Lemma 3.5 implies thatfi~ = S .  Therefore, I ~(x, y)] = 6! as claimed. 
6. THE NORDSTROM-ROBINSON CODE 
Following an observation of Goethals (1971) we may define NR15 and 
XNR16, the Nordstrom-Robinson codes, as follows: 
DEFINITION 6.1 (See Fig. 2). Let x eXGOLAY,  where x : u 1 + v 
and][u 1]1 =][usl]  = 1,[]v[] =7, ] ]x [ [  =8, [ ]u  s*x l ]  =0 .  Then 
z~ ~XNR16 iff z e XGOLAY and I] z~ll ~< 1 
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and 
z~x-Z~2 ) ~ NR15 iff z ~ XGOLAY and 1] z~ II ~ 1. 
LEMMA 6.2. I XNR16 I = I NR15 ] = 2s; [l XNR16 II = 6; [1NR15 II = 5. 
Proof. Since there are only eight possibilities for z~,  each of which 
corresponds to 25 possibil ities for z~, we have 
7 
XNR16 = RM16 w 0 RMCOSET6/  
i=1  
for the correct choice of seven Reed-Mul le r  cosets. Thus  [ XNR16 I = 
INR15t  =(1  +7) .2  5 . 
Any  pair of vectors in XNR16 may be taken as y~,  z~,  where x, z, 
and y+z~XGOLAY.  Since I [ (y+z)x l [  ~2 ,  I [ (y+z)2[ ]  ~6.  Thus,  
II XNR161] ~ 6 and [I NR15 l] ~ 5. On the other hand, I] XNR16 l] ~ 6 
because XNR16 contains 0 and a vector of weight 6 in RMCOSET6 i ;  
similarly l] NR15 l] ~< 5 because NR15 contains 0 and a vector of weight 5 
in PRMCOSET5~.  
LEMMA 6.3. NXR16 is systematic. Any set of 8 bits at distance 2from any 
RM16 codeword may be chosen as the information digits. 
Proof. Let  z be the vector with ones on the purported message set; 
let Yl be the RM16 codeword. In  view of Lemma 5.2, there is no loss of 
generality in assuming that Yl * ~ : u2. Let  u 3 : z + Yl + u~ and let 
y~ : (x + Yl)" We then have the fol lowing situation. 
F IGURE 2 
x 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
u 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
v 0 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
u2 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
Yl 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 
z 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 
u3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 
y~ 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 
Here x, y l ,  and y~ are XGOLAY codewords. Therefore,  XGOLAYy  1 = 
XH16 and XGOLAY~I  = SPC8. 
Let  w 1 be an XGOLAY codeword for which wl~+~ is the desired values 
• . . 3 
of the seven reformation symbols. Then  since RM16,  = H7, the perfect 
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single-error-correcting Hamming code of length 7, we may find an XGOLAY 
codeword w 2 such that (we)y 1 = 0; ]](w 1 + we)~] ] ~ 1. The XGOLAY 
codeword w I + w e or w 1 + w e + Ye then has the required projection onto z, 
and its projection onto Yl + Y2 is in XNR16. 
LEMMA 6.4. XNR16 is nonlinear, but it is quadratic. 
Proof. It is obvious from the proof of Lemma 6.2 that XNR16 is non- 
linear; the space spanned by its vectors is XH16, which has dimension 11. 
To show that XNR16 is quadratic, we first note that the values assumed 
by a Golay codeword on the seven digits of v, say V1, V 2 ,..., VT, are linear 
combinations of the other digits. The constraint hat I] z~ I/ ~< 1 is then 
equivalent to the quadratic onstraints 
v1ve =o,  
(v1 + ve) v3 = 0, 
(Vl -~- Ve-Ju V3) V4 = O, 
LEMr~IA 6.5. The group of permutations, ~, which preserves NR15 is a 
subgroup of ~(4,  2) of order 15 • 14 • 12, which contains a unique permutation 
that permutes any ordered set of three linearly independent elements of (GF(2)) 4 
into any other. The group which preserves XNR16 is triply transitive, of order 
16 • 15 • 14" 12. 
Proof. According to Theorem 5.6, the abstract group ~(4 ,  2) is isomor- 
phic to ~s ,  so f#~(4, 2) must contain a subgroup, N', isomorphic to 0 7 . 
~ '  is a permutation group on the 15 coordinates of NR15. The fact that N' 
preserves NR15 follows directly from Definition 6.1. 
In the notation of the proof of Lemma 6.3, Theorem 5.6 guarantees that 
J/tfe4 contains a permutation which permutes any four linearly independent 
elements of (GF(2)) 4 into any other, while fixing x and u s . Let u~ denote 
the result of this permutation applied to u 1 . To show that N' is doubly 
transitive, we shall find another permutation i  ~f2a which fixes x,u e , and an 
arbitrary set of three unit linearly independent vectors in Yl + Y2 ~ u2, and 
which moves u 4 back to u I . Let Y3 be the unique codeword of weight 8 in 
RM 16 which includes each of the three unit vectors and u e . Then according to 
Theorem 5.6 and Lemma 2.8, the subgroup of J//e4 which pointwise fixes Y8 
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contains the desired permutation. Hence N' is doubly transitive on the 15 
coordinates of NR15. 
It remains to show that N, the full group of permutations which preserve 
NR15, is no larger than N'. Since N must preserve the linear space spanned 
by NR15, which is H15, f¢ _C f¢~(4, 2). 
Lemma 2.9 asserts that N~(4,  2) is transitive on the 15 • 14 12 • s H15 5-4 .3"2  
codewords of weight 5. Since NR15 contains only one-fourth of these code- 
words, it follows that [ ~1 ~< I ~(4,  2)[/4, so f# is a proper subgroup of 
fgLa(4, 2). 
We have now show that 5 7 = N 'C  N C N~°(4, 2 )= ~s .  I f  N were 
larger than N', then we would have 6g~ C f¢ C 6g s . But it is easily seen that 
no such group exists, because any subgroup of 6g s which contains 5 7 as a 
proper subgroup must have a sixfold transitive representation on eight 
letters, which implies that the only possibility is ~s itself. Q.E.D. 
7. THE (15, 7) BCH Cone 
DEFINITIONS 7.1. Let II v[l : 5, and let x be the unique vector ~ XGOLAY 
such that v C x and I] x iI = 8. Let u be an arbitrary unit vector with It u II = 1, 
[I u ,  x II = O. Then 
z~ ~ XBCH iff ii z~ [[ = 0 
and 
z~ e BCH iff ]l z~ [l = O. 
LEMMA 7.2. [ XBCH ] = 1 BCH [ = 27; II XBCH [[ = 6; ][ BCH I] = 5. 
Proof. Since there are only four possibilities for z~, each of which 
corresponds to 25 possibilities for z~, we have 
3 
XBCH = RM16 t3 U RMCOSET6i 
i= l  
for the correct choice of three Reed-Muller cosets. Thus [XBCH[  = 
IBCHI =(1 +3) '2  ~. 
If  Ye, zeeXBCH,  then y+zeXGOLAY.  Since [ ] (y+z) , l [  ~2 ,  
I I (Y+Z)e l / />6.  Thus, IIXBCHll />6 and ]IBCHII ~> 5. On the other 
hand, II XBCH II ~< 6 because XBCH contains 0 and a vector of weight 6 
in RMCOSET6,;  similarly I[ BCH H ~ 5 because BCH contains 0 and a 
vector of weight 5 in PRMCOSET5i .  
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LEMMA 7.3. XBCH and BCH are linear. 
Proof. Obvious from Definition 7.1. 
LEMMA 7.4. The group of permutations, f~, which preserves BCH is a 
subgroup of ~z°(4, 2) of order 3" 5 ! I f  the columns of B CH are properly ordered, 
contains the cyclic permutation. ~ setwise preserves the five cyclic shifts of 
100001000010000, but it permutes these five vectors among them elves as the 
symmetric group, ~ . 
Proof. According to Definition 6.1 and Theorem 5.6, BCH is invariant 
under f¢', which is a subgroup of f~.W(4, 2) which has another epresentation 
as the subgroup of 6~ 8 which setwise fixes a 5-tuple and a 3-tuple. This 
group acts on the 5-tuple as ~5¢a, nd the subgroup which pointwise fixes the 
5-tuple acts on the 3-tuple as ~.  Therefore I f~' I ~ 3 • 5I 
I f  we select the vectors x, v, and u of Definition 7.1 to correspond to the 
vectors Xo, x 0 - /v ,  and u 8 of Fig. 1, respectively, the other claims of Lemma 
7.4 follow immediately. 
To show that f# is no larger than f~', we first recall, as in the proof of 
Lemma 7.2, that 
3 
BCH = PRM15 ~3 0 PRMCOSETS, 
Z--1 
From Lemma 3.3, the only BCH codewords of weight 7 or 8 are in PRM15. 
Since f~ must preserve the BCH codewords of weight 7, it must preserve 
PRM15. Therefore, f~ C ~Lz°(4, 2). Since BCH contains fewer codewords of 
weight 5 than H15, and since f#~¢(4, 2) is transitive on the H15 codewords of 
weight 5, f~ is a proper subgroup of f#~¢(4, 2) ----- 6g 8 . But no subgroup of 6g 8 
contains f#' except ~ '  and O 8 itself, so ~ z f~'. 
Remark. The reason that the five cyclic shifts of 100001000010000 play an 
important role in the symmetry of the (15, 7)BCH code may be found in 
Section 16.47, pp. 425-428 of Berlekamp (1968). It is shown there that these 
five vectors are the leaders of the only cosets which have unique leaders of 
weight 3. 
8. THE (21, 12) BCH CODE AND THE (21, 10) PG ± CODE 
DEFINITIONS 8.1. Letll v r] ~- 3, and define 
BCH21 ~ XGOLAY~. 
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PG ± is defined by 
and 
PG is defined by 
x~ e PG iff 
x~ e PG ± iff x e XGOLAY 
II xv IJ = 0 or 3 
x E XGOLAY and I[ x, l] = 0 or 2. 
LEMMA 8.2. 
I(BCH21) = I(PG) = I (PG' )  = 21. 
I BCH21 I ---- 21z; I PG ] = 21~; I PG± I = 21°; [I BCH21 [] = I] PG± ]l = 5; 
I[ PG t] = 6; BCH21, PG, and PG j- are all linear. PG is the dual of PG ±. 
PG ± is the subcode of BCH21 consisting of all codewords whose weights are 
congruent to 0 or 1 mod 4. 
Proof. Immediate from Definition 8.1. 
LEMMA 8.3. BCH21, PG, andPG ± are cyclic. 
Proof. We shall find a permutation, ]6e d/'24 which has one cycle of length 
21 (on v) and another cycle of length 3 (on ~-). The vectors and permutations 
used to construct his fi are pictured in Fig. 3. 
Let x, y, and z be any three XGOLAY codewords uch that ]] x [] = [] y ]] = 
]1 z ]] = 8; ]] x + y - / z  ][ = 24. Let  u 1 be all arbitrary point in y. According 
to Theorem 5.6, we may associate the 16 points ill y + Z with the 16 binary 
4-tuples in the manner shown in Fig. 3, and the subgroup of ~2~ which 
fixes x and u 1 behaves on these 16 binary 4-tuples as ~a(4 ,  2) and contains 
the permutation fil • This permutation has order 7. It fixes u 1 and cycles the 
other 7 points iny ;  it fixes one point in z, which we denote by u z , and cycles 
the other 7 points in z. Sillce ?6 has order 7, ]61~ must either be the identity 
or it must have one fixed point and another cycle of length 7. But since 
]61~+, 6 ~--(4),fi1~ @ J ,  so]61~ has a unique fixed poirtt, which we denote by u 3 . 
Since the subgroup of ~//g24 which pointwise fixes x behaves on y + z 
as 3"(4), d/t'24 contains the permutation ]6a of Fig. 3. In terms of our coordi- 
natization, ]61~y+,~ maps a 1 , a~, a s , ~4 to c h , ~4, ~2, ~3, + cq while fi2(~+o) maps 
~1, ~2, ~a, ~4 to ~1 + 1, ~2, ~3, ~4 • It follows that fil and ]62 commute:  
]61/~2 = ]6~]6~ • (8.31) 




Constructionoffi, apermutatio~in J2~wi thacyc leo f len~h2t .  
I I I I I I I 10000000000000000 
00000000 
Z 00000000 
u I 00000000 
COORDINATIZ~ION a I 
USING BINARY a 2 






I I I I I I I l 00000000 
0 0 0 0 0 0 0 0  I I 1 I I I I I 
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  
000000001 I 1 I I I I I 
000 I0  I I I0001011 I 
0010 I 1 I000101 I 10 
0100 I O I  I010010 I I 
0 000  0000 0000 0 000  10000000 
I 0000 0000000 0000000000 O0 
' I t  ' z l  
~i 66666666 
V 10000000 10000000 10000000 
Let fia be the unique permutation in JA'24 which pointwise fixes z while 
exchanging u 1 and ua. Then 
and similarly, 
(A3AN,A;I).,+.0 -1 = (A, I , ) . ,+.0  = J .  
Since the only permutation i  J[2¢ which pointwise fixes z + u I + u 8 is the 
identity, 
/ ,~A/~2/ ,p  = j 
and 
fi~fia = fi3A, (8.32) 
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Combining (8.31) and (8.32) gives 
We now define 
and v ~ u 1 + u~ + u 3 . It is evident hat?6~ is a cycle of length 3. To see that 
~ is a cycle of length 21, we may observe/~ =/;ak(/;2~a) k, from which we 
see that~ k has no fixed points unless k ~ 0 rood 21. 
Since dr'z4 is triply transitive, it must contain a permutation (conjugate toil) 
which cycles any desired set of 21 points. 
LEMMA 8.4. Thegeneratorpolynomial'ofBCH21isoftheformM(a)(x)M(3)(x), 
and the generator polynomial of PG ± is of the form M(1)(x)M(a)(x)m(7)(x), 
where M(i)(x) is the minimal polynomial of ~ and ~ is a primitive 21-st root of 
unity in GF(26). 
Proof. The integers rood 21 may be partitioned into subsets, each of 
which consists of all powers of 2 times any member of the set, as follows: 
{0}, {1, 2, 4, 8, 16, 11}, {3, 6, 12}, {5, 10, 20, 19, 17, 13} 
(= --{1, 2, 4, 8, 16, 11}), {7, 14}, {--3, --6, --12}. 
Therefore, 
M(0) (x )  = (x  - -  s0); 
M(1) (x )  = (x  - -  ~ l ) (x  - -  ~) (x  - -  ~ ' ) (x  - -  ~8) (x  - -  ~iO)(x  _ ~1~); 
M(~) (x )  = (x  - -  ~3) (x  _ ~6) (~ _ ~) ,  e tc .  
From Lemma 8.6, the degree of g(x), the generator polynomial of BCH211 
is 21 -- 12 ~- 9. It must therefore be one of the following: 
g(~) = M(X)M(3), 
g(2) = M(~)M(-3), 
g(a) = M(-~)M(-~), 
g(,) = M(-~)M(3), 
According to Theorem 5.81 of Berlekamp (1968), the code generated by g(3) 
is equivalent to the code generated by g(1), and the code generated by g(4) is 
equivalent to the code generated by g(2). We therefore need really consider 
only two possibilities, g(1) and g(Z). 
The logs~ of the roots ofg(2)(x) are {1, 2, 4, 8, 16, 11, --3, --6, --12}. When 
multiplied by 3, these numbers become {3, 6, 12, 3, 6, 12, 12, 3, 6), from 
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which we conclude that gC2)(x) = M(3)(x3). Since M~3)(x) is an irreducible 
binary cubic, both M(3)(x) and gle)(x) have weight 3. From Lernma 8.2, 
II BCH21 [1 = 5 and we are forced to conclude that the generator polynomial 
of II BCH21 [1 is gin(x) = Mm(x)M~3)(x). 
From Definition 8.1, it is evident hat PG ± C BCH21, which implies that 
its generator polynomial is g(x) = M(l)(x)Ml~J(x)f(x), for some f(x). Since 
degg = 11, degf  = 2. Butf(x) lx 21-  1 and the only quadratic factor of 
x 21 --  1 is M(7)(x), so g(x) = M(1)(x)M~31(x)M(7)(x). 
LEMMA 8.5. The group of permutations which preserve BCH21 is identical 
to the group of permutations which preserve PG and PG a. This group contains a 
subgroup of~/de4 of order 3 • 2 • 21 • 20 • 3 • 16. 
Proof. Since PG ± is the subcode of BCH21 consisting of those words 
whose weights are congruent o 0 or 1 mod 4, every permutation which 
preserves BCH21 must preserve PG ±. On the other hand, every permutation 
which preserves PG"  must preserve PG, which is identical to the subcode of 
BCH21 consisting of those words with even weights. Since every codeword 
of odd weight in BCH21 may be written as the sum of an even weight 
codeword and the codeword of weight 21, every permutation which preserves 
PG must also preserve BCH21. 
From Definition 8.1, PG and BCH21 are invariant under the subgroup of 
#g~4 which setwise fixes the triplet v. The order of this subgroup is 
To represent this subgroup in a more tractable form, we abandon 
XGOLAY and Jd24 and consider the 21 coordinates as the points of a 
projective geometry [Example 15.55, pp. 378-379]. The codewords of weight 
5 in PG ± are the one-dimensional projective subspaces of GF(48) over GF(4). 
The group of permutations which preserve PG ± must therefore be the group 
of permutations which preserve projective subspaces. Although this group 
is not yet common in the literature on coding theory, it is well-known in 
combinatorial mathematics as the projective semilinear group, ~F~q °. It is 
most easily represented asa quotient group of the semilinear group F~L~°(3, 4). 
This group contains the general linear group N~°(3, 4), which consists of the 
invertible 3 × 3 matrices over GF(4), and also the transformation 2 ~ x ~, 
which is linear over GF(2) but nonlinear over GF(4). I F~(3 ,  4)1 = 
2 ] N~L~°(3, 4)r = 2 • 63 • 60 • 48. The scalar multiples of the identity form 
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a normal subgroup called ~e, the center of/~q~(3, 4). The projective semi- 
linear group, ~/'.L,¢, is the quotient group _P£¢/~. 
Although the proofs of these well-known results require some additional 
knowledge of group theory, we restate the conclusion for emphasis. 
LEMMA 8.6. The group of all permutations which preserve BCH21 and PG 
is the projective semilinear group of order 2 ' 63 • 60 • 48/3. 
It follows that ~/~£,¢ C ~//{24 •Instead of obtaining BCH21 and PG from 
XGOLAY and the properties of ~4,  or~e can also start with ~SaS¢ and 
construct d/{~2, d///~, and ~////24 from it by appropriate xtensions. This is 
the program followed by Witt (1938a, b) in his classic study of dd2a. 
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