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Asymptotic performance of optimal state estimation in quantum two level system
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We derived an asymptotic bound the accuracy of the estimation when we use the quantum corre-
lation in the measuring apparatus. It is also proved that this bound can be achieved in any model
in the quantum two-level system. Moreover, we show that this bound of such a model cannot be
attained by any quantum measurement with no quantum correlation in the measuring apparatus.
That is, in such a model, the quantum correlation can improve the accuracy of the estimation in an
asymptotic setting.
PACS numbers: 03.65.Wj,03.65.Ud,02.20.-a
I. INTRODUCTION
Estimating unknown quantum state is an important
task in quantum information. In this paper, we discuss
this problem by focusing on two typical quantum effects;
One is the uncertainty caused by the non-commutativity.
The other is the quantum correlation between particles,
e.g., quantum interference, quantum entanglement, etc.
Indeed, the probabilistic property in quantum mechanics
is caused by the first effect. Hence, it is impossible to
determine the initial quantum state based only on the
single measurement. Due to this property, we need some
statistical processing for identifying the unknown state.
Needless to say, it is appropriate for effective processing
to use a measurement drawing much information. There-
fore, the optimization of measuring process is important
for this purpose. The second property is also crucial for
this optimization. This is because it is possible to use the
quantum correlation between several particles. Hence, we
compare the optimal performance in presence or absence
of quantum correlation between several particles in the
measuring process. This paper treat this comparison in
the case of two-dimensional case, i.e., the qubit case.
Estimating unknown quantum state is often formu-
lated as the identification problem of the unknown state
which is assumed to be included a certain parametric
quantum states family. Such a problem is called quantum
estimation, and has been one of the main issues of quan-
tum statistical inference. In this case, we often adopt
mean square error (MSE) as our error criterion. As is
known in mathematical statistics, the MSE of an estima-
tor is almost proportional to the inverse of the number
n of observations. Hence, concerning the estimation of
quantum state, that of an estimator is almost propor-
tional to the inverse of the number n of systems prepared
identically. Especially, it is the central issue to calculate
the optimal coefficient of it. Moreover, for this purpose,
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as is discussed by Nagaoka[10], Hayashi & Matsumoto[7],
Gill & Massar[5], it is sufficient to minimize the MSE at
a local setting. (For detail, see section II.)
The research of quantum estimation has been initiated
by Helstrom[1]. He generally solved this problem in the
one-parameter case at the local setting. However, the
multi-parameter case is more difficult because we need
to treat the trade-off among the MSEs of the respec-
tive parameters. That is, we cannot simultaneously re-
alize the optimal estimation of the respective parame-
ters. This difficulty is caused by the non-commutativity.
First, Yuen & Lax [8] and Holevo [3] derived the bound
of the estimation performance in the estimation of quan-
tum Gaussian family. In order to treat this trade-off,
they minimized the sum of the weighted sum of the
MSEs of respective parameters. Especially, Yuen & Lax
treated the equivalent sum, and Holevo did the generally
weighted sum.
After this achievement, Nagaoka [4], Fujiwara &
Nagaoka[6], Hayashi[9], Gill & Massar [5] calculated that
of the estimation in the quantum two level system. They
also adopt the same criterion. Concerning the pure states
case, Fujiwara & Nagaoka[11], and Matsumoto[12] pro-
ceeded to more precise treatments.
However, the above papers did not treat the perfor-
mance bound of estimation with quantum correlation in
measuring apparatus, which is one of the most impor-
tant quantum effects. In this paper, we discuss whether
the quantum correlation can improve its performance.
For this purpose, we calculate the CR bound, i.e., the
optimal decreasing coefficient of the sum of MSEs with
quantum correlation in measuring apparatus, in the sev-
eral specific model.
First, as a preparation, we focus on quantum Gaussian
family, and prove that the above quantum correlation has
no advantage for estimating the unknown state at sec-
tion III. The reason is roughly given by the following
two facts. One is the fact that the optimal error with-
out quantum correlation is given by the right logarithmic
derivative (RLD) Fisher Information matrix, which is one
of quantum analogues of Fisher Information matrix. The
second is the fact that the CR bound can be bounded by
RLD Fisher Information matrix.
2Next, we proceed to the quantum two-level system,
which can be regarded as the quantum analogue of the
binomial distribution. In this case, as is shown in section
V, quantum quantum correlation can improve the perfor-
mance of estimation. As the first step, we focus on the
equivalent sum of the MSEs of respective parameters in
the parameterization 12
(
1 + z x+ iy
x− iy 1− z
)
with the pa-
rameter x2 + y2 + z2 ≤ 1. As is discussed in subsection
VA, the asymptotically optimal estimator is given as fol-
lows.
When the quantum state is parameterized in another
way: 12
(
1 + r cos 2θ reiφ sin 2θ
re−iφ sin 2θ 1− r cos 2θ
)
with the parameter
0 ≤ r ≤ 1, 0 ≤ φ ≤ 2π, 0 ≤ θ ≤ π2 , we can divide our
estimation into two parts. One is the estimation of r, the
other is that of the angle (θ, φ).
The estimation of r can be realized by performing the
projection measurement corresponding to the irreducible
decomposition of the tensor product representation of
SU(2), which equals the special case of the measurement
used in Keyl & Werner[13], Hayashi & Matsumoto[14].
Note that they derived its error with the large deviation
criterion, but did not treat its MSE. After this measure-
ment, we perform a covariant measurement for the esti-
mation of (θ, φ). By calculating the asymptotic behavior
of the sum of its MSEs of respective parameters, it can
be checked that it attains its lower bound given by RLD
Fisher information, asymptotically. That is, this estima-
tor is shown to be the optimal with the above mentioned
criterion. Finally, by comparing the optimal coefficient
without quantum correlation in measuring apparatus, we
check that using this quantum effect can improve the esti-
mation error. Furthermore, we treat the CR bound with
the general weight matrix by a more technical method in
subsection VB. In this discussion, the key point is the
fact that this model can be asymptotically approximated
by quantum Gaussian model.
This paper is organized as follows. First, we discuss
the lower bounds of asymptotic error in section II, which
contains reviews of the previous results. In section III,
quantum Gaussian model is discussed. We discuss the
asymptotic approximation of spin j system by the quan-
tum Gaussian model in section IV. Using these prelimi-
naries, we treat quantum two level system in section V.
II. LOWER BOUNDS OF ESTIMATION ERROR
A. Quasi Quantum CR bound
Let Θ be an open set in Rd, and let S = {ρθ; θ ∈ Θ}
be a family of density operators on a Hilbert space H
smoothly parameterized by a d-dimensional parameter
θ = (θ1, . . . , θd) with the range Θ . Such a family is called
an d-dimensional quantum statistical model. We consider
the parameter estimation problem for the model S, and,
for simplicity, assume that any element ρθ is strictly pos-
itive. The purpose of the theory is to obtain the best
estimator and its accuracy. The optimization is done by
the appropriate choice of the measuring apparatus and
the function from data to the estimate.
Let σ(Ω) be a σ- field in the space Ω. Whatever appa-
ratus is used, the data ω ∈ Ω lie in a measurable subset
B ∈ σ(Ω) of Ω writes
Pr{ω ∈ B|θ} = PMθ (B) def= Tr ρθM(B),
when the true value of the parameter is θ. Here, M ,
which is called positive operator-valued measure (POVM,
in short), is a mapping from subsets B ⊂ Ω to non-
negative Hermitian operators in H, such that
M(∅) = O, M(Ω) = I
M(
∞⋃
j=1
Bj),=
∞∑
j=1
M(Bj) (Bk ∩Bj = ∅, k 6= j)
(see p. 53 [2] and p. 50 [3]). Conversely, some appara-
tus corresponds to any POVM M . Therefore, we refer
to the measurement which is controlled by the POVM
M as ‘measurement M ’. Moreover, for estimating the
unknown parameter θ, we need an estimating function θˆ
mapping the observed data ω to the parameter. Then, a
pair (θˆ,M) is called an estimator.
In estimation theory, we often focus on the unbiased-
ness condition:∫
Ω
θˆj(ω)TrM( dω)ρθ = θ
j , ∀θ ∈ Θ. (1)
Differentiating this equation, we obtain∫
Ω
θˆj(ω)
∂
∂θk
TrM( dω)ρθ = δ
j
k (j, k = 1, 2, . . . , n),
(2)
where δjk is the Kronecker’s delta. When (θˆ,M) satisfies
(1) and (2) at a fixed point θ ∈ Θ , we say that (θˆ,M) is
locally unbiased at θ. Obviously, an estimator is unbiased
if and only if it is locally unbiased at every θ ∈ Θ . In this
notation, we often describe the accuracy of the estimation
at θ by the MSE matrix:
Vk,jθ (θˆ,M)
def
=
∫
Ω
(θˆk − θk)(θˆj − θj)TrM( dω)ρθ.
or
tr Vθ(θˆ,M)G
for a given weight matrix, which is a positive-definite
real symmetric matrix. Indeed, in the quantum setting,
there is not necessarily minimum MSE matrix, while the
minimum MSE matrix exists in the classical asymptotic
setting. Thus, we usually focus on trVθ(θˆ,M) for a given
weight matrix.
3We define classical Fisher information matrix JMθ by
the POVM M as in classical estimation theory:
JMθ :=
[∫
ω∈Ω
∂i log
dPMθ
dω
∂j log
dPMθ
dω
dω
]
,
where ∂i = ∂/∂θ
i. Then, JMθ is characterized, from
knowledge of classical statistics, by,
(JMθ )
−1 = inf
θˆ
{Vθ(θˆ, M) | (θˆ, M) is locally unbiased},
(3)
and the quasi-quantum Crame´r-Rao type bound (quasi-
quantum CR bound) Cˆθ(G) is defined by,
Cˆθ(G)
def
= inf{trGVθ(θˆ, M) | (θˆ,M)is locally unbiased},
and has other expressions.
Cˆθ(G)
= inf{trGVθ(θˆ,M) | (θˆ,M) satisfies the condition (2)}
(4)
= inf{trG(JMθ )−1 |M is a POVM on H}. (5)
As is precisely mentioned latter, the bound Cˆθ(G)
is uniformally attained by an adaptive measurement,
asymptotically[5, 7]. Therefore, Cˆθ(G) expresses the
bound of the accuracy of the estimation without quan-
tum correlation in measurement apparatus.
B. Lower bounds of quasi quantum CR bound
1. SLD bound and RLD bound
In this subsection, we treat lower bounds of Cˆθ(G).
Most easy method for deriving lower bound is using
quantum analogues Fisher Information matrix. However,
there are two analogues at least, and each of them has
advantages and disadvantages. Hence, we need to treat
both. One analogue is symmetric logarithmic derivative
(SLD) Fisher information matrix Jθ;j,k:
Jθ;j,k
def
= 〈Lθ;j, Lθ;k〉θ,
where
∂ρθ
∂θj
= ρθ ◦ Lθ;j
〈X,Y 〉θ def= Tr ρθ(X∗ ◦ Y ) = Tr(ρθ ◦ Y )X∗
X ◦ Y def= 1
2
(XY + Y X),
and Lθ,j is called its symmetric logarithmic derivative
(SLD). Another quantum analogue is the right logarith-
mic derivative (RLD) Fisher information matrix J˜θ;j,k:
J˜θ;j,k
def
= Tr ρθL˜θ;k(L˜θ;j)
∗ = (L˜θ;j, L˜θ;k)θ
where
∂ρθ
∂θj
= ρθL˜θ;j, (A,B)θ
def
= Tr ρθBA
∗,
and L˜θ,j is called its right logarithmic derivative (RLD).
Theorem 1 Helstrom[2]Holevo[3] If a vector ~X =
[X1, . . . , Xd] of Hermite matrixes satisfies the condition:
Tr
∂ρθ
∂θk
Xj = δjk, (6)
the matrix Zθ( ~X):
Zk,jθ (
~X)
def
= Tr ρθX
kXj
satisfies the inequalities
Zθ( ~X) ≥ (Jθ)−1 (7)
and
Zθ( ~X) ≥ (J˜θ)−1. (8)
For a proof, see Appendix A1. Moreover, the following
lemma is known.
Lemma 1 Holevo[3] When we define th vector of Her-
mitian matrixes ~XM :
XjM =
∫
Rd
(θˆj − θj)M( dθˆ),
then
Vθ(M) ≥ Zθ( ~XM ). (9)
For a proof, see Appendix A 2. Combining Theorem 1
and Lemma 1, we obtain the following corollary.
Corollary 1 If an estimatorM is locally unbiased at θ ∈
Θ, the SLD Crame´r-Rao inequality
Vθ(M) ≥ (Jθ)−1 (10)
and the RLD Crame´r-Rao inequality
Vθ(M) ≥ (J˜θ)−1 (11)
hold, where, for simplicity, we regard a POVM M˜ with
the out come in Rd as an estimator in the correspondence
M˜ = M ◦ θˆ−1.
Therefore, we can easily obtain the inequality
tr Vθ(M)G ≥ tr(Jθ)−1G
when M is locally unbiased at θ. That is, we obtain the
SLD bound:
CSθ (G)
def
= tr(Jθ)
−1G ≤ Cˆθ(G). (12)
As was shown by Helstrom[2], the equality (12) holds
for one-parameter case. However, we need the following
lemma for obtaining a bound of Cˆθ(G) from the RLD
Crame´r-Rao inequality.
4Lemma 2 When a real symmetric matrix V and Her-
mite matrix W satisfy
V ≥W,
then
trV ≥ trReW + tr | ImW |,
where ReW (ImW ) denotes the real part of W (the
imaginary part of W ), respectively.
For a proof, see Appendix A3. Since the RLD Crame´r-
Rao inequality (11) yields that any locally unbiased esti-
mator M satisfies
√
GVθ(M)
√
G ≥
√
G(J˜θ)
−1√G,
lemma 2 guarantees that
tr Vθ(M)G
≥ tr
√
GRe(J˜θ)
−1√G+ tr |
√
G Im(J˜θ)
−1√G|. (13)
Thus, we obtain the RLD bound:
CRθ (G)
def
= tr
√
GRe(J˜θ)
−1√G+ tr |
√
G Im(J˜θ)
−1√G|
≤ Cˆθ(G). (14)
For characterizing the relation between the RLD bound
CR(G) and the SLD bound CS(G), we introduce the su-
peroperator Dθ as follows[3]:
ρθ ◦ Dθ(X) = i[X, ρ].
This superoperator is called D-operator, and has the fol-
lowing relation with the RLD bound.
Theorem 2 Holevo[3] When the linear space Tθ spanned
by Lθ,1, . . . , Lθ,d is invariant for the action of the super-
operator Dθ, the inverse of the RLD Fisher information
matrix is described as
J˜−1θ = J
−1
θ +
i
2
J−1θ DθJ
−1
θ , (15)
where the antisymmetric matrix Dθ is defined by
Dθ;k,j
def
= 〈Dθ(Lθ,j), Lθ;k〉θ = iTrρθ[Lθ,k, Lθ,j]. (16)
Thus, the RLD bound is calculated as
CRθ (G) = trGJ
−1
θ +
1
2
tr |
√
GJ−1θ DθJ
−1
θ
√
G|. (17)
Therefore, CRθ (G) ≥ CSθ (G), i.e., the RLD bound is better
than the SLD bound.
For a proof, see Appendix A4. In the following, we call
the model D-invariant, if the linear space Tθ is invariant
for the action of the superoperator Dθ for any parameter
θ.
2. Holevo bound
Next, we proceed to the non-D-invariant case. in this
case, Lemma 1 guarantees that any locally unbiased es-
timator M satisfies
√
GVθ(M)
√
G ≥
√
GZθ( ~XM )
√
G,
where
Zk,jθ (
~X)
def
= Tr ρθX
kXj.
Thus, from Lemma 2, we have
tr
√
GVθ(M)
√
G
≥Cθ(G, ~XM )
def
= tr
√
GReZθ( ~XM )
√
G+ tr |
√
G ImZθ( ~XM )
√
G|.
(18)
Since XM satisfies the condition (6), the relation (4)
yields the following theorem.
Theorem 3 Holevo[3]: The inequality
CHθ (G)
def
= min
X
{
Cθ(G, ~X)
∣∣∣∣Tr ∂ρθ∂θiXj = δji
}
≤ Cˆθ(G)
holds.
Hence, the bound CHθ (G) is called the Holevo bound.
When X satisfies the condition (6), the relation (7) yields
that
trGReZθ( ~X) = trGZθ( ~X) ≥ trGJ−1θ = CSθ (G),
which implies
CHθ (G) ≥ CSθ (G).
Also, the relation (8) guarantees that
√
GZθ( ~X)
√
G+
∣∣∣√G ImZθ( ~X)√G∣∣∣
≥
√
GZθ( ~X)
√
G+
√
G ImZθ( ~X)
√
G ≥
√
GJ˜θ
√
G.
Similarly to (13), the relation (8) yields
Cθ(G, ~X) ≥ CRθ (G),
which implies
CHθ (G) ≥ CRθ (G). (19)
Moreover, the Holevo bound has another characteriza-
tion.
Lemma 3 Let T θ be the linear space spanned by the orbit
of Tθ with respect to the action of Dθ. Then, the Holevo
bound can be simplified as
CHθ (G) = min
~X:Xk∈T θ
{
Cθ(G, ~X)
∣∣∣∣Tr ∂ρθ∂θkXj = δjk
}
. (20)
5Moreover, we assume that the D-invariant model con-
taining the original model has normally orthogonal basis
〈L1, . . . , Lm〉 concerning SLD, and the inverse of its RLD
Fisher information matrix is given by J in this basis.
Then, the Holevo bound has the following expression.
CHθ (G) = min
v=[vj ]
{
tr |
√
GZJ(v)
√
G|
∣∣∣Re〈dk|J |vj〉 = δjk}
(21)
where Zk,jJ (v)
def
= 〈vk|J |vj〉 and a vector dk is chosen as
∂ρθ
∂θk
=
∑
j
dk,jρ ◦ Lj . (22)
Note that the vector vj is a real vector.
For a proof, see Appendix A5.
In the D-invariant case, only the vector ~L = [Lkθ
def
=∑d
j=1(J
−1
θ )
k,jLθ;j] satisfies the condition in the right
hand side (R.H.S.) of (20), i.e., CHθ (G) = Cθ(G,
~L).
Since Tr ρθL
k
θL
j
θ = Tr(ρθ◦Lkθ+ i2 [Lkθ , ρθ])Ljθ, the equation
(15) guarantees
Zθ(~L) = J˜
−1
θ . (23)
That is, the equation
Cθ(G, ~L) = C
R
θ (G)
holds. Therefore, the equality of (19) holds.
Concerning the non-D-invariant model, we have the
following characterization.
Theorem 4 Let S1 def= {ρ(θ1,...,θd1 ,0,...,0)|(θ1, . . . , θd1) ⊂
Θ1} ⊂ S2 def= {ρθ1,...,θd2 |(θ1, . . . , θd2) ⊂ Θ2} be two mod-
els such that S2 is D-invariant. If a vector of Hermi-
tian matrixes ~X = [Xk] satisfies the condition (6) and
Xk ∈< Lθ;1, . . . , Lθ;d2 >, then
Cθ,1(G, ~X) = C
R
θ,2(P
T
~X
GP ~X) (24)
for any weight matrix G, where the d1× d2 matrix P ~X is
defined as
P k~X;l
def
= Tr
∂ρθ
∂θl
Xk, (25)
i.e., P ~X is a linear map from a d2 dimensional space
to a d1 dimensional space. Furthermore, if the bound
CRθ,2(P ~XGP ~X) is attained in the model S2, the quantity
Cθ,1(G, ~X) can be attained in the model S2.
Here, we denote the linear space spanned by elements
v1, . . . , vl by < v1, . . . , vl >. For a proof, see Appendix
A6. Thus, if the RLD bound can be attained for any
weight matrix in a larger D-invariant model, the Holevo
bound can be attained for any weight matrix.
3. Optimal MSE matrix and Optimal Fisher information
matrix
Next, we characterize POVMs attaining the Holevo
bound. First, we focus on the inequality (18) for a strictly
positive matrix G. if and only if
Vθ(M) = ReZθ( ~XM ) +
√
G
−1|
√
G ImZθ( ~XM )
√
G|
√
G
−1
,
the equality of (18) holds. Thus, the Holevo bound Cθ(G)
is attained for a strictly positive matrix G, if and only if
Vθ(M) = ReZθ( ~XG) +
√
G
−1|
√
G ImZθ( ~XG)
√
G|
√
G
−1
,
(26)
where ~XG is a vector of Hermitian matrix satisfying
Cθ(G) = Cθ(G, ~XG). Therefore, the equation (3) guar-
antees that if and only if the Fisher information matrix
JMθ of POVM M equals
√
G
(√
GReZθ( ~XG)
√
G+ |
√
G ImZθ( ~XG)
√
G|
)−1√
G,
(27)
the Holevo bound CHθ (G) can be attained by choosing a
suitable classical data processing. Thus, (26) and (27)
can be regarded as the optimal MSE matrix and the op-
timal Fisher information matrix under the weight matrix
G, respectively.
Especially, concerning the D-invariant case, the equa-
tion (23) guarantees that the optimal MSE matrix is
Re(J˜θ)
−1 +
√
G
−1|
√
G Im(J˜θ)
−1√G|
√
G
−1
,
and the Fisher information matrix is
√
G
(√
GRe(J˜θ)
−1√G+ |
√
G Im(J˜θ)
−1√G|
)−1√
G
for a given weight matrix G.
C. Quantum CR bound
Next, we discuss the asymptotic estimation error of an
estimator based on collective measurement on n-fold ten-
sor product systemH⊗n def=
n︷ ︸︸ ︷
H⊗ · · · ⊗ H. In this case, we
treat the estimation problem of the n-fold tensor product
family S⊗n def= {ρ⊗nθ
def
=
n︷ ︸︸ ︷
ρθ ⊗ · · · ⊗ ρθ |θ ∈ Θ}. Then, we
discuss the limiting behavior of trGVθ(M
n), where Mn
is an estimator of the family of S⊗n, and Vθ(Mn) is its
MSE matrix. In the asymptotic setting, we focus on the
asymptotically unbiased conditions (28) and (29) instead
of the locally unbiased condition,
Ejn,θ = E
j
θ(M
n)
def
=
∫
Ω
θˆjnTrM
n( dθˆ)ρ⊗nθ → θj (28)
Ajn,θ;k = A
j
θ;k(M
n)
def
=
∂
∂θk
Ejθ(M
n)→ δjk, (29)
6as n → ∞. Thus, we define the quantum Crame´r-Rao
type bound (quantum CR bound) Cθ(G) as
Cθ(G)
def
= min
{Mn}∞n=1
{
lim
n→∞
n trVθ(M
n)G
∣∣∣ {Mn} is asympto-
tically unbiased
}
.
(30)
As is independently shown by Hayashi &Matsumoto[7]
and Gill & Massar[5], if the state family satisfies some
regularity conditions, e.g., continuity, boundedness, etc,
the following two-stage adaptive estimator Mn attains
the bound Cˆθ(G). First, we choose a POVM M such
that the Fisher information matrix JMθ is strictly posi-
tive for any θ ∈ Θ, and perform it on √n systems. Then,
we obtain the MLE θˆ′ for the family of probability distri-
butions {PMθ |θ ∈ Θ} based on
√
n outcomes ω1, . . . , ω√n.
Next, we choose the measurement Mθˆ′ which attains the
quasi-quantum Crame´r-Rao bound Cˆθ(G), and perform
it on the remaining n−√n systems. This estimator at-
tains that Cˆθ(G), i.e., tr Vθ(M
n)G ∼= 1n Cˆθ(G). Also,
it satisfies the conditions (28) and (29). Therefore, we
obtain
Cˆθ(G) ≥ Cθ(G).
Moreover, by applying the above statement to the family
S⊗n, we obtain
nCˆnθ (G) ≥ Cθ(G),
where Cˆnθ (G) denotes the quasi-quantum Crame´r-Rao
bound of the family S⊗n.
In the n-fold tensor product family S⊗n, the SLD
Lθ,n;j and the RLD L˜θ,n;j are given as
Lθ,n;j =
√
nL
(n)
θ;j , L˜θ,n;j =
√
nL˜
(n)
θ;j ,
where
X(n)
def
=
1√
n
n∑
j=1
X(n,j)
X(n,j)
def
= I ⊗ · · · ⊗ I︸ ︷︷ ︸
j−1
⊗X ⊗ I ⊗ · · · ⊗ I︸ ︷︷ ︸
n−j
.
Therefore, the SLD Fisher matrix of S⊗n is calculated as
Tr ρ⊗n(Lθ,n;k ◦ Lθ,n;j) = Tr ρ⊗n(
n∑
l=1
L
(n,l)
θ;k ◦
n∑
l′=1
L
(n,l′)
θ;j )
=
n∑
l=1
n∑
l′=1
Tr ρ⊗n(L(n,l)θ;k ◦ L(n,l
′)
θ;j )
=
n∑
l=1
Tr ρ⊗n(Lθ;k ◦ Lθ;j)(n,l)
+
n∑
l=1
∑
l′ 6=l
Tr ρ⊗n I · · · I︸ ︷︷ ︸
l−1
⊗Lθ;k ⊗ I · · · I︸ ︷︷ ︸
l′−l
⊗Lθ;j ⊗ I · · · I︸ ︷︷ ︸
n−l′
=
n∑
l=1
Jθ;k,j = nJθ;k,j.
Similarly, the RLD Fisher matrix of S⊗n equals the n
times of J˜θ. As is shown in Appendix A7, a similar rela-
tion with respect to the Holevo bound holds as follows.
Lemma 4 Let CH,nθ (G) be the Holevo bound of S⊗n,
then
CH,nθ (G) =
1
n
CHθ (G). (31)
Thus, we can evaluate Cθ(G) as follows. It proof will
be given in Appendix A8.
Theorem 5 The quantum CR bound is evaluated as
Cθ(G) ≥ CHθ (G). (32)
Therefore, if there exists estimatorsMn for n-fold ten-
sor product family S⊗n such that
n trGVθ(M
n)→ CHθ (G),
then the relation
Cθ(G) = C
H
θ (G) = limnCˆ
n
θ (G) (33)
holds. Furthermore, if the relation (33) holds in a D-
invariant model, any submodel of it satisfies the relation
(33).
D. General error function
In the above discussion, we focus only on the trace
of the product of the MSE matrix and a weight matrix.
However, in general, we need to take the error function
g(θ, θˆ) other than the above into consideration. In this
case, similarly to (30) we can define the asymptotic min-
imum error Cθ(g) as
Cθ(g)
def
= min
{Mn}∞n=1
{
lim
n→∞
nRgθ(Mn)
∣∣∣∣ {Mn} is asympto-tically unbiased
}
,
where
Rgθ(Mn)
def
=
∫
Rd
g(θ, θˆ)TrMn( dθˆ)ρ⊗nθ .
We assume that when θˆ is close to θ, the error function
g can be approximated by the symmetric matrix Gg as
follows:
g(θˆ, θ) ∼=
∑
k,l
Ggk,l(θˆ
k − θk)(θˆl − θl).
Similarly to subsection II C, if we choose suitable adap-
tive estimator Mn, the relation Rgθ(Mn) ∼= 1n Cˆθ(Gg)
holds. Thus, Cθ(g) ≤ Cˆθ(Gg). Also, we obtain Cθ(g) ≤
nCˆnθ (G
g).
7Conversely, for a fixed θ0, we choose local chart φ(θ)
at a neighborhood Uθ0 of θ0 such that
g(θ0, θ) =
∑
k,l
Ggk,l(φ
k(θ)− φk(θ0))(φl(θ)− φl(θ0)),
for ∀θ ∈ Uθ0 . By applying the above discussions to the
family {ρθ|θ ∈ Uθ0}, we obtain
Cθ(g) ≥ CHθ (Gg).
III. QUANTUM GAUSSIAN STATES FAMILY
Next, we review the estimation of expected parameter
of the quantum Gaussian state. In this case, Yuen & Lax
[8] derived quasi CR bound for the specific weight matrix
and Holevo[3] did it for arbitrary weight matrix. This
model is essential for the asymptotic analysis of quantum
two-level system. In the boson system, the coherent state
with complex amplitude α is described by the coherent
vector |α) def= e− |α|
2
2
∑∞
n=0
αn
n! |n〉, where n〉 is the n-th
number vector. The quantum Gaussian state is given as
ρζ,N
def
=
1
πN
∫
C
|α)(α|e− |α−ζ|
2
N dα.
In particular, the relations
ρ0,N =
1
N + 1
∞∑
n=0
(
N
N + 1
)n
|n〉〈n|,
ρθ,N = Wθ1,θ2ρ0,NW
∗
θ1,θ2
hold, where θ = 1√
2
(θ1+θ2i) andWθ1,θ2
def
= ei(−θ
1P+θ2Q).
For the estimation of the family SN
def
= {ρθ,N |θ =
1√
2
(θ1 + θ2i)}, the following estimator is optimal. Let G
be the weight matrix, then the matrix Gˆ =
√
detGG−1
has the determinant 1. We choose the squeezed state
|φGˆ〉〈φGˆ| such that ( 〈φGˆ|Q|φGˆ〉〈φGˆ|P |φGˆ〉
)
=
(
0
0
)
( 〈φGˆ|Q2|φGˆ〉 〈φGˆ|Q ◦ P |φGˆ〉〈φGˆ|Q ◦ P |φGˆ〉 〈φGˆ|P 2|φGˆ〉
)
=
Gˆ
2
,
then the relation
|〈φGˆ,
1√
2
(θ1 + θ2i))|2 = exp(−
∑
k,j
θk((Gˆ + I)−1)k,jθj)
(34)
holds. The POVM
MGˆ( dθˆ
1 dθˆ2)
def
= Wθ1,θ2 |φGˆ〉〈φGˆ|W ∗θ1,θ2
dθˆ1 dθˆ2
2π
satisfies the unbiased condition
Eiθ(MGˆ) = θ
i.
Moreover, (34) guarantees that Tr ρθ,NMGˆ( dθˆ
1 dθˆ2) is
the normal distribution with the covariance matrix (N +
1
2 )I +
Gˆ
2 . Therefore, its error can calculated as follows.
trGVθ(MGˆ) = trG((N +
1
2
)I +
Gˆ
2
)
=(N +
1
2
) trG+
1
2
trG
√
detGG−1
=(N +
1
2
) trG+
√
detG. (35)
For its details, the following theorem holds.
Theorem 6 Holevo[3] The POVM MG˜ satisfies( ∫
(θˆ1)2MG˜( dθˆ)
∫
θˆ1θˆ2MG˜( dθˆ)∫
θˆ1θˆ2MG˜( dθˆ)
∫
(θˆ2)2MG˜( dθˆ)
)
=
(
Q2 Q ◦ P
Q ◦ P P 2
)
+
√
detG
2
G−1 ⊗ I. (36)
It is proved in Appendix B.
Its optimality is showed as follows. The derivatives can
be calculated as
∂ρθ,N
∂θ1
= −i[P, ρθ,N ] =
1
N + 12
(Q − θ1) ◦ ρθ,N
∂ρθ,N
∂θ2
= i[Q, ρθ,N ] =
1
N + 12
(P − θ2) ◦ ρθ,N .
Therefore, we can calculate as
Lθ,1 =
1
N + 12
(Q− θ1), Lθ,2 = 1
N + 12
(P − θ2)
Jθ =
(
(N + 12 )
−1 0
0 (N + 12 )
−1
)
,
J−1θ DθJ
−1
θ =
(
0 1
−1 0
)
,
where we use the relation (16). Thus, since
tr
∣∣∣∣12√G
(
0 −i
i 0
)√
G
∣∣∣∣ = √detG,
the RLD Fisher information matrix is
J˜−1θ =
(
N + 12 i/2
−i/2 N + 12
)
.
Thus, the RLD bound is calculated as
CRθ (G) = (N +
1
2
) trG+
√
detG,
8which equals the right hand side of (35). Thus, from
(14), we obtain the optimality of MGˆ, i.e., Yuen, Lax,
and Holevo’s result:
Cˆθ(G) = (N +
1
2
) trG+
√
detG.
Furthermore, for the n-fold tensor product model S⊗n
N
,
we can define a suitable estimator as follows. First, we
perform the measurement MGˆ on the individual system,
and obtain n data (θ11 , θ
2
1), . . . , (θ
1
n, θ
2
n). We decide the
estimate as θˆk
def
= 1n
∑n
j=1 θ
k
j . In this case, the MSE
matrix equals 1n ((N +
1
2 )I +
Gˆ
2 ). Therefore, Theorem 5
guarantees
Cθ(G) = Cˆθ(G) = (N +
1
2
) trG+
√
detG,
which implies that there is no advantage for using the
quantum correlation in the measurement apparatus in
the estimation of the expected parameter of quantum
Gaussian family.
IV. ASYMPTOTIC BEHAVIOR OF SPIN j
SYSTEM
In this section, we discuss how the spin j system
asymptotically approaches to the quantum Gaussian
state as j goes to infinity. Accardi and Bach[15, 16]
focused on the limiting behaviour of the n-tensor prod-
uct space of spin 1/2, but we focus on that of spin j
system. Let Jj,1, Jj,2, Jj,3 be the standard generators of
the spin j representation of Lie algebra su(2). That is,
the representation space Hj is spanned by |j,m〉,m =
j, j − 1, . . . ,−j + 1,−j, satisfying
Jj,3|j,m〉 = m|j,m〉.
The matrixes Jj,±
def
= Jj,1 ± iJj,2 are represented as
Jj,+|j,m〉 =
√
(j −m)(j +m+ 1)|j,m+ 1〉
Jj,−|j,m〉 =
√
(j −m+ 1)(j +m)|j,m− 1〉.
For any complex z = x+ iy, |z| < 1, we define the special
unitary matrix
Uz
def
=
( √
1− |z|2 −z∗
z
√
1− |z|2
)
,
and denote its representation on Hj by Uj,z. The spin
coherent vector |j, z) def= Uj,z|j, j〉 satisfies
〈j,m|j, z) =
√(
2j
j +m
)
α(j−m)(1− |α|2) j+m2 .
We also define the state ρj,p as
ρj,p
def
=
1− p
1− p2j+1
j∑
m=−j
pj−m|j,m〉〈j,m|.
Defining the isometry Wj from Hj to L2(R) as
Wj : |j,m〉 → |j −m〉,
we can regard the space Hj as a subspace of L2(R).
Theorem 7 Under the above imbeding, we obtain the
following limiting characterization
ρj,p → ρ0, p
1−p
(37)
|j, z√
2j
)(j,
z√
2j
| → |z)(z| (38)
in the trace norm topology. Moreover, when j goes to
infinity, the limiting relations
Tr ρj,p(a− 1√
2j
Jj,+)
∗(a− 1√
2j
Jj,+)→ 0 (39)
Tr ρj,p(a
∗ − 1√
2j
Jj,−)∗(a∗ − 1√
2j
Jj,−)→ 0 (40)
Tr ρj,p(Q− 1√
j
Jx)
2 → 0 (41)
Tr ρj,p(P − 1√
j
Jy)
2 → 0 (42)
Tr ρj,pQ
2 → Tr ρ0, p
1−p
Q2 (43)
Tr ρj,pP
2 → Tr ρ0, p
1−p
P 2 (44)
Tr ρj,p(Q ◦ P )→ Tr ρ0, p
1−p
(Q ◦ P ) (45)
Tr ρj,p((Q− 1√
j
Jx) ◦Q)→ 0 (46)
Tr ρj,p((Q− 1√
j
Jx) ◦ P )→ 0 (47)
Tr ρj,p((P − 1√
j
Jy) ◦Q)→ 0 (48)
Tr ρj,p((P − 1√
j
Jy) ◦ P )→ 0 (49)
hold, where we abbreviate the isometry Wj.
V. ESTIMATION IN QUANTUM TWO-LEVEL
SYSTEM
Next, we consider the estimation problem of n-fold ten-
sor product family of the full parameter model Sfull def=
{ρθ def= 12I +
∑3
i=1 θ
iσi|‖θ‖ ≤ 1} on the Hilbert space C2,
where
σ1 =
1
2
(
0 1
1 0
)
, σ2 =
1
2
(
0 −i
i 0
)
, σ3 =
1
2
(
1 0
0 −1
)
.
In this parameterization, the SLDs at the point (0, 0, r)
can be expressed as
L(0,0,r);1 = 2σ1, L(0,0,r);2 = 2σ2
L(0,0,r);3 =
( 1
1+r 0
0 −11−r
)
=
1
1− r2 (2σ3 − rI).
9Then, the SLD Fisher matrix J(0,0,r) and RLD Fisher
matrix J˜(0,0,r) at the point (0, 0, r) can be calculated as
Jθ =

 1 0 00 1 0
0 0 11−r2

 , J˜−1θ =

 1 −ir 0ir 1 0
0 0 1− r2

 .
(50)
We can also check that this model is D-invariant. The
state ρθ is described in the notations in Section IV, as
ρθ = Ueiψ sinφ/2ρ1/2,p(‖θ‖)U
∗
eiψ sinφ/2
where p(r) = 1+r1−r and
θ1+iθ2
‖θ‖ = e
iψ sinφ.
On the other hand, as was proved by Nagaoka[4],
Hayashi[9], Gill & Massar[5], in any model of the quan-
tum two level system, the quasi CR bound can be calcu-
lated as
Cˆθ(G) =
(
tr
√
J
− 1
2
θ GJ
− 1
2
θ
)2
=
(
tr
√√
GJ−1θ
√
G
)2
,
(51)
where the second equation follows from the unitary
equivalence between AA∗ and A∗A.
A. Covariant approach
As the first step of this problem, we focus on the risk
function g covariant for SU(2). Then, the risk function
R(θˆ, θ) can be expressed by g(‖θˆ‖, ‖θ‖, φ), where φ is the
angle between θˆ and θ, i.e., |〈θˆ, θ〉| = ‖θˆ‖‖θ‖ cosφ. It can
be divided into two parts:
g(‖θˆ‖, ‖θ‖, φ) = f1(‖θˆ‖, ‖θ‖) + f2,‖θˆ‖,‖θ‖(φ),
where
f1(‖θˆ‖, ‖θ‖) def= g(‖θˆ‖, ‖θ‖, 0)
f2,‖θˆ‖,‖θ‖(φ)
def
= g(‖θˆ‖, ‖θ‖, φ)− g(‖θˆ‖, ‖θ‖, 0)
For example, the square of the Bures’ distance is de-
scribed as
b2(ρθ, ρθˆ) = 1− F (ρθ, ρθˆ)
=
1
2
(1−
√
1− ‖θ‖2
√
1− ‖θˆ‖2 − θˆ · θ)
=
1
2
(1−
√
1− ‖θ‖2
√
1− ‖θˆ‖2 − ‖θˆ‖‖θ‖)
+
1
2
‖θˆ‖‖θ‖(1− cosφ).
This risk function can be approximated as
b2(ρθ, ρθˆ)
∼= 1
4
∑
k,l
Jθ,k,l(θ
k − θˆk)(θl − θˆl).
Thus, the relations (14), (17), and (50) yield that
C(0,0,r)(b
2) ≥ CH(0,0,r)(b2) =
3 + 2r
4
.
Therefore, the covariance guarantees that
Cθ(b
2) ≥ 3 + 2‖θ‖
4
.
As another example, we can simplify the square of the
Euclidean distance ‖θ − θˆ‖ as follows.
‖θ − θˆ‖2 = ‖θˆ‖2 + ‖θ‖2 − 2‖θˆ‖‖θ‖ cosφ
=(‖θˆ‖ − ‖θ‖)2 + 2‖θˆ‖‖θ‖(1− cosφ).
Concerning this risk function, we obtain
Cθ(I) ≤ CHθ (I) = 3 + 2‖θ‖ − ‖θ‖2. (52)
In the following, we construct a suitable estimator for
the family S⊗nfull . When we focus on the tensor repre-
sentation on (C2)⊗n of SU(2), we obtain its irreducible
decomposition as
(C2)⊗n =
n/2⊕
j=0 or 1/2
Hj ⊗Hn,j
Hn,j def= C(
n
n/2−j)−( nn/2−j−1).
Using this decomposition, we perform the projection
measurement En = {Enj } on the system (C2)⊗n, where
Enj is the projection to Hj ⊗Hn,j . Then, we obtain the
data j and the final state Uj,eiψ sin φ
2
ρj,p(‖θ‖)U∗j,eiψ sin φ
2
⊗
ρmix,Hn,j with the probability
Pn,‖θ‖(j)
def
=
((
n
n
2 − j
)
−
(
n
n
2 − j − 1
))
·
(
(
1− ‖θ‖
2
)
n
2
−j(
1 + ‖θ‖
2
)
n
2
+j
+ · · ·+ (1 − ‖θ‖
2
)
n
2
+j(
1 + ‖θ‖
2
)
n
2
−j
)
=
((
n
n
2 − j
)
−
(
n
n
2 − j − 1
))
· (1 − ‖θ‖
2
)
n
2
−j(
1 + ‖θ‖
2
)
n
2
+j+1(1− (1− ‖θ‖
1 + ‖θ‖ )
n
2
+j+1),
where ρmix,Hn,j is the completely mixed state on the
space Hn,j . Next, we take the partial trace with respect
to the space Hn,j , and perform the covariant measure-
ment:
M j(φ, ψ)
def
= (2j + 1)|j, eiψ sin φ
2
)(j, eiψ sin
φ
2
| sinφ
4π
Note that the measure sinφ4π dφ dψ is the invariant prob-
ability measure with parameter φ ∈ [0, π), ψ ∈ [0, 2π).
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When true parameter is (0, 0, r), the distribution of data
can be calculated as
Tr ρj,pM
j(φ, ψ)
=(2j + 1)
1− p
1− p2j+1
(
1− (1 − p) sin2 φ
2
)2j
sinφ
4π
,
where p = p(r).
Finally, based on the data j and (φ, ψ), we decide the
estimate as
θˆ1 =
2j
n
cosψ sinφ, θˆ2 =
2j
n
sinψ sinφ, θˆ3 =
2j
n
cosφ.
Hence, our measurement can be described by the POVM
Mncov
def
= {M j(φ, ψ)⊗ IHn,j} with the outcome (j, φ, ψ).
Next, we discuss the average error of the square of the
Euclidean distance ‖θ− θˆ‖2 except for the origin (0, 0, 0).
For the symmetry, we can assume that the true parame-
ter is (0, 0, r). In this case, the average error of ‖θ − θˆ‖2
equals
n/2∑
j=0 or 1/2
Pn(j)
((
2j
n
− r
)2
+ 2r
2j
n
Fj, 1−r
1+r
)
, (53)
where
Fj,p
def
=
∫ 2π
0
∫ π
0
(1− cosφ)Tr ρj, 1−r
1+r
M j(φ, ψ) dφ dψ
=(2j + 1)
1− p
1− p2j+1×∫ π
0
(1− cosφ)
(
1− (1− p) sin2 φ
2
)2j
sinφ
2
dφ
=
(2j + 1)(1− p)
2(1− p2j+1)
∫ 1
−1
(1− x)
(
1 + p
2
+
1− p
2
x
)2j
dx
=
2
(
1 + (2j + 1)p2j+2 − (2j + 2)p2j+1)
(2j + 2)(1 − p)(1− p2j+1) .
Thus, for any fixed p < 1, we have
Fj,p =
1
1− p
1
j + 1
+O(j)p2j . (54)
Using the above relation, the first and second terms of
(53) can be calculated as
n/2∑
j=0 or 1/2
Pn,r(j)2r
2j
n
Fj, 1−r
1+r
=
2
1 + r
(
4r
n
− 2
n2
) + o(
1
n2
)
n/2∑
j=0 or 1/2
Pn,r(j)
(
2j
n
− r
)2
=(1− r2) 1
n
− 2(1− r)
r
1
n2
+O((1 − r2)n/2). (55)
For a proof of (55), see Appendix E 1.
Therefore, the average error can be approximate as∫
‖θˆ − θ‖2TrMncov(dθˆ)ρ⊗nθ
=(3 + 2r − r2) 1
n
− (2(1− r)
r
+
4
1 + r
)
1
n2
.
Combining this and (52), we obtain
Cθ(I) = C
H
θ (I) = 3 + 2‖θ‖ − ‖θ‖2. (56)
The average of the square of the Bures’ distance also can
be calculated by the use of the relations (54) and (55) as
1
2
EP,j
(
1−
√
1− r2
√
1− (2j
n
)2 − 2j
n
r +
2jr
n
Fj, 1−r
1+r
)
∼= 1
4(1− r2) (1− r
2) +
1
2
(1 + r)
1
n
=
(
3
4
+
r
2
)
1
n
= CHθ (b
2)
1
n
,
where we use the following approximation
1−
√
1− r2
√
1− (2j
n
)2 − 2j
n
r ∼= 1
2(1− r2)
(
2j
n
− r
)2
for the case when 2jn is close to r. Thus,
Cθ(b
2) =
3
4
+
r
2
.
As a byproduct, we see that
2j
n
→ r as n→∞
in probability Pn,r.
Next, we proceed to the asymptotic behavior at the
origin (0, 0, 0), In this case the data j obeys the distribu-
tion Pn,0:
Pn,0(j)
def
=
1
2n
((
n
n
2 − j
)
−
(
n
n
2 − j − 1
))
(2j + 1).
As is proved in Appendix E 2, the average error of the
square of the Euclidean distance can be approximated as
∑
j
Pn,0(j)
(
2j
n
)2
∼= 3
n
− 4
√
2√
πn
√
n
+
2
n2
. (57)
Since∫
‖θˆ − (0, 0, 0)‖2TrMncov(dθˆ)ρ⊗n(0,0,0) =
∑
j
Pn,0(j)
(
2j
n
)2
,
(58)
we obtain C(0,0,0)(I) = C
H
(0,0,0)(I) = 3, i.e., the equation
(56) holds at the origin (0, 0, 0).
11
On the other hand, by using (51), the quasi quantum
CR bound can be calculated
Cˆθ(I) = (2 +
√
1− ‖θ‖2)2 = 5− ‖θ‖2 + 4
√
1− ‖θ‖2.
(59)
Since 5−‖θ‖2+4√1− ‖θ‖2− (3+ 2‖θ‖− ‖θ‖2) = 2(1−
‖θ‖)+4√1− ‖θ‖2 is strictly greater than 0 in the mixed
states case, using quantum correlation in the measuring
apparatus can improve the estimation error.
Remark 1 The equation (54) gives the asymptotic be-
havior of the error of M j(φ, ψ): Fj,p ∼= 1(1−p)j . It can
be checked from another viewpoint. First, we focus on
another parameterization:
M j(z) dz
def
= (2j + 1)|j, z)(j, z|dz.
The equation (38) of Theorem 7 guarantees that the
POVM M j( z√
2j
) goes to the POVM |z)(z|. Thus, the
equation (37) guarantees that its error goes to 0 with the
rate 1(1−p)j . This fact indicates the importance of ap-
proximation mentioned by Theorem 7. Indeed, it plays
an important role for the general weight matrix case.
Remark 2 One may think that the right hand side
(R.H.S.) of (55) is strange because it is better than
(1 − r2) 1n , i.e., the error of the efficient estimator the
binomial distribution. That is, when data k obeys n-
binomial distribution with parameter (1−r2 ,
1+r
2 ) and we
choose the estimator of θ as k/n (it is called the efficient
estimator), the error equals (1 − r2) 1n , which is larger
than the right hand side of (55). However, in mathe-
matical statistics, it is known that we can improve the
efficient estimator except for one point in the asymptotic
second order. In our estimator, the right hand side of (55)
at r = 0 is given in (57), and is larger than (1− r2) 1n .
B. General weight matrix
Next, we proceed to the general weight matrix. For the
SU(2) symmetry, we can focus only on the point (0, 0, r)
without of loss of generality. Concerning the RLD bound,
we obtain the following lemma.
Lemma 5 For the weight matrix G =
(
G˜ g
gT s
)
, the
RLD bound at (0, 0, r) can be calculated as
CR(0,0,r)(G) = trG− r2s+ 2r
√
det G˜, (60)
where G˜ is a 2 × 2 symmetric matrix and g is a 2-
dimensional vector.
For a proof, see Appendix E 3. The main purpose of this
subsection is the following theorem
Theorem 8 Assume the same assumption as Lemma 5,
then
C(0,0,r)(G) = C
R
(0,0,r)(G) = trG− r2s+ 2r
√
det G˜.
(61)
Furthermore, as is shown in Appendix E 4, the inequality
Cθ(G) = C
R
θ (G) < Cˆθ(G) (62)
holds. Thus, using quantum correlation in measuring
apparatus can improve estimation error in the asymptotic
setting.
As the first step of our proof of Theorem 8, we
characterize the MSE matrix attaining the RLD bound
CR(0,0,r)(G). The matrix
VG˜,r
def
=
(
I + r
√
det G˜ · G˜−1 0
0 1− r2
)
satisfies VG˜,r ≥ J˜−1(0,0,r) and
trGVG˜,r =trG− r2s+ r tr
√
det G˜ · G˜−1G˜
=trG− r2s+ 2r
√
det G˜ = CR(0,0,r)(G).
Thus, when there exists a locally unbiased estimator with
the covariance matrix VG˜, the RLD bound C
R
(0,0,r)(G)
can be attained.
In the following, we construct an estimatorMn locally
unbiased at (0, 0, r0) for the n-fold tensor product family
S⊗nfull such that nV(0,0,r0)(Mn)→ VG. In the family S⊗nfull ,
the SLDs can be expressed as
√
nL
(n)
(0,0,r),k = 2
√
nσ
(n)
k = 2
⊕
j
Jj,k ⊗ IHn,j
for k = 1, 2, and
√
nL
(n)
(0,0,r),3 =
1
1− r2
(
2
√
nσ
(n)
3 − rI
)
=
1
1− r2

⊕
j
2Jj,3 ⊗ IHn,j − rI(C2)⊗n

 .
First, we perform the projection-valued measurement
En = {Enj }. Based only on this data j, we decide the
estimate of the third parameter θˆ3r as
θˆ3r(j)
def
=
1
Jn,r
d logPn,r(j)
dr
+ r, (63)
where
Jn,r
def
=
∑
j
Pn,r(j)
(
d logPn,r(j)
dr
)2
.
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Then, we can easily check that this estimator θˆ3r satisfies
the following conditions:
Tr
∂ρ⊗nθ
∂θk
∣∣∣∣
θ=(0,0,r)
(
∑
j
θˆ3r(j)E
n
j ) =
{
1 k = 3
0 k = 1, 2
(64)
Tr ρ⊗n(0,0,r)(
∑
j
θˆ3r(j)E
n
j ) = 0. (65)
The definition guarantees the equation (65) and the equa-
tion (64) for k = 3. The rest case can be checked as
follows. The derivative of ρθ with respect to the first or
second parameter at the point (0, 0, r) can be replaced
by the derivative of Ux+iyρ(0,0,r)U
∗
x+iy with respect to x
or y. Since the probability TrU⊗nx+iyρ
⊗n
(0,0,r)(U
⊗n
x+iy)
∗Mj is
independent of x+ iy, we have
∂ Tr ρ⊗nθ E
n
j
∂θk
= 0 for k = 1, 2, (66)
which implies (64) in the case of k = 1, 2.
Next, we take the partial trace with respect to Hn,j ,
and perform the POVM V ∗j MG˜( dx
1 dx2)Vj on the space
Hj . After this measurement, we decide the estimate of
the parameters θˆ1, θˆ2 as(
θˆ1
θˆ2
)
= B−1j,r
(
x1
x2
)
,
where
Bj,r
def
=
(
Tr(ρj,p ◦ 2Jj,1)V ∗j QVj Tr(ρj,p ◦ 2Jj,2)V ∗j QVj
Tr(ρj,p ◦ 2Jj,1)V ∗j PVj Tr(ρj,p ◦ 2Jj,2)V ∗j PVj
)
.
As is shown in Appendix E 5, the relations
Tr
∂ρ⊗n(0,0,r)
∂θk

⊕
j
(∫
R
θˆlMj,G˜( dθˆ)
)
⊗ IHn,j

 = δlk
(67)
Tr ρ⊗n(0,0,r)

⊕
j
(∫
R
θˆlMj,G˜( dθˆ)
)
⊗ IHn,j

 = 0 (68)
hold for l = 1, 2, k = 1, 2, 3. Therefore, we see that our
estimator (θˆ1, θˆ2, θˆ3r) is locally unbiased at (0, 0, r).
Next, we prove that its covariance matrix Vn satisfies
Vn ∼=
(
I + r
√
det G˜G˜−1 0
0 1− r2
)
1
n
= VG˜,r
1
n
. (69)
Using the equation (E9) in Appendix E 5, we have
Tr ρ⊗n(0,0,r)

⊕
j
(∫
R
θˆl(θˆ3 − r)Mj,G˜( dθˆ)
)
⊗ IHn,j

 = 0
for l = 1, 2. The definition of θˆ3r(j) guarantees that
Tr ρ⊗n(0,0,r)

⊕
j
∑
j
(θˆ3(j)− r)2Mj ⊗ IHn,j


=
∑
j
Pn,r(j)
(
1
Jr0
d logPn,r(j)
dr
)2
= J−1n,r.
As is shown in Appendix E 6, the above value can be
approximated by
J−1n,r ∼= (1− r2)
1
n
+
1− r2
r2
1
n2
. (70)
In order to discuss other components of covariance ma-
trix, we define the 2× 2 matrix Vj,G˜,r:
[Vk,l
j,G˜,r
]
def
= [Tr ρj,p
∫
xkxlVjMG˜( dx)V
∗
j ].
By use of Theorem 6, this matrix can be calculated as
(
Tr ρj,pVjQ
2V ∗j Tr ρj,pVj(Q ◦ P )V ∗j
Tr ρj,pVj(Q ◦ P )V ∗j Tr ρj,pVjP 2V ∗j
)
+
√
det G˜
2
G˜−1,
then the covariance matrix of the estimator Mj,G˜ on the
state ρj,p(r) is
B−1j,rVj,G˜,r(B
−1
j,r )
T .
Theorem 7 and (36) guarantee that
1√
j
Bj,r → 1
r
I, Vj,G˜,r →
1
2r
I +
√
det G˜
2
G˜−1
as j →∞. Hence,
jB−1j,rVj,G˜,r(B
−1
j,r )
T → r
2
I +
r2
√
det G˜
2
G˜−1.
Thus, the covariance matrix of our estimator (θˆ1, θˆ2)
equals
∑
j
Pn,r(j)B
−1
j,r Vj,r(B
−1
j,r )
T ∼= (I + r
√
det G˜ · G˜−1) 1
n
because the random variable 2jn converges to r in proba-
bility Pn,r. Thus, we obtain (69).
Concerning the origin (0, 0, 0), we can prove
1
n
J
Mncov
(0,0,0) → I, (71)
which will be proved in Appendix E 7. Therefore the
RLD bound at the origin (0, 0, 0) can be attained. Then,
the proof of Theorem 8 is completed.
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C. Holevo bound in submodel
Since the Holevo bound is attained in the asymptotic
sense in the full model, Theorem 5 guarantees that the
Holevo bound can be attained in the asymptotic sense in
any submodel S = {ρθ(η)|η ∈ Θ ⊂ Rd}. In the following,
we calculate the Holevo bound in this case. Since the
Holevo bound equals the SLD Fisher information in the
one-dimensional case, we treat the two-dimensional case
in the following. First, we suppose that the true state is
ρ(0,0,r). Without loss of generality, by choosing a suitable
coordinate, we can assume that the derivatives can be
expressed as
D1
def
=
∂ρθ(η)
∂η1
∣∣∣∣
θ=(0,0,r)
= σ1
D2
def
=
∂ρθ(η)
∂η2
∣∣∣∣
θ=(0,0,r)
= cosφσ2 + sinφ
√
1− r2σ3,
where 0 ≤ φ ≤ π2 . In the above assumption, we have the
following theorem.
Theorem 9 Assume that the weight matrix G is param-
eterized as
G =
(
g1 g2
g2 g3
)
.
When g1√
detG
< cosφ
r sin2 φ
, the Holevo bound CH(0,0,r)(G) of
the above subfamily can be calculated as
CH(0,0,r)(G) = trG+ 2r cosφ
√
detG− r2 sin2 φg1,
and can be attained only by the following covariant matrix
VG
VG = I + r cosφ
√
detG ·G−1 −
(
r2 sin2 φ 0
0 0
)
. (72)
Otherwise, the Holevo bound CH(0,0,r)(G) and the covari-
ant matrix VG can be calculated by
CH(0,0,r)(G) = trG+
detG
g1
(
cosφ
sinφ
)2
(73)
VG = I +
cos2 φ
sin2 φ
(
g22
g2
1
− g2g1
− g2g1 1
)
. (74)
For a proof, see Appendix E 8.
On the other hand, the equation (51) guarantees that
Cˆ(0,0,r)(G) = (tr
√
G)2 = trG+ 2
√
detG
in this parameterization because Jθ = I. Since we can
verify the inequality trG+2
√
detG > CH(0,0,r)(G) in the
above two cases, we can check effectiveness of quantum
correlation in the measuring apparatus in this case.
The set {VG| detG = 1} represents the optimal MSE
matrixes. Its diagonal subset equals{
I +
(
rt−1 cosφ− r2 sin2 φ 0
0 rt cosφ
)∣∣∣∣ 0 < t ≤ cosφr sin2 φ
}
.
(75)
VI. DISCUSSION
We proved that the estimation error is evaluated by
the Holevo bound in the asymptotic setting for estima-
tors with quantum correlation in the measuring appara-
tus as well as for that without quantum correlation. We
construct an estimator attaining the Holevo bound. In
the covariant case, such an estimator is constructed as
a covariant estimator. But, in the other case, it is con-
structed based on the approximation of the spin j system
with sufficient large j to quantum Gaussian states family.
It is also checked based on the previous results that
the Holevo bound cannot be attained by the individual
measurement in the quantum two-level system. That is,
using quantum correlation in the measuring apparatus
can improve the estimation error in the asymptotic set-
ting in the quantum two-level system.
Since the full parameter model of the quantum two-
level system is D-invariant, its Holevo bound equals the
the RLD bound. Thus, its calculation is not so diffi-
cult. However, a submodel is not necessarily D-invariant.
Hence, the calculation of its Holevo bound is not trivial.
By comparing the previous result, we point out that this
model is different from pure states model even in the
limiting case r→ 1.
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APPENDIX A: PROOFS OF THEOREMS AND
LEMMAS IN SECTION II
1. Proof of Theorem 1
For any complex valued vector ~b = [bj ] and we define
a complex valued vector ~a = [aj ] = J−1θ ~b and matrixes
X~b
def
=
∑
j X
jbj and L~a
def
=
∑
j Lθ;ja
j . Since the assump-
tion guarantees that 〈X~b, L~a〉 = 〈~b,~a〉, Schwarz inequality
yields that
〈~b|Zθ( ~X)|~b〉〈~b|J−1θ |~b〉 = 〈~b|Zθ( ~X)|~b〉〈~a|Jθ|~a〉
=〈X~b, X~b〉〈L~a, L~a〉 ≥ |〈~b,~a〉|2 = |〈~b|J−1θ |~b〉|2.
Therefore, we obtain
〈~b|Zθ( ~X)|~b〉 ≥ 〈~b|J−1θ |~b〉,
which implies (7). Similarly we can prove (8).
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2. Proof of Lemma 1
For any complex valued vector ~b = [bj ], we define ma-
trix X~b,M
def
=
∑
j X
j
Mbj . Since∫
Rd
〈θˆ,~b〉M( dθˆ) = X~b,M ,
we obtain
〈~b|Vθ(M)~b〉 − 〈~b|Zθ( ~XM )|~b〉
=
∫
Rd
〈θˆ,~b〉∗〈θˆ,~b〉M( dθˆ)−X∗~b,MX~b,M
=
∫
Rd
(〈θˆ,~b〉 −X~b,M )∗M( dθˆ)(〈θˆ,~b〉 −X~b,M ) ≥ 0,
which implies (9).
3. Proof of Lemma 2
Since the real symmetric matrix T
def
= V −ReW sat-
isfies
T ≥ ImW,
we obtain
trT ≥ min{trT ′|T ′ : real symmetric, T ≥ ImW}
= tr | ImW |.
Therefore,
tr V ≥ trReW + trT ≥ trReW + tr | ImW |.
4. Proof of Theorem 2
Since
ρθ ◦ Lθ;j = ρθL˜θ;j = ρθ ◦ L˜θ;j + i
2
[L˜θ;j, ρθ]
=ρθ ◦
(
L˜θ;j +
i
2
Dθ(L˜θ;j)
)
,
we have
(I + i
1
2
Dθ)(L˜θ;j) = Lθ;j,
which implies L˜θ;j = (I + i
1
2Dθ)−1Lθ;j. Since
∂ρθ
∂θj (
∂ρθ
∂θj )
∗ = (L˜θ;j)∗ρθ, we have
J˜θ;k,j = Tr ρθL˜θ;k(L˜θ;j)
∗ = Tr(L˜θ;j)∗ρθL˜θ;k
=Tr
∂ρθ
∂θj
L˜θ;k = Tr(ρθ ◦ Lθ;j)L˜θ;k = 〈Lθ;j, L˜θ;k〉θ
=〈Lθ;j, (I + i1
2
Dθ)−1Lθ;k〉θ.
Next, we define a linear map L from Cd to Tθ as follows,
~b 7→
∑
j
bjLθ;j,
then its inverse L−1 and its adjoint L∗ are expressed as
L−1 : X 7→
d∑
k=1
(J−1θ )
k,j〈Lθ;k, X〉θ
L∗ : X 7→ 〈Lθ;j, X〉θ.
Thus, the map J˜θ can be described by
L∗ ◦ (I + i1
2
Dθ)−1 ◦ L = L∗ ◦ PTθ (I + i
1
2
Dθ)−1PTθ ◦ L,
where PTθ is the projection to Tθ. Since Tθ is invariant
for Dθ,
(PTθ (I + i
1
2
Dθ)−1PTθ )−1 = PTθ (I + i
1
2
Dθ)PTθ .
Therefore, the inverse of J˜θ equals
L−1 ◦ (PTθ (I + i
1
2
Dθ)−1PTθ )−1 ◦ (L∗)−1
=L−1 ◦ PTθ (I + i
1
2
Dθ)PTθ ◦ (L−1)∗,
which implies
(J˜−1θ )
k,j =
∑
l,l′
(J−1θ )
k,l〈Lθ;l, (I + i1
2
Dθ)Lθ;l′〉θ(J−1θ )l
′,j.
5. Proof of Lemma 3
Let P be the projection to Tθ with respect to the inner
product 〈 , 〉θ, and P c be the the projection to its orthog-
onal space with respect to the inner product WhenX sat-
isfies the condition (6), 〈P (Xk), Lj〉θ = 〈Xk, P (Lj)〉θ =
〈Xk, Lj〉θ = δkj . Thus, P ( ~X) = [P (X i)] satisfies the con-
dition (6). Moreover,
Tr ρθP (X
k)P c(Xj)
=Tr
(
ρθ ◦ P (Xk) + 1
2
[ρ, P (Xk)]
)
P c(Xj)
=Tr
(
ρθ ◦ P (Xk) + 1
2
ρ ◦ Dθ(P (Xk))
)
P c(Xj)
=Tr
(
ρθ ◦
(
P (Xk) +
1
2
Dθ(P (Xk))
))
P c(Xj)
=〈P (Xk) + 1
2
Dθ(P (Xk)), P c(Xj)〉θ = 0.
Thus, we obtain
Zθ( ~X) = Zθ(P ( ~X)) + Zθ(P
c( ~X)) ≥ Zθ(P ( ~X)),
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which implies that
√
GReZθ( ~X)
√
G+ |
√
G ImZθ( ~X)
√
G|
≥
√
GZθ( ~X)
√
G ≥
√
GZθ(P ( ~X))
√
G.
Since the matrix
√
G ImZθ( ~X)
√
G is imaginary Her-
mite matrix, |√G ImZθ( ~X)
√
G| is real symmetric ma-
trix. Therefore, Lemma 2 guarantees that
Zθ( ~X) ≥ Zθ(P ( ~X)),
which implies (20).
Next, we proceed to a proof of (21). Since the basis
〈L1, . . . , Lm〉 is normally orthogonal concerning SLD, the
equation (15) guarantees that
Tr ρθLkLj = Tr ρθLk ◦ Lj + 1
2
Tr ρθ[Lk, Lj] = δk,j − i1
2
Dθ,k,j = J˜
−1
θ .
(A1)
Hence, when we choose the vector vk = (vk1 , . . . v
k
m) sat-
isfying that Xk =
∑
j v
k
jLj,
Tr
∂ρθ
∂θk
Xk = Re〈dk|J |vj〉 (A2)
Tr ρXkXj = 〈vk|J |vj〉. (A3)
Therefore, we obtain (21).
6. Proof of Theorem 4
There exists d1 × d2 matrix O such that
√
PT~XGP ~X =
O
√
GP ~X and O
TO = Id1 . Since X
k =
∑d2
l=1 P
k
~X;l
Llθ,
Cθ,1(G, ~X)
= tr
√
GReZθ( ~X)
√
G+ tr |
√
G ImZθ( ~X)
√
G|
=tr
√
GP ~X ReZθ(
~L)TP ~X
√
G
+ tr |
√
GP ~X ImZθ(
~L)TP ~X
√
G|
=trO
√
GP ~X ReZθ(
~L)TP ~X
√
G
T
O
+ tr |O
√
GP ~X ImZθ(
~L)TP ~X
√
G
T
O|
=Cθ,2(P
T
~X
GP ~X ,
~L) = CRθ,2(P
T
~X
GP ~X).
Let {Mn} be a sequence of locally unbiased estimators
of S2 such that Tr Vθ(Mn)PT~XGP ~X → CRθ,2(TP ~XGP ~X).
Next, we define an estimator Mn′ def= (P ~X ,M
n) on S1
satisfying locally unbiasedness condition at θ. Its covari-
ance matrix is Vθ(M
n′) = P ~XVθ(M
n)PT~X . Hence,
trVθ(M
n′)G = trVθ(Mn)PT~XGP ~X
→CRθ,2(TP ~XGP ~X) = Cθ,1(G, ~X).
7. Proof of Lemma 4
Let T
n
θ be the linear space spanned by the orbit of the
SLD tangent space of S⊗n. Since any element X of Tθ
satisfies
√
n
( k︷ ︸︸ ︷
Dθ ◦ · · · ◦ Dθ(X)
)(n)
=
√
n
k︷ ︸︸ ︷
Dθ ◦ · · · ◦ Dθ(X(n)),
the T
n
θ equals
{√nX(n)|X ∈ T θ}.
Furthermore, the vector
√
n ~X(n) = [
√
n(X i)(n)] satisfies
Cθ(G,
√
n ~X(n)) = nCθ(G, ~X).
Therefore, Lemma 3 guarantees that
CH,nθ (G)
= min
~X:Xj∈T θ
{
Cθ(G,
√
n ~X(n))
∣∣∣〈√nL(n)θ;k ,√n(Xj)(n)〉θ = δjk}
= min
X:Xj∈T θ
{
nCθ(G, ~X)
∣∣∣n〈Lθ;k, Xj〉θ = δjk}
= min
~Y :Y j∈T θ
{
1
n
Cθ(G, ~Y )
∣∣∣〈Lθ;k, Y j〉θ = δjk
}
,
where we put ~Y = 1n
~X. Therefore, we obtain (31).
8. Proof of Theorem 5
Lemma 1 guarantees that
Vθ(M
n) ≥ Zθ( ~XMn).
Since the vector ~YM = (Y
i
M
def
=
∑
j(Aθ(M)
−1)ijX
j
M of
Hermitian matrixes satisfies
〈√nLθ;i, Y jMn〉θ = δji ,
Zθ( ~XMn) = Aθ(M
n)Zθ(~YMn)A
T
θ (M
n),
the relations
trGVθ(M
n)
≥ tr
√
GReAθ(M
n)Zθ(~YMn)A
T
θ (M
n)
√
G
+ tr |
√
G ImAθ(M
n)Zθ(~YMn)A
T
θ (M
n)
√
G|
≥CH,nθ (ATθ (Mn)GAθ(Mn))
=
1
n
CHθ (A
T
θ (M
n)GAθ(M
n))
hold. Taking the limit, we obtain
lim
n→∞
n trGVθ(M
n) ≥ lim
n→∞
CHθ (A
T
θ (M
n)GAθ(M
n))
=CHθ (G),
which implies (32).
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APPENDIX B: PROOF OF THEOREM 6
Let E be the joint measurement of P ⊗ I + I ⊗ P and
Q⊗I−I⊗Q on the space L2(R)⊗L2(R). As was proved
in Holevo [3], the POVM MGˆ satisfies
TrMGˆ( dx dy)ρ = TrE( dx dy)(ρ ⊗ |φGˆ〉〈φGˆ|). (B1)
Thus,
Tr x2MG˜( dx dy)ρ = Tr x
2E( dx dy)(ρ ⊗ |φGˆ〉〈φGˆ|)
=Tr(Q2 ⊗ I + I ⊗Q2)(ρ⊗ |φGˆ〉〈φGˆ|) = (TrQ2ρ) + Gˆ1,1,
which implies equation (36) regarding the (1, 1) element.
Since 〈φGˆ|P |φGˆ〉 = 〈φGˆ|Q|φGˆ〉 = 0, Concerning (1, 2)
element, we have
TrxyMG˜( dx dy)ρ = Tr xyE( dx dy)(ρ⊗ |φGˆ〉〈φGˆ|)
=Tr(Q ◦ P ⊗ I + I ⊗Q ◦ P − P ⊗Q+Q⊗ P )
· (ρ⊗ |φGˆ〉〈φGˆ|)
=(Tr(Q ◦ P )ρ) + 〈φGˆ|Q ◦ P |φGˆ〉 = Tr(Q ◦ P )ρ+ Gˆ1,2.
We can similarly prove equation (36) for other elements.
APPENDIX C: PROOF OF THEOREM 7
First, we prove (37). Since
ρj,p − ρ0, p
1−p
=
p2j+1
1− p2j+1 (1 − p)
2j∑
n=0
pn|n〉〈n| − (1 − p)
∞∑
n=2j+1
pn|n〉〈n|,
we have
‖ρj,p − ρ0, p
1−p
‖
=
p2j+1
1− p2j+1 (1− p)
2j∑
n=0
pn + (1− p)
∞∑
n=2j+1
pn
≤ p
2j+1
1− p2j+1 + p
2j+1 → 0,
which implies (37). Next, we prepare a lemma for our
proof of (38).
Lemma 6 Assume that a sequence of normalized vector
an = {ani }∞i=0 and a normalized vector a = {ai}∞i=0 satis-
fies
ani → ai as n→∞,
then
∞∑
i=0
|ani − ai|2 → 0.
Proof: For any real number ǫ > 0, there exists an
integers N1 such that
∞∑
i=N1
|ai|2 ≤ ǫ.
Furthermore, we can choose another integer N2 such that
N1−1∑
i=0
|ani − ai|2 < ǫ,
N1−1∑
i=0
∣∣|ani |2 − |ai|2∣∣ < ǫ, ∀n ≥ N2.
Hence, we have
∞∑
i=N1
|ani |2 = 1−
N1−1∑
i=0
|ani |2 ≤ 1−
(
N1−1∑
i=0
|ai|2 − ǫ
)
≤ 2ǫ.
Therefore,
∞∑
i=0
|ani − ai|2 ≤
N1−1∑
i=0
|ani − ai|2 + 2
∞∑
i=N1
(|ani |2 + |ai|2)
≤ǫ+ 2(2ǫ+ ǫ) = 7ǫ.
Then, our proof is completed.
We can calculate |j, z√
2j
) as
|j, z√
2j
)
=
2j∑
n=0
√(
2j
2j − n
)(
α√
2j
)n(
1− |α|
2
2j
) 2j−n
2
|n〉
Its coefficient converges as√(
2j
2j − n
)(
α√
2j
)n(
1− |α|
2
2j
) 2j−n
2
=
√
(2j)!
(2j − n)!(2j)n
(
1− |α|
2
2j
)−n/2(
1− |α|
2
2j
) 2j
|α|2
· |α|2
2 αn√
n!
→e− |α|
2
2
αn√
n!
as j →∞.
Thus, Lemma 6 guarantees that∥∥∥∥|z)− |j, z√2j )
∥∥∥∥→ 0,
which implies (38).
Jj,+|n〉 =
√
n
√
2j − n+ 1|n− 1〉 (n = 1, . . . , 2j)
Jj,+|0〉 = 0
Jj,−|n〉 =
√
n+ 1
√
2j − n|n+ 1〉 (n = 0, . . . , 2j − 1)
Jj,−|2j〉 = 0
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(a− 1√
2j
Jj,+)ρj,p(a− 1√
2j
Jj,+)
∗
=
1− p
1− p2j+1
2j∑
n=1
(√
n
(√2j − n+ 1
2j
− 1
))2
pn|n− 1〉〈n− 1|
Since the inequality 1−√1− x ≤ √x holds for 0 ≤ x ≤ 1,
we have
Tr(a− 1√
2j
Jj,+)ρj,p(a− 1√
2j
Jj,+)
∗
≤ 1− p
1− p2j+1
2j∑
n=1
n(n− 1)
2j
pn
≤(1 − p)
∞∑
n=1
n2
2j
pn =
1− p
2j
p(1 + p)
(1− p)3 → 0,
which implies (39).
(a∗ − 1√
2j
Jj,−)ρj,p(a∗ − 1√
2j
Jj,−)∗
=
1− p
1− p2j+1
2j−1∑
n=0
(√
n+ 1
(√2j − n
2j
− 1
))2
pn|n+ 1〉〈n+ 1|
+
1− p
1− p2j+1 (2j + 1)
2p2j |2j + 1〉〈2j + 1|.
Since the inequality 1−√1− x ≤ √x holds for 0 ≤ x ≤ 1,
we have
Tr(a∗ − 1√
2j
Jj,−)ρj,p(a∗ − 1√
2j
Jj,−)∗
≤ 1− p
1− p2j+1
2j−1∑
n=0
(n+ 1)n
2j
pn +
1− p
1− p2j+1 (2j + 1)
2p2j
≤(1− p)
∞∑
n=0
(n+ 1)2
2j
pn +
1− p
1− p2j+1 (2j + 1)
2p2j
=
1− p
2j
1 + p
(1− p)3 +
1− p
1− p2j+1 (2j + 1)
2p2j → 0,
which implies (40). Since
(Q − 1√
j
Jx)
2 + (P − 1√
j
Jy)
2
=(a− 1√
2j
Jj,+)
∗(a− 1√
2j
Jj,+)
+ (a− 1√
2j
Jj,+)(a− 1√
2j
Jj,+)
∗,
the relations (39) and (40) guarantee the relation (41).
Also, we obtain (42).
|Tr ρj,pQ2 − Tr ρ0, p
1−p
Q2|+ |Tr ρj,pP 2 − Tr ρ0, p
1−p
P 2|
=|Tr(ρj,p − ρ0, p
1−p
)Q2|+ |Tr(ρj,p − ρ0, p
1−p
)P 2|
=
∣∣∣Tr( p2j+1
1− p2j+1 (1− p)
2j∑
n=0
pn|n〉〈n|
− (1− p)
∞∑
n=2j+1
pn|n〉〈n|
)
(Q2 + P 2)
∣∣∣
≤
∣∣∣Tr p2j+1
1− p2j+1 (1 − p)
2j∑
n=0
pn|n〉〈n|(Q2 + P 2)
∣∣∣
+
∣∣∣Tr(1− p) ∞∑
n=2j+1
pn|n〉〈n|(Q2 + P 2)
∣∣∣
=
p2j+1
1− p2j+1 (1 − p)
2j∑
n=0
pn(2n+ 1)
+ (1− p)
∞∑
n=2j+1
pn(2n+ 1)
≤p2j+1(1 − p)( 1
1− p +
2p
(1− p)2 )
+ (1− p)
∞∑
n=2j+1
pn(2n+ 1)
→0 as j →∞,
because
∑∞
n=1 p
n(2n + 1) < ∞. Thus, we obtain (43)
and (44).
|Tr ρj,p(Q ◦ P )− Tr ρ0, p
1−p
(Q ◦ P )|
≤
∣∣∣Tr( p2j+1
1− p2j+1 (1 − p)
2j∑
n=0
pn|n〉〈n|
− (1− p)
∞∑
n=2j+1
pn|n〉〈n|
)
(Q ◦ P )
∣∣∣
≤|Tr p
2j+1
1− p2j+1 (1− p)
2j∑
n=0
pn|n〉〈n|(Q ◦ P )|
+ |Tr(1− p)
∞∑
n=2j+1
pn|n〉〈n|(Q ◦ P )|.
Since
−1
2
(Q2 + P 2) ≤ Q ◦ P ≤ 1
2
(Q2 + P 2),
|Tr(1 − p)
∞∑
n=2j+1
pn|n〉〈n|(Q ◦ P )|
≤Tr(1− p)
∞∑
n=2j+1
pn|n〉〈n|1
2
(Q2 + P 2)→ 0
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Similarly, we ca show
∣∣∣∣∣Tr p
2j+1
1− p2j+1 (1− p)
2j∑
n=0
pn|n〉〈n|(Q ◦ P )
∣∣∣∣∣→ 0.
Thus, we obtain (45). By using Schwarz inequality of the
inner product (X,Y ) 7→ Tr ρj,p(X ◦ Y ), we obtain
∣∣∣∣Tr ρj,p((Q− 1√j Jx) ◦Q)
∣∣∣∣2
≤Tr ρj,p(Q− 1√
j
Jx)
2 Tr ρj,pQ
2.
Thus, the relations (41) and (43) guarantee the relation
(46). Similarly, we obtain (47) – (49).
APPENDIX D: USEFUL FORMULA FOR FISHER
INFORMATION
In this section, we explain a useful formula for Fisher
information, which are applied to our proof of (70) and
(71). Let S = {pθ(ω1, ω2)|θ ∈ Θ ⊂ R} be a family
of probability distributions on Ω1 × Ω2. We define the
marginal distribution pθ(ω1) and conditional distribution
as
pθ(ω1)
def
=
∑
ω2∈Ω2
pθ(ω1, ω2), pθ(ω2|ω1) def= pθ(ω1, ω2)
pθ(ω1)
.
Then, the following theorem holds for the family of dis-
tributions S, S1 def= {pθ(ω1)|θ ∈ Θ ⊂ R}, and Sω1 def=
{pθ(ω2|ω1)|θ ∈ Θ ⊂ R}.
Theorem 10 The Fisher information Jθ of the family S
satisfies
Jθ = J1,θ +
∑
ω1∈Ω1
pθ(ω1)Jω1,θ, (D1)
where J1,θ is the Fisher information of S1 and Jω1,θ is the
Fisher information of Sω1 . Moreover, the information
less has another form:
Jω1,θ =
∑
ω2∈Ω2
pθ(ω2|ω1)
(
d log pθ(ω2, ω1)
dθ
)2
−
( ∑
ω2∈Ω2
pθ(ω2|ω1) d log pθ(ω2, ω1)
dθ
)2
. (D2)
Thus, the average
∑
ω1∈Ω1 pθ(ω1)Jω1,θ can be regarded
as information loss by losing the data ω2.
Proof: The Fisher information Jθ equals
∑
ω1∈Ω1
∑
ω2∈Ω2
pθ(ω1)pθ(ω2|ω1)
(
d log pθ(ω1)pθ(ω2|ω1)
dθ
)2
=
∑
ω1∈Ω1
pθ(ω1)
∑
ω2∈Ω2
pθ(ω2|ω1)
×
(
d log pθ(ω1)
dθ
+
d log pθ(ω2|ω1)
dθ
)2
=
∑
ω1∈Ω1
pθ(ω1)
((
d log pθ(ω1)
dθ
)2
+
∑
ω2∈Ω2
pθ(ω2|ω1)
×
(
d log pθ(ω2|ω1)
dθ
)2
+ 2
d log pθ(ω2|ω1)
dθ
d log pθ(ω1)
dθ
)
.
However, the second term is vanished as
∑
ω1∈Ω1
∑
ω2∈Ω2
pθ(ω2|ω1)pθ(ω1) d log pθ(ω2|ω1)
dθ
=
d log pθ(ω1)
dθ
∑
ω1∈Ω1
pθ(ω1)
d log pθ(ω1)
dθ
∑
ω2∈Ω2
dpθ(ω2|ω1)
dθ
=0.
Thus, we obtain (D1). Moreover, we can easily check
(D2).
APPENDIX E: PROOFS FOR SECTION V
1. proof of (55)
The L.H.S. of (55) can be calculated as
n/2∑
j=0 or 1/2
Pn,r(j)
(
2j
n
− r
)2
=4
[n/2]∑
k=0
Pn,r(
n
2
− k)
(
k
n
− q(r)
)2
=4

q(r)2 + [n/2]∑
k=0
Pn,r(n/2− k)
(
k2
n2
− 2q(r)k
n
) ,
where q(r)
def
= 1−r2 . Since the probability
Pn,r(
n
2 − k) has another expression: Pn,r(n2 − k) =
1
r
((
n
k
)− ( nk−1)) q(r)k(1 − q(r))n−k+1
(
1−
(
1−r
1+r
)n−k)
,
19
we can calculate the expectations of k and k2 as follows.
[n/2]∑
k=0
k2Pn,r(
n
2
− k)
=
[n/2]∑
k=0
k2
1
r
((
n
k
)
−
(
n
k − 1
))
q(r)k(1− q(r))n−k+1
+O
((
1− r
1 + r
)n/2)
=
1
r
[n/2]∑
k=0
(k(k − 1) + k)
(
n
k
)
q(r)k(1− q(r))n−k+1
− 1
r
[n/2]−1∑
k=0
(k(k − 1) + 3k + 1)
(
n
k
)
q(r)k+1(1− q(r))n−k
+O
((
1− r
1 + r
)n/2)
[n/2]∑
k=0
kPn,r(
n
2
− k)
=
[n/2]∑
k=0
k
1
r
((
n
k
)
−
(
n
k − 1
))
q(r)k(1− q(r))n−k+1
+O
((
1− r
1 + r
)n/2)
=
1
r
[n/2]∑
k=0
k
(
n
k
)
q(r)k(1− q(r))n−k+1
− 1
r
[n/2]−1∑
k=0
(k + 1)
(
n
k
)
q(r)k+1(1− q(r))n−k
+O
((
1− r
1 + r
)n/2)
.
Furthermore, every term appearing in the above equation
is calculated as
[n/2] or [n/2]−1∑
k=0
k
(
n
k
)
q(r)k(1− q(r))n−k
=
n∑
k=0
k
(
n
k
)
q(r)k(1− q(r))n−k
+O((1 − r2)n/2)
=np+O((1 − r2)n/2)
[n/2] or [n/2]−1∑
k=0
k(k − 1)
(
n
k
)
q(r)k(1 − q(r))n−k
=
n∑
k=0
k(k − 1)
(
n
k
)
q(r)k(1 − q(r))n−k
+O((1 − r2)n/2)
=n(n− 1)p2 +O((1 − r2)n/2).
Note that (1 − r2) > 1−r1+r . Using there formulas, we
obtain
q(r)2 +
[n/2]∑
k=0
Pn,r(n/2− k)(k
2
n2
− 2q(r)k
n
)
=
1− r2
4
1
n
− 1− r
2r
1
n2
+O((1 − r2)n/2),
which implies (55).
2. proof of (57)
The left hand side of (57) is calculated as
∑
j
1
2n
((
n
n
2 − j
)
−
(
n
n
2 − j − 1
))
(2j + 1)
(
2j
n
)2
=
[n
2
]∑
k=1
1
2n
((
n
k
)
−
(
n
k − 1
))
(n− 2k + 1)
(
n− 2k
n
)2
+
1
2n
(
n
0
)
(n− 2 · 0 + 1)
(
n− 2 · 0
n
)2
=
1
n22n
( [n
2
]∑
k=0
(
n
k
)
(n− 2k + 1)(n− 2k)2
−
[n
2
]−1∑
k=0
(
n
k
)
(n− 2k − 1)(n− 2k − 2)2
)
(E1)
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When n is even, (n − 2(n2 ) + 1)(n − 2(n2 ))2 = 0 . Then,
the above value are calculated
1
n22n
([n
2
]−1∑
k=0
(
n
k
)
(n− 2k + 1)(n− 2k)2
−
[n
2
]−1∑
k=0
(
n
k
)
(n− 2k − 1)(n− 2k − 2)2
)
=
1
n22n

[n2 ]−1∑
k=0
(
n
k
)
6(n− 2k)2 − 8(n− 2k) + 4

 .
The first term is calculated as
1
2n
[n
2
]−1∑
k=0
(
n
k
)
6(n− 2k)2
=
1
2n+1
n∑
k=0
(
n
k
)
6(2n(
1
2
− k
n
))2 −
(
n
n
2
)
6(n− 2n
2
)2
=
1
2
· 6 · 4n2 · 1
4n
= 3n.
Since
∑[n
2
]−1
k=0
(
n−1
k
)
=
∑n−1
k=[n
2
]
(
n−1
k
)
, we have
1
2n
[n
2
]∑
k=0
(
n
k
)
k =
n
2n
[n
2
]−1∑
k=0
(
n− 1
k
)
=
n
2n+1
n−1∑
k=0
(
n− 1
k
)
=
n
4
1
2n
[n
2
]−1∑
k=0
(
n
k
)
=
1
2n+1
n∑
k=0
(
n
k
)
−
(
n
n
2
)
1
2n+1
=
1
2
−
(
n
n
2
)
1
2n+1
1
2n
[n
2
]∑
k=0
(
n
k
)
=
1
2
+
(
n
n
2
)
1
2n+1
.
Thus,
1
2n
[n
2
]−1∑
k=0
(
n
k
)
(−8(n− 2k) + 4)
=
1
2n
[n
2
]∑
k=0
(
n
k
)
(−8(n− 2k)) 41
2
−
(
n
n
2
)
1
2n+1
=− 8(n
2
+ n
(
n
n
2
)
1
2n+1
− n
2
) + 4(
1
2
−
(
n
n
2
)
1
2n+1
)
=(−8n− 4)
(
n
n
2
)
1
2n+1
) + 2.
Since
(
n
n
2
)
1
2n+1
∼=
√
1
2πn , we have
3
n
− 4(2 1
n
+
1
n2
)
(
n
n
2
)
1
2n+1
) +
2
n2
∼= 3
n
− 4
√
2√
π
1
n
√
n
+
2
n2
When n is odd, (n − 2[n2 ] − 1)(n − 2[n2 ] − 2)2 = 0 .
Then, the above value are calculated
1
n22n
( [n
2
]∑
k=0
(
n
k
)
(n− 2k + 1)(n− 2k)2
−
[n
2
]∑
k=0
(
n
k
)
(n− 2k − 1)(n− 2k − 2)2
)
=
1
n22n

 [n2 ]∑
k=0
(
n
k
)
6(n− 2k)2 − 8(n− 2k) + 4

 . (E2)
The first term is calculated as
1
2n
[n
2
]∑
k=0
(
n
k
)
6(n− 2k)2 = 1
2n+1
n∑
k=0
(
n
k
)
6(2n(
1
2
− k
n
))2
=
1
2
· 6 · 4n2 · 1
4n
= 3n.
Since
∑[n
2
]−1
k=0
(
n−1
k
)
=
∑n−1
k=[n
2
]+1
(
n−1
k
)
, we have
1
2n
[n
2
]∑
k=0
(
n
k
)
k =
n
2n
[n
2
]−1∑
k=0
(
n− 1
k
)
=
n
2n+1
n−1∑
k=0
(
n− 1
k
)
− n
2n+1
(
n− 1
[n2 ]
)
=
n
4
− n
2n+1
(
n− 1
[n2 ]
)
,
and
1
2n
[n
2
]∑
k=0
(
n
k
)
=
1
2n+1
n∑
k=0
(
n
k
)
=
1
2
.
Since
(
n
[n
2
]
)
1
2n
∼=
√
1
π[n
2
] , (E2) can be approximated as
R.H.S.of(E2)
=
1
n2
(
3n+ (−8n+ 4)1
2
+ 16
(
n
4
− n
2n+1
(
n− 1
[n2 ]
)))
=
1
n2
(
3n+ 2− 16 n
2n
(
n− 1
[n2 ]
))
∼=3
n
− 8
n
√
π[n2 ]
+
2
n2
∼= 3
n
− 4
√
2√
πn
√
n
+
2
n2
.
3. Proof of Lemma 5
First, we parameterize the square root of G as
√
G =
(
A a
aT t
)
,
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where A is a 2 × 2 symmetric matrix and a is a 2-
dimensional vector.
CR(0,0,r)(G)
= trG− r2s2 + r tr
∣∣∣∣∣∣
(
A a
aT 0
) 0 −i 0i 0 0
0 0 0

( A a
aT 0
)∣∣∣∣∣∣ .
By putting J =
(
0 −1
1 0
)
, we can calculated the second
term as:
tr
∣∣∣∣∣∣
(
A a
aT 0
) 0 −i 0i 0 0
0 0 0

( A a
aT 0
)∣∣∣∣∣∣
=tr
∣∣∣∣i
(
(detA)J AJa
(AJa)T 0
)∣∣∣∣
=2
√
(detA)2 + ‖AJa‖2 = 2
√
(detA2) + 〈Ja|A2|Ja〉
=2
√
det(A2 + |a〉〈a|),
where the final equation can be checked by choosing a
basis such that a =
( ‖a‖
0
)
. Since G˜ = A2 + |a〉〈a|, we
obtain (60).
4. Proof of (62)
First, we focus the following expressions of CRθ (G) and
Cˆθ(G)
Cˆθ(G) =
(
tr
√√
GJ−1θ
√
G
)2
(E3)
CRθ (G) = tr
√
GJ−1θ
√
G+ tr |2
√
GJ−1θ DθJ
−1
θ
√
G|.
(E4)
When we put the real symmetric matrix A
def
=√
GJ−1θ
√
G and the real anti-symmetric matrix B
def
=
2
√
GJ−1θ DθJ
−1
θ
√
G, the relation
A+ iB ≥ 0. (E5)
Here, we dragonize A as
A =

 a 0 00 b 0
0 0 c

 (E6)
with a ≥ b ≥ c and c > 0, where the final strict inequality
follows from G > 0. Since |B| is a constat times of a two-
dimensional projection P . Hence,
PAP + iB = P (A+ iB)P ≥ 0. (E7)
If we regard PAP as a two-dimensional matrix, tr |B| ≤
2
√
detPAP . Thus, by considering the maximum case of
the minimum eigen value of PAP , we have
tr |B| ≤ 2
√
ab (E8)
Therefore,
Cˆθ(G) − CRθ (G) = (tr
√
A)2 − (trA+ tr |B|)
≥2
(√
ab+
√
bc+
√
ca−
√
ab
)
= 2
(√
bc+
√
ca
)
> 0.
5. Proofs of (67) and (68)
Since ∫
R
θˆkV ∗j MG˜( dθˆ)Vj =
{
Q k = 1
P k = 2
,
we have
Tr(ρj,p ◦ 2Jj,k)
∫
R
θˆlMj,G˜( dθˆ) = δ
l
k
for k, l = 1, 2, where
Mj,G˜( dθˆ)
def
= V ∗j MG˜ ◦B−1j ( dθˆ)Vj .
Since the matrixes ρj,p ◦ 11−r2 (2Jj,3 − rI) and ρj,p are
diagonal and all diagonal elements of V ∗j QVj and V
∗
j PVj
are 0, we have
Tr(ρj,p ◦ 1
1− r2 (2Jj,3 − rI))V
∗
j QVj = Tr ρj,pV
∗
j QVj = 0
Tr(ρj,p ◦ 1
1− r2 (2Jj,3 − rI))V
∗
j PVj = Tr ρj,pV
∗
j PVj = 0.
Thus,
Tr(ρj,p ◦ 1
1− r2 (2Jj,3 − rI))
∫
R
θˆlMj,G˜( dθˆ)
=Tr ρj,p
∫
R
θˆlMj,G˜( dθˆ) = 0 (E9)
for l = 1, 2. Therefore,
Tr
∂ρ⊗nθ
∂θk

⊕
j
(∫
R
θˆlMj,G˜( dθˆ)
)
⊗ IHn,j


=
∑
j
Pn,r(j)Tr(ρj,p ◦ 2Jj,k)
∫
R
θˆlMj,G˜( dθˆ) = δ
l
k
for k, l = 1, 2. For the k = 3 case, the above quantity
equals∑
j
Pn,r(j)Tr(ρj,p ◦ 1
1− r2 (2Jj,3 − rI))
∫
R
θˆlMj,G˜( dθˆ) = 0.
Furthermore, we have
Tr ρ⊗n(0,0,r)

⊕
j
(∫
R
θˆlMj,G˜( dθˆ)
)
⊗ IHn,j


=
∑
j
Pn,r(j)Tr ρj,p
∫
R
θˆlMj,G˜( dθˆ) = 0 (E10)
for l = 1, 2.
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6. Proof of (70)
First, we focus on the following equation
n
1− r2
=Tr ρ⊗n(0,0,r)

⊕
j
1
1− r2 (2Jj,3 − rI) ⊗ IHn,j

2
=
∑
j
Pn,r(j)
j∑
m=−j
1− p
1− p2j+1 p
j−m
(
1
1− r2
)2
(2m− r)2.
Then, applying Theorem 10, we can see that the differ-
ence n1−r2 − Jn,r equals information loss. Thus,
n
1− r2 − Jn,r =
∑
j
Pn,r(j)J˜j,r,
where
J˜j,r
def
=
j∑
m=−j
1− p(r)
1− p(r)2j+1 p(r)
j−m
(
2m− r
1− r2
)2
−

 j∑
m=−j
1− p(r)
1− p(r)2j+1 p(r)
j−m 2m− r
1− r2

2
=
j∑
m=−j
1− p(r)
1− p(r)2j+1 p(r)
j−m
(
2(m− j)
1− r2
)2
−

 j∑
m=−j
1− p(r)
1− p(r)2j+1 p(r)
j−m 2(m− j)
1− r2

2
=
4(1− p(r))
(1− p(r)2j+1)(1 − r2)2
(
p(r) + p(r)2
(1− p(r))3
− (1 + p(r))p(r)
2j+1
(1− p(r))3
− (4j + (2j)
2(1− p(r)))p(r)2j+1
(1− p(r))2
)
− 4(1− p(r))
2
(1 − p(r)2j+1)2(1 − r2)2
×
(
p(r)(1 − p(r)2j)
(1− p(r))2 −
2jp(r)2j+1
1− p(r)
)2
=
1
r2(1− r2) +O(p(r)
2j).
Thus,
n
1− r2 − Jn,r →
1
r2(1− r2) ,
which implies (70).
7. Proof of (71)
For the covariance of the POVM Mncov, the Fisher information matrix J
Mncov
(0,0,0) is a scalar times of the identical
matrix. We apply Theorem 32 to the family of probability distributions pr(j, φ, ψ)
def
= Tr ρ⊗n(0,0,r)M
j(φ, ψ) ⊗ IHn,j =
23
Pn,r(j)Tr ρj,pM
j(φ, ψ). Then, we calculate the Fisher information:
Jncov =
∑
j
Pn,r(j)
(
dPn,r(j)
dr
)2
+
∑
j
Pn,r(j)
∫ (
dTr ρj,pM
j(φ, ψ)
dr
)2
Tr ρj,pM
j(φ, ψ) dφ dψ.
On the other hand, Applying Theorem 10 to Pn,r(j)〈j,m|ρj,p|j,m〉, we have
n
1− r2
=
∑
j
(
dPn,r(j)
dr
)2
Pn,r(j) +
∑
j
Pn,r(j)
j∑
m=−j
(
d〈j,m|ρj,p|j,m〉
dr
)2
〈j,m|ρj,p|j,m〉.
Thus,
Jncov =
n
1− r2 −
∑
j
Pn,r(j)
(∫ (
dTr ρj,pM
j(φ, ψ)
dr
)2
Tr ρj,pM
j(φ, ψ) dφ dψ
−
j∑
m=−j
(
d〈j,m|ρj,p|j,m〉
dr
)2
〈j,m|ρj,p|j,m〉
)
.
In the case of r = 0, Since Tr ρj,pM
j(φ, ψ) = (2j + 1) 1−p(r)1−p(r)2j+1
(
1+r cosφ
1+r
)2j
sinφ
4π , we obtain
∫ 2π
0
∫ π
0
(
d logTr ρj,p(r)M
j(φ, ψ)
dr
)2
Tr ρj,p(r)M
j(φ, ψ) dφ dψ
=
∫ 2π
0
∫ π
0

 d log 1−p(r)1−p(r)2j+1
(
1+r cosφ
1+r
)2j
dr


2
(2j + 1)
1− p(r)
1− p(r)2j+1
(
1 + r cosφ
1 + r
)2j
sinφ
4π
dφ dψ
=
∫ 2π
0
∫ π
0

 d log
(
1+r cosφ
1+r
)2j
dr


2
(2j + 1)
1− p(r)
1− p(r)2j+1
(
1 + r cosφ
1 + r
)2j
sinφ
4π
dφ dψ +

 d log 1−p(r)1−p(r)2j+1
dr

2 .
Its first and second terms are calculated as
∫ 2π
0
∫ π
0

 d log
(
1+r cosφ
1+r
)2j
dr


2
(2j + 1)
1− p(r)
1− p(r)2j+1
(
1 + r cosφ
1 + r
)2j
sinφ
4π
dφ dψ =
∫ π
0
1
2
(2j cosφ)2 sinφdφ =
4
3
j2,
d log 1−p(r)1−p(r)2j+1
dr
= −
∫ 2π
0
∫ π
0
d log
(
1+r cosφ
1+r
)2j
dr
(2j + 1)
1− p(r)
1− p(r)2j+1
(
1 + r cosφ
1 + r
)2j
sinφ
4π
dφ dψ
=
∫ π
0
1
2
2j cosφ sinφdφ = 0.
Since
−
j∑
m=−j
(
d〈j,m|ρj,p|j,m〉
dr
)2
〈j,m|ρj,p|j,m〉 = 4
3
j(j + 1),
we have
Jncov = n−
∑
j
Pn,0(j)
4
3
j
Therefore, if the relation
Pn,0(j)
4
3
j ∼=4
√
2
3
√
π
√
n+
2
3
(E11)
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holds, we obtain (71). Hence, in the following, we will
prove (E11).∑
j
Pn,0(j)
4
3
j
=
2
3
∑
j
1
2n
((
n
n
2 − j
)
−
(
n
n
2 − j − 1
))
2j(2j + 1)
=
2
3
[n
2
]∑
k=1
1
2n
((
n
k
)
−
(
n
k − 1
))
(n− 2k + 1)(n− 2k)
+
2
3
1
2n
(
n
0
)
(n− 2 · 0 + 1)(n− 2 · 0)
=
2
3
1
2n
( [n
2
]∑
k=0
(
n
k
)
(n− 2k + 1)(n− 2k)
−
[n
2
]−1∑
k=0
(
n
k
)
(n− 2k − 1)(n− 2k − 2)
)
. (E12)
When n is even, (n − 2(n2 ) + 1)(n − 2(n2 ))2 = 0 . Then,
the above value are calculated∑
j
Pn,0(j)
4
3
j
=
2
32n
([n
2
]−1∑
k=0
(
n
k
)
(n− 2k + 1)(n− 2k)
−
[n
2
]−1∑
k=0
(
n
k
)
(n− 2k − 1)(n− 2k − 2)
)
=
1
32n

[n2 ]−1∑
k=0
(
n
k
)
8(n− 2k)− 4

 ∼= 4√2
3
√
π
√
n+
2
3
.
When n is odd, (n− 2[n2 ]− 1)(n− 2[n2 ]− 2)2 = 0 . Then,
the above value are calculated∑
j
Pn,0(j)
4
3
j
=
2
32n
( [n
2
]∑
k=0
(
n
k
)
(n− 2k + 1)(n− 2k)
−
[n
2
]∑
k=0
(
n
k
)
(n− 2k − 1)(n− 2k − 2)
)
=
1
32n

 [n2 ]∑
k=0
(
n
k
)
8(n− 2k)− 4

 ∼= 4√2
3
√
π
√
n+
2
3
,
which implies (E11).
8. Proof of Theorem 9
We focus on the full parameter model with the deriva-
tives at the point (r, 0, 0)
∂ρ
∂θ1
= σ1,
∂ρ
∂θ2
= σ2,
∂ρ
∂θ3
= (1− r2)σ3 (E13)
as a D-invariant model. In this case, the SLD Fisher
information matrix is the identity matrix. Thus, we can
apply (21) of Lemma 3. Hence, by putting
d1 =

 10
0

 , d2 =

 0cosφ
sinφ

 ,
we obtain
CHθ (G) = min
v=[vj ]
{
tr |
√
GZJ(v)
√
G|
∣∣∣Re〈dk|J |vj〉 = δjk} ,
where
J
def
=

 1 −ir 0ir 1 0
0 0 1

 .
Hence, from the condition
〈dj |J |vk〉 = δkj .
Then, v1 and v2 are parameterized as
v1 =L1 − t sinφL2 + t cosφL3
v2 =(−s sinφ+ cosφ)L2 + (s cosφ+ sinφ)L3.
The matrix ZJ (v) can be calculated as(
1 + t2 ts− ir(−s sinφ+ cosφ)
ts+ ir(−s sinφ+ cosφ) 1 + s2
)
.
Thus, the quantity tr |√GZJ(v)
√
G| equals
trG+ g1(t+
g2
g1
s)2 +
detG
g1
s2 + 2r| cosφ− sinφs|
√
detG.
(E14)
In the following, we treat the case of g1√
detG
< cosφ
r sin2 φ
.
The minimum value of (E14) equals trG+2r cosφdetG−
r2 sin2 φg1 which is attained by the parameters t =
− g2g1 s, s =
rg1 sinφ√
detG
. Thus, the discussion in subsubsec-
tion II B 3 guarantees that the Holevo bound is attained
only by the following covariance matrix
ReZθ( ~X) +
√
G
−1|
√
G ImZθ( ~X)
√
G|
√
G
−1
=
(
1 + t2 ts
ts 1 + s2
)
+ r| − s sinφ+ cosφ|
√
detGG−1
(E15)
=R.H.S. of (72).
In the opposite case, the minimum value of (E14) equals
R.H.S. of (73), which is attained by the parameters
t = − g2g1 s, s =
cosφ
sinφ . Substituting these parameters into
(E15), we obtain (74).
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