We investigate systcms where it is possible to access several shared registers in one atomic step. Extcnding proofs in [Her91, LA87], we characterize those systems in which the consensus problcm can be solved in the presence of faults and give bounds on the space required. Wc also describe a fast solution to the mutual exclusion problem using atomic m-register operations.
Introduction
Shared memory systems which support only atomic read and write operations have been extensively investigated, e.g. [AAD+90, Blo87, Lam86, LamB7, LA87, PB87, TM89, VA86]. This paper focuses attention on somewhat stronger systems in which it is possible to read or write severM shared registers in one atomic step. We say that a system supports atomic m-register operations, if it is possible for a process to read or write m registers in one atomic step. It is known that in some contexts, such systems are more powerful than single-register primitives [Her91] . We explore this question in more detail, examining complexity bounds as well as computability. This section contains a brief overview of the results, which have been inspired by proofs in Fischer, Lynch and Paterson[FLP85], Herlihy [Her91] and L0ui and Abu-Amara [LAB7].
We first show that the consensus problem can be solved using n processes in systems which support atomic m-register operations if and only if t < max(2m -3, 0), where is the number of possible crash failures. The theorem holds also when a process can atomically read only a single register (but can atomically write m registers).
Two known results are special case of this. Loui and Abu-Amara [LA87] proved the result for the case m = 1 (for any n and t), and tterlihy [Hergl] proved it for the case t = n -1 (for any m). (tterlihy assumes that a process may atomically read only a single register.) The case where m = 1 and t = n -1, which itself is a special case of the Loui and Abu-Amara result, is proved Mso in [CIL87, Her91].
Next, we prove a lower bound on the number of shared registers necessary to solve the consensus problem. We show that for any n, m and ~ < n, in a system that supports * AT&T Bell Laboratories, 600 Mountain Avenue, Murray Hill, NJ 07974. atomic m-register operations, every t-resilient consensus protocol for n processes must use at least (t + 3) min(t + 1, m) -min(t + 1, m) 2-1 shared registers. That is, if t + 1 < m, at least 2t + 1 registers are needed, and when t + 1 > m, (t + 3)m -m 2 -1 are required. We also design a consensus protocol that uses (t ~ + 5t + 4)/2 shared registers.
Finally, following [PF77], we use atomic m-register operations to design a fast solution to the mutual exclusion problem. Assuming a fault-free environment, we show that there is a starvation-free solution to the mutual exclusion problem with time complexity 3rlogm(n)]. The time complexity is defined as the number of accesses to the shared memory in order to enter the critical section in the absence of contention [Lam87].
Asynchronous Shared Memory Systems
This section characterizes asynchronous shared memory systems which support atomic access to m registers, by stating axioms that any protocol operating in such systems satisfies. The axioms do not give a complete characterization of these systems; Only those axioms are stated that are needed to prove the lower bounds. We start with a formal description of the notion of a protocol.
An n-process protocol P = (C, N, R) consists of a nonempty set C of runs, an n-tuple N = (Pl,...,Pn) of processes and an n-tuple R = (R1,..., Rn) of sets of registers. We may think of Ri as the set of all the registers that process Pi can access. A run is a pair (f, S) where f is a function which assigns initial values to the registers and S is a finite or infinite sequence of events. When S is finite, we also say that the run is finite.
An event corresponds to atomic step performed by a process. We consider here only the following types of events. (1) ready(r1,..., rrn, V!,. .., Vrn) -process p reads the values vl, ..., v,n from registers rl, ..., rrn respectively; (2) writer (r1, ..., rm, vl, ..., v,n) process p writes the values vl, ..., vm into registers rl,..., rm respectively.
The value of a register at a finite run is the last value that was written into that register, or its initial value (determined by f) if no process wrote into the register. We use value(r, z) to denote the value of register r at a finite run x. A register r is said to be local to process pi if r E R/and for any j ~ i, r r Rj. A register is shared if it is not local to any process.
Let z = (f, S) and z' = (f', S')be runs. Run x' is a prefix of x (and z is an extension of z~), denoted z I < z, if S' is a prefix of S and f = f'. Let (S; S') be the sequence obtained by concatenating the finite sequences S and the sequence S ~. Then (z; S') is an abbreviation for (f, (S; S')). When z > z', (x -z') denotes the suffix of S obtained by removing S ~ from S.
For any sequence S, let S v be the subsequence of S containing all events in S which involve p. Run (f, S) includes (f', S ~) iff f = f' and S~, is a prefix of S v for all p 9 N. Runs (f, S) and (/", S') are indistinguishable for process p, denoted by (f, S)[p](f', S'), iff Sp = S~, and f(r) = f'(r) for every local register r of p. We assume throughout this paper that x is a run of a protocol if and only if all finite prefixes of x are runs. Notice that, by this assumption, if (f,S) is a run then also (f,n'uil) is a run, where null is the empty sequence.
