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One of the big challenges in Grid computing is storage management and access. Several 
solutions exist to store data in a persistent way. In this work we describe our contribution 
within the Worldwide LHC Computing Grid project. Substantial samples of data produced 
by the High Energy Physics detectors at CERN are shipped for initial processing to specific 
large computing centers worldwide. Such centers are normally able to provide persistent 
storage for tens of Petabytes of data mostly on tapes. Special physics applications are used to 
refine and filter the data after spooling the required files from tape to disk. At smaller 
geographically dispersed centers, physicists perform the analysis of such data stored on disk-
only caches. In this thesis we analyze the application requirements such as uniform storage 
management, quality of storage, POSIX-like file access, performance, etc. Furthermore, 
security, policy enforcement, monitoring, and accounting need to be addressed carefully in a 
Grid environment.  We then make a survey of the multitude of storage products deployed in 
the WLCG infrastructure, both hardware and software. We outline the specific features, 
functionalities and diverse interfaces offered to users. We focus in particular on StoRM, a 
storage resource manager that we have designed and developed to provide an answer to specific 
user request for a fast and efficient Grid interface to available parallel file systems. We 
propose a model for the Storage Resource Management protocol for uniform storage 
management and access in the Grid. The black box testing methodology has been applied in 
order to verify the completeness of the specifications and validate the existent 
implementations. an extension for storage on the Grid. We finally describe and report on the 
results obtained. 
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P r e f a c e  
PREFACE 
      Grid Computing is one of the emerging research fields in Computer Science. 
The Grid aims at providing an infrastructure that enables the sharing, selection, 
and aggregation of geographically distributed "autonomous" resources 
dynamically depending on their availability, capability, performance, cost, and 
users' quality-of-service requirements. Users belonging to a “Virtual 
Organization” can establish policies of usage, requirements, a working 
environment and even a set of virtual resources for operation. From the time of 
the first proposal made by Ian Foster and Carl Kesselman with the publication of 
the book “The Grid: Blueprint for a new computing infrastructure” and the 
development of the Globus Toolkit, the Grid has gone through major evolutions, 
attracting industry partners as well. In Europe, the projects European DataGrid 
(EDG), Worldwide Large Hadrons Collider Computing Grid (WLCG) and 
Enabling Grid for E-SciencE (EGEE) have promoted the development of Grid 
middleware and the creation of a worldwide computing infrastructure available 
for science and research.  
    Even though current middleware solutions are much more complete than the 
first prototype proposed by the Globus Toolkit, there are many areas that still 
need investigations and development. One of these is certainly storage 
management and access. The are many research challenges: applications running 
on the Grid need to transparently access data on the specific local storage device, 
exploiting a set of needed features such as space and quota management, POSIX 
file access, security and policy enforcement, reliable file movement, without being 
aware of the specific hardware/software solutions implemented at a site.  
     At the time of writing a complete, self-contained and coherent solution to 
storage management is missing in many of the existing Grid research 
infrastructures today: WLCG in Europe, Nordic Data Grid Facility (NDGF) in 
the Northern European countries, Open Science Grid (OSG) in USA, etc. One 
of the issues that complicate the task is the heterogeneity of storage solutions 
used in computing centers around the world. This work aims at providing a 
proposal for v2.2 Storage Resource Manager (SRM) protocol, a Grid protocol for 
storage systems that provides for uniform storage management capabilities and 
flexible file access. In particular a formal model has been designed and used to 
check the consistency of the specification proposed. The test modeling approach 
has been used to generate a test suite to validate the implementations made 
available for the storage services deployed in the WLCG infrastructure. The study 
of the black box testing methodology applied to SRM has allowed us to find 
 xvi 
many inconsistencies in the specifications and to deeply test the behavior of the 
SRM systems. In order to converge toward a first real implementation of SRM in 
version 2 we left uncovered issues and features that will be dealt with in version 3 
of the SRM protocol. The first deployment in production of SRM v2.2 based 
storage services is foreseen in June 2007. Among the solutions SRM v2.2 based 
there are CASTOR developed at CERN and Rutherford Appleton Laboratory 
(RAL), dCache developed at Deutsches Elektronen-Synchroton (DESY) and 
Fermi National Accelerator Laboratory (FNAL), LDPM developed at CERN, 
BeStMan developed at LBNL and StoRM developed in Italy by Istituto 
Nazionale di Fisica Nucleare (INFN) and International Centre of Theoretical 
Physics (ICTP). StoRM is a disk-based storage resource manager designed to 
work over native parallel filesystems. It provides for space reservation capabilities 
and uses native high performing POSIX I/O calls for file access. StoRM takes 
advantage of special features provided by the underlying filesystem like ACL 
support and file system block pre-allocation. Permission management functions 
have also been implemented. They are based on the Virtual Organization 
Management System (VOMS) and on the Grid Policy Box Service (G-PBox). 
StoRM caters for the interests of the economics and finance sectors since security 
is an important driving requirement. 
