Abstract-To verify the correct operation of systems, engineers need to determine the set of configurations of a dynamical model that are able to safely reach a specified configuration under a control law. Unfortunately, constructing models for systems interacting in highly dynamic environments is difficult. This paper addresses this challenge by presenting a convex optimization method to efficiently compute the set of configurations of a polynomial hybrid dynamical system that are able to safely reach a user defined target set despite parametric uncertainty in the model. This class of models describes, for example, legged robots moving over uncertain terrains. The presented approach utilizes the notion of occupation measures to describe the evolution of trajectories of a nonlinear hybrid dynamical system with parametric uncertainty as a linear equation over measures whose supports coincide with the trajectories under investigation. This linear equation with user defined support constraints is approximated with vanishing conservatism using a hierarchy of semidefinite programs each of which is proven to compute an outer approximation to the set of initial conditions that can reach the user defined target set safely in spite of uncertainty. The efficacy of this method is illustrated on a pair of systems with parametric uncertainty.
I. INTRODUCTION
Computing the set of configurations that are able to safely reach a desired configuration is critical to ensuring the correct performance of a system in dynamic environments where deviations from planned behavior are to be expected. Many methods have been proposed to efficiently compute this set that is generally referred to as the backwards reachable set for deterministic systems. Unfortunately, the effect of intermittent contact with the world, especially in fluctuating environments, is demanding to model deterministically. A roboticist, for example, may be tasked with ensuring that a control for a legged robot beginning from an initial configuration is able to safely reach a desired goal; however, limitations in sensing or environment variability may render exact modeling of terrain height or friction impossible. The development of numerical tools to tractably compute the backwards reachable set of dynamical systems undergoing contact, or hybrid dynamical systems, with parametric uncertainty while providing systematic guarantees has been challenging due to the difficulty of efficiently accounting for the uncertainty.
Given the potential utility of the set of configurations that are able to reach a target set despite parametric uncertainty, called the uncertain backwards reachable set, many researchers have attempted to develop numerical tools to approximate this set. For instance, in [1] , given a Lyapunov function, the largest ellipsoidal level-set contained in the uncertain backwards reachable set (where the terminal set is the origin) for polynomial systems is computed by formulating an eigenvalue problem. While the method developed is able to address systems with either time-varying or constant uncertainties, the computed ellipsoid is dependent on the provided Lyapunov function and hence is not guaranteed to be the uncertain backwards reachable set.
Several other researchers have attempted to utilize this set to construct controllers for legged robots that are able to walk over terrains of varying heights [2] - [5] . Their approach has relied on discretizing the height of the terrain or selecting specific terrain profiles while constructing a safe controller across these specified heights, which verifies the performance of the controller only at those specific heights. Moreover, these approaches are unable to account for uncertainty associated with imperfect knowledge of terrain friction or parameters affecting the continuous dynamics.
Other researchers have developed tools to outerapproximate the uncertain backwards reachable for linear systems with uncertain parameters using a variety of approaches [6] - [8] . These methods can be extended to nonlinear hybrid systems, but can require the introduction of a large number of discrete states to represent the nonlinear behavior or require overly conservative estimates of potential uncertainty. More generally, Hamilton-Jacobi Bellman based approaches have also been applied to compute the uncertain backwards reachable set for nonlinear systems with arbitrary uncertainty affecting the state at any instance in time [9] . These approaches solve a more general problem, but rely on state space discretization which can be prohibitive for systems of dimension greater than four without relying upon specific system structure. This paper leverages a method developed in several recent papers [10] - [13] that describe the evolution of trajectories of a deterministic hybrid dynamical system using measures, to describe the evolution of a hybrid dynamical system with parametric uncertainty as a linear equation over measures. As a result of this characterization the uncertain backwards reachable set can be computed as the solution to an infinite dimensional linear program over the space of nonnegative measures. To compute an approximate solution to this infinite dimensional linear program, a sequence of finite dimensional relaxed semi-definite programs are constructed that satisfy an important property: each solution to this sequence of semi-definite programs is an outer approximation to the uncertain backwards reachable set with asymptotically vanishing conservatism. The approach is most comparable to those that check Lyapunov's criteria for stability via sumsof-squares programming to verify the safety of a system [14] . In contrast to these approaches, the algorithm described in this paper does not require solving a bilinear optimization problem that requires feasible initialization and allows for more general descriptions of the parametric uncertainty in the model. A longer version of this paper including proofs and more examples is available online in a preliminary form [15] and will published elsewhere.
The remainder of the paper is organized as follows: Section II introduces the notation used in the remainder of the paper, the class of systems under consideration, and the backwards reachable set problem under parametric uncertainty; Section III describes how the backwards reachable set under parametric uncertainty is the solution to an infinite dimensional linear program; Section IV constructs a sequence of finite dimensional semidefinite programs that outer approximate the infinite dimensional linear program with vanishing conservatism; Section V describes the performance of the approach on a pair of examples; and, Section VI concludes the paper.
II. PRELIMINARIES
This section defines the notation, the class of systems, and the problem considered throughout this paper. The reader is directed to [16] - [18] for an introduction to some of the measure theoretic concepts utilized in this paper.
A. Notation
In the remainder of this text the following notation is adopted: sets are italicized and capitalized (ex. K). The boundary of a set K is denoted by ∂K. Finite truncations of the set of natural numbers are expressed as N n := {1, . . . , n}. The set of continuous functions on a compact set K are denoted by C(K). The ring of polynomials in x is denoted by R[x], and the degree of a polynomial is equal to the degree its largest multinomial; the degree of the multinomial x α , α ∈ N n is |α| = α 1 ; and
is the set of polynomials in x with maximum degree d.
The dual to C(K) is the set of Radon measures on K, denoted as M(K), and the pairing of µ ∈ M(K) and v ∈ C(K) is:
We denote the cone of nonnegative Radon measures by M + (K). The space of Radon probability measures on K is denoted by P(K). The Lebesgue measure is denoted by λ and supports of measures, µ, are identified as spt(µ). We represent by π (t,x) * , the lifting of the (t,x)-projection operator to the space of measures (refer to [19, Chapter 11] for an introduction to pushforwards/liftings). Lastly, for notational convenience, we denote by µ J , the tuple of all µ i , ∀i ∈ J (J is the index set).
B. Quasi-Uncertain Hybrid Systems
We next define the class of uncertain hybrid systems considered throughout the remainder of the paper; the definition is an adaptation of the description in [20] .
• J is a finite set of indices of discrete states in of H (discrete states will also be referred to as modes); • E ⊂ J × J is a set of two-tuples describing directed edges; • D = {D j } j∈J is the set of domains where each D j is a compact n j -dimensional manifold with boundary where n j ∈ N; • Γ = {µ θj } j∈J where µ θj ∈ P(Θ j ) describes the uncertainty associated with discrete state j ∈ J with Θ j being a compact set;
continuous function (in all variables) describing the dynamics on D j ; • G = {G e } e∈E is the set of guards where each G (j,j ) ⊂ ∂D j is a guard in domain j ∈ J that defines a transition from mode j to mode j ∈ J ; • R = {R e } e∈E is the set of continuous reset maps, where each map is a continuously differentiable injection
The definition of reset maps needs some clarification.
. In this case, we will not be altering the system behaviour by identifying a new guard (or coalescing with an existing guard) G (j,l) such that A ⊂ G (j,l) and re-defining G (j,k) := G (j,k) \A. Thus, without loss of generality, we have the following assumption on guards and reset maps. Assumption 1. Guards and Reset maps satisfy the following relation:
To avoid any ambiguity during transitions between discrete states, we assume the following: Assumption 2. In each discrete state, the guards are mutually exclusive; i.e.
In addition, systems under consideration are not allowed to undergo infinite mode transitions in any finite time-interval.
Assumption 3. H has no zeno execution.
Algorithm 1 describes the finite-time execution, [0, T ], of a hybrid system, H, as in Defn. 1 as follows: Suppose that the system enters mode j at time t at location x ∈ D j . Recall that the dynamics in this domain,f j , are a function of a random parameter drawn from the distribution µ θj ; let this random variable take the value θ. The trajectory of the
Let θ be drawn according to µ θ j 4:
If Λ (j,t) = ∅ then 9:
10:
else 13: hybrid system beginning at time t at x is then given by any absolutely continuous function that satisfies the differential equationf j with a fixed θ as described in Steps 5 & 6 . This trajectory evolves until either the time evolution reaches T or the trajectory arrives at a guard, whichever happens first. Steps 7 -11 isolates the first hitting-time of a guard of mode j (if any) and resets the solution trajectory to a new mode whereafter the same procedure is repeated until t = T .
Note that the uncertainty does not evolve with time; the value that the uncertain parameter takes changes only when the state trajectory is reset. The planar rimless wheel, a 2D representative of walking models, is an example of such systems.
Example 1 (Rimless Wheel on an uneven terrain). The rimless wheel-constituted by a massless axle to which n (angularly) equidistant spokes are connected-is a simple model of legged locomotion [12] , [21] . Figure 1 presents a schematic of a rimless wheel-with spokes separated by an angle 2α-rolling down an inclined plane. The rimless wheel is a hybrid system consisting of one mode; every time the spoke makes contact with the surface of the inclined plane, the system undergoes a reset. The continuous dynamics of the rimless wheel are:β
where β is the angle between the vertical (which is defined as the line that is perpendicular to the base of the inclined plane) and the pivoting spoke. Once the swinging spoke makes contact with the terrain, the states are reset as:
For a rimless wheel rolling down an inclined plane with flat terrain, the swinging spoke makes contact with the ground when β = γ + α. To encode the uncertainty due to terrain height, suppose the rimless wheel encounters a step of size δ, then if we let θ = arcsin δ 2l sin α , the guard is defined as:
Observe that as the rimless wheel continues to roll, the terrain is allowed to change since the random variable θ is allowed to take a distinct value after each contact with the ground.
C. Problem Description
The objective of this work is to estimate the largest set of initial conditions from which all state trajectories of H, regardless of any encountered uncertainty, reach a terminal set by a pre-specified time, T . To formalize the definition of this uncertain backwards reachable set, we denote the terminal set as X T and its projection into each mode by X (T,j) , which we assume is compact. For convenience, we let T = [0, T ]. We define the uncertain backwards reachable set mode-wise:
The uncertain backwards reachable set is then defined as X 0 = {X (0,j) } j∈J . Observe that by definition, all initial conditions originating in any member of X 0 must reach X T at time T regardless of mode transitions and uncertainty encountered along the way. Remark 1. In describing the execution of the hybrid system, H, it is assumed that guard is a subset of ∂D. There is no loss of generality in making this assumption, since it is always possible to define new modes (by partitioning existing modes) such that the guard lies at the boundary.
III. PROBLEM FORMULATION
In this section, we present a pair of dual infinite dimensional linear programs that compute the uncertain backwards reachable set. Critically, note that despite the uncertainty being drawn from a distribution upon arrival in each mode, it remains constant throughout that mode. As a result, this unknown parameter can be appended to the dynamics of every mode j and treated as a portion of the state-space:
To address the problem of estimating the uncertain backwards reachable set (BRS), we rely on the notion of occupation measures, first introduced in [22] , to transform the hybrid nonlinear dynamics of the system into a family of linear equations over measures that can more readily be solved. For instance, suppose the system enters mode j at
Note that the following relation between the Lebesgue measure on T , λ, and
The occupation measure, as defined, is a conditional measure -conditioned on the arrival-time and initial values of the states in that mode. To consider all possible arrival-times and initial conditions, we define the average occupation measure by integrating the conditional occupation measure against a measure on the set of possible initial conditions of the mode,
The occupation measure is to be interpreted as the total time that a particular solution trajectory (with a given initial conditions of states, uncertainty and initial time) spends in a set of interest. In contrast, the average occupation measure is the total time spent by all solution trajectories whose initial conditions are in a given set, in a set of interest.
Observe that, by definition, the uncertain variables are independent of the states' initial conditions; hence µ sj ∈ M + (T × D j × Θ j ) is expressible as a product measure:
is a measure on the set of arrival times and initial conditions of the states in mode j, and µ θj ∈ M + (Θ j ) is as in the definition of H. Lemma 1 completes the characterization of the initial measure, µ sj . Measures on terminals sets, µ Tj ∈ M + (X (T,j) × Θ j ) and on guards,
Note that the measures µ G (j,k) are supported on the guards of mode j and should be interpreted as the hitting times of the guard.
Remark 2.
Observe the similarity between the definitions of µ J and µ G E (Eqns. (11) and (14)); µ G (j,k) is the restriction of µ j to G (j,k) (denoted by µ j | G (j,k) ).
The final measure in each mode j is then defined as:
where δ τ is the dirac measure supported on t = τ . To compute X 0 , we relate µ s J with µ f J using the dynamics of the system in the corresponding mode. As a first step, define linear operators L fj :
where
is an arbitrary test function and ∇ x v computes the gradient of v in the D j coordinates. Suppose the system transitions to mode j at t = τ k−1 with the state vector taking value (upon reset) x 0 and θ. The value of v, evaluated along the flow of the system and at t = τ k (τ k less than or equal to the first hitting time of any guard in mode j, τ k ≥ τ + k−1 ) is, using the Fundamental Theorem of Calculus, given by:
Using Eqn. (10), Eqn. (17) can be re-written as:
which can be simplified further by using Eqns. (11)- (15):
Alternatively, using the standard definition of adjoint operators 1 , Eqn. (19) is re-written as:
Eqn. (20) defines a linear relation that must be satisfied by the measures in each mode and is called the Liouville eqn.; this relation is formalized in [15, Lemma 19] . With the average occupation and final measures defined, Lemma 1 completes the characterization of the Liouville eqn. by providing an explicit expression for the starting measure. Lemma 1. The initial measure in each mode j, µ sj , is expressible in the following
where π 
A. The primal
The problem of computing the uncertain backwards reachable set of H can be formulated as an infinite-dimensional linear program that supremizes the volume of the set of initial conditions (with respect to the Lebesgue measure):
where λ j is the Lebesgue measure supported on
, ∀j ∈ J , and 1 denotes the function that takes value 1 everywhere.μ 0j ∈ M(D j ) are slack variables introduced to ensure that the mass of the µ 0j are identical to the volume (under the Lebesgue measure) of the uncertain backwards reachable set, as proven in Thm. 1. Eqn. (24) ensures that all trajectories that emanate ∪ j∈J spt(µ 0j ) reach X T at t = T .
In addition, the optimal value of (P ) is equal to the sum of volumes of the uncertain backwards reachable set in each mode, i.e. j∈J λ j (X 0j ).
B. The dual
The dual to (P ) for a quasi-uncertain hybrid system H can be written as:
Remark 3. The dual to (P ), as stated in (D), is a result of a slight abuse of notations. By definition,
with the mapping being identity in the tcomponent and the standard R (i,j) in the x-components.
The solution to (D) can be used to determine the uncertain backwards reachable set:
is an outer approximation of the uncertain backwards reachable set of H. Furthermore there is a sequence of feasible solutions to (D) such that for each j ∈ J , the 1-super-level set of the feasible w j converges from above to the indicator function on X (0,j) in the L 1 norm and almost uniformly.
Finally, note that the value computed by either optimization problem is equal which follows from [23, Theorem 3.10] and is similar to [10, Theorem 2]: Lemma 2. Formulations (P ) and (D) are equivalent and have the same optimal value.
In the next section, we present a method to numerically solve the dual problem.
Remark 4. There are two key aspects of the presentation that deserve re-iteration: First, the uncertainties that influence the dynamics are drawn from the distribution each time a trajectory enters a new mode; Second, the uncertain backwards reachable set corresponds to the set of initial conditions for all trajectories that are able to reach the terminal set in spite of all possible sequences of uncertainty.
IV. NUMERICAL IMPLEMENTATION
In this section, a sequence of Semidefinite Programs (SDP)s that approximate the solution to the infinite dimensional primal and dual defined in §III-A and §III-B are introduced. This sequence of relaxations is constructed by characterizing each measure using a sequences of moments 2 and assuming the following: Assumption 4. The vector field in each mode and reset map between modes is a polynomial. Moreover the domain, the value of uncertainties, the guard, and the target set in each mode is a semi-algebraic set.
Recall that polynomials are dense in the set of continuous functions by the Stone-Weierstrass Theorem [16] ; so this assumption is made without much loss of generality.
Under this assumption, given any finite d-degree truncation of the moment sequence of all measures in the primal (P ), a primal relaxation, (P d ), can be formulated over the moments of measures to construct an SDP; the relaxed SDP formulation is derived in a manner similar to that discussed in [10] and is not presented in this paper. The dual to (P d ), (D d ), can be expressed as a sums-of-squares (SOS) program by considering d-degree polynomials in place of the continuous variables in (D). Dual (D d ) readily lends itself to implementation and approximation of the BRS in a manner similar to that discussed in Thm. 2 and is the direction pursued in this paper.
To formalize this dual program, first note that a polynomial p ∈ R[x] is SOS or p ∈ SOS if it can be written as
. Note that efficient tools exist to check whether a finite dimensional polynomial is SOS using SDPs [24] . Next, suppose we are given a semi-algebraic set; i.e. a set of the following form:
, ∀i ∈ N m }. We denote the d-degree quadratic module of A as:
The d-degree relaxation of the dual, (D d ), can now be written as:
The solution to the dual can be used directly generate a sequence of outer approximations to the uncertain backwards reachable set:
V. EXAMPLES
In this section, the proposed method is applied to two examples; for more examples, refer to [15] . The relaxed dual problems are constructed using the SPOTLESS toolbox [25] and solved with MOSEK on a computer equipped with a Intel Xeon W3540 processor and 12GB of RAM. Note that, considering the definition of BRS in §II, for all probability distributions with identical support, the problem formulation will generate the same uncertain backwards reachable set. As a result it is assumed that the disturbance, θ, is uniformly distributed (denoted as θ ∼ U([a, b]) for θ uniformly distributed in the interval [a, b]). Additionally, for numerical stability, the domains of modes of the hybrid system are scaled to a box of an appropriate dimension. 
A. 1-D Quasi-Uncertain Linear System
Consider the 1D linear dynamical system whose dynamics is given by:ẋ
where θ ∈ U([0.2, 1]). Setting T = 1, the target set is chosen as
If θ was a fixed constant then the BRS for the system evolving with this known constant is analytically determined to be
Note that the expression for the BRS θ is linear in θ and that the width of BRS θ is constant for all values of θ. As the value of θ changes, BRS θ slides along R; thus, the intersection of BRS 0.2 and BRS 1 is the uncertain backwards reachable set of the system in Eqn. (27) system. 
B. Rimless Wheel on Uneven Terrain
The rimless wheel, introduced in Ex. 1, is a one mode hybrid system in which the guard is reached when the swinging spoke makes contact with the inclined plane. For a rimless wheel rolling along an inclined plane with no terrain height variation (apart from the deterministic incline), an analytically computable stable limit cycle exits [26] ; however, for the case considered in this example-with the inclined plane having variations in terrain height-the definition of a limit cycle is less clear. In this example, we define the terminal set as an band around the stable limitcycle of the disturbance-free system. Figure 3 presents the polynomial degree 14 approximation to the uncertain backwards reachable set (black dashed) for the rimless wheel (with α = 0.4) which is tasked with arriving within the red band in T = 4 seconds, as it is rolling down an inclined plane with slope γ = 0.2. The uncertain parameter, θ, which affects the terrain height as described earlier in Ex. 1, is drawn from a uniform distribution, θ ∼ U([−0.1, 0.1]). The maximum terrain variation is about 15% of the length of each spoke. With this setup, by the terminal time, somewhere between four and six spokes will have made contact with the wedge. The outer approximation of the uncertain BRS is validated by performing Monte Carlo simulations; the unit box is discretized into 51 points in either direction and 100 independent trajectories are simulated (using MATLAB's ode45 function) from each initial condition. The blue dots depict the initial conditions that arrived within the terminal set at the desired time without violating any constraint. Note that the set of points that succeeded in the Monte Carlo simulation is contained entirely in the uncertain BRS computed using our formulation. In fact, as a result of our method, we know that for points outside of the black region there exist a sequence of terrain heights that produces a trajectory that does not arrive at the target set at the designated time.
VI. CONCLUSIONS
In this paper, a convex optimization approach is presented to compute the backwards reachable set of quasi-uncertain hybrid systems. The presented method optimizes over the set of unsigned measures using converging moment relaxations that can be solved using SDPs. A commentary on the accuracy and the adequacy of the proposed method is provided using examples. Future work will extend the work herein by incorporating control laws while computing the backwards reachable set.
