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Abstract
In this paper, we study a new class of nonlinear mixed variational-like inequalities in reexive Banach
spaces. By applying a minimax inequality due to author, we rst prove an existence uniqueness theorem of
solutions for the nonlinear mixed variational-like inequalities. Next, we extend the auxiliary problem technique
under reexive Banach space setting to suggest and analyze an innovative iterative algorithm to compute
the approximate solutions of the nonlinear mixed variational-like inequalities. The convergence criteria of the
iterative algorithm is also given. These results improve and generalize many known results in recent literature.
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1. Introduction
In recent years, variational inequality theory has been become very eective and powerful tools
for studying a wide class of linear and nonlinear problems arising in many diverse elds of pure
and applied science, such as mathematical programming, optimization theory, engineering, elasticity
theory, structural mechanics, economics equilibrium and free boundary valued problems, etc., see,
e.g., [13,14,16–18]. The classical variational inequality problem has been generalized and applied in
various directions. The papers by Harker and Pang [14] and Noor [19,27] provide some excellent
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survey on developments and applications of variational inequalities. Under Hilbert space setting, there
is a substantial number of iterative type algorithms for nding the approximate solutions of various
variational inequalities, see [14,19,27] and the references therein. Among the most eective numerical
technique is the projection method and its variant forms. It is worth mentioning that the standard
projection technique can no longer be applied to suggest the iterative algorithm for general nonlinear
mixed variational inequalities and variational-like inequalities. These facts motivated Gowinski et
al. [13] and Noor [19,27] to develop alternative methods to study the existence of solutions for
various variational inequalities in Hilbert spaces. This approach deals with the auxiliary variational
inequality problem. It turns out that the technique is equivalent to nding the minimum of the
convex functional associated with the auxiliary variational inequality problem on the convex set.
But the underlying space is still nite dimensional space or Hilbert space. In 1988, Cohen [3] rst
extend the auxiliary variational inequality technique to suggest and analyze an innovative iterative
algorithm for solutions of mixed variational inequalities in reexive Banach spaces. We also note
that the auxiliary problem technique of Noor [21–25] cannot be applied to prove the existence of
solutions and suggest the iterative algorithm for variational and variational-like inequalities in Banach
spaces. Following the idea of Cohen [3], by developing the auxiliary principle, Ding [6–10] studied
general nonlinear mixed variational and variational-like inequalities in reexive Banach spaces, and
suggested some new iterative algorithms to compute approximate solutions. The convergence analysis
of the algorithms is also given.
Motivated and inspired by the research work going on in this eld, we shall introduce and study
a new class of nonlinear mixed variational-like inequalities in reexive Banach spaces. An exis-
tence uniqueness theorem of solution is rst proved. Then, by using a new auxiliary variational-like
inequality technique, we suggest and analyze a quite general iterative algorithm to compute the
approximate solutions. The convergence criteria of the new algorithm is also given.
Let D be a nonempty convex subset of a Banach space B with dual space B∗ and 〈u; v〉 be the
dual pairing between u∈B∗ and v∈B. Let T; A :D → B∗, N :B∗ × B∗ → B∗ and  :D × D → B
be mappings. Let b :D × D → R be a real-valued function. We will consider the following non-
linear mixed variational-like inequality problem NMVLIP: for a given w∗ ∈B∗; nd u∈D such
that
〈N (Tu; Au)− w∗; (v; u)〉+ b(u; v)− b(u; u)¿ 0; ∀v∈D; (1.1)
where the function b is nondierential and satises the following conditions:
(i) b(u; v) is line in the rst argument,
(ii) for each u∈D, b(u; ·) is a convex function,
(iii) b(u; v) is bounded, that is, there exists a constant ¿ 0 such that
b(u; v)6 ‖u‖‖v‖; ∀u; v∈D;
(iv) for all u; v; w∈D,
b(u; v)− b(u; w)6 b(u; v− w):
The NMVLIP(1.1) with T and A being set-valued mappings and w∗ = 0 were introduced studied
by Ding [9] and Huang and Deng [15] in Hilbert spaces.
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Special cases.
(I) If N (Tu; Av) = Tu − Av for all u; v∈D, the NMVLIP(1:1) reduces to the general nonlinear
variational-like inequality problem: for a given w∗ ∈B∗, nd u∈D such that
〈Tu− Au− w∗; (v; u)〉+ b(u; v)− b(u; u)¿ 0; ∀v∈D: (1.2)
Problem (1.2) with w∗ = 0 is introduced and studied by Ding [7] in reexive Banach spaces.
(II) If b(u; v) = f(v) for all u; v∈B, then the problem (1.2) reduces to the following nonlinear
mixed variational-like inequality problem: for a given w∗ ∈B∗, nd u∈D such that
〈Tu− Au− w∗; (v; u)〉¿f(u)− f(v); ∀v∈D: (1.3)
The problem (1.3) and the problem (1.3) with w∗ = 0 were introduced and studied by Chen and
Liu [2] and Ding [8] in reexive Banach spaces respectively. If D = B = H is a Hilbert space and
w∗ = 0, then the problem (1.3) was studied by Ansari and Yao [1].
(III) If g :D → B is a single-valued mapping and (u; v) = g(u) − g(v) for all u; v∈D, then the
problem (1.3) reduces to the following general nonlinear variational inequality problem: for a given
w∗ ∈B∗, nd u∈D such that
〈Tu− Au− w∗; g(v)− g(u)〉¿f(u)− f(v); ∀v∈D: (1.4)
Problem (1.4) with w∗ = 0 was introduced and studied by Yao [33] and Ding [5,6,8,10] in Hilbert
spaces and reexive Banach spaces respectively.
(IV) If B = Rn or B = H , the Hilbert space, and b ≡ 0, then the problem (1.1) is equivalent to
the following problem: for a given w∗ ∈B∗, nd u∈D such that
〈N (Tu; Au)− w∗; (v; u)〉¿ 0 for all v∈D: (1.5)
Problem (1.5) includes many variational-like inequality problems introduced and studied by Parida
et al. [28], Dien [4], and Siddiqi et al. [30,29] as very special cases.
(V) If B = H is a Hilbert space, (v; u) = g(v) − g(u) where g :D → B with g(D) = D, and
N (Tu; Au)=Tu for all u∈H , then problem (1.1) becomes: for a given w∗ ∈H , nd u∈D such that
g(u)∈D and
〈Tu− w∗; g(v)− g(u)〉+ b(u; v)− b(u; u)¿ 0 for all g(v)∈D: (1.6)
Problem (1.6) with w∗ = 0 and its special cases (with b(u; v) = f(v) for all u; v∈D or g = I , the
identity mapping or b ≡ 0) have been introduced and studied by Noor [19–23].
(VI) If A ≡ 0, (v; u) = v− u and b(u; v) =(v) for all u; v∈B, problem (1.2) reduces to nding
u∈D such that
〈Tu− w∗; v− u〉+ (v)− (u)¿ 0 for all v∈D: (1.7)
Problem (1.7) with w∗ = 0 was originally considered by Cohen [3].
It is clear that problems (1.2)–(1.7) are special cases of problem (1.1). In brief, problem (1.1) is
the most general and unifying one, which is also one of the main motivations of this paper.
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2. Preliminaries
We rst recall the following denitions and some known results.
Denition 2.1. Let D be a nonempty subset of a Banach space B with the dual space B∗. Let
T :D→ B∗ and  :D × D→ B be two mapping. Then T is called:
(1) -cocoercive, if there exists a constant ¿ 0 such that
〈Tu− Tv; (u; v)〉¿ ‖Tu− Tv‖2; ∀u; v∈D:
(2) -monotone, if
〈Tu− Tv; (u; v)〉¿ 0; ∀u; v∈D:
(3) -antimonotone, if
〈Tu− Tv; (u; v)〉6 0; ∀u; v∈D:
(4) -strongly monotone, if there exists a constant ¿ 0 such that
〈Tu− Tv; (u; v)〉¿ ‖u− v‖2; ∀u; v∈D:
(5) -relaxed Lipschitz continuous, if there exists a constant ¿ 0 such that
〈Tu− Tv; (u; v)〉6− ‖u− v‖2; ∀u; v∈D:
(6) Lipschitz continuous, if there exists a constant L¿ 0 such that
‖Tu− Tv‖6L‖u− v‖; ∀u; v∈D:
If (u; v)=u−v for all u; v∈D, then the denitions (1), (2), (4) and (5) reduce to the denitions of
cocoerciveness [31], monotonicity and strongly monotonicity [17] and relaxed Lipschitz continuity
[32], respectively. The notion of -relaxed Lipschitz continuity is called by Ansari and Yao [1]
-relaxed monotone. It is clear that if T is -strongly monotone with constant , then −T is relaxed
Lipschitz continuous with a same constant.
Denition 2.2. Let D be a nonempty subset of a Banach space with the dual space B∗. Let T; A :D→
B∗, N :B∗ × B∗ → B∗, and  :D × D→ B.
(1) N (·; ·) is said to be Lipschitz continuous in rst argument, if there exists a constant 1¿ 0 such
that
‖N (u; ·)− N (v; ·)‖6 1‖u− v‖; ∀u; v∈B∗:
Similarly, we can dene the Lipschitz continuity of N (·; ·) in second argument.
(2) N (·; ·) is said to be -cocoercive in rst argument with respect to T , if there exists a constant
¿ 0 such that
〈N (Tu; ·)− N (Tv; ·); (u; v)〉¿ ‖Tu− Tv‖2; ∀u; v∈D:
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(3) N (·; ·) is said to be -strong monotone in second argument with respect to A, if there exists a
constant ¿ 0 such that
〈N (·; Au)− N (·; Av); (u; v)〉¿ ‖u− v‖2; ∀u; v∈D:
(4) N (·; ·) is said to be Lipschitz continuous in second argument with respect to A, if there exists
a constant ¿ 0 such that
‖N (·; Au)− N (·; Av)‖6 ‖u− v‖; ∀u; v∈D:
(5)  is said to be Lipschitz continuous, if there exists a constant 	¿ 0 such that
‖(u; v)‖6 	‖u− v‖; ∀u; v∈D:
If N (Tu; Av)=Tu−Av for all u; v∈D and A is -relaxed Lipschitz continuous with constant ¿ 0,
then N (·; ·) is -strongly monotone in second argument with respect to A with constant . In fact,
we have
〈N (·; Au)− N (·; Av); (u; v)〉= 〈Av− Au; (u; v)〉¿ ‖u− v‖2; ∀u; v∈D:
The following notion is a generalization of the corresponding notion introduced by Ding and
Tarafdar [12].
Denition 2.3. Let D be a nonempty convex subset of a Banach space B. Let T :D → B∗ and
 :D×D→ B be mappings. T and  are said to have 0-diagonally concave relation with respect to
w∗ ∈B∗, if the function ’ :D × D→ (−∞;+∞] dened by
’(u; v) = 〈Tu− w∗; (u; v)〉
is 0-diagonally concave in v, see [34], i.e., for any nite set {v1; : : : ; vm} ⊂ D and for any u=
∑m
i=1 ivi
(i¿ 0, and
∑m
i=1 i = 1),
m∑
i=1
i(u; vi)6 0:
Lemma 2.1. Let D be a nonempty convex subset of a Banach space B with the dual space B∗.
Let T :D → B∗ and  :D × D → B be mappings such that (u; u) = 0 for all u∈D. Suppose that
for given u∈D and w∗ ∈B∗, the function v → 〈Tu − w∗; (u; v)〉 is concave. Then T and  have
the 0-diagonally concave relation with respect to w∗.
Proof. By the assumption, for any nite set {v1; : : : ; vm} ⊂ D and for any u =
∑m
i=1 ivi (i¿ 0,∑m
i=1 i = 1), we have
m∑
i=1
i’(u; vi) =
m∑
i=1
i〈Tu− w∗; (u; vi)〉6 〈Tu− w∗; (u; u)〉= 0:
This proves that T and  have the 0-diagonally concave relation with respect to w∗.
The proof of the following Lemma can found in [11].
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Lemma 2.2. Let D be a nonempty convex subset of a topological vector space and let  :D×D→
[−∞;+∞] be such that:
(1) for each x∈D, y → (x; y) is lower semicontinuous on each nonempty compact subset of D,
(2) for each nonempty nite set {x1; : : : ; xm} ⊂ D and for each y=
∑m
i=1 ixi (i¿ 0;
∑m
i=1 i =1),
min16i6m (xi; y)6 0,
(3) there exist a nonempty compact convex subset X0 of D and a nonempty compact subset K of
D such that for each y∈D \ K , there is an x∈ co(X0 ∪ {y}) with (x; y)¿ 0.
Then there exists an yˆ∈K such that (x; yˆ)6 0 for all x∈D.
3. Existence uniqueness theorems
We now state and prove the main results of this paper.
Theorem 3.1. Let D be a nonempty convex subset of a reexive Banach space B with dual space
B∗. Let T; A :D → B∗, N :B∗ × B∗ → B∗ and  :D × D → B be mappings. Let w∗ ∈B∗ be given
and b :D × D→ (−∞;+∞] be a functional such that:
(1) the mapping u → N (Tu; Au) is continuous from the weak topology on B to the strong topology
on B∗ and -strongly monotone with constant ¿ 0,
(2)  is Lipschitz continuous with constant 	¿ 0 and for each v∈D, u → (u; v) is continuous
from the weak topology to the weak topology and (v; u) =−(u; v) for all v; u∈D,
(3) the mapping u → N (Tu; Au) and  have the 0-diagonally concave relation with respect to w∗,
(4) b satises conditions (i)–(iv) where ∈ (0; ),
Then the NMVLIP(1:1) has a unique solution uˆ∈D.
Proof. We rst prove that for each xed u∗ ∈D, there exists an unique wˆ∈D such that:
〈N (Twˆ; Awˆ)− w∗; (v; wˆ)〉+ b(u∗; v)− b(u∗; wˆ)¿ 0; ∀v∈D: (3.1)
For any xed u∗ ∈D, dene a function ’ :D × D→ (−∞;+∞] by
’(v; w) = 〈N (Tw; Aw)− w∗; (w; v)〉+ b(u∗; w)− b(u∗; v); ∀v; w∈D:
Since b(·; ·) satises the conditions (iii) and (iv), it is easy to see that b(·; ·) also satises
|b(u; v)− b(u; w)|6 ‖u‖‖v− w‖ for all u; v; w∈D
and hence b is continuous on D × D. Since the mapping w → N (Tw; Aw) is continuous from the
weak topology to the strong topology, then for each w∈D and any sequence {wn} ⊂ D with wn * w
in the weak topology, we have ‖N (Twn; Awn)−N (Tw; Aw)‖ → 0 and (wn; v)* (w; v) in the weak
topology and the sequence {(wn; v)} is bounded. It follows that for each v∈D,
|〈N (Twn; Awn)− w∗; (wn; v)〉 − 〈N (Tw; Aw)− w∗; (w; v)〉|
6 |〈N (Twn; Awn)− N (Tw; Aw); (wn; v)〉|
+|〈N (N (Tw; Aw)− w∗; (wn; v)− (w; v)〉|
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6 ‖N (Twn; Awn)− N (Tw; Aw)‖‖(wn; v)‖
+ |〈N (Tw; Aw)− w∗; (wn; v)− (w; v)〉| → 0 as n→∞:
It follows that for each v∈D, the function w → 〈N (Tw; Aw)−w∗; (w; v)〉 is weakly continuous on
D. Since the function w → b(u∗; w) is lower semicontinuous and convex by the condition (ii) on
b and so it is also weakly lower semicontinuous on D. Therefore, w → ’(v; w) is weakly lower
semicontinuous on D. We claim that ’(v; w) satises the condition (2) of Lemma 2.2. If it is not
true, then there exists a nite set {v1; : : : ; vm} ⊂ D and an w =
∑m
i=1 ivi (i¿ 0,
∑m
i=1 i = 1) such
that ’(vi; w)¿ 0 for all i = 1; : : : ; m, that is
〈N (Tw; Aw)− w∗; (w; vi)〉+ b(u∗; w)− b(u∗; vi)¿ 0 for all i = 1; : : : ; m:
It follows that
m∑
i=1
i〈N (Tw; Aw)− w∗; (w; vi)〉+ b(u∗; w)−
m∑
i=1
ib(u∗; vi)¿ 0:
Note that b(u; v) is convex in the second argument, we must have
m∑
i=1
i〈N (Tw; Aw)− w∗; (w; vi)〉¿ 0
which contradicts the condition (3). Therefore condition (2) of Lemma 2.2 holds. Let

=
1

[	‖N (Tu∗; Au∗)‖+ 	‖w∗‖+ ‖u∗‖];
K = {w∈D: ‖w − u∗‖6 
}:
Then K and X0 = {u∗} are both weakly compact convex subsets of D. By assumptions (1)–(4), for
each w∈D \ K , there exists an u∗ ∈ co(X0 ∪ {w}) such that
’(u∗; w) = 〈N (Tw; Aw)− w∗; (w; u∗)〉+ b(u∗; w)− b(u∗; u∗)
= 〈N (Tw; Aw)− N (Tu∗; Au∗); (w; u∗)〉
+〈N (Tu∗; Au∗); (w; u∗)〉 − 〈w∗; (w; u∗)〉+ b(u∗; w)− b(u∗; u∗)
¿ ‖w − u∗‖2 − 	‖N (Tu∗; Au∗)‖‖w − u∗‖
−	‖w∗‖‖w − u∗‖ − b(u∗; u∗ − w)
¿ ‖w − u∗‖2 − 	‖N (Tu∗; Au∗)‖‖w − u∗‖ − 	‖w∗‖‖w − u∗‖
−‖u∗‖‖w − u∗‖
= ‖w − u∗‖[‖w − u∗‖ − 	‖N (Tu∗; Au∗)‖ − 	‖w∗‖ − ‖u∗‖]¿ 0:
Hence condition (3) of Lemma 2.2 is also satised. By Lemma 2.2, there exist an wˆ∈D such that
’(v; wˆ)6 0 for all v∈D, that is
〈N (Twˆ; Awˆ)− w∗; (wˆ; v)〉+ b(u∗; wˆ)− b(u∗; v)6 0 for all v∈D:
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Since (wˆ; v) =−(v; wˆ), we have
〈N (Twˆ; Awˆ)− w∗; (v; wˆ)〉+ b(u∗; v)− b(u∗; wˆ)¿ 0; ∀v∈D:
Now we prove that wˆ is an unique solution of the problem (3.1). Suppose that w1; w2 are arbitrary
two solutions of problem (3.1). Then, we have that for all v∈D,
〈N (Tw1; Aw1)− w∗; (v; w1)〉+ b(u∗; v)− b(u∗; w1)¿ 0; (3.2)
〈N (Tw2; Aw2)− w∗; (v; w2)〉+ b(u∗; v)− b(u∗; w2)¿ 0: (3.3)
Taking v= w2 in (3.2) and v= w1 in (3.3) and adding these inequalities, we obtain
〈N (Tw1; Aw1)− w∗; (w2; w1)〉+ 〈N (Tw2; Aw2)− w∗; (w1; w2)〉¿ 0:
By (w1; w2) =−(w2; w1) and the -strong monotonicity of the mapping u → N (Tu; Au), we get
‖w1 − w2‖26 〈N (Tw1; Aw1)− N (Tw2; Aw2); (w1; w2)〉6 0:
Since ¿ 0, we must have w1 = w2 and so wˆ is the unique solution of the problem (3.1). Thus
we have proved that for each u∈D, there exists an unique solution w(u) satisfying (3.1). Dene a
mapping F :D→ D by u → w(u). We prove that the mapping F is a Banach contraction mapping.
Indeed, for any u1; u2 ∈D, there exist unique w1 = F(u1), w2 = F(u2) such that for all v∈D,
〈N (Tw1; Aw1)− w∗; (v; w1)〉+ b(u1; v)− b(u1; w1)¿ 0; (3.4)
〈N (Tw2; Aw2)− w∗; (v; w2)〉+ b(u2; v)− b(u2; w2)¿ 0: (3.5)
Taking v= w2 in (3.4) and v= w1 in (3.5) and adding these inequalities, we have
〈N (Tw1; Aw1)− w∗; (w2; w1)〉
+ 〈N (Tw2; Aw2)− w∗; (w1; w2)〉+ b(u1 − u2; w2)− b(u1 − u2; w1)¿ 0:
Since (w1; w2) =−(w2; w1), by the assumption on b, we have
‖w1 − w2‖26 〈N (Tw1; Aw1)− N (Tw2; Aw2); (w1; w2)〉
6 b(u1 − u2; w2 − w1)6 ‖w1 − w2‖‖u1 − u2‖:
Therefore, we have
‖F(u1)− F(u2)‖= ‖w1 − w2‖6 ‖u1 − u2‖:
Since ∈ (0; ); this proves that F is a Banach contraction mapping. Hence, there exists an unique
point uˆ∈D such that uˆ= F(uˆ), that is
〈N (T uˆ; Auˆ)− w∗; (v; uˆ)〉+ b(uˆ; v)− b(uˆ; uˆ)¿ 0; ∀v∈D
and uˆ∈D is the unique solution of the NMVLIP (1.1).
Corollary 3.1. Let D be a nonempty convex subset of a reexive Banach space B with dual space
B∗. Let T; A :D → B∗, and  :D × D → B be mappings. Let w∗ ∈B∗ be given and
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b :D × D→ (−∞;+∞] be a functional such that:
(1) T − A is continuous from the weak topology to the strong topology such that T is -strongly
monotone with constant ¿ 0,
(2) A is -antimonotone,
(3)  is Lipschitz continuous with constant 	¿ 0 and for each v∈D, u → (u; v) is continuous
from the weak topology to the weak topology and (v; u) =−(u; v) for all v; u∈D,
(4) the mapping T − A and  have the 0-diagonally concave relation with respect to w∗,
(5) b satises conditions (i)–(iv) where ∈ (0; );
Then the NMVLIP (1.2) has a unique solution uˆ∈D.
Proof. Let N (Tu; Av)=Tu−Av for all u; v∈D. By assumptions (1), the mapping u → N (Tu; Au) is
continuous from the weak topology to the strong topology and -strongly monotone with constant
¿ 0. It is easy to see that the conditions of Theorem 3.1 are satised. The conclusion of Corollary
3.1 holds from Theorem 3.1.
Remark 3.1. Corollary 3.1 improves Theorem 3.1 of Ding [7] in the following ways: (1) the
NMVLIP (1.1) is more general than one in [7]; (2) the domain D may not be closed.
Theorem 3.2. Let D be a nonempty convex subset of a reexive Banach space B with dual space
B∗. Let T; A :D → B∗, N :B∗ × B∗ → B∗ and  :D × D → B be mappings. Let w∗ ∈B∗ be given
and b :D × D→ (−∞;+∞] be a functional such that:
(1) the mapping u → N (Tu; Au) is continuous from the weak topology to the strongly such that
N (·; ·) is -strongly monotone in rst argument with respect to T with constant ¿ 0,
(2) N (·; ·) is Lipschitz continuous in second argument with respect to A with constant ,
(3)  is Lipschitz continuous with constant 	¿ 0 and for each v∈D, u → (u; v) is continuous
from the weak topology to the weak topology and (v; u) =−(u; v) for all v; u∈D,
(4) the mapping u → N (Tu; Au) and  have the 0-diagonally concave relation with respect to w∗,
(5) b satises conditions (i)–(iv) where + 	6 ,
Then the NMVLIP (1.1) has a unique solution uˆ∈D.
Proof. For any xed u∗ ∈D, dene a function ’ :D × D→ (−∞;+∞] by
’(v; w) = 〈N (Tw; Aw); (w; v)〉+ b(u∗; w)− b(u∗; v):
By using the same argument as in the proof of Theorem 3.1, we can show that ’ satises conditions
(1) and (2) of Lemma 2.2. Let X0 = {u∗} and K = {w∈D: ‖w − u∗‖6 
} where 
 = 1=( − 	)
[	‖N (Tu∗; Au∗)‖ + 	‖w∗‖ + ‖u∗‖]. Then, by assumptions, for each w∈D \ K , there exists an
u∗ ∈ co(X0 ∪ {w}) such that
’(u∗; w) = 〈N (Tw; Aw)− w∗; (w; u∗)〉+ b(u∗; w)− b(u∗; u∗)
¿ 〈N (Tw; Aw)− N (Tu∗; Aw); (w; u∗)〉
−〈N (Tu∗; Aw)− N (Tu∗; Au∗); (u∗; w)〉
−〈N (Tu∗; Au∗); (u∗; w)〉 − 〈w∗; (w; u∗)〉 − b(u∗; u∗ − w)
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¿ ‖w − u∗‖2 − ‖N (Tu∗; Aw)− N (Tu∗; Au∗)‖‖(u∗; w)‖
−‖N (Tu∗; Au∗)‖‖(u∗; w)‖ − 	‖w∗‖‖w − u∗‖ − b(u∗; u∗ − w)
¿ ‖w − u∗‖2 − 	‖w − u∗‖2 − 	‖N (Tu∗; Au∗)‖‖w − u∗‖
−	‖w∗‖‖w − u∗‖ − ‖u∗‖‖w − u∗‖
= ‖w − u∗‖[(− 	)‖w − u∗‖ − 	‖N (Tu∗; Au∗)‖ − 	‖w∗‖ − ‖u∗‖]¿ 0:
Condition (3) of Lemma 2.2 is also satised. Hence, by Lemma 2.2, there exists an wˆ∈D such that
(3.1) holds for all v∈D. Note that u → N (·; Au) is Lipschitz continuous,  is Lipschitz continuous
and +	¡, by using similar argument as in the proof of Theorem 3.1, we can prove that for each
given u∈D, there exists a unique solution w(u)∈D satisfying (3.1) and the mapping F :D → D
dened by F(u) = w(u) is a Banach contraction mapping. Hence there exists an uˆ∈D such that uˆ
is the unique solution of NMVLIP(1:1).
Remark 3.2. Theorems 3.1 and 3.2 improve and generalize Theorems 3.1 and 3.2 of Ding [7],
Theorem 5.1 of Noor [25] from Rn to reexive Banach spaces. Clearly the condition (v; u)=−(u; v)
for all v; u∈D implies (u; u) = 0 for all u∈D. By Lemma 2.1, if for each u∈D, the function v →
〈N (Tu; Au)−w∗; (u; v)〉 is concave, or in particular v → (u; v) is ane or linear, then condition (3)
of Theorem 3.1 and condition (4) of Theorem 3.2 are satised. Hence Theorems 3.1 and 3.2 also
generalize Theorems 3.1 and 3.9 of Parida et al. [28] and Theorem 2 of Dien [4] to noncompact
setting of reexive Banach spaces. If (v; u) = g(v) − g(u) for all v; u∈D where g :D → B is a
Lipschitz continuous mapping with constant 	¿ 0, then condition (2) of Theorem 3.1 is satised.
If (v; u) = v − u for all v; u∈D, then conditions (2) and (3) of Theorem 3.1 are satised trivially
and then T is strongly monotone with constant ¿ 0. Hence Theorem 3.2 is an improved variant
of Theorem 3.1 of Yao [33] under reexive Banach space setting. Theorem 3.2 also generalizes the
corresponding results of Noor [20–26] to reexive Banach spaces.
4. Iterative algorithm and convergence
In this section, by using the auxiliary principle technique, we shall give a general algorithm of
approximate solutions of the NMVLIP(1:1) and convergence analysis of the algorithm.
Let D be a nonempty convex subset of a reexive Banach space B with dual space B∗. Let
N :B∗ × B∗ → B∗, T; A :D → B∗ be mappings. Suppose that  :D × D → B is a mapping such that
(v; u) = (v; z) + (z; u) for all v; u; z ∈D. We consider an auxiliary dierentiable convex functional
K :D→ (−∞;+∞] and a positive number ¿ 0. For given w∗ ∈B∗ and u∗ ∈D, we introduce the
following auxiliary minimizing problem:
min
w∈D {K(w) + 〈N (Tu
∗; Au∗)− w∗; (w; u∗)〉 − 〈K ′(u∗); w〉+ b(u∗; w)}: (4.1)
If function w → 〈N (Tu∗; Au∗) − w∗; (w; u∗)〉 is convex, then the solution w of auxiliary problem
(4.1) can be characterized by the following auxiliary variational inequality
〈K ′(w)− K ′(u∗); v− w〉¿−〈N (Tu∗; Au∗)− w∗; (v; w)〉
+ b(u∗; w)− b(u∗; v); ∀v∈D: (4.2)
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We note that if w = u∗, then clearly u∗ is a solution of the NMVIP(1:1). Based on these observa-
tions, we suggest the following iterative algorithm for computing the approximate solutions of the
NMVLIP(1:1).
Algorithm 4.1. Iterative Algorithm.
(1) At n= 0, start with some initial u0.
(2) At step n, solve the auxiliary minimizing problem (4.1) or the auxiliary variational inequality
problem (4.2) with u∗ = un. Let un+1 denote the solution of problem (4.1) or problem (4.2).
(3) If, for given ¿ 0, ‖un+1 − un‖6 , stop. Otherwise, repeat (2).
Remark 4.1. Algorithm 4.1 is an interesting way of computing approximate solutions of the NMVLIP-
(1:1) as long as either the auxiliary minimizing problem (4.1) or the auxiliary variational inequality
problem (4.2) is easier to solve than the NMVIP(1:1). As the problem (4.1) is a minimizing problem,
several methods are available to solve it. Cohen [3] has shown that many computational algorithms
including gradient, subgradient, and decomposition can be studied in the general framework of the
auxiliary problem.
We now consider the convergence of Algorithm 4.1
Theorem 4.1. Let D be a nonempty convex subset of a reexive Banach space B with dual space
B∗. Let N :B∗ × B∗ → B∗, T; A :D → B∗ and  :D × D → B be mappings. Let w∗ ∈B∗ be given
and b :D × D → (−∞;+∞] be a functional and K :B → (−∞;+∞] be a dierentiable convex
functional such that
(1) the mapping w → N (Tw; Aw) is continuous from the weak topology to the strong topology,
(2) N (·; ·) is Lipschitz continuous in rst and second arguments with constants 1¿ 0 and 2¿ 0
respectively,
(3) N (·; ·) is -cocoercive in rst argument with respect to T with constant ¿ 0,
(4)  is Lipschitz continuous with constant 	¿ 0 such that
(a) for each v∈D, u → (u; v) is continuous from the weak topology to the weak topology,
(b) (u; v) = (u; z) + (z; v) for all u; v; z ∈D,
(c) for each xed u; w∈D, the function v → 〈N (Tu; Au)− w∗; (w; v)〉 is concave,
(5) N (·; ·) is -strongly monotone in second argument with constant ¿ 0 and A is Lipschitz
continuous with respect to A with constant ¿ 0,
(6) b satises conditions (i)–(iv) such that + 	¡,
(7) the derivative K ′ of K is strongly monotone with constant ¿ 0 and the mapping w → K ′(w)
is continuous from the weak topology to the strongly.
Then
(I) there exists an unique solution uˆ∈D of the NMVLIP(1.1),
(II) for each ¿ 0, there exists an unique solution un+1 ∈D of problems (4.1) or (4.2) with un
substituted for u∗,
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(III) if
0¡¡
2(− )
(− )21	2 + (2	+ )2
; (4.3)
then the sequence {un} dened by Algorithm (4.1) strongly converges to uˆ.
Proof. (I) Since N (·; ·) is -strongly monotone in second argument with respect to A with constant
 and the condition (3) implies N (·; ·) is -monotone in rst argument with respect to T , we have
〈N (Tu; Au)− N (Tv; Av); (u; v)〉
=〈N (Tu; Au)− N (Tv; Au); (u; v)〉+ 〈N (Tv; Au)− N (Tv; Av); (u; v)〉
¿ ‖u− v‖2; ∀u; v∈D:
Hence the mapping u → N (Tu; Au) is -strongly monotone with constant ¿ 0. By (1), condition
(1) of Theorem 3.1 is satised where  is replaced by . By (4)(c), for each u∈D, the function
v → 〈N (Tu; Au) − w∗; (u; v)〉 is concave, it is easy to show that condition (3) of Theorem 3.1 is
satised. Noting that condition (4)(b) implies (u; u) = 0 and (u; v) =−(v; u) for all u; v∈D. It is
easy to check that all conditions of Theorem 3.1 are satised. By Theorem 3.1, the conclusion (I)
holds.
(II) For each xed ¿ 0 and un ∈D, dene a functional ’ :D × D→ [−∞;+∞] by
’(v; w) = 〈K ′(un)− K ′(w); v− w〉 − 〈N (Tun; Aun)− w∗; (v; w)〉+ b(un; w)− b(un; v):
Since w → K ′(w) is continuous from the weak topology to the strong topology, it is easy to show
that the function w → 〈K ′(w); w)〉 is weak continuous on D and for each v∈D, w → ’(v; w) is
weakly lower semicontinuous. By using similar argument as in the proof of Theorem 3.1, it is easy
to show that ’ satised all conditions of Lemma 2.2 and hence there exists wˆ∈D such that
〈K ′(wˆ)− K ′(un); v− wˆ〉¿−〈N (Tun; Aun)− w∗; (v; wˆ)〉
+ b(un; wˆ)− b(un; v) for all v∈D: (4.4)
It is also easy to show that wˆ is unique and hence un+1 = wˆ is a unique solution of the auxiliary
variational inequality problem (4.2).
(III) Let uˆ be the unique solution of the NMVLIP (1.1). Dene a functional  :D→ (−∞;+∞]
by
(u) = K(uˆ)− K(u)− 〈K ′(u); uˆ− u〉; ∀u∈D:
By the strong monotony of K ′, we have
(u) = K(uˆ)− K(u)− 〈K ′(u); uˆ− u〉¿ 
2
‖u− uˆ‖2: (4.5)
Note (v; u) = −(u; v) for all v; u∈D, from the strong monotony of K ′ and (4.4) with un+1 = wˆ
and v= uˆ it follows that
(un)− (un+1)
=K(un+1)− K(un)− 〈K ′(un); un+1 − un〉+ 〈K ′(un+1)− K ′(un); uˆ− un+1〉
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¿

2
‖un − un+1‖2 + 〈N (Tun; Aun)− w∗; (un+1; uˆ)〉+ b(un; un+1)− b(un; uˆ)
=

2
‖un − un+1‖2 + 〈N (Tun; Aun)− N (T uˆ; Auˆ); (un+1; uˆ)〉
+ 〈N (T uˆ; Auˆ)− w∗; (un+1; uˆ)〉+ b(un; un+1)− b(un; uˆ):
Since uˆ is a solution of the NMVLIP (1.1) and un+1 ∈D, we have
〈N (T uˆ; Auˆ)− w∗; (un+1; uˆ)〉+ b(uˆ; un+1)− b(uˆ; uˆ)¿ 0:
It follows that
(un)− (un+1)¿ 2‖un − un+1‖
2 + 〈N (Tun; Aun)− N (T uˆ; Auˆ); (un+1; uˆ)〉
+ [b(uˆ; uˆ)− b(uˆ; un+1) + b(un; un+1)− b(un; uˆ)]
=

2
‖un − un+1‖2 + Q:
Now, by conditions (i)–(iii),
Q = 〈N (Tun; Aun)− N (T uˆ; Auˆ); (un+1; uˆ)〉
− [b(un − uˆ; uˆ)− b(un − uˆ; un+1) + b(un − uˆ; un)− b(un − uˆ; un)]
¿ 〈N (Tun; Aun)− N (T uˆ; Auˆ); (un+1; un)〉
+ 〈N (Tun; Aun)− N (T uˆ; Auˆ); (un; uˆ)〉
− [b(un − uˆ; uˆ− un) + b(un − uˆ; un − un+1)]
¿ 〈N (Tun; Aun)− N (T uˆ; Aun); (un; uˆ)〉
+ 〈N (T uˆ; Aun)− N (T uˆ; Auˆ); (un; uˆ)〉
+ 〈N (Tun; Aun)− N (T uˆ; Aun); (un+1; un)〉
+ 〈N (T uˆ; Aun)− N (T uˆ; Auˆ); (un+1; un)〉
− [‖un − uˆ‖2 + ‖un − uˆ‖‖un − un+1‖]
¿ ‖Tun − T uˆ‖2 + ‖un − uˆ‖2
− ‖N (Tun; Aun)− N (T uˆ; Aun)‖‖(un+1; un)‖
− ‖N (T uˆ; Aun)− N (T uˆ; Auˆ)‖‖(un+1; un)‖
− ‖un − uˆ‖2 − ‖un − uˆ‖‖un − un+1‖
¿ ‖Tun − T uˆ‖2 − 1	‖Tun − T uˆ‖‖un+1 − un‖
− 2	‖Aun − Auˆ‖‖un+1 − un‖+ ‖un − uˆ‖2
− ‖un − uˆ‖2 − ‖un − uˆ‖‖un − un+1‖
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¿ [‖Tun − T uˆ‖2 − 1	‖Tun − T uˆ‖‖un+1 − un‖]
− (2	+ )‖un − uˆ‖‖un+1 − un‖+ (− )‖un − uˆ‖2
¿ 
[
−
2
1	
2
4
]
‖un+1 − un‖2
− (2	+ )‖un − uˆ‖‖un+1 − un‖+ (− )‖un − uˆ‖2:
Therefore, we have
(un+1)− (un)¿ 12
(
 − 
2
1	
2
2
)
‖un+1 − un‖2
− (2	+ )‖un − uˆ‖‖un+1 − un‖+ (− )‖un − uˆ‖2
¿
[
(− )− 
2(2	+ )2
2( − 21	22 )
]
‖un − uˆ‖2 (4.6)
Condition (4.3) and the inequality (4.6) show that the sequence {(un)} is strictly decreasing (unless
un= uˆ) and it is nonnegative by (4.5). Hence it converges to some number. Therefore, the dierence
of two successive terms of the sequence goes to zero and so the sequence {un} converges strongly
to uˆ as n → ∞. This completes the proof.
Corollary 4.1. Let D be a nonempty convex subset of a reexive Banach space B with dual space
B∗. Let T; A :D → B∗ and  :D × D → B be mappings. Let w∗ ∈B∗ be given and b :D × D →
(−∞;+∞] be a functional and K :B→ (−∞;+∞] be a dierentiable convex functional such that
(1) T −A is continuous from the weak topology to the strong topology and T is -cocoercive with
constant ¿ 0,
(2)  is Lipschitz continuous with constant 	¿ 0 such that
(a) for each v∈D, u → (u; v) is continuous from the weak topology to the weak topology,
(b) (u; v) = (u; z) + (z; v) for all u; v; z ∈D,
(c) for each xed u; w∈D, the function v → 〈Tu− Au− w∗; (w; v)〉 is concave,
(3) A is -relaxed Lipschitz continuous with constant ¿ 0 and A is Lipschitz continuous with
constant ¿ 0,
(4) b satises conditions (i)–(iv) such that + 	¡;
(5) the derivative K ′ of K is strongly monotone with constant ¿ 0 and w → K ′(w) is continuous
from the weak topology to the strong topology.
Then
(I) there exists an unique solution uˆ∈D of the NMVLIP(1:2),
(II) for each ¿ 0, there exists an unique solution un+1 ∈D of problem (4.1) or (4.2) with
N (Tu; Av) = Tu− Av for all u; v∈D and un substituted for u∗,
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(III) if
0¡¡
2(− )
(− )	2 + (	+ )2 ; (4.7)
then the sequence {un} dened by the Algorithm (4.1) with N (Tu; Av)=Tu−Av for all u; v∈D
strongly converges to uˆ.
Proof. Let N (Tu; Av) = Tu− Av for all u; v∈D. It is easy to check that all conditions of Theorem
4.1 are satised. The conclusions of Corollary 4.1 follow from Theorem 4.1.
Remark 4.2. Theorem 4.1 and Corollary 4.1 improve and generalize Theorem 4.1 of Ding [7] in
several aspects. Hence Theorem 4.1, in turn, generalize Theorem 5.1 of Noor [26], Theorem 3.1
of Noor [21–24] to noncompact setting of reexive Banach spaces. Theorem 4.1 also generalizes
Theorem 2.2 of Cohen [3] to more general variational-like inequalities.
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