Abstract-This paper combines the so-called congelation of variables method with adaptive immersion and invariance (I&I) to adaptively control systems with varying parameters. A dynamic scaling estimator without overparameterization is proposed. This does not require solving partial differential equations and removes other restrictive assumptions in the classical I&I estimator design. A controller that guarantees input-to-state stability of the closed-loop system is then used. The joint estimator-controller design guarantees global stability of the adaptive closed-loop system, convergence of the plant state and global boundedness of the estimator state. A design example for the position/force control of a series elastic actuator is discussed. This exploits the idea that bounded nonlinearities in the system dynamics can be viewed as time-varying parameters. Simulation results show a well-damped transient response and illustrate the theoretical results.
I. INTRODUCTION
Adaptive control has under gone extensive research in the past 30 years (see e.g. [1] , [2] , [3] , [4] ), though only a few works have been performed for systems with time-varying parameters. The early works on adaptive control for timevarying systems (see e.g. [5] ) exploit persistency of excitation to guarantee stability. Later works (see e.g. [6] , [7] ) remove the restriction of persistency of excitation and only require bounded and slow (in an average sense) parameter variations.
More recent works mainly belong to two trends. One of the trends is based on the robust adaptive law (RAL) [3] , where a switching parameter update law called σ -modification is applied. In this scheme asymptotic tracking is achieved when the parameters are constant, otherwise the tracking error is related to the rates of the parameter variations [8] . In [9] and [10] the parameter variations are modelled via the superposition of known structured parameter variations and unknown unstructured variations. The residual tracking error is only related to the rates of the unstructured parameter variations.
The other trend is based on filtered transformations, see [11] , [12] and [13] . These methods can guarantee asymptotic tracking provided that the parameters are bounded in a compact set, their derivatives are L 1 and the disturbance on the state evolution is additive and L 2 . In addition a a.astolfi@imperial.ac.uk priori knowledge on parameter variations is not needed, and the residual tracking error is independent of the rates of parameter variations.
In [14] a method called the congelation of variables has been proposed. This method substitutes the time-varying parameters in the Lyapunov function used for controller design with constant unknown parameters. The controller design is then divided into a traditional adaptive control design with constant unknown parameters and a damping design to counteract the perturbation caused by the substitution of parameters. This method achieves adaptive regulation with state feedback and output feedback as well as removes common restrictions on the derivatives of the unknown parameters.
This paper intends to combine the congelation of variables method with the adaptive immersion and invariance (I&I) scheme introduced in [15] and developed in [16] , [4] and [17] . In the adaptive I&I scheme the parameter estimate is composed of a dynamic updated part and a static part (the β function). The major feature of this scheme is that it avoids the cancellation of parameter estimation error terms and renders L 2 the inner product of the regressor and the parameter estimation error, while in most other schemes the parameter estimation error terms are cancelled and one can only conclude boundedness of the estimation error. This feature, though does not necessarily guarantee the convergence of the parameter estimation error, typically achieves good transient performance due to the extra damping effect given by the β function.
In this paper the only restriction on parameter variations is the following natural assumption.
Assumption 1: The vector of q unknown time-varying parameters θ satisfies, ∀t ≥ 0, the box constraint
where the sign "≤" is to be understood element-wise. Only the "radius" of the compact set δ = 1 2 |θ − θ | is assumed to be known while θ andθ may be unknown.
II. AN INTRODUCTORY EXAMPLE
In order to study the combination of the adaptive I&I scheme with the congelation of variables method in the presence of time-varying parameters, we first consider a scalar system, the time-invariant case of which has been discussed in Section 3.2 of [4] , namely the systeṁ
where the state x(t) ∈ R, the input u(t) ∈ R, and the unknown time-varying parameter θ (t) ∈ R. Consider a nominal con-troller with a constant parameter , that is
where ∆(t) = − θ (t) is the perturbation term caused by the congelation of variables. Due to Assumption 1, it is always possible to select =
Taking the time derivative of V x along the trajectories of the system yieldṡ
for some selection of k 1 > 0 and k 2 > 0. This confirms that the system is stabilizable. Note the fact that is unknown and not implementable: one needs to use adaptive controller to "recover" the nominal controller. To this end, define the offthe-manifold error z =θ − + β (x). If one regardsθ + β (x) as the parameter estimate, then the estimation error is z+∆ = θ −θ +β (x). Based on the nominal stabilizing controller, we construct the adaptive control law
and the update laẇ
and the z-dynamicsż
Consider V x again and its time derivatives along the trajectories of the system. This yieldṡ
To dominate the positive term x 4 z 2 let
with γ > 0. Consider the Lyapunov function candidate
Its time derivative along the trajectories of the closed-loop system is such thaṫ
It can be concluded, invoking LaSalle-Yoshizawa theorem, that lim t→∞ x(t) = 0 and z(t) is globally uniformly bounded. Additionally, as a feature of the adaptive I&I scheme,
Compared to the introductory example in [4] , the control law (5) contains an extra nonlinear damping term −k 2 x 3 to counteract the perturbation caused by the parameter variations. This idea is similar to the methods used in [14] .
Remark 1: It can be seen from this simple example that the method of congelation of variables is essentially designing a nominal robust controller with constant unknown parameters for a system with vanishing perturbation terms and then designing an adaptive controller to "recover" the nominal controller.
Note that for the scalar case one only needs to solve for β (x) by integrating both sides of (10):
In general equation (10) reduces to a partial differential equation (PDE) and constructing β by integration requires restrictive assumptions, as discussed in [4] and [17] .
III. DYNAMIC SCALING ESTIMATOR
In this section we consider a linearly parameterized nonlinear system 1 described by the equatioṅ
where the state x(t) ∈ R n , the input u(t) ∈ R m , and the vector of unknown time-varying parameters θ (t) ∈ R q . To avoid impractically restrictive assumptions, the dynamic scaling technique (which has been originally developed for highgain observers [18] ) is applied and the off-the-manifold error z(t) ∈ R q is defined as
where r(t) ∈ R is the scaling factor,θ (t) is the dynamic part of the parameter estimateθ + β (x,x), ∈ R q is the constant vector of congealed parameters, β (x,x) is the static part of the parameter estimate and
with Γ = Γ 0. The auxiliary statex is updated using the filterẋ
wherex =x − x, and L(x, r,x) is the injection gain to be designed later. As a result thex-dynamics iṡ
Applying the parameter update law:
yields the z-dynamicṡ
Note that Φ(x) = Φ(x) + D(x,x)(I n ⊗x) with some D(x,x) ∈ R q×n 2 due to the smoothness of Φ(·), where ⊗ denotes the Kronecker product. Finally the dynamics of z can be written asż
Lemma 1: Consider the plant (12) and the dynamic scaling estimator withṙ
where r(0) = 1, cI q 2Γ, | · | F the Frobenius norm, and
with λ > 0,L(x, r,x) = εcr 2 diag |D(x,x)(I n ⊗ e j )| 2 F , ε > 0, and e j the j − th unit vector in R n , for j = 1, . . . , n. The Lyapunov function candidate V zxr (z,x, r) = 2z Γ −1 z + 1 2 λ |x| 2 + 1 2 λ εr 2 has a time derivative along the trajectories of the system that satisfieṡ
Moreover, if δ = 0, i.e. all unknown parameters are constant,
which is always well-defined due to the smoothness of Φ(·). Compared to its counterpart in [17] , Lemma 1 does not use overparameterization, which makes the result applicable to non-overparameterized controllers. In addition, Lemma 1 uses the Frobenius norm instead of the induced 2-norm, which can be turned into pre-computed expressions without online norm computation. Due to the same reason, the Kronecker products in the D-terms are not implemented in practice and do not complicate the estimator design.
Although the estimator design cannot guarantee the boundedness of the estimator states alone, this problem can be solved by a joint estimator-controller design, as discussed in the next section.
IV. ISS CONTROLLER
Consider a linearly parameterized, input affine, nonlinear system described by the equatioṅ
which is a special form of (12) with f u (x, u) = f (x) + g(x)u. Consider a nominal control law v(x, ), which is a function of the state x(t) and a constant vector of parameters (assumed to be known). The resulting closed-loop system iṡ
To be able to conclude stability properties one typically needs to make a structural assumption based on the plant and the nominal controller. Assumption 2: The system (25) has a globally asymptotically stable equilibrium at x = x * .
Remark 4: Assumption 2 means that the system can be robustly stabilized in the presence of perturbation ∆(t) even when the controller does not incorporate θ (t) directly, but only uses a constant (typically selected as 1 2 (θ +θ )) related to θ (t). This is the fundamental difference between nominal controllers of classical certainty-equivalence adaptive schemes and the nominal controller in the congelation of variables scheme. It can also be seen that when θ is constant, = θ and ∆ = 0, and the nominal controller reduces to the classical case.
Since is unknown in adaptive control scenarios, we replace with the parameter estimateθ + β , which yields an adaptive control law of the form 2 v(x,θ + β ) and the closed-loop dynamicṡ
Proposition 1: Consider the system (24) and the dynamic scaling estimator given by (14) , (15), (17), (20), (21) . Assume that Assumption 2 holds and there exists a positive definite (centered at x = x * ) and radially unbounded function V x and a control law v(x,θ + β ) such that the time derivative of V x along the trajectories of the system satisfieṡ
where U(x) is a positive-definite function centered at x = x * . Then lim t→∞ x(t) = x * and all other states are globally uniformly bounded.
Remark 5: From (27) we can see that the aim of designing a controller that guarantees plant-controller input-to-state stability is to use strengthened damping terms to construct the stabilizing term δ 2 |Φ(x)| 2 F inV x to dominate the positive term δ 2 |Φ(x)| 2 F inV zxr resulting from the estimator design, and treat Φ (x)z as an exogenous input. The stability of the whole plant-controller-estimator system is then guaranteed by the property of the estimator that Φ (x)z is L 2 .
In practice, this ISS controller is applicable to at least three types of systems. The first type is given by systems satisfying the matching condition, which is the case considered in the introductory example in Section II. The second type is given by systems satisfying the extended matching condition, which will be discussed in the design example in Section V. The third type is given by systems in parametric strictfeedback form. This type of systems requires the overparameterized and lower triangular estimator-controller design of the I&I scheme. In this case, Φ(x) and z in Proposition 1 become (x 1 , . . . , x i ) and z i , i = 1, . . . , n due to overparameterization. The design procedures are elaborated in [4] , [16] , [17] and the modifications for time-varying parameters can be performed in the same spirit as the method shown in this paper.
Remark 6: The result in [15] on linearly parameterized plant implicitly requires the number of unknown parameters not to be larger than the dimension of the state, i.e. q ≤ n. This restriction is removed in this paper by designing an ISS controller with respect to the input Φ (x)z.
V. A DESIGN EXAMPLE ON SERIES ELASTIC ACTUATORS
In this section we provide an illustration of the proposed ideas designing a controller for the so-called series elastic actuators (SEAs) [19] . SEAs are widely used in robotics: they turn a force control problem into a position control problem using the elastic characteristic of the link due to the well-known Hooke's law.
Control problems arise in SEA due to the extra dynamics caused by the elastic linkage compared to traditional servo problems. A variety of control methods have been applied on SEAs, including PID control [19] , PD control with a disturbance observer [20] , adaptive control [21] , and sliding mode control [22] . In most works, the elastic linkage is modelled as a linear spring with known stiffness and the force exerted on the load is determined by the relative position between the load and the actuator. However, in general, the elastic linkage has nonlinear elastic characteristic. Such nonlinearity is either designed on purpose [23] , [24] , or unavoidable due to the property of elastic material [25] .
Assume that the nonlinearity can be described by the model
where F s is the elastic force of the spring, K s is the apparent stiffness parameter, and d is the deflection of the spring.
is also a function of time that can be written as K s (t) with a slight abuse of notation. This allows to view K s as a time-varying parameter and apply the adaptive control scheme introduced above to the SEA position/force control problem. We now consider the SEA connected with a fixed load as shown in Fig. 1 . This is the scenario in which the endeffector is in contact with the object to be manipulated and gradually exerts force on the object (e.g. the egg-grasping task). The goal of the control is to let the DC motor drive the moving end of the spring to a desired deflection d * such that the force exerted on the load is the desired value K s (d * ). The transient stage should behave in an over-damped way so that the force on the end-effector does not cause damages. The physical model of the SEA with fixed load driven by a translational DC motor (a compound of DC motor, gearbox, and linkages that turn the rotary motion into translational motion) is given by the differential equations
where m is the apparent mass of the moving parts (the total inertia of the rotor of the motor, the gearbox and other linkages), K v is the viscous friction constant, K f is the force constant, K b is the back-electromotive-force constant, L is the inductance of the armature, R is the resistance of the armature, i is the current through the armature, and V in is the voltage on the armature. Here we assume that the constants of the DC motor are known and the only unknown "parameter" is K s d(t) . Consider an asymmetric nonlinear spring 3 , the stiffness of which (plotted in Fig. 2 ) is given by
where K s1 and K s2 are the stiffness constants of the linear springs used to realize the nonlinear spring device, l 01 , l 02 , l 1 , l 2 are parameters related to geometric configurations such that l 01 ≤ l 1 , l 02 ≤ l 2 . The system (29) has an equilibrium at
In a regulator problem we want to shift the origin of the state variables to the desired set point. To this end, define the shifted elastic characteristic
This allows writing (29) into the 3-dimensional state space model 3 The realization of the nonlinearity using linear springs is shown in Fig. 8 (b) of [23] and the realization of the asymmetry is shown in Fig. 4 of [24] .
where
Due to the boundedness of K s * (x 1 ) and the Lipschitz continuity of K s * (x 1 ) at x 1 = 0, θ x 1 (t) can be treated as a bounded time-varying parameter θ (t), with a slight abuse of notation. Unlike the system (2) in the introductory example, (31) does not satisfy the matching condition, thus requiring the use of the adaptive backstepping techniques [2] .
Step 1. Let ξ 1 = x 1 , ξ 2 = x 2 − α 1 be the first two error variables in the backstepping design, and let the first virtual control law be
which yieldsξ
Step 2. Let ξ 3 = x 3 − α 2 and
Then the dynamics of ξ 2 becomeṡ
Step 3. Let the actual control law
This yields the dynamics of the third error variablė
Proposition 2: Consider system (31) with the dynamic scaling estimator given by (14) , (15), (17), (20) , (21) , and the controller (37). Select the damping terms as
with k 1 > 0, k 2 > 0, and k 3 > 0. Then lim t→∞ x(t) = 0, in particular, d → d * as t → ∞, and all other states are globally uniformly bounded.
Proof: Consider the Lyapunov function candidate
The time derivative of V ξ along the trajectories of the system is such thaṫ
Using the damping terms (39)-(41) yieldṡ
It can be concluded from Proposition 1 that lim t→∞ ξ (t) = 0 and all other states are globally uniformly bounded. Using a standard argument for stability in the backstepping scheme, lim As shown in Fig. 3 the actuation is intentionally tuned to be overdamped so that the force is smoothly exerted on the load thus preventing damages. Fig. 5 shows the variation of θ (t) during the transient stage. Note that θ (t) is bounded as is stated in the discussion on (32).
VI. CONCLUSIONS AND FUTURE WORK
In this paper the adaptive I&I scheme has been modified with the congelation of variables method to cope with time-varying parameters. A non-overparameterized dynamic scaling estimator is proposed to avoid solving PDEs in the estimator design of the adaptive I&I scheme. An ISS controller is then designed. This works jointly with the estimator to guarantee global stability of the system, convergence of the plant state and global boundedness of the estimator state. A design example for an SEA in which the bounded nonlinearity in the system dynamics is regarded as a timevarying parameter is discussed. The simulation results show a well-damped transient response that fulfills the position/force control task.
The proposed adaptive control scheme has still limitations in general set-point regulation and reference tracking tasks. These will be investigated in the future. 
