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Abstract
In this paper, we present a framework for integrating real-time components in the
same system, where each component has its own scheduling algorithm. There are
two main reasons for this research: to allow maximum ﬂexibility in the design of
systems with diﬀerent real-time activities and to reuse already existing applications
without changing their scheduling policy. After deﬁning the concept of component
in our context, we present our methodology that is based on a two-level hierarchical
scheduling paradigm. At the global level, a scheduler selects which component must
be executed at each instant; the selected component then chooses which task has
to be scheduled depending on its own scheduling strategy.
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Fig. 1. A hierarchical scheduler.
1 Introduction
In software engineering, a software component is described by the services it
requires and the services it provides to the other components in the system.
For example, in object oriented programming, an object is characterized by
its programming interface whereas the required services are often speciﬁed at
the design level with some speciﬁcation language.
Component-based design and development techniques are now being ap-
plied in real-time embedded systems. However, such techniques must be
adapted to the particular needs of this domain. Until now, little work has
been done on the characterization of the quality of service of a component
from a temporal point of view. This would be especially useful in the real-time
domain, where components consist of concurrent cyclic tasks with temporal
constraints (i.e. deadlines). In fact, when we integrate all the components in
the ﬁnal system, we must be able to analyse the schedulability of the system
(i.e. to check if the deadlines are respected).
The schedulability analysis depends on the adopted scheduling algorithm.
There are many real-time scheduling algorithms: in practice, ﬁxed priority
scheduling is the most widely adopted paradigm, because it is provided by all
real-time operating systems. In some speciﬁc domain, like higly critical hard
real-time systems, the Time Triggered paradigm is used instead. The Earliest
Deadline First algorithm is used when we want to maximize the resource
utilization. In general, there is not a catch-all: a scheduling algorithm is best
suited in some case and is less suited in others.
To allow maximum ﬂexibility and separation of concerns, each components
should be designed assuming its own scheduling algorithm: during the inte-
gration phase, it would then be necessary to put togheter all the components,
each one with its own scheduling algorithm. The structure of such hierarchical
system is shown in Figure 1.
As an example, consider an engine control system in the automotive do-
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main. In a standard controller, we can distinguish two sets of activities:
• Some activity is triggered by the crank angle sensor. The time between
two activations is variable and depends on the rotations per minute of the
engine. Therefore, the activity is triggered by an interrupt at a variable rate.
Probably, the best way to schedule such an activity is by a ﬁxed priority
scheduler.
• Many other activities in the same system are periodic, and must be activated
by a timer. For example, most of these systems are conneted to other elec-
tronic boards in the car through a Time Triggered network, which requires
precise timing. Therefore, this second set of activities are best handled by
a time triggered paradigm.
If we want to use a unique scheduling paradigm for the whole system we
must either reduce the two set of activities to periodic tasks, and force them
to be scheduled by a time triggered paradigm; or re-program the second set
of activities to be handled by a ﬁxed priority scheduler. In both case we
have to do some eﬀort in the programming; moreover, we will probably loose
something in term of resource usage. The best choice would be to program
the two set of activities as two distinct components, each one with its own
scheduler, and then integrate the two components in the same system.
A similar problem arises when dealing with real-time systems with mixed
constraints. In many systems, some activity may be critical and must be
treated as a hard real-time (i.e. no deadline must be missed); some other ac-
tivity is less critical and nothing catastrophic happens if some constraint is not
respected. However, the quality of service provided is inversely proportional
to the number of missed deadlines (soft real-time tasks). Diﬀerent scheduling
paradigm are used for hard and soft real-time activities: one way of composing
such activities would be to implement them as diﬀerent components, each one
with its own scheduling algorithm.
Another motivation for composing schedulers is the possibility to re-use
already existing components. Suppose we have a component that consists of
many concurrent real-time tasks, which has been developed assuming a ﬁxed
priority scheduler. Now, we want to re-use the component in a new system in
which we want to use the Earliest Deadline First algorithm, but we cannot go
back to the design phase (for example for cost reasons). Therefore, we need
a way of using the same component in the new system without changing its
scheduling algorithm.
In this paper, we present a framework for integrating real-time components,
each one with its own scheduling algorithm, guaranteeing the correctness of
the system from a schedulability point of view. In this paper we will not
consider problems related to the functional properties of the components, but
only to their temporal properties.
After deﬁning the concept of component in our context, we will propose a
two level hierarchical scheduling strategy. At the global level, a system-level
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scheduler select which component has to be executed at each instant. The
selected component then chooses which task has to be executed depending on
its own scheduling algorithm.
2 Related Work
The research on two-level scheduling algorithms can be considered a hot topic
in the ﬁeld of real-time system research.
A general methodology for temporal protection in real-time system is the
resource reservation framework [15,14]. The basic idea, which was formalized
by Rajkumar [17], is that each task is assigned a server that is reserved a
fraction of the processor available bandwidth: if the task tries to use more
than it has been assigned, it is slowed down.
This framework allows a task to execute in a system as it were executing
on a dedicated virtual processor, whose speed is a fraction of the speed of the
processor. Thus, by using a resource reservation mechanism, the problem of
schedulability analysis is reduced to the problem of estimating the computa-
tion time of the task without considering the rest of the system.
Recently, many techniques have been proposed for extending the resource
reservation framework to hierarchical scheduling. Baruah and Lipari in [11]
propose the H-CBS algorithm, which permits to compose CBS schedulers at
arbitrary levels of the hierarchy. The H-CBS is also able to reclaim the spare
time due to tasks that execute less than expected according to the hierarchical
structure. However, the only scheduling algorithm permitted at all levels is
the EDF algorithm. A similar work has been done by Saewong et al. [18] in
the context of the resource kernels. They propose a schedulability analysis
based on the worst-case response time for a local ﬁxed priority scheduler.
Liu and Deng in [6,5] proposed a two-level hierarchical architecture, which
uses the EDF as global scheduler and uses a dedicated TBS for each applica-
tion. It is then possible to select the most appropriate scheduling algorithm
for each application. The paper presents also a suﬃcient condition for schedu-
lability. This work has been later extended by Kuo et al. [8] for using RM as
global scheduling algorithm, but the authors assume that all tasks are periodic
with harmonic periods.
Lipari and Baruah in [10,9] presented the BSS scheduling algorithm that
uses EDF as global scheduling algorithm, and permits to select any scheduling
algorithm as application level scheduler. The paper presents schedulability
conditions for applications that use EDF and RM as second level schedulers.
However, the algorithm is complex to implement and assumes the knowledge
of all task deadlines; in ﬁxed priority scheduling, the absolute deadline may
not be speciﬁed in the implementation of the task. Therefore, it is not possible
to schedule legacy applications.
Feng and Mok [16] presented a general methodology for hierarchical par-
titioning of a computational resource. It is possible compose schedulers at
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arbitrary levels of the hierarchy. They also propose simple schedulability test
for any scheduler at any level of the hierarchy, but these tests are only suﬃ-
cient. In this paper, we will follow their same initial approach. However, while
Feng and Mok concentrate their research on how to analyse and guarantee
the schedulability of an application on a partition, we will address the reverse
problem: given an application, scheduled by a local ﬁxed priority scheduler,
how to select the “best” partition for the application.
In this paper we discuss a general framework for composing real/time com-
ponents in the same system, each one of them can have its own scheduling
algorithm. To the best of our knowledge, this is the ﬁrst attempt to use hier-
archical scheduling techniques for component based development of real/time
systems.
3 Definition of component
A component is a piece of software consisting of:
• a set of one or more concurrent tasks (i.e. ﬂows of execution);
• a scheduler (i.e. an algorithm that chooses which task must be executed at
every instant);
• a set of output data ports;
• a set of input data ports.
3.1 Tasks
A task τi is a sequential program that is activated multiple times by external or
internal events. At each activation (also called job) a piece of code is executed,
and at the end the task is blocked waiting for the next activation. A task τi is
characterized by a worst-case execution time Ci and a minimum interarrival
time Ti between two consecutive activation. A task is periodic if it is activated
exactly every Ti. Since we are interested in real-time applications, every job is
assigned a deadline di. In most cases, this deadline is equal to the activation
time ri plus a relative deadline Di. Summarizing, in the following a task τi is
described by a t-uple (Ci, Ti, Di).
Components that do not have a proper task (i.e. do not posses an indepen-
dent ﬂow of execution) are called “passive components”. Passive components
are data structures that can be protected by mutex semaphores. In this work,
we will not consider passive components.
3.2 Communication
A component provides services to the other components and requires services
from the external world. There are several methods for communicating be-
tween components, and they can be classiﬁed according to their synchroniza-
tion paradigm. We can have synchronous services (i.e. a component invokes a
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service and waits for the response), asynchronous services (i.e. a component in-
vokes a service and continues executing without waiting), loosely synchronous
services, etc. In this paper, we will only consider a particular communication
paradigm that completely de-couples the temporal behaviour of one compo-
nent from the others.
A component Ci provides output data ports Oik to the other components,
and reads data from its input data ports Iik. During integration, input and
output data ports are connected to cyclic asynchronous buﬀer buﬀers (CABs)
[4]. A CAB is a data structure that can be read and written at any instant
and that always maintains the last written value. Read and write operation
are never blocking. Such data structure can be implemented with a multiple
buﬀers structure so that two concurrent tasks never access the same buﬀer at
the same time.
We choose this communication paradigm because it completely de-couples
the temporal behaviour of one component from the others, and greatly sim-
pliﬁes our integration analysis. As a future work, we plan to introduce other
communication paradigms, like for example asynchronous procedure calls.
In a real-time system it is important to compute the maximum end-to-end
delay that it takes to the system to elaborate one output, from the time the
data is read from the external world (sensors), to the time that it is delivered
to the external world (actuators). To do this computation, we must be able
to characterize the ﬂow of data from a temporal point of view.
For example, if component C1 requires fresh sensor data every 10msec from
component C2, but the latter produces the data on the output port only every
20msec, there is a clear mismatch between the two components. To be able to
check these mismatches, we have to introduce temporal constraints associated
to the required data and temporal proﬁles associated to the provided data.
We propose here three additional parameters to associate to each provided
data port Oik of component Ci:
• the maximum delay from the input δik; this is the maximum time for the
component to take the original data from the input (for example, a sensor
or another component), elaborate and write the result in the output data
port;
• the period πik; this is the average time between two consecutive output
instants in the data port;
• the maximum jitter φik; this is the maximum amount of deviation (in pos-
itive or in negative) from the expected delivery time.
Bound for these parameters can be obtained from the component tasks by
analyzing their worst case temporal behavior. We do not report here the
methodology for computing these bounds as it depends also on the scheduling
algorithm. It is suﬃcient to say that this quantities can be computed easily
by doing an accurate worst case schedulability analysis.
Conversely, each input data port Iik has only one requirements: the max-
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Fig. 2. Function γC(t) for the component in the example.
imum allowed delay ∆ik from the source, that is the maximum time it takes
the data from the original source (i.e. a sensor) to the component reading.
We will use such parameters during the integration phase to check that
the composition respects all the temporal constraints.
3.3 Temporal profile of a component
To be able to analise the whole system during the integration phase, we need to
summarize the temporal characteristics of each component in a compact and
eﬀective way. However, every scheduling algorithm has its own schedulability
test. Therefore, we need to abstract away from the particular scheduler and
from the task set structure.
When diﬀerent components are present in the system, the processor exe-
cution time must be allocated to the diﬀerent components so that every task
meet its deadlines. Therefore, we ﬁrst need to describe the worst-case temporal
requirements of every component. On the other side, the global scheduler must
allocate to each component the less execution time that is possible without
compromising any deadline. In other words, we need to compute theminimum
amount of execution time that component C must receive in every interval to
guarantee that all deadlines are met. We call this function the temporal profile
γC(t) of component C.
3.3.1 Example
Consider a component C1 consisting of only one task τ1 with C1 = 3msec,
D1 = 5msec, T1 = 10msec. It is clear that the minimum amount of time
that the component must receive in every interval of lenght t = 5msec is
3msec, otherwise the task could miss its deadline. For all intervals of lenght
5 ≤ t < 15, the amount of time is still 3, whereas for intervals of lenght
15 ≤ t < 25 the amount of time is 6. The corresponding function γC(t) is
depicted in Figure 2.
When considering components with more that one task, the proﬁle function
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depends also on the adopted scheduling algorithm. In this paper we consider
three diﬀerent schedulers.
3.3.2 Earliest Deadline First
This algorithm schedules the job with the earliest deadline at every instant.
EDF is optimal, in the sense that if a task set is schedulable by any other algo-
rithm, then it is schedulable by EDF. Baruah et al. [2] found a schedulability
analysis for EDF based on the computation of the demand bound function:
DBF (t) =
n∑
i=1
max
{
0,
(⌊
t−Di
Ti
⌋
+ 1
)
Ci
}
A set of real-time tasks is schedulable by EDF if in every interval of time the
demand bound function is not greater than the available execution time:
∀t > 0 DBF (t) ≤ t
It is straigthforward to show that the proﬁle function γC(t) for a component
C with a EDF scheduler is its demand bound function.
3.3.3 Time Triggered Scheduling
According to this paradigm, a schedule is pre-computed oﬀ-line and stored in
a table. On-line, a dispatcher reads the table as the time passes and schedules
the corresponding job. Fohler [7] presented an algorithm, called Slot Shifting,
for scheduling aperiodic requests in a Time Triggered Architecture. The algo-
rithm ﬁrst reduces the table driven schedule in a sequence of target windows:
each job Jij of task τi is assigned a target window [rij , dij] with the mean-
ing that the job must be executed after rij and must terminate before dij.
The table driven schedule can then be transformed in a EDF schedule of jobs
{Jij}, where rij is the release time of job Jij and dij is its deadline. Hence, it
is straightforward to apply the same analysis as EDF, and compute a proﬁle
function as follows:
γC(t) = max
t1,t2
{D(t1, t2)}
where
D(t1, t2) =
∑
t1≤rij dij≤t2
Ci.
3.3.4 Fixed Priority
In this paradigm, every task is assigned an integer that represents its priority.
At any instant, the job corresponding to the task with the highest priority
is executed. Many schedulability tests have been devised for a ﬁxed priority
scheduler. It has been proved [13] that the Deadline Monotonic priority as-
signment (i.e. every task is assigned a priority inversely proportional to its
relative deadline Di) is optimal.
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Bini and Buttazzo [3] presented a necessary and suﬃcient test for ﬁxed
priority scheduling that can be easily generalized for our purpouses. Lipari and
Bini [12] presented a method for computing an entire class of proﬁle functions
that bound the requirement of a ﬁxed priority task set. These functions are
of the form:
ξα,∆(t) = ∆ + αt
where α and ∆ are two parameters that depend on the particular task set.
All the functions ξα,∆(t) have the property that if the component is assigned
at least ξα,∆(t) units of execution time in every interval of time t, then every
deadline in the task set is met. The interested reader can contact the authors
for more details on this methodology.
4 Global scheduling
Now, we need a global algorithm for scheduling the processor execution time
among the system components. Many algorithms have been proposed until
now, which can be roughly divided in two classes: static slot allocation, and
dynamic scheduling. In the ﬁrst class, there are algorithms that statically di-
vide the time-line in slots, and then assign slots to the diﬀerent components.
In the second class, there are scheduling algorithms that consider each compo-
nent as an aperiodic real-time task: these algorithms use classical techniques
of the real-time scheduling theory commonly referred as servers. In this pa-
per we will consider a particular server algorithm, called Constant Bandwidth
Server (CBS) [1]: however, the methodology described in this paper can be
applied to other kind of server algorithms as well.
A server is characterized by two parameters (Q,P ), where Q is the maxi-
mum budget, and P is the server period, with the meaning that the component
can execute for Q units of time every P units. The server dynamically main-
tains two internal variables q and d that are updated according to the server
rules 5 . The system consists of a set of servers scheduled by EDF: the server
with the earliest d is scheduled at each instant.
The previous algorithm has the following property [1]:
Property 1 Given a system consisting of n servers Si = (Qi, Pi), with
∑n
i=1
Qi
Pi
,
then every server Si that is continuosly backlogged is guaranteed to receive at
least Qi units of execution time every Pi units of time.
However, we do not know exactly when the component will receive execu-
tion, because it depends also on the presence of other servers in the system.
Therefore, it may be possible that the component receive all the needed com-
putation time at the beginning of the interval [kP, (k+1)P ], and then executes
in [kP, kP +Q]; or it may happen that it receive all computation time at the
5 Due to space constraints, we cannot describe here the entire server algorithm. Please,
refer to [1] for a complete description of the algorithm.
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end of the interval [kP, (k + 1)P ], that it in [(k + 1)P −Q, (k + 1)P ]; or that
the execution is scattered along the interval.
4.1 Characteristic function of a server
Given a component, we need to ﬁnd the server parameters (Q,P ) that make
its task set feasible. We already know how to compute the temporal proﬁle of
a component γC(t), which is the minimum amount of execution time that is
needed in every interval of time for guaranteeing that every deadline is met.
Now we need to compute the minimum amount of time ZSi(t) that is assigned
to a server Si, with parameters (Qi, Pi) in every interval of time of lenght t. We
call function ZSi(t) characteristic function of server Si. Finally, to guarantee
the schedulability of the component, we need to check that
∀t γC(t) ≤ ZSi(t).
Lipari and Bini [12], provided a method for computing the characteristic
function of a server.
Theorem 4.1 Given a server algorithm defined by the rules of Section 4, and
with parameters (Q,P ), its characteristic function is the following:
ZS(t) =


0 0 < t ≤ P −Q
(k − 1)Q kP −Q < t ≤ (k + 1)P − 2Q
t− (k + 1)(P −Q) (k + 1)P − 2Q < t ≤ (k + 1)P −Q
where k is an integer greater than zero and equal to
⌈
t−(P−Q)
P
⌉
.
The function ZS(t) for a server with Q = 5 and P = 8 is plotted in Figure
3.
ZS(t)
∆ PPP
t
Fig. 3. Characteristic function of server S = (5, 8).
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5 Integration
When one new component C must be inserted in the system, we have to
proceed as follows:
Temporal profile
First, we have to characterize the temporal proﬁle γC(t) of our component.
This depends on the number of tasks in the component, on their parameters
and on the scheduling algorithm. In case the scheduling algorithm is EDF
or TT, we have one choice; in the case of ﬁxed priority, we have a class of
bounding functions. Remember that the proﬁle function is the maximum
amount of time that the component requires in every interval of time t in
order to guarantee the deadlines of all its tasks.
Server parameters
The component must be encapsulated in a server with the proper param-
eters. The server is described by its characteristic function ZS(t), which rep-
resents the minimum amount of execution that in every interval of time t the
server can guarantee to the component. In order to make all tasks in the
component schedulable, we must compute the parameters (Q,P ) (and hence
the ZS(t)) such that
∀t > 0 ZS(t) ≥ γC(t)
In general, several pairs (Q,P ) satisfy the previous inequality: we will obtain a
class of parameters (Q,P ) among which we can choose the best pair according
to some user-deﬁned metrics. The procedure is a slightly more complex for
ﬁxed priority schedulers, as there are several possible γC(t) for the same com-
ponent. Due to space limitations, the exact procedure for computing (Q,P )
is not reported here: the interested reader can refer to [12] or contact the
authors.
System load
Then, we have to guarantee that the new server ﬁts well in the system
N∑
i=1
Qi
Pi
≤ 1
where N is the number of components. In case the above condition is not
respected, our system may be unschedulable, i.e. some task may miss some
deadline. Therefore, we have to go back and change something. We can either
eliminate one component or reduce its computational requirement.
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Communication
Now we consider the interaction between the diﬀerent components. We
have to check that, for every input port, the maximum delay constraint is
respected. We ﬁrst compute the maximum delay for the required data as
follows:
m∑
j=1
δjk + πjk + 2φjk
where C1, . . . , Cm are all components that elaborate the data from the original
source to the considered component Ci. Expression πjk + 2φjk takes into ac-
count the delay that it takes to pass the data from component Cj to component
Cj+1.
Hence, we have to check that
∆ik ≥
m∑
j=1
δjk + πjk + 2φjk
If all the previous steps were succesfully completed, our system is feasible:
all tasks of all components will meet their deadlines and all constraints on end-
to-end delay are respected. If something went wrong, the only possibility is to
go back and change something. For example, we could use a simpler compo-
nent that requires less computation time; or we can enforce better constraints
on the data.
6 Conclusions
In this paper we consider the problem of integrating real-time components,
each one with its own scheduler in the same system. The framework permit to
deﬁne and characterize each component in isolation from the rest of the sys-
tem, and then use an integration procedure for computing the global scheduler
parameters and check that the ﬁnal system respects all temporal constraints.
The deﬁnition of component used in this work is very simple: in partic-
ular, components can only communicate through asynchronous buﬀers. This
simpliﬁes the integration analysis as the component temporal proﬁles do not
depend on each other. Currently we are exploring extensions diﬀerent mod-
els of communications, that include synchronous and asyncronous procedure
calls.
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