Abstract-Recently, there has been an immense surge of interest in using unmanned aerial vehicles (UAVs) for civil purposes. Multi-UAV systems are safety-critical, and safety guarantees must be made to ensure no undesirable configurations such as collisions occur. Hamilton-Jacobi (HJ) reachability is ideal for analyzing such safety-critical systems because it provides safety guarantees and is flexible in terms of system dynamics; however, its direct application is limited to small-scale systems of no more than two vehicles because of the exponential-scaling computation complexity. By assigning vehicle priorities, the sequential path planning (SPP) method allows multi-vehicle path planning to be done with a computation complexity that scales linearly with the number of vehicles. Previously the SPP method assumed no disturbances in the vehicle dynamics, and that every vehicle has perfect knowledge of the position of higher-priority vehicles. In this paper, we make SPP more practical by providing three different methods for accounting for disturbances in dynamics and imperfect knowledge of higher-priority vehicles. Each method has advantages and disadvantages with different assumptions about information sharing. We demonstrate our proposed methods in simulations.
I. INTRODUCTION
Recently, there has been an immense surge of interest in using unmanned aerial vehicles (UAVs) for civil purposes. The applications of UAVs extend well beyond package delivery, and include aerial surveillance, disaster response, and other important tasks [1] , [2] , [3] , [4] , [5] . Many of these applications will involve UAVs flying in an urban environment, potentially in close proximity of humans. As a result, government agencies such as the Federal Aviation Administration (FAA) and National Aeronautics and Space Administration (NASA) of the United States are urgently trying to develop new scalable ways to organize an air space in which potentially thousands of UAVs can fly [6] , [7] .
One essential problem that needs to be addressed is how a group of vehicles in the same vicinity can reach their destinations while avoiding collision with each other. Several previous studies have attempted to address this problem. In some of these studies, specific control strategies for the vehicles or moving entities are assumed, and approaches such as induced velocity obstacles have been used [8] , [9] , [10] . Other researchers have used ideas involving virtual potential fields to maintain collision avoidance while maintaining a specific formation [11] , [12] . Although interesting results emerge from these previous studies, simultaneous trajectory planning and collision avoidance are not considered.
In the past, trajectory planning and collision avoidance problems in safety-critical systems have been studied using reachability analysis, which provides guarantees on the success and safety of optimal system trajectories [13] , [14] , [15] , [16] , [17] . In reachability analysis, one computes the reachable set, defined as the set of states from which the system can be driven to a target set. Reachability analysis has been successfully used in applications involving systems with no more than two vehicles, such as pairwise collision avoidance [14] , automated in-flight refueling [18] , two-player reach-avoid games [19] , and many others [20] .
Despite the advantages of reachability analysis, it cannot be directly applied to scenarios involving complex high dimensional systems such as multi-vehicle systems. The computation of reachable sets involves solving a HamiltonJacobi (HJ) partial differential equation (PDE) on a grid representing a discretization of the state space, causing an exponential scaling of computation complexity with respect to the dimension of the system, or roughly speaking, with the number of vehicles present.
In this paper, we build on the work in [21] , and assume a reasonable structure in the multi-vehicle path planning problem. In the sequential path planning (SPP) scheme, vehicles are assigned some priority. Higher-priority vehicles may ignore the lower-priority vehicles, who must take into account the presence of higher-priority vehicles by treating them as induced time-varying obstacles. Unlike the work in [21] , we incorporate disturbances for all vehicles and consider three different assumptions on the information each of the vehicles may have access to, making the sequential path planning substantially more practical. For each of the assumed information patterns, we propose a reachabilitybased method to compute the induced obstacles that would guarantee collision avoidance as well as successful transit to the destination. We demonstrate and compare our proposed methods through numerical simulations.
II. PROBLEM FORMULATION
Consider N vehicles whose joint dynamics described by the time-varying ordinary differential equation (ODE)
where x i ∈ R ni is the state of the ith vehicle, u i is the control of the ith vehicle, and d i is the disturbance experienced by the ith vehicle. In general, the physical meaning of x i and the dynamics f i depend on the specific dynamic model of vehicle i, and need not be the same across the different vehicles.
We assume that the control functions u i (·), d i (·) are drawn from the set of measurable functions 1 , and f i (t, x i , u i , d i ) is bounded, Lipschitz continuous in x i for any fixed t, u i , d i , and measurable in t, u i , d i for each x i . Given any initial state x 0 i and any control function u i (·), there exists a unique continuous trajectory x i (·) solving (1) [22] .
Let t
EDT i
and t
STA i
denote the earliest departure time and scheduled time of arrival, respectively, of vehicle i. Let p i ∈ R p denote the position of vehicle i; note that p i in most practical cases would be a subset of the state x i . Denote the rest of the states h i , so that
Under the worst case disturbance, each vehicle aims to get to some set of target states, denoted T i ⊂ R ni , at some scheduled time of arrival t STA i . On its way to T i , each vehicle must avoid the danger zones A ij (t) of all other vehicles j = i for all time. In general, the danger zone can be defined to capture any undesirable configuration between vehicle i and vehicle j. In this paper, we define A ij (t) as
the interpretation of which is that a vehicle is another vehicle's danger zone if the two vehicles are within a Euclidean distance of R c apart. The joint path planning problem is depicted in Fig. 1 . The problem of driving each of the vehicles in (1) into their respective target sets T i would be in general a differential game of dimension i n i . Due to the exponential scaling of the complexity with the problem dimension, an optimal solution is computationally intractable even for N > 2.
In this paper, we assume assigned priorities of the vehicles as in the SPP method [21] . While traveling to its target set, a vehicle may ignore the presence of lower priority vehicles, but must take full responsibility for avoiding higher priority vehicles. Since the analysis in [21] did not take into account the presence of disturbances d i and limited information available to each vehicle, we extend the work in [21] to consider these practically important aspects of the problem. In particular, we answer the following interdependent questions that were not previously addressed: Our solution method takes advantage of the doubleobstacle HJ variational inequality (VI) [17] , in which one computes the backwards reachable set (BRS) V(t) in the presence of a time-varying target set T (t) and time-varying obstacle G(t). Mathematically, we are given a system with state z evolving according tȯ
After defining some target set T (t), we compute V(t), defined by
where U is the set of measurable functions satisfying control constraints at every t, and Γ is the set of non-anticipative strategies [14] defined as follows:
Informally, the BRS is the set of states from which there exists a control such that for all non-anticipative disturbances, the system is driven into the target set T (t) in the time horizon [t, T ] without first entering the obstacle set G(t).
Given the target set T (t) specified as an implicit surface function such that T (t) = {z : l(t, z) ≤ 0}, the BRS can be obtained as the implicit surface function V (t, z) such that V(t) = {z : V (t, z) ≤ 0}, where V (t, z) is the viscosity solution [23] to the following HJ VI:
where g(t, x) is the implicit surface function representing G(t): G(t) = {z : g(t, x) ≤ 0}. After the BRS is computed, the optimal control can be obtained as follows:
In theory, one could define the state to be the joint states of all vehicles, z = (x 1 , x 2 , . . . , x N ), define the dynamics (3) to follow (1), the target set T to correspond to the situation in which all vehicles have arrived at their targets T i , i = 1, . . . , N , and the obstacle set G to correspond to the combination of all the danger zones A ij . Then, (6) could be solved to obtain V(t), and then the joint optimal control would be given by (7) .
However, practically, the dimensionality of the joint state z would be extremely high. In fact, for even the simplest vehicle models, solving (6) would be intractable for more than two vehicles. Therefore, we propose the sequential path planning method, which allows (6) to be solved in the state space of each vehicle, making the computation complexity scale linearly, as opposed to exponentially, with the number of vehicles.
B. Sequential Path Planning
In order to make the N -vehicle path planning problem safe and tractable, we impose a reasonable structure to the problem: each vehicle is assigned a strict priority ordering. When planning its trajectory to its target, a higher-priority vehicle can disregard the presence of a lower priority vehicle. In contrast, a lower priority vehicle must take into account the presence of all higher priority vehicles, and plan its trajectory in a way that avoids the higher priority vehicles' danger zones. For convenience and without lost of generality, let vehicle i have the ith highest priority and denote it as Q i .
Optimal path planning in this setting is enabled by a HJ VI which computes the BRS V i (t) from a target set T i in the presence of time-varying obstacles G i (t). In the sequential path planning application, the time-varying obstacles represent regions of the state space of Q i that must be avoided in order to ensure that Q i does not enter any danger zones of higher priority vehicles. We present three different ways to compute G i , obstacles induced by higher priority vehicles in Section IV. For now, we proceed assuming G i is given.
To obtain the optimal control for reaching the target we adapt (6) to Q i and solve the following HJ VI:
Here, the target set T i , obstacle set G i (t), and BRS V i (t) are related to l i (x i ), g i (t, x i ), V i (t, x i ) as follows:
From the BRS, the optimal control for vehicle Q i is then given as
If Q i uses the optimal control given by (10) , then Q i can be guaranteed to reach the target T i as long as Q i departs by the latest departure time t
IV. OBSTACLE GENERATION
Obstacles can be generated in many different ways depending on the assumptions made about the information the vehicles have about each other. In each of the three obstacle generation methods that we present, the goal is to compute, for each lower priority vehicle Q i , the time-varying obstacle induced by each higher priority vehicle Q j , j < i, denoted by O j i (t). Once O j i (t) is computed, we can then solve (8) with the union of all obstacles induced by higher priority vehicles as the total obstacle set G i (t):
In general, the different methods of obstacle generation can be used in a single path planning problem, since different control strategies can be assumed for each vehicle independently. This means that O j i (t) can be computed using a different method for each j. For example, a more predictable vehicle may induce obstacles under the stronger assumptions in Section IV-A, while a vehicle that requires more control freedom may induce obstacles under the weaker assumptions in Section IV-B.
A. Method 1: Centralized Controller
In this obstacle generation method, the induced obstacle for a vehicle Q j is computed assuming that Q j is applying the optimal control u * j (t, x j ) given by (10) , which takes Q j to the target in the optimal way according to the value function V j (t, x j ). If there is a centralized controller directly controlling each of the N vehicles, then the control law of each vehicle can be enforced. In this case, lower priority vehicles can safely assume that higher priority vehicles are applying the enforced control law.
From the perspective of a lower priority vehicle Q i , a higher priority vehicle Q j , j < i induces an time-varying obstacle that represents the positions that could possibly be within the capture radius R c of Q j given that Q j is executing the feedback controller u * j (t, x j ). Determining this obstacle involves first solving a forward reachability problem. The solution gives us the forward reachable set (FRS) of Q j starting from its initial state x j (t EDT ) at initial time t EDT , denoted W j (t) and defined as follows:
Conveniently, FRSs can be computed using a modified version of (8), defined in (13):
where l is chosen to be such that T = {x j (t 0 )}. In practice, when there is uncertainty in the initial state of Q j , we set T j to be a small region around x j (t 0 ). To impose that the optimal control is used, we substitute u j = u * j (t, x j ) into (13) instead of minimizing over u j .
The FRS W j (t) represents the set of possible states at time t of a higher-priority vehicle Q j given the worst case disturbance d j (·) and given that Q j uses the feedback controller u * j (t,
where the dist(·, ·) function represents the minimum distance from a point to a set, and the set P j (t) is the set of states in the FRS W j (t) projected onto the states representing position p j , and disregarding the non-position dimensions h j :
B. Method 2: Least Restrictive Control
If there is no centralized controller to enforce the control policy for higher priority vehicles, weaker assumptions must be made by the lower priority vehicles to ensure collision avoidance. One reasonable assumption that a lower priority vehicle can make is that all higher priority vehicles follow the least restrictive control that would take them to their targets. This control would be given by
Such a controller allows each higher priority vehicle to use any controller it desires, except when it is on the boundary of the BRS, ∂V i , in which case the optimal control u * j (x j ) given by (10) must be used to get to the target on time. This assumption is the weakest assumption that could be made by lower priority vehicles given that the higher priority vehicles will get to their targets on time.
Suppose a lower priority vehicle Q i assumes that higher priority vehicles Q j , j < i use the least restrictive control strategy (16) . From the perspective of the lower priority vehicle Q i , a higher priority vehicle Q j could be in any state that is reachable from Q j 's initial state x j (t EDT ) and from which the target T j can be reached. Mathematically, this is defined by Q j is the intersection of the FRS from the initial state x j (t EDT ) and the BRS defined in (4) from the target set T j , V j (t) ∩ W j (t). In this situation, since Q j cannot be assumed to be using any particular feedback control, W j (t) is defined in (17) and can also be computed by solving (13) .
W j (t) = {y ∈ R nj : ∃u ∈ U, ∃d ∈ D,
In turn, the obstacle induced by a higher priority Q j for a lower priority vehicle Q i is as follows:
where P j (t) is given by
C. Method 3: Robust Tracking of Nominal Trajectories
A third way of computing induced obstacles is to have vehicles commit to approximately tracking a robustly feasible nominal trajectory obtained in the path-planning phase. If a vehicle can be guaranteed to track a trajectory with a bounded error at all times, then this bound can be used to determine the induced obstacle. The planning phase does not make full use of the vehicle's control authority, as some margin is needed to reject unexpected disturbances. Therefore, with this method, planning is done for a reduced control set U p ⊂ U according to Section III. In this context, robust nonlinear control techniques such as Lyapunov-based methods [24] can be used to compute robust "funnels" around a concrete nominal trajectory. In this paper, we use reachability to determine the tracking error bound so that the tracking error bound can be determined independently of the nominal trajectory.
Here, we wish to find a robust controlled-invariant set in the joint state space of the vehicle and a tracking reference that may "maneuver" arbitrarily over time, and in the presence of an unknown bounded disturbance. Taking a worstcase approach, the tracking reference can be viewed as a virtual evader vehicle that is optimally avoiding the actual vehicle to enlarge the tracking error. We therefore can model trajectory tracking as a pursuit-evasion game in which the actual vehicle is playing against the coordinated worst-case action of the virtual vehicle and the disturbance. In general, this game will be governed by dynamics of the form:
Given an error bound E(x r,i ) on the tracking error e = x− x r , we define the target set T for this reachability problem to be the set of joint configurations where this bound is violated: T = {(x, x r,i ) : x ∈ E(x r,i )}. In this case, the BRS V(t) represents the set of states from which the vehicle may be driven to violate the tracking error bounds, outside of E(x r,i ).
With analogous definitions as those in Section III, V(t) can be characterized as the negative region of the solution V to a simpler case of (6): (21) where for compactness of notation we denote z = (x, x r ) and f z (t, z, u, u r , d) = [f (t, x, u, d), f (t, x r , u r , 0) ]. The complement of V(0) is the maximal robust controlledinvariant set in T c . Letting T → ∞ we obtain the infinite controlled-invariant set, which we denote by Ω. If this set is nonempty, then the tracking error e at flight time is guaranteed to remain within E provided that the vehicle starts inside Ω and subsequently applies the feedback control law implicitly defined in (21):
In cases where the error dynamics are independent of the absolute state as in (23), Ω can be computed in the state space of the tracking error e to produce a feedback control law that also only depends on e, which significantly reduces the problem dimensionality. e = f e (t, e, u, u r , d),
Given E, we can guarantee that Q i will reach its target T i if E ⊂ T i ; thus, in the path planning phase, we modify T i to be {x : E(x) ⊆ T i }.
Finally, since each vehicle Q i can only be guaranteed to stay within E(x r,i ), we must make sure at any given time, the error bounds of Q i and Q j , E(x r,i ) and E(x r,j ), do not intersect. This can be done by choosing the induced obstacle to be the Minkowski sum of the error bounds:
where the 0 denotes the origin.
V. NUMERICAL SIMULATIONS
We demonstrate our proposed methods using a fourvehicle example. Each vehicle has the following simple kinematics model:ṗ 
For the example shown, we chose c 1 = (0.7, 0.2), c 2 = (−0.7, 0.2), c 3 = (0.7, −0.7), c 4 = (−0.7, −0.7) and r = 0.1. The setup of the example is shown in Fig. 2 . Since the joint state space of this system is intractable for a direct application of HJ reachability theory, we repeatedly solve (6) to compute BRSs from the targets T i , i = 1, 2, 3, 4, in that order, with moving obstacles induced by vehicles j = 1, . . . , i − 1. We also obtain t is assumed to be same for all vehicles in this example for simplicity, our method can easily handle the case in which t STA i are different for each vehicle. For each proposed method of computing induced obstacles, we show the vehicles' entire trajectories (colored dotted lines), and overlay their positions (colored asterisks) and headings (arrows) at a point in time in which they are in relatively dense configuration. In all cases, the vehicles are able to avoid each other's danger zones (colored dashed circles) while getting to their target sets in minimum time. In addition, we show the evolution of the BRS over time for Q 3 (green boundaries) as well as the induced obstacles of higher-priority vehicles (black boundaries). A. Centralized Controller Fig. 3 shows the simulated trajectories in the situation where a centralized controller enforces each vehicle to use the optimal controller u * i (t, x i ) according to (10) , as described in Section IV-A.
In this case, no vehicle appears to deviate slightly from a straight line trajectory towards, just enough to avoid higher priority vehicles. The deviation is small since the centralized controller is quite restrictive, making the possible positions of higher priority vehicles cover a small area. In the dense configuration at t = −1.0, the vehicles are close to each other but still outside each other's danger zones. Fig. 4 shows the evolution of the BRS for Q 3 (green boundary), as well as the obstacles (black boundary) induced by the higher priority vehicles Q 1 (blue) and Q 2 (red). The locations of the induced obstacles at different time points include the actual positions of Q 1 and Q 2 at those times, and the size of the obstacles remains relatively small. t LDT i numbers for the four vehicles (in order) in this case are −1.35, −1.37, −1.96 and −2.04, respectively. Numbers are relatively close for vehicles Q 1 , Q 2 and Q 3 , Q 4 , because the obstacles generated by higher priority vehicle are small and hence does not affect t LDT of the lower priority vehicles significantly.
B. Least Restrictive Control
Fig . 5 shows the simulated trajectories in the situation where each vehicle assumes that higher priority vehicles use the least restrictive control to reach their targets, as described in IV-B. Fig. 6 shows the BRS and induced obstacles for Q 3 .
Q 1 (red) takes a relatively straight path to reach its target. From the perspective of all other vehicles, large obstacles are induced by Q 1 , since lower priority vehicles make the weak assumption that higher priority vehicles are using the least restrictive control. Because the obstacles induced by higher priority vehicles are so large, it is faster for lower priority vehicles to wait until higher priority vehicles pass by than to move around the higher priority vehicles. As a result, the vehicles never form a dense configuration, and their trajectories are all relatively straight, indicating that they end up taking a short path to the target after higher priority vehicles pass by. This is also indicated by low t LDT i numbers for the four vehicles, which are −1.35, −1.97, −2.68 and −3.39, respectively. Note that, compared to the centralized controller method, t LDT i s decrease significantly for all vehicles, except Q 1 for which the number does not change as it is the highest priority vehicle, and hence need not account for any moving obstacles.
From Q 3 's (green) perspective, the large obstacles induced by Q 1 and Q 2 are shown in Fig. 6 as the black boundary. As the BRS (green boundary) evolves over time, its growth gets inhibited by the large obstacle for a long time, from t = −0.89 to t = −1.39. Eventually, the boundary of the BRS reaches the initial state of the green vehicle at t = t LDT i = −2.66. Fig. 7 shows the vehicle trajectories in the situation where each vehicle tracks a pre-specified trajectory and is guaranteed to stay inside a "bubble" around the trajectory. Fig. 8 shows the evolution of BRS and induced obstacles for vehicle Q 3 . The obstacles induced by other vehicles inhibit the evolution of the BRS, carving out thin channels, which can be seen at t = −2.63, that separate the BRS into different All vehicles start moving before Q 1 starts, because the large obstacles make it optimal to wait until higher priority vehicles pass by, leading to a smaller t LDT .
C. Robust Trajectory Tracking
islands. One can see how these channels and islands form by examining the time evolution of the BRS set. t
numbers for the four vehicles in this case are −1.63, −3.16, −3.63 and −2.49 respectively. In this method, vehicles use reduced control authority for path planning towards a reduced-size effective target set. As a result, higher-priority vehicles tend to have higher t LDT compared with the other two methods, as seen by t LDT 1 . Because of the sacrifice in higher-priority vehicles' path planning process, in some cases the t LDT of lower priority vehicles may increase, as evident from t ) and flexibility in control and disturbance rejection.
A. Centralized Controller
Given an order of priority, the vehicles will have the relatively high t LDT i in this method since a higher-priority vehicle maximizes its t LDT i as much as possible, while at the same time inducing a relatively small obstacle as to minimize its impedance towards the lower-priority vehicles. A limitation of this method is that a centralized controller is likely required to ensure that the optimal control is being applied by the vehicles at all times, and hence safety.
B. Least Restrictive Control
This method gives more control flexibility to the higher priority vehicles, as long as the control does not push the vehicle out of its BRS. This flexibility, however, comes at the price of having larger induced obstacle, lowering t LDT i for the lower-priority vehicles. is significantly lower than that in the centralized controller method (−1.96 vs. −2.68), reflecting the impact of bigger induced obstacles.
C. Robust Trajectory Tracking
Since the obstacle size is constant over time, this method is easier to implement from a practical standpoint. This method also aims at striking a balance between t LDT i across vehicles. In particular, the t LDT i of a higher priority vehicle can be lower compared to the centralized controller method for example, so that a lower priority vehicle can achieve a higher t LDT , making this method particularly suitable for the scenarios where there is no strong sense of priority among vehicles. This method, however, is computationally tractable when the tracking error dynamics are independent of the absolute states, as it otherwise requires doing computation in the joint state space of system dynamics and virtual vehicle dynamics as defined in (20) .
VII. CONCLUSIONS AND FUTURE WORK
We have proposed three different methods of generating induced obstacles in the sequential path planning method; these three methods can be used independently across the different vehicles in the path planning problem. In each method, different assumptions about the control strategy of higherpriority are made. In all of the methods, all vehicles are guaranteed to successfully arrive and their respective destinations without entering each other's danger zones despite the worstcase disturbance the vehicles could experience. Compared to the work in [21] , our proposed methods result in lower vehicle densities so that the vehicles have enough leeway to guarantee safety in the presence of disturbances and limited information. Future work includes exploring methods for fast re-planning, and making the multi-vehicle system robust to unforeseen circumstances such as the presence of intruders. Note that a smaller target set is used to compute the BRS to ensure that the vehicle reaches the target set by t = 0 for any allowed tracking error.
