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Abstract
We investigate a system of two nonlinear age-structured partial differential equations describing
the dynamics of proliferating and quiescent hematopoietic stem cell populations. The method
of characteristics reduces the age-structured model to a system of coupled delay differential
and renewal difference equations with continuous time and distributed delay. By constructing
a Lyapunov-Krasovskii functional, we give a necessary and sufficient condition for the global
asymptotic stability of the trivial steady state, which describes the population dying out. We
also give sufficient conditions for the existence of unbounded solutions, which describes the
uncontrolled proliferation of hematopoietic stem cell population. This study may be helpful in
understanding the behavior of hematopoietic cells in some hematological disorders.
Keywords: Age-structured PDE; delay differential-difference system; Lyapunov-Krasovskii
functional; cell dynamics; hematopoietic stem cells
AMS Subject Classifications: 34D20; 34D23; 34K06; 92C37
1. Introduction
Many biological systems are self-regulating and hence, they involve nonlocal terms (called
delays) in feedback loops. These delays are due to the inherent time lag between the sensing and
control signals. The retardation usually originates from maturing processes or finite signaling
velocities. Sometimes the delays can be of considerable length and cannot be neglected. In gen-
eral, the delays can represent incubation periods [11], gestation times [9], cell division processes
[19], or can simply be used to model unknown intermediate steps in reaction chains, accounting
only for the time required for these processes to occur.
A classical approach to introduce delays in differential systems starts from certain age-
structured models (transport PDE). The age-structured systems can be transformed in a natural
way using the method of characteristics to a system of threshold-type delay differential-difference
equations (see [6, 18, 24]). This approach is used in this paper to reduce an age-structured model
to a system composed with a delay differential equation and a renewal difference equation with
continuous time and distributed delay.
Mathematical modeling of hematopoietic stem cell (HSC) dynamics has been extensively
studied in the past 40 years. In 1978, Mackey [19] proposed a mathematical model of HSC
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dynamics formed by a system of two delay differential equations. This system describes the
evolution of proliferating and quiescent HSCs. The delay describes the average cell cycle dura-
tion. The model of Mackey stressed the influence of some factors, such as the apoptotic rate,
the introduction rate from the quiescent phase into the proliferating phase, and the cell cycle
duration, playing an important role in the behavior of the system. Since then, Mackey’s model
has been improved by many authors. It has been analyzed by Pujo-Menjouet and Mackey
[22], and Pujo-Menjouet et al. [21], in order to prove the existence of long period oscillations,
characterizing situations observed in chronic myelogenous leukemia, a cancer of HSCs. Many
authors, including [2, 3, 4, 5, 6, 7, 8] and the references therein, analyzed various versions of
Mackey’s model and investigated the effect of perturbations of the parameters of the system on
the behavior of the cell population. In all these studies, the authors assumed that just after
division all cells enter immediately the quiescent phase. This restrictive assumption allows to
reduce the model to a delay differential system.
In the general situation in a cellular population and in particular, in HSC population (see
[10, 25]), it is believed that just after cell division the daughter cells follow one of the two path-
ways: they enter the quiescent phase or they return to the cell cycle to divide again. Contrary
to the above works, we take into account this situation. We reconsider the model of Mackey and
we suppose that just after division only a part of daughter cells enter the quiescent phase (long-
term proliferation) and the other part of cells return immediately to the proliferating phase to
divide again (short-term proliferation). This assumption leads to a modification of Mackey’s
model, which cannot be reduced to a classical delay differential system as in the previous works.
We obtain a system of coupled delay differential and continuous time difference equations with
distributed delay. We focus our mathematical analysis on this delay differential-difference sys-
tem. We show that the behavior of the system is related to both short and long proliferating
terms. We focus on the influence of coefficients of the system on the global asymptotic stability
of the trivial steady state and the existence of unbounded solutions. This model may help to
explain the behavior of HSCs in some hematological diseases.
In the next section (Section 2), we present the age-structured model that will be considered
in this paper. In Section 3, we use the characteristics method to reduce the model to a coupled
delay differential and renewal difference equations with continuous time and distributed delay.
In Section 4, we give a necessary and sufficient condition for the global asymptotic stability of
the trivial steady state. In Section 5, we establish the existence of unbounded solutions of the
system.
2. Age-structured model of HSC dynamics
Let consider a population of HSCs, located in the bone marrow. The period of life of
each HSC is divided into two phases: quiescence and proliferation (see [19]). Denote by q(t, a)
(respectively, p(t, a)) the density of quiescent (respectively, proliferating) HSCs with time t ≥ 0
and age a. The age represents the time spent by a cell in one of the two phases, thus it ranges,
in quiescent phase, from 0 to infinity (which means that, cells can stay their entire life in the
quiescent phase), and in the proliferating phase from 0 to τ > 0. Quiescent cells cannot divide,
and provide they not died (with a rate δ ≥ 0 witch take into account the differentiation), they
can be introduced in the proliferating phase with a rate β ≥ 0. The nature of the trigger signal
for introduction in the proliferating phase is not clear. However, the work of Sachs [23] (see also
[19]) shows that we can reasonably think that it strongly depends on the entire quiescent cell
population, that is, β := β(Q(t)) with
Q(t) =
∫ +∞
0
q(t, a)da, t ≥ 0.
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The function β is assumed to be differentiable and strictly decreasing with limQ→+∞ β(Q) = 0.
Typically, β is a Hill function (see [19, 21, 22]). The proliferating phase is the active part of
the cellular development. As soon as cells enter the proliferating phase, they perform a series
of process leading to division at mitosis before reaching the maximum age a = τ . If they do not
die by apoptosis (programmed cell death) with a rate γ ≥ 0, they are committed to divide with
a rate dτ (a) depending on their age 0 < a < τ . The function dτ is assumed to be L
1
loc([0, τ),R+)
such that ∫ τ
0
dτ (a)da = +∞. (1)
This later assumption describes the fact that cells which did not die have to divide before
they reach the maximal age τ . We suppose that just after division, a fraction (1 − K) with
K ∈ [0, 1], of daughter cells enter the quiescent phase (long-term proliferation) and the other
fraction K of daughter cells return immediately to the proliferating phase to divide again (short-
term proliferation). Then, the part of dividing cells with age a ∈ (0, τ) that enter the quiescent
phase is 2(1−K)dτ (a) and the part that return to the proliferating phase is 2Kdτ (a).
Then the densities q(t, a) and p(t, a) satisfy, for t > 0, the system of age-structured partial
differential equations
∂q(t, a)
∂t
+
∂q(t, a)
∂a
= − (δ + β (Q(t))) q(t, a), a > 0,
∂p(t, a)
∂t
+
∂p(t, a)
∂a
= −(γ + dτ (a))p(t, a), 0 < a < τ,
q(t, 0) = 2(1−K)
∫ τ
0
dτ (a)p(t, a)da,
p(t, 0) =
∫ +∞
0
β(Q(t))q(t, a)da+ 2K
∫ τ
0
dτ (a)p(t, a)da,
lim
a→+∞
q(t, a) = 0.
(2)
The initial conditions are nonnegative functions given by{
q(0, a) = q0(a), a > 0,
p(0, a) = p0(a), 0 < a < τ.
(3)
We assume that
q0 ∈W 1,1(0,+∞), p0 ∈W 1,1(0, τ) and dτ (·)p0(·) ∈ L1(0, τ), (4)
where W 1,1(a, b) is the space of L1-functions on the interval (a, b) such that there derivatives
are also L1-functions on (a, b).
The two boundary conditions in (2), for a = 0, describe the flux of cells entering each phase:
new proliferating cells are quiescent cells introduced with a rate β and cells coming from the
division of proliferating cells that return to the cell cycle, with a rate Kdτ , to divide again, and
new resting cells are coming from the other part of dividing cells (with a rate (1−K)dτ ). It is
important to note that the boundary conditions in (2), for a = 0 and a→ +∞, are not required
to hold at t = 0 (see [17, 14]). Indeed, these relations are satisfied at t = 0 if and only if the
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initial functions q0 and p0 satisfy the following compatibility condition
q0(0) = 2(1−K)
∫ τ
0
dτ (a)p0(a)da,
p0(0) = β(Q0)Q0 + 2K
∫ τ
0
dτ (a)p0(a)da,
lim
a→+∞
q0(a) = 0,
(5)
where
Q0 =
∫ +∞
0
q0(a)da.
The assumptions (4) and (5) provide us the existence of a solution of (2) (see [17]); actually,
the assumption (4) is enough to provide a solution of (2) in the sense stated in Theorem 4.3 on
page 16 of [17].
The treatment of the system (2) will be developed in the next sections; in fact, instead of
studying (2) directly, it will be transformed into a delay differential-difference system which is
derived in the next section.
3. Reduction to a coupled retarded functional differential equations
By using the method of characteristics (see [17, 26]), the solutions p(t, a) of (2) are given,
for 0 < a < τ , by
p(t, a) =

e−γt
Πτ (a)
Πτ (a− t)
p(0, a− t), 0 < t ≤ a,
e−γaΠτ (a)p(t− a, 0), t > a,
(6)
with
Πτ (a) := exp
(
−
∫ a
0
dτ (s)ds
)
, 0 < a < τ.
Set
Dτ (a) := dτ (a)Πτ (a), 0 < a < τ.
One can check that a 7→ Dτ (a) represents the density of division of proliferating cells, i.e. Dτ (a)
is the probability density for a cell to divide at age a. In particular, thanks to (12) we have∫ τ
0
Dτ (a)da = 1.
Integrating system (2) over the age, remembering that a > 0 in the quiescent phase and 0 <
a < τ is the proliferating phase, and by using the boundary and initial conditions, we obtain
the following system
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
Q′(t) = − (δ + β (Q(t)))Q(t)
+2(1−K)×

∫ t
0
e−γaDτ (a)u(t− a)da+
∫ τ
t
e−γt
Dτ (a)
Πτ (a− t)
p0(a− t)da, t < τ,∫ τ
0
e−γaDτ (a)u(t− a)da, t > τ,
P ′(t) = −γP (t) + β (Q(t))Q(t)
−(1− 2K)×

∫ t
0
e−γaDτ (a)u(t− a)da+
∫ τ
t
e−γt
Dτ (a)
Πτ (a− t)
p0(a− t)da, t < τ,∫ τ
0
e−γaDτ (a)u(t− a)da, t > τ,
u(t) = β(Q(t))Q(t)
+2K ×

∫ t
0
e−γaDτ (a)u(t− a)da+
∫ τ
t
e−γt
Dτ (a)
Πτ (a− t)
p0(a− t)da, t < τ,∫ τ
0
e−γaDτ (a)u(t− a)da, t > τ,
(7)
where u(t) = p(t, 0) is the new proliferating cells and P (t) =
∫ τ
0
p(t, a)da is the total population
of the proliferating cells. The initial conditions become
Q(0) = Q0 :=
∫ +∞
0
q0(a)da and P (0) = P0 :=
∫ τ
0
p0(a)da.
We put, for t ∈ [−τ, 0],
φ(t) :=
e−γt
Πτ (−t)
p0(−t). (8)
Then, system (7) can be written, for t > 0,
Q′(t) = − (δ + β (Q(t)))Q(t) + 2(1−K)
∫ τ
0
e−γaDτ (a)u(t− a)da,
P ′(t) = −γP (t) + β (Q(t))Q(t)− (1− 2K)
∫ τ
0
e−γaDτ (a)u(t− a)da,
u(t) = β(Q(t))Q(t) + 2K
∫ τ
0
e−γaDτ (a)u(t− a)da,
(9)
with initial conditions
Q(0) = Q0, P (0) = P0 and u(t) = φ(t) for − τ ≤ t ≤ 0.
Thanks to (6) and (8), we obtain
P (t) =
∫ τ
0
e−γaΠτ (a)u(t− a)da, t > 0.
5
Since Q and u do not depend on P , we will focus on the study of the system
Q′(t) = − (δ + β (Q(t)))Q(t) + 2(1−K)
∫ τ
0
e−γaDτ (a)u(t− a)da,
u(t) = β(Q(t))Q(t) + 2K
∫ τ
0
e−γaDτ (a)u(t− a)da,
(10)
with initial conditions given by
Q(0) = Q0 and u(t) = φ(t) for − τ ≤ t ≤ 0. (11)
System (10) is a coupled of differential and difference equations with distributed delay.
The case when dτ is a Dirac distribution concentrated at τ ,
dτ (a) = δτ (a) :=
{
+∞, a = τ,
0, a 6= τ,
was considered in the previous work [1], in the special case where γ = 0. In that case, we have∫ τ
0
dτ (a)da = 1, (12)
and the integral in the system (10) takes the form∫ τ
0
e−γaDτ (a)u(t− a)da = e−γτu(t− τ).
Then, the system (10) can be reduced to a delay differential-difference model with a discrete
delay (see [1]).
In all this paper, we assume that Q0 ≥ 0, φ is a nonnegative and continuous function on
[−τ, 0], Q 7→ β(Q)Q is a Lipschitz-continuous function, and the following inequality
2K
∫ τ
0
e−γaDτ (a)da < 1. (13)
Then, the existence and uniqueness of nonnegative solutions of (10)-(11) can be obtained in the
same manner as in [15].
From a solution (Q, u) of (10)-(11), we can obtain a solution of (2). Indeed, under the
conditions (4) and (5), we can proceed as in Theorem 4.2 on page 15 and Theorem 2.3 on page
51 of [17], to prove that the couple of functions (q, p) defined by
q(t, a) =

q0(a− t) exp
(
−
∫ a
a−t
(δ + β(Q(s))) ds
)
, 0 < t ≤ a,
2(1−K)
(∫ τ
0
e−γsDτ (s)u(t− s)ds
)
exp
(
−
∫ a
0
(δ + β(Q(s))) ds
)
, t > a,
and
p(t, a) =

e−γt
Πτ (a)
Πτ (a− t)
p0(a− t), 0 < t ≤ a,
e−γaΠτ (a)u(t− a), t > a,
satisfies the system (2).
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4. Global asymptotic stability of the trivial steady state
Consider the auxiliary linear homogeneous difference equation
u(t) = D(ut), t ≥ 0, (14)
where the history function ut ∈ C([−τ, 0],R) is defined, for t ≥ 0 and u ∈ C([−τ,+∞),R), by
ut(θ) = u(t+ θ) for θ ∈ [−τ, 0], and the operator D : C([−τ, 0],R)→ R is given by
D(ψ) = 2K
∫ τ
0
e−γaDτ (a)ψ(−a)da.
Remark that the condition (13) is equivalent to
‖D‖ := sup
‖ψ‖≤1
|D(ψ)| < 1, (15)
with ‖ψ‖ = supθ∈[−τ,0]|ψ(θ)|. The condition (15) says that the zero solution of the linear
difference equation (14) is globally asymptotically stable (see Theorem 3.5 on page 275 of [16]).
The second equation of (10) can be written
u(t)−D(ut) = β(Q(t))Q(t), t > 0. (16)
We put
νγ(τ) =
∫ τ
0
e−γaDτ (a)da. (17)
Then, the inequality (13) (or (15)) becomes
2Kνγ(τ) < 1. (18)
As mentioned before, we investigate the global asymptotic stability of the trivial steady state
using a Lyapunov-Krasovskii functional approach and a notion called input-to-state stability
property of system (10) (see [13, 20]).
The following lemma gives a fundamental inequality that leads to the input-to-state stability
property of system (10).
Lemma 1. Let (Q, u) be the solution of system (10) associated to the initial condition (Q0, φ) ∈
R× C([−τ, 0],R). Then there exist α, C > 0 such that, for t > 0,
|u(t)| ≤ C
[
‖φ‖e−αt + sup
0≤s≤t
|β(Q(s))Q(s)|
]
,
≤ C
[
‖φ‖e−αt + β0 sup
0≤s≤t
|Q(s)|
]
,
(19)
with ‖φ‖ = sup
θ∈[−τ,0]
|φ(θ)| and β0 := β(0) = max
x≥0
β(x).
Proof. This result follows from Theorem 3.5 on page 275 of [16].
We state the following lemma.
Lemma 2. Let (Q(t), u(t)) be a solution of (10). Then, limt→+∞ u(t) = 0 if and only if
limt→+∞ β(Q(t))Q(t) = 0.
7
Proof. The proof of this result is based on the equation (16), the inequalities (19) and ([12],
Lemma 3.5).
Remark that when β : R+ 7→ R+ is a Hill function (see [19, 21, 22]) given by
β(x) =
β0θ
n
xn + θn
, with β0 > 0, θ > 0 and n > 1, (20)
the only possible way to have limt→+∞ (β(Q(t))Q(t)) = 0 is limt→+∞Q(t) = 0 or limt→+∞Q(t) =
+∞.
We now prove the result dealing with the global asymptotic stability of the trivial steady
state of (10) and its instability.
Theorem 1. (i) Assume that δ > 0 and
δ
β0
>
2νγ(τ)− 1
1− 2Kνγ(τ)
. (21)
Then, the trivial steady state of (10) is globally asymptotically stable.
(ii) Assume that
δ
β0
<
2νγ(τ)− 1
1− 2Kνγ(τ)
. (22)
Then, no nontrivial solution of the system (10) tends to the trivial steady state.
Proof. (i) Consider the continuous functional
V : R+ × C([−τ, 0],R+) → R+,
(Q0, φ) 7→ V (Q0, φ),
defined by
V (Q0, φ) = Q0 +
2(1−K)
1− 2Kνγ(τ)
∫ τ
0
e−γaDτ (a)
∫ 0
−a
φ(θ)dθda.
It is not difficult to check that
Q0 ≤ V (Q0, φ) ≤ ϑ (‖(Q0, φ)‖) ,
with ‖(Q0, φ)‖ := max{|Q0|, ‖φ‖} and
ϑ(x) =
(
1 +
2(1−K)τνγ(τ)
1− 2Kνγ(τ)
)
x, x ≥ 0.
Let (Q, u) be a solution of (10). We have
V (Q(t), ut) = Q(t) +
2(1−K)
1− 2Kνγ(τ)
∫ τ
0
e−γaDτ (a)
∫ t
t−a
u(θ)dθda.
The function t 7→ V (Q(t), ut) is differentiable on (0,+∞) and
d
dt
V (Q(t), ut) = Q
′(t) +
2(1−K)
1− 2Kνγ(τ)
∫ τ
0
e−γaDτ (a)[u(t)− u(t− a)]da.
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Then, using (10) one can check that
d
dt
V (Q(t), ut) = −(δ + β(Q(t)))Q(t) + 2(1−K)
∫ τ
0
e−γaDτ (a)u(t− a)da
+
2(1−K)
1− 2Kνγ(τ)
∫ τ
0
e−γaDτ (a) [β(Q(t))Q(t) +D(ut)] da
− 2(1−K)
1− 2Kνγ(τ)
∫ τ
0
e−γaDτ (a)u(t− a)da.
It follows that
d
dt
V (Q(t), ut) = −
(
δ − 2νγ(τ)− 1
1− 2Kνγ(τ)
β(Q(t))
)
Q(t)
+2(1−K)
∫ τ
0
e−γaDτ (a)u(t− a)da
+
4K(1−K)νγ(τ)
1− 2Kνγ(τ)
∫ τ
0
e−γaDτ (a)u(t− a)da
− 2(1−K)
1− 2Kνγ(τ)
∫ τ
0
e−γaDτ (a)u(t− a)da,
= −
(
δ − 2νγ(τ)− 1
1− 2Kνγ(τ)
β(Q(t))
)
Q(t).
Consequently,
d
dt
V (Q(t), ut) = −w(Q(t))Q(t), t > 0,
with
w(x) =
(
δ − 2νγ(τ)− 1
1− 2Kνγ(τ)
β(x)
)
, for x ≥ 0.
If 2νγ(τ) > 1, then from (18) and since the function β is decreasing, it follows that w is an
increasing function on [0,+∞). Furthermore, the condition (21) implies that w(0) > 0. If
2νγ(τ) ≤ 1, then (21) is always satisfied and w(x) ≥ δ > 0, for all x ≥ 0. We conclude that V
is a Lyapunov-Krasovskii functional. This, together with the input-to-state stability estimation
(19), implies the global asymptotic stability of the trivial steady state (see [13], Theorem 3).
(ii) We now suppose that the condition (22) is satisfied. Let (Q, u) be a solution of (10).
Assume by contradiction that Q(t)→ 0 as t→∞. By the continuity of the function β, we have
β(Q(t))→ β0 := β(0) as t→∞. Consequently, for all ε > 0 there exists A(ε) such that, for all
t ≥ A(ε),
β0 − ε < β(Q(t)) ≤ β0. (23)
We fix 0 < ε < β0. By integration the system (10) over t ∈ (A(ε),+∞), we get
Q(A(ε)) =
∫ +∞
A(ε)
[δ + β(Q(t))]Q(t)dt− 2(1−K)
∫ +∞
A(ε)
∫ τ
0
e−γaDτ (a)u(t− a)dadt,∫ +∞
A(ε)
u(t)dt =
∫ +∞
A(ε)
β(Q(t))Q(t)dt+ 2K
∫ +∞
A(ε)
∫ τ
0
e−γaDτ (a)u(t− a)dadt.
(24)
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By applying Fubini’s theorem we obtain∫ +∞
A(ε)
∫ τ
0
e−γaDτ (a)u(t− a)dadt =
∫ τ
0
e−γaDτ (a)
∫ +∞
A(ε)−a
u(t)dtda,
≥ νγ(τ)
∫ +∞
A(ε)
u(t)dt.
(25)
From (23), the second equation of (24) and (25), it follows∫ +∞
A(ε)
u(t)dt ≥ (β0 − ε)
∫ +∞
A(ε)
Q(t)dt+ 2Kνγ(τ)
∫ +∞
A(ε)
u(t)dt.
Then, thanks to (18), we obtain∫ +∞
A(ε)
u(t)dt ≥ β0 − ε
1− 2Kνγ(τ)
∫ +∞
A(ε)
Q(t)dt. (26)
We deduce from the first equation of (24) and (25), that
Q(A(ε)) ≤ (δ + β0)
∫ +∞
A(ε)
Q(t)dt− 2(1−K)νγ(τ)
∫ +∞
A(ε)
u(t)dt,
≤
(
δ − β0
2νγ(τ)− 1
1− 2Kνγ(τ)
+ ε
2(1−K)νγ(τ)
1− 2Kνγ(τ)
)∫ +∞
A(ε)
Q(t)dt.
As a consequence of (22), one can choose ε ∈ (0, β0) such that Q(A(ε)) < 0. This leads
to a contradiction with the positivity of the solutions. Then, Q(t) does not tend to zero as
t→ +∞.
Remark 1. 1. One can apply the same reasoning as in the proof of Theorem 1-(i), to obtain
the global stability of the trivial steady state (but not the global asymptotic stability) under
the condition
δ
β0
=
2νγ(τ)− 1
1− 2Kνγ(τ)
.
For the definition of the global stability, see for instance [16].
2. If δ = 0 and νγ(τ) < 1/2, then (21) is satisfied and the trivial steady state is globally
asymptotically stable.
3. If δ = 0 and νγ(τ) > 1/2, then (22) is satisfied and the nontrivial solutions of the system
(10) do not converge to zero.
4. Although the solution Q(t) does not tend to zero, u(t) may tend to zero (for instance, when
Q(t) tends to infinity and β is a Hill function (20)).
5. Existence of unbounded solutions
We now study the special case δ = 0. We show in the next proposition, that the solutions
of (10) may be unbounded on [0,+∞).
Proposition 1. Assume that δ = 0 and
2(1−K)νγ(τ) > 1. (27)
Let (Q, u) be a solution of (10). Suppose that there exists x > 0 such that the function x 7→ β(x)x
is decreasing for x ≥ x. Assume that there exists t ≥ 0 such that Q(t) > x and Q is increasing
on [t, t+ τ ]. Then, Q is increasing on [t,+∞) and lim
t→+∞
Q(t) = +∞.
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Proof. Let a ∈ [0, τ ]. We have x < Q(t) ≤ Q(t + τ − a) ≤ Q(t + τ). Then, it follows that
β(Q(t+ τ))Q(t+ τ) ≤ β(Q(t+ τ − a))Q(t+ τ − a). Consequently,
Q′(t+ τ) = −β(Q(t+ τ))Q(t+ τ) + 2(1−K)
∫ τ
0
e−γaDτ (a)u(t+ τ − a)da,
= −β(Q(t+ τ))Q(t+ τ)
+2(1−K)
∫ τ
0
e−γaDτ (a)β(Q(t+ τ − a))Q(t+ τ − a)da
+4K(1−K)
∫ τ
0
e−γaDτ (a)
∫ τ
0
e−γsDτ (s)u(t+ τ − a− s)dsda,
≥ (2(1−K)νγ(τ)− 1)β(Q(t+ τ))Q(t+ τ),
> 0.
Hence, Q is increasing on [t, T ] for some T > t+ τ . Suppose by contradiction that there exists
T > t+ τ such that Q′(T ) = 0 and Q′(t) > 0 for all t ∈ [t, T ). Then, x < Q(t+ τ) < Q(T ). We
repeat the same calculation as above and we get
0 = Q′(T ) ≥ (2(1−K)νγ(τ)− 1)β(Q(T ))Q(T ) > 0.
This gives a contradiction. Then, Q is increasing on [t,+∞). We now suppose by contradiction
that Q is bounded on [t,+∞). Consequently, the limit L := limt→+∞Q(t) exists. As Q is an
increasing function on [t,+∞), we have limt→+∞Q′(t) = 0. Letting t tend to infinity in both
sides of the system (10), we obtain
β(L)L
(
2νγ(τ)− 1
1− 2Kνγ(τ)
)
= 0.
Hence L = 0. This leads to a contradiction. We conclude that lim
t→+∞
Q(t) = +∞.
The term 2(1−K)νγ(τ) in (27) is the portion of dividing cells that enter the quiescent phase
and it is assumed to be greater than 1, with δ = 0. So, it is no surprise that limt→+∞Q(t) = +∞.
In the next proposition, we construct an example of functions (3) such that the initial
condition (11) of system (10) satisfies the assumptions of Proposition 1. First, the assumption
on the function x 7→ β(x)x is satisfied when β is given by a Hill function (20). We can take
x =
θ
(n− 1)1/n
.
Proposition 2. Assume that δ = 0 and (27) holds true. Let v ≥ x be fixed, with x > 0 defined
in Proposition 1. Consider the following initial condition q0(a) = exp
(
−a
v
)
, a > 0,
p0(a) = e
−γaΠτ (a)β(v)v, 0 < a < τ.
Then, Q is an increasing function on [0,+∞) and lim
t→+∞
Q(t) = +∞.
Proof. First, it is clear that Q(0) =
∫ +∞
0
exp
(
−av
)
da = v > x. Second, the initial function φ is
given by
φ(t) =
e−γt
Πτ (−t)
p0(−t) = β(v)v, t ∈ [−τ, 0].
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Then, from (7) we have
Q′(0) = −β (Q(0))Q(0) + 2(1−K)
∫ τ
0
Dτ (a)
Πτ (a)
p0(a)da,
= −β (Q(0))Q(0) + 2(1−K)β(v)v
∫ τ
0
e−γaDτ (a)da,
= −β (Q(0))Q(0) + 2(1−K)νγ(τ)β(v)v.
(28)
Consequently,
Q′(0) = (2(1−K)νγ(τ)− 1)β(v)v,
> 0.
So, Q is increasing on [0, η] for some η ∈ (0, τ ]. Suppose by contradiction that there exits
η ∈ (0, τ ] such that Q′(η) = 0 and Q′(t) > 0 for t ∈ [0, η). Then, we have
0 = Q′(η) ≥ −β (Q(η))Q(η) + 2(1−K)
∫ τ
η
e−γη
Dτ (a)
Πτ (a− η)
p0(a− η)da,
≥ −β (Q(η))Q(η) + 2(1−K)νγ(τ)β(v)v.
Moreover, Q(η) > Q(0) = v ≥ x. Then, β(Q(η))Q(η) < β(v)v. Consequently,
0 = Q′(η) > (2(1−K)νγ(τ)− 1)β(v)v > 0,
which is absurd. We conclude that Q is an increasing function on [0, τ ]. By direct application
of the previous proposition, the result holds.
We note that the initial functions q0 and p0 in the previous proposition satisfy the assumption
(4). But, they do not satisfy the compatibility condition (5). In fact, (4) is enough to provide
a solution of (10)-(11).
6. Discussion
We proposed and analyzed an age-structured partial differential system describing the dy-
namics of hematopoietic stem cells (HSCs). We took into account the fact that a cell cycle has
two phases, that is, HSCs are either in a quiescent phase or actively proliferating. We made
the difference between dividing cells that enter directly to the quiescent phase (long-term pro-
liferation) and dividing cells that return to the proliferating phase to divide again (short-term
proliferation). These features were never been taken into account in previous models of HSCs
dynamics. We focused our mathematical analysis on the behavior of the trivial steady state
(global asymptotic stability) and the existence of unbounded solutions. We showed that the
behavior of the system is related to both short and long proliferating terms. The model is rel-
evant due to its ability to explain how an uncontrolled proliferation of HSCs can lead to either
a high/low-throughput of HSCs. Thus, it can be able to characterize some hematological dis-
orders, especially those associated to a high blood production (for instance, myeloproliferative
diseases) or a low blood production (for instance, anemias). A further analysis could help in
understanding the complicated dynamics of the blood cell production system.
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