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EXTENDED EIGENVARIETIES FOR OVERCONVERGENT COHOMOLOGY
CHRISTIAN JOHANSSON AND JAMES NEWTON
Abstract. Recently, Andreatta, Iovita and Pilloni have constructed spaces of overconvergent modular forms
in characteristic p, together with a natural extension of the Coleman–Mazur eigencurve over a compactified
(adic) weight space. Similar ideas have also been used by Liu, Wan and Xiao to study the boundary of the
eigencurve. This all goes back to an idea of Coleman.
In this article, we construct natural extensions of eigenvarieties for arbitrary reductive groups G over a
number field which are split at all places above p. If G is GL2/Q, then we obtain a new construction of
the extended eigencurve of Andreatta–Iovita–Pilloni. If G is an inner form of GL2 associated to a definite
quaternion algebra, our work gives a new perspective on some of the results of Liu–Wan–Xiao.
We build our extended eigenvarieties following Hansen’s construction using overconvergent cohomol-
ogy. One key ingredient is a definition of locally analytic distribution modules which permits coefficients
of characteristic p (and mixed characteristic). When G is GLn over a totally real or CM number field, we
also construct a family of Galois representations over the reduced extended eigenvariety.
1. INTRODUCTION
1.1. The Halo conjecture. The eigencurve, introduced by Coleman and Mazur [CM98], is a rigid ana-
lytic curve E rig over Qp which parametrizes systems of Hecke eigenvalues of finite slope overconvergent
modular forms. It comes equipped with a morphism E rig →Wrig0 , called the weight map, whose target is
known as weight space. Wrig0 parametrizes continuous characters κ : Z×p → Q
×
p and is a disjoint union of
a finite number of open unit discs. There is also a morphism E rig → Grigm which sends a system of Hecke
eigenvalues to the Up-eigenvalue; the p-adic valuation of the Up-eigenvalue is known as the slope. The
geometry of E rig encodes a wealth of information about congruences between finite slope overconvergent
modular forms, and it is therefore not surprising that its study remains a difficult topic. In particular, we
know very little about the global geometry of E rig (for example, it is not known whether the number of
irreducible components of E rig is finite or not).
Let q = p if p 6= 2 and q = 4 if p = 2. The components ofWrig0 are parametrized by the characters
(Z/qZ)× → (Z/qZ)×, and if we define X := Xκ = κ(exp(q)) − 1, X defines a parameter on each
component. Very little is known about the global geometry of E rig over the centre |X| ≤ q−1 and it seems
likely to be rather complicated. Near the boundary, however, the situation turns out to be rather simple.
Coleman and Mazur raised the question of whether the slope tends to zero as one moves along a component
of E rig towards the boundary ofWrig0 . Buzzard and Kilford [BK05] investigated this question for p = 2
(and tame level 1) and proved a striking structure theorem: E rig|{|X|>1/8} is a disjoint union of connected
components (Ei)∞i=0, and the weight map Ei → {|X| > 1/8} is an isomorphism for every i. Moreover,
the slope of a point on Ei with parameter X is i.v2(X), where vp is the p-adic valuation (normalized so
that vp(p) = 1). Out of this came a folklore conjecture; the following version is essentially [LWX17,
Conjecture 1.2]:
Conjecture. For r ∈ (0, 1) sufficiently close to 1, E rig|{|X|>r} is a disjoint union of connected components
(Ei)
∞
i=0 such that each Ei is finite over {|X| > r}. Moreover, there exists constants λi ∈ R≥0 for
i = 0, 1, . . ., strictly increasing and tending to infinity, such that if x is a point onEi with weight parameter
X , then the slope of x is λivp(X). The sequence (λi)∞i=0 is a finite union of arithmetic progressions, after
perhaps removing a finite number of terms.
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We will loosely refer to this as the ‘Halo conjecture’ (the ‘halo’ in question is the (disjoint union of)
annuli {|X| > r}). Let us assume p 6= 2 for simplicity. If κ is a point of Wrig0 then Up acts compactly
on the space of overconvergent modular forms M†κ. The Fredholm determininants det(1− T.Up | M†κ) ∈
Qp[[T ]] interpolate to an entire series F =
∑∞
n=0 anT
n with coefficients in Zp[[Z×p ]] = O(Wrig0 )◦. Fix a
character η : Z×p → F×p and consider the ideal Iη = (p, [n]− η(n) | n = 1, . . . , p− 1). The quotient ring
Zp[[Z×p ]]/Iη is isomorphic to Fp[[X]] via the map sending [exp(p)] to 1+X . We may consider the reduction
F η of F modulo Iη and the character κη : Z×p → (Zp[[Z×p ]]/Iη)× ∼= Fp[[X]]×. In an unpublished note,
Coleman conjectured that there should exist an Fp((X))-Banach space M
†
κη of ‘overconvergent modular
forms of weight κη’ with a compact Up-action such that det(1 − T.Up | M†κη ) = F η , and promoted the
idea that one should study the Halo conjecture via integral models of the eigencurve near the boundary of
weight space.
In [AIP], Andreatta, Iovita and Pilloni proved Coleman’s conjecture on the existence of M
†
κη and con-
structed an integral model E ′ of E rig, which lives in the category of analytic adic spaces [Hub94]. Wrig0
has a natural formal scheme model Spf Zp[[Z×p ]], which may be viewed as an adic space W0 over the
affinoid ring (Zp,Zp). Apart from the points corresponding to the adic incarnation of Wrig0 , W0 con-
tains an additional 2(p − 1) points in characteristic p, corresponding to the characters η and κη . The
latter points are analytic in Huber’s sense (the former are not) and one may consider the analytic locus
W0 =Wrig0 ∪ {κη | η} of W0 (viewingWrig0 as an adic space). W0 may be viewed as a compactification
ofWrig0 , and Coleman’s idea may be interpreted as saying that one should study the behaviour of E rig near
the boundary ofW0 by extending the eigencurve to an adic space living overW0, turning global behaviour
into local behaviour ‘at infinity’. At a point κη , one can no longer measure slopes using p. Instead, one
has to use X . Noting that one can use X not only at κη but also ‘near’ it, the Halo conjecture says that the
X-adic slope is constant as one approaches κη . This supports the idea that an extension of E rig exists, and
that the Ei in the Halo conjecture are X-adic Coleman families (i.e. subspaces which are finite over their
images in weight space, and of constant slope). In this framework, the slopes of Up should be the λi, with
multiplicity the degree of Xi over {|X| > r}. The Halo conjecture asserts, remarkably, that a Coleman
family centered at a point over κη extends to some locus {|X| > r} in the component corresponding to η,
where r is independent of the family (and in particular its slope).
In [LWX17], Liu, Wan and Xiao prove the Halo conjecture for eigencurves for definite quaternion
algebras. Here the construction of (overconvergent) automorphic forms is of a combinatorial nature. Those
authors succeeded in proving the Halo conjecture by calculations on some relatively explicit ad hoc integral
models of spaces of overconvergent automorphic forms. They construct one space over the whole of W0,
with a possibly non-compact Up-action, and another model over {|X| > p−1} with a compact Up-action.
By Chenevier’s p-adic Jacquet–Langlands correspondence [Che05], this proves the Halo conjecture for the
components of the Coleman–Mazur eigencurve of (generically) Steinberg or supercuspidal type at some
prime q 6= p.
1.2. Extended eigenvarieties for overconvergent cohomology. The main goal of this paper is to con-
struct extensions of eigenvarieties for a very general class of connected reductive groups G over Q. In
particular, we give a new construction of the extended eigencurve E ′ appearing in [AIP]. Our construction
also gives a conceptual framework for many of the results in [LWX17] (and establishes a generalisation
of some of their results which was described as an ‘optimistic expectation’ in [LWX17, Remark 3.26(2)]).
See Theorem 6.3.4 for an interpretation of some of their results using the extended eigencurve.
Our construction of these eigenvarieties appears in Section 4.1. For the purposes of the introduction, we
have the following vague statement:
Theorem A. Let F be a number field and letH be a connected reductive group over F which is split at all
places above p. Set G = ResFQH. Then the eigenvarieties for G constructed in [Han17] naturally extend
to adic spacesXG over the extended weight spaceW = Spa(Zp[[T ′0]],Zp[[T ′0]])an, where T ′0 is a certain
quotient of the Zp-points T0 of a maximal torus in a suitable model of G over Zp.
The assumption that H is split at all places above p is made for convenience only; it makes it easy to
define a ‘canonical’ Iwahori subgroup. We believe that it should be relatively straightforward to generalise
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our constructions to general quasi-splitG overQ (or to the setting of [Loe11]). The resulting theory would,
however, be even more notationally cumbersome, so we have decided to stick to the simpler (but still very
general) situation in this paper.
As a secondary goal, we show (Theorem 5.4.5) that when G = ResFQGLn/F , where F is a CM or
totally real number field, the reduced eigenvariety that we construct carries a Galois determinant (in the
language of [Che14]) satisfying the expected compatibilities between Frobenii at unramified places and the
eigenvalues of Hecke operators. This shows that, in these cases, the new systems of Hecke eigenvalues that
we construct in characteristic p carry arithmetic information.
Theorem B. There exists an n-dimensional continuous determinant D of GF with values in O+(X redG )
such that
D(1−X Frobv) = Pv(X)
for unramified places v, where Pv(X) is the usual Hecke polynomial (5.3.1).
Our proof of Theorem B is an adaptation of an argument due to the first author and David Hansen in
the rigid setting, which will appear in a slightly refined form in [HJ]. It crucially uses Scholze’s results
on Galois determinants attached to torsion classes [Sch15], as well as filtrations on distribution modules
constructed by Hansen in [Han].
To end our brief discussion of the results established in this paper, we explain one interpretation of the
phrase ‘naturally extend’ in Theorem A. Suppose for simplicity that F = Q, G(R) is compact modulo
centre, and G(Qp) may be identified with GLn(Qp). We let T0 ⊆ GLn(Qp) denote the diagonal matrices
with entries in Zp (in this case T0 = T ′0). Modules of overconvergent automorphic forms for G (and some
fixed tame level, which we suppress) were constructed in [Che04] (see also [Loe11]). If we denote by U
the Hecke operator corresponding to 
1
p
. . .
pn−1

then this acts compactly on the spaces of overconvergent automorphic forms, and so for each continuous
character κ : T0 → Q×p there is a characteristic power series Fκ ∈ Qp[[T ]] given by the determinant
of 1 − TU on the space of overconvergent automorphic forms of weight κ. The following Theorem is a
consequence of our eigenvariety construction, together with Corollary 4.1.5.
Theorem C. The characteristic power series Fκ glue together to FW ∈ O(W){{T}}, an entire function
on affine 1-space overW .
Suppose κ : T0 → Fq((X))× is a continuous character, with q a power of p. Then we give an in-
terpretation of the specialisation FW,κ of FW at κ as the characteristic power series of U acting on an
Fq((X))-Banach space of overconvergent automorphic forms of weight κ.
The Fredholm hypersurface Z cut out by FW is locally quasi-finite, flat and partially proper over W
and the eigenvarietyX comes equipped with a finite map to Z .
1.3. Outline of the construction. The eigenvarieties that we extend are those constructed using overcon-
vergent cohomology (sometimes also referred to as overconvergent modular symbols). Overconvergent
cohomology was developed by Ash and Stevens [Ste, AS], and the eigenvarieties were constructed by
Hansen [Han17]. Let us recall their construction in the special case of the Coleman–Mazur eigencurve and
p 6= 2. Let R be an affinoid Qp-algebra in the sense of rigid analytic geometry and let κ : Z×p → R×
be a continuous homomorphism. It is well known that κ is locally analytic, and in particular analytic on
the cosets of 1 + psZp for all sufficiently large s. For such s, we consider the Banach R-module Aκ[s] of
functions f : pZp → R which are analytic on the cosets of psZp. The monoid
∆ =
{
γ =
(
a b
c d
)
∈M2(Zp) | p|c, a ∈ Z×p , ad− bc 6= 0
}
acts on Aκ[s] from the right by
(f.γ)(x) = κ(a+ bx)f
(
c+ dx
a+ bx
)
.
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We consider the dual spaceDκ[s] = HomR,cts(Aκ[s], R), with the dual left action of ∆. A key point is that
the matrix t =
(
1 0
0 p
)
acts compactly onDκ[s]; it factors through the compact injectionDκ[s] ↪→ Dκ[s+1].
Fix an integer N ≥ 5 (for simplicity) which is coprime to p, and consider the congruence subgroup
Γ = Γ1(N) ∩ Γ0(p) ⊆ ∆. We may view Dκ[s] as a local system D˜κ[s] on the complex modular curve
Y (Γ) = Γ\H and consider the singular cohomology group
H1(Y (Γ), D˜κ[s]) = H1(Γ,Dκ[s]),
where the right hand side is group cohomology (in general we would consider cohomology in all degrees,
but it turns out that Hi(Γ,Dκ[s]) = 0 if i 6= 1; cf. §6.1). It carries an action of the Hecke operator Up.
Considering these spaces for varying s andR = O(U), where U ⊆ Wrig0 is an affinoid open subset, Hansen
shows how to construct an eigenvariety from the Ash–Stevens cohomology groups by a clever adaptation
of the eigenvariety construction of Coleman [Col97] (in the one-dimensional case) and Buzzard [Buz07]
(the general case)1. This eigenvariety turns out to equal the Coleman-Mazur eigencurve. To extend this
construction to W0, the key point is to define generalizations of the modules Dκ[s] for all open affinoid
subsets U ⊆ W0. Let R = O(U) and let κ : Z×p → R× be the induced character. The first thing to note
is that κ is continuous but need not be locally analytic anymore, so one cannot directly copy the definition
of Dκ[s]. One could try to instead use the space Aκ of all continuous functions pZp → R. This carries an
action of ∆ by the same formula, and we may consider its dual Dκ. However, the action of t is no longer
compact, so one has to do something different.
Let f : pZp → R be a continuous function and let f(x) =
∑
n≥0 cn
(
x/p
n
)
be its Mahler expansion.
Recall that, when U ⊆ Wrig0 (i.e. when R is a Qp-algebra), a theorem of Amice (see [Col10, The´ore`me
I.4.7]) says that f is analytic on the cosets of ps+1Zp if and only |cn|pn/ps(p−1) → 0 as n→∞. Here |− |
is any Qp-Banach algebra norm such that |p| = p−1. Dually, we may identify Dκ with the ring of formal
power series ∑
n≥0
dnT
n
where Tn is the distribution f 7→ cn(f) and dn is bounded as n → ∞. The analytic distribution module
Dκ[s] is defined by the weaker condition that |dn|p−n/ps(p−1) is bounded as n → ∞. We may define
norms || − ||r, for r ∈ [1/p, 1), on Dκ by ||
∑
n≥0 dnT
n||r = supn |dn|rn. Let Drκ denote the completion
of Dκ with respect to || − ||r; it may be explicit described as the ring of power series
∑
n≥0 dnT
n where
|dn|rn → 0. While the Dκ[s] are not among the Drκ, one sees that lim←−r→1D
r
κ = lim←−s→∞Dκ[s], so
the norms allow one to recover the space of locally analytic distributions. As an aside, we remark it is
possible to recover the Dκ[s] on the nose from the || − ||r, but we will not need them for the construction
of eigenvarieties.
The upshot of considering the norms ||− ||r is that they may be constructed onDκ for any open affinoid
U ⊆ W0, by the formula given above. It is, however, not clear a priori that the norms interact well with
the action of ∆. As a monoid ∆ is generated by the Iwahori subgroup I = ∆ ∩GL2(Zp) and the element
t. The element t acts via multiplication by p on pZp and it is not too hard to see that it induces a norm-
decreasing map (Dκ, || − ||r)→ (Dκ, || − ||r1/p) and that the inclusions Dsκ ⊆ Drκ for r < s are compact.
Thus t induces a compact operator on Drκ as desired. The action of I is more complicated to analyse, but
it turns out that I acts by isometries for sufficiently large r (depending only on κ). To see this, it is useful
to find a different description of || − ||r. This description, which we will outline below, is one of the key
technical innovations of this paper. It is the analogue, in our setting of norms, of the observation in the
rigid case that if κ is s-analytic then the I-action on Aκ preserves Aκ[s].
In [ST03], Schneider and Teitelbaum generalised the norms defined above to the spaces D(G,L) of
continuous distributions on a uniform pro-p groupG [DdSMS99, Definition 4.1] valued in a finite extension
L ofQp. To recall this construction briefly, a choice of a minimal set of topological generators ofG induces
1Note that it is not clear how to topologise the R-modules H1(Γ,Dκ[s]), nor that they can be made into potentially ON-able
Banach R-modules, so even in this special case we are combining Hansen’s eigenvariety construction with the Fredholm theory of
Coleman and Buzzard, rather than using the Coleman–Mazur–Buzzard eigenvariety construction.
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an isomorphism G ∼= ZdimGp of p-adic manifolds and using multi-variable Mahler expansions one may
identify D(G,L) (as an L-Banach space) with OL[[T1, . . . , TdimG]][1/p], and we put (m = dimG)
||
∑
ni≥0
dn1,...,nmT
n1
1 . . . T
nm
m ||r = sup |dn1,...,nm |rn1+···+nm .
Schneider and Teitelbaum show that these norms are submultiplicative and independent of the choice of
minimal generating set. We generalize the construction of these norms to the module D(G,R) of distribu-
tions on a uniform group G valued in a certain class of normed Zp-algebras R that we call Banach–Tate
Zp-algebras. These include the rings R = O(U) for U ⊆ W0 open affinoid (for a suitable choice of
norm) and generalize the constructions in the previous paragraph, which was the special case G = pZp.
Moreover, the action of g ∈ G onD(G,R) via left or right translation is an isometry for ||− ||r (for any r).
Let B0 = {γ ∈ I | c = 0} be the upper triangular Borel and let N1 = {( 1 0x 1 ) | x ∈ pZp} ∼= pZp; I has
an Iwahori decomposition I ∼= N1 × B0. Extend κ to a character of B0 by setting κ(γ) = κ(a). We have
an I-equivariant injection f 7→ F of Aκ into the space C(I,R) of continuous functions F : G→ R given
by F (nb) = f(n)κ(b), with n ∈ N1 and b ∈ B0. Here I acts on C(I,R) via left translation. The image
is the set of functions F such that F (gb) = κ(b)F (g) for all g ∈ I and b ∈ B0. Dually, we obtain an I-
equivariant surjectionD(I,R)→ Dκ. If we pretend, momentarily, that I is uniform, then we may consider
the quotient norm on Dκ induced from || − ||r on D(I,R) and one can show that for sufficiently large r,
this quotient norm agrees with the previously defined || − ||r on Dκ. This shows that I acts by isometries
on (Dκ, || − ||r) for sufficiently large r. In reality I is not uniform, but one can adapt the argument by
working with a suitable open uniform normal subgroup of I .
This summarizes our construction of the modules Drκ which we use to construct the eigenvariety. From
the Drκ, we construct variants D<rκ and function modules Arκ ⊆ Aκ as well. When R is a Banach Qp-
algebra, then the Aκ[s] and Dκ[s] appearing in [Han17] are equal to Arκ and D<rκ , respectively, for r =
p−1/p
s(p−1). It is easiest, however, to use the modules Drκ to construct the eigenvariety since they are
potentially orthonormalizable. Using the Drκ, the construction of the eigenvariety follows [Han17], and
amounts largely to generalizing various well-known results from rigid geometry and non-archimedean
functional analysis. Our arguments also generalize from the case of G = GL2/Q to the general case
considered in [Han17] (as stated in Theorem A). In particular, our methods work for groups that do not
have Shimura varieties (such as G = ResFQGLn/F for n ≥ 3), which are intractable by the methods of
[AIP] (see also [AIP16]).
Remark 1.3.1. In independent work, Daniel Gulotta [Gul] has used a similar definition of distribution
modules to extend Urban’s construction [Urb11] of equidimensional eigenvarieties for reductive groups
possessing discrete series.
1.4. Questions and future work.
1.4.1. Generalizations of the Halo conjecture. It is interesting to consider how the Halo conjecture might
generalize beyond the case of GL2/Q. For general G we raise the following questions:
Question 1.4.1. Does every irreducible component of the extended eigenvarietyXG contain a point in the
locus p = 0?
Question 1.4.2. Are there irreducible components ofXG contained in the locus p = 0?
In the case of G = GL2/Q it is a consequence of the Halo conjecture that every irreducible component
contains a characteristic p point. Similary, when G is an inner form of GL2/Q associated to a definite
quaternion algebra over Q, it is a consequence of the results of [LWX17] that every irreducible component
contains a characteristic p point (see Theorem 6.3.4). In general, we regard an affirmative answer to the
first question as a very weak version of the Halo conjecture.
If a component has a characteristic p point, it becomes possible to study characteristic 0 points in the
component (if they exist) by passing to the characteristic p point, or to points approximating the character-
istic p point. In the case of GL2/Q (or its inner forms), components which have a characteristic p point
have a Zariski dense set of points corresponding to (twists of) classical modular forms of weight 2. One ar-
gument in this spirit appears in [PX], which has been used by the authors in combination with the methods
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of [LWX17] to establish new cases of the parity conjecture for the Bloch–Kato Selmer groups associated
to Hilbert modular forms. We essentially do this by showing that there is a classical parallel weight 2 point
on every irreducible component of an eigenvariety for a definite quaternion algebra over a totally real field
in which p splits completely. See [JN18] for more details.
1.4.2. Dimensions of irreducible components and functoriality. We note here that the theory of global
irreducible components for the adic spaces we work with requires some explanation (see [Con99] for the
rigid case). We have done this in a sequel to this paper [JN17], where we also generalise some of the results
of [Han17]. In particular, we show that the lower bound for the dimension of irreducible components
[Han17, Theorem 1.1.6] and (a variant of) the interpolation of Langlands functoriality [Han17, Theorem
5.1.6] generalise to our extended eigenvarieties.
One application of the interpolation of Langlands functoriality is that in the case of GL2/Q (or its inner
forms), [BP16] and [LWX17] show that the extended eigenvarieties contain the usual rigid eigenvarieties
as a proper subspace. Applying functoriality (cyclic base change, for example) then shows that this is true
for a larger class of groups. See [JN17] for more details.
1.4.3. Galois representations. In [AIP] the natural question is raised as to whether the Galois representa-
tions attached to characteristic p points of the extended eigencurve are trianguline (in an appropriate sense).
One can similarly ask this question for the characteristic p Galois representations constructed in this paper.
Note that in our level of generality, it is still only conjectural that the characteristic 0 Galois representations
carried by the eigenvariety are trianguline, but this is known, for example, in the case where G is a defi-
nite unitary group defined with respect to a CM field. It would also be interesting to construct a ‘patched
extended eigenvariety’ in this setting, extending the construction of [BHS17], and we hope to study this in
the near future.
1.5. An outline of the paper. Let us describe the contents of the paper. Section 2 collects what we need
about the eigenvariety machine and the notion of slope decompositions, and introduces some functional-
analytic terminology that we will need throughout the paper. Since the key point of the paper is the con-
struction of certain norms, we adopt terminology that puts emphasis on the norm, as opposed to merely
the underlying topology. We give a definition of a slope decomposition (a concept introduced in [AS]) that
differs slightly from the definitions that appear in the literature. This is necessary since the definition given
in [AS] neither localizes nor glues well, and so is not suitable for the construction of eigenvarieties. Our
definition is a formalization of an informal definition that the first author learnt from conversations with
David Hansen.
In Section 3, we carry out the construction of the norms on theDκ, following the outline above. We first
discuss the generalization of the Schneider–Teitelbaum norms to distributions on a uniform groupG valued
in a certain class of normed Zp-algebras that we call Banach–Tate Zp-algebras. These include, for example,
all Banach Qp-algebras in the usual sense, as well as Tate rings R = O(U) with U an affinoid open subset
of weight space (equipped with a suitable norm). We show that, in a precise sense, the completion of
D(G,R) with respect to the family of norms (|| − ||r)r∈[1/p,1) only depends on the underlying topology
of R. Imposing some additional conditions on the norm (which is always possible in practice), we then
construct the modules Drκ, D<rκ and Arκ as outlined above.
Section 4 then uses the modules Drκ to construct the eigenvariety, following the strategy in [Han17].
Since the Drκ are potentially orthonormalizable, the construction simplifies somewhat. We end the section
by generalizing the ‘Tor-spectral sequence’ [Han17, Theorem 3.3.1] to our setting, which is a key tool for
analyzing the geometry of eigenvarieties, and use it give a description of the ‘points’ of the eigenvariety
valued in a local field. We use this description in Section 5 when we construct Galois determinants.
In Section 6 we discuss the relationship of our work with that of [AIP] and [LWX17]. We show that
when G = GL2/Q, our construction, over the normalization of the weight space W0 discussed above,
produces the same eigencurve as in [AIP] (this normalization is only different fromW0 if p = 2). WhenG
is the algebraic group overQ associated with the units of a definite quaternion algebra overQ, we show that
our framework gives a conceptual proof of [LWX17, Theorem 3.16], which is a key ingredient in their proof
of the Halo conjecture. In essence, the numerical estimate of [LWX17, Theorem 3.16] falls out directly
from our proof of compactness of the Up-operator. Thus, it is possible to view our proof of compactness
28 Jun 2018 05:09:45 PDT
Version 2 - Submitted to Alg. Number Th.
EXTENDED EIGENVARIETIES FOR OVERCONVERGENT COHOMOLOGY 7
of suitable ‘Up-like’ operators (known as controlling operators) as a generalization of [LWX17, Theorem
3.16], as asked for in [LWX17, Remark 3.26(2)]. Since this numerical estimate doesn’t appear strong
enough to establish the Halo conjecture in more general situations, we have restricted ourselves to proving
the statement in the setting of [LWX17] as an illustration of our method.
Finally, Appendix A proves various results that we need on the class of Tate rings whose associated
affinoid adic spaces appear as the local pieces of our eigenvarieties; some of these results might be of
independent interest.
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2. PRELIMINARIES
The goal of this section is to set up some functional analytic terminology and theory. Specifically, we
require the results of [Buz07, §2-3] on Fredholm determinants, Riesz theory and the construction of spectral
varieties in a level of generality that is intermediate between the settings of [Buz07] and [Col97] (cf. also
[AIP, Annexe B]). For example, we need to work over coefficient rings arising from affinoid opens in the
adic spaceW0 discussed in our Introduction. These rings are complete topological rings which are Tate in
the language of Huber (cf. [Hub93, §1]). The topology on these rings is induced by a norm, and to discuss
the spectral theory of compact operators it is convenient to fix such a norm. This gives rise to a class of
normed rings which we call Banach–Tate rings (see Definition 2.1.2).
The proofs in [Buz07] go through with little to no change when working over Banach–Tate rings, so we
will be rather brief. All norms etc. will be non-archimedean so we will ignore this adjective. All rings will
be commutative unless otherwise specified.
2.1. Fredholm determinants over Banach–Tate rings.
Definition 2.1.1. Let R be a ring. A function | − | : R→ R≥0 is called a seminorm if (for all r, s ∈ R)
(1) |0| = 0, |1| = 1;
(2) |r + s| ≤ max(|r|, |s|);
(3) |rs| ≤ |r||s|.
If in addition |r| = 0 only if r = 0, then we say that | − | is a norm. A ring R together with a (semi)norm
will be called a (semi)normed ring. A normed ring R is called a Banach ring if the metric induced by the
norm is complete.
If f : R→ S is a morphism of normed rings, we say that f is bounded if there is a constant C > 0 such
that |f(r)| ≤ C|r| for all r ∈ R.
We say that two norms | − |, | − |′ on a ring R are equivalent if they induce the same topology. We say
that they are bounded-equivalent if there are constants C1, C2 > 0 such that C1|r| ≤ |r|′ ≤ C2|r| for all
r ∈ R (note that this is stronger than equivalence, cf. Lemma 2.1.6). Let R be a normed ring. We say that
r ∈ R is multiplicative if |rs| = |r||s| for all s ∈ R.
Definition 2.1.2. Let R be a normed ring. We say that R is Tate if R contains a multiplicative2 unit $ such
that |$| < 1. We call such a $ a multiplicative pseudo-uniformizer. If R is also complete, we say that R
is a Banach–Tate ring. If R is a Tate normed ring and $ is a multiplicative pseudo-uniformizer, then we
define the corresponding valuation v$ on R by v$(r) = − loga |r|, where a = |$−1|.
2i.e. a unit which is multiplicative in the sense we just defined, as well as being a unit for multiplication!
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We remark that it is easy to see that a unit $ in a normed ring R is multiplicative if and only if |$−1| =
|$|−1. A multiplicative pseudo-uniformizer $ is a uniform unit in the sense of Kedlaya-Liu [KL15,
Remark 2.3.9(b)].
Remark 2.1.3. Let R be a Tate normed ring, with $ a multiplicative pseudo-uniformizer.
(1) The underlying topological ring is a Tate ring in the language of Huber; the unit ballR0 is a ring of
definition and $ is a topologically nilpotent unit. Conversely, assume R is a Tate ring and $ ∈ R
is a topologically nilpotent unit, contained in some ring of definition R0. If a ∈ R>1, then we may
define a norm on R by |r| = inf{a−n | r ∈ $nR0, n ∈ Z}. Equipped with this norm, R is a Tate
normed ring with unit ball R0 and $ is a multiplicative pseudo-uniformizer.
(2) A Banach–Tate ringA is the same thing as a Banach algebraA satisfying |Am| 6= 1 in the language
of Coleman [Col97, §1] (and what we call a Banach ring is what Coleman calls a Banach algebra).
Here Am denotes the set of multiplicative units of A. Additionally, when R is a Banach–Tate ring
and R+ is a ring of integral elements, a choice of a multiplicative pseudo-uniformizer $ may be
used to identify the Gelfand spectrumM(R) of bounded multiplicative seminorms on R ([Ber90,
§1.2]) with the maximal compact Hausdorff quotient of the adic spectrum Spa(R,R+) ([Hub93]);
see [KL15, Definition 2.4.6]. Concretely, $ gives us a natural way of viewing a rank 1 point in
Spa(R,R+) as a bounded multiplicative seminorm.
Definition 2.1.4. Let R be a normed ring. A normed R-module is an R-module M equipped with a
function || − || : M → R≥0 such that (for all m,n ∈M and r ∈ R)
(1) ||m|| = 0 ⇐⇒ m = 0;
(2) ||m+ n|| ≤ max(||m||, ||n||);
(3) ||rm|| ≤ |r|.||m||.
We remark that if r ∈ R is a multiplicative unit, then one sees easily that ||rm|| = |r|.||m|| for all m ∈M .
If R is a Banach ring and M is complete, we say that M is a Banach R-module.
Let R be a Tate normed ring. If M and N are normed R-modules, then a homomorphism φ : M → N
is a continuous R-linear map. In this case, continuity of an R-linear map φ is equivalent to boundedness;
i.e. there exists C ∈ R>0 such that ||φ(m)|| ≤ C||m|| for all m ∈ M . In this case we set |φ| =
supm 6=0 |φ(m)|.|m|−1 as usual; HomR,cts(M,N) becomes a normed R-module with respect to this norm.
The open mapping theorem holds in this context; see e.g. [Hub94, Lemma 2.4(i)].
LetR be a Noetherian Banach–Tate ring. The results of [BGR84, §3.7.2] hold in the context of Banach–
Tate rings with the same proofs (thanks to the open mapping theorem), soR being Noetherian is equivalent
to all ideals being closed. Moreover, the results of [BGR84, §3.7.3] hold for Noetherian Banach–Tate
rings with the same proofs. In particular, any finitely generated R-module carries a canonical complete
topology, and any abstractR-linear map between two finitely generatedR-modules is continuous and strict
with respect to the canonical topology.
Definition 2.1.5. LetR be a Banach–Tate ring and let I be a set. We define cR(I) to be the set of sequences
(ri)i∈I in R tending to 0 (with respect to the filter of subsets of I with finite complement). It is a Banach
R-module when equipped with the norm ||(ri)|| = supi∈I |ri|.
We say that a Banach R-module M is (potentially) orthonormalisable (or (potentially) ON-able for
short) if there exists a set I such that M is R-linearly isometric (resp. merely R-linearly homeomorphic)
to cR(I). A set in M corresponding to the set {ei = (δij)j | i ∈ I} ⊆ cR(I) under such a map is called an
(potential) ON-basis.
Finally, we say that a Banach R-module M has property (Pr) if it is a direct summand of a potentially
ON-able Banach R-module.
If M → N is a continuous morphism of ON-able Banach R-modules, then we may define its matrix
for a fixed ON-basis on M and one on N as on [Buz07, p. 65], and the properties stated there hold in this
situation as well. A morphism φ : M → N between general Banach R-modules is said to be of finite
rank if the image of φ is contained in a finitely generated submodule of N . More generally, φ is said to
be compact (or completely continuous) if it is a limit of finite rank operators in HomR,cts(M,N). If R is
Noetherian, [Buz07, Lemma 2.3, Proposition 2.4] go through with the same proofs (using a multiplicative
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pseudo-uniformizer $ for what Buzzard calls ρ in the proof of Lemma 2.3) and we see that if φ : M → N
is a continuous R-linear map between ON-able Banach R-modules with matrix (aij) with respect to some
bases (ei)i∈I of M and (fj)j∈J of N , then φ is compact if and only if limj→∞ supi∈I |aij | = 0. When
M = N and (ei)i∈I = (fj)j∈J this allows us to define the characteristic power series, or Fredholm
determinant, det(1−Tφ) of a compact φ using the recipe on [Buz07, p. 67] and one sees that det(1−Tu) ∈
R{{T}}, where R{{T}} = {∑n anTn ∈ R[[T ]] | |am|Mm → 0 ∀M ∈ R≥0} is the ring of entire power
series in R.
Moving on, we remark that [Buz07, Lemma 2.5, Corollary 2.6] are true in our setting with the same
proofs. In particular, the notion of the Fredholm determinant extends to compact operators on potentially
ON-able M , and may be computed using a potential ON-basis. It will be useful (at least psychologically)
for us to know that these notions remain unchanged if we replace the norm on R by an equivalent one.
First, we remark that changing the norm on R to an equivalent one doesn’t change the topology on cR(I)
(for I arbitrary). This can be seen directly, but it is also a consequence of the following lemma, which we
will need later.
Lemma 2.1.6. Let R be a complete Tate ring, and let $,pi ∈ R be topologically nilpotent units. Assume
that we have two equivalent norms | − |$ and | − |pi on R (inducing the intrinsic topology) such that $ is
multiplicative for | − |$ and pi is multiplicative for | − |pi . Then we may find constants C1, C2, s1, s2 > 0
such that
C1|a|s1pi ≤ |a|$ ≤ C2|a|s2pi
for all a ∈ R.
Proof. We thank a referee for suggesting a more efficient argument for this proof. First, note that it suffices
to find constants such that the inequalities hold for all nonzero a ∈ R, since it trivially holds for a = 0 and
all choices of constants. We will first prove the second inequality. To start, pick C ′ > 0 such that |a|pi ≤ 1
implies |a|$ ≤ C ′ for all a ∈ R (possible since the norms are equivalent). Since $ is topologically
nilpotent we may find m ∈ Z≥1 such that |$m|pi < 1. It follows that |$−m|pi ≥ |$m|−1pi > 1.
For any nonzero a ∈ R, set
n =
⌈
log |a|pi
log |$m|−1pi
⌉
.
We have |$m|npi|a|pi ≤ 1. If n ≥ 0, we deduce that |$mna|pi ≤ |$m|npi|a|pi ≤ 1. If n < 0 we similarly
deduce that |$mna|pi ≤ |$−m|−npi |a|pi ≤ |$m|npi|a|pi ≤ 1. Therefore we have |$mna|$ ≤ C ′. By
multiplicativity of $ for | − |$ we get |a|$ ≤ C ′|$|−mn$ . Setting q = |$|−m$ > 1, we then have
|a|$ ≤ C ′qn ≤ C ′q
log |a|pi
log |$m|−1pi
+1
= C ′q|a|s2pi
where we have put s2 = (logq |$m|−1pi )−1; note that s2 > 0. Set C2 = C ′q; we get
|a|$ ≤ C2|a|s2pi
with C2, s2 > 0 as desired.
To get the first inequality, note that by symmetry we may find D, t > 0 such that |a|pi ≤ D|a|t$.
Rearranging we obtain
C1|a|s1pi ≤ |a|$ ≤ C2|a|s2pi
as desired, where C1 = D−1/t and s1 = 1/t. 
Remark 2.1.7. If R has two equivalent norms | − | and | − |′ with a common multiplicative pseudo-
uniformizer $ such that |$| = |$|′, then the proof shows that |− | and |− |′ are bounded-equivalent. This
is also easy to see directly, and will be used freely throughout the paper.
Suppose then that (M, | − |) is a Banach (R, | − |)-module, and (M, | − |′) is a Banach (R, | − |′)-
module, where | − | and | − |′ are equivalent on both R and M . A Banach (R, | − |)-module isomorphism
(M, |− |) ∼= (cR(I), |− |) is then the same thing as a Banach (R, |− |′)-module isomorphism (M, |− |′) ∼=
(cR(I), | − |′), since (cR(I), | − |) ∼= (cR(I), | − |′) as topological R-modules via the identity map. Thus
(M, | − |) is potentially ON-able if and only if (M, | − |′) is potentially ON-able, and (ei)i∈I is a potential
ON-basis for (M, | − |) if and only if it is a potential ON-basis for (M, | − |′). It follows, at least when R
28 Jun 2018 05:09:45 PDT
Version 2 - Submitted to Alg. Number Th.
10 CHRISTIAN JOHANSSON AND JAMES NEWTON
is Noetherian (which is all we need), that an operator φ is compact on a potentially ON-able (M, | − |) if
and only if it is compact on a potentially ON-able (M, | − |′), and the Fredholm determinant is the same.
We remark that the results [Buz07, Lemma 2.7-Corollary 2.10] hold over Noetherian Banach–Tate rings
R, again with the same proofs. We can extend the notion of Fredholm determinants of compact operators
on BanachR-modules with property (Pr) as on [Buz07, p.72-73], and the results there hold over Noetherian
Banach–Tate rings. One also sees that having property (Pr) is stable when changing the norms on (R,M)
to equivalent ones, as is compactness of operators and the Fredholm determinants for compact operators
are unchanged. We summarise the results of this section with the following Proposition:
Proposition 2.1.8. Let R be a Noetherian Banach–Tate ring. If M is a Banach R-module with property
(Pr) and φ : M →M is compact then there is a well-defined Fredholm determinant
det(1− Tφ|M) ∈ R{{T}}.
If we change the norms on (R,M) to equivalent ones, then M still has property (Pr), φ is still compact,
and the Fredholm determinant is unchanged.
2.2. Riesz theory, slope factorizations and slope decompositions. We continue to letR denote a Banach–
Tate ring. If Q ∈ R[T ], we write Q∗(T ) := T degQQ(1/T ). We recall the following definitions:
Definition 2.2.1. A Fredholm series is a formal power series F = 1 +
∑
n≥1 anT
n ∈ R{{T}}. A
polynomial Q ∈ R[T ] is called multiplicative if the leading coefficient of Q is a unit (in other words, if
Q∗(0) ∈ R×).
Two entire series P,Q ∈ R{{T}} are said to be relatively prime if the ideal (P,Q) = R{{T}}.
The proof of [Buz07, Theorem 3.3] goes through without changes; we state it for completeness (see
also [AIP, Theoreme B.2]). Implicit in this is that [Buz07, Lemma 3.1] holds with the same proof; we will
make use of this later.
Theorem 2.2.2. Assume that R is Noetherian. Let M be a Banach R-module with property (Pr) and let
u : M →M be a compact operator with F = det(1−Tu). Assume that we have a factorization F = QS
where S is a Fredholm series, Q ∈ R[T ] is a multiplicative polynomial, and Q and S are relatively prime
in R{{T}}. Then KerQ∗(u) ⊆ M is finitely generated and projective and has a unique u-stable closed
complement N such that Q∗(u) is invertible on N . The idempotent projectors M → KerQ∗(u) and
M → N lie in the closure of R[u] ⊆ EndR,cts(M). The rank of KerQ∗(u) is degQ, and det(1 − Tu |
KerQ∗(u)) = Q. Moreover, u is invertible on KerQ∗(u), and det(1− Tu | N) = S.
Proof. Apart from the last sentence, this is (a minor reformulation of) [Buz07, Theorem 3.3]. To see that u
is invertible on KerQ∗(u), note that det(u | KerQ∗(u)) = Q∗(0) ∈ R×. To see that det(1− Tu | N) =
S, write S′ = det(1 − Tu | N) and note that F = det(1 − Tu | KerQ∗(u)) det(1 − Tu | N) = QS′.
Hence Q(S − S′) = 0, and Q is not a zero divisor since Q(0) = 1, so S = S′. 
The following Lemma may be extracted from the proof of [Buz07, Lemma 5.6]; we give the short proof
for completeness.
Lemma 2.2.3. Assume that R is Noetherian. Let M and M ′ be two Banach R-modules with property
(Pr) and assume that we have a continuous R-linear map v : M → M ′ and a compact R-linear map
i : M ′ →M . Set u = iv and u′ = vi. Then u and u′ are both compact and det(1− Tu) = det(1− Tu′);
call this entire power series F . If F = QS is a factorization as in Theorem 2.2.2, then i restricts to an
isomorphism between KerQ∗(u′) and KerQ∗(u).
Proof. Compactness of u and u′ and the equality of their Fredholm determinants follows from [Buz07,
Proposition 2.7]. Now assume we have a factorization F = QS. If x′ ∈ KerQ∗(u′), then Q∗(u)(i(x′)) =
i(Q∗(u′)(x′)) = 0 so i(KerQ∗(u′)) ⊆ KerQ∗(u). Furthermore, if i(x′) = 0 then u′(x′) = 0, so
Q∗(u′)(x′) = Q∗(0).x′ = 0 and hence x′ = 0, so i is injective on KerQ∗(u′). For surjectivity onto
KerQ∗(u), let x ∈ KerQ∗(u) and choose y ∈ KerQ∗(u) with u(y) = x (possible by Theorem 2.2.2).
Then one checks, similarly to the computation above, that v(y) ∈ KerQ∗(u′), and hence i(v(y)) = u(y) =
x, which gives us surjectivity and finishes the proof. 
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Next, we let K be a field, complete with respect to a non-trivial non-archimedean absolute value. We
briefly define the Newton polygon of a power series F ∈ K[[T ]], following [AS, §4.2] (in this special case).
A subsetN ⊆ R2 is said to be sup-convex if it is convex and, whenever a point (a, b) ∈ N ,N contains the
whole half-line {(a, b+ t) | t ≥ 0} above it. Given an arbitrary subset S ⊆ R2, there is a unique smallest
sup-convex set containing S, which we will denote by H+(S). If I ⊆ Z≥0 and ω : I → R is a function,
then any set of the form H+({(n, ω(n)) | n ∈ I} is called a Newton polygon. We refer to [AS, §4.2] for
the notions of vertices, edges and slopes of a Newton polygon.
Definition 2.2.4. Let F =
∑
n≥0 anT
n ∈ K[[T ]]. Fix a pseudo-uniformizer $ ∈ K and consider the
corresponding valuation v$. The Newton polygon of F is the Newton polygonH+(S(F )), where
S(F ) = {(n, v$(an)) | n ∈ IF } ⊆ R2
with IF = {n ∈ Z≥0 | an 6= 0}.
Let h ∈ R. We say that a power series F ∈ K[[T ]] has slope ≤ h (or > h) if all slopes of its Newton
polygon are ≤ h (or > h). Now consider a Banach–Tate ring R with a multiplicative pseudo-uniformizer
$. We say that F ∈ R[[T ]] has slope ≤ h (or > h) if, for any x in the Gelfand spectrum M(R) with
residue field Kx, the specialization Fx ∈ Kx[[T ]] has slope ≤ h (or > h).
Definition 2.2.5. Let R be a Banach–Tate ring with a fixed multiplicative pseudo-uniformizer $. Let
F ∈ R{{T}} be a Fredholm series and let h ∈ R. A slope ≤ h-factorization of F is a factorization
F = QS in R{{T}} where Q is a multiplicative polynomial of slope ≤ h and S is a Fredholm series of
slope > h.
Remark 2.2.6. If R is a complete Tate ring with a fixed topologically nilpotent unit $, then the notions
of slope factorizations and slope ≤ h or > h are independent of the choice of a norm on R with $
multiplicative. Moreover, one can define all these notions directly without choosing a norm on R.
Recall that an element a ∈ R is called quasinilpotent if its spectral seminorm3 |a|sp is 0. This is
equivalent to |a|x = 0 for all x ∈ M(R) by [Ber90, Corollary 1.3.2]. The set of quasinilpotent elements
form an ideal of R, which is the kernel of the Gelfand transform R → ∏x∈M(R)Kx. We note that
it is easy to see that a quasinilpotent element is topologically nilpotent. For the kinds of ring R which
appear in practice in this paper, the quasinilpotent elements are just the nilpotent elements (this follows
from Theorem A.7), and the proof of the following lemma is simpler. However, we will avoid imposing
additional technical assumptions at this stage.
Lemma 2.2.7. Let R be a Banach–Tate ring with a fixed multiplicative pseudo-uniformizer $ and let
h ∈ Q≥0. Let S be a Fredholm series of slope > h and Q a multiplicative polynomial of slope ≤ h. Then
Q and S are relatively prime.
Proof. We will use Coleman’s resultant Res, for which we refer to [Col97, §A3] (the reader may also
benefit from the discussion on [Buz07, p. 74]). By [Col97, Lemma A3.7] it suffices to prove that Res(Q,S)
is a unit in R{{T}}. Pick x ∈ M(R) and specialize to Kx. Then Res(Q,S)x = Res(Qx, Sx) and since
Qx has slope ≤ h and Sx has slope > h we see that Res(Q,S)x ∈ Kx{{T}}× = K×x . By [Ber90,
Corollary 1.2.4] we see that Res(Q,S) = a0 + T.F (T ) where a0 ∈ R× and F (T ) ∈ R{{T}} has
quasinilpotent coefficients. Multiplying by a−10 we see that it suffices to prove that if F ∈ R{{T}} has
quasinilpotent coefficients, then 1− T.F (T ) ∈ R{{T}}×.
To prove this, we use an argument suggested to us by a referee, which is more efficient than our original
argument. First note that the formal inverse of 1 − T.F (T ) is G(T ) = ∑n≥0 Tn.F (T )n, so we need to
show that this is entire. SettingH(T ) = T.F (T ), it suffices to show that ifH(T ) is any entire power series
with H(0) = 0 and with quasinilpotent coefficients, then
∑
n≥0H(T )
n converges and is entire. In fact, it
suffices to prove that
∑
n≥0H(T )
n ∈ R〈T 〉, since if we have proved this we can apply this to H($−NT )
for all N (which still has quasinilpotent coefficients) to deduce that
∑
n≥0H(T )
n is entire.
So, to show this, it suffices to show that H(T ) is topologically nilpotent in R〈T 〉, where we equip
R〈T 〉 with the Gauss norm coming from the norm on R. Since the coefficients of H tend to 0, we may
3The definition of the spectral seminorm is recalled in Appendix A.
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write H(T ) =
∑N
n=1 hnT
n +
∑
n>N hnT
n, with |hn| < 1 for n > N . Then the tail
∑
n>N hnT
n is
topologically nilpotent (it has Gauss norm < 1) and the terms hnTn are topologically nilpotent for all n
since hn is quasinilpotent (and hence topologically nilpotent). So H(T ) is a finite sum of topologically
nilpotent elements, hence topologically nilpotent. This finishes the proof. 
Continue to let R be a Banach–Tate ring with a fixed multiplicative pseudo-uniformizer $. The follow-
ing is a minor variation of [AS, Definition 4.6.1].
Definition 2.2.8. Let M be an (abstract) R-module, let u : M → M be an R-linear map and let h ∈ Q.
An element m ∈ M is said to have slope ≤ h with respect to u if there is a multiplicative polynomial
Q ∈ R[T ] such that
(1) Q∗(u).m = 0;
(2) The slope of Q is ≤ h.
We let M≤h ⊆M denote the subset of elements of slope ≤ h.
Lemma 2.2.9. ([AS, Proposition 4.6.2]) M≤h is an R-submodule of M , which is stable under u.
Proof. It is clear from the definition that M≤h is closed under multiplication, and stable under u. It there-
fore suffices to prove that it is closed under addition, for which it suffices to prove that if Q1 and Q2 are
two multiplicative polynomials of slope ≤ h, then so is Q1Q2. To see this it suffices to specialize to the
case when R is a field and the norm is an absolute value. The assertion is then well known (for example,
the argument in the proof of [AS, Proposition 4.6.2] carries over without change). 
Definition 2.2.10. ([AS, Definition 4.6.3]) Let M be an R-module with an R-linear map u : M → M
and let h ∈ Q. A slope ≤ h-decomposition of M is an R[u]-module decomposition M = Mh ⊕Mh such
that
(1) Mh is a finitely generated R-submodule of M≤h;
(2) For every multiplicative polynomial Q ∈ R[T ] of slope ≤ h, the map Q∗(u) : Mh → Mh is an
isomorphism of R-modules.
Proposition 2.2.11. We keep the above notation. If M has a slope ≤ h-decomposition Mh ⊕Mh, then
it is unique, and Mh = M≤h (in particular the latter is finitely generated over R). We will from now on
write M>h for the unique complement. Moreover, slope decompositions satisfy the following functorial
properties:
(1) Let f : M → N be a morphism of R[u]-modules with slope ≤ h-decompositions. Then
f(M≤h) ⊆ N≤h and f(M>h) ⊆ N>h. Moreover, both Ker(f) and Im(f) have slope ≤ h-
decompositions.
(2) Let C• be a complex of R[u]-modules and suppose that each Ci has a slope ≤ h-decomposition.
Then every Hi(C•) has a slope ≤ h-decomposition, explicitly given by Hi(C•) = Hi(C•≤h) ⊕
Hi(C•>h).
Proof. The proof is identical to that of [AS, Lemma 4.6.4]: one equates slope ≤ h-decompositions with
S-decompositions (as defined and studied in [AS, §4.1])) for the set S ⊆ R[u] of all Q∗(u) where Q
is a multiplicative polynomial of slope ≤ h. The properties then stated follow from general facts about
S-decompositions, recorded in [AS, Proposition 4.1.2]. 
Definition 2.2.12. Let R be a Banach–Tate ring with a fixed multiplicative pseudo-uniformizer $ and
let M be a Banach R-module. Assume that M has a slope-≤ h decomposition M = M≤h ⊕M>h. If
f : R → S is a bounded morphism of Banach–Tate rings such that f($) is a multiplicative pseudo-
uniformizer in S, we say that the slope-≤ h decomposition is functorial for R → S if the decomposition
M⊗̂RS = (M≤h ⊗R S) ⊕ (M>h⊗̂RS) is a slope-≤ h decomposition of M⊗̂RS (using f($) to define
slopes for S). We say that the slope-≤ h decomposition is functorial if it is functorial for all such bounded
homomorphisms of Banach–Tate rings out of R.
Theorem 2.2.13. Let R be a Noetherian Banach–Tate ring with a fixed multiplicative pseudo-uniformizer
$, and let M be a Banach R-module with property (Pr). Let u be a compact R-linear operator on M ,
with Fredholm determinant F (T ) = det(1−Tu). IfM has a slope≤ h-decomposition which is functorial
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with respect to R → Kx for all x ∈ M(R), then F has a slope ≤ h-factorization. Conversely, if F has a
slope-≤ h factorization, then M has a functorial slope-≤ h decomposition.
Proof. Assume that M has a slope-≤ h decomposition M = M≤h ⊕M>h with is functorial with respect
to R→ Kx for all x ∈M(R). Then both of these spaces satisfy property (Pr) and are u-stable, and hence
we have
F = det(1− Tu |M≤h) det(1− Tu |M>h).
We claim that this is a slope-≤ h factorization. Put Q = det(1 − Tu | M≤h), S = det(1 − Tu | M>h).
Pick x ∈ M(R) with residue field Kx and specialize. We have Qx = det(1 − Tu | M≤h ⊗R Kx) and
Sx = det(1 − Tu | M>h⊗̂RKx). By assumption M⊗̂RKx = (M≤h ⊗R Kx) ⊕ (M>h⊗̂RKx) is a
slope-≤ h decomposition, so Qx has slopes ≤ h and Sx has slopes > h and so F = QS is a slope-≤ h
factorization.
Conversely, assume that F has a slope-≤ h factorization F = QS. By Lemma 2.2.7 Q and S are
relatively prime, so we may apply Theorem 2.2.2 to get a u-stable decomposition M = KerQ∗(u) ⊕ N .
It is easy to see that this decomposition is functorial, as is a slope-≤ h factorization, so it suffices to
prove that this decomposition is a slope-≤ h decomposition. First, since Q has slope ≤ h we see that
KerQ∗(u) ⊆ M≤h (and we know it’s finitely generated). It remains to show that for every multiplicative
polynomial P of slope ≤ h, P ∗(u) is invertible on N . By Lemma 2.2.7 P and S are relatively prime.
Since S = det(1− Tu | N) (by Theorem 2.2.2), it follows from [Buz07, Lemma 3.1] that P ∗ is invertible
on N , as desired. 
Corollary 2.2.14. With notation and assumptions as in the theorem, a slope-≤ h decomposition of M is
functorial if and only if it is functorial for the natural map R→ Kx for all x ∈M(R).
2.3. Fredholm hypersurfaces. In this section we discuss the notion of Fredholm hypersurfaces and relate
this to slope factorizations and decompositions. We will use Huber’s adic spaces as our framework for
non-archimedean geometry, and we will use standard notions and notation from this theory freely, refering
to the basic references [Hub94, Hub96].
Any Tate ring R with a Noetherian ring of definition has an associated affinoid adic space Spa(R,R+),
for any ring of integral elementsR+, by [Hub94, Theorem 2.5]. Fix anR+ and considerX = Spa(R,R+).
We will frequently be interested in affine 1-space over X . As an adic space over (Z,Z), we have A1 =
Spa(Z[T ],Z); it represents the functor X 7→ O(X) on the category of adic spaces (we note that the
functor X 7→ O+(X) is represented by the ‘closed unit disc’ Spa(Z[T ],Z[T ])). The fibre product A1X :=
X ×Spa(Z,Z) A1 exists, but it is no longer affinoid. Indeed, if we pick a topologically nilpotent unit $ ∈ R,
it can be checked that the fibre product is given by
A1X =
⋃
m≥0
Spa(R〈$mT 〉, R+〈$mT 〉)
with respect to the transition maps coming from the natural inclusions. The ring of global functions on
A1X is the ring of entire power series R{{T}}. Pick a topologically nilpotent unit $ ∈ R. If h ∈ Q then,
writing h = m/n with m ∈ Z and n ∈ Z≥1, we define an affinoid subset BX,h ⊆ A1X by
BX,h = {|Tn| ≤ |$−m|} ⊆ A1X .
We have A1X =
⋃
h∈Q BX,h.
Let R be a complete Tate ring with a Noetherian ring of definition and let F ∈ R{{T}} be a Fredholm
series. Put X = Spa(R,R◦). The closed subvariety Z(F ) := {F = 0} ⊆ A1X is called the Fredholm
hypersurface of F , or sometimes the spectral variety of F . It carries a projection map Z(F )→ X , which
is flat, locally quasi-finite and partially proper by [AIP, Theoreme B.1].
Definition 2.3.1. Let R be a complete Tate ring with a Noetherian ring of definition, and pick a topolog-
ically nilpotent unit $ ∈ R. Let F be a Fredholm series with Fredholm hypersurface Z = Z(F ) ⊆ A1X ,
where X = Spa(R,R◦). Let h ∈ Q≥0 and let U ⊆ X be an open affinoid in X; put ZU,h = Z ∩ BU,h ⊆
A1X (this is an open affinoid subset of Z). We say that the pair (U, h) is a slope datum for (X,F ) if
ZU,h → U is finite of constant degree (if the pair (X,F ) is clear form the context, we occasionally just say
that (U, h) is a slope datum).
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Theorem 2.3.2. LetR be a complete Tate ring with a Noetherian ring of definition, and pick a topologically
nilpotent unit $ ∈ R. Let F be a Fredholm series over R with spectral variety Z = Z(F ) ⊆ A1X , where
X = Spa(R,R◦). Let U ⊆ X be an open affinoid and let h ∈ Q≥0. Then:
(1) (U, h) is a slope datum for (X,F ) if and only if F has a slope≤ h-factorization inOX(U){{T}}.
(2) The collection of all ZU,h for all slope data (U, h) is an open cover of Z.
Proof. This follows almost directly from [AIP, Theoreme B.1, Corollaire B.1]. The second assertion is
shown by tracing through the proof of [AIP, Lemma B.1, Theoreme B.1]; adapting the proof of [AIP,
Theoreme B.1] slightly one sees that one may take the sets to be of the form ZU,h (the degree is locally
constant on U , so constancy of the degree can be arranged). For the first assertion, the statement that if
(U, h) is a slope datum then F has a slope-≤ h factorization in OX(U){{T}} is [AIP, Corollaire B.1].
Conversely, if F = QS is a slope-≤ h factorization in OX(U){{T}}, then S is a unit in O(BU,h).
Therefore O(ZU,h) = O(BU,h)/(F ) = O(BU,h)/(Q) is finite of constant degree equal to degQ over U ,
and hence ZU,h → U is finite of constant degree. 
More generally, let X be an analytic adic space locally of the form Spa(R,R◦) for R a complete
Tate ring with a Noetherian ring of definition, and let F be a Fredholm series over X with Fredholm
hypersurface Z. If U ⊆ X is an open affinoid and h ∈ Q≥0, we say that (U, h) is a slope datum for (X,F )
if O(U) is Tate and there is a topologically nilpotent unit $ ∈ O(U) such that ZU,h, defined using this
choice of $, is finite flat of constant degree over U .
When constructing eigenvarieties, it will be useful to consider a slightly more general notion. Let X be
an analytic adic space as above and let F be a Fredholm series over X , with associated hypersurface Z.
Write pi : Z → X for the projection. We let C ov(Z) denote the set of all open affinoid V ⊆ Z such that
pi(V ) ⊆ X is open affinoid, O(pi(V )) is Tate, and the map pi|V : V → pi(V ) is finite of constant degree.
Then we have the following theorem.
Theorem 2.3.3. Keep the notation and assumptions of the paragraph above. Then C ov(Z) is an open
cover of Z. If V ∈ C ov(Z), then there exists a factorization F = QS in O(pi(V )){{T}}, where Q
is a multiplicative polynomial of degree deg pi|V , S is a Fredholm series, Q and S are relatively prime,
and we have O(V ) = O(pi(V ))[T ]/(Q) and O+(V ) = (O(pi(V ))[T ]/(Q))◦. Conversely, if such a
factorization of F exists in O(U){{T}}, where U ⊆ X is open affinoid and O(U) is Tate, then V =
Spa(O(U)[T ]/(Q), (O(U)[T ]/(Q))◦) is naturally an element of C ov(Z).
Proof. The assertions about rings of integral elements follow immediately from the rest by Lemma A.3.
The first two parts are [AIP, Theoreme B.1, Corollaire B.1]. Note that if pi : V → U is a finite flat
morphism, with U ⊂ X and V ⊂ Z open affinoid, then pi is open by [Hub96, Lemma 1.7.9]. For the last
part, it is clear that V → U is finite and surjective of constant degree degQ, so it remains to see that V is
naturally an open subset of Z. For this we may work locally over U . Set B = O(U). For each n we have
compatible morphisms
B[T ]/(Q)→ B〈$nT 〉/(Q)← B〈$nT 〉/(F ).
The second map is the projection onto the first factor in the decompositionB〈$nT 〉/(F ) ∼= B〈$nT 〉/(Q)×
B〈$nT 〉/(S) which results from the fact that Q and S are relatively prime. Thus {Q = 0} ⊆ Z is open
and closed in Z. Moreover, when n is sufficiently large, we claim that the first map is an isomorphism.
To see this, consider the quotient map p : B[T ] → B[T ]/(Q) and equip the target with a submulti-
plicative norm that induces the canonical topology. For large enough n we will have |p($nT )| ≤ 1
and hence p(B0[$nT ]) ⊆ (B[T ]/(Q))0 (here we are using −0 to denote unit balls), so p is continu-
ous for the topology on B[T ] coming from the inclusion B[T ] ⊆ B〈$nT 〉, and we may complete to
obtain a morphism B〈$nT 〉 → B[T ]/(Q) with kernel QB〈$nT 〉. This gives an inverse to the map
B[T ]/(Q) → B〈$nT 〉/(Q), proving the claim. Thus we may identify V with {Q = 0} ⊆ Z, which
shows that V is naturally an open subset of Z. 
3. RELATIVE DISTRIBUTION ALGEBRAS
3.1. Relative distribution algebras and norms. A p-adic analytic group will in this paper always mean
a Qp-analytic group. Let R be a Banach–Tate ring. We denote the unit ball of R by R0. If there exists
a norm-decreasing homomorphism Zp → R, where we equip Zp with the usual norm |x|p = p−ordp(x),
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we call such R (together with the map Zp → R) a Banach–Tate Zp-algebra. The goal of this section is
to extend some of the constructions of [ST03, §4] to the case of continuous functions and distributions
valued in such R. In particular, we construct R-valued analogues of (locally) analytic distribution algebras
for compact p-adic analytic groups. We begin with a lemma on the existence of Banach–Tate Zp-algebra
norms.
Lemma 3.1.1. Let R be a Noetherian Banach–Tate ring with norm | − | and a multiplicative pseudo-
uniformizer $. Assume that there exists a continuous homomorphism Zp → R (necessarily unique). Then
there exists a Banach-Tate Zp-algebra norm | − |′ on R which is bounded-equivalent to | − |s for some
s > 0, and such that $ is a multiplicative pseudo-uniformizer for | − |′.
Proof. Note first that a norm | − |′ on R is a Banach–Tate Zp-algebra norm if and only if |p|′ ≤ p−1,
so we need to check this. By continuity of Zp → R we have p ∈ R◦◦. Choose m ∈ Z≥1 such that
|p|sp < |$|2/m and consider the finite free R-algebra S = R[$1/m] = R[X]/(Xm − $). We equip S
with its canonical topology as a finite R-module; then the induced subspace topology on R ⊆ S agrees
with the original topology on S. Thus we have p,$1/m ∈ S◦◦. Now equip S with a submultiplicative
R-Banach module norm | − |S that induces the canonical topology. Note that $ is a multiplicative pseudo-
uniformizer for |− |S with |$|S = |$|, and that (R, |− |)→ (S, |− |S) is norm-decreasing. We then have
|p$−1/m|S,sp < |$|1/m < 1 by construction, so p$−1/m is topologically nilpotent in S. We can then
choose a ring of definition S2 of S containing $1/m and p$−1/m and consider the norm
|s|2 = inf{|$|k/m | s ∈ $k/mS2}.
Since p ∈ $1/mS2 we have |p|2 < 1, and we may hence find s > 0 such that |p|s2 ≤ p−1. Restricting the
norm | − |′ := | − |s2 to R ⊆ S then gives the desired norm. 
Definition 3.1.2. Let X be a compact topological space and let A be a topological Zp-algebra.
(1) We let C(X,A) denote theA-module of all continuousA-valued functions onX , and let Csm(X,A)
denote the subspace of all locally constant functions.
(2) We put D(X,A) = HomA,cts(C(X,A), A).
When A is a normed ring, we may topologize C(X,A) and Csm(X,A) using the supremum norm, and
we may give D(X,A) the corresponding dual/operator norm. If A is complete, this makes C(X,A) into
a complete A-module. When the topology on X is profinite, Csm(X,A) is dense in C(X,A) and, if R
is a Banach–Tate Zp-algebra, the natural map C(X,Zp)⊗̂ZpR → C(X,R) is a topological isomorphism.
Similarly C(X,Zp)⊗̂ZpR0 ∼= C(X,R0) where R0 is the unit ball of R.
Continue to let X be a profinite set and R a Banach–Tate Zp-algebra with unit ball R0 and a multiplica-
tive pseudo-uniformizer $. Note that D(X,R0) = HomR0(C(X,R0), R0) (i.e. continuity with respect to
the $-adic topology is automatic) and that this is the unit ball in D(X,R). We may equip D(X,R0) with
the weak topology coming from the family of mapsD(X,R0)→ R0 given by µ 7→ µ(f) for f ∈ C(X,R0)
and the $-adic topology on R0. We will refer to this topology as the weak-star topology on D(X,R0).
When X = G is a profinite group, D(G,R) carries a convolution product
(µ ∗ ν)(f) = µ(g 7→ ν(h 7→ f(gh))).
One checks directly that δg ∗ δh = δgh for all g, h ∈ G, where δg denotes the Dirac distribution at g. This
product preserves D(G,R0). We sum up some basic properties of the weak-star topology.
Lemma 3.1.3. IfX is finite (hence discrete) the weak-star topology onD(X,R0) coincides with the$-adic
topology. In general, if X = lim←−nXn is an inverse limit of finite sets Xn, we have a natural isomorphismD(X,R0) ∼= lim←−nD(Xn, R0) which identifies the weak-star topology on the source with the inverse limit
topology where D(Xn, R0) is equipped with the $-adic topology. When X = G is a profinite group this is
a ring homomorphism, and multiplication on D(G,R0) is jointly continuous with respect to the weak-star
topology.
Proof. The first assertion is straightforward. For the second, note that the formation of D(X,R0) is co-
variantly functorial in X , so the maps X → Xn induce a natural map D(X,R0) → lim←−nD(Xn, R0)
which is continuous by the first assertion when we equip the source and the target with the topologies in
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the statement of the lemma. Moreover it is easily checked to be a ring homomorphism when X = G is a
profinite group. Unraveling, we see that this morphism is the natural morphism
HomR0(C(X,R0), R0)→ HomR0(Csm(X,R0), R0)
induced by the inclusion Csm(X,R0) ⊆ C(X,R0). Since this subspace is dense for the $-adic topology,
we see that the map is an isomorphism. To check that it also a homeomorphism, note first that by the
same density one may define the weak-star topology using only locally constant functions. It is then
straightforward to check that all basic opens from locally constant functions come by pullback from basic
opens on theD(Xn, R0), which implies that the map is a homeomorphism. Finally, multiplication is jointly
continuous for the $-adic topology on D(Gn, R0) for all n, and hence jointly continuous on the inverse
limit. This implies the last assertion. 
Let X = lim←−nXn be a countable inverse limit of finite sets, viewed as a profinite set. We define
R0[[X]] := lim←−nR0[Xn] and R[[X]] := (lim←−nR0[Xn])[1/$]; these are R0- resp. R-modules and inde-
pendent of the choice of the Xn’s (here, if B is a ring and S is a finite set, B[S] denotes the free B-module
generated by the set S). If the Xn are groups (so X is profinite group) then they carry natural algebra
structures. We may topologize R0[[X]] in two ways; either giving it the natural inverse limit topology or
the $-adic topology. We give R[[X]] the topology induced from the $-adic topology on R0[[X]], which
is compatible with viewing R[[X]] as an R-Banach module with unit ball R0[[X]].
Proposition 3.1.4. Let X = lim←−nXn be a profinite set. There is a natural R-Banach module isomorphism
R[[X]] → D(X,R) sending [x] to δx. It restricts to an R0-module isomorphism R0[[X]] → D(X,R0)
which identifies the inverse limit topology on the source with the weak-star topology on the target. If
X = G is a profinite group, then these maps are ring homomorphisms.
Proof. Define compatible maps R0[Xn] → HomR0(C(Xn, R0), R0) by [x] 7→ δx; one checks directly
that this is an isomorphism of topological R0-modules, and that it is a ring homomorphism when X is a
profinite group. Taking inverse limits we get
R0[[X]]
∼−→ HomR0(Csm(X,R0), R0) = D(X,R0).
Lemma 3.1.3 shows that this identifies the inverse limit topology on the source with the weak-star
topology on the target. Inverting $ we get the desired isomorphism R[[X]]→ D(X,R) which is clearly a
Banach module isomophism since it identifies the respective unit balls R0[[X]] and D(X,R0). 
Recall the notion of a uniform pro-p group from [DdSMS99, Definition 4.1]. When G is a uniform
pro-p group, Zp[[G]] may be identified with a ring of non-commutative formal power series{∑
α
dαb
α | dα ∈ Zp
}
where d is the dimension of G, α = (α1, . . . , αd) ∈ Zd≥0 is a multi-index, g1, . . . , gd is a minimal set
of topological generators of G, bi = [gi] − 1 and bα := bα11 · · · bαdd . Our next goal is to show that the
analogous description holds for R0[[G]], with the same commutation relations between the bα.
Proposition 3.1.5. Let G = Zdp. For α ∈ Zd≥0, let Eα : Zdp → Zp denote the function
Eα(x1, . . . , xd) =
(
x1
α1
)
· · ·
(
xd
αd
)
.
Then the Amice transform
µ 7→
∑
α
µ(Eα)T
α1
1 · · ·Tαdd
defines an algebra isomorphism D(Zdp, R0) ∼−→ R0[[T1, . . . , Td]] which identifies the weak-star topology
on the source with the product topology R0[[T1, . . . , Td]] =
∏
αR0.T
α1
1 · · ·Tαdd on the target.
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Proof. Once again this is a simple extension of a well known result, so we content ourselves with a sketch.
The key observation is that C(Zdp, R0) ∼= C(Zdp,Zp)⊗̂ZpR0. Then it is clear that
D(Zdp, R0) ∼−→
∏
α
R0
via µ 7→ (µ(Eα))α and it is straightforward to check that this identifies the weak topology on the source
with the product topology on the target (it is the statement that the Eα suffice to define the weak-star
topology). To finish, we remark that the computation that the algebra structures match up is identical to the
well known one in the case R0 = Zp. 
Note that the topology on R0[[T1, . . . , Td]] described in the Proposition is equal to the ($,T1, . . . , Td)-
adic topology. Let us return to the case of a general uniform pro-p group G. The ring Zp[[G]] is described
by formal power series as above. Following [ST03], let us define elements cβγ,α ∈ Zp by
(3.1.1) bβbγ =
∑
α
cβγ,αb
α.
We remark that, for fixed α, cβγ,α → 0 as |β| + |γ| → +∞ (here and elsewhere, for a multi-index α we
define |α| = α1 + · · ·+ αd). This follows from [ST03, Lemma 4.1(ii)].
Proposition 3.1.6. Let G be a uniform pro-p group and use the notation above. Then R0[[G]] may be
identified with the ring of formal power series{∑
α
dαb
α | dα ∈ R0
}
with multiplication given by∑
β
dβb
β
(∑
γ
eγb
γ
)
=
∑
α
∑
β,γ
dβeγcβγ,α
bα.
Proof. The choice g1, . . . , gd of a minimal (ordered) set of topological generators identifies G, as p-adic
analytic manifold, with Zdp. Thus we get a topological isomorphism R0[[G]] ∼= R0[[Zdp]] of R0-modules
(for both the weak-star and the $-adic topology). Proposition 3.1.5 then implies the description in terms
of power series. To see that the multiplication works out as described, note that the natural map Zp[[G]]→
R0[[G]] is an algebra homomorphism, hence the above formula is true for products of monomials. We can
then deduce the formula in general by noting thatR0 is central inR0[[G]] and that the subring generated by
R0 and the image of Zp[[G]] (for which the formula holds) is dense inR0[[G]] with respect to the weak-star
topology, and that multiplication is jointly continuous for the weak-star topology. 
Inverting $ we get an explicit description of R[[G]] when G is uniform. Using this we may now define
a family of norms on R[[G]] following [ST03, §4]. We continue to fix a minimal ordered set of topological
generators g1, . . . , gd.
Definition 3.1.7. Let r ∈ [1/p, 1). We define the r-norm || − ||r on R[[G]] by the formula
||
∑
α
dαb
α||r = sup
α
|dα|r|α|.
Recall that we have fixed a choice of norm | − | on R such that |z| ≤ |z|p for all z ∈ Zp. This will
be convenient for some calculations. Note that the definition of || − ||r a priori depends on the choice of
generators. We remark that for all r ∈ [1/p, 1), || − ||r induces the weak-star topology on R0[[G]] by
Proposition 3.1.5 and a straightforward calculation. It follows that any homomorphism G→ H of uniform
groups induces a continuous homomorphism R0[[G]]→ R0[[H]] when the source and target are equipped
with (any) r-norms, since this is true for the weak-star topology using the characterisation in Lemma 3.1.3.
Proposition 3.1.8. ||−||r is independent of the choice of minimal ordered set of topological generators for
G, and is submultiplicative. Finally, if we replace the norm |− | on R by a bounded-equivalent Zp-algebra
norm | − |′, then the resulting norm || − ||′r is bounded-equivalent to || − ||r.
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Proof. For the proof of independence, we follow the discussion after the proof of [ST03, Theorem 4.10].
Let g′1, . . . , g
′
d be a different choice and set b
′
i = [g
′
i]− 1 ∈ Zp[[G]] etc., and let || − ||′r denote the r-norm
with respect to this choice. We may write
b′β =
∑
α
cβ,αb
α
in Zp[[G]], and one has |cβ,α|pr|α| ≤ r|β| (see loc. cit.). Transporting this to R[[G]] we have the same
identity, and the inequality |cβ,α|r|α| ≤ r|β| (since |cβ,α| ≤ |cβ,α|p). Expanding out a general element
µ ∈ R[[G]] we then have
µ =
∑
β
d′βb
′β =
∑
α
∑
β
d′βcβ,α
bα.
We then have
||µ||r ≤ sup
β,α
|d′β |.|cβ,α|r|α| ≤ sup
β
|d′β |r|β| = ||µ||′r.
By symmetry, we must have equality.
To prove submultiplicativity, we follow the proof of [ST03, Proposition 4.2]. Recall the cβγ,α (3.1.1).
By [ST03, Lemma 4.1(ii)] we have |cβγ,α|r|α| ≤ |cβγ,α|pr|α| ≤ r|β|+|γ| for all α, β, γ. Let µ =
∑
β dβb
β
and ν =
∑
γ eγb
γ be elements of R[[G]], then we have
µ ∗ ν =
∑
α
∑
β,γ
dβeγcβγ,α
bα
and we can calculate
||µν||r = sup
α
|
∑
β,γ
dβeγcβγ,α|r|α| ≤ sup
β,γ
|dβ ||eγ |r|β|+|γ| = ||µ||r||ν||r
where we use submultiplicativity and |cβγ,α|r|α| ≤ r|β|+|γ| to obtain the middle inequality. This finishes
the proof of submultiplicativity.
Finally, suppose we have C1|x| ≤ |x|′ ≤ C2|x| for all x ∈ R. Then C1|dα|r|α| ≤ |dα|′r|α| ≤
C2|dα|r|α| for all α which implies that
C1||
∑
α
dαb
α||r ≤ ||
∑
α
dαb
α||′r ≤ C2||
∑
α
dαb
α||r
as desired. 
Before moving on to general compact p-adic analytic G, we record a few properties of the r-norms.
Lemma 3.1.9. Let r ∈ [1/p, 1). If g ∈ G, then ||[g]||r = 1 and ||[g]µ||r = ||µ[g]||r = ||µ||r for all
µ ∈ R[[G]]. Moreover, if φ is an automorphism of G (of p-adic analytic groups), then φ induces an
automorphism of R[[G]] satisfying ||φ(µ)||r = ||µ||r for all µ ∈ R[[G]].
Proof. The first statement follows from the fact that the expansion of [g] has coefficients in Zp and the
constant term is 1. The second is an easy consequence of the first and submultiplicativity (since [g]−1 =
[g−1] also has norm 1).
For the final statement, observe that if g1, . . . , gd is a set of topological generators then so are φ(g1), . . . , φ(gd).
Since the r-norms are independent of the choice of generators, we conclude that if µ =
∑
α dαb
α, then
||φ(µ)||r = ||
∑
α
dα(φ(b))
α||r = sup
α
|dα|r|α| = ||µ||r.
This finishes the proof. 
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We will use the last property mostly in the case when H is a compact p-adic analytic group, N ⊆ H is
a uniform open normal subgroup, and φ is the automorphism of N given by conjugation by some h ∈ H .
Now let G be an arbitrary compact p-analytic group. Pick a uniform open normal subgroup N and a set
h1, . . . , ht of coset representatives of G/N . Any µ ∈ R[[G]] may be written uniquely as µ =
∑
i[hi]µi
with µi ∈ R[[N ]], and we define a norm || − ||N,r on R[[G]] by
||µ||N,r = sup
i
||µi||r.
We could alternatively take a right coset decomposition µ =
∑
i νi[hi] with νi ∈ R[[N ]], and define
|| − ||rightN,r on R[[G]] by
||µ||rightN,r = sup
i
||νi||r.
Proposition 3.1.10. We have || − ||N,r = || − ||rightN,r . The definition is also independent of the choice of
coset representatives. Moreover, ||− ||N,r is submultiplicative and satisfies ||[g]||N,r = 1 and ||[g]µ||N,r =
||µ[g]||N,r = ||µ||N,r for all g ∈ G and µ ∈ R[[G]].
Proof. For left/right independence, note that µ =
∑
i([hi]µi[h
−1
i ])[hi] and hence
||µ||rightN,r = sup
i
||[hi]µi[h−1i ]||r = sup
i
||µi||r = ||µ||N,r
by Lemma 3.1.9. For independence of the coset representatives, suppose we have h′i a different set with
hi = h
′
ini, then µ =
∑
i[h
′
i]([ni]µi) and hence
||µ||′N,r = sup
i
||[ni]µi||r = sup
i
||µi||r = ||µ||N,r
by Lemma 3.1.9 again. Next we prove submultiplicativity. Define k(i, j) by hihj = hk(i,j)nij . For
µ =
∑
i[hi]µi and ν =
∑
j [hj ]νj in R[[G]], we have
µν =
∑
k
[hk]
 ∑
i,j : k(i,j)=k
[nij ]([h
−1
j ]µi[hj ])νj
 .
Using Lemma 3.1.9 and submultiplicativity for ||−||r onN one then sees easily that ||µν||N,r ≤ ||µ||N,r||ν||N,r.
Next, let g ∈ G. Writing g = hin for some i and n ∈ N , we see that ||[g]||N,r = ||[n]||r = 1 by Lemma
3.1.9. Finally, the last property then follows by the same argument as in the proof of Lemma 3.1.9. 
As the notation suggests, || − ||N,r does depend on the choice of N . For a study of how the completions
change when one changes the subgroup in certain situations, see [AW13, §10.6-10.8].
3.2. Completions. In this section we study the case when G is a uniform pro-p group in more detail. Let
R be a Banach–Tate Zp-algebra with multiplicative pseudo-uniformizer $ as usual.
Definition 3.2.1. For r ∈ [1/p, 1), define Dr(G,R) to be the completion of D(G,R) with respect to the
norm || − ||r, and we let D(G,R) denote the completion of D(G,R) with respect to the entire family of
norms (|| − ||r)r∈[1/p,1).
Remark 3.2.2. Note that if we change the norm on R to a bounded-equivalent one, then the completion
Dr(G,R) is unchanged, by Proposition 3.1.8.
The motivation for this definition is that if R is a Banach Qp-algebra, D(G,R) is naturally isomorphic
to the space of locally analytic R-valued distributions on G, by Proposition 3.2.9.
Note that there are natural norm-decreasing injective maps Ds(G,R) → Dr(G,R) whenever r ≤ s
(which we will think of as inclusions), and that they fit together into an inverse system with limitD(G,R).
The explicit description of D(G,R) from Proposition 3.1.6 gives us an explicit formal power series de-
scription
Dr(G,R) =
{∑
α
dαb
α | dα ∈ R, |dα|r|α| → 0
}
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and the norm is still given by ||∑ dαbα||r = sup |dα|r|α|. We see that, unlike D(G,R), the Dr(G,K)
are naturally potentially ON-able, with a potential ON-basis given by the elements $−n(r,$,α)bα, where
(3.2.1) n(r,$, α) =
⌊ |α| logp r
logp |$|
⌋
.
Lemma 3.2.3. If r < s then the inclusion ι : Ds(G,R) ↪→ Dr(G,R) is a compact map of R-Banach
modules.
Proof. For simplicity set Dr := Dr(G,R) etc. for the duration of this proof. Choosing a minimal set of
topological generators g1, . . . , gd of G and set bi = [gi]− 1 as usual. For n ≥ 1 define Tn : Ds → Dr by
Tn
(∑
α
dαb
α
)
=
∑
|α|<n
dαb
α.
By definition we see that Tn is of finite rank. Then if
∑
α dαb
α is in the unit ball of Ds, i.e. |dα|s|α| ≤ 1
for all α, we have
||(ι− Tn)(
∑
α
dαb
α)||r = ||
∑
|α|≥n
dαb
α||r ≤ (r/s)n.
Thus ||ι − Tn|| ≤ (r/s)n where || − || is the operator norm on HomR,cts(Ds,Dr), and hence Tn → ι as
n→∞, so ι is compact. 
Lemma 3.2.4. LetG andH be two uniform pro-p groups and assume that f : G→ H is a homomorphism
of p-adic analytic groups such that f(G) ⊆ Hpn for some n ≥ 0. Then the induced map f∗ : D(G,R)→
D(H,R) is norm-decreasing when we equip D(G,R) with || − ||r and D(H,R) with || − ||r1/pn . As a
consequence, we get an induced map
f∗ : Dr(G,R)→ Dr(H,R)
which factors through the natural map Dr1/pn (H,R) → Dr(H,R). In particular, when n ≥ 1, f∗ is
compact.
Proof. We start with the first assertion. Note that the general case follows from two special cases: n = 0, f
arbitrary, and n = 1,G = Hp with f the inclusion. Indeed the general case can be written as a composition
of these cases.
So, suppose first that n = 0. Scaling by powers of $, it suffices to prove this for D(G,R0). The map
f∗ is continuous with respect to the norm || − ||r (see the discussion after Definition 3.1.7). Let g1, . . . , gd
be a minimal set of topological generators for G and let bi = [gi]− 1 as usual. Using that ||[h]− 1||r ≤ r
for all h ∈ H , we see that
||f∗(
∑
dαb
α)||r = ||
∑
dαf∗(b)α||r ≤ sup |dα|r|α| = ||
∑
dαb
α||r
as desired, using continuity of f∗. This completes the proof of the first special case.
Next, we consider the second case G = Hp ⊆ H . Let s = r1/p; since r ≥ p−1 we have s ≥ p−1/p >
p−1/(p−1). Let h1, . . . , hd be a a minimal set of topological generators for H . Then h
p
1, . . . , h
d
1 form a
minimal set of topological generators for Hp. Set bi = [h
p
i ]− 1 and b′i = [hi]− 1 (apologies for the mild
abuse of notation). Then, inside D(H,R), we have
||bi||s = ||(1 + b′i)p − 1||s = ||
p∑
k=1
(
p
k
)
(b′i)
k||s = sp = r
using s > p−1/(p−1) and |p| ≤ |p|p = p−1. Thus, if
∑
dαb
α ∈ D(Hp, R), then inside D(H,R) we have
||
∑
dαb
α||s ≤ sup |dα|rα
which is equal to ||∑ dαbα||r computed inside D(Hp, R). This finishes the proof of first assertion. The
remaining assertions are then easily verified (using Lemma 3.2.3 for last one). 
Before discussing what happens when one changes the norm on R, we record the following important
base change lemma.
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Lemma 3.2.5. Let R and S be Banach–Tate Zp-algebras, and let f : R → S be a bounded ring ho-
momorphism. Suppose that there is a multiplicative pseudo-uniformizer $ ∈ R such that f($) is also
multiplicative. Let r ∈ [1/p, 1). Then the natural map Dr(G,R)⊗̂RS → Dr(G,S) is an isomorphism of
Banach S-modules.
Proof. Note that (since f is bounded) the fact that $ and f($) are both multiplicative implies that |$| =
|f($)|. We recall the potential ON-bases ($−n(r,$,α)bα)α and (f($)−n(r,f($),α)bα)α ofDr(G,R) and
Dr(G,S), respectively. It is straightforward to check that the tensor product norm on(⊕
α
R($−n(r,$,α)bα)
)
⊗R S =
⊕
α
S(f($−n(r,$,α))bα)
induced by || − ||r on Dr(G,R) and the norm on S is bounded-equivalent to the norm induced by || − ||r
on Dr(G,S), and so we obtain isomorphic completions, which gives the desired statement. 
Our next goal is to prove thatD(G,R) is independent, as a topologicalR-module, of the choice of norm
on R. Recall that we only consider norms for which there exists a multiplicative pseudo-uniformizer, and
such that the natural map Zp → R is norm-decreasing.
Proposition 3.2.6. D(G,R) is independent of the choice of norm on R.
Proof. Let | − | and | − |′ be two equivalent such norms on R; for r ∈ [1/p, 1) we get the corresponding
r-norms || − ||r and || − ||′r on D(G,R). Let µ =
∑
α dαb
α ∈ D(G,R) be an arbitrary element and use
Lemma 2.1.6 to find constants C1, C2, s1, s2 > 0 such that
C1|a|s1 ≤ |a|′ ≤ C2|a|s2
for all a ∈ R. Then
C1|dα|s1r|α| ≤ |dα|′r|α| ≤ C2|dα|s2r|α|
for all α and hence
C1||µ||s1r1/s1 ≤ ||µ||′r ≤ C2||µ||s2r1/s2
for all r such that r, r1/s1 , r1/s2 ∈ [1/p, 1). It follows that the families (|| − ||r) and (|| − ||′r) define the
same topology on D(G,R), and hence the same completion as required. 
We now introduce a variant of the Dr(G,R), which, when R is a Banach Qp-algebra, recovers the
analytic distribution algebra (with fixed radius of analyticity). Although we do not use this variant in our
construction of eigenvarieties, it is used in Section 5 to construct Galois representations.
Let r > s ≥ 1/p. Let Dr,◦(G,R) = {∑ dαbα | |dα|r|α| ≤ 1} denote the unit ball of Dr(G,R). We
define D<r,◦(G,R) to be the closure of Dr,◦(G,R) in Ds(G,R). D<r,◦(G,R) is an R0-module, a priori
depending on s, which carries two natural topologies (the $-adic topology and the subspace topology
coming from Ds(G,R)).
Proposition 3.2.7. We have
D<r,◦(G,R) =
{∑
α
dαb
α ∈ Ds(G,R) | |dα|r|α| ≤ 1
}
as a subset ofDs(G,R). ThusD<r,◦(G,R) is independent of s. The subspace topology corresponds to the
weak topology with respect to the family of maps (µ 7→ dα(µ))α on the right hand side (and is therefore
also independent of s). The $-adic topology is induced by the norm
||
∑
dαb
α||r = sup
α
|dα|′r|α|
and is separated and complete.
Proof. Let W = {∑ dαbα ∈ Ds(G,R) | |dα|r|α| ≤ 1}. Since the maps µ 7→ dα(µ) are continuous
we see that W is closed. On other hand, any finite truncation of an element in W is in Dr,◦(G,R), so
Dr,◦(G,R) is dense in W . It follows that W = D<r,◦(G,R). The subspace topology is given by the norm
|| − ||s, and one checks easily that this agrees with the weak topology in the statement of the proposition.
The final statement is similarly easy to check; we leave it to the reader. 
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We then set D<r(G,R) = D<r,◦(G,R)[1/$]; this is naturally a Banach R-module which embeds
into Ds(G,R) for all s ∈ [1/p, r). The (D<r(G,R))r>1/p form an inverse system and the natural map
Dr(G,R)→ Ds(G,R) factors over D<r(G,R), so we therefore have
D(G,R) = lim←−
r
D<r(G,R)
as well. Recall the potential ON-basis ($−n(r,$,α)bα)α of Dr(G,R); we have
D<r(G,R) =
{∑
α
dαb
α | |dα|r|α| bounded
}
=
(∏
α
R0.$
−n(r,$,α)bα
)[
1
$
]
.
We remark that if ($−n(r,$,α)bα)α is an ON-basis, we have D<r,◦(G,R) =
∏
αR0.$
−n(r,$,α)bα and
the weak topology on the left hand side is equal to the product topology on the right hand side. Next, we
define some function modules in a similar fashion. We put
C<r,◦(G,R) = {f ∈ C(G,R) | |µ(f)| ≤ 1 ∀µ ∈ D(G,R) ∩ Dr,◦(G,R)}
and set C<r(G,R) = C<r,◦(G,R)[1/$] ⊆ C(G,R). We note that f = ∑α cαEα ∈ C<r(G,R) if and
only if $−n(r,$,α)bα(f) = cα$−n(r,$,α) is bounded as α→∞; from this one sees that
C<r(G,R) =
(∏
α
R0.$
n(r,$,α)Eα
)[
1
$
]
and that it is the dual space ofDr(G,R), and that the dual norm is given by ||∑α cαEα||r = supα |cα|r−|α|.
When r > s ≥ 1/p, we let Cr(G,R) denote the closure of C<s(G,R) inside C<r(G,R). Tracing through
the definitions we get an explicit description
Cr(G,R) =
{∑
α
cαEα | |cα|r−|α| → 0
}
=
⊕̂
α
R.$n(r,$,α)Eα
and see that the dual space of Cr(G,R) is D<r(G,R).
Remark 3.2.8. The reader should compare our description of Cr(G,R) with the construction of [LWX17,
Section 5.4]. Here, the authors give a definition of a ‘modified’ space of continuous functions on Zp with
values in Zp[[T, pT−1]] which is morally (apart from the slight difference in coefficients and the fact that
we have only defined Cr(G,R) for r > 1/p) the space C1/p(Zp, R), where R is the Tate ring obtained as
the rational localisation
Zp[[T ]]〈 p
T
〉
[
1
T
]
of Zp[[T ]]. We give R the norm with unit ball Zp[[T ]]〈 pT 〉 and |T | = 1/p, defined as in Remark 2.1.3. The
definition which appears in [LWX17] is therefore a useful motivation for the general constructions of this
article, although we will not use the modules Cr(G,R) in this article. We will see in Theorem 6.3.4 that
one may use the module D1/p(Zp, R) (which is defined) to prove the main results of [LWX17].
To finish this section we discuss the relationship between our constructions and the spaces of locally
analytic functions resp. distributions when R is a Banach Qp-algebra. We may and do assume that Qp is
isometrically embedded into R and that |p| = 1/p. Recall that the atlas on G induced from our choice of a
topological basis identifies Gp
n
with (pnZp)dimG. Amice’s theorem [Col10, The´ore`me I.4.7] tells us that
the space of n-analytic functions on G with respect to this atlas is explicitly given as
Cn−an(G,Qp) =
⊕̂
α
Qp.kαEα
where kα := bp−nα1c! · · · bp−nαdimGc!. The space of n-analytic R-valued functions on G is then
Cn−an(G,R) =
⊕̂
α
R.kαEα ⊆ C(G,R).
It is well known that |kα| ∼ r|α|n with rn = p−1/pn(p−1), and it follows that Cn−an(G,R) = Crn(G,R)
as Qp-Banach spaces. Since rn → 1 from below as n→∞ it follows that C (G,R) is the space of locally
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analytic R-valued functions on G, with its usual locally convex topology. Dually, D(G,R) is then the
space of locally analytic R-valued distributions with its usual locally convex topology. We sum up this
discussion in a proposition.
Proposition 3.2.9. When R is Banach Qp-algebra, C (G,R) is canonically the space of locally analytic
R-valued functions on G and D(G,R) is dually the space of locally analytic R-valued distributions on G.
3.3. Ash-Stevens distribution modules for Banach–Tate Zp-algebras. While the definitions in this sub-
section will be of a local nature, let us nevertheless start by introducing the global setup that we will need
to define eigenvarieties. Let F be a number field. We put G = ResFQH, where H is a connected reductive
group over F split at all places v|p. G is then a connected reductive group over Q. When v|p we write
HOFv for a split model of HFv over OFv and choose a Borel subgroup Bv (with unipotent radical Nv)
and a maximal torus Tv ⊆ Bv of HOFv . Set GZp =
∏
v|p Res
OFv
Zp HOFv , B =
∏
v|p Res
OFv
Zp Bv and
T =
∏
v|p Res
OFv
Zp Tv and also put N =
∏
v|p Res
OFv
Zp Nv . We use overlines to denote opposite groups;
e.g. B =
∏
v|p Res
OFv
Zp Bv where the Bv are the opposite Borels of Bv .
We will also need notation for various subgroups of G := G(Qp). Set G0 = GZp(Zp), B0 = B(Zp),
T0 = T(Zp), N0 = N(Zp). We let I denote the Iwahori subgroup of G defined as the preimage of B(Fp)
under the reduction map G0 → GZp(Fp), and we let Ks = Ker(G0 → GZp(Z/ps)) be the s-th principal
congruence subgroup of G0, for s ≥ 1. Again for s ≥ 1, set
Ts = Ker(T0 → T(Z/psZ));
Ns = Ker(N0 → N(Z/psZ));
Ns = Ker(N(Zp)→ N(Z/psZ)).
Set Bs = TsNs for s ≥ 0. We have Iwahori decompositions I = N1T0N0 and Ks = NsTsNs. Next,
choose a splitting T := T(Qp)→ T0 of the inclusion T0 ⊆ T and put Σ = Ker(T → T0). We set
Σ+ =
{
t ∈ Σ | tN1t−1 ⊆ N1
}
;
Σcpt =
{
t ∈ Σ | tN1t−1 ⊆ N2
}
.
We may then define ∆p = IΣ+I; this is a monoid and (∆p, I) is a Hecke pair (which means that I and
δIδ−1 are commensurable for all δ ∈ ∆p). The corresponding Hecke algebra (defined over Zp) will be
denoted by T(∆p, I).
With these preparations let us now move on to the definition of analytic and locally analytic distribution
modules for general Banach–Tate Zp-algebras R. When R is a Banach Qp-algebra, these were defined in
[AS] using (locally) analytic functions on I . Recasting this in terms of the norms of the previous section,
we are able to extend the definition to all Banach–Tate Zp-algebras.
Let κ : T0 → R× be a continuous character. We will put some restrictions on the choice of norm on R,
according to the following lemma. We set  = 1 if p 6= 2 and  = 2 if p = 2, and put q = p.
Lemma 3.3.1. Keep the above notation and assume that R is Noetherian. Write | − | for the given norm
on R and let $ be a multiplicative pseudo-unformizer. Then there exists a Banach–Tate Zp-algebra norm
|−|′ onR, bounded-equivalent to |−|s for some s > 0, such that |κ(t)|′ ≤ 1 for all t ∈ T0, |κ(t)−1|′ < 1
for all t ∈ T, and $ is a multiplicative pseudo-uniformizer for | − |′.
Proof. The proof is similar to that of Lemma 3.1.1. Let t1, . . . , ta be a set of topological generators of T0
and let ta+1, . . . , tb be a set of topological generators for T; it suffices to find | − |′ such that |κ(ti)|′ ≤ 1
for i = 1, . . . , a, |κ(ti)−1| < 1 for i = a+ 1, . . . , b, and |p|′ ≤ p−1, which is bounded-equivalent to |− |s
for some s > 0.
Since T0 is compact, κ(T0) is bounded, and hence ti is powerbounded for all i. Moreover, T is pro-p and
R◦/R◦◦ is a reduced discrete ring of characteristic p, so the continuous homomorphism T → (R◦/R◦◦)×
induced from κ is trivial. We conclude that κ(T) ⊆ 1+R◦◦ and hence κ(ti)−1 ∈ R◦◦ for i = a+1, . . . , b.
We may now choosem such that |κ(ti)−1|sp < |$|2/m for i = a+1, . . . , b and |p|sp < |$|2/m. Arguing
with S = R[$1/m] as in Lemma 3.1.1 we may construct a norm |− |2 onR for which$ is a multiplicative
28 Jun 2018 05:09:45 PDT
Version 2 - Submitted to Alg. Number Th.
24 CHRISTIAN JOHANSSON AND JAMES NEWTON
pseudo-uniformizer with |$|2 = |$|, |κ(ti)|2 ≤ 1 for i = 1, . . . , a, |κ(ti)− 1|2 < 1 for i = a+ 1, . . . , b,
and |p|2 < 1. Setting | − |′ := | − |s2 for s sufficiently large then gives the desired norm. 
Definition 3.3.2. Let R be a Banach–Tate Zp-algebra and κ : T0 → R× a continuous character. We will
say that the norm of R is adapted to κ if κ(T0) ⊆ R0 and |κ(t) − 1| < 1 for all t ∈ T. Note that then
|κ(t)| = 1 for all t ∈ T0 and there exists an r < 1 such that |κ(t)− 1| ≤ r for all t ∈ T.
For the rest of the subsection we consider a Banach–Tate Zp-algebra R and character κ : T0 → R such
that the norm on R is adapted to κ. We extend κ to a character of B0 by making it trivial on N0. We define
Aκ ⊆ C(I,R) to be the subset of functions such that f(gb) = κ(b)f(g) for all g ∈ I and b ∈ B0. Aκ
is naturally a Banach R-module and carries a continuous right action of I by left translation. Restricting
a function from I to N1 gives a topological isomorphism Aκ ∼= C(N1, R). By definition, Σ+ acts on the
left on N1 by conjugation, and via the previous isomorphism this induces a right action of Σ+ on Aκ.
These actions fit together into a right action of ∆p on Aκ. We let Dκ denote the dual HomR,cts(Aκ, R),
equipped with the dual left ∆p-action. Since Aκ is the B0-invariants of C(I,R) with respect to the action
(f.b)(g) = κ(b)−1f(gb) (b ∈ B0, g ∈ I), Dκ is the Hausdorff B0-coinvariants of D(I,R) with respect to
the dual (right) action. We record a more precise statement for future use:
Proposition 3.3.3. The natural surjection D(I,R) → Dκ is equivariant for the natural left I-actions on
both sides. Identifying Dκ with D(N1, R), the map is given by δn¯b 7→ κ(b)δn¯.
Proof. The inverse to the restriction map Aκ → C(N1, R) is given by f 7→ (n¯b 7→ κ(b)f(n¯)) (here and
above n¯ ∈ N1 and b ∈ B0). From this one sees directly that the dual map sends δn¯b to κ(b)δn¯. That this
characterises the maps follows from R-linearity and continuity for the weak-star topology. 
To apply the results from the previous subsection we will need to know that some groups are uniform.
The following result is presumably well known to experts but we have been unable to find a suitable
reference. The proof we give is due to Konstantin Ardakov, and we thank him for allowing us to include it
here (any errors are due to the authors).
Proposition 3.3.4. Ks and Ns are uniform for s ≥ .
Proof. By construction the groups are products Ks =
∏
v|pKs,v , and similarly for Ns,v , in a natural
way, so it suffices to prove that each Ks,v and Ns,v is uniform. Fix v|p and let s ≥ . First assume that
Hv = GLn/OFv . Then we have the usual matrix logarithm log : Ks,v → psMn(OFv ) and exponential
exp : psMn(OFv ) → Ks,v . They converge and are inverse to each other (by our assumption on s)
and the Lie algebra psMn(OFv ) is easily seen to be powerful by assumption, so by the definition of the
correspondence between powerful Lie algebras and uniform pro-p groups [DdSMS99, Theorem 9.10] via
the Campbell–Hausdorff series we see that Ks,v is the uniform group corresponding to psMn(OFv ). To
get the result for Ns,v we may by conjugation assume that Nv is the group of lower triangular unipotent
matrices; the corresponding Lie algebra is that of lower triangular nilpotent matrices and we then argue
similarly.
Now let Hv be arbitrary and choose a closed immersion Hv ↪→ GLn/OFv for some n. We thereby
identify Hv with a closed subgroup of GLn/OFv . Writing B
′
v for the upper triangular Borel of GLn/OFv ,
N′v for its unipotent radical, T
′
v and N
′
v for its opposite we may assume, after conjugating if necessary,
that Tv ⊆ T′v etc. We write K ′s,v etc. for the corresponding principal congruence subgroups. With
this setup, we now give the rest of the proof for the Ks,v only; the proof for Ns,v proceeds in the same
way. Note that Ks,v = Hv(OFv ) ∩ K ′s,v . By [DdSMS99, Theorem 4.5] we see that K ′s,v is torsion-
free and that it suffices to prove that Ks,v is powerful, i.e. that [Ks,v,Ks,v] ⊆ Kqs,v , where [Ks,v,Ks,v]
is the derived subgroup of Ks,v and Kqs,v is the subgroup generated by the q-th powers of elements in
Ks,v (any compact p-adic analytic group is topologically finitely generated). We remark that it is easy
to see that [K ′s,v,K
′
s,v] ⊆ K ′s+,v = (K ′s,v)q . Using this and Ks,v = Hv(OFv ) ∩ K ′s,v , we see that
[Ks,v,Ks,v] ⊆ K ′s+,v ∩Hv(OFv ) = Ks+,v and Kqs,v ⊆ Ks+,v .
It remains to prove that Ks+,v ⊆ Kqs,v . We have Ts+,v = T qs,v using the logarithm and exponential
(Tv is a split torus). We have an isomorphism of OFv -schemes
∏
α xα :
∏
αGa
∼−→ Nv where α
ranges through the roots of Hv whose root subgroups are contained in Nv , and xα is a corresponding
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root homomorphism. Under this isomorphism Ns,v corresponds to
∏
α p
sOFv , and by standard properties
of xα one has xα(q.(psa)) = xα(psa)q for any a ∈ OFv . It follows that Ns+,v = Nqs,v . Similarly
Ns+,v = N
q
s,v . By the Iwahori decomposition we then see that Ks+,v ⊆ Kqs,v as desired. 
Remark 3.3.5. Note that the argument in the final paragraph of the above proof also implies that, for
arbitrary p and s ≥ 1, we have Ns+1,v = Nps,v .
Definition 3.3.6. Let r ∈ [1/p, 1).
(1) We define a norm || − ||subr on Dκ by transporting the norm || − ||N,r (defined before Proposition
3.1.10) on D(N1, R) to Dκ via the isomorphism D(N1, R) ∼= Dκ obtained by restriction of
functions from I to N1.
(2) We define a norm || − ||quotr on Dκ as the quotient norm induced from || − ||K,r (defined before
Proposition 3.1.10) via the natural surjection D(I,R)→ Dκ.
Note that || − ||quotr is I-invariant; this follows from I-equivariance of the surjection and Proposition
3.1.10. The following is the key result of this subsection:
Proposition 3.3.7. Suppose that |κ(t)− 1| ≤ r for all t ∈ T. Then || − ||quotr = || − ||subr on Dκ.
Proof. Let us first assume that p 6= 2. First we claim that || − ||quotr is equal to the quotient norm on Dκ
coming from the surjection D(K1, R) → Dκ and the norm || − ||r on the source. To see this, pick a set
(bi)i of coset representatives of I/K1 lying in B0 and define a map piκ : D(I,R) =
⊕
i δbiD(K1, R) →
D(K1, R) by
(δbiµi)i 7→
∑
i
κ(bi)µi.
We remark that composing this map with the natural surjection D(K1, R) → Dκ gives the natural surjec-
tion D(I,R) → Dκ (this follows from the explicit formula in Proposition 3.3.3). To prove the claim, it
then suffices to prove that || − ||r is the quotient norm of || − ||K1,r via piκ. Write || − ||′r for this quotient
norm. For simplicity assume that 1 is one of the coset representatives bi. Then our map is a section of the
inclusion D(K1, R) ⊆ D(I,R). It is then clear that || − ||′r ≤ (|| − ||K1,r)|D(K1,r) = || − ||r. Conversely,
if µ =
∑
i κ(bi)µi ∈ D(K1, R) is the image of
∑
i δbiµi ∈ D(I,R), then
||µ||r ≤ sup
i
||κ(bi)µi||r ≤ sup
i
||µi||r = ||
∑
i
δbiµi||K1,r.
Taking the infimum over such presentations we obtain || − ||r ≤ || − ||′r, and hence equality.
Next, let n¯1, . . . , n¯k (resp. n1, . . . , nk) be a minimal set of topological generators of N1 (resp. N1),
and let t1, . . . , tl be a set of topological generators of T1. Put nα =
∏
i(δni − 1)αi and similarly for T1
and N1. By Proposition 3.3.3, the map D(K1, R)→ Dκ is then given by∑
α,β,γ
dα,β,γn¯
αtβnγ 7→
∑
α
∑
β
dα,β,0
∏
i
(κ(ti)− 1)βi
 n¯α.
We then make a computation similar to the one in the proof of the claim above. First, it’s clear that
|| − ||quotr ≤ || − ||subr since restricting || − ||r on D(K1, R) to D(N1, R) gives (the intrinsically defined)
|| − ||r, and the composition D(N1, R)→ D(K1, R)→ Dκ ∼= D(N1, R) is the identity. Second, if∑
α
eαn¯
α =
∑
α
∑
β
dα,β,0
∏
i
(κ(ti)− 1)βi
 n¯α,
then
||
∑
α
eαn¯
α||r ≤ sup
α,β
(
|dα,β,0|
∏
i
|κ(ti)− 1|βir|α|
)
≤ sup
α,β
|dα,β,0|r|α|+|β| ≤ ||
∑
α,β,γ
dα,β,γn¯
αtβnγ ||r
where we have used the assumption |κ(ti)− 1| ≤ r for all i to obtain the second inequality. Hence, taking
the infimum over such presentations, we see that || − ||subr ≤ || − ||quotr and equality follows.
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The case p = 2 is similar. We identify Dκ with D(N1, R) and consider the subspace D(N2, R). It
carries the norm || − ||r and also receives a quotient norm from the norm || − ||r on D(K2, R) via the
surjection ϕ : D(K2, R)→ D(N2, R). These two norms are equal by the same type of argument as in the
second part above. We then equipD(I,R) with the norm ||−||K2,r andD(N1, R) with the norm ||−||subr .
Pick coset representatives (ni)i of N1/N2 and (bj)j of B0/B2, both containing 1. We may then write the
map D(I,R)→ D(N1, R) as ⊕
i,j
δnibjD(K2, R)→
⊕
i
δniD(N2, R);
(δnibjµij)i,j 7→
δni∑
j
κ(bj)ϕ(µij)

i
.
By a computation similar to that in the first part of the proof in the case p 6= 2 (using additionally the
equality of the two norms onD(N2, R) asserted above) the norm ||− ||quotr agrees with the norm ||− ||subr ,
as desired. 
Remark 3.3.8. It might happen that N1 is uniform when p = 2 (e.g. when G = ResFQGL2/F ). In this
case, the norm || − ||subr is bounded-equivalent to || − ||r1/2 on D(N1, R).
Definition 3.3.9. Write rκ for the minimal r ∈ [1/p, 1) such that |κ(t) − 1| ≤ r for all t ∈ T. When
r ≥ rκ, we write || − ||r for the norm || − ||subr = || − ||quotr on Dκ (we will never consider these norms
when r < rκ).
Let r ≥ rκ. We define Drκ to be the completion of Dκ with respect to || − ||r, and let Dκ = lim←−r D
r
κ.
Drκ is a Banach R-module with respect to its induced norm, and carries a left I-action (since I acts on
Dκ by ||−||r-isometries, the action extends to the completion). WhenR is a BanachQp-algebra, it follows
from Proposition 3.2.9 thatDκ is the locally analytic distribution module used in [AS, Han17]. We will also
need to extend the action of Σ+ to these modules, and prove that elements of Σcpt give compact operators.
For this, it is convenient to use the definition of || − ||r as || − ||subr . We have a natural identification
Drκ ∼= Dr(N1, R) when p 6= 2; when p = 2 we have Drκ ∼=
⊕
ni∈N1/N2 δniDr(N2, R).
Corollary 3.3.10. If t ∈ Σ+, then the action of t on Dκ is norm-decreasing with respect to || − ||r for any
r ≥ rκ, and hence the action of t extends to Drκ. If t ∈ Σcpt, then t acts compactly on Drκ. Moreover, in
this case the action of t is given by the composition of a norm-decreasing map
Drκ → Dr
1/p
κ
with the compact (norm-decreasing) inclusion
Dr1/pκ ↪→ Drκ.
Proof. We use the identification Dκ ∼= D(N1, R), with regards to which t acts by the map induced from
the homomorphism N1 → N1 given by n 7→ tnt−1. First assume p 6= 2. The first assertion follows
directly from Lemma 3.2.4. The second assertion follows from the third, so it remains to prove the third
assertion. If t ∈ Σcpt we have tN1t−1 ⊆ N2 = (N1)p by the definition of Σcpt and Remark 3.3.5, so the
third assertion follows from Lemmas 3.2.3 and 3.2.4.
Now assume p = 2 and let (ni)i be a set of coset representatives of N1/N2. We have tN2t−1 ⊆ N2
and n 7→ tnt−1 induces a map N1/N2 → N1/N2; moreover if t ∈ Σcpt then tN2t−1 ⊆ N3, by
Remark 3.3.5. Writing D(N1, R) =
⊕
i δniD(N2, R) we see that t acts by a sum of maps of the form
D(N2, R) → D(N2, R) induced by n 7→ tnt−1, and the proof now proceeds as in the case when p 6=
2. 
Continue to assume r ≥ rκ. In the rest of this subsection, for simplicity of notation we will assume
p 6= 2 in the discussion, but everything we do works for p = 2 as well after minor adjustments, writing
Drκ ∼=
⊕
i δniDr(N2, R). Let n1, . . . , nt be a topological basis of N1 and set ni = [ni] − 1 ∈ Dκ as
usual. Then the description
Dr(N1, R) =
⊕̂
α
R.$−n(r,$,α)nα
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gives us an explicit description of Drκ via the identification Drκ ∼= Dr(N1, R). In particular we remark that
the Drκ are potentially ON-able with a countable potential ON-basis that we can actually write down. This
is in contrast with the compact distribution modules considered in [AS], which are potentially ON-able
but one cannot write down an explicit basis (and the dimension is uncountable), as well as the distribution
modules considered in [Han17], which are not known to be potentially ON-able in general. Our next goal
is to introduce variants of the modules Drκ, as well as modules Arκ ⊆ Aκ, which are analogous to those
considered in [Han17].
Let r > rκ and pick s ∈ [rκ, r). The unit ball Dr,◦κ of Drκ is ∆-stable since ∆ acts by norm-decreasing
operators. The natural map Drκ → Dsκ is injective, and may naturally be thought of as an inclusion. Doing
so, we define D<r,◦κ to be the closure of Dr,◦κ inside Dsκ. It is a $-torsion free R0-module and we set
D<rκ = D<r,◦κ [1/$]; this is an R-module which naturally embeds into Dsκ. Since Dr,◦κ ⊆ Dsκ is ∆-stable
we see that D<r,◦κ and D<rκ are as well. We may then define
A<r,◦κ = {f ∈ Aκ | |µ(f)| ≤ 1∀µ ∈ Dκ ∩ Dr,◦κ }
and A<rκ = A<r,◦κ [1/$] ⊆ Aκ. Then A<rκ is the dual space of Drκ. We equip it with the norm dual
to || − ||r, and define Arκ ⊆ A<rκ to be the closure of A<sκ ⊆ A<rκ with respect to this norm. These
spaces are ∆-stable since Dκ ∩ Dr,◦κ is. Note that we have natural identifications D<rκ ∼= D<r(N1, R),
A<rκ ∼= C<r(N1, R) and Arκ ∼= Cr(N1, R), so the discussion in §3.2 applies to give explicit descriptions
of these spaces, and show that they are independent of the choice of s.
4. OVERCONVERGENT COHOMOLOGY AND EIGENVARIETIES
In this section we establish the basic results on overconvergent cohomology needed to construct and
analyse eigenvarieties. We retain the notation from §3.3, but we will change our point of view slightly,
from a functional-analytic point of view to a geometric one. Instead of working with Banach–Tate Zp-
algebras, we will work with complete Tate Zp-algebras, which we will always assume to have a Noetherian
ring of definition. A weight will therefore be a continuous homomorphism κ : T0 → R×, where R is a
complete Tate Zp-algebra with a Noetherian ring of definition. We follow the strategy of Hansen [Han17,
§3-4] to construct our eigenvarieties. A similar construction was also carried out by Xiang [Xia12].
4.1. Eigenvarieties. We retain the global setup from the beginning of §3.3. To construct our eigenvarieties,
we will need some more notation as well as some concepts from [AS] and [Han17]. First, let us fix a
compact open subgroup K` = K` ⊆ G(Q`) for each prime ` 6= p, which is hyperspecial for all but finitely
many `, and set Kp =
∏
` 6=pK` (the tame level) and K = K
pI . We assume that K is neat (which is
the case when Kp is sufficiently small)4. Let Z denote the center of G and put Z(K) = Z(Q) ∩K. All
weights in this section will be assumed to be trivial on Z(K) ⊆ T0.
We also fix a monoid ∆` ⊆ G(Q`) containing K`, which is equal to G(Q`) when K` is hyperspecial,
such that (∆`,K`) is a Hecke pair and the `-Hecke algebra T(∆`,K`) (defined over Zp) is commutative.
Set ∆p =
∏′
∆` (restricted product with respect to the K`) and ∆ = ∆p∆p (recall that ∆p = IΣ+I).
Next, we fix a choice C•(K,−) of an augmented Borel-Serre complex as in [Han17, §2.1] and for any left
∆-module M we define C•(K,M) as in [Han17, §2.1]. C•(K,M) carries an action of the Hecke algebra
T(∆,K). In general, if C• is a cochain complex we let C∗ =
⊕
i∈Z C
i and, similarly, we use H∗ to
denote the direct sum of all cohomology groups when cohomology makes sense.
Fix once and for all an element t ∈ Σcpt. Let κ : T0 → R× be a weight, and choose a Banach–Tate Zp-
algebra norm on R which is adapted to κ. We let U˜κ,r = U˜t,κ,r denote the corresponding Hecke operator
on C•(K,Drκ) (here r ≥ rκ). This operator is compact and we let
F rκ(T ) = det
(
1− TU˜κ,r | C∗(K,Drκ)
)
denote its Fredholm determinant, which exists since C∗(K,Drκ) is potentially ON-able (by basic propoer-
ties of Borel-Serre complexes). Before proceeding, let us recall the definition of weight space.
4In fact it suffices to assume that K contains a neat open normal subgroup with index prime to p.
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Definition 4.1.1. Suppose (A,A+) is a complete sheafy affinoid (Zp,Zp)-algebra. The functor
(A,A+) 7→ Homcts(T0/Z(K), A×)
from complete sheafy affinoid (Zp,Zp)-algebras (A,A+) to sets is representable by the affinoid ring
(Zp[[T0/Z(K)]],Zp[[T0/Z(K)]]), and we let W denote the corresponding adic space. We remark that
any continuous homomorphism T0/Z(K) → A× automatically lands in (A+)×. To see this, note that T0
is non-canonically isomorphic to F × Zrp as a p-adic Lie group, where F is a finite group and r ∈ Z≥0.
The image of F lands in the roots of unity µ∞(A) in A, and the image of Zrp lands in 1 + A◦◦. Since A+
is open and integrally closed in A (which is complete), µ∞(A) and 1 +A◦◦ are both subsets of (A+)×.
We letW denote the analytic locus of W; this is an open subset. For any weight κ : T0 → R× and ring
of integral elementsR+ ⊆ R◦, we obtain a map U = Spa(R,R+)→W . If this map is an open immersion
(so in particular we have R+ = R◦, by Corollary A.6), we will conflate the weight κ and the open subset
U ⊆ W and refer to U as an open weight. In this case, we will also replace κ by U in our notation, writing
DU et cetera.
Proposition 4.1.2. Let κ be a weight and choose an adapted Banach–Tate Zp-algebra norm on R. Then
F rκ is independent of r ≥ rκ.
Proof. Let rκ ≤ r < s; we wish to prove that F rκ = F sκ . Note that the general case follows from the case
s ≤ r1/p, so we may assume this. Then, by Corollary 3.3.10, U˜κ,r factors as
C∗(K,Drκ) Φ→ C∗(K,Dsκ) ι→ C∗(K,Drκ)
where ι is induced by the natural compact inclusionDsκ ↪→ Drκ. We have U˜κ,s = Φ◦ ι, so the result follows
from [Buz07, Lemma 2.7]. 
In light of this we will from now on drop r from the notation and simply write Fκ. We remark that it
currently depends on a choice of norm on R.
Proposition 4.1.3. Let κ : T0 → R× be a weight and choose an adapted Banach–Tate Zp-algebra norm
on R. Let $ be a multiplicative pseudo-uniformizer in R.
(1) Assume that Fκ has a factorization Fκ = QS where Q is a multiplicative polynomial, S is a
Fredholm series, and Q and S are relatively prime. Let s > r ≥ rκ. The inclusion C•(K,Dsκ) ⊆
C•(K,Drκ) induces an equality Ker•Q∗(U˜κ,s) = Ker•Q∗(U˜κ,r) (here and elsewhere we write
Ker•Q∗(U˜κ,r) for the complex with i-th term being the kernel ofQ∗(U˜κ,r) acting on Ci(K,Drκ)).
(2) Let R′ be a complete Tate ring with a Noetherian ring of definition, which we assume to be
equipped with a Banach–Tate Zp-algebra norm | − |′ which induces the topology. Assume that
we have a bounded homomorphism φ : R→ R′ such that |− |′ is adapted to κ′ = κ ◦φ and φ($)
is multiplicative for | − |′. Then Fκ′ = φ(Fκ).
If we assume moreover that Fκ has a factorization as in the previous part, we have a canonical
isomorphism (Ker•Q∗(U˜κ,r))⊗R R′ ∼= Ker•Q∗(U˜κ′,r).
Proof. For assertion (1), we note that the general case follows from the case s ≤ r1/p, and then writing
U˜κ,r and U˜κ,s as in the proof of Proposition 4.1.2 the result follows from Lemma 2.2.3. For part (2), the
first assertion follows from Lemma 3.2.5 and [Buz07, Lemma 2.13], and the second assertion follows from
Lemma 3.2.5 upon writing C•(K,Drκ) = Ker•Q∗(U˜κ,r) ⊕ N• as in Theorem 2.2.2 since Q∗(U˜κ,r) is
invertible on N•. 
We can now prove that Fκ is independent of the choice of norm on R.
Proposition 4.1.4. Fκ is independent of the choice of adapted Banach–Tate Zp-algebra norm on R.
Proof. Let |− | and |− |′ be two different such norms on R and denote the constructions coming from |− |
as usual and the constructions coming from | − |′ by adding a −′. By Lemma 2.1.6, we may find constants
C1, C2, s1, s2 > 0 such that C1|a|s1 ≤ |a|′ ≤ C2|a|s2 for all a ∈ R, which, as in the proof of Proposition
3.2.6, implies that Dr1/s2κ ⊆ Dr,′κ ⊆ Dr
1/s1
κ for r suitably close to 1. Assume first that s2/s1 < p, or in
other words that rp/s2 < r1/s1 . Then U˜κ,r1/s1 factors through Dr
1/s2
κ , and hence through Dr,′κ . Decreasing
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s1 if necessary (still making sure that s2/s1 ≤ p), the inclusion Dr,′κ ⊆ Dr
1/s1
κ is compact, and we may
now argue as the proof of Proposition 4.1.2.
We now do the general case. Choose multiplicative pseudo-uniformizers $ and $′ for | − | and | − |′
respectively. Put X = Spa(R,R◦) and let U ⊆ X be a rational subdomain. Write RU := OX(U) and φU
for the natural map R → RU . Then it is easy to see, by (the proof of) Lemma 3.3.1, that we may find a
Banach–Tate norm |− |U on RU such that φU : (R, |− |)→ (RU , |− |U ) is bounded, $ is a multiplicative
pseudo-uniformizer for | − |U , and for all tU sufficiently large, | − |tUU is a Banach–Tate Zp-algebra norm
on RU which is adapted for κU := φU ◦ κ. We may find a norm | − |′U with the same properties in relation
to | − |′ etc. By Proposition 4.1.3(2) we then have FκU = φU (Fκ) and F ′κ = φU (F ′κ), using that changing
a norm by raising it to a real positive power only reindexes the Dr, hence does not change the Fredholm
determinant by Lemma 4.1.2. We also remark that raising | − | and | − |′ to the same power t > 0 does not
change the quantity s2/s1. Thus, we aim to find an open cover (Ui)i of Spa(R,R◦) consisting of rational
subdomains, such that, writing Ri = O(Ui) and equipping with norms of the form described above, the
quantity s1/s2 is < p for each i. This would then finish the proof.
It remains to construct the cover (Ui)i. We recall from the proof of Lemma 2.1.6 that we may take
s1 =
log |$m|′
log |$m| ;
s2 =
log |($′)m|′
log |($′)m| ,
for any m sufficiently large that |$m|′, |($′)m| < 1. Let δ > 0 be small, and choose m sufficently large
that (|$m|′)1/m − |$|′sp ≤ δ and |($′)m|1/m − |$′|sp ≤ δ. There is a continuous real-valued function Φ
onM(R) given by
x 7→ Φ(x) = log |$
′|′ log |$|
log |$′|x log |$|′x
=
log |$′|′x log |$|x
log |$′|x log |$|′x
.
Note the similarity between s2/s1 and Φ. We recall here thatM(R) is the maximal Hausdorff quotient
of Spa(R,R◦), and hence it does not depend on whether we used | − | or | − |′ to construct it (though of
course the functions x 7→ |−|x and x 7→ |−|′x are in general different). We compose this function with the
projection Spa(R,R◦) →M(R) to get a function on Spa(R,R◦). We claim that it is constant and equal
to 1. To see this, fix x and note that there is an s > 0 such that | − |′x = | − |sx; one then checks easily that
Φ(x) = 1. Fix x ∈ Spa(R,R◦). Let U be a rational subdomain containing x and give O(U) two norms
| − | and | − |′ constructed as for Ri above. If U is small, |$|′sp = supy∈M(O(U))⊆M(R) |$|′y is close to
|$|′x, and similarly for |$′|sp. Choosing δ small, we may then ensure that the quantity s2/s1 is close to
Φ(x) = 1 for U small, in particular it is < p as desired. Picking such a U for every x gives the desired
cover. 
From the preceding two propositions, we can immediately deduce the following corollary.
Corollary 4.1.5. Let U1 ⊆ U2 be open weights and let φ : OW(U2) → OW(U1) be the induced map.
Then φ(FU2) = FU1 . Therefore, the Fredholm determinants (FU )U , where U ranges over all open weights,
glue together to a Fredholm series FW ∈ O(W){{T}} = O(A1W).
We write U˜κ for the Hecke operator on C•(K,Dκ) coming from our fixed t ∈ Σcpt.
Proposition 4.1.6. Let κ : T0 → R× be a weight. Assume that Fκ has a factorization Fκ = QS
where Q is a multiplicative polynomial, S is a Fredholm series, and Q and S are relatively prime. Then
Ker•Q∗(U˜κ) is a complex of projective R-modules. If φ : R→ R′ is a continuous homomorphism, where
R′ is a complete Tate ring with a Noetherian ring of definition, then we have a canonical isomorphism
(Ker•Q∗(U˜κ))⊗R R′ ∼= Ker•Q∗(U˜κ′) where κ′ = κ ◦ φ.
Proof. We have C•(K,Dκ) = lim←−r≥rκ C
•(K,Drκ). Since U˜κ = lim←−r≥rκ U˜κ,r the result follows from
Proposition 4.1.3 upon noting that we may choose a topologically nilpotent unit $ ∈ R and norms on R
and R′ such that φ and $ satisfies the assumptions of that Proposition. 
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Next we study what happens when the factorization of Fκ changes. Keep the notation of Proposition
4.1.6. We make Ker•Q∗(U˜κ) into a complex of R[T ]/(Q(T ))-modules by letting T act as U˜−1κ .
Proposition 4.1.7. Let κ : T0 → R× be a weight. Assume that Fκ has two factorizations Fκ = Q1S1 =
Q2S2 where the Qi are multiplicative polynomials, the Si are Fredholm series, and for each i the Qi and
Si are relatively prime. Assume further that Q1|Q2. Then we have a canonical isomorphism
Ker•Q∗2(U˜κ)⊗R[T ]/(Q2) R[T ]/(Q1) ∼= Ker•(Q∗1(U˜κ)).
Proof. Let P be such that Q2 = PQ1; P is then a multiplicative polynomial and one checks that it is
relatively prime to Q1, so we may find polynomials A,B ∈ R[T ] such that PA + Q1B = 1. We then
have R[T ]/(Q2) ∼= R[T ]/(Q1)×R[T ]/(P ) and PA ∈ R[T ]/(Q2) corresponds to (1, 0) ∈ R[T ]/(Q1)×
R[T ]/(P ). The proposition now amounts to showing that PA.Ker•Q∗2(U˜κ) = Ker
•Q∗1(U˜κ). If x ∈
Ker•Q∗2(U˜κ), then
Q∗1(U˜κ).PAx = U˜
degQ1
κ AQ2x = 0,
which gives us one inclusion. For the other, assume that y ∈ Ker•Q∗1(U˜κ). Note that degPA = degQ1B.
Then
y = U˜− degPAκ (P
∗(U˜κ)A∗(U˜κ) +B∗(U˜κ)Q∗1(U˜κ))y = P
∗(U˜κ)A∗(U˜κ)U˜− degPAκ y,
which gives us the other inclusion. 
We now return to the Fredholm series FW from Corollary 4.1.5. Let Z ⊆ A1W denote its Fredholm
hypersurface. Consider C ov(Z ), the set of all open affinoid V ⊆ Z such that pi(V ) ⊆ X is open affinoid,
O(pi(V )) is Tate, and the map pi|V : V → pi(V ) is finite of constant degree, where pi : Z → W is the
projection map. For V ∈ C ov(Z ), let us write FW = QV SV for the associated factorization of FW from
Theorem 2.3.3.
Corollary 4.1.8. The assignment V 7→ Ker•Q∗V (U˜pi(V )), with V ∈ C ov(Z ), defines a bounded complex
of coherent sheavesK • on Z .
Proof. C ov(Z ) is an open cover of Z so we need to prove that whenever V1 ⊆ V2 are elements of
C ov(Z ), we have (Ker•Q∗V2(U˜pi(V2))) ⊗O(V2) O(V1) ∼= Ker•Q∗V1(U˜pi(V1)) canonically. Define V3 =
pi|−1V2 (pi(V1)). Then we have V1 ⊆ V3 ⊆ V2, so it suffices to treat the inclusions V1 ⊆ V3 and V3 ⊆ V2. In
the first case we have pi(V1) = pi(V3) and the result follows from Proposition 4.1.7, since V1 ⊆ V3 forces
QV1 |QV3 . For the second we have V3 = V2×pi(V2)pi(V1) and the result follows from Proposition 4.1.6. 
This allows us to finish the construction of the eigenvariety. We define H ∗ = H∗(K •); this is a
coherent sheaf on Z . Since the projectors C•(K,Dpi(V )) → Ker•Q∗V (U˜pi(V )) commute with the action
of T(∆p,Kp) (by construction, using the assertion about the projectors in Theorem 2.2.2), we get an
induced action T(∆p,Kp) → E ndZ (H ∗). Let T ⊆ E ndZ (H ∗) denote the sub-presheaf generated
over OZ by the image of T(∆p,Kp). It is a sheaf by flatness of rational localization, hence a coherent
sheaf of OZ -algebras, and we define the eigenvarietyX = XG,Kp to be the relative Spa(T ,T ◦)→ Z
(note that the sheaf of integral elements is determined by Lemma A.3). The morphism q : X → Z is
finite by construction, and we have
O(q−1(V )) = Im (T(∆p,Kp)⊗Zp O(V )→ EndO(V )(H∗(Ker•Q∗V )))
for all V ∈ C ov(Z ). In particular, if (U , h) is a slope datum for (W, FW), we writeTU,h = O(q−1(ZU,h))
and have
TU,h = Im
(
T(∆p,Kp)⊗Zp O(ZU,h)→ EndO(ZU,h)(H∗(K,DU )≤h)
)
.
Remark 4.1.9. Our eigenvariety X contains the eigenvariety constructed by Hansen in [Han17, §4] as
the open subset {p 6= 0}. Indeed, our construction specializes to his over Banach Qp-algebras, with the
minor difference that we use the complexes C•(K,DrU ) to construct the auxiliary Fredholm hypersurface
Z , whereas the complexes C•(K,A rU ) (in our notation) are used in [Han17], giving a different auxiliary
Fredholm hypersuface. However, working over the union of the two Fredholm hypersurfaces, one sees
that the coherent sheafH ∗ on A1Wrig , with its T(∆
p,Kp)-action, is equal to the sheafM ∗ on A1Wrig (in
the notation of [Han17, §4.3]), with its T(∆p,Kp)-action (here we have used Wrig to denote the locus
{p 6= 0} ⊆ W).
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Remark 4.1.10. Like the other constructions, our construction of overconvergent cohomology and eigen-
varieties has numerous variations, which are sometimes useful to keep in mind. For example, one may
use compactly supported cohomology, homology or Borel-Moore homology instead (cf. [Han17, §3.3]),
and/or one could use the modulesAκ instead of the Dκ. One can also add (or remove) Hecke operators, or
work over some restricted family of weights, rather than the universal one.
4.2. The Tor-spectral sequence. We now give the analogue of the Tor spectral sequence in [Han17, The-
orem 3.3.1], which is a key tool in analyzing the eigenvarieties. We phrase it in terms of slope decomposi-
tions and Banach–Tate rings, though we could have formulated it more generally for elements in C ov(Z ).
Theorem 4.2.1. Let h ∈ Q≥0 and let κ : T0 → R× be a weight. We fix an adapted Banach–Tate
Zp-algebra norm on R, and suppose that C•(K,Drκ) has a slope-≤ h decomposition for some r ≥ rκ.
Let R → S be a bounded homomorphism of Banach–Tate Zp-algebras with adapted norms and write κS
for the induced weight T0 → S×. Then there is a convergent Hecke-equivariant (cohomological) second
quadrant spectral sequence
Eij2 = Tor
R
−i(H
j(K,Dκ)≤h, S) =⇒ Hi+j(K,DκS )≤h.
Proof. We follow the proof of [Han17, Theorem 3.3.1]. Define a chain complexC• byCi = C−i(K,Dκ)≤h
and the obvious differentials (i.e. we are just reindexing and viewing C•(K,Dκ)≤h as chain complex).
This is a bounded chain complex of finite projective R-modules. Thus
TorRi+j(C•, S) = Hi+j(C• ⊗R S)
where Tor denotes hyper-Tor. The hyper-Tor spectral sequence then gives us a homological spectral
sequence
E2ij = Tor
R
i (Hj(C•), S) =⇒ Hi+j(C• ⊗R S)
which is concentrated in the fourth quadrant. Reindexing we may turn this into a cohomological spectral
sequence (cf. [Wei94, Dual definition 5.2.3])
Eij2 = Tor
R
−i(H−j(C•), S) =⇒ H−i−j(C• ⊗R S)
which is concentrated in the second quadrant. Since H−j(C•) = Hj(K,Dκ)≤h (by definition) and
H−i−j(C• ⊗R S) ∼= Hi+j(K,DκS )≤h (canonically, by our previous results) this gives the desired spec-
tral sequence. Finally, Hecke-equivariance follows from the functoriality of the hyper-Tor spectral se-
quence. 
As an application, we prove the following analogue of [Han17, Theorem 4.3.3]. We will use it in the
next section when we construct Galois representations.
Proposition 4.2.2. Let (U , h) be a slope datum and let m ⊆ OW(U) be a maximal ideal corresponding to
a weight κ : T0 → L× where L = OW(U)/m; this is a local field by Proposition A.12. Fix an absolute
value on L with |p| ≤ p−1 (i.e. an adapted Banach–Tate Zp-algebra norm). Let T ⊆ T(∆,K) be a
Zp-subalgebra and put
Tκ,h = Im(T⊗Zp L→ EndL(H∗(K,Dκ)≤h));
TU,h = Im(T⊗Zp OW(U)→ EndOW (U)(H∗(K,DU )≤h)).
Then there is a natural isomorphism (TU,h ⊗OW(U) L)red ∼= Tredκ,h.
Proof. By the Tor-spectral sequence we see that, if T ∈ T acts as 0 on H∗(K,DU )≤h, then it acts nilpo-
tently onH∗(K,Dκ)≤h. It follows that we have a surjection TU,h⊗OW(U)L Tredκ,h of finite-dimensional
commutative L-algebras. To finish the proof it suffices to show that if q is a maximal ideal of TU,h⊗O(U)L
then the localization (Tκ,h)q is non-zero. Let j be maximal such that (Hj(K,DU )≤h)q 6= 0 and localize
the entire Tor-spectral sequence with respect to q. Then the entry (E0,j2 )q is stable (i.e. (E
0,j
2 )q = (E
0,j
∞ )q)
and it follows that (Hj(K,Dκ)≤h)q 6= 0. Thus we must have (Tκ,h)q 6= 0 as desired. 
Corollary 4.2.3. We retain the notation of Proposition 4.2.2. If we let Ut be the double coset opera-
tor [KtK] ∈ T(∆,K) for our fixed t ∈ Σcpt, consider the commutative subalgebra T(∆p,Kp)[Ut] ⊆
T(∆,K). Then we have a natural isomorphism (TU,h ⊗O(U) L)red ∼= T(∆p,Kp)[Ut]redκ,h.
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Proof. By Proposition 4.2.2 we have a natural isomorphism
(T(∆p,Kp)[Ut]U,h ⊗O(U) L)red ∼= T(∆p,Kp)[Ut]redκ,h
so it suffices to show that TU,h ∼= T(∆p,Kp)[Ut]U,h, which is clear from the definitions (note that
EndO(ZU,h)(H
∗(K,DU )≤h) ⊆ EndO(U)(H∗(K,DU )≤h)). 
5. GALOIS REPRESENTATIONS
We continue to assume that all weights are trivial on Z(K). LetG = ResFQGLn/F , with F a totally real
or CM field. In this section we construct a Galois determinant (in the language of [Che14]) valued in the
global sections of the reduced extended eigenvariety, satisfying the expected compatibility between Hecke
eigenvalues and the characteristic polynomial of Frobenius at all unramified primes. The construction is an
adaptation of a construction due to the first author and David Hansen, to appear in [HJ] (in a slightly refined
form), which produces a Galois determinant over the reduced rigid eigenvariety as constructed in [Han17].
The key step is to produce the desired Galois determinant for all ‘points’ of the extended eigenvariety. In
the rigid analytic setting one can then glue these individual determinants together by an argument due to
Bellaiche and Chenevier; we prove a version of this gluing technique in our setting. We will not assume
that G = ResFQGLn/F until §5.3.
5.1. Filtrations. Let κ : T0 → L× be a weight, where L is a local field equipped with an adapted absolute
value; we let $ be a uniformizer of L. Let r > rκ and choose an auxiliary s ∈ (rκ, r). In this subsection,
we construct a filtration on the unit ball D<r,◦κ of D<rκ with finite graded pieces, generalizing the filtrations
constructed by Hansen in [Han]. We define
Filj D<r,◦κ := D<r,◦κ ∩$jDs,◦κ .
When κ and r are clear from the context we will simply write Filj for Filj D<r,◦κ (we will always omit the
choice of s). By the definitions the Filj are open and closed in the subspace topology on D<r,◦κ coming
from Dsκ (we recall that D<r,◦κ is compact with respect to this subspace topology since OL is compact).
Therefore the D<r,◦κ /Filj are finite discrete OL-torsion modules and we have D<r,◦κ = lim←−j D
<r,◦
κ /Fil
j
topologically. Note that Filj is ∆-stable (being the intersection of two ∆-stable subsets in Dsκ), so theOL-
torsion modules D<r,◦κ /Filj inherit a ∆-action and the equality in the previous sentence is ∆-equivariant.
We also record the following lemma.
Lemma 5.1.1. We have Hi(K,D<r,◦κ ) = lim←−j H
i(K,D<r,◦κ /Filj) for all i.
Proof. On Borel-Serre complexes we haveC•(K,D<r,◦κ ) = lim←−j C
•(K,D<r,◦κ /Filj) and these are bounded
complexes of compact abelian Hausdorff groups. This category is abelian and has exact inverse limits (e.g.
by [Neu99, Proposition IV.2.7]), which gives us the result. 
We remark that C•(K,D<rκ ) has a slope-≤ h decomposition for any h ∈ Q≥0 (since we are working
over the field L) and C•(K,D<rκ )≤h = C•(K,Drκ)≤h (since it is sandwiched between C•(K,Drκ)≤h and
C•(K,Dsκ)≤h, and these are equal). Thus, we may use theD<rκ instead of theDrκ to define overconvergent
cohomology. We will do this to define Galois representations because of the fact that D<r,◦κ is profinite
with respect to topology coming from the Filj .
5.2. A morphism of Hecke algebras. We continue with the notation of the previous subsection. In this
subsection we will fix a Zp-subalgebra T ⊆ T(∆,K) and, if A is any Zp-algebra, we will write TA for
T⊗Zp A. Then TOL acts on H∗(K,D<r,◦κ /Filj) for all r and j and we set
Trκ,j = Im
(
TOL → EndOL(H∗(K,D<r,◦κ /Filj)
)
;
Trκ,Fil = Im
TOL →∏
j
Trκ,j
 .
We equip each Trκ,j with the discrete topology (they are finite rings) and give
∏
j Trκ,j the product topology;
we then give Trκ,Fil the subspace topology. We let T̂rκ,Fil denote the completion of Trκ,Fil in
∏
j Trκ,j ; this
is a compact Hausdorff ring.
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Fix h ∈ Q≥0. We have natural mapsH∗(K,D<r,◦κ )→ H∗(K,D<rκ )→ H∗(K,D<rκ )≤h and we define
H∗(K,D<r,◦κ )≤h to be the image of the composition.
Lemma 5.2.1. H∗(K,D<r,◦κ )≤h is an open and boundedOL-submodule of H∗(K,D<rκ )≤h (and hence a
finite free OL-module).
Proof. It is an OL-submodule which spans H∗(K,D<rκ )≤h essentially by construction, so it suffices to
show that it is finitely generated. The morphisms H∗(K,D<r,◦κ ) → H∗(K,D<rκ ) → H∗(K,D<rκ )≤h are
induced by the morphisms
C•(K,D<r,◦κ )→ C•(K,D<rκ )→ C•(K,D<rκ )≤h
of complexes. Let C•(K,D<r,◦κ )≤h denote the image of the composition. Note that each Ci(K,D<r,◦κ )
is bounded in Ci(K,D<rκ ), so Ci(K,D<r,◦κ )≤h is bounded in Ci(K,D<rκ )≤h by continuity of the projec-
tion. Thus C•(K,D<r,◦κ )≤h is a bounded complex of finite free OL-modules. Since H∗(K,D<r,◦κ )≤h ⊆
Im(H∗(C•(K,D<r,◦κ )≤h)→ H∗(K,D<rκ )≤h), finite generation of the former follows. 
We define Tr,◦κ,≤h = Im(TOL → EndOL(H∗(K,D<r,◦κ )≤h)); by the above Lemma this is a finite OL-
algebra and hence naturally a compact Hausdorff ring. Note that if T ∈ TOL is 0 in Trκ,Fil, i.e. acts as 0 on
allH∗(K,D<r,◦κ /Filj), then it acts as 0 onH∗(K,D<r,◦κ )≤h and so is 0 in Tr,◦κ,≤h. In other words we have
a natural (surjective) map Trκ,Fil → Tr,◦κ,≤h. The goal of this section is to show that this map is continuous
and so extends to the completion T̂rκ,Fil.
To do this we introduce some special open sets. Let prj : Trκ,Fil → Trκ,j denote the projection. We put
Uj = Ker(prj); this is an open ideal of Trκ,Fil. On T
r,◦
κ,≤h the opens that we will use are more delicate to
construct. We have a commutative diagram
H∗(K,D<r,◦κ ) //

H∗(K,D<rκ )≤h

H∗(K,Ds,◦κ ) // H∗(K,Dsκ)≤h
where the right vertical map is an isomorphism, which we think of as an equality (the reader may trace
through the definitions and see that this is a natural thing to do). Defining H∗(K,Ds,◦κ )≤h to be the
image of H∗(K,Ds,◦κ ) → H∗(K,Dsκ)≤h we see that H∗(K,D<r,◦κ )≤h ⊆ H∗(K,Ds,◦κ )≤h are both open
lattices in H∗(K,D<rκ )≤h = H∗(K,Dsκ)≤h (Lemma 5.2.1 holds for H∗(K,Ds,◦κ )≤h as well, with the
same proof).
Lemma 5.2.2. The ideals Vj = {T ∈ Tr,◦κ,≤h | T (H∗(K,D<r,◦κ )≤h) ⊆ $jH∗(K,Ds,◦κ )≤h} form a basis
of open neighbourhoods of 0 in Tr,◦κ,≤h.
Proof. It’s easy to check that the Vj are ideals. By the preceding remarks the subgroups$jH∗(K,Ds,◦κ )≤h
form a basis of neighbourhoods of 0 in H∗(K,D<r,◦κ )≤h (for j  0). Using this the lemma is elementary.

We may now prove continuity. Denote the map Trκ,Fil → Tr,◦κ,≤h by φ.
Proposition 5.2.3. We have φ(Uj) ⊆ Vj . Thus φ is continuous and extends to a continuous map T̂rκ,Fil →
Tr,◦κ,≤h.
Proof. The second statement follows directly from the first (by general properties of linearly topologized
groups and the fact that Tr,◦κ,≤h is complete). The first statement amounts, by the definitions, to proving that
if T acts as 0 on H∗(K,D<r,◦κ /Filj), then it maps H∗(K,D<r,◦κ )≤h into $jH∗(K,Ds,◦κ )≤h, or in other
words that T acts as 0 on
Im(H∗(K,D<r,◦κ )≤h → H∗(K,Ds,◦κ )≤h/$j).
By definition this image is equal to
Im(H∗(K,D<r,◦κ )→ H∗(K,Ds,◦κ )≤h/$j).
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Assume now that T acts as 0 onH∗(K,D<r,◦κ /Filj). We may factorH∗(K,D<r,◦κ )→ H∗(K,Ds,◦κ )≤h/$j
through H∗(K,Ds,◦κ )/$j so it suffices to prove that T acts as 0 on
Im(H∗(K,D<r,◦κ )→ H∗(K,Ds,◦κ )/$j).
From the long exact sequence attached to the short exact sequence
0→ Ds,◦κ $
j
→ Ds,◦κ → Ds,◦κ /$j → 0
we see that
H∗(K,Ds,◦κ )/$j ↪→ H∗(K,Ds,◦κ /$j).
By definition, we have a natural map D<r,◦κ /Filj → Ds,◦κ /$j . Assembling the last few sentences, we
have a commutative diagram
H∗(K,D<r,◦κ ) //

H∗(K,Ds,◦κ )/$j

H∗(K,D<r,◦κ /Filj) // H∗(K,Ds,◦κ /$j)
where the right vertical map is injective. By assumption T acts as 0 on H∗(K,D<r,◦κ /Filj), hence it acts
as 0 on Im(H∗(K,D<r,◦κ )→ H∗(K,Ds,◦κ /$j)). But, since the right vertical map is injective, this image
is isomorphic to Im(H∗(K,D<r,◦κ ) → H∗(K,Ds,◦κ )/$j). Thus T acts as 0 on this, which is what we
wanted to prove. 
5.3. Galois representations. We now specialize to the case G = ResFQGLn/F where F is a totally real
or CM number field, and n ≥ 2. When discussing Galois representations we will, for simplicity of refer-
encing, use the same conventions as in [Sch15, §5]. Let S′ denote the set of places w of Q such that either
w =∞, or if w is finite then Kw is not hyperspecial. This is a finite set containing p and the primes which
ramify in F . We let S denote the set of places in F lying above those in S′. We set
T =
⊗
v/∈S
Tv
where Tv = Zp[GLn(Fv)//GLn(OFv )] is the usual spherical Hecke algebra (we assume that K ⊆
GLn(OF ⊗Z Ẑ)). We have T ⊆ T(∆,K) and we will use the notation and results of the previous subsec-
tion for this choice of T. Let qv be the size of the residue field at v. We have the (unnormalized) Satake
isomorphism
Tv[q1/2v ] ∼= Zp[q1/2v ][x±11 , . . . , x±1n ]Sn
where Sn is the symmetric group on {1, . . . , n} permuting the variables x1, . . . , xn. If we let Ti,v denote
the i-th elementary symmetric polynomial in x1, . . . , xn, then q
i(n+1)/2
v Ti,v ∈ Tv and we define
(5.3.1) Pv(X) = 1− q(n+1)/2v T1,vX + qn+1v T2,vX2 − · · ·+ (−1)nqn(n+1)/2v Tn,vXn ∈ Tv[X].
The following theorem is essentially a special case of [Sch15, Theorem 5.4.1]. We let GF,S denote the
Galois group of the maximal algebraic extension of F unramified outside S. For the notion of a determinant
we refer to [Che14].
Theorem 5.3.1. (Scholze) There exists an integer M depending only on [F : Q] and n such that the
following is true: for any j and r there exists an ideal Irκ,j ⊆ Trκ,j with (Irκ,j)M = 0 and an n-dimensional
continuous determinant D of GF,S with values in Trκ,j/Irκ,j such that
D(1−X Frobv) = Pv(X)
for all v /∈ S.
We remark that the local systems corresponding to the D<r,◦κ /Filj are not necessarily included in the
formulation of [Sch15, Theorem 5.4.1], but the proof works the same: one first applies the Hochschild–
Serre spectral sequence to reduce to the case of a trivial local system.
Corollary 5.3.2. Keep the notation of Theorem 5.3.1.
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(1) There exists a closed ideal I ⊆ T̂rκ,Fil such that IM = 0 and an n-dimensional continuous deter-
minant D of GF,S with values in T̂rκ,Fil/I such that D(1−X Frobv) = Pv(X) for all v /∈ S.
(2) Let h ∈ Q≥0. Then there exists a closed ideal J ⊆ Tr,◦κ,≤h such that JM = 0 and an n-dimensional
continuous determinant D of GF,S with values in Tr,◦κ,≤h/J such that D(1−X Frobv) = Pv(X)
for all v /∈ S.
Proof. Part (1) follows from the theorem and the definition and compactness of T̂rκ,Fil via [Che14, Example
2.32] (one sets I = T̂rκ,Fil ∩
∏
j I
r
κ,j). Assertion (2) then follows from (1) and Proposition 5.2.3. 
5.4. Gluing over the reduced eigenvariety. We now finish our construction of a Galois determinant over
the reduced eigenvariety X red = X redG . See Definition A.10 for the definition of the reduced subspace.
Keep the notation of the previous subsection. Let (U , h) be a slope datum. We have a corresponding open
affinoid XU,h ⊆ X . If mκ is a maximal ideal of O(U) corresponding to the weight κ : T0 → L× with
L = O(U)/mκ a local field, then Corollary 4.2.3 gives us a natural identification
(O(XU,h)/mκ)red =
(O(X redU,h )/mκ)red ∼= T(∆p,Kp)[Ut]redκ,h.
Fix r. Note that Trκ,≤h = T
r,◦
κ,≤h[1/$] is naturally a closed L-subalgebra of T(∆p,Kp)[Ut]κ,h. From
Corollary 5.3.2 it follows that we have a Galois determinant into T(∆p,Kp)[Ut]redκ,h and therefore into(
O(X redU,h )/mκ
)red
. We record this discussion in the following convenient form:
Lemma 5.4.1. Let (U , h) be a slope datum and let m be a maximal ideal of O(X redU,h ). Then there ex-
ists an n-dimensional continuous determinant D of GF,S with values in O(X redU,h )/m such that D(1 −
X Frobv) = Pv(X) for all v /∈ S.
Proof. This follows from the discussion above since the map SpecO(X redU,h ) → SpecO(U) sends maxi-
mal ideals to maximal ideals (the map is finite). 
Before we can glue we need some preparations. Let A be a reduced Zp-algebra which is finite and free
as a Zp-module; we equip it with the p-adic topology. Consider the adic space Zan = A1San , where S =
Spa(A[[X1, . . . , Xd]], A[[X1, . . . , Xd]]); here A[[X1, . . . , Xd]] carries the (p,X1, . . . , Xd)-adic topology.
Fix an index i ∈ {1, . . . , d}. Let T be a coordinate on A1San . We are interested in the open affinoid subsets
Vm = {|pm|, |Xm1 |, . . . , |Xmd | ≤ |Xi| 6= 0, |Xmi T | ≤ 1} of Zan for m ∈ Z≥1. Note that the union of the
Vm is the locus V = {|Xi| 6= 0} ⊆ Zan. The ring O(Vm) has a ring of definition
Rm = A[[X1, . . . , Xd]]
〈
pm
Xi
,
Xm1
Xi
, . . . ,
Xmd
Xi
〉
〈Xmi T 〉
(with the Xi-adic topology), and we have natural maps Rm+1 → Rm for all m. Note that O(Vm) =
Rm[1/Xi] and that O+(Vm) is the integral closure of Rm in O(Vm). By Theorem A.5 (and its proof), in
fact we have O+(Vm) = O(Vm)◦ and O(Vm)◦ is a finite Rm-algebra.
Lemma 5.4.2. The image of Rm+1 in Rm/Xni is finite for all m and n. More generally, if M is a finitely
generated Rm+1-module, then the image of M in M ⊗Rm+1 Rm/Xni is finite.
Proof. Fix m and n. We start with the first assertion. It suffices to check that the kernel contains the ideal
I =
(
pmn, Xmn1 , . . . , X
mn
d ,
(
pm+1
Xi
)mn
,
(
Xm+11
Xi
)mn
, . . . ,
(
Xm+1d
Xi
)mn
, (Xm+1i T )
n
)
since it’s straightforward to check that Rm+1/I is finite. It’s also straightforward to check that the given
generators of I are in the kernel. This finishes the (sketch of) proof of the first assertion. For the second,
there is an integer q ≥ 0 and a surjection Rqm+1  M of Rm+1-modules, which gives us a commuting
diagram
Rqm+1
//

Rqm/X
n
i

M // M ⊗Rm+1 Rm/Xni
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where the vertical maps are surjections, and the second assertion then follows from the first. 
Proposition 5.4.3. With notation as above, let Y → V = {|Xi| 6= 0} ⊂ Zan be a finite morphism of adic
spaces, and assume that Y is reduced. Then O+(Y ) is compact.
Proof. Write Ym for the pullback of Vm; these form an increasing cover of Y consisting of open affinoids.
Since Ym → Vm is finite and O+(Vm) = O(Vm)◦ we know that O+(Ym) is integral over O(Vm)◦
(by definition of a finite morphism). Since O(Ym) is reduced and O(Vm)◦ is Nagata (it is finite over
Rm, which is Nagata by the proof of Theorem A.5) it follows that O+(Ym) is finite over O(Vm)◦. In
particular, O+(Ym) is finite over Rm, hence Noetherian. We may also deduce from Lemma A.2 that
O+(Ym) = O(Ym)◦.
For any n the mapO+(Ym+1)→ O+(Ym)/Xni factors throughO+(Ym+1)⊗Rm+1 Rm/Xni and hence
the image is finite by Lemma 5.4.2. It follows that O+(Ym+1), when equipped with the weak topology
with respect to the map O+(Ym+1)→ O+(Ym), is compact. We deduce that O+(Y ) = lim←−mO
+(Ym) is
compact, as desired. 
Corollary 5.4.4. Assume that X → Zan is a finite morphism of adic spaces, with X reduced. Then
O+(X) is compact.
Proof. For each i ∈ {1, . . . , d} consider the locus Zi = {|Xi| 6= 0} ⊆ Zan (i.e. what was previously
denoted by V ) and set Z0 = {|p| 6= 0}. Let Xi, for i ∈ {0, . . . , d}, denote the corresponding pullbacks
to X . Then we have a strict inclusion O+(X) ⊆ ∏di=0O+(Xi) with closed image and the O+(Xi) are
compact (for i = 1, . . . , d this is Proposition 5.4.3 and for i = 0 this is [BC09, Lemma 7.2.11]; note that
X0 is nested in the terminology of [BC09]), so O+(X) is compact as well. 
We may then prove the main result of this section.
Theorem 5.4.5. There exists an n-dimensional continuous determinantD ofGF,S with values inO+(X red)
such that
D(1−X Frobv) = Pv(X)
for all v /∈ S.
Proof. Fix a collection {(U , h)} of slope data such that theX redU,h coverX red. We then have injections
O+(X red) ↪→
∏
(U,h)
O(X redU,h ) ↪→
∏
(U,h)
∏
m
O(X redU,h )/m
where the m range over all maximal ideals of O(X redU,h ). Note that we have an injection O(X redU,h ) ↪→∏
mO(X redU,h )/m by Lemma A.1, so the second morphism really is an injection. Then note thatO+(X red)
is compact; sinceX red is finite over Spa(Zp[[T0]],Zp[[T0]])an×A1 this follows from Corollary 5.4.4. To
see that Zp[[T0]] is of the form A[[X1, . . . , Xd]], we write T0 ∼= T tor0 × T free0 where T tor0 is the torsion
subgroup of T0 (which is finitely generated) and T
free
0
∼= ZdimT0p is a free complement (cf. e.g. [Neu99,
Proposition II.5.7]). Set A = Zp[T tor0 ], then Zp[[T0]] ∼= A ⊗Zp Zp[[T free0 ]] ∼= A[[X1, . . . , Xd]]. Thus
we may glue the determinants from Lemma 5.4.1 into the desired determinant using [Che14, Example
2.32]. 
6. THE COLEMAN-MAZUR EIGENCURVE
In this section we give a short discussion of the special case of the Coleman-Mazur eigencurve and the
relationship between our work and that of Andreatta–Iovita–Pilloni [AIP] and Liu–Wan–Xiao [LWX17].
6.1. The case G = GL2/Q. Let us consider the special case G = GL2/Q. We begin by fixing choices
of groups and Hecke algebras/operators. Let B be the upper triangular Borel, I the corresponding Iwahori
and T the diagonal torus. We use the element t =
(
1 0
0 p
) ∈ Σcpt; the corresponding Hecke operator is the
Up-operator. We choose the tame level K1(N) = {g ∈ GL2(Ẑp) | g ≡ ( ∗ ∗0 1 ) modN}, with N ∈ Z≥5
prime to p. Put ∆` = GL2(Q`) if ` - N and ∆` = GL2(Z`) if ` | N . With these choices everything else
is determined and we use the notation of the main part of the paper.
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In this case, overconvergent modular symbols were first constructed by Stevens [Ste], and the corre-
sponding eigencurve was constructed and shown to agree with the Coleman-Mazur eigencurve by Bel-
laiche [Bel]. Stevens and Bellaiche worked with the compactly supported cohomology H1c , which admits
a very explicit description in this case (it is given by the functor denoted by Symb in [Bel, Ste]). Ordinary
cohomology was first considered in [Han17]. For ordinary cohomology, one has
H∗(K,Dκ) = H1(K,Dκ)
for all weights κ, upon noting that the Hi vanish automatically for all i ≥ 2 and that H0 vanishes by (a
simpler version of) the argument in the proof of [CHJ17, Lemma 5.4]. A consequence is the following
lemma:
Lemma 6.1.1. Let κ : T0 → R× be a weight, and assume that Fκ has a slope-≤ h factorization for some
h ∈ Q≥0 (slopes with respect to some multiplicative pseudo-uniformizer $ ∈ R). Then H1(K,Dκ)≤h is
a finite projective R-module and is compatible with arbitrary base change.
Proof. Let f : R→ S be a continuous homomorphism of complete Tate rings and equip S with a Banach–
Tate Zp-algebra norm such that f($) is a multiplicative pseudo-uniformizer. Put κS = f ◦ κ. By the
vanishing of the Hi for i 6= 1 the Tor-spectral sequence collapses and gives us that
H1(K,Dκ)≤h ⊗R S = H1(K,DκS )≤h;
TorR1 (H
1(K,Dκ)≤h, S) = 0.
The first line is compatibility with base change. Putting S = R/J for an arbitrary ideal J ⊆ R (auto-
matically closed) we see from the second line that H1(K,Dκ)≤h is a finite flat R-module, hence finite
projective. 
If κ : T0 → R× is a weight we write κi, i = 1, 2, for the characters Z×p → R× defined by
κ
((
a 0
0 d
))
= κ1(a)κ2(d)
and we identify N1 with pZp via ( 1 0x 1 ) 7→ x. If we consider the eigenvariety X rig = X rigG constructed
in [Han17], then it is equidimensional of dimension 2 by [Han17, Proposition B.1] since H∗ = H1. This
object is usually referred to as the ‘eigensurface’. If we instead do the eigenvariety construction over the
part Wrig0 of weight space where κ2 = 1 we obtain an eigenvariety that turns out to equal the Coleman-
Mazur eigencurve; it is in particular reduced, equidimensional of dimension 1, and flat overWrig0 . Let us
denote this eigenvariety by E rig; the properties of E rig stated in the previous sentence are presumably well
known to experts but we will give a brief sketch of the proofs below. To begin with, it is equidimensional
of dimension 1 (by the same argument as above forX rig). For weights with κ2 = 1 we conflate κ and κ1,
and we may write the action on Aκ explicitly as
(f.γ)(x) = κ(a+ bx)f
(
c+ dx
a+ bx
)
for γ =
(
a b
c d
) ∈ M2(Zp) such that a ∈ Z×p , c ∈ pZp (this defines the submonoid ∆p,0 of ∆p generated
by I and t), and x ∈ pZp (cf. [Han17, §2.2]). Using the anti-involution(
a b
c d
)
7→
(
a c/p
pb d
)
on ∆p,0 and rescaling f by p−1 in the argument to a function on Zp one sees this right action corresponds
to the left action defined in [Ste]. To prove that E rig is reduced one uses a criterion of Chenevier [Che05,
Proposition 3.9]; see [Bel, Theorem IV.2.1] for the analogous statement for the H1c . Unfortunately, the
notion of a ‘classical structure’ in [Che05] is based on the input data for the eigenvariety construction
in [Buz07] and is therefore not directly applicable to the situation in [Han17]. Let us state a version of
[Che05, Proposition 3.9] applicable to the situation in [Han17, Definition 4.2.1]. We use the notation and
terminology of [Han17, §4-5] freely; in particular we use the language of classical rigid geometry for this
Proposition.
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Proposition 6.1.2. Let O = (W ,Z ,M ,T, ψ) be an eigenvariety datum. If (U, h) is a slope datum,
assume that M (ZU,h) is a projective O(U)-module. Assume moreover that there exists a very Zariski
dense set W cl ⊆ W such that, if (U, h) is a slope datum, there is a Zariski open and dense subset WU,h of
W cl ∩ U such that M (ZU,h)x is a semisimple T[T−1]-module. Here T is the parameter on A1W , which
naturally acts invertibly onM (ZU,h), and the setW cl is given the Zariski topology. Then the eigenvariety
XO is reduced.
The proof is virtually identical to that of [Che05, Proposition 3.9]; we omit it. Using this, one proves
that E rig is reduced in the same way as in the proof of [Bel, Theorem IV.2.1(i)], using the control theorem
of Stevens (cf. [Han17, Theorem 3.2.5]); recall that our Hecke algebra T(∆p,Kp) contains no Hecke
operators at primes dividing N . That E rig is equal to the Coleman-Mazur eigencurve is then proved using
the control theorems of Coleman and Stevens and the Eichler-Shimura isomorphism together with [Han17,
Theorem 5.1.2] (this type of argument is well known to experts, see for example the proof of [Bel, Theorem
IV.2.1(i)]). The argument for flatness will be given below. This finishes our review of the basic properties
of E rig.
Let us now return to the constructions of this paper. Our eigenvariety construction gives an extension
E of E rig defined over the locus W0 ⊆ W where κ2 = 1. Another such extension E ′ was constructed
by Andreatta, Iovita and Pilloni [AIP]. Note that W0 is naturally the analytic locus of the formal weight
space W0 with κ2 = 1. We have W0 ∼= Spa(Zp[[Z×p ]],Zp[[Z×p ]]). When p 6= 2, Zp[[Z×p ]] is a regular ring.
When p = 2 this is no longer the case; we have Z2[[Z×2 ]] ∼= Z2[Z/2][[X]] and Z2[Z/2] is not regular. We
will instead work over the normalization A of Z2[[Z×2 ]], which is isomorphic to Z2[[X]] × Z2[[X]]. The
normalization map
Z2[Z/2][[X]]→ Z2[[X]]× Z2[[X]]
is explicitly given by
∑
n≥0
(an + bng)X
n 7→
∑
n≥0
(an + bn)X
n,
∑
n≥0
(an − bn)Xn

where an, bn ∈ Z2 and g ∈ Z/2 is the non-trivial element. Using this map we get a weight into A, and we
let W˜0 = Spa(A,A) and put W˜0 = W˜an0 . We remark that W˜rig0 ∼=Wrig0 canonically via the normalization
map. To make our notation uniform, we set W˜0 = W0 when p 6= 2. We may perform our construction
over W˜0, and one may pull back the Banach modules that are used to construct the eigencurve in [AIP] to
W˜0, and construct the eigencurve over W˜0 instead. Let us denote the corresponding eigenvarieties by E˜
and E˜ ′, though we hasten to remark that these should not be thought of as normalizations of E and E ′.
Lemma 6.1.3. Let U ⊂ W˜0 be a connected open affinoid subset such thatO(U) is a Tate ring. ThenO(U)
is a Dedekind domain.
Proof. We first show thatO(U) is regular of Krull dimension 1. The connected components of W˜0 are iso-
morphic to Spa(Zp[[X]],Zp[[X]]) so we may take U to be an open affinoid subset of Spa(Zp[[X]],Zp[[X]]).
Let q be a maximal ideal of O(U) and let p be its preimage in A = Zp[[X]]. By Proposition A.15 the nat-
ural map Ap → O(U)q induces an isomorphism on completions. By Lemma A.13 p defines a closed point
of SpecA \ {(p,X)}. Since A is a regular local ring of dimension 2, it follows that Ap is a regular local
ring of dimension 1, and hence the same is true for O(U)q (since if R is a Noetherian local ring with com-
pletion R̂, R is regular if and only if R̂ is regular, and dimR = dim R̂). It follows that O(U) is a product
of regular integral domains of dimension 1. Since U is connected O(U) does not contain any nontrivial
idempotents, so O(U) is an integral domain. This finishes the proof. 
Let (U , h) be a connected slope datum for E˜ (by which we mean a slope datum for the construction
that produces E˜ such that U is connected; we will use the terminology ‘(connected) slope datum for E˜ ′’
similarly). ThenO(E˜U,h) is, by definition, anO(U)-submodule of EndO(U)(H1(K,DU )≤h). The latter is
projective by Lemma 6.1.1, so the former is also projective since O(U) is Dedekind. Thus the natural map
E˜U,h → U is finite flat, and hence E˜ → W˜0 is flat. The same applies to E˜ ′.
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Now let (U , h) be a slope datum for E˜ and E˜ ′. Let (Ui)i∈I be an open affinoid cover of Urig . Then the
natural map O(U) → ∏i∈I O(Ui) is an injection (since U \ Urig does not contain any open subset of U)
so tensoring with the finite projective O(U)-module O(E˜U,h) we get an injection
O(E˜U,h) ↪→
(∏
i∈I
O(Ui)
)
⊗O(U) O(E˜U,h) ∼=
∏
i∈I
O(E˜Ui,h),
which in particular shows that O(E˜U,h) is reduced. The image of O(E˜U,h) inside
∏
i∈I O(E˜Ui,h) is equal
to the O(U)-span of the image of T(∆p,Kp)[Up] in
∏
i∈I O(E˜Ui,h). The same holds replacing E˜ by E˜ ′,
so since we have canonical isomorphisms
O(E˜Ui,h) ∼= O(E˜ ′Ui,h)
we obtain a canonical isomorphism O(E˜U,h) ∼= O(E˜ ′U,h), compatible with the way the eigencurves are
built. As a result we have a canonical isomorphism E˜ ∼= E˜ ′ extending the canonical isomorphism E˜ rig ∼=
(E˜ ′)rig. We summarize the discussion above in the following theorem:
Theorem 6.1.4. The eigenvariety E˜ is reduced and flat over W˜0. Moreover, it is canonically isomorphic
to the eigencurve E˜ ′ constructed by Andreatta–Iovita–Pilloni [AIP].
Remark 6.1.5. In fact, it is possible to show that E and E ′ are isomorphic for all p (i.e including p = 2),
using the interpolation theorem [JN17, Theorem 3.2.1], since both E and E ′ are reduced with Zariski dense
sets of classical points which naturally match up.
Fix a character η : (Z/q)× → F×p (recall that q = 4 if p = 2 and q = p otherwise). We have a
natural isomorphism Z×p ∼= (Z/q)× × (1 + qZp) defined by z 7→ (z, z/ω(z)) where − denotes reduction
modulo q and ω denotes the Teichmu¨ller lift. Let us write 〈z〉 := z/ω(z). Then we may define a character
κη : Z×p → Zp[[X]]× by
κη(z) = ω(η(z))
∞∑
n=0
(
p−1 log〈z〉
n
)
Xn.
We let κη denote its reduction modulo p. This is a character Z×p → Fp((X))× which we may think of as a
character T0 → Fp((X))× with κ2 = 1. We remark that if p = 2 then η, and hence κη , is unique.
Corollary 6.1.6. There are infinitely many (non-ordinary) finite slope Up-eigenvectors in H1(K,Dκη ).
Proof. By Corollary 4.2.3, its analogue for E˜ ′ (which is simpler, and is essentially [Buz07, Lemma 5.9])
and Theorem 6.1.4 we see that H1(K,Dκη ) and the module M
†
κη (N) of overconvergent modular forms
of weight κη and tame level N constructed in [AIP] contain the same finite slope systems of Hecke eigen-
values. By [BP16, Corollary A.1], M
†
κη (N) has infinitely many finite slope Up-eigenvectors, so we are
done. 
Remark 6.1.7. It is possible to prove Corollary 6.1.6 directly from [BP16, Theorem A] (using the obser-
vation in the Remark following [BP16, Corollary A.2]) without any reference to [AIP].
6.2. Estimates for the Newton polygon of Up. In this and the following section we give a short proof
of the estimates obtained in [LWX17, Theorem 3.16] for the Newton polygon of Up acting on spaces of
overconvergent automorphic forms for a definite quaternion algebra over Q.
We fix an odd prime p and assume that we are in the setting of Section 3.3. Suppose that N1 ∼= Zp and
fix a topological generator n. Let f be a norm-decreasing R-linear map
f :
t⊕
i=1
Drκ →
t⊕
i=1
Dr1/pκ
and recall that we have a compact inclusion
ι :
t⊕
i=1
Dr1/pκ ↪→
t⊕
i=1
Drκ.
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We set U = ι ◦ f . Then U is a compact endomorphism of M = ⊕ti=1Drκ. Recall that we have a potential
ON-basis for Drκ given by the elements er,α := $−n(r,$,α)nα for α ∈ Z≥0.
We consider the potential ON-basis for M given by
e1r,0 = (er,0, 0, . . . , 0), . . . , e
t
r,0 = (0, . . . , 0, er,0), e
1
r,1 = (er,1, 0, . . . , 0), . . .
Lemma 6.2.1. Assume that there is no x ∈ R with 1 < |x| < |$|−1. Then U maps eir,α to a sum∑
j,β a
j
βe
j
r,β with
|ajβ | ≤ |$|n(r,$,β)−n(r
1/p,$,β).
If we define
λ(0) = 0, λ(i+ 1) = λ(i) + n(r,$, bi/tc)− n(r1/p, $, bi/tc)
the Fredholm series
det(1− TU |M) =
∑
n≥0
cnT
n ∈ R{{T}}
satisfies |cn| ≤ |$|λ(n).
Proof. We first prove the estimate on the matrix coefficients of U . Apply f to eir,α. We get a sum∑
j,β b
j
βe
j
r1/p,β
, and the fact that f is norm-decreasing is equivalent to
|bjβ | ≤ |$|n(r
1/p,$,β)−n(r,$,α)r|α|−|β|/p
for all j, β. Since |$| < |$|−n(r,$,α)r|α|, |$|−n(r1/p,$,β)r|β|/p ≤ 1 by construction, we deduce that
|bjβ | < |$|−1 for all j, β. By our assumption on R, it follows that |bjβ | ≤ 1 for all j, β. We then have
ej
r1/p,β
= $−n(r
1/p,$,β)nβ = $n(r,$,β)−n(r
1/p,$,β)ejr,β
so we conclude that
Ueir,α =
∑
j,β
ajβe
j
r,β
where ajβ = $
n(r,$,β)−n(r1/p,$,β)bjβ , and therefore
|ajβ | ≤ |$|n(r,$,β)−n(r
1/p,$,β).
In other words, the ith row of the matrix for U (we begin indexing rows at i = 0) has entries with norm
≤ |$|n(r,$,bi/tc)−n(r1/p,$,bi/tc). We deduce immediately that |cn| ≤ |$|λ(n), since cn is an alternating
sum of products of matrix entries coming from n distinct rows ([Ser62, Proposition 7]), and each of these
products has norm ≤ |$|λ(n). 
6.3. Definite quaternion algebras over Q. As an application of Lemma 6.2.1, we give a new proof of
[LWX17, Theorem 3.16]. In this section we assume that p is odd. We need to set up things so that we can
apply the machinery of sections 3.3, 4. Let D/Q be a definite quaternion algebra, split at p, and let G be
the reductive group over Q defined by G(R) = (D ⊗Q R)×, for Q-algebras R. We fix an isomorphism
Dp ∼= M2(Qp) and henceforth identify Dp with M2(Qp) via this isomorphism. Let GZp be the Zp-model
for G given by GZp(R) = (M2(Zp)⊗Zp R)×, for Zp-algebras R. We let B be the upper triangular Borel
in GZp and let T be the diagonal maximal torus.
Fix a tame level Kp =
∏
l 6=pKl with Kl ⊂ G(Ql) compact open, let K = KpI , and assume that K is
neat.
Fix a character η : Z×p → F×p and let Λ = Zp[[Z×p ]]. We have an induced map piη : Λ → Fp and we
denote its kernel by mη . We write Λη for the localisation Λmη . We have a universal character
[·]η : Z×p → Λ×η
We give the complete local ring Λη the mη-adic topology. Fixing a topological generator γ of 1 + pZp
gives an isomorphism
Zp[[X]]→ Λη
X 7→ [γ]η − 1.
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Let Wη = Spa(Λη,Λη), denote its analytic locus byWη and let U1 ⊂ Wη be the rational subdomain
of Wη
U1 = {|p| ≤ |X| 6= 0}.
Pulling back U1 to the open unit discWrigη gives the ‘boundary annulus’ |X|p ≥ p−1.
We let Rη = O(U1). More explicitly, Rη = R◦η[ 1X ] where R◦η is a ring of definition for Rη , given by
the X-adic completion of Zp[[X]][ pX ], with the X-adic topology.
Even more explicitly, we can describe the elements of R◦η as formal power series{∑
n∈Z
anX
n : an ∈ Zp, |an|pp−n ≤ 1, |an|pp−n → 0 as n→ −∞
}
X is a topologically nilpotent unit in Rη and so equipping Rη with the norm |r| = inf{p−n | r ∈
XnR◦η, n ∈ Z} makes Rη into a Banach–Tate Zp-algebra. This norm has the explicit description:
(6.3.1) |
∑
n∈Z
anX
n| = sup{|an|pp−n}.
Note that if r ∈ Λη , we have |r| = inf{p−n | r ∈ mnη , n ∈ Z}.
We now define a continuous character
κη : T0 → R×η
by
κη
(
a 0
0 d
)
= [a]η.
Lemma 6.3.1. The norm we have defined on Rη is adapted to κη . Moreover, for t ∈ T1 we have |κη(t)−
1| ≤ 1/p.
Proof. If t ∈ T1 we have κ(t)− 1 = (1 +X)α − 1 =
∑
n≥1
(
α
n
)
Xn for some α ∈ Zp. So |κη(t)− 1| ≤
1/p. 
We can now apply the theory of Section 4 to the space of overconvergent automorphic formsH0(K,D1/pκη ).
Note that we have the concrete description:
H0(K,D1/pκη ) = {f : D×\(D ⊗ Af )×/Kp → D1/pκη | f(gk) = k−1f(g) for k ∈ I}
and H0(K,D1/pκη ) is a Banach Rη-module with norm |f | = supg∈(D⊗Af )× ||f(g)||1/p.
In particular, we consider the action on H0(K,D1/pκη ) of the Hecke operator Uκη attached to the ele-
ment
(
1 0
0 p
) ∈ Σcpt. As a simple consequence of our results, we obtain the following theorem, which is
essentially due to Liu–Wan–Xiao — compare with [LWX17, Theorem 3.16, §5.4].
Theorem 6.3.2. The Hecke operator Uκη is compact. Consider the Fredholm series
Fκη (T ) =
∑
n≥0
cnT
n = det
(
1− TUκη |H0(K,D1/pκη )
)
.
Let t = |D×\(D ⊗ Af )×/K|. We have cn ∈ Λη and moreover we have
cn ∈ mλ(n)η for n ∈ Z≥0,
where λ(0) = 0, λ(1), . . . is a sequence of integers determined by
λ(0) = 0, λ(i+ 1) = λ(i) + bi/tc − bi/ptc
Proof. Compactness of Uκη follows from Corollary 3.3.10. The fact that cn ∈ Λη follows from Corollary
4.1.5, since Fκη (T ) extends to a Fredholm series overWη , and O(Wη) = Λη .
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The rest of the Theorem follows from Lemma 6.2.1 (note that the norm on Rη satisfies the assumption
of that Lemma), using the fact that if we choose representatives g1, . . . , gt for the double cosets D×\(D⊗
Af )×/K and r ∈ [p−1, 1) we have an isomorphism of potentially ON-able Rη-modules:
H0(K,Drκη ) ∼= ⊕ti=1Drκη
f 7→ (f(gi))ti=1
We take $ = X , and compute that n(p−1, X, bi/tc) = bi/tc and n(p−1/p, X, bi/tc) = b1/pbi/tcc =
bi/ptc. 
As in §6.1, our eigenvariety construction, applied to the modules H0(K,Drκ) with κ2 = 1, gives an
eigenvariety Eη which is flat over Wη . The open subspace E rigη defined by |p| 6= 0 is the eigenvariety
constructed by Buzzard [Buz04].
We end this section with our interpretation of [LWX17, Theorem 1.3, Theorem 1.5]. First we need some
extra notation. For m ≤ n positive integers we define
Um/n = {|pm| ≤ |Xn| 6= 0} ⊆ Wη.
We set U = U1.
For a real number α ∈ (0, 1] we denote byW>p−αη the open subspace ofWη obtained as the union of
open affinoids
W>p−αη =
⋃
m/n<α
Um/n.
Note that X is a topologically nilpotent unit in O(Um/n) for all m,n. We denote the pullback of Eη to
W>p−αη by E>p
−α
η . The eigenvariety Eη comes equipped with a map to the spectral variety Z(Fκη ), and
therefore it comes equipped with a map to A1U . For h = m/n ∈ Q with m ∈ Z and n ∈ Z≥1 we define an
affinoid subspace BU,=h ⊂ A1U by
BU,=h = {|Tn| = |X−m|}.
Similarly, if h = m/n ≤ h′ = m′/n are rational numbers, we define
BU,[h,h′] = {|X−m| ≤ |Tn| ≤ |X−m
′ |}.
Lemma 6.3.3. Let L/Qp be a finite extension and let x ∈ L with |x|p = p−α, where 0 < α ≤ 1. Consider
the closed immersion ι : Spa(L,OL) ↪→ U induced by the continuous Zp-algebra map Rη → L sending
X to x. Let Bx,=h be the pullback of BU,=h along ι. Then Bx,=h ↪→ A1L is the affinoid open defined by
Bx,=h = {|T |p = p−αh}.
Proof. The affinoid Bx,=h is given by {|Tn| = |x−m| = |pαm|} ⊂ A1L. 
Theorem 6.3.4 ([LWX17]). The space E>p
−1
η is a disjoint countable union of adic spaces finite and flat
overW>p−1η .
Moreover, there is an explicit α depending only on Kp, with 0 < α < 1, such that
E>p
−α
η =
∐
i≥0
Xη,i
with Xη,i finite flat overW>p−αη and each piece Xη,i of the eigenvariety has constant slope, in the sense
that each map Xη,i → A1U factors through the affinoid subspace BU,=hi ⊂ A1U , for some hi ∈ Q≥0. In
particular, if we measure slopes onX rigη,i with the usual p-adic valuation, then the slope of a point inX
rig
η,i
is given by hivp(T ).
Proof. This follows from Theorems 1.3, 1.5 and Remark 3.25 of [LWX17]. Remark 3.25 shows that,
after restricting to W>p−1η , the Fredholm series Fκη factorises as a countable product of multiplicative
polynomials
∏
i≥0 Pi, with each finite product
∏N
i≥0 Pi a factor in a slope factorization over every affinoid
subspace of W>p−1η . This establishes the claim about E>p
−1
η . Theorem 1.5 shows moreover that (for
some explicit α) the restriction of Fκη to W>p
−α
η factorises as
∏
i≥0Qi, such that the specialization of
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Qi at every classical rigid analytic point of W>p−αη has constant slope equal to hi for some hi ∈ Q≥0
(independent of the specialization). We obtain a decomposition of Z(Fκη ) as a disjoint union of spaces
Zi, finite flat overW>p−αη , such that every classical rigid analytic point of Zi is contained in BU,=hi . The
space Xη,i is defined to be the inverse image of Zi in E>p
−α
η . It now remains to show that every point
of Zi is contained in BU,=hi . First we check this for rank 1 points: a rank 1 point of Zi which is not in
BU,=hi is contained in BU,[h,h′] for some interval [h, h′] which does not contain hi. But then BU,[h,h′] ∩Zi
is a non-empty open subset in Zi which contains no classical rigid analytic point, which is impossible
since Zi is finite flat over W>p−αη (in particular the map Zi → W>p
−α
η is open). Let V be an affinoid
open in W>p−αη . Then Zi|V ∩ BU,=hi is an affinoid open in Zi|V such that the complement contains no
rank 1 point. We have Zi|V = Spa(A,A◦) for some Tate ring A with a Noetherian ring of definition.
So [Hub93, Lemma 3.4] (c.f the proof of [Hub93, Corollary 4.2]) implies that rank 1 points are dense in
the constructible topology of Spa(A,A◦) and we deduce that Zi|V ∩ BU,=hi = Zi|V . Therefore Zi is
contained in BU,=hi , as desired. The final sentence of the Theorem follows from Lemma 6.3.3. 
Note that [LWX17] proves moreover that the slopes appearing in the above theorem (with multiplicities)
are given by a finite union of arithmetic progressions.
APPENDIX A. SOME ALGEBRAIC PROPERTIES OF TATE RINGS
In this section we prove some properties of the kinds of Tate rings and adic spaces that we need. We
start with a ring theoretic lemma.
Lemma A.1. Let R be a complete Tate ring with a Noetherian ring of definition R0. Then R is Jacobson.
Proof. Let $ ∈ R0 be a topologically nilpotent unit in R. R0 is a Zariski ring when equipped with its
$-adic topology (since it is complete), so SpecR0 \ {$ = 0} is a Jacobson scheme by [Gro66, (10.5.7)].
But SpecR0 \ {$ = 0} = SpecR, so R is Jacobson as desired. 
We record another simple lemma that will prove to be useful.
Lemma A.2. Let R be a complete Tate ring with a Noetherian ring of definition R0. If S ⊆ R is an open
and bounded subring (i.e. a ring of definition) containing R0, then S is a finitely generated R0-module,
hence Noetherian, and integral over R0. Moreover, R◦ is the integral closure of R0 in R.
Proof. Pick a topologically nilpotent unit $ ∈ R contained in R0. Since S is bounded we have S ⊆
$−NR0 for some N , and hence S is an R0-submodule of the cyclic R0-module $−NR0. The lemma now
follows since R0 is Noetherian. For the last assertion, first note that the integral closure is contained in R◦.
Since R◦ is the union of all open and bounded subrings and any two open bounded subrings are contained
in a third, the assertion follows from the first part. 
One consequence of the above lemma is a version for Tate rings (with our Noetherian hypothesis) of
[BGR84, 6.3.4/Proposition 1]:
Lemma A.3. Let R be a complete Tate ring with a Noetherian ring of definition. Let S be a finite R-
algebra, equipped with the natural R-module topology. Then S is a complete Tate ring with a Noetherian
ring of definition.
Moreover, the integral closure ofR◦ in S is equal to S◦. In particular, the morphism (R,R◦)→ (S, S◦)
is a finite morphism of affinoid rings [Hub96, 1.4.2] and Spa(S, S◦) → Spa(R,R◦) is a finite morphism
of adic spaces [Hub96, 1.4.4].
Proof. We let R0 denote a Noetherian ring of definition for R, let $ denote a topologically nilpotent unit
in R and let s1, . . . , sn denote R-module generators of S. Each si is integral over R, and multiplying
by a large enough power of $ we may assume that each si is integral over R0. Let S0 be the subring of
S generated by R0 and s1, . . . , sn. Now S0 is a finite R0-module and is in particular a Noetherian ring.
Moreover S0 with the $-adic topology is an open subring of S. In particular, S is an f -adic topological
ring, and since $ is a topologically nilpotent unit we see that S is a Tate ring with a Noetherian ring of
definition. Completeness of S follows from completeness of finitely generated modules over Noetherian
adic rings (this is [Hub94, Lemma 2.3 (ii)]).
28 Jun 2018 05:09:45 PDT
Version 2 - Submitted to Alg. Number Th.
44 CHRISTIAN JOHANSSON AND JAMES NEWTON
Finally we show that the integral closure R◦ in S is equal to S◦. It is clear from the definition of the
topology on S that R◦ maps to S◦ so the integral closure of R◦ in S is contained in S◦. Conversely, by
Lemma A.2, S◦ is the integral closure of S0 in S. Since S0 is integral over R0, we see that S◦ is integral
over R0, and therefore it is integral over R◦. 
Next we recall the notion of uniformity. If R is a normed ring, then the spectral seminorm | − |sp
on R is defined by |r|sp = limn→∞ |rn|1/n. It is well known that this limit exists and defines a power-
multiplicative seminorm. Whenever it is a norm, we will refer to it as the spectral norm on R. Conversely,
if we mention ‘the spectral norm of R’, we are implicitly stating (or assuming) that the spectral seminorm
is a norm.
Definition A.4. Let R be a complete Tate ring. We say that R is uniform if the set of power-bounded
elements R◦ is bounded. We say that R is stably uniform if any rational localization of R is also uniform.
If R is a Banach–Tate ring, we say that R is uniform if the norm is power-multiplicative.
Note that, if R is Banach–Tate ring whose underlying complete Tate ring is uniform, then the given
norm on R is equivalent to the corresponding spectral norm, which is power-multiplicative. In this case,
[Ber90, Theorem 1.3] says that the spectral norm is equal to the Gelfand norm supx∈M(R) |− |x. If R is in
addition stably uniform, then if $ ∈ R is a multiplicative pseudo-uniformizer and U ⊆ X = Spa(R,R+)
is a rational subdomain, we may equateM(OX(U)) with the rank 1 points in U using$ and equipOX(U)
with the corresponding Gelfand norm.
We may extend the definition of stable uniformity to arbitrary analytic adic spaces, i.e. those that are
locally the adic spectra of complete Tate rings. We say that such anX is stably uniform if there is a cover of
open affinoid subsets Ui ⊆ X such that OX(U) is stably uniform. We remark that if R is complete sheafy
Tate ring such that Spa(R,R+) is stably uniform, then R is stably uniform (this is a short argument; cf.
[KL15, Remark 2.8.12]). When R has a Noetherian ring of definition, many naturally occurring complete
Tate rings are stably uniform. Below we will prove some results in this direction.
Theorem A.5. Let A be a reduced quasi-excellent ring. Let I be an ideal of A and give A the I-adic
topology. If U is a rational subdomain of X = Spa(A,A) and OX(U) is Tate, then OX(U) is uniform. In
other words, the analytic locus Xan ⊆ X is stably uniform. We also have O+X(U) = OX(U)◦.
Moreover, if U ⊂ Xan is an arbitrary open affinoid then O+Xan(U) = OXan(U)◦ and OXan(U)◦ is
bounded in OXan(U).
Proof. Let f1, . . . , fn, g ∈ A such that f1, . . . , fn generate an open ideal and let U = {|f1|, . . . , |fn| ≤
|g| 6= 0}. Put R = OX(U); recall that R may be constructed as completion of the f-adic ring T = A[1/g]
with ring of definition T0 = A[f1/g, . . . , fn/g] ⊆ T and ideal of definition J = I[f1/g, . . . , fn/g] ⊆ T0.
Let R0 be the J-adic completion of T0; this is a ring of definition of R, with ideal of definition JR0. Since
A is reduced, so is T and hence T0, moreover T0 is quasi-excellent since it is finitely generated over A.
Recall that a Noetherian ring is reduced if and only if Serre’s conditions R0 and S1 hold (we apologize
for the unfortunate clash of notations). By [Gro65, (7.8.3.1)], R0 inherits these properties from T0 and is
therefore reduced. Moreover, T0 and hence T0/J = R0/JR0 is Nagata (since they are finitely generated
over A, which is quasi-excellent, hence Nagata). By [Mar75, Proposition 2.3], R0 is Nagata (note that
there is a trivial misprint in the reference).
Pick a topologically nilpotent unit $ ∈ R (recall that R is Tate by assumption); without loss of gener-
ality assume $ ∈ R0. Then R = R0[1/$], so R is contained in the total ring of fractions Q(R0) of R0.
Since R0 is reduced and Nagata, it follows that the integral closure R′ of R0 in R is a finitely generated
R0-module, hence is bounded. Now R′ = R◦ by Lemma A.2, so R◦ is bounded as desired.
For the assertion about O+X(U), let T+ denote the integral closure of T0 in T . By definition, the
completion of T+ is R+ := O+X(U). In particular, R+ contains R0 and the assertion now follows from
Lemma A.2.
To check the assertion about an open affinoid U = Spa(OX(U),O+X(U)), note that U has a finite cover
by Tate rational subdomains (Ui)i∈I of X . Since the maps O(U) → O(Ui) are bounded (the Ui are also
rational subdomains of U ), the strict embedding
O(U) ↪→
∏
i∈I
O(Ui)
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induces an embedding
O(U)◦ ↪→ O(U) ∩
∏
i∈I
O(Ui)◦
but the right hand side equals
O(U) ∩
∏
i∈I
O+(Ui) = O+(U)
by the first part of the Theorem, so we are done because by definitionO+(U) ⊆ O(U)◦ which implies that
we have equality. Finally, the boundedness ofOXan(U)◦ follows from the boundedness of theO(Ui)◦. 
Corollary A.6. Let O be a complete discrete valuation ring and let A be a reduced complete Noetherian
adic ring formally of finite type over O, i.e. such that A/A◦◦ is a finitely generated O-algebra. Then the
analytic locus Xan ⊆ X is stably uniform. Moreover, if U ⊂ Xan is an open affinoid subspace then
O+Xan(U) = OXan(U)◦ and OXan(U)◦ is bounded in OXan(U).
Proof. A is excellent by [Val75, Proposition 7] and [Val76, Theorem 9] (cf. [Con99], near the end of the
Introduction). Thus, Theorem A.5 applies. 
We also note that the proof of Theorem A.5 applies essentially verbatim to prove the following similar
result.
Theorem A.7. Let R be a complete Tate ring and assume that R has a ring of definition R0 which is
quasi-excellent and reduced. Then R is stably uniform. Moreover, if X = Spa(R,R◦), and U ⊂ X is an
open affinoid subspace, then O+X(U) = OX(U)◦ and and OX(U)◦ is bounded in OX(U). In particular,
OX(U) is reduced.
This Theorem also allows us to develop the theory of the nilreduction of an adic space. We only give a
sketch here — one can check that everything in [BGR84, §9.5.1] works in our setting.
Definition A.8. Let X be an adic space. Define the nilradical radOX to be the sheaf associated to the
presheaf U 7→ rad(OX(U)), where rad(OX(U)) is the nilradical of the ring OX(U).
Proposition A.9. Let R be a complete Tate ring and assume that R has a ring of definition R0 which is
quasi-excellent. Let X = Spa(R,R◦). Then radOX ⊂ OX is a coherent OX -ideal, associated to the
ideal rad(R) of R.
More generally, if X is an adic space which is locally of the form Spa(R,R◦) where R is a complete
Tate ring with a quasi-excellent ring of definition, then radOX is a coherent OX -ideal.
Proof. The key point is that if U ⊂ X = Spa(R,R◦) is a rational subdomain, then
Spa(OX(U)/ rad(R), (OX(U)/ rad(R))◦)→ Spa(Rred, (Rred)◦)
is a rational subdomain, so Theorem A.7 implies that OX(U)/ rad(R) is reduced, which implies that
rad(OX(U)) = rad(R)OX(U). 
Definition A.10. Let X be an adic space which is locally of the form Spa(R,R◦), where R is a complete
Tate ring with a quasi-excellent ring of definition. Then we define Xred to be the closed subspace of X cut
out by radOX (see [Hub96, 1.4]).
In this paper the analytic adic spaces encountered will locally be of the form Spa(R,R◦), where R is
a complete Tate ring with a ring of definition R0 which is formally of finite type over Zp. We will need
a few properties of these rings, all of which follow from the material in [Abb10]. We recall the following
definition from [Abb10], specialized to our Noetherian situation.
Definition A.11. A Noetherian adic ring B is called a 1-valuative order if it is an integral domain which
is local of Krull dimension 1, and has no J-torsion, where J is an ideal of definition (this is independent of
the choice of ideal of definition).
This is [Abb10, Definition 1.11.1], except that we demand that B is Noetherian. If B is a 1-valuative
order, then the integral closureB in L = Frac(B) is finite overB and is a complete discrete valuation ring,
so L is a complete discrete valuation field [Abb10, Proposition 1.11.4]. If A is any Noetherian adic ring
with an ideal of definition I and p ∈ SpecA, then A/p is a 1-valuative order if and only if p is a closed
point in SpecA \ V (I) [Abb10, Proposition 1.11.8].
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Lemma A.12. Let R be a complete Tate ring with a ring of definition R0 which is formally of finite type
over Zp, and let m ⊆ R be a maximal ideal. Then R/m is a local field.
Proof. Let p = R0 ∩ m and let $ ∈ R0 be a topologically nilpotent unit. Then p is a closed point in
SpecR0 \V (($)) = SpecR, soR0/p is a 1-valuative order and hence its fraction fieldR/m is a complete
discrete valuation field. It remains to prove that the residue field is finite. For this, it suffices to show that
the residue field of the local ring R0/p is finite since the integral closure of R0/p in R/m is finite over
R0/p. Pick an adic surjection A = Zp[[T1, . . . , Tm]]〈X1, . . . , Xn〉  R0 for some m,n ∈ Z≥0. The
maximal ideal of R0/p is open and so corresponds to an open maximal ideal of A, and hence to a maximal
ideal of Fp[X1, . . . , Xn] in a way that preserves residue fields. It follows that R0/p is finite as desired. 
Lemma A.13. Let f : A → B be a morphism of topologically finite type between Noetherian adic rings.
Let I be an ideal of definition of A and assume that A/I is Jacobson. Let J = IB; this is an ideal of
definition ofB. If q ∈ SpecB\V (J) is a closed point, then p = f−1(q) is a closed point in SpecA\V (I).
Proof. The morphism A → B/q is topologically of finite type and B/q is a 1-valuative order, so by
[Abb10, Proposition 1.11.2] A → B/q is finite. It is then easy to check that this forces A/p to be a
1-valuative order as well, and hence p to be closed in SpecA \ V (I) by [Abb10, Proposition 1.11.8]. 
Corollary A.14. Let g : R→ S be a continuous morphism between between two complete Tate rings with
a ring of definition that is formally of finite type over Zp. Then g is topologically of finite type5 and pulls
back maximal ideals to maximal ideals.
Proof. Choose a ring of definition R0 for R which is formally of finite type over Zp. By [Hub93, Proposi-
tion 1.10] g is adic, and therefore g(R0) is contained in a ring of definition for S. Since any two rings of
definition are contained in another, we can find a ring of definition S0 for S such that g(R0) ⊆ S0 and S0
contains a ring of definition S1 which is formally of finite type over Zp. It follows from Lemma A.2 that
S0 is finite over S1, and hence S0 is also formally of finite type over Zp.
Let $ ∈ R0 be a topologically nilpotent unit in R. Then I = $R0 and J = g($)S0 are ideals of
definition, and R0/I → S0/J is of finite type. Therefore R0 → S0 is topologically of finite type, hence so
is g. This proves the first assertion. The second then follows from Lemma A.13, since maximal ideals of R
(resp. S) correspond to closed points in SpecR = SpecR0 \ V (I) (resp. SpecS = SpecS0 \ V (J)). 
Proposition A.15. Let S be a complete Tate ring with a Noetherian ring of definition S0 and a topologically
nilpotent unit pi ∈ S0 such that S0/piS0 is Jacobson.
(1) Let A be a Noetherian adic ring with an ideal of definition I such that A/I is Jacobson. Let
f : A → S be a continuous morphism such that the induced map Spa(S, S◦) → Spa(A,A) is
an open immersion, and let q be a maximal ideal of S with preimage p = f−1(q) in A. Then
the natural map Ap → Sq induces an isomorphism on completions (with respect to the maximal
ideals).
(2) LetR be a complete Tate ring with a Noetherian ring of definitionR0 and a topologically nilpotent
unit $ ∈ R0 such that R0/$ is Jacobson. Let h : R → S be a continuous morphism such that
the induced map Spa(S, S◦) → Spa(R,R◦) is an open immersion, and let q′ be a maximal ideal
of S with preimage p′ = h−1(q′) in R. Then the natural map Rp′ → Sq′ induces an isomorphism
on completions (with respect to the maximal ideals).
Proof. We prove part (1); the proof of part (2) is virtually identical. Since S/q is a complete discretely
valued field it defines a point v in Spa(S, S◦) ⊆ Spa(A,A); let U = {|f1|, . . . , |fn| ≤ |g| 6= 0} be
a rational subdomain of Spa(A,A) which contains this point and is contained in Spa(S, S◦). Let T =
A[f1/g, . . . , fn/g] ⊆ A[1/g] and let T̂ be the IT -adic completion of T . Since T̂ [1/g] = O(U) we see that
the valuation v extends to a valuation w on T̂ [1/g], and hence q extends to a maximal ideal r = Kerw of
T̂ [1/g]. We will abuse notation and let r denote its preimage in any of the rings T, T [1/g] and T̂ as well;
then r is a closed point in Spec T̂ \ V (IT̂ ).
By [Abb10, Proposition 1.12.18], the natural map Tr → T̂r induces an isomorphism of completions.
We claim that the natural maps Ap → Tr and T̂r → T̂ [1/g]r are isomorphisms. For the second map this is
5i.e. g factors through a surjective, continuous and open morphism R〈X1, . . . , Xn〉 → S, see [Hub94, Lemma 3.3]
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clear (by the general fact that if B is any ring, f ∈ B, and P ∈ SpecB[1/f ] ⊆ SpecB, then the natural
map BP → B[1/f ]P is an isomorphism). For the first map, we have natural maps Ap → Tr → T [1/g]r =
A[1/g]r and it is clear that the second map and the composite are isomorphisms, so the first map is an
isomorphism as well. Summing up, we see that the natural map Ap → O(U)r induces an isomorphism on
completions. By an almost identical argument, the natural map Sq → O(U)r induces an isomorphism on
completions. It then follows that the natural map Ap → Sq induces an isomorphism on completions, as
desired. 
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