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Abstract
In this paper, we provide a holistic analysis of the primal-dual dynamics associated to linear
equality-constrained optimization problems and aimed at computing saddle-points of the asso-
ciated Lagrangian using contraction analysis. We analyze the well-known standard version of
the problem: we establish convergence results for convex objective functions and further charac-
terize its convergence rate under strong convexity. Then, we consider a popular implementation
of a distributed optimization problem and, using weaker notations of contraction theory, we
establish the global exponential convergence of its associated distributed primal-dual dynam-
ics. Moreover, based on this analysis, we propose a new distributed solver for the least-squares
problem with global exponential convergence guarantees. Finally, we consider time-varying ver-
sions of the centralized and distributed implementations of primal-dual dynamics and exploit
their contractive nature to establish asymptotic bounds on their tracking error. To support our
convergence analyses, we introduce novel results on contraction theory and specifically use them
in the cases where the analyzed systems are weakly contractive (i.e., has zero contraction rate)
and/or converge to specific points belonging to a subspace of equilibria.
1 Introduction
Problem statement and motivation Primal-dual dynamics are dynamical systems that have
been used for solving constrained optimization problems. These dynamics have a long history of
development, whose origins and study can be traced back to many decades ago [23, 4] and which
have experienced a regained interest since the last decade [16]. Primal-dual dynamics are arguably
relevant in applications where convergence to a solution of a constrained optimization problem is
required, and their scalability and simplicity have made them popular. They have been widely
adopted in a variety of engineering applications, such as resource allocation problems in power
networks [39], frequency control in micro-grids [30], solvers for linear equations [44], etc. In this
paper, we study optimization problems with linear equality constraints. In general, primal-dual
dynamics seek to find a saddle point of the associated Lagrangian function to the constrained
problem, which is convex in the primal variable (i.e., the optimization solution or optimizer) and
concave on the dual variable (i.e., the Lagrange multiplier of the constraint); i.e., the equilibria of
the dynamics characterize these saddle points.
Moreover, it is possible to modify the Lagrangian to enhance different properties; for example,
the so-called augmented Lagrangian [38, 11] enhances convexity properties with respect to the
primal variable without altering the saddle points, and has been interpreted as adding a PI controller
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to the standard primal-dual dynamics [43]. For a general treatise of asymptotic stability of the
saddle points of a Lagrangian function for primal-dual dynamics, we refer to the works [18, 9]
and references therein. However, despite its long history of study and application, there are very
recent studies and ongoing research on primal-dual dynamics related to linear equality constraints
that further study different dynamic properties, such as: exponential convergence under different
convexity assumptions on the objective function [36, 8] and contractivity properties [32].
Parallel to the interest in primal-dual dynamics, an important research area that has a long-
standing interest has been the distributed implementation of solvers of optimization problems whose
objective function is amenable to being expressed as a finite sum of functions. In these problems,
a group of agents aims to minimize the objective function by having each agent locally minimizing
an assigned function and communicating their states with neighboring agents on some underlying
communication graph. We refer to the recent survey [45] and references therein. A critical question
is to know, for example, whether the convergence rate to a solution of an optimization problem is
exponential when using a distributed implementation, provided that it is exponential when using
a non-distributed or centralized solver.
We can conclude that, for any dynamics that solve an optimization problem, whether centralized
or distributed, all the aforementioned works stress the importance and characterization of strong
convergence properties, which we summarize as follows: 1) global convergence of the dynamics or,
otherwise, to have the primal variable always converge to the optimum; and 2) the convergence
being at exponential rates. These strong convergence properties are valuable in practice since they
lead to a faster optimization solver and introduce robustness on the system: if the dynamics are
momentarily perturbed, it is guaranteed the optimum is always reached. As pointed out in [11, 36],
these important properties also help to assess the convergence rate of discrete-time implementa-
tions of the primal-dual dynamics, e.g., they may lead to discrete-time algorithms with geometric
convergence rate. In response to these necessities, our paper focuses on these strong convergence
properties for both centralized and distributed systems using contraction theory, in contrast to the
prevalent Lyapunov or invariance analysis found in the literature. Moreover, due to its exponential
incremental stability properties, contractive systems enjoy certain additional robustness properties,
as specified in [28].
There has also been a recent growing interest in time-varying optimization, i.e., constrained
optimization problems where the objective function and/or the constraints are time dependent,
motivated by applications in system identification, signal detection, robotics, network traffic man-
agement, etc. [15, 41]. In these problems, we should employ a dynamical system that is able to track
the time-varying optimal solution up to some bounded error in real time (naturally, the tracking
may also be established on the dual variables). Although different dynamics have been proposed to
solve both time-varying centralized [15] and distributed implementations [41, 37], to the best of our
knowledge, there has not been a characterization of the primal-dual dynamics in such application
contexts. The importance of primal-dual algorithms is their simplicity of implementation, i.e., they
do not require more complex information structures like the inverse of the Hessian of the system
at all times, as in [15] and [37] for the centralized and distributed case respectively. However, this
simplicity may come with the possible trade-off of having a non-zero asymptotic tracking error
bound. For example, asymptotic errors are present in gradient flows that look for a minimum of a
function [35]. Therefore, there is a need for further understanding the performance of time-varying
primal-dual dynamics, and for this, our paper takes advantage of the contractive nature of their
time-invariant counterparts.
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Literature review In the previous paragraphs we saw that the recent works [36, 32, 8] study
convergence properties of different primal-dual dynamics under different assumptions on the objec-
tive function from the associated optimization problem. In the context of distributed optimization,
solvers based on primal-dual dynamics are fairly recent, e.g., see [43, 11, 45]. On the other hand,
in the context of distributed algorithms, the problem of solving a system of linear equations in a
distributed fashion is of current interest, as seen in the recent survey [44] and references therein. In
particular, there is interest in the distributed least-squares problem, in which a group of agents in a
network converges to the least-squares solution of an over-determined system of linear equations.
To the best of our knowledge, solvers for the distributed least-squares problem (in continuous-time)
with exponential global convergence guarantees are still missing in the literature.
We also remark that in this paper (and in the references cited above), we are only concerned
with the study of continuous-time primal-dual dynamics. However, there also exists a complemen-
tary literature on the analysis of its discrete-time counterpart, e.g., the recent work [40] includes
some contraction studies and the works [17, 20] consider a different approach to study the linear
convergence rate of distributed algorithms.
Finally, this paper is related to contraction theory, a mathematical tool to analyze the incre-
mental stability of nonlinear systems [28, 42]. An introduction and survey on contraction theory
can be found in [2]. Different variants of contraction theory exists, and, in particular, partial
contraction [34, 14], used for the study of convergence to linear subspaces, has proven to be use-
ful in the synchronization analysis of diffusively-coupled network systems [34, 12, 3]; however, its
study in applications related to distributed algorithms is still missing, and our paper provides such
contribution.
Contributions In this paper we consider the primal-dual (PD) dynamics associated to optimiza-
tion problems with an arbitrary objective function and linear equality constraints. We use tools
from contraction theory to perform a holistic study of these dynamics in a variety of implementa-
tions and applications. In particular:
(i) We introduce new theoretical results on contraction theory. Among these results, we show
how the notions of weak and partial contraction can imply exponential convergence of a system to
an equilibrium point that belongs to a subspace of a continuum of equilibria.
(ii) We use the theory of weakly contractive systems to provide, to the best of our knowledge,
a new result on the convergence of the PD dynamics when the objective function is convex.
(iii) We provide a new proof that shows contraction for the PD dynamics when the objective
function is strongly convex, using an integral contractivity condition. Compared to the work [32]
that also shows contractivity, our new proof method provides an explicit closed-form expression of
the system’s contraction rate. Our exponential convergence rate is different from the one obtained
by [36] via Lyapunov analysis, and we remark that their rate and ours are not directly compara-
ble unless we make further assumptions on the numerical relationships among various parameters
associated to the optimization problem’s objective function and/or constraints. As a corollary, we
also use contraction theory to analyze the PD dynamics resulting from the associated augmented
Lagrangian and provide sufficient conditions that ensure global exponential convergence. In con-
trast to the recent work [11] which also proves exponential convergence using Lyapunov analysis,
we provide an explicit estimate of the convergence rate and explicit sufficient conditions for the
convergence of our particular problem.
(iv) We consider a popular implementation of a distributed optimization problem (as seen,
for example, in the survey work [45]) and analyze its associated PD dynamics with our newly
introduced results on contraction theory to: 1) prove convergence when the objective function
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of the optimization problem is convex in some of its domain, and 2) prove global exponential
convergence when the function is strongly convex and provide a closed-form convergence rate.
These two contributions, to the best of our knowledge, are new in the literature. We remark
there exists other different distributed solvers for optimization problems that show exponential
convergence, e.g., as in [22, 25], and none of these works use contraction theory.
(v) We propose a new solver for the distributed least-squares problem based on PD dynamics,
and use our new contraction theory results to prove its convergence. Compared to the recent
work [26], our new model exhibits global convergence; and compared to the solvers proposed in [46,
27], our new model exhibits convergence at an exponential rate and has a simpler structure.
(vi) Finally, we characterize the performance of the PD dynamics associated to time-varying
linear equality constrained optimization problems and show that the tracking error to the time-
varying solutions is asymptotically bounded and we further characterize it in terms of the problem
parameters. This characterization is possible from the contraction results pointed out in contribu-
tions (iii) and (iv). We study two problems: 1) the linear equality constrained problem when both
the objective function and constraints are time-varying; and 2) the distributed computation of an
unconstrained problem over a fixed network where each agent’s objective function is time-varying
at possibly different rates (this problem is cast as a linear equality constrained problem). To the
best of our knowledge, these two results are novel in the literature, and their importance is the
characterization of the performance of the popular PD dynamics in rather general time-varying
settings.
Paper organization Section 2 introduces notation and preliminary concepts. Section 3 in-
troduces new results on contraction theory. Section 4 analyzes contractive properties of the PD
dynamics associated to linear equality constrained problems. Section 5 analyzes a distributed
implementations of PD dynamics and the distributed least-squares problem. Section 6 analyzes
different PD dynamics for time-varying optimization problems. Section 7 is the conclusion.
2 Preliminaries and notation
2.1 Notation, definitions and useful results
Consider a real matrix A, then σmin(A) denote its minimum singular value and σmax(A) its max-
imum one. If A has only real eigenvalues, let λmax(A) denote its maximum eigenvalue. A is an
orthogonal projection if it is symmetric and A2 = A. Let ‖ · ‖ denote any norm, ‖ · ‖p denote the
ℓp-norm, and ‖ · ‖2,Q denote a weighted ℓ2-norm with non-singular matrix Q, i.e., ‖x‖2,Q = ‖Qx‖2
for any appropriate vector x. When the argument of a norm is a matrix, we refer to its respective
matrix induced norm.
Let In be the n × n identity matrix, 1n and 0n be the all-ones and all-zeros column vector
with n entries respectively. Let diag(X1, . . . ,XN ) ∈ R
∑N
i=1 ni×
∑N
i=1 ni represent a block-diagonal
matrix whose elements are the matrices X1 ∈ Rn1×n1 , . . . ,XN ∈ RnN×nN . Let R≥0 be the set of
non-negative real numbers. Given xi ∈ Rki , we let (x1, . . . , xN ) =
[
x⊤1 . . . x
⊤
N
]
.
Definition 2.1 (Lipschitz smoothness and strong convexity). Consider a differentiable function
f : Rn → Rn. We say that function f is
(i) Lipschitz smooth with constant K1 > 0 if ‖∇f(x)−∇f(y)‖2 ≤ K1‖x− y‖2 for any x, y ∈ Rn;
(ii) strongly convex with constant K2 > 0 if K2‖x − y‖22 ≤ (∇f(x) − ∇f(y))⊤(x − y) for any
x, y ∈ Rn.
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Assuming f is twice differentiable, conditions (i) and (ii) are equivalent to ∇2f(x)  K1In and
K2In  ∇2f(x) for any x ∈ Rn, respectively.
Proposition 2.1. Consider the matrix
[−B −A⊤
A 0m×m
]
with b1In  B  b2In an n × n symmetric
real matrix and A ∈ Rm×m a full-row rank matrix. Then, this matrix is Hurwitz, i.e., all eigenvalues
have negative real part.
Proof. See the Appendix.
2.2 Review of basic concepts on contraction theory
Assume we have the dynamical system
x˙ = f(x, t) (1)
with x ∈ Rn. For any x0 ∈ Rn and every t0 ≥ 0, the trajectory of the system (1) starting from x0
at time t0 is denoted by t 7→ φ(t, t0, x0). The dynamical system (1) has exponential incremental
stability if, for any x0, y0 ∈ Rn and any t0 ∈ R≥0, the two trajectories φ(t, t0, x0) and φ(t, t0, y0)
satisfy ‖φ(t, t0, x0)− φ(t, t0, y0)‖ ≤ ‖x0 − y0‖e−c(t−t0). We say a system is contractive with respect
to norm ‖ · ‖ when c > 0, and we say it is weakly contractive with respect to norm ‖ · ‖ when
c = 0. Moreover, if the system is contractive, then there must exist a unique equilibrium point and
this equilibrium point is globally exponentially stable. Note, however, that if a system converges
exponentially to a fixed point, then it does not necessarily follows that the system is contractive
(for an example in this paper, see Remark 5.2). A central concept for studying contractivity is the
notion of matrix measure. Given a norm ‖ · ‖ on Rn, the associate matrix measure on the space of
n × n matrices is defined by µ(A) = limh→0+ ‖I+hA‖−1h . For a given matrix A ∈ Rn×n; the matrix
measure associated to the ℓ2-norm is µ2(A) = λmax((A+A
⊤)/2) [2]. For the weighted ℓ2-norm ‖·‖2,Q
with non-singular matrix Q ∈ Rn×n, the associated matrix measure is µ2,Q(A) = µ2(QAQ−1) [2].
We refer to the reference [13] for further properties of matrix measures.
Now, assume the Jacobian of the system (1), i.e., Df(x, t), satisfies: µ(Df(x, t)) ≤ −c for any
(x, t) ∈ Rn × R≥0, with µ being the induced matrix measure from norm ‖ · ‖ and c ≥ 0 being some
constant. Then, a very known result of contraction theory is that this system has contraction rate
c with respect to ‖·‖ [24, 33]. Now, assume that the system (1) has a flow-invariant linear subspace
M = {x ∈ Rn | V x = 0k} with V ∈ Rk×n being a full-row rank matrix with orthonormal rows.
Then we say that the system is partially contractive with respect to norm ‖ · ‖ and subspaceM if
there exists c > 0 such that, for any x0, y0 ∈ Rn and t0 ∈ R≥0, the two trajectories of the system
φ(t, t0, x0) and φ(t, t0, y0) satisfy ‖V φ(t, t0, x0) − V φ(t, t0, y0)‖ ≤ ‖V x0 − V y0‖e−c(t−t0). When
c = 0, we say the system is partially weakly contractive with respect to M. As a consequence, if
the system is partially contractive, then any of its trajectories approaches M with an exponential
rate1. On the other hand, if the system is partially weakly contractive, then any of its trajectories
have a non-increasing distance from M. We remark that the concept of partially contractive
systems was previously introduced in [34] under a different alternative formulation for weighted ℓ2-
norms. Another concept relevant to contractivity is the so-called QUAD condition for dynamical
systems [12]. The following result, whose proof follows from [12] and [33], shows the connection
between the QUAD condition and exponential incremental stability.
1 More formally, this result comes from (In − V
⊤V ) being an orthogonal projection to M (see the proof of
Theorem 3.1).
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Lemma 2.1 (Integral contractivity condition). Consider a continuously-differentiable dynamical
system x˙ = f(x, t) on Rn with Jacobian Df , and pick a symmetric positive-definite matrix P ∈ Rn×n
and a positive scalar c > 0. Then, the following statements are equivalent:
(i) µ2,P 1/2(Df(x, t)) ≤ −c for all (x, t) ∈ Rn × R≥0,
(ii) f satisfies the integral contractivity condition, i.e., for every x, y ∈ Rn and t ≥ 0,
(y − x)⊤P (f(x, t)− f(y, t)) ≤ −c‖x− y‖2
2,P 1/2
.
3 Theoretical contraction results
We present two theoretical results about the contractivity of dynamical systems. First, we extend
the result for weakly contractive systems in [29, Lemma 6] to arbitrary norms and for the time-
varying case.
Lemma 3.1 (Convergence of weakly contractive systems). Consider the dynamical (1) where f
is continuously-differentiable with respect to x and weakly contractive respect to some norm ‖ · ‖,
and let x∗ be an equilibrium for the system, i.e., f(x∗, t) = 0n, for every t ≥ 0. Then x∗ is locally
asymptotically stable if and only if it is globally asymptotically stable.
Proof. See the Appendix.
The second result characterizes the partial contractivity of dynamical systems and extends the
results in [34].
Theorem 3.1 (Results on partially contractive systems). Consider the system (1) with a flow-
invariant subspace M = {x ∈ Rn | V x = 0k} with V ∈ Rk×n being a full-row rank matrix with
orthonormal rows. Assume µ(V Df(x, t)V ⊤) ≤ −c for any (x, t) ∈ Rn × R≥0, some constant c ≥ 0
and some matrix measure µ.
(i) If c > 0, then the system (1) is partially contractive with respect to M and every trajectory
of the system exponentially converges to the subspace M with rate c.
(ii) If c = 0 and µ(V Df((In − V ⊤V )x, t)V ⊤) < 0 for any (x, t) ∈ Rn × R≥0, then the system (1)
is partially weakly contractive with respect to M and every trajectory of the system converges
to the subspace M.
Moreover, assume that one of the conditions in parts (i) and (ii) holds andM is a set of equilibrium
points. If the system is weakly contractive, then
(iii) every trajectory of the system converges to an equilibrium point, and if c > 0, then it does it
with exponential rate c.
Finally, if the matrix V that defines M does not have orthonormal rows, we have that
(iv) if µ2(V Df(x, t)V
⊤) ≤ c for any (x, t) ∈ Rn × R≥0 and some constant c > 0, then the
system is partially contractive with respect to M and every trajectory of the system converges
exponentially to the subspace M.
Remark 3.2. Statement (i) of Theorem 3.1 was formally proved in the work [34], and state-
ment (iv) was mentioned in the same work without a proof. The rest of the results, to the best of
our knowledge, are novel.
Proof of Theorem 3.1. We first prove statements (i) and (ii). It is easy to check that V ⊤V is an
orthogonal projection matrix. Now, observe that x ∈ M =⇒ V x = 0 =⇒ V ⊤V x = 0, and so
V ⊤V projects x onto M⊥. Now, observe that U := In − V ⊤V is also an orthogonal projection
matrix whose image is Ker(V ⊤V ), i.e., In−V ⊤V projects x ontoM. Observe that dim(M) = n−k
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and dim(M⊥) = k. Then, for any y ∈ Rn we have the decomposition y = y1 + y2 with y1 ⊥ y2 and
such that y1 = V
⊤V y and y2 = Uy.
Using these results, we can express the given system as x˙ = f(Ux + V ⊤V x, t). Now, we set
z := V x, and observe that x(t) converges to M if and only if z(t) converges 0k. Then, using this
change of coordinates, we obtain the system:
z˙ = V f(Ux+ V ⊤z, t). (2)
We claim that z∗ = 0k is a fixed point for the system (2). To see this, if z
∗ = 0k, then the system (2)
becomes z˙ = V f(Ux, t); and since Ux ∈ M andM is a flow-invariant linear subspace, we have that
f(Ux, t) ∈ M =⇒ f(Ux, t) ∈ KerV , and thus, for all t ≥ 0, we get V f(Ux, t) = 0k =⇒ z˙ = 0k2.
Therefore, if we can prove that the system (2) is contractive, then z(t) should converge to 0k
exponentially fast. Now, the Jacobian of the system (2) is V Df(Ux+ V ⊤z, t)V ⊤, which becomes
V Df(x, t)V ⊤, and therefore, if µ(V Df(x, t)V ⊤) ≤ −c for any (x, t) ∈ Rn × R≥0, some constant
c > 0 and some matrix measure µ, then any trajectory x(t) of the system exponentially converge
to the subspaceM with rate c. This finishes the proof for statement (i).
To proof (ii), assume that µ(V Df(x, t)V ⊤) = 0 for any (x, t) ∈ Rn×R≥0; i.e., that the system (2)
is weakly contractive. Now, if we assume that µ(V Df(Ux, t)V ⊤) < 0 for any (x, t) ∈ Rn × R≥0,
then by the Coppel’s inequality [10], the fixed point z∗ = 0k is locally exponentially stable. Now,
we can use Lemma 3.1 to establish the convergence of z(t) to z∗. This finishes the proof for (ii).
Now, we prove statement (iii). Let t 7→ x(t) be a trajectory of the dynamical system. For
every t ∈ R≥0,
(
In − V ⊤V
)
x(t) is the orthogonal projection of x(t) onto the subspace M and it
is an equilibrium point. Since the dynamical system is weakly contractive, we have ‖x(s) − (In −
V ⊤V )x(t)‖ ≤ ‖x(t)− (In−V ⊤V )x(t)‖ = ‖V ⊤V x(t)‖, for all s ≥ t. This implies that, for every t ∈
R≥0 and every s ≥ t, the point x(s) remains inside the closed ball B(x(t), ‖V ⊤V x(t)‖). Therefore,
for every t ≥ 0, the point x(t) is inside the set Ct defined by Ct = cl
(⋂
τ∈[0,t]B(x(τ), ‖V ⊤V x(τ)‖)
)
.
It is easy to see that, for s ≥ t, we have Cs ⊆ Ct. This implies that the family {Ct}t∈[0,∞) is a nested
family of closed subsets of Rn. Moreover, by parts (i) and (ii), we have that limt→∞ ‖V ⊤V x(t)‖ → 0
as t → ∞, which in turn results in limt→∞ diam(Ct) = 0, with convergence rate c for the case
c > 0 because of diam(Ct) = ‖V ⊤V x(t)‖ ≤ 2e−ct‖V ⊤V x(0)‖. Thus, by the Cantor Intersection
Theorem [31, Lemma 48.3], there exists x∗ ∈ Rn such that ⋂t∈[0,∞)Ct = {x∗}. We first show that
limt→∞ x(t) = x
∗. Note that x∗, x(t) ∈ Ct, for every t ∈ R≥0. This implies that ‖x(t) − x∗‖ ≤
diam(Ct). This in turn means that limt→∞ ‖x(t) − x∗‖ = 0 and t 7→ x(t) converges to x∗, with
convergence rate c for the case c > 0. On the other hand, by part (i), the trajectory t 7→ x(t)
converges to the subspaceM. Therefore, x∗ ∈ M and x∗ is an equilibrium point of the dynamical
system. This completes the proof for statement (iii).
Now, we prove statement (iv). Since V does not have orthonormal rows and its rows form a
basis for Rk, we have that an application of the Gram-Schmidt process can produce a non-singular
matrix T such that V ′ = TV with the rows of V ′ being an orthonormal basis for Rk. Then, by the
Sylvester’s law of inertia [19], we have that V
(
Df(x,t)+Df(x,t)⊤
2
)
V ⊤ and TV
(
Df(x,t)+Df(x,t)⊤
2
)
V ⊤T⊤
have the same inertia. This immediately implies that for any x ∈ Rn and t ∈ R≥0, we have that
µ2
(
V
(
Df(x, t) +Df(x, t)⊤
2
)
V ⊤
)
≤ −β1
for some constant β1 > 0 if and only if
µ2
(
TV
(
Df(x, t) +Df(x, t)⊤
2
)
V ⊤T⊤
)
≤ −β2
2If a linear subspace M is flow-invariant for x˙ = f(x), then f(u) ∈M for any u ∈ M.
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for some constant β2 > 0. Finally, this last result and statement (i) imply statement (iv).
4 Linearly constrained optimization problems
We consider the constrained optimization problem:
min
x∈Rn
f(x)
Ax = b
(3)
with the following standing assumptions: A ∈ Rk×n, k < n, b ∈ Rk, A is full row rank, and
f : Rn → R is convex and twice differentiable.
Associated to the optimization problem (3) is the Lagrangian function L : Rn×Rk → R defined
by
L(x, ν) = f(x) + ν⊤(Ax− b), (4)
and the primal-dual dynamics FPD : R
n × Rk → Rn × Rk defined by
[
x˙
ν˙
]
= FPD(x, ν) =
[
−∂L(x,ν)
∂x
∂L(x,ν)
∂ν
]
=
[−∇f(x)−A⊤ν
Ax− b
]
. (5)
To study the primal-dual dynamics, we introduce two possible sets of assumptions:
(A1) the primal-dual dynamics (5) have an equilibrium (x∗, ν∗) and ∇2f(x∗) ≻ 0;
(A2) the function f is strongly convex with constant ℓinf > 0 and Lipschitz smooth with constant
ℓsup > 0, and, for 0 < ǫ < 1, we define
αǫ :=
ǫℓinf
σ2max(A) +
3
4σmax(A)σ
2
min(A) + ℓ
2
sup
> 0
P :=
[
In αǫ A
⊤
αǫ A Ik
]
∈ R(n+k)×(n+k).
(6)
Theorem 4.1 (Contraction analysis of primal-dual dynamics). Consider the constrained optimiza-
tion problem (3), its standing assumptions, and its associated primal-dual dynamics (5).
(i) The primal-dual dynamics is weakly contractive with respect to ‖ · ‖2 and, if Assumption (A1)
holds, then (x∗, ν∗) is globally asymptotically stable.
(ii) Under Assumption (A2),
(a) the primal-dual dynamics are contractive with respect to ‖ · ‖2,P 1/2 with contraction rate
αǫ
3
4
σ2min(A)
σmax(A) + 1
, and (7)
(b) there exists a unique globally exponentially stable equilibrium point (x∗, ν∗) for the primal-
dual dynamics and x∗ is the unique solution to the constrained optimization problem (3).
Proof. First, observe that (x∗, ν∗) is a fixed point for the system, and that
DFPD(x, ν) =
[−∇2f(x) −A⊤
A 0
]
.
Now, observe that
µ2(DFPD(x, ν)) = λmax
(
(DFPD(x, v) +DFPD(x, v)
⊤)/2
)
= λmax
(
diag(−∇2f(x),0k×k)
)
= 0
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for any (x, ν) ∈ Rn×Rm, because of the convexity of f , i.e., ∇2f(x)  0. Now, using Proposition 2.1
we have that DFPD(x
∗, ν∗) is Hurwitz since ∇2f(x∗) ≻ 0. Then, we use Proposition 3.1 to prove
statement (i).
Now, we prove statement (ii). Define P =
[
In αA
⊤
αA Ik
]
which is a positive definite matrix when
0 < α <
1
σmax(A)
. (8)
We plan to use the integral contractivity condition to show that the system (5) is contractive with
respect to norm ‖ · ‖2,P 1/2 . Then, we need to show
η :=
[
x1 − x2
ν1 − ν2
]⊤
P (h(x1, ν1)− h(x2, ν2))
+ c
[
x1 − x2
ν1 − ν2
]⊤
P
[
x1 − x2
ν1 − ν2
]
≤ 0
for any x1, x2 ∈ Rn and ν1, ν2 ∈ Rm, and some constant c > 0. After completing squares and using
the strong convexity of f we obtain
η ≤ −(ν1 − ν2)⊤
(
(3α/4)αAA⊤ − cIk
)
(ν1 − ν2)
− (x1 − x2)⊤(ℓinf − αA⊤A− cIn)(x1 − x2)
+ 2αc(ν1 − ν2)⊤A(x1 − x2)
− α‖(∇f(x1)−∇f(x2)) +A⊤/2 (ν1 − ν2)‖22
+ α‖∇f(x1)−∇f(x2)‖22.
Moreover,
η ≤ − ((3α/4)σ2min(A)− c− cα) ‖ν1 − ν2‖22 − (ℓinf
− ασ2max(A)− c− αℓ2sup − cασ2max(A))‖x1 − x2‖22
− αc‖(ν1 − ν2)−A(x1 − x2)‖22
where we used the Lipschitz smoothness of f , and σ2min(A)Ik  AA⊤ and A⊤A  σ2max(A)In. Set
c = Dα for some D > 0. Then, to ensure that η ≤ 0, we need to ensure
3α
4
σ2min(A)−Dα−Dα2 ≥ 0, (9)
ℓinf − ασ2max(A)−Dα− αℓ2sup −Dα2σ2max(A) ≥ 0. (10)
Now, to ensure inequality (9) holds, using the inequalities (8), it is easy to see that it suffices to
ensure that
3σmax(A)σ
2
min(A)
4(σmax(A) + 1)
> D. (11)
Now, using inequalities (8) and (11), we obtain: ℓinf − ασ2max(A) − Dα − αℓ2sup − Dα2σ2max(A) >
ℓinf − α(σ2max(A) + ℓ2sup +D(1 + σmax(A))) > ℓinf − α(σ2max(A) + 34σmax(A)σ2min(A) + ℓ2sup) and so,
to ensure inequality (10) holds, it suffices that
ℓinf
σ2max(A) +
3
4σmax(A)σ
2
min(A) + ℓ
2
sup
> α. (12)
9
Now, observe that the parameter α needs to satisfy inequalities (8) and (12). However, the in-
equality π21 + π
2
2 ≥ 2π1π2 for π1, π2 > 0 let us conclude that ℓsupσ2max(A)+ℓ2sup ≤
1
2σmax(A)
, from which it
immediately follows that it suffices for α to satisfy only inequality (12). Finally, we conclude that
the contraction rate c is less than the multiplication of the left-hand sides of the inequalities (11)
and (12), which proves statement (ii)a.
Now, since the dynamics are contractive, there must exist a globally exponentially stable equi-
librium point (x∗, ν∗). Observe that such equilibrium point satisfies the KKT conditions for the
optimization problem (3), which are necessary and sufficient conditions of optimality in this case [6],
thus proving statement (ii)b.
Remark 4.2. We make the following remarks
(i) Theorem 4.1 is a fundamental building block for the rest of results in this paper and therefore,
it was necessary to provide a comprehensive proof using the integral contractivity condition
that could provide an explicit estimate of the contraction rate (as opposed to the different proof
in [32]).
(ii) Theorem 4.1(i) relies on two fundamental properties of the primal-dual dynamics (5): (a)
it is weakly contractive, and (b) ∇2f(x∗) ≻ 0n×n. If condition (b) does not hold, it is still
possible to use LaSalle’s invariance principle to show the convergence to a solution which has
constant distance from any saddle point of the Lagrangian [18]; however, oscillations may
appear in the dynamics and convergence to the saddle points is not guaranteed [16, 18].
Theorem 4.1(i) shows that the primal-dual dynamics associated to the optimization problem (3)
is always weakly contractive. However, as pointed out by statement (ii) of Remark 4.2, without
any additional assumption, convergence of the trajectories to a saddle point of the Lagrangian is
not guaranteed. In particular, this could happen when f is convex but not strictly convex. For this
reason, we analyze a modification to the Lagrangian (4), known as the augmented Lagrangian [38,
11], whose contractivity analysis we defer to the appendix. :
Laug(x, ν) = L(x, ν) + ρ
2
‖Ax− b‖22 (13)
with gain ρ > 0. Its associated augmented primal-dual dynamics become[
x˙
ν˙
]
=
[−∇f(x)−A⊤ν − ρA⊤Ax+ ρA⊤b
Ax− b
]
. (14)
Note that these new dynamics have the same equilibria as the original one in equation (5). To
study these dynamics we introduce two possible sets of assumptions:
(A3) the primal-dual dynamics (5) have an equilibrium (x∗, ν∗) and Ker(∇2f(x∗))∩Ker(A) = {0n};
(A4) Ker(∇2f(x)) ∩ Ker(A) = {0n} for any x ∈ Rn and f is Lipschitz smooth with constant
ℓsup > 0, and, for 0 < ǫ < 1, we define
α¯ǫ :=
ǫρσ2min(A)
(1 + ρ)σ2max(A) +
3
4σmax(A)σ
2
min(A) + ℓ
2
sup
P¯ :=
[
In α¯ǫ A
⊤
α¯ǫ A Ik
]
∈ R(n+k)×(n+k).
(15)
Corollary 4.3 (Contraction analysis of the augmented primal-dual dynamics). Consider the con-
strained optimization problem (3), its standing assumptions, and its associated augmented primal-
dual dynamics (14) with ρ > 0.
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(i) Under Assumption (A3), the augmented primal-dual dynamics are weakly contractive with
respect to ‖ · ‖2 and (x∗, ν∗) is globally asymptotically stable.
(ii) Under Assumption (A4),
(a) the augmented primal-dual dynamics are contractive with respect to ‖ · ‖2,P¯ 1/2 with con-
traction rate
α¯ǫ
3
4
σ2min(A)
σmax(A) + 1
, and (16)
(b) there exists a unique globally exponentially stable equilibrium point (x∗, ν∗) for the aug-
mented primal-dual dynamics and x∗ is the unique solution to the constrained optimiza-
tion problem (3).
Proof. First, note that Ker(∇2f(x∗)) ∩Ker(A) = {0n} implies that ∇2f(x∗) + ρA⊤A ≻ 0n×n, and
since the Jacobian of the system is
[−∇2f(x)− ρA⊤A −A⊤
A 0
]
, we can follow the same proof as
for statement (i) in Theorem 4.1 to finish the proof of statement (i).
Now, observe that Ker(∇2f(x)) ∩ Ker(A) = {0n} for any x ∈ Rn implies that x 7→ f(x) +
ρ
2x
⊤A⊤Ax is Lipschitz smooth with constant ℓ2sup+ρσ
2
max(A) > 0 and strongly convex with constant
ρσ2min(A) > 0. Then statement (ii) follows immediately from the proof of Theorem 4.1.
5 Distributed algorithms
5.1 Distributed optimization as a linear equality constrained optimization
We study a popular distributed implementation for solving an unconstrained optimization problem;
as seen, for example, in the recent survey [45]. Assume we want to minimize the objective function
f : Rn → R which can be expressed as a sum of N functions, i.e., f(x) =∑Ni=1 fi(x) with fi being
a convex function:
min
x∈Rn
N∑
i=1
fi(x) (17)
Let G be an undirected connected graph with N nodes, which represents the interaction graph
between N distinct agents represented by the nodes in the graph. Let Ni be the neighborhood of
node i and L be the corresponding Laplacian matrix of G. Let xi ∈ Rn be the state associated
to agent i, and let x = (x1, . . . , xN )⊤. Then, we transform problem (17) into the following linear
equality constrained optimization problem:
min
x∈RnN
N∑
i=1
fi(x
i)
(L⊗ In)x = 0nN
. (18)
The associated distributed primal-dual dynamics are
x˙i = −∇xifi(xi)−
∑
j∈Ni
(νj − νi)
ν˙i =
∑
j∈Ni
(xj − xi)
for i ∈ {1, . . . , N} (19)
with (ν1, . . . , νN ) being the dual variable of the constraint in the problem (18) (we used the fact
that L = L⊤ for undirected G). The system (19) is distributed because, for agent i, the update of
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her variables depend only on her own information (i.e., xi and νi) and on the set of her neighbors
Ni (i.e., xj and νj for j ∈ Ni).
To study this system, we introduce two possible sets of assumptions:
(A5) the optimization problem (17) has a solution x∗ and ∇2fi(x∗) ≻ 0 for any i ∈ {1, . . . , N};
(A6) the optimization problem (17) has a solution x∗ and the function fi is strongly convex with
constant ℓinf,i > 0 and Lipschitz smooth with constant ℓsup,i > 0 for any i ∈ {1, . . . , N}, with
ℓinf = (ℓinf,1, . . . , ℓinf,N) and ℓsup = (ℓinf,1, . . . , ℓinf,N ).
Theorem 5.1 (Contraction analysis of distributed primal-dual dynamics). Consider the distributed
primal-dual dynamics (19).
(i) The distributed primal-dual dynamics are weakly contractive with respect to ‖ · ‖2, and
(ii) under Assumption (A5), for any (xi(0), νi(0)) ∈ Rn×Rn, limt→∞ xi(t) = x∗ and limt→∞ νi(t) =
ν∗i , for some ν
∗
i such that
∑N
k=1 ν
∗
k =
∑N
k=1 ν
k(0).
(iii) Under Assumption (A6), the convergence results in statement (ii) hold and, for 0 < ǫ < 1,
the convergence of (x(t), ν(t))⊤ has exponential rate
3ǫ
4
λNλ
2
2
λN + 1
mini∈{1,...,N} ℓinf,i
λN +
3
4λNλ
2
2 + ‖ℓsup‖2∞
, (20)
where λ2 and λN are the smallest non-zero and the largest eigenvalues of L, respectively.
Proof. Since the graph G is connected and undirected, the eigenvalue zero of L is unique, with
associated eigenvector α1n, α ∈ R. Then, (L⊗ IN )x = 0nN if and only if x = 1N ⊗ x, x ∈ Rn; and
thus the objective function of the problem (18) is of the form
∑N
i=1 fi(x). Thus, there exists a one
to one mapping between the solutions of the problems (17) and (18).
Now, set f(x) =
∑N
i=1 fi(x
i) and ν = (ν1, . . . , νN ). Succinctly, the dynamics of the system are
x˙ = −∇f(x)− (L⊗ In)ν
ν˙ = (L⊗ In)x
. (21)
Consider the equilibrium equations of (21), and let (x∗, ν∗) be a (candidate) fixed point of the
system. From the second equation in (21), x∗ = 1N ⊗ v with v ∈ Rn (see discussion above). Now,
from the first equation in (21), we get 0nN = ∇f(x∗)+(L⊗In)ν∗ and left multiplying by 1⊤N⊗In, we
obtain 0 =
∑N
i=1∇fi(v)+((1⊤NL)⊗In)ν∗, and since 1⊤NL = 0⊤N , we obtain 0n =
∑N
i=1∇fi(v). This
equation is exactly the necessary and sufficient conditions of optimality [6] for the problem (17).
Then, v = x∗ is an optimal solution to (17). Moreover, v∗ is simply some Lagrange multiplier for
the second constraint in (18).
Now, let us define A¯ := (L⊗ In). Let (x˙, ν˙) := FPD-d(x, ν), and so
DFPD-d(x, ν) =
[−∇2f(x) −A¯⊤
A¯ 0m×m
]
.
Then, since −∇2f(x) = diag(−∇2f1(x1), . . . ,−∇2fN (xN ))  0nN×nN because of the convexity of
fi, we have that µ2(DFPD-d(x, ν)) = 0 for any x ∈ RnN , ν ∈ RnN , and thus the system is weakly
contractive, which proves (i).
Now, define the change of coordinates (x′, ν ′) = (x − x∗, ν − ν∗), then we get that (x˙′, ν˙ ′) =
(x˙, ν˙) = FPD-d(x
′+x∗, ν ′+ν∗), and whenever we refer to the word “system” for the rest of the proof,
we refer to the dynamics after this coordinate change. We observe the system has a fixed point
(0nN ,0nN ), but this is not the unique fixed point for the system; in fact, it is easy to verify that
the following is a linear subspace of fixed points for the system: M = {(x′, ν ′) ∈ RnN × RnN | x′ =
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0nN , ν
′ = 1N ⊗ α with α ∈ Rn}. As a corollary, we have that the subspace M is flow-invariant for
the distributed system.
Now, observe that L has N−1 strictly positive eigenvalues [7], and thus, we can write the eigen-
values of L as 0 = λ1 < λ2 ≤ · · · ≤ λN , and, by its eigen-decomposition, we can obtain an orthogonal
matrix R′ ∈ RN×N such that R′LR′⊤ = diag(0, λ2, . . . , λN ). From, here, we can obtain the matrix
R ∈ RN−1×N as a submatrix of R′ such that RLR⊤ = Λ with Λ = diag(λ2, . . . , λN ) with the follow-
ing properties: RL = ΛR, RR⊤ = IN−1 and R
⊤R 6= IN . Now, define V = diag(InN , (R⊗ In)) and
observe that V has orthonormal rows and thatM = {(x′, ν ′) ∈ RnN×RnN | V (x′, ν ′)⊤ = 0(2N−1)n}.
Then, we can use Theorem 3.1 for stating the convergence of trajectories of the system to the flow-
invariant linear subspace M using partial contraction. First, note that V DFPD-d(x′, ν ′)V ⊤ =[∇2f(x′ + x∗) −((R⊤Λ)⊗ In)
((ΛR)⊗ In) 0n(N−1)×n(N−1)
]
with ∇2f(x′ + x∗) = diag( d2
dx21
f1(x
′
1 + x
∗), . . . , d
2
dx2N
fN (x
′
N + x
∗)),
where we have used the fact that (R ⊗ In)(L ⊗ In) = (ΛR) ⊗ In. Now, set A¯∗ := (ΛR) ⊗ In and
note that σmin(A¯
∗) = λ2 and σmax(A¯
∗) = λN .
Since ∇2f(x′ + x∗)  0nN×nN , it follows that µ2(V DFPD-d(x′ + x∗, ν ′ + ν∗)V ⊤) ≤ 0. Now,
since ∇2f(x∗) ≺ 0nN×nN , we can use Proposition 2.1 and conclude that V DFPD-d(x∗, ν∗)V ⊤ is a
Hurwitz matrix, which implies that µ2(V DFPD-d(x
′ + x∗, ν ′ + ν∗)V ⊤) < 0 for any (x′, ν ′) ∈ M,
and thus we use result (ii) of Theorem 3.1 to conclude the convergence to the subspace M (note
that convergence to the subspace M implies convergence of the trajectories of the original system
to the set M′ = {(x, ν) ∈ RnN × RnN | x = x∗, ν = 1N ⊗ α with α ∈ Rn}, i.e., M is simply the set
M′ translated or anchored to the origin). And since M is a set of fixed points for the system and
the system is weakly contractive, then from result (iii) of Theorem 3.1, we conclude any trajectory
of the system converges to some fixed point on M.
Now, observe that (1⊤N ⊗ In)ν˙ = (1⊤N ⊗ In)(L ⊗ In)x = (1⊤NL ⊗ In)x = 0n, and so the set
{(x, ν) ∈ RnN × RnN | (1⊤N ⊗ In)ν = (1⊤N ⊗ In)ν(0)} is positively-invariant for (19). From this, we
obtain the relationship
∑N
k=1 ν
k
i (t) =
∑N
k=1 ν
k
i (0) for any i ∈ {1, . . . , n} and any t ≥ 0. Then, since
limt→∞ ν
i(t) <∞, we conclude the proof for statement (ii).
Now, we prove statement (iii). We observe that mini∈{1,...,N} ℓinf,i InN×nN  ∇2f(x′ + x∗) 
maxi∈{1,...,N} ℓsup,i InN×nN and that A¯
∗ is full-row rank since it is easy to verify that rank(ΛR) =
N − 1 and so rank((ΛR)⊗ In) = n(N − 1). Then, for 0 < ǫ < 1, defining P =
[
InN αǫ A¯
∗⊤
αǫ A¯
∗ In(N−1)
]
∈
RnN×nN and αǫ :=
ǫmini∈{1,...,N} ℓinf,i
σ2max(A¯
∗)+ 3
4
σmax(A¯∗)σ2min(A¯
∗)+‖ℓsup‖2∞
> 0, we can use Theorem 4.1 to conclude
that µ2,P 1/2(V DFPD-d(x
′ + x∗, ν ′ + ν∗)V ⊤) ≤ −c with c as in equation (20) for any positive ǫ < 1.
So then, any trajectory (x′(t), ν ′(t)) exponentially converges to the subspace M with rate c, due
to statement (iii) from Theorem 3.1. We finish the proof for statement (iii) by following a similar
proof to what we did for statement (ii).
Remark 5.2. Theorem 5.1 shows that the system (19) is an illustrative example of a system that
exponentially converges to an equilibrium point, but it is not contractive on the state-space (recall
that if a system has more than one asymptotically stable fixed point, then it cannot be contractive).
However, it is partially contractive.
5.2 The distributed least-squares problem
Theorem 5.1 does not guarantee the convergence to an equilibrium point when the objective function
associated to each agent is convex but not strictly convex in any point of its domain. This is the
case of the popular distributed least-squares problem [44], which we describe now. Given a matrix
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H ∈ RN×n, such that H is full-column rank with n < N , it is known that x∗ = (H⊤H)−1H⊤z
is the unique solution to the least-squares optimization problem minx∈Rn ‖z −Hx‖22, for z ∈ RN .
We can formulate an equivalent distributed version of this optimization problem by considering N
agents over a connected undirected graph G with Laplacian matrix L, as follows:
min
x∈RnN
N∑
i=1
(h⊤i x
i − zi)2
(L⊗ In)x = 0nN
(22)
with hi ∈ R1×n being the ith row of the matrix H, x = (x1, . . . , xN )⊤ and z = (z1, . . . , zN )⊤. Now,
notice that f(x) =
∑N
i=1 |h⊤i xi − zi|2 is convex, since ∇2f(x) = diag(h1h⊤1 , . . . , hNh⊤N )  0nN×nN .
Following a similar reasoning as in Section 4, we augment the Lagrangian associated to problem (22)
with the quadratic term ρ2x
⊤(L ⊗ In)x with ρ > 0 (which does not alter the saddle points of the
original Lagrandian), and obtain
x˙i = −(h⊤i xi − zi)hi − ρ
∑
j∈Ni
(xj − xi)
−
∑
j∈Ni
(νj − νi)
ν˙i =
∑
j∈Ni
(xj − xi)
(23)
for i ∈ {1, . . . , N}. Note that each agent has access to a single row of matrix H, besides her own
state variables and the ones from her neighbors.
Theorem 5.3 (Contraction analysis of distributed least-squares). Consider the system (23), and
assume H is full column-rank and let x∗ be the unique solution to the least-squares problem. Then,
(i) there exists a positive constant ℓ∗inf such that
ℓ∗inf InN  diag(h1h⊤1 , . . . , hNh⊤N ) + (L⊗ In); and
(ii) for any (xi(0), νi(0)) ∈ Rn × Rn, limt→∞ xi(t) = x∗ and limt→∞ νi(t) = ν∗i for some ν∗i
such that
∑N
k=1 ν
∗
k =
∑N
k=1 ν
k(0); and, for 0 < ǫ < 1, the convergence of (x(t), ν(t)) has
exponential rate
ǫ
3
4
λNλ
2
2
λN + 1
ℓ∗inf
λ2N +
3
4λNλ
2
2 +
(
λN + ρmaxi ‖hi‖22
)2
where λ2 and λN are the smallest non-zero and the largest eigenvalues of L, respectively.
Proof. We first prove statement (i). Let H¯ = diag(h1h
⊤
1 , . . . , hNh
⊤
N ). Note that Ker(H¯) =
{(v1, . . . , vN )⊤ ∈ RnN | vi ∈ Rn, vi ⊥ hi} = {0nN} ∪ {(v1, . . . , vN )⊤ ∈ RnN | vi ∈ Rn, vi ⊥
hi and there exists j such that v
j 6= 0n}, where the second equality follows from the fact that
rank(H) = n and so rank(H¯) = N . Now, observe that Ker(L ⊗ In) = {0nN} ∪ {1N ⊗ α | α ∈
Rn \ {0n}}. Then Ker(H¯) ∩Ker(L⊗ In) = {0nN}, from which statement (i) follows.
Now, using result (i), we can follow the proof of Theorem 5.1 and conclude the proof for
statement (ii).
Remark 5.4. The inclusion of the term −∑j∈Ni(xj − xi) in the dynamics of agent i in (23)
can be interpreted as introducing a diffusive coupling to improve the convergence properties of the
distributed system. Stabilization of multi-agent systems based on coupling feedback has been studied
in other problems of synchronization of contractive systems; e.g., [12, 3].
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6 Time-varying optimization
6.1 Time-varying optimization with linear equality constraints
Our analysis of primal-dual algorithms based on contraction theory has the advantage of being
extendable to non-homogeneous dynamical systems, something which may be more complicated
using other stability approaches, e.g., Lyapunov theory. We consider the following time-varying
optimization problem
min
x∈Rn
f(x, t)
Ax = b(t)
(24)
with the following standing assumptions: A ∈ Rk×n, k < n, b ∈ Rk, A is full-row rank, and, for
every (x, t) ∈ Rn × R≥0,
(i) x 7→ f(x, t) is twice continuously differentiable, uniformly strongly convex with constant
ℓinf > 0, i.e., ∇2f(x, t)  ℓinfIn; and uniformly Lipschitz smooth with constant ℓsup > 0, i.e.,
∇2f(x, t)  ℓsupIn;
(ii) t 7→ ∇f(x, t) and t 7→ b(t) are continuously differentiable functions.
The associated time-varying Lagrangian is
L(x, ν, t) = f(x, t) + ν⊤(Ax− b(t)) (25)
and the associated time-varying primal-dual dynamics are[
x˙
ν˙
]
=
[−∇f(x, t)−A⊤ν
Ax− b(t)
]
. (26)
Given a fixed time t, let x∗(t) be a solution to the program maxx:Ax=b(t) f(x, t) and ν
∗(t) its
associated Lagrange multiplier. From the standing assumptions and Theorem 4.1, we conclude
that, for any fixed t, there exists a unique optimizer (x∗(t), ν∗(t)). Then, (x∗(t), ν∗(t))t≥0 defines
the optimizer trajectory of the optimization problem (24). The following result establishes the
performance of the primal-dual dynamics in tracking the optimizer trajectory.
Theorem 6.1 (Contraction analysis of time-varying primal-dual dynamics). Consider the time-
varying optimization problem (24), its standing assumptions, and its associated primal-dual dy-
namics (26).
(i) The primal-dual dynamics are contractive with respect to ‖ · ‖2,P 1/2 with contraction rate
c, where P is the matrix defined in (6) and c is the same contraction rate as in (7) of
Theorem 4.1.
Assume that, for any t ≥ 0, ‖b˙(t)‖2 ≤ β1 and ‖∇˙f(x, t)‖2 ≤ β2 for some positive constants β1, β2,
and let z(t) = (x(t), ν(t))⊤ and z∗(t) = (x∗(t), ν∗(t))⊤.
(ii) Then,
‖z(t) − z∗(t)‖2,P 1/2
≤
(
‖z(0) − z∗(0)‖2,P 1/2 −
ρ
c
)
e−ct +
ρ
c
,
(27)
i.e., the tracking error is asymptotically bounded by ρ
c
with
ρ = λmax(P )
(
β2
ℓinf
+
(
σmax(A)
ℓinf
+ 1
)
ℓmax
σ2min(A)
(
β1 +
σmax(A)
ℓinf
β2
))
.
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Proof. Let (x˙, ν˙) := FPD-tv(x, ν, t), and so DFPD-tv(x, ν, t) =
[−∇2f(x, t) −A⊤
A 0k×k
]
. Since A is con-
stant and considering item (i) of the standing assumptions, we can finish the proof for statement (i)
by following the same proof as in Theorem 4.1. Now we prove statement (ii). Let us fix any t ≥ 0.
Then, the KKT conditions that the optimizers x∗(t) and ν∗(t) must satisfy (i.e., equivalent to the
equilibrium equations of the system (26)) are
0n = −∇f(x∗(t), t)−A⊤ν∗(t) (28)
0k = Ax
∗(t)− b(t), (29)
We first show that the curves t 7→ x∗(t) and t 7→ ν∗(t) are continuously differentiable. Define the
function g : Rk+n+1 → Rk+n as g(t, x, ν) =
[−∇f(x, t)−A⊤ν
Ax− b(t)
]
. Since t 7→ b(t) and t 7→ ∇f(x, t)
are continuously differentiable, the function g is continuously differentiable on Rn+k+1. Moreover,
note that ∇(x,ν)g(t, x, ν) =
[−∇2f(x, t) −A⊤
A 0k×k
]
. By item (i) of the standing assumptions, we
know that −∇2f(x, t)  −ℓinfIn and A is full row rank. From Proposition 2.1, this implies that
∇(x,ν)g(t, x, ν) is Hurwitz and therefore, nonsingular. Now using the Implicit Function Theorem [1,
Theorem 2.5.7], the solutions t 7→ x∗(t) and t 7→ ν∗(t) of the algebraic equations (28) and (29) are
continuously differentiable for any t ∈ R≥0.
Now, observe that equation (29) implies ‖Ax˙∗(t)‖2 ≤ β1. Then, from (28)
=⇒ 0n = ∇2f(x∗(t), t)x˙∗(t) + ∇˙f(x∗(t), t)
+A⊤ν˙∗(t)
=⇒ 0m = Ax˙∗(t) +A(∇2f(x∗(t), t))−1∇˙f(x∗(t), t)
+A(∇2f(x∗(t), t))−1A⊤ν˙∗(t)
=⇒ ‖ν˙∗(t)‖2 ≤ ℓmax
σ2min(A)
(
β1 +
σmax(A)
ℓinf
β2
)
,
where the first implication follows from differentiation, the second one follows from Hessian being
invertible, and the third one is derived considering that A is full-row rank. Similarly, we differen-
tiate (28) again and obtain
‖x˙∗(t)‖2 ≤ β2
ℓinf
+
σmax(A)
ℓinf
‖ν˙∗(t)‖2.
Now, considering the contraction result on item (i), we set ∆(t) :=
∥∥∥∥
[
x(t)
ν(t)
]
−
[
x∗(t)
ν∗(t)
]∥∥∥∥
2,P 1/2
and
use [32, Lemma 2] to obtain the following differential inequality ∆˙(t) ≤ −c∆(t) +
∥∥∥∥
[
x˙∗(t)
ν˙∗(t)
]∥∥∥∥
2,P 1/2
.
Then, ∆˙(t) ≤ −c∆(t)+λmax(P )(‖x˙∗(t)‖2+‖ν˙∗(t)‖2) and using our previous results, we immediately
obtain ∆˙(t) ≤ −c∆(t) + ρ with ρ as in the theorem statement. Now, observe the function h(u) =
−cu+ ρ is Lipschitz (since it is a linear function), and we can use the Comparison Lemma [21] to
upper bound ∆(t) by the solution to the differential equation u˙(t) = −cu(t) + ρ for all t ≥ 0, from
which (ii) follows.
Remark 6.2. The assumptions in Theorem 6.1 ensures that ‖b˙(t)‖2 and ‖∇˙f(x, t)‖ are bounded,
i.e., the rate at which the time-varying optimization problem changes is bounded. Note that the
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right-hand side of equation (27) is consistent: the larger (lower) these upper bounds, the larger
(lower) the asymptotic tracking error. Moreover, the tracking is better the larger the contraction
rate.
6.2 Time-varying distributed optimization
We extend our partial contraction analysis to give convergence guarantees for time-varying dis-
tributed implementations of primal-dual dynamics. Consider the objective function in problem (17)
to be time varying
min
x∈Rn
N∑
i=1
fi(x, t). (30)
As in Section 5, we consider a time-invariant connected undirected graph whose Laplacian matrix
is L, and set x = (xi, . . . , xN ) with xi ∈ Rn. We study the case where each agent in the network
minimizes some time-varying local cost function, for which we formulate the following time-varying
distributed optimization problem
min
x∈RnN
N∑
i=1
fi(x
i, t)
(L⊗ In)x = 0nN
(31)
with the following standing assumptions: for every (x, t) ∈ Rn × R≥0, and for any i ∈ {1, . . . , N}
(i) x 7→ fi(x, t) is twice continuously differentiable, uniformly strongly convex with constant
ℓinf,i > 0, i.e., ∇2fi(x, t)  ℓinf,iIn; and uniformly Lipschitz smooth with constant ℓsup,i > 0,
i.e., ∇2fi(x, t)  ℓsup,iIn;
(ii) t 7→ ∇fi(x, t) is continuously differentiable.
Then, the associated primal-dual dynamics are
x˙i = −∇xifi(xi, t)−
∑
j∈Ni
(νj − νi)
ν˙i =
∑
j∈Ni
(xj − xi)
(32)
for i ∈ {1, . . . , N}. Given a fixed time t, let x∗(t) = 1N ⊗x∗(t) with x∗(t) being the unique solution
to the program maxx
∑N
i=1 fi(x, t). Then, (x
∗(t))t is a unique trajectory; however, note that there
may exist multiple trajectories of the dual variables associated to the equality constraint that satisfy
the KKT conditions of the optimization problem (31) (i.e., the fixed points of the system (32)).
Let ν∗(t) = (ν1
∗
(t), . . . , νN
∗
(t)) be any dual variable obtained by solving the problem (31) for a
fixed t. Then, we define the time-varying set of optimizers as follows:
M(t) = {(x, ν) ∈ RnN × RnN |
V (x− 1N ⊗ x∗(t), ν − ν∗(t)) = (0nN ,0nN )}
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where V = diag(InN , R⊗In) withR as in Theorem 5.13. For convenience, we let ℓinf = (ℓinf,1, . . . , ℓinf,N )
and ℓsup = (ℓinf,1, . . . , ℓinf,N ); and for 0 < ǫ < 1, we define
α˜ǫ :=
ǫmini∈{1,...,N} ℓinf,i
λ2N +
3
4λNλ
2
2 + ‖ℓsup‖2∞
> 0
P˜ :=
[
InN αǫ A¯
∗⊤
αǫ A¯
∗ In(N−1)
]
∈ RnN×nN
(33)
where A¯∗ = (ΛR) ⊗ In, and λ2 and λN are the smallest non-zero and the largest eigenvalues of
L, respectively. The following result establishes the perfomance of the primal-dual dynamics at
tracking the time-varying set of optimizers.
Theorem 6.3 (Contraction analysis of time-varying distributed primal-dual dynamics). Consider
the time-varying optimization problem (31), its standing assumptions, and its associated primal-
dual dynamics (32).
(i) After the change of coordinates z := V (x, ν)⊤, the system associated to z˙ is contractive with
respect to ‖ · ‖2,P˜ 1/2 with contraction rate c := αǫ 34
λ22
λN+1
.
Moreover, for any t ≥ 0, if ‖∇˙fi(x, t)‖2 ≤ β1,i for some positive constant β1,i and any i ∈
{1, . . . , N}, then, setting z(t) = (x(t), ν(t)) and z∗(t) = (x∗(t), ν∗(t)),
(ii)
‖V (z(t)− z∗(t))‖2,P˜ 1/2
≤
(
‖V (z(0) − z∗(0))‖2,P˜ 1/2 −
ρ
c
)
e−ct +
ρ
c
,
(34)
i.e., the tracking error is asymptotically bounded by ρ
c
with
ρ = λmax(P )
‖β1‖1
‖ℓinf‖1N
+ λmax(P )
‖β1‖1
λ2
(‖ℓsup‖∞
‖ℓinf‖1 + 1
) (35)
with λ2 being the second smallest value of the Laplacian matrix.
Proof. Let (x˙, ν˙) := FPD-d-tv(x, ν, t), and so DFPD-d-tv(x, ν, t) =
[−∇2f(x, t) −(L⊗ In)
(L⊗ In) 0
]
. Define
f(x(t), t) :=
∑N
i=1 fi(x
i(t), t).
First, define z := V (x(t), ν(t))⊤, so that
z˙ =
d
dt
(
V (x(t), ν(t))⊤
)
=
[
x˙(t)
d
dt
((R ⊗ In)ν(t))
]
=
[
x˙(t)
(R⊗ In)ν˙(t)
]
=
[−∇f(x(t), t)− (L⊗ In)ν(t)
(ΛR ⊗ In)x(t)
]
.
Then, we have the time-varying system z˙ := H(x(t), ν(t), t). Then, recalling that (x(t), ν(t))⊤ =
U(x(t), ν(t))⊤ + V ⊤z where U = In(2N−1) − V ⊤V is a projection matrix (see the proof of Theo-
rem 3.1), we use the chain rule and obtain that the Jacobian for this system is[−∇2f(x(t), t) −(R⊤Λ⊗ In)
(ΛR⊗ In) 0n(N−1)×n(N−1)
]
,
3Note that it does not really matter which specific value for ν∗(t) we choose for any t, since M(t) includes all
possible values for the dual variable at t.
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so then, based on our standing assumptions, using Proposition 2.1 and following a similar proof to
Theorem 5.1, we obtain that this system is contractive as in item (i).
Now we prove statement (ii). The KKT conditions that the optimizers x∗(t) and ν∗(t) must
satisfy (i.e., equivalent to the equilibrium equation of the system (32)), for any t, are
0nN = −∇f(x∗(t), t) − (L⊗ In)ν∗(t) (36)
0nN = (L⊗ In)x∗(t). (37)
Now, observe that (37) and (36) =⇒ x∗(t) = 1N ⊗ x∗(t) with x∗(t) being the first nN coordinates
of any element of M(t). Moreover, by left multiplying (37) with 1⊤N ⊗ In, we obtain that 0n =∑N
i=1∇xifi(x∗(t), t). Then, we can use the Implicit Function Theorem [1, Theorem 2.5.7] in a
similar way to how we used in the proof of Theorem 6.1 to show that the curve t 7→ x∗(t) is
continuously differentiable for any t ∈ R≥0.
Now, from (36) we obtain that 0n(N−1) = (R ⊗ In)∇f(x∗(t), t) + ((ΛR) ⊗ In)ν∗(t) = (R ⊗
In)∇f(x∗(t), t) + (Λ ⊗ In)(R ⊗ In)ν∗(t). Defining z∗(t) := (R ⊗ In)ν∗(t), we get 0n(N−1) = (R ⊗
In)∇f(x∗(t), t) + (Λ ⊗ In)z∗(t). Again, an application of the Implicit Function Theorem let us
conclude that the solution (x∗, t) 7→ z∗(x∗, t) is continuously differentiable for any (x∗, t) ∈ RnN ×
R≥0; however, from our previous analysis, we know that t 7→ x∗(t) is continuously differentiable for
any t ∈ R≥0, from which we conclude that t 7→ z∗(t) is continuously differentiable too.
Then, we can differentiate equation (36) and left multiply it by (1⊤N ⊗ In) to obtain
x˙∗(t) = −
(
N∑
i=1
∇2xifi(x∗(t))
)−1 N∑
i=1
∇˙xifi(x∗(t), t)).
Moreover, recall that RL = ΛR, with Λ being the diagonal matrix with all non-zero eigenvalues
of L. Now, set z∗ := (R ⊗ In)ν∗, which we know is continuously differentiable. Then, we can
differentiate equation (36) and left multiply it by (R⊗ In) to obtain
z˙∗(t) = −(Λ−1R⊗ In)(∇2f(x∗(t), t)(1N ⊗ h1(x∗(t))
+ ∇˙f(x∗(t), t)).
Therefore, observe that ‖x˙∗(t)‖2 ≤ 1∑N
i=1 ℓinf,i
∑N
i=1 β1,i =
‖β1‖1
‖ℓinf‖1
, and x˙∗(t) = 1N ⊗ x˙∗(t). Moreover,
‖z˙∗(t)‖2 ≤ 1|λ2|
(‖ℓsup‖∞‖x˙∗(t)‖2 + ‖β1‖1), where we used: ‖∇˙f(x∗(t), t)‖2 ≤∑Ni=1 ‖∇˙xifi(x∗(t))‖2,
and ‖(Λ−1R)⊗ In‖2 =
√
λmax(Λ−2 ⊗ In) = 1√
(λmax(Λ))2
= 1
λ2
.
Now, for any t, let (a1(t), a2(t)) ∈ M(t). Note that, no matter which element of M we choose,
a1(t) = 1N ⊗ x∗(t) and so it is uniquely defined for any t and we also know is differentiable.
Now, notice that a2(t) = γ(t) + 1N ⊗ α, with α ∈ Rn and some uniquely defined γ(t); and notice
that (R ⊗ In)a2(t) = (R ⊗ In)γ(t) for any t. Therefore (R ⊗ In)a2(t) is uniquely defined for any
t and we also know is differentiable. In conclusion, the trajectory ((a1(t), (R ⊗ In)a2(t)))t≥0 =(
V (a1(t), a2(t))
⊤
)
t≥0
is unique and t 7→ V (a1(t), a2(t))⊤ is a continuously differentiable curve.
Since the system associated to z˙ = d
dt
(
V (x(t), ν(t))⊤
)
is contractive and the curve t 7→
V (x∗(t), ν∗(t))⊤ is unique, we set ∆(t) :=
∥∥∥∥V
[
x(t)
ν(t)
]
− V
[
x∗(t)
ν∗(t)
]∥∥∥∥
2,P 1/2
and use the result in item (i)
and [32, Lemma 2] to obtain the following differential inequality
∆˙(t) ≤ −c∆(t) +
∥∥∥∥
[
x˙∗(t)
d
dt
((R⊗ In)ν∗(t))
]∥∥∥∥
2,P 1/2
≤ −c∆(t) + λmax(P )(N‖x˙∗(t)‖2 + ‖z˙∗(t)‖2).
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Finally, replacing our previous results and using the Comparison Lemma [21] similarly to Theo-
rem 6.1, we finish the proof for (ii).
Remark 6.4. As in Remark 6.2, there is consistency on the right-hand side of equation (35).
7 Conclusion
We study primal-dual dynamics associated to linear equality constrained optimization problems, in
both centralized and distributed applications, and in both time-invariant and time-varying cases.
We characterize their dynamic properties and performance guarantees. For this, we introduced
some theoretical results regarding contraction theory, and in particular, partial contraction and
weakly contractive systems. These mathematical tools allowed us to provide a holistic analysis of
all the cases of primal-dual dynamics analyzed in the paper.
As future work, in the time-varying optimization setting, we plan to design and add controllers
that can improve the primal-dual systems’ tracking properties in the different implementations
characterized in the paper. Finally, we hope the contraction theory tools in this paper will aid to
a new holistic analysis of other classes of distributed or multi-agent systems relevant to economic,
social and engineering applications (e.g., there is a recent interest in the distributed solvers of linear
matrix equations [47]).
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8 Appendix
8.1 Proof of Proposition 2.1
We remark that the proof of Proposition 2.1 is complementary to the one given (for a slightly
different case) in [5, Theorem 3.6]).
Proof. Let P :=
[−B −A⊤
A 0m×m
]
be the matrix in the proposition statement. First, note that
ℜ(λ(P )) ≤ µ2(P ) = 0. Therefore, every eigenvalue of P has non-positive real part. We first
show that P has no eigenvalue equal to zero. Note that by the Schur complement determinant
identity, we have det(P ) = det(−B)) det(−AB−1A⊤). Note that B  b1In, therefore det(−B) 6= 0.
Also, note that B−1  b−12 In; and thus AB−1A⊤  A(b−12 In)A⊤ = b−12 AA⊤ ≻ 0, where the last
inequality follows from AA⊤ being invertible. This implies that det(−AB−1A⊤) 6= 0. As a result,
det(P ) 6= 0 and P has no zero eigenvalue. Now we show that P is Hurwitz. Assume that λ = iη is
an eigenvalue of P with zero real part. This means that, there exists u ∈ Cn and v ∈ Cm such that[−B −A⊤
A 0m×m
] [
u
v
]
= iη
[
u
v
]
. (38)
Multiplying this equation from the left by [uH , vH ], we get ℜ
([
uH vH
] [−B −A⊤
A 0m×m
] [
u
v
])
= 0.
This implies that ℜ (uHBu) = 0. Assume that u = θ1+iθ2, where θ1, θ2 ∈ Rn. Then ℜ (uHBu) = 0
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is equivalent to θT1 Bθ1 + θ
⊤
2 Bθ2 = 0. Since B  b1In, we get that u = 0n. As a result, the
equation (38) can be written as the system A⊤v = 0n and v = 0k. This implies that if
[
u
v
]
∈ Cn+m
is an eigenvector associated to the eigenvalue λ = iη, then
[
u
v
]
= 0n+m. Thus, the matrix P has
no eigenvalue with zero real part. Therefore, the real part of every eigenvalue of P is negative and
the matrix P is Hurwitz.
8.2 Proof of Lemma 3.1
Proof. We only prove the nontrivial implication: if x∗ is locally asymptotically stable then it is
globally asymptotically stable. Since x∗ is a locally asymptotically stable equilibrium point for the
dynamical system, then there exists ǫ > 0, such that, for every y ∈ B(x∗, ǫ) we have φ(t, 0, y)→ x∗
as t → ∞. Note that, for every z ∈ B(x∗, ǫ), there exists Tz such that φ(Tz , 0, z) ∈ B(x∗, ǫ/2).
Using the fact that the closed ball B(x∗, ǫ) is compact, we get that, there exists T such that, for
every z ∈ B(x∗, ǫ), we have φ(T, 0, z) ∈ B(x∗, ǫ/2). Suppose that t 7→ x(t) is a trajectory of the
dynamical system. Assume that y ∈ ∂B(x∗, ǫ) is a point on the straight line connecting x(0) to the
unique equilibrium point x∗. Then we have ‖x(T )− x∗‖ ≤ ‖x(T )− φ(T, 0, y)‖+‖φ(T, 0, y) − x∗‖ ≤
‖x(0) − y‖ + ǫ/2 = ‖x(0) − x∗‖ − ǫ/2. Therefore, after time T , t 7→ ‖x(t)− x∗‖ decreases by ǫ/2.
As a result, there exists a finite time Tinf such that, for every t ≥ Tinf , we have x(t) ∈ B(x∗, ǫ).
Since B(x∗, ǫ) is in the region of attraction of x∗ the trajectory t 7→ x(t) converges to x∗.
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