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Ein Gebäude steht da von uralten Zeiten,
Es ist kein Tempel, es ist kein Haus;
Ein Reiter kann hundert Tage reiten,
Er umwandert es nicht, er reitet’s nicht aus.
Jahrhunderte sind vorüber geflogen,
Es trotzte der Zeit und der Stürme Heer;
Frei steht es unter dem himmlischen Bogen,
Es reicht in die Wolken, es netzt sich im Meer.
Nicht eitle Prahlsucht hat es gethürmet,
Es dienet zum Heil, es rettet und schirmet;
Seines Gleichen ist nicht auf Erden bekannt,
Und doch ist’s ein Werk von Menschenhand.
Friedrich Schiller

iIntroduction
Buildings, developed by Jacques Tits beginning in the 1950s and 1960s, have proven
to be a useful tool in several areas of mathematics. Their theory is “a central unifying
principle with an amazing range of applications”.1
First introduced to provide a geometric framework in order to understand semisimple
complex Lie groups, the theory of buildings quickly developed to an area interesting in
its own right.
One essentially distinguishes three classes of buildings differing in their apartment
structure: There are the spherical, affine and hyperbolic (sometimes called Fuchsian)
buildings whose apartments are subspaces isomorphic to tiled spheres, affine or hy-
perbolic spaces, respectively. Affine buildings, which are a subclass of the geometric
objects studied in the present thesis, were introduced by Bruhat and Tits in [BT72] as
spaces associated to semisimple algebraic groups defined over fields with discrete val-
uations. They were used to understand the group structure by means of the geometry
of the associated building. The role of these affine buildings is similar to the one of
symmetric spaces associated to semisimple Lie groups.
Spherical and affine buildings, in the aforementioned sense, were viewed at that time as
simplicial complexes with a family of subcomplexes, the apartments, satisfying certain
axioms. All maximal simplices, the chambers, are of the same dimension. Buildings
are extensively studied by numerous authors and several books have been written
on this subject. There are for example the recent monograph by Abramenko and
Brown [AB08], which is a sequel to the introductory book by Brown [Bro89], Garrett’s
book [Gar97] and Ronan’s Lectures on buildings [Ron89]. Great references for their
classification, which is due to Tits [Tit86], are the books of Weiss [Wei03, Wei08].
Nowadays several approaches to buildings provide a great variety in the methods used
to study buildings as well as in the possibilities for applications. Above, we already
mentioned the simplicial approach where buildings are viewed as simplicial complexes,
but there are several equivalent ways to characterize buildings.
They can, for example, be described as a set of chambers together with a distance
function taking values in a Weyl group. Here one forgets completely about apartments
and simplices other than chambers. In this W -metric or chamber system approach,
which is explained in [AB08], chambers can be thought of as vertices of an edge colored
graph, where two chambers are adjacent of color i if, spoken in the language of the
simplicial approach, they share a co-dimension one face of type i. This viewpoint is
taken in [Wei08].
Thinking of a building as the geometric realization of one of these structures just
described, it turns out that one obtains a metric space satisfying certain nice properties.
Davis [Dav98] proved that each building, be it affine or not, has a metric realization
carrying a natural CAT(0) metric. In the case of affine buildings this was already shown
by Bruhat and Tits in [BT72]. In fact, spherical and affine buildings are characterized
1http://www.abelprisen.no/nedlastning/2008/Artikkel_7E.pdf, Why Jacques Tits is awarded the
Abel Prize for 2008.
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by metric properties of their geometric realizations, as proven by Charney and Lytchak
in [CL01].
This so called metric approach is the viewpoint generalizing to non-discrete affine
buildings and allows the treatment of geometric realizations of simplicial affine buildings
as a subclass of this generalized version.
In [Tit86] and [BT72, BT84] affine buildings were generalized allowing fields with non-
discrete (non-archimedian) valuations rather than discrete valuations. The arising
geometries, which no longer carry a simplicial structure, are nowadays usually called
non-discrete affine buildings or R-buildings. Some readers might be familiar with R-
trees which appear in several areas of mathematics. They are the one-dimensional
examples. In [Tit86], R-buildings were axiomatized and, for sufficiently large rank,
classified under the name système d’appartements. A short history of the development
of the axioms can be found in [Ron89, Appendix 3]. A recent geometric reference for
non-discrete affine buildings is the survey article by Rousseau [Rou08].
Buildings allowed the classification of semisimple algebraic and Lie groups, but also
have many other uses. Applications are known in various mathematical areas, such
as the cohomology theory of groups, number theory, combinatorial group theory or
(combinatorial) representation theory, which we make use of in Section 3. Connections
to incidence geometry, the theory of Kac-Moody groups (which are used in theoret-
ical physics) and several aspects of group theory are known. For example, specific
presentations of groups which act on a building are obtained.
Furthermore, geometric realizations of buildings provide an interesting class of exam-
ples of metric spaces. This leads directly to a connection with differential geometry.
Studying, for example, asymptotic cones of symmetric spaces, R-buildings arise in a
natural way; compare for example the work of Kleiner and Leeb [KL97] or Kramer
and Tent [KT04]. Notice that Kleiner and Leeb’s Euclidean buildings are, as proven
by Parreau [Par00], a proper subclass of Tits’ système d’appartements.
Finally, in [Ben94, Ben90] Bennett introduced a class of spaces called affine Λ-buildings
giving axioms similar to the ones in [Tit86]. Examples of these spaces arise from simple
algebraic groups defined over fields with valuations now taking their values in an ar-
bitrary ordered abelian group Λ, instead of R. The biggest difficulty in defining affine
Λ-buildings arose in the definition of an apartment structure and of a metric, which
now is Λ-valued. Bennett was able to prove that affine Λ-buildings again have simpli-
cial spherical buildings at infinity and made major steps towards their classification.
Throughout this thesis we will refer to affine Λ-buildings as generalized affine buildings
to avoid the appearance of the group Λ in the name.
The class of generalized affine buildings does not only include all previously known
classes of (non-discrete) affine buildings, but also generalizes Λ-trees in a natural way,
so that Λ-trees are just the generalized affine buildings of dimension one. Standard
references for Λ-trees are the work of Morgan and Shalen [MS84], of Alperin and Bass
[AB87] and the book by Chiswell [Chi01]. Applications of Λ-trees are explained in
Morgan’s survey article [Mor92].
Studying generalized affine buildings rather than non-discrete affine buildings has an
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important advantage: the class of generalized affine buildings is closed under ultraprod-
ucts. Kramer and Tent made use of this fact in [KT02] where they give a geometric
construction of generalized affine buildings and a new proof of the topological rigidity of
non-discrete affine buildings thereby simplifying the proof of the Margulis conjecture.
Little is known about generalized affine buildings. As far as I know, the only references
(besides material on Λ-trees) are [Ben94, Ben90] and [KT02]. The present thesis started
out aiming at a classification result for generalized affine buildings (a step in this
direction is Theorem 6.17) and ended up as a collection of miscellaneous results. We
hope, however, that we were able to provide an accessible introduction to the theory
of generalized affine buildings and to add some useful results to their structure theory.
In addition to the three subjects explained below, in Sections 4 and 5 we study the
structure of the model space of apartments, the local and global structure of generalized
affine buildings and collect certain facts about the one-dimensional case. The latter
is done in Section 5.3 and Appendix A. Small simplifications to the work of Bennett
[Ben94] are made as well.
Let us mention two of the results of Section 5. Apartments of generalized affine build-
ings carry an action of a spherical Coxeter group, called the Weyl group. A closure
of a fundamental domain of this action is called a Weyl chamber. We say that two
Weyl chambers S, S ′ in X having the same basepoint x are equivalent if they coincide
in a non-empty neighborhood of x. The equivalence class is called a germ of S at x.
In Theorem 5.17 we show, following Parreau [Par00], that the equivalence classes of
Weyl chambers based at a given point x form the chambers of a (simplicial) spherical
building, the residue of X at x. These residues are, spoken in the language of chamber
systems, precisely the residues of special vertices having co-rank one, which are, by
definition, the connected components of the edge colored graph considering adjacency
with respect to all but one (special) type.
In analogy to a classical result it was proven in [Par00] that R-buildings admit a max-
imal atlas. Two facts are crucial for her proof of this statement: Given a building X
equipped with a system of apartments A, also called atlas, one first has to see that an
intersection of isometric embeddings of half-apartments is contained in a single apart-
ment with chart in A. Secondly, one has to prove that the germs of Weyl chambers S
at x and S ′ at x′ are contained in a common apartment. We were not able to generalize
the first, but prove the second fact for generalized affine buildings in Proposition 5.15.
This thesis is organized as follows: In Section 1 we give a brief overview on root systems.
We cover basic material on simplicial buildings, which is needed for Section 3, in Section
2. The model apartment of a generalized affine building is defined in Section 4 where
we also discuss its metric structure. Generalized affine buildings are then defined in
Section 5 where the aforementioned results on their local structure are proved. The
proof of a theorem on trees, stated in the same section, appears in appendix A. Section
6 contains a generalization of a result by Tits about automorphisms of affine buildings.
Convexity results for simplicial as well as for generalized affine buildings are proven
in Sections 3 and 8, respectively. Finally in Section 7 we prove a partial result of
[HKW08] using algebraic instead of geometric methods. Note that Λ = R in Section 7.
Detailed introductions to the last three topics mentioned are given separately below.
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The appendix B of this thesis contains a dictionary showing the correspondence of
names of objects used in the present thesis and the names of their counterparts in
[Ben94, BT72, KM08, KL97, Par00, Tit86] and [Wei08].
Parts of the results contained in Section 3 are available in [Hit08]. Additional work on
the subject covered in Section 7 can be found in [HKW08]. Let me now give a detailed
introduction to the three major subjects of the present thesis.
Automorphisms
The main task of Section 6 is to generalize a well known result by Tits [Tit86] to
generalized affine buildings. Theorem 6.17 gives a necessary and sufficient condition
on automorphisms of the building at infinity of a generalized affine buildingX to extend
to an automorphism of X.
An affine building (X,A) gives rise to a collection of panel- and wall-trees which are
themselves one-dimensional buildings, i.e. Λ-trees, encoding the branching of the apart-
ments. In fact, the building can be reconstructed given its building ∂AX at infinity
and these trees. The proof of Theorem 6.17 goes back to Tits who described points in
in an affine building using the spherical building at infinity and the mentioned trees.
This idea is precisely reflected in the definition of a bowtie which was first given in
[Lee00], where Leeb proves a version of 6.17 for thick simplicial affine buildings. We
simplified his definition of a bowtie and generalized it to (not necessarily thick) gen-
eralized affine buildings in the sense of Definition 5.1. The main idea of Leeb’s proof
does, with suitable changes, carry over to generalized affine buildings.
A certain equivalence relation on the set of bowties of a generalized affine building is
defined whose equivalence classes are in one to one correspondence with points in the
affine building, see Proposition 6.8. Due to the fact that bowties are defined using
the tree structure it is not surprising that the crucial condition for a morphism of the
buildings at infinity of two different generalized affine buildings X and Y to extend
to a morphism from X to Y is, that it has to preserve their tree structure. Maps
satisfying this condition are called ecological.2 Note that, in contrast to [Tit86, Lee00]
and [Wei08] we do not assume the buildings to be thick.
Let Λ and Γ be ordered abelian groups and assume that there exists an epimorphism
e : Λ→ Γ. Let XΛ and XΓ be generalized affine buildings with spherical buildings ∆Λ
and ∆Γ at infinity. We prove
Theorem 6.17. An ecological isomorphism τ : ∆Λ → ∆Γ of the buildings at infinity
extends uniquely to a map ρ : XΛ → XΓ which is compatible with the given apartment
structures on XΛ and XΓ and satisfies
dΓ(ρ(x), ρ(y)) = e(dΛ(x, y)) for all points x, y ∈ XΛ,
where dΛ, dΓ are the canonical metrics on XΛ and XΓ, respectively.
2This colorful name, ecological, was suggested by Richard Weiss in [Wei08].
vWe obtain Theorem 6.21, which says that for rank at least two, elements of the root
groups of the building at infinity extend to the affine building, as a consequence of
Theorem 6.17. The proof of this fact for R-buildings is a major step in the classification
of non-discrete buildings [Tit86]. Chapter 12 of Weiss’ book on the classification of
affine buildings is dedicated to the proof in the simplicial case. Compare Theorem 12.3
of [Wei08].
Viewing a building as the set of equivalence classes of its bowties might be useful in
other situations as well, like proving a higher dimensional analog of Proposition 5.30.
Buildings for the Ree and Suzuki groups
Motivated by a remark made by Tits in [Tit86] we classified in [HKW08] the non-
discrete buildings having Suzuki-Ree buildings at infinity. In Section 7 an algebraic
proof of a partial result of [HKW08] is given. The affine buildings dealt with in this
section are all modeled on Λ = R.
The automorphism group of the building at infinity of an affine R- building contains
certain geometrically defined subgroups, the so called root groups, which form a root
datum. A non-discrete valuation of the root datum, defined in 7.8, is a collection of
maps from the root groups to R satisfying certain ompatability condtions. As proved
in [Tit86], non-discrete affine buildings with a Moufang building at infinity are (up to
equipollence) classified by non-discrete valuations of the root datum.
Suzuki-Ree buildings appear as fixed point sets ∆ρ of a (non-type preserving) polarity
ρ on a spherical building ∆ of type B2, G2 or F4. The polarity ρ is defined by means
of a Tits-endomorphism θ of the defining field of the spherical building. These fixed
point sets ∆ρ are spherical buildings of type A1 in cases B2 and G2 and of type I2(8)
in case F4. Let G† be the subgroup of the automorphism group of ∆ generated by the
root groups. The group of automorphisms of ∆ρ induced by the centralizer of ρ in G†
is a Ree-group in case G2 and F4 and a Suzuki-group in case B2. These groups where
studied by Tits in [Tit83] and [Tit95].
The remark Tits made, as mentioned at the beginning, was that an arbitrary real
valued non-archimedean valuation of a field K extends to a valuation of the root
datum (and hence defines a non-discrete affine building with boundary ∆ρ) if and only
if ν(kθ) = √p ν(k) for all k ∈ K where p is the characteristic of K. We fill in all details
in [HKW08] and prove with purely geometric arguments the slightly stronger result
7.28 that the non-discrete affine buildings determined by the induced valuations of the
root datum of ∆ρ are naturally embedded in a non-discrete affine building having ∆ as
boundary. For a precise formulation of the results compare Theorem 2.1 of [HKW08].
The following theorem is the main result of Section 7. Based on the surprising equations
established in Proposition 7.29 we give a purely algebraic proof of this fact. Note that
in [HKW08] we obtained Theorem 7.27 as a consequence of 7.28.
Theorem 7.27. Let K be the defining field of ∆. Assume that ν is a θ-invariant
valuation of K such that |ν(K)| ≥ 3. Then ν extends uniquely to a valuation of the
root datum of the Suzuki-Ree building ∆ρ. Furthermore, there exists a non-discrete
affine building having ∆ρ as its building at infinity.
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As already mentioned, a valuation of the root datum corresponds to a non-discrete
affine building. The Moufang spherical buildings associated to the Ree groups of type
F4 are precisely the Moufang generalized octagons. We have therefore classified all
affine buildings having a Moufang generalized octagon at infinity.
Recent work by Berenstein and Kapovich [BK08] provides the existence of thick non-
discrete affine buildings of rank two having generalized n-gons, for arbitrary n ≥ 2, at
infinity. Their proof uses a strategy based on a free construction by Tits which provides
thick spherical buildings of rank 2 modeled on arbitrary finite Coxeter groups.
Convexity
Kostant [Kos73] proved a convexity theorem for symmetric spaces, generalizing a well
known theorem of Schur [Sch23]. Let G/K be a symmetric space and T a maximal
flat of G/K. The spherical Weyl group Wof G/K acts on T . Denote by pi the Iwasawa
projection of G onto T . Kostant proved that the image of the orbit K.x under the
Iwasawa projection is precisely the convex hull of the Weyl group orbit W.x.
Since affine buildings are in many ways similar to symmetric spaces it is natural to
ask whether a convexity result in the spirit of Kostant’s can be formulated for affine
buildings. It turns out that the analog statement is true, assuming thickness. The role
of flats is played by a fixed apartment A in the building X, the Iwasawa projection
corresponds to a certain retraction ρ of the building onto A and the orbit K.x is
replaced by the preimage of the Weyl-group orbit of a vertex x by a second type of
retraction which is denoted by r.
The retraction r : X → A is defined with respect to the germ of a certain Weyl chamber
Cf and the retraction ρ : X → A with respect to a chamber in the building at infinity
containing the opposite Weyl chamber −Cf of the fundamental Weyl chamber Cf in
the apartment A. See Sections 2.2 and 8.2 for definitions in the simplicial, respectively
the generalized setting.
One can, in analogy to the definition of hyperplanes, define dual hyperplanes H which
are co-dimension one subspaces of apartments perpendicular to (fundamental) co-
weights. We call a subset of an apartment convex 3 if it is the intersection of finitely
many dual half-apartments determined by dual-hyperplanes.
In the simplicial case the result reads as follows
Theorem 3.2. Denote by Q the co-weight lattice in the fixed apartment A. If X is
thick we have for each special vertex x ∈ X that
ρ(r−1(W.x)) = conv(W.x) ∩ (x+ Q),
where r : X → A and ρ : X → A are the retractions mentioned above.
Note that x+ Q is precisely the set of special vertices in A having the same type as x.
3One could also use the somewhat redundant name dual convexity.
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Let G be a group with affine BN -pair whose spherical BN -pair is split, i.e. the
spherical B equals UT , where T can be interpreted as a group of translations on the
fixed apartment A. Let K be the stabilizer in G of the origin in A. The special vertices
in A of the same type as 0 correspond to cosets tK of K, with t ∈ T . In this case the
result can be reformulated as follows.
Theorem 3.19. For all tK ∈ A we have
∅ 6= Ut′K ∩KtK ⇐⇒ t′K ∈ conv(W.tK).
Details can be found in Section 3.4.
Extending ρ and r to galleries the proof of Theorem 3.2 can be reduced to the following
two facts.
3.16 All vertices in conv(W.x) of the same type as x are endpoints of positively folded
galleries of a certain (fixed) type. All such endpoints are contained in this set.
3.17 Every positively folded gallery in the statement above has a pre-image under ρ
which is a minimal gallery starting at 0.
We obtain Proposition 3.16 as a consequence of a character formula for highest weight
representations given by Gaussent and Littelmann in [GL05]. It is obvious that we
have to replace the representation theoretic arguments by something combinatorial in
order to be able to prove the analog result for generalized affine buildings. During the
preparation of this thesis Parkinson and Ram published the preprint [PR08] providing
a combinatorial proof of 3.16 on which the generalization made in Section 8 is based.
Unfortunately, generalizing Theorem 3.2 turns out to be much more complicated than
we had hoped for and we did not succeed in proving a direct analog. However, we were
able to prove in Theorem 8.30 that the statement is true for thick generalized affine
buildings satisfying a certain condition (FC) described in 8.23. We conjecture that
(FC) holds for all generalized affine buildings.
In Section 8.3 we explain problems that occur generalizing the idea of [PR08] and
formulate in 8.33 the precise analog of Theorem 3.2. We are able to prove this fact in
dimension one, see 8.34.
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1 Root systems, Weyl groups and lattices 1
1 Root systems, Weyl groups and lattices
In this section we collect standard facts about root systems, the affine Weyl group and
the root and weight lattice. This is mainly done in order to fix notation. If you are
familiar with the presented material you might want to skip this section. For details
and proofs we refer to [Bou02, Chapter IV,9 and Chapter VI].
1.1 Definition of root systems
Let V be a (finite dimensional) Euclidean vector space with scalar product (·, ·). For
every nonzero vector α ∈ V denote by sα the associated reflection defined by
sα(β) = β − 2(α, β)
(α, α)
α. (1.0.1)
The reflection sα fixes the hyperplane Hα = {x ∈ V : (α, x) = 0}.
Definition 1.1. A subset R of V is called root system if the following two axioms are
satisfied
(RS1) R is finite, spans V and does not contain 0, and
(RS2) R is sα invariant for all α ∈ R.
The elements of R are called roots, the dimension of V is called rank of R. If in addition
(RS3) for all α, β ∈ R the value 2(α,β)
(α,α)
is an integer.
the root system is called crystallographic.
Root systems as defined above are sometimes called reduced. In order to include the
dihedral groups we do in general not assume root systems to be crystallographic. If so,
we mention it separately.
Definition 1.2. Let R be a root system. The spherical Weyl group W is the group
generated by the reflections sα, α ∈ R. The connected components of V \{Hα : α ∈ R}
are called open Weyl chambers and their closures Weyl chambers of R.
Remark 1.3. Note that Weyl chambers are polyhedral cones in V . A face of the cone
is called Weyl simplex. The name is well chosen, since the set of all faces of Weyl
chambers forms a simplicial complex called the Coxeter complex of R. We will denote
this simplicial complex with Σ(R). A root of Σ(R) is the set of Weyl simplices contained
in a half-apartment determined by the hyperplanes Hα,0, as defined below.
The group W acts simply transitive on the set of Weyl chambers in V . Each Weyl
chamber is a fundamental domain and has n bounding hyperplanes Hαi called walls.
The n roots perpendicular to these walls and contained in H+αi = {x ∈ V : (α, x) ≥ 0}
1 Root systems, Weyl groups and lattices 2
form a basis B of R, which is at the same time a basis of the vector space V . For
each such basis B the sα, α ∈ B, generate the Weyl group, which is a spherical
Coxeter group. Given a basis B one can define a length function l : W → N0 with
l(w) = min{k : w = sα1 · · · sαk} with αi ∈ B for all i. Denote by w0 the longest element
in W .
The elements of a basis B are sometimes called simple roots. They can canonically be
enumerated as explained in [Bou02, VI,1,5, Remark 7]. Hence B = {β1, . . . , βn}, where
n = rank(R). A root α ∈ R is called positive, with respect to B, if the half-apartment
H+α = {x ∈ V : (α, x) ≥ 0} contains the fundamental Weyl chamber C := ∩αi∈BH+αi .
Every positive root is a linear combination of simple roots with integer coefficients. We
follow [Bou02] and denote half the sum of the positive roots by ρ.
Example 1.4. We give an example for a non-crystallographic root system. Let R be a
set of sixteen unit length vectors evenly distributed around the unit circle in R2. Enu-
merate them as illustrated in figure 1. The associated spherical Weyl group, which is for
example generated by α1 and α8, is the Coxeter group of type I2(8). The corresponding
Coxeter complex is isomorphic to an apartment of a generalized octagon, i.e. a 16-gon.
α10
α9
α8
α7
α2
α1
α0
α15
Figure 1: root system of type I2(8)
Definition 1.5. Let R be a root system. For all α ∈ R there exists a unique element
α∨ of the dual space V ∗ of V such that, by the usual identification of V and V ∗ via
the scalar product, α∨ corresponds to 2α
(α,α)
. The element α∨ of V ∗ is called dual root
of α and the set R∨ the dual root system of R.
Note that by definition the evaluation 〈α, α∨〉 equals 2.
The set R∨ is itself a root system, which is crystallographic if and only if R is. In
particular (R∨)∨ = R. Identifying V and V ∗, the reflections sα can be written as
sα(β) = β − α∨(β) α. (1.5.1)
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1.2 The geometry of the affine Weyl group
Let R be crystallographic.
Definition 1.6. Given α ∈ R and k ∈ Z. Denote by sα,k the affine reflection
sα,k(x) = sα(x) + k
2
(α, α)
α, for all x ∈ V, (1.6.1)
and by Hα,k the affine hyperplane
Hα,k = {x ∈ V : (α, x) = k} = {x ∈ V : 〈x, α∨〉 = k (α, α)
2
}. (1.6.2)
The group generated by the set {sα,k : α ∈ R, k ∈ Z} of affine reflections is called
affine Weyl group and denoted by W .
Note that sα,k = t 2k
(α,α)
α ◦ sα, where tv denotes the translation in V by v. For all α ∈ R
and all k ∈ Z the fixed point set of the affine reflection sα,k equals the hyperplane Hα,k.
Denote by H the set {Hα,k : α ∈ R, k ∈ Z} of all affine hyperplanes.
Connected components V \{H} are colled open alcoves, their closures alcoves. We have
chosen the name alcove to avoid confusion with the chambers of W .
Definition 1.7. An element v ∈ V is called vertex if it is an extremal point of an
alcove. A vertex is called special if it is the intersection of n = rank(R) hyperplanes.
One can color the vertices of the fundamental alcove. This coloring extends to a coloring
of all vertices in V and we say two vertices are of the same type if they have the same
color.
The root and weight lattice
Let R be a crystallographic root system.
The additive subgroup of V generated by R is a lattice, which is a free abelian subgroup
of V generated by a vector space basis. We call it the root lattice Q(R) of the root
system R. We have
Q(R) = {x =
∑
α∈B
kαα ∈ V : kα ∈ Z for all α ∈ B}. (1.7.1)
The weight lattice P(R) of R is defined by the equation below. It is by Proposition 26
in chapter VI.9 of [Bou02] a discrete subgroup of V containing Q(R).
P(R) = {x ∈ V : 〈x, α∨〉 ∈ Z for all α ∈ R}. (1.7.2)
Assume that R is reduced and let B be a basis of R. The elements of the dual basis of
B∨ in V are called fundamental weights. They form a basis of P(Q). Denote the dual
element of α∨ by ωα, hence {ωα}α∈R is a basis of P(R). With this notation
P(R) = {x =
∑
α∈B
kαωα : kα ∈ Z for all α ∈ R}.
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Obviously one can consider the co-root-lattice Q(R∨) of R and the co-weight lattice
P(R∨) of R. The fundamental weights of R∨ are sometimes called fundamental co-
weights of R. The fundamental co-weight corresponding to α∨ is denoted by ωα. Ob-
serve that identifying V ∗ and V in the usual way we have that
Q(R∨) ⊂ Q(R) ⊂ P(R) ⊂ P(R∨).
Is R for example of type A˜n then Q(R) equals Q(R∨) which is not the case in general.
Proposition 1.8. Let R be a reduced root system let B be a basis of R and let Cf be
the associated fundamental Weyl chamber.
• Let x be an element of V . Then x ∈ Cf if and only if 〈x, α∨〉 ≥ 0 for all α ∈ B.
• For all α, β ∈ B we have 〈ωα, β∨〉 = δα,β and, symmetrically, 〈β, ωα〉 = δα,β.
• Let ρ = 1
2
∑
α∈R+ α be as defined above. Then ρ =
∑
α∈B ωα ∈ Cf .
• For all α ∈ B we have sα(ρ) = ρ− α.
• Finally 〈ρ, α∨〉 = 1 for all α ∈ B and, symmetrically, with ρ∨ = 1
2
∑
α∨∈(R∨)+ α
∨
also 〈α, ρ∨〉 = 1 for all α ∈ B.
Proof. See page 181 of [Bou02].
There exists a unique highest root θ ∈ R satisfying (ωi, θ) ≥ (ωi, α) for all 1 ≤ i ≤ n
and for all α ∈ R.
The fundamental alcove corresponding to a basis B of R is the set
c0 = {x ∈ V : (θ, x) ≤ 1 and (αi, x) ≥ 0 for all i = 1, . . . , n}. (1.8.1)
The affine Weyl group acts simply transitively on the set of alcoves. Hence the elements
of W are in bijection with the alcoves. Identify c0 with the identity of W . Note that
c0 is a fundamental domain of the W -action on V .
Remark 1.9. If it is clear from the context to which root system we refer we will simply
write Q, respectively P, instead of Q(R) and P(R). For the translation subgroups of V
generated by {tv, v ∈ Q} and {tv, v ∈ P} we will use the same letters Q, respectively P.
It should not be difficult to figure out from the context if an element of P is interpreted
as a translation or a vector space element.
Proposition 1.10. Let R be a crystallographic root system and let W denote its affine
Weyl group. Identify V and V ∗ via the scalar product. Then
1. W is the semidirect product of W by Q(R∨), where Q(R∨) is interpreted as the
group of translations tv associated to the elements v of the co-root lattice.
2. The hyperplanes Hα,k = {x ∈ V : (α,α)2 〈x, α∨〉 = k}, with α ∈ R and k ∈ Z, are
permuted by W .
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3. The special vertices of W are precisely the elements of the co-weight lattice of R
which are by definition the weights of R∨. Two special vertices x, y ∈ P are of
the same type if and only if there exists v ∈ Q(R∨) with x = tv(y) = y + v. The
co-root lattice Q(R∨) of R acts transitive on the set of special vertices with fixed
type.
Moreover sβ(Hα,k) = Hsβ(α),k and tβ∨(Hα,k) = Hα,k+β∨(α), where tβ∨ is the translation
in V by 2
(β,β)
β.
Proof. See [Bou02] VI, §2, Propositions 1 and 2.
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2 Buildings: The simplicial approach
In this section we briefly recall basic definitions of the simplicial approach to buildings,
collect necessary preliminaries for Section 3 and make some remarks on the metric
structure of an affine building which is the starting point for the generalization. The
following is by no means a complete, self-contained introduction to affine buildings. For
this purpose we refer to Buildings by Brown [Bro89], the recent monograph Buildings:
Theory and Applications by Abramenko and Brown [AB08] or Ronan’s Lectures on
buildings [Ron89].
Definition 2.1. A building is a simplicial complex ∆ which is the union of subcom-
plexes called apartments, satisfying the following axioms:
1. Each apartment is a Coxeter complex.
2. For any two simplices there exists an apartment containing both.
3. If A and A′ are two apartments both containing simplices a and b then there
exists an isomorphism A→ A′ fixing a and b pointwise.
Any collection of subcomplexes satisfying these axioms is called system of apartments.
The chambers of ∆ are the maximal simplices and by a panel we mean a co-dimension
one face of a chamber. If each panel is contained in at least three chambers ∆ is thick.
A given wall H in an apartment determines two half-spaces H+ and H− called half-
apartments. If ∆ is thick, then for each apartment A and each wall H ∈ A there exists
a half-apartment B such that B ∩A = H and such that H+ ∪B as well as H− ∪B is
an apartment of ∆ different from A.
Note that we do not require that the building is equipped with a specific system of
apartments. One can, however, prove that there exists a unique complete system of
apartments, which is the collection of all subcomplexes isomorphic to a fixed apartment
or, equivalently, the union of all possible apartment systems.
2.1 Spherical and affine buildings
Let (W,S) be the Coxeter system associated to a Coxeter complex Σ. Then S ⊂ W is
a set of elements of order 2 that generates W , which admits a presentation
W = 〈S : (st)m(s,t) = 1〉
where m(s, t) ∈ Z is the order of the product st of elements s, t of S. There is one
relation for each pair s, t with m(s, t) < ∞. For details on Coxeter complexes and
Coxeter systems see Chapter II.4 and III of [Bro89].
Definition 2.2. A Coxeter group W and the associated Coxeter complex Σ are called
spherical if the group W is finite. We say that W is a Euclidean reflection group and
the associated Complex Σ is a Euclidean Coxeter complex if W is isomorphic to an
affine Weyl group of a crystallographic root system R.
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Note that a spherical Coxeter group is the spherical Weyl group of some, not neces-
sarily crystallographic, root system. The geometric realization of a spherical Coxeter
complex is a topological sphere, whereas the geometric realization of a Euclidean Cox-
eter complex is isomorphic to the tiled vector space V underlying a crystallographic
root system R. The maximal simplices of a Euclidean Coxeter complex Σ are, under
such an isomorphism, identified with alcoves in V .
Definition 2.3. Let ∆ be a building with apartments isomorphic to a Coxeter complex
Σ and denote by (W,S) be the associated Coxeter system. Then ∆ is spherical if W
is finite and affine if W is a Euclidean reflection group. The building ∆ is irreducible
if the root system associated to W is irreducible.
In the following we will always denote spherical Weyl groups by W and affine Weyl
groups by W .
Let ∆ be a spherical building with apartments isomorphic to a Coxeter complex Σ.
Denote by R the root system associated to Σ. The half-apartments of ∆ can canonically
be be identified with elements of R. We therefore use the notation α for half-apartments
in ∆ and elements of R. The rank of ∆ is defined to be the number of elements in a
basis of R.
Definition 2.4. Let ∆ be irreducible, spherical and of rank at least two. For each root
α of ∆ denote by Uα the stabilizer in Aut(∆) of all chambers sharing a panel with two
chambers which are contained in α. The group Uα acts trivially on α and is called the
root group of α. The building ∆ is Moufang if it is thick and for each root α the root
group acts transitively on the set of apartments containing α.
Note that the group Uα acts in fact simply transitively on the set of apartments con-
taining α, see [Wei03, 9.3 and 11.4].
The Moufang property is an important tool in buildings theory. Tits showed that all
thick irreducible spherical buildings of rank at least three are automatically Moufang.
Being Moufang is furthermore a necessary assumption for the classification of spherical
and affine buildings, which is illustrated in great detail in [Wei03] and [Wei08].
Remark 2.5. Let X = |∆| be the geometric realization of an affine building as described
in [AB08]. Hence apartments A of |∆| are isomorphic to the tiled vector space V
underlying the associated root system R. We can therefore use the Euclidean distance
of elements x and y in V to define a distance function on A. Using the building axioms
it is easy to see that this definition naturally extends to a distance function d on
X. Taking the “geometric” point of view and thinking of buildings as their geometric
realization equipped with some metric d, Charney and Lytchak [CL01] proved that
spherical and affine buildings are characterized by metric properties.
2.6. The building at infinity Associated to an affine building ∆ with apartment
system A there exists a simplicial spherical building called the building at infinity ∂A∆.
It is canonically isomorphic to a certain subset of the Tits boundary of the metric space
(X, d), where X = |∆| and d is as defined above. The chambers of ∂∆ are parallel
classes ∂S of Weyl chambers S contained in apartments of A which are adjacent if and
only if there exist representatives which are adjacent Weyl chambers in ∆.
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2.2 Retractions
In the following let X be an affine building. According to Proposition 2 on page 86 in
[Bro89] we can define:
Definition 2.7. For any apartment A and alcove c in A the canonical retraction
rA,c : X → A onto A centered at c is the unique chamber map that fixes c pointwise
and preserves distance to c.
Given an alcove c and a Weyl chamber S in X there exists an apartment containing
c and a sub-Weyl chamber of S. Therefore X is the union of the apartments which
contain sub Weyl chamber of S and we can define
Definition 2.8. Let A be an apartment of X and ∂S a chamber in ∂A. The canonical
retraction ρA,S : X → A onto A centered at ∂S is the unique map whose restriction
onto each apartment B containing a sub-Weyl chamber of S is the isomorphism onto
A fixing A ∩B pointwise.
In contrast to Definition 2.8, the definition of rA,c in 2.7 makes perfect sense for spherical
buildings. We sometimes say that ρA,S is a retraction centered at infinity and call rA,c
an alcove retraction.
A A
retraction ρ based at ∂S retraction r based at c
c∂S
Figure 2: On the left you can see the retraction onto A centered at ∂S as it is defined
in 2.8 and on the right the alcove retraction rA,c as defined in 2.7.
Example 2.9. The canonical retraction centered at infinity flattens out the entire build-
ing coming from a fixed chamber “at infinity”. Under the alcove retraction a building
behaves like being ironed onto the image apartment starting at the fixed alcove. We
illustrated both retractions for a tree in Figure 2.
Theorem. [Bro89, p.171] Let ρA,S be the sector retraction onto A with respect to ∂S
in ∂A. Given an alcove d ∈ X there exists an alcove c ∈ A such that
ρA,S(d) = rA,c(d).
Lemma 2.10. Given a Weyl chamber S in X and apartments Ai, i = 1, . . . , n contain-
ing a sub-Weyl chamber of S. Denote by ρi the retraction ρAi,S. Then
(ρ1 ◦ ρ2 ◦ . . . ◦ ρn) = ρ1.
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Proof. Each ρi maps apartments containing representatives of ∂S isomorphically onto
Ai. Every such apartment is isomorphically mapped onto A1 by ρ˜ := ρ1 ◦ ρ2 ◦ . . . ◦ ρn.
As a set X equals the union of all such apartments. The map ρ˜ is distance non-
increasing, since each ρi is. Therefore ρ˜ : X 7→ A1 is the unique map defined by these
two properties and is hence equal to ρ1.
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3 Kostant convexity
Looking at the retractions defined in 2.8 and 2.7 it seems natural to ask how the images
of a given alcove or vertex differ under these two retractions. The main Theorem of
this section will give (at least a partial) answer. The original motivation to study this
question was a different one: Does there exist a convexity theorem comparable to the
one by Kostant [Kos73] in the setting of affine buildings? The answer to this question is
“yes”. After introducing the right notion of convexity, see Definition 3.4, and collecting
other necessary tools, we will prove Theorem 3.2.
Notation 3.1. Let X be a thick affine building and A an apartment of X. Fix an
origin 0 and identify the spherical Weyl group W with the stabilizer of 0 in W . Let Cf
denote the fundamental Weyl chamber with respect to a fixed basis B of the underlying
root system R. The Weyl chamber opposite Cf in A is denoted by −Cf . To simplify
notation, write r instead of rA,c0 and let ρ stand for ρA,(−Cf ).
Theorem 3.2. With notation as in 3.1 let x be a special vertex in A. Then
ρ(r−1(W.x)) = conv(W.x) ∩ (x+ Q) =: AQ(x).
where Q = Q(R∨) is the co-weight lattice of R.
3.1 Dual convexity
Let notation be as in 3.1.
Definition 3.3. A dual hyperplane in A is a set Hα,k = {x ∈ V : (ωα, x) = k}, where
k ∈ R, α ∈ B and ωα a fundamental co-weight of R as defined in Section 1. Dual
hyperplanes determine dual half-apartments Hα,k
±.
As Hα,k is perpendicular to α, so is Hα,k perpendicular to ωα. For any special vertex x
and root α ∈ R there exists a dual hyperplane containing x. Notice that the positive
cone is the intersection of all positive half-apartments Hα,0 with α ∈ B
Definition 3.4. A convex set is an intersection of finitely many dual half-apartments
in A, where the empty intersection is defined to be A. The convex hull of a set C,
denoted by conv(C), is the intersection of all dual half-apartments containing C.
Let C be the orbit W.x of a special vertex x in A. One can prove that conv(C) equals
the metric convex hull of W.x in A.
The following Lemma, which is a direct analog of [Kos73, Lemma 3.3(2)], plays a crucial
role in the proof of our main result. As in Theorem 3.2 let AQ(x) denote the set of all
vertices in conv(W.x) having the same type as x. Given a basis B of R the positive
cone Cp (with respect to B) is the set of all positive linear combinations of positive
roots in R.
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Lemma 3.5. Let X, A, 0 and Cf be as in 3.1. Given a special vertex x in A let x+
denote the unique element of W.x contained in Cf . Then
AQ(x) = {y ∈ V : (x+ − y+) ∈ (Cp ∩Q)} =
⋂
w∈W
w(x+ −Q+)
where Q = Q(R∨) is the co-weight lattice of R.
Proof. Assume without loss of generality that x ∈ Cf . Since AQ(x) is W -invariant it
suffices to prove
AQ(x) ∩ Cf = {y ∈ Cf : x− y ∈ (Cp ∩Q)}.
For all α ∈ B define kα implicitly by x ∈ Hα,kα . By definition
AQ(x) ∩ Cf =
⋂
α∈B
(Hα,kα)
− ∩ Cf . (3.5.1)
Assume first that y ∈ AQ(x) ∩ Cf . Using (3.5.1) and the fact that Cf ⊂ Cp conclude
0 ≤ (ωα, y) ≤ kα for all α ∈ B.
Therefore (ωα, x− y) 1(α,α) ≥ 0 and x − y ∈ Q since AQ(x) ⊂ (x + Q). The faces of Cp
are contained in dual hyperplanes of the form Hα,0 with α ∈ B. Therefore
AQ(x) ∩ Cf ⊂ {y ∈ V : x− y ∈ (Cp ∩Q)} ∩ Cf = (x− (Q ∩ Cp)) ∩ Cf .
Conversely assume that y ∈ (x− (Q∩Cp))∩Cf . Then 0 ≤ (ωα, (x− y)) 1(α,α) and hence
(ωα, x)
1
(α,α)
≥ (ωα, y) 1(α,α) . Therefore the assertion holds.
A common way to define convexity in affine buildings is the following: A subset C of
an apartment A is W -convex (or just convex ) if it is the intersection of finitely many
half-apartments. TheW -convex hull of a set C is the intersection of all half-apartments
containing C. The following example illustrates why in our situation this is not the
right notion of convexity.
Example 3.6. Let A be a Coxeter complex of type A˜2. Let α1 and α2 be a basis of the
underlying root system R as illustrated in Figure 3. Let x equal 3α1 + 3α2. Observe
that the W -convex hull of the Weyl group orbit W.x contains 4α1 + 2α2 which will be
denoted by y. For special vertices a, b let δ(a, b) be the length of the shortest gallery γ
such that a is contained in the first and b in the last chamber of γ. Then δ(0, x) = 10
and δ(0, y) = 11.
For all elements z in ρ(r−1(W.x)) the distance δ(0, z) is smaller or equal to 10 since
r preserves distance to x and ρ diminishes distance. Hence y can not be contained in
ρ(r−1(W.x)) and the theorem can not be true using W -convexity.
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0
α2 α1
x = 3α1 + 3α2y = x− α1 + α2
Figure 3: The notion of W -convexity can not be used for Theorem 3.2, since the
W -convex hull of W.x contains points, as y, which are further away from 0 than x.
3.2 Tools and preliminary results
Positively folded galleries
Let the notation be as in 3.1. We will extend the retractions r and ρ to galleries and
use them to describe how the building is folded onto the fixed apartment.
Definition 3.7. A combinatorial gallery γ of length n in X is a sequence
γ = (u, c0, d1, c1, . . . , dn, cn, v)
of panels di and alcoves ci such that
1. source u and target v are special vertices contained in c0 and cn, respectively, and
u− v ∈ Q(R∨), i.e. u and v have the same type, and
2. for all i = 1 . . . n− 1 the panel di is contained in ci−1 and ci.
The type of a combinatorial gallery γ is the list t = (t0, t1, . . . , tn) of types ti of the
faces di. We say γ is minimal if it is a gallery of minimal length with source u and
target v.
We abbreviate “γ is a combinatorial gallery with source u and target v” by γ : u v.
In the following a gallery is a combinatorial gallery in the sense of Definition 3.7.
Definition 3.8. Denote by Gˆt the set of all minimal galleries in X of fixed type t with
source 0. Denote by Gt the set of targets of galleries γ in Gˆt. Notice that the elements
of Gt are all vertices of the same type.
Lemma 3.9. With notation as in 3.1 let x be a special vertex in A and let γ : 0 x
be a minimal gallery of fixed type t. Then
r−1(W.x) = Gt.
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If K := StabAut(X)(0) acts transitively on the set of all apartments containing 0 then
r−1(W.x) = K.x.
Proof. The retraction r preserves adjacency and distance to 0 in X. Part one is an
easy consequence of these properties. Secondly the transitivity of the K-action directly
implies Gt = K.x.
Note, for example, that StabAut(X)(0) is transitive on the set of all apartments contain-
ing 0 if G has an affine BN -pair.
Definition 3.10. Fix an apartment A in X and let H be a hyperplane, d an alcove and
S a Weyl chamber in A. We say H separates d and S if there exists a representative
S ′ of ∂S in A such that S ′ and d are contained in different half-apartments determined
by H.
Definition 3.11. A gallery γ = (u, c0, d1, c1, . . . , dn, cn, v) is positively folded at i if
ci = ci−1 and the hyperplane H = span(di) separates ci and −Cf . A gallery γ is
positively folded if it is positively folded at i whenever ci−1 = ci.
Notation 3.12. Let γ = (0, c0, d1, c1, . . . , dn, cn, v) be a minimal gallery in X. The
retractions r and ρ, see 3.1, are defined on alcoves and faces of alcoves. Denote by
rˆ and ρˆ their extensions to galleries, defined as follows. The image r(γ) is defined to
be the sequence rˆ = (r(u), r(c0), r(d1), r(c1), . . . , r(dn), r(cn), r(v)), and ρˆ(γ) is defined
analogously.
c1 c1
H H H
A A A
ρ ρ ρ
∂(−Cf ) ∂(−Cf ) ∂(−Cf )
case (iii)case (i) case (ii)
c1 = ρ(c2) ρ(c2) c2
c2c2
Figure 4: Retraction ρ produces positive foldings.
Lemma 3.13. Let X, A and ρ : X 7→ A be as in 3.1 and let ρˆ be the extension of ρ
defined in 3.12. The image of a gallery γ ∈ Gˆt under ρˆ is a positively folded gallery in
A of the same type.
Proof. By Lemma 2.10 and induction it is enough to consider the case where γ is of
length 2 and the first chamber is contained in A. Assume that γ = (0, c1, p, c2, v) is
minimal with c1 an alcove in A and c2 an adjacent alcove not contained in A sharing
the i-panel p. The alcove ρ(c2) is either the unique alcove in A which is i-adjacent to
c1 but different from c1 or ρ(c2) = c1, compare cases (i) and (ii) of Figure 4.
If ρ(c2) 6= c1, then ρˆ(γ) is minimal. Assume ρ(c2) = c1 and that ρˆ(γ) has a negative
fold at p (defined analogously to positive fold). The hyperplane H = spanR(p) in A
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does not separate c1 and −Cf . Since X is a thick building there exists an apartment
A′ containing c2 and the half-apartment H−.
By definition of A′ the retraction ρ maps A′ isometrically onto A. Hence c2 is mapped
onto a chamber c in A which is i-adjacent to c2. Furthermore let u, u′ be chosen
such that the gallery (u, c2, p, c, u′) is minimal and positively folded. The two choices
for c are c1 and the unique i-adjacent chamber of c1 in A, which we excluded in our
assumption. Hence c = c1. But this is a contradiction to the assumption that H does
not separate ρ(c2) = c1 and −Cf . Hence case (iii) of Figure 4 does not occur.
A character formula
The character formula stated below is used in the proof of Theorem 3.2. For further
references on representation theory see for example [Bou05] or [Hum72].
Let G be a connected semisimple complex algebraic group. Let T be a maximal torus
in G. Denote by X the character group of T and the subset of dominant co-characters
in X by X+. Let X be the affine Bruhat-Tits building associated to G(C[[t]]) as defined
in [BT72]. Apartments in X can be identified with translates gA of A := X ⊗Z R.
Dominant co-weights λ ∈ X+ correspond to special vertices in Cf . Denote by Vλ the
irreducible complex representation of highest weight λ for G. Let χλ be the character
of Vλ.
Theorem 3.14. [GL05] Fix λ ∈ X+. Let pν denote the dimension of the ν-weightspace
of Vλ and wgt(γ) the vertex of the final chamber of γ having the same type as λ. Then∑
γ∈LS(t)
kwgt(γ) = χλ =
∑
ν∈X
pνk
ν . (3.14.1)
The set LS(t) is a certain subset of the set of positively folded galleries of fixed type
t in A with source 0. The term kwgt(γ) is a group-like element of the group algebra
associated to the targets wgt(γ) of LS-galleries. For all ν ∈ Cf the coefficients pλ,ν are
strictly positive if and only if ν ≤ λ, which is equivalent to the fact that ν is contained
in AQ(x) ∩ Cf .
Remark 3.15. Actually Gaussent and Littelmann use a slightly more general notion of
gallery as the one defined in 3.7. Nevertheless by observations made in [Sch06] their
result is true in our setting as well.
3.3 Proof of Theorem 3.2
Let notation be as in 3.1 and let rˆ and ρˆ denote the extended retractions according to
3.12. The proof of Theorem 3.2 can be reduced to the following two propositions.
Proposition 3.16. Let A be a Euclidean Coxeter complex with origin 0 and funda-
mental Weyl chamber Cf . Let x be a special vertex in A and let x+ denote the unique
element of W.x contained in Cf . Let t be the type of a fixed minimal gallery γ : 0 x+.
All vertices in AQ(x) = {y ∈ conv(W.x)∩ (x+ Q(R∨))} are targets of positively folded
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galleries having type t. Conversely the target of any positively folded gallery of type t
with source 0 is contained in AQ(x).
Proof. Recall that Γ+t denotes the set of all positively folded galleries of type t in A with
source 0. The so called LS-Galleries LS(t) are contained in Γ+t . Let G be a connected
semisimple complex algebraic group and denote by X the character group of a chosen
maximal torus T ⊂ G. Assume that G is such that A can be identified with X ⊗Z R.
By Theorem 3.14 the character of the (irreducible) highest weight representation Vx+ ,
with highest weight x+, equals∑
σ∈LS(t)
kwgt(σ) = χx+ =
∑
ν∈X
pνk
ν
where wgt(σ) is the target of σ. The coefficient pν equals the dimension of the ν-weight
space of Vx+ . Hence pν is positive if and only if ν ≤ x+. By comparison of coefficients
kν 6= 0 if and only if there exist an LS-gallery with target ν. This holds for all ν ≤ x+.
By Lemma 3.5 the proposition follows.
Proposition 3.17. Let A be a fixed apartment of an affine building X. Fix an origin
0 and fundamental Weyl chamber Cf in A. If γ ⊂ A is a positively folded gallery with
source 0 of type t then there exists a minimal gallery γ˜ ⊂ X with source 0 such that
ρˆ(γ˜) = γ.
Proof. Let γ = (0, c0, d1, c1, . . . , dn, cn, v). We will inductively construct a preimage γ˜
of γ under ρ which is minimal in X. Denote by J = {i1, . . . , ik} ⊂ {1, 2, . . . , n} the set
of folding indices. Hence for each ij ∈ J we have cij = cij−1. Assume i1 < i2 < . . . < ik.
Let Hi1 be the hyperplane separating ci1 from −Cf . Write H−i1 (respectively H+i1 ) for the
half-apartment of A determined by Hi1 which contains a subsector of −Cf (respectively
a subsector of Cf ). SinceX is thick there exists an apartment A1 such that A1∩A = H−i1 .
Let A′ = H+i1 ∪ (A1 \ A). By construction γ is contained in A′. Denote by ri1 the
reflection at Hi1 in A′ and define γ1 as follows:
γ1 = (0, c0, d1, . . . , di1 , c
1
i1
, d1i1+1, . . . , d
1
n, c
1
n, y
1)
where c1j = ri1(cj) and d1j = ri1(dj) for all j ≥ i1. Note that di1 = d1i1 since di1 is
contained in Hi1 . Then γ1 is a gallery of type t = type(γ). But, in contrast to γ it is
not folded at i1. Furthermore γ1 is minimal up to the next folding index, meaning the
shortened gallery (0, c0, d1, . . . , di1 , c1i1 , d
1
i1+1
, . . . , d1i2−1, c
1
i2−1) is minimal. The previous
step reduced the number of folding indices by one and is done such that ρˆ(γ1) = γ.
Shorten the gallery γ1 such that it is contained in A1:
γ1 = (x
1, c1i1 , d
1
i1+1
, . . . , d1n, c
1
n, y
1)
where x1 is the vertex of ci1 such that (x1, c1i1 , d
1
i1+1
, . . . , d1i2 , c
1
i2−1) is a minimal gallery
from x1 to c1i2−1. By definition γ1 is positively folded of a suitably shortened type and
contained in A1. As in the first step, define a gallery
γ˜2 = (x1, c
1
i1
, d1i1+1, . . . , d
1
i2
, c2i2 , d
2
i2+1
, . . . , d2n, c
2
n, y
2)
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having the analogous properties. Denote by ρˆ1 the retraction ρˆA1,−Cf : X 7→ A1. By
definition of γ˜2 one has ρˆ1(γ˜2) = γ1. Let
γ2 = (0, c0, d1, . . . , di1 , c
1
i1
, d1i1+1, . . . , d
1
i2
, c2i2 , d
2
i2+1
, . . . , d2n, c
2
n, y
2).
(We add the part which was removed when γ1 was shortened.) Now ρˆ(γ2) = γ1.
Iterating the same procedure k = ]J times, we get
γk =(0, c0, d1, . . . , di1 , c
1
i1
, d1i1+1, . . . . . . , d
k−1
ik
, ckik , d
k
ik+1
, . . . , dkn, c
k
n, y
k)
and a sequence of apartments A1, . . . Ak such that cj∗, dj∗ ⊂ Aj for all j = 1, . . . , k. By
construction γk : 0  yk is minimal in X and of type t. Again denote the retraction
ρˆAj ,−Cf onto Aj by ρˆj. Lemma 2.10 implies ρˆ(γk) = (ρˆk ◦ ρˆk−1 ◦ . . . ◦ ρˆ1)(γ). Hence γk
is the desired preimage of γ.
The proof of Theorem 3.2 reads as follows:
Proof of Theorem 3.2. By Lemma 3.9, the set r−1(W.x) equals Gt. Therefore ρ(r−1(W.x))
equals ρ(Gt). Let rˆ and ρˆ be as in 3.12. Lemma 3.13 implies that ρˆ(Gˆt) is a set of posi-
tively folded galleries in A and thus ρ(Gt) is the set of targets of the galleries contained
in ρˆ(Gˆt). By Propositions 3.16 and 3.17 the assertion follows.
Remark 3.18. Proposition 3.16 is a purely combinatorial property of LS-galleries. It
was our aim to find a proof that avoids representation theoretic methods. During the
preparation of this thesis Parkinson and Ram published the preprint [PR08], where they
give the desired geometrical proof of Proposition 3.16. The main idea of their proof
carries over to thick generalized affine buildings. Details can be found in Section 8.
3.4 Application and open problem
We give an application of Theorem 3.2.
Let G be a group with affine BN -pair. There exists then an affine building (X,A)
associated to G on which the group acts. Let B and N denote the groups of the
sphercial BN -pair of G which we assume to be split, i.e. B = UT . Denote by ∆ the
spherical building associated to G by means of the spherical BN -pair. Notice that
∆ = ∂AX. The group N stabilizes an apartment a of ∆ and B stabilizes a chamber c
of a. The groups U and T can be interpreted as follows: T is a group of translations in
the affine apartment A with boundary ∂A = a and U acts simply transitive on the set
of all affine apartments containing c at infinity. Fix a chart of A such that c = ∂(−Cf ).
Let K be the stabilizer of 0 ∈ A in G. Then G has an Iwasawa decomposition
G = BK = UTK.
Notice that special vertices of the same type as 0 in X are in one-to-one correspondence
with cosets of K in G. Let x be a special vertex in X having the same type as 0. Then
there exists an element u ∈ U such that (u−1).x ∈ A. Let t ∈ T be the translation
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mapping 0 to (u−1).x. If the origin 0 is identified with K the vertex x corresponds to
the coset utK. Denote by t0 the type of the origin. One has :
{special vertices of type t0 in X} 1:1←→ { cosets of K in G}
0 7−→ K
X 3 x 7−→ utK with u, t chosen as above.
Any special vertex of type t0 of X can hence be identified with a coset utK with
suitably chosen u ∈ U and t ∈ T . Note that vertices of type t0 contained in A
correspond precisely to cosets of the form tK with t ∈ T .
Furthermore it is easy to see that ρ is exactly the projection that maps utK to tK,
and hence to A.
For all special vertices tK contained in A the set r−1(W.tK) is the same as the K-orbit
of tK which is
r−1(W.tK) = KtK.
In the situation as described above the following theorem is a direct reformulation of
Theorem 3.2.
Theorem 3.19. For all tK ∈ A we have
ρ(KtK) = conv(tK)
or, since ρ−1(t′K) = Ut′K, equivalently
∅ 6= Ut′K ∩KtK ⇐⇒ t′K ∈ conv(W.tK).
The proof of “⇒” in the second statement is well known and can be found in [BT72].
As already mentioned in the introduction partial results on “⇐” and related questions
can, for example, be found in [GL05, MV00, Rap00, Sch06] or [Sil75].
An open problem
It is natural to ask whether or not a result in the spirit of Theorem 3.2 holds for faces
of alcoves having smaller co-dimension or even for alcoves themselves. Assume that we
are in the situation as described in 3.2. Hence X is a thick simplicial affine building,
an apartment A is fixed together with an origin and a fundamental Weyl chamber Cf .
The retractions r and ρ are also as defined in 3.1.
Easy examples show that if we replace in the statement of Theorem 3.2 the vertex x by
an alcove c contained in A makes the question seems to be much harder, but solving
the question for alcoves might have representation theoretic consequences.
Notice that the set ρ(r−1(W.c)) does not cover the convex hull of the orbit W.c and
has a structure that is hard to describe. Let v be the vertex of c furthest away from 0.
The light shaded region in the pictures of Figure 5 is the convex hull of W.v. Notice
that not even this set is covered by ρ(r−1(W.c)), quite the contrary: the holes seem to
“grow”.
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c
Figure 5: Given an alcove c contained in Cf the dark shaded alcoves are the ones
contained in ρ(r−1(W.c)).
Three examples showing ρ(r−1(W.c)) for different choices of the alcove c are given in
Figure 5. The picture illustrate that the pattern “evolves” in a certain regular way when
gallery is elongated in each step by one alcove, as done from left to right in Figure 5.
As the application given above shows the question for vertices is related to the Iwasawa
decomposition of groups with affine BN -pair. In similar ways the question for alcoves
is related to the Iwahori decomposition. We will not make this connection precise here.
4 The model space 19
4 The model space
Geometric realizations of simplicial affine buildings are metric spaces “covered by” Cox-
eter complexes which are isomorphic to a tiled Rn. The basic idea of the generalization
is to substitute the real numbers by a totally ordered abelian group Λ.
4.1 Definitions and basic properties
Definition 4.1. Let R be a (not necessarily crystallographic) spherical root system.
Let Λ be a totally ordered abelian group, and F a subfield of R containing the set
〈β, α∨〉 : α, β ∈ R}. The space
A(R,Λ) = spanF (R)⊗Z Λ
is the model space of a generalized affine building of type R.
We omit F in the notation, since F can always be chosen to be the quotient field of
Q[〈β, α∨〉 : α, β ∈ R}]. If R is crystallographic then F = Q is a valid choice. The space
A(R,Λ) is a rank(R)-dimensional vector space over F ⊗Z Λ. If there is no doubt which
root system R and which Λ we are referring to, we will abbreviate A(R,Λ) by A.
Remark 4.2. A fixed basis B of the root system R provides natural coordinates for the
model space A. Abbreviate F ⊗Z Λ by Λ′. The vector space of formal sums{∑
α∈B
λαα : λα ∈ Λ′
}
is canonically isomorphic to A. The scalar product (·, ·) and the evaluation of co-roots
on roots 〈·, ·〉 used in section 1 are linearly extended to elements of A.
Definition 4.3. An action of the spherical Weyl group W on A is defined as follows.
Let α, β ∈ R, c ∈ F and λ ∈ Λ′, let rα : A 7→ A be the linear extension of
rα(cβ ⊗ λ) := c sα(β)⊗ λ
to A, where the reflection sα is defined as in Section 1. The fixed point set of rα is
called hyperplane or wall and is denoted by Hα.
As in the classical case Hα = {x ∈ A : rα(x) = x} = {x ∈ A : 〈x, α∨〉 = 0}.
Definition 4.4. A basis B of R determines a set of positive roots R+ ⊂ R. The set
{x ∈ A : 〈x, α∨〉 ≥ 0 for all α ∈ R+}
is the fundamental Weyl chamber with respect to B, denoted by Cf .
Definition 4.5. For a non-trivial group of translations T of A normalized by W the
affine Weyl group with respect to T is the semi direct product WT := W o T . In case
T = A we will call it the full affine Weyl group and write W . Elements of T can be
identified with points in A by assigning to t ∈ T the imgage t(0) of the origin 0 undert
t. Given k ∈ A we write tk for the translation defined by 0 7→ k.
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The actions of W and T on A induce an action of WT , respectively W , on A.
Notation 4.6. In order to emphasize the freedom of choice for the translation part of
the affine Weyl group, we will denote the model space A(R,Λ) with affine Weyl group
WT by A(R,Λ, T ).
Definition 4.7. An element of WT which can be written as t ◦ rα for some t ∈ T and
α ∈ R is called (affine) reflection. A reflection in W is an element of the form tk ◦ rα
for arbitrary k ∈ A and α ∈ R. A hyperplane Hr in A is the fixed point set of an affine
reflection r ∈ W . It is called special with respect to T if r ∈ WT .
Remark 4.8. Note that for any affine reflection there exists α ∈ R and λ ∈ Λ′ such that
the reflection is given by the following formula
rα,λ(x) = rα(x) +
2λ
(α, α)
α, for all x ∈ A.
Further easy calculations imply
rα,λ(x) := rα
(
x− λ
(α, α)
α
)
+
λ
(α, α)
α, for all x ∈ A.
The fixed point set Hα,λ is given by
Hα,λ =
{
x ∈ A : (α, α)
2
〈x, α∨〉 = λ
}
.
As in the classical case any hyperplane defines two half-apartments
H+α,k = {x ∈ A :
(α, α)
2
〈x, α∨〉 ≥ λ} and H−α,k = {x ∈ A :
(α, α)
2
〈x, α∨〉 ≤ λ}.
Definition 4.9. A vertex x ∈ A is called special if for each α ∈ R+ there exists a
special hyperplane parallel to Hα,0 containing x. Hence x is the intersection of the
maximal possible number of special hyperplanes.
Note that the translates of 0 by T are a subset of the set of special vertices.
Definition 4.10. We define a Weyl chamber in A to be an image of a fundamental
Weyl chamber, as defined in 4.4, under the full affine Weyl group W . If Λ = R a Weyl
chamber is a simplicial cone in the usual sense. Therefore Weyl chambers and faces
of Weyl chambers are called Weyl simplices and Weyl simplices of co-dimension one
panels.
Remark 4.11. Note that a Weyl chamber S contains exactly one vertex x which is the
intersection of all bounding hyperplanes of S. We call it base point of S and say S is
based at x.
The following proposition is used to introduce a second type of coordinates on A.
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Proposition 4.12. [Ben94, Prop. 2.1] Given α ∈ R and x ∈ A. Then there exist a
unique mα ∈ Hα,0 and a unique xα ∈ Λ′ such that
x = mα + x
αα.
The value of xα is 1
2
〈x, α∨〉. Furthermore x ∈ Hα,xα
2
.
Proof. Define xα = 1
2
〈x, α∨〉 and consider mα = x− xαα. Then
〈mα, α∨〉 = 〈x, α∨〉 − xα〈α, α∨〉 = 0
and mα is contained in Hα,0. It remains to prove uniqueness. Let yα and nα be
value such that mα + xαα = nα + yαα. Then nα = rα(nα) = rα(x) − yαrα(α) and
mα = rα(mα) = rα(x)− xαrα(α). Therefore we have
rα(x)− xαα = mα + xαα = x = nα + yαα = rα(x)− yαα
and conclude that xα = yα and mα = yα.
Corollary 4.13. Let R be a root system of rank n and let B be a basis of R. Any
x ∈ A is uniquely determined by the n values {xα}α∈B, which will be called hyperplane
coordinates of A with respect to B.
4.2 The metric structure of A(Λ,R)
The remainder of this section is used to define a W -invariant Λ-valued metric on
the model space A = A(Λ,R, T ) of a generalized affine building and to discuss its
properties.
Definition 4.14. Let Λ be a totally ordered abelian group and let X be a set. A
metric on X with values in Λ, short a Λ-valued metric, is a map d : X ×X 7→ Λ such
that for all x, y, z ∈ X the following axioms hold
1. d(x, y) = 0 if and only if x = y
2. d(x, y) = d(y, x) and
3. the triangle inequality d(x, z) + d(z, y) ≥ d(x, y) holds.
The pair (X, d) is called Λ-metric space.
Definition 4.15. An isometric embedding of Λ-metric spaces (X, d), (X ′, d′) is a map
f : X → X ′ such that d(x, y) = d′(f(x), f(y)) for all x, y ∈ X. Such a map is necessarily
injective, but need not be onto. If it is onto we call it isometry or isomorphism of Λ-
metric spaces.
Definition 4.16. Let A = A(Λ,R, T ) be as in 4.6. Let the distance between two
points x and y in A be defined by
d(x, y) =
∑
α∈R+
|〈y − x, α∨〉|.
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Note that d(x, y) = 2〈y − x, ρ∨〉 if y − x ∈ Cf , where ρ∨ = 12
∑
α∨∈(R∨)+ α
∨, as defined
in Section 1.
Remark 4.17. Let B be a basis of R. Define εα = 2(α,α) and identify the co-roots α
∨
with 2α
(α,α)
. Making these assumptions in the definition of the metric in [Ben90] one
obtains exactly the metric as defined in 4.16.
The metric d of 4.16 generalizes the length of a translation defined in the context of
simplicial affine buildings: Let v be a vertex in a Euclidean Coxeter complex. Let the
length l(tv) of a translation tv be the number of hyperplanes crossed by a minimal
gallery from x to tv(x) = x+v. The formula giving this integer is exactly 12
∑
α∈R |〈y−
x, α∨〉|. The fact that d is the direct generalization of a combinatorial length function
justified, at least in my opinion, to make a specific choice of the εi appearing in the
definition of the metric as written in [Ben90].
Proposition 4.18. The distance d : A × A 7→ Λ defined in 4.16 is a W -invariant
Λ-valued metric on A.
Proof. By definition d(x, y) = d(y, x) and d(x, y) = 0 if and only if x = y, since
otherwise, by Corollary 2.2 in [Ben94], one of the terms |〈z, α∨〉| would be strictly
positive. It remains to prove d(x, y) + d(y, z) ≥ d(x, z):
d(x, z) =
∑
α∈R+
|〈z + (y − y)− x, α∨〉| =
∑
α∈R+
|〈y − x, α∨〉+ 〈z − y, α∨〉|
≤
∑
α∈R+
(|〈y − x, α∨〉|+ |〈z − y, α∨〉|) = d(x, y) + d(y, z).
Hence d is a metric. We prove W -invariance: Let ta : x 7→ x + a be a translation in
W . Then
d(x, y) =
∑
α∈R+
|〈y − x, α∨〉| =
∑
α∈R+
|〈y + a− (x+ a), α∨〉| = d(ta(x), ta(y)).
Therefore d is translation invariant. With w ∈ W we have
d(w.x, w.y) =
∑
α∈R+
|〈w.y − w.x, α∨〉| = 1
2
∑
α∈R
|〈w.y − w.x, α∨〉|
=
1
2
∑
α∈R
|〈y − x, (w−1.α)∨〉| = 1
2
∑
α∈R
|〈y − x, α∨〉|
= d(x, y).
The second last equation holds since W permutes the roots in R. Therefore d is W
invariant and W -invariance follows.
Let x be an element of the model space A = A(R,Λ) defined in 4.1. Fix a basis B of
R and recall the definition of the hyperplane coordinates {xα}α∈B of x with respect to
B introduced in Corollary 4.13.
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Proposition 4.19. Given A with fixed basis B of R. Let x be an element of A. The
distance d(0, x) is uniquely determined by the hyperplane-coordinates {xα}α∈B of x.
With α =
∑
β∈B p
α
ββ we have
d(x, 0) =
1
2
∑
α∈R+
∑
β∈B
pαβ |xβ|.
Proof. Assume first that x ∈ Cf . Then x has hyperplane coordinates {xα}α∈B defined
in Corollary 4.13, with xα = 1
2
〈x, α∨〉 ≥ 0 for all α ∈ R+. Hence, using α = ∑β∈B pαββ,
we have
d(x, 0) =
∑
α∈R+
|〈x, α∨〉| =
∑
α∈R+
∑
β∈B
pαβ 〈x, β∨〉 =
1
2
∑
α∈R+
∑
β∈B
pαβ x
β.
If x is not Cf then W -invariance of d implies that d(0, x) = d(0, x), where x = w.x is
the unique element of W.x contained in Cf and β = w.β. Further |xβ| = xβ and the
assertion follows.
4.3 Convexity and parallelism
As in the classical case, one can define
Definition 4.20. A subset Y of A is called convex, or WT -convex, if it is the inter-
section of finitely many special half-apartments in the sense of Definition 4.10. The
WT -convex hull cWT (Y ) of a subset Y ⊂ X is the intersection of all special half-
apartments containing Y .
Note that Weyl chambers and hyperplanes are W -convex, as well as finite intersections
of convex sets. Special hyperplanes and Weyl chambers are, analogosly, WT -convex.
Lemma 4.21. [Ben90, Prop.2.13] For any two special vertices x, y in the model space
A the segment seg(x, y) = {z ∈ A : d(x, y) = d(x, z) + d(z, y)} is the same as the
convex hull cWT ({x, y}).
Definition 4.22. Two subsets Ω1,Ω2 of a Λ-metric space are at bounded distance if
there exists N ∈ Λ such that for all x ∈ Ωi there exists y ∈ Ωj such that d(x, y) ≤ N for
{i, j} = {1, 2}. Subsets of a metric space are parallel if they are at bounded distance.
Note, that parallelism is an equivalence relation. One can prove
Proposition 4.23. [Ben94, Section 2.4] Let A = A(R,Λ) equipped with the full affine
Weyl group W . Then the following is true
1. Two hyperplanes, Weyl chambers or faces of Weyl chambers are parallel if and
only if they are translates of each other by elements of W .
2. For any two parallel Weyl chambers S and S ′ there exists a Weyl chamber S ′′
contained in S ∩ S ′ and parallel to both.
Moreover Hα,k is parallel to tβ∨(Hα,k) = Hα,k+β∨(α), for all β ∈ R where tβ∨ is the
translation in A by β∨ where we identify β∨ with 2
(β,β)
β. Compare Section 1.
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5 Generalized affine buildings
5.1 Basic definitions and properties
Throughout the following let A = A(R,Λ, T ) be as defined in 4.6 and denote the
spherical Weyl group associated to R by W .
Definition 5.1. Let X be a set and A a collection of injective maps f : A ↪→ X,
called charts. The images f(A) of charts f ∈ A are called apartments of X. Define
Weyl chambers, hyperplanes, half-apartments, special vertices, ... of X to be images of
such in A under any f ∈ A. The set X is a (generalized) affine building with atlas (or
apartment system) A if the following conditions are satisfied
(A1) Given f ∈ A and w ∈ WT then f ◦ w ∈ A.
(A2) Given two charts f, g ∈ A with f(A) ∩ g(A) 6= ∅. Then f−1(g(A)) is a closed
convex subset of A. There exists w ∈ WT with f |f−1(g(A)) = (g ◦ w)|f−1(g(A)).
(A3) For any two points in X there is an apartment containing both.
(A4) Given Weyl chambers S1 and S2 in X there exist sub-Weyl chambers S ′1, S ′2 in X
and f ∈ A such that S ′1 ∪ S ′2 ⊂ f(A).
(A5) For any apartment A and all x ∈ A there exists a retraction rA,x : X → A such
that rA,x does not increase distances and r−1A,x(x) = {x}.
(A6) Given charts f, g and h such that the associated apartments intersect pairwise in
half-apartments. Then f(A) ∩ g(A) ∩ h(A) 6= ∅.
The dimension of the building X is n = rank(R), where A ∼= (Λ′)n.
Remark 5.2. Condition (A1)− (A3) imply the existence of a Λ-distance on X, that is
a function d : X ×X 7→ Λ satisfying all conditions of Definition 4.14 but the triangle
inequality. Given x, y in X fix an apartment containing x and y with chart f ∈ A
and let x′, y′ in A be defined by f(x′) = x, f(y′) = y. The distance d(x, y) between
x and y in X is given by d(x′, y′). This extends to a well defined distance function
on X. Therefore it makes sense to talk about a distance non-increasing function in
(A5). Note further that, by (A5), the defined distance function d satisfies the triangle
inequality. Hence d is a metric on X.
Tits defined his système d’appartements in [Tit86] by giving five axioms. The first four
are the same as (A1)− (A4) above. The fifth axiom originally reads different from ours
but was later replaced with (A5) as presented in the definition above. One can find
a short history of the axioms in [Ron89]. In fact if Λ = R axiom (A6) follows from
(A1) − (A5). But in the general case this additional axiom is necessary as illustrated
with an example given on p. 563 in [Ben94]. However in [Ben94] axiom (A6) is mostly
used to avoid pathological cases and to guarantee the existence of the panel and wall
trees as constructed in Section 5.3.
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Definition 5.3. Let X be a generalized affine building with model space A(R,Λ, T )
and apartment system A. The building X is called thick with respect to WT if for any
special hyperplane H of X there exist apartments A1 = f1(A) and A2 = f2(A), with
fi ∈ A, i = 1, 2 such that H ∈ Ai, i = 1, 2 and A1∩A2 is one of the two half-apartments
of A1 (or A2) determined by H. Furthermore apartments do not branch at non-special
hyperplanes.
Remark 5.4. If in the previous definition T = A then X is a building branching ever-
where.
Definition 5.5. Two affine buildings (X1,A1), (X2,A2) of the same type A(Λ,R) are
isomorphic if there exist maps pi1 : X1 → X2, pi2 : X2 → X1, further maps piA1 : A1 →
A2 , piA1 : A2 → A1 and an automorphism σ of A such that
pii ◦ pij = 1Xi with {i, j} = {1, 2},
piAi ◦ piAi = 1Ai with {i, j} = {1, 2},
and the following diagram commutes for all f ∈ Ai with {i, j} = {1, 2}
A
σ

f // Xi
pii

A
piAi (f)
// Xj
.
Examples of a generalized affine buildings are Λ-trees without leaves. The definition of
a Λ-tree, [Ben94, p.560] or 5.26, is equivalent to the definition of an affine building of
dimension one. Simplicial buildings arise from groups defined over fields with discrete
valuations. An example of this type is given in [Ben94, Example 3.2] associating to
SLn(K), with K a field with Λ-valued valuation, a generalized affine building. It is a
generalization of the example given in [Ron89, Section 9.2].
Note that the Davis realization of a simplicial affine building is a generalized affine
building, as defined in 5.1 with Λ = R and T chosen equal to the co-weight lattice
Q(R∨) of R.
5.2 Local and global structure
Any simplicial affine building has an associated spherical building, the so called spher-
ical building at infinity. This useful and important result by Bruhat and Tits [BT72]
is also true in the generalized case.
Definition 5.6. Let (X,A) be an affine building. Denote by ∂S the parallel class of
a Weyl chamber S in X. Let
∂AX = {∂S : S Weyl chamber of X contained in an apartment of A}
be the set of chambers of the spherical building at infinity ∂AX. Two chambers ∂S1 and
∂S2 are adjacent if there exist representatives S ′1, S ′2 which are contained in a common
apartment with chart in A, have the same basepoint and are adjacent in X.
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Proposition 5.7. Let (X,A) be an affine building modeled on A(R,Λ, T ). The set
∂AX defined above is a spherical building of type R with apartments in one to one
correspondence with apartments of X.
Proof. It is obvious that ∂AX is a simplicial complex with adjacency as defined in 5.6.
An apartment in ∂AX is defined to be a the set of equivalence classes determined by
an apartment of X. It is obvious that they are Coxeter complexes of type R and that
hence ∂AX has to be of type R.
Given two chambers c and d in ∂AX. Let S and T be representatives of c, respectively
d. By axiom (A4) there exists an apartment A containing sub-Weyl chambers of S and
T . The set of equivalence classes of Weyl chambers determined by A hence contains c
and d. Therefore 2. of Definition 2.1 holds.
If ∂A and ∂A′ are two apartments of ∂AX both containing the chambers c and d. Then
there exist charts f and f ′ such that f(A) and f ′(A) contain representatives S, S ′ of c
and T, T ′ of d. The Weyl chambers S, S ′ and T, T ′ intersect in sub-Weyl chambers S ′′
and T ′′, respectively. The map f ′ ◦ f−1 fixes S ′′ and T ′′ and induces an isomorphism
from ∂A to ∂A′. Therefore ∂AX is indeed a spherical building.
In contrast to a remark made in [Ben90] it is possible to prove Proposition 5.7 without
using axiom (A5).
The local structure of an affine building was not examined in [Ben90]. In analogy to
the residues of vertices in a simplicial affine building one can associate to a vertex of
a generalized affine building a spherical building. Most of the following in based on
[Par00].
Let in the following (X,A) be an affine building of type A = A(Λ,R, T ) and let ∂AX
denote its spherical building at infinity.
Definition 5.8. Two Weyl simplices S and S ′ share the same germ if both are based
at the same vertex and if S ∩ S ′ is a neighborhood of x in S and in S ′. It is easy to
see that this is an equivalence relation on the set of Weyl simplices based at a given
vertex. The equivalence class of S, based at x, is denoted by ∆xS and is called germ
of S at x.
Remark 5.9. The germs of Weyl simplices at a special vertex x are partially ordered
by inclusion: ∆xS1 ⊂ ∆xS2 if there exist representatives S ′1, S ′2 contained in a common
apartment such that S ′1 is a face of S ′2. Let ∆xX be the set of all germs of Weyl
simplices based at x.
Proposition 5.10. Let (X,A) be an affine building and c a chamber in ∂AX. Let S
be a Weyl chamber in X based at x. Then there exists an apartment A with chart in
A containing a germ of S at x such that c ∈ ∂A.
The proof of the above proposition is literally the same as of Proposition 1.8 in [Par00].
Corollary 5.11. Fix a point x ∈ X. For each (face of a) Weyl chamber F exists a
unique (face of a) Weyl chamber F ′ which is based at x and parallel to F .
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Proof. Apply Proposition 5.10 to x and c = ∂F and arbitrary S based at x.
Corollary 5.12. For any chamber c ∈ ∂AX the affine building X is as a set the union
of all apartments containing a representative of c.
Proof. Fix a chamber c at infinity. For all points x ∈ X and arbitrary Weyl chambers
S based at x. there exists by 5.10 an apartment A containing x and a germ of S at x
and c is contained in ∂A.
Corollary 5.13. Given the germ ∆xS of a Weyl chamber S at x. Then X is the union
of all apartments containing ∆xS.
Proof. Given y ∈ X there exists by axiom (A3) an apartment A′ containing x and
y. Let T be a Weyl chamber in A′ based at x containing y and define c = ∂T . By
Proposition 5.10 there exists an apartment A such that a germ of S at x is contained
in A and such that the corresponding apartment ∂A of ∂AX contains c. But then the
unique representative of c based at x is also contained in A. Therefore A contains y
and a germ of S at x.
Corollary 5.14. Any two germs of Weyl chambers based at the same vertex are con-
tained in a common apartment.
Proof. Let S and T be Weyl chambers both based at x. By Proposition 5.10 there
exists an apartment A of X containing S and a germ of T at x. Therefore ∆xS and
∆xT are both contained in the apartment ∆xA.
Proposition 5.15. Let (X,A) be an affine building. Let S and T be Weyl chambers
based at x and y, respectively. Then there exists an apartment A of X containing a
germ of S at x and a germ of T at y.
Proof. By axiom (A3) there exists an apartment A containing x and y. Denote by Sxy
a Weyl chamber in A based at x containing y and denote by Syx the Weyl chamber
based at y such that ∂Sxy and ∂Syx are opposite in ∂A. Then x is contained in Syx by
definition. If ∆yT is not contained in A apply Proposition 5.10 to obtain an apartment
A′ containing a germ of T at y and ∂Syx at infinity. But then x is also contained in A′.
Let S ′xy denote the unique Weyl chamber contained in A′ having the same germ at x
as Sxy. Without loss of generality we can assume that the germ ∆yT is contained in
S ′xy. Otherwise y is contained in a wall of S ′xy and we can replace S ′xy by an adjacent
Weyl chamber in A′ satisfying this condition. A second application of Proposition 5.10
to ∂S ′xy and the germ of S at x yields an apartment A′′ containing ∆xS and S ′xy and
therefore ∆yT .
Remark 5.16. Corollaries 5.11 and 5.14 are the direct analogs of 1.9 and 1.11 of [Par00]
and Proposition 5.15 corresponds to [Par00, 1.16]. Note, however, that the proof is
different.
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Theorem and Definition 5.17. Let (X,A) be an affine building with model space
A(R,Λ, T ). Then ∆xX is a spherical building of type R for all x in X. If x is special
and X thick with respect to WT , then ∆xX is thick as well. Furthermore ∆xX is
independent of A.
Proof. We verify the axioms of Definition 2.1. It is easy to see that ∆xX is a simplicial
complex with the partial order defined in 5.9. It is a pure simplicial complex, since each
germ of a face is contained in a germ of a Weyl chamber. The set of equivalence classes
determined by a given apartment of X containing x is a subcomplex of ∆xX which
is, obviously, a Coxeter complex of type R. Hence define them to be the apartments
of ∆xX. Therefore equation 1 of Definition 2.1 holds. Two apartments of ∆xX are
isomorphic via an isomorphism fixing the intersection of the corresponding apartments
of X which implies 2 of Definition 2.1. Finally 3 holds by Corollary 5.14.
Assume that x is special and X thick with respect to WT . Let c be a chamber in ∆xX
and ∆xA an apartment containing c. For each panel p of c there exists a chamber
c′ contained in ∆xA such that c ∩ c′ = p. The panel p = ∆xF determines a wall
H ⊂ A. Since X is thick there exists an apartment A′ whose intersection with A is a
half-apartment bounded by H. Hence there is a third chamber c′′ of ∆xX determined
by a Weyl chamber in A′ based at x containing F . Therefore ∆xX is thick.
Let A′ be a different system of apartments of X and assume w.l.o.g. that A ⊂ A′. Let
∆ denote the spherical building of germs at x with respect to A and denote by ∆′ the
building at x with respect to A′. Since spherical buildings have a unique apartment
system ∆ and ∆′ are equal if they contain the same chambers. Assume there exists a
chamber c ∈ ∆′ which is not contained in ∆. Let d be a chamber opposite c in ∆′ and
a′ the unique apartment containing both. Note that a′ corresponds to an apartment
A′ of X having a chart in A′. There exist A′-Weyl chambers Sc, Sd contained in A
representing c and d, respectively. Let y be a point in the interior of Sc and z an interior
point of Sd. Using axiom (A3) there exists a chart f ∈ A such that A = f(A) contains
y and z. The apartment A contains x since x ∈ seg(y, z) and seg(y, z) ⊂ A ∩ A′.
The unique Weyl chambers of A based at x containing y, respectively z, have germs c,
respectively d, which is a contradiction. Hence ∆ = ∆′.
Remark 5.18. Let A = A(R,Λ, T ) be the model space of an affine building and let
∂A be canonically identified with the associated Coxeter complex. Note that for each
x ∈ A and each chamber c of ∂A there exists a Weyl chamber S contained in c and
based at x. Therefore the type of ∆xX for an affine building (X,A) modeled on A is
always R.
If (X,A) is the geometric realization of a simplicial affine building (in the sense of
Definition 2.1) then ∆xX is canonically isomorphic to the residue (or link) of x if and
only if x is a special vertex. The definition of a spherical building corresponding to the
residue (respectively link) of a non-special vertex would be possible defining a second
class of Weyl chambers based at a vertex x with respect to the stabilizer (WT )x of x
in the restricted affine Weyl group WT . Since we will not make use of this fact, we
will not give details here.
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Proposition 5.19. Let (X,A) be an affine building, ∂AX its building at infinity. For
all vertices x ∈ X there exists an epimorphism
pix : ∂AX → ∆xX.
Proof. Given x ∈ X and c ∈ ∂AX. Let S be the Weyl chamber based at x and
contained in c, which exists by Corollary 5.11. Define pix(c) = ∆xS, the germ of S at
x. Since for all d ∈ ∆xX there exists a Weyl chamber S ′ in X such that ∆xS ′ = d
the map pix is surjective. By definition of ∆xX the partial order and adjacency is
preserved.
Proposition 5.20. Let X be an affine building and Ai with i = 1, 2, 3 three apartments
of X pairwise intersecting in half-apartments. Then A1 ∩ A2 ∩ A3 is either a half-
apartment or a hyperplane.
Proof. For i 6= j denote the intersection Ai∩Aj byMij. The corresponding apartments
∂Ai in the spherical building at infinity pairwise intersect in half-apartments as well.
Hence ∂A1∩∂A2∩∂A3 is either a half-apartment itself or a hyperplane in ∂AX. Assume
that ∂A1 ∩ ∂A2 ∩ ∂A3 is a half-apartment. Then A1 ∩ A2 ∩ A3 is a half-apartment
contained in each of the Ai.
Assume now that we are in the case where ∂A1∩∂A2∩∂A3 is a hyperplane m in ∂AX.
Walls at infinity correspond to parallel classes of hyperplanes in the affine building.
Hence there are three hyperplanes Hij bounding the half-apartments Mij = Ai ∩ Aj
which are all contained in m. Note that the half-apartments M13 and M23 are opposite
in A3 in the sense that their union equals A3. By axiom (A6) the intersection A1∩A2∩
A3 is nonempty and equal to the strip M13 ∩M23. It is obvious that the hyperplanes
H13 and H23 are contained in M13∩M23. Since this argument is completely symmetric
in the indices, H12 is contained in M13 ∩M23 as well. Again by symmetry each of the
hyperplanes is between the other two and hence H12 = H13 = H23 = A1 ∩A2 ∩A3.
This leads to the following observation.
5.21. The sundial configuration. Let A be an apartment in X and let c be a
chamber in ∂AX containing a panel of ∂A but not contained in ∂A. Then c is opposite
to two uniquely determined chambers d1 and d2 in ∂A. Hence there exist apartments
A1 and A2 of X such that ∂Ai contains di and c with i = 1, 2. The three apartments
∂A1, ∂A2 and ∂A pairwise intersect in half-apartments. Axiom (A6) together with the
proposition above implies that their intersection is a hyperplane.
Proposition 5.22. Let x be an element of X. Let (c0, . . . , ck) be a minimal gallery in
∂AX. Find x-based representatives Si of ci. If (pix(c0), . . . , pix(ck)) is minimal in ∆xX,
then there exists an apartment containing ∪ki=0Si.
Proof. The proof is by induction on k. For k = 0 there is just one Weyl chamber
and the result holds. Let A′ be an apartment containing S1 ∪ S2 ∪ . . . ∪ Sk−1. If ck
is contained in ∂A′ we are done. If ck is not contained in ∂A′ we have the sundial
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Figure 6: The sundial configuration.
configuration, which determines a unique hyperplane H in A′. Let H+ be the unique
half-apartment of A′ determined by this hyperplane which contains a representative
of c0. Then H+ also contains representatives of c1, . . . , ck−1, since this is a minimal
gallery and Sk is on the other side of H.
We claim that x is contained in H+. Let A′′ be the apartment in the sundial config-
uration containing H− = (A′ \ H+) ∪ H and ck at infinity. If x ∈ A′ \ H+ ⊂ A′′ the
Weyl chamber Sk is contained in A′′. Let ρ : A′′ → A′ be the isometry fixing A′′ \H+.
The Weyl chamber Sk is mapped onto Sk−1 and the set Sk ∩ (A′ ∩ H+) is pointwise
fixed. Therefore pix(ck−1) = pix(ck) which is a contradiction. Therefore x is contained
in H+ and ∪k−1i=0 Si ⊂ H+. Let A now be the apartment in the sundial configuration
containing H+ and Sk. Then ∪ki=0Si is contained in A.
Corollary 5.23. Given two Weyl chambers S, T based at the same vertex x. If their
germs ∆xS and ∆xT are opposite in ∆xX then there exists a unique apartment con-
taining S and T .
Proof. Choose a minimal gallery (c0, c1, . . . , cn) from c0 = ∂S to cn = ∂T and consider
the representatives Si of ci based at x. Then S0 = S and Sn = T . Proposition 5.22
implies the assertion.
Remark 5.24. Propositions 5.20 and 5.22 as well as 5.21 are due to L. Kramer.
Theorem 5.25. Let (X,A) be an affine building, A an apartment of X and c, d two
opposite chambers in ∂A. Then
x ∈ A⇐⇒ pix(c) and pix(d) are opposite in ∆xX.
The restriction of pix to the boundary of an apartment A containing x is an isomorphism
onto its image.
Proof. Assume x ∈ A. Each panel pi ∈ c defines an equivalence class mi of parallel
hyperplanes in A. Denote by Hi the unique wall in mi containing x and let αi be
the (unique) half-apartment of A with wall Hi ∈ mi such that ∂αi contains c. The
intersection of all αi is a Weyl chamber S ∈ c based at x. Similarly we have a Weyl
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chamber T based at x contained in d. Since the defining walls of S and T are the same,
the chambers pix(c) and pix(d) are opposite in ∆xX.
Given c, d in ∂AX such that the chambers pix(c) and pix(d) are opposite. Let S and T
denote the Weyl chambers based at x contained in c, d, respectively. Choose a minimal
gallery γ′ = (c′0 = pix(c), c′1, . . . , c′n−1, c′n = pix(d)) in ∆xX. Then there exists a minimal
gallery γ = (c0 = c, c1, . . . , cn−1, cn = d) in ∂AX such that pix(ci) = c′i. Denote by Si
the unique Weyl chamber based at x and contained in ci. Proposition 5.22 implies the
existence of an apartment A containing ∪ki=0Ci and hence x. Uniqueness is clear by
axiom (A2).
5.3 Trees: affine buildings of dimension one
The notion of an affine building generalizes in a natural way the well known Λ-trees as
for example defined in [AB87]. Bennett proves [Ben94, Example 3.1] that a Λ-tree with
sap, as defined below, is nothing else than a generalized affine building of dimension
one in the sense of Definition 5.1.
Definition 5.26. Let (T, d) be a Λ-metric space. Denote by [k, k′]Λ the interval be-
tween k and k′ in Λ. Then (T, d) is a Λ-tree if the following axioms are satisfied:
(T1) Given x, y in T then there exists a unique isometry f : [0, d(x, y)]Λ → T such
that f(0) = x and f(d(x, y)) = y. We define [x, y] := f([0, d(x, y)]Λ).
(T2) Given x, y, z in T there exists w ∈ T , necessarily unique, such that [x, y]∩ [x, z] =
[x,w].
(T3) Given x, y, z in T such that [x, y] ∩ [y, z] = {y} then [x, z] = [x, y] ∪ [y, z].
A ray of T at x is a subset Sx in T isometric to [0,∞)Λ. We say T is a tree without
leaves if for any two points x, y ∈ T there is a ray based at x containing y. A line of
T is a set l ⊂ T such that l is isometric to Λ.
Condition (T2) is sometimes called the Y-condition. It guarantees that rays diverge at
points of T . For example two lines in a Q-tree cannot diverge at an “irrational point”.
Definition 5.27. Let (T, d) be a metric tree. Two rays R,R′ in T are equivalent if
they are at bounded Hausdorff distance. Define an end of T to be an equivalence class
of rays.
Fix a set of lines A in T and define an A-end of T to be an equivalence class of rays
contained in lines of A. The set of A-ends of T will be denoted by ∂AT .
Obviously ∂AT ⊆ {ends of T}.
Definition 5.28. A tree with sap,4 denoted by (T,A), is a metric tree (T, d) together
with a set of lines A such that the following axioms are satisfied:
4Here sap stands for system of apartments. This abbreviation was first suggested by Mark Ronan.
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(TA1) Given x, y ∈ T there exists a line l in A with x, y ∈ l.
(TA2) Given A-ends a, b of (T,A), there exists a line l in A such that a and b are the
ends of l.
The set A is called atlas or system of apartments. Let the boundary or building at
infinity of a tree (T,A) with sap be the set ∂AT of A-ends, as defined in 5.27.
By axiom (TA1) the apartment system A is uniquely determined by ∂AT .
Remark 5.29. Note that the building at infinity ∂AT of a tree T with sap might be
smaller than the set of all ends. An example is given in figure 7. Let A be the set
of “vertical” lines, i.e. the set of all lines which are unions of two rays starting at the
same point, one contained in an equivalence class ai, the other in an equivalence class
bj. Then x and y are not contained in ∂AT but they are ends of (T,A) in the sense of
Definition 5.27. In fact the building at infinity strongly depends on A.
. . .
. . .
a2
b1 b2
a1
b0
a0
b−1
a−1
b−2
x y
a−2
. . .
. . .
Figure 7: If A is the set of “vertical” lines then ∂AT equals {ai, bi| i ∈ Z} which is a
proper subset of the set of ends of T which is the set ∂AT ∪ {x, y}.
An important tool is the following base change functor. Given a morphism of ordered
abelian groups Λ and Λ′ this functor associates to each Λ-tree a Λ′-tree. A proof can
be found on p. 70ff. of [Chi01].
Proposition 5.30. Let e : Λ→ Λ′ be a homomorphism of ordered abelian groups and
let (T, d) be a Λ-tree, then there exists a Λ′-tree (T ′, d′) and a map φ : T → T ′ satisfying
d′(φ(x), φ(y)) = e(d(x, y))
for all x, y ∈ T .
Furthermore, if (T ′′, d′′) is another Λ′-tree and ϕ : T → T ′′ a map satisfying
d′′(ϕ(x), ϕ(y)) = e(d(x, y))
for all x, y ∈ T , then there is a unique Λ′-isometry µ : T ′ → T ′′ such that µ ◦ ϕ = φ.
Remark 5.31. Note that C = ker(e) is a convex subgroup of Λ in the sense that for
any k, l ∈ C the sum l + k is also contained in C. In a certain sense T ′ is the quotient
of T modulo C.
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Notation 5.32. Let (T,A) be a tree with sap. Any triple (a, b, c) of pairwise distinct
A-ends uniquely determines three apartments [ab], [ac] and [bc]. The intersection of
these apartments is a hyperplane in a line, which is the unique point contained in all
three apartments. We denote this point by κ(a, b, c).
The aim of the following is to give data that will allow us to reconstruct a tree from
∂AT plus certain additional information. This construction is used in the proof of
Theorem 5.40. Compare Section A.
Definition 5.33. Let E be a set. The pair (E,∧) is called rooted tree datum if ∧ is a
map
E × E −→ Λ ∪ {±∞}, (x, y) 7−→ x ∧ y
such that for all x, y, z ∈ E the following axioms are satisfied
(RT0) x ∧ y ≥ 0
(RT1) x ∧ y = y ∧ x
(RT2) x ∧ z ≥ min{x ∧ y, y ∧ z}.
The Alperin-Bass construction
The following construction will imply that a rooted tree datum (E,∧) gives rise to a
unique tree with sap having E as its set of ends. Note, that the Alperin-Bass tree for
an arbitrary rooted tree datum datum could have leaves. The construction provided is
more general than needed in our case. Proofs can be found in [AB87].
Let (E,∧) be a rooted tree datum. We construct a tree using (E,∧). It is easy to
verify, that if x∧ x =∞ for all x ∈ E the construction gives a tree without leaves. We
define
Σ = Σ(E,∧) = {(x, t) ∈ E × Λ | 0 ≤ t ≤ x ∧ x}.
We define a distance on Σ by setting
d((x, s), (y, t)) =
{ |s− t| if s or t ≤ x ∧ y
|s− x ∧ y|+ |t− x ∧ y| if s or t ≥ x ∧ y.
Note, that if s ≤ x∧ y ≤ t, or t ≤ x∧ y ≤ s, then |s− t| = |s− x∧ y|+ |t− x∧ y| and
the two cases coincide.
See [AB87, p. 302] for a proof of the following lemma.
Lemma 5.34. The function d defined above is a pseudo metric on Σ.
We introduce an equivalence relation on Σ.
Definition 5.35. Two points (x, s) and (t, y) in Σ(E,∧) are called equivalent, denoted
by (x, s) ∼ (t, y), if d((x, s), (t, y)) = 0. Denote the equivalence class of (x, s) by 〈x, s〉.
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See [AB87] for the proof of the fact that ∼ is indeed an equivalence relation.
Definition 5.36. Let T (E,∧) = Σupslope ∼ and denote 〈x, 0〉 with oT . Define a metric dT
on T by dT (〈x, s〉, 〈y, t〉) := d((x, s), (y, t)). The space T (E,∧) is called Alperin-Bass
tree of (E,∧).
As it was proven in [AB87] the space T (E,∧) is a Λ-tree with Λ-valued metric dT in
the sense of Definition 5.26.
Theorem 5.37 (Universal property). Let (E,∧) be a rooted tree datum and (S, oS)
a rooted tree. Denote its set of ends by F and let ψ : E 7→ F be a map satisfying
ψ(x) ∧S ψ(y) = x ∧ y for all x, y ∈ E. Then there exists a unique metric morphism
ψˆ : T (E,∧)→ S such that ψˆ(oT ) = oS.
Theorem 5.40 is a generalization of a theorem by Tits for R-trees saying that a metric
tree with sap is uniquely determined by a projective valuation of its building at infinity.
Definition 5.38. Let E be a set and denote by E(4) the set of ordered quadruples in
E. A projective valuation ω on E is a map ω : E(4) −→ Λ such that
(PV1) ω(a, b; c, d) = ω(c, d; a, b) = −ω(a, b; d, c)
(PV2) ω(a, b; c, d) = k > 0⇒ ω(a, d; c, b) = k and ω(a, c; b, d) = 0
(PV3) ω(a, b; d, e) + ω(b, c; d, e) = ω(a, c; d, e).
Definition 5.39. Associated to a tree (T,A) with sap there is its canonical valuation
ωT , which is obtained as follows. Denote by d the Λ-metric on T . Choose pairwise
distinct A-ends a, b, c, d of T and let x = κ(a, b, c) and y = κ(a, b, d). Then define
ωT (a, b; c, d) =
{
d(x, y) if y ∈ −→xb
−d(x, y) if y /∈ −→xb.
Bennet proved in [Ben90] that wT is a projective valuation in the sense of Definition 5.38
on ∂A of T . We call wT the canonical valuation of T .
Theorem 5.40. [Ben90, Theorem 4.4] Given a Λ-valued projective valuation ω on a
set E. Then there exists a Λ-tree T = T (ω,E) with sap and a one to one correspondence
from E to ∂AT under which ω corresponds to the canonical valuation ωT on E arising
from T .
We included a detailed proof of the above theorem in Section A. The main idea is as
follows. One uses (E,ω) to construct a tree T . First a rooted tree datum is defined;
the Alperin-Bass construction will then give a tree T . Finally we have to prove that
the canonical projective valuation ωT arising from T equals ω. The outline of the given
proof is due to Bennett, [Ben90, Chapter 4]. We correct some minor inaccuracies and
try to give a complete proof that is easy to read. None of the proofs are literally the
same as the ones given in [Ben90], but almost all are based on the calculations there.
If not, we will mention it separately.
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Remark 5.41. Theorem 5.40 and Bennett’s proof of it in [Ben90] was also discussed
in Chapter 3 of the PhD thesis by Koudela [Kou97]. She claims, that the theorem as
stated in [Ben90] is not true and that in general the correspondence between E and the
set of ends of T is not one to one, but that the best that can be done is an embedding
of E in the ends of T . A remark concerning this task is made in [CK03] as well.
The theorem Koudela proves, making a few remarks on the proof of Bennett, is
[Kou97, Theorem 3.5]
Given a projective valuation ω on a set E, we can find a Λ-tree T such that E
can be embedded in the set of ends of T and ω is the projective valuation arising
from T .
On the first glance it seems that we have mutually contradictory statements, however
both theorems are correct. The solution is quite simple and is buried in the definition of
an end of a tree. Bennett formulates Theorem 5.40 for trees with sap. The definition
of an “end” of a tree, as made in [Ben90], corresponds to an A-end in the sense of
Definition 5.27. On the contrary “ends” in [Kou97] or [CK03] are precisely what we
call an end. Therefore the difference between the two assertions is precisely owed to
the fact that in general ∂AT ( {ends of T}, compare Remark 5.29.
Panel- and wall-trees
Associated to an affine building there are two classes of trees encoding the panel- and
wall structure of the affine building.
Let H and H ′ be parallel hyperplanes. By Corollary 3.11 of [Ben94] there exists a chart
f ∈ A, values k, k′ ∈ Λ and α ∈ R+ such that f−1(H) = Hα,k and f−1(H ′) = Hα,k′ .
Use this fact to define a distance between hyperplanes and panels of Weyl chambers
as follows:
Definition 5.42. Given two hyperplanes H and H ′. With the above notation the
distance from H to H ′ is defined to be |k − k′|. For parallel panels P and P ′ choose
parallel hyperplanes H and H ′ containing sub-panels of P , respectively P ′. Let the
distance between P and P ′ be the distance from H to H ′.
Note that the proof of the following proposition directly carries over to affine buildings
modeled on a non-reduced root system R.
Proposition 5.43. [Ben94, Prop. 3.14] Let (X,A) be an affine building of type
A(Λ,R) and dimension at least two. The set of hyperplanes in X belonging to a given
parallel class m := ∂H make up the points of an affine building (Tm,ATm) of dimen-
sion one (i.e. a Λ-tree with sap) with apartments in one to one correspondence with the
apartments of X. Moreover the ATm-ends of this tree are in one-to-one correspondence
with the half-apartments of ∂X having m as boundary. These trees are called wall trees
of ∂X.
A direct consequence of [Ben94][Cor 3.12] is the analog of 5.43 for panels.
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Corollary 5.44. [Ben94, Cor. 3.15] Let (X,A) be an affine building of type A(Λ,R)
and dimension at least two. The set of panels of Weyl chambers in X belonging to
a given parallel class p := ∂P make up the points of an affine building (Tp,ATp) of
dimension one (i.e. a Λ-tree with sap) with apartments in one to one correspondence
with the apartments of X. Moreover the ATp-ends of this tree tree are in one-to-one
correspondence with the chambers of ∂X containing p. In analogy to the wall trees, we
call them panel trees of ∂X.
Remark 5.45. Note that the panel tree associated to the panel ∂P is naturally isomor-
phic to all wall trees associated to hyperplanes ∂H of ∂X containing ∂P . By standard
facts on opposition maps of spherical buildings there are at most two isomorphism
types of panel/wall trees associated to a thick spherical building at infinity. There
are two different type if “taking the opposite in an apartment” is not transitive on all
panels of ∂X and just one type otherwise. Compare [Ben94][Cor 3.17] for a proof of
this fact.
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6 Automorphisms
The main result of this section is Theorem 6.17 which is a generalization of a well
known result by Tits in [Tit86].
In the first subsection we explain the concept of bowties and prove the main result in
the second. We hope that seeing a building as the collection of its equivalence classes
of bowties will have other applications than the given one. It might for example be
useful to prove a higher dimensional analog of Proposition 5.30.
Remark 6.1. By writing affine building in the present section we always mean a gen-
eralized affine building in the sense of Definition 5.1.
6.1 The space of bowties
The term bowtie is due to Leeb [Lee00] who refers to B. Kleiner for the main idea.
However the basic idea of a bowtie was already used by Tits. In [Tit86], Tits described
points in an affine building using the building at infinity and points in the wall trees.
We simplified the definition of a bowtie to make it usable in the more general setting
of generalized (not necessarily thick) affine buildings.
Let R be a root system of rank n and let the associated Coxeter complex be colored
by I = {1, . . . , n}.
Definition 6.2. Let (X,A) be an affine building modeled on A(R,Λ), let n be the
rank of R and denote by ∆ = ∂AX the building at infinity of X. Assume that the
panels of ∆ are consistently colored by I = {1, . . . , n}. A bowtie in (X,A) is a triple
./ = (c, cˆ, {yi}i∈I) such that
1. c and cˆ are opposite chambers in ∆
2. yi is a point in the panel tree Tpi of the i-panel pi of c.
Denote by a./ the unique apartment of ∆ containing c and cˆ and by A./ the associated
affine apartment of X. The collection B of all bowties is called the space of bowties of
X.
Proposition 6.3. A bowtie ./ in an affine building (X,A) determines a unique point
x./ in the unique apartment A./ associated to ./.
Proof. Assume that ./= (c, cˆ, {yi}i∈I) and let (X,A) be modeled on A = A(R,Λ). For
each i ∈ I the point yi in the panel tree Tpi is an asymptote class of co-dimension one
Weyl simplices. Let mi be the unique wall of a./ containing pi. The panel tree Tpi is
canonically isomorphic to the wall tree Tmi via a map ψpi,mi . Hence each representative
of yi is contained in a unique hyperplane Hi of the parallel class mi. Now fix a chart
f of A./ and identify A./ with the model space A via f . The chamber c determines a
basis B = {αi, i ∈ I} of R. Then there exist ki ∈ Λ, for all i ∈ I, such that for all
i ∈ I the hyperplane Hi equals Hαi,ki = {x =
∑n
j=1 xjαj ∈ A./ : (αi,αi)2 〈x, α∨i 〉 = ki}.
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It remains to prove that
⋂r
i=0Hi 6= ∅, which is equivalent to finding a solution to the
following system of equations
ki =
n∑
j=1
(αi, αi)
2
〈αj, α∨i 〉xj for all i ∈ I.
But the system has a unique solution x./ since the Cartan matrix (〈αi, α∨j 〉)ij is in-
vertible over Q({αi, α∨j }i,j∈I) and hence over any subfield of R containing the set
{αi, α∨j }i,j∈I .
In the following an equivalence relation on the set of bowties is defined whose equiv-
alence classes are, as we will prove in Proposition 6.8, in one to one correspondence
with the points of X.
Definition 6.4. Two bowties ./ = (c, cˆ, {yi}i∈I) and ./′ = (d, dˆ, {zi}i∈I) in an affine
building (X,A) are called adjacent if
1. c = d
2. the intersection cˆ ∩ dˆ is a panel of both, and
3. yi = zi for all i ∈ I.
Figure 8 gives an example of two adjacent bowties which might well remind you of the
sundial configuration illustrated in Figure 6.
cˆ′
pi
cˆ
c = c′
Figure 8: The bowties ./ = (c, cˆ, {yi}) and ./′ = (c′, cˆ′, {y′i}) are adjacent.
Observation 6.5. One can easily observe that there is a natural action of the spherical
Weyl group on B. Let ./ be a bowtie. Recall, that for any (fixed) apartment containing
x./ the stabilizer of x./ under the full affine Weyl groupW is isomorphic to the spherical
Weyl group W . Hence given such an apartment A, the spherical Weyl group permutes
the walls in A containing x./. Obviously W also acts on the chambers, hyperplanes and
panels in ∂A.
Let ./ = (c, cˆ, {yi}i∈I) be a bowtie. The points yi ∈ Tpi determine walls Hi in A./ and
their images w.Hi of some fixed w ∈ W correspond to points w.yi in Tw.pi. Define
w../ = (w.c, w.cˆ, {w.yi}i∈I).
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Let qi be the unique panel of cˆ opposite pi and denote by [pi, qi] : Tpi → Tqi the perspec-
tivity map from the panel tree associated to pi to the tree associated to qi. The obvious
involution ι of bowties is given by the multiplication with the longest element w0 ∈ W
ι(./) = w0../ = (cˆ, c, {[pi, qi](yi)}).
Definition 6.6. A path of bowties is a sequence (./0, ./1, . . . , ./n) such that ./i and
./i−1 are either adjacent or ./i = w../i−1 for some w ∈ W . Two bowties ./ and ./′ are
equivalent, denoted by ./ ∼ ./′, if there exists a path of bowties connecting them.
Lemma 6.7. The relation ∼ defined in 6.6 is an equivalence relation.
Proof. Reflexivity is clear since W contains the identity. Symmetry follows from re-
versing a connecting path and transitivity by concatenation of paths.
Proposition 6.8. Two bowties ./ and ./′ in an affine building (X,A) are equivalent
if and only if they determine the same vertex, i.e.
./ ∼ ./′ ⇐⇒ x./ = x./′ .
For the proof of Proposition 6.8 some technical Lemmas are needed. The first one is
an observation for spherical buildings.
Lemma 6.9. Given three chambers c, d, e in a spherical building ∆ such that both
d and e are opposite c. Then there exist minimal galleries γ = (d0, d1, . . . , dn) and
σ = (c0, c1, . . . , cn) such that d0 = d, dn = c = c0, cn = e and such that for all i the
chamber di is opposite ci.
Furthermore, if f is adjacent to c and contained in the apartment which is determined
by c and e then σ can be chosen such that c1 = f .
Proof. Let A denote the unique apartment containing c and d and B the one determined
by c and e. Let r∂A,c denote the retraction5 onto ∂A based at the chamber c, which is
an isomorphism restricted onto an apartment containing c. Since c ∈ B, the retraction
r∂A,c maps B isomorphically onto A. Hence r∂A,c(e) = d. For any chamber f ∈ B, f ∼ c
there exists a minimal gallery σ˜ connecting c and d,
σ˜ = (c˜0 = c, c˜1 = r∂A,c(f), . . . , c˜n = d).
Let di be the opposite of c˜i in ∂A. Then d0 = d and dn = c. Define
γ = (d0 = d, d1, . . . , dn = c).
The restriction of r∂A,c to B is an isomorphism of spherical apartments. Hence we can
define
ci := (r∂A,c|b)−1(c˜i) and σ = (c0, . . . , cn).
By construction we have c0 = c and cn = e. The retraction r∂A,c preserves distance to
c implying that σ is a minimal gallery from c to e.
5It is the analog in the spherical case of the retraction rA,c defined in 2.7.
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Assume there exists an index i such that di is not opposite ci, meaning that d(ci, di) is
strictly smaller than the maximal distance in the given spherical building ∆. But
d(di, ci) ≥ d(r∂A,c(di), r∂A,c(ci)) = d(di, c˜i)
and di and c˜i are at maximal distance. This contradicts the assumption since r∂A,c
does not increase distances between chambers in ∆. Hence di is opposite ci for all i
and the assertion follows.
Lemma 6.10. For any bowtie ./ = (c, cˆ, {yi}i∈I) in X and any chamber d in ∂AX
there exists a bowtie ./′ = (d′, d, {zi}i∈I) equivalent to ./.
Proof. Assume d is contained in a./. Then the assertion follows by the action of W .
First assume d ∩ a./ is a panel of d. Without loss of generality we may further assume
that d and cˆ are adjacent and that ∆x./d and ∆x./c are opposite in ∆x./X. Then d and
c are opposite as well. Otherwise replace ./ by an equivalent bowtie w../ in a./. Define
./′ := (c, d, {yi}). According to Definition 6.4 the bowties ./ and ./′ are adjacent and
therefore equivalent.
If d and a./ do not share a panel choose a gallery γ = (d0, d1, . . . , dn) of minimal
length such that d0 ∈ a./ and dn = d. There exists a bowtie (c1, cˆ1, {zi}) = ./1 ∼ ./
with cˆ1 = d1 using the same argument as in the first step. Inductively find bowties
./i+1 ∼ ./i using the fact that di+1 and a./i share a panel. This implies the existence
of a path of bowties from ./ to a bowtie ./′ such that cˆ′ = dn = d. The assertion
follows.
Lemma 6.11. Given a bowtie ./ = (c, cˆ, {yi}i∈I) and an apartment A of (X,A) such
that x./ is contained in A and such that c is a chamber of ∂A. Then ./ is equivalent
to a bowtie in A.
Proof. Let a := ∂A. Without loss of generality we may assume that the chamber c has
a panel pi contained in the boundary of a ∩ a./, as illustrated in Figure 9. Otherwise
use the W -action on B, as described in 6.5, to replace ./ by an equivalent bowtie in
A. Let cop denote the chamber opposite c in a and let f be the unique chamber in a./
different from c containing pi. Let l be the length of the shortest gallery from cˆ to a
chamber in a. Denote by qi the panel of cop opposite the i-panel pi of c.
If l = 2 then qi, which is opposite pi, is contained in cˆ, cop and a. The bowties
./0 = (c, c
op, {yj}j∈I) and ./ are, by definition, adjacent and hence equivalent.
The induction step is as follows. Again assume without loss of generality that the
situation is as described at the beginning of the proof. Abbreviate x := x./. Both
apartments A and A./ contain x. By Proposition 5.19 the images pix(a) and pix(a./)
under the natural epimorphism from ∆A to ∆xX are, therefore, apartments in ∆xX.
Lemma 6.9 implies the existence of galleries
γ˙ = (c˙0 = pix(c
op), c˙1, . . . , c˙n = pix(c)) in pix(a) and
σ˙ = (d˙0 = pix(c), d˙1 = pix(f), . . . , d˙n = pix(cˆ)) in pix(a./)
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such that c˙i is opposite d˙i for all i. We can lift γ˙ and σ˙ to galleries
γ = (c0 = c
op, c1, . . . , cn = c) in a and
σ = (d0 = c, d1 = f, . . . , dn = cˆ) in a./.
The bowtie ./l := (c, cop, {yj}) is equivalent to w../l with w ∈ W chosen such that
w.c = c1 and c ∩ w.cop = c ∩ f .
Let a1 be the apartment spanned by c1 and d1 = f . Denote the corresponding affine
apartment by A1. The affine apartment associated to a1 contains x, since d˙1 = pix(d1)
and c˙1 = pix(c1) are opposite in ∆xX. Hence there is a bowtie ./l−1 := (c1, d1, {w.yj})
contained in a1 which is by definition adjacent to ./l. Substitute a by a1 and ./ by an
equivalent bowtie in A./ such that c = f = d1. We are again in the situation described
at the beginning of the proof with the distance to the apartment reduced by one. By
reverse induction ./ is equivalent to a bowtie in A.
f
c
cˆ
x./
c1
cop
a./
a
Figure 9: Let ./ = (c, cˆ, {yi}) be given and assume that c has a panel in the boundary
of a∩ a./ and let cop be the chamber opposite c in a. Shift the gray bowtie (c, cop, {zi})
to the (equivalent) one with chambers f and c1 which is “closer” to ./.
Remark 6.12. The main idea of the proof of Lemma 6.11 is as follows: Assume the
situation is as described in Figure 9. We are able to construct “opposite” galleries
γ : c′  c and σ : c  cˆ such that each of the apartments Ai determined by the
opposite chambers di and ci contains x./. This enables us to “shift” ./n := (cop, c, {zopi })
along these galleries to ./ while never leaving the equivalence class.
Proof of Proposition 6.8. The implication ./ ∼ ./′ ⇒ x./ = x./′ is an easy conse-
quence of the definition of equivalence of bowties. To prove the converse assume that
bowties ./1 = (c1, cˆ1, {yi}) and ./2 = (c1, cˆ1, {zi}) with the same basepoint x are given.
Let a1 denote the apartment at infinity defined by ./1 and let A1 denote the correspond-
ing affine apartment. By Lemma 6.10 there exists a bowtie ./ = (d, dˆ, {xi}) equivalent
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to ./2 such that d = c1. But then ./ is such that c./ ∈ a1 and x./ = x ∈ A1. Therefore,
by Lemma 6.11, ./ is equivalent to ./1. Transitivity implies the equivalence of ./1 and
./2.
Remark 6.13. These constructions heavily rely on the fact that for any vertex x ∈ X
and any chamber c ∈ ∆ there exists a unique Weyl chamber S ∈ c based at x, which
we proved in 5.11.
6.2 Extending automorphisms
The main result in this section is Theorem 6.17 which says that an isomorphism from
one building at infinity to another is induced by an isomorphism of the affine buildings
if and only if it preserves certain additional data at infinity. The analog result in the
setting of R-buildings was first proven by Tits [Tit86]. A detailed proof in the case of
thick simplicial affine buildings can be found in [Wei08, Thm 12.3]. The simplicial case
is also covered by [Lee00, Theorem 1.3].
Notation 6.14. Let R be a root system in the sense of Definition 1.1. Let n be the rank of
R and let the associated Coxeter complex be colored by the set I = {1, . . . , n}. Assume
that F is a subfield of R containing the set of evaluations 〈β, α∨〉 for all pairs of roots
α, β ∈ R. Fix two ordered abelian groups Λ and Γ admitting an F -module structure,
and assume that there exists an epimorphism e : Λ → Γ of F -modules. Let further
(XΛ,AΛ) and (XΓ,AΓ) be affine buildings in the sense of Definition 5.1 modeled on
A(R,Λ), respectively A(R,Γ). Denote by ∆Λ and ∆Γ the associated spherical buildings
at infinity.
Definition 6.15. Let notation be as in 6.14 and let τ : ∆Λ → ∆Γ be an isomorphism.
Then τ is ecological6 if for each wall m and panel p of ∆Λ we have
ωτ(m) ◦ τ = e ◦ ωm and ωτ(p) ◦ τ = e ◦ ωp
where ωm and ωp are as defined in 5.38.
Proposition 6.16. Notation is as in 6.14. An ecological isomorphism τ : ∆Λ −→ ∆Γ
induces maps τm : Tm −→ Tτ(m) and τp : Tp −→ Tτ(p) for all walls m and panels p in
∆Λ such that
dTτ(m)(τm(x), τm(y)) = e(dTm(x, y)) (6.16.1)
for all x, y ∈ Tm, and
dTτ(p)(τp(x), τp(y)) = e(dTp(x, y)) (6.16.2)
for all x, y ∈ Tp. In particular if Λ = Γ and e = idΛ then τm and τp are isometries for
all walls m and panels p.
Proof. Fix m in ∆Λ. By Proposition 5.30 there exists an Γ-tree (T, d) and a map
φ : Tm → T , unique up to an Γ-isometry, such that for all x, y ∈ T
d(φ(x), φ(y)) = e(dTm(x, y)).
6The colorful name ecological was suggested by Richard M. Weiss in [Wei08].
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The set ∂AT is, by definition, in canonical bijection to the set ∂AmTm. Identify ∂AT and
∂AmTm and denote this set with E. The canonical valuation ωT of pairwise different
a, b, c, d in E is the signed distance between the two branching points κ(a, b, c) and
κ(a, b, d). Compare Definition 5.39. Since τ is an isomorphism, one can also identify
∂AmTτ(m) and E. Therefore
ωT (a, b, c, d) = ±d(κ(a, b, c), κ(a, b, d))
= ±e(dTm(κ(a, b, c), κ(a, b, d)))
= ωτ(m)(a, b, c, d)
for pairwise different a, b, c, d in E. Theorem 5.40 implies the assertion.
It would be possible to construct the maps τm, τp directly, yet using the base change
functor the proof is much shorter.
The following is the main result of this section. The two major consequences are stated
in 6.20 and 6.21.
Theorem 6.17. Let notation be as in 6.14 and let τ : ∆Λ → ∆Γ be an ecological
isomorphism of the buildings at infinity. Then there exists a unique surjective map
ρ : XΛ 7→ XΓ mapping AΛ to AΓ such that
∂ρ(S) = τ(∂S) (6.17.1)
for all AΛ-Weyl-chambers S of XΛ and such that
dΓ(ρ(x), ρ(y)) = e(dΛ(x, y)) (6.17.2)
for all points x, y ∈ XΛ.
Note that ρ is an isomorphism if e is the identity. Hence
Corollary 6.18. Let (X,A) be an affine building. Assume τ is an ecological auto-
morphisms of the building at infinity ∂AX. Then there exists a unique automorphism
ρ : X 7→ X such that τ is induced by ρ.
Proposition 6.19. In addition to the notation fixed in 6.14 let BΛ and BΓ denote the
space of bowties of XΛ and XΓ, respectively. Let τ be an ecological isomorphism and
let τp be as in Proposition 6.16. Let ρ : BΛ → BΓ be defined as follows
ρ : (c, cˆ, {yi}) 7−→ (τ(c), τ(cˆ), {τpi(yi)}).
Then the following hold
1. The map ρ is surjective and preserves equivalence of bowties.
2. The preimage ρ−1(./) of a bowtie ./ ∈ BΓ is parametrized by (ker(e))n.
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Proof. Since τ and the τm are surjective ρ is surjective as well. Let bowties ./ and
./′ be given such that the associated apartments a./ and a./′ are equal. Then aρ(./) =
aρ(./′) since τ is an isomorphism and the apartments a./, respectively a./′ , are uniquely
determined by c and cˆ, respectively c′ and cˆ′. To prove 1 it is therefore enough to show
that ρ preserves adjacency. Assume ./ and ./′ are adjacent bowties in BΛ. Then there
exists an index i such that cˆ∩ cˆ′ = pˆi. By assumption c = c′ and yj = y′j for all j. The
map τ is an isomorphism hence τ(c) = τ(c′) and τ(cˆ) ∩ τ(cˆ′) = τ(pˆi) therefore ρ(./)
and ρ(./′) are adjacent.
It remains to prove 2. The preimage under ρ of a bowtie ./ = (c, cˆ, {yi}) in BΓ is the
following set
{(d, dˆ, {xi}) : c = τ(d), cˆ = τ(dˆ), ττ−1(pi)(xi) = yi for all i ∈ I}.
Further
ρ−1(./) = {(d, dˆ, {xi}}) : τqi(xi) = yi for all i ∈ I}.
Therefore ρ−1(./) is parametrized by the pre-images of the yi in the panel tree. Each
apartment of a panel tree is isomorphic to Λ, respectively Γ, and for each i the restric-
tion of τqi to a fixed apartment equals e : Λ 7→ Γ. Therefore we see that ker e is exactly
{xi : τqi(xi) = yi} and the assertion follows.
Proof of Theorem 6.17. It is clear by definition of ρ that ∂(ρ(S)) = τ(∂S) for all Weyl
chambers S in XΛ. Therefore τ is induced by ρ. It remains to prove (6.17.2). Given
x, y ∈ XΛ. Let A be an apartment of XΛ containing x and y. Fix a chart and identify
A with the model space AΛ such that y = 0Λ and x ∈ CΛf , where by CΛf we mean the
fundamental Weyl chamber in AΛ. Let A′ be the the image ρ(A) in XΓ. Identify A′
with AΓ such that 0Γ = ρ(0Λ) and ρ(x) ∈ CΓf . Recall that by Proposition 6.16 an
ecological isomorphism induces maps τm : Tm 7→ Tτ(m) such that (6.16.1) holds.
Associated to x there exists an n-tuple (k1, . . . , kn) ∈ Λn such that
x ∈ Hi,ki = {z : 〈z, α∨i 〉 = ki}
for all i = 1, . . . , n. Letmi be the parallel class of Hi,ki and let Tmi be the corresponding
wall tree. Then Hi,ki determines a unique point yi in Tmi . By definition of the distance
function dTmi on Tmi and by definition of x
i we have that
dTmi (yi, 0mi) = ki = 〈x, α∨i 〉 = 2xi.
Hence the ki determine the coordinates xi uniquely.
By Proposition 6.16 and the definition of ρ in Proposition 6.19 the following is true for
all i ∈ I
2(ρ(x))i = dTτ(mi)(τmi(yi), τmi(0mi) = e(dTmi (yi, 0mi)).
Proposition 4.19 implies that for all z ∈ CΓf
dΓ(z, 0) =
∑
α∈R+
n∑
i=1
bαi z
i
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with the coefficients bαi defined by α =
∑n
i=1 b
α
i αi. Put z = ρ(x). Using the equations
above, we have
dΓ(ρ(x), 0) =
∑
α∈R+
n∑
i=1
pαi (ρ(x))
i
=
∑
α∈R+
n∑
i=1
pαi e(dTmi (yi, 0mi))
= e
(∑
α∈R+
n∑
i=1
pαi dTmi (yi, 0mi)
)
= e (dΛ(x, 0)) .
In particular dΓ(ρ(x), 0) = dΛ(x, 0) if Λ = Γ and e is the identity.
Theorem 6.17 can be reformulated as follows.
Theorem 6.20. Let Aut(X,A) be the subgroup of the automorphism group of an affine
building (X,A) that leaves the apartment system A invariant. For each τ ∈ Aut(X,A)
let ρτ denote the automorphism of X induced by τ . Then τ 7→ ρτ is an isomorphism
from Aut(X,A) to the group of ecological automorphisms of ∂AX.
Proof. An element of Aut(X,A) preserves the tree structure at infinity and therefore
induces an ecological automorphism of ∂AX. The converse holds by Theorem 6.17.
Let (X,A) be an affine building and denote by ∆ its building at infinity. Let G† be
the subgroup of the automorphism group Aut(∆) generated by the root groups of ∆.
Theorem 6.21 is the analog of Theorem 12.31 in [Wei08]. Due to Corollary 6.18 the
proof is literally the same as in [Wei08].
Theorem 6.21. Suppose the rank of ∆ is at least two, then all elements of G† are
ecological and are therefore induced by a unique element of Aut(X,A).
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7 Buildings for the Ree and Suzuki groups
In [HKW08] we gave a geometric classification of affine buildings associated to the Ree
and Suzuki groups. A partial result of that classification is Theorem 7.27. The main
purpose of this section is to give an algebraic proof of 7.27. Along the way we prove
interesting formulas in 7.29 that might be of independent interest.
7.1 Root data and valuations
This section is a review of the definitions of root data of spherical buildings and their
valuations.
Notation 7.1. In the following let W be the spherical Weyl group of an irreducible
root system R in the sense of Definition 1.1 and let S be the set of generators of W
determined by a fixed basis B of R. If |S| = 2 andW is a dihedral group of order 2n for
n = 5 or n > 6, let R consist of 2n vectors evenly distributed around the unit circle in
R2 and think of S as the reflections along the hyperplanes determined by two vectors
forming an angle of (n−1)
n
180 degrees, i.e. R is a root system of type I2(n). Denote by
V the ambient vector space of R.
In the following the Moufang property, defined in 2.4, will play an important role. Let
us define the analog in the spherical rank one case.
Definition 7.2. Let ∆ be a spherical building of dimension zero, i.e. of type R = A1.
Let Σ be an apartment of ∆ and identify the two vertices of Σ with the two elements
of R. A Moufang structure on ∆ is a set of nontrivial groups (Uα)α∈R satisfying the
following two axioms
1. For any α ∈ R the root group Uα fixes α and acts simply transitively on ∆ \ {α}.
2. For each α ∈ R the stabilizer of α in G := 〈Uα, U−α〉 normalizes Uα.
The conjugates U gα, for g ∈ G are called root groups.
Remark 7.3. Note that a Moufang structure is independent of the choice of the apart-
ment Σ. The building ∆ has to be thick, i.e. |∆| ≥ 3, since we assumed the root
groups to be non-trivial. Saying that a rank one building ∆ is Moufang, we mean that
we have a particular (fixed) Moufang structure in mind.
For the remainder of this section we fix the following notation
Notation 7.4. Let ∆ be an irreducible spherical building of type R satisfying the Mo-
ufang condition as defined in 2.4 respectively 7.2. Denote by (W,S) the Coxeter system
associated to R and by V its ambient space. Fix an apartment Σ of ∆ and identify its
roots with the elements of R. The root group associated to a root α is denoted by Uα.
Proposition 7.5. With notation as in 7.4 let α be an element of R and −α its opposite
root in an apartment Σ. Then
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1. There exist maps λ, κ : U∗α → U∗−α such that for all u ∈ U∗α
mΣ(u) := κ(u)uλ(u)
fixes Σ setwise and induces the unique reflection sα on R, as defined in 1.6.
2. For all u ∈ Uα one has mΣ(u)−1 = mΣ(u−1).
Further let G† be the subgroup of Aut(∆) generated by the root groups Uα, α ∈ R. Then
G† is transitive on the set of all pairs (Σ, c) of apartments Σ in ∆ and chambers c ∈ Σ.
Proof. For assertions 1.-3. see [TW02, 6.1-6.3] for the second half of the proposition
compare [Wei03, Proposition 11.12].
Definition 7.6. Let ∆ be an irreducible Moufang spherical building of type R. A root
datum of ∆ (based at Σ) is a pair (Σ, {Uα}α∈R), where Σ is an apartment of ∆ and
{Uα}α∈R is the set of corresponding root groups.
One can prove that a root datum is, up to conjugation in G†, independent of the choice
of an apartment Σ and the identification of the roots of Σ with the elements of R.
Definition 7.7. Let R and (W,S) be as in 7.4. For roots α, β ∈ R with α 6= ±β let
the interval [α, β] be the sequence (γ1, . . . , γs) of roots γi ∈ R such that
γi
(γi, γi)
= pi
α
(α, α)
+ qi
β
(β, β)
for some positive real numbers pi, qi and such that
∠(γi, α) < ∠(γj, α) if and only if i < j.
Define the open interval (α, β) to be the set [α, β] \ {α, β}.
Note that s depends on α and β and that sometimes s = 0 and [α, β] = ∅.
Definition 7.8. Let (Σ, {Uα}α∈R) be a root datum of a spherical building ∆. A
collection ϕ = (ϕα)α∈R of maps ϕα : U∗α → R is a valuation of the root datum if the
following axioms are satisfied.
(V 0) |ϕα(Uα)| ≥ 3 for all α ∈ R
(V 1) The set Uα,k := {u ∈ Uα : ϕα(u) ≥ k} is a subgroup of Uα for all α ∈ R and all
k ∈ R, where we assign ϕα(1) =∞ for all α.
(V 2) Given α 6= ±β, the commutator
[Uα,k, Uβ,l] ⊂
∏
γ∈(α,β)
Uγ,pk+ql
where p, q and (α, β) are as in 7.7.
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(V 3) Given α, β ∈ R and u ∈ U∗α, there exists t ∈ R, such that for all x ∈ Uβ
ϕsα(β)
(
xmΣ(u)
)
= ϕβ(x) + t.
Moreover if α = β then t = −2ϕα(u).
Note that condition (V 2) is empty in the rank one case.
Definition 7.9. Let ϕ and ϕ′ be valuations of a root datum based at Σ. Then ϕ and
ϕ′ are equipollent if there exists v in the ambient space V of R such that for all α ∈ R
and all u ∈ Uα
ϕ′α(u) = ϕα(u) + (v, α).
We also write ϕ′ = ϕ+ v.
7.2 Ree and Suzuki groups
In this section we collect well known facts about the three families of Ree and Suzuki
groups using [Tit83, Tit95] and [TW02] as references.
Notation 7.10. We will consider three cases B,F and G. Let in all cases K be a field
of positive characteristic p and let θ be a Tits endomorphism, meaning that θ2 is the
Frobenius x 7→ xp on K. Therefore F := Kθ is a subfield of K and containing Kp.
In case B let p = 2 and let L be an additive subgroup of K containing F such that
LF ⊂ L. Hence (K,L, Lθ) is an indifferent set as defined in [TW02, 10.1]. The induced
building BD2 (K,L, Lθ) is a Moufang quadrangle called QD(K,L, Lθ) in [TW02, 16.4].
Hence its type is B2.
In case F let again p = 2. The pair (K,F ) is a composition algebra as defined in
[TW02, 30.17]. This data determines a building F4(K,F ) which is spherical and of
type F4.
In case G let p = 3. Then (K/F )◦ is a hexagonal system in the sense of definition
[TW02, 15.20]. Determined by this data there is a Moufang hexagon G2((K/F )◦) (of
type G2) which was called HD((K/F )◦) in [TW02, 16.8]. From now on let ∆ denote
one of the buildings BD2 (K,L, Lθ),F4(K,F ) and G2((K/F )◦).
Let R be the type of ∆. Denote by V the ambient vector space of R and fix a Weyl
chamber S in V . In all three cases there exists a unique nontrivial element τ ∈ Aut(R)
fixing S. Then τ induces an automorphism of the associated Coxeter complex which
has order two and is non-type-preserving. One can prove
Theorem 7.11. Fix an apartment Σ of ∆ and a chamber c ∈ Σ. Identify the roots
of Σ with the elements of R such that S corresponds to c. Then there exists for each
α ∈ R an isomorphism xα from the additive group (L,+) to Uα in case B and from
(K,+) to Uα in cases F and G such that the following is true: There exists a (non-type
preserving) automorphism ρ of ∆ fixing Σ and C setwise such that
xα(t)
ρ = xτ(α)(t)
for all α ∈ R and all t ∈ L, respectively in K.
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Proof. Compare [HKW08, Thm 5.3]
The map ρ of Theorem 7.11 is an involution of ∆ switching the roots in the basis B of
R which is determined by C and switching the root groups associated to B as well.
Definition 7.12. Denote by ∆ρ the fixed point set of ρ in ∆. Let G† be as in 7.5 and
let G denote the group of automorphisms of ∆ρ induced by the centralizer of ρ in G†.
In case B the group Sz(K, θ, L) := G is a Suzuki group. In case G and F these are the
Ree groups denoted by Ree(K, θ) and 2F4(K, θ), respectively.7
The spherical buildings for the Ree and Suzuki groups are the fixed point sets of certain
involutions of ∆.
Let R and V be as in 7.11. Denote by V˙ the set of fixed points of τ in V . Let α¨ := α+ατ
then α¨ ∈ V˙ since τ 2 is the identity. Define α˙ := α¨
(α¨,α¨)
and
R˙ = {α˙ : α ∈ R}.
Then R˙ is the root system A1 in case B and G, which is easy to see, and equals the
root system I2(8) in case F, which was proved by Tits in [Tit83].
Proposition 7.13. The fixed point set ∆ρ carries the structure of a spherical building
of type R˙ satisfying the Moufang condition. These are the Suzuki-Ree-buildings.
Proof. Compare Theorem 6.5 in [HKW08]
In case F the building ∆ρ is a generalized octagon, in case B it is sometimes called
Suzuki ovoid and Ree-Tits ovoid in case G.
In the following we will describe the structure of the root datum of the Suzuki-Ree
buildings. Let us first fix some notation.
Notation 7.14. Adopt notation for the cases B,F and G from 7.10. Let R, V and
Σ, c as well as ρ be as in 7.11. Denote by ∆˙ the building of type R˙ appearing in
Proposition 7.13 and let Σ˙ be the set of fixed points under ρ in Σ, which is isomorphic
to the Coxeter complex Σ(R˙). Identify the elements in R˙ with the roots of Σ˙. Let
c˙, V˙ and S˙ be defined analogously. In general data belonging to the ambient spherical
building ∆ is denoted by letters without a dot and data belonging to the Ree- and
Suzuki groups is denoted by the same letter with a dot.
7.15. Case F - Octagons Let (K, θ) be an octagonal set and let K(2)θ denote the group
with underlying set K ×K and multiplication
(s, t) ∗ (u, v) = (s+ u+ tθv, t+ v)
for all (s, t), (u, v) ∈ K(2)θ . Note that the inverse of an element (s, t) ∈ K(2)θ is given
by (s + tθ+1, t). The positive roots in R˙ can be enumerated by {i = 1, . . . , 8} such that
7The groups 2F4(K, θ) are nowadays more closely associated with Tits and more often called Ree-
Tits groups.
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the root group Ui is parametrized by the additive group of K if i is odd and by K
(2)
θ if i
is even. The parametrization maps are t 7→ xi(t) if i is odd and (s, t) 7→ xi(s, t) if i is
even. In the second case write xi(t) := xi(t, 0) and yi(t) := xi(0, t) for arbitrary t ∈ K.
We refer to these elements as monomials. The building ∆˙ is uniquely determined by a
list of commutators satisfied by the root groups U˙α. Compare [TW02, 16.9]. A norm
on K(2)θ is defined by
R(s, t) = tθ+2 + st+ sθ
for all (s, t) ∈ K(2)θ . Tits proved in [Tit95] that R is anisotropic, i.e. R(s, t) = 0 only if
(s, t) = (0, 0). If α is a root whose root group is parametrized by K(2)θ then let hα(s, t)
denote the product mΣ(xα(1, 0))mΣ(xα(s, t)).
7.16. Case B - Suzuki ovoids Let K and L be as in 7.10. Note, that as additive
groups L = Kθ. Define L(2)θ to be the set L× L together with the multiplication
(s, t) ∗ (u, v) = (s+ u+ tθv, t+ v)
for all (s, t), (u, v) ∈ L(2)θ . Note that, as in case F, the inverse of an element (s, t) ∈ L(2)θ
is given by (s + tθ+1, t). The root datum of the building ∆ρ = : ∆˙ contains two root
groups, namely U+ and U−, both parametrized by L
(2)
θ . There exist maps x± : L
(2)
θ → U±
such that x±(s, 0)x±(0, v) = x±(s, v) and
x±(s, t)x±(u, v) = x±
(
s+ u+ tθv, t+ v
)
.
In analogy to case F the norm of L(2)θ is defined by
R(s, t) = tθ+2 + st+ sθ
for all (s, t) ∈ L(2)θ . By [Tit95] the norm R is anisotropic. Let hα(s, t) denote the
product mΣ (xα(1, 0))mΣ (xα(s, t)).
Remark 7.17. Let ∆˙F denote the building described in 7.15 and ∆˙B the one in 7.16.
Assume that in case B we have K = L. There exist rank two residues of ∆˙F which are
fixed by ρ and are isomorphic to ∆˙B. One can identify the residue with ∆˙B such that
the induced Moufang structure from ∆˙F coincides with the one on ∆˙B.
7.18. Case G - Ree Tits ovoids Let K be as described for case G in 7.10. Define
T (3) to be the set K ×K ×K together with the multiplication
(r, s, t) ∗ (w, u, v) = (r + w, s+ u+ rθw, t+ v − ru+ sw − rθ+1w)
for all (r, s, t), (w, u, v) ∈ T (3). Note that (−r,−s + rθ+1,−t) is the inverse of (r, s, t).
The root datum of a Ree Tits ovoid contains two root groups, namely U+ and U− which
are both parametrized by T (3). Hence there exist isomorphisms x± : T (3) → U± such
that
x±(r, s, t)x±(w, u, v) = x±
(
r + w, s+ u+ rθw, t+ v − ru+ sw − rθ+1w) .
A norm of the group T (3) is defined by
N(r, s, t) = rθ+1sθ − rtθ − rθ+3s− r2s2 + sθ+1 + t2 − r2θ+4
for all (r, s, t) ∈ T (3). Note that N is anisotropic by [Tit95], meaning N(r, s, t) = 0 only
if (r, s, t) = (0, 0, 0). Finally let hα(r, s, t) be equal to mΣ(xα(0, 0, 1))mΣ(xα(r, s, t)).
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Lemma 7.19. Consider the cases B and F as described in 7.16 and 7.15. Then there
exists a root α ∈ R such that Uα is parametrized by L(2)θ , respectively K(2)θ and the
following formula holds
xα(u, v)
hα(s,t) = xα
(
uR(s, t)θ, vR(s, t)2−θ
)
(7.19.1)
for all (s, t) ∈ L(2)θ in case B, respectively in K(2)θ in case F. The root α is unique up
to the choice of a basis of R. Furthermore in case F there exists a second root β such
that α and β form a basis of R and such that
xβ(u)
mΣ(xβ(t))mΣ(xβ(1)) = xβ(t
−2u). (7.19.2)
Remark 7.20. In case F let the roots be enumerated as in 7.15 then α in the lemma
above corresponds to α8 and β to α1. In case B one can identify α with the positive
root and Uα with U+.
Proof. We prove (7.19.1) using [TW02, 16.9] and [TW02, 32.13]. Let us first consider
case F. The commutator relations in [TW02, 16.9] are given for monomials x8(v) or
y8(v) only. Hence let us first calculate x8(v)h8(s,t). The formulas in [TW02, 16.9] imply[
x2(u)
h8(s,t), x8(v)
h8(s,t)
]
= x4
(
uθv
)h8(s,t)
x5(uv)
h8(s,t)x6
(
uvθ
)h8(s,t)
.
Applying [TW02, 32.13] twice we get
x2(u)
h8(s,t) = x2(uR(s, t)
−1)
x4(u
θv)h8(s,t) = x4(u
θv)
x5(uv)
h8(s,t) = x5(uvR(s, t)
θ−1)
x6(uv
θ)h8(s,t) = x6(uv
θR(s, t)).
Let v′ be defined implicitly by x8(v)h8(s,t) = x8(v′). Hence the commutator of x8(v′) and
x2(u
′), where u′ = uR(s, t)−1, determines v′ uniquely. By [TW02, 16.9] (u′)θv′ = uθv
hence v′ = vR(s, t)θ and therefore
x8(v)
h8(s,t) = x8(vR(s, t)
θ).
Now calculate y8(v)h8(s,t). Using [TW02, 16.9] again[
x1(u), y8(v)
−1] = y2(uv) · · · x7 (uvθ+2) .
The element y8(v) is, by [TW02, (6.4)(i)], uniquely determined by x1(u) and y2(uv).
To calculate the action of h8(s, t) it is therefore enough to look at the first term of
the commutator. Assuming that (y8(v)−1)h8(s,t) = y8(v′)−1 for some v′ the formulas in
[TW02, 32.13] imply that[
x1(u)
h8(s,t),
(
y8(v)
−1)h8(s,t)] = y2(uv)h8(s,t) · · ·x7 (uvθ+2)h8(s,t)
which is equivalent to[
x1(uR(s, t)
−1), y8(v′)−1
]
= y2
(
uvR(s, t)1−θ
) · · ·x7 (uvθ+2)h8(s,t) .
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Since uR(s, t)−1v′ = uvR(s, t)1−θ we have v′ = vR(s, t)2−θ and(
y8(v)
−1)h8(s,t) = y8 (vR(s, t)2−θ)−1 .
Since v′ is unique and since our choice satisfies the appropriate conditions we are done.
By 7.15 we have x8(u, v) = x8
(
u+ vθ+1
)
y8(v)
−1. Using the above calculations we can
conclude
x8(u, v)
h8(s,t) = x8
(
u+ vθ+1
)h8(s,t) (
y8(v)
−1)h8(s,t)
= x8
(
(u+ vθ+1)R(s, t)θ
)
y8
(
vR(s, t)2−θ
)−1
= x8
(
uR(s, t)θ, vR(s, t)2−θ
)
.
This finishes the proof in case F. By remark 7.17 the formula holds in case B by
restricting the parameters to L(2)θ .
Consider the case F and let β = α1 with the enumeration of the roots as in 7.15. The
proof of (7.19.2) is as follows. The commutator has to satisfy[
x1(u)
mΣ(x1(1))xΣ(x1(t)), x6(v)
mΣ(x1(1))xΣ(x1(t))
]
= x4(uv)
mΣ(x1(1))xΣ(x1(t)).
This is by [TW02, 32.13] equivalent to[
x1(u)
mΣ(x1(1))xΣ(x1(t)), x6
(
t−1v
)]
= x4(tuv).
Let v′ = t−1v and u′v′ = tuv. The value of x1(u)mΣ(x1(1))xΣ(x1(t)) is implicitly defined
by the commutator of x1(v′) and x6(u′), which is x4(u′v′) by [TW02, 32.13]. Therefore
x1(u)
mΣ(x1(1))xΣ(x1(t)) = x1(u
′) = x1 (t2u). Hence (7.19.2) holds.
Lemma 7.21. In case G there exists a root α ∈ R, unique up to a choice of a basis of
R, such that Uα is parametrized by T (3) and the following formula holds
xα(w, u, v)
hα(r,s,t) = xα
(
wN(r, s, t)2−θ, uN(r, s, t)θ−1, vN(r, s, t)
)
for all (r, s, t) ∈ T (3).
Proof. This is proved in chapter 6 of [HKW08].
The following will be useful in the next subsection.
7.22. Assume in case F as described in 7.15. Denote by R˙ the roots of an apartment
of ∆˙. Let m1 denote mΣ(x1(1)) and write m8 instead of mΣ(x8(1, 0)). The group
N := 〈m1,m8〉 is a dihedral group of order 16 which acts by conjugation on the set
of roots R. This action has two orbits, the roots with even index and the roots having
odd index. The stabilizer of each root in N is a group of order two centralizing the
corresponding root group.
Lemma 7.23. Let ϕ be a valuation of the root datum of the building ∆˙ of case B. Let
R˙ be the set of roots in a fixed apartment Σ˙ and let N be as in 7.22. For all g ∈ N , all
roots α ∈ R˙ and all u ∈ U∗α the following holds:
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1. ϕα(u) = ϕαg (ug)
2. mΣ(u)g = mΣ(ug).
Proof. The action of N on R˙ is induced by the action of N on Σ˙. By definition we
have ug ∈ U gα if and only if u ∈ Uα. The root groups are parametrized by maps
t 7→ xi(t) where t ∈ K or t ∈ K(2)θ if i is even or odd, respectively. By [TW02, 32.13]
the parameter t is not changed by elements of N . Since ϕi(xi(t)) only depends on the
parity of the index (and the parameter t) equation 1 follows. For part 2 see [TW02,
(6.2)].
7.3 Affine buildings for the Ree and Suzuki groups
The main result of this section is Theorem 7.27 proving (under certain conditions) the
existence of generalized affine buildings X associated to each of the Ree and Suzuki
groups. Together with 7.26 this gives a classification of all generalized affine buildings
having a Suzuki-Ree-building at infinity.
For the rest of this chapter fix the following notation.
Notation 7.24. Let K,∆, Σ, R, V and ρ (as well as the same letters tagged with a
dot) be as in 7.14. The root α is as in 7.19 and 7.21. Assume that opposite root
groups are parametrized such that xα(s, t)mΣ(1,0) = x−α(s, t) in case B and F and
xα(r, s, t)
mΣ(0,0,1) = x−α(r, s, t) in case G.
Definition 7.25. Let K be a field of positive characteristic p endowed with the Tits
endomorphism θ, as in 7.10. A valuation ν of K is θ-invariant if ν
(
xθ
)
=
√
p ν(x) for
all x ∈ K∗.
A proof of the following result can be found in [HKW08].
Theorem 7.26. Let notation be as in 7.24. Assume that ψ is a valuation of the root
datum of ∆˙ based at Σ˙, as defined in 7.8. Let ϕ = ψ − ψα(w) with w = xα(1, 0) in
cases B and F and w = xα(0, 0, 1) in case G. Then there exists a unique θ-invariant
valuation ν of K such that ϕ is uniquely determined by ν, i.e.
ϕα (xα(s, t)) = ν (R(s, t)) (7.26.1)
for all (s, t) in (L(2)θ )
∗ in case B, respectively for all (s, t) in (K(2)θ )
∗ in case F and
ϕα (xα(r, s, t)) = ν (N(r, s, t)) (7.26.2)
for all (r, s, t) ∈ (T (3))∗ in case G.
Conversely each such valuation ν extends to a valuation of the root datum.
Theorem 7.27. With notation as in 7.24 assume that ν is a θ-invariant valuation of
K such that |ν(K)| ≥ 3. Let ϕα : U˙α → R be defined by equation (7.26.1), in cases B
and F, and by equation (7.26.2) in case G. Then ϕα extends to a valuation ϕ of the
root datum of ∆˙ based at Σ˙ and there exists a non-discrete affine building having ∆˙ as
building at infinity.
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In [HKW08] we obtained 7.27 as a consequence of the following stronger result. Below
we will give a direct (algebraic) proof of this theorem.
Theorem 7.28. Let the building ∆ with polarity ρ and ∆˙ = ∆ρ be as in 7.24. Let
K be the defining field of ∆. Then for each θ-invariant valuation ν of K there exists
a (nondiscrete) affine building (X,A) with ∆ as boundary and there exists a unique
automorphism ρ˜ of X inducing ρ on ∆. Furthermore there is a unique building (X˙, A˙)
contained in the fixed point set of ρ˜ in X such that ∂A˙X˙ = ∆˙. In addition Aut(X)
contains a subgroup inducing a Suzuki or Ree group (depending on the case) on ∆˙.
The main ingredient in the proof of 7.27 is the following proposition. In case G the
proof is based on a suggestion by Theo Grundhöfer.
Proposition 7.29. Let notation be as in 7.24. Then (in cases B and F)
ν (R(s, t)) = min
{√
2 ν(s), (
√
2 + 2)ν(t)
}
and (7.29.1)
ν (R (xα(s, t) · xα(u, v))) ≥ min {ν (R(s, t)) , ν (R(u, v))} . (7.29.2)
And in case G
ν (N(r, s, t)) = min
{
ν(r)(2
√
3 + 4), ν(s)(
√
3 + 1), 2ν(t)
}
and (7.29.3)
ν (N (xα(r, s, t) · xα(w, u, v))) ≥ min {ν (N(r, s, t)) , ν (N(w, u, v))} . (7.29.4)
Proof. In case G the proof of the assertion can be found in appendix 9 of [HKW08].
For the proof of cases B and F suppose first that
ν(s) > (1 +
√
2)ν(t).
Then min
{
ν
(
sθ
)
, ν
(
tθ+2
)}
= ν
(
tθ+2
)
and hence
ν(st) > (
√
2 + 2)ν(t) = ν
(
tθ+2
)
and (7.29.5)
ν
(
sθ
)
=
√
2ν(s) > (
√
2 + 2)ν(t) = ν
(
tθ+2
)
. (7.29.6)
Since for any a, b and any valuation ν(a + b) ≥ min {ν(a), ν(b)} is satisfied, we can,
together with inequalities (7.29.5) and (7.29.6), conclude that
ν
(
sθ + st
)
> ν
(
tθ+2
)
.
And hence
ν (R(s, t)) = ν
(
tθ+2 + st+ sθ
) ≥ min{ν (tθ+2) , ν (st+ sθ)} = ν (tθ+2) .
Secondly suppose ν(s) ≤ (1 +√2)ν(t). Therefore min{ν (sθ) , ν (tθ+2)} = ν (sθ). In
case that ν (R(s, t)) is strictly bigger than ν
(
sθ
)
we have
ν
(
tRθ(s, t)
)
= ν(t) +
√
2 ν (R(s, t)) ≥ 1
1 +
√
2
ν(s) +
√
2 ν (R(s, t))
= (
√
2− 1)ν(s) +
√
2 ν (R(s, t))
> (
√
2− 1)ν(s) +
√
2 ν
(
sθ
)
= (
√
2 + 1)ν(s).
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On the other hand, using the assumption ν(s) ≤ (1 +√2)ν(t), we can conclude
ν
(
(tθ+1 + s)R(s, t)
)
= ν (R(s, t)) + ν
(
tθ+1 + s
)
≥ ν (R(s, t)) + ν(s) > (
√
2 + 1)ν(s).
And hence
ν
(
tRθ(s, t)
)
> (
√
2 + 1)ν(s) (7.29.7)
ν
((
tθ+1 + s
)
R(s, t)
)
> (
√
2 + 1)ν(s). (7.29.8)
Using the fact that sθ+1 = tRθ(s, t) + (tθ+1 + s)R(s, t) and the inequalities (7.29.7) and
(7.29.8) we have
ν
(
sθ+1
) ≥ min{ν (tRθ(s, t)) , ν ((tθ+1 + s)R(s, t))}
> (
√
2 + 1)ν(s)
which is a contradiction. Therefore ν (R(s, t)) = ν
(
sθ
)
and (7.29.1) holds.
To prove (7.29.2) let y := xα(s, t) and z = xα(u, v). Then y ·z = xα
(
s+ u+ tθv, t+ v
)
and, using (7.29.1), therefore
ν (R(y · z)) = min{ν ((s+ u+ tθv)θ) , ν ((t+ v)θ+2)}
= min
{
ν
(
sθ + uθ + t2vθ
)
, ν
(
tθ+2 + vθ+2 + tθv2 + t2vθ
)}
≥ min{ν (sθ) , ν (uθ) , ν (t2vθ) , ν (v2tθ) , ν (tθ+2) , ν (vθ+2)}
Simple calculations imply that both expressions ν
(
t2vθ
)
and ν
(
v2tθ
)
are greater or
equal than min
{
ν
(
tθ+2
)
, ν
(
vθ+2
)}
. Hence
ν (R(y · z)) ≥ min{ν(sθ), ν(tθ+2), ν(uθ), ν(vθ+2)} = min {ν (R(s, t)) , ν (R(u, v))}
and equation (7.29.2) follows.
In case F we need the following additional Lemma.
Lemma 7.30. In case F let ϕ be a valuation of a root datum of ∆˙. Let the roots be
enumerated as in 7.15 and let the root α of 7.24, be identified with α8. Assume that
ϕα(xα(s, t)) = ν(R(s, t)). Then
ϕαi (xαi(k)) =
√
2 +
√
2 ν(k)
for odd i and all k ∈ K.
Proof. Denote xαi by xi. Using s1(α2) = α8 and the formula in the proof of (10.21) in
[Ron89] we have
ϕ8
(
x2(s, t)
mΣ(xα1 (k))
)
= ϕ2 (xα2(s, t)) + 2ϕ1 (xα1(k)) · (α1, α8).
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By 1.4 the scalar product (α1, α8) equals −12
√
2 +
√
2. Equation 32.13 of [TW02]
implies
ϕ8
(
xα8
(
k−1−θs, k−1t
))
= ϕ2 (xα2(s, t))−
√
2 +
√
2 · ϕ1 (xα1(k)) .
With s = 0 and t = 1 the previous equation reads
ϕ8
(
xα8(0, k
−1)
)
= ϕ2 (xα2(0, 1))−
√
2 +
√
2 ϕ1 (xα1(k)) .
Defining c := ϕ2 (xα2(0, 1)) we can conclude
ϕ1 (xα1(k)) =
−1√
2 +
√
2
ϕ8
(
xα8(0, k
−1)
)
+ c =
√
2 +
√
2 ν(k).
Using 7.22 the assertion follows.
7.4 Proof of the main result
We verify the axioms of Definition 7.8.
Proof of Theorem 7.27. Axiom (V 0) is a direct consequence of the assumption that
|ν(K)| ≥ 3. We prove (V 1). In case F let α be a root whose root group is parametrized
by the additive group of K. The valuation of the product of two elements xα(s) and
xα(t) of Uα,k is calculated using 7.30:
ϕα (xα(s) · xα(t)) = ϕα (xα(s+ t)) =
√
2 +
√
2 ν(s+ t)
=
√
2 +
√
2 min {ν(s), ν(t)} ≥ k
Hence in this case (V 1) holds. Consider the cases F and B with α as in 7.24. Let
xα(s, t), xα(u, v) ∈ Uα,k be given. Then, by definition of Uα,k, the values ϕα (xα(s, t))
and ϕα (xα(s, t)) are greater or equal than k. Let y = xα(s, t) and z = xα(u, v).
Equation (7.29.2) implies
ϕα (y · z) = ν (R(y · z)) ≥ min {ϕα(y), ϕα(z)} .
Therefore (V 1) holds in case F (for all root groups parametrized by K(2)θ ) and is true
in case B, where all root groups are parametrized by L(2)θ . In case G let y = xα(r, s, t)
and z = xα(w, u, v) in Uα,k be given. Then, by equation (7.29.4), we have
ϕα(y · z) ≥ min{ϕα(y), ϕα(z)}.
Hence (V 1) holds in case G.
Condition (V 2) is empty in rank one, which are the cases B and G. To prove the
assertion in case F one has to verify property (V 2) for all pairs of elements whose
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commutator relations are in the list of [TW02, 16.9] first. These, the multiplication
of K(2)θ and the action of N , as described in 7.22 imply axiom (V 2) for arbitrary root
group elements. Checking (V 2) for all pairs with commutator relation in [TW02, 16.9]
forces a lot of calculations which are all of the same kind: Given roots α, β one has
to determine pγ, qγ for all γ ∈ (α, β). Since the elements describing the commutators
already appear in the correct order (see [TW02, 16.9]) it remains to check that they
are contained in Uγ,pγk+qγ l, i.e. one has to calculate the value under the valuation ϕγ
and compare it with the values of the chosen elements in Uα,k and Uβ,l. We will not
write out all the calculations. Hopefully the given example will enable the interested
reader to do the missing calculations himself.
Let α = α1 and β = α4 and let k := ϕ1(x1(t)) and l := ϕ4(x4(0, u)). By definition we
have
ϕ1 (x1(t)) =
√
2 +
√
2 ν(t) (7.30.1)
and
ϕ4 (x4(0, u)) = ν(R(0, u)) =
√
2 +
√
2 ν(u). (7.30.2)
By [TW02, 16.9] we have
[x1(t), x4(0, u)] = x2(tu) (7.30.3)
With pα2 =
√
2√
2+
√
2
and qα2 =
√
2
2+
√
2+
√
2
one can check that ϕ2 (x2(tu)) = pα2k + qα2l.
Assume now, that (V 2) holds for all pairs of roots where the commutator is contained
in [TW02, 16.9]. Following the arguments in (16.9) in [TW02] and applying the action
of N to this list, axiom (V 2) holds for all pairs of arbitrary elements in odd and
all monomials in even root groups. They also hold for elements of even root groups
having the form xi(u, v) where neither u nor v equals 0. It is enough to prove the cases
[x1(t), x8(u, v)] and [x8(u, v), x1(t)]. All other missing commutator relations involving
non-monomial elements of even root groups can be deduced from these using the action
of N .
By definition of the multiplication in K(2)θ we have
x8(u, v) = y8(v)
−1x8
(
u+ vσ+2
)
.
Let u′ = u+ vσ+2. Since [a, cb] = [a, b][a, c]b for arbitrary a, b we have[
x1(t), y8(v)
−1x8(u′)
]
= [x1(t), x8(u
′)]
[
x1(t), y8(v)
−1]x8(u′) .
It is easy to see that if ϕ8 (x8(u, v)) ≥ k then also ϕ8 (x8(u′)) and ϕ8 (y8(v)−1) are
greater or equal than k. By [TW02, 16.9] we can write [x1(t), x8(u′)] and [x1(t), y8(v)−1]
as
[x1(t), x8(u
′)] = w2 . . . w7 and
[
x1(t), y8(v)
−1] = z2 . . . z7
where the wi and zi are monomials. Therefore the expression
[x1(t), x8(u, v)] = [x1(t), x8(u
′)]x8(u′)−1
[
x1(t), y8(v)
−1]x8(u′)
= w2 . . . w7x8(u
′)−1z2 . . . z7x8(u′)
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can be re-sorted using the commutator relations. Hence
[x1(t), x8(u, v)] = w
′
2 . . . w
′
7x8(u
′)−1x8(u′)
and (V 2) holds. The proof for [x8(u, v), x1(t)] is analogous to the one just finished.
First prove (V 3) in case B. Assume that α = β are equal to the positive root, then
the positive and negative root are switched by the reflection sα = sβ. Let x+(s, t) and
x := x+(u, v) be elements of U+. By Lemma 7.23 and the formula for the inverse of an
element x+(s, t) observe that
ϕ−
(
xmΣ(s,t)
)− ϕ+(x) = ϕ+ (xmΣ(s,t)mΣ(1,0)−1)− ϕ+(x)
= ϕ+
(
x(mΣ(1,0)mΣ(s,t+s
θ+1))
−1)
− ϕ+(x)
= ϕ+
(
x(h+(s,t+s
θ+1))
−1)
− ϕ+(x).
Lemma (7.21) implies that
ϕ+
(
x+(a, b)
h(c,d)−1
)
= ϕ+
(
x+
(
aR(c, d)−θ, bR(c, d)θ−2
))
for all (a, b) and (c, d) in L(2)θ . Hence
ϕ−
(
xmΣ(s,t)
)− ϕ+(x) = ϕ+ (x(mΣ(1,0)mΣ(s+tθ+1,t))−1)− ϕ+(x).
= ϕ+
(
x+
(
uR
(
s+ tθ+1, t
)−θ
, vR
(
s+ tθ+1, t
)θ−2))− ϕ+(x)
= ν
(
R
(
uR
(
s+ tθ+1, t
)−θ
, vR
(
s+ tθ+1, t
)θ−2))− ν (R(u, v)) .
Simple calculations imply that R
(
s+ tθ+1, t
)
= R(s, t) and therefore
ϕ−
(
xmΣ(s,t)
)− ϕ+(x) = −2ν (R(s, t)) = −2ϕ+ (x+(s, t)) .
The calculations for U− are completely analogous to this case. Therefore axiom (V 3)
is true in case B.
To prove (V 3) in case F we have to verify that for each pair of roots α, β and u ∈ U∗α
there exists t ∈ R, independent of x ∈ Uβ, such that
ϕsα(β)(x
mΣ(u)) = ϕβ(x) + t. (7.30.4)
Assume (7.30.4) holds for all pairs (α, β) such that either α = α1 and β ∈ {α2, . . . , α8}
or α = α8 and β ∈ {α1, . . . , α7}. Using the action of N , as described in 7.22 equation
(7.30.4) holds for arbitrary pairs: given (α, β) = (αi, αj) there exists a unique g ∈ N
such that either αg = α1 and βg ∈ {α2, . . . , α8} or αg = α8 and βg ∈ {α1, . . . , α7}. The
assertion follows by Lemma 7.23.
It remains to calculate all the cases where α = α1 and β ∈ {α2, . . . , α8} or α = α8 and
β ∈ {α1, . . . , α7} and the cases α = β ∈ {a1, a8}.
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Let α = α1, β = α8. For arbitrary x = x8(u, v) ∈ U8 and x1(k) ∈ U∗1 , condition (7.30.4)
holds by [TW02, 32.13] and the following calculation
ϕ2
(
xmΣ(k)
)− ϕ8(x) = ϕ2 (x2 (kθ+1u, kv))− ϕ8(x)
= ν
(
R
(
kθ+1u, kv
)) 1√
2 +
√
2
− ϕ8(x)
= ν
(
(kv)θ+2 + kθ+2uv + kθ+2uθ
) 1√
2 +
√
2
− ϕ8(x)
= ν
(
kθ+2
) 1√
2 +
√
2
+ ν (R(u, v))
1√
2 +
√
2
− ν (R(u, v)) 1√
2 +
√
2
=
√
2 +
√
2 ν(k) = : t.
The parameter t is independent of the choice of x since ν(k) = ϕ1(x1(k)) is independent
of the choice of x. The remaining cases where α 6= β can easily be calculated the same
way using [TW02, 32.13].
Let α = β = α1. Recall that s1(α1) = α9 and that αm19 = α1. By 7.23 and 7.19 we
have for arbitrary x = x1(t), u = x1(k) ∈ U1 the following
ϕsα(β)
(
xmΣ(k)
)− ϕ1(x) = ϕ9 (xmΣ(k))− ϕ1(x)
= ϕ1
(
xh1(k,1)
)− ϕ1(x)
= ϕ1
(
x1(k
−2t)
)− ϕ1(x)
= −2ν(k) = −2ϕ1(u).
This implies (7.30.4) with t = −2ϕ1(u).
Let α = β = α8. Using s8(α8) = α0, αm80 = α8, Lemmata 7.23 and 7.19 we have for
arbitrary x = x8(v, v′), u = x8(k, k′) ∈ U1 the following
ϕsα(β)
(
xmΣ(k,k
′)
)
− ϕ8(x) = ϕ0
(
xmΣ(k,k
′)
)
− ϕ8(x)
= ϕ8
(
xh8(k,k
′)
)
− ϕ8(x)
= ϕ8
(
x8
(
vR−σk,k′ , v
′Rσ−2k,k′
))− ϕ8(x)
= −2ν (Rk,k′) 1√
2 +
√
2
= −2ϕ8(u).
This implies (7.30.4) with t = −2ϕ8(u).
We will finish the proof by verifying axiom (V 3) in case G. Let α and β be equal to the
positive root and let x = x+(w, u, v) and y = x+(r, s, t) in U+ be given. Then, using
Proposition 7.5.2., we can calculate
ϕ−
(
xmΣ(y)
)− ϕ+(x) = ϕ+ (xmΣ(y)mΣ(x+(0,0,1))−1)− ϕ+(x)
= ϕ+
(
x(mΣ(x+(0,0,1))mΣ(y
−1))−1
)
− ϕ+(x)
7 Buildings for the Ree and Suzuki groups 60
By 7.21 we have for arbitrary a, b, . . . , f that
xα(a, b, c)
hα(d,e,f)−1 = xα
(
aN(d, e, f)θ−2, bN(d, e, f)1−θ, cN(d, e, f)−1
)
and hence
ϕ−
(
xmΣ(y)
)− ϕ+(x) = ϕ+ (x+(wN (y−1)θ−2 , uN (y−1)1−θ , vN (y−1)−1))− ϕ+(x).
(7.30.5)
It is easy to verify that (7.30.5) implies
ϕ+
(
x+
(
wN
(
y−1
)θ−2
, uN
(
y−1
)1−θ
, vN(y−1)−1
))
= ν
(
N
(
y−1
)−2
N(w, u, v)
)
.
(7.30.6)
Using equation 7.30.6 and the fact that N(y) equals N(y−1) we can conclude that the
term ϕ−(xmΣ(y))− ϕ+(x) is independent of x, in particular
ϕ−
(
xmΣ(y)
)− ϕ+(x) = ν (N (y−1)−2N(w, u, v))− ν (N(w, u, v))
= −2ν
(
N
(
y−1
)−2)
= −2ϕ (y−1) .
Therefore (V 3) holds in all cases and the proof of 7.27 is completed.
7.5 Examples of θ-invariant valuations
Quotient field of polynomials in two variables
Let K be a field of characteristic p, let θ be the Tits endomorphism. A real valued
valuation ν of the ring of polynomials K[s, t] in two variables is given by the following
formula: Let p(s, t) =
∑
i,j∈N aijs
itj with finitely many aij 6= 0 be given and define
ν(p) := min {(i+√p j) : aij 6= 0} .
In particular ν(s) = 1, ν(t) = √p.
Define a valuation, also denoted by ν, of the quotient field K(s, t) using ν : K[s, t]→ R
as follows: Given p
q
∈ K(s, t) then
ν
(
p
q
)
= ν(p)− ν(q).
We extend θ to an endomorphism from K(s, t) to R by setting tθ = sp and sθ = t.
Lemma 7.31. The map ν : K(s, t)→ R is a θ-invariant valuation.
Proof. Given two elements p
q
and p
′
q′ of K(s, t) it is obvious that
ν
(
p
q
p′
q′
)
= ν
(
p
q
)
+ ν
(
p′
q′
)
.
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Assume that ν
(
p
q
)
≥ ν
(
p′
q′
)
which directly implies that ν(p′q) ≤ ν(pq′). Hence
ν
(
p
q
+
p′
q′
)
= ν(pq′ + p′q)− ν(qq′)
≥ min{ν(pq′), ν(p′q)} − ν(qq′)
= ν
(
p′
q′
)
= min{ν
(
p
q
)
, ν
(
p′
q′
)
}.
Therefore ν is a valuation. To prove θ-invariance let p(s, t) =
∑
i,j∈N aijs
itj be given
and assume that ν(p) = (i0 +
√
p j0). Observe that pθ(s, t) =
∑
i,j∈N a
θ
ijt
isp·j and
therefore
ν
(
pθ
)
= (
√
p i0 + p · j0) = √p ν(p).
By definition of the valuation on K(s, t) we can conclude that ν is θ-invariant.
Formal Laurent series with real valued exponents
The following example of a real valued θ-invariant valuation was suggested by Linus
Kramer.
Let (F, θ) be a field of characteristic p. Define K to be the field of formal Laurent
series
∑
i∈R aix
i with exponents i ∈ R and coefficients ai ∈ F such that there exists a
finite subset I of R with the property that ai 6= 0 if and only if i ∈ I. Extend θ to K
by mapping x to x
√
p and define a valuation ν on K as follows
ν
(∑
i∈I
aix
i
)
= min {i ∈ R : ai 6= 0} = min {i ∈ I} .
Lemma 7.32. The map ν is a θ-invariant valuation.
Proof. Let P (x) =
∑
i∈R aix
i and Q(x) =
∑
i∈R bix
i be elements of K. Let IP and IQ
denote the index set of non-zero coefficients of P , respectively Q. Assume without loss
of generality that ν(P ) ≤ ν(Q). The index set IP ·Q of the product of P and Q consists
of all sums i + j with i ∈ IP and j ∈ IQ. Since aixi · bjxj = aibjxi+j 6= 0 if ai, bj are
non-zero, we have
ν (P ·Q) = ν(P ) + ν(Q).
The index set of the sum P +Q is
IP+Q = (IP ∪ IQ) \ {i ∈ IP ∩ IQ : ai = −bi}.
It is a finite set and min IP+Q ≥ min IP ∪ IQ. Therefore
ν(P +Q) = min IP+Q ≥ min IP ∪ IQ = min{ν(P ), ν(Q)}.
Hence ν is a valuation which is θ-invariant by the following observation
ν
(
P θ
)
= ν
(∑
i∈IP
aθix
√
p i
)
= min{√p i : i ∈ IP} = √p ν(P ).
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8 Convexity revisited
In this section we prove an analog of Theorem 3.2 for generalized affine buildings. It
is obvious that we have to replace the representation theoretic arguments used in the
proof of Proposition 3.16 by something combinatorial. During the preparation of this
thesis Parkinson and Ram published the preprint [PR08] providing a combinatorial
proof of 3.16 on which the following is based. The main result in this section is 8.30.
8.1 A geometric proof of 3.16
Let us illustrate the main argument of [PR08]. Even though we formulated Proposi-
tion 3.16 in terms of galleries we will now give the equivalent statement using paths
and the root operators as defined in [Lit95]. This is the language that also applies for
non-discrete affine buildings as defined in [Ron89] or [Tit86], which is precisely the case
with Λ = R in Definition 5.1.
Notation 8.1. Let (X,A) be the geometric realization of a simplicial affine building.
Hence R is crystallographic. The model space A is isomorphic to the tiled vector space
V underlying R. Let B be a basis of R with elements indexed by I = {1, 2, . . . , n}.
Denote by Π the set of all piecewise linear paths pi : [0, 1] → A such that pi(0) = 0.
The concatenation of paths pi1 and pi2 is denoted pi = pi1 ∗ pi2 and defined by
pi(t) :=
{
pi1(2t), if 0 ≤ t ≤ 1/2
pi1(1) + pi2(2t− 1), if 1/2 ≤ t ≤ 1.
We consider paths only up to reparametrization, i.e. paths pi1, pi2 are identified if there
exists a continuous, piecewise linear, surjective, nondecreasing map φ : [0, 1] → [0, 1]
such that pi1 ◦ φ = pi2.
Let B be a basis of R. For any α ∈ B let rα(pi) be the path rα(t) := rα(pi(t)). Define
a function hα : [0, 1]→ R by t 7→ 〈pi(t), α∨〉 and let nα be the critical value
nα := min{hα(t) : t ∈ [0, 1]}. (8.1.1)
If nα ≤ −1 define t1 to be the minimal value in [0, 1] such that nα = hα(t1) and let
t0 be the maximal value in [0, t1] such that hα(t) ≥ nα + 1 for all t ∈ [0, t0]. Choose
points t0 = s0 < s1 < . . . < sr = t1 such that one of the two conditions holds
1. hα(si−1) = hα(si) and hα(t) ≥ hα(si−1) for all t ∈ [si, si−1] or
2. hα is strictly decreasing on [si−1, si] and hα(t) ≥ rα(si−1) for t ≤ si−1.
Define s−1 = 0 and sr+1 = 1 and let pii be the path
pii(t) = pi(si−1 + t(si − si−1))− pi(si−1) for all i = 0, 1 . . . , r + 1.
Then pi = pi0 ∗ pi1 ∗ · · · ∗ pir+1.
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Definition 8.2. Let α be an element of B. Let eαpi := 0 if nα > −1. Otherwise, let
ηi := pii if hα behaves on [si−1, si] as in 1. and let ηi := rα(pii) if hα is on [si−1, si] as in
2. Then define the root operator eα associated to α by
eαpi = pi0 ∗ η1 ∗ η2 ∗ · · · ∗ ηr ∗ pir+1.
Lemma 8.3. [Lit95, Lemma 2.1.] Let α be an element of B and eα as defined in 8.2.
If pi is a path such that eαpi 6= 0 then (eαpi)(1) = pi(1) + 2(α,α)α.
Notation 8.4. Let us add some notation to 8.1. Let x be a special vertex in A and
assume without loss of generality that x is contained in the fundamental Weyl chamber
Cf determined by B. In 3.12 we extended the two types of retractions r and ρ to
galleries. Analogously it is possible to consider them as maps on paths by defining the
image of a point pi(t) to be the corresponding point in the image of an alcove containing
pi(t). Again denote these extensions by rˆ and ρˆ.
Cf
α2
y1
sα2sα1sα2x = w0x = y3
y2
α1 = y = y0
sα1sα2x
x
sα2x
Figure 10: Illustration of Lemma 8.7 with x and y as pictured, w0 = sα2sα1sα2 . The
defined constants are m1 = 1,m2 = 3 and m3 = 2.
Definition 8.5. We say that a path pi′ is a positive fold of a path pi if there exists
a finite sequence of simple roots αij ∈ B such that pi′ is the image of pi under the
concatenation of the associated root operators eαij .
Remark 8.6. It would be possible to define positively folded paths similarly to positively
folded galleries using the notion of a billiard path as defined by Kapovich and Millson
in [KM08]. In fact Kapovich and Millson remark that a consequence of their results
is that the so called Hecke paths defined in [KM08, 3.27] correspond precisely to the
positively folded galleries defined in [GL05]. In particular, by Theorem 5.6 of [KM08],
the LS-paths defined in [Lit95] are a subclass of the Hecke paths.
Furthermore it is proven in [KM08] that a path in an apartment A of X is a Hecke
path if and only if it is the image of a geodesic segment in X under a “folding” which
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is nothing else than a retraction centered at an alcove as defined in 2.7. (Compare also
Lemma 4.3 and 4.4 and Theorem 4.16 of [KM08].)
By [Lit95] the set of LS-paths is invariant under the action of the root operators eα
with α ∈ B, hence any image of a geodesic line (which trivially satisfies the axioms
of an LS-path) obtained by applications of root operators is again an LS-path and
therefore a Hecke path.
Denote by Q+ the positive cone in the co-root-lattice Q(R∨). Following [PR08] the
first important observation is
Lemma 8.7. [PR08, Lemma 3.1] Identify the co-roots α∨ with 2
(α,α)
α. Let x be as in
8.4 and let y ∈ ⋂w∈W w(x − Q+). Fix a presentation w0 = si1 · · · sin of the longest
word w0 ∈ W and denote by αik the root corresponding to sik . Define vertices yi in the
convex hull conv(W.x) inductively by y0 = y and for all k = 1, 2, . . . , n by the recursive
formula
yk = yk−1 −mkα∨ik where
mk = max{m ∈ Z : yk−1 −mα∨ik ∈ conv(W.x) ∩ (x+ Q)}.
Then yn = w0x.
Let us restate the assertion of 3.16 using paths instead of galleries.
Proposition 8.8. Let x be a special vertex in A and assume without loss of generality
that x is contained in Cf . Let pi : 0 x+ be the unique geodesic from 0 to w0x, where
w0 is the longest word in the spherical Weyl group W . Let y be a special vertex in A.
There exists a positive fold pi′ of pi with endpoint pi′(1) = y if and only if y is contained
in AQ(x) := {z ∈ A : z ∈ conv(W.x) ∩ (x+ Q)}.
Remark 8.9. The main idea of the combinatorial proof of Proposition 8.8 is to reverse
Lemma 8.7 and “shift” a minimal path (respectively gallery) pi from 0 to w0x to a
folded path from 0 to y. Let pin := pi. By reverse induction define paths pik−1 by an
mk-fold application of the root operator eαik to the previous path pik in step k, where
k goes from n to 1. According to Proposition 8.3 the endpoint of pik is translated by
2
(αik ,αik )
mkαik in step k.
Example 8.10. In Figure 11 we illustrate the paths one obtains by applying the algo-
rithm of the proof of 8.3 to the example of Figure 10.
The vertex x was chosen in Cf and an element y ∈ conv(W.x) is given. We construct
a positive fold of the minimal path connecting 0 and w0x having endpoint y.
Picture (1) of Figure 11 shows the minimal path pi = pi3 connecting 0 and w0x. Since
m3 = 2 we apply eα2 twice in the first step. In picture (2) the path eα2pi is drawn
with a dashed line, the path pi2, with notation as in 8.9, equals em3α2 pi and has endpoint
y2. It is drawn with a solid line. Both paths are positive folds of pi. Continue with
a 3-fold application of eα1 to pi′, as illustrated in picture (3). One obtains a path pi1
whose endpoint is y1. Finally a single application of eα2 gives us the path pictured in
(4) which is the desired positive fold of pi with endpoint y.
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piy2
(1)
y1
y = y0
w0x = y3 = pi(1)
eα2pi(1)
e2α2pi(1) = y2
(2)
y = y0
y1
w0x
e2α2pi(1) = y2
(3)
w0x
y1 = e
3
α1
e2α2pi(1)
y = y0
y2
(4)
w0x
y1
y = e1α2e
3
α1
e2α2pi(1)
Figure 11: Shifted paths according to the algorithm in the proof of Proposition 8.3
with w0 = sα2sα1sα2 . The constants mk are m1 = 1,m2 = 3 and m3 = 2.
8.2 The convexity theorem
Let us first collect some necessary definitions. For simplicity assume that Λ = Λ′ in
Definition 5.1 of the model space A = A(R,Λ).
Definition 8.11. A dual hyperplane in the model space A(R,Λ) is a set
Hα,k = {x ∈ V : (ωα, x) = k}
where k ∈ Λ and ωα is a fundamental co-weight of R as defined in Section 1. Again,
dual hyperplanes determine dual half-apartments Hα,k
± and convexity is defined as in
3.4. The convex hull of a set C is denoted by conv(C).
Definition 8.12. Fix a basis B of R. The positive cone Cp in A with respect to B is
the set of all positive linear combinations of roots α ∈ B with coefficients in Λ≥0.
Remark 8.13. In the simplicial case let x be a special vertex in an apartment A. The
set of special vertices in A having the same type as x are translates of x by Q(R∨).
Therefore we have by Lemma 3.5 that⋂
w∈W
w(λ+ −Q+) = conv(Wλ) ∩ (λ+ Q)
where Q+ is the positive cone in Q and λ+ is the unique element of Wλ contained in
the fundamental Weyl chamber Cf .
In the general case the regarded root system R underlying the model space A(R,Λ, T )
does not need to be crystallographic. The notion of co-root lattice Q(R∨) does therefore
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not make sense. The analog role is played by T , which is transitive on the images of 0
under the affine Weyl group WT . Assuming R is crystallographic, defining Λ = R and
T = Q(R∨) these are precisely the special vertices of fixed type and WT corresponds
to the affine Weyl group associated to R.
Lemma 8.14. For any special vertex x in A(R,Λ, T ) let x+ denote the unique element
of W.x contained in Cf . Then
conv(W.x) ∩ T = {y ∈ V : x+ − y+ ∈ (Cp ∩ T )} =
⋂
w∈W
w(λ+ − (Cp ∩ T )).
Proof. Replace Q by T in the proof of Lemma 3.5.
The two retractions in question are on one hand a retraction centered at a germ of a
Weyl chamber and on the other hand a retraction centered at infinity. For generalized
affine buildings they are defined as follows
Definition 8.15. Let (X,A) be an affine building. Fix a Weyl chamber S based at a
vertex x in X. Denote the germ of S at x by ∆xS. By Corollary 5.13 the building X
is as a set the union of all apartments containing ∆xS. For an arbitrary vertex y in X
fix a chart g ∈ A such that y and ∆xS are contained in g(A). Define
rA,∆xS(y) = (f ◦ w ◦ g−1)(y)
where w ∈ W is such that g|g−1(f(A)) = (f ◦ w)|g−1(f(A)). The map rA,∆xS is called
retraction onto A centered at ∆xS.
Definition 8.16. Let (X,A) be an affine building. Fix an equivalence class of Weyl
chambers c = ∂S ⊂ ∂AX and an apartment A = f(A) containing some representative
S of c. By Corollary 5.12 the building X is the union of apartments containing a
sub-Weyl chamber of S. For an arbitrary vertex x in X fix a chart g ∈ A such that
(x ∪ S ′) ⊂ g(A) for some Weyl chamber S ′ parallel to S and define
ρA,c(x) = (f ◦ w ◦ g−1)(x)
where w ∈ W is such that g|g−1(f(A)) = (f◦w)|g−1(f(A)). The map ρA,c is called retraction
onto A centered at c = ∂S or simply retraction centered at infinity.
Proposition 8.17. Let (X,A) be an affine building. Fix an apartment A of X. Let S
be a Weyl chamber contained in A and let c be a chamber in ∂A. Then
1. The retractions rA,∆xS and ρA,c, as defined above, are well defined.
2. The restriction of ρA,c to an apartment A′ containing c at infinity is an isomor-
phism onto A.
3. The restriction of rA,∆xS to an apartment A′ containing ∆xS is an isomorphism
onto A.
8 Convexity revisited 67
Proof. The second and third assertions are clear by definition. The fact that ρA,c is
well defined is proven on p. 33 of [Ben90]. An argument along the same lines, given
below, proves that rA,∆xS is well defined.
Let y be an element of X contained in f1(A) ∩ f2(A), where Ai := fi(A), i = 1, 2 are
apartments of X containing ∆xS. Denote by wi the element of W in the definition of
rA,∆xS(y) with respect to fi. It suffices to prove
f ◦ w1 ◦ f−11 (y) = f ◦ w2 ◦ f−12 (y). (8.17.1)
The germ ∆xS is contained in A1 ∩A2 hence there exists by (A2) an element w12 ∈ W
such that
f2 ◦ w12 |f−11 (f2(A)) = f1 |f−11 (f2(A)).
Since y ∈ A1 ∩ A2, we have
f ◦ w2 ◦ f−12 = f ◦ w2 ◦ f−12 (f2 ◦ w12(f−11 (y))) = f ◦ w2w12(f−11 (y)). (8.17.2)
Equation (8.17.2) is true for all y ∈ A1 ∩ A2, hence it is in particular true for the
intersection C of the Weyl chambers S1 and S2 contained in apartments A1 and A2,
respectively, with equal germ ∆xSi = ∆xS, i = 1, 2. Therefore
f ◦ w1 ◦ f−11 (C) = f ◦ w2 ◦ w12 ◦ f−11 (C)
and hence w2w12 = w1. Combining this with (8.17.2) yields equation (8.17.1).
Lemma 8.18. Let (X,A) be an affine building.
1. Given a Weyl chamber S in X and apartments Ai, i = 1, . . . , n containing a
sub-Weyl chamber of S. Denote by ρi the retraction ρAi,∂S. Then
(ρ1 ◦ ρ2 ◦ . . . ◦ ρn) = ρ1.
2. Let ∆xS be a germ of a Weyl chamber S at x. Let Ai, i = 1, . . . , n be a set of
apartments containing ∆xS and denote by ri the retraction onto Ai centered at
∆xS. Then
(r1 ◦ r2 ◦ . . . ◦ rn) = r1.
Proof. For all i the restriction of ρi to an apartment containing a sub-Weyl chamber of
S is an isomorphism. By Corollary 5.12 the building X equals as a set the union of all
apartments containing a representative of ∂S. Therefore 1. follows. Similar arguments
using Corollary 5.13 imply the second part of the lemma.
Proposition 8.19. Let (X,A) be an affine building modeled on A(R,Λ). For any
retraction ρA,c centered at infinity and all x ∈ X there exists y ∈ A such that
ρA,c(x) = rA,∆yS(x),
where S is the unique Weyl chamber based at y and contained in c.
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Proof. By Proposition 5.10 there exists an apartment B of X containing x and a Weyl
chamber S contained in c ∈ ∂AX. The intersection of A and B contains a sub-Weyl
chamber S ′ of S and the restriction of ρA,c to B is an isomorphism onto A fixing A∩B
pointwise. Let y be a vertex in S ′ and denote by Sy the Weyl chamber based at y
contained in S ′. The restriction of the retraction rA,∆yS to B is by 8.17 an isomorphism
onto A which fixes A ∩B pointwise. Therefore ρA,c(x) = rA,∆yS(x).
The remainder of the present subsection is devoted to the proof of Theorem 8.30 which
is split into the two propositions 8.22 and 8.29. For convenience let us first fix notation.
Notation 8.20. Let (X,A) be a thick affine building in the sense of Definitions 5.1 and
5.3 which is modeled on A = A(R,Λ) equipped with the full affine Weyl group W . Let
A be an apartment of X and identify A with A(R,Λ) via a given chart f of A contained
in A. Hence an origin 0 and a fundamental Weyl chamber Cf are fixed as well. In the
following denote the retraction onto A centered at ∆0Cf by r and the retraction onto
A centered at ∂(−Cf ) by ρ.
The following lemma is important for the proof of Proposition 8.22.
Lemma 8.21. Let notation be as in 8.20 and let x be a vertex in A. Let w0 = si1 · · · sin
be a reduced presentation of the longest word inW . Denote by αik the root corresponding
to sik . Given a vertex y ∈ conv(W.x) inductively define vertices yi in conv(W.x) by
putting y0 = y and defining
yk = yk−1 − λk 2
(αik , αik)
αik
for all k = 1, 2, . . . , n with λk ∈ Λ maximal such that yk−1 − λk 2(αik ,αik )αik is contained
in conv(W.x). Then yn = w0x+.
Proof. Assume without loss of generality that x ∈ Cf . Define vertices x0, x1, . . . , xn in
conv(W.x) by x0 = x and xk = rikxk−1 = xk−1 − 〈xk−1, α∨ik〉αik for all 1 ≤ k ≤ n.
Define a partial order on A by setting y ≺ x if and only if y − x ∈ Cp. We will show
that yk ≺ xk for all k = 0, 1, . . . , n. Then yn ≺ xn = w0x and yn ∈ conv(W.x) and
thus the result of the Lemma follows. We have y0 = y ≺ x = x0 and by induction
hypothesis xk−1 − yk−1 ∈ Cp. Therefore
xk − yk = xk−1 − yk−1 + (λ′k − 〈xk−1, α∨ik〉)αik = z + (λ′k + c− 〈xk−1, α∨ik〉)αik
where c ∈ Λ≥0 and z is such that xk−1 − yk−1 = z + cαik and that z ∈ spanΛ≥0({α ∈
B \ {αik}}). We will prove that (λ′k + c − 〈xk−1, α∨ik〉) ≥ 0. With 〈xk−1, α∨ik〉 ≥ 0 and〈αj, α∨i 〉 ≤ 0 if i 6= j we can conclude
0 ≤ 〈xk−1, α∨ik〉 = 〈yk−1 + cαik + z, α∨ik〉 ≤ 〈yk−1 + cαik , α∨ik〉.
We have
yk−1 − (〈xk−1, α∨ik〉 − c)αik = (yk−1 + cαik)− 〈xk−1, α∨ik〉αik ∈ conv(W.x)
and hence by definition of λ′k we can conclude that 〈xk−1, α∨ik〉 − c ≤ λ′k.
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Proposition 8.22. With notation as in 8.20 let x be an element of A. Given a vertex
y ∈ conv(W.x) there exists a preimage of y under ρ which is contained in r−1(W.x).
Proof. Assume without loss of generality that x ∈ Cf . We will inductively construct
a preimage of y. Let the points yk and values λk for k = 1, . . . , n be as defined in
the assertion of Lemma 8.21. Abbreviate λ′k :=
2λk
(αik ,αik )
. The first induction step is
as follows: let H1 be the unique hyperplane in the parallel class of Hαi1 ,0 containing
z1 := y0 − 12λ′1αi1 . The associated reflection r1 fixes z1 and maps y = y0 onto y1 and
vice versa. Since X is thick there exists an apartment A1 in X containing y0 such that
A ∩ A1 = H+1 . We claim that 0 ∈ H+1 .
The set conv(W.x) is by definition W -invariant. Therefore rα(y) is contained in
conv(W.x) for all α ∈ W and all y ∈ conv(W.x). Hence rαi1 (y) = y − 〈y, α∨i1〉αi1
is contained in conv(W.x) and λ′i1 ≥ 〈y, α∨i1〉 and we can conclude that 0 ∈ H+1 . But
Cf is contained in H+1 as well, since αi1 ∈ B. Therefore A1 contains x. We can now
consider the convex hull of the orbit of x under W in the apartment A1, which we
denote by convA1(W.x) in order to be able to distinguish between the convex sets in
the different apartments. Notice that r restricted to A1 is an isomorphism onto A.
Denote the unique preimage of y1 in A1 by y11 and for all k the unique preimage of yk
in A− 1 by y1k. Hence we have “transferred” the situation to A1.
The image of y1n under r is, by construction and Lemma 8.21, the point w0.x. Now
(A \A1)∪ (A1 \A) is again an apartment of X containing a sub-Weyl chamber of −Cf .
By construction ρ(y11) = y.
Repeating the first induction step with Ak and ykk in place of A and y for all k = 1, . . . , n
we get a sequence of apartment Ak for k = 1, . . . , n with the property that they are all
isomorphically mapped onto A by r. Hence Lemma 8.21 implies that ynn is a preimage
of w0x. Analogously to the first step we conclude that ρAk−1,∂(−Cf )(y
k
k) = y
k−1
k−1. With
Lemma 8.18 finally conclude that ρ(ynn) = y.
In order to prove Proposition 8.29 we need to introduce a technical condition first.
8.23. Finite covering condition Let (X,A) be an affine building modeled over
A(R,Λ). Let x, y be points in X and let A be an apartment containing x and y.
The segment of x and y in A is defined by
segA(x, y) := {p ∈ A : d(x, y) = d(x, p) + d(p, y)}.
Fix a chamber c in the spherical building ∂AX at infinity of X. If the following state-
ment is true for X we say that X satisfies the finite covering condition.
(FC) The segment segA(x, y) of x and y is contained in a finite union of apartments
containing a Weyl chamber S such that c = ∂S.
Remark 8.24. Similar arguments as in the proof of Lemma 7.4.21 in [BT72] imply that
all generalized affine buildings with Λ = R satisfy (FC). Axiom (T2), the Y -condition,
implies that Λ-trees satisfy (FC). We conjecture that (FC) holds for all generalized
affine buildings.
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8.25. Observation Let notation be as in 8.20. Assume that the building (X,A) satis-
fies condition (FC). Let y be an element of r−1(W.x) and A an apartment containing 0
and y. By (FC) there exists a finite collection of apartments A0 = A, Ai, i = 1, . . . , N ,
consecutively enumerated, such that
• for all i the apartment Ai contains a sub-Weyl chamber of −Cf
• their union contains segA(0, y) and
• y is contained in AN .
Hence we can find a finite sequence of points xi, i = 1, . . . , N with x0 = 0 and xN = y
such that
• d(0, y) = ∑N−1i=0 d(xi, xi+1)
• xi and xi+1 are contained in Ai and
• for N > i > 0 the Weyl chambers Si− and Si+ based at xi containing xi−1 and
xi+1, respectively, are such that ξi := ∆xiSi− and ηi := ∆xiSi+ are opposite
chambers in ∆xiX.
Let η0 and ξN be defined analogously.
Without loss of generality we may further assume that for all i the point xi−1 is not
contained in Ai. Otherwise, if for some i0 the point xi0 ∈ Ai0−1, we can define a shorter
sequence of point by setting x′i := xi for all i < i0 and x′i := xi+1 for all i ≥ i0, i.e. we
omit xi in the sequence of points. Similarly define apartments A′i by omitting Ai−1.
Notice that ρ restricted to Ai is an isomorphism onto A for all i. Hence the distance
d(xi, xi+1) = d(ρ(xi), ρ(xi+1)) for all i 6= N .
Let z be a point contained in the interior of −Cf∩∩Ni=0Ai. Then rz := rA,∆zCf equals ρ on
segA(0, y) and the restriction of rz to Ai is an isomorphism onto A for all i = 0, . . . , N .
Corollary 8.26. The retractions rA,S and ρA,c are distance non-increasing.
Proof. Above we made the observation, that rz retracted to Ai is an isomorphism onto
A for all i and hence d(xi, xi+1) = d(rz(xi), rz(xi+1)) for all i 6= N . Therefore the
image of
⋃N−1
i=0 segAi(xi, xi+1) under rz is connected and d(r(x), r(y) ≤ d(x, y) using
the triangle inequality. By Proposition 8.19 the assertion holds for ρ as well.
Lemma 8.27. With notation as in 8.25 define ξ′i := rz(ξi) and η′i := rz(ηi). We prove:
let x′i denote rz(xi) then ξ′i and η′i are chambers in ∆x′iA and there exists w ∈ W such
that ξ′i is the image of w0η′i by w = si1 · · · sil.
Proof. By construction the Weyl chamber germs ξi and ηi are opposite at xi and
contained in the apartments Ai−1 and Ai, respectively. Let fi−1, fi be charts of Ai−1
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and Ai and assume without loss of generality that there exist a point pi ∈ A such that
fi−1(pi) = fi(pi) = xi. By axiom (A2) there exists w ∈ W such that
fi−1|f−1i−1(fi(A)) = (fi ◦ w)|f−1i−1(fi(A)).
In fact by the assumption fi−1(pi) = fi(pi) = xi the translation part of w is trivial and
w is contained in W . The opposite germ of f−1i (ηi) is mapped onto f
−1
i−1(ξi) by w.
Denote the restriction of the projection rz to Ai−1, respectively Ai, by ιi−1 and ιi. Then
ιj : Aj → A is an isomorphism for j = i− 1, i. Therefore
f−1i−1 ◦ ι−1i−1 ◦ ιi ◦ fi : A→ A
is an isomorphism, which coincides with f−1i−1 ◦ (fi ◦ w) in a neighborhood of xi.
Fix a chart h of A such that h(pi) = x′i. Then, since ιi, ιi−1 are isomorphisms, we
conclude f−1i−1(ξi) = h−1(ιi−1(ξi)) and f
−1
i (ηi) = h
−1(ιi(ηi)). Therefore ξ′i = ιi−1(ξi) is
the image of w0η′i = ιi(ηi) by w, where w0 is the longest word in W .
Restricting the retractions rAi,∆zCf to an apartment Aj is an isomorphism, hence by
Lemma 8.18 applying several of these retractions only to apartments of that type is
commutative.
Lemma 8.28. Let notation be as in 8.20. Let x 6= 0 be an element of A and H a
hyperplane separating 0 and −Cf . If y is a vertex in conv(W.x) contained in the same
half-apartment determined by H which contains a sub-Weyl chamber of −Cf , then the
reflected image of y at H is contained in conv(W.x).
Proof. Denote by H ′ the hyperplane parallel to H containing 0 and let α ∈ R be such
that H ′ is fixed by rα. The convex hull of W.x is by definition W -invariant. Therefore
the image of y under the reflection at H ′ is contained in conv(W.x) and equals, by
Proposition 4.12, y − 2yαα, since y = mα + yαα with mα ∈ H ′. Similarly we can find
m ∈ H and λ < yα such that y = m + λα. The image of y under the reflection at H
equals y − 2λα which is obviously contained in conv(W.x) as well.
Proposition 8.29. With notation as in 8.20, assume that (FC) holds. Let x be an
element of A. Given a vertex y in r−1(W.x) the image ρ(y) is contained in conv(W.x),
where we identify W with the stabilizer of 0 in W .
Proof. By induction on N and Lemma 8.18 it is enough to prove the assertion in case
that N = 1.
We re-use the notation of Lemma 8.27 and its proof. Recall that A0 contains x0 = 0,
x1 and a sub-Weyl chamber C0 of −Cf .
Let (c1 = ξ1, c2, . . . , ck = η1) be a minimal gallery in ∆x1X from ξ1 to η1. If x1 is
not contained in a bounding hyperplane of A0 ∩ A1 we may replace x1 by another
point satisfying this assumption. Hence without loss of generality we can assume that
η1 ⊂ (A1 \A0) and ξ1 ⊂ (A0 \A1). Then there exists an index j ∈ {2, . . . , k} such that
cj−1 is contained in A0 \ A1 and cj in A1 \ A0.
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Denote by H1, respectively H0, the hyperplane spanned by the panel pj := cj−1 ∩ cj in
A1, respectively A0. Notice that x1 ∈ H1 ∩H0.
Assume a) that H1 separates x2 and C2 ⊂ −Cf in A2 and that 0 and −Cf are separated
byH0 in A. The image of (cj, . . . , ck = ηj) under ρ is the unique gallery (c′j, . . . , c′k = η′j)
of the same type which is contained in A and starts in cj−1. Hence segA1(x1, x2) is
mapped onto the segment segA(x1, ρ(x2)) which has initial direction η′1. Let x′2 denote
ρ(x2). By assumption the hyperplane H0 separates 0 and −Cf . Apply Lemma 8.27
and obtain that there exists w ∈ W such that η′1 = ρ(η1) is the image of w0ξ1. (We
actually prove the opposite in 8.27, but the argument is symmetric.) Hence x′2 is the
reflected image of r(x2) by a finite number of reflections along hyperplanes containing
x1 and separating C0 and 0. Therefore x′2 is obtained from r(x2) by a positive fold in
A. By Lemma 8.28 x′2 is contained in conv(W.x).
In the second case b) H1 separates x2 and −Cf but 0 and −Cf are not separated by H0.
Then ρ maps (cj, . . . , ck = η1) onto (ρ(cj), . . . , ρ(ηj) which is a gallery of the same type
contained in A and ρ(cj) is the unique chamber in ∆x1A sharing the panel cj ∩ cj−1
with cj−1. Therefore ξ1 and η′1 := ρ(η1) are opposite in x1 and ρ(x2) = r(x2).
The case c) that both x2 and 0 are not separated from −Cf by H1, respectively H0, can
not happen: Let S1− and S1+ be the Weyl chambers based at x1 having germs ξ1, η1 and
are contained in A and A1, respectively. By Corollary 5.23 the Weyl chambers S1− and
S1+ are contained in a unique apartment B. The span HB of the panel pj = cj−1 ∩ cj
in B separates the segments segB(0, x1) and segB(x1, x2) and hence 0 and x2 which can
therefore not be contained in the same half-apartment determined by HB.
Finally assume d) that H1 does not separate x2 and −Cf but that 0 and −Cf are
separated by H0. The germ γ of −Cf at x1 is then contained in the same half-apartment
of ∆x1 as η1. By the assumption that 0 is separated from −Cf by H1 we have that there
exists a minimal gallery in ∆x1A from ξ1 to γ containing either pj or its opposite panel
qj in ∆x1A. If ξ1 and γ are not opposite this gallery is unique. But this contradicts
the choice of j.
Theorem 8.30. Let notation be as in 8.20 and assume in addition that (FC) holds.
Given a vertex x in A we can conclude
ρ(r−1(W.x)) = conv(W.x).
Proof. Combining Proposition 8.22 and 8.29 the assertion follows.
Remark 8.31. Note that Theorem 3.2 is not a special case of 8.30. This would follow
from the result conjectured in 8.33.
8.3 Loose ends
Obviously the same questions as above can be asked if we restrict ourselves to affine
buildings that are thick with respect to an affine Weyl group WT which is a proper
subgroup of the full affine Weyl group W , meaning that the building is only assumed
to branch at special hyperplanes in the sense of Definition 4.7.
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The arising problem is the following. In Figure 10 we gave an example of a sequence of
points yi appearing according to Lemma 8.7 in an apartment of an A˜2 affine building.
Each yi with i 6= 0 is contained in the boundary of the convex hull of the orbit (the
gray shaded region).
This is not the case in general as you can see in Figure 12 where we illustrate an
example in an apartment of type G˜2. The shaded region is the convex hull of the orbit
of x. The vertex y is a special point contained in the convex hull of W.x and has the
same type as x. The sequence of vertices yi defined in Lemma 8.7 is connected with
the dotted line. Note that y1 and y2 are in the interior of the convex hull.
y3
y1y2
y4 = w0x
x ∈ Cf
y = y0
Hα1 Hα2
Figure 12: Illustration of Lemma 8.7 with w0 = sα1sα2sα1sα2sα1sα2 .
IfX is a simplicial affine building this observation is irrelevant since the minimum taken
in 8.7 to define the sequence of the yi always exists. But dealing with a generalized
affine building and special vertices defined with respect to some proper subgroup WT
of the full affine Weyl group W it is not true in general that such a minimum exists.
There is no obvious way to adjust the construction, but we hope nevertheless that
making appropriate changes will enable us to prove what we conjectured in 8.33.
Notation 8.32. Let (X,A) be an affine building modeled over A = A(R,Λ, T ). Let A
be an apartment of X and identify A with A via a given chart f ∈ A. Hence an origin
0 and a fundamental chamber Cf are fixed. In the following denote the retraction onto
A centered at ∆xCf by r and the retraction onto A centered at ∂(−Cf ) by ρ.
Conjecture 8.33. With notation as in 8.32 assume that X is thick with respect to
WT as defined in 5.3. For any special vertex x in A we have
ρ(r−1(W.x)) = conv(W.x) ∩ (x+ T ).
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This coincides with the classical case if we assume R to be crystallographic, put Λ = R
and let T equal the co-root lattice Q(R∨) of R.
We can prove the conjecture if X is one-dimensional, i.e. X is a Λ-tree with sap, the
defining root system R is of type A1 and A ∼= Λ.
Theorem 8.34. With notation as in 8.32 assume that X is thick with respect to WT ,
as defined in 5.3. Assume further that X is of dimension one. Let x be a special vertex
in A. Then
ρ(r−1(W.x)) = conv(W.x) ∩ (x+ T ).
Proof. The set W.x ⊂ A has two elements x+ and x− contained in Cf and −Cf ,
respectively. Both points, x+ and x− are at distance d(0, x) from 0. The preimage
r−1(W.x) is the set of all vertices y ∈ X such that d(0, x) = d(0, y). We denote the
positive root in R by α.
Let us first prove that ρ(r−1(W.x)) ⊂ conv(W.x) ∩ {x + T}. Fix an element y of
ρ(r−1(W.x)) which is not contained in A. Is A′ an apartment containing ∂(−Cf ) and
y, the restriction of ρ to A′ is an isometry onto A. Let a denote the end of A′ different
from ∂(−Cf ) and define z to be the branch point κ(∂(−Cf ), ∂Cf , a) of A and A′. There
are two cases: Either z is contained in Cf \ {0} or in −Cf . In the first case r and ρ
coincide on A′ and y is mapped onto x+. If z ∈ −Cf then y ∈ r−1(x−), the distance of
x− and z equals d(y, z) and ρ(y) = x− + 2d(x−, z) = : y′, which is obviously contained
in conv(W.x). The point y′ is the same as the image of x− reflected at (the hyperplane)
z. Since there are no branchings other than at special hyperplanes, the branchpoint
z of A and A′ is a fixed point (fixed hyperplane) of a reflection r = t ◦ rα in WT .
Therefore y′ ∈ conv(W.x) ∩ {x+ T}.
To prove the converse let y ∈ conv(W.x)∩{x+T} be given. For arbitrary v ∈ A let tv
denote the unique translation of A mapping 0 to v. The unique element of T mapping
x− to y is, with this notation, the map ty−x− . The reflection at x− is given by t2x− ◦ rα.
Apply the element ty+x− ◦ rα of WT to x− and observe that the image is y. Further
easy calculations imply that z := x− + 1
2
(y − x−) is fixed by ty+x− ◦ rα. Therefore z is
a special hyperplane and, since X is thick, there exists an apartment A′ intersecting
A precisely in the ray
−−→
z∂Cf . Obviously A′ contains 0, x+ and z, and the restriction
of r to A′ is an isomorphism onto A. Denote by y′ the preimage r−1(x−) in A′. By
construction we have d(y′, z) = d(x−, z). The apartment A′′ := (A \ A′) ∪ (A′ \ A)
contains x−, z and y′. Observe that ρ restricted to A′′ is an isomorphism mapping y′
onto y. This proves ρ(r−1(W.x)) ⊃ conv(W.x) ∩ {x+ T} and we are done.
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A Proof of Theorem 5.40
We will now give a detailed proof of Theorem 5.40 providing the existence of a tree
associated to a projective valuation. The proof is based on [Ben90] and it is done in
four steps.
Step 1 - two technical Lemmata
Lemma A.1. (3-point Lemma) Given a Λ-valued projective valuation ω on a set E
and four pairwise distinct elements a, a1, a2, a3 of E. Then exactly one of the following
cases occurs:
1. ω(a1, a; a2, a3) > 0
2. ω(a2, a; a3, a1) > 0
3. ω(a3, a; a1, a2) > 0
4. ω(ai, a; aj, ak) = 0 for all {i, j, k} = {1, 2, 3}.
The proof of this Lemma, which is not difficult, was not contained in [Ben90].
Proof. Assume 1. Then (PV 2) implies
ω(a1, a3; a2, a) = k > 0 and ω(a1, a2; a, a3) = 0.
Using (PV 1) we can calculate
0 < k =ω(a1, a3; a2, a) = ω(a2, a; a1, a3) = −ω(a2, a; a3, a1)
0 =ω(a1, a2; a, a3) = −ω(a3, a; a1, a2)
and hence ¬ 2 and ¬ 3. By the first line of the last calculation 0 < k = ω(a2, a; a1, a3)
meaning in particular that ω(a2, a; a1, a3) 6= 0. Hence 4 is not true.
Similar arguments prove that 2. (or 3.) imply the negation of the other three cases.
The fact that 4. implies the negation of the others is obvious.
Remark A.2. If the valuation ω is the canonical valuation of a tree T cases 1 - 4 of
Lemma A.1 may be illustrated as in figure 13 (the given enumeration coincides with the
enumeration of Lemma A.1 and Figure 13). Write
−→
ab for the directed line determined
by the ends a and b, then the four cases can be stated as follows: The first case (1)
is that the directed line −−→a2a3 first passes κ(a1, a, a2) then κ(a1, a, a3). In case (2) the
directed line −−→a3a1 passes κ(a2, a, a3) before κ(a2, a, a1). In case (3) the point κ(a3, a, a1)
is first passed by the line −−→a1a2 which afterwards passes κ(a3, a, a2). And in the last case
(4) all κ(ai, a, aj) are equal for all choices of i 6= j.
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(3) (4)
(2)(1)
a1 a2
a3
κ(a1, a, a2)
κ(a1, a, a3)
a2a1
a3
κ(a2, a, a3)
a3
a1 a2
κ(a2, a, a1)
aa3
a
a
a2a1
a3
a
κ(a3, a, a2)κ(a3, a, a1)
κ(ai, a, aj)
Figure 13: Possible geometric configurations in a tree.
Lemma A.3. [Ben90, Lemma 4.5] For a ∈ E let (ia, ja, ka) be an even permutation8 of
(1, 2, 3) such that ω(aia , a; aja , aka) is maximal. Let a ∈ E\{a1, a2, a3}, b ∈ E\{aia , aja}
and assume ω(aia , a; aja , b) > 0. Then ib = ia, jb = ja and kb = ka.
Proof. According to the assumptions Lemma A.1 implies that either ω(aia , a; aja , aka) >
0 (cases 1-3) or that ω(aia , a; aja , aka) = 0 (case 4). To make the proof easier to read
we assume w.l.o.g. that (ia, ja, ka) = (1, 2, 3).
Axiom (PV 3) implies
ω(a1, b; a2, a3) = ω(a1, b; a2, a) + ω(a1, b; a, a3) (A.3.1)
By assumption and (PV 2)
0 < ω(a1, a; a2, b) = ω(a1, b; a2, a) (A.3.2)
By regarding two different cases, we prove the assertion:
1. Assume that ω(a1, b; a, a3) ≥ 0: Then, according to (A.3.1) and (A.3.2), one can
conclude ω(a1, b; a2, a3) > 0. Hence ω(a1, b; a2, a3) is maximal by Lemma A.1 and
ib = ia, jb = ja, kb = ka.
2. Assume now ω(a1, b; a, a3) < 0: Axiom (PV 1) implies
ω(a1, b; a, a3) = −ω(a1, b; a3, a) = −ω(a3, a; a1, b) > 0 (A.3.3)
and, by (PV 2), we have
− ω(a1, a; a3, b) > 0. (A.3.4)
8All permutations can be interpreted as symmetries of an equilateral triangle with vertices labeled
clockwise with 1, 2 and 3. There are three reflections, i.e. the odd permutations and three rotations,
i.e. the even permutations. Hence the even permutations are exactly (2, 3, 1), (3, 1, 2) and (1, 2, 3).
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Repeated use of (PV 1) to (PV 3) implies
ω(a1, b; a2, a3) = ω(a1, b; a2, a) + ω(a1, b; a, a3) = ω(a1, a; a2, b) + ω(a1, b; a, a3)
= ω(a1, a; a2, b)− ω(a1, b; a3, a) = ω(a1, a; a2, b)− ω(a1, a; a3, b)
= ω(a1, a; a2, b) + ω(a1, a; b, a3) = ω(a1, a; a2, a3).
The terms ω(a1, b; a2, a) and ω(a1, a; b, a3) are positive by equations (A.3.2) and (A.3.4).
If ω(a1, a; a2, a3) > 0 the assertion follows and ib = ia, jb = ja, kb = ka.
Hence we assume that ω(a1, a; a2, a3) = 0, which implies that we are in case 4 of
Lemma A.1. One has to prove ω(ai, b; aj, ak) = 0 for all {i, j, k} = {1, 2, 3}. Since
ω(ai, b; aj, ak) = ω(ai, a; aj, ak) + ω(a, b; aj, ak)
it is enough to prove that ω(a, b; aj, ak) = 0 for all {j, k} ⊂ {1, 2, 3}.
The rest of the proof is done in three steps a) to c). Assume
∃ j, k such that l := ω(a, b; aj, ak) > 0. (A.3.5)
a) The assumption (A.3.5) together with (PV 2) implies
0 < l = ω(a, ak; aj, b) = −ω(ak, a; aj, b) = −ω(ak, a; aj, ai)− ω(ak, a; ai, b).
Since ω(ak, a; aj, ai) = 0 we have
ω(a, ak; aj, b) = −ω(ak, a; ai, b) = ω(ak, a; b, ai) > 0
and hence, using (PV 1), we conclude
l = ω(a, b; ai, ak) > 0. (A.3.6)
b) Axiom (PV 1) together with (A.3.5) implies ω(b, a; ak, aj) > 0. Similar calculations
as in a) lead to
l = ω(b, a; ai, aj) > 0. (A.3.7)
c) We now combine a) and b) to finish 2. Using (PV 3) we have
l = ω(a, b; aj, ak) = ω(a, b; aj, ai) + ω(a, b; ai, ak).
According to (A.3.6) the term ω(a, b; ai, ak) equals l, implying ω(a, b; aj, ai) = 0 which
is a contradiction to (A.3.7). Hence assumption (A.3.5) is wrong and for all i, j the
valuation ω(a, b; aj, ak) equals 0. This finishes the proof.
Remark A.4. The assumptions of Lemma A.3 are slightly different than the ones in
[Ben90, Lemma 4.5]. There a, b were assumed to be arbitrary elements of E. Making
this assumption is actually not fully correct, since ω is just defined on ordered quadru-
ples of pairwise distinct elements of E, i.e. elements of E(4). They suggested to extend
ω to arbitrary quadruples of elements. We restrict the hypothesis of Lemma A.3 and
suggest another solution in Step 2. Note that our proof is different from the one in
[Ben90].
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Step 2 - Definition of a rooted tree datum
A rooted tree datum encodes more than a projective valuation ω does. Besides the
branching of the tree an origin (or root) is fixed. Hence we want to create more
information than we actually have. The following construction therefore depends on
the choice of the origin (which is equivalent to the choice of three ends a1, a2, a3) and
is unique up to that choice.
Let E be a set and ω a projective valuation on E.
Definition A.5. Fix pairwise distinct elements a1, a2, a3 of E. Let (ia, ja, ka) be the
even permutation of (1, 2, 3) such that ω(aia , a; aja , aka) is maximal. Define a function
∧ : E × E → Λ by
1. a∧ b = max{0, ω(aia , a; aja , b)} for all a ∈ E \{aia , aja , aka} and b ∈ E \{aia , aja}.
2. a ∧ a =∞ for all a ∈ E.
3. ai ∧ aj = 0 for all i, j ∈ {1, 2, 3} such that i 6= j.
4. a ∧ al = 0 = : al ∧ a if l = ia or l = ja.
Remark A.6. Cases 2. to 4. of Definition A.5 do not appear in Bennett’s Dissertation.
Yet they are necessary to determine the origin oT of the tree in the Alperin-Bass
construction. It is not possible to cover these cases with ω since a projective valuation
is just defined on quadruples in E(4).
Koudela suggested to extend ω to arbitrary quadruples to eliminate this inaccuracy of
Bennett’s definition which is in a certain sense equivalent to our Definition A.5.
Our motivation for Definition A.5 came from Figure 14 and the fact that a ∧ b is
supposed to describe the distance of oT to the branching point of the rays Sa, Sb starting
at oT directing to a, b, respectively.
a1 a3
a a2
0Tx
Figure 14: Definition of a rooted tree datum.
Lemma A.7. [Ben90, Lemma 4.6] The pair (E,∧) is a rooted tree datum.
The following proof is based on [Ben90]. We made a few changes for the proof of (RT3).
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Proof. Axiom (RT0) is obvious by definition. For the proof of (RT1) consider two
cases. First if a∧ b > 0 then, by Lemma A.3, we have that ib = ia, jb = ja and kb = ka.
And hence
0 < a ∧ b = ω(aia , a; aja , b) = ω(aib , a; ajb , b).
Using (PV2) we can conclude
a ∧ b = ω(aib , a; ajb , b) = ω(aib , b; ajb , a) = b ∧ a.
Second assume a ∧ b = 0. Here we are in case 4 of Lemma A.1. If b ∧ a > 0 the same
argument as in case (1) implies b ∧ a = a ∧ b > 0. Hence b ∧ a = 0 = a ∧ b.
We prove (RT2): Let a, b, c ∈ E and consider seven cases. First assume that a∧ b, a∧ c
and b ∧ c are given by 1 of Definition A.5 meaning that a, b, c are not contained in
{a1, a2, a3}.
a) if a ∧ b = 0 or b ∧ c = 0 then (RT2) is obvious.
b) assume a ∧ b > 0 and b ∧ c > 0. Lemma A.3 implies ib = ia = ic, jb = ja = jc
and kb = ka = kc. Let without loss of generality ia = 1 and ja = 2. The fact that
a ∧ b > 0 implies a ∧ b = ω(a1, a; a2, b). By (PV3) we therefore have
a ∧ c ≥ ω(a1, a; a2, c) = a ∧ b+ ω(a1, a; b, c). (A.7.1)
The following is true since c ∧ b > 0
a ∧ c = c ∧ a ≥ ω(a1, c; a2, a) = c ∧ b+ ω(a1, c; b, a). (A.7.2)
Therefore c ∧ b = ω(a1, c; a2, b).
Secondly assume that b = c then a ∧ c = a ∧ b and b ∧ c = b ∧ b =∞, hence (RT2) is
obvious. In case three assume that a = c then a ∧ c =∞ and the assertion is obvious.
If a = b, which is case four, then a∧ b =∞ and b∧ c = a∧ c. Fifth, if {a, c} = {ai, aj}
where i 6= j then a ∧ c = 0 by definition. We also can conclude that either i or j is
contained in {ib, jb} and hence min{a∧ b, b∧ c} = 0, which implies (RT2). The second
last case is, that c ∈ {aia , aja}. But then by definition a∧c = 0 and min{a∧b, b∧c} = 0.
Finally, if b ∈ {aia , aja}, then a ∧ b = 0 and c ∧ b = 0. Since a ∧ c ≥ 0 the assertion
follows.
Step 3 - Constructing a tree with sap
Let T = T (E,∧) be the Alperin-Bass tree associated to (E,∧). We now define an
apartment system for T by first defining rays, then lines.
Definition A.8. A ray in T is a set {〈e, λ〉 : e ∈ E, λ ∈ Λ, λ ≥ λ0} where λ0 is a fixed
element of Λ.
A subset
←→
ab := {〈a, λ〉 : λ ≥ a ∧ b} ∪ {〈b, λ〉 : λ ≥ a ∧ b} of T is called line and A
denotes the set of all lines in T .
Notice that ends of rays (and lines) are, by definition, elements of E. The set A is an
apartment system for the Alperin-Bass tree.
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Step 4 - The projective valuation ω equals the canonical valuation
Finally one has to prove
Proposition A.9. If T = T (E,∧) is the Alperin-Bass tree associated to a rooted tree
datum (E,ω) and if ωT denotes its canonnical valuation defined in 5.39, then ωT = ω.
For the proof of Proposition A.9 we need two additional Lemmata.
aj a
bai
a
x y x y
ai aib
baj
y x
b
ai
(iv)(i) (ii) (iii)
aj
a a
aj
x = y
Figure 15: The present figure illustrates all possible constellations in the Alperin-Bass
tree, and is used to distinguish cases in Lemma A.10.
The first one of the following lemmata differs from the one in [Ben90] in which one of
the occuring cases for the value of ωT was missing.
Lemma A.10. Let a1, a2, a3 ∈ E be fixed and pairwise distinct. Choose i 6= j and
a 6= b ∈ E \ {ai, aj}. Let (i) − (iv) be the possible constellations in the Alperin-Bass
tree, as described in Figure 15, then
ωT (ai, a; aj, b) =
{
a ∧ b− aj ∧ a− ai ∧ b in cases (i), (iii), (iv)
a ∧ b− aj ∧ b− ai ∧ a in cases (i), (ii), (iv) (A.10.1)
with x = κ(ai, a, aj) and y = κ(ai, a, b).
Proof. It is easy to convince oneself that the constellations described in Figure 15 are
the only possible ones in an Alperin-Bas tree. We prove the above lemma doing a case
by case analysis. The cases are enumerated as in Figure 15.
We assume w.l.o.g. that i = 1 and j = 2. Case (i): Hence x = κ(a1, a, a2) and
y = κ(a1, a, b). There are just two possibilities for the position of the origin oT =
κ(a1, a2, a3) which lies on ←−→a1a2. Either a) oT in contained in the ray −→xa1 or, b) in −→xa2.
Compare figure 16.
The origin of the tree, as constructed, is oT = κ(a1, a2, a3). The points x and y are, as
any point in the Alperin-Bass-tree T of the following form
x = (a, a ∧ a2)
y = (a, a ∧ b)
}
if oT ∈ −→xa1
x = (a, a ∧ a1)
y = (a, a ∧ b)
}
if oT ∈ −→xa2
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Figure 16: Possible positions of oT in case (i) figure 15.
The construction also implies, that
ωT (a1, a; a2, b) =
{
d(x, y) if y ∈ −→xa
−d(x, y) if y /∈ −→xa .
Is oT ∈ −→xa1, which is case (i) a) of Figure 16, we have that y ∈ −→xa. The definition of
ωT implies
ωT (a1, a; a2, b) = d(x, y) = d((a, a ∧ a2), (b, a ∧ b))
= |a ∧ a2 − a ∧ b|
= a ∧ b− a ∧ a2
where the second last equation holds since d(0T , y) > d(oT , x).
If oT ∈ −→xa2, which is case (i) b) of Figure 16, we have y ∈ −→xa. The definition of ωT
hence implies
ωT (a1, a; a2, b) = d(x, y) = d((a, a ∧ a1), (b, a ∧ b))
= |a ∧ a1 − a ∧ b|
= a ∧ b− a ∧ a1
where the equalities hold by d(0T , y) > d(0T , x).
Furthermore we have
a2 ∧ a = a2 ∧ b and b ∧ a1 = a ∧ a1 = 0 if oT ∈ −→xa1
a1 ∧ a = a1 ∧ b and b ∧ a2 = a ∧ a2 = 0 if oT ∈ −→xa2.
And hence the following equation holds
ωT (a1, a; a2, b) = a ∧ b− a1 ∧ a− a2 ∧ b = a ∧ b− a1 ∧ b− a2 ∧ a.
This finishes case (i).
Case (ii): In this situation x = κ(a1, a, a2) and y = κ(a1, b, a2). As in case (i) we
do a case by case analysis. The possible situations here are the following: Either a)
oT ∈ [x, y] or, b) oT ∈ −→ya2 or, as a third case, c) oT ∈ −→xa1. Compare also figure 17.
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The construction of the tree leads to the following descriptions of the points x and y,
which are written as in the Alperin-Bass construction, according to the three cases:
x = (a, a ∧ a1)
y = (a, b ∧ a2)
}
if oT ∈ [x, y]
x = (a, a ∧ a1)
y = (a, b ∧ a1)
}
if oT ∈ −→ya2
x = (a, a ∧ a2)
y = (a, b ∧ a2)
}
if oT ∈ −→xa1.
Since y /∈ −→xa the definition of ωT implies that ωT (a1, a; a2, b) = −d(x, y).
x y
0T
(ii) a)
a3
(ii) b)
x y
0T a3
x
a3
(iii) b)
y
a1 b a1 b
a2aa2a
a1 b
a2a
Figure 17: Possible positions of 0T in case (ii) of figure 15.
If oT ∈ [x, y], then a ∧ a1 ≥ a ∧ b = 0 and b ∧ a2 ≥ a ∧ b = 0. We calculate:
ωT (a1, a; a2, b) = −d(x, y) = −d((a, a ∧ a1), (b, b ∧ a2))
= −(|a ∧ a1 − a ∧ b|+ |b ∧ a2 − a ∧ b)
= a ∧ b− a ∧ a1 − b ∧ a2.
If the ray −→ya2 contains oT , then a∧ a1 > a∧ b, b∧ a1 = a∧ b and b∧ a2 = 0 and hence
ωT (a1, a; a2, b) = −d(x, y) = −d((a, a ∧ a1), (b, b ∧ a))
= −|a ∧ a1 − a ∧ b|
= a ∧ b− a ∧ a1 − b ∧ a2.
In case oT ∈ −→xa1 we have b ∧ a2 > a ∧ b, and a ∧ a1 = 0 and one can conclude:
ωT (a1, a; a2, b) = −d(x, y) = −d((a, a ∧ b), (b, b ∧ a2))
= −|a ∧ b− b ∧ a2|
= a ∧ b− a ∧ a1 − b ∧ a2.
Therefore, using the above calculations,
ωT (a1, a; a2, b) = a ∧ b− a1 ∧ a− a2 ∧ b.
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Note, that = a ∧ b− a1 ∧ b− a2 ∧ a 6= ωT (a1, a; a2, b). This finishes case (ii).
Similar observations in case (iii) and (iv) imply
ωT (a1, a; a2, b) = a ∧ b− a1 ∧ b− a2 ∧ a
6= a ∧ b− a1 ∧ a− a2 ∧ b in case (iii)
and
ωT (a1, a; a2, b) = a ∧ b− a1 ∧ a− a2 ∧ b
= a ∧ b− a1 ∧ b− a2 ∧ a in case (iv).
Combining these results, the assertion follows.
In the next lemma an explicit formula for the value of ωT is given.
Lemma A.11. In addition to the assumptions in the previous lemma let
ωT (ai, a; aj, b) = a ∧ b− aj ∧ a− ai ∧ b.
Then, with {i, j, k} = {1, 2, 3}, we have
ωT (ai, a; aj, b) = max{0, ω(aia , a; aja , b)} −max{0, ω(ak, a; ai, aj)}
−max{0, ω(aj, b; ak, ai)}
where (ia, ja, ka) is an even permutation of (1, 2, 3) such that the term ω(aia , a; aja , aka)
is maximal. A similar statement is true if ωT (ai, a; aj, b) = a ∧ b− ai ∧ a− aj ∧ b.
Proof. Without loss of generality we may assume that i = 1, j = 2. By definition of ∧
the term a∧ b equals max{0, ω(aia , a; aja , b)}. It remains to calculate a2 ∧ a and a1 ∧ b.
a) Prove a1 ∧ b = max{0,∧(a2, b; a3, a1)}:
If ib or jb = 1 then 4 of Definition A.5 implies a1 ∧ b = 0. The pair (ib, jb) then equals
(1, 2) or (3, 1).
If (ib, jb) = (1, 2) then, by Lemma A.1, ω(a1, b; a2, a3) > 0 or ω(ai, b; aj, ak) = 0 for all
choices of i, j, k. In the second case the assertion is obvious. In the first case (PV 2)
implies
0 < ω(a1, a3; a2, b) = ω(a2, b; a1, a3) = −ω(a2, b; a3, a1).
Hence ω(a2, b; a3, a1) < 0 and we have
max{0, ω(a2, b; a3, a1)} = 0 = a1 ∧ b.
If (ib, jb) = (3, 1) then ω(a3, b; a1, a2) = 0 or ω(a3, b; a1, a2) > 0 for all choices of i, j, k.
Lemma A.1 implies ω(a2, b; a3, a1) ≤ 0 and hence
max{0, ω(a2, b; a3, a1)} = 0 = a1 ∧ b.
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In the case that ib 6= 1 and jb 6= 1 we have that (ib, jb) = (2, 3) and ω(a2, b; a3, a1) = 0
or that ω(a2, b; a3, a1) > 0. In the first case the assertion is obvious, in the second we
can conclude
max{0, ω(a2, b; a3, a1)} = ω(a2, b; a3, a1) = b ∧ a1.
This finishes part a).
b) Prove a2 ∧ a = max{0,∧(a3, a; a1, a2)}:
If ia or ja = 2 then, by definition, a ∧ a2 = 0. The pair (ia, ja) equals (2, 3) or (1, 2).
If (ia, ja) = (1, 2) then ω(a1, a; a2, a3) = 0 or ω(a1, a; a2, a3) > 0. Axioms (PV 1), (PV 2)
and Lemma A.1 imply ω(a3, a; a1, a2) < 0 and hence
max{0, ω(a1, a; a2, a3)} = 0 = a2 ∧ a.
If (ia, ja) = (2, 3) then ω(a2, a; a3, a1) = 0 or ω(a2, a; a3, a1) > 0 In the first case the
assertion follows by Lemma A.1 and in the second axiom (PV 2) implies
0 < ω(a2, a; a3, a1) = ω(a, a2; a1, a3)
= ω(a, a3; a1, a2) = −ω(a3, a; a1, a2).
Hence max{0, ω(a2, a; a3, a1)} = 0 = a ∧ a2.
If ia 6= 2 and ja 6= 2, then (ia, ja) = (3, 1) and
a ∧ a2 = {0, ω(aia , a; aja , a2)} = ω(a3, a; a1, a2)
which is maximal. This finishes the proof.
Now we are able to prove the main proposition of step 4.
Proof of Proposition A.9. Let a1, a2, a3 be three ends of the Alperin-Bass tree such that
κ(a1, a2, a3) = oT . Given pairwise distinct a, b, c, d /∈ {a1, a2, a3} axiom (PV 3) implies
ω(a, b; c, d) = ω(ai, b; c, d) + ω(a, ai; c, d)
= ω(ai, b; c, aj) + ω(ai; b; aj, d) + ω(a, ai; aj, d) + ω(a, ai; c, aj)
= −ω(ai, b; aj, c) + ω(ai; b; aj, d)− ω(ai, a; aj, d) + ω(ai, a; aj, c).
It is therefore sufficient to prove
ω(ai, a; aj, b) = ω(ai, a; aj, b)
for any distinct a, b /∈ {a1, a2, a3} and any i 6= j.
According to Lemma A.1 there are four cases. We will give the proof in the case where
ω(a3, a; a1, a2) > 0. The proofs of all the other cases use similar arguments and are left
to the reader. Here axioms (PV 2) and (PV 1) imply
0 < ω(a3, a; a1, a2) = −ω(a1, a; a2, a3).
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We are able to apply Lemma A.11. Together with the fact that ω(a3, a; a1, a2) > 0 we
have
ωT (a1, a; a2, b) = max{0, ω(a3, a; a1, b)} − ω(a3, a; a1, a2)−max{0, ω(a2, b; a3, a1)}.
(A.11.1)
By (PV 3)
ω(a1, a; a2, b) = ω(a1, a; a2, a3) + ω(a1, a; a3, b) (A.11.2)
and ω(a1, a; a2, a3) < 0. A case by case analysis will complete the proof.
Case (i): assume ω(a3, a; a1, b) > 0.
Axiom (PV2) implies
ω(a1, a; a3, b) = ω(a3, a; a1, b) > 0. (A.11.3)
By (A.11.1), (A.11.2) and (A.11.3) we have
ωT (a1, a; a2, b) = max{0, ω(a3, a; a1, b)} −max{0, ω(a2, b; a3, a1)}+ ω(a3, a; a1, a2)
= ω(a1, a; a2, b)} −max{0, ω(a2, b; a3, a1)}.
Hence it suffices to prove
b ∧ a1 = max{0, ω(a2, b; a3, a1)} = 0.
Lemma A.3 implies ia = ib = 3, ja = ja = 1. Therefore b ∧ a1 = 0 by definition and
ωT (a1, a; a2, b) = ω(a1, a; a2, b).
Case (ii): assume ω(a3, a; a1, b) < 0.
By (PV1) we have ω(a3, a; b, a1) > 0. The following two equations hold therefore by
(PV2):
0 = ω(a3, b; a, a1) = ω(a3, b; a1, a) and
0 < ω(a3, a1; b, a) = −ω(a3, a1, a, b).
Equation (A.11.1) together with the assumption of case (ii) implies
ωT (a1, a; a2, b) = −max{0, ω(a2, b; a3, a1)}+ ω(a1, a; a2, a3)
and
ωT (a1, a; a2, b) = ω(a1, a; a2, b)− ω(a1, a; a3, b)−max{0, ω(a2, b; a3, a1)}.
But ω(a1, a; a3, b) = 0 and therefore
ωT (a1, a; a2, b) = ω(a1, a; a2, b)−max{0, ω(a2, b; a3, a1)}.
It remains to prove ω(a2, b; a3, a1) ≤ 0 for the assertion to hold in case (ii). But since
ib = ia = 3 and jb = ja = 1 we have ω(a2, b; a3, a1) = ω(a2, a; a3, a1) ≥ 0 and are done.
Case (iii): ω(a3, a; a1, b) = 0.
We prove several inequalities which, combined with (A.11.2), will allow us to finish the
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proof. First, if ω(a3, a1; a, b) < 0, axioms (PV1) and (PV2) imply ω(a3, a; a1, b) < 0
which contradicts the assumption of case (iii). Hence
ω(a3, a1; a, b) ≥ 0. (A.11.4)
Second, assume ω(a1, a; a3, b) > 0, then, by (PV2) again ω(a3, a; a1, b) > 0 contradicting
the assumption of case (iii). Therefore
ω(a1, a; a3, b) ≤ 0. (A.11.5)
We prove
ω(a3, a1; a, b) = −ω(a1, a; a3, b). (A.11.6)
Because of (A.11.5) and (PV1) we have ω(a1, a; b, a3) ≥ 0. If k := ω(a1, a; b, a3) > 0,
then ω(a1, b; a, a3) = 0 and
ω(a3, a1; a, b) = k = ω(a1, a; b, a3) = −ω(a1, a; a3, b)
and (A.11.6) holds in this case. Let ω(a1, a; b, a3) = 0. Then ω(a1, a; a3, b) = 0 as well.
Assume ω(a3, a1; a, b) > 0, which in general is greater or equal to 0 by (A.11.4). By
(PV1) we have then ω(a1, a3; b, a) > 0. But also ω(a1, a; b, a3) > 0, by (PV 2), which
contradicts the assumption that ω(a1, a; b, a3) = 0. Hence ω(a3, a2; a, b) = 0 and we
are finished with the proof of (A.11.6).
By (A.11.6) one can conclude
ω(a3, a1; a2, b) = −ω(a1, a; a3, b) + ω(a2, a; a3, a1). (A.11.7)
Since (2, 3, 1) is an even permutation of (1, 2, 3) and since ia = 3 and ja = 1 we have
ω(a2, a; a3, a1) ≤ 0. If ω(a2, a; a3, a1) < 0 then ω(a2, a; a1, a3) > 0 and, by (PV 2),
ω(a1, a; a2, a3) > 0. But the latter contradicts Lemma A.1, since ia = 3 and ja = 1.
Therefore ω(a2, a; a3, a1) equals 0 and hence the following holds using equation (A.11.7)
ω(a3, a1; a2, b) = −ω(a1, a; a3, b). (A.11.8)
Now we are ready to prove case (iii). Recall (A.11.1)
ωT (a1, a; a2, b) = −max{0, ω(a2, b; a3, a1)}+ ω(a1, a; a2, b)− ω(a1, a; a3, b).
Using, in this order, (A.11.6),(A.11.8) and (A.11.5), allows us to calculate
ωT (a1, a; a2, b) = −max{0, ω(a2, b; a3, a1)}+ ω(a1, a; a2, b) + ω(a3, a1; a, b)
= −max{0,−ω(a1, a; a3, b)}+ ω(a1, a; a2, b) + ω(a3, a1; a, b)
= ω(a1, a; a2, b) + ω(a1, a; a3, b) + ω(a3, a1; a, b).
Since ω(a1, a; a3, b) + ω(a3, a1; a, b) = 0 case (iii) is finished.
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B Dictionary
On the following few pages, we provide a list of expressions used in this thesis and
the corresponding names of objects in [BT72, Ben94, Par00, Tit86, KL97, KM08] and
[Wei08]. Each column contains one object. In the first line the name used in the
present thesis is given.
Notice, however, that the correspondences are only one to one if buildings are consid-
ered which are covered by both definitions. For example did Parreau prove in [Par00]
that the Euclidean buildings of Kleiner and Leeb [KL97] are a subclass of affine R-
buildings (or système d’appartements) in the sense of [Tit86], namely precisely the
ones equipped with the complete system of apartments. In general one has the follow-
ing inclusions:

generalized
affine buildings
[Ben94]
 )

affine
R− buildings
[Tit86, BT72]
[Par00]
 )

Euclidean
buildings
[KL97]
 )

simplicial
affine buildings
[Wei08, KM08]

Sometimes it was not possible to find a precise counterpart of our definitions; in some
cases simply because they did not appear in the considered reference, sometimes be-
cause another approach to buildings was used. For this reason we made comments on
some of the entries of the table.
Doubtless the presented table is in no way complete. Making a choice is always a
subjective thing and implies that I have omitted references others would wish to find
here. I am aware of this fact and take the chance to apologize for not including standard
references on buildings as for example [AB08, Bro89, Gar97] or [Ron89].
Remark B.1. Come back to the following remarks whenever there is a reference given
in the table.
1. The mentioned faces of a Weyl chamber, called sector panels in [Ben94], are the
Weyl simplices of dimension one. Other Weyl simplices are not named.
2. In [BT72] spherical Weyl groups are not defined explicitly but the authors remark
that for each special vertex x the affine Weyl group can be written as the semi-
direct product W = WxV , where V is the translation part of W and Wx the
stabilizer of x in W .
3. Associated with a given “quartier” D the authors of [BT72] define a basis B(D).
Then D is precisely what is called “the fundamental Weyl chamber associated to
B(D)” in the present thesis.
4. Bruhat and Tits use the notion of a retraction based at an alcove C. In the
simplicial case an alcove together with a distinguished vertex v of C is the same
as a germ of a Weyl chamber at v in our sense.
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5. Kleiner and Leeb define ∆mod to be the quotient of the Tits boundary δT itsE by
the spherical Weyl group. This definition does not precisely correspond to the
fundamental Weyl chamber, as used in the present thesis.
6. In [Wei08] buildings are defined as certain chamber systems. The Coxeter cham-
ber system ΣΠ has a representation as a set of alcoves in a Euclidean vector space
V . This representation corresponds precisely to our model apartment A.
7. A wall of a given root α in [Wei08] is actually defined to be the collection of panels
(which is a certain set of chambers) whose intersections with α have cardinality
one.
8. Since Weiss uses the chamber system approach to affine buildings, which is in a
certain sense dual to the simplicial approach, a slight difference to our definition
occurs. A sector S is a collection of chambers with terminus R. Here R is a
residue containing the chamber at the tip of S. The type of the basepoint x of S
(in our language) determines the type I \ {o} of R.
9. In [Wei08] convexity is defined with respect to galleries: a set of chambers is
convex if for all c, d in the set all galleries connecting c and d are contained in the
set as well. This corresponds to WT -convexity in our sense if the intersection of
half-apartments is not contained in a wall.
.
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