In this paper, we present exact analysis for the worst case response time of the general multiframe (MF) task model executing on a uniprocessor according to the fixed priority scheduling scheme. The analysis is developed in four stages. Firstly, we present the basic response time analysis where we optimize the number of frames that have to be considered in such analysis; we show how their number can be significantly reduced by eliminating non critical frames that are dominated by other frames. Secondly, we extend this analysis to be applicable to MF tasks with arbitrary deadlines. Thirdly, the basic analysis is extended to cope with frame specific deadlines. Lastly, the two models of frame specific deadlines and arbitrary deadlines are combined and the relative analysis is presented. An optimal priority assignment scheme for the frame specific deadline scenario is also presented in this paper.
execution time. A further example is found within the MPEG coding standard where there are three types of video frames (usually represented by the letters I, P and B). The I frame usually takes much more decoding than the others, but may occur only every 10 frames. The assumption that all frames are I frames leads to poor utilization and the system could be theoretically unschedulable whilst in practice it never misses a deadline. Presenting the decoder as a MF task allows the schedulability results to be optimised. Chen (1996, 1997) were the first to introduce the MF concept as a generalisation of the classic Liu and Layland (1973) model. They proposed a utilizationbased schedulability test, for fixed priority scheduling, under Rate Monotonic, RM, priority assignment (the greater period the task has the lower priority it is assigned). They gave a utilization bound, assuming the execution time sequence of each MF task has a particular restriction that they called Accumulatively Monotonic, AM, (see Sect. 2). Subsequent papers (see Sect. 3.1) have improved this utilization bound but these tests remain inexact (i.e. sufficient but not necessary). Whilst in this paper, we relax this AM restriction and present an exact scheduling analysis of MF tasks in terms of response time analysis.
In general, testing the schedulability of a set of MF tasks requires all possible phases of the tasks to be examined; which leads to an exhaustive enumeration problem (i.e. an intractable problem). However, for a particular application, not all phases may need to be examined. We show how the dominant frames, that can give rise to the worst-case response times of lower priority tasks, can be identified and their usage reduce the processing required for the response time analysis. This analysis is then extended in this paper in two directions to be applicable to the MF tasks with: firstly, arbitrary deadlines; and secondly frame specific deadlines where the deadline of each frame of a MF task could be different from the other frames of the same MF task. An analysis for a combined model of arbitrary deadlines and frame specific deadlines is also presented in this paper.
The paper is organised as follows. In the next section our system model and notation are introduced, while prior contributions are summarised in Sect. 3. Section 4 uses the notion of a critical frame (i.e. dominant frame) to reduce the scale of the scheduling problem; then the exact response time analysis is introduced for the general MF model. This analysis is then developed to be applicable to the arbitrary deadlines scenario in Sect. 5 and to be applicable to the frame specific deadlines scenario in Sect. 6. Section 7 presents the exact analysis for the combined model of the arbitrary deadlines and the frame specific deadlines, it also presents an optimal priority assignment for the frame specific deadlines model. Conclusions are provided in Sect. 8.
System model
The analysis presented in this paper considers a system that consists of N independent MF tasks. Each MF task τ i consists, in its turn, of a sequence of n i frames; where the frames are distinguished by their execution times. Frames are executing on a uniprocessor using the preemptive fixed priority scheduling policy. Priorities of MF tasks in the system are ordered consecutively with τ 1 having the highest priority in the system and τ N the lowest priority. All frames in the same MF task have the same priority, P i , and are released with a fixed or minimum time interval T i . Initially, we assume that all frames of each MF task τ i have the same relative deadline D i . Later on (see Sect. 6) the system model is extended to what we call the frame specific deadlines situation where each frame in a MF task has a deadline that could be different from other frames in the same MF task, so D i is a vector of n i values that are relative to the frames of the MF task, τ i .
Each frame in the MF task might have a worst case execution time that may be different from other frames in the same MF task. In other words, a MF task, τ i , has n i worst case execution times, C k i ; k = 0, . . . , n i − 1. Without loss of generality, we assume that the sequence of the execution time values is always in its shortest form; where the shortest form of a sequence is the shortest subsequence when repeated a number of times generates the original sequence. For response time analysis the execution of a MF task whose execution times consist of repetitive subsequences is the same as the behaviour of the original sequence. For example, the execution behaviour of the MF task that is represented by the sequence (8, 1, 4, 3, 8, 1, 4, 3) is the same as the execution behaviour of the subsequence (8, 1, 4, 3) . The extracted subsequence, (8, 1, 4, 3) , is referred to as the shortest form of the sequence (8, 1, 4, 3, 8, 1, 4, 3) .
To illustrate the problem of analysing the response time of MF tasks, Table 1 represents a simple system example with 2 tasks τ 1 and τ 2 where τ 1 is a MF task with 4 frames represented by the execution time values 8, 1, 4 and 3; and τ 2 has just one frame.
Finding the worst case response time R 2 of τ 2 , whatever its execution time is, requires finding the maximum amount of possible interference from τ 1 . Table 2 shows values of interference that τ 1 could generate from different initial frames (exe. seq. and inv. respectively stand for execution time sequence and number of invocations). It can be seen from Table 2 that the maximum amount of interference τ 1 generates, in the case of one invocation (i.e. 1 inv.), is when the frame, whose execution time is 8, is released first. While the maximum amount of interference, in the case of two invocations, is when the frame, whose execution time is 3, is released first. The maximum amount of interference, in the case of three invocations of τ 1 is when the frame, whose execution time is 4, is released first. Finally, in the case of four invocations of τ 1 , the amount of interference τ 1 provides remains the same (i.e. 16 in this example) whatever frame is released first. Frames that could generate the maximum amount of interference will be called critical frames; which are, in this example, the frames whose execution times are 8, 4, and 3, but not 1 because any of the other frames can be considered as a critical frame on behalf of 1 (see Sect. 4.1).
We consider the frame of a MF task τ j as critical when it has two properties; firstly, it can generate the maximum amount of interference within a lower priority task for at least one of τ j 's invocations; and secondly there is no other frame in τ j that generates greater or equal amount of interference for all possible numbers of τ j 's invocations.
To calculate the amount of interference a frame generates within the response time of a lower priority task, we have to know the relative number of invocations (interference) the MF task is producing within this response time. For this reason we define a cumulative function for the frame whose location is x in the MF task τ j to represent the amount of interference this frame generates. Definition 1 introduces this cumulative function.
Definition 1 Given a MF task τ j with n j execution times
). The cumulative function (ξ j ) of the frame whose location is x for a given number of τ j 's invocations, k, is the amount of interference that the MF task generates starting from frame x and proceeding for that number of invocations; and is given by (1).
where x = 0, . . . , n j − 1, and k = 1, 2, . . . . For example, the value of ξ 0 1 (2) for the task τ 1 in Table 1 is 9. From a scheduling point of view, a frame in a MF task is considered as definitely critical when it can give rise to the maximum interference for a lower priority task and so can lead to the worst case response time of that task. The maximum interference is generated by a frame of a MF task when its cumulative function is greater than the cumulative function of any other frame of the same MF task; for at least one possible number of interferences. The following definition formally introduces the critical frame of a MF task.
Definition 2 The frame whose location is x in the MF task τ j whose execution time sequence is in its shortest form, is definitely critical if and only if ∃k = 1, 2, . . . , n j − 1, ∀y = x:
For example, the first frame (i.e. the frame with location 0) of the MF task (8, 1, 4, 3) is a critical frame because ∃ k = 1, ∀y = 0; ξ 0 (1) > ξ y (1).
Definition 3
The Peak Frames of a MF task are the frames with the maximum execution times of this MF task.
Note from Definition 2 that if a task has only one peak frame then that frame is definitely critical. Moreover if the MF task is in its shortest form and has more than one peak frame then at least one of the peak frames must be a critical frame. To show that this is the case, assume that a MF has two peak frames (x and y) but neither is definitely critical. This implies that ξ x j (k) = ξ y j (k) ∀k which implies that the sequence of computation times starting at x is the same as the sequence starting at y; which implies that the MF task is not in its shortest form. Hence if it is in its shortest form one of its peak frames must be critical. Mok and Chen (1996) forced one of the peak frames to be the only critical frame of the MF by giving a restriction on its execution times. This restriction is called Accumulatively Monotonic, AM, where one of the peak frames of the AM multiframe task is the only frame that generates the maximum amount of interference for all possible number of interferences (invocations). Informally, all execution times of the AM multiframe task are dominated by one execution time value. Equation (3) represents this restriction.
where C m is one of the maximum execution times of (C 0 , C 1 , . . . , C (n−1) ) that satisfies (3). For example, for the execution time sequence (3, 8, 7, 3) , m = 1 and C 1 = 8. In this paper, we relax this AM restriction and present the response time analysis of MF tasks in general taking into account the critical frame concept.
Related work
Because we are concerned with response time scheduling analysis of the MF tasks, previous contributions must be covered within two fields: the schedulability analysis of MF tasks, and response time analysis.
Schedulability of MF tasks
Although Chen (1996, 1997) were the first who studied the scheduling of the MF tasks, Han (1998) gave another scheduling test, under RM priority assignment, that was better than Mok's test in the sense that the AM multiframe task set with peak utilization 1 larger than their upper bound is not schedulable using Mok and Chen's utilization bound but can be found schedulable by Han's test. Takada and Sakamura (1997) investigated the schedulability of MF tasks and gave a scheduling condition for the MF model, under the fixed priority scheme, showing that the time complexity of the schedulability decision becomes at least 2 i n i . They introduced a sufficient feasibility decision algorithm using a maximum interference function. Traore et al. (2006) mentioned in their paper that the MF model was a particular case of tasks with offset (transactions), so they assume that their offset analysis can be applied to the MF model. However, we assume in our model that the MF model is different from the general transaction model because the offset model fails to utilize the fact that all frames from the same MF task have the same period and priority. Kuo et al. (2003) gave another improved utilization bound for the scheduling test of systems with AM multiframe tasks. The main idea of their test is to merge tasks with harmonic periods to reduce the number of tasks that have to be considered in the schedulability test, and then apply Mok's bound to the merged tasks. Lu et al. (2007) improved Kuo's utilization test and presented new scheduling conditions for AM multiframe tasks within the utilization domain and assuming RM priority assignment. The improvement is that they used Kuo's method to merge the tasks and then they applied their test to the merged tasks. The schedulability status, under their approach, depends on the total peak utilization, U , of the AM multiframe tasks being less than a defined upper bound called the Conditional Bound, CB, function.
Although Lu's analysis improves previous results, it still remains inexact as well as being applicable only to the AM model; while response time analysis is exact and tractable for the AM model (Zuhily and Burns 2008a) .
As can be seen from the above contributions, all published approaches are inexact since all of them are either in the utilization domain or are only sufficient-as well as most of them being only applicable to the AM model. In this paper, we provide exact scheduling analysis for general MF tasks within the response time domain.
Standard response time analysis
Response time analysis was introduced by Joseph and Pandya (1986) . Equation (4) is used to calculate the worst case response time of a task τ i having specific restrictions and assuming Liu and Layland's critical instant (Liu and Layland 1973) when the task under evaluation is released simultaneously with all higher priority tasks.
where
C j is the amount of interference from tasks whose priorities are higher than the priority of τ i .
To solve (4), a recurrence relation is used as in (5); where l = 0, 1, 2, . . . and r 0 i = C i . The smallest non-negative solution of (5) represents the worst case response time of τ i ; that is, the worst case response time is found when r l+1 i = r l i (= R i for the smallest value of l). However, in the case that r l+1 i becomes greater than the deadline of the task, τ i is not guaranteed to meet its deadline. The task is unschedulable. Baruah et al. (1999) used response time analysis to give a tractable but sufficient schedulability test for a system of MF tasks. They preprocessed the execution time sequences of the MF tasks taking into account the maximum amount of interference that higher priority MF tasks provide. Then, they applied the fixed point algorithm to determine the worst case response time of the peak frame of the lower priority MF task considering the preprocessed execution time sequences of the higher priority MF tasks. Although this analysis is within the response time domain, the test is inexact.
Exact analysis of general MF tasks
The worst case response time analysis of a MF task τ i requires all possible combinations of all frames of the MF tasks whose priorities are higher than τ i to be checked. Which means we have to consider i−1 j =1 n j different combinations of the frames (Takada and Sakamura 1997) . However, the critical frame concept (see Sect. 2) leads to the requirement that only the critical frames of the MF tasks whose priorities are higher than τ i 's need to be checked. We show in Zuhily (2007) , by evaluation, that the number of critical frames is mostly located in the range [45%, 60%] of the original number of frames; which reduces the number of required combinations for finding the worst case response time of τ i . This reduction is compounded over all the higher priority tasks; for example if there are 10 tasks each with 6 frames then rather than check 10 6 combinations only 10 3 (on average) need checking, a reduction from 1,000,000 to 1,000.
The exact worst case response time analysis is presented in two stages: in the first step, we identify the critical frames; while in the second step, we present the exact response time formula depending on these critical frames.
Identifying the critical frames
Recall Definition 2 in Sect. 2, a frame of location x is considered definitely critical when this frame provides a maximum interference for at least one number of its invocations. However, this definition does not provide the optimal set of critical frames for non-AM multiframe tasks. Unfortunately, finding the minimum set of critical frames is equivalent to the set-covering problem (Cormen et al. 2001) and is known to be NPcomplete, hence we apply a criticality criterion which is suboptimal but tractable.
To identify the potentially critical frames of a MF task, we follow a reversing scenario where we first identify the non-critical frames then consider the remaining frames of this MF task as critical. To identify the non-criticality of a frame whose execution time is C y j of the MF task τ j , we invert Definition 2 in Sect. 2. So, we say that the frame whose execution time is C y j is definitely not critical if there is another frame of τ j whose execution time is C x j ; where the amount of interference that this frame provides is always greater than or equal to the amount of interference that the frame whose execution time is C y j provides for all number of τ j 's invocations. In other words, the cumulative function of the frame whose execution time is C x j is always greater than or equal to the cumulative function of the frame whose execution time is C y j . However, we sufficiently consider only n j − 1 invocations of τ j because the amount of the generated interference from any of τ j 's frames increases with a fixed rate after n j − 1 invocations.
To symbolize the definition of the non-critical frame of a MF task τ j having n j execution times within its shortest form, we consider the frame whose execution time is C y j is definitely not critical if ∃x = 0, . . . , n j − 1 and x = y; where (6) 
We call the frame whose execution time is C y j in this case the dominated frame and the frame whose execution time is C x j the dominant frame. So, applying this criterion on all frames of a MF task judges the non-critical frames, and therefore the remaining frames of the MF task are critical. The process is a simple O(n) scheme.
One useful application of this criterion results in the frames whose execution time is the minimum are never critical, the following theorem proves this.
Theorem 1 Given a MF task τ i whose execution time is in its shortest form, with n i
frames where n i > 1, a minimum frame 3 is never a critical frame.
Proof The cumulative functions of the two frames whose execution times are respectively the minimum and next to the minimum are respectively given by (7) and (8).
where min is the location of the minimum execution time in its sequence. For each k = 1, 2, . . . , we subtract (7) from (8), so we get
As C min i is the minimum execution time of all frames, the right side of the equation is never negative so the left side of the equation is also never negative. So,
. . ; which means that each frame with the minimum execution time is always dominated by the frame that follows it.
Corollary 1 When a MF task has more than one minimum in its sequence of execution times, then all minimum frames are not critical.
Proof Followed directly from Theorem 1 where each minimum frame (i.e. the frame with the minimum execution time) is dominated by the followed frame, which means that all minimum frames are not critical.
Theorem 1 shows that in the worst case, when there is only one minimum frame of τ i and there is no dominated frames other than one minimum, there is a maximum of n i − 1 critical frames as only this minimum is definitely non-critical. So, in the worst case, the maximum number of enumeration that is needed in evaluating the response time of a MF task τ i is i−1 j =1 (n j − 1) and not as previously claimed (Takada and Sakamura 1997) .
Once the critical frame set for each MF task is identified, the response time analysis uses the combinations of the critical frame sets of higher priority MF tasks to find the worst case response time of a lower priority MF task. The critical frame set is represented by the locations of the critical frames in the MF task, so the combinations of the critical frame sets are represented by the combinations of the indices of the critical frames. So, assumeL j is the set of the critical frame locations of the MF task τ j . Then, fromL j we defineV i to represent the combinations of the critical frames of higher priority MF tasks as the Cartesian product of all sets of the critical frame locations for all tasks whose priorities are higher than τ i . This Cartesian productV i is defined as follow:
LetV 1 = {},V 2 =L 1 and for i > 2 defineV i to be the Cartesian product of L 1 , . . . ,L i−1 . In other words,
The following section usesV i in presenting the worst case response time analysis.
Exact analysis of MF tasks
This section 4 extends the standard analysis to cope with multiframe tasks under the assumption that
Definition 4 The critical instant of a MF task τ i is the simultaneous release, of the peak frame of τ i with the critical frames of higher priority MF tasks, that lead to the worst case response time of τ i .
Assuming the critical instance in Definition 4, the response time analysis of τ i considers its peak frame and the previous reduced set of critical frames for each MF task whose priority is higher than the priority of τ i . So, to find the worst case response time of τ i we have to maximize its response time over all critical frame combinations of the higher priority MF tasks. Symbolically, the worst case response time of τ i has to be maximized over all values inV i ; which is given by (9).
where {R i,ṽ } is the response time of τ i that is relative to the simultaneous release, of critical frames of higher priority MF tasks, that is presented by the combinationṽ from the Cartesian productV i and is found by (10) in the following theorem. 
where m i is a location of a peak frame of the MF task τ i .ṽ j is the j th element of the vectorṽ (i.e. the index of τ j 's critical frame that is relative to the combinationṽ).
Proof As we are assuming a simultaneous release of both τ i and higher priority MF tasks, the worst case response time of τ i can be presented by a summation of the worst case execution of τ i and the maximum interference from higher priority MF tasks within this execution. The worst case execution of τ i is represented by the execution time of its peak frame (i.e. C m i i ). The interference from the higher priority MF tasks is represented by the summation of the interference from each higher priority MF task. AssumeĨ is the amount of interference that is generated by the MF tasks whose priorities are higher than τ i 's,
whereĨ j is the amount of interference that is generated by the MF task τ j . We already know that R i,ṽ starts from when τ i is released; and τ i is released simultaneously with τ j which is released every period T j ; so the number of interference from τ j within R i,ṽ is
However, τ j is first released having an execution time Cṽ j j , so the amount of interference that is generated by τ j is given by:
SubstitutingĨ j in (11) results in (10). Equation (10) is solved by forming a recurrence relation as given by (12).
i,ṽ becomes greater than D i , we say that τ i is not schedulable.
Note to reduce the number of iterations for the calculations of the response time of a MF task τ i , an alternative value of R 0 i,ṽ can be found as the minimum interference within the execution of τ i 's peak frame (i.e.
Example This section presents a simple system example to illustrate the application of exact response time analysis. Table 3 represents the parameters of this example that consists of three MF tasks τ 1 , τ 2 and τ 3 . This example shows how using the critical frames in the analysis reduces the number of combinations that are needed for the response time analysis. For example, previously before presenting the critical frame concept, we had to evaluate the response time of τ 3 over all possible combinations of the frames of τ 1 and τ 2 ; which means we have to do 24 evaluations (because τ 1 has 6 frames and τ 2 has 4 frames so the number of combinations is 6 × 4 = 24). However, as minimum frames are not critical, the number of evaluations reduces, in the first step, to 5 × 3 = 15. Also, as dominated frames are never critical, so considering only the critical frames of both τ 1 and τ 2 reduces the number of needed evaluations to only 6 as explained below.
To find the critical frames of τ 1 and τ 2 , we first find the cumulative functions for each frame. Tables 4 and 5 show the amount of cumulative functions each frame of each MF task τ 1 and τ 2 generates; which are represented by the function ξ , (1 inv. means k = 1 for ξ x j (k), and so on). Once all cumulative functions are found, we apply (6) to each frame to identify the critical ones. When applying (6) to τ 1 , the frame with the execution time 8 dominates both frames with the execution times 7 and 5. So these frames are never critical. The same argument applies to the frame with the execution time 10 in τ 2 ; where it dominates the frame with the execution time 7. Hence, the critical frame locations of τ 1 and τ 2 , which are presented byL 1 andL 2 , areL 1 = {1, 2, 3} andL 2 = {1, 2}. As a result, To find the worst case response time of τ 2 and τ 3 we compute their response times over the critical frames of τ 1 and τ 2 . As τ 1 is the highest priority MF task, its worst case response time is equal to its peak frame, i.e. R 1 = 8 < D 1 . So, τ 1 is schedulable.
To find the worst case response time of τ 3 , for each combinationṽ ∈V 3 , we find the relative response time of τ 3 by applying (12). For example, to find R 3,(1,1) , we do the following R 0 3,(1,1) = 3,
R 3 3,(1,1) = 19 = r 2 3(1,1) . So, R 3,(1,1) = 19. Similarly we find all R 3,ṽ for all elements inV 3 to get the values in Table 6 . Therefore, R 3 = max {19, 30, 29, 38, 39, 36} = 39. R 3 < D 3 , so τ 3 is schedulable.
Similarly we compute R 2 = 36; which is less than D 2 so τ 2 is schedulable. As τ 1 , τ 2 and τ 3 are schedulable, the whole system example is schedulable.
Note that for AM multiframe tasks there is only one critical frame per MF task and hence only one calculation is required to find the worst case response time. The result, of course, remains exact.
Extended analysis for MF tasks with arbitrary deadliness
The previous section presents the worst case response time analysis of MF tasks assuming the analyzed task does not have interference from its previous frames during its execution. This section 5 presents an extension of the worst case response time analysis of the non-AM multiframe tasks; where the MF tasks have arbitrary deadlines. In other words, the deadline of the analyzed task could be greater than its period, so analysis of the worst case response time has to take into account the interference from the analyzed MF task itself as well as interference from higher priority MF tasks. Tindell (1993) , Tindell et al. (1994) , Tindell and Clark (1994) analyzed the worst case response time of the tasks whose deadlines are arbitrary but the execution times of the task are constant for all its jobs. His general approach is followed here.
We start by identifying the situation that could lead to the worst case response time of a MF task; which we call the critical instance of τ i . As there is a possibility of having interference from the task itself within its execution as well as the interference from the higher priority MF tasks, to demonstrate the maximum amount of interference from τ i , we have to consider its own critical frames besides the critical frames of the higher priority MF tasks. So, the arbitrary deadline scenario leads us to the situation of analyzing all critical frames of the analyzed MF task instead of analyzing only its peak frame because its critical frames are the frames that generate the maximum amount of interference within the same or lower priority tasks. In other words, the critical instance of τ i is presented by the following definition.
Definition 5 The critical instance of a multiframe task τ i whose deadline is arbitrary is the simultaneous release, that leads to the worst case response time of τ i , of the critical frames of both τ i and all MF tasks whose priorities are higher than τ i 's.
In the previous section, the simultaneous releases of the critical frames of the MF tasks whose priorities are higher than τ i are represented by the Cartesian productV i ofL j ; where j = 1, 2, . . . , i − 1. However, Definition 5 considers all simultaneous releases of the critical frames of the analyzed MF task τ i and the MF tasks whose priorities are higher than τ i 's. So, we represent the simultaneous releases in this section by the Cartesian productV i ofL j ; where j = 1, 2, . . . , i. Therefore, the response time of τ i has to be analyzed for all its critical frames whose locations are presented byṽ i , which is the ith element of the vectorṽ ∈V i , as well as critical frames of higher priority MF tasks, whose locations are presented byṽ j ; j = 1, 2, . .
To analyze the response time of τ i that is relative to the combination of the critical framesṽ, the first step is to define the busy period of a frame of a MF task as the time from when this frame is released until it finishes the execution that is relative to this frame. So, assuming Definition 5, the worst case busy period of τ i that is relative to the combinationṽ is the maximum busy period of τ i taking into account that the busy period could include interference from τ i itself.
Assume q is the number of invocations of τ i (q = 1, 2, . . .), to find the worst case busy period of the qth frame of τ i that is relative to the combinationṽ we follow two steps: first we find r i,ṽ (q) that represents the time from when τ i 's critical frame whose location isṽ i is released until the qth frame has finished its execution; then we find w i,ṽ (q) that represents the qth busy period of τ i that is relative to the combination of the critical framesṽ by subtracting the overlap invocations that are not related to the busy period of the qth frame. The following theorem proves the technique that is used to find w i,ṽ (q).
Theorem 3
Having a system of multiframe tasks, each MF task τ i with an arbitrary deadline D i . Assuming Definition 5, the qth busy period of τ i that is relative to the combinationṽ (i.e. w i,ṽ (q)) is given by (13).
where r i,ṽ (q) is found by the smallest non-negative solution to (14) .
where ξṽ i i (q) is introduced by Definition 1.
Proof As we are assuming the simultaneous release of τ i and higher priority MF tasks, r i,ṽ (q) can be represented by a summation of two kinds of execution; one is related to the execution of τ i and the other is related to MF tasks other than τ i . The execution that is related to τ i is represented by its cumulative function ξṽ i i (q) and the execution that is related to the MF tasks other than τ i is represented by the interference from higher priority tasks.
As we assume the simultaneous release of τ i and higher priority tasks (Definition 5 of the critical instance of τ i ), the interference from the MF tasks that have higher priority than τ i is presented by a summation of all interference from those tasks.
AssumeĨ j is the interference from a higher priority MF multiframe task τ j in
. So, the maximum interference from the MF tasks whose priorities are higher than τ i 's is presented by
). Therefore, r i,ṽ (q) is a combination of ξṽ i i (q) and
; which is identified in (14).
The term r i,ṽ (q) consists of q frame executions of τ i starting from τ i 's critical frame whose location isṽ i . So, the first busy period of τ i is the busy period of thẽ v i th critical frame of τ i . In addition, w i,ṽ (q) starts from when the qth frame of τ i is released whilst r i,ṽ (q) starts from when the first frame is released; also, both of w i,ṽ (q) and r i,ṽ (q) have the same end. So, when q = 1 both of w i,ṽ (1) and r i,ṽ (1) have the same start and end; which means that w i,ṽ (1) = r i,ṽ (1). However, when q > 1, w i,ṽ (q) and r i,ṽ (q) have different starts where r i,ṽ (q) starts at 0 and w i,ṽ (q) starts at (q − 1)T i . So, w i,ṽ (q) = w i,ṽ (q) − (q − 1)T i which is identical to (13).
Equation (14) is solved by forming a recurrence relationship as in (15) 
Theorem 3 provides a way for finding the qth busy period of τ i that is relative to the combinationṽ; for q = 1, 2, . . . . To identify the worst busy period that is relative to the combinationṽ, we have to maximize all relative busy periods that includes interference from τ i . In other words, we have to maximize w i,ṽ (q) over all q; where q takes values from 1 until τ i stops interfering with its own invocations. So, we keep increasing values of q and finding w i,ṽ (q) until (16) is satisfied.
Satisfying (16) means that τ i has finished its execution within the period it is released in; and no further interference from τ i will occur. Note (13) produces only positive values for this subset of q values.
The worst case busy period w i,ṽ that is relative to the combinationṽ ∈V i is the maximum busy period over all q that is bounded by (16); w i,ṽ is found by (17).
To find the worst case response time of τ i , R i , we have to maximize all worst case busy periods w i,ṽ over all possible combinations,ṽ. In other word, the worst case response time of τ i is given by (18).
Example Assume a system with three independent tasks τ 1 , τ 2 and τ 3 with the parameters given in Table 7 .
To identify the schedulability status of τ 3 , we have to find its worst case response time. As D 3 > T 3 , we need to evaluate the response time of τ 3 over all its critical frames of the MF tasks τ 1 , τ 2 and τ 3 .
Using the analysis in Sect. 4.1, locations of the critical framesL j ; j = 1, 2, 3 are found as follows So, the Cartesian productV 3 ofL j ; j = 1, . . . , 3 is found aŝ V 3 = {(2, 0, 1), (2, 0, 2), (2, 1, 1), (2, 1, 2), (3, 0, 1), (3, 0, 2), (3, 1, 1), (3, 1, 2), (4, 0, 1), (4, 0, 2), (4, 1, 1), (4, 1, 2)}. Now, we apply the response time analysis in this section in two steps. In the first step, we find w i,ṽ using Theorem 3 and (15) and in the second step, we find the worst case response time R i by maximizing w i,ṽ over allṽ ∈V 3 . For example for the combinationṽ = (2, 0, 1), applying Theorem 3 leads to
By solving this iterative equation, we find that r 3,(2,0,1) (1) = 38. Hence, w 3,(2,0,1) (1) = 38 ≤ T 3 . So restriction (16) is satisfied and therefore, no need to increase q's values any more. Thus, w 3,(2,0,1) = 38.
In the same way, we find all w 3,ṽ using r 3,ṽ (q) to get the results in Table 8 . Where we calculate all possible worst case busy periods that are relative to all critical frames of τ 3 and higher priority MF tasks.
Note from Table 8 that values of q increases to 2 for the combinations (2, 1, 1), (2, 1, 2), and (4, 1, 2) as the relative w 3,ṽ (1) is greater than T 3 .
Once all worst case busy periods that are relative to allṽ ∈ V 3 are identified, the worst case response time of τ 3 , R 3 , is the maximum of all identified busy periods and found by applying (18) (i.e. w 3,ṽ 's column in Table 8 ). Thus, R 3 = max{38, 39, 57, 58, 39, 40, 46, 47, 36, 37, 40 , 58} = 58 < D 3 , so τ 3 is schedulable.
The task model used in this paper assumes independent tasks (i.e. no blocking) with zero release jitter. For completeness we include in Appendix the analysis for these additions to the basic model.
Analysis for MF tasks with constrained frame specific deadlines
So far, the response time analysis of MF tasks has assumed that all frames of the MF task have the same deadline. As a result computing the maximum response of the critical frames is enough to decide the schedulability of the MF task itself. In this section, we generalize the system model to the situation that is called the frame specific deadline model; where the MF task could have different deadlines relative to each of its frames. So, each MF task τ i has n i deadlines (D k i ); for each k = 0, . . . , n i − 1. However, in this section, we assume D k i ≤ T i ∀i, k. In general, as τ i has n i deadlines relative to its frames, to test the schedulability of the MF task τ i we have to find the worst case response time for each of its frames,
for all values of k. However, when there is no interference from previous frames of the same task, there are some cases where there is no need to check the schedulability of all n i frames. One of these cases is when the schedulability of the xth frame implies the schedulability of the yth frame, so no need to explicitly check the schedulability of the yth frame. This argument leads to a concept of coverage.
Definition 6
Having two frames x and y of a MF task τ , we say that frame x covers frame y if the schedulability of x implies the schedulability of y.
Applying Definition 6 reduces the number of frames that are needed for checking the schedulability status of the MF task. Within the following two subsections we first introduce a criterion for identifying the covered frames, then we introduce the response time analysis within the frame specific deadlines scenario assuming deadlines are no greater than periods.
Identifying covered frames
To investigate a criterion for identifying covered frames, we first introduce a simple example to illustrate how the schedulability of an uncovered frame leads to the schedulability of the covered frame. Assume a MF task τ i with two frames one frame has a worst-case execution time of 3 (i.e. C 0 i = 3) and a deadline equals 10 (i.e. D 0 i = 10); and another frame with C 1 i = 2 and D 1 i = 12. Then, the schedulability of the first frame leads to the schedulability of the second frame because C 0 i > C 1 i and D 0 i < D 1 i . Informally, if 3 units of execution can be achieved in 10 units then, clearly, 2 units of execution are achievable in 12 units. Furthermore, if 3 units are executable in 10 units then 2 units are guaranteed to be also executable in 9 units. The following lemma introduces a schedulability criterion for a frame of a MF task depending on the schedulability of another frame of the same MF task. and R i (C x i ) is the worst case response time of an arbitrary frame whose execution time is
Lemma 1 For a MF task τ i whose execution times are
where p is an integer and C x i ≥ p ≥ 0.
Proof As we assumed no interference from the task itself, finding R i (C x i ) is found as a collection of two kinds of execution one is the execution of the xth frame of τ i which is represented by C x i , and the other is related to the interference on the execution of C x i . In other words,
where I (C x i ) stands for the interference on the xth execution of τ i . So, having
and therefore for any positive integer p that is less than C x i then
. It is clear that the right side of inequality (20) is identical to the left side of inequality (19). Therefore, we can say that
From Lemma 1, the following theorem introduces a criterion for identifying covered frames of a MF task. Proof To prove the theorem, we assume that xth frame is schedulable and then check the schedulability of the yth frame. As the xth frame is schedulable then,
is the response time of the xth frame. Using Lemma 1, we find that
Therefore,
We already have
So, by substituting inequality (22) for inequality (21) we get
. Therefore, the yth frame is schedulable; which means that the schedulability of the xth frame leads to the schedulability of the yth frame. So, xth frame covers yth frame.
Response time analysis
To analyze the schedulability of a MF task with frame specific deadlines, we just need to analyze the worst case response time of its uncovered frames. Once all its uncovered frames are schedulable we say that the MF task is schedulable.
To analyze the response time of an uncovered frame of a MF task, we apply the worst case response time analysis of multiframe tasks that is given in Sect. 4.2 substituting the execution time of the analyzed uncovered frame for the execution time of the peak frame.
Example
Assume a simple system with two MF tasks, τ 1 with only one frame and τ 2 with 4 different frames, as in Table 9 . To analyze τ 2 's response time we firstly have to identify its covered frames. To identify the covered frames of τ 2 we apply the criterion of Theorem 4 on τ 2 's frames starting with its peak frame.
In this example, the third frame of τ 2 (i.e. the frame whose execution time is 5) covers all other frame of τ 2 . That is because 5 > 1 and 8 ≤ 8 + 4, so the frame covers the frame whose execution time is 1; 5 > 3 and 8 ≤ 10 + 2, so this frame covers the frame whose execution time is 3; and 5 > 2 and 8 ≤ 5 + 3, so the frame also covers the frame whose execution time is 2. Therefore, to check the schedulability status of τ 2 we just need to analyze the worst case response time of the frame whose execution time is 5 with its location 2. For this reason, we first findV 2 = {(0)} because we only have one higher priority task with only one frame. Then we apply (12) so we get.
.
Solving this equation leads to
So, the frame whose execution time is 5 is schedulable and therefore τ 2 is schedulable.
Improving the efficiency of the analysis
One way of improving the efficiency of response time analysis of the uncovered frames, that are obtained by Theorem 4, is to reduce the number of iterations that are used in the recurrence relations that solve the response time equations. An expeditious way of solving the response time equation (i.e. (12)) is to first analyze the schedulability of the frame whose execution time is the minimum and once found schedulable we then solve the recurrence relation of the response time of the frame whose execution time is immediately greater than the minimum and we start the solution with the response time of the frame whose execution time is the minimum. For example, if we are checking the schedulability status of three frames with the execution times and deadlines (2, 3, 8) and (10, 15, 30) respectively, the execution time value of 2 is used as a starting point of the recurrence relation of the response time equation. Once we get the worst case response time less than 10 (for example 8) then we check the frame with the greater execution time (i.e. the second frame with the execution time 3). The starting point of the recurrence relation of the response time equation is now 8 instead of the 3 (i.e. R 0 i,ṽ (3) = R i,ṽ (2)), as the solution for the value 3 cannot be less than the solution of 2. Similarly, when the new response time is found less than 15 (e.g. 12) then we check the third frame with the execution time 8 with starting point of 12. In fact, this means that we do not re-run the solution process for each frame of the analyzed MF task. The effort for analyzing a frame specific deadline task is not more than a fixed deadline task.
Extended analysis for MF tasks with arbitrary frame specific deadlines
The analysis in the previous section was based on analyzing the interference from higher priority MF tasks and does not consider any interference from the analyzed MF task itself. This section covers the worst case response time analysis of MF tasks whose deadlines are greater than their periods so interference from the analyzed task itself has to be taken into account.
The coverage concept that was introduced in the previous section is unfortunately not applicable when the MF task has arbitrary deadlines. This is because there could To analyze the response time of a frame of a MF task τ i , we have to consider all simultaneous releases of all frames of τ i with the higher priority MF tasks. This is because the simultaneous release of the higher priority tasks leads to the worst case preemption of a lower priority task. In addition, we analyze the simultaneous release of each frame of τ i and critical frames of higher priority MF tasks to analyze the interference that could be generated by each frame of τ i within the analyzed frame. To clarify the policy of the analysis, assume we are analyzing the frame whose location is q in the MF task τ i , so we have to consider in the analysis all simultaneous releases of all frames of τ i with the critical frames of higher priority MF tasks to check if the simultaneous release could lead τ i to interfere with the frame whose location is q.
Assume f is the location of the frame of τ i that is released simultaneously with the higher priority MF tasks, so values of f are f = 0, 1, . . . , n i − 1. For the purpose of the analysis, we recall the term busy period of a frame, that is the time from when this frame is released until it finishes its execution. The worst case response time of the frame whose location is q is the maximum busy period of this frame for all simultaneous releases of all frames whose locations are f = 0, 1, . . . , n i − 1 with the critical frames of the higher priority MF tasks. So, the response time analysis also has to consider all combinations of the critical frames of the higher priority MF tasks. In other words, the worst case response time analysis has to consider all combinations of f and critical frames of higher priority MF tasks. We present this combination as v ∈V i whereV i is given byV
whereL j ; j = 1, 2, . . . , i − 1 is the set of locations of the critical frames of the MF task τ j .
The following observation is pertinent to the situation when a frame of τ i could interfere with another frame of the same MF task.
Observation 1 Consider a MF task τ i with n i frames that are indexed from 0 to n i − 1. When τ i is released with the frame whose location is f , τ i interferes with the frame whose location is q when the number of interference from τ i is:
Observation 1 measures, in one direction, the number of frames that f has to enter to reach the frame whose location is q taking into account its own frame and the q frame. For example, when n = 5, q = 0, and f = 2; f has to enter 4 frames to reach q because f has to pass the frames whose locations are 2, 3, 4 and 0.
As the worst case response time of a frame is the longest busy period that this frame can produce, we have to find a way that calculates the busy periods of this frame. However, finding the busy period has to take into consideration the interference from the MF task itself as well as the interference from higher priority MF tasks. Taking Observation 1 into account, the following theorem proves a formula for finding the busy period of the frame whose location is q of a MF task τ i . This busy period is relative to the simultaneous release of the frame whose location is f from the MF task τ i and the critical frames, whose locations are presented byṽ ∈V i , of the higher priority MF tasks. 
and where t is given by
Proof To prove the theorem, we will assume that the simultaneous release of the frame whose location is f leads to continuous busy periods of τ i 's frames until interfering with the frame whose location is q. So, according to Observation 1, τ i is invoked for t number of times (t is given by (26)) starting from the frame whose location is f . So, the amount of execution that τ i has to perform is given by ξ f i (t) and therefore, the time that is consumed for achieving this amount of execution is presented by r i,ṽ,f (C q i ) and given by (25). The busy period of the frame whose location is q starts from when this frame is released until finishing its execution that is presented by C q i . On the other hand, r i,ṽ,f (C q i ) starts from when the frame whose location is f is released until the frame whose location is q finishes its execution. So, both r i,ṽ,f (C q i ) and w i,ṽ,f (C q i ) have same end and different starting point. So, as the busy period of a frame is the time from when this frame is released until finishing its execution, the busy period of the frame whose location is q is given by (24).
Equation (25) is solved by forming a recurrence relationship as in (27) .
Note that if one of the busy periods of τ i extends beyond its deadlines, the frame will miss its deadline and will not be schedulable and therefore the whole MF task will not be schedulable. 
Corollary 3 The worst case response time of a frame whose location is q is given by (29) .
Example
Assume a simple system with two MF tasks, τ 1 with only one frame and τ 2 with 4 different frames as in Table 10 . To analyze the schedulability of τ 2 , we have to analyze all simultaneous releases of τ 2 and τ 1 and also we have to findV 2 which is equal toL 1 as we only have two tasks -L 1 = {0}, soV 2 = {0}. Variable f belongs to the set of all frame locations of τ 2 , so, f ∈ {0, 1, 2, 3}. Now, to analyze the worst case response time of the frame whose location is q, we have to find its maximum busy period over all simultaneous releases of the frames whose locations are f and for eachṽ ∈V i . So, for each f and q we first find the relative t by applying (26) so we get values in Table 11 . Then for eachṽ ∈ V i we find the response time of t frames starting from the frame whose location is f and ending by the frame whose location is q; which is presented by r i.ṽ,f (C q i ) and found by applying (25). Therefore, the busy period of the frame whose location is q, w i.ṽ,f (C q i ) , that is relative to f andṽ is found by applying (24). Table 12 Values of
For example, to find w 2,ṽ,0 (C 1 2 ) (i.e. f = 0 and q = 1) we first find t = 2. Then we find r 2,ṽ,0 (C 1 2 ) by applying (25).ṽ = (0) asV 2 has only one value that is (0). So,
By solving this equation we get ξ 0 2 (2) = 7, r 1 2,(0),0 = 7 + 6 = 13. r 2 2,(0),0 (C 1 2 ) = 7 + 9 = 16.
2 ) we apply (24) to get w 2,(0),0 (C 1 2 ) = r 2,(0),0 (C 1 2 ) − T 2 = 19 − 10 = 9. Similarly, we find all w 2,(0),f (C 1 2 ) for all possible values of f so we get the values in the third line of Table 12 . As there is only one value ofṽ = (0), there is only one combination of the critical frames of the higher priority tasks. So, w 2,f (C 1 2 ) = w 2,0,f (C 1 2 ). Therefore, to find the maximum busy period of the frame whose location is 1, we maximize w 2,f (C 1 2 ) over all values of f . In other words, R 2 (C 1 2 ) = max f ∈{0,1,2,3} {w 2,f (C 1 2 )} = 9 < D 1 2 . Repeating the process, w 2,f (C q 2 ) = w 2,0,f (C q 2 ); ∀q = 0, 1, 2, 3. So, R 2 (C 0 2 ) = max f ∈{0,1,2,3} {w 2,f (C 0 2 )} = 14 < D 0 2 . R 2 (C 2 2 ) = max f ∈{0,1,2,3} {w 2,f (C 2 2 )} = 4 < D 2 2 . R 2 (C 3 2 ) = max f ∈{0,1,2,3} {w 2,f (C 3 2 )} = 9 < D 3 2 . As all R 2 (C q 2 ) ≤ D q 2 ∀q = 0, 1, 2, 3, τ 2 is schedulable. The frame specific deadline model affects the optimality of the deadline monotonic (DM) priority assignment scheme. DM is no longer applicable or optimal. Consider when the deadlines of one MF task lie between the deadlines of another task; determining which deadline should be used for priority assignment is not well defined. Although the simple DM scheme is not applicable, Audsley's Algorithm (Audsley 2001 (Audsley , 1991 can be used. When all frames of a MF task are given the same priority the following property apply to the response time of an arbitrary MF task.
• It is not dependent on the relative priorities of lower (or higher) priority tasks.
• It will not increase when the task is given a higher priority.
• It will not decrease when given a lower priority.
These are exactly the properties required to apply Audsley's Algorithm. First, the tasks are analyzed to find one that is schedulable at the lowest priority. Once one if found this assignment is fixed. The lowest but one priority is then considered and a task is found that is schedulable at this level. This procedure continues until all tasks are assigned a priority. If at any level there is no task that is schedulable then the whole task set can, correctly, be deemed unschedulable. In total a maximum of N(N + 1)/2 cases need to be considered (compared with the exhausted checking of all N! permutations).
To illustrate the policy of the priority assignment, Table 13 presents a simple example of two MF tasks τ A and τ B ; where τ A has only one frame and τ B has three frames with three deadlines. Clearly, DM priority assignment is not applicable to this example as the deadline of τ A lies between the deadlines of τ B .
Furthermore, if we assign τ A the lowest priority, we find that τ A is unschedulable when τ B is released with the execution time of 3 or 4; whilst τ A and τ B are schedulable when τ B is assigned the lower priority.
Conclusion
In this paper we have studied the exact response time schedulability analysis of general multiframe tasks for fixed priority preemptive systems considering a defined concept of the critical frame. Also, we have deduced the concept of dominated frames and shown that such frames are non-critical, they can be safely discarded when computing worst-case response times of lower priority tasks. This provides an improvement in the response time scheduling in terms of having a maximum of (n − 1) critical frames, in the worst case, for a MF task of n frames; and for most MF tasks they will have significantly less than (n − 1) critical frames. Furthermore, we have shown that frames with the minimum execution time are always non-critical.
In addition, we have extended the exact response time analysis of the MF tasks in two directions; one is to include MF tasks whose deadlines are arbitrary and the other is to include frame specific deadlines where jobs from the same MF task could have different deadlines. The frame specific analysis is presented in two steps. In the first step we restrict the deadlines to be less than or equal to the relative period, so no interference from the analyzed task is considered. In this state, we introduced a coverage concept to reduce the number of frames, of the analyzed task, that are needed for checking the schedulability status of this task. This paper has shown that we sufficiently need to analyze only the uncovered frames of the analyzed MF task to check its schedulability. Further to the presentation of the basic response time analysis of frame specific deadlines, we have introduced a way to reduce the number of iterations used in finding the response time of a frame of a MF task.
In the second step we have relaxed the restriction of having deadlines less than the relative period and presented exact response time analysis. The coverage criterion that was presented in the first step is not applicable to MF tasks whose deadlines are arbitrary. We are forced to analyzed all the frames.
Finally, in this paper we have considered a priority assignment scheme for the frame specific deadlines model. We have shown that the priority assignment that was presented by Audsley is applicable to this model. 
If a task's frames do not all access the same shared objects then for some inheritance schemes it is possible that the blocking term will be different for each frame, i.e. there are a set of B m i i terms. The above equation is easily modified to include this term.
With frame specific blocking one final possible refinement must be made. Rather than define the peak frame as the one with the maximum computation time (C m i i = max k C k i ) it becomes necessary to define it as the one with the maximum value of C k i + B k i .
