Introduction
During the last fifteen years the use of iterative leamzing control (ILC) has grown to be a very active area of research. The original reference in the area is usually ascribed Arimoto et al. [ l ] , but during 1984 also Casalino and Bartolini [2] , and Craig [3] , published conference articles on ILC. Since 1984 a great number of conference articles, journal articles, thesis, and also a few books have been written about different aspects of ILC. Some recent examples are the surveys by Moore [4, 51 and a collection of articles in the book edited by Bien and Xu [6] .
Much of the work so far on ILC has been on what is
called first order ILC. In the first order ILC, knowledge from the result in only the previous iteration is used in updating the control signal, see e.g. [7, 8, 91 . Introducing higher order ILC, i.e. using information not only from the previous iteration but also from two or more of the previous iterations could be a step further. In [lo] it is actually shown that using a higher order ILC gives better performance with respect to convergence speed and robustness when applied to a single robot arm. Here some ideas will be presented, showing why the use of a second order ILC updating formula can be an advantage compared to a first order ILC updating formula. ' This work was supported by-ABB Robotics within ISIS at Linkoping University and by CENIIT at Linkoping University.
Background
Assume that a system can be described by the equation
where y ( t ) , r ( t ) , u ( t ) , and v ( t ) are the output signal, the reference signal, the input signal, and the disturbance signal respectively. The transfer operators T T ( q ) , T,(q), and Tv(q) are assumed to be rational functions in the delay operator q, representing the transfer operators from reference, control input and disturbance. The delay operator is defined according to q-%(t) = u(t -t s ) where t , is the sample time. In the following the system is assumed to be of single input single output (SISO) type, i.e. y ( t ) , u(t), r ( t ) , and w(t) are all scalars. The reference signal, r ( t ) , is defined over an interval [O, t f ] and the system repeats the same exercise over and over again, i.e. starting from the same initial conditions and following the same reference signal repeatedly. This is typically the case in robotics applications where the same action is performed by the robot over and over again. Examples of other applications can be found in [ll] and [5] . To be able to keep track of the different iterations of the same exercise a subscript called iteration number is introduced, (2) Notice that, since the reference is the same between the iterations, it does not have an iteration number.
Considering only linear operations a general high order ILC updating formula can now be expressed as, 
It is now possible to get a criterion for stability or convergence along the iterations when applying the two different ILC updating formulas in (4) or ( 5 ) to the system in (2). This will be reviewed in Section 4.
Linear Iterative Systems
The following description of an iterative system will be used here, where z k ( t ) E RN, F(q) and FT(q) are matrices of discrete time transfer operators, and r(t) E B, see also [12] .
For example, zk(t) can be
In the literature, the analysis of linear repetitive systems, similar to iterative systems, is extensively covered in [ll] . One difference between [ll] and the above formulation is that zk+l (t) can be a general linear function of previous (or future) zk(t) and r(t). In a number of conference articles the idea of using 2D-systems theory for the analysis of stability of ILC systems is also discussed, see e.g. [13, 141 . The approach taken here is however a bit different since the transfer operator matrices are only one dimensional in the sense that they are only dependent of the time delay operator q. In the 2D approach the system in ( 6 ) is put on an operator form,
where T(qk, qt) is assumed to be a rational function in the delay operators, pk and qt. These operators are defined as qL1z(k,t) = z(k -1,t) and q,'z(k,t) = z ( k , t -l), i.e. the delay operator for the iteration direction and time direction respectively. Considering (7) the two dimensionality of the problem becomes obvious. This fact has also been discussed in, e.g., [ll, 151 , and in the analysis, results can be used from the two dimensional systems theory. Now, a theorem that gives the condition for stability along the iterations of linear iterative systems is presented. With global asymptotic stability it is here referred to that with R(.) = 0, Z,(.) will converge to zero as k + rn whatever the initial value, Z O ( , ) , is.
Theorem 1 (Global Asymptotic Stability) Consider the iterative system given by ( 6 ) The system is globally asymptotically stable along the iterations if and only if
where A,,,(
is the maximum eigenvalue of F(eiwt*).
Proof. First, for notational convenience (.) will in the following be used instead of (eiwts). Now consider
where for w E [-n/ts, a/t,] it follows that Zk(eiwts) E @. To prove the stability a result from mathematical analysis on uniform convergence is used (see e. 
where A , = A,,,(F(eiwta)) and
K is bounded since it is a difference of two bounded functions. From (8) it follows that JAmJ < 1, hence, it is always possible to find M such that //\,IM . K < E . This concludes the proof on uniform convergence for the function &(eiwt3) to Zoo(eiwt*). To complete the proof it has to be shown that the system will not be asymptotically stable if JAml 2 1. Consider the iterative system in (9) but with R(eiwty) = 0, )'
Now x 2 1 and therefore Zk(eiwit*) will not converge to zero. This concludes the proof
Basically the result is a contraction mapping result and this is standard for the stability results concerning ILC.
One difference compared to some other approaches, however, is that the proof is done in the frequency domain.
It is important to stress the fact that the description in (6) can also be used for high order linear iterative systems, e.g.
This iterative system can be written in the same form as (6) where
Using Theorem 1 the criterion for stability can be formulated as, lAmaz(F(eiwts))l < 1, Vw. 4 
Stability of ILC systems
Using the first order ILC updating formula given by (4) on the system described by (2) it is possible to write the updating in the iteration direction of uk as using (2), (4), and the definition of e k . Now let F ( q ) = means that it is possible to write (17) on the same form as (6) and from Theorem 1 the well known stability criterion follows,
where the Q-filter can be used to increase the stability region. It is important to stress, of course, that using the Q filter the input signal, uk, will no longer converge t o the input signal ur(t) that, theoretically, gives a zero error.
When using the second order ILC updating formula (5) on the system described by (2) the resulting update equation becomes,
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and by choosing (20) it is possible to apply the general result of Theorem 1. The stability criterion can be expressed as; The system is stable in the iteration direction if the eigenvalues of F(eiwts) have an absolute value less than one. The special structure of the matrix F will be explored in the next section.
Stability bounds o n the elements in a companion m a t r i x
Now the special structure of the matrix F will be explored and bounds on f12 will be found such that the eigenvalues of the matrix, have an absolute value less than one, i.e. lAmaz(F')l < 1.
The eigenvalues of the F-matrix can easily be calculated using the companion matrix structure to write down the characteristic equation,
Using the fact that 1x1 < 1 leads immediately to the following condition,
Assume now that f l l is known and that a set, Sf,,, is t o be found such that when f12 is chosen in this set the inequality in (23) is satisfied. Here, a geometrical approach will be used to finding this set. Consider It is also possible to write down a description of the set in which f1z has'to be chosen in order to have /Amaz(F)l < 1. The set will be called the stabilizing set and it can be described by,
In Figure l (b) the set (25) is shown as the area closed by the dotted curve and the set,
is depicted as the region bounded by the thin solid line.
The stabilizing set that f12 has to be chosen from, Sf,, , is bounded by the thick solid line shown in Figure 1 (b) . Note that in this particular case zero is not part of S f I 2 which means that f i 2 = 0 will not give lAmaz(F)l < 1.
From the inequality in (23) it can be seen that the best eigenvalues that can be achieved if 1x11 = 1x21 are 6 Choosing the Lz-filter in a second order ILC updating formula
In this section the &-filter is chosen as Q = 1. Using the results from the previous section it is possible to find bounds on f12(w) = L2(ei"t3)Tu(ei"ts) in the Fmatrix (20) given a certain choice of the L1-filter, i.e. f l l ( w ) = 1 -Ll(ei"ts)Tu(eiwta). Here, two examples will show two different ways of using the filter Lz in the updating formula. Firstly the filter will be used for stabilization and secondly it will be used to get a faster convergence speed.
The system model that will be considered in the examples is a first order discrete time model, identified from an ABB IRB1400 industrial robot, see also [12] .
The model describes the transfer operator from the ILC control input to the measured motor position on the robot. There is a controller in the system, and this explains why it is possible to model such a complex system as a robot with such a low order model. The system model is given by, and the sample time is assumed to be t , = 0.004.
In the first example LZ is used for stabilization in the case when L1 is chosen as L1 ( q ) = 1. This choice of L1 gives 1 1 -Ll(e2Wt~)Tu(eZwts)J > 1 for high frequencies as shown in Figure 4 . Using the result from (26) it is possible to calculate a frequency dependent stabilizing set in which f12(w) = L2(eiWt*)Tu(e2"ty) has to be found to get a system that is stable in the iteration direction. Using f l l ( w ) = 1 -Ll(eZWt~*)Tu(e2Wts) the set Sf,,(w) can be calculated numerically on a finite w-grid. The result of this calculation is shown in Figures 2 and 3 . The fact that the system is unstable in the iteration direction without using the L2-filter can be seen by the fact that zero is not in the intersection set created by the projection of S f 1 2 ( w ) on the complex plane as shown in Figure 2 . In Figure 3 it is also possible to see in what frequency range f12(w) has to be chosen different from zero. This is the frequency range for which the thick line, being the origin in the complex plane, can be seen. In this case, f12(w) has to be chosen different from zero at high frequencies.
In Figure 4 and Figure 5 an example of a choice of fl;!(w) is shown. In this case it has been calculated numerically by taking the center of gravity of the set gence rate, the eigenvalues of the F-matrix, is shown in Figure 4 .
Obviously the system is now stable, In the second example the &filter in the second order ILC is used in a case where the system is already stable using only the first order ILC. It is assumed that Ll(q) = 0.6q. In Figure8 where I1-Ll(ei"t.)T,(ei"t.)) is shown, it is possible to see that the first order ILC is stable. It follows also from the diagram in Figure 6 since zero is in the intersection set of all Sf12(w). In Figure 7 the set Sf,z is shown as a function of frequency and by comparing this plot with the one in Figure 3 it is possible t o see that, although they are similar, the stabilizing set in Figure 7 is bigger for high frequencies while for low frequencies it is smaller. In Figure  9 the corresponding stabilizing set for L2 is shown. It is calculated using f12(w) = &(.)Tu(.) and the known model Tu. The region is small for low frequencies and grows for high frequencies when l T , l tends t o zero. In this particular case the intersection of S t 2 ( w ) Vw is nonempty since, as was noted before, zero is a subset of the intersection. In Figure 8 the resulting eigenvalues of F are shown when L2 = 0.1. This choice gives actually a faster convergence at low frequencies than the first order ILC. For high frequencies, however, nothing is gained by using the L2 filter.
Conclusions
Using the notion of iterative systems bounds on the Lz-filter in a second order ILC algorithm have been formulated in the frequency domain. The bounds are not symmetric and therefore they cannot be directly transformed to bounds in a Bode diagram. It is, however, possible to extend the results and approximate the bounds using circles inside the described non symmetric sets. These regions can work as design tools for the Lz-filter in a frequency domain shaping procedure. By including the uncertainty of the process model, the result will be a true stabilizing region, St2 for the current choice of L1-filter.
Two examples show how the method can be used in an application. The first example show a case where the system using only the first order ILC is unstable. Using the proposed analysis method it is shown that constraints on Lz can be found such that the second order ILC gives a stable system. In the second example the second order term is introduced in a case where the first order ILC already gives a stable system. A slightly faster convergence rate at low frequencies is also observed.
