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PERIODIC FLOER HOMOLOGY AND
SEIBERG-WITTEN FLOER COHOMOLOGY
Yi-Jen Lee and Clifford Henry Taubes
Various Seiberg-Witten Floer cohomologies are defined for a closed,
oriented 3-manifold; and if it is the mapping torus of an area-preserving
surface automorphism, it has an associated periodic Floer homology as
defined by Michael Hutchings. We construct an isomorphism between
a certain version of Seiberg-Witten Floer cohomology and the corre-
sponding periodic Floer homology, and describe some immediate con-
sequences.
1. Introduction
Suppose that F is a closed, oriented 2-manifold with an area form and a
given volume preserving diffeomorphism f : F → F . Let M denote the 3-
manifold (R×F )/Z where the Z-action has 1 sending any given (t, x) ∈ R×F
to (t+ 2π, f (x)). Michael Hutchings [H1], [HS] defined a version of Floer
homology in this context which he called periodic Floer homology. To a
first approximation, the chain complex is generated by sets of pairs where
each pair consists of an irreducible periodic orbit of f and a positive integer.
The differential is defined using pseudoholomorphic curves in R × M as
defined by an appropriately chosen, R-invariant almost complex structure.
Hutchings conjectured that this periodic Floer homology is isomorphic to a
version of the Seiberg-Witten Floer cohomology. The purpose of this article
is to explain how the analysis used in [T1]-[T4] to establish the equivalence
between Seiberg-Witten Floer cohomology and embedded contact homology
can be used to prove Hutchings’s conjectured equivalence between periodic
Floer homology to Seiberg-Witten Floer cohomology. A precise statement
of the equivalence is given in Section 1.3 for the monotone case. The general
version of the isomorphism theorem requires additional preparation to state,
and is therefore postponed until Section 6.3. What follows directly sets the
stage with a more detailed description of periodic Floer homology and of
the relevant version of Seiberg-Witten Floer cohomology.
1.1. Periodic Floer homology: the monotone case. The description
that follows of periodic Floer homology for the most part paraphrases what
is presented in [H1] and [HS].
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The Geometry of M : The projection map from R × F to R descends
to M so as to give a fibration π : M → S1. Here, S1 is identified with
R/(2πZ). Conversely, a closed, oriented 3-manifold that fibers over S1
admits a fiber preserving diffeomorphism to the manifold (R× F )/Z where
F here is the fiber of the fibration, and where the Z-action is defined by the
area-preserving diffeomorphism, f , of F .
The push forward of the Euclidean vector field on R defines a nowhere
zero vector field, ∂t, which is transverse to the fibers of π. Closed integral
curves of ∂t are determined by the fixed points of the iterates of f . To
elaborate, introduce the notion of a periodic orbit of f . This is a finite,
cyclically ordered set of distinct points in F that are cyclically permuted
by f . Let γ ⊂ F denote such a set. The number of points in γ is said to
be the period. The periodic orbits of f are in 1-1 correspondence with the
compact, embedded 1-dimensional submanifolds that are integral curves of
∂t. The symbol γ is used in what follows to denote both a periodic orbit
and also the associated embedded integral curve of ∂t.
A periodic orbit of period q is said to be non-degenerate when the linear
map 1 − d(f kq) on TF |γ is invertible for all integers k > 0. Here, f
m is
shorthand for the m’th iterate of the map f . We assume in what follows
that
(1.1) f is chosen so that all orbits are non-degenerate.
An orbit is said to be hyperbolic if df q has real eigenvalues. Otherwise the
orbit is said to be elliptic. The hyperbolic orbit is positive or negative when
the eigenvalues of df q are respectively positive or negative.
Any given closed integral curve of ∂t has a canonical orientation, namely
the orientation along ∂t. This understood, such an integral curve defines a
class in H1(M ;Z). If γ denotes the integral curve, then [γ] will denote the
corresponding homology class. Meanwhile, the fiber F of π is oriented by
its area form and so defines a class, [F ], in H2(M ;Z). The Poincare´ dual
of this class pairs with [γ] to give the period of the corresponding periodic
orbit of f .
Two other cohomology classes play a distinguished role in what follows.
To describe the first of these, introduce wF to denote the area form of the
surface F . Since f preserves wF , this form descends to M as a closed,
nowhere zero 2-form on M that annihilates the vector field ∂t. We denote
this 2-form on M by wf ; and use [wf ] to denote its cohomology class in
H2(M ;R). The second is the Euler class of the kernel of π’s differential. This
class is denoted as c1(K
−1). Note that while the class c1(K−1) remains fixed
under symplectic isotopies of f , the class [wf ] varies in the following manner:
By the Mayer-Vietoris sequence, we have the following exact sequence:
0→
(
Ker(1− f∗)|H1(F )
)∗
→ H2(M ;R)→
(
R[F ]
)∗
→ 0.
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By the definition of wf , the cohomology class [wf ] belongs to the coset of
elements in H2(M) which maps to [wF ] ∈ H
2(F ). As f varies through a
symplectic isotopy, the class [wf ] varies by the image of the flux of this sym-
plectic isotopy under the composite map: H1(F )→
(
Ker(1− f∗)|H1(F )
)∗
→
H2(M ;R). Thus, [wf ] is invariant under Hamiltonian isotopies of f , and,
because of the surjectivity of the flux homomorphism, it can take values in
any element in the half space { e | 〈e, [F ]〉 > 0} ⊂ H2(M ;R) under symplectic
isotopies and rescaling.
Definition 1.1. Given a class Γ ∈ H1(M ;Z), Let eΓ denote the Poincare´
dual of Γ, and let
cΓ := 2eΓ + c1(K
−1).
The class Γ is said to be monotone (with respect to [wf ]) if
(1.2) [wf ] = −λ cΓ for some λ ∈ R.
Note that since [wf ] is nontrivial, by this definition cΓ can not be torsion
if Γ is monotone, and λ 6= 0. We call Γ positive monotone when λ > 0;
conversely, negative monotone if λ < 0.
Fix a monotone Γ throughout this subsection.
Let
dΓ := eΓ ([F ]).
Note that since cΓ is non-torsion, dΓ 6= genus (F )−1. This condition guaran-
tees that any given map f can be isotoped via a symplectic isotopy to obtain
monotonicity. (A generic map f will not have any monotone classes).
The chain complex: Introduce the set A whose elements are described
next. A given element, Θ, is a finite set of pairs, each of the form (γ,m)
where γ is a periodic orbit of f and where m is a positive integer. These are
constrained as follows:
(1.3)
 •
∑
(γ,m)∈Θm[γ] = Γ.
• Distinct pairs have distinct periodic orbit components.
• The integer m = 1 when γ is hyperbolic.
Note that Θ can be the empty set, and that A is a finite set. Indeed,
such is the case because the integer dΓ is the sum over each (γ,m) in Θ of
m times the period of γ. Meanwhile, there are only finitely many periodic
points with period bounded by any given integer. Let A+ denote the set of
pairs of the form (Θ, o) where Θ ∈ A and where o denotes an ordering of the
elements in Θ whose periodic orbit component is positive and hyperbolic.
The chain complex for periodic Floer homology is defined to be
(1.4) CP∗(f ,Γ) = ZA+/ ∼,
where ∼ denotes the equivalence relation that that has (Θ, o) ∼ −(Θ, o′)
when o′ differs from o by an odd permutation. This is a free Z-module. One
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can assign to each Θ ∈ A a fixed ordering, o, of the elements in Θ whose
periodic orbit component is positive and hyperbolic. Doing so identifies the
chain complex CP∗ with ZA. Such an assignment is assumed implicitly in
what follows unless stated to the contrary. This the case, each Θ ∈ A can
be viewed as a generator of the chain complex.
A relative grading: The chain complex has a relative Z/pZ-grading where
p is the divisibility in H2(M ;Z)/Tors of the class cΓ. To define this grading,
suppose that Θ+ and Θ− are two elements from A. Use H2(M ; Θ+,Θ−) to
denote the set of relative homology classes of integer-valued 2-chains Z ⊂M
with
∂Z =
∑
(γ,m)∈Θ+
mγ −
∑
(γ,m)∈Θ−
mγ.
This is a torsor modeled on H2(M ;Z). Any given Z ∈ H2(M ; Θ+,Θ−) can
be used to associate an integer, I(Θ+,Θ−;Z), to the pair (Θ+,Θ−). This
integer is defined in Section 2 of [H1]. As explained in the latter reference,
this integer has two nice features.
(1) I(Θ+,Θ−;Z) changes by a multiple of p when the class Z is changed.
More precisely,
(1.5) I(Θ+,Θ−;Z)− I(Θ+,Θ−;Z ′) = 〈cΓ, [Z − Z ′]〉.
(2) I(Θ,Θ′;Z) + I(Θ′,Θ′′;Z ′) = I(Θ,Θ′′;Z + Z ′).
These two features imply that
I(Θ+,Θ−) := I(Θ+,Θ−; ·) mod pZ
gives a relative Z/pZ-grading to the chain complex.
Some digression is required before introducing the differential.
The set of complex structures Jf : Let Jf be the set of almost complex
structures J on R×M satisfying the following properties:
(1.6)

1) J is invariant with respect to the action of R on R ×M that
translates a constant amount along the R factor.
2) Let s denote the Euclidean coordinate along the R factor in
R×M . Then J · ∂s = ∂t.
3) Let γ denote any periodic orbit from a set in A . View γ as an
embedded circle in M . Then J |γ maps Ker (π∗) to itself.
4) J defines a tame almost complex structure with respect to the
symplectic form
ΩF = ds ∧ dt+ wf
on R×M . That is, the quadratic form ΩF (·, J(·)) on T (R×M)
is positive.
Endow Jf with the C
∞-Frechet topology. We say that J is admissible if
condition 3) above is replaced by the stronger condition:
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3′) J maps Kerπ∗ to itself at any point on M .
Pseudoholomorphic subvarieties in R × M : For the purposes of this
article, a pseudoholomorphic subvariety in R ×M is a closed subset C ⊂
R×M with the following properties:
• C has no point components.
• The complement in C of a finite set of points is a smooth, non-empty, 2-
dimensional submanifold of R×M whose tangent space is J-invariant.
Endow C with the complex structure and orientation induced from J
away from these points.
• The integral over C of wf is finite.
Remark. The third item of this definition is equivalent to the requirement
that C has finite engery with respect to the symplectic form ΩF in the sense
of Hofer et al. (Cf. e.g. Section 5.3 in [BEHWZ]). Indeed, the integral∫
C wf is what is termed “ω-energy” in the aforementioned reference. On
the other hand, the integral
∫
C∩{s}×M dt is independent of s whenever it is
well-defined, since slices of C at any s ∈ R are all homologous in M . Denote
this constant by l. (In our context, which will be described momentarily,
l = dΓ). Then ∫
C∩[s−L,s+L]×M
ds ∧ dt = 2L l ∀s ∈ R.
This implies that the “λ-energy” in [BEHWZ] is bounded automatically.
To continue the digression, if γ ⊂M is a closed integral curve of ∂t, then
the cylinder R × γ ⊂ R ×M is pseudoholomorphic. Cylinders of this sort
are the only R-invariant, irreducible pseudoholomorphic subvarieties. (A
pseudoholomorphic subvariety is said to be irreducible when no finite set
has disconnected complement).
Suppose that C is a pseudoholomorphic subvariety. The condition that
wf have finite integral on C can be used to show the following: There
exists s0 ∈ R such that the |s| ≥ s0 portion of C is a disjoint union of
embedded submanifolds on which s restricts with no critical points. In
particular, each such submanifold is a cylinder that lies in a small radius
tubular neighborhood of either the s ≥ s0 or s ≤ −s0 part of one of the R-
invariant, pseudoholomorphic cylinders, thus a in a neighborhood of R × γ
with γ ⊂ M being a closed, integral curve of ∂t. These cylinders are called
the ends of C. An end where s is unbounded from below is said to be
a negative end, and one where s is unbounded from above is said to be a
positive end.
The constant-s slices of any given end of C limit as |s| → ∞ to a closed
integral curve of ∂t. To elaborate, let γ ∈ M denote such a curve. The
non-degeneracy of γ implies the following: There exists a disk D ⊂ C about
the origin and an embedding ϕγ : S
1 ×D →M such that ϕγ(·, 0) = γ, with
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the additional properties described below: Suppose first that E ⊂ C is a
positive end whose constant s slices limit to γ as s → ∞. Let ϕˆγ denote
the map id×ϕγ : R× (S
1 ×D)→ R×M . Then there exists sE > 0 and an
integer qE ≥ 1, such that ϕˆ
−1
γ (E ∩ ([sE ,∞)×M)) is the image of a map from
[sE ,∞)×R/2πqEZ to R×(S
1×D) that has the form (s, τ) 7→ (s, (τ, ς(τ, s)),
where ς can be written as
(1.7) ς(τ, s) = e−λqE sςqE (τ)(1 + r(τ, s))
with |r(τ, s)| ≤ e−ε|s| for some ε = εE ≥ 0. Here, λqE is a positive constant.
If E ⊂ C is a negative end, then (1.7) holds when s ≤ −sE with λqE a
negative constant. The integer qE is said to be the multiplicity of the end E .
The function ςqE (τ) can be assumed to be a (2πqE )-periodic eigenfunction
of a symmetric, R-linear operator
(1.8) Pγ : C
∞(R;C)→ C∞(R;C), η 7→
i
2
d
dτ
η + νη + µη¯.
Here, ν is a real-valued function with period (2π), and µ is a C-valued peri-
odic function with period (2π). They are determined by f and J . The
constant λE in (1.7) is the corresponding eigenvalue. With regard to termi-
nology: A function, η, on R is said to be (2πq)-periodic for some positive
integer q if η (·+2πq) = η (·). The period of η is the least positive integer for
which the above equality holds. The assumption that γ is non-degenerate
guarantees that the kernel of the operator Pγ has no non-trivial elements
with period (2πq) for any q ∈ Z+.
The differential: It follows from (1.7) that the image via the projec-
tion from R × M to M of a pseudoholomorphic subvariety C defines a
2-dimensional integer cycle, which we denote by [C].
Fix elements Θ+ and Θ− from the set A that gives the generators for
periodic Floer homology. We define the set M1(Θ+,Θ−) as follows: If the
relative Z/pZ-grading I(Θ+,Θ−) 6= 1, let M1(Θ+,Θ−) = ∅. Otherwise, if
I(Θ+,Θ−) = 1 mod p, letM1(Θ+,Θ−) be the set consisting of elements of
the following form:
(1) An element Σ ∈ M1(Θ+,Θ−) is itself a finite set consisting of pairs the
form (C,m), where C is an embedded, connected pseudoholomorphic
submanifold in R×M , and m is a positive integer. The integer m = 1
unless C = R× γ, where γ is an elliptic periodic orbit.
(2) If (C,m), (C ′,m′) are distinct pairs in Σ, then C,C ′ are disjoint.
(3) The weighted pseudoholomorphic curves constituting Σ have the
appropriate asymptotic behaviors and weights such that the cycle
ZΣ =
∑
(C,m)∈Σ
mC
defines an element inH2(M ; Θ+,Θ−). We call this element the relative
homology class of Σ.
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(4) Denote the above relative homology class by [ZΣ] ∈ H2 (M ; Θ+,Θ−).
Then [ZΣ] must be among the relative homology classes satisfying
I (Θ+,Θ−, [ZΣ]) = 1 ∈ Z.
The assumption that Γ is monotone has the following important conse-
quence: First, note that because of the property (1.5) of the relative index
I, the set of relative homology classes meeting the constraint (4) above is a
torsor over Ker cΓ, where cΓ is viewed as a homomorphism from H2 (M ;Z)
to Z. The monotonicity of Γ implies that [wf ], also viewed as a homomor-
phism from H2 (M ;Z) to Z, restricts to a trivial map from Ker cΓ. That is
to say, for every Σ ∈ M1(Θ+,Θ−), the integral∫
Σ
wf =
∑
(Ci,mi)∈Σ
mi
∫
Ci
wf ,
has the same value. This provides the type of “energy bound” needed for
the typical Gromov compactness argument to establish the compactness of
M1(Θ+,Θ−). (Cf. e.g. Lemma 9.8 in [H1]).
With this understood, we shall define in Section 2.2 a residual subset
J1f ⊂ Jf , with the following property: If J ∈ J1f , then the setM1(Θ+,Θ−)
has the structure of a smooth, 1-dimensional manifold with a finite set of
components. Moreover, each component is a free orbit of the R-action that
is induced by the action of R on R×M by constant translations along the R
factor. As a parenthetical remark, note that an admissible almost complex
structure need not be in J1f .
Assume in what follows that J is from the set J1f .
Let o+, o− respectively denote a choice of the ordering of the elements in
Θ+ and Θ− whose periodic orbit component is positive hyperbolic. Given a
J ∈ J1f , each component ofM1(Θ+,Θ−) can be assigned a weight from the
set {±1} once a choice of the orderings, o+, o− is made. This is described in
Section 9 of [HT1], where similar weights are assigned to the pseudoholo-
morphic subvarieties that are used to construct the differential for embed-
ded contact homology. Note that we are implicitly assuming here and in
what follows that a product structure has been chosen for a certain natural
Z/2-bundle over the set of all hyperbolic orbits of ∂t. There is canonical
isomorphism between the respective chain complexes that are defined by
different product structures.
If M1(Θ+,Θ−) is not empty, use σ(Θ+,Θ−) ∈ Z to denote the sum of
the ±1 weights associated to its components with respect to the choice of
orderings o made following the definition of CP in (1.4). Set σ(Θ+,Θ−)
equal to 0 when M1(Θ+,Θ−) is empty.
With the digression now over, we note that the differential for periodic
Floer homology is defined by taking the linear extension of the following
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action on the generators:
(1.9) ∂Θ+ =
∑
Θ−∈A
σ(Θ+,Θ−)Θ−.
This endomorphism of ZA has square zero; a proof can be had by tak-
ing almost verbatim the proof in [HT2] that the corresponding embedded
contact homology differential has square zero. The endomorphism ∂ also
decreases the Z/pZ degree by 1.
In summary, we have defined a Floer chain complex with coefficient Z to
each parameter set:
(1.10) µP = {(F,wF ), f ,Γ, J},
where (F,wF ) is an oriented closed surface with volume form wF , f is a
nondegenerate volume-preserving automorphism of F , Γ is a monotone class
in H1(M ;Z) with respective to wf , and J ∈ J1f is an almost complex
structure on R ×M . The resulting Z/pZ-graded homology is by definition
the periodic Floer homology associated to µP , which we denote by
HP∗
(
f : (F,wF ) 	,Γ
)
J
= H(CP∗, ∂),
or simply HP∗(f ,Γ) when there is no danger of confusion.
1.2. Seiberg-Witten Floer cohomology: the monotone case. Some
stage setting is needed before describing the relevant version of the Seiberg-
Witten Floer cohomology. What follows is a brief description of how this
cohomology is defined. The reader should look at Chapter 29 of [KM] for
the detailed story.
SpinC structures: Given an orientated 3-manifold M , a SpinC structure s
on M is an equivalence class of a pair consisting of a Riemannian metric
on M and a lift, π : F → M , of the principle SO(3)-bundle of oriented,
orthonormal frames for TM to a U(2)-principle bundle. Two such pairs are
equivalent if there is a path of metrics and a corresponding lift along the
path that interpolates between one pair and the other. The set of equivalence
classes is a torsor modeled on H2(M ;Z).
Let S denote the associated bundle F ×U(2) C
2. The standard Hermitian
metric on C2 gives S a Hermitian fiber metric. The bundle S is a Clifford
module for T ∗M . This is to say that there is an endomorphism, cl : T ∗M →
End (S), such that
cl(a1) cl(a2) = −〈a1, a2〉 − cl (∗(a1 ∧ a2)),
where 〈·, ·〉 denotes the metric inner product. Endomorphisms in the image
of cl are anti-Hermitian. The endomorphism cl induces two auxilliary homo-
morphisms. The first, cˆ, is defined as:
cˆ : S⊗ T ∗M → S, η ⊗ b 7→ cl(b) η.
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The second map is a quadratic, bundle-preserving map from S to iT ∗M .
Given η ∈ S, we will write in what follows its image under this map as η†τη;
the latter is in turn defined by the rule:
〈b, η†τη〉 = η† cl(b) η.
Let det (S) denote the complex, Hermitian line bundle
∧2
S. Its first
Chern class, c1(det S) ∈ H
2(M ;Z), is called the canonical cohomology class
of the SpinC structure s, and is often denoted as c1(s). A Hermitian connec-
tion, A, on det (S) and the Levi-Civita connection on TM together define
a metric compatible covariant derivative, ∇A, on the space of sections of
S. This covariant derivative is used to construct the corresponding Dirac
operator,
DA = cˆ(∇A) : C
∞(M ;S)→ C∞(M ;S).
In what follows, BA denotes the Hodge star of the curvature 2-form of the
connection A. This is an iR-valued 1-form on M .
The Seiberg-Witten equations: Fix an orientation forM , a SpinC struc-
ture. Choose a metric on M and a lift, π : F →M , of its oriented orthonor-
mal frame bundle to a principle U(2)-bundle, so that the pair is in the
equivalence class specified by the given SpinC structure. Let ̟ be a closed
2-form on M . We call a pair, (A,Ψ), consisting of a Hermitian connection
on det (S) and a section of S a configuration. The group C∞(M ; U(1)) acts
on the space of configurations in the following fashion: Let u : M → U(1).
Then u sends a configuration, (A,Ψ), to (A − 2u−1du, uΨ). Two solutions
obtained one from the other in this manner are said to be gauge equivalent.
The group C∞(M ; U(1)) is called the gauge group.
In the most general form, the Seiberg-Witten equations ask that a con-
figuration (A,Ψ) obey
(1.11)
{
BA −Ψ
†τΨ+ i ∗̟ − T = 0 and
DAΨ−S = 0,
where the pair (T,S) is a small perturbation arising as the formal gradient
of a gauge-invariant function of (A,Ψ). It is in general needed to guarantee
the transversality properties necessary for the definition of Seiberg-Witten-
Floer cohomology. See Chapters 10 and 11 in [KM].
Since the Seiberg-Witten equations are gauge invariant, the gauge group
acts on the space of Seiberg-Witten solutions as well. Use C in what follows
to denote the set of gauge equivalence classes of solutions to (1.11).
The cochain complex: Assume from this point on that:
(1.12) The gauge group acts freely on the space of solutions to (1.11).
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Then, for a suitably generic choice of ̟, T, and S, the set C of gauge
equivalence classes of solutions to (1.11) is finite. (In fact (T,S) can be set
to be trivial for this purpose).
Paraphrasing Definition 29.1.1 in [KM], the case when
(1.13) 2πc1(s)− [̟] = t 2πc1(s)
when ̟ 6= 0 for some real t > 0 is said to be positive monotone, and it is
said to be negative monotone when t < 0. The condition (1.12) holds in the
monotone case. (Cf. e.g. Lemma 29.1.2 in [KM]).
Assume ̟ 6= 0 and monotonicity for the rest of this subsection. In this
case, the cochain complex used to define the Seiberg-Witten-Floer cohomol-
ogy is
CM∗ = ZC,
the free Z-module that is generated by C.
A relative grading: The complex ZC has a relative Z/pZ-grading where p
is the divisibility inH2(M ;Z)/Tors of the class c1(s). This grading is defined
using the spectral flow of a 1-parameter family of unbounded, self-adjoint,
Fredholm operators Lc on L
2(M ; iT ∗M ⊕S⊕ iR), whose end members have
trivial cokernel. The parameter c of the family is from the space of configu-
rations. The precise definition of Lc will be given in (3.14); for now it suffices
to say that the operator Lc is obtained from the linearization of (1.11) at a
given configuration c = (A,Ψ), and the operators associated to gauge equiv-
alent configurations are conjugate to each other. A configuration c is said
to be nondegenerate when Lc has trivial cokernel. As just noted, this notion
only depends on the gauge equivalence class of c.
Let c−, c+ be two nondegenerate gauge equivalence classes of configu-
rations and use P = P(c−, c+) to denote the space of piecewise differen-
tiable maps from R to the configuration space Conn(det S)) × C∞(M ;S)
which have s → −∞ limit that is a configuration in the gauge equivalence
class of c− and s → ∞ limit that is a configuration in the gauge equiv-
alence class of c+. The group C
∞(M,U (1)) acts on P by the following
rule: an element u ∈ C∞(M,U (1)) sends a path (A(s),Ψ(s)) to the path
(A(s) − 2u−1du, uΨ(s)). Two elements in P in the same orbit under this
action are said to be gauge equivalent.
The family of operators Lc(s) associated to every element c(s) in P(c−, c+)
has a well defined spectral flow. It turns out that this spectral flow depends
only on c−, c+, and the path component of the gauge equivalence class of
c(s) in the orbit space
B(c−, c+) = P(c−, c+)/C∞(M,U (1)).
With this understood, we call this class in π0
(
B(c−, c+)
)
the relative homo-
topy class of c(s), and denote by I(c−, c+; h) ∈ Z the spectral flow of elements
in P(c−, c+) with relative homotopy class h. Meanwhile, note that the set of
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relative homotopy classes, π0
(
B(c−, c+)
)
, is a torsor over the groups of com-
ponents of the space of gauge transformations, i.e. H1(M ;Z) ≃ H2(M ;Z).
Moreover, given two relative homotopy classes h, h′ with their difference
h − h′ viewed as an element in H2(M ;Z), their respective spectral flows
differ by
(1.14) I(c−, c+; h) − I(c−, c+; h′) = 〈c1(s), h − h′〉.
Finally, note that the genericity condition on (̟,T,S) is such that c =
(A,Ψ) is nondegenerate when it solves (1.11). Assume in what follows that
the triple (̟,T,S) is chosen so that this condition hold. Applying the
above discussion to the cases when c−, c+ ∈ C, it follows from (1.14) that
the mod-p reduction of the spectral flow,
I(c−, c+) := I(c−, c+; h) mod p,
provides a relative Z/pZ-grading between any two generators c−, c+ of the
Seiberg-Witten Floer cochain complex.
The differential: The differential for the Seiberg-Witten Floer cohomol-
ogy is defined using solutions to the Seiberg-Witten equations on R ×M .
These equations are viewed as a system of equations for a smooth map
s 7→ (A(s),Ψ(s)) from R to Conn(det(S)) × C∞(M ;S). The most general
form of the equations read:
(1.15)
{
d
dsA+BA −Ψ
†τΨ+ i ∗̟ − T = 0
d
dsΨ+D
AΨ−S = 0,
where ̟ and (T,S) are as in (1.11). Given c−, c+ ∈ C, an instanton from c−
to c+ is an element (A(s),Ψ(s)) in P(c−, c+) solving the above equations.
It is assigned a relative homotopy class and a spectral flow in the manner
described in the previous paragraph. Moreover, a gauge transformation of
an instanton is another instanton.
Let M1(c−, c+) denote the following: It is the empty set when I(c−, c+) 6=
1. When I(c−, c+) = 1 mod p, let it be the space consisting of gauge equiva-
lence classes of instantons from c− to c+ with spectral flow 1. By (1.14), the
relative homotopy classes of such instantons lie in a torsor over Ker c1(s). As
explained in Section 30.1 of [KM], this fact, together with the monotonicity
condition, ensures the compactness of M1(c−, c+). With suitably generic
choice of (̟, (T,S)), the space M1(c−, c+) will possess the following desir-
able properties: It is a 1-dimensional smooth manifold diffeomorphic to a
disjoint union of finitely many copies of R, Moreover, the 1-parameter group
R acts freely on M1(c−, c+) by translating any instanton a constant amount
with respect to the parameter s ∈ R, and the aforementioned diffeomor-
phism from R to each component induces this R-action. In addition, each
1-dimensional component has an assigned weight, either +1 or −1. Suffice
it to say for now that this weight is obtained by comparing two canonical
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orientations. The first orientation is that defined by the generator of the
R-action; and the second is defined using the determinant line of a certain
family of Fredholm operators that is obtained from the linearization of the
expression on the left hand side of (1.15). Use σ(c−, c+) to denote the sum
of the ±1 weights that are assigned to the 1-dimensional components of
M1(c−, c+) when the set of such components is non-empty. Set σ(c−, c+) to
equal zero otherwise.
Given c ∈ C, the action of the differential on [c] is given by the following
formula:
(1.16) δc+ =
∑
c−∈C
σ(c−, c+) c−.
This differential has square zero and increases the relative Z/pZ-grading by
1.
It turns out that in our setting, the perturbation terms T and S may be
set as zero; and the assumption (1.12) and and the various properties of C
andM1(c−, c+) required for the definition of the Seiberg-Witten cohomology,
as sketched above, may be obtained by a suitable generic choice of ̟ alone.
The Seiberg-Witten cohomology: To summarize, in this subsection we
defined a Floer cochain complex with coefficient Z associated to each param-
eter set:
µS = {M, s,̟, g, q},
where M is an oriented closed 3-manifold; s and ̟ are a SpinC structure
and a closed 2-form satisfying the monotonicity assumption (1.13); g is a
Riemannian metric onM ; and q = (T,S) is as in (1.11). The Seiberg-Witten
Floer cohomology is defined to be the homology of the above Seiberg-Witten
cochain complex, and it has a relative Z/pZ-grading. In the notation of
Definition 30.1.1 in [KM], it is written as:
HM∗(M, s,−π[̟]) := H (CM∗, δ).
It is explained in [KM] that the Seiberg-Witten Floer cohomology depends
only on the following triple:
(1.17)

• an oriented closed 3-manifold M ,
• a SpinC-structure s on M , and
• the nontrivial cohomology class
ps,̟ := 2π
2c1(s)− π[̟] ∈ H
2(M ;R),
modulo multiplication by positive numbers.
Thus, the positive and negative monotone cases correspond to two different
versions of Seiberg-Witten Floer cohomologies. In particular, the positive
monotone version agrees with the “ordinary Seiberg-Witten cohomology”:
HM∗(M, s) = HM∗(M, s, 0).
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Remarks. (1) The condition (1.12) implies that the ĤM and
̂
HM versions
of Seiberg-Witten cohomology defined in [KM] are the same, and the com-
pleted version HM• is no different from the plain HM∗. Hence we denote
all these by the same notation HM∗.
(2) In fact, to describe the dependence of the periodic Floer homology
on f , it is more appropriate to regard f as an element in S˜ymp(F,wF ), the
universal covering of the symplectomorphism group of (F,wF ). This will be
clarified in Appendix A below.
1.3. The isomorphism theorem.We now describe a way to associate a
Seiberg-Witten parameter set µS to each Periodic Floer homology parameter
set µM .
(1) From f : (F,wF ) 	 to M . Recall from the beginning of this sec-
tion that a closed surface F with volume form wF together with a volume-
preserving map f on it defines an associated mapping torus M with orien-
tation induced from wF . They also define a closed 2-form wf on M .
(2) From f : (F,wF ) 	 and J to g. There is a standard way to define a
metric g on M from wF and a J ∈ Jf . See Section 3.3 below.
(3) From Γ to s. There is an isomorphism between the space of SpinC
structures and the homology group H1(M ;Z) as torsors over H1(M ;Z), as
follows: Let s be a SpinC structure on M defined by the equivalence class
of the Riemannian metric g and a lifting F → M of the frame bundle
,as described in Section 1.2. Let S denote the associated U (2)-bundle of
spinors. Clifford multiplication by the 1-form dt gives an anti-Hermitian
automorphism of S whose square is a negative multiple of the identity. Write
the corresponding orthogonal decomposition of S into eigenbundles as E ⊕
E⊗K−1 where E →M is a complex, Hermitian line bundle. The convention
takes the left most summand to be that on which Clifford multiplication by
dt acts as a positive multiple of i. The assignment s 7→ c1(det (E)) of a
cohomology class to a SpinC structure defines a 1-1 correspondence between
the set of SpinC structures with H2(M ;Z), and equivalently, with H1(M ;Z)
via Poincare´ duality. Denote by sΓ the Spin
C structure corresponding to
the homology class Γ ∈ H1(M ;Z) under this 1-1 correspondence, and by
SΓ the associated spinor bundle. Note that under this correspondence, the
cohomology class cΓ in Section 1.1, which is relevant to the periodic Floer
homology, equals the class c1(SΓ) in Section 1.2, which in turn is relevant
to the Seiberg-Witten-Floer cohomology. In particular, this means that the
two versions of p, defined differently in the afore-mentioned two subsections,
are actually identical, thus justifying our use of the same notion for both.
(4) From Γ, wf to ̟. Let
̟r = 2rwf + ℘,
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where r > 0 and ℘ is a closed 2-form in the cohomology class 2πc1(sΓ).
With this choice,
psΓ,̟r = −2rπ[wf ].
Note that with these choices, Γ is positive or negative monotone with respect
to [wf ] precisely when sΓ and [̟r] are respectively positive or negative
monotone with respect to each other.
(5) The nonlocal perturbation. Let q be arbitrary.
Because the Seiberg-Witten Floer cohomology only depends on (1.17),
the Seiberg-Witten Floer cohomology associated to the above choices does
not depend on the extraneous data r, q, and the choice of ℘ within its
cohomology class.
We are now ready to state the isomorphism theorem under the mono-
tonicity assumption.
Theorem 1.2. Let µP = {(F,wF ), f ,Γ, J} be a periodic Floer parameter set
described in (1.10), where Γ ∈ H1(M ;Z) is monotone with respect to [wf ];
and associate to it a Seiberg-Witten parameter set µS = {M, sΓ,̟r, g, q}
according to the recipe described above. Then there is an isomorphism
between the two Floer (co)homologies with coefficient Z:
HP∗(f : (F,wF ) 	,Γ)J ≃ HM−∗(M, sΓ,−π[̟r]),
which reverses the relative Z/pZ-gradings. In particular, if the degree dΓ <
0, then both Floer (co)homologies vanish. If dΓ = 0, then both sides are
isomorphic to Z.
Since [wf ] is invariant under Hamiltonian isotopies of f , and since the
Seiberg-Witten Floer cohomology on the right hand side of the isomorphism
is invariant under rescaling of [wf ] by positive numbers, an immediate con-
sequence of the above isomorphism is:
Corollary 1.3. The periodic Floer homology only depends on the orienta-
tion of F , the Hamiltonian isotopy class of f , and the monotone homology
class Γ.
By working with local coefficients, both the periodic Floer homology
and the Seiberg-Witten Floer cohomology have a more general definition,
where Γ need not be monotone. The above isomorphism theorem and corol-
lary have corresponding generalizations, see Theorem 6.6 and Corollary 6.7
below.
Remarks. (1) The assertions of Theorem 1.2 when dΓ ≤ 0 follow from
Theorem 1.3 in the article SW⇒Gr from [T6]. See also the main theorem
in [KT].
(2) The equality between the the Euler characteristics of the two Floer
(co)homologies in Theorems 1.2 and 6.6 follows from Theorem 1 in the article
SW=Gr from [T6]; see also [MT] and [HL].
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(3) This isomorphism theorem is related to a conjecture of D. Salamon,
see Conjecture 10.1 in [S]. Roughly speaking, this conjecture says that the
Seiberg-Witten cohomology of the mapping torus of f is equivalent to a
certain version of the Floer homology of symplectic fixed points for certain
self map of d-fold symmetric product of F that is defined from f . By viewing
the elements {(Ci,mi)}i in M1(Θ+,Θ−) as holomorphic (branched) multi-
sections of the surface bundle R×M → R×S1, the periodic Floer homology
corresponds intuitively to this latter Floer homology.
As we noted before, when Γ is positive monotone or negative monotone,
the Seiberg-Witten cohomology on the right hand side of the isomorphism
corresponds respectively to the positive monotone or negative monotone
version described in Section 30.1 of [KM]; in particular, in the former case,
it coincides with the “ordinary Seiberg-Witten cohomology” HM−∗(M, sΓ).
On the other hand, Taubes proved a sister version of the above theorem in
[T1]–[T4], which states that
Theorem. Given a closed contact 3-manifold M , and a homology class
Γ ∈ H1(M ;Z), there is an isomorphism from the associated embedded con-
tact homology ECH∗ to the Seiberg-Witten Floer cohomology ĤM
−∗
(M, sΓ)
which reverses the relative gradings.
In the above, sΓ is defined in the same way as in Item (3) in the beginning
of this subsection, with c1(K
−1) now denoting the Euler class of the 2-plane
field which defines the contact structure.
Recall from the last remark in Section 1.2 that
ĤM
−∗
(M, s) = HM−∗(M, s)
when c1(s) is nontorsion; it follows immediately that
Corollary 1.4. Let M be the mapping torus of an orientation-preserving
map f : (F,wF ) 	, and Γ ∈ H1(M ;Z) be a positive monotone class with
respect to [wf ], then
ECH∗(M, ξ; Γ) ≃ HP∗(f ,Γ + hξ),
where the left hand side denotes the embedded contact homology of (M, ξ);
ξ is a contact structure consistent with ithe orientation of M , and hξ is
Poincare dual to the primary obstruction to finding a homotopy between the
2-plane fields ξ and Kerπ∗.
The isomorphism in Theorem 1.2 may be used to compute one Floer
(co)homology from the other, depending on which is easier to compute in
the context. Here are some sample applications of this type.
First, note that monotone classes with respect to a fixed [wf ] are specified
by their degree dΓ. In particular, dΓ < g − 1 when Γ is positive monotone,
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and dΓ > g − 1 when Γ is negative monotone. By the definition of periodic
Floer homology, dΓ 6= g − 1.
I. From HP to HM : The degree-1 periodic Floer homology of the map-
ping torus of f is identical with a certain version of the symplectic Floer
homology of f . (See Appendix B for a precise statement). The latter has
been computed for all area-preserving surface automorphisms, see [C] and
references therein. This implies that the corresponding Seiberg-Witten-
Floer cohomology of degree < 2 is known for all mapping tori of area-
preserving surface automorphisms as well. In [HS], the periodic Floer
homology of certain Dehn twists has been computed. This also provides
some new computations of the Seiberg-Witten-Floer cohomology.
II. From HM to HP : Corollary 31.5.2 in [KM] gives a long exact
sequence relating the positive monotone version of HM∗, the negative mono-
tone version of HM∗, and the bar-version of the Seiberg-Witten homology
at the “balanced perturbation” cb = −2π
2c1(s) (Cf. Section 31.1 of [KM]).
The dual version of this exact sequence takes the following form:
· · ·
j∗
−→ HM∗(M, s, c+)
i∗
−→ HM
∗
(M, s, cb)
p∗
−→ HM∗(M, s, c−)
j∗
−→ HM∗(M, s, c+)
i∗
−→ · · · ,
(1.18)
where the first term and the third term above denote the positive mono-
tone version and the negative monotone version of the Seiberg-Witten Floer
cohomology respectively. Thus, knowledge of the ordinary Seiberg-Witten
cohomology enables one to compute the periodic Floer homology in degrees
larger than g − 1.
Corollary 1.5 (Cotton-Clay). Suppose the genus g of the surface F is
positive. Let Γ be a monotone class with respect to [wf ] with degree dΓ >
2g − 2. Then
HP∗(f ,Γ) ≃ HM
−∗
(M, sΓ, cb),
where HM
∗
(M, s, cb) denotes the bar-version of the Seiberg-Witten Floer
cohomology at the “balanced perturbation” .
Proof. Let Γ be a monotone class with degree dΓ > 2g − 2 ≥ g − 1
as in the statement of the Corollary, and take s = sΓ in the above
long exact sequence. By the equivalence HM∗(M, s, c+) ≃ HM∗(M, s)
(see Theorem 31.1.2 in [KM]) and the adjunction inequality (see Corol-
lary 40.1.2 in [KM], or rather, its dual version), this condition on degree
implies that HM∗(M, s, c+) = 0. On the other hand, by Theorem 1.2,
HM∗(M, s, c−) ≃ HP−∗(f ,Γ), since Γ is negative monotone. The claim of
the Corollary follows by combining these observations with the long exact
sequence above.
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Remark. The bar-version of Seiberg-Witten Floer cohomology is defined
solely from the space of flat connections on M and the family of Dirac
operators parametrized by it. In Chapters 33-35 of [KM], Kronheimer and
Mrowka showed that the bar-version of Seiberg-Witten Floer homology can
be computed from a “Coupled Morse chain complex” on the torus of flat
connections. Given a Morse function on the torus H1(M ;R)/H1(M ;Z),
this chain complex is constructed from its moduli spaces of gradient flow
lines of dimensions 1 and 3, together with appropriately chosen
̂
Cech cocy-
cles in cohomology classes determined by c1(s) and the triple cup product
Υ:
∧3H1(M) → H3(M) ≃ Z. Explicit formulas are given in Chapter 35
of [KM] for HM∗ in the special cases when when b1(M) ≤ 3, or when f
is isotopic to the identity and c1(s) is proportional to the Poincare´ dual
of [F ]. A modification of the computation for the last example in [KM]
finds that under the assumptions that |〈c1(s), [F ]〉| > 0 and g > 0, the
homology groups of these complexes are always non-torsion over Z. Note
in contrast that when b1(M) > 1, the Euler characteristics of both Seiberg-
Witten Floer cohomology and periodic Floer homology are trivial by the
adjunction inequality for Seiberg-Witten invariants of 3-manifolds, as the
latter is independent of perturbations.
The previous Corollary may be generalized as follows: By combining
the isomorphism theorem 1.2 with the involution in Seiberg-Witten the-
ory, described in the Floer-homology context in Proposition 25.5.5 of [KM],
one has the following:
If Γ is a monotone class of degree d > g − 1 with respect to a certain
[wf ], then HP∗(f ,Γ) ≃ HM−∗(M, sΓ∗ , c−), where Γ∗ is the monotone class
of degree 2g − 2 − d with respect to the same class [wf ]. Thus, it can be
computed from HM
∗
(M, sΓ∗ , cb) and HM
∗(M, sΓ∗ , c+) by the long exact
sequence (1.18). This means that the periodic Floer homology is completely
determined by the ordinary and bar-versions of the Seiberg-Witten-Floer
cohomologies for monotone classes of degrees 0 < d < g − 1, and the i∗-
maps between the two versions of HM∗. In particular, it implies that the
periodic Floer homology with coefficient Z for all surfaces of g ≤ 2, when it
is well-defined, is completely determined by the cohomology of M , except
the case when g = 2 and eΓ = c1(K). In this last case it is determined
by the i∗-map from the relevant ordinary Seiberg-Witten-Floer cohomology,
which is Z in this case.
Proving the isomorphism theorems. The isomorphism stated in Theo-
rems 1.2 and 6.6 is obtained by using a version of Seiberg-Witten equations
(1.11), parametrized by r ∈ R+, to define the cochain complex for the
Seiberg-Witten Floer cohomology. For suitably chosen f and J (Cf. Section
2) and any sufficiently large r, we construct an isomorphism between the
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periodic Floer homology complex and the corresponding Seiberg-Witten-
Floer cohomology complex, which reverses the relative Z/pZ-grading. Note
in constrast that there are no such isomorphisms between the ECH and
HM complexes in the proof of ECH = HM in [T1]–[T4]. Instead, the
latter proof relies on a filtration on the Floer (co)chain complexes, and con-
structed injective chain maps from finitely-generated sub-complexes of the
ECH chain complex to the HM cochain complex. An isomorphism between
the respective Floer (co)-homologies is obtained after taking a direct limit.
This filtration argument is not needed in this article; this is because the
appearance of the non-exact perturbation two-form wf guarantees that the
Seiberg-Witten-Floer cochan complex in our context is finitely generated.
The proofs of Theorems 1.2 and 6.6 have the same analytic details, which
are in most respects very similar to those in the proof of Theorem 1 in [T1],
which is in turn based on the techniques from [T6]. In particular, most of
the proof of Theorem 1 can be borrowed with only notational or cosmetic
changes from corresponding arguments in [T1]-[T4]. This said, the authors
have chosen to direct the reader to such arguments when appropriate with
faith that the reader can make the required changes. The detailed arguments
in what follows give those parts of the proof of Theorems 1.2 and 6.6 that
differ substantially from their [T1]-[T4] analog. Note in this regard that
to show that the map from ECH to HM is onto, the arguments in [T1]
and [T4] use at key points an estimate for the spectral flow of a certain 1-
parameter family of Dirac operators. This is the spectral flow estimate given
by Proposition 5.1 of [T7]. This spectral flow estimate plays a profound role
in [T1] and [T4] and is the key new idea which was not present in [T6]. As it
turns out, there is no need here for this spectral flow estimate; judicious use
of the action functional in Seiberg-Witten-Floer theory and cohomological
considerations of the sort used in the article SW⇒Gr from [T6] suffice. (For
example, none of Section 5 in [T4] is needed here). Similar arguments are
used in [L1] to prove an analog of SW⇒Gr in the more general setting of
4-manifold with cylindrical ends equipped with an asymptotically constant
harmonic 2-form, which may not be nowhere vanishing, and where higher-
dimensional moduli spaces are also considered.
The proof of Theorem 1.2 is given in Section 4.4, and Section 6.3 contains
the modification needed to generalize to Theorem 6.6.
1.4. Notation and conventions.What follows uses c0 to denote a con-
stant that is greater than 1. Unless a specific note to the contrary is present,
this constant is independent of other relevant parameters in the discussion.
The precise value of c0 can be assumed to increase in subsequent appear-
ances. The letter κ is used for a similar purpose.
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The constructions in the subsequent sections use a fixed, non-increasing
function, χ : [0,∞) → [0, 1] which takes value 1 on
[
0, 516
]
and is zero on[
7
16 ,∞
)
.
On the Seiberg-Witten-Floer theory side, we follow the gauge-theory lit-
erature in which the boundary maps are defined by flows from the s→ −∞
side to the s→∞ side (and therefore the coboundary maps go in the oppo-
site direction).
On the periodic Floer homology side, we follow the symplectic Floer the-
ory literature in which the boundary maps are defined by flows from the
s→∞ side to the s→ −∞ side.
This accounts for our notational convention that in the various corre-
sponding notations in the two Floer theories, the positive and the negative
ends appear in the opposite order, such as M1(Θ+,Θ−) v.s. M1(c−, c+). It
is for the same reason that the periodic Floer homology is isomorphic to the
Seiberg-Witten-Floer cohomology.
1.5. Acknowledgements. The authors owe a debt of gratitude to Michael
Hutchings for sharing his knowledge of periodic Floer homology and for
his thoughts about the correspondence between the latter and the Seiberg-
Witten Floer homology. We also thank Andrew Cotton-Clay for pointing
out Corollary 1.5 and other helpful comments.
Both authors were supported in part by NSF grants.
2. Deforming the map f and the almost complex structure J
The proof of Theorem 1.2 requires two preliminary steps. These steps
are needed in order to use the techniques from [T1]-[T4]. The first step
makes a small modification to the diffeomorphism, f , that defines M and
the associated periodic Floer homology chain complex. The second step
makes a small modification to the almost complex structure on R×M that
is used to construct the differential on this same chain complex. With a
class Γ ∈ H1(M ;Z) given, the deformations that are described below can be
made so the original and the new periodic Floer homology chain complexes
have the same set of generators and identical differentials. The deformation
depends on the choice of a pair (δ,N), where δ is a small, positive number,
and N is a positive integer.
Let ΛN denote the set of periodic orbits of f with period N or less. If
Γ ∈ H1(M ;Z) is any given class, then there exists N such that Γ’s version
of the set A is defined solely from periodic orbits in ΛN .
2.1. The deformation of f . A small deformation of f is described here,
It changes f only near the points that comprise the periodic orbits in ΛN
but fixes these same orbits.
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Fix γ ∈ ΛN and let q ∈ {1, · · · , N} denote its period. A pair of functions
z = (z1, z2) defined on a neighborhood of p ∈ F are said to define a symplec-
tic coordinate chart centered at p when they vanish at p and are such that
wF is given by dz1 ∧ dz2 near p. Given such a pair of function z = (z1, z2),
then f q appears as a map that can be written as
(2.1) z 7→ Kγ · z + q (z), where |q| ≤ c0|z|
2 and where Kγ ∈ Sl (2;R).
If γ is elliptic, then the matrix Kγ is conjugate in Sl (2;R) to a rotation
by an angle 2πr, where r ∈ (0, 1). This r is called the rotation number of
the periodic orbit. It does not depend on the chosen point p ∈ γ or on the
chosen symplectic coordinate chart. Moreover, if γ is nondegenerate, r is
irrational. If γ is hyperbolic, then Kγ is conjugate in Sl (2;R) to a matrix
of the form
(2.2)
[
λ 0
0 λ−1
]
,
where λ is a real number with |λ| > 1. In all cases, the eigenvalues of Kγ
do not depend on the choice of the symplectic coordinate chart.
Definition 2.1. Given Kγ , define functions νγ and µγ on [0, 2π] from the
type and rotation number of γ as follows:
• If γ is elliptic with rotation number r, then νγ =
1
2r and µγ = 0.
• If γ is hyperbolic, then νγ =
1
2r and µγ = −
i
4π ln |λ| e
2irτ with
r =
{
0 when γ is positive hyperbolic;
1
2 when γ is negative hyperbolic,
where λ is as in (2.2).
Fix z ∈ C, and solve the equation
(2.3)
i
2
∂τη + νγη + µγ η¯ = 0
for a function η : R → C with η(0) = z. With η and z viewed as vectors in
R2, the solution has the form η(τ) = U(τ) · z, where U is a map from R to
Sl (2;R) with the following properties:
• U(0) is the identity.
• If γ is elliptic with rotation number r, then U(2π) is the rotation
through angle 2πr.
• If γ is hyperbolic, then U(2π) is the matrix in (2.2).
For k ∈ Z, set
Uk/qγ = U(2πk/q).
Fix a point p ∈ γ. As the almost complex structure J on R×M must map
Ker(π∗) to itself along R×γ; thus it defines an almost complex structure on
TF |p. The latter is denoted by jp. Since j
2
p = −1, it follows that there exist
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symplectic coordinate chart z = (z1, z2) for F near p, such that jp
∂
∂z1
= ∂∂z2 .
Coordinates of this sort are said to be J-adapted.
What follows describes the desired modification of f .
Lemma 2.2. Fix a positive integer N . Then there exists a constant κ ≥ 1
such that given δ < κ−1, there exists a diffeomorphism f ′ : F → F with the
following properties:
(1) The map f ′ is area-preserving, which is to say that (f ′)∗wF = wF .
(2) All periodic orbits of f ′ are non-degenerate.
(3) The maps f and f ′ have the same set of periodic orbits with period N
or less.
Moreover, corresponding orbits are either both elliptic or both hyper-
bolic. If both elliptic, then they have the same rotation number. If
both hyperbolic, then they are either both positive hyperbolic or neg-
ative hyperbolic. In either case, the eigenvalues of the corresponding
versions of the matrix K(·) agree.
(4) Let γ denote a periodic orbit of period q ≤ N . Then there are J-
adapted, symplectic coordinates about the points that comprise γ such
that for each k ∈ {0, · · · , q − 1} the map f ′ near f k(p) in these coor-
dinates is given by
z 7→ U (k+1)/qγ · (U
k/q
γ )
−1z + pk(z),
where pk is zero in a neighborhood of z = 0.
(5) The coordinate disks in F of radius δ about the points in the orbits
from ΛN are J-adapted, pairwise disjoint; and the maps f and f agree
on the complement of their union.
This lemma is proved momentarily.
2.2. The modification of J. A deformation of f to a map f ′ as described
in Lemma 2.2 is exploited in later sections with the help of a correspond-
ing modification of the almost complex structure J . The definition of this
modified almost complex structure requires a preliminary modification of
the vector field ∂t, so as to obtain a vector field whose return map gives
f near the points in ΛN . The latter vector field is denoted by ∂t, and it is
constructed in Part 1 of this subsection. Part 4 describes an allowed set
of almost complex structures that can serve as the desired modification of
J . The intervening Parts 2 and 3 of this subsection jointly define one of
the criteria that are used in Part 4 to describe the allowed set of modified
almost complex structures.
Part 1. The embedding ϕγ and the modified vector field ∂
′
t. It is assumed
in what follows that (δ,N) has been chosen subject to the conditions in
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Lemma 2.2. Let f ′ denote a map given by (2.1) using this data. This modi-
fication of f is used in what follows to construct a corresponding modification
of the vector field ∂t. The new version of ∂t is described below.
It proves useful to view elements in ΛN now as integral curves of ∂t. Fix
γ ∈ ΛN , now viewed as a closed integral curve of the vector field ∂t on
M . As such, γ has a tubular neighborhood embedding ϕγ : S
1 ×D → M ,
where D ⊂ C is a disk of small radius. Such an embedding is described
momentarily with certain desirable properties.
Use τ to denote the affine parameter on S1, and use z to denote the
complex coordinate for C. The desired embedding, ϕγ , has the following
properties:
Lemma 2.3. Given N ≥ 1, there exists κ ≥ 1 with the following signifi-
cance:
Fix δ ∈ (0, κ−1) and invoke Lemma 2.2 to construct a map f ′. Fix such
an f ′, and let D ⊂ C denote the disk of radius 100 δ. Then there is a set{
ϕγ : S
1 ×D →M
}
γ∈ΛN of embeddings with pairwise disjoint images, and
such that for each γ ∈ ΛN , the embedding ϕγ obeys:
• The composition of ϕγ with the projection π :M → S
1 sends (τ, z) to
qτ with q here denoting the period of γ.
• The vector field q−1∂t is the push-forward from S1×D of a vector field
that has the form
∂τ − 2i (νz + µz¯ + r) ∂z + 2i (νz¯ + µ¯z + r¯) ∂z¯ ,
where ν is an R-valued function on S1 and µ is a C-valued function.
Meanwhile r is such that its absolute value is bounded by κ|z|2 and its
first derivatives are bounded in absolute value by κ|z|.
• Use ϕγ to identify the disks
⋃
0≤k≤q({2πk/q}×D) with their embedded
images via ϕγ in F = π
−1(0). Granted this identification, the map f ′
is obtained by traveling for time 2π/q along the integral curves of the
vector field
vγ := ∂τ − 2i (νγz + µγ z¯ + r
′) ∂z + 2i (νγ z¯ + µ¯γz + r¯′) ∂z¯
where r′ has the following properties: It vanishes where |z| is in a
neighborhood of 0, and it is equal to r where |z| > δ.
• The vector field ϕγ∗∂z along R× γ is such that J(ϕγ∗∂z) = ϕγ∗(i∂z).
This lemma is proved in Section 2.4.
Define a vector field, ∂t′ , on M as follows:
∂t′ =
{
(ϕγ)∗ vγ over the image of ϕγ , for all γ ∈ ΛN ,
∂t otherwise.
This vector field ∂t′ is the desired modifcation of ∂t.
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Part 2. The set of almost complex structures J0f .. In this and the next
part, we digress to describe the criteria for membership in the subset J1f
of the set of almost complex structures on R × M . The criteria are of
two sorts. The first sort is a standard genericity condition: It requires
that all irreducible, pseudoholomorphic subvarieties be non-degenerate in
the sense that a certain associated Fredholm operator has trivial cokernel.
To say more, suppose that C ⊂ R×M is an irreducible, pseudoholomorphic
subvariety. There exists a model curve for C, denoted C0. This is a smooth,
complex curve with a smooth, pseudoholomorphic map
ϕ0 : C0 →M,
which is 1-1 on the complement of a finite set, onto C. The subvariety C is
said to be immersed when ϕ0 is an immersion.
The operator in question has a relatively straightforward description in
the case when C is immersed. Supposing that such is the case, then a normal
bundle N→ C0 is defined so that it restricts to any open set U ⊂ C0 that is
embedded by ϕ0 as the pull-back via ϕ0 of the normal bundle of ϕ0(U) ⊂ C
in R ×M . The almost complex structure J endows N with the structure
of a complex line bundle. This said, view N henceforth as a complex line
bundle. Then there exists on C0 a canonical, R-linear Fredholm operator
that maps sections over C0 of N to those of N ⊗ T
0,1C0. This operator is
denoted as DC . Its action on a section η of N can be written as
(2.4) DCη = ∂¯η + νCη + µC η¯,
where the notation is as follows: Fix a Hermitian metric on N so as to give
the latter a holomorphic structure; this is used to define ∂¯. Meanwhile,
νC and µC are respective sections of T
0,1C0 and N
⊗2 ⊗ T 0,1C0 that are
defined using the 1-jet along C of J . Note that a change of Hermitian
metric is compensated by a change in what is meant by νC . This is why
(2.4) is canonical. The operator DC arises in the following way: Fix ε > 0
and let η denote a section of N. The composition of first εη and then
the metrics exponential map defines a deformation of the subvariety C.
This deformation is pseudoholomorphic to first order in ε if and only if
DCη = 0. The assumption that all periodic orbits are non-degenerate implies
that DC maps L
2
1(C0; N) to L
2(C0; N ⊗ T
0,1C0) as a Fredholm operator.
The kernel of DC is used here to denote the space of sections in L
2
1(C0; N)
that are annihilated by DC . The cokernel of DC is used here to denote
its L2(C0; N
⊗2 ⊗ T 0,1C0) cokernel. This is the kernel of the formal adjoint.
Note also that the kernel and cokernel elements are smooth. In any event,
the index of DC denotes its index as a Fredholm operator from L
2
1(C0; N) to
L2(C0; N⊗ T
0,1C0). This Fredholm version of DC is the Fredholm operator
that was alluded to at the outset. There is an analogous Fredholm version
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of DC in the case when ϕ0 is not an immersion; it is described for example
in Section 4 of [HT1].
The interest in these operators stems from the following fact: The set
of irreducible, pseudoholomorphic subvarieties has a topology whereby a
neighborhood of any given such subvariety C is homeomorphic to the zero
locus of a smooth map from a ball in Ker(DC) to Coker(DC).
A by-now standard argument using the Smale-Sard theorem can be used
to prove the following:
Lemma 2.4. There is a residual subset J0f ⊂ Jf of almost complex struc-
tures with the following property: If J ∈ J0f , and if C is an irreducible,
J-pseudoholomorphic subvariety, then DC has trivial cokernel.
In terms of this, the first criterion for J to be in J1f is:
[J1]: J ∈ J0f .
Part 3. The set of almost complex structures J1f . This part describes the
second sort of criteria for membership in J1f . Assume that J ∈ J0f . The cri-
teria here involve the ends of pseudoholomorphic subvarieties that comprise
the set M1(Θ,Θ
′) for pairs Θ, Θ′ in the set A. To say more, suppose that
Σ ∈M1(Θ,Θ
′). The fact that Σ is in a 1-dimensional moduli space implies
that there is a unique (C,m) ∈ Σ with such that the submanifold C not
R-invariant. Let E ⊂ C denote an end. Reintroduce the notation qE , λqE ,
and ςqE from the discussion of (1.7); and define a subset divE ⊂ {1, · · · , qE}
as follows: An integer q is in divE if either of the following is true:
(1) q = qE ,
(2) q is a proper divisor of qE , and there is a (2πq)-periodic eigenfunction
ςq of the operator in (1.8) with eigenvalue λq of the same sign as λqE ,
such that |λqE | > |λq| > 0.
Note that the sign in item (2) above is positive or negative respectively when
E is a positive or negative end. We now state the other criteria for J to be
in J1f :
For any choice of Θ, Θ′, Σ, C described above,
[J2a]: divE = {qE} for any end E of C.
[J2b]: Fix any two distinct ends of C, E and E ′, which are both pos-
itive or both negative such that their respective constant s ∈ R
slices converge as |s| → ∞ to the same periodic orbit in M , and
such that qE = qE ′ =: q. Fix respective 2πq-periodic eigenfunc-
tions ςqE , ςqE′ for the E and E
′’s versions of the operator (1.8). Then
ςqE (t) 6= ςqE′ (t+ 2πk) for any integer k.
Definition 2.5. J1f is the set of almost complex structures J satisfying all
three conditions [J1], [J2a], [J2b] above.
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The arguments in Sections 3 and 4 of [HT1] can be adapted with only
notational changes to prove that the set J1f is a residual subset of J0f .
By way of a parenthetical remark with regards to [J2a], Section 3 in [HT1]
shows that λqE is the smallest positive/largest negative eigenvalue of a 2πqE -
periodic eigenfunction. Moreover, the condition that Σ have periodic Floer
homology index 1 implies the following: Let q denote a proper divisor of
qE , and let λ denote the eigenvalue of a 2πq-periodic eigenfunction with the
sign as λqE . Then |λ| > |λqE |.
Part 4. The modified almost complex structure J ′. The next lemma describes
a modified version of the given almost complex structure, J ; this is to go
with the modified version of f provided by Lemma 2.2 and the modified
version of ∂t provided by Lemma 2.3.
Lemma 2.6. Given an integer N , there exists κ > 1 with the following
significance: Fix δ < κ−1 and let f ′ denote a map given by Lemma 2.2.
Define ∂t′ from f
′ as done subsequent to Lemma 2.3. Then there is an
almost complex structure, J ′, on T (R×M) with the properties listed below.
• J ′∂s = ∂t′
• J ′ is tamed by ds ∧ dt+ wf .
• Fix γ ∈ ΛN and extend Lemma 2.3’s map ϕγ as a map
ϕˆγ : R× (S
1 ×D)→ R×M, (σ, (τ, z)) 7→ (s = qσ, ϕγ(τ, z)).
Then J ′(ϕˆγ)∗∂z = (ϕˆγ)∗i∂z on a neighborhood of the z = 0 locus.
• J ′ ∈ J1f ′ .
• For any pair of periodic Floer homology generators, there is a canon-
ical 1-1 correspondence between the J-pseudoholomorphic curves that
contribute to the periodic Floer homology differential and those that
are J ′-pseudoholomorphic. This correspondence is such that partnered
curves contribute identical ±1 weights to the respective differentials.
This lemma is proved in Section 2.4.
With N given and a choice of δ obeying the conditions of Lemmas 2.2–2.6,
fix f ′ as in Lemma 2.2 and J ′ as in Lemma 2.6. The pair (f ′, J ′) is said to
be an (δ,N)-approximation to (f, J). The following is a direct corollary of
Lemmas 2.2 and 2.6:
Proposition 2.7. Fix a pair (f , J) with f : F → F satisfying (1.1) and
J ∈ J1f . Use the latter to define the chain complex and differential for
periodic Floer homology. Then there exists an integer N∗ ≥ 1 such that
∀N ≥ N∗, there exists an δN ∈ R with the following significance:
Given any δ ∈ (0, δN ) and an (δ,N)-approximation, (f
′, J ′), to (f , J),
the tautological identification of the respective generators induces a canonical
isomorphism from the f -version of the periodic Floer chain complex to the
f ′-version, that intertwines the corresponding differentials. In particular,
the two versions of periodic Floer homology are canonically isomorphic.
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Remark. The definition of periodic Floer homology that was given origi-
nally in [H1] restricted the pair (f , J) to those where f obeys the fifth item
of Lemma 2.2 and where J near each γ ∈ ΛN version of R × γ is constant
when written in a suitable coordinate chart. This understood, Proposi-
tion 2.7 can be viewed as the assertion that the periodic Floer homology for
any pair (f , J) can be computed using a pair of the sort described in [H1].
2.3. Preliminary constructions. The proofs of Lemmas 2.2-2.6 require
some preliminary constructions which will be used in the definitions of f ′
and ϕγ . These are given in the subsequent two parts of this subsection.
Part 1. The tubular neighborhood maps ϕγ . Fix γ ∈ ΛN . This first part
describes a tubular neighborhood map for γ that is shown in Section 2.4
to satisfy the requirements of Lemma 2.3. In what follows, q denotes the
period of γ .
Let z = (z1, z2) denote the symplectic coordinates centered on the corre-
sponding fixed point p of f as described in Lemma 2.2. Use these coordinates
to identify a neighborhood of p ∈ F with a small radius disk D′ ⊂ R2 about
the origin. This then gives a smooth map ϕ0 : [0, 2π]×D
′ →M that embeds
[0, 2π) ×D′ and is such that
(ϕ0)∗∂τ = ∂t and ϕ0 (2π, z) = ϕ0 (0, f q(z)).
The map z 7→ f q(z) maps D′ to R2 and fixes the origin. It also preserves the
area-form wF . This understood, there exists a homotopy of area-preserving
maps, {
ψτ (z) : D
′′ → R2
}
τ∈[0,2π],
where D′′ is a disk D′′ ⊂ D′, and ψτ is such that:
• ψτ (0) = 0 for all τ ,
• ψτ (z) = z near τ = 0, and
• ψτ (z) = f
−q(z) near τ = 2π.
Let D∗ ⊂ D′′ denote a small radius disk about the origin such that D∗ is in
ψτ (D
′′) for all τ . Define the map
ϕ1 : [0, 2π] ×D
∗ →M, (τ, z) 7→ ϕ0 (τ, ψτ (z)).
By construction, ϕ1(0, z) = ϕ1(2π, z). As a consequence, ϕ1 defines a map
from S1 ×D∗ into M such that ϕ∗1dt = qdτ .
By assumption, J maps the kernel of π∗ to itself along γ. It is also the
case that the quadratic form wF (·, J(·)) is positive on the kernel of π∗ along
γ . As a consequence, the action of J along γ on ϕ1∗∂z is such that
(ϕ−11 )∗ J (ϕ1)∗∂z = i (1 + |υ|
2)1/2 ∂z + υ ∂z¯,
where υ here is a smooth map from S1 to C . This understood, we may
define:
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Definition 2.8. Set ϕγ : S
1×D∗ →M to be the map that sends any given
point (τ, z) to ϕ1(τ, Vτ z), where the map τ 7→ Vτ , from S
1 to Sl(2;R) is
chosen so that ϕγ satisfies the following properties:
• The vector field q−1∂t is the push-forward via ϕγ of a vector field on
S1 ×D∗ that can be written as
(2.5) ∂τ − 2i (νz + µz¯ + r) ∂z + 2i (νz¯ + µ¯z + r¯) ∂z¯ ,
where ν is an R-valued function on S1 and µ is a C-valued function.
Meanwhile r is such that its absolute value is bounded by κ|z|2, and
its derivatives are bounded in absolute value by κ|z| for a positive
constant κ.
• J(ϕγ)∗ ∂z = (ϕγ)∗i ∂z along γ.
In what follows, F is identified with π−1(0) ⊂M and ϕγ is used to identify
{2πk/q} × D∗ ⊂ S1 × D∗ with a disk in F , for any given k ∈ {0, · · · , q}.
Granted these identifications, then (ϕγ)
∗ f on a small radius, concentric
subdisk in the τ = 2πk/q disk inside S1 × D∗ is obtained from (2.5) by
following the integral curves of (2.5) from this subdisk to where they intersect
the τ = 2π(k + 1)/q disk in S1 ×D∗.
Part 2. The maps uτ : D ⊂ F → F . This part constructs an S
1-
parametrized family of area-preserving maps uτ from a certain disk in F
to F . This family is used to construct the map f ′.
To start, introduce (ν, µ) to denote the pair of functions that arise
when writing q−1(ϕ−1γ )∗∂t as in (2.5). There exists a 1-parameter set,
{(νλ, µλ)}λ∈[0,1], of respectively R-valued and C-valued functions on S1 sat-
isfying the following:
• (ν0, µ0) = (νγ , µγ), and (ν
1, µ1) = (ν, µ).
• Let Kλ ∈ Sl (2;R) be defined so that given z ∈ R2, Kλ · z is the value
at τ = 2π of the solution to the equation
i
2
d
dτ
η + νλη + µλη¯ = 0, η(0) = z.
Then each λ ∈ [0, 1] version of Kλ is conjugate in Sl (2;R) to Kγ .
Fix such a 1-parameter family.
Reintroduce the function χ from Section 1.4. Fix ρ0 ∈ (0, δ
16) and set
λ∗ to be the function on R2 given by λ∗(z) = χ
(
ln |z|/ ln ρ0
)
. Introduce
respective R-valued and C-valued functions on S1 × D given at (τ, z) by
(νλ
∗
, µλ
∗
). With these function in hand, set
(2.6) r(1) = (νλ
∗
− νγ) z + (µ
λ∗ − µγ) z¯ + λ
∗r+ e,
where r also comes from (2.5), and where e is a smooth map from S1 ×D∗
to C with the following properties:
• e is supported where |z| ∈ (ρ
7/16
0 , ρ
5/16
0 ).
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• e and its derivatives to order 100 are bounded by ρ10000 .
The term e is used subsequently as a source of ‘suitably generic’ perturba-
tions.
Choose δ small enough so that the disk in C about the origin with radius δ
lies in D∗. There exists a constant c0 so that over the disk D ⊂ D∗ of radius
c−10 δ∗, the following family of maps {u
(1)
τ : D → D∗}τ∈[0,2π] is well-defined:
Given z ∈ C, solve the differential equation
(2.7)
i
2
d
dτ
η + νγη + µγ η¯ + r
(1)(η) = 0, η(0) = z,
and set
u
(1)
τ (z) := η (τ).
This map has the following three properties:
• There is a disk D(1) ⊂ D centered at the origin of radius less than ρ
1/2
0
such that u
(1)
τ acts on a neighborhood of D(1) as multiplication by the
matrix U(τ) that is constructed in Section 2.1 from the solutions to
the linear equation depicted in (2.3).
• There is a disk D(2) ⊂ D of radius less than ρ
1/4
0 that contains D
(1)
and is such that u
(1)
τ acts on a neighorhood of D − D(2) as an area-
preserving map. Furthermore, if k ∈ {0, · · · , q − 1}, then u
(1)
τ=2πk/q on
D −D(2) is given by ϕ∗γ f on {2πk/q} × (D −D(2)).
• Each u
(1)
τ is nearly area-preserving in the sense that its pull-back of
the area form i2dz ∧ dz¯ can be written as
(2.8)
(
1 +wτ
) i
2
dz ∧ dz¯,
where the error term, wτ , is supported in D
(2)−D(1) and is such that
|wτ | ≤ c0| ln ρ0|
−1.
Now set
uτ := ̺τ ◦ u
(1)
τ ,
where ̺τ is a diffeomorphism of D
∗, which is the identity on D(1) and on
D −D(2) so that the result is area-preserving.
The map ̺τ is defined using Moser’s trick. To elaborate, the map ̺τ
is obtained by integrating a τ -dependent vector field on D(2) − D(1) that
vanishes near the boundary. This is to say that ∂∂τ ̺τ = vτ (̺τ ), where
τ 7→ vτ is a vector field with compact support on D
(2) −D(1). This vector
field vτ is chosen so that its contraction with the form in (2.8) is an anti-
derivative, bτ , of the 2-form
i
2wτ dz∧dz¯ with compact support inD
(2)−D(1).
To say more about this anti-derivative, introduce the cylindrical coordinates
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(ρ, θ) on D by writing z = ρ eiθ. The 2-form i2wτ dz ∧ dz¯ can be written as
d (hτdθ ), where
(2.9) hτ (ρ, θ) =
∫ ρ
0
wτ (x, θ)x dx.
The function hτ is zero on D
(1) and it depends only on the angle θ on a
neighborhood of D−D(2). The fact that i2 wτ dz ∧ dz¯ has integral zero over
D(2) implies that hτ =
∂
∂θ uτ on D − D
(2) where uτ is a function only of
the angle θ . This understood, let ρ(2) denote the radius of D
(2), and then
define
(2.10) bτ = hτ dθ − d
(
(1− χ(| · |/ρ2)uτ
)
.
This 1-form has compact support inD−D(2) and is such that dbτ =
i
2wτdz∧
dz¯. Note for future reference that |bτ | and its τ -derivative are both bounded
by c0| ln ρ0|
−1|z|. In addition, |∇bτ | and its τ -derivative are bounded by
c0| ln ρ0|
−1|z|. It follows as a consequence that vτ and its corresponding
derivatives obey similar bounds.
2.4. Proofs of Lemmas 2.2, 2.3 and 2.6.We now have the ingredients
to define the modified map:
Definition 2.9. Given a pair (δ,N) of a small positive number and an
integer, let f ′ : F → F be the following map:
f ′ =

(ϕ−1γ )∗ uτ=2πk/q on ϕγ
(
{2πk/q} ×D
)
,
∀k ∈ {0, · · · , q − 1} and γ ∈ ΛN ;
f on the remainder of F.
In the above, q denotes the period of γ, and the parameters e, ρ0 that enter
into the definition of uτ=2πk/q are chosen as follows:
• the perturbation term e in (2.6) is chosen in a suitably generic fashion
so that all periodic points of f ′ are non-degenerate periodic points;
• let ρ0 = δ
32.
By construction, f ′ obeys the first two items of Lemma 2.2, and it obeys
the remaining items if all periodic orbits of f ′ with period N or less are in
f ′s version of ΛN . To prove this, suppose that γ′ ⊂ F is a periodic orbit of
f ′ with period q′ ∈ {1, · · · , N}. Let p′ ∈ γ′. Given that |f − f ′| ≤ c0 ρ
1/4
0 , it
follows that
∣∣ dist ( f ′q′(p′),p′)∣∣ ≤ c0 ρ1/40 also. Thus, if δ < c−10 , then there
is an orbit γ ⊂ ΛN of order a divisor, q, of q
′, and a point p ∈ γ with
the following property: Each k ∈ {1, · · · , q′} version of f k(p) has distance
c0 ρ
1/4
0 or less from both f
k(p′) and (f ′)k(p′). This understood, p′ and its
f ′ iterates are in the image via the tubular neighborhood map ϕγ of the set
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1≤k≤q{2πk/q} ×D. No generality is lost by assuming that p
′ is in the ϕγ
image of a point (0, z) ∈ S1 ×D.
Let η(τ) denote the solution to (2.7) with η(0) = z and set the constant
λ = λ∗(z).
Given that η obeys (2.7), it follows that
(2.11) c−10 |z| ≤ |η| ≤ c0 |z|
at all τ ∈ S1. As a consequence, |λ∗(η) − λ| ≤ c0| ln δ|−1 at each τ ∈ S1.
This then implies that the equation for η can be written as
(2.12)
i
2
d
dτ
η + νλη + µλη¯ + x(η) = 0,
where |x(η)| ≤ c0| ln δ|
−1|η|. Integrating (2.12) finds that∣∣ (1− (Kλ)q′/q)z ∣∣ ≤ c0| ln δ|−1|z|.
This last inequality requires that z = 0 when δ is small by virtue of the fact
that Kλ is conjugate in Sl (2;R) to Kγ and det
(
1 − (Kγ)
q′/q
)
6= 0 for all
integer multiples q′ of q.
To obtain Lemma 2.3, take r′ to be the version of r(1) given by (2.6)
that is used to construct f ′. This done, then the lemma only summarizes
definitions of ϕγ and the map f
′ given in the previous section.
The proof of Lemma 2.6 differs only in notation from the proof of Propo-
sition 2.5 from [T1] given in the latter’s Appendix. The reader is referred
to this same Appendix for the details. The five remarks that follows serve
only to point out certain key points that enter the proof.
Remark 1. It is a relatively straightforward exercise with matrices to con-
struct an almost complex structure J ′ that obeys all but the fifth item of
Lemma 2.6, and which has the following additional properties: First, |J−J ′|
is zero except in the image via the maps from {ϕγ}γ∈ΛN of the set in S
1×D
where |z| ≤ ρ
1/4
0 . Second, the difference between J and J
′ on such an image
is such that |J − J ′| ≤ c0 |z|. In general |∇(J − J ′)| will be O (1). This last
fact complicates a direct perturbation theoretic construction of the desired
pairing between J and J ′ pseudoholomorphic curves.
Remark 2. To see how this problem is addressed, keep in mind that the f
and f ′ versions of the set ΛN agree; as a consequence, so do the two versions
of the generating set A for the periodic Floer homology chain complex. This
understood, fix a pair Θ− and Θ+ from A so as to consider the J and J ′
versions of the space M1(Θ+,Θ−). The relatively large size of |∇(J − J ′)|
precludes a direct comparison between the J and J ′ versions of this set.
Even so, an indirect comparison can be made as follows: Fix some large
integer Q so as to compare successive versions ofM1(Θ+,Θ−) as defined by
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an ordered set, {Jk}0≤k≤Q, of almost complex structures with the following
properties:
• J0 = J , and JQ is the desired J
′.
• Jk = J on the complement of the images via the maps {ϕγ}γ∈ΛN of
where |z| ≤ ρ
1/4
0 .
• |Jk − Jk−1| ≤ c0Q−1|z| on the image of R× S1 ×D of any map from
the set {ϕγ}γ∈ΛN .
• |∇(Jk − Jk−1)| ≤ c0Q−1.
• Each γ ∈ ΛN version of the cylinder R× γ is Jk-pseudoholomorphic.
Remark 3. Perturbation-theoretic tools are used to construct a 1-1 corre-
spondence between the pseudoholomorphic curves in the respective versions
of M1(Θ+,Θ−) as defined by the almost complex structures at successive
steps. Likewise, perturbation theory is used to prove that paired almost
pseudoholomorphic curves have equal ±1 weights of the sort used to com-
pute the embedded contact homology differential.
The use of perturbative tools exploits four key facts. Here are the first
three:
Fact 1 The factor Q−1 can be very small.
Fact 2 Each γ ∈ ΛN version of the cylinder R × γ is Jk-pseudoholomorphic
for each k.
Fact 3 Successive versions of |Jk+1 − Jk| can have support in successively
smaller neighborhoods of
⋃
γ∈ΛN γ; and these neighborhoods can be
made as small as desired, independent of Q and δ .
To say something about the fourth key fact, suppose that C is a non-R
invariant subvariety that appears in some element from the Jk version of
M1(Θ+,Θ−). Any given end E ⊂ C at large |s| is described by (1.7) but
with the functions (ν, µ) dependent on the index k. This understood, here
is the fourth fact:
Fact 4 There is a lower bound, independent of k, Q and δ to the absolute
value of the eigenvalue λqE that can appear in (1.7).
Remark 4. These four facts are relevant because any given non-R invariant,
Jk-pseudoholomorphic subvariety will intersect the small neighborhoods in
Fact 3 above in only two ways. First, such a subvariety, C, can intersect
this neighborhood near the points where it intersects a cylinder of the form
R× γ with γ ∈ ΛN . There are but a finite set of points where C intersects
any given R-invariant cylinder. In fact, there is a bound on the number of
such points that is essentially topological and so independent of C and of
the index k. In particular, if the modification from one step to the next is
done in a very small neighborhood of the cylinders {R × γ}γ∈ΛN , then the
region where Jk+1 6= Jk will intersect all but the very large |s| part of C in
a set of at most c−10 disks, each with very small area. This has the following
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consequences: The subvariety C is Jk+1-pseudoholomorphic except at very
large |s|, and except in a union of at most c−10 disks, each very small area.
Moreover, C is nearly Jk+1-pseudoholomorphic in each such disk if Q is large
and δ is small, both in a pointwise sense and in an L2 sense.
The subvariety C also intersects the region where Jk+1 6= Jk at points
far out on its ends, thus at very large values of |s|. The area of intersection
here is, of course, infinite. However, the relevant versions of (1.7) are used
to prove that this is of no ultimate consequence. In particular, C is nearly
Jk+1-pseudoholomorphic in a pointwise sense and also in an L
2 sense if Q
is large and δ is small.
Remark 5. This final remark concerns a most crucial point in the construc-
tions from the Appendix of [T1]: The perturbative approach from this
appendix will construct a partner to C from the Jk+1 version ofM1(Θ+,Θ−)
provided that the operator DC from (2.4) is invertible. The four facts stated
above, and Fact 4 in particular, guarantee that such is the case when Q is
large and δ is very small.
3. Constructing Seiberg-Witten solutions on M
Define M from a given area preserving map f : F → F . The purpose of
this section is to explain how the constructions in Section 3 of [T2] are used
to associate solutions to certain versions of the Seiberg-Witten equations to
finite sets with any given element a pair consisting of a closed integral curve
of ∂t and a positive integer. Such an association can also be obtained from
the constructions in the article Gr ⇒ SW from [T6]. The constructions
from Section 3 of [T2] differ with regard to certain details from those in the
Gr⇒ SW article, but they are identical in spirit.
The relation between the solutions to the Seiberg-Witten equations and
sets of closed integral curves is described in Theorem 3.5 of the upcoming
Section 3.4. The intervening subsections set the stage.
3.1. Vortices. This subsection summarizes some of what is said in Section
2 of [T2] about the vortex equations on C. These are equations for a pair
(A,α) where A is a connection on the product C-bundle over C and α is a
section of this bundle. These equations read
(3.1) ∗FA = −i (1− |α|
2) and ∂¯Aα = 0.
Here, FA denotes the curvature 2-form of A and ∂¯A is the d-bar operator
defined by A. These equations are augmented with the constraint that
(1 − |α|2) be integrable. Solutions (A,α) and (A′, α′) are deemed gauge
equivalent when there exists a map u : C → S1 such that A′ = A − u−1du
and α′ = uα.
The space of equivalence classes of solutions has path components
{Cm}m=0,1,···. The space C0 consists of the gauge equivalence classes of the
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pair (AI , α = 1) where AI is the product connection on C× C. Meanwhile,
any given m ≥ 1 version of Cm consists of the gauge equivalence classes of
solutions to (3.1) with α having m zeros counting multiplicity. Each such
Cm has the structure of a complex manifold. The complex structure is such
that the holomorphic tangent space to Cm at the equivalence class of some
given solution c = (A,α) has a canonical identification with the L2 kernel
of the operator:
ϑc : C
∞(C;C⊕ C)→ C∞(C;C⊕ C),
(x, ι) 7→
(
∂x+ 2−1/2α¯ι, ∂¯Aι+ 2−1/2αx
)
.
(3.2)
Here, ∂ denotes ∂∂z . The L
2 kernel of ϑc is denoted by Ker (ϑc) in what fol-
lows. The space Cm is biholomorphic to C
m; and the collection of functions
{σq}1≤q≤m on Cm given by
(3.3) σq =
1
2π
∫
C
zq(1− |α|2)
give a set of holomorphic coordinates on Cm.
The inner product on L2(C;C ⊕ C) gives Cm a Ka¨hler metric. To be
explicit, the induced Hermitian inner product on T1,0Cm is such that the
square of the norm of any given element (x, ι) in Ker(ϑc) is
(3.4)
1
π
∫
C
(|x|2 + |ι|2).
Except for the n = 1 case, this Ka¨hler metric is not the pull-back of the
standard metric on Cm via the holomorphic identification that is defined by
the functions (σ1, · · · , σm).
The action of S1 on C as multiplication by the unit complex numbers
induces an isometric action of S1 on Cm. This action has a unique fixed
point, this being the unique solution to (3.1) whose version of α vanishes at
the origin with degree m. This point in Cm is called the symmetric vortex.
Of interest in what follows are certain sorts of dynamical flows on Cm. To
say more, fix a pair (ν, µ) of maps from S1 to R and C . Use the latter to
define the real valued function
(3.5) h = h(ν,µ) :=
1
4π
∫
C
(
2ν|z|2 + (µz¯2 + µ¯z2)
)
(1− |α|2).
on S1×Cm. View this as a 1-parameter family of functions on Cm. Use the
Ka¨hler 2-form to define the corresponding 1-parameter family of Hamilton-
ian vector fields. Of interest are the closed, integral curves of this family.
These are maps c : S1 → Cm that obey at each τ ∈ S
1 the equation
(3.6)
i
2
c′ +∇(1,0) h |c = 0,
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where c′ is shorthand for the (1, 0) part of c∗ ddτ , and where ∇
(1,0) h denotes
the (1, 0) part of the gradient of h .
A solution to (3.6) is said to be nondegenerate when a certain auxil-
liary, self-adjoint operator has trivial kernel. To elaborate, suppose for the
moment that c : S1 → Cm is any given map. Associate to the latter the
symmetric operator
(3.7) ζ 7→
i
2
∇τ ζ +
(
∇ζR∇
(1,0) h
)∣∣
c
on C∞(S1; c∗T1,0Cn). Here, ∇τ denotes the covariant derivative on
C∞(S1; c∗T1,0Cn) as defined by the pull back of the Levi-Civita connec-
tion on T1,0Cn. Meanwhile, (∇ζR∇
(1,0) h)|c denotes the covariant deriv-
ative at c along the vector defined by ζ in TCn|c of the vector field
∇(1,0) h ∈ C∞(Cn;T1,0Cn). A solution to (3.6) is non-degenerate when the
operator depicted in (3.7) has trivial kernel.
The subsequent lemma plays a key role in what follows.
Lemma 3.1. Fix a positive integer m and a pair (ν, µ) : S1 → R×C whose
version of (1.8) has trivial 2πq periodic kernel for each q ∈ {1, · · · ,m}.
Then the space of solutions to the corresponding version of (3.6) is compact;
and it is finite if all solutions are non-degenerate.
The proof of this lemma is identical to the proof given in Section 2b of
[T4] of the latter’s Proposition 2.1.
All solutions to (3.6) are known in special cases. What follows summarizes
what is said in Lemmas 2.1-2.3 of [T2].
Lemma 3.2. (a) Fix a pair (ν, µ) with ν a real valued function on S1
and µ a C-valued function. Use this pair to define the operator,
P : C∞(R,C) → C∞(R,C) by the rule η 7→ i2
d
dτ η + νη + µη¯. Assume
that 0 is the only 2π-periodic element in the kernel of P. Then there is
a unique solution to the corresponding m = 1 version of (3.6), which
is the constant map to the symmetric vortex. This solution is non-
degenerate.
(b) Fix an irrational number r and set (ν = r, µ = 0). Then there is a
unique solution in m ≥ 1 version of Cm to the corresponding version
of (3.6). This is the constant map from S1 to the symmetric vortex
c0 ∈ Cm. This solution is non-degenerate.
(c) Fix r ∈ 12Z and a positive number z. Set
(
ν = 12r, µ = −
i
4π z e
2irτ
)
.
Then there is a unique solution to the corresponding m = 1 version of
(3.6). This is the map to the symmetric vortex. This solution is non-
degenerate. On the other hand, there are no solutions to the m > 1
versions.
Fix m ≥ 1 and suppose that (ν, µ) are as described in Lemma 3.1. In
such circumstance, any given non-degenerate solution to the corresponding
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version of (3.6) can be assigned an integer degree. To do this, use the given
pair (ν, µ) to define the operator P in Lemma 3.2. Let η(τ) denote a non-
trivial element in the kernel of P. Then η(τ) can be written as
η(τ) = U(τ) (η0),
where U(τ) is an R-linear map from C to C that defines a matrix in Sl (2;R)
when C is written as R2. The pair (ν, µ) is said to be elliptic with rotation
number a given real number r 6∈ Z when U on [0, 2π] defines a path in
Sl (2;R) that is homotopic in Sl (2;R) via a homotopy {Ux(·)}x∈[0,1] with
the following three properties: The matrix Ux(0) is the identity, the matrix
Ux(2π) is conjugate in Sl (2;R) to U(2π), and the path Ux=1(·) is the rotation
with smooth angle parametrization τ 7→ 2πrτ . It is assumed in what follows
that r is irrational when (ν, µ) are elliptic. The pair (ν, µ) is said to be
hyperbolic when the absolute value of the trace of U(2π) is greater than 2.
In this case, there is a 1-parameter family of pairs of function
{(νx, µx) : S
1 → R× C}x∈[0,1]
with the following three properties:
• (ν0, µ0) = (ν, µ).
• Each pair (νx, µx) has a corresponding Ux(2π) whose trace has absolute
value at least 2.
• The path τ 7→ Ux=1(τ) as defined by the pair (ν1, µ1) is the rotation
with smooth angle parametrization τ 7→ 2πrτ with rotation number
r ∈ 12Z.
Granted the preceding, let
c0 : S
1 → Cm
denote the constant map to the symmetric vortex in Cm. Associate to c0
the operator
R : C∞(S1;TCm|c0)→ C
∞(S1;TCm|c0),
that is defined as follows:
• If (ν, µ) is elliptic with rotation number r, this operator is the version
of (3.7) with h = h( 1
2
r,0)
• If (ν, µ) is hyperbolic with rotation number r, the operator R is the
version of (3.7) with h = h( 1
2
(r−r′),0), where r
′ > 0 is an irrational
number such that mr′ ≪ 1.
Lemma 2.4 in [T2] asserts that the operator R has trivial kernel in these
cases.
Definition 3.3. Let (ν, µ) be as in Lemma 3.1, and suppose that c : S1 →
Cm is nondegenerate in the sense that (3.7) has trivial kernel. Then the
degree of c, denoted
degC(c) = degC (c, (ν, µ))
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in the following, is the spectral flow from the operator R to c’s version of
(3.7).
For the definition of this spectral flow, see e.g. Section 2 of [T8]).
Lemma 3.4. Let (ν, µ) be the pair (νγ , µγ) that appears in Definition 2.1.
Fix m ∈ {1, 2, . . .} when (ν, µ) are elliptic and set m = 1 when γ is hyper-
bolic. Then the map to the symmetric vortex c0 : S
1 → Cm has degree
degC (c0, (νγ , µγ)) =
{
0 when γ is elliptic or negative hyperbolic,
1 when γ is positive hyperbolic.
Proof. When γ is elliptic, this is true by definition. When γ is hyperbolic
and m = 1, the operator in (3.7) when written using the (3.3)’s coordinate
σ1 to identify C1 with C is the operator P that appears in Lemma 3.2.
This understood, the observation about the spectral flow in the negative
hyperbolic case follows from the fact that the version of P with (ν, µ) = (π, 0)
has trivial 2π-periodic kernel. Meanwhile, the calculation of the assertion
about the spectral flow in the positive hyperbolic case follows by direct
computation using the [0, 1]-parametrized path x 7→ Px with Px defined by
(νx, µx) = (−(1− x)δ,−iδ) with δ ∈ (0, 1).
3.2. Periodic orbits and vortices. Return now to the context where F
is a surface with area form wF and f : F → F is an area-preserving map.
Let M denote the resulting 3-manifold. Suppose that Θ is a finite set whose
elements are described next. A given element is a pair (γ,m) with γ a
closed integral curve of ∂t and m a positive integer. Assume that distinct
pairs from Θ have distinct integral curves. Note that Θ can be taken to be
the empty set.
Let (γ,m) ∈ Θ. Fix a tubular neighborhood map ϕγ : S
1 × Dγ → M
with Dγ ⊂ C a disk about the origin. The map ϕγ should be chosen to
obey the conditions set forth by the first two items and the fourth item of
Lemma 2.3. Use this map ϕγ to define corresponding functions (ν, µ); and
let C(γ,m) denote the set of solutions to the corresponding version (3.6) with
h = h(ν,µ). Let
CΘ := ×(γ,m)∈ΘC(γ,m).
Use CΘ∗ ⊂ CΘ to denote the subset of elements with the property that
constituent maps {cγ : S
1 → Cm}(γ,m)∈Θ are non-degenerate.
Now suppose that a class Γ ∈ H1(M ;Z) has been specified. As in the
introduction, use dΓ to denote the intersection number between Γ and a
typical fiber of the projection map π . Let p denote the greatest integer
divisor of the class cΓ ∈ H
2(M ;Z).
Let Z denote the set whose elements are described next. A given ele-
ment is a set Θ as just described, but constrained so that the integral chain∑
(γ,m)∈Θmγ represents the class Γ. Note that Z = ∅ if dΓ ≤ 0 and if Γ = 0,
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then Z has only the element Θ = ∅. Hutchings specifies in Definition 1.5 of
[H1] a relative Z/pZ-degree for each element Θ ∈ Z. This degree is rela-
tive in the following sense: A reference element Θ∗ ∈ Z is assigned degree
0 when Z 6= ∅, then each Θ ∈ Z has a well defined degree assignment in
Z/pZ. This degree is denoted by degpFh(Θ). If Θ
′ is a second element in Z,
then the difference degpFh(Θ) − degpFh(Θ
′) is the Z/pZ reduction of what
was denoted in Section 1.1 by I (Θ,Θ′;Z), where Z is a 2-chain in M with
∂Z =
∑
(γ,m)∈Θmγ −
∑
(γ,m)∈Θ′ mγ.
The relative Z/pZ-degree for a given Θ ∈ Z can be used to assign a
relative Z/pZ-degree to each x = {cγ}(γ,m)∈Θ ∈ CΘ∗, this being
degCZ(x) := degpFh(Θ) +
∑
(γ,m)∈Θ
degC(cγ).
3.3. The Seiberg-Witten equations. This subsection sets the stage for
the definition of the relevant versions of the Seiberg-Witten equations.
The almost complex structure J. Suppose that a non-degenerate f is
given to define M , and that J ∈ Jf is an R -invariant almost complex
structure on R×M . Recall that by definition, such a J satisfies:
(1) J∂s = ∂t where ∂t is a vector field on M with 〈dt, ∂t〉 = 1 whose first
return is f .
(2) J is tamed by the form ΩF = ds ∧ dt+ wF .
Because of Item (1) above, the almost complex structure J is determined
by its action on Ker(π∗). Its action here determines a pair (j, a) where
j is an endomorphism of Ker(π∗) with square −1 and a is a section of
Hom (Ker(π∗);R). These are defined so that
(3.8) Jv = jv + a(v) ∂s + a(jv) ∂t for v ∈ Ker (π∗).
The assertion that J is tamed by w0 is equivalent to the assertion that
|a(v)|2 < 4wF (v, jv).
It is important for what follows to note that
(3.9) J (v + a(v)∂t) = jv + a(jv) ∂t.
As a consequence, J preserves the subbundle
(3.10) K−1 =
{
v + a(v) ∂t : v ∈ Ker (π∗)
}
.
By design, this subbundle has the structure of a complex line bundle over
M . The bundle is of course isomorphic to the kernel of π∗ with its complex
structure defined by j. The bundle K−1 is the kernel of the 1-form
(3.11) a = dt− a
where a is viewed here and subsequently as a 1-form on M that annihilates
∂t.
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The metric g. The almost complex structure J and the area form wF
together define a metric g on M as follows:
• The vector field ∂t has norm 1 and is orthogonal to K
−1.
• The inner product on K−1 is given by wF (·, j(·)).
With this definition, g is such that
|a| = 1 and ∗ a = wF .
Use this metric to define the oriented orthonormal frame bundle of M and
to define the corresponding SpinC lifts of this frame bundle.
The SpinC structure. Fix a SpinC-bundle π : F→M , and let
S = F ×U(2) C→M
denote the corresponding C2-bundle. Clifford multiplication on S by the
1-form a from (3.11) has eigenvalues ±i, and so splits S as a direct sum of
the corresponding two eigenbundles. This splitting is written as
(3.12) S = E ⊕ E ⊗K−1,
where the convention has cl(a) acting as i on the left most summand.
The assignment of c1(E) to the Spin
C-bundle defines a 1-1 correspondence
between the set of equivalence classes of SpinC-bundles over M and the
elements in H2(M ;Z). The canonical SpinC-structure is one whose spinor
bundle is splits as SI = IC ⊕ K
−1, where IC here denotes a complex line
bundle that is isomorphic to the product bundle M × C.
SpinC connections and Dirac operators. As explained in Section 1c of
the article SW ⇒ Gr from [T6], there is a unique connection, AK , on K
−1
which is characterized as follows: Fix a unit norm section, 1C, of the bundle
IC, and let AI denote the unique Hermitian connection on IC that makes
1C covariantly constant. Use the pair AK and AI to define a connection on
det (S). Then the section ψI = (1C, 0) obeys the Dirac equation.
Because of (3.12), the connection AK and a Hermitian connection on E
together define a connection A on det (S) = E⊗2 ⊗ K−1. Conversely, a
connection on the latter bundle defines with AK a Hermitian connection
on E. This understood, the Seiberg-Witten equations are viewed in what
follows as equations for a pair (A,ψ) of connection on E and section of S
. The corresponding Dirac operator is denoted now as DA. The space of
smooth, Hermitian connections on E is denoted in what follows by Conn(E).
The 3-dimensional Seiberg-Witten equations. The versions of the
Seiberg-Witten equations of interest are parametrized by a number r > 1.
Fix such an r. With the metric and SpinC-structure chosen previously,
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the corresponding equations for a pair (A,ψ) from the space Conn(E) ×
C∞(M ;S) read
(3.13) BA = r (ψ
†τψ − ia)−
1
2
BAK −
i
2
∗ ℘, and DAψ = 0.
Here, BA denotes the Hodge star of A’s curvature 2-form, and ℘ is a closed
2-form in the cohomology class 2πc1(s). Solutions (A,ψ) and (A
′, ψ′) are
gauge equivalent if there is a smooth map, u, from M to S1 such that
A′ = A− u−1du and ψ′ = uψ.
Because ∗a = wf , the equations in (3.13) correspond to a version of (1.11)
with
̟ = 2rwf + ℘, Ψ = (2r)
1/2ψ,
and A defined from A and K as above. When r is fixed, we shall use
(A,Ψ) and (A,ψ) interchangably to denote a configuration, and write the
configuration space as Conn(E) × C∞(M,S). Use Cr in what follows to
denote the space of gauge equivalence classes of solutions to (3.13).
The relative grading. Each configuration c = (A,ψ) has an associated
elliptic, symmetric operator
Lc : C
∞(M ; iT ∗M ⊕ S⊕ iR)→ C∞(M ; iT ∗M ⊕ S⊕ iR),
which sends any given section (b, η, φ) of iT ∗M⊕S⊕ iR to the section whose
respective iT ∗M , S and iR components are
(3.14)

∗db− dφ− 2−1/2r1/2(ψ†τη + η†τψ),
DAη + 2
1/2r1/2(cl(b)ψ + φψ),
∗d ∗ b− 2−1/2r1/2(η†ψ − ψ†η).
(Note that despite its appearance, Lc depends only on the configuration
c = (A,Ψ), not on r). A configuraton c is said to be nondegenerate when Lc
has trivial cokernel. Let c−, c+ be nondegenerate configurations. Given a
path d(s) of configurations from c− to c+, let I(d) denote the spectral flow
of the associated family of operators from Lc− to Lc+, defined as in [T8].
For c+ = u · c−, one has
(3.15) I(d) = 〈c1(s), [u]〉,
where u ∈ C∞(M ;S1) is a gauge transformation and [u] denotes its coho-
mology class:
[u] := u−1du/(2πi).
Thus, as promised in Section 1.2, we may write I(c−, c+; h) = I(d), which
depends only on the gauge equivalence classes of c−, c+, and the relative
homotopy class h of d. Fix a nondegenrate reference configuration cE :=
(AE , ψE). Given a nondegenerate configuration c, let
degSW (c) := I(c, cE) ∈ Z/pZ.
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This depends only on the gauge equivalence class of c.
3.4. Periodic orbits and Seiberg-Witten solutions. Fix a class Γ ∈
H1(M ;R). Let sΓ denote the Spin
C structure whose spinor bundle splits as
in (3.12) with the first Chern class of the bundle E equal to the Poincare´
dual of Γ . The theorem that follows refers to the versions of (3.13) as
defined for this particular SpinC structure.
Theorem 3.5. Let µP = {(F,wF ), f ,Γ, J} and µS = {M, sΓ,̟r, g, q} be
corresponding periodic Floer homology and Seiberg-Witten-Floer cohomology
data sets as in the statement of Theorem 1.2, and let r ≥ 1. Use Cr to denote
the space of gauge equivalence classes of solutions to the corresponding ver-
sion of (3.13). Then:
(1) If dΓ ≤ 0 and Γ 6= 0, then C
r = ∅ for all sufficiently large r.
(2) If Γ = 0, then Cr consists of a single element for all sufficiently large
r.
(3) Suppose that dΓ > 0. Let
X =
{⋃
Θ∈Z CΘ if CΘ
∗ = CΘ for all Θ ∈ Z,
a finite subset of
⋃
Θ∈Z CΘ
∗ otherwise.
There exists, for all sufficiently large r, a 1-1 map
Φr : X→ Cr
with the following properties:
(a) The image of Φr consists of non-degenerate solutions to (3.13).
(b) If x−, x+ ∈ X, then
degSW (Φ
r(x+))− degSW (Φ
r(x−)) = degCZ(x−)− degCZ(x+).
(c) If CΘ∗ = CΘ for all Θ ∈ Z and X =
⋃
Θ∈Z CΘ, then Φ
r is also
onto Cr.
Proof of Theorem 3.5: There are five parts to the proof of this theorem.
Part 1 constructs the solution whose existence is asserted by the second
item. Part 2 constructs the map Φr from X into Cr and proves that it is
one to one. Part 3 proves Items (3a) and (3b) of the assertions. Part 4
establishes some basic a priori bounds for solutions of (3.13). These bounds
are then used in Part 5 to prove Item (1), the uniqueness assertion of Item
(2), and Item (3c).
PERIODIC FLOER HOMOLOGY= SEIBERG-WITTEN FLOER COHOMOLOGY 41
Part 1. The solution whose existence is asserted by Item (2) can be con-
structed by copying almost verbatim what is done in the first parts of Section
2d of [T9], with the following replacements:
(3.16)

• Replace the contact form a in [T9] by the 1-form a introduced
in (3.11).
• Replace BAK in [T9] by
B0 := BAK + i ∗ ℘.
These replacements do not affect the arguments in Section 2d of [T9]; and
these prove the following:
Lemma 3.6. Suppose that the SpinC structure is the canonical one. Then
there exists a constant κ > 1 such that for all r ≥ κ, there is a solution,
(A0, ψ0), to (3.13) with the following properties:
• |ψ0| ≥ 1− κr
−1/2 on the whole of M .
• If (A,ψ) is a solution to (3.13) and if |ψ| ≥ 1 − κ−1 on the whole of
M , then (A,ψ) is gauge equivalent to (A0, ψ0).
Part 2. The map Φr is constructed by copying what is done in Section 3
of [T2]. The latter constructs the analog of the map Φr in the following
context: First the orbits that appear in any given set from Z are closed
integral curves of the Reeb vector field of a contact 1-from on M . Second,
that same contact 1-form is used as the 1-form a to define (3.13). With the
same sort of replacements as (3.16), these constructions can be applied in
the present context with only cosmetic changes. The proof that the current
version of Φr is injective is obtained by copying almost verbatim what is
said in Section 3g of [T2] to prove the latter’s Theorem 1.1. Note in this
regard that the function e that appears in Equation (1.12) and Therorem
1.1 of [T2] has an analog here; the definition is the same:
(3.17) e(A) = i
∫
M
a ∧ ∗BA,
What is denoted by ℓγ in [T2] corresponds here to 2πq, where q is the
period of γ. As a consequence,∑
(γ,m)∈Θ
mℓγ = 2πdΓ.
More is said in the upcoming Part 4 of the proof of Theorem 3.5 about the
values of the function E in (3.17) on the space Cr.
Part 3. What is asserted by Items (3a) and (3b) of Theorem 3.5 has its
analog in Theorem 1.1 of [T3]. Again, with the same sort of substitution
as (3.16), the arguments in Section 2 of [T3] can be applied here with only
cosmetic changes to prove items (3a) and (3b) of Theorem 3.5.
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Part 4. This part of the proof establishes the key a priori bounds on the
behavior of solutions to (3.15). The first of these is an analog of Lemma 2.3
in [T4]:
Lemma 3.7. There exists a constant κ > 1 with the following significance:
Suppose that r ≥ κ and that (A,ψ = (α, β)) is a solution to (3.13). Then:
(1) |α| ≤ 1 + κr−1.
(2) |β|2 ≤ κr−1(1− |α|2) + κ2r−2.
(3) |∇Aα|
2 ≤ κr(1− |α|2) + κ2 .
(4) |∇Aβ|
2 ≤ κ(1− |α|2) + κ2r−1.
In addition, for each integer q ≥ 1, there exists a constant κq such that when
r ≥ κ, then
(5) |∇qAα|+ r
1/2|∇qAβ| ≤ κq r
q/2 .
Proof of Lemma 3.7: The first two item and the final item are proved by
copying what is done in the proofs of Lemmas 2.2-2.4 of [T7]. The third
and fourth items are proved by copying what is done in the proof of the
analogous assertions of Lemma 2.3 in [T4].
The next a priori bound concerns the integral ofr(1− |α|2) over M . Note
that a bound on this integral gives a bound on the value of the function e
from (3.17). This follows by using (3.13) and the first two items in Lemma
3.7 to write
(3.18) ∗BA = −i
(
r (1− |α|2) + e1
)
wf + e2,
where e1 and e2 are such that:
|e1| ≤ c0 (1− |α|
2) + c20r
−1;
|e2| ≤ r
1/2| (1 − |α|2) |+ c0 and a ∧ e2 = 0.
Lemma 3.8. There exists a constant κ > 1 with the following significance:
Suppose that r ≥ κ and that (A,ψ) is a solution to (3.13). Then
r
∫
M
∣∣1− |α|2∣∣ ≤ κ.
Proof of Lemma 3.8: Since i2πFA represents the first Chern class of the
bundle E in de Rham cohomology, it follows that
(3.19) i
∫
M
dt ∧ ∗BA = 4π
2dΓ.
Meanwhile, the first two items in Lemma 3.7 together with (3.18) imply that
the integral on the left hand side is no less than
(3.20) (1− c−10 ) r
∫
M
(1− |α|2)− c0.
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This bounds the integral overM of r(1−|α|2) by an r and (A,ψ) independent
constant. Together with the first item in Lemma 3.7, such a bound supplies
the same sort of bound on the integral over M of |(1− |α|2)|.
Part 5. This part proves assertions (1), (3c), and the uniqueness assertion in
item (2) of Theorem 3.5. To start, consider a sequence {(rn, (An, ψn =
(αn, βn)))}n=1,2,··· such that {rn}n=1,2,··· is unbounded, and such that
(An, ψn) obeys the r = rn version of (3.13). If c1(E) = 0, assume in addition
that (An, ψn) is not the solution (A0, ψ0) given by Lemma 3.6.
Given the bound supplied by Lemma 3.8, the argument from Section 6d
of [T7] (or part I of [T6]) can be used with only notational modifications
to find a finite set Θ = {(γ,m)} with the following properties:
• γ is a closed integral curve of ∂t and m is a positive integer.
•
∑
(γ,m)∈Θmγ defines a chain that represents Γ in H1(M ;Z).
• The loci α−1n (0) converges geometrically to
∑
(γ,m)∈Θmγ in the follow-
ing sense: Fix δ > 0. If n is large, then |αn| ≥ 1−δ at distances greater
than c0r
−1/2 from
⋃
(γ,m)∈Θ γ. Meanwhile, for any given (γ,m) ∈ Θ,
the restriction of αn/|αn| to the boundary of the ϕγ image of a disk
{τ} ×D has degree m.
• i2πFA converges as a current to
∑
(γ,m)∈Θmγ.
These last conclusions imply that dΓ > 0 if Θ 6= {∅} and thus assertion (1)
of Theorem 3.5. If Θ = {∅}, these conclusions with Lemma 3.6 imply the
uniqueness assertion (2) of Theorem 3.5.
Granted dΓ > 0, then Item (3c) of Theorem 3.5 is proved by copying
almost verbatim the arguments that are given in Section 2a of [T4]. The
latter prove an analog for the case when the 1-form a in (3.13) is a contact
1-form. This contact condition plays no essential role in the arguments in
Section 2a of [T4].
4. Pseudoholomorphic curves and Seiberg-Witten solutions on
R×M
Fix a nondegenerate, area-preserving map f : F → F so as to construct the
manifold M , and a monotone class Γ ∈ H1(M ;Z) with dΓ > 0. With Γ
given, define Z as in Section 3.2. Fix next a J ∈ J1f . By Lemmas 2.2-2.6,
we may assume without loss of generality that the pair (f , J) obeys the
following constraint: Let (γ,m) denote any given element from Z and let
q denote the period of γ . There is a disk D ⊂ C about the origin and a
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tubular neighborhood map ϕγ : S
1 ×D →M such that:
(4.1)

• The curve γ is ϕγ(·, 0).
• The vector field q−1∂t is the pushforward from S1 ×D of
∂τ − 2i (νγz + µγ z¯ + r) ∂z + 2i (νγ z¯ + µ¯γz + r¯) ∂z¯ ,
where (νγ , µγ) are given in (2.1) and where r is zero on a neigh-
borhood of S1 × {0}.
• The almost complex structure J is such that J ·ϕγ∗∂z = ϕγ∗i∂z
on the image of a neighborhood of S1 × {0} under ϕγ .
Recall from Section 1.1 that A ⊂ Z denotes the subset that consists of
those elements Θ that do not partner hyperbolic integral curves of ∂t with
numbers greater than 1. Given (4.1), the following is now a consequence of
Lemma 3.2:
(4.2)
{
• CΘ∗ = CΘ for all Θ ∈ Z.
• CΘ is a single point if Θ ∈ A, and CΘ = ∅ otherwise.
Use the almost complex structure J to define the metric on M as done in
the preceding section. Use the SpinC-structure on M whose spinor bundle
splits as in (3.12) with c1(E) = eΓ. For r ≥ 1, let C
r denote the corre-
sponding space of gauge equivalence classes to (3.13). Because of (4.2), all
sufficiently large r versions of Theorem 3.5’s map Φr supply a 1-1 correspon-
dence between the set A and the set Cr.
The body of this section concerns a map Ψr that associates an instanton
solution to versions of the Seiberg-Witten equations on R×M to a weighted,
pseudoholomorphic subvariety of the sort that is used to define the differ-
ential in periodic Floer homology. This map is described in the upcoming
Section 4.3. The intervening sections set the stage for what is said in Section
4.3 about this map.
4.1. Pseudoholomorphic subvarieties in R ×M . This subsection dis-
cusses certain issues concerning the differential for periodic Floer homology.
To start, recall that the periodic Floer homology chain complex is the free
Z-module generated by equivalence classes of pairs of the form (Θ, o) where
Θ ∈ A and o is an ordering of the set of pairs in Θ of the form (γ, 1) with γ
a hyperbolic Reeb orbit with even rotation number. The equivalence rela-
tion has (Θ, o) ∼ (−1)σ(Θ, o′) where σ is 0 or 1, which is the parity of the
permutation that takes o to o′.
Let (Θ−, o−) and (Θ+, o+) denote generators of the periodic Floer chain
complex. Hutchings observed that the extra data given by o− and o+ can
be used to associate a weight from the set {±1} to each component of
M1(Θ+,Θ−); this is the weight σ that is used to define via (1.9) the periodic
Floer homology differential. The definition of this ±1 weight is identical in
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all respects to an analogous definition that is used to define embedded con-
tact homology. The latter is given in Section 9 of [HT1] and also described
in Section 3b of [T3]. What follows immediately is a two part summary of
how the ±1 weight is defined.
Part 1. Let C ⊂ R ×M denote an embedded, pseudoholomorphic curve.
Then C has a canonical complex structure, and C’s normal bundle has a
complex structure and, as a complex line bundle, a canonical holomorphic
structure. Let N denote the latter bundle. Associated to C is an operator
DC : C
∞(C; N)→ C∞(C; N⊗T 0,1C) depicted in (2.4). This operator defines
a Fredholm operator from the space of L21 sections along C of N to the space
of L2 sections of N⊗ T 0,1C. The assumption that J ∈ J1f guarantees that
this Fredholm incarnation of (2.4) in the case when C is not R-invariant is
surjective.
Suppose next that Θ ∈ A and that (γ,m) ∈ Θ . Associated to γ is the R-
invariant, pseudoholomorphic cylinder C = R×γ ⊂ R×M . The vector field
ϕγ∗∂z along R×γ identifies the normal bundle of C with the product bundle
C × C. Meanwhile, ϕγ identifies C with R × S
1. This understood, what is
written in (2.4) can be viewed as a differential operator on C∞(R× S1;C).
In this guise, the sections νC and µC become the functions νγ and µγ that
appear in (4.1). What is written in (2.4) can be lifted to any given p -fold
cover of R× S1 and so act on C∞(R × (R/(2πpZ));C). Of interest are the
cases when p ≤ m. This lifted version of (2.4) defines a Fredholm operator
mapping the space of L21-functions on R × (R/(2πpZ)) to the space of L
2-
functions. This lifted version of (2.4) is also denoted by DC when C = R×γ.
Note that such a lifted version of DC has trivial kernel and cokernel when
γ is non-degenerate.
Part 2. Suppose that Θ− and Θ+ come from A. Recall from Section 2.1
that the assumption that J ∈ J1f implies the following:
• Each component of M1(Θ+,Θ−) is a smooth, 1-dimensional manifold
with a free R-action that is induced by the action of R on R ×M as
the constant translations along the R factor.
• Let Σ ∈ M1(Θ+,Θ−). There is precisely one pair from Σ whose
pseudoholomorphic curve component is not R-invariant.
• The latter pair has the form (C, 1) with C an embedded pseudo-
holomorphic subvariety which has no points in common with the R-
invariant subvarieties from Σ.
• The corresponding version of DC has index 1 and trivial cokernel.
Granted the above, Quillen’s ideas [Q] about determinant line bundles
identify the real line
(4.3) det (⊕(C,m)∈ΣKer(DC))
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as the fiber over Σ ∈ M1(Θ+,Θ−) of the orientation sheaf, Λ(Θ+,Θ−),
of M1(Θ+,Θ−). Definition 9.9 in [HT1] can be used almost verbatim
in the present context to define the notion of a coherent system of ori-
entations for the collection {Λ(Θ+,Θ−)}Θ−,Θ+∈A. This means the fol-
lowing thing: Each Θ from A has a canonically associated Z/2Z-module,
which we denote by Λ(Θ). Moreover, there is a canonical isomorphism
from Λ(Θ+,Θ−) to Λ(Θ+)Λ(Θ−). This understood, a set of orientations
{o(Θ+,Θ−) ∈ Λ(Θ+,Θ−)}Θ−,Θ+∈A is said to be coherent when there exists
a corresponding set of orientations {oΘ ∈ Λ(Θ)}Θ∈A such that any given
o(Θ+,Θ−) is equal to o(Θ+) o(Θ−).
Replace the phrase ‘embedded contact homology’ with ‘periodic Floer
homology’ in Section 9.5 of [HT1] and Parts 3-6 in Section 3b of [T3] to
see how a coherent system of orientations is canonically defined by assigning
to each set Θ ∈ A an ordering of the subset of pairs whose periodic orbit
is hyperbolic and positive. Such orientation is denoted by opFh in Theorem
4.1 below.
The orientation opFh is used to define the ±1 contributions from each
component of M1(Θ+,Θ−) as follows: The generator of the R-action on
M1(Θ+,Θ−) orients any given component. Either this orientation agrees
with opFh or not. If so, assign the component +1, if not assign the component
−1.
4.2. Instantons on R ×M .With the class Γ ∈ H1(M ;Z) chosen, use E
in what follows to denote a complex line bundle over M whose first Chern
class is Poincare´ dual to Γ. The SpinC structure used in what follows is such
that its spinor bundle S splits as in (3.12).
Fix r ≥ 1. The relevant versions of the Seiberg-Witten equations on
R×M constitute a system of equations for a pair (A,ψ) : R→ Conn(E)×
C∞(M ;S); these being
(4.4)
{
∂
∂sA+BA − r (ψ
†τψ − ia) + 12B0 = 0,
∂
∂sψ +DAψ = 0,
where B0 is as in (3.16).
Of interest in what follows are the instanton solutions; those whereby
(A,ψ)|s converges as s → ±∞ to respective solutions to (3.13). The rest
of this subsection concerns the solutions to (4.4). The discussion is in two
parts.
Part 1. Fix an instanton solution to (4.4) and denote it by
s 7→ d(s) = (A,ψ)|s.
Associated to d is the differential operator on C∞(R×M ; iT ∗M ⊕ S⊕ iR)
that sends a section (b, η, φ) to the section with respective iT ∗M , S and iR
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components
(4.5)

∂
∂sb+ ∗db− dφ− 2
−1/2r1/2(ψ†τη + η†τψ),
∂
∂sη +DAη + 2
1/2r1/2(cl (b)ψ + φψ),
∂
∂sφ+ ∗d ∗ b− 2
−1/2r1/2(η†ψ − ψ†η).
Because of Items (3a) and (3c) of Theorem 3.5, this operator defines a
Fredholm operator
Dd : L
2
1(R×M ; iT
∗M ⊕ S⊕ iR)→ L2(R×M ; iT ∗M ⊕ S⊕ iR).
The instanton d is said to be non-degenerate when Dd has trivial cokernel.
Fix a pair, c− and c+, of solutions to (3.13). Recall from Section 1.2 that
M1(c−, c+) denotes the space of instanton solutions to (4.4) with the two
properties: The limit as s → −∞ is c− and whose limit as s →∞ is gauge
equivalent to c+. In addition, the corresponding version of (4.5) has Fred-
holm index 1. Note that the space M1(c−, c+) is canonically associated to
the pair of respective gauge equivalence classes of c− and c+. This is because
there is a canonical identification between M1(c−, c+) and M1(uc−, c+) for
any given map u : M → S1, sending a given instanton d = (A,ψ) to the
instanton u · d = (A− u−1du, uψ).
The space M1(c−, c+) has the structure of a smooth, 1-dimensional man-
ifold in a neighborhood of any non-degenerate instanton. This space also
enjoys a free R-action, this induced from the action of R on R × M by
translation along the R factor. As the assigment d → Dd is R-equivariant,
so it follows that a component in M1(c−, c+) of a non-degenerate instanton
consists solely of non-degenerate instantons. In particular, such a compo-
nent is a smooth manifold with a diffeomorphism to R that intertwines the
afore-mentioned R-action with the translation action of R on itself.
Part 2. Let c− and c+ for the moment denote a given pair of non-degenerate
elements in Conn(E)×C∞(M ;S). Reintroduce the notation P = P(c−, c+)
from Section 1.2, now regarded as a space of piecewise differentiable maps
from R to Conn(E)×C∞(M ;S). Each d ∈ P has its corresponding version
of (4.5). Given that both c− and c+ are non-degenerate, d’s version of (4.5)
defines a Fredholm operator, Dd, mapping the space of L
2
1 sections over
R ×M of the bundle i T ∗M ⊕ S ⊕ iR to the space of L2 sections of this
same bundle. Quillen [Q] showed (in a somewhat different context) how
such operators define a real line bundle, det (Dd) → P. In particular, if
d ∈ P is such that either the kernel or cokernel of Dd is non-trivial, then
the fiber of det (Dd) at a given d ∈ P has a canonical identification with∧max(Ker (Dd)) ×R (∧max Coker (Dd)). Introduce Λ(c−, c+) to denote the
orientation sheaf of det (D).
Take r ≫ 1 so that Theorem 3.5 can be used to conclude that all solutions
to (3.13) are non-degenerate. Granted this non-degeneracy, Chapter 20 of
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[KM] associates to each gauge equivalence class c ∈ Cr an associated Z/2Z-
module, Λ(c), with the following property: If c− and c+ are any two solu-
tions to (3.13), then there is a canonical isomorphism between the modules
Λ(c−) ⊗Z/2Z Λ(c+) and Λ(c−, c+). In particular, a choice of o(c−) ∈ Λ(c−)
and o(c+) ∈ Λ(c+) defines a unique element in Λ(c−, c+). A collection of
orientations {o(c−, c+) ∈ Λ(c−, c+)}c−,c+∈Cr is said to be coherent if there
exists a corresponding set of orientations {o(c) ∈ Λ(c)} such that any given
o(c−, c+) is equal to o(c−)o(c+).
The relevance of this orientation business to Seiberg-Witten Floer coho-
mology is as follows: Suppose that c− and c+ are solutions to (3.13), and
suppose that d ∈ M1(c−, c+) is nondegenerate. Then the restriction of
Λ(c−, c+) to the component ofM1(c−, c+) containing d is canonically isomor-
phic to the latter’s orientation sheaf. With this understood, fix orientations
{o(c) ∈ Λ(c)}c∈Cr so as to define a collection of coherent orientations for
{Λ(c−, c+)}c−,c+∈Cr . Use these orientations to define the orientation for the
components of {M1(c−, c+)}c−,c+∈Cr with nondegenerate instantons. This
orientation is denoted in what follows by oSW . Let M ⊂M1(c−, c+) denote
a component with nondegenerate instantons. The generator of the R-action
on M also orients M. This orientation is denoted by oR. Now view c− and
c+ as generators of the Seiberg-Witten Floer cohomology complex. Then M
contributes +1 to the sum that defines via (1.16) the multiple of c− in the
coboundary of c+ when oSW = oR. Otherwise, M contributes −1.
4.3. Pseudoholomorphic curves and instantons. Assume as usual that
Γ is monotone. Therefore, both M1(Θ+,Θ−) and M1(c−, c+) have finitely
many components. Moreover,
(4.6) [wf ] = κ c1(s) for some κ ∈ R
because Γ is monotone, and (6.4) with (3.15) imply the following: Given
any d(s) = (A,ψ) ∈ P(c−, c+) for a fixed pair c−, c+, a bound on its spectral
flow I(d) gives rise to a bound on the integral
(4.7)
i
2π
∫
R×M
∂A
∂s
ds ∧ wf .
With this said, the following is Section 4’s main theorem.
Theorem 4.1. Let µP = {(F,wF ), f ,Γ, J} and µS = {M, sΓ,̟r, g, q} be as
in the statement of Theorem 1.2. Then there exists a constant κ > 1, and
given N > κ, δ < κ−1 and a (δ,N)-approximation (f ′, J ′) to (f , J), there
exists κ′ ≥ κ such that if r ≥ κ′, then the following is true: Use (f ′, J ′) to
define A and Cr.
(0) Theorem 3.5 can be invoked so as to provide the identification, Φr,
between A and Cr.
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(1) Fix a pair Θ− and Θ+ in A; and let c− and c+ denote solutions
to (3.13) whose respective gauge equivalence classes are Φr(Θ−) and
Φr(Θ+). Let M1(Θ+,Θ−) and M1(c−, c+) be the versions defined
using (f ′, J ′).
(a) The space M1(c−, c+) has a finite set of components and each com-
ponent consists of non-degenerate solutions to (4.4).
(b) There is a smooth R-equivariant diffeomorphism
Ψr : M1(Θ+,Θ−)→M1(c−, c+).
(2) There are coherent systems of orientations for sheaves
{Λ(Θ+,Θ−)}Θ−,Θ+∈A and {Λ(c−, c+)}c−,c+∈Cr such that any given
(Θ−,Θ+) version of Ψr maps the orientation opFh to the orientation
oSW .
The proof of this theorem is given below modulo certain facts about solu-
tions of (4.4) that are derived in the upcoming Section 5.
Proof of Theorem 4.1, Part 1: The R-equivariant map
Ψr : M1(Θ+,Θ−)→M1(c−, c+)
is constructed by copying the construction given in Sections 4-7 of [T2]. The
latter sections of [T2] construct an analogous map for the versions of (3.13)
and (4.4) that take the 1-form a to be a contact 1-form. The fact that the
[T2] versions of (3.13) and (4.4) use a contact 1-form does not play a role
in the constructions. By the same token, the arguments from Section 7k of
[T2] can be borrowed almost verbatim to prove that Ψr is injective when r
is large.
The assertion that Ψr maps M1(Θ+,Θ−) onto a union of components
of M1(c−, c+) that contain solely non-degenerate instantons can be had by
copying the arguments given in Section 3a of [T3] that prove the analogous
assertion for when (3.17) and (4.4) take the 1-form a to be a contact form.
Assertion (2) of Theorem 4.1 are proved using almost verbatim the argu-
ments from Section 3b of [T3] that prove the analog for the case when the
1-form a is a contact 1-form.
Proof of Theorem 4.1, Part 2: It remains only to prove that Ψr maps
M1(Θ+,Θ−) onto M1(c−, c+). The arguments for this borrow heavily from
what is done in Sections 3-7 of [T4] to prove an analogous result in the case
when the 1-form a that appears in (3.13) and (4.4) is a contact form. As
in [T4], the proof that Ψr maps M1(Θ+,Θ−) onto M1(c−, c+) has three
distinct parts which, for lack of better terms, will be called estimation,
convergence, and perturbation.
50 YI-JEN LEE AND CLIFFORD HENRY TAUBES
(a) The estimation part: Here and in [T4], the global part of the proof
establishes certain properties of instanton solutions to the respective large
r versions of (4.4). In [T4], the properties in question are summarized by
the various results in Section 3 of [T4] and in Lemmas 5.2 and 5.3 of [T4].
Each of the relevant results in [T4] has an analog here. Corresponding
results are as follows: Lemmas 3.1, 3.6, 3.8, 3.9 and 3.11 in [T4] supply
pointwise a priori bounds for instanton solutions. These lemmae respectively
correspond to the upcoming Lemmas 5.2, 5.6, 5.10, 5.11 and 5.12. The
pointwise bounds given by Equation (3.35) from [T4] correspond to those
given in the upcoming Equation (5.47). Lemma 3.10 in [T4] asserts a crucial
monotonicity result; its analog here is Lemma 5.9. Lemmas 5.2 and 5.3 in
[T4] supply crucial a priori bounds for a certain integral; Lemma 5.8 below
plays a similar role.
Note however that the statements of Lemmas 5.3–5.10 and Lemma 5.12
below differ from their analogs in [T4] in the following aspect: They share
the common condition (5.8), which asks for a bound on the integral (4.7),
while in [T4], this condition is substituted by the requirement that the
spectral flow of the instantion is bounded. However, as observed in the
beginning of this subsection, the former condition implies the latter when
(6.4) holds. This is true both in the monotone case under discussion, and
in the context of [T4], where wf is replaced by da.
(b) The convergence part: This part uses the global results to assign an
element inM1(Θ+,Θ−) to a given instanton in M1(c−, c+). The arguments
here borrow heavily from what is done in Sections 5-7 in the article SW⇒ Gr
from [T6]. There is necessarily more, in order to deal with the fact that
R ×M is non-compact. In any event, this part of the argument in [T4]
occupies the latter’s Section 4 with the results summarized by Proposition
4.1 in [T4]. In Lemma 5.8 below, we show that the condition of Proposition
4.1 in [T4] is met in our case, and this replaces Proposition 5.1 in [T4]. The
rest of the convergence part of the proof here can be copied from Section
4 of [T4] with only cosmetic and notational changes. This understood, no
more will be said here about this part of the proof.
(c) The perturbation part: This part of the proof establishes that the corre-
spondence that is established in the convergence part of the proof is given
by the map Ψr. This is to say the following: Let d ∈ M1(c−, c+) and let
Σ ∈ M1(Θ+,Θ−) denote its partner from part (b) above. Then d is the
image via Ψr of Σ . This part of the proof in [T4] occupies the latter’s
Sections 6 and 7. This part of the proof also calls on the global results
mentioned above. The analogous perturbation part of the proof here can be
copied from Sections 6 and 7 of [T4], again with only cosmetic and nota-
tional changes. As a consequence, no more will be said about this part of
the proof.
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4.4. The proof of Theorem 1.2. The periodic Floer homology is defined
once given a pair (f , J) with f : F → F an area preserving diffeomorphism
and with J ∈ J1f . With this pair chosen, the periodic Floer homology
is defined for a chosen monotone class Γ ∈ H1(M ;Z). The assertions in
Theorem 1.2 for the cases dΓ < 0 and dΓ = 0 follow directly from assertions
(1) and (2) in Theorem 3.5 respectively. This understood, assume henceforth
that dΓ > 0.
Fix some very large integer N , chosen so that dΓ ≪ N . This guarantees
the following: Reintroduce the set Z from Section 3.2, whose typical element,
Θ, consists of pairs of the form (γ,m) with γ a periodic orbit and m a
positive integer. Require in addition that no two pairs from Θ have the
same periodic orbit, and that
∑
(γ,m)∈Θmγ represent the class Γ. Let Θ ∈ Z
and let (γ,m) ∈ Θ. Then γ has period much less than N . Now fix a small
enough δ > 0 to invoke Proposition 2.7. This proposition finds a (δ,N)-
approximation (f ′, J ′) to the original pair (f , J). As Proposition 2.7 finds
a canonical isomorphism between the respective (f , J) and (f ′, J ′) versions
of periodic Floer homology, it is sufficient to suppose at the outset that the
pair (f , J) is such that the conditions in (4.1) hold. This is assumed in what
follows.
For each Θ ∈ Z, introduce as in Section 3.2 the sets CΘ and CΘ∗. It is
a consequence of Lemma 3.2 that these two sets are the same. Moreover,
X =
⋃
Θ∈Z CΘ has a canonical identification with the set A that generates
the periodic Floer homology chain complex. This understood, then all r ≥ c0
versions of the map Φr from Theorem 3.5 supply an identification between
the set A and the set Cr of gauge equivalence classes of solutions to (3.13).
Theorem 3.5 (3a) asserts that each equivalence class in Cr consists of non-
degenerate solutions to (3.13). As a consequence, the set Cr provides a set of
generators for the Seiberg-Witten Floer cohomology cochain complex. Note
in this regard that both A and Cr are finite sets. Recall that p 6= 0 denote
the divisibility of cΓ = c1(sΓ) in H
2(M ;Z)/Tors. Since by assumption,
(f , J) is of the modified form described in Sections 2.1, 2.2, we may invoke
Lemma 3.4 which asserts that with this choice, degpFh(Θ) = degCZ(x).
Thus, by Theoren 3.5 (3b), the map Φr reverses the relative Z/pZ-grading
of these generators. The Z-linear extension of Theorem 3.5’s identification
from the generators to the respective chain and cochain complexes defines
an isomorphism between these complexes.
Consider now the ramifications of Theorem 4.1. Let Θ− and Θ+ denote
any given pair from A, and let c− = Φr(Θ−) and c+ = Φr(Θ+) denote
solutions to (3.13) as described in Theorem 3.5. According to assertion
(1a) of Theorem 4.1, each component of M1(c−, c+) is non-degenerate. As
a consequence, the collection {M1(c−, c+)}c−,c+∈Cr can be used to define the
differential on the Seiberg-Witten Floer cochain complex via the formula
(1.16).
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Let Θ−, Θ+ and c−, c+ be as the above. Then assertion (1b) of The-
orem 4.1 supplies an R-equivariant diffeomorphism between M1(Θ+,Θ−)
and M1(c−, c+). According to assertion (2) of Theorem 4.1, this diffeomor-
phism can be assumed to preserve the respective coherent orientations. This
implies that the integer σ(Θ+,Θ−) that is used in (1.9) to define the peri-
odic Floer homology differential is identical to the corresponding integer
σ(c−, c+) that is used in (1.16) to define the Seiberg-Witten Floer cohomol-
ogy differential. It follows directly from this that the identification between
the respective generating sets given by Theorem 3.5 intertwines the action on
these generators of the respective differentials. As a consequence, the isomor-
phism provided by Theorem 3.5 between the respective chain and cochain
complexes descends to give a relative Z/pZ-grading reversing isomorphism
between the periodic Floer homology and the Seiberg-Witten Floer coho-
mology. This is the isomorphism asserted in Theorem 1.2.
5. The global arguments: Properties of instantons
This section derives the properties of solutions to (4.4) that constitute the
global part of Part 2 of the proof of Theorem 4.1. As noted in the preceding
subsection, everything done here has an analog in either Section 3 or Section
5 of [T4]. In addition, proofs of analogous assertions are very similar; and
in some cases the similarity is such as to warrant directing the reader to the
corresponding [T4] argument.
5.1. Special functions on Conn(E) × C∞(M ;S). This first subsection
introduces some functions of pairs (A,ψ) that play a central role in the
proof of Theorem 4.1. To this end, reintroduce the the reference Hermitian
connection AE on E that was used in Section 3.3 to define the degree of
a non-degenerate element in Conn(E) × C∞(M ;S). This done, write A =
AE+aˆA with aˆA ∈ Ω
1(M ; iR). This done, introduce the following important
functionals:
cs (A) = −
∫
M
aˆA ∧ d aˆA−2
∫
M
aˆA ∧ ∗
(
BE +
1
2
BAK
)
;(5.1)
QF (A) = i
∫
M
aˆA ∧wf ;(5.2)
a (A,ψ) =
1
2
cs−
i
2
∫
M
aˆA ∧̟r + r
∫
M
ψ†DAψ.(5.3)
The first functonal above is the Chern-Simons functional, and the third is the
action functional in the version of Seiberg-Witten Floer theory relevant to us:
Any given pair (A,ψ) ∈ Conn(E)× C∞(M ;S) is a solution to (3.13) if and
only if (A,ψ) is a critical point of a. Meanwhile, (4.4) are the formal (down-
ward) gradient flow equations for a when the latter’s gradient is defined
using the L2 inner product on the tangent space to Conn(E)× C∞(M ;S).
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In general, none of these functionals are fully gauge-invariant. They vary
with the cohomology class of the gauge transformation as follows:
cs(A− u−1du)− cs(A) = 〈4π2c1(s) [u]〉,
QF (A− u
−1du)−QF (A) = 〈2π[wf ], [u]〉
a (A− u−1du)− a (A) = −〈2πr[wf ], [u]〉.
(5.4)
However, given two configurations c−, c+, and and an element d(s) ∈
P(c−, c+) from u− · c− to u+ · c+, where u−, u+ ∈ C∞(M ; U(1)), the value
∆a(d) := a(u+ · c+)− a(u− · c−)
depends only on the gauge equivalence classes of c−, c+, and the relative
homotopy class of d(s). Thus, similarly to the grading function I(c−, c+; h)
introduced in Section 1.2, we shall write
∆a(c−, c+; h) = ∆a(d)
for any d(s) ∈ P(c−, c+) in the relative homotopy class h. Use the same
notation convention for the functionals cs and QF as well. Note that ∆QF
is 2π times the integral (4.7). The lemma that follows discusses the values
of these functions for solutions of the Seiberg-Witten equations (3.13).
Lemma 5.1. There exists κ > 1 with the following significance: Suppose
that r ≥ κ and that c = (A,ψ) is a solution to (3.13) on M . Then there
exists a gauge transformation u ∈ C∞(M ; U(1)) such that
| cs (u · c)| ≤ κr1/2,
|QF (u · c)| ≤ κ,
| a (u · c)| ≤ κr.
Proof of Lemma 5.1: First, note that by (3.18) and the first two items in
Lemma 3.7, we have the pointwise bound
|FA| ≤ c0 r.
Choose to work in a gauge
d∗ aˆA = 0.
In this gauge, we may write
aˆA = a
′ + ah,
where a′ is coexact and ah is harmonic. By performing a further gauge
transformation, we may require that
|ah|
2 ≤ b1(M).
On the other hand, the above pointwise bound on FA implies via a standard
rescaling and elliptic regularity argument (see e.g. the proof of Lemma 5.6
below) that we have
|a′| ≤ c0r1/2.
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Thus, by Lemma 3.8, with this choice of gauge
cs (A) ≤ c0 (| aˆA |+ 1)
( ∫
M
|FA|+ 1
)
≤ c′0r
1/2.
Consider next the bound for |QF |. To this end, fix (γ,m) ∈ Θ and use
the fact that H2(S1×D;R) = 0 to find a smooth 1-form yγ with support on
the image of ϕγ and such that wf − dyγ = 0 on the ϕγ image of the points
in S1 × D with distance c−10 from S
1 × {0}. On the other hand, one may
pointwisely estimate |a′| by multiplying the Green’s function on FA−F0 and
integrate over M . Together with Lemmas 3.7, 3.8, and the Seiberg-Witten
equations (3.13), this shows that |a′| ≤ c0 outside the images of ϕγ ’s.
Set
w′f = wf −
∑
(γ,m)∈Θ
dyγ .
Use this 2-form to write
QF (A) = i
∫
M
aˆA ∧w
′
f + i
∑
(γ,m)∈Θ
∫
M
FA ∧ yγ ,
and examines the two terms on the right hand side separately.
The integrand in the first term above is supported away from the images
of ϕγ ’s, where | aˆ | < c0 with our choice of gauge, as we have just seen. This
shows that the first term is bounded by a constant.
Meanwhile, the second term is also bounded by a constant, again by
combining Lemmas 3.7, 3.8, and the Seiberg-Witten equations (3.13).
Lastly, to bound a, note that by (3.13),
∫
M ψ
†DAψ = 0. This said, the
asserted bound on a follows from the above bound for cs and QF , with the
closed form wf in the definition of QF replaced by r
−1̟r.
5.2. The behavior of α, β, and the curvature: Part 1. This subsection
derives various a priori bounds on the components of an instanton solution
to (4.4). The desired bound on the spinor are summarized in the following
lemma. This lemma states the analog here of Lemma 3.1 in [T4].
Lemma 5.2. There exists κ ≥ 1 with the following significance: Suppose
that r ≥ κ and that (A,ψ = (α, β)) is an instanton solution to (4.4). Then
(1) |α| ≤ 1 + κr−1.
(2) |β|2 ≤ κr−1(1− |α|2) + κ2r−2.
The proof of this lemma uses the Bochner-Weitzenbo¨ck formula for the
Dirac operator on R × M . The version that follows holds for any map
s 7→ (A,ψ)|s from R to Conn(E)×C
∞(M ;S). The relevant Dirac operator
is
DA =
∂
∂s
+DA;
PERIODIC FLOER HOMOLOGY= SEIBERG-WITTEN FLOER COHOMOLOGY 55
and the Bochner-Weitzenbo¨ck formula reads
(5.5) D†ADAψ = ∇
†
A∇Aψ − cl
( ∂
∂s
A+BA
)
ψ +
1
4
Rgψ,
where the notation used on the right hand side is as follows: First, ψ is
viewed as a section over R ×M of the pull-back of the spinor bundle S .
Second, ∇A here denotes the covariant derivative on this pull-back bundle
that is defined by viewing A and the canonical connection on K−1 as con-
nections over R ×M for the respective pull-backs of E and K−1. Finaly,
Rg denotes the scalar curvature of the metric g on M . The left hand side of
the preceding equation is zero when (A,ψ) is an instanton.
Proof of Lemma 5.2. View R × M as a four-dimensional Riemannian
manifold so as to view the instanton equations as the 4-dimensional Seiberg-
Witten equations on X = R ×M . Then, copy the arguments in Sections
2a-c of the article SW ⇒ Gr from [T6]. The latter use (5.5) with zero on
the left hand side and with ∂∂sA + BA given by (4.4) to derive differential
equalities for w = (1−|α|2) and |β|2. In particular, these are of the following
sort:
1
2
d†dw + r|α|2w − |∇Aα|2 + ew = 0;
1
2
d†d|β|2 + r|α|2|β|2 + r (1 + |β|2) |β|2 + |∇Aβ|2 + eβ = 0,(5.6)
where
|ew| ≤ c0
(
|α|2 + |∇Aβ|
2 + |β|2
)
and
|eβ | ≤ c0
(
|β|2 + |β||α| + |β||∇Aα|
)
.
Here, ∇A denotes the covariant derivative on sections over R ×M of the
pull-backs of E and E ⊗K−1; it is defined by viewing A and the canonical
connection on K−1 as connections on the respective pull-backs. As in Sec-
tions 2a-c of the article SW⇒ Gr from [T6], the maximum principle is used
with these inequalities to derive the bounds asserted by the lemma. The use
of the maximum principle in this non-compact setting requires Lemma 3.7
to guarantee that the bounds given by the lemma hold as s→ ±∞.
The next lemma is the analog here of Lemma 3.2 in [T4], as it states
bounds on A and BA for an instanton d = (A,ψ). This lemma refers to
K = r sup
s∈R
M(s), where
M(s) =
∫
[s,s+1]
∣∣1− |α|2∣∣.(5.7)
Lemma 5.3. Fix a positive real number L. Then there exists a constant
κ > 1 depending on L, with the following significance: For any r ≥ κ and
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any solution d = (A,ψ) to the r’s version of instantion equation (4.4) with
(5.8) ∆QF (d) ≤ 2πL,
one has: ∣∣∣ ∂
∂s
A−BA
∣∣∣ ≤ r (1− |α|2) + κ(r3/4 + (Kr)1/2).
This lemma is used in conjunction with the next lemma, which gives,
among other things, a preliminary bound on K .
Lemma 5.4. Fix a positive real number L. Then there exists a constant
κ > 1 depending on L, with the following significance: For any r ≥ κ
and any solution d = (A,ψ) to the r’s version of instantion equation (4.4)
satisfying (5.8), one has
K ≤ κr1/2;∫
[s,s+1]×M
(
|BA|
2 + r|∇Aψ|
2
)
≤ κr3/2 ∀s ∈ R.
The proof of Lemma 5.4 in turn requires an a priori L2-bound on R×M
for ∂∂sA,
∂
∂sψ, DAψ and
(5.9) BA := BA − r(ψ
†τkψ − ia) +
1
2
B0,
where B0 is as in (3.16), as follows:
Lemma 5.5. Fix a positive real number L. Then there exists a constant
κ > 1 depending on L, with the following significance: For any r ≥ κ
and any solution d = (A,ψ) to the r’s version of instantion equation (4.4)
satisfying (5.8), one has∫
R×M
(∣∣∣ ∂
∂s
A
∣∣∣2 + |BA|2 + 2r∣∣∣ ∂
∂s
ψ
∣∣∣2 + 2r|DAψ|2) ≤ κr.
Proof of Lemma 5.5: Fix s > s′ ∈ R. The fact that (4.4) are the gradient
flow equations for a imply that
∫
[s,s′]×M
(∣∣∣ ∂
∂s
A
∣∣∣2 + |BA|2 + 2r∣∣∣ ∂
∂s
ψ
∣∣∣2 + 2r|DAψ|2) = −∆a (d|[s,s′]),∫
R×M
(∣∣∣ ∂
∂s
A
∣∣∣2 + |BA|2 + 2r∣∣∣ ∂
∂s
ψ
∣∣∣2 + 2r|DAψ|2) = −∆a (d).
(5.10)
Combining Lemma 5.1 and (5.4), we see that
−∆a (d) ≤ r ( c0 + L) for some constant c0 depending only on c−, c+.
The assertion of the lemma follows by substituting this into the previous
equality.
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Proof of Lemma 5.4: Use the first equation in (4.4) with the first two
equations of Lemma 5.2 to see that
(5.11)
i
∫
{s}×M
dt∧ ∗
∂
∂s
A+ i
∫
{s}×M
dt∧ ∗(BA +
1
2
BAK ) = r
∫
{s}×M
∣∣1− |α|2∣∣+ e,
where |e| ≤ r100
∫
M
∣∣1− |α|2∣∣+ c0. The second integral on the left hand side
of (5.11) is π times the pairing between c1(s) and the class represented by F
in H2(M ;R). This understood, integrate both sides of (5.11) over [s, s+ 1]
and appeal to Lemma 5.5 to bound the L1-norm of ∂∂sA supplies the bound
for K asserted by Lemma 5.4.
The integral bound on |BA|
2 asserted by Lemma 5.4 follows from the
bound on K, Lemma 5.2, the definition of BA and Lemma 5.5’s bound on∫
M |BA|
2. The integral bound for r|∇Aψ|
2 asserted by Lemma 5.4 follows
using the bound for K, Lemma 5.2, Bochner-Weitzenbo¨ck formula for the
square the Dirac operator on M , and the bound on
∫
M |DAψ|
2 provided in
Lemma 5.5.
Proof of Lemma 5.3: With (5.6), the arguments used to prove Lemma
2.5 in the article SW ⇒ Gr in [T6] can be borrowed in a verbatim fashion
to derive (A,ψ) and r independent constants z1, z2, z3 and z4, such that the
following is true: Introduce the functions
q0 = r (1 + r
−1z1) (1 − |α|2)− z2r|β|2 + z3,(5.12)
s =
∣∣∣ ∂
∂s
A−BA
∣∣∣,
q = max (s − q0, 0).
The function q obeys
(5.13) d†dq + 2r|α|2q ≤ z4(s + r(1− |α|2)).
As noted in the proof of Lemma 3.2 from [T4], the preceding equation for
q implies that
d†dq − z4q ≤ c0 q0 + c0.
Granted this, mimic what is done in the proof of Lemma 3.2 in [T4] with
the Dirichlet Green’s function for the operator d†d−z4 on small radius balls
in R×M to conclude the following: If ρ ∈ (0, c−10 ), then
q(x) ≤ c0ρ
−4
(∫
dist(x,·)≤ρ
(∣∣∣ ∂
∂s
A
∣∣∣2 + |BA|2))1/2
+ c0r
∫
dist(x,·)≤ρ
1− |α|2
dist(x, ·)2
+ c0.
(5.14)
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This uses the fact that the Green’s function for d†d−z4 with pole at x obeys
(5.15) 0 ≤ G(·, x) ≤ c0 dist(·, x)
−2 and | dG(·, x)| ≤ c0 dist(·, x)−3.
Use the integral bounds for BA in Lemma 5.4 and those for
∂A
∂s from Lemma
5.5 to bound the first term on the right side of (5.14) by c0r
3/4. Fix c ∈ (0, ρ)
so as to consider the contribution to the right most integral in (5.14) from
the part of the integration domain where dist(x, ·) > c. This contribution is
bounded by c0Kc
−2. Meanwhile, the contribution from where dist(x, ·) ≤ c
is bounded by c0rc
2. This understood, take c = (Kr)−1/4 to bound the right
most integral in (5.14) by c0(Kr)
1/2. Thus,
q(x) ≤ c0
(
r3/4 + (Kr)1/2
)
.
5.3. The behavior of α, β, and the curvature: Part 2. The first lemma
below concerns the size of the covariant derivatives of α and β . It is the
analog of Lemma 3.6 in [T4]. This lemma and the subsequent discussions
use∇A to denote the covariant derivative of a section of a bundle over R×M
as defined by viewing A as a connection on the pull-back of E over R×M .
In particular, ∇A has a component that differentiates along the R factor of
R×M .
Lemma 5.6. Fix a positive real number L. Then there exists a constant
κ > 1 depending on L, with the following significance: For any r ≥ κ
and any solution d = (A,ψ) to the r’s version of instantion equation (4.4)
satisfying (5.8), one has
(1) |∇Aα|
2 ≤ κr.
(2) |∇Aβ|
2 ≤ κ.
In addition, for each integer q ≥ 1, there exists a constant κq that depends
only on L and is such that when r ≥ κ, then
(3) |∇qAα|+ r
1/2|∇qAβ| ≤ κqr
q/2.
Proof of Lemma 5.6: These claims are local in nature and are proved by
rescaling the Seiberg-Witten equation as written in Gaussian normal coordi-
nates about any given point. Thus, the coordinate functions {xυ}υ={1,2,3,4}
for the Gaussian coordinate chart are written as xυ = r−1/2yυ. Uniform
bounds on the curvature in the rescaled coordinates follow from Lemma 5.3.
With the curvature bounded in the rescaled coordinate, uniform bounds on
the covariant derivatives of rescaled sections can be obtained using stan-
dard elliptic regularity techniques. Undoing the rescaling gives the asserted
bounds.
The next lemma refines Lemma 5.3’s bound on the curvature. It is the
analog here of Lemma 3.7 in [T4].
Lemma 5.7. Fix a positive real number L. Then there exists a constant
κ > 1 depending on L, with the following significance: For any r ≥ κ
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and any solution d = (A,ψ) to the r’s version of instantion equation (4.4)
satisfying (5.8), one has∣∣∣ ∂
∂s
A−BA
∣∣∣ ≤ r (1 + κK1/2r−1/2) (1− |α|2) + κ.
Proof of Lemma 5.7: Reintroduce the function q from the proof of Lemma
5.3. It follows from (5.13) and from Lemma 5.3 that a constant z5 ≥ 1 can
chosen independently of (A,ψ) and r so that the function
q1 = max (q − z5, 0)
obeys
(5.16) d†dq1 + 2r|α|2q1 ≤ c0r (1− |α|2)
in the weak sense.
Given (5.6), what is done in the proof of Lemma 2.7 in the article SW⇒
Gr from [T6] when repeated here finds constants, δ1 > 0 and δ2 > 0, both
independent of r and of (A,ψ), and such that the function
v1 = 1− |α|
2 + r−1δ1 − δ2|β|2
has the following properties when r ≥ c0:
v1 ≥ r
−1δ;
v1 ≥ |1− |α|
2|
d†d v1+2r |α|2 v1 ≥ 0.
(5.17)
Set
ε = r−1/2 and v2 = v1−ε1 .
It follows from the second inequality in (5.17) that the function v2 also obeys
v2 ≥
∣∣1− |α|2∣∣.
This and the third inequality in (5.17) imply that
(5.18) d†d v2+2r|α|2 v2 ≥ 2r1/2|α|2(1− |α|2).
Granted the latter equation, it then follows from (5.16) that there is a con-
stant z6 ≥ 0 with the following properties: First, z6 is independent of both
r and (A,ψ). To state the second, introduce the function
v = q1 − z6 (r
1/2 + ||q1||∞) v2 .
Then this function obeys:
(1) v < 0 at points where |α|2 = 12 ;
(2) d†dv + 2r|α|2v ≤ 0 at points where |α|2 ≥ 12 .
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This last inequality with the maximum principle finds
v ≤ 0 where |α|2 ≥
1
2
.
This implies the assertion of Lemma 5.7 at points where |α|2 ≥ 12 . The
assertion at points where |α|2 ≤ 12 follows directly from Lemma 5.3.
5.4. Bounds for the integral of r(1 − |α|2). Lemma 5.4 bounds what
(5.7) calls K by c0r
1/2. The next lemma asserts that K has an r-independent
bound.
Lemma 5.8. Fix a positive real number L. Then there exists a constant
κ > 1 depending on L, with the following significance: For any r ≥ κ
and any solution d = (A,ψ) to the r’s version of instantion equation (4.4)
satisfying (5.8), one has
K ≤ κ.
Proof of Lemma 5.8: As noted in Section 3.3, the fact that J is tamed
by the symplectic form ds∧ dt+wf requires that the 1-form a that appears
in (3.11) have norm less than 2. This understood, introduce
δ = 2− sup
M
|a|.
Recall from (5.7) that K is defined as the supremum of rM(s). Without
loss of generality, suppose that this supremum is attained at a point s ∈ R.
Otherwise, if M(s) 6= rK ∀s, then
K = lim
s→∞ rM(s) or lims→−∞ rM(s).
Since (A(s), ψ(s)) converges to a solutions of (3.13) when s → ∞ or −∞,
the assertion of the lemma then follows from Lemma 3.8.
Recall the function χ from Section 1.4, and define the function χs on R
by
χs(·) = χ
(
1
4
|s− (·)|
)
.
In particular, this function has compact support in the interval [s−2, s+2],
but it is equal to 1 on [s, s + 1]. As will be explained momentarily, for any
ε ∈ (0, 1), there exists a constant cε ≥ 1 that is independent of r,δ, and
(A,ψ), so that the following holds:
(5.19) δK ≤ 2
∫
R×M
χs
(
r|α|2(1−|α|2)−|∇Aα|
2
)
+cε+c0 εK when r ≥ cε.
Note that the integral in (5.19) is bounded by c0 via the following argu-
ment: Multiply both sides of the first equation in (5.6) by the function χs
and integrate the resulting equation over R ×M . Then the claimed bound
follows from integration by parts, Lemmas 5.2 and 5.6.
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This understood, then any ε < c−10 δ version of (5.19) supplies an r-
independent bound on K .
The derivation of (5.19) is given next in five steps.
Step 1: In this step ∇A or ∇A denotes the covariant derivative on bundles
over R ×M as in (5.5), and use ∇MA or ∇
M
A to denote the corresponding
covariant derivative along theM -direction. The identity (5.5) has an analog
for any given pair (A,ψ) ∈ Conn(E)×C∞(M ;S), with DA replaced by DA,
with ∇A replaced by ∇
M
A , and with
∂
∂sA set to zero there. Integrate both
sides of this identity over M ; then integrate by parts on both sides to find
∫
M
(
|BA − r(ψ
†τψ − ia)|2 + 2r|DAψ|2
)
=∫
M
(
|BA|
2 + r2|ψ†τψ − ia|2 − 2ira ∧ ∗BA + 2r
(
|∇MA ψ|
2 +
Rg
4
|ψ|2
))
.
(5.20)
Now take the pair (A,ψ) above to be the restriction to a slice {s′} ×M
of the instanton solution to (4.4), and regard either side of the identity as
a function on s′ ∈ R. Multiply this function by χs(s′) and integrate over
s′ ∈ R to see the equality of the left hand sides of Equations (5.21) and
(5.22) below.
Noting that BA − r(ψ
†τψ − ia) = BA − 12B0 (see (5.9)), use Lemma 5.5
to see that ∫
R×M
χs
(
|BA − r(ψ
†τψ − ia)|2 + 2r|DAψ|2
)
≤
∫
R×M
χs
(
|BA|
2 + 2r|DAψ|
2
)
+ c0r
1/2.
(5.21)
Write a as dt− a as in (3.11), and recall that a is in the space of 1-forms
that annihilate ∂t. Denote the latter space by Ω
⊥. Use Lemmas 5.2 and 5.5
to find
∫
R×M
χs
(
|BA|
2 + r2|ψ†τψ − ia|2 − 2ira ∧ ∗BA + 2r
(
|∇MA ψ|
2 +
Rg
4
|ψ|2
))
>
∫
R×M
χs
(
|BA|
2 + r2
∣∣1− |α|2∣∣2 + 2r|∇Aα|2 − 2r|a| |B⊥|)− c0r,
(5.22)
where B⊥ denotes the orthogonal projection of BA to Ω⊥. Note that the
derivation of (5.22) uses the fact that∫
M
dt ∧ i ∗BA = 4π
2dΓ.
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Step 2: Write ∂∂sA and BA as
∂
∂s
A = −i (1− υ)
(
r(1− |α|2) + z
)
a+ x+X and
BA = −iυ
(
r(1− |α|2) + z
)
a+ x− X,
(5.23)
where:
– υ is a function on R×M ;
– z = r|β|2 − i2 ∗ (a ∧ ∗BAK );
– both iX and ix are in Ω⊥.
It is a consequence of Lemma 5.2 that |z| ≤ c0. Meanwhile, the form x
is constrained by the first equation in (4.4). In particular, the latter and
Lemma 5.2 require that
(5.24) |x| ≤ c0
(
r1/2
∣∣1− |α|2∣∣1/2 + 1).
Let w denote (1 − |α|2). The norm of X is constrained using Lemmas 5.4
and 5.7 to obey
(5.25) 4|X|2 + (1− 2υ)2r2w2 ≤ r2
(
1 + c0K
1/2r−1/2
)2
w2 + c0 (r|w|+ 1).
Given that Lemma 5.4 finds K ≤ c0r
1/2, this last inequality requires
|X|2 ≤r2υ (1− υ)w2 + c0(r
7/4w2 + r|w|+ 1);
− c0 r
−1/4 ≤ υ ≤ 1 + c0 r−1/4.
(5.26)
Step 3: For the rest of the argument we shall frequently use the fact that
|w| ≤ 1 by Lemma 5.2 to bound w2 by |w| without further mention.
Let ε ∈ (0, 1). It follows from (5.20)–(5.22), (5.24), (5.26), and Lemma 5.5
that ∫
R×M
χs
(
2ε−1
∣∣∣ ∂
∂s
A
∣∣∣2 + |BA|2 + r2w2 + 2r|∇Aα|2 − r2|a| |w|)
≤ c0r (ε
−1 + εK)
(5.27)
when r ≥ cε with cε ≥ 1 a constant that depends solely on ε .
Step 4: Use (5.23) to see that
(5.28)
∫
R×M
χs
∣∣∣ ∂
∂s
A
∣∣∣2 = ∫
R×M
χs
(
(υ − 1)2r2w2 + |X|2
)
+ eA,
where |eA| ≤ c0 r(ε
−1 + εK). Likewise,
(5.29)
∫
R×M
χs|BA|
2 =
∫
M
χs
(
υ2r2w2 + |X|2
)
+ eB ,
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where |eB | ≤ c0r (ε
−1 + εK). Thus,
∫
R×M
χs
(
2ε−1
∣∣∣ ∂
∂s
A
∣∣∣2 + |BA|2 − r2w2)
≥
∫
R×M
χs
(
(1 + 2ε−1)υ2 − 4ε−1υ + 2ε−1 − 1)r2w2
)
+ 2ε−1eA + eB
≥ −c0 r (ε
−2 + εK)
(5.30)
for all sufficiently large r, since
(1 + 2ε−1)υ2 − 4ε−1υ + 2ε−1 − 1 ≤ 4(1 − ε−1)(2ε−1 + 1)−1 < 0.
Combine this inequality with (5.27) to get∫
R×M
χs
(
2r2w2 + 2r|∇Aα|
2 − r2|a| |w|
)
≤ c0r (ε
−2 + εK)
(5.31)
when r ≥ cε for different values of c0 and cε.
Step 5: Recall the notation supM |a| = 2 − δ; it follows immediately from
(5.31) that
(5.32) δ
∫
R×M
χsr
2|w|+2r
∫
R×M
χs
(
rw2+|∇Aα|
2−r|w|
)
≤ c0r (ε
−2+εK).
Use the first inequality in Lemma 5.2 to see that this inequality also holds
with |w| replaced by w + c0r
−1 in the right most integrand on the left side
of this inequality. Make this replacement. The resulting inequality directly
implies (5.19).
Remark. By imposing additional conditions on the choice of the almost com-
plex structure J , the proofs of Lemmas 5.3–5.8 may be simplified.
When the degree of Γ is larger than g−1 or less than 2, one may set a = 0
(i.e. J is admissible) yet still have the transversality and compactness results
required for the definition of the periodic Floer homology, see the arguments
in [H1]. In this case, Lemma 5.8 follows directly from taking the squares
of both sides of the Seiberg-Witten equations (4.4) and the monotonicity
of the action functional, without making use of Lemmas 5.3, 5.4, and the
somewhat involved argument in the above proof.
In general, a may be taken to be arbitrarily small for the purpose of the
aforementioned transversality and compactness results. Assuming this, the
final two steps of the preceding argument may be omitted.
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5.5. Monotonicity for the integral of r(1− |α|2). The lemma that fol-
lows plays a key role in the proof of the surjectivity of Ψr. Denote by m the
function from (R×M)× (0,∞)→ (0,∞) that assigns to a given pair (ρ, x)
the number
(5.33) m(x, ρ) = r
∫
dist(x,·)≤ρ
∣∣1− |α|2∣∣.
The upcoming lemma gives upper and lower bounds for this function. It is
the analog of Lemma 3.10 in [T4] and Proposition 3.1 in the article SW⇒
Gr from [T6].
Lemma 5.9. Fix a positive real numbers L. Then there exists a constant
κ > 1 depending on L, with the following significance: For any r ≥ κ
and any solution d = (A,ψ) to the r’s version of instantion equation (4.4)
satisfying (5.8), one has
(1) If ρ1 > ρ0 ∈ (r
−1/2, κ−1), then for any x ∈ R×M ,
m (x, ρ1) ≥ κ
−1ρ21/ρ
2
0m (x, ρ0).
(2) Suppose that |α(x)| ≤ 12 at x. If ρ ∈ (r
−1/2, κ−1), then
κ−1ρ2 ≤ m (x, ρ) ≤ κρ2.
Proof of Lemma 5.9: To start, let
ω = ds ∧ a+ wf .
View A as a connection on the pull-back of the bundle E to R×M and use
FA to denote its curvature 2-form. The latter is equal to ds ∧
∂
∂sA + ∗BA
where it is understood that ∗ here refers to the Hodge star for the metric on
M . Granted this notation, it then follows using (4.4) with Lemma 5.2 that
(5.34) m (x, ρ) =
∫
dist(x,·)≤ρ
i ω ∧ FA + e1,
where |e1| ≤ c0ρ
4. Now fix Gaussian coordinates (y1, · · · , y4) centered at x,
chosen so that
(5.35) ω = dy1 ∧ dy2 + dy3 ∧ dy4 +O(|y|).
Set ω0 = dy1 ∧ dy2+ dy3∧ dy4. It then follows from (5.34) with Lemmas 5.2
and 5.8 that
(5.36) m(x, ρ) =
∫
dist(x,·)≤ρ
i ω0 ∧ FA + e2,
where |e2| ≤ c0
(
ρ4 + ρm (x, ρ)
)
. Next note that ω0 = dθ0, where
(5.37) θ0 =
1
2
(
y1dy2 − y2dy1 + y3dy4 − y4dy3
)
.
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Note in particular that |θ0| =
1
2 |y|+e3 where |e3| ≤ c0|y|
2. Write the integral
in (5.36) as
(5.38)
∫
dist(x,·)≤ρ
iθ0 ∧ (FA)
T ,
where (FA)
T denotes the restricton of FA to the tangent space of the sphere
of radius ρ into R×M .
To continue, note that
(5.39) |θ ∧ (FA)
T | ≤
1
2
ρr (1 + c0r
−1/2) (1 + ρ)
∣∣1− |α|2∣∣+ c0ρ.
Indeed, this follows from the bound
|θ0| ≤
1
2
|y|+ c0|y|
2
with the following two facts: First,∣∣∣ ∂
∂s
A+BA
∣∣∣ ≤ r (1− |α|2) + c0,
which is a consequence of (4.4) and Lemma 5.2. Second,∣∣∣ ∂
∂s
A−BA
∣∣∣ ≤ r (1 + c0r−1/2) (1− |α|2) + c0,
which is a consequence of Lemmas 5.7 and 5.8.
Granted these bounds, it follows from (5.36) and (5.38) that the function
ρ 7→ m(x, ρ) obeys the differential inequality
(5.40) m (x, ρ) ≤
1
2
ρ
(
1 + c0ρ+ c0r
−1/2)∂m
∂ρ
(x, ρ) + c0ρ
4.
Integration of (5.40) gives the what is asserted in Item (1) of Lemma 5.9.
The left hand inequality of Item (2) follows from Item (1), since
m (x, r−1/2) ≥ c−10 r
−1 if |α(x)| ≤
1
2
.
Indeed such an upper bound follows directly from the first inequality in
Lemma 5.6. The right hand inequality of Item (2) follows from Item (1) and
Lemma 5.8.
5.6. The behavior of α, β and the curvature: Part 3. The bounds
given below refine the bounds given in Lemmas 5.6 and 5.7. The first lemma
below states the analog here of what is asserted by Propositions 2.8 and 4.4
of the article SW⇒ Gr in [T6]. It is the analog of Lemma 3.8 in [T4].
Lemma 5.10. Fix a positive real number L. Then there exists a constant
κ > 1 depending on L, with the following significance: Fix an r ≥ κ and a
solution d = (A,ψ) to the r’s version of instantion equation (4.4) satisfying
(5.8). Set X∗ to denote the subset in R×M where 1− |α| ≥ κ−1. Then
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(1) |∇Aα|
2 + r |∇Aβ|
2 ≤ κr (1− |α|2) + κ2;
(2) r (1− |α|2) + |∇Aα|
2 + r |∇Aβ|
2 ≤ κ
(
r−1 + re−
√
r dist(·,X∗)/κ);
(3) |β|2 ≤ κ (r−2 + r−1e−
√
r dist(·,X∗)/κ).
As in Lemma 5.6, what is written as ∇A refers to the covariant derivative
over R×M as defined by viewing A as a connection on the pull-back of the
bundle E to R×M .
Proof of Lemma 5.10: The proof differs in one place from the proof of
Lemma 3.8 in [T4]. Here is the argument in our case: Use Lemma 5.7 with
the manipulations done in Step 2 from the proof of Proposition 4.4 in the
article SW ⇒ Gr in [T6] to obtain an r and (A,ψ) independent constant
z∗ ≥ 1 such that
y = |∇Aα|
2 + r|∇Aβ|
2 − z∗
obeys the differential inequality
(5.41) d†dy + 2r|α|2y ≤ c0r (1− |α|2)y + c0y
at points on R×M where 1−|α|2 ≤ c−10 . Meanwhile, use (5.6) with Lemma
5.1 to obtain an (A,ψ) and r independent constant z∗∗ such that the function
w = (1− |α|2)− z∗∗|β|2
obeys
(5.42) −c0 + y ≤ d
†dw + 2r|α|2w ≤ c0 (y + 1).
Fix c∗ ≥ 1 and then use (5.41) and the left most inequality in (5.42) to
see that
u = max
(
y − c∗
(
||y||∞ + r + 1
)
w − c0c∗, 0
)
obeys the differential inequality
(5.43) d†du+
r
64
u ≤ 0
on the domain U ⊂ R × M where 1 − |α|2 ≤ c−10 . If c∗ ≥ c0, then u
is negative on the boundary of U and it has compact support, the latter
being a consequence of Lemma 3.7. The maximum principle demands u = 0
which proves Item (1) of the lemma for points in U . Meanwhile, Lemma 3.7
and the fact that w > c−10 on the complement of U imply Item (1) on the
complement of U .
To obtain the assertion of Item (2), use (5.41) with the left hand inequality
in (5.42) to see that
u′ = max(y + c−10 rw − c0, 0)
obeys
d†du′ +
r
64
u′ ≤ 0 in U.
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Keeping this in mind, let cM > 0 denote a constant that is much less than
the injectivity radius of M . Let x ∈ X∗ denote a point with s(x) ∈ [s0 −
R, s0 + R]; and let B ⊂ X∗ denote the ball with center x and radius equal
to half of the minimum of cM and dist(x,X∗). Use ρ to denote the radius of
the ball B. Let G(·, x) denote the Green’s function for the operator d†d+ r64
with pole at x. This operator obeys the bounds
0 ≤ G(·, x) ≤ c0 dist(·, x)
−2e−
√
r dist(·,x)/c0 and
|dG(·, x)| ≤ c0 dist(·, x)
−3e−
√
r dist(·,x)/c0 .
(5.44)
Multiply both sides of the inequality
d†du′ +
r
64
u′ ≤ 0
by χ(dist(·, x)/ρ)G(·, x) and integrate by over B. Given that |u′| ≤ c0r,
integration by parts finds
u′|x ≤ c0r e−
√
rρ/c0 .
This implies what is asserted by the second item of the lemma. The third
item follows from the second using Lemma 5.2.
The next lemma refines the bounds given by Lemma 5.7 for the curvature.
This lemma is the analog of Proposition 3.4 in the article SW ⇒ Gr from
[T6], and it is the analog of Lemma 3.9 in [T4].
Lemma 5.11. Given K ≥ 1, there exists κ ≥ 1 with the following signifi-
cance: Suppose that r ≥ κ, and that (A,ψ = (α, β)) is an instanton solution
to (4.4). Fix s0 ∈ R and R ≥ 1; and suppose that
sup
s∈[s0−R−3,s0+R+3]
m(s) ≤ K.
Then ∣∣∣∂A
∂s
+BA
∣∣∣ ≤ r (1− |α|2) + κ;∣∣∣∂A
∂s
−BA
∣∣∣ ≤ r (1− |α|2) + κ.
at all points in [s0 −R, s0 +R]×M .
Proof of Lemma 5.11: Copy the proof of Lemma 3.9 in [T4] using Lem-
mas 5.2, 5.7, 5.8 and 5.9 to replace their [T4] analogs.
Arguments from [T4] refer to a connections on the pull-back of E over
R × M that are denoted by Aˆ. Each version of Aˆ differs from A where
|α| is near to 1. Any given version is defined from a specifed function
℘ : [0,∞)→ [0,∞) which is a non-decreasing function that obeys ℘(x) = x
for x near zero and ℘(1) = 1. With ℘ in hand, set
(5.45) Aˆ = A−
1
2
℘(|α|2)|α|−2(α¯∇Aα− α∇Aα¯).
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Here, and as previously, ∇A denotes the covariant on R ×M as defined
by A. The curvature, FAˆ, of this connection is
(5.46) FAˆ = (1− ℘)FA − ℘
′∇Aα¯ ∧ ∇Aα.
If the assumptions of Lemma 5.10 hold, then
(5.47) |FAˆ| ≤ c0
(
r−1 + r e−
√
r dist(·,X∗)/κ)
on the whole of R×M .
5.7. Behavior near R×γ when γ is elliptic. The following is the analog
here of Lemma 3.11 in [T4]:
Lemma 5.12. Fix a positive real number L. Then there exists a constant
κ > 1 depending on L, with the following significance: For any r ≥ κ and any
solution d = (A,ψ) to the r’s version of instantion equation (4.4) satisfying
(5.8), and for any elliptic periodic orbit γ with tubular neighborhood map as
described by (4.1), one has:
|β| ≤ κr−1, |∇Aβ| ≤ κr−1/2
at all points in R×M with distance κ−1 or less from R× γ.
Proof of Lemma 5.12 : Copy the proof of Lemma 3.11 in [T4].
6. Generalizing to the non-monotone case
In the non-monotone case of either the Periodic Floer homology or Seiberg-
Witten Floer cohomology, the definition of the Floer (co)homology in Sec-
tion 1.1 or 1.2 no longer works, because the moduli space M1(Θ+,Θ−) or
M1(c−, c+) used to define the differential fails to be compact. To make sense
of the infinite sum in (1.9) or (1.16), the standard solution from the Floer
theory literature is to work with Novikov coefficients. This is done in the
Seiberg-Witten context in Chapter 30 in [KM]. We shall follow the formu-
lation of Kronheimer and Mrowka, with notation and terminology modified
so as to better accomodate both versions of Floer (co)homologies under
discussion in one common framework. By way of a parenthetical remark,
the formulation used in [T5] for embedded contact homology and Seiberg-
Witten Floer cohomology with group ring coefficients can be modified so as
to apply in the present context with Novikov coefficients.
6.1. Local coefficients.We shall use the term “local system” in the fol-
lowing more general sense: In place of topological spaces, consider data sets
of the following type.
Definition 6.1. A fundamental triple consists of:
• a category G;
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• a groupoid G with the same objects as G, and such that for every pair
a, b ∈ Ob(G), the set of morphisms Mor (G; a, b) in G from a to b has
countably many elements;
• a functor πG from the former to the latter, which identifies the objects
in both categories.
The model example. Take G to be the category of points and paths in a
topological space of countable π1; let G be the fundamental groupoid of this
space, and πG defined by taking the relative homotopy class.
Definition 6.2. Let R be a commutative ring , and let ModR denote the
category of R-modules. Given a fundamental triple πG : G → G, we call a
functor Λ from G to ModR a local system of R-modules on G.
Definition 6.3. Let R be a ring such that −1 6= 1 in R. Let ι denote the
generator of Z/2Z. An orientation functor of a category C is a composition
R ◦H, where H is a functor from C to the category of Z/2Z-torsors, and R
is the functor from the latter category to ModR[Z/2Z], which associated to a
Z/2Z-torsor Z the R[Z/2Z]-module R[Z]/(1 + ι)R[Z].
An orientation local system O of G is a orientation functor R◦H which is
also a local system. When an element ua ∈ H(a) is chosen for each object a
of G, O(h) may be identified with an element in {1,−1} for each morphism
h in G. The fundamental triple is said to be orientable if it is possible to
make such a system of choices {ua}a∈Ob(G) such that for any a, b ∈ Ob(G),
H(h)ua = ub for all morphisms h ∈ Mor (G) from a to b. Such a choice is
said to be an orientation.
Floer thoery package. Denote by G• the groupoid of a single object •,
with G as its set of morphisms.
A Floer theory in principle comes equipped with the following package:
[F1] a fundamental triple {πG : G→ G},
[F2] a subset of Ob (G) consisting of “regular” elements; denote the associ-
ated subcategories of G and G by Greg and Greg respectively;
[F3] a functor S from Greg to Z•, sending all objects to •. This S factors
as S ◦ πG. This is to define the notion of “spectral flow” or “relative
Z-grading”,
[F4] a parameter space P for the “flow equation” in the theory (such as of
perturbations, metrics), so that corresponding to each µ ∈ P, there is
a functor Eµ from G to R•, sending all objects to •. Each Eµ factors
as Eµ ◦ πG. These are to be understood as notions of “action”.
[F5] a subcategory Cµ of G
reg defined for elements µ in a subset Pgen ⊂ P
consisting of “generic” elements, such that both Ob(Cµ) and the set
Mor 1(Cµ) := {z | z ∈ Mor (Cµ), S(z) = 1} consist of countably many
elements. Intuitively, Cµ represents the category of “critical points”
and “broken trajectories” of the gradient flow of the actional functional
parametrized by µ.
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Suppose R is not of characteristic 2, but R and O are as in Definition 6.3
above. One needs additionally:
[F6] an orientation of O for the fundamental triple πG : G → G, which
induces an orientation functor Oµ of Cµ for every µ ∈ P
gen.
As previously explained, by choosing an element ua ∈ H(a) for each a ∈
Ob(Cµ), one may identify Oµ(h) with a sign(z) ∈ {−1, 1}, for each morphism
z in Cµ. This system of choice is called a coherent orientation for Cµ . When
πG : G→ G comes from a (real) manifold M and Cµ the category of critical
points and broken trajectories of a Morse function on it, O is defined from
detTM , and Oµ is defined from {detTaDa}a∈Ob(Cµ), where Da denotes the
descending manifold from the critical point a.
Note that by definition, G is groupoid; hence each Mor (G; a, b) may be
identified with a group Π after choosing a reference element in it. With
respect to this choice, S and Eµ identify respectively with the homomor-
phisms
s : Π→ Z and eµ : Π→ R.
Floer (co)homology with local coefficients. Given a Floer theory pack-
age described above and a local system, Λ, of R-modules on G, a purported
Floer chain complex with local coefficient Λ is defined from Cµ by the fol-
lowing chain groups and differentials:
C∗(G, µ; Λ) =
⊕
a∈Ob (Cµ)
Oµ(a)⊗ Λ(a),
∂ =
∑
z∈Mor1(Cµ),
Oµ(z) ⊗ Λ(πG z),
(6.1)
Since S(h) − S(h′) = s(h − h′), where h, h′ ∈ Mor (G; a, b) and hence
h− h′ ∈ Π, the functor S defines a Z/pZ-grading on the Floer complex by
gr (a, b) = S(h) mod p for any h ∈ Mor (G; a, b),
where p is the divisibility of s .
The Floer cochain complex is obtained by replacing the category G above
by Gop.
Let Mor 1(Cµ; a, b) denote the set consisting of elements in Mor 1(Cµ) which
go from the object a to the object b, and let Mor 1,h(Cµ; a, b) be its subset
consisting of elements in the “relative homotopy class” h ∈ Mor (G; a, b).
Let Mor 1(G; a, b) = {h ∈ Mor (G; a, b) | S(h) = 1}. The chain groups and
differentials given can be written more concretely once a coherent orientation
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of Cµ is chosen:
C∗(G, µ; Λ) =
⊕
a∈Ob (Cµ)
Λ(a),
∂ a =
∑
b∈Ob(Cµ)
∑
h∈Mor1(G;a,b)
σh(a, b)Λ(h) b, where
σh(a, b) =
∑
z∈Mor1,h(Cµ;a,b),
sign(z).
(6.2)
In order for the map ∂ to be well-defined, certain bounds on the number of
elements in Mor 1(Cµ; a, b) are required in order to make sense of the formula
for ∂ above. These are typically provided by results of the following form:
(6.3) For a generic µ, the number of elements in Mor
L
1 (Cµ; a, b) is
finite for any L ∈ R,
where MorL1 (Cµ; a, b) = { z | z ∈ Mor 1(Cµ; a, b), Eµ(z) ≤ L}.
Since Eµ factors through πG, this guarantees the finiteness of σh(a, b)
for each triple of a, b, h. However, Mor 1(G; a, b) often has infinitely many
elements: with a choice a reference element, it identifies with Ker s . Nev-
ertheless, together with the following additional condition, (6.3) guarantees
that σh(a, b) = 0 except for only finitely many elements h in Mor 1(G; a, b);
hence the formula for ∂ is (6.2) is a finite sum when Ob(Cµ) has finitely
many elements: eµ|Ker s = 0, or equivalently,
(6.4) eµ = −κs for some κ ∈ R as elements in Hom (Π,R).
When (6.4) fails, the infinite sum in the second line of (6.2) may be made
sense of via particular choices of the local coefficients Λ, as follows.
Let L ∈ R from this point on. Paraphrasing Definitions 30.2.1 and 30.2.2
in [KM], we say that:
Definition 6.4. subset S ⊂ Mor (G; a, b) is (s , eµ)-finite if:
(i) for all L, the intersection S ∩MorL(G; a, b) is finite.
(ii) there exists d such that S(h) ≤ d for all h ∈ S.
A local system of complete, filtered topological abelian groups Λ on G
is (s , eµ)-complete if, for any a, b ∈ Ob(G) and any (s , eµ)-finite set S ⊂
Mor (G; a, b),
(i) the set {Λ(h) |h ∈ S} ⊂ Hom(Λ(a),Λ(b)) is equicontinuous;
(ii) the homomorphisms Λ(h) converges to 0 as h runs through S.
In the above, Hom(Λ(a),Λ(b)) is equipped with the compact-open topol-
ogy, and the notions of complete filtered groups and equicontinuity are as
explained in pp. 601-602 in [KM]. Note that the above definitions depend
only on (s , eµ), not on the particular choices of S and Eµ, and a local system
is (s , eµ)-complete if and only if it is (s , λeµ)-complete, for any λ ∈ R
+.
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As was observed in [KM], the upshot of this definition is that for
any function σ : Mor (G; a, b) → Z with (s , eµ)-finite support, a series of
the form
∑
h σ(h)Λ(h) converges to a continuous limit, and the terms
of this series may be rearranged. Apply this observation to the series∑
h∈Mor1(G;a,b) σh(a, b). The statement (6.3) implies that the function h 7→
σh(a, b) is supported on a (s , eµ)-finite set, and hence the convergence of this
series. In sum, the formula (6.2) gives a valid definition of Floer homology
of local coefficient Λ, once the following two conditions are met:
(6.5)
{
• There are finitely many elements in Cµ;
• The statement (6.3) holds.
Example. In the case of (6.4), any (local) coefficient is (s , eµ)-complete. In
particular, Floer homology with coefficient Z is well-defined. The monotone
cases discussed in Sections 1.1 and 1.2 belong to this case with κ 6= 0. (The
κ = 0 case is the “balanced” case in the terminology of [KM]).
6.2. The non-monotone case. As explained in the previous subsection,
the periodic Floer homology and Seiberg-Witten cohomology can be defined
in general with appropriate choice of local coefficients.
General Periodic Floer homology. Fix a volume form wF on F . In
the terminology of the previous subsection, this Floer theory associates the
following to each symplectic isotopy class of f and Γ ∈ H1(M ;Z):
• one may take G to be the category with integral 1-cycles in M in the
class of Γ as objects, and with Mor (G; Θ,Θ′) consisting of integral 2-
cycles Σ in R ×M , which limit to Θ or Θ′ respectively as s → ∞ or
s→ −∞. Let G be the category with Mor (G; Θ,Θ′) = H2(M ; Θ,Θ′),
and let πG be the functor which sends an integral 1-cycle Θ ⊂ M
to itself, and an integral 2-cycle Σ ⊂ R ×M described above to the
relative homology class of its projection to M .
• The functor S in this context is given by the relative grading
I(Θ+,Θ−;Z) described in Section 1.1.
• The parameter space P may be taken to be the space of pairs (f , J),
where f is a symplectomorphism in a a fixed Hamiltonian isotopy class,
and J ∈ Jf . Using the same notation to denote the pullback of wf
under the projection R×M →M , set
Eµ(Σ) =
∫
Σ
wf , for Σ ∈ Mor (G).
• We call a µ = (f , J) ∈ P “generic” in this context if f is nondegenerate,
and J ∈ J1f . Let Cµ be the category with Ob (Cµ) = A and with
Mor (Cµ) consisting of what is termed “broken GFL”s in Definition 9.3
of [H1]. By Lemma 9.3 in the same reference and its generalization
in Section 9.5, the set Mor 1(Cµ; Θ+,Θ−) is the set M1(Θ+,Θ−)/R
previously introduced in Section 1.1.
PERIODIC FLOER HOMOLOGY= SEIBERG-WITTEN FLOER COHOMOLOGY 73
• It is explained in Section 9 of [HT1] that a coherent orientation is
provided by a choice of ordering of the positive hyperbolic periodic
orbits in Θ for each Θ ∈ A.
In fact, the definitions of G and P above may be chosen somewhat dif-
ferently, since they do not directly enter into the definition of the Floer
complex. Note also that in this Floer theory package,
(6.6) Π = H2(M ;Z), s = cΓ, eµ = [wf ],
regarding the latter two as homomorphisms from H2(M ;Z) to Z and R
respectively. The condition (6.4) becomes the defnition for monotone classes
in Section 1.1: The cases κ > 0 and κ < 0 correspond to the positive mono-
tone and negative monotone cases respectively, and κ 6= 0 in this context.
With Cµ and Eµ thus specified, the validity of the statement (6.3) follows
from the typical Gromov compactness arguments as those which appeared
in Lemma 9.8 of [H1]. It is also noted in Section 1.1 that A consists of
finitely many elements. Thus, as both conditions in (6.5) are met, given a
(cΓ, [wf ])-complete local coefficient Λ on G, the formula (6.1) gives a well-
defined chain complex. We call the associated homology the periodic Floer
homology with coefficient Λ of the parameter set µP = {(F,wF ), f ,Γ, J},
and denote it by
HP∗
(
f : (F,wF ) 	,Γ;Λ
)
J
,
or simply HP∗(f ,Γ;Λ) when there is no danger of ambiguity. Under the
monotonicity assumption, Λ can be taken to be Z; in this case the above
definition of periodic Floer homology reduces to the version in Section 1.1.
General Seiberg-Witten cohomology. In this Floer theory, choose
• G such that its objects consist of gauge equivalence classes of con-
figurations on M , and such that Mor (G; c−, c+) = B(c−, c+). Let G
be the category with the same objects, and with Mor (G; c−, c+) =
π0(B(c−, c+)). Let πG be defined by taking the relative homotopy
classes of elements in B(c−, c+).
• Define S using the relative grading I(c−, c+; h) introduced in Section
1.2.
• Take the parameter space P to be the set of triples µ = (̟, g, (T,S)).
Assume through out this article that [̟] 6= 2πc1(s) in H
2(M ;R).
Choose Eµ such that Eµ(γ) =
1
2E
top
ω,q(γ) in the notation of [KM],
where ω = −i̟/4, q = (T,S).
• When µ is generic in the sense explained in Section 1.2, let Cµ be the
category with Ob(Cµ) = C, and with Mor (Cµ; c−, c+) = M˘+(c−, c+)
in the notation of [KM]. In particular, Mor 1(Cµ; c−, c+) is what is
denoted by M1(c−, c+)/R in Section 1.1.
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• The functor Oµ assigns to each c ∈ C
r the module in (22.1) of [KM]
(the two element set Λ in [KM] is H in our notation), and to each
γ ∈M1(c−, c+)/R, the isomorphism ǫ(γ) in (22.4) of [KM].
By the above choice of S, Eµ and the discussion in Section 1.1, in this Floer
theory
(6.7) Π = H1(M ;Z), s = c1(s), eµ = ps,̟.
The condition (6.4) now corresponds to the positive monotone, negative
monotone, and balanced cases discussed in Chapter 29 of [KM] when κ < 0,
κ > 0, and κ = 0 respectively.
It is shown in [KM] that the conditions (1.12) and (6.5) hold under our
assumption that ps,̟ 6= 0, and thus for any (c1(s), ps,̟)-complete local sys-
tem Λ, the construction in the previous subsection defines a Floer homology
with coefficient Λ associated to each parameter set µS = {M, s,̟, g, q =
(T,S)}. As previously observed, by replacing G with Gop, the same con-
struction defines a Floer cohomology. Thus, for any (c1(s),−ps,̟)-complete
local system Λ, there is a well-defined Floer cochain complex:
C∗(G, µ; Λ) =
⊕
a∈Ob (Cµ)
Oµ(a)⊗ Λ(a),
δ =
∑
z∈Mor1(Cµ)
Oµ(z
−1)⊗ Λ(πG z−1).
The resulting cohomology is the Seiberg-Witten Floer cohomology with coef-
ficient Λ for µS. This Floer cohomology only depends on the data set (1.17).
We denote it by Hm∗(M, s, ps,̟; Λ). To compare with the notation in [KM],
HM∗(M, s,−π[̟]; Λ) = Hm∗(M, s, ps,̟; Λ),
and what we call a (c1(s),−ps,̟)-complete local system is in the terminology
of [KM], a c-dual complete local system with c = π[̟]. When s, ̟ are
monotone with respect to each other, the coefficient Λ will often be dropped
from the notation when it is set to be Z.
6.3. The general isomorphism theorem.We now generalize Theorem
1.2 to include the non-monotone cases. Associate to each periodic Floer
homology data set µP a Seiberg-Witten-Floer cohomology data set µS , as
described in Section 1.3.
Fix L ≥ 1. Given a pair, Θ− and Θ+, from A, introduceM1L(Θ+,Θ−) ⊂
M1(Θ+,Θ−) to denote the elements Σ such that
(6.8)
∫
C
wf ≤ L,
where C is the sole submanifold from Σ that is not an R-invariant cylinder.
The space M1L(Θ+,Θ−) has a finite set of components. This is asserted
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by Theorem 1.8 in [H1]. A value for L in [1,∞) is said to be generic when
there are no cases where (6.8) is an equality. The set of generic values is
necessarily the complement of a countable set.
As will be seen momentarily, the spaceM1L(Θ+,Θ−) has a precise analog
on the Seiberg-Witten side of the ledger. To define this analog, fix r ≥1 such
that each solution to (3.13) is nondegenerate. Suppose that c− and c+ are
elements in Cr. Given L ≥ 1, use M1L(c−, c+) ⊂ M1(c−, c+) to denote the
subspace of instantons d = (A,ψ) that obey (5.8), namely
(6.9)
i
2π
∫
R×M
∂A
∂s
ds ∧wf ≤ L.
Note in this regard that the above integral is absolutely convergent given
that c− and c+ are both non-degenerate.
Recall from Section 3 that Theorem 3.5 makes no assumption on mono-
tonicity. Thus, it constructs an isomorphism Φr from A to Cr. Keep in mind
that both consist of finitely many nondegenerate elements. Let Θ− and Θ+
denote two elements in A, and let c− and c+ denote solutions to (3.11) that
give Φr(Θ−) and Φr(Θ+). Theorem 4.1 as stated does require the assump-
tion of monotonicity to guarantee that both M1(Θ+,Θ−) and M1(c−, c+)
are finite. However, the theorem that follows is the non-monotone analog.
Theorem 6.5. Let µP = {(F,wF ), f ,Γ, J} and µS = {M, sΓ,̟r, g, q} be
as in the statement of Theorem 1.2. Fix a generic L ≥ 1. Then there
exists a constant κL > 1 such that given N > κL, δ < κ
−1
L and a (δ,N)-
approximation (f ′, J ′) to (f , J), there exists κ′L ≥ κL so that for any r ≥ κ
′
L,
the following hold for A and Cr defined using (f ′, J ′):
(0) Theorem 3.5 can be invoked so as to provide the identification, Φr,
between A and Cr.
(1) Fix a pair Θ− and Θ+ in A; and let c− and c+ denote solutions
to (3.13) whose respective gauge equivalence classes are Φr(Θ−) and
Φr(Θ+). Let M1L(Θ+,Θ−) and M1L(c−, c+) be the versions defined
using (f ′, J ′).
(a) The space M1L(c−, c+) has a finite set of components and each com-
ponent consists of non-degenerate solutions to (4.4).
(b) There is a smooth R-equivariant diffeomorphism
Ψr : M1L(Θ+,Θ−)→M1L(c−, c+).
(2) There are coherent systems of orientations for sheaves
{Λ(Θ+,Θ−)}Θ−,Θ+∈A and {Λ(c−, c+)}c−,c+∈Cr such that any given
(Θ−,Θ+) version of Ψr maps the orientation opFh to the orientation
oSW .
Proof of Theorem 6.5: The arguments used to prove Theorem 4.1 can be
employed with only cosmetic changes to prove the following: Fix a generic
L ≥ 1. Then there exists an L-dependent constant κL such that if r ≥
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κL, the conclusions of assertions (1) and (2) hold with M1(Θ+,Θ−) and
M1(c−, c+) replaced respectively byM1L(Θ+,Θ−) andM1L(c−, c+). Indeed,
the only change to Part 1 is the change from M1(·) to M1L(·). The gluing
construction used in the proof shows that Ψr mapsM1L(Θ+,Θ−) injectively
intoM1L(c−, c+) when r is greater than a purely L-dependent constant. The
proof that Theorem 4.1’s version of Ψr mapsM1L(Θ+,Θ−) surjectively onto
M1L(c−, c+) in the monotone case uses the monotonicity assumption only
to obtain a bound on (4.7) from a bound on the index. The bound on
(4.7) is then used to derive the global results in Section 5. In the case at
hand, the bound on (4.7) is assumed because we are restricting attention
to instantons in M1L(c−, c+). This understood, the arguments in Section
5 can be used verbatim to prove that Ψr maps M1L(Θ+,Θ−) surjectively
onto M1L(c−, c+).
Noting that the conditions (5.8) and (6.9) correspond under Ψr, straight-
forward modifications of the direct limit arguments in Sections 4d-4i of [T1]
then yield the following:
Theorem 6.6. Let µP = {(F,wF ), f ,Γ, J} be a periodic Floer param-
eter set, where Γ ∈ H1(M ;Z) is an arbitrary class. Associate to it
a Seiberg-Witten parameter set µS = {M, sΓ,̟r, g, q} according to the
recipe described in Section 1.3. Let ΛP be a (cΓ, [wf ])-complete local sys-
tem for the periodic Floer homology, and let ΛS denote a corresponding
(c1(sΓ), 2rπ[wf ])-complete local system for the Seiberg-Witten cohomology,
in the sense specified below. Then there is an isomorphism between the two
Floer (co)homologies with coefficient Λ
HP∗(f : (F,wF ) 	,Γ;ΛP )J ≃ Hm−∗(M, sΓ,−2rπ[wf ]; ΛS),
which reverses the relative Z/pZ-gradings.
Use the subscripts P and S respectively to label the ingredients πG : G→
G etc. in the periodic Floer theory and Seiberg-Witten-Floer theory, as
described in the previous subsection. To introduce ΛS , note that only its
restriction to CµS is relevant in the statement of the preceding theorem. A
(cΓ, [wf ])-complete local system ΛP on GP specifies a local system on this
restriction via the maps Φr, Ψr. In particular, recall from Section 1.3 that
for a periodic Floer parameter set µP and its corresponding Seiberg-Witten
parameter set µS, one has cΓ = csΓ and ps,̟r = −2rπ[wf ]. Moreover, com-
paring (6.6) and (6.7), and we see that the two Floer theories have identical
s , while eµ on the Seiberg-Witten side is −2rπ times that on the periodic
Floer homology side. Thus, ΛP is (s , eµ)-complete on the periodic Floer
homology side if and only if ΛS is (s ,−eµ)-complete on the Seiberg-Witten-
Floer theory side. In other words, the Seiberg-Witten Floer cohomology
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for µS with coefficient ΛS is well-defined exactly when the periodic Floer
homology for µP with coefficient ΛP is.
Corollary 1.3 generalizes correspondingly:
Corollary 6.7. The general periodic Floer homology in the previous the-
orem depends only on the Hamiltonian isotopy class of f , the homology
class Γ, and the local system Λ. In fact, the periodic Floer homology with
“maximally-twisted cofficients” depends only on the symplectic isotopy class
of f and Γ, in the following sense:
Let Λ[wf ] ⊃ Z[H1(M ;Z)] denote the Novikov ring consisting of Z-valued
functions on H1(M ;Z) that are finitely supported on [wf ]
−1(−∞, κ] for any
κ ∈ R, regarding [wf ] as an element in Hom(H2(M ;Z),R). Then there is
a Z[H1(M ;Z)]-module with relative Z/pZ-grading, denoted HP
[f ]
∗ (Γ), such
that
HP∗(f ,Γ;Λ[wf ]) ≃ HP
[f ]
∗ (Γ)⊗Z[H1(M ;Z)] Λ[wf ],
and HP
[f ]
∗ (Γ) depends only on the symplectic isotopy class [f ] and Γ.
Proof. Because of the previous Theorem, it suffices to check the correspond-
ing statement for Hm∗(M, sΓ,−2rπ[wf ]; Λ[wf ]). First, observe that
Hm
∗
(M, sΓ, 0; Λ[wf ]) = HM
∗
(M, sΓ, cb; Λ[wf ]) = 0,
due to the well-known fact that the Novikov homology of a torus is trivial.
Thus, we may again write Ĥm
∗
(M, sΓ, 0; Λ[wf ]) =
̂
Hm
∗
(M, sΓ, 0; Λ[wf ]) =
Hm∗(M, sΓ, 0; Λ[wf ]). Now, the variant of Theorem 31.5.1 in [KM] with
local coefficients states:
Hm∗(M, sΓ, 0; Λ[wf ]) ≃ Hm
∗(M, sΓ,−2rπ[wf ]; Λ[wf ]).
However, the coefficient ring Z[H1(M ;Z)] is (sΓ, 0)-complete, and Λ[wf ] is
flat over Z[H1(M ;Z)]. Thus
Hm∗(M, sΓ, 0; Λ[wf ]) = Hm
∗(M, sΓ, 0;Z[H1(M ;Z)]) ⊗Z[H1(M ;Z)] Λ[wf ].
For homologies classes Γ with degree 1, the Periodic Floer homology
reduces to the Floer homology of symplectic fixed points. Thus, in this
special case, Corollaries 1.3, 6.7 reduce to the invariance properties of the
latter Floer homology in the existent literature.
7. Appendices
In Appendix A, we describe the appropriate parameter space of the periodic
Floer homology, and clarify its relation with the parameter space of the
Seiberg-Witten-Floer cohomology. Note from the outset that in general, the
coefficient system Λ will not be considered to be among the parameters of
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a Floer theory since it is chosen extraneously. Moreover, it is clear from
the discussion in Section 6 that local systems for two different Floer theories
may be identified by identifying their respective versions of G, which depend
on the intrinsic parameters of the theory. So do the functions s , eµ that
determine the completeness condition of the local systems.
One application of the isomorphism theorem in this article is the compu-
tation of Seiberg-Witten-Floer cohomology for degree 1 Spinc structures of
all mapping tori, via the computation of Floer homology of symplectic fixed
points for oriented surfaces in the existent literature. We denote this latter
Floer homology by HF . In Appendix B, we describe the version of HF
which is equivalent to the periodic Floer homology. In [C] and its sequel,
Cotton-Clay has a more refined definition of HF , which may be used to
compute the version described below.
A. The dependence of HP on f . Let h ∈ Symp(F,wF ) be an element
in the group of symplectomorphisms of (F,wF ), and let Symph(F,wF ) ⊂
Symp(F,wF ) denote the path component containing h. We now define fam-
ily versions of M , wf , and c1(K
−1) parametrized by Symph(F,wF ) and its
universal covering.
Let M → Symph(F,wF ) be defined as follows:
M =
(
Symph(F,wF )× R× F
)
/
(
(f , t, x) ∼ (f, t+ 2π, f (x))
)
.
By projecting to the first factor of the product Symph(F,wF )× R × F , M
may be viewed as a bundle over Symph(F,wF ) whose fiber over f is the
mapping torus Mf of f . By projecting to the first two factors, M may be
viewed as a fiber bundle over Symph(F,wF )×S
1; and the Euler class of the
vertical tangent bundle K−1 over this fiber bundle, denoted by c, restricts
to the class c1(K
−1) on each Mf ⊂M . Finally, one may pull-back wF from
the projection to the last factor F . This induces a closed 2-form w, which
restricts to each Mf as wf .
Choose a connection a on the bundleM → Symph(F,wF ) which preserves
the structure of its fibers Mf as a mapping torus of symplectomorphisms
of (F,wF ). Let X denote a symplectic vector field on (F,wF ) and thus an
element in Tf Symph(F,wF ). A connection as just defined assigns to X the
following object:
(7.1)

• Xf is a section of the vertical tangent bundle Kerπ∗ over the
mapping torus π : Mf → S
1,
• Xf is a map sending each t ∈ S
1 to a symplectic vector field
Xf (t) on (F,wF ).
• π∗Xf = X.
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The preceding construction defines various associated bundles of M →
Symph(F,wF ) and connections on them. Note however that the mon-
odromies of the various homology or cohomology bundles H(M) →
H(M)→ Symph(F,wF ) do not depend on the choice of connection on M .
Let M˜ → S˜ymph(F,wF ) be the pull-back bundle over M under the cov-
ering map of S˜ymph(F,wF ), and let H˜(M), c˜,w˜ respectively denote the
pull-backs of H(M), c, w over M˜ . The choice of connection on M above
defines a trivialization of M˜ → S˜ymph(F,wF ), which induces trivializations
on its various associated bundles as well.
In order to compare with the Seiberg-Witten-Floer cohomology, we view
the periodic Floer homology HP as intrinsically an invariant of a fibered
3-manifold π : M → S1, a homology class Γ ∈ H1(M ;Z), a closed 2-form
w ∈ Ω2(M) which restricts to wF on the fibers, and an almost complex struc-
ture J on R ×M satisfying the conditions (1.6), with wf therein replaced
by w. From this point of view, HP depends indirectly on the symplecto-
morphism f through the choice of the two-form w = wf , and through the
vector field ∂t. Thus, to compare the periodic Floer homologies of different
symplectomorphisms, first fix a lifting f0 ∈ S˜ymph(F,wF ) of h. Identify M
with the fiber Mf0 ⊂ M˜ , and set w = wf0 . Then for each triple consisting of
Γ ∈ H1(Mf0 ;Z), a suitable local system Λ, and J ∈ Jf0 , the construction in
Sections 1 and 6 gives rise to a periodic Floer homology, which we denote by
HP (f0,Γ;Λ)J . For an arbitrary f ∈ S˜ymph(F,wF ), use the trivializations
given by a to define isomorphisms ιf : Mf → Mf0 , ι
∗
f : Ω
2(Mf0) → Ω
2(Mf ),
(ιf )∗ : H1(Mf )→ H1(Mf0), and (ιf )∗ : Jf → Jf0 .
Then for each triple consisting of a Γf ∈ H1(Mf ), a local system Λf for f ,
and a Jf ∈ Jf , we defineHP (f ,Γf ; Λf )Jf to be the periodic Floer homology
associated to (ιf )∗Γ, (ι−1f )
∗wf , (ι−1f )
∗Λf , and (ιf )∗J . The completeness
condition for Λf is provided by pull-backs of c˜|Mf +2eΓf and [wf ] via (ι
−1
f
)∗.
In this manner, we have defined the periodic Floer homology over the
parameter space H˜1(M ;Z)×S˜ymph
J˜ . Here, J˜ is the family version of Jf over
S˜ymph = S˜ymph(F,wF ). On the other hand, since the Seiberg-Witten-Floer
cohomology depends only on the Spinc structure and the cohomology class
of the perturbation 2-form, one has HM defined over the parameter space
Spinc(M) ×H2(M ;Z), where Spinc(M) denotes the set of Spinc structures
on M . Fix a sufficiently large r. The isomorphism Φ from HP to HM
constructed in the main theorems of this article factors through a map q
between their parameter spaces, in the sense that Φ(HP (·)) = HM(q(·)).
To describe this map q , first, note the aforementioned connection defines a
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trivialization
H˜1(M ;Z)×S˜ymph
J˜ → H1(M ;Z)× S˜ymph × Jf0 .
The map q is the composition of this with the map which sends (Γ, f , J) ∈
H1(M ;Z) × S˜ymph × Jf0 to
(
sΓ, 2r
(
[wf0 ] + b(θf )
)
+ 2πcΓ
)
∈ Spinc(M) ×
H2(M ;R). In the above, sΓ is defined as in Section 1.3, θf denotes the flux of
a symplectic isotopy from f0 to f , and the map b is part of the Mayer-Vietoris
sequence: · · ·H1(F ;R)
1−f ∗
−→ H1(F ;R)
b
→ H2(M ;R) · · ·. As a consequence,
we have a family of periodic Floer homologies parametrized by Spinc(M)×
H2(M ;R), and this does not depend on the choice of connection on M .
When f vary through a path in S˜ymph connecting two different lifts of the
same symplectomorphism, the corresponding Spinc-structure (determined
by the vector field ∂t) and the class [wf ] will change simultaneously. The
periodic Floer homology, and hence the corresponding Seiberg-Witten-Floer
cohomology, parametrized by these two elements in Spinc(M) ×H2(M ;R)
will however be isomorphic.
Remark. Cotton-Clay pointed out to us that there is no such monodromy
unless g = 1; therefore the above observation is interesting only in very
limited cases.
Appendix B: Relation with the Floer homology of fixed points.
When Γ has degree 1, a generator of CP may be regarded as a section of
π : M → S1, and by [H1], an element in M1(Θ+,Θ−) used to define the
differential of the periodic Floer chain complex consists of a holomorphic
cylinder in R×M . When J is admissible, such a cylinder may be viewed as
a holomorphic section R × (R/(t ∼ t+ 2π) → R × ((R × F )/ ∼) = R×M .
A section of π : M → S1 is by definition an element in the f -twisted loop
space of F , which we denote by Lf . A section of R ×M → R × S
1 can
be interpreted as a path in Lf . Given an element Γ ∈ H1(M ;Z), let Lf ,Γ
denote the space of sections of π : M → S1 in the homology class Γ. The
f -twisted loop space decomposes as Lf =
∐
Γ∈N Lf ,Γ, where N denotes the
set of elements Γ ∈ H1(M ;Z) with 〈eΓ·, [F ]〉 = 1. This is an affine space
under H1(F ;Z)/(1 − f∗).
For lack of space, we shall only outline the construction of HF , and refer
the reader to Sections 2 and 3 of [L2] for more details.
Fix the symplectic structure (F,wF ). The space of admissible almost
complex structures on R ×M is identical with the space JK in [L2], and
an element from this space defines a metric on Lf . Let Xf be the space
of elements satisfying the first two conditions of (7.1). Given an Xf ∈ Xf ,
Equation (13) of [L2] defines an action 1-form on Lf . One may use the for-
mal Morse-Novikov theory of this 1-form over Lf ,Γ and the aforementioned
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metric to define a Floer homology for a suitable choice of coefficient Λ. We
denote this Floer homology by HF (f ,Γ,Xf ; Λ)J . The critical points of this
action 1-form consists of f -twisted periodic orbits of the symplectic vector
fields Xf , and the flow lines satisfy the perturbed Cauchy-Riemann equa-
tion. In particular, when Xf = 0, we have an isomorphism between the HF
chain complexes and the HP chain complexes for the same triple f ,Γ, J .
Furthermore, in the language of Section 6.1, there is a natural functor from
the fundamental groupoid of Lf ,Γ to the version of G in the periodic Floer
homology, whose morphism sets are H2(M ; Θ+,Θ−). (This is an variant of
the map im defined in Section 3.1.3 of [L2], and hence we denote it by the
same notation). The functors S, Eµ inHF (defined from the Conley-Zehnder
index and the aforementioned action 1-form) both factor through im. Thus,
by restricting the choice of local systems to those which factor through this
map, we may use the same groupoid as the G in HF as well. To continue
the comparison, recall the basic fact (6.7) on HP . When Xf = 0, the HP -
version of eµ, i.e. [wf ], pulls back by im to its counterpart in HF . However,
the HF -version of s , which pulls back to c1(K
−1), is seemingly different
from its counterpart in HP , namely cΓ = c1(K
−1) + 2eΓ. However, this is
inconsequential. The fact that in the degree 1 case, M1(Θ+,Θ−) consists
of holomorphic cylinders implies that in both HF and HP of degree 1, the
relative homology classes of the flow lines used to define their differentials
fall in the image of im. Let H ⊂ H2(M ;Z) denote the image of im as in
[L2]. Then eΓ|H = 0.
This has the following implications: First, the relative grading of the
degree 1 periodic Floer homology can be refined to take value in Z/p1Z,
where p1 ≥ p is the divisibility of c1(K
−1) on H/Tors. Second, the (s , eµ)-
completeness condition on the coefficient systems is weaker in the degree 1
case, since s , eµ can now be viewed as a linear function from the smaller group
H ⊂ H2(M ;Z). In particular, the monotonicity condition (6.4) requires only
that [wf ]|H is proportional to c1(K
−1)|H. For example, if f is monotone in
the sense that [wf ] and c1(K
−1) are proportional, then the periodic Floer
homology with Z-coefficients is well-defined for all Γ ∈ N at this f , and thus
there is a well-defined notion of HP1(f ;Z) =
⊕
Γ∈NHP (f ,Γ;Z), agreeing
with the usual notion of HF (f ;Z). (Cp. Theorem 4.1.3 of [L2]).
Finally, we compare the parameter spaces of these two Floer theories.
In contrast to the view point we adopted for HP in Appendix A, we view
the symplectomorphism f as an intrinsic parameter of HF . The space
PHF = N ×Symph X ×Symph J parametrizes the above construction of HF .
Here, N, X, J are respectively the family versions of N, X, JK parametrized
by Symph(F,wF ). The connection a induces connections on each of these
bundles, and hence a connection on the fibered product PHF as well.
82 YI-JEN LEE AND CLIFFORD HENRY TAUBES
We now describe the map from the HP -parameter space to the HF -
parameter space over which the isomorphism between the two Floer homolo-
gies is defined. When restricted to degree 1 H1(M ;Z) classes, the HP
parameter space is trivialized by the connection a as PHP1 = N×S˜ymph×J .
As explained above, the same connection gives a trivialization of the pull-
back of the HF -parameter space over S˜ymph: P˜HF ≃ N× S˜ymph×Xf0×J .
(Cf. Section 3.1.5 in [L2], where it is also shown that parallel transport
along the connection on PHF yields isomorphisms among the HF Floer
chain complexes so parametrized).
Let m˜ = id×s˜0× id, where s˜0 denotes the zero section of S˜ymph ×Xf0 →
S˜ymph. (Note that the zero section s˜0 is nonconstant relative to the triv-
ilization induced by a, and depends on the choice of the lift f0). This is
the map underlying the isomorphism between the parametrized versions
of HP1 and HF . Notice that by the invariance of HF under the paral-
lel transport determined by a, one may identify HF on the zero section
with a fiber N × {f0} × Xf0 × J of P˜HF . As a consequence, one may take
m : N × S˜ymph × J → N × Xf0 × J to be the map underlying the isomor-
phism between the parametrized versions of HF and HP1, where m sends
(n, f , J) to (n, θf , J), where f 7→ θf is as in the definition of q in Appendix
A.
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