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Abstract. The growing number of web services advocates distributed
discovery infrastructures which are semantics-enabled and support qual-
ity of service (QoS). In this paper, we introduce a novel approach for
semantic discovery of web services in P2P-based registries taking into
account QoS characteristics. We distribute (semantic) service advertise-
ments among available registries such that it is possible to quickly iden-
tify the repositories containing the best probable matching services. Ad-
ditionally, we represent the information relevant for the discovery process
using Bloom ﬁlters and pre-computed matching information such that
search eﬀorts are minimized when querying for services with a certain
functional/QoS proﬁle. Query results can be ranked and users can pro-
vide feedbacks on the actual QoS provided by a service. To evaluate
the credibility of these user reports when predicting service quality, we
include a robust trust and reputation management mechanism.
1 Introduction
The increasing number of web services demands for an eﬀective, scalable, and
reliable solution to look up and select the most appropriate services for the re-
quirements of the users. This is speciﬁcally complicated if numerous services
from various providers exist, all claiming to fulﬁll users’ needs. To solve these
problems, a system basically has to provide expressive semantic means for de-
scribing web services including functional and non-functional properties such as
quality of service (QoS), semantic search capabilities to search distributed reg-
istries for services with a certain functional and QoS proﬁle, and mechanisms for
allowing users to provide feedbacks on the perceived QoS of a service that can
be evaluated by the system regarding their trustworthiness.
In this paper we present our approach to address these issues. It is based on
requirements from a real-world case study of virtual Internet service providers
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(VISP) in one of our projects1. In a nutshell, the idea behind the VISP busi-
ness model is that Internet Service Providers (ISPs) describe their services as
semantic web services, including QoS such as availability, acceptable response
time, throughput, etc., and a company interested in providing Internet access,
i.e., becoming a VISP, can look for its desired combination of services taking
into account its QoS and budgeting requirements, and combine them into a new
(virtual) product which can then be sold on the market. At the moment this
business model exists, but is done completely manually.
Since many ISPs can provide the basic services at diﬀerent levels and with
various pricing models, dishonest providers could claim arbitrary QoS properties
to attract interested parties. The standard way to prevent this is to allow users of
the service to evaluate a service and provide feedbacks. However, the feedback
mechanism has to ensure that false ratings, for example, badmouthing about
a competitor’s service or pushing own rating level by fake reports or collusion
with other malicious parties, can be detected and dealt with. Consequently, a
good service discovery engine would have to take into account not only the
functional suitability of the services but also their prospective quality oﬀered
to end-users regarding to the trustworthiness of both providers and consumer
reports. According to several empirical studies [15, 11], this issue of evaluating
the credibility of user reports is one of the essential problems to be solved in the
e-Business application area.
To achieve the high scalability, in our work we focus on developing a de-
centralized discovery approach and for improved eﬃciency we use a structured
overlay network as the decentralized service repository system. In the following
we assume that web services are being described semantically including QoS
properties, for example, using WSMO2, service descriptions can be stored in
distributed registries, and users can provide feedbacks on the experienced QoS.
Based on these realistic assumptions we will devise a framework for P2P-based
distributed service discovery with QoS support.
Regarding the semantic characterization of Web Services several properties
can be considered, of which the most obvious are the structural properties of
the service interface, i.e., the input and output parameters of a service. Another
important aspect, in particular for distinguishing services with equivalent func-
tional properties, relates to QoS characteristics. In our approach we intend to
support both aspects. As described above, for QoS it is of interest to compare the
announced with the actual service performance, for which we take a reputation-
based trust management approach. Other characteristics of Web Services, in
particular the process structure of the service invocation also have been consid-
ered, e.g., Emekci et al [14], but we consider these as less important, since they
are diﬃcult to use in queries and unlikely to be the primary selection condition
in searches, and thus not critical in terms of indexing. However, we may expect
that the service interface will be usually used as a search condition with good se-
lectivity among a large number of web services. In order to support these queries
1 http://dip.semanticweb.org/
2 http://www.wmso.org/
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we have to index unordered key sets (corresponding to a service interface), where
the keys are usually taken from a (shared) domain ontology. To the best of our
knowledge, although the issue of indexing semantic data in structured overlay
networks has already been mentioned somewhere, e.g., [6, 12, 29], none of them
have taken into account the structural properties of web services while indexing
semantic service descriptions for the beneﬁts of service discovery.
The major contribution of this paper is the proposal of a new distributed
service discovery framework which is expected to be scalable, eﬃcient and reli-
able. With the use of structured peer-to-peer overlays as the service repository
network, the system is highly scalable in terms of the number of registries and ser-
vices. Our approach uses multiple unordered key sets as index terms for semantic
web service descriptions, thus make it possible to quickly identify the registries
containing most likely matched services according to user requests. The local
semantic service matchmaking at a speciﬁc registry can also be performed eﬃ-
ciently thanks to the combination of the ontology numerical encoding scheme [8]
with the pre-computation of the matching levels between service advertisements
and possible user queries [28] to reduce the time-consuming reasoning steps. In
addition, our search algorithm exploits the generalization hierarchy of the un-
derlying ontology for approximate matching and will use QoS information to
rank the search results according to preferences of users. Our QoS-based service
selection and ranking algorithm also takes into account the issue of trust and
reputation management suﬃciently, thereby returning only the most accurate
and relevant results w.r.t. user requirements.
2 Related Work
Our framework uses a novel ontology-based approach to distribute service ad-
vertisements appropriately among a P2P network of registries. This method is
diﬀerent from that of METEOR-S [31] and HyperCup [25] as we do not base
it on a classiﬁcation system expressed in service or registry ontologies. In these
approaches, the choosing of a speciﬁc registry to store and search for a service
advertisement depends on the type of the service, e.g., business registry is used
for storing information of business-related services. In fact, these proposals is
good in terms of organizing registries to beneﬁt service management rather than
for the service discovery itself. Although publishing and updating service de-
scription information based on their categories is relatively simple, it would be
diﬃcult for users to search for certain services without knowing details of this
classiﬁcation, and it would be hard to come up with such a common service
or registry ontology. To some extent our approach is similar to WSPDS [17],
but our methods are speciﬁcally targeted at structured P2P overlay networks in
order to support more eﬃcient service publishing and discovery. We use our P-
Grid P2P system [1] as the underlying infrastructure, which at the time of this
writing, is among the very few P2P systems which support maintenance and
updating of stored data. [26] indexes service description ﬁles (WSDL ﬁles) by a
set of keywords and uses a Hilbert-Space Filling Curve to map the n-dimensional
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service representation space to an one-dimensional indexing space and hash it
onto the underlying DHT-based storage system. However, the issue of charac-
terizing a semantic service description as a multi-key query in order to support
semantic discovery of services has not yet been mentioned in this work. As afore-
mentioned, Emekci et al [14] suggest to search services based on their execution
paths expressed as ﬁnite path automata which we consider less important since
this is diﬃcult to use as primary selection condition in queries as user would
need to know and describe the execution ﬂow of their required services.
Regarding QoS, although the traditional UDDI registry model3 does not refer
to quality of web services, many proposals have been devised to extended the
original model and describe web services’ QoS capabilities, e.g., QML, WSLA
and WSOL [13]. The issue of trust and reputation management in Internet-
based applications as well as in P2P systems has also been a well-studied prob-
lem [11, 15]. However, current QoS provisioning models have not suﬃciently con-
sidered the problem of evaluating the credibility of reporting users. The existing
approaches either ignore this issue totally [3, 7, 16, 30] or employ simple methods
which are not robust against various cheating behaviors [14, 18]. Consequently,
the quality of ranking results of those systems will not be assured if there are dis-
honest users trying to boost the quality of their own services and badmouthing
about the others. [10] suggests augmenting service clients with QoS monitoring,
analysis and selection capabilities. This is a bit unrealistic as each service con-
sumer would have to take the heavy processing role of both a discovery and a
reputation system. Other solutions [20, 21, 23, 24] use mainly third-party service
brokers or specialized monitoring agents to collect performance of all available
services in registries, which would be expensive in reality.
An advanced feature of our architecture is that we perform the service discov-
ery, selection and ranking based on the matching level of service advertisements
to user queries both in terms of functionality and QoS as well as taking into
account trust and reputation adequately. Our QoS provisioning model is devel-
oped from [7, 16, 18] using concepts of integrating QoS into service description
by [24] and [30]. The trust and reputation management mechanism originally
combines and extends ideas of [2, 9, 19] and is the ﬁrst solution to address the
most important issues suﬃciently.
3 A Model for P2P-Based Web Service Discovery with
QoS Support
Fig. 1 shows the conceptual model of our distributed service discovery frame-
work.
Service advertisements with embedded QoS information are published in P2P-
based registries by various providers (1), and users can query for services with
certain functionalities and required QoS levels (2) using any registry peer as their
access point. The P2P-based registries then take care of routing the request to
3 http://uddi.org/pubs/uddi-v3.0.2-20041019.htm
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Fig. 1. Framework model
the peer(s) that can answer it (3). The results will be returned to the user (4)
and this user may invoke one of the found services (5). Additionally, users can
express feedbacks on the QoS they could obtain from a service to the registry
peers managing that service (6).
The evaluation of QoS reports by the registry peers has to account for mali-
cious reporting and collusive cheating of users (7) to get a correct view of the
QoS properties of a service. Additionally, we also allow trusted agents in the
model to provide QoS monitoring for certain services in the system (8). These
well-known trusted agents always produce credible QoS reports and are used
as trustworthy information sources to evaluate the behaviors of the other users.
In reality, companies managing the service searching engines can deploy special
applications themselves to obtain their own experience on QoS of some speciﬁc
web services. Alternatively, they can also hire third party companies to do these
QoS monitoring tasks for them. In contrast to other models [20, 21, 23, 24, 30] we
do not deploy these agents to collect performance data of all available services
in the registries. Instead, we only use a small number of them to monitor QoS
of some selected services because such special agents are usually costly to setup
and maintain.
Fig. 2 shows the internal architecture of a registry peer.
The communication module provides an information bus to connect the other
internal components; interacts with external parties, i.e., users, trusted agents,
and service providers, to get service advertisements, QoS data, and feedbacks;
and provides this information to the internal components. Additionally, it is the
registry peer’s interface to other peers (query forwarding, exchange of service
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Fig. 2. Registry Peer Structure
registrations and QoS data) and for the user to submit queries and receive re-
sults. The query processing module analyzes a semantic web service query into
user’s required functionality and the corresponding QoS demand of the needed
service and then forwards them to the matchmaker. The matchmaker compares
the functional requirements speciﬁed in a query with the available advertise-
ments from the service management module to select the best matching services
in terms of functionality. The list of these services is then sent to the QoS support
module, which performs the service selection and ranking, based on QoS infor-
mation provided in the service advertisements and QoS feedback data reported
by the users, so that the result contains the most relevant web services according
to user request. Providers are also able to query the evaluated QoS of their own
services and decide whether they should improve their services’ performance or
not.
4 Service Description, Registration, and Discovery
A semantic service description structure stored in a peer registry includes:
– a WSDL speciﬁcation of the service.
– service functional semantics in terms of service inputs, outputs, pre-conditions,
post-conditions and eﬀects, which is described by WSMO ontology concepts
using the techniques proposed by [27].
– optional QoS information with the promised QoS for the service.
During operation of the system this information will be matched against se-
mantic queries which consist of:
– functional requirements of user in terms of service inputs, outputs, pre-
conditions, post-conditions and eﬀects, also expressed in WSMO concepts.
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– optional user’s QoS requirements provided as a list of triples {qi, ni, vi},
where qi is the required QoS parameter, ni is the order of importance of qi
in the query (as user preference) and vi is the user’s minimal required value
for this attribute.
Quality properties of web services are described by concepts from a QoS
ontology and then embedded into the service description ﬁle using techniques
suggested by Ran [24] and WS-QoS [30]. In our work, the value of a quality
parameter of a web service is supposed to be normalized to a non-negative real-
valued number regarding service-speciﬁc and call-speciﬁc context information
where higher normalized values represent higher levels of service performance.
For instance, a web service with a normalized QoS parameter value for reliability
of 0.99 will be considered as more reliable to another one with a normalized
reliability value of 0.90. In this case the normalized reliability is measured as its
degree of being capable of maintaining the service and service quality over a time
period T . For experimental evaluations, we have developed a QoS ontology for
the VISP use-case using WSMO. This QoS ontology includes the most relevant
quality parameters for many applications, i.e., availability, reliability, execution
time, price, etc. We currently assume that users and providers share a common
ontology to describe various QoS concepts. However, this could be relaxed with
the help of many existing ontology mapping frameworks. The QoS provisioning
model is described in details in [32].
4.1 A Closer Look at Semantic Service Descriptions
In our architecture, a semantic service description, i.e., a service advertisement
or a service query, will be associated with a multi-key vector, which we call the
the characteristic vector of the service. Based on this vector service advertise-
ments are assigned to peer registries. Similarly, discovery of registries containing
services relevant to a user query is also based on the characteristic vector of the
query itself.
First, all ontological concepts representing inputs and outputs of a web service
advertisement/service request will be categorized into diﬀerent Concept Groups
based on their semantic similarity. This similarity between two concepts is com-
puted based on the distance between them in the ontology graph and their num-
ber of common properties as proposed by previous work, e.g., [5]. Each group has
a root concept deﬁned as the one with the highest level in the ontology graph,
i.e., the most general concept, among all member concepts.
A semantic service description, i.e., a service advertisement or a service query,
is then characterized by the concept groups to which the service’s inputs and
outputs belong. According to [8], ontological concepts can be mapped into nu-
merical key values in order to support semantic reasoning eﬃciently. Therefore,
we can utilize keys to represent concepts and a group of similar concepts can be
associated with a Bloom key built by applying k hash functions h1, h2, · · · , hk to
the key of each concept member, allowing us to quickly check the membership
of any concept to that group [4]. For each input Ii (or output Oi) of a service,
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we ﬁrstly ﬁnd the concept group CGi that it belongs to. As the order of in-
puts/outputs of a service generally has no sense in determining its functionality,
we deﬁne a total ordering of various concept groups as in Deﬁnition 1 so that
service queries/advertisements with similar interfaces would have the same char-
acteristic vector regardless the diﬀerences in the order of their parameters. The
characteristic vector of this service description is then represented by the list of
corresponding Bloom keys of all CGis, sorted in the descending order of CGi.
Deﬁnition 1. A concept group CGx is considered as having higher order (>)
than another group CGy iﬀ:
1. The level of CGx in the ontology graph is higher than the level of CGy or:
2. Both CGx and CGy have the same level and CGx is in the left of CGy in
the ontology graph.
The partitioning of ontological concepts is illustrated in Fig. 3 where Cj is
an ontological concept and CGi is a concept group. The task of fragmenting
the ontology graph is similar to that of relational and semi-structured data-
base systems, which could be performed semi-automatically by the system with
additional user support.
In Fig. 3, the root concepts of CG1, CG2, CG3, CG4, CG5 and CG6 are C2,
C3, C4, C5, C6 and C9, respectively. The total ordering of all concept groups
is CG1 > CG2 > CG3 > CG4 > CG5 > CG6. As an example, let us assume
that we have a service description S1 with inputs C7, C14, C10 and outputs
C12, C16 which belong to concept groups CG1, CG6, CG2 and CG4, CG3,
Fig. 3. Ontology graph partitioning
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respectively. Regarding the above ordering relation, this service description is
then represented by the characteristic vector V = {k1, k2, k6, kd, k3, k4}, where
ki is CGi’s Bloom key and kd is a dump value to separate S1’s inputs and
outputs.
Although we are using only inputs and outputs of a service in its multiple-key
representation, we believe that the extension of this idea to other features in a
semantic service description, e.g., pre-conditions, post-conditions, eﬀects, could
be done in a similar fashion. The strategy used for partitioning the ontological
graph will not aﬀect the correctness but mainly the eﬃciency of the discovery
algorithm. For instance, although it is tempting to allow a concept to belong to
more than one group while partitioning, this increases the discovery time because
we need to contact diﬀerent registries to search for all possibly matching services.
Therefore, we prefer to have only one group for each concept. For simplicity, we
currently assume that all registries agree on one ontology of concepts, but this
restriction will be relaxed soon with our on-going work.
4.2 Mapping of Service Advertisements to Registries
Each registry peer is responsible for managing certain web services that operate
on a certain set of concepts. The mechanism to assign these sets to peers works
as follows:
1. Each vector Vi = {ki1, ki2, . . . , kin}, where kij (j = 1..n) is a group’s Bloom
key or dump value kd, is mapped to a combined key Ki using a special
function Hc that includes all features of each individual member key kij .
2. Using the existing DHT-based searching mechanism of the underlying P-
Grid network [1], we can easily ﬁnd the identiﬁer RPi of the registry peer
corresponding to the index key Ki.
3. The registry peer RPi is responsible for storing the description of those
services with the same characteristic vector Vi.
This assignment of services to registries during the publishing phase will help
us to quickly identify the registry(-ies) most likely to contain the semantic web
service descriptions matching with a service request during the discovery time.
Using Bloom ﬁlters, the step of checking the membership of a concept in certain
concept groups can be done fast and with very high accuracy level. Therefore,
the computation of the characteristic vector of a service request can be done
eﬃciently. Eventually, the question of searching for the registry(-ies) most likely
to store a matched services becomes the problem of ﬁnding the peers capable
of answering a multi-keyword query which corresponds to this characteristic
vector in the P2P network. This problem can be solved by using one of the two
following approaches. The ﬁrst one is to simply concatenate all kijs together
and then use this as the index/search key in the underlying P2P network. The
second possibility is to deploy another type of peers in the network as index peers
to keep identiﬁers of those registries that manage keywords related to various
combination of kijs. Of course, there is another naive method in which we can
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search for all peers storing each concept term and then intersect all partial
matches to get the ﬁnal results. However, we reason that this approach would
be ineﬃcient due to the following reason. As the semantics of the parameters in
a service interface are generally diﬀerent from each other, a registry containing
service advertisements with only one satisfactory parameters does not necessarily
store service descriptions with the full interface as user requires. This means it
would be costly to forward the service query to many (distributed) registries and
wait for all semantic matchmaking in these repositories to terminate and get the
ﬁnal results.
We have decided to use the ﬁrst method because in this way, the keyword
generating function Hc will generate similar keys Kis for services with simi-
lar characteristic vectors {ki1, ki2, . . . , kin}. Since P-Grid uses preﬁx-based query
routing as its search strategy, services corresponding to similar Kis, which are
likely to oﬀer comparable functionalities, will be assigned to registries adjacent
to each other (P-Grid clusters related information). This is important as with
the very high number of registries and published services, the query for services
will only need to be forwarded to a small number of adjacent peers. Otherwise,
we will have to wait for the results to be collected from a lots of widely distrib-
uted registries, making the searches become highly ineﬃcient. Moreover, this is
advantageous for the exchanges of QoS reports and user reputation information
among neighboring registries during the QoS predicting process later.
Regarding Fig. 3, supposed that we have three services: S1 operating on two
concepts C2, C3 and producing C4, S2 operating on two concepts C2, C9 and
producing C14, S3 operating on two concepts C2, C9 and producing C15. The
characteristic vectors of S1 will be {k1, k2, kd, k3} whereas S2, S3 will have the
same characteristic vector as {k1, k6, kd, k6}, with k1, k2, k3, k6 is the Bloom key
of the concept groups CG1, CG2, CG3, CG6 and kd is a dump key, respectively.
According to our way of distributing service descriptions, S1 will be assigned
to one registry peer P1 with index key K1 = k1‖k2‖kd‖k3 and S2, S3 will be
assigned to another peer P2 with another index entry K2 = k1‖k6‖kd‖k6.
4.3 Pre-computation of Service Matching Information to Support
Semantic Service Discovery
Since the publishing task usually happens once and is not a computationally
intensive process, we can devote more time in this stage to reduce later discovery
time, as suggested by Srinivasan et al [28]. However, their proposed approach
is not scalable since it requires to store the matching information of all services
which match each concept ci in the ontology, thus producing much redundant
information. Hence, we improve their method by observing that if a concept ci
of a group CGi, is similar to another concept cj (also belonging to this group),
then both of them should have approximately the same distance, i.e., the same
level of semantic similarity, to the root concept of CGi.
Accordingly, for each CGi, we store a matching list containing semantic dis-
tances from each parameter of each service to CGi’s root concept. For example,
assuming that we have a registry peer responsible for managing those services
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which operate on the list of concept groups CG1, CG2,. . . , CGk. Then in the
matching table of this registry, we store for each group CGi, i = 1..k, a list Ldsti
of records {[Si1, d1], [Si2, d2], · · · , [Sin, dn]}, where Sij represents a web service,
dj ∈ [0, 1] is the semantic similarity between the concept represented by one
parameter of Sij with the root concept of CGi, j = 1..n, n is the number of
services in this registry.
A query for a service is ﬁrst submitted to a registry peer. At this entry point
the characteristic vector of the query is computed as in Section 4.1 and Sec-
tion 4.2. Using the combined key of this characteristic vector as a search key, the
query is then forwarded by P-Grid’s routing strategy to a registry most possibly
containing matching services. For each service query’s parameter ci belonging to
group CGi, the discovery algorithm at this registry computes its matching level
di with CGi’s root concept rci. Afterward, it ﬁnds the list Li of those services
Sijs each of which has (at least) one parameter with an approximate matching
level dij with rci, i.e., dij ≈ di, by browsing the matching list Ldsti of each rci.
We then intersect all Lis to get the list Lc of possibly matching services. Note
that if ci1 and ci2 have the same matching level di with CGi’s root concept, we
can only conclude that ci1 and ci2 are possibly similar. Consequently, simply in-
tersecting all Lis does not help us in ﬁnding the services which accurately match
the query as in [28]. However, they do allow us to select the list of all possible
matches and ﬁlter out non-related services, which really reduces the searching
time in case the number of registered services is high. Finally, we utilize another
service semantic matchmaking algorithm, e.g. [22], to further select from Lc the
list L of most suitable services in terms of functionality.
For supporting queries with QoS requirements, we use another table to store
the matching information for frequently accessed QoS attributes. With each
QoS attribute qj in this QoS matching table, we have a list Lqosj of records
{Sij , wij , predictedij}, in which Sij identiﬁes a service, wij is a weight depending
on the semantic similarity between qj and the QoS attribute qij supported by Sij ,
and predictedij is the value of qij predicted by our QoS-based service selection
and ranking engine. Apparently, we only store in Lqosj information of those
Sijs with wijs greater than a speciﬁc threshold. The idea behind is that we will
give higher ranks for services which oﬀer the most accurate QoS concepts at
the higher levels compared to the ones required by users. Note that although it
is possible to use QoS properties as ranking criteria for service queries without
explicit QoS requirements, we have not yet employed this in our current study.
Therefore, the QoS-based service selection and ranking phase will be performed
only if users provide their QoS requirements explicitly in corresponding queries.
Given the list L of services with similar functionalities, the discovery engine
performs the QoS-based service selection and ranking as in Algorithm 1.
To facilitate the discovery of services with QoS information, we must evaluate
how well a service can fulﬁll a user query by predicting its QoS from the service’s
past performance reported in QoS feedbacks. In our model, we apply time se-
ries forecasting techniques to predict the quality values from various information
sources. Firstly, we use the QoS values promised by providers in their service ad-
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Algorithm 1 QosSelectionRanking(ServiceList L, ServiceQuery Q)
1: Derive the list of QoS requirements in Q: Lq = [q1, n1, v1], ..., [qs, ns, vs]
2: Initialize QosScore[Si] = 0.0 for all services in L;
3: for each quality concept qj ∈ Lq do
4: for each service Si ∈ L do
5: Search the list Lqos of qj for Si;
6: if Si is found then
7: PartialQosScore = wij
predictedij−vj
vj
;
8: QosScore[Si] = QosScore[Si] +
nj
 
nj
PartialQosScore;
9: else
10: Remove Si from L;
11: end if
12: end for
13: end for
14: Return the list L sorted in descending order by QosScore[Si] s;
vertisements. Secondly, we collect consumers’ feedbacks on QoS of every service.
Thirdly, we use reports produced by trusted QoS monitoring agents. In order
to detect possible frauds in user feedbacks, we use reports of trusted agents as
reference values to evaluate behaviors of other users by applying a trust-distrust
propagation method and a clustering algorithm. Reports that are considered as
incredible will not be used in the predicting process. Through various experi-
ments, this proposed service selection and ranking algorithm is shown to yield
very good results under various cheating behaviors of users, which is mainly due
to the fact that the use of trusted third parties monitoring QoS of a relatively
small fraction of services can greatly improve the detection of dishonest behav-
ior even in extremely hostile environments. The detail of this QoS-based service
selection and ranking phase as well as various experimental results are presented
in [32].
5 Conclusions and Future Work
In this paper we proposed a new P2P-based semantic service discovery approach
which uses a natural way of assigning service descriptions to registry peers. Also,
we presented a service selection and ranking process based on both functional
and QoS properties. In order to support ﬂexible queries we index unordered key
sets where the keys are taken from a shared domain ontology. This problem of
indexing of web service descriptions in structured overlay networks to support
service discovery has not been addressed so far in the literature. The QoS model
includes a user feedback mechanism which is resilient against malicious behaviors
through the application of a trust and reputation management technique that
allows us to discover a variety of cheating attempts by providers and service
users. As we use a P2P system as the underlying infrastructure, our system scales
well in terms of number of registries, search eﬃciency, number of properties in
service descriptions, and number of users.
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We already implemented the QoS-based service selection and ranking algo-
rithm with trust and reputation evaluation techniques as a QoS support module
in our framework. Many experiments were also performed to prove the eﬀec-
tiveness of our trust and reputation approach under various situations. In the
next stage, we will implement the matchmaker based on the work initiated by
Paolucci et al [22] and the service management module based on the UDDI
standard. The existing implementation of the P-Grid system, Gridella4, is used
as the basis for the communication module. The next step would be to extend
our model such that registry peers are able to manipulate with heterogeneous
and distributed ontologies. Also, it would be beneﬁcial to extend the indexing
scheme to include service pre-conditions, post-conditions, eﬀects, etc., in seman-
tic service description structures. Moreover, further work should be done on the
use of QoS properties as ranking criteria for service queries without explicit QoS
requirements. In addition, we are studying the possibility of developing and uti-
lizing a caching mechanism to exploit the locality and frequency of service usages
in the system.
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