In this paper we present a non-intrusive model-based gaze tracking system. The system estimates the 3- 
Introduction
For many human computer interaction applications it would be helpful to know where a person is looking at, and what helshe is paying attention to. Such information can be obtained from tracking the orientation of a human head, or gaze. While current approaches to gaze tracking tend to be highly intrusive -the subject must either stay very still, or wear a special device like a head mounted camera -in this paper we present a non-intrusive gaze tracking system that allows the user to move freely in the field of view of the camera. a computer monitor [6] . In their approach however, the user has to stay in an almost fixed position and is not allowed to turn his head, and special lighting is needed. Gee & Cipolla developed a system to track the rotation and position of the head by finding correspondences between facial feature points and corresponding points in a model of the head, using a weak perspective projection [3] . However, the system has to be initialized manually because the system cannot locate the face and the facial feature points automatically.
We present a software-based system in this paper. The system estimates the 3-D pose of a user's head by tracking as few as six facial feature points. The system locates a human face using a statistical color model without any mark on the face. The system is able to find and track facial feature points automatically, as soon as a person appears in the field of view of the camera, and tums his face toward the camera. The system is also able to recover from tracking failures. The system then finds and tracks the facial features, such as eyes, nostrils and lip comers. To compute the pose we use the POSIT-algorithm, recently proposed by DeMenthon [ 11. This algorithm iteratively approximates a full perspective solution of the pose, given at least four 3D to 2D correspondences.
The remainder of this paper is organized as follows: In section 2 we describe the search for the face, the eyes, nostrils and lip-corners. In section 3, the tracking of these features is described. Section 4 describes how we find a best subset of the feature points and how to predict true positions of outliers. In the following section, we describe our method to detect tracking failure and how to recover from it. In section 6, we show experimental results. There have been several approaches to compute the gaze of a person. First to mention, hardware-intensive and/or intrusive methods, where the user has to wear special headgear, or methods that use expensive hardware like radar range finder [8] . Recently, there have been proposed nonintrusive gaze trackers using mainly software. Baluja and Pomerleau proposed a method to estimate the eye-gaze onto
Searching the Features
To search the facial features we use a top-down approach. First we search the facial area in the image, using a statistical color model, then the search of the facial features is restricted to certain areas inside the face.
Searching the Face Using a Color Model
To find and track the face, we use a statistical color model, that consist of a two-dimensional Gaussian distribution of normalized face colors. The input image is searched for pixels with face colors. and the largest connected region of face-colored pixels in the camera image is considered as the region of the face. The color distribution is initialized so as to find a variety of face colors and is gradually adapted to the actual found face.
A description of the use of the color model to find and track faces can be found in [7] .
face-colored regions 
Searching the Pupils, Using Iterative Thresholding and Geometric Restrictions
Assuming a frontal view of the face initially, we can search the pupils by looking for two dark regions within a certain area of the face, that satisfy certain geometric constraints.
For a given situation, these dark regions can be located using a fixed thresholding within the search area. However, the threshold value may change for different people To use the thresholding method under changing lighting conditions, we developed an iterative thresholding algorithm. The algorithm iteratively thresholds the image, starting with a very low threshold IQ, until we find a pair of regions that satisfies our geometric constraints. Thresholding the image with increased values ki eventually leads to more and bigger blobs, which constitute possible candidates for the eye regions, and finally a sufficient pair can be found. Because the thresholding value is adjustable, this method is able to apply to various lighting conditions and to find the pupils in very differently illuminated faces robustly.
Geometric Constraints
Using knowledge about anthropometric measures such as approximate distance between eyes, and location of the eyes, and the assumption that we initially have a nearfrontal view of the face, we have implemented the following constraints to choose and rank pairs of blobs.
First some initial constraints such as maximum size, maximum vertical extension and constraints on the position are imposed on the found regions. Within each blob, that satisfies the initial restrictions, the darkest pixel is found and used as position of the eye candidate. These candidates are now checked pairwise. The pairs have to satisfy the following constraints: maximum and minimum horizontal distance, maximum vertical distance and symmetry. To measure symmetry according to the middle of the face, we use the following distance measure: If more than one pair satisfies the above constraints, then the one with the least symmetry distance D(i, j ) is chosen.
Searching the Lip Corners
First, the approximate positions of the lip comers are predicted, using the positions of the eyes, the face-model and the assumption, that we have a near-frontal view. A generously big area around those points is extracted and used for further search.
Finding the vertical position of the line between the lips can be done by using a horizontal integral projection Ph of the greyscale image in the search region. Ph is obtained by summing up the greyscale values of the pixels in each row of the search area: Ph(z) = I(z, y) ,O 5 z 5 H , where I(z,T/) is the intensity function of the search window, and W and H are the width and height of the search window, respectively. Because lip line is the darkest horizontally extended structure in the search area, its vertical position can be located where ph has its global minimum. Figure 4 shows the search window for the lip-line and a rotated plot of the corresponding projection Ph. The vertical position, where Ph has its global minimum is marked in the image.
To obtain the horizontal boundcaries of the lips, a smaller search area around the estimated vertical position of the line between the lips is extracted, and a horizontal edge operator is applied. The approximate horizontal boundaries of the lips can now be found, regarding the vertical integral projection p,, of this horizontal edge image. P, is obtained by columnwise sunning up the intensities of the pixels of the edge image. P,, (y) = Cz. The left and right boundaries of the lips can be located, where Pv exceeds a certain threshold t or falls below that threshold respectively. We choose t U, be the average of the projection P,. The vertical positions of the left and right lip comers can be found by searching for the darkest pixel along the columns at the left and right estimated boundaries of the lips in that search-region.
The use of integral projections to extract facial features is for example described in [2] or in Kanade's work on face recognition [5] . 
Searching the Nostrils
Similar to searching the eyes, the nostrils can be found by searching for two dark regions, that satisfy certain geometric constraints. Here the search region is restricted to an area below the eyes and above the lips. Again, iterative thresholding is used to find a pair of legal dark regions, that are considered as the nostrils.
Tracking the Features
For tracking, the features can be searched in small search windows around the last feature position. These search widths of the local search windows are all adjusted to the The search for the darkest Pixel in the regions near the Predicted lip comers ensures, that even with a bad prediction, a point on the lip-line is found, and the true positions of the lip comers can be found in the next step. Fig. 9 shows the two search windows for the points on the line between the lips. The two white lines mark the search paths along the darkest paths, starting from where the darkest pixel in the search windows have been found. The found comers are marked with small boxes. 
Tracking the Face
In order order to beeing able to adjust parameters for the search windows of facial features to changing sizes of the face and to adjust parameters for the color model (see [7] ), it is necessary to track the face in the image. Therefore, the face is searched in a search window around the last position of the face (see Figure 8) . Because position and size of the face in the image will normally not change rapidly, it is not necessary to track the face in each frame. We tracked the face every 5 to 10 frames.
Tracking Eyes
For tracking the eyes, simple darkest pixel finding in the predicted search windows around the last eye positions is used.
Tracking the Nostrils
Tracking the nostrils is also done by iteratively thresholding the search region and looking for 'legal' blobs. But whereas we have to search a relatively big area in the initial search, during tracking, the search window can be positioned around the previous positions of the nostrils, and can be chosen much smaller. Furthermore, the initial threshold can be initialized with a value that is a little lower than the intensity of the nostrils in the previous frame. This limits the number of necessary iterations to be very small.
However, not always both nostrils are visible in the image. For example, when the head is rotated strongly to the right, the right nostril will disappear, and only the left one will remain visible. To deal with this problem, the search for two nostrils is only done for a certain number of iterations. If no pair of nosuils is found, then only one nostril is searched by looking for the darkest pixel in the search window for the nostrils.
To decide, which of the two nostrils was found, we choose that nostril, that leads to the more consistent pose estimation. This decision can be made, by choosing the one pose that implies the smoother motion (see section 4). The position of the nostril that was not found, can easily be predicted in the following frame using the current estimated pose (see figure 10) . 
ejection and Prediction of Outliers
To increase the robustness as well as the accuracy of the system, we try to find outliers in the set of found feature points, and predict their Vue position in the next frame. At the same time, we use a most consistent subset of 2D to 3D point-correspondences to compute the pose, instead of using all found points.
To find a best subset we investigated two methods proposed by Cipolla [4]: Sample consensus tracking and temporal continuity tracking. Using the iirst method, that subset is chosen that leads to the best back-projection of modelpoints into the image-plane. Using the second method, the subset that leads to the pose that implies the smoothest motion is chosen as the best subset.
To compute the pose using the POSIT-algorithm we need at least four correspondences, and the object points should preferably be non-coplanar [l]. We chose the considered subsets as follows:
e In case, we only found one nostril, only the two subsets are considered, where the left ot the right nostril is missing, respectively. This forces the system to choose, which of the two nostrils was found.
e In case both nosvils were found, the six subsets, where one feature is missing in each of them, are considered, plus the complete set of six correspondences.
Because the computation of the pseudo-inverse matrices corresponding to the used subsets can be computed off-line, the computation of the pose for each subset goes very fast.
Once the best subset of features is found, the true position of an out-lier can be easily predicted by projecting its model point into the image, using the computed pose. This prediction allows the system to recover from tracking errors and leads to a more robust tracking of the feature points.
Recovery from Tracking Failure
Tracking facial features on a freely moving person is a difficult task and once in a while tracking failure will occur. In order to build a robust useful gaze tracking system, the system has to be able to detect tracking failure and to recover from it automatically.
Detection of Failure
In our system we used mainly two methods for detection of failure: Firstafter each feature is located, it is checked, if its position lies within the found face region. If not, obviously some error occurred, and the features are searched again. Second, after all features are found, the model points are projected back onto the image plane, using the found pose, and the average distance between the back-projected model points and the actual found points is computed. If this average distance is above a certain threshold, then the actual found features and pose are rejected and failure is considered.
Searching the Features with Search Windows According to the Previous Pose
Once the system detected tracking failure, it switches to the search mode, and searches the features again. However, if failure occurs during tracking, we cannot assume a frontal view of the face anymore, because failure could have occurred at any possible rotation of the head, and the initial search might not work anymore. This problem can be solved by initializing the search windows and the geometrical restrictions according to the previously found pose. If failure occured, while the person was looking to the right, we then shift the search window for the eyes more to the right in the facial area, and more to the left, if the person was looking to the left. Figure 11 shows the search windows for cases, where the person was looking to the left, near frontal or to the right in the image. Only the search windows for the eyes are shifted according to the pose. The subsequent search windows for lips and nostrils are adjusted according to the found position of the eyes or lips respectively.
Results
To evaluate the system, we recorded several sequences to hard disk, and the facial feature positions were marked by 1. all found points are used to compute the pose and no prediction of outliers is done (no pred-method).
2. A best subset of points is found using the sample consensus method (SC-method), positions of outliers are predicted.
3. The best subset is chosen using the temporal continuity method (TC-method), positions of outliers are predicted.
While running the gaze tracker on the image sequence, the system lost the features during several frames, but recovered automatically from tracking failure. The average error of each parameter was computed just on those frames, where the gaze tracking system didn't consider the features as lost. Table 1 to 3 show typical results that we obtained with one one of the sequences. Table 1 shows average errors in pixel for locating each feature. Table 2 and 3 show the average rotation and translation errors in millimeter for the same sequence. On our test sequences we achieved rotation errors as low as 5 degrees for rotation around the x-and yaxis and 1 degree for rotation around the z-axis.
In all our test sequences, using the temporal continuity tracking method lead to the best pose estimation results. Furthermore, using this method lead to a reduction of tracking failure of up to 60 % compared to using no prediction of outliers.
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Discussion of Sample Test Sequence
It can be seen, that for about the first one hundred and ten frames, the pose estimation is very close to the reference parameters. Then tracking failure occurs. Because no gross error occurred from the beginning of the failure -one eye was just found slightly off the real position -the system did not detect tracking failure immediately. At around frame 150 serious tracking failure occured and the system detected tracking failure. The tracker then starts searching for the features again, and fully recovers at frame 178. The features were then tracked again accurately and the pose estimates are very close to the reference parameters until frame 240. Here another failure occurs, but the system is able to recover after only three frames. This shows the ability of the system to recover from tracking failure.
Conclusion
We have developed a non-intrusive model-based gaze tracking system, which estimates the gaze by computing the pose of the user's head. The system achieves average rotation errors as low as 5 degrees for rotation around the x-and y-axis and as low as 1 degree for rotation around the z-axis and a frame rate of 15+ frames per second. With our system, the user is allowed to move freely in the view of the camera and no special lighting or marks are needed. The system automatically finds and tracks the face and the facial feature points in the image and is able to recover from tracking failure automatically.
