Abstract. The skew mean curvature flow(SMCF) is a natural generalization of the famous vortex filament equation. In this note, we show that the Gauss map of the SMCF satisfies a Schrödinger flow equation. In this regard, we explore the geometry of the oriented Grassmannian manifold explicitly by embedding it into the exterior product space.
Introduction
The skew mean curvature flow (SMCF) is an evolution equation defined on a codimension two submanifold, along which the submanifold deforms in its binormal direction. The SMCF origins from hydrodynamics and models the locally induced motion of vortex membranes, i.e. singular vortices supported on codimension two subsets [4, 3] . It also appears in the context of superfluidity and superconductivity describing the asymptotic behavior of vortices which is governed by a complex-valued PDE [2] . In particular, the SMCF is a generalization of the famous vortex filament equation(VFE) [1] in both higher dimensions and Riemannian geometry. For a detailed introduction, we refer to [5] and references therein.
The SMCF can be regarded as the Hamiltonian flow of the volume functional on the infinite dimensional symplectic space of codimension two submanifolds [8, 5] . There is another famous Hamiltonian flow, i.e. the Schrödinger flow, which corresponds to the energy functional defined on the space of maps from a Riemannian manifold into a symplectic manifold [7] . It is well-known that the evolution equation of the Gauss map of the VFE coincides with the one dimensional Schrödinger flow on the standard sphere. In fact, suppose γ : [0, T ] × S 1 → R 3 satisfies the VFE ∂ t γ = ∂ s γ × ∂ 2 s γ = kb, where s is the arc-length parameter, k is the curvature, b is the binormal vector and × denotes the cross product in R 3 . Then it is straightforward to verify that the Gauss map u := ∂ s γ : [0, T ]×S 1 → S 2 satisfies the Schrödinger flow
where J is the complex structure on S 2 and τ (u) is the tension field.
In this note, we show that this relationship holds for higher dimensions, namely, the Gauss map of a solution to the SMCF satisfies a Schrödinger flow equation.
More precisely, suppose Σ is an m dimensional oriented manifold and F : [0, T ] × Σ → R m+2 is a family of immersions in the (m + 2) dimensional Euclidean space. For each t ∈ [0, T ], the normal bundle of the submanifold F (t, Σ) admits an induced complex structure J(F ) which simply rotates a vector in the normal plane by π/2 in the positive direction. Then the SMCF is defined by
where H(F ) is the mean curvature of the submanifold.
Recall that the Gauss map of a submanifold sends a point to its tangent plane, which lies in the Grassmannian manifold. Thus the Gauss map of the family of immersions F gives rise to a time-dependent map ρ from Σ to the (oriented) Grassmannian G(m, 2). It is well-known that G(m, 2) is a Kähler manifold which admits a canonical complex structureJ (see for example [9] ). The tension field of ρ is defined by τ (ρ) := tr gt∇ dρ, where∇ is the pull-back of the Levi-Civita connection on G(m, 2) and the trace is taken with respect to the induced metric g t on Σ. Our main result is the following
of a solution to the SMCF (1.1) satisfies the Schrödinger flow
Remark 1.2. The difference between the flow (1.2) and the usual Schrödinger flow is that the metric g t on the domain manifold Σ are evolving along the SMCF, while for the usual Schrödinger flow, the domain is a fixed Riemannian manifold.
A classical result of Ruh and Vilms [6] shows that the Gauss map of a minimal submanifold is harmonic. Wang [12] proved that the Gauss map of the mean curvature flow (MCF) satisfies the harmonic map heat flow. Since the SMCF is the Hamiltonian counterpart of the MCF and the Schrödinger flow is the Hamiltionian counterpart of the harmonic map heat flow, Theorem 1.1 is parallel and consistent with previous results. It is interesting that Terng and Uhlenbeck [11] investigated the Schrödinger map into complex Grassmannians, while Theorem 1.1 proposes a rather natural Schrödinger flow into the Grassmannian G(m, 2).
To provide a self-contained proof to Theorem1.1, we first explore the geometry of Grassmannian manifolds in general. By embedding the Grassmannian G(m, k) into the exterior product space Λ m R m+k , we study the product structure of its tangent space and express its Levi-Civita connection explicitly. Moreover, for the codimension two Grassmannian G(m, 2), we show the equivalence of its canonical complex structureJ and the complex structure J on the normal bundle of the underlying submanifold. The proof of Theorem 1.1 is given in Section 3.3. We remark that our argument here also gives an alternative proof of the parallel statements on minimal submanifolds and MCF.
Grassmannian manifolds and Gauss map
2.1. Natural embedding of Grassmannian manifold. Let m, k, n = m+k be positive integers. Let R n be the n-dimensional Euclidean space with a fixed orientation. The Grassmannian G := G(m, k) is by definition the set of m-dimensional oriented subspaces in R n . Given a plane ξ ∈ G, we denote the orthogonal complement k-plane of ξ by ξ ⊥ , which has a natural orientation induced from that of ξ.
Let Λ m R n be the linear space of m-vectors, which is endowed with the standard metricḡ induced from R n . The Grassmannian G can be realized as the set of unit simple m-vectors, which is an embedded submanifold of Λ m R n . In fact, for each m-plane ξ ∈ G, we choose arbitrarily an oriented orthonormal basis {e 1 , · · · , e m } ⊂ ξ and let
Since the wedge product of a different orthonormal basis (with the same orientation) is the same, the embedding σ : G → Λ m R n is well-defined. Note that actually σ(G) lies in the unit sphere in Λ m R n and hence is compact.
We will call the induced metricg := σ * ḡ the canonical metric on the Grassmannian manifold G. The corresponding Levi-Civita connection will be denoted by∇. Given an m-plane ξ ∈ G, an oriented orthonormal basis
In the following, we will not distinguish an m-plane ξ from the corresponding m-vector e 1 ∧ · · · ∧ e m .
2.2.
The tangent space of G. Suppose η : (−ε, ε) → G is a smooth curve with η(0) = ξ ∈ G. We can find a time-dependent orthonormal frame {e 1 (t), · · · , e m (t), ν 1 (t), · · · , ν k (t)} which is adapted to the plane η(t) at each time t ∈ (−ε, ε). Using the embedding of G in Λ m R n , we can express the curve η by
Let π ⊤ and π ⊥ be the projections from R n into ξ and ξ ⊥ , respectively. By differentiating (2.1), we get
,
It follows that the tangent place of T ξ G can be spanned by the orthonormal basis
The tautological bundle.
There is a so-called tautological bundle G ⊤ over G (also referred to as the universal or canonical bundle, see for example [10] ) obtained by simply attaching the mplane ξ itself at each point ξ ∈ G. The inclusion ι ξ : ξ → R n at each plane ξ ∈ G ⊤ naturally induces a metricg ⊤ on the bundle G ⊤ . We can also define a connection∇ ⊤ :
Let ξ ∈ G be an m-plane and π ⊤ : R n → ξ be the orthogonal projection. For any tangent vector X ∈ T ξ G, we can find a curve η :
Its easy to verify that the connection∇ ⊤ is compatible with the metricg ⊤ , i.e.∇ ⊤g⊤ = 0. There is another bundle G ⊥ over G obtained by attaching the orthogonal complement k-plane ξ ⊥ at each ξ ∈ G. Similarly, we have a natural metricg ⊥ and a compatible connection∇ ⊥ on the bundle G ⊥ .
The above two bundles together give us a tensor product bundle G := G ⊤ ⊗ G ⊥ over G whose fiber at ξ is the tensor product ξ ⊗ ξ ⊥ . We can construct a tensor product metricg ⊤ ⊗g ⊥ and a tensor product connection∇ ⊤ ⊗∇ ⊥ on G. Namely, for any u ⊗ µ, v ⊗ ν ∈ Γ(G), we have
Obviously, the connection is compatible with the metric since
2.4. The tensor product structure of T G. Given an adapted frame 
It is obvious that φ ξ is independent of the choice of the basis and is an isometry. By identifying ξ with its dual space ξ * , we also have an isometry ψ ξ : ξ ⊗ ξ ⊥ → T ξ G such that ψ ξ (e i ⊗ ν α ) = E iα . Consequently, we can define a bundle map Ψ : G → T G where the fiber-wise map at each point ξ ∈ G is given by ψ ξ .
Theorem 2.1. The bundle map Ψ : (G,g ⊤ ⊗g ⊥ ,∇ ⊤ ⊗∇ ⊥ ) → (T G,g,∇) is a bundle isometry which preserves the connection, i.e.
Proof. The statement that the map Ψ is an isometry is obvious since each fiber-wise map ψ ξ is an isometry. So we only need to prove the second equality in (2.3), and it suffices to prove it at one point. Thus fixing a point ξ ∈ G, we only need to show that for any tangent vector X ∈ T ξ G and a local adapted frame defined near ξ,
To this order, we choose a curve η : (−ε, ε) → G such that η(0) = ξ and η ′ (0) = X. Let π : Λ m R n → T ξ G be the projection to the tangent space of ξ. Since G is a submanifold of Λ m R n and∇ is the induced Levi-Civita connection, by definition we havẽ
In the last identity, we used the fact that∇ ⊤ t e j = k =j (∇ ⊤ t e j , e k )e k and switched its position with ν α . Then under the bundle map, we have
Therefore (2.4) holds true and the proof is finished.
2.5. Submanifold and Gauss map. Suppose Σ is an oriented m-dimensional manifold. Let f : Σ → R n be an immersion and M := f (Σ) be the immersed submanifold. The Gauss map ρ is a map from Σ to the Grassmannian G which sends each point x ∈ Σ to the tangent plane T f (x) M . The restriction of the ambient tangent bundle T R n on M splits into the tangent bundle T M and the normal bundle N M . We denote the naturally induced metric on T M by g ⊤ and corresponding connection by ∇ ⊤ , and denote the induced metric on N M by g ⊥ and corresponding connection by ∇ ⊥ .
Using the immersion map f , we have pull-back bundles f * T M and f * N M over Σ, which are endowed with corresponding pull-back metrics and connections. On the other hand, using the Gauss map ρ, we can define pull-back bundles ρ * G ⊤ and ρ * G ⊥ with pull-back metrics and connections. It is straightforward to see that these bundles are identical, i.e.
It follows from Theorem 2.1 that there is a bundle isometry between f * T M ⊗ f * N M and ρ * T G which preserves the connection. In summary, we have Corollary 2.2. Suppose f : Σ → R n is an immersion and ρ : Σ → G is the corresponding Gauss map, then we have following bundle identifications
In particular, we have the following Lemma 2.3. Under the above identifications, the differential dρ, which is a section of ρ * T G ⊗ T Σ, is equivalent to the second fundamental form A of the immersion, which is a section of f * N M ⊗ T Σ ⊗ T Σ.
Proof.
Choose an open neighborhood in Σ. Let {e 1 , · · · , e m , ν 1 , ν 2 } be a local adapted frame on the pull-back bundle f * (T R n | M ). Let ε i be the corresponding tangent vector on Σ such that f * ε i = e i . By definition, the Gauss map is given by ρ(x) = e 1 (x) ∧ · · · ∧ e m (x) and its differential is
Using the bundle isomorphism in Corollary 2.2, we can identify E jα with e j ⊗ ν α and hence the above term as (∇ i e j , ν α )ν α ⊗ ε * j ⊗ ε * i , which is exactly the second fundamental form A.
Gauss Map of SMCF
3.1. Complex structure on normal bundle. In the following, we set k = 2 and n = m + 2. Suppose Σ is an oriented m-dimensional manifold. Let R n be the Euclidean space which is endowed with an orientation and let f : Σ → R n be a codimension two immersion. Denote the inner product of R n by ·, · and its standard connection by D. We can define a natural complex structure J on the normal bundle of the submanifold M := f (Σ) by simply rotating a vector in the normal plane by π/2 in the positive direction. More precisely, for any point y ∈ M and normal vector ν ∈ N y M , we require Jν, ν = 0, |Jν| = |ν| and f (ε 1 ) ∧ · · · ∧ f (ε m ) ∧ ν ∧ Jν to be consistent with the chosen orientation of the ambient space R n , where {ε 1 , · · · , ε m } is an oriented basis of Σ. The following simple fact about the complex structure actually holds for any Riemannian ambient space, see [5] .
Lemma 3.1. The complex structure is parallel w.r.t. the normal connection, i.e. ∇ ⊥ J = 0.
Proof. It suffices to show that for any locally supported unit normal vector field µ ∈ Γ(N M ) in the normal bundle, we have
Set ν = Jµ, then µ = −Jν and {µ, ν} forms a local orthonormal frame of the normal bundle. Then for any tangent vector field u, we have
This proves the lemma.
3.2.
Kähler structure on G(m, 2). It is well-known that the codimension two Grassmannian G := G(m, 2), which is dual to G(2, m), is a Kähler manifold. Actually, it can be modelled as a complex variety determined by a quadric in CP n−1 (cf. [9] ). Here we show that the Kähler structure of G is naturally induced by the complex structure on the normal bundle.
Recall that we have a natural vector bundle G ⊥ over G whose fiber at each point ξ ∈ G is the orthogonal complement sub-space ξ ⊥ . There is a natural complex structure J on G ⊥ which simply rotates a vector in ξ ⊥ by π/2 positively (w.r.t. the orientation of ξ ⊥ ). By a similar argument as in the proof of Lemma 3.1, one can verify that J is compatible with the canonical connection∇ ⊥ on G ⊥ , i.e.∇ ⊥ J = 0. In fact, the complex structure on the normal bundle of a submanifold is just the pull-back of the complex structure on G ⊥ by its Gauss map.
On the other hand, we have the identification T G ∼ = G ⊤ ⊗ G ⊥ by Theorem 2.1. Then with the help of an adapted frame, we can define a complex structureJ := Id ⊗ J on T G by
Obviously,J is compatible with the Levi-Civita connection on G since∇J =∇ ⊥ J = 0. Therefore, (G,g,J) is a Kähler manifold.
3.3.
Proof of Theorem 1.1. Now we are ready to prove our main result on the Gauss map of the SMCF. Recall that F : Σ × [0, T ) → R n is a family of codimension two immersions satisfying the SMCF (1.1). For simplicity, we denote the mean curvature by H := H(F ) and the induced complex structure of the normal bundle by J := J(F ). Then the SMCF is simply
The Gauss map ρ of F is a time-dependent map from Σ to the Grassmannian G := G(m, 2) which is a Kähler manifold. Denote the complex structure of G byJ and its Levi-Civita connection bỹ ∇. Our goal is to show that ρ satisfies the Schrödinger flow
Proof of Theorem 1.1. We only need to prove the identity (3.3) at one point. Let {e 1 , · · · , e m , ν 1 , ν 2 } be a local adapted frame on the pull-back bundle F * (T R n | M ). Let ε i be the corresponding tangent vector on Σ such that F * (ε i ) = e i . Then On the other hand, we can identify dp with the second fundamental form A by Lemma 2.3. Moreover, the pull-back connection∇ also coincides with the induced connection ∇ by Corollary 2.2. It follows that (3.6) τ (ρ) = tr∇dρ = tr ∇A. Combining (3.5), (3.6) and (3.7), we conclude that ρ satisfies (3.3).
