approximation of a non linear system (studied by Wang & Yen, 1998 , 1999 . The results of the experiments performed for this standard test problem show a real ability and effectiveness of the proposed approach to find accurate and interpretable TSK fuzzy models.
Improving interpretability in TSK fuzzy models

Fuzzy models identification
We consider Takagi-Sugeno-Kang (TSK) type rule-based models (Takagi & Sugeno, 1985) where rule consequents are taken to be linear functions of the inputs. The rules have, therefore, the following expression: 
Each fuzzy set ij A is described by a symmetric gaussian membership function:
( ) This fuzzy model can be defined by a radial basis function neural network. The number of neurons in the hidden layer of an RBF neural network is equal to the number of rules in the fuzzy model. The firing strength of the ith neuron in the hidden layer matches the firing strength of the ith rule in the fuzzy model. We apply a symmetric gaussian membership function defined by two parameters, the center c and the variance σ. Therefore, each neuron in the hidden layer has these two parameters that define its firing strength value. The neurons in the output layer perform the computations for the first order linear function described in the consequents of the fuzzy model, therefore, the ith neuron of the output layer has the parameters ( )
that correspond to the linear function defined in the ith rule of the fuzzy model.
Criteria for fuzzy modeling
We consider three main criteria: (i) accuracy, (ii) transparency, and (iii) compactness. It is necessary to define quantitative measures for these criteria by means of appropriate objective functions which define the complete fuzzy model identification.
Accuracy.
The accuracy of a model can be measured with the mean squared error:
where:
k y is the model output for the kth input vector, k t is the desired output for the kth input vector, and N is the number of data samples.
Transparency.
For the second criterion, transparency, there are many possible measures, however we consider one of the most used, the similarity (Setnes, 1995) . The similarity S among distinct fuzzy sets in each variable can be expressed as follows:
Similarity between two different fuzzy sets A and B can be measured using different criteria. In our case we use the following measure:
The value of S is, therefore, an aggregated similarity measure for the fuzzy rule-based model with the objective to minimize the maximum similarity between the fuzzy sets in each input domain.
Compactness.
Finally, measures for the third criterion, the compactness, are the number of rules, ( M ) and the number of different fuzzy sets ( L ) of the fuzzy model. It is assumed that models with a small number of rules and fuzzy sets are compact. 
where g s ∈[0, 1] is a threshold for similarity defined by the decision maker (we use g s = 0,25). An "a posteriori" articulation of preferences applied to the non-dominated solutions of the problem is used to obtain the final compromise solution.
Multi-objective neuro-evolutionary algorithms
We propose a hybrid learning system to find multiple Pareto-optimal solutions simultaneously, considering accuracy, transparency and compactness criteria. We study different multi-objective evolutionary algorithms to evolve the structure and parameters of TSK-type rule sets, together with gradient-based learning to train rule consequents. Additionally, a rule set simplification operator is used to encourage rule base transparency and compactness. This method may be applied to a wide variety of classification and control problems. Considering the multi-objective constrained optimization model (8), we use three Paretobased multi-objective evolutionary algorithms: MONEA, ENORA-II and NSGA-II. MONEA and ENORA-II are algorithms proposed by authors in (Gómez-Skarmeta et al., 2007) , and respectively, while NSGA-II is the well-known multi-objective EA proposed by Deb in (Deb, 2001) . The main common characteristics are the following:
• The algorithms are Pareto-based multi-objective EAs for fuzzy modeling; that is, they have been designed to find, in a single run, multiple non-dominated solutions according to the Pareto decision strategy. There is no dependence between the objective functions and the design of the EAs; thus, any objective function can easily be incorporated.
•
Constraints with respect to the fuzzy model structure are satisfied by incorporating specific knowledge about the problem. The initialization procedure and variation operators always generate individuals that satisfy these constraints.
The EAs have a variable-length, real-coded representation. Each individual of a population contains a variable number of rules between 1 and max, where max is defined by a decision maker. Fuzzy numbers in the antecedents and the parameters in the consequent are coded by floating-point numbers.
• The initial population is generated randomly with a uniform distribution within the boundaries of the search space, defined by the learning data and model constraints.
The EAs search among rule sets treated with the technique described in Section 3.6 and trained as defined in Section 3.3, which is an added ad hoc technique for transparency, compactness, and accuracy. Table 2 summarizes common and specific characteristics of the algorithms MONEA, NSGA-II and ENORA-II.
Common characteristics
Pittsburgh approach, real-coded representation. Training of the RBF network consequents. Constraint-handling technique. Variation operators. Rule-set simplification technique. Elitist generational replacement strategy. Specific characteristics MONEA: Preselection over 10 children, steady-state replacement (n = 2). ENORA-II: Non-dominated radial slots sorting. NSGA-II: Non-dominated crowded sorting. Table 2 . Common and specific characteristics of MONEA, ENORA-II and NSGA-II.
Representation of solutions
The EAs have a variable-length, real-coded representation using a Pittsburgh approach. An individual I for this problem is a rule set of M (between 1 and max, where max is defined by a decision maker) rules defined by the weights of the RBF neural network. With n input variables, we have for each individual the following parameters:
• Parameters of the fuzzy sets ij A :
centers ij c and variances ij σ ,
Coefficients for the linear function of the consequents:
Initial population
The population is initialized by generating individuals with different numbers of rules. Each individual is generated randomly with a uniform distribution within the boundaries of the search space, defined by the learning data and trained with the gradient technique described in subsection 3.3. An individual with M rules is generated with the following procedure:
and the parameter of the gaussian fuzzy set , ij σ .
Parameters ij
3. The individual is treated with the technique to improve transparency and compactness describe in subsection 3.6. 4. The individual is trained using the gradient technique described in subsection 3.3.
Training of the RBF neural networks
In RBF neural networks, each neuron in the hidden layer can be associated with a fuzzy rule; therefore RBF neural networks are suitable to describe fuzzy models. The RBF neural networks associated with the fuzzy models can be trained with a gradient method to obtain more accuracy. However, in order to maintain the transparency and compactness of the fuzzy sets, only the consequent parameters are trained. The training algorithm incrementally updates the parameters based on the currently presented training pattern. The network parameters are updated by applying the gradient descent method to the MSE error function. The error function for the ith training pattern is given by the MSE function error defined in equation (5). The updating rule is the following:
, and η is the learning rate.
This rule is applied during a number of iterations (epochs). We use a value 0.01 = η and a number of 10 epochs. The negative gradients of MSE with respect to each parameter are calculated in the following way:
is the firing strength for the ith rule defined in equation (2), and ( )
Constraint-handling
The EAs use the following constraint handling rule proposed in (Jiménez et al., 2002) . This rule considers that an individual I is better than an individual J if any of the following conditions is true:
• I is feasible and J is not • I and J are both unfeasible, but S I < S J (S I and S J are similarity of I and J) • I and J are feasible and I dominates J
Variation operators
As already said, an individual is a set of M rules. A rule is a collection of n fuzzy numbers (antecedent) plus 1 + n real parameters (consequent), and a fuzzy number is composed of two real numbers. In order to achieve an appropriate exploitation and exploration of the potential solutions in the search space, variation operators working in the different levels of the individuals are necessary. In this way, we consider three levels of variation operators: rule set level, rule level and parameter level.
Rule Set Level Variation Operators Rule Set Crossover
This operator exchanges a random number of rules. Given two parents 
Parameter Level Variation Operators
The operators considered at this level are arithmetic crossover, uniform crossover, nonuniform mutation, uniform mutation and small mutation. These operators excluding the last one have been studied and described by other authors (Goldberg, 1989) . The small mutation produces a small change in the individual and it is suitable for fine tuning of the real parameters.
Rule set simplification technique
Automated approaches to fuzzy modeling often introduce redundancy in terms of several similar fuzzy sets and fuzzy rules that describe almost the same region in the domain of some variable. According to some similarity measure, two similar fuzzy sets can be merged or separated. The merging-separation process is repeated until fuzzy sets for each model variable are not similar. This simplification may results in several identical rules, which must be removed from the rule set. The proposed algorithm is the following: Similarity between two fuzzy sets, ( ) , , S A B is measured using the expression in equation 
Algorithm descriptions
In order to describe the algorithms, we consider the following formulation as a general form of the multi-objective constrained optimization model (8): 1,.., 0 1,..,
Where
are arbitrary functions.
Multi-objective neuro-evolutionary algorithm (MONEA)
The main characteristic of MONEA is that Chromosome selection and replacement are achieved by means of a variant of the Preselection scheme. This technique is, implicitly, a niche formation technique and an elitist strategy. Moreover, an explicit niche formation technique has been added to maintain diversity with respect to the number of rules of the individuals.
Algorithm MONEA 1. t 0 2.
Initialize P (t) 4. while t < T do 5. parent 1 ,parent 2 Random selection from P(t) 6.
Generate a new individual best 1 parent 1 7.
Generate a new individual best 2 parent 2 8.
Repeat nChildren times 9. child 1 ,child 2 Crossing and Mutation of parent 1 and parent 2 10.
Improve transparency and compactness in child 1 and child 2 11.
Train child 1 and child 2 by the gradient technique 12.
For i=1 to 2 13. If child i is better than best i and (the number of rules of child i is equal to the number of rules of parent i ) or (the niche count of parent i is greater than minNS and the niche count of the child i is smaller than maxNS) then 14.
best i child i 15.
P (t + 1) P(t) -{parent 1 , parent 2 } ∪ {best 1 , best 2 } 16.
t t + 1 17. end while The preselection scheme is an implicit niche formation technique to maintain diversity in the population because an offspring replaces an individual similar to itself (one of its parents). Implicit niche formation techniques are more appropriate for fuzzy modeling than explicit techniques, such as the sharing function, which can provoke excessive computational time. However, we need an additional mechanism for diversity with respect to the number of rules of the individuals in the population. The added explicit niche formation technique ensures that the number of individuals with M rules, for all M Є [1, max] , is greater or equal to minNS and smaller or equal to maxNS. Moreover, the preselection scheme is also an elitist strategy because the best individual in the population is replaced only by a better one. The better function Given two individuals k and l, k is better than l if:
• k is feasible and l is unfeasible, or • k and l are unfeasible and
, or
• k and l are feasible and k dominates l, or (10)
ENORA-II: An Elitist Pareto-Based Multi-Objective Evolutionary Algorithm
ENORA-II uses a real-coded representation, uniform and arithmetical cross, and uniform and non-uniform mutation. Diversity among individuals is maintained by using an ad-hoc elitist generational replacement technique. ENORA-II has a population P of N individuals. The following algorithm shows the pseudocode of ENORA-II.
Algorithm ENORA-II 1. t 0 2.
Initialize P (t) 3.
Evaluate P (t) 4. while t < T do 5. Q (t) Random Selection, Crossing and Mutation of N individuals from P (t) 6.
Improve transparency and compactness in Q(t) 7.
Train all individuals in Q(t) by the gradient technique 8.
Evaluate Q(t); 9. P (t + 1) Best individuals from P (t) ∪ Q(t); 10. t t + 1; 11. end while; 12. return the non dominated individuals from P(t); Given a population P of N individuals, N children are generated by random selection, crossing and mutation. The new population is obtained selecting the N best individuals from the union of parents and children. The different variation operators are applied with equal probability. We can compare our results with the results obtained by other approaches proposed in (Wang & Yen, 1999) , (Yen & Wang, 1998) and (Roubos & Setnes, 2000) which are shown in Table 3 . Table 4 shows the best non-dominated solutions in the last population over 100 runs. Solutions with 4 rules are chosen which are shown in Figure 1 and Table 5 . To compare the algorithms, we use the hypervolume indicator (ν) which calculates the fraction of the objective space which is non-dominated by any of the solutions obtained by the algorithm in (Deb, 2001) , (Laumans et al., 2001 ) and (Zitzler et al., 2003) . The aim is to minimize the value of ν. This indicator estimates both the distance of solutions to the real Pareto front and the spread. Whenever a set of solutions is preferable to other with respect to weak Pareto dominance, the indicator value for the first set of solution will be at least as good as the indicator value for the second; it is, therefore, a Pareto compliant quality indicator. Value ν can be calculated for a population P 0 which is composed by the N 0 nondominated solutions of P. Algorithms were executed 100 times, so we have obtained a 100 sample for each algorithm. The statistics showed in Table 6 indicate that MONEA and ENORA-II obtain lower localization values than NSGA-II while NSGA-II obtains the greatest dispersion values. Finally, the 90% confidence intervals for the mean obtained with t-test show that ENORA-II obtains lower values than MONEA and this obtains lower than NSGA-II. That is, the approximation sets obtained by ENORA-II are preferable to those of MONEA and those of NSGA-II under hypervolume indicator ν. t-test is robust with no normal samples which are greater than 30 individuals, so the results are significant and we can conclude that there is statistical difference between the hypervolume values obtained by the algorithms. The Boxplots showed in Figure 2 
Conclusions
This chapter remarks on some results in the combination of Pareto-based multi-objective evolutionary algorithms, neural networks and fuzzy modeling. A multi-objective constrained optimization model is proposed in which criteria such as accuracy, transparency and compactness have been taken into account. Three multi-objective evolutionary algorithms (MONEA, ENORA-II and NSGA-II) have been implemented in combination with neural network based and rule simplification techniques. The results obtained improve on other more complex techniques reported in literature, with the advantage that the proposed technique identifies a set of alternative solutions. Statistical tests have been performed over the hypervolume quality indicator to compare the algorithms and it has shown that, for the non linear plant problem, ENORA-II obtains better results than MONEA and NSGA-II algorithms. Future improvements of the algorithms will be the automatic parameter tuning, and a next application of these techniques will be on medicine data.
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