For n + 1 particles moving independently on an oriented straight line, we study the question of how long the leading position of one of them can last. Our focus is the asymptotics of probability p(n,T) that this time will exceed T when n and T are large. It is assumed that the particle motions are described by independent paths of a stationary or self-similar Gaussian process. The result for the stationary case with unite variance and spectral function f(  ) in a regular situation looks as follows: L= log p(n,T) /(Tlog n)=-1/d+o (1) where the constant d=2 f(0) provided that f(0) is the largest and finite value of f(  ). The asymptotics of L were studied for the case of the fractional Ornstein-Uhlenbeck process with Hurst parameter 0<H<1. The constant -1/d was found as the lower bound of L for H=1/2 ( Kesten , 1991) and as the upper bound for any H (Li and Shao ,2002) . In addition, the asymptotics was considered as a sequential limit first by T and then by n .
Introduction and main result.
This paper deals with the pursuit problem for a random process ) (t X . The problem involves a population of particles on a straight line consisting of a "pursued" particle and n "pursuing" particles. The movements of the particles are given by independent paths of the process ) (t  , with the starting position of the pursued particle being in advance of the other particles by a fixed amount. The main problem is the distribution of the time n  that it takes to capture the pursued particle.
The problem was the subject of a lively discussion for the Brownian case of ) (t X in the 1990-2010s. The issue as to the finiteness of the mean n E has turned out to be a 
The estimation of 1  is a technically complicated problem; nevertheless, it has been shown working on these lines that the mean n E is infinite when 3  n [4] and that it is finite when 4  n [17] . Earlier, the finiteness of n E for 5  n has been proved by another method, [11] .
Kesten [9] raised the issue of the asymptotics of the exponent n  and showed that in the Brownian case
for any 0   .
The inverse estimate was found by Li and Shao [12, 13] who considered a more general model of ) (t X , namely, the fractional Brownian motion (FBM) ) (t B H , i.e., the Gaussian process with stationary increments of the form 
The lower bound. Let
Then
provided that СT n  ln .
The upper bound. Let
Then Self-similar processes. Initially, the pursuit problem was related to the fractional Brownian motion, i.e. to a h-self-similar (h-ss) process
, maps the h-ss
, and results in the
, and the similar notation
Theorem 1 can be applied to the pursuit problem for the h-ss process on
are identical. The following statement describes sufficient conditions for this equality. 
.
(1.10)
In Theorem 1,
Remark. The existence of the function (1.9) in the condition (1.10) actually follows from [7] .
Corollary. The pursuit problem for the fractional Brownian motion 
Proof. The requirement (1.9) can be realize explicitly using the random variable ) 
In addition, the spectral function of )
Proof of Theorem 1.

The lower bound of
. For any continuous centered Gaussian process, the Gaussian correlation inequality [10, 18] 
In particular, for 
Recall the concentration principle for the maximum of a continuous centered Gaussian
is the standard Gaussian distribution, then for
and applying (2,2), we have
In the stationary case,
Due to assumption (b), there exist the spectral function ) ( f of ) (t X , which is continuous and strictly positive near zero frequency, i.e.
For this reason for small  , we can decompose the spectral measure into two nonnegative
.Therefore we can consider the
of two independent stationary processes with
respectively. Such trick is effectively used in [7] .
Given the independence of the decomposition components, we have
Estimate of
By assumption (a),
. Under this condition, the Talagrand's theorem [19] guarantees that
has finite spectrum and is not correlated at the points
Therefore it admits the Kotelnikov-Shannon representation through discrete white
In terms of the normalized random function ) (t S the probability under consideration is
Following [2] , consider for odd N ) (
(2.10)
where K is the boundary of the square of size N , centered at the origin. On the sides of K that are parallel to the x axis one has
The analogous estimates for the sides of K that are parallel to the y axis are
Substituting these estimates into the integral, we obtain (2.11).
□
Let us return to (2.10). Taking into account the independence of the terms in (2.10) and
the inequality (2.11), we can estimate (2.9) as follows:
(2.13)
. Therefore we can continue
By the Schwartz inequality
Applying again the Talagrand's theorem [19] to the process )
Accordingly [2] ,
Putting the above inequalities (2.5),(2.7),(2.14)-(2.16) together yields
To choose the appropriate , we recall all used constants
and our assumptions : Then the argument of the exponent in (2.17) taken with the sign (-) is
(2.19)
The upper bound of
We start from two lemmas:
be a centered Gaussian stationary sequence with a correlation function ) (i r such that
. Then for any
(2.21) Lemma 5. Let ) (t X be a centered Gaussian stationary process with the continuous spectral 
is stationary and has spectral function
, we have the following relation for the quadratic forms
Thus, for the nondegenerate case of m R
The last one means that for any } { i u 
This estimates also proves the nondegeneracy of the matrix m R . According to (2.26),
Hence for small  ,
Obviously,  A can be replaced by a non-decreasing function of 1   represented by (2.23).
□
Proof of the upper bound. We discretize the time in increments of  so that  m T  and
 be independent copies of stationary process
Lemma 5 allows replacing the process
Gaussian variables. For this reason,
where  A is given by (2.23). 
(2.28)
Hereinafter  and other parameters depend of n and therefore the notation
For any )) 1 ( 1 ( ln 2 2 o n a n   we have 
Applying Lemma 4 and remembering that m T    , we can continue n a n a n m m a c a E a ] )) 1
Now we will refine n a by defining it as the root of the equation
It's easy to see that
. . First of all,
Assuming that 
Proof of Theorem 2.
In proving theorem 2 we will follow the author's work [16] .
The lower bound. Let
is the maximum of the
For any
The h-ss property of ) (t X entails
In addition, the independence of processes
Appling the concentration principle to the maximum of the process ) ( 
Then for large ) , ( T n
Hence. by (3.1)
(3.5)
Collecting (3.2), (3.3) and(3.5) together we have (3.6)
The function ) ( , s T n  is the admissible shift of the Gaussian measure related to the process ) ( ) 0 ( t X on the interval ) , 0 ( T , [15] . Therefore, (see [1] , [16] 
