Machine learning methods have proven invaluable for increasing the sensitivity of peptide de-2 tection in proteomics experiments. Most modern tools, such as Percolator and PeptideProphet, 3 use semi-supervised algorithms to learn models directly from the datasets that they analyze. 4 Although these methods are effective for many proteomics experiments, we suspected that they 5 may be suboptimal for experiments of smaller scale. In this work, we found that the power and 6 consistency of Percolator results was reduced as the size of the experiment was decreased. As 7 an alternative, we propose a different operating mode for Percolator: learn a model with Per-8 colator from a large dataset and use the learned model to evaluate the small-scale experiment. 9 We call this a "static modeling" approach, in contrast to Percolator's usual "dynamic model" 10 that is trained anew for each dataset. We applied this static modeling approach to two settings: 11 small, gel-based experiments and single-cell proteomics. In both cases, static models increased 12 the yield of detected peptides and eliminated the model-induced variability of the standard dy-13 namic approach. These results suggest that static models are a powerful tool for bringing the 14 full benefits of Percolator and other semi-supervised algorithms to small-scale experiments. 15 1 Introduction 16
supplemented these PSMs with an additional sample of "unconfident" PSMs, such that the total 136 number of PSMs was constant at 100,000. 137 Our goal was to investigate changes to the sensitivity and variability of the results obtained 138 from Percolator on small datasets; hence, we analyzed each training set with Percolator using five 139 unique random seeds. We then used the learned weights from each training set to re-score the PSMs 140 in the test set. This allowed us to directly compare the performance of the Percolator models across 141 the various training set sizes. We analyzed each of these subsets with Percolator using five random seeds to assess the variability 176 of the algorithm; the random seeds only serve to randomly assign PSMs to the cross-validation 177 splits, since optimization of the SVM models is deterministic. We then assessed the models learned 178 by Percolator by applying them to a held-out test set consisting of the 100,000 PSMs. Since this 179 test set was constant for all of the downsampled experiments, it allowed us to compare the learned 180 models to one another. We evaluated these experiments using the q-values estimated by Percolator 181 for the test set PSMs, where a q-value is the minimal FDR threshold at which a given PSM is 182 accepted. 183 We began our analysis by investigating pairwise comparisons of the q-values estimated for the 184 test set PSMs using the models learned from the downsampled experiments. We first compared 185 each of the total PSM downsampling experiments to those obtained by an experiment with 100,000 186 total PSMs (Figure 1 A-D). As the total number of PSMs analyzed with Percolator decreased, the 187 resulting q-values became increasingly divergent. Furthermore, many test set PSMs would be con-188 sidered confident only when the largest experiment was analyzed. We found a similar trend when In an effort to understand the overall effects of the downsampling experiments on our Percolator 197 analyses, we looked at the number of test set PSMs that were accepted at 1% FDR by each model.
198
As expected, a consistent decrease in the number of accepted test set PSMs was observed as the 199 total number of PSMs analyzed with Percolator was decreased (Figure 2 A) . Additionally, we saw While we posit that most proteomics experiments are of sufficient size to use Percolator reliably, 209 there are experiments that do not fully realize the benefits of Percolator due to their small size. In In these settings, a common goal is to detect the proteins-and potentially the 220 post-translational modifications-that are present within an excised band from a 1-dimensional 221 SDS-PAGE gel. We suspect that the scale of these experiments is often small, such that they would 222 hinder the expected performance of Percolator, and we propose that the use of static Percolator 223 models could improve the sensitivity of peptide detection in these experiments. we postulated that the static model also resulted in a more consistent ranking of peptides across 284 experiments. We tested this hypothesis by allowing the peptides obtained from the dynamic Per-285 colator models to yield the same number of peptides as obtained with the static Percolator model 286 at 1% FDR, effectively nullifying the sensitivity advantage of the static model. Comparison of 287 the peptides detected with the static model to these expanded results from the dynamic models 288 revealed that the static models still increase the number of peptides that are detected across many 289 experiments (Figure S2 B) . In light of these findings, we concluded that Percolator analysis with 290 static models increased the consistency of peptide detection across SCoPE-MS experiments due to 291 both increased sensitivity and decreased variability in peptide rankings. that were collected. However, we would generally suggest that a minimum of 5,000 total PSMs-300 assuming that approximately one third of the PSMs can be assigned confidently-be used as a 301 minimum experiment size when using the Tide search engine, based on the presented results.
302
As an alternative to the dynamic model training that is normally performed by Percolator, 303 we demonstrated that the use of static models improved the consistency and statistical power to 304 detect peptides in small-scale experiments. Although we explored only two experimental designs, 305 we expect that there are many types of experiments that may benefit from static models due to 306 the small scale of the results they yield. For example, studies of ancient proteins must often be 307 performed on limited, degraded material, such as in the recent analysis of ancient enamel proteins 308 from Early Pleistocene specimens [38] . More commonly, the scale of an experiment can be reduced 309 by limiting Percolator analysis to a subset of the total PSMs, such as when only PSMs containing 310 a specific modification or arising from particular proteins are of interest. In all these cases, larger 311 datasets may be leveraged to increase the yield and consistency of peptides from Percolator using 312 a static model. 313 Furthermore, one benefit we did not explore in this work was the increase in speed gained 314 from using a static model. The static model approach requires training a model only once, prior 315 to the analysis of the experiment of interest; hence, a static model does not need the iterative 316 training involved the dynamic modeling approach. The increased speed that the static model 317 approach provides will allow for models to be used in time-sensitive applications. One example 318 of an application that could benefit from this static model approach would be real-time database 
