The high bandpass filter
We consider the following example:
V ∈ R E 1 := 0 S := 0 while (V ≥ 0) { V ∈ R T ∈ R E 0 ∈ [−1;1]; if (T ≥ 0) {S := 0} else {S := 0.999 × S + E 0 − E 1 } E 1 := E 0 ; }
Interval approximation (simplified)
With a view to simplifying, we ignore rounding errors !!! The analyzer infers the following sound counterpart F ♯ : F ♯ X = {0.999 * s + e 0 + e 1 | s ∈ X, e 0 , e 1 ∈ [−1; 1]} to the loop body.
Abstract iteration
1. The analyzer starts iterating F 
Driving the analysis
Better results could have been obtained by driving the analysis:
Theorem 1 (High bandpass filter (history-insensitive))
Let D ≥ 0, m ≥ 0, a, X and Z be real numbers such that:
then we have:
Theorem 1 implies that 2000 can be used as a threshold.
History sensitive approximation
Theorem 2 (High bandpass filter (history-sensitive version)) Let α ∈ [ 1 2 ; 1[, i and m > 0 be real numbers. Let E n be a real number sequence, such that ∀k ∈ N, E k ∈ [−m; m]. Let S n be the following sequence:
We have:
Theorem 2 implies that 2 is a sound bound on |S|. 
The second order filter
V ∈ R E 1 := 0 E 2 := 0 S 0 := 0 S 1 := 0 S 2 := 0 while (V ≥ 0) { V ∈ R; T ∈ R; E 0 ∈ [−1; 1]; if (T ≥ 0) {S 0 := E 0 ;S 1 := E 0 ;E 1 := E 0 } else {S 0 := 1.5 × S 1 − 0.7 × S 2 + 0.5 × E 0 − 0.7 × E 1 + 0.4 × E 2 }; E 2 := E 1 ; E 1 := E 0 ;
Syntax
Let V be a finite set of variables. Let I be the set of real intervals (including R). Expressions E are affine forms of variables V with real interval coefficients:
Programs are given by the following grammar:
Semantics
We define the semantics of a program P :
by induction over the syntax of P :
skip (ρ) = {ρ}, 
Abstract domain
An abstract domain ENV ♯ is a set of environment properties.
A concretization map γ relates each property to the set of its solutions:
Some primitives simulate concrete computation steps in the abstract:
• an abstract control path merge ⊔;
• an abstract guard GUARD and an abstract assignment ASSIGN;
• an abstract least fixpoint lfp ♯ operator, which maps sound counterpart f ♯ to monotonic function f , to an abstraction of the least fixpoint of f . lfp ♯ is defined using extrapolation operators (⊥, ▽, △). Soundness follows from the monotony of the concrete semantics.
Abstract semantics
skip ♯ (a) = a P 1 ;P 2 ♯ (ρ ♯ ) = P 2 ♯ ( P 1 ♯ (ρ ♯ )) V := E ♯ (a) = ASSIGN(V, E, a) if (V ≥ 0) {P 1 } else {P 2 } ♯ (a) = a 1 ⊔a 2 , with a 1 = P 1 ♯ (GUARD(V, [0; +∞[, a)) a 2 = P 2 ♯ (GUARD(V, ]−∞; 0[, a)) while (V ≥ 0) {P } ♯ (a) = GUARD(V, ] − ∞; 0[, Inv ♯ ) where Inv ♯ = lfp ♯ X → a⊔ P ♯ (GUARD(V, [0; +∞[, X))
Soundness
We prove by induction over the syntax:
Theorem 4 (Soundness) For any program P , environment ρ, abstract element a, we have: 
Filter family
A filter class is given by:
• the number p of outputs and the number q of inputs involved in the computation of the next output;
• a (generic/symbolic) description of F with parameters;
• some conditions over these parameters
In the case of the second order filter:
• p = 2, q = 3;
• F (S n−1 , S n−2 , E n+2 , E n+1 , E n ) = a.S n−1 + b.S n−2 + c.E n+2 + d.E n+1 + e.E n ;
• a 2 + 4b < 0.
Filter domain
A filter constraint is a couple in T B × B where:
--m, the number of variables that are involved in the computation of the next output. m depends on the abstraction; --n, the number of filter parameters;
• B is an abstract domain encoding some "ranges".
A constraint (t, d) is related to ℘(V → R), by a concretization function:
An approximation of second order filter may consist in relating:
• the last two outputs and the first two coefficients of the filter (a and b)
• to the 'ratio' of an ellipsoid.
Assignment
Merging computation paths
⇐ filter iteration 
Floating point domain
Let:
• F be a finite subset of R closed upon opposite,
• L is a finite subset of F;
• q, r two natural parameters for setting extrapolation strategy.
We define F q,r as follows:
• F q,r = F = F ∪ {−∞; +∞};
• ⌈_⌉ :
Extrapolation strategy
• Delayed widening:
Constraints are only widened when they have been unstable (not necessarily successively) q times, since their last widening.
• Bounded narrowing:
Constraints are only narrowed r times.
Approximating contracting functions
When analyzing filter, we iterate functions f such that:
• we can compute f l :
where I is a set of inputs.
Since [x → f (i, x)] is contracting, we have:
Our goal
We want to find a iterating strategy which ensures:
• soundness (even if f l is unsound)
• accuracy (if f l is sound): --do not jump directly at the limit f l : (to analyze not iterated filter, loop unrolling. . . ) --do not jump higher than the limit when the input is constant; --do not jump higher than the limit in most cases.
• termination (even if the input depend on the output).
Reduced product
We use an approximation of the reduced product of two domains: Let q,r be two natural parameters.
1. the first domain iterates f in F 0,r =⇒ widened at each step;
2. the second domain iterates
=⇒ soundness does not depend on f l =⇒ not widened at each step to wait until input are stables.
We use the reduction:
after each computation step. =⇒ The second domain is used to reduce the first one, when it is not accurate.
Unstable filters
In case the iterated function is not contracting, filters are very likely to diverge. In case of linear filters, the iterated function is linear. We may use the arithmetic-geometric progression domain [VMCAI'2005] . We require an external clock to relate the divergence to the value of the clock. 
.
Domain
• The domain relates the variables describing the last two outputs and the four filter parameters to the square of the ellipsoid ratio:
is given by the set of environments ρ that satisfy:
• in order to interpret assignment Z = E under range constraints ρ ♯ , we test whether E matches: 
Splitting S n
We split the output sequence S n = R n + ε n into
• the contribution of the errors (ε n ); ε k = 0, 0 ≤ k < p; ε n+p = F (ε n , . . . , ε n+p−1 ) + err n+p we can use the simplified filter domain to limit (ε n ).
• the ideal sequence (R n ) (in the real field); R k = i k , 0 ≤ k < p R n+p = F (R n , . . . , R n+p−1 ) + G(E n+p+1−q , . . . , E n+p )
Bounding R n
To refine the output, we need to bound the sequence R n :
1. We isolate the contribution of the N last inputs: 
