Discussion by N. J. Gardner
and Gardner. 44 Most experimental tests have been done on relatively thin slabs and, as unit strength decreases with increasing size, code equations should incorporate a size effect term. The punching shear provisions of ACI 318-11, 23 first adopted in ACI 318-63, are unusual in that there is no consideration of the effect of flexural steel or a size effect. The British Code BS 8110-97, 48 CEB-FIP 1990 Model Code, 49 DIN 1045-1, 50 Eurocode 2, 24 Gardner, 51 and that proposed by Dönmez and Bažant in the discussed paper have reinforcement ratio and size effect terms in their punching shear equations. Gardner's 51 equation estimated the punching shear strength of reinforced and unbonded prestressed concrete flat slabs using a control perimeter at the periphery of the loaded area.
COMPARISON OF PREDICTED WITH EXPERIMENTAL RESULTS

Comparison of code provisions with experimental results
is not straightforward because the code provisions were designed to be conservative, use specified or characteristic concrete strength and not the mean strength reported for the experimental studies, and sometimes include hidden factors in the equation coefficients. A complication is the definition of concrete compressive strength. The ACI Code uses specified concrete strength f c , where one in 11 of the cylinder strength results can fall below the mean cylinder strength, and the European codes use characteristic strength f ck , where 5% of the measured results can fall below the mean strength. Reineck et al. 52 suggested that, for research control concrete, specified strength and characteristic strength can be related to the mean strength by the following relationships
Cylinder strengths were determined as f cm = 0.8f cm,cube for f cm,cube < 75 MPa (11,000 psi), and f cm,cube -15 MPa (2175 psi) for f cm,cube > 75 MPa (11,000 psi). All limitations on the magnitude of the concrete compressive strength, flexural reinforcement ratio, and size effect are ignored in the comparisons. Ignoring the limitations on size effect and reinforcement ratio reduces the Eurocode 2 provisions to those of CEB-FIP MC 90.
Interior square and circular section connections without moment transfer
The Punching Shear Working Group of fib Commission 4, fib Bulletin 12, 42 developed a databank of 205 welldocumented punching shear results for square and circular interior connections without moment transfer. The Working Group eliminated 14 results that were attributed to flexural failure and 13 results for specimens with shear spans less than 4. Results for slabs that had compression reinforcement were not used. The validity of the no-moment-transfer punching shear provisions-ACI 318-11, BS 8110-97, CEB MC90/EC2-03, DIN 1045-1, Gardner, 51 and Dönmez and Bažant-were evaluated against the fib databank.
The code punching shear predictions were calculated using the specified strengths calculated using Eq. (14a) for ACI 318-11, Gardner, 51 and Dönmez and Bažant, and characteristic strengths using Eq. (14b) for BS 8110-97, CEB MC90/EC2-03, and DIN 1045-1. The calculated means and coefficients of variation of experimental/predicted are given in Table 1 . The coefficients of variations of the ACI equations (COV > 24%) are larger than the 17% COVs of BS 8110, CEB MC90/EC2-03, DIN 1045-1, and Gardner.
51 The COV for the Dönmez and Bažant equation (COV = 22%) is less than the ACI formulations but greater than the other four methods. The only equations that satisfy the requirement of a 5% value greater than 1 are ACI 318 circular load areas, Gardner, 51 and Dönmez and Bažant equations cube. Beta values-an alternative measure of equation "goodness"-were calculated using the code behavior factors. For Gardner 51 and Dönmez and Bažant, the ACI shear factor F = 0.75 was assumed. Probabilities of failure for various beta values are given in Table 2 . The discusser would prefer the calculated beta values be 3.1 or greater, implying an equation probability of 0.001 or less. Only the ACI 318 circular load area, Gardner, 51 and Dönmez and Bažant equations satisfy a beta requirement of 3.1 or greater.
OTHER CONSIDERATIONS
Comparisons of predictions for interior connections without moment transfer show that incorporating the flexural steel ratio reduces the COV. However, for all cases other than concentric shear, determining the appropriate steel ratio is tenuous. At an interior connection, the moment in one plane may cause reversal of the shear stress on the opposite face with consequent problems in determining the appropriate reinforcement ratio, and the effect of flexural steel in the perpendicular plane, torsional faces, is not resolved. Edge column-slab connections have different near-column steel ratios parallel and perpendicular to the slab edge. For edge and corner connections, where the eccentricity is toward the exterior, the bottom steel ratio would be appropriate, but this steel may not be adequately anchored. The effects of flexural steel ratio parallel and perpendicular to the moment vector have to be established and codified.
It must be noted that, while increasing the flexural steel increases the punching shear capacity, the behavior of the connection becomes more brittle. Practically, the reinforcement ratio should never be less than 0.7% but will rarely exceed 3% in real slabs. 
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The authors thank the discusser for his interesting and thought-stimulating discussion. Statistical comparison of the design codes is, indeed, not straightforward, as the discusser points out. However, the discusser's simple statistics in terms of the standard deviation (SD) and the coefficient of variations (COVs) are inadequate for comparing the design codes mutually and to the database.
After removing the flexural failures, the fib database contains 180 data points with the effective slab thicknesses ranging from 64 to 275 mm (2.5 to 10.83 in.). Omitting the slabs with compressive reinforcement further reduces the number of data to 140. The standard deviation (SD) is, in this table, calculated using the data/prediction ratios (r i = P data-i / P predicted-I , i = 1,2,3…n), and the coefficient of variation (COV) is defined as the SD divided by the mean of all ratios P data-i / P predicted-I . The authors disagree with the discusser's method of statistical comparisons, and a revision of his comparison is presented in Table 3 to the reduced fib database.
There are several reasons not to accept the discusser's method of statistical comparison. One is that, before the COV is calculated, the mean of the ratios r i = P data-i /P predicted-i should be, for a good model, approximately equal to 1. Another reason is that the deviations 1-r i tend to be much larger for small sizes and thus dominate the statistics, although the large slab sizes are of the main interest. Therefore, simply calculating the COV of r i and using it to compare the prediction models is incorrect and, in fact, misleading.
Using the standard regression statistics of the fib database leads to different comparisons, shown in Table 4 . In this table, the transformation of variables is kept the same as before. The SD is calculated as the root-mean-square error zontal asymptote, are physically incorrect in the authors' opinion. According to fracture mechanics (refer to, for example, Reference 28), the size effect curve of strength versus log(size) must approach the asymptotic slope of -1/2. This slope corresponds to linear elastic fracture mechanics (LEFM), although it is attained only beyond the normal size range.
The asymptotic slope of -1/4 from the British Standard also violates fracture mechanics. Like the JSCE standard, it was apparently inspired by the Weibull statistical size effect. This size effect, however, does not apply to reinforced concrete because the fracture front location is dictated by fracture mechanics, being homologous for various sizes. Thus, the fracture front at failure cannot sample many locations of random material strength, which is a prerequisite of the Weibull statistical size effect (and thus of the straight line of slope -1/4).
The fib Model Code 2010 has other problems. The so-called Levels II and III of approximation are entirely intuitive, not justified by mechanics, and in fact violate fracture mechanics. They also are artificially and unnecessarily complicated, and their derivation relies on strain and rotation criteria, which is not correct in the case of brittle failure. The fib Level I is simple, but uses a size effect curve that terminates in the logarithmic plot with the slope of -1 (Fig. 10(a) and 10(b)). Such an asymptotic slope, long embedded in the Swiss code for punching, is thermodynamically impossible. It is also not supported by any experiments.
(the errors being the predictions minus the data), and the COV is the SD divided by the mean of all the data. As in the discussion, the weights of all the data are herein considered to be equal, even though this is unjustifiable.
A more serious issue is that the discusser's statistical approach would be appropriate only for a properly sampled database. For each parameter such as the structure size, concrete strength, reinforcement ratio, and aspect ratio, the data are crowded on one side of the range, and the range of interest is not covered completely. For example, the structure size is one parameter for which there are many more data for small rather than large sizes, and the largest sizes used in practice are not represented at all.
Even worse, looking at one parameter such as size, the mean values of the other parameters vary not randomly but systematically through the size range. For example, the mean reinforcement ratio in subsequent size intervals is not constant. Rather, it decreases with increasing size, and in fact does so by an order of magnitude. Moreover, the scatter of data in the database is greater for small sizes than for large sizes. This makes the database heteroscedastic. This problem needs to be overcome by proper transformation of the ordinate to make the data homoscedastic.
How can the discusser make any practically significant inferences using such statistics? Our database, imperfect yet indispensable (for example, that of fib or ACI), can be statistically analyzed in only two ways-1) by filtering the data as shown in Fig. 2 of the paper; or 2) by formulating a mathematical model to run a properly weighted multivariate regression of the data-while the mathematical model itself, preferably derived from mechanics, is optimized by iterating the regression to minimize the regression error. Short of this, the simple statistical evaluation can be grossly misleading. It is unfortunate that we do not have a properly sampled database, but that is a fact we must live with (just like the statisticians must in the field of economy or health).
Another problem is that the size effect curves of Eurocode 2 and of Gardner (Fig. 10) , which have a decreasing slope in the logarithmic size scale and approach a hori- 
