Abstract-We consider the problem of synchronizing two electric power generators, one of which (the leader) is serving a time-varying electrical load, so that they can ultimately be connected to form a single power system. Each generator is described by a second-order reduced state-space model. We assume that the generator not serving an external load initially (the follower) has access to measurements of the leader's phase angle, corrupted by some additive disturbances. By using these measurements, and leveraging results on reduced-order observers with ISS-type robustness, we propose a procedure that drives (i) the angular velocity of the follower close enough to that of the leader, and (ii) the phase angle of the follower close enough to that of the point at which both systems will be electrically connected. An explicit bound on the synchronization error in terms of the measurement disturbance and the variations in the electrical load served by the leader is computed. We illustrate the procedure via numerical simulations.
I. INTRODUCTION
Research into synchronization of dynamical systems originates in the 17th century study of pendulum clocks by Huygens and continues vigorously to this day, driven by theoretical interest and applications in mechanical and electrical systems, multi-agent coordination, teleoperation, haptics, and other fields. In the physics literature, the famous PecoraCarroll synchronization scheme from [1] has generated a lot of activity, some of which was recently surveyed in [2] . In modern control-theoretic literature, tools that have been prominent in addressing synchronization problems are dissipativity theory [3] , [4] , [5] and observer design [6] , [7] , [8] . In the context of electric power systems, Kuramoto-type models of coupled phase oscillators, which have been utilized in numerous areas since first proposed in [9] , are also starting to be adopted to describe the behavior of inertia-less microgrids (see, e.g., [10] , [11] , [12] , [13] and the references therein).
It is important to distinguish between two basic synchronization scenarios. The first one is when there is bidirectional exchange of information between systems that are already coupled (usually by mechanical or electrical forces) and are trying to achieve a common objective; see, e.g., [10] , [14] , [15] . The second scenario is when the flow of information is
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In several applications, such as the one considered in this paper, it is important to guarantee an acceptable level of synchronization in the presence of errors affecting the measurements exchanged between the systems trying to synchronize. Such robust synchronization problems have recently been receiving attention in the literature. Systems in Lurie form satisfying a passifiability assumption on the linear part were treated in [4] , [16] , [17] . The work reported in [7] establishes robustness of synchronization to uncertainties satisfying inequality constraints and relies on Lyapunov-based observer design. On the other hand, as discussed in [18] , most known synchronization schemes are quite sensitive to even small random noise, and very few general results addressing their robustness to bounded disturbances are presently available. The recent work [8] addresses this problem using an ISS observer approach developed earlier in [19] , which also serves as a conceptual basis for the synchronization scheme to be presented here.
In the power systems literature, synchronization methods are categorized as manual, assisted-manual, or automatic, with each approach having unique benefits and limitations [20] , [21] . In manual synchronization methods, an operator visualizes the voltage, frequency, and phase differences of the connection points using a synchronizing panel, manually adjusts the system controls to establish synchronization, and manually initiates a connection when the systems are synchronized. In assisted-manual methods, a supervisory relay is added to the manual synchronization method and is tasked with ensuring that two power systems cannot be connected unless they are synchronized. In automatic synchronization methods, synchronization relays are used, and the entire process of synchronization and connection is automated. Although the manual, assisted-manual, and automatic synchronization methods are well established in the power system literature, their robustness is not rigorously addressed. Disturbances in the measured voltage, frequency and phase of the connection points can potentially result in damage to electrical components and propagation of disturbances across the power system [21] . In light of this, robust synchronization methods are necessary for electric power generators.
In this paper, we consider two power systems that are not electrically connected, with the ultimate goal of interconnecting them to form a single system with all its generators being synchronized. Here, we focus on the case when the first system, referred to as the leader, is comprised of one generator and one load, both of which are connected to a bus with voltage support; and the second system, referred to as the follower system, is comprised of a single generator. The objective then is to synchronize both systems, i.e., make the generators rotate at the same angular velocity, and make the voltage magnitude and phase angle of the point at which they will be interconnected match. Once these two objectives are achieved, it is possible to electrically connect the follower system to the leader system without causing large currents to flow across both systems, or causing mechanical components to break (see, e.g., [21] ).
By assuming the load in the leader system is not varying too rapidly, we first show that a standard integral control stabilizes the angular velocity of the generator in the leader system. Then, by assuming the follower system has access to only voltage magnitude and phase measurements (but not angular velocity measurements) of the leader system, we show that even if the phase measurements are corrupted, due to, e.g., noise or a malicious cyber attack, the generator in the follower system will be able to bring its angular velocity close enough to that of the generator in the leader system. As for phase synchronization, our procedure cannot guarantee that the phase difference will converge to within some small value around zero; in fact, the opposite is generally true-the phase difference will grow unbounded over time. In turns out, however, that this is not a problem in practice, since one just needs to wait until the phase difference is a multiple of 2π to physically interconnect both systems.
A preliminary study of the basic control design and synchronization methods presented in this work was first conducted in [22] . However, the presentation given in this paper is more complete and includes additional results and formulations. A derivation of the generator model used in our analysis is included as an Appendix-although a library of models containing the one considered here was presented in [23] , here we include the assumptions used to further reduce the model to a more tractable form. Also, in this paper we present smallsignal analysis results to validate claims made in [22] about the effect of load perturbations on phase variations. More complete numerical and analytical results are developed here compared to [22] ; and finally, analytical results for the more general case when the generator damping function is phasedependent are presented.
The remainder of the paper is organized as follows. In Section II, we explain the problem considered in this work, i.e. synchronizing two electric power generators. We present the mathematical models used and discuss the assumptions made in the problem formulation. In Section III, we propose and design tools-a feedback control law and a synchronization method-for solving the synchronization problem. In Section IV, numerical results are presented to validate our proposed control law and synchronization method. In Section V, we show that our proposed synchronization method is applicable to a more general class of problems, i.e. when the damping coefficients in the mathematical models are phasedependent, rather than constant. In Section VI, concluding remarks are discussed, and in the Appendix, a derivation of the mathematical models used is presented.
II. SYSTEM DESCRIPTION
We focus on the task of synchronizing two electric power generators, with the first one serving an electrical load via a node referred to as the "bus," and the second one trying to connect to the bus. The synchronization task is depicted in Fig. 1 . Let ω 1 denote the angular speed of the first generator (in electrical radians per second), let θ 1 denote the absolute phase angle of generator 1, and let δ 1 denote its relative phase angle, both in radians. This means that
where ω 0 denotes some nominal frequency; thus, we haveθ 1 = ω 1 , so thatδ
The corresponding variables ω 2 , θ 2 , δ 2 for the second generator are defined in the same way. The bus state variables are the voltage magnitude and the voltage angle for the bus. We denote by θ 3 the absolute phase angle of the bus voltage. We also define the relative phase angle of the bus voltage as
and we haveθ 3 = ω 3 , so thatδ 3 = ω 3 − ω 0 , where ω 3 is the frequency of the bus (in electrical radians per second). We consider the following second-order reduced model for the first generator, which is based on an assumption that the voltage support of the leader system maintains the voltage magnitude of the "bus" node at its rated value (see the Appendix for model derivation details):
where u 1 is the control input;
is the electrical load;
is the difference between the absolute phase angles of the first generator and the bus; B 1 is a globally bounded and globally Lipschitz function given by
where K 1 is a positive constant and X 1 is a nonnegative constant [23] ; the damping function D 1 is a globally bounded and globally Lipschitz function given by
where C 1 and C 2 are nonnegative constants [23] ; and D
1 is a positive constant.
From the generator dynamic model in (4), (5), and the definition (7) and the resulting relatioṅ
it is easy to see that the dynamical model for the bus takes the formθ
The second-order reduced model for the second generator (before it is connected) is analogous to (4), (5) but with no electrical load term, i.e.,
where u 2 is the control input and D
2 is a positive constant. The synchronization task consists in ensuring that the phase and angular speed of the second generator match those of the bus. Accordingly, from now on we refer to the bus modeled by (11) , (12) as the leader, and the second generator modeled by (13) , (14) as the follower.
We assume that at the initial time t 0 (the time when our control strategy will be initialized), the first generator operates in steady state corresponding to some constant loadl. In view of the power balance equation (6) , this means that θ 13 (t 0 ) equals the solutionθ 13 of the equationl = B 1 (θ 13 ), and thaṫ θ 13 (t 0 ) = ω 1 (t 0 ) − ω 3 (t 0 ) = 0. [Indeed, θ 13 (t) ≡θ 13 is the unique solution of the ODEl = B 1 (θ 13 (t)) + D 1 (θ 13 (t)) · θ 13 (t) starting atθ 13 .]
For t ≥ t 0 , we allow the load ℓ(t) to change, but assume that this change is constrained both in size and in speed, i.e., we assume that for some positive constants ∆ ℓ and ∆l we have
Letting ∆θ ≈ θ 13 (t)−θ 13 , ∆θ ≈ ω 1 (t)−ω 3 (t), ∆ℓ ≈ ℓ(t)−l, and ∆l ≈l(t) denote small perturbations about the initial values, one can show, by small-signal analysis, that
and if ∆ ℓ and ∆l in (15) are sufficiently small then, at least on some finite time horizon, there exist positive constants ∆ θ and ∆θ such that
We henceforth assume the existence of such constants ∆ θ and ∆θ.
Signal measurements: We assume that a phasormeasurement unit (PMU) is used to measure the absolute angle, θ 3 (t), of the "bus" node, which is corrupted by a measurement disturbance, d(t).
1 One major potential source of such a disturbance is spoofing [24] , but it can also be due to a combination of several sources. Thus, phase measurements available to the follower take the form
where d(t) is an unknown disturbance, with θ 3 (t) + d(t) ∈ [0, 2π). 2 We also assume that the steady-state valueθ 13 is known to the follower (through the knowledge ofl.) On the other hand, angular speed measurements are not available to the follower.
Our goal is to achieve robust synchronization in the face of the unknown disturbance d, and to quantitatively characterize how the synchronization error is affected by the size of this disturbance.
III. CONTROLLED SYNCHRONIZATION
In this section, a feedback control law is designed for the leader and a synchronization method is developed for the follower system.
A. Control design and analysis

First generator and bus (leader):
Note that the first generator and the bus share the same control input. The purpose of this control is to drive the bus frequency ω 3 (t) to the nominal frequency value ω 0 . In view of the second bound in (17), if ∆θ is small then this goal can also be approximately achieved by driving the angular speed ω 1 (t) of the first generator to ω 0 . This suggests the following control input:
Since the dynamics of δ 1 (t) are given by (2), it is easy to recognize in (19) a standard integral control law for making ω 1 (t) asymptotically track the constant reference ω 0 . Under the action of this control, the first generator reduced-order model (4), (5) becomes:
To validate the control law (19) , we want to show that the solutions of the closed-loop system given by (2), (20) and (21) are bounded and that ω 1 (t) is regulated to ω 0 in an appropriate sense. To this end, it is convenient to rewrite the (ω 1 , δ 1 )-dynamics as follows:
which we can view as a linear time-invariant system driven by a time-varying perturbation that creates a time-varying equilibrium at
(meaning that for each frozen time t, this is the equilibrium of the corresponding fixed affine system). Let us shift the center of coordinates to this time-varying equilibrium by defininḡ
Note that small values ofω 1 (t) correspond to ω 1 (t) being regulated close to the nominal frequency ω 0 . The following result formally describes in what sense our controller achieves this goal. 
where ∆l comes from (15) .
Proof:
In the new coordinates (ω 1 ,δ 1 ), the closed-loop dynamics becomes ω 1
where
Since the matrix
is Hurwitz for every k > 0, it is clear that closed-loop solutions are bounded and converge to a neighborhood of the timevarying equilibrium (22) ; the size of this neighborhood is determined by the size of the perturbation ν(t). To make this more precise, note that since A is Hurwitz, there exist constants c, λ > 0 (which depend on k) such that for all t we have
Computation of c and λ is addressed in Section IV-A. Our system (25) is the LTI systemẋ = Ax driven by the perturbation (26) which, in view of the second bound in (15) , satisfies
It is well known and straightforward to derive that c/λ is an upper bound on the system's L ∞ -induced gain, and that the following bound holds for all solutions:
In particular, c∆l/(λk) is the ultimate bound on the norm of the solution in steady state, as claimed in (24) .
Second generator (follower):
For the follower (second generator) described by (13) , (14), we would like to define the control input u 2 (t) so as to make the angular speed ω 2 (t) synchronize with the bus frequency ω 3 (t). Since in view of the second bound in (17) the frequencies ω 3 (t) and ω 1 (t) are close to each other, it is reasonable to base the design of u 2 on the (somewhat simpler) dynamics of the first generator instead of those of the bus. Let us use (6) to rewrite the equation (21) asω
We can make the dynamics (14) of ω 2 approximately match these dynamics of ω 1 by doing the following: (i) approximating θ 1 (t) (which is not available to the follower) by θ 3 (t) + d(t) +θ 13 -this makes sense since θ 3 (t) + d(t) are the approximate measurements of θ 3 (t) available to the follower, andθ 13 approximates the difference θ 13 (t) = θ 1 (t) − θ 3 (t) in the sense of the first bound in (17) and is also available to the follower; (ii) approximating B 1 (θ 13 (t)) by B 1 (θ 13 ); (iii) correcting the difference between the damping constants D 
2 ; and (iv) ignoring the term D 1 (θ 13 (t)) ·θ 13 which is bounded by virtue of (9) and (17) . This suggests the following control input:
We can then write the closed-loop dynamics of the follower asθ
This choice of control for the follower will be validated by the synchronization analysis given next.
Remark 1
The above control design for the follower is not dependent on the particular form of the control u 1 for the leader, but only on the fact that this control depends just on the angle θ 1 and not on the angular velocity ω 1 , so that the follower can approximately reconstruct this control (modulo the disturbance). We also see that the exact nature of the damping term in the follower model is not important because it is canceled by control.
B. Synchronization analysis
Since we are interested in synchronizing the angular velocity ω 2 of the follower to the frequency ω 3 of the leader, we consider the synchronization error
The following result characterizes the quality of synchronization in terms of the size of the disturbance d(t), the control gain k, the damping coefficient D
1 , and the various constants appearing in (8) , (9), and (17).
Proposition 2 Along the closed-loop dynamics of the leader and the follower defined in Section III-A, the synchronization error (32) satisfies the steady-state bound
This bound shows, in particular, that the gain from the measurement disturbance d to the synchronization error e is proportional to the control gain k, thus decreasing k reduces the effect of this disturbance on synchronization. On the other hand, decreasing k has a negative effect on closedloop stability of the first generator, as can be seen from the eigenvalues of the matrix A defined in (27) and from the bound (24) . This suggests that, to mitigate the effect of this disturbance, we may want to (temporarily) reduce the control gain k during the synchronization stage. Proof: We find it convenient to split e as e = (ω 2 − ω 1 ) + (ω 1 − ω 3 ) =: e 21 + e 13 (34) and analyze the two components separately. For e 13 , we already have the second bound from (17) which says that
For e 21 , using (31), (29) , and (7) we have (suppressing all time arguments for simplicity)
Let us define the candidate Lyapunov function
Its derivative along solutions of (36) satisfies the inequalitẏ
Recall that D
1 > 0. By the first bound in (17) we have |θ 13 − θ 13 | ≤ ∆ θ . Furthermore, since B 1 defined in (8) is globally Lipschitz with Lipschitz constant K 1 + 2X 1 , we also have (9) is globally bounded by C 1 + C 2 which, combined with the second bound in (17) , gives |D 1 (θ 13 )| · |θ 13 | ≤ (C 1 + C 2 )∆θ. Plugging all these bounds into (37), we obtaiṅ
, which yields
The standard ISS analysis (see, e.g., [25] ) now implies that e 21 (t) stays bounded and satisfies the ultimate bound
Combining this with (34) and (35), we arrive at the desired bound (33) . Proposition 2 can be viewed as a special case of the results in [19] on reduced-order observers with ISS-type robustness.
Synchronization procedure: In addition to angular velocity synchronization, phase synchronization is also important. The phase θ 2 will evolve according to (30) , which comes from the physics of the system but was not explicitly taken into account in the above procedure. Due to the imperfect frequency synchronization caused by the disturbance, the phase difference θ 2 − θ 3 will "drift" and there will be a time when θ 2 (t)− θ 3 (t) + d(t) will become close to an integer multiple of 2π. The idea is that we will detect when this happens at the follower's side by looking at the measurements θ 3 + d and comparing them with θ 2 , and at that moment we will connect the second generator. 4 The previous synchronization analysis can also be used to upper-bound the time that one must wait before satisfactory angular velocity matching is achieved. Indeed, the calculations given in the proof of Proposition 2 imply that, for an arbitrary choice of ε > 0, we have
Therefore, as long as the inequality (38) is satisfied, the bound (39) implies that e 21 (t) decreases exponentially according to
where the second equality follows by assuming that, at time 0, the first generator is operating in steady state so that its angular velocity ω 1 is close to the nominal value ω 0 , while the second generator is at rest so that ω 2 (0) = 0, and recalling that e 21 = ω 2 − ω 1 . Combined with (34) and (35), this gives us a (possibly quite conservative) estimate on the time before the mismatch between the angular velocities of the leader and the follower becomes close to its steady-state value. Post-synchronization system: As the leader and follower are synchronized and connected to form a single power system, the models governing the behavior of the two generators change. The dynamics of the first generator are now described bẏ
the dynamics of the second generator are described bẏ
and the power balance equation for the system is
where B 2 and D 2 are globally bounded and globally Lipschitz functions, taking the same form as B 1 and D 1 , and
is the difference between the absolute phase angles of the second generator and the bus. Let α 1 , α 2 ∈ [0, 1] denote participation factors of the leader and follower, respectively, where α 1 + α 2 = 1, and let z ∈ R denote the automatic generation control variable (see [26] , pp. 345-356, for more details). If the leader and follower are successfully synchronized, interconnected, and the system states approach a stable equilibrium, the control input of the leader and follower can be modified to ensure that the power consumed by the electrical load is shared according to participation factors α 1 and α 2 , respectively, using the following control equations [27] :
These post-synchronization system dynamics and control will be used for generating the numerical results in the next section.
IV. NUMERICAL RESULTS
In this section, parameters for the proposed control law and synchronization method are evaluated, and numerical validations of both techniques are presented. The numerical results are developed as follows: with initial conditions of the leader system set to an equilibrium state and that of the follower system set to zero, the simulation starts at time t = 0 s with the electrical load at a nominal value of 0.5 pu, where "pu" denotes per-unit. 5 At time t = 5 s, the load is perturbed about the nominal value, with the change in size and speed constrained to |ℓ(t) − 0.5| ≤ ∆ ℓ and |l(t)
= 0.0531 s/rad,l = 0.5 pu, K 1 = 0.6434 pu, K 2 = 0.4167 pu, X 1 = 0.0742 pu, X 2 = 0.0742 pu, C 1 = 0.0656 pu, C 2 = 0.00548 pu, andθ 13 = 0.7245 rad.
A. Parameter evaluation
The values of λ and c in (28) can be easily estimated as follows. The eigenvalues of A are
To simplify calculations, let us assume that the control gain is chosen to satisfy k ≥ D 
1 . Then, we can take the stability margin (i.e., exponential decay rate) λ appearing in (28) to be
1 .
(Note that for values of k closer to 0 the stability margin would decrease.) To calculate the overshoot constant c in (28), we can look for a matrix P = P T > 0 which satisfies the Lyapunov inequality
Then, A has its overshoot constant c upper-bounded by λ max (P )/λ min (P ). It can be verified that one choice of P satisfying (45) is
1 P ). Its eigenvalues are
If we fix some value of control gain k > D (0) 1 2 /4 (strict inequality is needed to have P > 0), we obtain the following estimate for c:
(To refine this result, we can search for a matrix P that gives the smallest value of c.) Utilizing the formulas derived above and the chosen model parameters, we have that c = 10.3796 and λ = 0.0266.
B. Control performance analysis
For the leader to be in compliance with the IEEE 1547 standard [29] , we must have that ω 3 (t) − ω 0 ≤ π, and this should be enforced throughout system operation. Accordingly, effects of various model parameters on control performance are analyzed numerically.
Firstly, the relation between bounds in (15) and (17) is investigated. The numerical results depicted in Figs. 2 and 3 suggest that there is a strong coupling between ∆ θ and variables ∆ ℓ and ∆l, and between ∆θ and ∆ ℓ . However, there is a weak coupling between ∆θ and ∆l. Secondly, as depicted in Fig. 4 , the deviation of the bus frequency from nominal value is investigated and compared to the bound required by the IEEE 1547 standard, i.e. ω 3 (t) − ω 0 ≤ π. The effects of ∆ ℓ and ∆l on the frequency of the bus was also analyzed. The results show that, for each fixed value of ∆l, the controller performance improves when ∆ ℓ decreases, and for each fixed value of ∆ ℓ , the controller performance improves when ∆l increases. Although Fig. 4 suggests a weaker coupling between ∆l and the controller performance, this result appears to contradict the bound in (24) . However, it is important to note that this bound also takes into account the effects of phase deviations from a nominal value. Finally, numerical results are presented in Fig. 5 to validate the analytical result in (24) . For all values of k and ∆l, we see that ω 1 (t)δ 1 (t) ⊤ ≤ c∆l λk . Although the theoretical bound appears to be very conservative, the norm of the states is observed to be within these bounds, as expected. 
C. Synchronization performance analysis
In order to further validate the claims of Proposition 2, we investigated the effects of disturbance d(t) and control gain k on the synchronization error using numerical simulations. Taking into account the largest admissible synchronization error specified by IEEE standards listed in [21] , i.e. |e(t)| ≤ 0.134π rad/s, we also observed the performance of our proposed synchronization method.
Utilizing results in [24] for the maximum phase angle error resulting from spoofing attacks, i.e. d(t) ∈ (−0.25π, 0.25π) rad, and simulating the effects of increasing k on the synchronization error, we are able to observe that the synchronization error increases with control gain k and disturbance d(t), as shown in Fig. 6 . This is consistent with the analytical results in (33) . Comparing Figs. 5 and 6 , it may be said that an increase in control gain k improves controller performance, but at the cost of lowering robustness of the synchronization method. Also, Fig. 6 suggests that satisfactory performance of the proposed synchronization scheme is achieved when k ∈ (0, 0.4), and Fig. 4 suggests that satisfactory control performance is achieved when k = 0.01 (an order of magnitude less than 0.4). Collectively, these observations imply that, if other parameters are chosen consistently, the same value of k can be used to achieve satisfactory performance of the control scheme and the synchronization scheme. In other words, there is no conflict between the requirement that k be large enough for satisfactory performance of the control scheme and the requirement that k be small enough for satisfactory performance of the proposed synchronization scheme.
In Figs. 7-10 , the synchronization error, bus frequency and generator output power of the post-synchronization system are depicted for three constant disturbance values, d(t) = 0.125π rad, d(t) = 0.25π rad, and d(t) = 0.5π rad. 6 The leader and follower are interconnected only when (i) the observed phase difference of the connection points,
, is a multiple of 2π and (ii) the synchronization error is within the admissible limits, i.e. |e(t)| ≤ 0.134π rad/s. After the leader and follower were synchronized and interconnected, the post-synchronization control in (44) was applied to the post-synchronization system at around t = 400 s. The values ∆ ℓ = 0.01, ∆l = 0.01, and k = 0.01 are used and the participation factors are α 1 = α 2 = 0.5.
Utilizing the main result of Proposition 2, the steady state bounds for the synchronization error are given in Table I . Comparing these bounds to the admissible limits, i.e. |e(t)| ≤ 0.134π rad/s, we expect that the leader and follower will synchronize when d(t) = 0.125π rad. Examining the results depicted in Fig. 7 , we observed that for: (i) d(t) = 0.125π rad, the leader and follower successfully synchronized around t = 200 s, (ii) d(t) = 0.25π rad, the leader and follower successfully synchronized around t = 260 s, and (iii) d(t) = 0.5π rad, the leader and follower fail to synchronize. This is consistent with the synchronization error bounds listed in Table I in the sense that it predicts that the leader and follower will synchronize when d(t) = 0.125π rad. The results depicted in Fig. 7 suggest that the proposed synchronization method is robust to large disturbances in phase measurements, even if the disturbance is as large as the maximum resulting from spoofing attacks. Also, as depicted in Figs. 9 and 10, we observed that after successful synchronization, the leader and follower generator share the load equally, according to the participation factors. (33), relative to bounds prescribed in [21] . d(t) represents constant disturbance values. Fig. 7 . Synchronization error relative to bounds provided in [21] . 
D. High-order model testing
The simulation results we presented so far were developed using a reduced-order generator model that, in [30] , was validated and shown to accurately mimic the behavior of a nineteenth-order model. In this section we provide additional results that show that our proposed synchronization method works when the same system is modeled using the nineteenthorder generator model. Figures 11 and 12 depict the observed synchronization error during the moment before the leader and follower systems are interconnected. Part (a) of the figure is for a case when the system is modeled using the second-order generator model, whereas Part (b) is for the case when the same system is modeled using the nineteenth-order generator model. For three disturbance values, i.e., 0, π 32 , and π 64 radians, the synchronization error is shown. For successful synchronization, the minimum threshold is −0.134π rad, and the maximum threshold is 0.134π rad. Figures 13 and 14 show the observed phase synchronization error, wrapped around zero and 2π, during the moment before the leader and follower systems are interconnected. Part (a) of the figure is for a case when the system is modeled using the second-order generator model, whereas Part (b) is for the case when the same system is modeled using the nineteenth-order generator model. The phase errors for three disturbance values, i.e., 0 rad, π 32 rad, and π 64 rad, are shown. The maximum threshold for synchronization, 0.055π rad, is depicted using a red line.
Synchronization Error (Second-Order Machine Model) Fig. 11 . The observed synchronization error when a second-order generator model is used. Figures 11 -14 depict that, for d(t) = 0 rad, when the second-order model is employed, synchronization is unsuccessful, but when the nineteenth-order model is employed, synchronization is observed to be successful. This is due to the fact that, when the second-order model is employed, the observed phase error converges to a value close to π rad, which is greater than the maximum threshold, but when the highorder generator model is employed, the phase error did not stay bounded when d(t) = 0. The behavior of the high-order model results from the fact that the reduced-order model our synchronization method is developed from approximates the behavior of the high-order, and as a result introduces a modelreduction based disturbance to the control system of the highorder model based simulation.
Phase deviation error: According to synchronization requirements listed in [21] , the magnitude of the phase deviation between the leader and follower must not exceed 0.055π rad. In other words,
must be enforced before the follower is connected to the leader. However, if measurements of θ 3 (t) are corrupted by a disturbance d(t), as described in Section II, the detected magnitude of phase deviation becomes θ 2 (t) − θ 3 (t) − d(t) , and the synchronization method would incorrectly enforce
from where it follows that
and for d(t) ≤ 0.25π,
The effect of a phase deviation error on the system frequency, the leader output power, and the follower output power is depicted in Figs. 8, 9 and 10. Although overcurrent protection devices are not modeled in the results, it is observed that, for a maximum disturbance of d(t) = 0.25π, the transient of the post-synchronization system frequency slightly overshoots the permissible limits but quickly settles back within the limits.
V. PHASE-DEPENDENT DAMPING
In this section we briefly consider the case when the leader model takes the forṁ
where u 1 is the control input as before and ξ 1 (t) is a signal which we assume for simplicity to be known. In contrast with the model (4), (5) considered earlier in the paper, here the damping D 1 (·) is phase-dependent, which can arise, e.g., from modeling phase-dependent friction due to eccentricity of the generator rotor. We note that for the earlier model (4), (5), ξ 1 (t) corresponds to the load ℓ(t), and having exact knowledge of the load makes the synchronization problem trivial. This is not the case, however, for the case of phasedependent damping treated here, as we will see shortly. The goal of this section is to demonstrate the applicability of our synchronization method in a more general theoretical context which is only loosely related to the application scenario considered in the previous sections. The function D 1 (·) is taken to be periodic with period 2π and to satisfy some mild assumptions, namely:
1) There exist numbers
2) There exists an ε > 0, sufficiently small, such that
Later we will derive more specific constraints that D 1 , D 1 , and ε will have to satisfy. We also assume thatξ 1 (t) is uniformly bounded and denote its upper bound by M :
Next, we take the follower model to be of the forṁ
The phase-dependent nature of D 2 is similar to that of D 1 , but the exact form of the function D 2 (·) is not important because it will be canceled by the control u 2 .
Here we are assuming, similarly to Section II, that measurements of the first state θ 1 of the leader are corrupted by an additive disturbance d(t) when being passed to the follower, while measurements of the second state ω 1 are not available to the follower.
A. Control design and analysis
We define the control u 1 exactly as before by the equation (19) , where the dynamics of δ 1 (t) are given by (2) . The closed-loop system (again, (ω 1 , δ 1 )-dynamics only) is now
which we can view as a linear time-varying system driven by a time-varying perturbation that creates a time-varying equilibrium at
(meaning that for each frozen time t, this is the equilibrium of the corresponding fixed affine system). Shifting the center of coordinates to this time-varying equilibrium by defining the variablesω 1 andδ 1 as in (23), we obtain the dynamics
We now make the following observations: 1) The matrix
is Hurwitz for each frozen t.
2) Its time derivativė
is small because D ′ 1 was assumed to be small, as long as ω 1 is kept bounded under the action of the control u 1 .
3) The perturbation signal ν(t) is bounded for the same reason and also becauseξ 1 (t) is assumed to be bounded. Applying results on stability of slowly time-varying linear systems (see, e.g., [31] and the references therein), we now show that solutions of the closed-loop system are bounded and converge to a small neighborhood of the time-varying equilibrium (53); the size of this neighborhood is determined by the size of the perturbation ν(t). This relies on the following well-known result on stability of linear time-varying systems (see, e.g., [32, Theorem 3.4.11] ; see also [31] for some extensions).
Lemma 1 Consider the LTV systeṁ
and assume that:
• A(t) is Hurwitz for each fixed t, and there exist constants c, λ > 0 such that for all t and s we have
• A(·) is C 1 and uniformly bounded: there exists an L > 0 such that A(t) ≤ L for all t.
• Ȧ (t) ≤ µ for all t, where µ > 0 is sufficiently small.
Then the system (58) is exponentially stable.
From the proof of the above result given in [32] , an upper bound on µ that guarantees stability is obtained as
We now develop numerical expressions for these quantities. In our setting, the matrices A(t) are given by (56) and D 1 (·) is assumed to satisfy the lower and upper bounds (50). Proceeding analogously to Section IV-A, we can show that we can take the common stability margin (i.e., exponential decay rate) λ and the overshoot constant c appearing in (59) to be
Next, we need to find an L satisfying the second hypothesis in Lemma 1. This is straightforward: A(t) is the largest singular value of A(t), which is the square root of the largest eigenvalue of the matrix
and this largest eigenvalue is
Choosing some specific value for k, we obtain a value for L by taking the square root of the last quantity. Furthermore, exponential stability of the LTV system (58) means that its state transition matrix Φ(·, ·) satisfies
(61) 7 Here · stands for the induced matrix norm corresponding to the Euclidean norm.
for somec,λ > 0. The proof of Lemma 1 in [32] yields the following estimates for the overshootc and decay rateλ:
whereλ > 0 in light of (60). The actual system (54) is the LTV system (58) driven by the perturbation (55). It is well known and easy to show that, as long as the exponential stability bound (61) is valid,c/λ is the system's L ∞ -induced gain, and for bounded perturbations satisfying |ν(t)| ≤ν ∀ t for someν > 0, the solutions of (54) satisfy
In particular, cν/λ is the ultimate bound on the norm of the solution in steady state:
Now, we can finish the analysis as follows. Given some range of initial conditions and the desired range in which we want the solution of our system (54) to belong, we can determine sufficiently small upper bounds M and ε onξ 1 (t) and on D ′ 1 (·), respectively, such that the magnitude of ν(t) in (55) (which depends on these two upper bounds as well as on the chosen range of ω 1 around ω 0 and the control gain k) is upper-bounded by a small enoughν so that (62) guarantees that the solution indeed remains in the desired range. Recalling (57) and decreasing the upper bound on D ′ 1 (·) further if necessary, we can always ensure that the last hypothesis of Lemma 1 holds with µ satisfying (60).
For the follower, we define the control u 2 as
Similarly to Section III-A, the aim of this control is to correct the difference between the damping functions D 1 and D 2 and try to match the other terms on the right-hand side of the closed-loop dynamics (49) for the leader (modulo the disturbance). We can then write the closed-loop dynamics of the follower aṡ
B. Synchronization analysis
With e := ω 2 − ω 1 we havė
With V (e) := 1 2 e 2 we havė
where φ(r) := max (θ1,ω1)∈Ω, |d|≤r
and Ω is a bounded set in which θ 1 (mod 2π) and ω 1 evolve. Rewriting (64) asV
which gives ISS from d to e with ISS gain function φ(·)/D 1 . This implies, in particular, that
The fact that the ISS gain depends on a compact set in which the state of the leader system evolves makes the synchronization error dynamics quasi-ISS with respect to d, in the sense of [19] . This situation is more subtle than the one we had in Section III-B.
VI. CONCLUDING REMARKS
In this paper, we proposed a method for synchronizing two electric power generators, which is robust against disturbances in the measurements on which the method relies. Analytical and numerical results were used to validate the proposed robust synchronization method.
APPENDIX
In this section, the generator model presented in Section II, the so-called damped model, is derived from a high-order model, using singular perturbation analysis. In the derivations that follow, all state variables are expressed in a qd0 reference frame (see [33] for more details on Park's qd0 transformation). We note that all model parameters and variables are scaled, and normalized using the per-unit system [27] .
A. The high-order model
Let Φ q2 (t) and E d ′ (t) denote the flux linkages of two damper windings aligned with the quadrature axis (q-axis) of the synchronous machine, let Φ d1 (t) and E q ′ (t) denote the flux linkages of a damper winding and a field winding, respectively, aligned with the direct axis (d-axis) of the synchronous machine, and let I q and I d denote the q-axis and d-axis components of the stator output current, respectively. Then, the damper winding dynamics can be described by:
where X k denotes the machine leakage reactance, X q denotes the q-axis component of machine stator reactance, X q ′ and X d ′ denote machine transient reactances, X q ′′ denotes the machine sub-transient reactance, and τ q ′′ , τ d ′′ and τ q ′ denote time constants of the resulting dynamical system (see [23] for more details). Let Φ q (t) and Φ d (t) denote the q-axis and d-axis components of flux linkages for the stator windings, respectively. Let ω 1 (t) denote the machine angular speed, in radians per second, and let δ 1 (t) denote the power angle of the synchronous machine in radians. At the electrical network bus, let V 3 and δ 3 denote the voltage magnitude, in per unit, and the voltage phase relative to a reference frame rotating at the nominal frequency, in radians, respectively. Let V q := V 3 cos(δ 1 − δ 3 ) and V d := V 3 sin(δ 1 − δ 3 ), so that
Then, the stator winding dynamics are described by:
and
where X d ′′ denotes a machine sub-transient reactance, R s denotes the per-phase stator winding resistance, and ω 0 denotes the nominal frequency, in radians per second. Let E f (t) denote the output voltage of the machine's excitation system, let U f (t) denote the exciter control input, let U f (t) denote the rate feedback variable of the voltage regulator (see [27] , pp. 71-72 for details). Then, the dynamics of the machine's excitation system can be described as follows:
where V r denotes the reference voltage magnitude, X d denotes the d-axis component of machine stator reactance, X f denotes the field winding reactance, K f ,K u , and K u denote known constants of the machine's excitation system, and τ d ′ , τ f ,τ u , and τ u denote time constants of the resulting dynamical system (see [23] for more details). Let T m (t) denote the mechanical torque output of the generator, and let P u (t) denote the fuel valve position of the diesel engine, which acts as the prime mover. For the speed governor system, let P a2 denote the output of its actuator, witḣ P a1 = P a2 , and let P b2 denote the output of its electric control box, withṖ b1 = P b2 . Then, the speed control system of the machine can be described by:
τ mṪm = − T m + P u , P u = P a1 + τ 4 P a2 , τ a2Ṗa2 = − 1 τ 5 + τ 6 P a1 − κ (P b1 + τ 3 P b2 ) − P a2 ,
where τ 2 , τ 3 , τ 4 , τ 5 and τ 6 denote time constants of the control system, τ a2 = τ5τ6 τ5+τ6 , κ denotes a controller gain for the actuator,ũ denotes the power change setting of the machine, M denotes the inertia of the machine,D 0 denotes the friction and windage damping coefficient of the machine, τ m denotes the time constant of the engine, andD 0 = 1 RDω0 , with R D denoting the droop coefficient.
B. Time-Scale Properties of the High-Order Model
The following observations are based on standard parameter values obtained from synchronous machine models in [27] , [28] , [33] , [34] , and an eigenvalue analysis of these models. O1. the dynamics of Φ q2 ,
U f , T m , P u , P a2 , P b2 , P a1 and P b1 , are much faster than those of ω 1 and δ 1 . O2. for ε = 0.1, the parameters R s , τ q ′′ , τ q ′ , 1 ω0 , τ f , τ u ,τ u , τ m , τ a2 , τ 2 , τ 1 , (τ 5 + τ 6 ), O3. the dynamics of Φ q , Φ d are much faster than those of Φ q2 , Φ d1 , E d ′ and E q ′ . O4. the dynamics of Φ q2 and Φ d1 are much faster than those of E d ′ and E q ′ . We refer to Φ q2 , Φ d1 , E d ′ , Φ q , Φ d , E q ′ , E f , U f ,Ū f , T m , P u , P a2 , P b2 , P a1 and P b1 as the fast states, and ω 1 and δ 1 as the slow states.
C. The Damped Model
The damped model is formulated by replacing differential equations for the fast states with algebraic counterparts, referred to as approximate manifolds. First-order approximate manifolds are formulated for the damper winding states, and zero-order approximate manifolds are developed for the other fast states [35] . By using a first-order approximation for the damper windings manifolds, the effects of damper windings on
