Abstract. We suggest the necessary/sufficient criteria for the existence of a (order-by-order) solution y(x) of a functional equation F (x, y) = 0 over a ring. In full generality, the criteria hold in the category of filtered groups, this includes the wide class of modules over (commutative, associative) rings. The classical implicit function theorem and its strengthening obtained by Tougeron and Fisher appear to be (weaker) particular forms of the general criterion.
Introduction
We use the multivariable notation, x = (x 1 , . . . , x m ), y = (y 1 , . . . , y n ). Here F (x, 0) = x Tougeron himself realized in [28] that one can replace in the condition F (x, 0) ∈ I · I max F −→ R ⊕p . Some properties of this ideal are given in §2. 3 . By now we just mention that for p = 1, i.e. the case of one equation, the two ideals coincide: a F ′ y (x,0) = I max F .
Here a F ′ y = (x 1 x 2 ) thus J = (x 1 x 2 ), but F (x, 0) ∈ J · Im F ′ y (x, 0) .
In this note we prove much stronger solvability criteria. Here we sketch just the main features of the method. The detailed formulation can be found in §3.1 (theorem 3.1) and §5 (theorem 5.3), the applications are in §4 and §6. 1.2.1. We weaken the condition on F ′ y (x, 0) further, to the "weakest possible" condition of "iff" type, so that we get a Strong Implicit Function Theorem.
Our results hold in broader category. It is natural to extend from the classical case of [[x, y]], {x, y}, C p (R m x × R n y , 0) to the local Henselian rings (not necessarily regular or Noetherian) over a field. In fact even the ring structure is not necessary, our main result, theorem 3.1, is for the filtered (not necessarily abelian) groups. 1.2.2. A particular class of equations comes from the group actions, G W . Assume W is a filtered abelian group (e.g. a module over a local ring). To understand how large is the orbit one studies the equation g(w) = w + u. Here g ∈ G is an unknown, while u ∈ W is "small". (More precisely, one studies whether the orbit Gw is open in the topology defined by the filtration.) Theorem 3.1, being very general, is of little use here. Rather, we obtain a special version of strong IFT, §3.1.2. 1.2.3. Usually the main problem is to establish the order-by-order solution procedure. Thus many of our results are of the form "If (. . . ) then there exists a Cauchy sequence {y (n) (x)} n such that F (x, y (n) (x)) → 0". (The topology here is induced by a filtration, e.g. by the powers of maximal ideal.)
Once such a result is established, one has a solution in the completion of R ⊕p by the filtration. Then (if R is non-complete) one uses the Artin-type approximation theorems, [18] , to establish a solution over R, or at least over the henselization of R.
For the ring C ∞ (R p , 0) and many other important rings the Artin approximation does not hold (in the naive way). Over some rings we can directly ensure a solution, see §3.4. For C ∞ (R p , 0) we use theorem 5.3.
To emphasize: as the germ {F (x, y) = 0} is in general non-smooth (possibly reducible, non-reduced), the question cannot be simply "linearized" by an automorphism of (X, 0) × (Y, 0), i.e. cannot reduced to the classical IFT by some appropriate change of variables.
1.3.2.
A reformulation in terms of commutative algebra. Given a ring R over some base ring R X , e.g.
→ R X whose kernel is precisely F .
1.3.3. The classical approach to construct a solution is the order-by-order approximation: first solve the part linear in y (modulo quadratic terms), then quadratic, cubic etc. Accordingly we always present the equation(s) F (x, y) = 0 in the form
−→ W is a homomorphism of R-modules (or just of abelian groups); H(y) denotes the remaining "higher order terms" (a contractive map in the sense of Krull topology), defined in §2.2. Further, as we always start from a solution of the linear part, u + Ly = 0, we assume u ∈ L(V ), i.e. u = −Lv, for some v ∈ V . Therefore the equation to solve is presented in the form
1.3.4. In practice one usually needs not just a solution. Thinking of v as a parameter, one needs a statement of the type:
There exists a subgroup/submodule V 1 ⊆ V such that for any v ∈ V 1 the equation L(y − v) + H(y) = 0 has a solution, y v ∈ V 1 which is "close" to v and depends on v "differentiably".
We call this a good solution, the precise formulation is in §2.2. Our criteria answer the question:
Note that for some equations all the solutions are "not good", cf. §4.3. can be non-unique, as the space {F (x, y) = 0} can have several irreducible components. However, when L is injective, the solution lying in V 1 is unique! The (non-)uniqueness issues are addressed in §3.3.
1.3.6. We expand F (x, y) = 0 in powers of y (i.e. at the point y = 0), hence the criteria are formulated in terms of F (x, 0), F ′ y (x, 0) etc. One can expand at some other point, y = y (0) (x), then the criteria are written in terms of F (x, y (0) (x)),
. . (For example, theorem 1.2 is stated in [10] in such a form.) Such an expansion at y (0) (x) is helpful if one has a good initial approximation for the solution. The two approaches are obviously equivalent, e.g. by changing the variable y → y − y (0) (x). To avoid cumbersome formulas we always expand at y = 0.
1.3.7. In view of our initial result, §1.2, one might try to weaken the condition on the ideal a F ′ y (x,0) ⊆ J ⊂ R further. It appears that J 2 = Ja F ′ y (x,0) is almost the "weakest possible" among the conditions stated in terms of ideals only, it cannot be significantly weakened, cf. §4.2. But this condition is still far from being necessary. The "right" condition (necessary and sufficient) is obtained by replacing the ideals with filtered subgroups. As a bonus we do not need the rings structure anymore, e.g. theorem 3.1 holds in the generality of (non necessarily abelian) filtered groups.
1.3.8. If the equations F (x, y) = 0 are linear in y, i.e. F (x, y) = F (x, 0) + F ′ y (x, 0)y, then the obvious sufficient condition for solvability is: the entries of F (x, 0) lie in the ideal a F ′ y (x,0) . While the (tautological) necessary and sufficient condition is: 0) ). This condition is much weaker than those of Tougeron and Fisher and is far from being sufficient for non-linear equations. Therefore as landmarks for our criteria one should consider equations that are non-linear in y.
1.3.9. Implicit Function Theorem is a fundamental result. In §4.4 we obtain an immediate corollary to non-bifurcation of multiple polynomial roots under deformations. In §4.5 we indicate a potential application to the study of smooth curve-germs (lines/arcs) on singular spaces. In §6.3 we apply a version of strong IFT to group-actions to re-derive the classical criteria of finite determinacy.
The further directions in Algebra and Geometry are: matrix equations, equations on (filtered) groups [3] , tactile maps [6] , bounds on Artin-Greenberg functions [23] , [24] , etc. We hope to report on these applications soon.
1.4. Acknowledgements. We thank J. Bochnak, H. Hauser, D. Popescu, J.M. Ruiz, E. Shustin, S. Yakovenko for the attention and valuable suggestions. We also thank the two referees, their numerous remarks have greatly improved the exposition.
Definitions and Notations
2.1. Groups with descending filtration. We always assume that a (not necessarily abelian) group V is filtered by a sequence of normal subgroups V ⊃ V 1 ⊃ V 2 ⊃ · · · , V j ⊳ V . Moreover, we assume that the filtration satisfies: [V 1 , V i ] ⊆ V i+1 , similarly to the lower central series of a group. This later condition is trivial when V is an abelian group. If V is complete with respect to {V i } then the filtration is faithful, i.e. ∩ i≥1 V i = {1 V }. The filtration induces the Krull topology, the fundamental system of neighborhoods of v ∈ V is {vV j } j≥1 , or {V j v} j≥1 , by the normality.
Example 2.1. 1. The simplest case is when V is a module over a ring, with filtration defined by the powers of an ideal, V j = I j V . 2. Let (R, m ) be a local ring with the filtration R ⊃ m ⊃ m 2 ⊃ · · · . Consider the group of invertible R-matrices, V = GL(n, R). We get the filtration by the normal subgroups V j := {1I + A| A ∈ M at(n, n; m j )}. 3. Let (X, 0) be the germ of a space (algebraic/formal/analytic etc). Consider the group of its automorphisms, V = Aut(X, 0). The natural filtration is by the subgroups of automorphisms that are identity up to j'th order. More precisely, denote by (R (X,0) , m ) the local ring of (germs of) regular functions. Then
2.2. Implicit function equation. Given two (not necessarily abelian) groups, V , W , a homomorphism V L → W , and a decreasing filtration {V j } by normal subgroups, we define the filtration
, where the "higher order" map V H → W , usually not a homomorphism, satisfies:
for any y ∈ V 1 and any j ∈ N.
Note that being of higher order depends essentially on L, in particular
where L ∈ Hom(V, W ), while the higher order H(y) satisfies:
for any y ∈ V 1 and j. Most common case is when V, W are modules over a (commutative, associative) ring R. Then usually L ∈ Hom R (V, W ). We say that the map V
Example 2.2. Suppose R is graded, fix an ideal J ⊂ R, and consider the filtration V j = J j V . Suppose H(y) can be written as a sum of homogeneous forms,
order" term for L. Indeed, for any i ≥ k and y ∈ JV :
Example 2.3. (Warning) Being of higher order terms can be a restrictive condition. For example, in the equation y 2 − yx + x a = 0 the monomial y 2 represents the higher order term for the filtration
. By the normality, V n ⊳ V , we can also write the condition as (y
this is a strengthening of continuity); ⋆ the map y is "differentiable and close to identity", namely
for any v ∈ V 1 and j ∈ N. Alternatively this condition can be stated as:
We say that a solution V 1
2.2.4. Combining these notions we get the notion of a good order-by-order solution: a Cauchy sequence of maps, {V 1
Similarly, a quasi-good order-by-order solution satisfies y
If V , W are abelian groups then all the notions simplify accordingly. A good order-by-order solution means a Cauchy sequence of maps {V 1
, is an R-module as well. The annihilator-of-cokernel ideal is defined as the support of the cokernel module:
Recall the classical relation [9, Proposition 20.7] : for L ∈ M at(m, n; R) with m ≤ n there holds
By definition a L W ⊆ L(V ). In many cases one has the stronger property: a L W ⊆ JL(V ), for some proper ideal J R. 
there exists a good order-by-order solution.
Suppose V H
→ W is compatible with the filtration in the sense:
3. If V is complete with respect to V • and H represents the "higher order terms" then there exists a quasi-good solution
Proof. Part 1. First we construct a quasi-good order-by-order solution y (n) . The procedure is inductive with non-canonical choices. If L is right-invertible then all the choices are canonical and the solution becomes good.
Note that
. . , y (n) have been constructed for some n ≥ 1. Present y (n+1) = zy (n) , so we should find the necessary z ∈ V i+n . Note:
This completes the induction step. (Here we use the normality V j ⊳ V .) By construction y (n) is a Cauchy sequence, as
is a quasi-good order-by-order solution.
Suppose there exists a continuous right inverse,
goes by induction on n. For y (1) v = v the statement is trivial. Suppose this holds for y
Note that y
Now by the normality (V j+1 ⊳ V ):
And by the property of the filtration,
Part 2. In Step 1 we prove that a good order-by-order solution is an almost surjective map, its image is dense. In Step 2 we use this auxiliary statement to bound H −1 (y)H(y∆ j ). Step 1. We prove an auxiliary statement:
. Now the direct check:
i.e. v (i+1) satisfies the needed condition.
Step 2. Fix some good order-by-order solution V 1
v V n+1 ) for some v ∈ V 1 and n > j. Moreover, we can choose n so large that in addition:
. Therefore, for n > j:
In the second row we used the goodness of y
Given the Cauchy sequence y (n) from part 1, take the 
In the abelian case the condition reads:
3.2. Criteria for modules over the rings. Theorem 3.1 and corollary 3.3 transform the solvability question into the search for the appropriate filtration V • . Not much can be said for a general (non)abelian group. However our criterion simplifies for modules over a ring: it is enough to find just the first submodule V 1 ⊂ V and an ideal.
Let R be a (commutative, associative) ring over a domain of zero characteristic (e.g. is a field). Given two R-modules and a homomorphism, L ∈ Hom R (V, W ). Suppose further that the term H(y) admits a "linear approximation with the remainder in the form of Lagrange":
here H 1 (y)(z) is linear in z while H 2 (y, ∆)(z, z) is quadratic in z.
Example 3.6. Such an approximation holds e.g. for R a subring of one of the quotients 
. Now invoke corollary 3.3 for the filtration
Corollary 3.7 reduces the question (for modules over a ring) to the search for an appropriate submodule V 1 ⊂ V . The simplest submodule is V 1 = JV , for some ideal J ⊂ R. 
In the lowest order case, k = 2, we get a sufficient condition for the order-by-order solvability: J 2 W ⊆ m JL(V ). This condition is weaker than Tougeron's and Fisher's conditions, so even this criterion is stronger.
Ideals that satisfy J
2 ⊆ Ja L . (These are important in view of example 3.9.) Consider the set J of all the ideals satisfying J 2 ⊆ Ja L . This is an inductive set, i.e. for any increasing sequence,
that is/are maximal by inclusion.
Lemma 3.10. Let J ⊂ R be a maximal by inclusion ideal that satisfies
If R is integrally closed and a L is principal, generated by a non-zero divisor, then J = a L .
Proof. 1. If J 2 ⊆ Ja L then obviously the inclusion is satisfied by the ideal J + a L as well. As J is the largest with this property, a L ⊆ J.
For the second part, note that a L is a reduction of J, see [17, Definition 1. 
. By the direct check, each of them satisfies J 2 = Ja L . But there is no bigger ideal J that contains say J x + J y and satisfies J 2 = Ja L . Indeed, suppose y p−i z i ∈ J and x p−j z j ∈ J, for some i, j satisfying i + j < p. 
2 ∈ V 1 and L is injective. Then for any n: y
Proof. By the assumption y
1 (y
2 ) −1 ∈ V 1 . Suppose the statement holds for j = 1, . . . , (n − 1). As both y (n) i
are Cauchy sequences we get y
−1 ∈ V n−1 . We prove that in fact y
As each y
is an order-by-order-solution we have L(y
By the normality, V n ⊳ V , we get:
2 ) −1 ∈ V n−1 and the property of higher order terms for H to get: H(y
∈ L(V n ) and the statement follows by the injectivity of L.
Remark 3.13. The assumption y
∈ V 1 is important. One might seek for a condition in terms of v and L only, then it is natural to ask that v belongs to a small enough subgroup of V . For example, in the case of modules, v ∈ JV , for some small enough ideal J ⊂ R. This does not suffice as one sees already in the example of one equation in one variable:
. By taking b ≫ a the ideal (x) a+b can be made arbitrarily small as compared to a L . Yet, there is no uniqueness. , here y 2 is a parameter. By taking y 2 ∈ (v j ) these solutions can be made arbitrarily close one to the other (in particular they all lie in V 1 ), yet L(y 1 , y 2 ) is different for different y 2 .
3.4.
A criterion for exact solutions. The criteria of §3.1 provide order-by-order solutions, alternatively: solutions in the completion of V by V • , i.e. the formal solutions. Recall the Artin approximation property: if a finite system of polynomial equations over R has a solution overR then it has a solution over R, [1] . Many rings have this approximation property, for example excellent Henselian rings (in particular complete rings, analytic rings), cf. [16] . In our case we have more general rings and more general class of equations. Thus we give a criterion for exact (and not just order-by-order) solution. Note that here R is not necessarily over a field, e.g R can be Z
Thus it is enough to solve the finite system of equations {y i − v i + h i (y) = 0}. As IF T J,1 holds in our situation we get the solution. Example 3.18. Let (R, m ) be a local Henselian ring over a field. Take J = a L , then the corollary implies Tougeron's and Fisher's theorems. As mentioned in the introduction, if one takes J the maximal possible that satisfies J 2 = Ja L then one gets the strengthening of Tougeron's and Fisher's theorems.
But the corollary is useful for more general rings, e.g. if in equation (2) 
, where is some base ring, take m = (x 1 , x 2 ). (If is a field then m is the maximal ideal.) Consider the equation H(y, x) + y 1 x k 1 + y 2 x k 2 + p(x) = 0, compare this to equation (2) . Here H(y, x) represents the higher order terms, it is at least quadratic in y 1 , y 2 , while p(x) ∈ R. In this case:
2 ). Thus to apply Tougeron's and Fisher's theorems we have to assume:
On the other hand, by direct check, the ideal 
Comparison of the condition
It is simpler to check the ideals, J 2 = J · a F ′ y (x,0)) , than to look for a submodule satisfying the needed property. But the "ideal-type" criterion is in general weaker than the criterion via V 1 . Example 4.2. Consider the system y
. In this case the annihilator of cokernel ideal
, regardless of how big are n and m.
Of course, the general criterion of corollary 3.7 suffices here. (One starts from
This is a good place to see in a nutshell why no weakening of J 2 = J · a F ′ y (x,0) in the form of some condition on ideals is possible. . While the previous system has obvious solutions for n, m ≥ 2, this system has no solutions in R. Indeed, from the second equation it follows that y 1 is divisible by x 2 . Then the left hand side of the first equation must be divisible as well, contradicting the non-divisibility of the right hand side.
Example 4.4. As a further illustration we consider the system y
, where a i , b i ∈ m ⊂ R, here R is a regular local Henselian ring. Suppose gcd(a 1 , a 2 ) = 1, i.e. (a 1 ) ∩ (a 2 ) = (a 1 a 2 ). Then a L = (a 1 a 2 ) is a principal ideal and thus J 2 = Ja L implies J = a L . Thus the approach via J 2 = J · a L gives: 2 2 ) then the system has a solution.
We check the approach via filtration. To invoke the corollary 3.7 we need (6).
Remark 4.5. Suppose the system of equations splits. Then it is natural to choose the split submodule:
(Note that the converse does not hold: decomposability of V 1 does not imply that the system splits in any sense. For example, all the modules of the type V 1 = JV are decomposable if V is free of rank > 1.) The following questions are important: ⋆ Suppose L is block-diagonal. What are the conditions on H so that we can choose V 1 = V 1,1 ⊕ V 1,2 ? ⋆ Formulate some similar statements for L upper-block-triangular vs V 1 an appropriate extension of modules.
4.3. Equations whose solutions are not good. Often the "simple" and "most natural" solutions are not good (not even quasi-good) in our sense, moreover the (quasi-)good solutions do not exist at all. To formulate the criterion we shift the variables y → y + y 0 , so that the (new) root of the initial equation is y = 0. t) ) and a i (t)(a 0 (t)) i−1 ∈ t(a 1 (t)) i for any i ≥ 2 then the root y = 0 of the initial equation deforms with t.
(Note that if a 0 (t) ∈ ta Example 4.9. If all the eigenvalues of a matrix are distinct, then they deform differentiably under the small deformations of the entries. In the case of multiple eigenvalues the corollary above ensures that at least one of the potentially bifurcating eigenvalues deforms differentiably. Explicitly, expand the determinant:
(Here n−i ∧ A t is the associated skew-power of A t .) Suppose the multiple eigenvalue is zero, so det(A t=0 ) = 0. Then
2 then the eigenvalue deforms smoothly.
i ∈ t · det(A t ) then the eigenvalue deforms smoothly.
4.5.
A possible application: smooth curve-germs on singular spaces. Let (X, 0) ⊂ ( n , 0) be a germ (algebraic/analytic/formal) of a singular space. The smooth curve-germs lying on (X, 0) is an important subject, often used in the theory of arc spaces, [8] . The first question is whether (X, 0) admits at least one smooth curve-germ, [13] , [14] , [15] .
From the IFT point of view this question reads (for simplicity we work over
Can a given system of equations be augmented by another system, so that the total system, {F (x, y) = 0 = G(x, y)}, has one-dimensional power series solutions? For example,
The strong IFT seems to lead to some results on the existence/properties of families of such curves.
An approximation theorem of Tougeron-Artin type
There are several approximation theorems guaranteeing analytic/C ∞ solutions, provided a formal solution exists. Given the germ of an analytic map at the origin,
, consider the Implicit Function Equation (7) F (x, y) = 0 here x is the multi-variable, while y is an unknown map, (R m , 0)
⊕n satisfying:F (x,ŷ(x)) ≡ 0, whereF is the (formal) Taylor expansion at zero of the map F . In general this solution does not converge off the origin. Two classical results relate it to the "ordinary" solution.
Theorem 5.1. Letŷ(x) be a formal solution of the analytic equation F (x, y) = 0. 1.
[1] For every r ∈ N there exists an analytic solution whose r'th jet coincides with the r'th jet ofŷ(x). 2. [31] There exists a C ∞ -solution y(x), whose Taylor series at the origin is preciselyŷ(x) and such that for any r ∈ N there exists an analytic solution which is r-homotopic to y(x).
(Recall that two solutions, y 0 (x), y 1 (x), are r-homotopic if there exists a C ∞ family of solutions, y(x, t), such that y 0 (x) = y(x, 0), y 1 (x) = y(x, 1), and y(x, t) − y 0 (x) is r-flat at the origin.)
What if the equation F (x, y) = 0 is not analytic but only of C ∞ -type? Does the existence of a formal solution, for the completionF (x, y) = 0, imply the existence of a C ∞ solution? The naive generalization of Artin's/Tougeron's theorems does not hold. . Consider the equation
The completion of this equation is the identity, 0 ≡ 0, thus every formal seriesŷ
] is a formal solution ofF (x, y) = 0. However, the equation has no local smooth solutions (not even continuous ones).
In this example the coefficient of y(x), i.e. the function τ 2 , is flat at zero. In other words, the ideal a F ′ y (x,y0) is too small and
The following statement supplements our previous results, and extends Tougeron's theorem to 
, whose Taylor series at the origin is preciselyŷ 0 and such that F (x, y(x)) ≡ 0.
Proof. We seek the solution in the form y = y 0 + z, where the map z is flat. Expand F (x, y 0 + z) into the Taylor series with remainder:
Then the equation takes the form
0 ) where the map F (x, y 0 ) is flat. Note that the summand G satisfies the condition G(x, λz) = λ 2 hH(x, z, λ) with a C ∞ -map H such that H ′ z (x, 0, λ) = 0. We look for the solution of equation (8) in the form
and A ∨ denotes the adjugate matrix.
Then we arrive at the equation
, we obtain the equation u +G(x, u) = τ (x), where the map τ is flat. By the classical Implicit Function Theorem, the latter equation has a local flat C ∞ -solution. Hence, the map z satisfies the equation (8) , and y = y 0 + z is the solution we need. 3. A similar statement can be proved for C k (R p , 0) functions, but then the solution is in general only in the C k−2−δ class.
Openness of group orbits and applications to the finite determinacy
Given a module W over some base ring (we assume ⊇ Q) with a decreasing filtration {W i }. Consider the group of all the -linear invertible maps that preserve the filtration, GL(W • ) := {g ∈ GL(W ), g(W j ) = W j }. Fix some subgroup G ⊆ GL(W • ) and let G 0 ⊆ G be the unipotent subgroup, §6.1.1. Fix some element w ∈ W , consider the germ of its G 0 -orbit, (G 0 w, w) and the tangent space to this germ, T (G 0 w,w) , §6.1.2 (Note that the existence of T (G 0 w,w) places some restrictions on G, see equation (10) .) Theorem 6.1. If W k ⊆ T (G 0 w,w) then w + W k ⊆ G 0 w.
Here (· · · ) denotes the closure with respect to the filtration W • . Thus the statement is of the order-by-order-type. In particular, in the proof we can assume that W is W • -complete.
The proof is given in §6.2, after some preparations in §6.1. Some immediate applications to the finite determinacy are given in §6.3. (We use the same letter π j , this causes no confusion.) We define the "unipotent" part of the group, G 0 := {g ∈ G, ∀j > 0 : π j g| W j−1/ W j = Id| W j−1/ W j }.
Example 6.2. Let (R, m ) be a local ring as in example 3.6. 1. Let G = R be the group of local coordinate changes, x → φ(x). They act on the elements of the ring by f (x) → φ * (f (x)) = f (φ(x)). For the filtration {m j } the group G 0 consists of the changes of the form x → x + h(x), where h(x) ∈ m 2 . 2. More generally, consider the group of automorphisms of a module, G = GL(p, R) ⋊ R R ⊕p , acting by w(x) → U (x)w(φ(x)), where φ ∈ R, while U (x) is an invertible matrix over R. Then G 0 = {(U, φ), φ(x) = x + h(x), h ∈ m 2 , U (x) = 1I + u(x), u(x) ∈ M at(p, p; m )}.
3. Note that G 0 depends essentially on the filtration. In the previous examples we could take the filtration by the powers of some other ideal, {J i }, or just by a decreasing sequence of ideals.
6.1.2. Logarithm, exponent and the tangent space. As is mentioned after theorem 6.1 we can pass to the completion of the module, W , with respect to the {W j } filtration. Accordingly we have GL( W • ) ⊃Ĝ ⊇Ĝ 0 , the completions of GL(W ), G, G 0 . Among all the -linear maps (not necessarily invertible), End ( W ), consider the nilpotent ones, End nilp ( W ) := {ξ ξ W j ⊆ W j+1 }. Consider the logarithmic map (recall that Q ⊂ ):
As g ∈Ĝ 0 , (1 − g) W j ⊆ W j+1 , thus the sum (though infinite) is a well defined linear operator on W . As this logarithm is defined by the standard formula, we have ln(a i a j ) = ln(a i ) + ln(a j ). But in general ln(ab) = ln(a) + ln(b), as a, b do not commute. Nevertheless we assume: (10) the image ln(Ĝ 0 ) is a -linear subspace of End nilp ( W ). This is satisfied in many cases, e.g. in all our examples. Proof. Let ξ ∈ TĜ 0 , then ξ = ln(g), for some g ∈Ĝ 0 . Thus exp(ξ) = exp(ln(g)) = g ∈Ĝ 0 . The maps ln and exp are mutual inverses as they are defined by the same Taylor series as the classical functions.
