We establish an improved version of the Moser-Trudinger inequality in the hyperbolic space H n , n ≥ 2. Namely, we prove the following result: for any 0 ≤ λ < n−1 n n , then we have sup
have sup
H n |∇g u| n g dVolg −λ H n |u| n dVolg≤1 H n Φn(αn|u| . This improves the Moser-Trudinger inequality in hyperbolic spaces obtained recently by Mancini and Sandeep [29] , by Mancini, Sandeep and Tintarev [30] and by Adimurthi and Tintarev [2] for λ = 0. In the limiting case λ = ( This improves the Moser-Trudinger inequality with exact growth in H n established by Lu and Tang [24] . These inequalities are achieved from the comparison of the symmetric nonincreasing rearrangement of a function both in the hyperbolic and the Euclidean spaces, and the same inequalities in the Euclidean space. This approach seems to be new comparing with the previous ones.
Introduction
The classical Moser-Trudinger inequality states that for any bounded domain Ω ⊂ R n then sup u∈W 1,n 0
(Ω), ∇u n ≤1 Ω e αn|u| n n−1 dx < ∞,
where α n = nω 1 n−1 n−1 , ω n−1 denotes the surfaces area of the unit sphere in R n . The inequality (1.1) is sharp in the sense that the supremum will becomes infinity if α n is replaced by any constant α > α n . It appears as the limiting case of the Sobolev embedding of W 1,n 0 (Ω) and was proved independently by Yudovič [50] , Pohožaev [38] and Trudinger [42] . The sharp form (1.1) and the optimal constant α n was found out by Moser [34] . In the same work [34] , Moser also proved the analogous sharp inequality on the Euclidean sphere with the aim of studying the problem of prescribing the Gaussian curvature on the sphere. The Moser-Trudinger has been generalized to higher order Sobolev spaces by Adams [1] (nowaday, called Adams inequality) and to Riemannian manifolds [9, 19, 20, 45, 49] and sub-Riemannian manifolds [4, 7, 8, 16, 17, 46] .
Another interesting and important question concerning to the Moser-Trudinger inequality (1.1) is whether or not its extremal functions exist. The existence of extremal functions for (1.1) was first proved by Carleson and Chang [6] when Ω is the unit ball in R n , by Struwe [40] when Ω is close to the unit ball in the sense of measure, by Flucher [11] and Lin [23] when Ω is a general smooth bounded domain, and by Li [19] for compact Riemannian surfaces. See also [10] for futher existence results.
The classical Moser-Trudinger inequality (1.1) is strengthened by Tintarev [41] in the following way. Let λ 1 (Ω) denotes the first non-zero eigenvalue of the Laplace operator in H 1 0 (Ω) with Ω being smooth bounded domain in R 2 , i.e.,
, then for any 0 ≤ α < λ 1 (Ω), the quatity u 1,α = ∇u (Ω) which is equivalent to the Dirichlet norm ∇u 2 . In [41] , the following improvement of the classical Moser-Trudinger inequality in dimension 2 has been established
In [47] , based on the blow-up analysis method, Yang proved the existence of extremal functions for (1.2) for any 0 ≤ α < λ 1 (Ω). The Moser-Trudinger inequality (1.1) has been extended to unbounded domains Ω of R n by Ruf [39] for n = 2,by Li and Ruf [21] for n ≥ 3 and by Adimurthi and Yang [3] for a singular Moser-Trudinger inequality, i.e., they proved that for any τ > 0 and β ∈ [0, n)
if and only if α ≤ α n (1 − β n ). The existence of extremal functions for (1.3) was proved by Ruf and Li and Ruf [21, 39] for the case β = 0 and by Li and Yang [22] for β > 0. We refer the reader to the paper of Lam and Lu [18] for another proof of (1.3) without using the rearrangement argument.
In this paper, we dicuss the Moser-Trudinger type inequality on the hyperbolic spaces H n that is Riemannian manifolds of sectional curvature −1. In the following, we will use the Poincaré ball model for the hyperbolic space H n , i.e., the unit ball B n in R n equipped with the metric
Let Vol g , ∇ g and | · | g denote the volume element, gradient and scalar product with respect to the metric g. For simplicity, we shall use the notation ∇ g u n,g = B n |∇ g u| n g dVol g 1 n and u n,g = B n |u| n dVol g 1 n for any function u on H n . The Moser-Trudinger inequality in the hyperbolic plane (i.e., n = 2) has been established by Mancini and Sandeep [29] ,
Another proof using the conformal group has been given by Adimurthi and Tintarev [2] . This idea has been extended to higher dimensions in [5, 27] . A simple approach to the Moser-Trudinger inequality in the hyperbolic H n , n ≥ 3 was given by Mancini, Sandeep and Tintarev [30] based on the radial estimates and decreasing rearrangement arguments. The inequality states that
See also [37, 41, 43] for the versions of the Moser-Trudinger inequality with a remainder term related to the metric of the Poincaré ball. We refer the reader to [14, 26, 36] for the higher order extensions of the Moser-Trudinger inequality (i.e., Adams inequality) in hyperbolic space.
The main aim of this paper is to established the improved Moser-Trudinger inequality in hyperbolic space H n . Our proof also give another proof of the Moser-Trudinger inequality (1.5). To state our main result, let us recall the Hardy inequality (or Poincaré-Sobolev inequality) in
The constant ( n−1 n ) n is sharp and never achieved. This inequality was proved by Mancini and Sandeep [28] for n = 2 and by Mancini, Sandeep and Tintarev [30] for any n ≥ 3 (see [35] for more general results). Our first main result of this paper reads as follows
Note that Theorem 1.1 contains the Moser-Trudinger inequality (1.5) as a special case corresponding to λ = 0. Moreover, it gives an improvement version of the Moser-Trudinger inequality (1.5) in the sense of Tintarev's improvement for the classical Moser-Trudinger inequality (see the inequality (1.2)). Evidently, the constant α n in (1.7) is optimal because of the sharpness of the Moser-Trudinger inequality (1.5). In the limiting case λ = (
n , the supremum in (1.7) will be infinity (see Conjecture 5.2 in [30] ). In this case, a Hardy-Moser-Trudinger inequality is established in [37] which generalizes the result of Wang and Ye [43] in dimension 2 to any dimensions (see also [48] for an improved Hardy-Trudinger-Moser inequality in two dimensional hyperbolic space which improves the inequality of Wang and Ye). Our next aim of this paper is to establish, in this limit case, another kind of Moser-Trudinger inequality (the so-called Moser-Trudinger inequality with exact growth) in the hyperbolic space as follows.
Theorem 1.2. Let n ≥ 2. Then the following inequality holds
(1.8)
The inequality (1.8) is sharp in the sense that if we replace α n by any constant α > α n or the power n n−1 in the denominator by any p < n n−1 then the supremum will be infinity. The Moser-Trudinger inequality with exact growth in Euclidean space R n was proved by Ibrahim, Masmoudi and Nakanishi [12] in the plane (i.e, n = 2) and by Masmoudi and Sani [32] for n ≥ 3. This inequality states that
(1.9)
It was also shown in [32] that the inequality (1.9) is sharp in the sense that if we replace α n by any constant α > α n or the power n n−1 in the denominator by any p < n n−1 then the supremum will be infinity. This kind of inequality was extended to the hyperbolic spaces by Lu and Tang [24] in the form
(1.10)
Again, the power n n−1 in the denominator is sharp. Comparing with the inequality (1.10), our inequality (1.8) is stronger than the one of Lu and Tang. We refer the reader to [15, 25, 31, 33, 36] for the Adams inequality with exact growth both in the Euclidean and hyperbolic spaces.
Let us explain the idea in the proof of Theorem 1.1 and Theorem 1.2. For any function u ∈ W 1,n (H n ) we define a function u * which is non-increasing rearrangement function of u (see the precise definition in Section 2.2 below). From this function u * we define two new functions u
where ρ(x) = ln 1+|x| 1−|x| denotes the geodesic distance from x to 0, and B g (0, r) denotes the open geodesic ball center at 0 and radius r > 0 in H n , and
where σ n denotes the volume of unit ball in R n , respectively. It is remarkable that u ♯ g and u ♯ e has the same non-increasing rearrangement function (which is u * ). Our main ingredient in the proof of Theorem 1.1 is the relation between B n |∇ g u ♯ g | n dVol g and R n |∇u ♯ e | n dx which is the content of the following theorem
(1.11) Theorem 1.3 combining with (1.3) and (1.9) would imply Theorem 1.1 and Theorem 1.2, respectively. It is worthy to emphasize here that Theorem 1.3 also implies the Hardy inequality (or Poincaré-Sobolev inequality) (1.6) by the Pólya-Szegö principle.
The rest of this paper is organized as follows. In Section 2, we recall some facts of the hyperbolic spaces and the symmetrization of the functions in the hyperbolic spaces. In Section 3 we give the proof of our main results, i.e., the proof of Theorem 1.1, Theorem 1.2 and Theorem 1.3.
Preliminaries 2.1 Background on hyperbolic spaces
The hyperbolic space H n , n ≥ 2 is a complete, simply connected Riemannian manifold having constant sectional curvature equal to −1, and for a given dimensional number, any two such spaces are isometries [44] . There is a number of models for H n , however, the most important models are the half-space model, the Poincaré ball model, and the hyperboloid or Lorentz model. In this paper, we will use the Poincaré ball model since this model is especially useful for questions involving rotational symmetry. Given n ≥ 2, we denote by B n the open unit ball in R n centered at origin. The Poincaré ball model of the hyperbolic space H n is the unit ball B n equipped with the metric
The volume element with respect to Riemannian metric is
1−|x| the geodesic distance from x to 0, and for r > 0 denote B g (0, r) the open geodesic ball center at 0 and radius r. We still use ∇ to denote the Euclidean gradient in R n as well as ·, · to denote the standard inner product in R n . With respect to the metric g, the hyperbolic gradient ∇ g and the inner product ·, · g in each tangent space of H n are given by
respectively. For simplicity, we shall use the notation |∇ g u| g = ∇ g u, ∇ g u g for a smooth function u in H n . With these notation, we have the relation
We associate with this form a Sobolev space which is the completion of C ∞ 0 (B n ) with respect the form (2.1) above. This space which will be denoted by 
Symmetric decreasing rearrangements
It is now known that the symmetrization argument works well in the setting of the hyperbolic spaces H n . Let us recall some facts about the rearrangement in the hyperbolic spaces. Let u : H n → R be a function such that
For such a function u, its distribution function, denoted by µ u , is defined by
The function (0, ∞) ∋ t → µ u (t) is non-increasing and right-continuous. Then the non-increasing rearrangement function u * of u is defined by
Note that the function (0, ∞) ∋ t → u * (t) is non-increasing. We now define the symmetric non-increasing rearrangement function u ♯ g of u by
We also define a function u ♯ e on R n by
where σ n denotes the volume of unit ball in R n . Since u, u ♯ g and u ♯ e has the same non-increasing rearrangement function (which is u * ), then we have
for any increasing function Φ : [0, ∞) → [0, ∞) with Φ(0) = 0. This equality is a consequence of layer cake representation. Moreover, by Pólya-Szegö principle, we have
We finish this section by recall the polar coordinate formula on H n : for any function f : [0, ∞) → R, then it holds
3 Proof of the main results
Proof of Theorem 1.3
In this section, we give the proof of Theorem 1.3. Indeed, we will obtain a stronger result as we will see below. Given a function u ∈ W 1,n (H n ). We can assume that u ≡ 0, if not there is nothing to do. Let u ♯ g and u ♯ e be defined by (2.2) and (2.3), respectively. For simplicity, we shall use the notation v = u * . It is easy to see that
It is remarked that
Since |∇ g ρ(x)| g = 1, we then have by using polar coordinate formula (2.6)
Let us define the function
The function Φ : [0, ∞) → [0, ∞) is diffeomorphism and strictly increasing. Making the change of variable s = σ n Φ(r) in (3.3), we obtain
We then get from (3.1) and (3.4) that
In order to prove Theorem 1.3, we need an estimate from below for the function k. In fact, we have the following result Lemma 3.1. Let n ≥ 2. It holds
Proof. Note that k(Φ(t)) = (sinh t) n(n−1) − Φ(t) n−1 . So, (3.6) is equivalent to
If n = 2, then we easily compute that Φ(t) = 2(cosh t − 1). Therefore, we have
here we use the equality (cosh t) 2 − (sinh t) 2 = 1. Thus, (3.6) is an equality if n = 2. Suppose n ≥ 3, differentiating the function F , we get
We next differentiate the function G to obtain
Using the equality (cosh t) 2 = 1 + (sinh t) 2 , we simplify the expression of G ′ by
Easy estimates show that
and
Using these estimates for Φ, we get H(t) > 0 for t > 0 which is equivalent to G ′ (t) > 0 for t > 0. Consequently, G(t) > G(0) = 0 for any t > 0 which is equivalent to F ′ (t) > 0 for any t > 0. Hence, we get F (t) > F (0) = 0 for any t > 0. This finishes our proof.
It follows from (3.5) and Lemma 3.1 that
We next make a change of function w(s) = v(s)s
Note that v ′ (s) ≤ 0 since v = u * is a non-increasing function. It then is easy to verify that
with a − b ≤ 0 and b ≥ 0. Hence
the equality follows by intgeration by parts. Combining the previous estimates together with (3.8) , we obtain
The estimate (3.9) finishes the proof of Theorem 1.3. Indeed, it is even stronger than the statement of Theorem 1.3, and we believe that it could give a proof of the Poincaré-Sobolev inequality in [30, Lemma 2.1, part (b)].
Proof of Theorem 1.1
In this section, we give the proof of Theorem 1.1. Suppose 0 ≤ λ < (
We define two new functions u ♯ g and u ♯ e by (2.2) and (2.3) respectively. By Pólya-Szegö principle (2.5) and the equality (2.4), we have
Theorem 1.3 and the equality (2.4) imply
Combining these two estimates together, we arrive
As a consequence of the previous estimate, the Moser-Trudinger inequality (1.3) and the equality (2.4), we get
Taking the supremum over such functions u, we get
This finishes the proof of Theorem 1.1.
We conclude this subsection by giving a lower bound for
In the case λ = 0, the lower bound (3.10) was proved in [30, Lemma 4.1] . The similar bound in the Euclidean space can be found in [13] .
Proof. We use the functions ψ k constructed in [30] . For k ≥ 1, let us define the function ψ k by
We can easily check that
where B(a, b) denotes the usual beta function and
We can readily check that
By the simple estimate Φ n (t) ≥ t n−1 (n−1)! for t ≥ 0, we obtain
as wanted.
Proof of Theorem 1.2
This section is devoted to prove Theorem 1.2. The proof follows the lines in the proof of Theorem 1.1. Let u ∈ W 1,n (H n ) be a function with
As a consequence of the previous estimate and the equality (2.4), we get
The right hand side is finite by the Moser-Trudinger inequality with exact growth (1.9). This proves (1.8) .
It remains to check the sharpness of (1.8). In order to do this, we need construct a sequence {u k } in W 1,n (H n ) such that ∇ g u k n n,g − ( Therefore, a straightforward computation shows that
It is easy to check that that if α > α n and for any p, or α = α n and for any p < n n−1 . This finishes the proof of Theorem 1.2.
