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Este trabalho apresenta um estudo de desempenho dos enlacesdiretos dos sistemas CDMA 1xEV-
DO RA, UMTS/HSDPA e WiMAX com ênfase em escalonadores de dados e nos novos critérios
de aceitação de tráfegohandoff horizontal e vertical para redes 3G e 4G. Estes novos critérios de
aceitação de tráfegohandoffhorizontal e vertical levam em conta a ocupação do enlace, a ocupação
do buffer, a potência do sinal recebido (RSS) e o tamanho do quantum (DRR) como parâmetros para
a decisão do processo dehandoff. Além disso, o estudo considera os escalonadores de dados Max C/I
(Maximum Carrier Interference), DRR (Deficit Round Robin), PF (Proportional Fair), Pr (Prioritário)
e a nova proposta Pr/PF (Priority Proportional Fair). Os critérios combinados aos escalonadores são
avaliados por meio de métricas de QoS em função da chegada de tráfego HTTP interno ou emhandoff.
Os resultados mostraram que conforme o critério e o escalonador adotados, podem assegurar a QoS
dos sistemas móveis e ainda aceitar uma boa quantidade de tráfegohandoff. O estudo é baseado em
simulações computacionais através da ferramenta de software Matlab.
Palavras-chave: CDMA 1xEV-DO RA, UMTS/HSDPA, WiMAX, handoff horizontal,handoff
vertical, tráfego HTTP, escalonador Pr/PF.
v
Abstract
This work presents a performance study of the forward links of CDMA 1xEV-DO RA, UMTS/
HSDPA and WiMAX systems with emphasis on data schedulers andnew criteria for horizontal and
vertical handoff traffic acceptance in the 3G and 4G networks. These new criteria for horizontal
and vertical handoff traffic acceptance take into account the link occupation, the buffer occupation,
the received signal strength (RSS) and the size of quantum (DRR) as inputs for decision of handoff
process. Moreover, the study considers the data schedulersMax C/I (Maximum Carrier Interference),
DRR (Deficit Round Robin), PF (Proportional Fair), Pr (Priority) and the new proposal Pr/PF (Priority
Proportional Fair). The criteria combined with the data schedulers are evaluated using QoS metrics in
function of internal HTTP traffic or handoff traffic. The results showed that depending on the chosen
criterion and scheduler, it is possible to assure the QoS of mobile systems and still accept a good
amount of handoff traffic. The study is based on computer simulations through Matlab software tool.
Keywords: CDMA 1xEV-DO RA, UMTS/HSDPA, WiMAX, horizontal handoff, vertical hand-
off, HTTP traffic, Pr/PF scheduler.
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A necessidade natural do ser humano de comunicar-se sempre exigiu sforços na tentativa de
prover a comunicação a qualquer momento em qualquer lugar. Inicialmente, a maior demanda era
pela comunicação de voz com mobilidade uma vez que a telefonia fixa não permitia a mobilidade do
usuário, pois, estava atrelada a cabos. Com a evolução dos sistemas celulares houve uma mudança de
foco para comunicação de dados na qual são agregados novos ser iços a comunicação de voz como
a identificação de chamadas, o envio e o recebimento de imagens e mensagens, o acesso à internet,
entre outros.
A primeira geração de sistema de celular (1G) surgiu no final da década de 1970 com o objetivo
de prover serviços de voz aos usuários móveis. A 1G utiliza modulação em freqüência analógica
para voz e a arquitetura de múltiplo acesso FDMA (Frequency Division Multiple Access) [2]. Pela
primeira vez foi introduzido o conceito de células em que umacid de ou região é dividida em áreas
menores denominadas células. Além disso, há a possibilidade migração de usuários entre células
vizinhas com conexões em andamento sem interrupção das mesmas. Este mecanismo é conhecido
comohandoff ou handover. Várias redes de 1G foram desenvolvidas no mundo, sendo que as mais
importantes são: AMPS (Advanced Mobile Phone Service), NMT (Nordic Mobile Telephone) e TACS
(Total Access Communications System).
Com a rápida escassez de recursos da 1G deu-se início ao desenvolvimento da segunda geração
de sistemas celulares (2G). A operação comercial das redes 2G iniciou-se no começo da década de
1990 baseada na tecnologia digital e na comutação de circuitos. Esta geração provê uma melhor
eficiência espectral, voz, serviços de dados de baixa velocidade e mecanismos de autenticação. Os
maiores representantes desta geração são: o CDMA IS-95 (Code Division Multiple Access), o TDMA
IS-136 (Time Division Multiple Access) e o GSM (Global System for Mobile) [11]. Além disso, foi
introduzido um novo tipo dehandoff pelo sistema CDMA IS-95 conhecido comos ft handoffem




Com o advento da internet a demanda por dados dos dispositivos móveis cresceu rapidamente e
excedeu a capacidade dos sistemas 2G. A grande demanda impulsiono o desenvolvimento de uma
geração intermediária (2,5G) antes da chegada da terceira geração (3G). Esta geração destaca-se pelo
uso da tecnologia de comutação de pacotes como base para a transmissão de dados com taxas de
dados mais altas e melhor qualidade de serviço (QoS) em relação à geração anterior. As tecnologias
mais difundidas baseadas no princípio 2,5G são: o IS-2000, oGPRS (General Packet Radio Service)
e o EDGE (Enhanced Data Rates for GSM Evolution).
A exigência de banda larga dos novos serviços multimídia impulsionou a indústria de telecomu-
nicações representada peloInternational Telecommunications Union(ITU) a desenvolver o padrão
global International Mobile Telecommunications-2000(IMT-2000) para a terceira geração de sis-
temas celulares (3G). Nesta geração, assim como na geração anterior é utilizada a tecnologia digi-
tal associada à comutação de pacotes e de circuitos, provendo altas taxas de dados e suporte para
tráfego de voz, dados e multimídia [13]. Como principais representantes desta geração destacam-se:
o CDMA 1xEV-DO (1x Evolution Data Optimized) [14] e o UMTS (Universal Mobile Telecommu-
nications System) [15].
O sistema CDMA 1xEV-DO R0 também conhecido como padrão IS-856 [14] foi desenvolvido a
partir do CDMA2000 pelo grupo 3GPP2 (Third Generation Partnership Project 2) a fim de prover
serviços com altas taxas de dados no enlace direto (ERB para ote minal). Esta solução contempla a
alta eficiência espectral em razão da introdução de muitas técnicas para a otimização da transmissão
de dados [16]. A partir da revisão R0 é adotado um novo mecanismo dehandoffdenominadovirtual
soft handoffvia seleção adaptativa do servidor (ERB).
Anos mais tarde o mesmo grupo lançou comercialmente o sistema CDMA 1xEV-DO RA [17] na
qual possibilita taxas de dados de até 3,1 Mbps no enlace direto e 1,8 Mbps no enlace reverso (ter-
minal para ERB) em condições favoráveis. Em particular nesta revisão RA destaca-se o aumento da
eficiência espectral no enlace reverso em que praticamente duplicou o número de usuários simultâ-
neos de aplicações sensíveis ao tempo no sistema [18].
O outro grupo de padronização 3GPP (3rd Generation Partnership Project) adotou o sistema
UMTS como o sucessor 3G dos sistemas GSM, GPRS e EDGE. Este grupo padronizou em seu
Release 5a nova tecnologia HSDPA (High Speed Downlink Packet Access) que representa a evolução
da interface WCDMA (Wideband Code Division Multiple Access) provendo taxas de até 14,4 Mbps
no enlace direto [15] e taxas de até 5,7 Mbps no enlace reverso(t minal para ERB) com a tecnologia
HSUPA (High Speed Uplink Packet Access) [19]. A junção destas duas tecnologias HSDPA e HSUPA
é também conhecida comoHigh Speed Packet Access(HSPA). Recentemente, houve a liberação dos
Releases7 e 8 da especificação WCDMA e deles nasceu o sistema HSPA Evolution ou HSPA+ em
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que através de novas técnicas como oMultiple Input, Multiple Output2X2 (MIMO), a modulação de
64QAM, entre outras, alcança-se até 42 Mbps e 11 Mbps no enlace direto e reverso respectivamente.
Como alternativa aos sistemas 3G anteriores vem sendo desenvolvido o padrão IEEE 802.16-
2001 [6] mais conhecido comoWorldwide Interoperability for Microwave Access(WiMAX) por um
consórcio de indústrias, com liderança da Intel, visto comou padrão concorrente dos padrões ante-
riormente citados. Este novo padrão é definido como uma tecnologia 3,5G ou pré-4G e possui como
grande diferencial a promessa de atender áreas metropolitanas com taxas de dados de até 75 Mbps.
A revolução promovida pelas imagens e serviços multimídia de lta definição novamente estimu-
lou a indústria de telecomunicações a conduzir o desenvolvimento da quarta geração de sistemas
celulares (4G). Como principais requisitos da nova geraçãodestacam-se: a integração de redeswire-
lessheterogêneas, a adoção do protocolo IPv6, a redução de custopor bit em comparação às redes
3G e as altas taxas de dados de 100 Mbps no enlace direto. Atualmente, duas tecnologias são apon-
tadas como representantes da 4G: o WiMAX e oLong Term Evolution(LTE) [20]. Além disso, a
partir desta geração nasceu um novo conceito dehandoff conhecido comohandoff vertical em que
há a possibilidade do usuário migrar entre diferentes redesde acesso, por exemplo, a migração de
usuários do sistema CDMA 1xEV-DO para o sistema UMTS/HSDPA.
Recentemente, ao final de 2009 foi lançado comercialmente a primeira rede LTE em Estocolmo
e Oslo pela operadora Telia Sonera. O sistema LTE caracteriza-se por oferecer: altas taxas de dados
de 100 Mbps no enlace direto, portadoras com largura de bandavariável de 5 MHz a 20 MHz e
suporte a uma grande gama de dispositivos eletrônicos. Alémdisso, são adotadas novas técnicas de
otimização para transmissão de dados. As mais relevantes são: a utilização de antenas avançadas
com a tecnologia MIMO 2X2 e 4X4, o uso de modulações de alta ordem como, por exemplo, a de
64QAM, e a nova técnica de acesso ao meio baseada emOrthogonal Frequency Division Multiplexing
(OFDM) [21].
Objetivos e Contribuições
As redes 4G focam a integração de uma grande diversidade de tecnologiaswirelessheterogêneas
baseadas no conceito de acesso ao sistema a qualquer momentoe em qualquer lugar com alguma
tecnologia. Para atender este novo requisito foram criadosnovos conceitos dehandoff conhecidos
comohandoffhorizontal (intra-sistema) ehandoffvertical (inter-sistema).
Nestes ambientes multi-redes um dos principais desafios é selecionar qual a melhor rede disponível
do ponto de vista de QoS em determinado momento para atender oterminal na qual encontra-se em
handoffuma vez que esta decisão não depende apenas de um simples fator. Assim, a questão natural
que se levanta é quais fatores devem ser considerados na decisãohandoffa fim de aumentar a confi-
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abilidade dohandoffhorizontal e vertical das redes 3G e 4G. O objetivo deste estudo é propor novos
algoritmos dehandoffhorizontal e vertical em que são considerados diversos parâmet os de QoS de
cada sistema para a tomada de decisão no processohandoff a fim de melhorar a QoS das conexões
em andamento das redes 3G e 4G.
Além disso, este estudo avalia o desempenho do enlace diretoos sistemas CDMA 1xEV-DO
RA, UMTS/HSDPA e WiMAX em função de fontes de tráfego HTTP propostas pelo 3GPP2 [10] e
de fontes de tráfego segundo o modelo de Poisson em alguns cenários de avaliação de desempenho.
Igualmente são avaliados os escalonadores de dados Max C/I (Maximum Carrier Interference), DRR
(Deficit Round Robin), PF (Proportional Fair), Pr (Prioritário) e a nova proposta Pr/PF (Priority
Proportional Fair).
O cenário em estudo consiste em avaliar a coexistência dos sistemas 3G e 4G. Nesse cenário,
um sistema 3G, como por exemplo o CDMA 1xEV-DO RA, deverá receb r tráfegos provenientes de
outros sistemas 3G. Dessa forma, a estratégia de aceitação de tráfego emhandoffde outros sistemas
em um sistema 3G torna-se de alta importância.
Por fim, este estudo baseia-se em simulações computacionaisdos algoritmos avaliados através de
um simulador de eventos discretos desenvolvido na ferramenta de software Matlab.
Organização e Estrutura
Esta tese está organizada em 6 capítulos descritos a seguir.No Capítulo 2 é apresentada uma
visão geral dos sistemas 3G CDMA 1xEV-DO RA, UMTS/HSDPA e WiMAX do ponto de vista de
arquitetura, protocolos e a estrutura dos enlaces diretos dos respectivos sistemas. Além disso, são
apresentados os principais conceitos das redes 4G e uma revisão bibliográfica acerca dos trabalhos
disponíveis na literatura. O Capítulo 3 descreve de forma sucinta os algoritmos dos escalonadores de
dados adotados neste estudo assim como a plataforma de simulação tilizada. Ainda neste capítulo,
são apresentados e analisados os resultados alcançados pelos algoritmos de escalonamento de dados.
Nos Capítulos 4 e 5 são apresentados e analisados os resultado obtidos pelos algoritmos dehandoff
horizontal e vertical propostos para as redes 3G e 4G. Finalmente, o Capítulo 6 traz as principais
conclusões obtidas por este estudo e faz alguns comentáriossobre possíveis trabalhos futuros. Ao
final desta tese encontram-se os apêndices e as referências bibliográficas.
Capítulo 2
Redes 3G e 4G e os seus Problemas de
Escalonamento e deHandoff
2.1 Redes 3G
2.1.1 Sistema CDMA 1xEV-DO RA (IS-856)
Introdução
A primeira versão do sistema 1xEV-DO R0 também conhecida IS-856 foi padronizada pelo grupo
3GPP2 (Third Generation Partnership Project 2) como uma solução 3G para prover serviços com
altas taxas de dados a redes sem fio móvel e fixa [14]. Esta solução contempla a alta eficiência
espectral em razão da introdução de muitas técnicas para a otimização da transmissão de dados [16].
A segunda versão do sistema 1xEV-DO, a revisão 1xEV-DO RA [17], possibilita taxas de dados
de até 3,1 Mbps no enlace direto e 1,8 Mbps no enlace reverso (trminal para ERB) em condições
favoráveis. Em particular nesta revisão destaca-se o aumento da eficiência espectral no enlace re-
verso, onde praticamente dobrou o número de usuários de aplicações sensíveis ao tempo que podem
ser suportados no sistema simultaneamente [18]. Através das melhorias introduzidas nesta revisão
tornou-se possível uma redução significativa da latência e melhoria das aplicações sensíveis ao tempo
como, por exemplo, as aplicações de VoIP, navegação na Web, vídeo sob demanda para uma grande
quantidade de usuários.
Nesta subseção são apresentadas em maiores detalhes algumas características técnicas do sistema
CDMA 1xEV-DO RA a fim de se entender o funcionamento do sistemaesclarecer os principais
conceitos utilizados ao longo da tese.
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Arquitetura de Rede
O sistema CDMA 1xEV-DO RA baseia-se na arquitetura de rede dafamília CDMA2000. No
entanto, como o sistema 1xEV-DO RA suporta somente a comutação de pacotes os elementos de rede
legadosMobile Switching Center(MSC),Home Location Register(HLR) eVisitor Location Register
(VLR) não são mais necessários na nova arquitetura, pois, este lementos eram utilizados pelas redes
de voz para a comutação de circuitos.
Desta forma, os elementos de rede presentes nesta nova arquitetura de rede são: os terminais
móveis, as estações rádio base (ERB), as controladoras de ERB conhecidas comoBase Station Con-
troller (BSC), oPacket Control Function(PCF) que normalmente está agregado a BSC e oPacket










Fig. 2.1: Arquitetura de Rede IS-856
Todos elementos de rede descritos acima são utilizados numaconexão fim-a-fim do sistema 1xEV-
DO RA. No enlace reverso todo tráfego de dados originado peloterminais móveis trafega pelos
elementos de rede até alcançar o servidor de alguma aplicação n rede IP. No enlace direto ocorre o
inverso, os dados provenientes de uma aplicação qualquer localizados na rede núcleo são propagados
através dos elementos de rede até chegar no terminal móvel via interface aérea da ERB.
A BSC é capaz de gerenciar um grupo de até dez ERBs. No momento em que os usuários migram
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de uma ERB para outra, a BSC é a responsável por gerenciar osh ndoffscom a finalidade de manter
as sessões de dados e de controlar as conexões de cada terminal sob uma taxa de erros aceitável [22].
A função do PCF, normalmente incorporada à BSC, adiciona a cap cidade de suportar tráfego
de pacotes. Este elemento também é responsável por administrar a interfaces entre PSDN e BSC,
selecionar o PDSN, monitorar todos os temporizadores de inatividade de usuários, e fornecer essa
informação à BSC.
O PDSN tem como funcionalidade básica o NAS (Network Access Server) na qual estabelece as
sessões de usuários com o protocolo PPP (Point-to-Point Protocol). Ambos os serviços nos sistemas
IS-2000 e 1xEV-DO RA utilizam o mesmo PDSN na rede.
Protocolos de Rede
O sistema 1xEV-DO adota o IP (Internet Protocol) como protocolo de rede e desta forma suporta
todas as aplicações e protocolos que são compatíveis com IP [23]. A Figura 2.2 mostra a pilha de















Fig. 2.2: Protocolos IS-856
A seguir são descritas de forma sucinta as principais características da pilha de protocolos do
sistema 1xEV-DO.
A camada física do sistema 1xEV-DO é representada na Figura 2.2 pela interface aérea IS-856.
Esta camada física baseia-se na tecnologia CDMA e também é otimizada para serviços de dados e
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internet. Além disso, esta camada contempla alta eficiênciaespectral e provê altas taxas de dados de
até 3,1 Mbps no enlace direto e 1,8 Mbps no enlace reverso.
Acima da interface aérea do sistema 1xEV-DO está oRadio Link Protocol(RLP) cujo objetivo é
detecção e correção de erros da interface aérea. O protocoloRLP visa reduzir a taxa de erros a10−6
de maneira que os protocolos existentes nas camadas superiores possam operar efetivamente. Nesta
camada é feito o seqüenciamento de pacotes em fluxos debytese monitoramento dos mesmos de
forma a retransmití-los em uma eventual falha.
O Point-to-Point Protocol(PPP) representa a camada de enlace usada para carregar o IP.O pro-
tocolo PPP e os outros protocolos das camadas superiores desconh cem o uso de uma camada física
sem fio de modo que para eles a interface aérea é transparente,ou s ja, comportam-se da mesma
maneira como se estivessem sobre uma rede fixa. Durante o estabel cimento de uma sessão PPP
são negociados os parâmetros de conexão e compressão de cabeçalhosTransmission Control Proto-
col/Internet Protocol(TCP/IP) além da alocação de um endereço IP. O PPP também inclui Cyclic
Redundancy Check(CRC) a fim de identificar erros na transmissão.
Na camada de rede é adotado o protocolo IP não orientado a conexão, isto é, cada pacote IP
percorre seu próprio caminho até chegar ao seu destino. No entanto, os pacotes IP podem chegar fora
de ordem e serem re-ordenados no seu destino pelas camadas superiores.
Na camada de transporte, uma aplicação pode optar por dois protocolos: oUser Datagram Proto-
col (UDP) e oTransmission Control Protocol(TCP). O protocolo UDP é um protocolo de transporte
do tipo melhor esforço sendo indicado para situações em que aconfiabilidade não é necessária. Por
outro lado, o protocolo TCP assegura a confiabilidade das comunicações entre usuário e servidor.
Cada conexão TCP é única sendo identificada pela combinação do endereço IP e porta TCP. Além
disso, o TCP provê mecanismos de detecção e correção de erros.
A seguir é apresentado o exemplo proposto em [23] sobre o fluxode tráfego no enlace direto
para esta pilha de protocolos. Os pacotes originados por umaaplicação qualquer chegam ao PDSN
com destino ao endereço IP de um determinado usuário. O PDSN encapsula o pacote IP dentro do
cabeçalho PPP. Na seqüência, o PDSN roteia o pacote através do protocolo UDP para o PCF. O PCF
remove o cabeçalho UDP, lê a informação do cabeçalho PPP e verifica se o dispositivo está no modo
ativo ou inativo; se ativo, encaminha os pacotes para o BSC. OBSC lê o cabeçalho PPP, verifica qual
é o destino daquele pacote, isto é, qual a ERB e o setor destino, então encapsula o pacote PPP dentro
do RLP que por sua vez é encapsulado em um cabeçalho UDP e este éencaminhado para a ERB e o
setor desejado. Finalmente, a ERB remove o cabeçalho UDP e lêa informação RLP e encaminha o
pacote para o dispositivo destino por meio da interface aérea 1xEV-DO.
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Interface Aérea - Enlace Direto
A interface aérea do sistema CDMA 1xEV-DO RA é designada paraotimização de dados [1].
Esta interface possui alta eficiência espectral e provê picos de dados de até 9,2 Mbps por célula com
uma portadora de largura de banda de 1,25 MHz.
A técnica básica de acesso do sistema 1xEV-DO RA é o CDMA. Entretanto, para otimizar a ve-
locidade de transmissão é utilizada também a multiplexaçãopor divisão de tempo (TDM), presente
no enlace direto. O objetivo da utilização de TDM é maximizara potência da ERB para um único
usuário em um dado instante de tempo. Além desta técnica é empregada a multiplexação por di-
visão de códigos (CDM) existente nas outras gerações CDMA. Assim, é possível resumir o sistema
1xEV-DO RA como um sistema de técnicas combinadas de TDM e CDM. A Figura 2.3 mostra uma





































Fig. 2.3: O sistema 1xEV-DO RA maximiza a vazão através do usoeficiente da potência[1]
Cada canal (Piloto, Sincronismo,Paginge Dados) no sistema IS-95 é transmitido durante todo
o tempo, pois, neste sistema não é utilizada a técnica de compartilhamento de recursos TDM. Além
disso, a cada um dos canais é reservada uma certa fração do total de potência do setor. Por outro lado,
nos canais equivalentes no sistema IS-856 são transmitidosem um certo intervalo de tempo porém,
com toda a potência. O uso eficiente dos recursos de potência permite não somente aumentar a área
de cobertura da célula, mas também aumentar a relação sinal interferência e ruído SINR (Signal-to-
Interference-and-Noise-Ratio) para um número limitado de usuários [24].
A estrutura do enlace direto é definido em termos de quadros decomprimento de 26,67 ms. Cada
quadro 1xEV-DO é composto por 16Time-Slots(TSs) cujo comprimento de cada um é de 1,67 ms
conforme mostrado na Figura 2.4.
A condição do canal é determinada pela transmissão de pilotos no enlace direto e o terminal
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Fig. 2.4: Estrutura do Enlace Direto 1xEV-DO e a sua Divisão em Time-Slots
informa a condição do canal através do canal lógico chamado de Data Rate Control(DRC) presente
no enlace reverso (terminal para a ERB). Os pilotos são transmitidos em intervalos pré-determinados
dentro de cada TS como pode ser visto na Figura 2.4.
As taxas de dados alcançadas pelo enlace direto na revisão CDMA 1xEV-DO RA variam de 38,4
kbps a 3072,0 kbps por setor de uma célula. Um dos três esquemas de modulação QPSK, 8PSK e
16QAM é utilizado dependendo da taxa de dados. Além disso, diferentes quantidades de TSs são
alocados para cada taxa de dados. A Tabela 2.1 exibe em detalhes as diferentes taxas de dados em
função da modulação, dos TSs e o tamanho dos pacotes.
Tab. 2.1: Tipos de Modulação por Taxas de Dados - Enlace Direto 1xEV-DO RA
Classe de Taxa Bits por Time Modulação Fator de Duração/Pacote
Cobertura (kbps) Pacote Slots Código (ms)
1 38,4 1024 16 QPSK 1/5 26,67
2 76,8 1024 8 QPSK 1/5 13,33
3 153,6 1024 4 QPSK 1/5 6,67
4 307,2 1024 2 QPSK 1/5 3,33
5 614,4 1024 1 QPSK 1/3 1,67
6 921,6 3072 2 8PSK 1/3 3,33
7 1228,8 2048 1 QPSK 1/3 1,67
8 1536,0 5120 2 16QAM 1/3 3,33
9 1843,2 3072 1 8PSK 1/3 1,67
10 2457,6 4096 1 16QAM 1/3 1,67
11 3072,0 5120 1 16QAM 1/3 1,67
A quantidade de TSs alocados varia de acordo com a taxa de dados. Desta forma, para manter um
desempenho equilibrado entre as vazões de todos os usuáriosativos sob diversas condições de canais
são alocados mais TSs para taxas menores e menos TSs para taxas maiores. Por exemplo, na Tabela
2.1 são alocados 16 TSs para a taxa de 38,4 kbps e 1 TS para a taxade 2457,6 kbps.
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Além disso, sob as condições de um ambiente móvel sem fio, o sinal de rádio freqüência pode
variar significativamente. Assim, de acordo com a potência do sinal recebido o terminal pode suportar
esquemas de modulação de mais alta ordem (mais bits por símbolo) e corretores de erro mais fracos
ou utilizar esquemas de modulação mais robustos e corretores de rros mais fortes.
O mecanismo corretor de erro adotado no sistema 1xEV-DO RA trata-se do código convolucional
concatenado do tipo turbo em que são introduzidas redundâncias a informação em vários níveis de
complexidade [25]. Os dados do usuário são codificados no enlac direto a uma taxa de 1/5 ou 1/3
de acordo com os tamanhos dos pacotes. O codificador turbo é constituído de dois codificadores
convolucionais em paralelo com uminterleaverresponsável pelo embaralhamento de informações
para que o erro ocorrido em uma seqüência de bits não atrapalhe a comunicação com o receptor das
informações do usuário. Na saída deste codificador turbo os dados codificados são concatenados e
repetidos até atingir o nível desejado de símbolos dependendo do fator de repetição exibido na Tabela
2.1. Maiores informações sobre o codificador turbo podem serobtidas em [26].
Escalonador de Eqüidade Proporcional
O padrão do sistema 1xEV-DO RA [17] não especifica o escalonador de dados a ser utilizado
no gerenciamento de recursos do sistema [18]. Assim, váriasp opostas tem sido sugeridas e uma
das mais aceitas pela indústria trata-se do escalonador de dadosProportional Fair (PF) ou Eqüidade
Proporcional [27]. Este escalonador visa atender o usuárioque estiver com uma condição do sinal
acima da média observada, ou seja, aproveita a variação temporal do canal atendendo o usuário
nos momentos em que está com boas condições de canal, porém o algoritmo mantém o critério de
eqüidade entre usuários servindo a todos de uma maneira igualitária na média. Maiores detalhes deste
escalonador podem ser encontrados no Capítulo 3.
Soft Handoff Virtual
O sistema 1xEV-DO adota o mecanismo dehandoff conhecido comosoft handoff virtualvia
seleção adaptativa de servidor. Este mecanismo elimina ooverheadexistente dosoft handoffnas
gerações CDMA anteriores uma vez que apenas uma ERB serve o terminal durante o processo de
handoff. Os terminais indicam a mudança de ERB via o canal DRC. Quandorede detecta uma
mudança de ERB no canal DRC, ela passa por uma fase de transição e na seqüência roteia os dados
do terminal para a nova ERB. No entanto, na nova versão do sistema 1xEV-DO RA é eliminada a fase
de transição via o uso do canalData Source Control(DSC) [18]. Através deste canal é informado
com antecedência o exato instante de tempo em que ocorrerá a troca ERBs. Desta forma, ohandoff
ocorre no instante de tempo informado sem a fase de transiçãoo que garante o aumento da eficiência
no processohandoffdo sistema 1xEV-DO.
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2.1.2 Sistema UMTS/HSDPA (3GPP Release 5)
Introdução
O termoUniversal Mobile Telecommunications System(UMTS) é adotado pelo grupo 3GPP para
designar um sistema celular global 3G. O sistema UMTS é o suces or 3G da linha GSM para as
operadoras de sistemas móveis. Neste sistema, a primeira int rf ce aérea padronizada foi o WCDMA
[3] (Wideband CDMA) contido no 3GPP Release 99 em que são atingidas taxas de dados de até 384
kbps para áreas de grande cobertura.
Anos mais tarde surgiu a nova interface aérea HSDPA [15] também padronizada pelo grupo 3GPP
sendo esta capaz de transmitir dados com taxas de até 14,4 Mbps no enlace direto em uma portadora
de largura de banda de 5 MHz. Além disso, esta interface mantéa compatibilidade com o WCDMA
além de introduzir avanços significativos no sistema UMTS por meio de novas capacidades técnicas
que quando combinadas oferecem aos seus usuários finais altas taxas de dados e baixas latências. Tais
avanços são obtidos através dos mecanismos rápidos e complex s de controle de canais baseados em
quadros de curta duração, modulação adaptativa, codificação dos canais, mecanismos de retransmis-
são como o ARQ híbrido (H-ARQ) e rápidos escalonadores de dados que possibilitam o aumento da
eficiência do sistema UMTS/HSDPA [28].
Além desta interface foi proposto no 3GPP Release 6, o HSUPA [19] (High Speed Uplink Packet
Access) para o enlace reverso (terminal para ERB). Nesta interfaceforam adicionadas novas melhorias
no enlace reverso sendo possível a transmissão de dados com taxas de até 5,76 Mbps. Neste trabalho
foi adotado como objeto de estudo a interface aérea HSDPA referente ao enlace direto do sistema
UMTS/HSDPA.
Nesta subseção serão detalhados alguns aspectos chaves do sistema UMTS/HSDPA para uma
melhor compreensão das suas características utilizadas aolongo da tese.
Arquitetura de Rede
A arquitetura da rede 3G UMTS pode ser agrupada em três elementos principais: oUMTS Ter-
restrial Radio Access Network(UTRAN) na qual gerencia toda funcionalidade relacionada ao rádio,
a rede núcleo ou em inglêsCore Network(CN) que é a responsável pela comutação, roteamento
das chamadas e as conexões de dados para as redes externas e finalmente o elementoUser Equip-
ment(UE) na qual corresponde ao terminal móvel e o seu módulo de identificação do usuárioUMTS
Subscriber Identity Module(USIM) [3]. A Figura 2.5 exibe a arquitetura do sistema UMTS.
O UTRAN consiste basicamente de dois elementos de rede distintos: Nó B eRadio Network
Controller (RNC).
O Nó B é uma entidade que suporta a transmissão e recepção em rádio freqüência. Ele executa a








































Fig. 2.5: Arquitetura de Rede UMTS
codificação de canal, o embaralhamento de informações, o gerenciamento dos recursos de rádio e o
controle de potência entre outras atividades. Este elemento também é conhecido pelo termo genérico
ERB.
A RNC por sua vez controla os recursos de rádio dentro do seu domínio, isto é, todos os Nós B
conectados a ela. Além disso, a RNC exerce o papel de ponto de acesso para a rede núcleo. Este
elemento corresponde logicamente à BSC.
Os principais elementos das redes núcleo são:Home Location Register(HLR), Mobile Services
Switching Center/Visitor Location Register(MSC/VLR), Equipment Identity Register(EIR), Authen-
tication Center(AuC), Gateway MSC(GMSC), Serving GPRS Support Node(SGSN) eGateway
GPRS Support Node(GGSN).
O HLR é uma base de dados onde são armazenadas cópias dos perfisde serviços dos usuários.
Este perfil de serviço consiste em informações sobre os serviços permitidos para o usuário, áreas
de roamingproibidas e informações sobre serviços suplementares como, por exemplo, o status do
encaminhamento da chamada e o seu respectivo número de encaminhamento. Estas informações
são armazenadas quando novos usuários são cadastrados no sistema e enquanto estes usuários per-
manecerem com suas contas ativas no sistema.
Associado ao HLR o elemento AuC é responsável pelos processos de autenticação dos usuários e
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o gerenciamento dos parâmetros de segurança.
O elemento combinado MSC/VLR é composto pelo elemento de comutação MSC e também pela
base dados VLR. O MSC executa funções de comutação e coordenaas chamadas e as rotinas de
roteamento dentro da rede. Na base de dados VLR associada ao MSC são armazenadas informações
sobre o perfil de serviços do usuário visitante assim como a localização do usuário dentro da rede.
Além das bases de dados anteriormente citadas, a base de dados EIR armazena os números de
identidade internacional dos terminais móveis, ou seja, armazena osInternational Mobile Equipment
Identities(IMEIs), os quais são únicos por EIR.
O elemento GMSC é o ponto de acesso do sistema UMTS para as redes de comutação de circuitos.
Neste elemento todas conexões de entrada ou de saída que envolvam c mutação de circuitos passam
por este elemento.
O outro elemento SGSN possui funcionalidade semelhante ao MSC/VLR porém é utilizado em
serviços de comutação de pacotes. Este elemento age como umainterf ce lógica para o UTRAN
sendo responsável pela entrega dos pacotes para o Nó B correto.
Por fim, o elemento GGSN atua como uma interface lógica para redes de dados externas ouPacket
Data Network(PDN). Por exemplo, para uma rede IP externa, o GGSN é visto com um roteador IP.
Além disso, o GGSN pode incluirfirewall e outros mecanismos de filtragem de pacotes. O GGSN
também possui funcionalidades semelhantes ao GMSC, no entanto, aplicável somente a serviços
baseados na comutação de pacotes.
Além dos elementos de rede descritos, várias interfaces entre os elementos de rede estão definidas.
As principais interfaces abertas são: a interface Cu, a interfac Uu, a interface Iub, a interface Iur, a
interface IuCS usada na comutação de circuitos e a interfaceIuPS utilizada na comutação de pacotes
conforme é ilustrado na Figura 2.5.
As redes externas podem ser divididas em dois grupos de acordo m a arquitetura UMTS: as
redes comutadas por circuitos como por exemplo as tradicionais redes de telefonia fixa, e as redes
comutadas por pacotes como a internet.
Arquitetura de Protocolos
Um modelo de protocolo geral, como mostrado na Figura 2.6, é defini o para todas as interfaces
UMTS. Esta arquitetura caracteriza-se pela sua modularidade sendo composta de várias camadas e
planos que são independentes logicamente um do outro [2]. Háduas camadas principais definidas:
Radio Network Layer(RNL) e Transport Network Layer(TNL). Além disso, existe quatro planos
definidos:Control Plane(CP),User Plane(UP),Transport Network Control Plane(TNCP) eTrans-
port Network User Plane(TNUP).
O plano CP é responsável por todo controle da sinalização UMTS, compreendendo o protocolo
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Fig. 2.6: Arquitetura de Protocolos para UMTS[2]
de aplicação e a sinalização dobearer. O outro plano UP gerencia toda a transmissão e a recepção
de informações relacionadas ao usuário como a codificação dev z numa chamada de voz ou o fluxo
de dados envolvido numa conexão internet. No plano TNCP são executadas funções relacionadas
ao controle de sinalização na camada TNL, o que corresponde as transações executadas entre CP e
UP. Este plano isola o CP do UP de modo que a comunicação entre oprotocolo de aplicação, no
CP, e os dados dobearer, no UP, sejam intermediados peloAccess Link Control Application Part
(ALCAP) no TNCP. Por fim, o plano TNUP é responsável pelo transporte da sinalização do usuário
e das informações compreendendo os dados dobearer, no UP, e a sinalização dobearer, no CP.
Protocolos de Interface de Rádio
Os protocolos de interface de rádio são responsáveis por estabelecer, reconfigurar e liberar os
serviços debearerde rádio [3]. Estes protocolos estão organizados em camadasassim como ilustra
a Figura 2.7. Esta figura contém somente os protocolos que sãovi íveis no UTRAN. Acima da
camada física estão a camada de enlace de dados (Camada 2) e a camada de rede (Camada 3). Na
interface de rádio UTRA FDD, a camada 2 é dividida em subcamads. No plano CP, a camada
2 contém duas subcamadas:Medium Access Control(MAC) e Radio Link Control(RLC). No outro
plano UP, há mais dois protocolos:Packet Data Convergence Protocol(PDCP) eBroadcast/Multicast
Control Protocol(BMC). Finalmente, a camada 3 possui apenas um único protocol chamado de
Radio Resource Control(RRC) que pertence ao plano CP.
A camada física oferece serviços para a camada MAC via canaisde transporte.
A camada MAC por sua vez provê serviços para a camada RLC através de canais lógicos.
A camada RLC fornece serviços para as camadas superiores viaSer ice Access Point(SAP) que
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Fig. 2.7: Arquitetura de Protocolos de Interface de Rádio UTRA FDD[3]
descreve como a RLC deve manipular os pacotes de dados e se, por exemplo, a funçãoAutomatic
Repeat Request(ARQ) será usada. No plano CP, os serviços RLC são utilizadospelo protocolo
RRC para a sinalização de transporte. No plano UP, os serviços RLC são usados pelos protocolos
PDCP, BMC ou ainda pelos protocolos de camadas superiores. Oprotocolo RLC pode operar em três
modos: transparente, não confirmado e confirmado. No modo transparente asProtocol Data Units
(PDUs) das camadas superiores são transmitidas sem a inclusão de informações extras, com exceção
das informações de segmentação e remontagem de pacotes [2].No modo não confirmado as PDUs
das camadas superiores são transmitidas sem a garantia de entrega. Por fim, no modo confirmado as
PDUs das camadas superiores são transmitidas com garantia de entrega e no caso de insucesso da
transmissão a entidade envolvida é notificada.
O protocolo PDCP existe somente no domínio de comutação de pacotes. Sua principal função é a
compressão de cabeçalhos.
O outro protocolo BMC é utilizado para transmitir mensagenssobre a interface de rádio originadas
do Cell Broadcast Center, incluindo as messagens relacionadas ao serviço deShort Message Service
(SMS).
Por fim, o protocolo RRC oferece serviços para as camadas superiores via SAP. Estes serviços
são utilizados pelos protocolos das camadas superiores no lado UE e pelo protocolo IuRadio Access
2.1 Redes 3G 17
Network Application Part(RANAP) no lado UTRAN. Toda a sinalização das camadas de altonível
(gerenciamento da mobilidade, controle da chamada, gerenciamento de sessão, e assim por diante) é
encapsulada em mensagens RRC para a transmissão na interface de rádio. O controle das interfaces
entre RRC e as camadas inferiores são utilizadas para transmitir informações e comandos para execu-
tar configurações dos protocolos das camadas inferiores (canais lógicos, canais de transporte, canais
físicos), realizar medições, gerar relatórios das medições, e outros.
Características Chaves HSDPA
Várias melhorias foram incluídas no sistema UMTS/WCDMA versão R’99 e padronizadas pelo
grupo 3GPP sob a sigla HSDPA [15]. O principal objetivo do HSDPA nas redes UMTS é prover taxas
de dados de até 14,4 Mbps no enlace direto para serviços do tipo melhor esforço, isto é, o HSDPA vai
além do requisito 3G de 2 Mbps determinado pelo ITU [29]. As principais melhorias introduzidas no
sistema UMTS são:
• um novo canal comumHigh Speed Downlink Shared Channel(HS-DSCH), que pode ser com-
partilhado simultaneamente por múltiplos usuários;
• um curtoTransmission Time Interval(TTI) de 2ms, na qual possibilita transmissões de alta
velocidade na camada física;
• escalonador de dados rápido;
• Adaptive Modulation and Coding(AMC);
• rápidas retransmissões baseadas na técnicaHybrid Automatic Repeat reQuest(H-ARQ).
Interface Aérea - Enlace Direto
A nova interface aérea HSDPA [15] estabelecida pelo grupo 3GPP adiciona três novos canais
ao sistema UMTS. Estes canais são: o canal HS-DSCH (High Speed Downlink Shared Channel), o
canal HS-SCCH (High Speed Shared Control Channel) o canal HS-DPCCH (High Speed Dedicated
Physical Control Channel).
O canal HS-DSCH é partilhado com um SF (Spread Factor) de 16 códigos CDMA. Em cada TTI
de 2 ms, um SF fixo de 16 é usado com o máximo de 15 códigos paralelos no canal HS-DSCH. O
número de códigos em uma célula HSDPA é configurado no Nó B. Estes códigos podem ser associ-
ados a um único usuário ou divididos entre vários usuários HSDPA [30]. Além disso, não há mais
o controle de potência no HSDPA pois, o canal HS-DSCH é transmitido numa potência constante
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enquanto a modulação (16QAM, QPSK), a codificação e o número de có igos pode variar conforme
as condições do canal.
A alocação dinâmica dos recursos antes do começo de cada TTI ésinalizada para os usuários
no novo canal de controle presente no enlace direto chamado de HS-SCCH. Através deste canal são
informados: o esquema de modulação, a codificação e as informações relacionadas à retransmissão
H-ARQ para cada usuário UE (User Equipment). Um único usuário pode monitorar até 4 HS-SCCHs.
O canal HS-DPCCH é responsável pela sinalização no enlace reverso do sistema UMTS/HSDPA
através das mensagens ACK e NACK. Além disso, a condição instantânea do canal também é infor-
mada por meio do CQI (Channel Quality Indicator), isto é, o CQI reflete a SINR do canal. Com
base no CQI, a ERB (Nó B) pode determinar a cada TTI os esquemasde modulação, a codificação
e o número de códigos durante a comunicação [28]. A Figura 2.8mostra de maneira simplificada os







Fig. 2.8: Esquema de transmissão simplificado HSDPA[4]
Além dos novos canais, outra idéia chave do HSDPA para aumentar a vazão de dados, segundo
o 3GPP Release 5 [15], trata-se dos esquemas de modulação e codificação adaptativa (AMC), da re-
transmissão de dados via H-ARQ e dos quadros de transmissão de curta duração. Vários esquemas
AMCs são propostos incluindo as modulações QPSK e 16QAM e as tax de codificação 1/4 a 3/4.
Dependendo da condição do canal informada via canal CQI peloterminal, o Nó B seleciona o es-
quema AMC mais adequado para a transmissão do pacote naquelemom nto. Se o usuário apresentar
condição de canal favorável, ele poderá receber pacotes em altas taxas dados através da modulação
16QAM e a taxa de codificação 3/4. As taxas de dados ainda podemser ais altas quando o número
de códigos utilizados for igual a 15. Em resumo, a Tabela 2.2 mostra as principais características
do enlace direto do sistema UMTS/HSDPA conforme o 3GPP Releas 5. Na coluna Inter TTI cada
unidade equivale a 2 ms.
Por fim, o mecanismo HARQ possibilita a retransmissão de pacotes c m erros em até 10 ms, em
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Tab. 2.2: Tipos de Modulação por Taxas de Dados - Enlace Direto HSDPA
Categoria Taxa Bits por Inter Modulação Nº de
HS-DSCH (Mbps) Pacote TTI Códigos
Cat. 1 1,2 7300 3 QPSK/16QAM 5
Cat. 2 1,2 7300 3 QPSK/16QAM 5
Cat. 3 1,8 7300 2 QPSK/16QAM 5
Cat. 4 1,8 7300 2 QPSK/16QAM 5
Cat. 5 3,6 7300 1 QPSK/16QAM 5
Cat. 6 3,6 7300 1 QPSK/16QAM 5
Cat. 7 7,2 14600 1 QPSK/16QAM 10
Cat. 8 7,2 14600 1 QPSK/16QAM 10
Cat. 9 10,2 20432 1 QPSK/16QAM 15
Cat. 10 14,4 28776 1 QPSK/16QAM 15
Cat. 11 0,9 3650 2 QPSK 5
Cat. 12 1,8 7300 1 QPSK 5
diferentes codificações, estas ortogonais entre si. O terminal, ao receber um pacote corrompido, o
salva e depois o combina com suas retransmissões.
Escalonador de Dados
Uma das principais melhorias introduzidas no HSDPA em relação ao WCDMA R’99 [15] foi
a mudança de localização do escalonador de dados da RNC para oNó B ficando mais próximo da
interface aérea. Através desta mudança o escalonador de dados po e obter mais rapidamente as
informações sobre as condições do canal do terminal via canal CQI e desta forma, adaptar a alocação
da taxa de dados.
O padrão 3GPP Release 5 [19] não especifica o escalonador de dados a ser adotado no sistema
UMTS/HSDPA uma vez que isto é naturalmente uma questão de impl mentação específica de cada
fabricante de telecomunicações [3]. Entretanto, os escalonadores de dados mais aceitos pela indústria
são: oRound Robin(RR), oMaximum Carrier to Interference(C/I) e o Proportional Fair (PF). O
escalonador de dados RR baseia-se no atendimento por ordem de chegada independente das condições
de canal. Os outros escalonadores C/I e PF tomam vantagem dasoscilações de canal para prover
alocações de recursos. Maiores detalhes sobre os escalonadores de dados utilizados neste estudo
podem ser vistos no Capítulo 3.
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Hard Handoff
No sistema HSDPA o mecanismos ft handoffnão é utilizado, pois isto implicaria em mais códi-
gos nos canais de alta velocidade para executar o processohandoff o que causaria interferências
adicionais. Assim, optou-se por utilizar o mecanismo dehard handoffno sistema HSDPA. Em com-
plemento a este mecanismo o conceito deFast Cell Selection(FCS) é empregado no sistema HSDPA
de forma a diminuir a interferência e aumentar a capacidade do sistema [3]. Através da técnica FCS o
terminal monitora a SINR de um conjunto de ERBs chamado deactive set. No momento em que uma
outra ERB apresenta uma SINR maior do que a ERB atual, o terminal é transferido para a respectiva
ERB.
2.1.3 WiMAX (IEEE 802.16e)
Introdução
Nos últimos anos, o crescimento de novos serviços baseados em aplicações multimídia como
VoIP, videoconferência e VoD (Video on Demand) aumentaram de forma significativa a demanda
por banda larga e também por novas tecnologias de redes de acesso sem fio. Uma destas novas tec-
nologias criadas para este fim trata-se do padrão IEEE 802.16[6], também conhecido como WiMAX
(Worldwide interoperability for Microwave Access).
O padrão IEEE 802.16 definido pelo IEEE especifica uma interfac aérea para redes metropoli-
tanas do tipo WMAN (Wireless Metropolitan Area Network). Este padrão já possui umframework
de QoS pré-definido e oferece altas taxas de dados no enlace direto e até 40 Mbps. Além disso, o
sistema WiMAX apresenta-se como uma alternativa de baixo custo quando comparadas à redes de
acessos cabeadas como o DSL (Digital Subscriber Line) uma vez que permite conectar grandes áreas
geográficas sem a necessidade de investimentos em infra-estruturas de alto custo.
Uma outra versão mais recente o padrão IEEE 802.16e[31] introduz novas melhorias e atributos
para o suporte à mobilidade. Em relação às novas melhorias destacam-se: o acesso baseado em
OFDM com o suporte de canais com largura de banda variáveis de1,25 MHz a 20 MHz, a nova modu-
lação de alta ordem 64QAM, a utilização da tecnologia de múltiplas antenas MIMO e o mecanismo
de retransmissão automática H-ARQ.
Nesta subseção serão detalhadas algumas características técnicas relevantes do sistema WiMAX
para melhor compreensão dos conceitos utilizados ao longo deste trabalho.
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Arquitetura de Rede
O padrão IEEE 802.16e[31] provê a interface aérea para o WiMAX com especificações nas ca-
madas física e MAC, porém, não define completamente a rede WiMAX fim-a-fim. Desta forma, o
Fórum WiMAX criou oNetwork Working Group(NWG), na qual é responsável pelo desenvolvimento
da arquitetura e dos protocolos além dos requisitos de rede para o sistema WiMAX, usando o padrão
IEEE 802.16e como interface aérea [5].
O WiMAX NWG desenvolveu um modelo referência de rede para servir como umframeworkda
arquitetura no desenvolvimento WiMAX e assim garantir a interoperabilidade entre vários fornece-
dores de equipamentos WiMAX[5]. A Figura 2.9 ilustra o modelr ferência de rede na qual consiste
das seguintes entidades lógicas com suas respectivas interfaces (R1-R5):Mobile Station(MS),Access































Fig. 2.9: Modelo Referência de Rede WiMAX[5]
A entidade lógicaSubscriber Station(SS)/MS representa o usuário final para a rede de acesso.
A outra entidade lógica ASN é composta porBase Stations(BS) egatewaysde acesso chamados
de ASN-GW[32]. A BS é responsável por prover a interface aérea ao MS. Enquanto, o ASN-GW
age como ponto de agregação de tráfego de camada 2. As funçõesadicionais do ASN-GW incluem
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o gerenciamento de recursos de rádio,paging, o controle de admissão, ocachede perfis de usuário,
a encriptação de chaves, o estabelecimento e o gerenciamento de tunelamento com as BSs, o rotea-
mento para o CSN selecionado e etc.
A última entidade lógica CSN é definida como um conjunto de funções de rede que oferece
serviços de conectividade IP para os usuários WiMAX[5]. O CSN pode conter várias funcionali-
dades de elementos de redes como roteadores, servidoresAuthentication, Authorization e Accounting
(AAA), bases de dados de usuários e mecanismos deinterworkingentre outras funcionalidades.
A Figura 2.10 mostra a arquitetura de rede WiMAX em maior nível de detalhe das entidades
lógicas ASN e CSN.
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Fig. 2.10: Arquitetura de Rede WiMAX Baseada em IP[5]
Arquitetura de Protocolos
A arquitetura de protocolos definida no padrão IEEE 802.16 é mostrada na Figura 2.11. O padrão
IEEE 802.16 define somente as camadas física e MAC. A camada MAC é dividida em três subca-
madas: aConvergence Sublayer(CS), aCommon Part Sublayer(CPS) e aSecurity Sublayer. Abaixo
da camada MAC, existe a camada física.
A camada física (PHY) possui diversas especificações, onde cada uma delas é apropriada a uma
dada faixa de freqüência.
A Security Sublayeré responsável pela autenticação, criptografia, descriptogafia e gerenciamento
de chaves.



























Fig. 2.11: Pilha de Protocolos do IEEE 802.16[6]
A outra subcamada CPS contém as principais funcionalidadesda camada MAC como a alocação
de largura de banda, o estabelecimento e a manutenção de conexões [7].
A última subcamada CS faz o mapeamento de dados da rede externa emService Data Units
(SDU). Atualmente, a CS oferece suporte aoAsynchronous Transfer Mode(ATM) e também para
protocolos baseados em pacotes como o IPv4, IPv6 e Ethernet.
Interface Aérea - Enlace Direto
O padrão IEEE 802.16e[31] define duas possíveis topologias de re e: a topologiaPoint-to-
Multipoint (PMP) e a topologiaMesh. Na topologia PMP, os elementos são organizados como uma
estrutura celular, isto é, uma BS atende a um conjunto de SSs dentro do mesmo setor de antena com
transmissõesbroadcast. Toda a comunicação que parte do SS/MS é direcionada e controlada pela BS
[33]. A Figura 2.12 ilustra a topologia PMP. Por outro lado, na topologiaMeshos elementos de rede
são organizados como nas redesad hoce o escalonamento é distribuído entre os elementos de rede.
Neste estudo somente a topologia PMP é considerada.
O caminho de comunicação entre SS/MS e BS possui duas direções: o enlace direto da BS para o
SS/MS e o enlace reverso do SS/MS para a BS. A interface aérea ébaseada na técnica de multiplexa-
ção OFDM em que a banda é dividida em um conjunto de subcanais modulados por subportadoras
de banda estreita ortogonais entre si conforme mostrado na Figura 2.13. A estrutura da subportadora
OFDM consiste basicamente em três tipos de subportadoras: subportadora de dados para a trans-
missão de dados, subportadora piloto para propósitos de sincron zação e estimativas e subportadoras
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Fig. 2.12: Topologia PMP[7]








Fig. 2.13: Estrutura da Subportadora OFDM[5]
Os recursos no sistema WiMAX estão disponíveis no domínio detempo através de símbolos
OFDM e no domínio de freqüência por meio de subportadoras. Osrecursos podem ser organizados
em subcanais para a alocação de usuários individuais. OOrthogonal Frequency Division Multiple
Access(OFDMA) é um esquema de múltiplo acesso que provê a multiplexação dos fluxos de dados
de múltiplos usuários em subcanais dos enlaces direto e reverso [5].
A unidade mínima de recurso corresponde a umslot que é composto por 48 subportadoras de
dados, 24 subportadoras piloto em 3 símbolos OFDM [5]. Um grupo de subportadoras contíguas for-
mam um subcanal. A subcanalização é suportada via modoAdaptive Modulation and Coding(AMC)
que permite alocar fisicamente subportadoras contíguas. Atualmente, existem quatro dimensões de
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subcanais diferentes. As dimensões permitidas são: [(6 bins, 1 símbolo), (3 bins, 2 símbolo), (2 bins,
3 símbolo), (1 bin, 6 símbolos)]. Um bin consiste de 9 subportadoras contíguas, sendo 8 destas as-
sociadas a dados e uma associada ao piloto. Neste estudo é considerado somente a combinação de 2
bins e 3 símbolos para simplificação das simulações computacionais.
No WiMAX dois tipos de duplexação são especificadas:Time Division Duplexing(TDD) e Fre-
quency Division Duplexing(FDD). Este estudo preocupa-se somente com a técnica TDD onde cada
quadro é dividido em subquadros DL e UL respectivamente enlac direto e enlace reverso. A estrutura
do quadro conforme a técnica TDD é mostrada na Figura 2.14. Cada quadro é dividido em subquadros
DL e UL separados pelosTransmit Transition Gap(TTG) eReceive Transition Gap(RTG) a fim de





























































































Fig. 2.14: Estrutura do Quadro OFDMA WiMAX[5]
A BS determina dinamicamente a duração dos subquadros. Cadasubquadro consiste em um
número deslots. Os SS/MS e BS devem estar sincronizados para transmitir dados emslots pré-
determinados. Uma vez que todos usuários estão sincronizads com o relógio da BS, a BS pode
transmitir dados em cadaslot ao usuário destino. O SS/MS envia uma requisição para a BS através
do UL. No DL a BS utiliza uma combinação das mensagens ACK e GR para confirmar a requisição
do usuário e fornecer o acesso aosl tsde dados.
A Tabela 2.3 exibe um resumo das taxas de picos teóricas assumindo um canal de largura de
banda de 10 MHz, um quadro com duração de 5 ms e 44 símbolos de dados OFDM de um total de
48 símbolos OFDM [5]. As taxas de dados suportadas no enlace direto podem variar de 1,06 Mbps
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até 31,68 Mbps por setor de célula. Um dos três esquemas de modulação QPSK, 16QAM e 64QAM
podem ser utilizados dependendo das condições do canal.














No padrão IEEE802.16e há uma arquitetura de QoS em que são definidos quatro tipos de serviços:
o Unsolicited Grant Service(UGS), oReal-Time Polling Service(rtPS), oNon-Real-Time Polling
Service(nrtPS) e o serviçoBest Effort(BE). O UGS é adequado para serviços que demandam taxas de
dados constantes como o T1/E1. O rtPS pode ser utilizado em serviços que permitem taxas de dados
variáveis como vídeo MPEG. O nrtPS é designado para serviçosque precisam de um desempenho
melhor que o BE, como por exemplo, a transferência de arquivos. P r fim, para o serviço BE não há
reserva de recurso.
Escalonador de Dados
O escalonador de dados no sistema WiMAX é localizado na BS a fimde garantir rápidas respostas
aos requisitos de tráfego e as variações das condições de canal. Assim, o escalonador é responsável
por determinar as taxas de dados apropriadas para cada conexão com base no tamanho dobuffere nas
condições de canal do terminal. As condições de canal do usuário são informadas pelo canal CQICH
e de acordo com estas informações o escalonador de dados escolhe a modulação e a codificação
adequadas a cadaslot[5].
O padrão IEEE 802.16e [31] não especifica o algoritmo de escalonamento a ser utilizado. Con-
tudo, os escalonadores de dados mais aceitos pela indústriasão: oRound Robin(RR), oMaximum
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Carrier to Interference(C/I) e o Proportional Fair (PF). O escalonador de dados RR faz o atendi-
mento por ordem de chegada desconsiderando as condições de canal do usuário. Por outro lado, os
outros escalonadores C/I e PF tomam proveito da variabilidade do canal para fazer o atendimento
dos usuários. Maiores detalhes sobre os escalonadores de dados adotados neste estudo podem ser
conferidos no Capítulo 3.
Hard Handoff
No padrão IEEE 802.16e [31] são definidos três mecanismos dehandoff: Hard Handoff (HHO),
Fast Base Station Switching(FBSS) eMacro Diversity Handover(MDHO). Destes, o mecanismo
HHO é mandatório enquanto os outros mecanismos deoft handoffFBSS e MDHO são opcionais
[7]. O Fórum WiMAX desenvolveu várias técnicas para otimizações no HHO dentro do padrão IEEE
802.16e. Estas melhorias foram implementadas com o objetivo de manter os atrasos causados pelo
handoff inferiores a 50 ms.
Durante o HHO o MS/SS comunica-se somente com uma BS por vez. Aconexão com a BS atual
é quebrada antes de estabelecer uma nova conexão com BS vizinha. Ohandoff é executado após a
potência do sinal da célula vizinha exceder a potência da célula atual [34]. Na Figura 2.15 é ilustrado
o momento em que acontece ohard handoffentre duas células WiMAX.
Fig. 2.15:Hard HandoffWiMAX[8]
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2.2 Conceitos 4G
A futura geração de sistemas móveis visa o atendimento de aplicações multimídia em tempo real,
a qualquer hora e em qualquer lugar com estritos requisitos de QoS. Estas aplicações multimídia
aumentam de forma significativa a demanda por altas taxas de dados e como conseqüência poderiam
degradar consideravelmente o desempenho das atuais redes 3G. Desta forma, para atender aos estritos
requisitos de QoS esperam-se altas taxas de dados nos sistema 4G com picos de dados superiores a
100 Mbps no enlace direto (ERB para o terminal), ou seja, um auento na capacidade de pelo menos
10 vezes a capacidade dos sistemas 3G [35].
Um dos conceito-chave dos sistemas 4G trata-se doroamingentre diferentes tecnologias de acesso
através de uma nova forma dehandoff conhecida comohandoff vertical. A Figura 2.16 ilustra os
novos conceitoshandoffvertical ehandoffhorizontal. A diferença básica entre eles está diretamente
relacionada ao fato dohandoff acontecer entre sistemas heterogêneos ou homogêneos. Ohandoff
vertical ocorre nas situações em que o terminal sofrehandoffentre sistemas heterogêneos, por exem-
plo, o handoffentre os sistemas WLAN e GSM [36]. Enquanto ohandoff horizontal assim como o
handoff convencional ocorre quando o terminal move-se de uma célulapara outra célula dentro do
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Fig. 2.16: Esquemas deHandoff 4G[9]
Na quarta geração dos sistemas móveis são esperados vários níveis de QoS em conjunto com a
nova versão do protocolo IPv6 (Internet Protocol Version 6) abrindo espaço para o uso de endereços
IPs em incontáveis dispositivos que proporcionariam comunicações entre homem-máquina e também
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máquina-máquina. No aspecto relacionado a arquitetura dossistemas 4G a rede IP desempenhará
um papel fundamental ao ser o elo entre as aplicações e os várimeios de acesso (CDMA, UMTS,
WiMAX, WLAN, etc).
Os principais desafios em relação às redes 4G são: a mobilidade dos terminais, a infraestrutura de
rede e QoS, a segurança e a tolerância à falha [9].
O desafio pertinente a mobilidade dos terminais está em localizar e atualizar as posições dos
terminais dentro de cada célula em vários sistemas. Além de executarhandoffverticais e horizontais
com o mínimo de atrasos e perda de pacotes.
Outro desafio é integrar redes não baseadas em IP com redes IP afim de prover QoS fim-a-fim em
sistemas heterogêneos. Muitas das redes não baseadas em IP existent s hoje são altamente otimizadas
para a entrega de voz como GSM, cdma2000 e UMTS [9]. Por outro lado, sistemas baseados em IP
são na maioria das vezes otimizados para dados a exemplo das redes 802.11 e HiperLAN. Assim,
para integração destas redes provavelmente serão requeridos mecanismos relacionados à camada 3
para assegurar a integração entre as redes.
Por fim, outra área não menos desafiante que as demais será a segurança dos sistemas. Área em
que atualmente são feitos altos investimentos a fim de preservar principalmente a confidencialidade
dos dados. Entre as possíveis soluções para a segurança destaca-se os mecanismos de segurança
reconfiguráveis.
2.3 Revisão de Artigos de Escalonamento e deHandoff
2.3.1 Escalonamento de Dados
UMTS/HSDPA
A crescente demanda de aplicações por altas taxas de dados tem impulsionado a área de telecomu-
nicações a desenvolver novas tecnologias de comunicações móveis. Dentre estas novas tecnologias,
destaca-se o sistema celular UMTS (Universal Mobile Telecommunication System).
Para suprir a demanda por altas taxas de dados o grupo 3GPP (3rd Generation Partnership
Project) padronizou uma nova interface aérea para o sistema UMTS conhe ida como HSDPA (High
Speed Downlink Packet Access) [15]. Esta nova interface aumentou de forma significativa odesem-
penho do sistema UMTS em relação à interface aérea anterior WCDMA (Wideband CDMA) [3]. Por
meio desta nova interface o sistema UMTS/HSDPA provê altas taxas de dados de até 14,4 Mbps no
enlace direto (ERB para o terminal).
Um dos aspectos chave para a evolução do WCDMA para o HSDPA refere-se à mudança do
escalonador de dados do RNC (Radio Network Control) para o Nó B, ou seja, a ERB [37]. Em
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virtude desta mudança o sistema UMTS/HSDPA pode selecionarcom melhor eficiência o esquema
de codificação e modulação que se melhor adapta à condição do canal a cada TTI (Transmission Time
Interval) de 2 ms. Assim, não somente melhora o desempenho do sistema como também permite
assegurar a QoS do sistema HSDPA em termos de atrasos, descarte de pacotes, etc.
Vários escalonadores têm sido propostos para o sistema HSDPA, dentre os principais destacam-se
o Round Robin(RR), Proportional Fair (PF) eMaximumC/I. Em [29] os três escalonadores foram
avaliados em iguais condições, e os resultados conferem o melh r d sempenho ao escalonadorMaxi-
mumC/I em relação aos outros escalonadores avaliados quando cosiderado o tempo de transferência,
porém injusto com usuários que apresentam condições de canal desf voráveis.
Em um outro estudo [37], são apresentados algoritmos em que são consideradas as condições
dos canais obtidas dos terminais e as informações sobre o estado da fila de espera. A principal
contribuição obtida em [37] está relacionada ao aumento da vazão por célula ao custo da redução do
critério de eqüidade entre os usuários quando comparados aoesquema PF.
Nesta tese é feita a avaliação de desempenho do enlace diretodo sistema UMTS/HSDPA através
da proposta de um novo escalonador que utiliza uma estratégia híbrida entre PF e o esquema priori-
tário Pr denominado Pr/PF. Todos os escalonadores são avaliados pelas seguintes métricas de QoS:
a vazão, o atraso médio dos pacotes e o percentual de perda de pacot s e a ocupação do enlace. O
escalonador proposto Pr/PF é avaliado e comparado com os escalonadores tradicionais: prioritário e
PF[27]. O estudo é feito através de simulação, utilizando a ferr menta de software Matlab.
WiMAX
O padrão IEEE 802.16[6] também conhecido como WiMAX provê altas taxas de dados, um
frameworkpré-definido de QoS e um baixo custo quando comparado com outras tecnologias baseadas
em cabo como o DSL (Digital Subscriber Line). Além disso, este padrão pode ser utilizado para
conectar as redes locais à internet [38]. A versão do IEEE 802.16e [31] adicionou novas característi-
cas e atributos necessários para o suporte a mobilidade.
Muitos estudos na literatura têm sido feitos com foco na avali ção de desempenho do sistema
WiMAX [33], [38], [39], [40], [41], [42]. Em [39] avalia-se opadrão 802.16-2004 em que é permi-
tido somente o acesso fixo ou nômade, isto é, não permite a mobilidade dos usuários. A principal
contribuição deste estudo diz respeito a capacidade do sistema WiMAX na qual é fortemente depen-
dente da sua configuração, isto é, do tamanho do canal, da duração do quadro, da taxa de codificação
e etc.
Em um outro estudo apresentado em [40], o sistema IEEE 802.16e é comparado com o 3GPP
UMTS HSDPA através de simulações. Os resultados mostram queo sistema IEEE 802.16e ao utilizar
a técnica TDD provê aproximadamente a mesma vazão de dados noenlace direto quando comparado
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ao HSDPA, porém, com eficiência espectral aproximadamente 40% a 50% maior. Entretanto, o
overheaddo canal de controle e a capacidade limitada do enlace reverso p manecem como questões
abertas. Além disso é considerado somente o escalonador de dados PF (Proportional Fair) como
alternativa para melhoria de QoS no sistema.
Em [33], é apresentado um estudo de simulação do sistema IEEE802.16 através da interface aérea
WirelessMAN-OFDM e o uso de estaçõesfull duplex. Os resultados mostram que o desempenho do
sistema (enlace direto e reverso), em termos de atraso e vazão de dados, dependem de vários fatores.
Estes fatores incluem a duração do quadro, mecanismos para requisição de banda larga no enlace
reverso e a distribuição da carga. Os escalonadores adotados neste estudo são: DRR (Deficit Round
Robin) como escalonador no enlace direto e WRR (Weighted Round Robin) como escalonador no
enlace reverso.
Os trabalhos apresentados em [41] e [42] enfatizam melhorias no escalonador de dados do enlace
reverso e na arquitetura de QoS do sistema WiMAX. Em [38] é proposto um esquema de alocação de
largura de banda no enlace reverso baseado em filas. Neste esquema a alocação de largura de banda
é adaptada de acordo com o estado da fila. Contudo, no contextodas atuais redes IP os resultados
apresentados pelo estudo são pouco precisos devido ao uso defontes de tráfego poissonianas nas
simulações computacionais.
Neste estudo, o sistema IEEE 802.16e é avaliado através de fontes de tráfego HTTP (Hypertext
Transfer Protocol) propostas em [10]. A vazão de dados, o atraso médio dos pacotes e o percentual
de perda de pacotes são estudados em função da carga de tráfego. O desempenho do enlace direto
é avaliado por meio dos escalonadores de dados PF (Proportional Fair), Max C/I Maximum Carrier
Interferencee Pr/PF (Priority Proportional Fair proposed) proposto em [43]. O estudo é feito através
de simulações computacionais, utilizando a ferramenta de software Matlab.
2.3.2 Handoff Horizontal
Os mecanismos dehandoffsão empregados nos sistemas celulares a fim de permitir a transferê -
cia de conexões das estações móveis (terminais) de uma estação rádio base (ERB) para uma outra
ERB quando os terminais rompem ou aproximam-se dos limites da célula. Estes mecanismos asse-
guram mobilidade sem interrupção dos serviços. Basicamente, há dois tipos dehandoff: soft handoff
e hard handoff. No mecanismosoft handoffo terminal estabelece uma conexão com mais de uma
ERB ao mesmo tempo a fim de assegurar uma transição mais suave entre as ERBs. No caso dehard
handoff, o terminal encerra a conexão antiga antes de estabelecer uma nova em outra ERB.
Os mecanismos dehandofftradicionais consideram a potência do sinal [44], a distância do usuário
em relação à estação rádio base (ERB) e a relação SINR (Signal-to-Interference-and-Noise-Ratio)
para tomada de decisão no processo dehandoff. Entretanto, devido a crescente demanda das apli-
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cações sensíveis ao tempo os fatores anteriormente citadostornam-se insuficientes para a tomada
de decisão num processo dehandoff. Assim, novos algoritmos dehandoff tem sido propostos na
literatura para os sistemas 3G UMTS/HSDPA e CDMA 1xEV-DO RA.
UMTS/HSDPA
Em 2005 o grupo 3GPP padronizou uma nova interface aérea parao sistema UMTS (Universal
Mobile Telecommunication System) conhecida como HSDPA (High Speed Downlink Packet Access)
[15]. Por meio desta nova interface o sistema UMTS/HSDPA provê altas taxas de dados de até
14,4 Mbps no enlace direto (estação rádio base, ERB, para o terminal). Neste sistema adotou-se o
mecanismohard handoffuma vez que osoft handoffnão é adequado a canais de alta de velocidade
porque requerem mais códigos e causam interferências adiciona s [3], [45].
Desta forma, novos mecanismos dehandoff têm sido propostos na literatura [45], [46], [47] na
tentativa de aumentar a QoS das atuais e futuras gerações de rdes móveis durante ohandoff. Em
[45] é proposto um modelo de fila no enlace direto de sistemas 4G em duas camadas. Na camada de
rede são atribuídas prioridades aos fluxoshandoffde acordo com seus respectivos estados no sistema.
Na camada física é proposto um escalonador na qual considera- e a prioridade do fluxo, a condição
do canal e a condição dobuffer para a alocação de recursos. Os resultados deste estudo mostraram
que a troca de informações entre as duas camadas permite um melhor g renciamento dos recursos
reduzindo o número de pacotes descartados no sistema.
Em um outro estudo apresentado em [46] é proposto o mecanismode handoff QPPQ (Quality
Prediction Priority Queuing) com base na taxa de pacotes recebidos com sucesso (PSR) paraco-
municações multimídia em redes sem fio. A tomada de decisão deste algoritmo baseia-se na atual
PSR, taxa de degradação PSR e os requisitos mínimos de PSR para classe de serviço do pacote. Os
resultados demonstraram que este mecanismo reduz a probabilidade de descarte de pacotes em comu-
nicações multimídia. Entretanto, neste estudo o algoritmohandoffproposto é avaliado através de uma
rede sem fio qualquer através de fontes poissonianas o que limita a aplicação prática dos resultados
existentes neste artigo nas atuais redes de dados IP.
Por fim, no estudo [47] o mecanismohandoff no sistema HSDPA é analisado pelo modelo
matemático de Stackelberg. Os resultados demonstraram queatravés deste modelo os recursos da
rede foram utilizados com maior eficiência.
Neste trabalho, são propostos dois novos critérios de aceitação de tráfegohandoff que levam
em conta a qualidade de serviço dos tráfegos. Além destes criérios é proposto o novo escalonador
de dados Pr/PF a fim de garantir a QoS do sistema HSDPA durante oaumento de tráfegohandoff
presente no sistema. Nos critérios de aceitação de tráfegohandoffos tráfegos são discriminados em
classes de serviços e são tratados separadamente para satisfazerem a QoS individuais. A aceitação de
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tráfegohandoffé baseada em potência do sinal e na ocupação dobuffere de forma a não degradar o
tráfego interno de uma célula. Os critérios propostos são avaliados em conjunto com escalonadores
Max C/I, PF e a nova proposta Pr/PF que podem afetar o desempenho do sistema HSDPA.
CDMA 1xEV-DO RA
No sistema 3G CDMA 1xEV-DO R0 [14] é adotado no enlace direto (ERB para o terminal) o
mecanismovirtual soft handoffvia seleção adaptativa do servidor (ERB). Contudo, no momento em
que ocorre a transição de ERBs pode ocorrer atrasos na transmissão de pacotes na qual não impactam
o serviço de melhor esforço, mas limitam o desempenho das aplicações sensíveis ao tempo [18].
Entre os avanços implementados no sistema CDMA 1xEV-DO RA [17], destaca-se a melhoria da
seleção adaptativa do servidor no enlace direto do sistema.Nesta atualização, cada terminal utiliza o
canal DSC (Data Source Control) para sinalizar com antecedência o exato instante de tempo equ
acontece a troca de ERBs e desta forma eliminar os atrasos queocorr m no 1xEV-DO R0.
Vários estudos disponíveis na literatura tem sido direcionad s para a análise e otimização de
algoritmoshandoff[12], [46], [48], [49]. Em [12], o mecanismo dehandoffno sistema 1xEV-DO RA
é avaliado através de aproximação teórica e simulações computacionais nas quais são considerados o
desvanecimento Rayleigh, a filtragem de sinais e os atrasos durante ohandoff. A aproximação teórica
avalia a probabilidade de erro noslot de tempo do sistema 1xEV-DO RA, enquanto as simulações
determinam a taxa de erro dos pacotes e o número dehandoffs. Os resultados do estudo mostram que
esta análise pode ser usada para selecionar os parâmetros dehandoff de acordo com a taxa de erro
e o número dehandoffsdesejado. Em [49] são apresentados modelos analíticos sofisticados dehard
handoff e soft handoffpara o sistema celular CDMA IS-95. Estes modeloshandoff são estudados
em função da indisponibilidade do sistema e a potência médiaenvolvida neste processo.
Numa outra linha de estudo os modelos estocásticos apresentados em [48], simulam o comporta-
mento dos protocolos TCP e TFRC (TCP Friendly Rate Control) no processo dehandoffentre redes
heterogêneas como WLAN, celular ou WMAN. O modelo TCP baseia- no modelo de Bernoulli
na qual é considerada a taxa média de pacotes descartados. Através deste modelo é avaliado como
parâmetros específicos relacionados aoh ndoffafetam taxa de perda de pacotes e a vazão TCP. En-
tretanto, os modelos apresentam pouca precisão em alguns casos, e não trata os casos dehandoffs
entre as células do mesmo sistema.
Neste estudo, são propostos novos critérios para a aceitação de tráfegohandoffno sistema 1xEV-
DO RA. Além destes critérios também é proposto um novo algoritm de escalonamento de dados
Pr/PF como forma de melhorar ainda mais a QoS do sistema 1xEV-DO RA. Nos critérios de aceitação
de tráfegohandoffos tráfegos são classificados em quatro classes de serviços em concordância com a
arquitetura DiffServ. A aceitação de tráfegohandoffé baseada na potência do sinal e na ocupação do
34 Redes 3G e 4G e os seus Problemas de Escalonamento e deHandoff
buffera fim de não degradar o tráfego interno da célula. Os critériosde aceitação de tráfegohandoff
são avaliados em conjunto com os escalonadores de dados Max C/I, PF e a nova proposta Pr/PF que
podem alterar o desempenho do sistema.
2.3.3 Handoff Vertical
UMTS/HSDPA e CDMA 1xEV-DO RA
A quarta geração (4G) de sistemas móveis promove a conectividade de diferentes tecnologias
de acesso, a fim de prover serviços multimídia aos seus usuário a qualquer hora, em qualquer lu-
gar. Dentre as tecnologias de acesso existentes espera-se integrar vários sistemas móveis como
o CDMA 1xEV-DO RA (Code Division Multiple Access 1x Evolution Data Optimized) [17], o
UMTS/HSDPA (Universal Mobile Telecommunications System / High Speed Downlink Packet Ac-
cess) [15] e o WiMAX (Worldwide interoperability for Microwave Access) [6].
Para alcançar este novo objetivo das redes 4G propõe-se criar um novo mecanismo dehandoff, em
prol da comunicação entre os usuários independentes das redes d acesso utilizadas. Este mecanis-
mo é conhecido comohandoff vertical [36] que viabiliza ao usuário migrar entre redes deac sso
heterogêneas, por exemplo, a migração de usuários do sistema CDMA 1xEV-DO RA para o sistema
UMTS/HSDPA.
Nas redes celulares homogêneas, os mecanismos dehan offexistentes consideram a RSS (Radio
Signal Strength), a distância do usuário em relação à estação rádio base (ERB) e a relação SINR
(Signal-to-Interference-and-Noise-Ratio) para tomada de decisão no processo dehandoff dentro da
mesma rede acesso. Entretanto, no âmbito 4G os fatores anteriorm nte citados são insuficientes para
a inicialização e decisão do processo dehandoff [50].
O processo dehandoff vertical em sistemas heterogêneos tem sido alvo de grande inter sse por
parte dos pesquisadores [50], [51], [52], [53], [54] e [55].
Em [53], é proposto um novo algoritmo dehandoff vertical que avalia a SINR das diferentes
redes de acesso (WLAN, WCDMA) para a tomada de decisão no process dehandoff vertical con-
forme algumas restrições de QoS. Os resultados analíticos enuméricos demonstraram que o algo-
ritmo baseado em SINR provê vazões mais altas do que o algoritmo dehandoffvertical com base em
RSS. Em um outro estudo [50], é apresentado um algoritmo de seleção de redes baseado em técnicas
analíticas a fim de garantir aos usuários sempre a escolha da melhor rede disponível. Contudo, os
resultados mostram que este algoritmo não apresentou um desemp nho eficiente para a integração
dos sistemas UMTS/WLAN. Em [51] é proposto um novo algoritmopara ohandoffvertical entre os
sistemas WiFi e WiMAX. Este algoritmo combina a taxa de dadose a ocupação de enlace de forma a
obter um balanceamento mais justo entre os sistemas.
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No estudo apresentado em [54] foi introduzido o protocolo mSCTP a fim de reduzir o atraso do
handoff vertical e além disso foi proposto um critério de decisãohandoff com base numa função
de custo que avalia várias métricas de QoS para a tomada de decisão nohandoff 4G. Os resultados
mostram a redução dos atrasos na execução dohandoffquando se usa a característicamulti-streaming
do protocolo mSCTP. Entretanto, a função de custo proposta pderia aumentar os atrasos. Por fim,
em [52] é proposta uma arquitetura baseada em agentes cujos principais benefícios estão atrelados
aos perfis dos usuários uma vez que é possível agregar serviçopersonalizados além de economizar
potência e recursos computacionais.
Em um outro estudo apresentado em [55] é proposta uma abordagem nalítica do algoritmo de
RSS. Esta abordagem baseia-se na seleção de rede ótima para ohandoff vertical das redeswireless
heterogêneas. O custo dohandoffé baseado na análise MDP em que a rede candidata com o menor
custohandoff é selecionada como rede ótima. Os resultados numéricos mostra que a abordagem
proposta supera outros métodos equivalentes em número dehan offsverticais, enquanto aumenta a
utilização da rede e diminui o descarte de conexões.
Nesta tese, novos algoritmos dehandoffvertical são propostos com o intuito de distribuir o tráfego
handoff vertical entre os sistemas 3G de maneira a não sobrecarregarou subutilizar os sistemas e
ainda assegurar a QoS de cada sistema 3G. Os algoritmos são propostos levando-se em consideração
a RSS, a ocupação dobuffer, a ocupação do enlace e o tamanho da cota de dados para transmiir
dos respectivos sistemas. A eficiência dos algoritmos propost s é verificada através dos sistemas
3G CDMA 1xEV-DO RA e UMTS/HSDPA. São utilizadas fontes de tráfego HTTP para alimentar
os sistemas. As seguintes métricas de QoS são avaliadas: a vazão, o atraso médio dos pacotes e o
percentual de perda dos pacotes, todos em função da chegada de tráfegohandoffvertical. O escalona-
dor de dados PF (Proportional Fair) é adotado nos dois sistemas 3G para prover igual distribuição
de recursos a todos usuários. O estudo é feito através de simulações computacionais utilizando a
ferramenta de software Matlab.
2.4 Conclusões
Neste capítulo foram apresentadas as características técnicas mais relevantes dos sistemas CDMA
1xEV-DO RA, UMTS/HSDPA e WiMAX sob o ponto de vista deste estudo. Todos os sistemas foram
detalhados em função da arquitetura, pilha de protocolos, enlac direto, mecanismos dehandoff e
escalonamento de dados.
Além disso, foram abordados os principais conceitos 4G adotados ao longo deste estudo bem
como a revisão bibliográfica de trabalhos disponíveis na literatura relacionados aos seguintes temas:




Os algoritmos de escalonamento de dados exercem grande importância nas redes de comunicação
uma vez que estes permitem assegurar a QoS diferenciada por ctegorias de serviços, isto é, classes de
tráfego, oferecendo garantias de desempenho as aplicaçõese ao mesmo tempo o compartilhamento
de recursos de acordo com critérios de eqüidade. Assim, vários algoritmos têm sido propostos na
literatura com o objetivo de aumentar a QoS dos sistemas móveis. N ste capítulo são avaliados os
escalonadores de dados:Deficit Round Robin(DRR) [56],Maximum Carrier Interference(Max C/I)
[19], Proportional Fair(PF) [27], Prioritário (Pr) e a nova propostaPriority Proportional Fair (Pr/PF)
[43].
Além disso é apresentada a plataforma de simulação utilizada n s simulações computacionais dos
sistemas móveis avaliados. Todo o estudo baseia-se na simulação de eventos discretos. O simulador
é constituído descriptsdesenvolvidos na ferramenta desoftwareMatlab. Através deste simulador os
sistemas móveis são avaliados por meio de métricas de QoS como o atraso médio, a vazão de dados e
o percentual de descarte de pacotes. Por fim, as fontes de tráfego que alimentam os sistemas seguem
o modelo de processo Poisson e o modelo HTTP proposto em [10].
Finalmente, são analisados os resultados provenientes dassimulações dos sistemas UMTS/HSDPA
e WiMAX por meio de métricas de QoS. A análise é feita com base nvariação do escalonador de
dados adotado no enlace direto do respectivo sistema. Os escalonadores de dados considerados são:
Max C/I, Pr, PF e a nova proposta híbrida denominada Pr/PF.
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3.2 Escalonadores de Dados
Os grupos 3GPP, 3GPP2 e IEEE responsáveis pela padronizaçãodos sistemas UMTS/HSDPA,
CMDA 1xEV-DO RA e WiMAX optaram por deixar em aberto a escolhado escalonador de dados
utilizado no enlace direto dos respectivos sistemas, uma vez qu se trata de uma questão de imple-
mentação para a indústria de telecomunicações. Desta forma, muitos algoritmos para escalonamentos
de dados tem sido propostos no meio acadêmico e profissional cm o objetivo de melhorar a QoS dos
sistemas. A seguir são detalhados alguns destes algoritmosde escalonamento de dados adotados neste
trabalho.
3.2.1 Prioritário (Pr)
O escalonamento com prioridade atende aos pacotes de acordocom as prioridades atribuídas aos
mesmos. Estas prioridades são associadas aos pacotes em algum determinado momento antes destes
chegarem ao servidor do sistema. Neste esquema os pacotes dafila de menor prioridade somente são
atendidos após os pacotes da fila de maior prioridade serem atendidos primeiro.
3.2.2 Maximum Carrier Interference(Max C/I)
No esquema de atendimento Max C/I, a cadatime sloté atendido o usuário com a maior taxa de
dados instantânea. Esta característica do escalonador assegura ao sistema móvel altas taxas de vazão
de dados uma vez que são atendidos os usuários em melhores condições de canal. Por outro lado,
os usuários em piores condições de canal como, por exemplo, os que estão na borda da célula são
penalizados com maiores atrasos e indisponibilidade de serviço.
3.2.3 Deficit Round Robin(DRR)
O escalonador de dados DRR atribui a cada fila de pacotes, ou seja, a cada fluxo de dados, uma
largura de banda diferenciada. Cada fluxo de dados pode possuir um saldo diferenciado, isto é, de
tamanhos distintos na qual determina a quantidade de bits a serem transmitidos a cada rodada. Este
saldo é zerado no momento em que não houver mais pacotes na filaem questão. A cada rodada é
atribuído um quantum com valor fixo para cada saldo do fluxo de da os. Os pacotes do fluxo dados
ativo no momento do escalonamento são transmitidos pelo sistema enquanto houver saldo suficiente
para transmiti-los. Quando um pacote é liberado, o saldo da fila é reduzido de forma equivalente.
Caso o saldo não seja utilizado em uma rodada é acumulado paraa rod da seguinte. Desta forma,
os saldos são monitorados e os fluxos de dados desfavorecidosm uma rodada são compensados na
próxima rodada.
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Exemplo DRR
No exemplo a seguir é aplicado o escalonamento DRR para duas filas de pacotes, ou seja, dois
fluxos de dados. Cada fila possui seus próprios quantum e saldop ra a transmissão de pacotes. Na
primeira rodada são atribuídos os quantuns 6.000 bits e 9.500 bits respectivamente às filas 1 e 2. O
primeiro pacote da fila 1 não é transmitido na primeira rodada, pois, o saldo da fila 1 neste momento
é insuficiente para transmitir o pacote. Desta forma, o saldoda fila 1 é acumulado para a próxima
rodada. No caso da fila 2 ainda na primeira rodada ocorre a transmissão dos dois primeiros pacotes
de 4.608 bits uma vez que o saldo era de 9.500 bits. Em razão da transmissão destes dois pacotes o
saldo da fila 2 ao final da primeira rodada ficou com valor remanescente de 284 bits. As Figuras 3.1

























Fig. 3.2: Rodada 1b - DRR
Na segunda rodada novamente o quantum é adicionado aos saldod s filas 1 e 2. Na fila 1 após
a verificação do saldo o pacote de 12.000 bits é transmitido e osaldo zerado. Na outra fila não é
transmitido nenhum pacote na segunda rodada devido ao comprimento do próximo pacote ser de
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Fig. 3.4: Rodada 2b - DRR
Na terceira rodada após a atualização dos saldos das filas somente o pacote de 12.000 bits da fila
2 é transmitido uma vez que havia saldo suficiente para a sua transmissão. Após a transmissão do
último pacote da fila 2 o saldo é zerado enquanto na fila 1 o saldoé acumulado para a próxima rodada.
As Figuras 3.5 e 3.6 exibem a terceira rodada.
Finalmente, na quarta e última rodada somente a primeira filapermanece ativa, pois, ainda há um
pacote a ser transmitido. Após a atualização do saldo o pacote de 12.000 bits é transmitido e o saldo
zerado. A Figura 3.7 ilustra a rodada final. Todo o escalonameto de pacotes reinicia-se novamente a
partir do momento em que houver pacotes em alguma das filas do si tema.
3.2.4 Proportional Fair (PF)
O escalonador PF provê um bom balanceamento entre a vazão e a eqüid de dos seus usuários.
Neste método, o usuário com a maior razão entre a taxa de dadosinstantânea e a taxa média de dados
































Fig. 3.7: Rodada 4 - DRR
transmitidos é selecionado para a transmissão. Por meio deste esquema todos os usuários possuem
probabilidades iguais de atendimento mesmo que cada usuário tenha diferentes condições de canal.
A Equação 3.1 mostra o cálculo da razão do escalonador PF onde(i) denota o usuário,R_inst(i) a
taxa de dados instantânea do usuário i eR_media(i) a vazão média do usuário i. Ambas as taxas
instantânea e média são determinadas dinamicamente durante as simulações.





3.2.5 Priority Proportional Fair (Pr/PF)
O escalonador híbrido Pr/PF proposto neste estudo combina oescalonador prioritário com o PF.
Neste esquema os pacotes com prioridades mais altas Pr1 (Prioridade 1) e Pr2 são atendidos primeiro
enquanto os pacotes Pr3 e Pr4 são atendidos conforme o escalonador PF. Esta divisão dos pacotes em
quatro prioridades está em concordância com a arquitetura DiffServ, em que os usuários de serviços
podem ser classificados de acordo com a qualidade de serviço (QoS) ouro, prata, bronze ou o melhor
esforço. A Figura 3.8 mostra o escalonador proposto Pr/PF. Desta forma, esta estratégia contempla
os usuários que requerem atendimento diferenciado e dispõem a pagar mais pelo serviço e também

















Fig. 3.8: Escalonador de dados Pr/PF
3.3 Plataforma de Simulação
3.3.1 Fonte de Tráfego HTTP
A maior parte dos estudos de modelagem de tráfego HTTP baseia-se em modelos matemáticos
complexos de tráfego auto-similar o que dificulta a análise dos resultados provenientes destes modelos
quando aplicados aos sistemas móveis. Neste estudo, é adotado o modelo de tráfego HTTP proposto
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em [10] em que toda a modelagem é direcionada à aplicação em siste as móveis, neste caso o modelo
é aplicado ao sistema CDMA 1xEV-DV. Assim, através deste modelo e fontes de tráfego HTTP
espera-se facilitar a análise dos resultados obtidos nas simulações dos sistemas móveis CDMA 1xEV-
DO RA, UMTS/HSDPA e WiMAX.
O tráfego HTTP representa mais de 70% do total de tráfego na internet segundo estimativas do
estudo [57]. Desta forma, torna-se de relevada importânciaa escolha de um modelo preciso desta
importante fonte de tráfego, pois, além de simular o desempenho de novos sistemas também auxilia
na escolha da melhor alternativa de projeto, isto é, qual imple entação de projeto trará os melhores
resultados sob o ponto de vista do tráfego HTTP.
Modelo TCP
Com o objetivo de representar de forma mais precisa o tráfegod dados, o protocolo TCP é
considerado no modelo de fontes de tráfego HTTP. O protocoloTCP (Transmission Control Protocol)
assim como o protocolo UDP são utilizados como protocolos dacamada de transporte das redes IP.
Porém, neste modelo é considerado somente o protocolo TCP como protocolo de transporte.
O estabelecimento de conexões TCP e o encerramento de conexões TCP obedecem ao mecanis-
mo three-way handshakedescrito na Figura 3.9. A quantidade de dados que pode ser enviada sem
receber mensagens ACK é determinada pelo tamanho da janela de congestionamento. Após o es-
tabelecimento completo da conexão, a transferência de dados inicia-se no modo partida lenta com
tamanho inicial da janela de congestionamento igual a um segento. O tamanho da janela de conges-
tionamento é acrescido em um segmento a cada mensagem ACK recebida pelo remetente. Isto resulta
em um crescimento exponencial da janela de congestionamento. Este processo é ilustrado pela Figura
3.10.
O tempo total (round-trip time) gasto pelos segmentos TCP nos sistemas CDMA 1xEV-DO RA,
UMTS/HSDPA e WiMAX é dado pela seguinte expressão 3.2:
τrt = τc + τ1 (3.2)
Onde:
τc representa a soma dos seguintes tempos: o tempo levado por umpacote ACK propagar do
cliente para o servidor, mais o tempo de processamento destepacote pelo servidor e o tempo gasto
pelo segmento de dado TCP propagar do servidor para a ERB representada na Figura 3.10 como
roteador.
τ1 representa o tempo de transmissão de um segmento de dados TCPda ERB para o dispositivo
móvel por meio da interface aérea.















Fig. 3.9: Segmentos de Controle em uma Conexão TCP[10]
Neste modelo TCP,τc é representado por uma variável aleatória distribuída exponencialmente
com média de 50 ms enquantoτ1 é modelado por uma variável determinística definida dinamicente
pelas taxas de transmissões de dados presentes nas Tabelas 2.1, 2.2 e 2.3.
Conforme pode ser observado na Figura 3.10 durante o processo d partida lenta para cada pacote
ACK recebido pelo servidor são gerados dois segmentos de dados e estes são enviados de volta a
ERB. Assim, na estação base, após um pacote ter sido transmitido com sucesso, dois segmentos de
dados vão chegar de volta após um intervaloτc em resposta ao pacote transmitido. Baseado nesta
observação, o processo de chegada de pacotes na ERB para odownl adde um objeto é ilustrado pela
Figura 3.11. Este processo é descrito pelo algoritmo de passos baixo.
1. Seja S o tamanho do objeto dado embytese W o tamanho inicial da janela de congestionamento
TCP. Calcula-se o número de pacotes do objeto,N = ⌈S/(MTU − 40)⌉.
2. Se N>W, então W pacotes são colocados na fila para transmissão; caso contrário, todos os
pacotes do objeto são colocados na fila para transmissão de acordo com a ordem de chegada.
Seja P o número de pacotes restantes para serem transmitidos. Se P == 0, vá para o passo 6.
3. Aguarde a transmissão de um pacote do objeto sobre a interface aérea.
4. Escalone a chegada dos próximos dois pacotes (ou último pacote se P == 1) do objeto após um
intervalo de tempoτc. Se P == 1, então P = 0, senão P = P - 1.
5. Se P > 0 vá para o passo 3.
6. MantenhaPW = N + W , como o tamanho da janela de congestionamento para ser utilizado
pelas conexões TCP persistentes.

































































Figure 2.1.3.1-2 TCP Flow Control During Slow-Start; l = Transmission Time over the 
Access Link; rt = Roundtrip Time 
 
Fig. 3.10: Controle de Fluxo TCP Durante a Partida Lenta[10]
7. Retorne.
Os segmentos de dados TCP possuem unidade máxima de transferência MTU (Maximum Trans-
mission Unit) de 1.500bytesou de 576bytes. Estes segmentos apresentampayloads, ou seja, carga
útil de 1.460bytesou 536bytesconsiderado segmentos com MTU de 1.500bytese 576bytesrespec-
tivamente, identificados em [10] como MTU-40. Os outros 40bytesde cada MTU são destinados a
códigos de redundância e cabeçalhos TCP e PPP. Desta forma, os segmentos de dados TCP possuem
umoverheadpercentual de 2,7% para um MTU de 1.500bytese 7% para um MTU de 576bytes.
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Figure 2.1.3.1-3 Packet Arrival Process at the Base Station for the Download of an 
Object Using TCP; PW = the Size of the TCP Congestion Window at the End of 
Transfer of the Object; Tc= c (Described in Figure 2.1.3.1-2) 
Fig. 3.11: Processo de Chegada de Pacotes na ERB paraDownloadde um Objeto Via TCP[10]
Modelo HTTP
Características do Modelo de Tráfego HTTP
A Figura 3.12 mostra o traçado de pacotes de uma típica seção dnavegação web. Esta seção
caracteriza-se por apresentar períodosON/OFF, isto é, períodos dedownloadsde páginas web e
períodos de tempo de leitura destas páginas web. Esta divisão em períodosON/OFFdo tráfego HTTP
é resultado da interação homem máquina. Além disso, outra característica importante do tráfego web
é a auto-similaridade, isto é, estatísticas similares em diferentes escalas de tempo [10].








Fig. 3.12: Seção de Navegação Web[10]
Uma página web é composta por um único objeto principal e vários objetos embutidos. Ini-
cialmente, o navegador busca o objeto principal da página HTML (Hyper Text Markup Language)
usando uma requisição HTTP GET. Após receber o objeto princial, o navegador determina olayout
da página web para introduzir objetos embutidos como, por exemplo, as figuras, os botões entre ou-
tros objetos. O tempo gasto para a determinação dolayoutda página web é chamado tempoparsing.
Em seguida, o navegador baixa os objetos embutidos e o usuário inicia a leitura desta página web. A
busca e odownloaddos objetos principal e embutidos são representados pelo períodoON enquanto
o tempo de leitura desta página web e o tempoparsingrepresentam o períodoOFF. A Figura 3.13
mostra o objeto principal e seus respectivos objetos embutidos da página web do jornalWall Street.
Na Figura 3.14 é feita uma comparação do modelo HTTP utilizado neste estudo com os modelos
de referência OSI e TCP/IP. Pode-se observar pela figura que apágina web e seus objetos principais
e embutidos representam a camada de aplicação do modelo OSI.A camada de transporte é repre-
sentada pelo TCP no modelo HTTP, onde os mecanismos de sincronismo e controle de pacotes são
implementados. Na camada de rede, os objetos principais e embutidos são segmentados em pacotes
IP de 1.500bytese de 576bytes. Por fim, a camada de interface de rede representa a interfaceaérea
dos sistemas CDMA 1xEV-DO RA, UMTS/HSDPA ou WiMAX.
As características do tráfego de pacotes dependem da versãodo pr tocolo HTTP utilizado pelos
servidores e navegadores web. Atualmente, as duas versões do protocolo HTTP mais utilizadas pela
maioria dos servidores e navegadores são: o HTTP/1.0 e o HTTP/1.1. Estas duas versões diferenciam-
se pela forma como usam as conexões TCP para transferir os objetos principais e embutidos.
No HTTP/1.0, para cadadownloadde objeto principal ou embutido de uma página web é usada
uma conexão TCP diferente. Esta versão também conhecida como HTTP/1.0-burst mode transferé
a mais popular entre os navegadores web. O número máximo de conexões TCP simultâneas permi-
tidas, N, é configurável, porém, a maioria dos navegadores pemite até 4 conexões TCP simultâneas.
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Fig. 3.14: Comparativo Modelo Referência OSI
Se houver mais objetos embutidos do que N conexões TCP simultâneas, uma nova conexão TCP é
inicializada somente quando uma conexão TCP existente é fechada.
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No HTTP/1.1, também conhecido comoHTTP/1.1-persistent mode transfersão utilizadas conexões
TCP persistentes em que os objetos são baixados serialmentepor meio de uma única conexão TCP.
Parâmetros do Modelo de Tráfego HTTP
As distribuições dos parâmetros do modelo de tráfego HTTP foram baseadas em uma pesquisa
rigorosa na literatura e propostas em [10]. Os parâmetros seguem as distribuições de probabilidade
lognormal, pareto e exponencial conforme apresentado na Tabela 3.1.
Tab. 3.1: Parâmetros do Modelo de Tráfego HTTP
Parâmetros Média Mínimo Máximo Distribuição
Tamanho Principal 10710 bytes 100 bytes 2 Mbytes Lognormal Truncada
do Objeto Embutido 7758 bytes 50 bytes 2 Mbytes Lognormal Truncada
Nº de Objetos Embutidos p/pág. (No) 5,64 53 Pareto Truncada
Tempo de Leitura (TL) 30 s Exponencial
TempoParsing 0,13 Exponencial
Uma página web é representada por um único objeto principal evários objetos embutidos. O
tamanho do objeto principal segue uma distribuição lognormal truncada com o tamanho mínimo de
100bytes, máximo de 2Megabytese média de 10.710bytescom os parâmetrosσ valendo 1,37 eµ
sendo 8,35 (vide Tabela 3.2). Da mesma forma, os objetos embutidos possuem distribuição lognormal
truncada com tamanho médio de 7.758bytes, mínimo de 50bytese máximo de 2Megabytescom os
parâmetrosσ valendo 2,36 eµ sendo 6,17.
O número de objetos embutidos (No) por página web obedece à distribuição Pareto truncada com
média de 5,64 objetos e máximo de 53 objetos com os parâmetrosk com valor 2,α sendo 1,1 e m
valendo 55.
O tempo de leitura (TL) conforme o próprio nome sugere é o tempo em que o usuário gasta para
fazer a leitura de uma página web entre odownloaddesta página web e odownloadda próxima
página web. Este tempo entre duas requisições de página web édistribuído exponencialmente com
média 30 segundos.
Por fim, o tempoparsingé o tempo gasto para determinar olayoutda página web após a busca
do objeto principal. Este tempo segue uma distribuição exponencial com média 0,13 segundos [57].
Segundo o estudo em [58], a maioria das páginas web é baixada atr vés dos modos HTTP/1.0-
burst ou HTTP/1.1-persistent. As estatísticas apresentadas em vários estudos mostram que a dis-
tribuição de 50%-50% dos modos HTTP/1.0-burste HTTP/1.1-persistentaproxima-se muito do com-
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portamento real do tráfego web na internet. Além disso, baseado m alguns estudos sobre o tamanho
dos pacotes na internet verificou-se que os MTUs de 576bytese 1.500bytesrepresentam a maioria
dos tamanhos dos pacotes IP utilizados na internet. A proporção de 24%-76% dos MTUs 576bytes
e 1.500bytesem conjunto com os segmentos de controle TCP de 40bytesrepresentam com boa pre-
cisão o tamanho dos pacotes IP no enlace direto. Assim, o process de geração de tráfego web pode
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50% 50%





Usando o HTTP/1,1 Persistente
Download dos objetos
Principais e embutidos
Usando o HTTP/1,0 Burst
Fig. 3.15: Modelagem doDownloadde uma Página Web[10]
Tab. 3.2: Funções Densidades das Distribuições
Distribuição PDF Parâmetros
Lognormal Truncada fx = 1√2πσx exp [
−(ln x−µ)2
2σ2
], x ≥ 0 σ, µ
Pareto Truncada fx = αk
α
xα+1




)α, x = m
Exponencial fx = λ exp (−λx), x ≥ 0 λ
A Tabela 3.2 apresenta todas as funções densidades probabilísticas (PDF) utilizadas no modelo
de tráfego HTTP. No entanto, para a geração de números aleatórios com as distribuições lognormal,
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pareto e exponencial foi adotado neste estudo o método da transfo mação inversa em que as dis-
tribuições podem ser invertidas analiticamente com exceção da distribuição lognormal. Este método
foi aplicado em todos os modelos de tráfego estudados. Entreta to, para a geração dos números
aleatórios com as distribuições citadas acima grande partejá estava implementada not olbox statda
ferramenta desoftwareMatlab com exceção da distribuição Pareto obtida em [59].
Modelo de Chegada de Pacotes Para HTTP/1.0-ModoBurst
A Figura 3.16 exibe o fluxograma adotado como modelo de chegada de pacotes para a versão
do protocolo HTTP/1.0-ModoBurst. O modoburst caracteriza-se pelodownloadde até 4 objetos
embutidos simultaneamente.
Modelo de Chegada de Pacotes Para HTTP/1.1-Modo Persistent
A Figura 3.17 ilustra o fluxograma adotado como modelo de chegada de pacotes para a versão
do protocolo HTTP/1.1-Modo Persistente. No modo persistente os objetos embutidos de cada página
web são baixados serialmente um após o outro.
3.3.2 Simulador de Eventos Discretos
A simulação de eventos discretos é uma das mais poderosas ferramentas disponíveis para mode-
lagem e análise de problemas. Esta técnica é aplicada em diversas áreas do conhecimento, entre elas
destaca-se o uso de simuladores de eventos discretos para simul r redes de comunicação de dados.
A simulação é de grande importância em todas áreas em que o número de variáveis aleatórias
torna qualquer modelagem analítica inviável. Após a modelagem e a simulação do sistema em es-
tudo, a simulação permite a avaliação do mesmo e o estudo de configurações alternativas para a
implementação deste sistema. Uma vantagem importante da simulação é a flexibilidade de avaliar
situações, pelo mesmo modelo, pois a avaliação de vários cenários "reais"levaria muito mais tempo e
seria excessivamente dispendiosa.
De uma forma geral, um sistema de eventos discretos pode ser dfinido como um sistema dinâmico
cujas variações de estado são estritamente condicionadas pela ocorrência de eventos. Em vez de fazer
a simulação em tempo real, o programa utiliza o conceito de "tempo simulado"ou "tempo de simu-
lação".
O que caracteriza a simulação de eventos discretos é o fato deo tempo de simulação ser des-
contínuo, isto é, o relógio do sistema é sempre atualizado com o evento que está na iminência de
acontecer. Por exemplo, suponha que um evento e1 ocorreu no instante t1 do tempo simulado e foi
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Figure 2.1.3.2.2.1-1 Download of an Object in HTTP/1.0-Burst Mode 
 
2.1.3.2.2.2 Packet Arrival Model for HTTP/1.1-Persistent Mode  
The download of the web page is modeled as follows: 
1. The main object is transferred using a new TCP connection whose initial window 
size is 1; this TCP connection and its congestion window size is preserved. 
Fig. 3.16:Downloadde um Objeto no Modo HTTP/1.0Burst[10]
sucedido pelo evento e2, o qual oc rreu no instante t2 do tempo simulado. Se não aconteceu nenhum
evento de interesse entre e1 e e2 então o tempo simulado puloude t1 diretamente para t2.
A ocorrência de eventos determina as mudanças de estado no simulador. Cada evento está asso-
ciado a um tempo simulado. Os eve tos que ai da não foram tratados pelo simula or (ou, em outras
palavras, que ainda não aconteceram no tempo simulado) são mantidos numa fila denominada fila de
eventos.
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Complete transfer of the i-th  object of size S bytes with initial
TCP window size W=m (using the flowchart of Figure 2.1.3.1-3)
Complete transmission of a 40-byte control segment
Wait Tc
Complete transmission of a 40-byte control packets
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i=1;
i < Nd ? i=i+1
m = PW (returned by TCP transfer process)
Transmit  a 40-byte SYN+ACK segment
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TCP window size W=1(using the flow-chart of Figure 2.1.3.1-3);









m = PW (returned by TCP transfer process);
 
Figure 2.1.3.2.2.2-1 Download of Objects in HTTP/1.1-Persistent Mode
 
Fig. 3.17:Downloadde um Objeto no Modo HTTP/1.1 Persistente[10]
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Segundo [60], um bom modelo de simulação de eventos discretod ve possuir certas caracterís-
ticas, como ser válido no sentido de representar satisfatoriamente a realidade e de incluir no mínimo
somente os elementos que influenciam no problema a ser solucionado.
Aplicação em Redes de Comunicação de Dados
Neste estudo, os eventos de chegada de pacotes são gerados pel s font s de tráfego HTTP pro-
postas em [10] ou pelas fontes de tráfego segundo o processo dP isson. Os eventos de chegada de
pacotes destas fontes de tráfego são ordenados numa lista deeventos de chegada antes de serem pro-
cessados pelo simulador de eventos discretos de acordo com omodelo de simulação implementado
neste trabalho.
Após isto, para cada evento de chegada de pacote processado pelo simulador é gerado um evento
de saída de pacote. O agendamento dos eventos de chegada e saíde pacotes pelo escalonador do
simulador é dado pela ordem temporal dos eventos, ou seja, sempre é escalonado o evento que ocorrer
primeiro. Nos eventos de chegada e saída de pacotes são coletadas statísticas sobre os eventos. Ao
final da simulação, são gerados relatórios sobre os eventos processados pelo simulador.
Além dos agendamentos de eventos de chegada e saída do simulador que correspondem à estru-
tura interna de implementação de um simulador de eventos discreto , há também o escalonamento
de pacotes presente nos sistemas móveis CDMA 1xEV-DO RA, UMTS/HSDPA e WiMAX. Este
escalonamento de pacotes nos sistemas móveis é um dos objetos de estudo desta tese em que são
avaliados os algoritmos de escalonamento de dados apresentados a seção 3.2 deste capítulo.
O modelo básico de simulação dos sistemas CDMA 1xEV-DO RA, UMTS/HSDPA e WiMAX
está estruturado da seguinte forma: no caso das fontes HTTP,o tráfego gerado pelos usuários que
navegam na web passam por uma rede núcleo na qual esta direciona ste tráfego à ERB destino.
Por fim, esta ERB transmite este tráfego sobre a interface aérea e finalmente cada terminal recebe os
dados a ele direcionados.
Assim, este modelo simplificado de simulação de apenas um único sistema móvel é ilustrado
pela Figura 3.18. Neste modelo, todo o tráfego proveniente da r e núcleo é atendido por um único
servidor (ERB) com quatro filas de prioridades em concordância com a arquitetura DiffServ. O
servidor realiza o atendimento dos pacotes com taxas de dados v riáveis de acordo com as condições
de canal em determinado instante de tempo. Maiores detalhessobre outros modelos de simulação de
rede utilizados na avaliação dos algoritmos de escalonamento, handoff horizontal e vertical podem
ser conferidos nas próximas seções deste capítulo e também nos Capítulos 4 e 5 respectivamente.
A base do simulador de eventos discretos utilizado ao longo deste trabalho está estruturado sob
dois procedimentos principais: o de chegada de pacotes e o desaí a de pacotes. De acordo com
a implementação do simulador de eventos discretos um dos dois pr cedimentos é escalonado de






















Fig. 3.18: Modelo de Simulação de Redes Básico
acordo com a iminência do evento, isto é, entre dois eventos quai uer de chegada ou saída é sempre
escalonado o que acontecer primeiro.
No procedimento de chegadas de pacotes o primeiro passo é verificar se o servidor, ou neste caso,
a própria ERB está livre ou ocupada naquele instante de tempo. Se estiver livre transmite o pacote,
acumulam-se estatísticas, calcula-se o tempo de serviço para pacote em questão e muda-se o estado
do servidor para ocupado. Caso contrário, se houver espaço no buffer o pacote é armazenado no
bufferpara ser atendido posteriormente. De outra forma, o pacote édescartado.
Para o procedimento de saída de pacotes é verificado primeiramente se há pacote nobuffer. Em
caso afirmativo, calcula-se o tempo de espera nobuffer, o tempo de serviço deste pacote, acumula-se
estatísticas, muda-se o estado do servidor para ocupado e atualiz -se o ponteiro da fila para próximo
pacote da fila, caso haja mais pacotes na fila. Porém, se obuffer estiver vazio muda-se o estado do
servidor para livre.
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Procedimento de Evento de Chegada
Definir o tempo do próximo evento de chegada
Seo servidor está Ocupadoentão{
Sea fila está cheiaentão{
Descartar o pacote
}
Somar um ao número de pacotes na fila
Armazenar o instante de chegada deste pacote
}
Senão{ /* realiza o atendimento do pacote */
Definir a espera do pacote na fila como sendo "0"
Acumular estatísticas
Somar 1 ao contador de pacotes atendidos
Mudar o estado do servidor para ocupado




Procedimento de Evento de Saída
Sea fila esta vaziaentão{
Mudar o estado do servidor para livre
}
Senão{ /* selecionar um pacote da fila para execução */
Subtrair 1 do contador de pacotes na fila
Calcular o tempo de espera em fila do pacote
Calcular o tempo de serviço do pacote
Acumular estatísticas
Mudar o estado do servidor para ocupado
Somar 1 ao contador de pacotes atendidos
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Por fim, em todos os sistemas móveis avaliados os resultados das imulações computacionais
são obtidos através da captação de 10 amostras de 300.000 pacotes. Em cada amostra os primeiros
100.000 pacotes são descartados, pois, ainda encontram-seno período transitório em que os resultados
não estão estáveis. Finalmente, calcula-se a média, o desvio padrão e o intervalo de confiança destas
10 amostras de 200.000 pacotes o que perfaz um total de 2.000.00 de pacotes avaliados.
3.4 Avaliação dos Algoritmos de Escalonamento no Sistema UMTS/
HSDPA
3.4.1 Modelo de Simulação
Neste estudo, o desempenho do enlace direto do sistema UMTS/HSDPA é avaliado por meio de
simulações feitas em Matlab. O padrão definido pelo 3GPP não especifica o escalonador de dados a
ser adotado neste sistema [15]. Assim, neste trabalho os escalonadores de dados Pr e PF são avaliados
e comparados com a nova proposta de escalonamento híbrido Pr/PF a fim de verificar a possibilidade
de melhoria e garantia de QoS.
Modelo UMTS/HSDPA
No modelo do sistema UMTS/HSDPA os pacotes chegam ao sistemad acordo com processo
de Poisson. A parte em estudo do sistema UMTS/HSDPA é mostrada n Figura 3.19a. Os pacotes
gerados pela rede núcleo são enviados até o Nó B onde podem seratendidos ou permanecer numa fila
de espera enquanto aguardam o seu atendimento ou ainda seremdescartados caso obuffertransborde.
O servidor UMTS/HSDPA segue um dos esquemas de escalonamento avaliados: Pr, PF ou Pr/PF.
Os pacotes são atendidos, ou seja, transmitidos de acordo com a Tabela 2.2 e também conforme a
condição do canal no momento do atendimento. O número de TTIsutilizados para transmitir um
pacote varia de acordo com a taxa de dados. Além disso, neste modelo de sistema pode haver várias
filas infinitas ou finitas de acordo com o cenário avaliado. Assim, o modelo do enlace direto do
sistema UMTS/HSDPA pode ser representado conforme a Figura3.19b.
A suposição de fonte poissoniana é baseada em recentes medições experimentais [61] na qual
constataram que num ambiente de tráfego altamente agregado, o tráfego de entrada das redes atuais
pode ser modelado conforme a distribuição de Poisson numa pequena escala de tempo. Assim, o
modelo de fonte de tráfego poissoniana é utilizado neste estudo.
As seguintes suposições são adotadas. No caso dos escalonadores Pr e Pr/PF em algum momento
são associadas prioridades aos pacotes antes deles chegarem ao s rvidor para serem atendidos. O





















Fig. 3.19: Modelo UMTS/HSDPA
escalonador Pr utiliza o esquema de prioridade sem preempção. Os pacotes da fila de menor pri-
oridade somente são atendidos após o atendimento de todos ospacotes da fila de maior prioridade.
O buffer de cada fila pode ter tamanho infinito ou finito. No esquema PF ospacotes são atendidos
de acordo com a maior razão da taxa de dados instantânea pela txa média de dados. Por fim, para
escalonador Pr/PF é concedido um atendimento diferenciadop ra os usuários com prioridades mais
altas e um atendimento mais uniforme segundo o esquema PF aosoutr usuários com prioridades
inferiores.
As métricas de QoS avaliadas neste estudo são: a vazão, o atras médio dos pacotes e o percentual
de perda de pacotes, todas em função da carga de tráfego. Paraa simulação do sistema foi utilizada a
ferramenta de software Matlab.
As classes de coberturas adotadas estão distribuídas conforme a estimativa mostrada na Tabela
3.3. Os valores determinísticos, ou seja, fixos utilizados na distribuição de probabilidade da cober-
tura (PCobertura) não são dados reais, mas são apenas estimativas que consideram porcentagens de
tráfegos maiores nas taxas intermediárias e porcentagens menores nas taxas altas ou baixas.
3.4.2 Cenário de Avaliação de Desempenho
O cenário em estudo consiste em avaliar os escalonadores de dados Pr, PF e Pr/PF face à asso-
ciação de prioridades 1, 2, 3 e 4 aos pacotes no sistema UMTS/HSDPA, isto é, da prioridade mais
alta 1 a prioridade mais baixa 4. Através desta diferenciação é aberta a possibilidade de análise dos
benefícios proporcionados pelos escalonadores de dados aos seus usuários.
A Tabela 3.4 exibe a distribuição de prioridades (Pp) dos tráfegos poissonianos e o número de
posições disponíveis nobufferspara cada prioridade de tráfego quando estes possuírem tamanhos
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Tab. 3.3: Distribuição de probabilidade pela taxa de dados













finitos. No caso dosbuffersinfinitos a mesma distribuição de probabilidade das prioridades foi ado-
tada durante as simulações.
Tab. 3.4: Cenário de Avaliação UMTS/HSDPA





Neste cenário são avaliadas as métricas de QoS em função da ocup ção do enlace variando de
20% a 80%. Além disso, os impactos com relação ao uso debuff rsfinito e infinito são apresentados
na subseção 3.4.3.
3.4.3 Análise dos Resultados
Os resultados foram obtidos por simulações computacionaise estão apresentados nos gráficos a
seguir. As legendas destes gráficos estão dispostas na mesmaordem das curvas de dados para facilitar
a leitura. As simulações computacionais apresentam em geral um desvio padrão de 3,21% do valor
da média enquanto o intervalo de confiança de 95% apresenta 1,98% do valor da média.
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As siglas BI e BF referem-se à limitação dosbufferssendobuffer infinito e bufferfinito, respec-
tivamente. As siglas PrX, PFX e Pr/PFX identificam o escalonad r Pr, PF ou Pr/PF utilizado na
avaliação do sistema UMTS/HSDPA. Além disso, o identificador X usado no final de cada sigla dos
escalonadores de dados representa a prioridade de cada tráfego variando de 1 a 4, isto é, da prioridade
mais alta para a prioridade mais baixa.
A Figura 3.20 mostra a vazão do sistema UMTS/HSDPA para os diversos escalonadores de dados
avaliados considerando-se apenas os usuários com prioridades 1 e 4. Nesta figura, a análise é feita
levando-se em conta apenas osbuffersinfinitos. Como podem ser observadas, as vazões dos diversos
escalonadores avaliados são muito semelhantes tanto para os usuários de prioridade 1 na qual varia de
65 kbps até 260 kbps como para os usuários de prioridade 4 variando de 228 kbps até 910 kbps. Os
usuários de prioridade 4 apresentam vazões superiores quando comparados aos usuários de prioridade
1. Este comportamento é resultante da maior proporção do tráfego de pacotes de prioridade 4 que
chegam ao sistema UMTS/HSDPA.


























Fig. 3.20: Vazão do sistema UMTS/HSDPA sob diversos escalonad res
Com relação ao atraso médio do sistema UMTS/HSDPA, a Figura 3.21 mostra a comparação entre
os escalonadores de dados. A estratégia híbrida Pr/PF1 obtém praticamente os mesmos atrasos do es-
quema Pr1 durante a variação da ocupação do enlace, ou seja, oescal nador Pr/PF proporcionou aos
usuários de prioridade 1 a mesma QoS obtida pelo esquema prioritário. Por outro lado, quando avali-
ados os usuários de prioridade 4 o esquema PF4 apresenta os menores atrasos enquanto o escalonador
híbrido Pr/PF4 possui melhor desempenho em relação ao esquema Pr4.
A Figura 3.22 exibe o atraso médio dos usuários de prioridade4 em função das condições de
buffersBI e BF. As linhas tracejadas na figura identificam os escalonad res combuffersfinitos. Nota-
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Fig. 3.21: Atraso médio do sistema UMTS/HSDPA sob diversos ecalonadores
se que conforme se aumenta a ocupação do enlace do sistema UMTS/HSDPA maiores são as diferen-
ças entre BI e BF. O escalonador Pr4 apresenta o maior ganho quando adotado BF uma vez que para
uma ocupação de 80% o atraso reduz de 15 ms para 9,5 ms. O menor ganh é observado na estratégia
PF4 em que para a mesma ocupação de 80% do enlace o atraso sofreuma dução de 6,1 ms para
4,9 ms. No caso do escalonamento híbrido é verificado uma redução de 9,3 ms para 7,24 ms para
a mesma ocupação do enlace. A aparente melhora de desempenhocom índices reduzidos de atraso
quando utilizado BF está condicionada a descartes pacotes Pr4 como contrapartida.
Por fim, o percentual de descarte referente a cada escalonador de ados avaliado é mostrado pela
Figura 3.23. O descarte mais significativo de pacotes ocorrequando há uma ocupação do enlace
superior a 40%. Os esquemas Pr1 e o escalonador híbrido Pr/PF1 apresentam ínfimos índices de
descarte em torno de 0,02% mesmo para uma ocupação de 80% do enlace. Estes índices são decor-
rentes do atendimento diferenciado conferido aos usuárioscom prioridades mais altas. Por outro lado,
para estes mesmos usuários de alta prioridade o escalonadorPF1 apresenta percentuais de descarte
de 0,30%. No caso dos usuários de baixa prioridade acontece uma inversão de posições. Neste
caso, o escalonador PF4 apresenta os menores índices de descarte comparado aos outros esquemas
de escalonamento.
Assim, a diferenciação de tráfego, por meio de prioridades atribuídas aos pacotes, o escalona-
dor de dados híbrido Pr/PF apresentou desempenho semelhante aos obtidos pelo esquema prioritário
para os usuários com prioridades 1 e 2. Além disso, o esquema Pr/PF mostrou-se mais justo do
que esquema Pr quando comparado às medidas de desempenho dosusuários de prioridade 4. Entre-
tanto, o melhor esquema de atendimento para os usuários com baixas prioridades demonstrou ser o
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Fig. 3.22: Atraso médio Pr4 do sistema UMTS/HSDPA sob diferentes estratégias para a limitação do
buffer
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Fig. 3.23: Percentual de perda do sistema UMTS/HSDPA sob diversos escalonadores
escalonador PF em que é realizado um atendimento justo a todos os usuários independente das suas
prioridades.
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3.5 Avaliação dos Algoritmos de Escalonamento no Sistema WiMAX
3.5.1 Modelo de Simulação
Na Figura 3.24a é mostrada a parte do sistema WiMAX em estudo na qual se compreende a rede
núcleo e a ERB. Os pacotes IP gerados pelo tráfego das aplicações web alcançam a rede núcleo e
esta por sua vez os enviam para obuffer da ERB. Neste ponto os pacotes são divididos em quatro
filas (UGS, rtPS, nrtPS e BE) de acordo com as prioridades dos pacotes e ficam aguardando na fila
até serem atendidos. Os pacotes IP (1.500bytese 576bytes) podem ser eventualmente segmentados
em vários pacotes da camada física do sistema WiMAX para poderem ser totalmente transmitidos.
Assim, o modelo de simulação do enlace direto do sistema WiMAX pode ser representado conforme





















Fig. 3.24: Modelo de Simulação WiMAX
As seguintes suposições são adotadas. Os pacotes IP geradospelas fontes HTTP propostas em
[10] são classificados em quatro tipos de serviços definidos na arquitetura de QoS WiMAX, isto é, os
serviços UGS, rtPS, nrtPS e BE. O escalonador de dados utiliza os algoritmos PF [27], Max C/I [19]
ou o algoritmo Pr/PF proposto em [43]. Obuffer de cada fila tem tamanho finito. Os tamanhos das
filas são definidos na subseção 3.5.2. Umslot WiMAX compreende 48 subportadoras de dados e 24
subportadoras piloto em 3 símbolos OFDM de acordo com [5]. Assim, considera-se um total de 16
slotsem um quadro WiMAX na qual pode ser dividido na proporçãoDownLink/UpLink(DL/UL) de
3:1 no esquema MIMO 2x2, isto é, 1slot deoverhead, 3 slotspara o UL e 12slotspara o DL.
Na Tabela 3.5 é mostrada a distribuição das taxas de dados adotad nesta simulação. A dis-
tribuição adotada é hipotética e é considerada uma vazão de dados concentrada em 12,67 Mbps.
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3.5.2 Cenário de Avaliação de Desempenho
O cenário avaliado consiste em aumentar o número de fontes HTTP variando de 152 (20% de
ocupação de enlace) até 675 (80% de ocupação de enlace) conforme exibido na Tabela 3.6. O número
de fontes HTTP foi obtido através de estimativas baseadas emsimulações computacionais. Vários
escalonadores de dados são utilizados a fim de avaliar qual escalonador PF, Max C/I e Pr/PF garante
a melhor QoS para seus usuários. No escalonador Pr/PF o serviço UGS possui a prioridade mais
alta seguido do serviço rtPS com a segunda prioridade mais alt enquanto os outros serviços nrtPS e
BE são atendidos de acordo com escalonador PF. O comportamento do sistema WiMAX é analisado
através de duas filas finitas: uma com tamanho pequeno de 10 pacotes e outra com tamanho grande
de 100 pacotes. A distribuição de probabilidade, a proporção de tráfego, e os tamanhos dosbuffers
adotados neste estudo são exibidos na Tabela 3.7.
Tab. 3.6: Cenário de Avaliação WiMAX





As métricas de QoS consideradas neste estudo são: atraso médio dos pacotes, a vazão de dados e
o percentual de perda, todos em função da carga de tráfego.
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Tab. 3.7: Proporção de Serviços x Tamanho doBuffer
Prioridade Proporção Buffer1 Buffer2
UGS 10% 1 10
rtPS 25% 3 25
nrtPS 30% 3 30
BE 35% 3 35
Total 100% 10 100
3.5.3 Análise dos Resultados
Os resultados obtidos através de simulações estão organizados e apresentados em gráficos. Nestes
gráficos o acrônimo BX representa obuffer finito 1 ou 2. Obuffer 1 é ilustrado como uma linha
contínua enquanto obuffer2 como linha tracejada. Além disso, os acrônimos PFX, MaxCIXe Pr/PFX
referem-se aos escalonadores PF, Max C/I e Pr/PF, e X representa o nível de prioridade. O nível 1 é
a prioridade mais alta, isto é, o tráfego gerado pelo serviçoUGS. Por outro lado, o nível 4 representa
a prioridade mais baixa, ou seja, o serviço de melhor esforçoe assim por diante. As simulações
computacionais apresentam um desvio padrão de 3,32% do valor da média enquanto o intervalo de
confiança de 95% apresenta 2,06% do valor da média.
As vazões dos usuários Pr1 e Pr4 apresentam o mesmo comportamento para todos os escalona-
dores avaliados conforme mostrado nas Figuras 3.25 e 3.26. As vazões de dados são normalmente
maiores quando utilizado obuffer2 com capacidade de 100 pacotes IP e menores quando utilizadoo
buffer1 com capacidade de 10 pacotes IP, pois, ao utilizar obuffer2 há menos descartes de pacotes
enquanto nobuffer1 ocorre o inverso com mais pacotes descartados. Em relação ao comportamento
das vazões, os escalonadores PF, Max C/I e Pr/PF apresentaram pouca influência sob as mesmas em
relação aos usuários com prioridade 1 ou 4. Entretanto, é possível notar uma pequena vantagem
do escalonador Pr/PF1 na Figura 3.25 devido à prioridade absoluta dos usuários. Na outra Figura
3.26 pode ser observado o melhor desempenho dos usuários PF4em razão do escalonador PF dire-
cionar mais recursos aos usuários com baixa prioridade. Os outros usuários Pr2 e Pr3 apresentam
desempenhos similares.
A Figura 3.27 ilustra o atraso médio dos usuários Pr1 em função da ocupação do enlace variando
de 20% até 80%. Conforme pode ser observado nesta figura os atrasos obtidos pelo o escalonador
Pr/PF1 são muito pequenos e independente do esquema debufferadotado devido a prioridade absoluta
dos usuários Pr1. O escalonador Max C/I apresenta um desempenho intermediário com atrasos entre
0,16 ms e 1,9 ms. O escalonador PF1 apresenta o pior desempenho com atraso máximo de 2,5 ms em
razão do escalonador tentar manter a eqüidade entre os usuários.
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Fig. 3.25: Vazão Pr1 no Sistema WiMAX em Função da Ocupação doEnlace
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Fig. 3.26: Vazão Pr4 no Sistema WiMAX em Função da Ocupação doEnlace
Na Figura 3.28 é apresentado atraso médio dos usuários Pr2 emfunção da ocupação do enlace. O
comportamento da curva de dados é similar a Figura 3.27. Contud , devido a prioridade intermediária
dos usuários Pr2 os atrasos médios observados em todos escalonadores aumentaram aproximada-
mente 0,5 ms em relação aos usuários Pr1. O melhor desempenhoestá associado ao escalonador
Pr/PF2 independente do tamanho dobuffer escolhido variando de 0,2 ms até 1 ms. Para os outros
escalonadores quando utilizado obuffer1 o atraso médio é reduzido para o máximo de 2 ms no pior
caso.
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Fig. 3.27: Atraso Médio Pr1 no Sistema WiMAX em Função da Ocupação do Enlace
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Fig. 3.28: Atraso Médio Pr2 no Sistema WiMAX em Função da Ocupação do Enlace
O atraso médio dos usuários Pr3 em função da ocupação do enlace é mostrado na Figura 3.29.
A maioria dos escalonadores de dados avaliados apresentam atrasos médios menores do que 4 ms
para ambos tamanhos debuffer. Todavia, há uma exceção no caso do escalonador Pr/PF3 quando
utilizado o buffer 2 com ocupação de enlace de 60%, pois, neste ponto ocorre uma satur ção do
sistema WiMAX em virtude do excesso de usuários com baixa prioridade. O escalonador Pr/PF3
apresenta o pior desempenho mesmo quando considerado obuffer1 com tamanho reduzido variando
de 0,2 ms até 2,98 ms. Os melhores resultados são obtidos pelos escalonadores Max C/I e PF com
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atraso médio de 3,74 ms.
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Fig. 3.29: Atraso Médio Pr3 no Sistema WiMAX em Função da Ocupação do Enlace
Na Figura 3.30, o atraso médio dos usuários Pr4 é mostrado em função da ocupação do enlace
variando de 20% até 80%. O escalonador Pr/PF4 apresenta a pior média de atraso entre os escalona-
dores avaliados com atrasos variando de 0,2 ms até 12 ms para obuffer 2. No caso dobuffer 1, o
atraso médio é reduzido para a faixa de 0,2 ms até 2,85 ms. Contudo, esta redução está associada
com um alto percentual de perda de pacotes. Em relação aos outr escalonadores PF4 e MaxCI4, os
resultados mostram atrasos tolerantes com no máximo 4 ms no pior caso.
O percentual de perda de pacotes IP dos usuários Pr1 em funçãoocupação do enlace no sistema
WiMAX é mostrado na Figura 3.31. Mais uma vez pode ser observado que o escalonador Pr/PF1
obtém o menor percentual de perda de pacotes IP durante a simulação em razão da alta prioridade
dos seus usuários Pr1. Os outros escalonadores PF1 e MaxCI1 apresentam no máximo 1% de perda
no pior caso. No caso do percentual de perda dobuffer2, as perdas são desprezíveis devido a grande
capacidade dobufferde 100 pacotes IP.
Na Figura 3.32 é exibido o percentual de perda de pacotes dos usuários Pr2 em função da ocu-
pação do enlace. Os percentuais de descarte de pacotes mais altos são os obtidos pelo escalonador
MaxCI2 B1 variando de 0% até 0,87% durante as simulações computacionais. O escalonador PF2
B1 apresenta um desempenho intermediário com máximo de 0,57% de perda no pior caso devido a
boa distribuição de recursos no sistema WiMAX entre os seus us ários. Os melhores resultados são
verificados pelo escalonador Pr/PF2 como resultado da prioridade absoluta dos usuários Pr2 variando
de 0% até 0,08%. Nos outros casos quando é adotado obuffer2 o percentual de perda é insignificante.
O percentual de perda dos usuários Pr3 em função da ocupação do enlace é exibido na Figura 3.33.
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Fig. 3.30: Atraso Médio Pr4 no Sistema WiMAX em Função da Ocupação do Enlace
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Fig. 3.31: Percentual de Perda Pr1 no Sistema WiMAX em Funçãoda Ocupação do Enlace
Neste caso devido a baixa prioridade dos usuários e ao tamanho pequeno dobuffer o escalonador
Pr/PF3 B1 apresenta o maior percentual de perda entre os escalonadores avaliados. Os escalona-
dores PF3 B1 e MaxCI3 apresentam desempenhos semelhantes com o máximo de 0,92% de perda
para uma ocupação de enlace de 80%. No caso dobuffer2 o percentual de perda de todos os escalona-
dores foram reduzidos significativamente em razão da grandecapacidade dobuffer. Entretanto, o
escalonador Pr/PF3 B2 apresenta um pequeno percentual de perda de 0,15% para uma ocupação de
enlace de 80%.
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Fig. 3.32: Percentual de Perda Pr2 no Sistema WiMAX em Funçãoda Ocupação do Enlace
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Fig. 3.33: Percentual de Perda Pr3 no Sistema WiMAX em Funçãoda Ocupação do Enlace
Finalmente, a Figura 3.34 exibe o percentual de perda de pacotes IP para o usuários Pr4 em função
da ocupação do enlace. Conforme pode ser observado o escalonador Pr/PF4 apresenta um alto índice
de descarte de pacotes em razão da baixa prioridade dos usuários. O percentual de perda atinge
até 3% de descarte para uma ocupação de enlace de 80%. Os outros escalonadores PF4 e MaxCI4
apresentam pequenos percentuais de perda com uma pequena vantagem para o escalonador PF4.
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Fig. 3.34: Percentual de Perda Pr4 no Sistema WiMAX em Funçãoda Ocupação do Enlace
3.6 Conclusões
Neste capítulo foram apresentados os algoritmos de escalonamento de dados DRR, Max C/I,
PF, Pr e a nova proposta Pr/PF utilizados ao longo desta tese.Além dos algoritmos é detalhada a
plataforma de simulação adotada neste estudo. A plataformabaseia-se num simulador de eventos
discretos aplicado às redes de comunicação de dados. Desta form , através deste simulador são
avaliados os sistemas UMTS/HSDPA, CDMA 1xEV-DO RA e WiMAX. Em adição à plataforma de
simulação também foi descrito em detalhes o modelo das fontes de tráfego HTTP adotado durante as
simulações computacionais.
Além disso, o desempenho do enlace direto dos sistemas UMTS/HSDPA e WiMAX foi avaliado
através de simulações computacionais levando-se em consideração os modelos de tráfegos HTTP e
Poisson e também de vários escalonadores de dados como Pr, PF, Max C/I e Pr/PF. As seguintes
métricas de QoS foram estudadas: a vazão, o atraso médio e o percentual de perda, todos em função
da ocupação do enlace.
Em suma, o escalonador de dados PF garantiu atendimento maisjusto a todos os usuários com
pequenos percentuais de perda de pacotes e baixos atrasos. Desta forma, do ponto de vista dos
usuários de melhor esforço, o escalonador PF apresenta o melh r d sempenho uma vez que distribui
os recursos do sistema igualmente entre todos usuários do sitema.
Por outro lado, o escalonador híbrido Pr/PF ofereceu aos usuário com altas prioridades a mesma
QoS do escalonador prioritário. Além disso, quando considerados os usuários com prioridades in-
feriores permitiu assegurar a QoS em níveis próximos aos obtidos pelo escalonador PF. Em outras
Capítulo 4
Algoritmos de Handoff Horizontal
4.1 Introdução
O mecanismo dehandoff tradicional também conhecido comohandoff horizontal considera a
potência do sinal [44] recebido, a distância do usuário em relação à ERB e a relação SINR para
tomada de decisão no processo dehandoff. Entretanto, devido à crescente demanda de aplicações
sensíveis ao tempo, os fatores anteriormente citados tornam-se insuficientes para a tomada de decisão
num processo dehandoff.
Neste Capítulo são propostos dois novos critérios de aceitação de tráfegohandoffhorizontal que
levam em conta a qualidade de serviço dos tráfegos. Nos critérios de aceitação de tráfegohandoff
os tráfegos são discriminados em classes de serviços e são tratados separadamente para satisfazerem
as QoS individuais. A aceitação de tráfegohandoff é baseada na potência do sinal e também na
ocupação dobuffere de forma a não degradar o tráfego interno de uma célula. Os critérios propostos
são avaliados em conjunto com escalonadores Max C/I, PF e a nova pr posta Pr/PF que podem afetar
o desempenho do sistemas HSDPA e 1xEV-DO RA.
4.2 Algoritmos deHandoff Horizontal
Os algoritmos dehandoffhorizontal propostos neste estudo baseiam-se em critériosde aceitação
de tráfegohandoff. Estes critérios visam atender aos estritos requisitos de QoS (baixos atrasos,jitter
com variação reduzida e o pequeno percentual de perda de pacotes) das aplicações em tempo real e
promover a integração entre as células da maneira mais suavepossível. Para alcançar estes objetivos
os critérios consideram além da potência do sinal recebido também o percentual de ocupação dos
bufferscomo fatores determinantes para a tomada de decisão num processo dehandoff.
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4.2.1 Critério 1 de Aceitação de TráfegoHandoff
No critério 1 de aceitação, os pacotes são divididos em quatro tipos de prioridades e discriminados
em diferentesbuffers, um para cada prioridade. Esta divisão dos pacotes em quatroprio idades está
em concordância com a arquitetura DiffServ, em que os usuários dos serviços podem ser classificados
de acordo com a qualidade de serviço (QoS) ouro, prata, bronze ou o melhor esforço. Neste critério
os pacotes internos das células do sistema 1xEV-DO RA ou HSDPA somente são descartados quando
o bufferestiver cheio. No caso dos pacoteshandoffocorrem descartes nas situações em que obuffer
esteja cheio ou quando o pacotehandoffpertencer às classes de cobertura inferiores 1, 2, 3 e 4 (vide
as Tabelas 2.1 e 2.2), isto é, as classes que se caracterizam por apresentar sinais de baixa potência.
A Figura 4.1 ilustra este critério em queλpix representa a taxa de perda de pacotes internos em
razão dobufferestar cheio e (λphx + λphcix) simboliza a taxa de perda de pacoteshandoffdevido ao
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λix Taxa de Chegada de Pacotes Internos de Prioridade x
λhx Taxa de Chegada de Pacotes Handoff de Prioridade x
(λphx + λphci) Taxa de Perda de Pacotes Handoff de Prioridade x Somado
a Taxa de Perda de Pacotes Handoff das Classes Inferiores
λpix Taxa de Perda de Pacotes Internos de Prioridade x
LEGENDA
N       Buffer Limitado de N posições
Fig. 4.1: Critério 1 de Aceitação de TráfegoHandoff
4.2.2 Critério 2 de Aceitação de TráfegoHandoff
O critério 2 de aceitação de tráfegohandoffutiliza a seguinte estratégia: até 30% de ocupação do
bufferaceitam-se ambos os tráfegos interno ehandoff, em outras palavras, não ocorrem descartes de
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pacotes. Quando o nível de ocupação dobufferestá entre 30% e 50% ocorre somente o descarte dos
pacoteshandoffno caso destes pacotes pertencerem às classes de coberturasinferiores 1, 2, 3 e 4 no
sistema 1xEV-DO RA ou HSDPA. Finalmente, na situação em que há mais de 50% de ocupação do
bufferdescartam-se os pacotes emhandoff e também os pacotes internos das células sem distinção.
Os pacotes internos e emhandoff somente serão aceitos novamente no sistema quando a ocupação
do buffer for inferior a 50%. Neste critério a ocupação dobuffer é consultada a todo instante em
que chega algum pacote ao sistema 1xEV-DO RA ou HSDPA e o servidor está ocupado. O principal
objetivo deste critério é garantir QoS das conexões já em andamento. A Figura 4.2 exibe o último
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ERB Sistema 3G
λix Taxa de Chegada de Pacotes Internos de Prioridade x
λhx Taxa de Chegada de Pacotes Handoff de Prioridade x
(λphx+λphcix) Taxa de Perda de Pacotes Handoff de Prioridade x Somado
a Taxa de Perda de Pacotes Handoff das Classes Inferiores
λpix Taxa de Perda de Pacotes Internos de Prioriade x
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N     Buffer Limitado a N posições
Fig. 4.2: Critério 2 de Aceitação de TráfegoHandoff
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4.3 Modelo de Simulação
Neste estudo, o desempenho dos sistemas 1xEV-DO RA e HSDPA são avaliados durante o pro-
cesso dehandoff, isto é, além do tráfego interno da célula 1xEV-DO RA ou HSDPAsão incorporados
nesta célula tráfegoshandoff provenientes de outras n células vizinhas. A fim de assegurara QoS
do tráfego interno das células durante o processohandoffdos sistemas 1xEV-DO RA e HSDPA são
propostas estratégias para aceitação de tráfegohandoffem conjunto com a escolha dos escalonadores
de dados Max C/I, PF e a nova proposta Pr/PF.
4.3.1 ModeloHandoff 3G
O modelohandoff simplificado adotado neste estudo considera o impacto da entr da de tráfego
handoff proveniente de várias ERBs numa única ERB, ou seja, os terminais de outras células adja-
centes movem-se de uma ERB N para a ERB 1 como ilustra a Figura 4.3. Desta forma, um terminal
que partiu de uma ERB em direção a ERB destino pode ser atendido de acordo com a distribuição
de probabilidade da taxa de dados da Tabela 4.1 ou 4.2, isto é,dependendo da proximidade da ERB
destino, da velocidade do terminal, da condição do canal naquele instante de tempo entre outros fa-
tores. O terminal emhandoffpode ser atendido por qualquer taxa de dados segundo a distribuição de
probabilidade presente nas Tabelas 4.1 ou 4.2.
ERB 1
ERB N ERB N+1
ERB N+2 ERB N+3
ERB N+4 ERB N+5
Fig. 4.3: ModeloHandoff 3G
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Tab. 4.1: Distribuição de Probabilidade pela Taxa de Dados 1xEV-DO RA













Tab. 4.2: Distribuição de Probabilidade pela Taxa de Dados HSDPA













Para representar o cenário exibido pela Figura 4.3, o tráfego total de chegada de pacotesλtotal é
dividido entreλh eλi, ou seja, tráfego de chegadah ndoffe tráfego de chegada dos pacotes internos
da célula respectivamente. A notaçãoλ é meramente ilustrativa com o propósito de diferenciar os
tráfegos internos e emhandoff. A ERB dos sistemas 1xEV-DO RA ou HSDPA atende ao pacote
conforme as Tabelas 4.1 ou 4.2 mediante a condição do canal nomomento do atendimento do pacote.
Além disso, neste modelo de sistema pode haver até quatro filas finit s de acordo com as prioridades
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atribuídas aos tráfegos que se pretende avaliar.
A representação de cada ERB segue o modelo da Figura 4.4a. Os pcotes internos ou emhandoff
gerados na rede núcleo são enviados até umb ffer da ERB e ficam esperando até o atendimento.
O atendimento (ou a transmissão) dos pacotes é feito de acordo m a Tabela 2.1 ou 2.2. Dessa
maneira, o número deslotsutilizados para transmitir um pacote varia de acordo com a taxa de dados.
Os pacotes são eventualmente segmentados para acomodarem nas taxas que serão enviados. Assim, o
























Pacotes da Camada Física
1xEV-DO RA ou HSDPA
Fig. 4.4: Modelo 3G
As seguintes suposições são adotadas. Com o objetivo de obter uma melhor aproximação das
atuais redes de dados são utilizadas fontes de tráfego HTTP.As fontes HTTP utilizadas neste estudo
são as mesmas propostas em [10]. Em determinado momento são associadas prioridades aos pacotes
antes de chegar ao escalonador. O escalonador baseia-se nosesquemas Max C/I, PF ou ainda Pr/PF. O
bufferde cada fila tem tamanho finito e os pacotes HTTP são armazenados o esquema FIFO. Neste
modelohandoffsão desconsiderados o ruído e as interferências de outras células. O impacto da saída
de tráfegohandoff da célula 1xEV-DO RA ou HSDPA é desconsiderado devido ao maior fluxo de
entrada de tráfegohandoff.
As métricas de QoS avaliadas neste estudo são: a vazão, o atras médio dos pacotes e o percentual
de perda de pacotes, todos em função da taxa de chegada de tráfegohandoff. Para a simulação deste
modelo foi utilizada a ferramenta desoftwareMatlab.
As classes de coberturas adotadas estão distribuídas conforme a estimativa mostrada na Tabela
4.1 ou 4.2. Os valores determinísticos, ou seja, fixos utilizados na distribuição de probabilidade da
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cobertura (PCobertura) não são dados reais, mas são apenas estimativas que consideram porcentagens
de tráfegos maiores nas taxas intermediárias e porcentagens menores nas taxas altas ou baixas.
4.4 Avaliação dos Algoritmos deHandoff Horizontal no Sistema
1xEV-DO RA
4.4.1 Cenário de Avaliação de Desempenho
O cenário apresentado neste estudo avalia o desempenho do sistema 1xEV-DO RA durante o
processo dehandoff através de novos critérios para aceitação de tráfegohandoff. Além disso, estes
critérios são avaliados em conjunto com os escalonadores dedados Max C/I, PF e o novo escalonador
proposto neste estudo Pr/PF.
A distribuição de probabilidade das prioridades adotadas neste estudo são apenas estimativas
baseadas em proporções maiores para os tráfegos de baixa prioridade e em proporções menores para
os tráfegos de alta prioridade. Esta distribuição visa representar o cenário em que há um menor
número de usuários dispostos a pagar mais para obter serviços diferenciados. Além da distribuição
de probabilidade das prioridades, a Tabela 4.3 exibe os tamanhos dosbufferspara cada tipo de priori-
dade, ou seja, o número máximo de pacotes permitidos nobuffer relativo a cada prioridade. Outro
objetivo deste trabalho é avaliar o impacto da variação do tamanho dobuffer no desempenho do
sistema 1xEV-DO RA. Desta forma, dois tamanhos debufferssão considerados para cada prioridade.
Tab. 4.3: Distribuição de Prioridades X Tamanho dosBuffers1xEV-DO RA
Prioridade Proporção Buffer1 Buffer2
1 10% 1 10
2 25% 3 25
3 30% 3 30
4 35% 3 35
Total 100% 10 100
O cenário em estudo consiste em manter fixo o número de fontes internas HTTP (6 unidades) da
célula 1xEV-DO RA e aumentar o número de fontes HTTPhandoffde 0 até 29 fontes. Este cenário
avalia a combinação dos novos critérios de aceitação de tráfegohandoff juntamente com a escolha
do escalonador de dados com o objetivo de assegurar a QoS no sistema 1xEV-DO RA. A Tabela 4.4
mostra o cenário avaliado. Nota-se pela Tabela 4.4, por exemplo, o cenário em que há um total de 15
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fontes HTTP. Deste total 9 delas, ou seja, 60% do total pertencem ao tráfego HTTPhandoffenquanto
as outras 6 fontes representam os outros 40% do tráfego HTTP interno da célula.
Tab. 4.4: Cenário Avaliado CDMA 1xEV-DO RA
Percentual de Tráfego Interno 100% 86% 40% 26% 17%
Percentual de TráfegoHandoff 0% 14% 60% 74% 83%
Nº de Fontes HTTP Internas 6 6 6 6 6
Nº de Fontes HTTPHandoff 0 1 9 17 29
Nº Total de Fontes HTTP 6 7 15 23 35
4.4.2 Análise dos Resultados
Nesta seção são apresentados os resultados das simulações do sistema 1xEV-DO RA. Os diferen-
tes critérios para aceitação de tráfegohandoff estão identificados pelas siglas Pot e PotOcp. A sigla
Pot representada nos gráficos pelas linhas tracejadas refere-se ao critério 1 na qual se leva em conta
a potência do sinal recebido. A outra sigla PotOcp representada pelas linhas contínuas nos gráficos
faz referência ao critério 2 na qual são consideradas a potência do sinal recebido e a ocupação dos
buffersna tentativa de assegurar a melhor QoS no processo dehandoff do sistema 1xEV-DO RA.
As simulações computacionais apresentam em geral um desviopadrão de 3,01% do valor da média
enquanto o intervalo de confiança de 95% apresenta 1,85% do valor da média.
Além das siglas que identificam os critérios para a aceitaçãode tráfegohandoff são utilizadas
as siglas MXCI, PF e Pr/PF representando, respectivamente,os scalonadores de dadosMaximum
Carrier Interference, Proportional Fair e Priority Proportional Fair. Por fim, os números nos finais
das siglas que identificam os escalonadores de dados, associam prioridades a cada tipo de tráfego
variando de 1 a 4, isto é, da prioridade mais alta para prioridade mais baixa.
Na Figura 4.5 é exibida a vazão do sistema 1xEV-DO RA relaciond ao tráfego HTTP interno
de prioridade 1 para a condição debuffer1 (veja a Tabela 4.3) em função do aumento do percentual
de tráfego HTTPhandoff. A vazão do tráfego interno de prioridade 1 no sistema 1xEV-DO RA
independente do critério de aceitação e do escalonador de dados adotado decresce aproximadamente
de 9 kbps para entre 8,5 a 7 kbps conforme ocorre o aumento do percentual de tráfegohandoff.
O comportamento destas curvas mostra que o critério 2 de aceitação de tráfegohandoff (PotOcp)
obtém vazões menores ao longo da simulação em virtude do descarte de pacotes HTTP internos
quando a ocupação dobufferestá acima de 50%. Por outro lado, o critério 1 (Pot) apresenta vazões
maiores, pois os pacotes internos somente são descartados quando obufferestiver cheio. Do ponto de
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vista de escalonador de dados, o escalonador Pr/PF, independent do critério de aceitação de tráfego
handoff, apresenta as maiores vazões durante a simulação. Este desempenho é resultado do aumento
da eficiência do sistema 1xEV-DO RA em conseqüência do maior número de usuários atendidos e da
redução de pacotes descartados.
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Fig. 4.5: Vazão do Tráfego Interno de Pacotes Pr1 noBuffer1 da Célula 1xEV-DO RA
A Figura 4.6 mostra a vazão do sistema 1xEV-DO RA do tráfego HTTP interno dos pacotes de
prioridade 4 para a condição debuffer2. Nota-se nesta figura a diminuição das vazões dos esquemas
avaliados variando de 34 kbps até aproximadamente 31 kbps deacordo com o aumento do percentual
de tráfego HTTPhandoff. Devido à baixa prioridade dos pacotes de prioridade 4 as vazões destes
usuários são altamente sensíveis ao aumento de tráfegohand ff, isto é, conforme se aumenta o tráfego
handoffmaior é o número de pacotes de prioridade 4 descartados no sistema. Esta sensibilidade torna-
se mais acentuada a partir do percentual de 74% de tráfegohandoff. Nos pontos em que o percentual
de tráfegohandoffsão predominantes na célula 1xEV-DO RA, o critério 2 garantevazões maiores aos
usuários de baixa prioridade com exceção do escalonador PF.Este desempenho é ainda melhorado
quando utilizado o escalonador Pr/PF em conjunto com o critério 2 na qual proporciona vazões entre
34 kbps e 31,8 kbps.
Na Figura 4.7 é mostrada a vazão do sistema 1xEV-DO RA, porém para o tráfego HTTPhandoff
dos pacotes de prioridade 4 nobuffer 2. Nesta figura como esperado, as vazões do tráfegohandoff
crescem gradativamente conforme se aumenta o número de pacot shandoffpresentes no sistema. O
critério PotOcp obtém as maiores vazões com máximo de 151 kbps e mínimo de 5,5 kbps durante a
simulação. Este desempenho é resultante do descarte de pacot shandoff somente ocorrer quando,
no mínimo, há uma ocupação superior a 30% dobuffer2. No outro critério Pot, os pacoteshandoff
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Fig. 4.6: Vazão do Tráfego Interno de Pacotes Pr4 noBuffer2 da Célula 1xEV-DO RA
são descartados invariavelmente quando estes pertenceremàs classes de coberturas inferiores. Desta
forma, as vazões deste critério são menores do que as obtidaspelo critério PotOcp. Deve-se salientar
que o escalonador Pr/PF4, independente do critério de aceitação, apresenta as maiores vazões de
tráfegohandoff, uma vez que maximiza a alocação de recursos do sistema.
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Fig. 4.7: Vazão do TráfegoHandoff de Pacotes Pr4 noBuffer2 da Célula 1xEV-DO RA
O atraso médio dos pacotes HTTP internos no sistema 1xEV-DO RA com prioridade 1 para a
condição debuffer1 é mostrado na Figura 4.8. Os menores atrasos ao longo da simul ção são con-
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feridos ao escalonador Pr/PF em que é dada a prioridade absoluta a usuário de prioridade mais alta,
variando de 8,5 ms até 13,9 ms. O escalonador de dados Max C/I apresenta desempenho intermediário
com atrasos de 19 ms a 35 ms, conseqüência direta da escolha doescal nador por usuários com as
maiores taxas de dados. Por outro lado, o escalonador PF1 possui o pior desempenho quando com-
parado aos outros escalonadores de dados com os atrasos variando de 19 ms a 80 ms. Os critérios de
aceitação de tráfegohandoffpouco influíram no desempenho do sistema 1xEV-DO RA sob o ponto
de vista dos usuários de alta prioridade.
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Fig. 4.8: Atraso Médio do Tráfego Interno de Pacotes Pr1 noBuffer1 da Célula 1xEV-DO RA
Na Figura 4.9 avalia-se o atraso médio dos pacotes HTTP internos do sistema 1xEV-DO RA,
porém com obuffer2, a fim de verificar o impacto do tamanho dosbuffersno desempenho do sistema.
O comportamento das curvas de dados é semelhante ao da Figura4.8. Contudo, em razão do aumento
dobufferde 10 para 100 posições, os atrasos verificados são maiores doque na figura anterior devido
ao maior número de pacotes presentes no sistema. Por exemplo, para o esquema PotOcp PF1 o
atraso varia de 25 ms a 309 ms, ou seja, o atraso é quase 4 vezes maior do que PotOcp PF1 com
buffer 1. Outro ponto notado é o menor atraso do esquema Pot PF1 na comparação com o PotOcp
PF1 ao longo da simulação, conseqüência direta do maior número de pacoteshandoff descartados
do esquema Pot PF1. A exceção é o escalonador de dados Pr/PF1 em que o atraso observado é
muito próximo do obtido na Figura 4.8, variando de 8,75 ms a 14,6 ms devido à prioridade absoluta
associada ao usuário de prioridade 1. Nota-se que mesmo aumentando-se o número de posições no
bufferem dez vezes em relação aobuffer1, o escalonador Pr/PF manteve a eficiência no atendimento
dos pacotes internos da célula 1xEV-DO RA.
Na Figura 4.10 é mostrado o atraso médio dos pacotes HTTP internos no sistema 1xEV-DO RA
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Fig. 4.9: Atraso Médio do Tráfego Interno de Pacotes Pr1 noBuffer2 da Célula 1xEV-DO RA
com prioridade 4 para a condição debuffer 2. Nesta figura é evidente o alto índice de atrasos em
função da baixa prioridade do usuário e da capacidade dobuffer de 100 posições. Além disso, o
critério de aceitação de tráfegohandoffPotOcp apresenta maiores atrasos ao longo da simulação em
virtude do maior número de pacotes internos e emhandoff presentes no sistema. Ao contrário do
critério PotOcp, o critério Pot obtém atrasos menores devido ao elevado descarte de pacoteshandoff.
Novamente, destaca-se o escalonador Pr/PF4 na qual mesmo para um percentual de 83% de tráfego
handoff, apresenta atrasos de 255 ms para o critério PotOcp e 155 ms para o critério Pot. Por outro
lado, os escalonadores MXCI4 e PF4 apresentam atrasos superiores a 400 ms independente do critério
de aceitação de tráfegohandoff.
A Figura 4.11 exibe o atraso médio dos pacotes HTTPhandoff no sistema 1xEV-DO RA com
prioridade 4 para a condição debuffer 2. O critério PotOcp apresenta os maiores atrasos durante a
simulação devido ao maior número de pacoteshandoffpresentes no sistema. Por outro lado, o critério
Pot obtém os menores atrasos em razão dos elevados índices ded carte de pacoteshandoff. Na
comparação com os atrasos dos pacotes internos da figura anteior, observam-se os menores atrasos
dos pacoteshandoff ao custo de perdas significativas de pacoteshandoff. O escalonador Pr/PF4
garante os menores atrasos, independente do critério de aceitação, com atrasos inferiores a 200 ms
no pior caso. Além disso, destaca-se a tendência negativa emtermos de desempenho do escalonador
Max C/I ao apresentar elevados atrasos a partir do percentual handoffde 74%. Este comportamento
resulta do favorecimento dos usuários em melhores condições de canal e da penalização dos usuários
em piores condições de canal, mais distantes da ERB.
A Figura 4.12 mostra o percentual de perda de pacotes de prioridade 4 do tráfego HTTP interno
4.4 Avaliação dos Algoritmos deHandoff Horizontal no Sistema 1xEV-DO RA 85








0% 20% 60% 74% 83%






















Fig. 4.10: Atraso Médio do Tráfego Interno de Pacotes Pr4 noBuffer2 da Célula 1xEV-DO RA
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Fig. 4.11: Atraso Médio do TráfegoHandoff de Pacotes Pr4 noBuffer2 da Célula 1xEV-DO RA
para obuffer 1 no sistema 1xEV-DO RA. O critério 1 para aceitação de tráfego handoff, baseado
na potência do sinal recebido (Pot), apresenta menores percentuais de descarte na simulação quando
comparados aos seus equivalentes do critério 2 (PotOcp). Estes comportamentos refletem as políticas
de aceitação de tráfegohandoffdestes critérios, uma vez que no critério PotOcp para uma ocupação
maior que 50% dobuffer ocorre o descarte de pacotes HTTP internos, enquanto no critério Pot so-
mente ocorre o descarte de pacotes HTTP internos quando obuffer estiver cheio. Por outro lado,
apesar do critério Pot beneficiar o tráfego HTTP interno com baixo índice de descarte de pacotes ele
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acaba por penalizar o tráfego HTTPhandoffcom altos índices de descarte. Além disso, quando com-
binado o escalonador de dados Pr/PF4 com o critério Pot, obtém-se o menor percentual de descarte
de pacotes de prioridade 1 variando de 0,31% até 0,44% durante a variação do percentual de tráfego
handoff.
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Fig. 4.12: Percentual de Perda do Tráfego Interno de PacotesPr4 noBuffer1 da Célula 1xEV-DO RA
A Figura 4.13 exibe o percentual de perda de pacotes de prioridade 4 do tráfego HTTP interno,
porém para obuffer 2 no sistema 1xEV-DO RA. O principal ganho na utilização do esqu ma de
alocação debuffer 2 trata-se da redução da perda de pacotes HTTP do tráfego interno uma vez que
os percentuais de perda são inferiores a 0,37%, mesmo para umpercentual de tráfegohandoff de
83% do tráfego total. Como mostrado na Figura 4.12 o critérioPot de aceitação de tráfego é mais
eficiente em percentuais de perda de pacotes do que o critérioPotOcp quando considerado apenas
o descarte de pacotes HTTP internos do sistema. Outro fator de e minante para o desempenho do
sistema é adoção do escalonador Pr/PF4 no qual diminui aindamais a perda dos pacotes internos. No
pior caso, quando considerado o critério PotOcp em conjuntocom o escalonador Pr/PF4, o percentual
de descarte atinge no máximo 0,06% para uma proporção de 83% de tráfegohandoffna célula.
Por fim, na Figura 4.14 é mostrado o percentual de perda de pacotes de prioridade 4 do tráfego
HTTP handoff, para obuffer 2 no sistema 1xEV-DO RA. Nota-se nesta figura os altos índicesde
descarte de pacotes HTTPhandoff, uma vez que na concepção dos critérios de aceitação de tráfego
handoff nas células 1xEV-DO RA, priorizou-se o tráfego HTTP internodas células. Desta forma,
devido o critério Pot descartar pacoteshandoff das classes de cobertura inferiores 1, 2, 3 e 4 impôs
como conseqüência altos percentuais de descarte comparados o PotOcp com taxas de até 7,4% para
o Pot PF4. Por outro lado, o critério PotOcp garante uma redução de aproximadamente 50% do
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Fig. 4.13: Percentual de Perda do Tráfego Interno de PacotesPr4 noBuffer2 da Célula 1xEV-DO RA
percentual de perda de pacotes HTTPhandoffna comparação com o critério Pot conforme se aumenta
o percentual de tráfegohandoff. Do ponto de vista dos escalonadores de dados, o escalonadorPr/PF4
garante os menores índices de descarte de pacoteshandoff ao longo da simulação para ambos os
critérios de aceitação de tráfegohandoffna comparação com os escalonadores MXCI4 e PF4.










20% 60% 74% 83%



















Fig. 4.14: Percentual de Perda do TráfegoHandoff de Pacotes Pr4 noBuffer2 da Célula 1xEV-DO
RA
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4.5 Avaliação dos Algoritmos deHandoff Horizontal no Sistema
UMTS/HSDPA
4.5.1 Cenário de Avaliação de Desempenho
O cenário apresentado neste estudo avalia o desempenho do sistema HSDPA durante o processo
de handoff através de novos critérios para aceitação de tráfegohandoff. Além disso, estes critérios
são avaliados em conjunto com os escalonadores de dados Max C/I, PF e o novo escalonador proposto
neste estudo Pr/PF.
A distribuição de probabilidade das prioridades adotadas neste estudo são apenas estimativas
baseadas em proporções maiores para os tráfegos de baixa prioridade e em proporções menores para
os tráfegos de alta prioridade. Além da distribuição de probabilidade das prioridades, a Tabela 4.5
exibe os tamanhos dosbufferspara cada tipo de prioridade. Outro objetivo deste trabalhoé avaliar
o impacto da variação do tamanho dobuffer no desempenho do sistema HSDPA. Desta forma, dois
tamanhos debufferssão considerados para cada prioridade.
Tab. 4.5: Distribuição de Prioridades X Tamanho dosBuffersHSDPA
Prioridade Proporção Buffer1 Buffer2
1 10% 1 10
2 25% 3 25
3 30% 3 30
4 35% 3 35
Total 100% 10 100
O cenário em estudo consiste em manter fixo o número de fontes internas HTTP (26 unidades)
da célula HSDPA e aumentar o número de fontes HTTPhandoff de 0 até 174 fontes. Este cenário
avalia a combinação dos novos critérios de aceitação de tráfegohandoff juntamente com a escolha
do escalonador de dados com o objetivo de assegurar a QoS no sistema HSDPA. A Tabela 4.6 mostra
o cenário avaliado. Nesta tabela, por exemplo, no cenário emque há um total de 73 fontes HTTP,
47 delas, ou seja, 64% do total pertencem ao tráfego HTTPhandoff enquanto as outras 26 fontes
representam os outros 36% do tráfego HTTP interno da célula.
4.5.2 Análise dos Resultados
Nesta seção são apresentados os resultados das simulações do sistema HSDPA. Os diferentes
critérios para aceitação de tráfegohandoffestão identificados pelas siglas Pot e PotOcp. A sigla Pot
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Tab. 4.6: Cenário Avaliado UMTS/HSDPA
Percentual de Tráfego Interno 100% 74% 36% 22% 13%
Percentual de TráfegoHandoff 0% 26% 64% 78% 87%
Fontes HTTP Internas 26 26 26 26 26
Fontes HTTP Handoff 0 9 47 92 174
Total de Fontes HTTP 26 35 73 118 200
representada nos gráficos pelas linhas tracejadas refere-sao critério 1 na qual se leva em conta a
potência do sinal recebido. A outra sigla PotOcp representada pelas linhas contínuas nos gráficos faz
referência ao critério 2, na qual são consideradas a potência do sinal recebido e a ocupação dosbuffers
na tentativa de assegurar a melhor QoS no processo dehandoff do sistema HSDPA. As simulações
computacionais apresentam em geral um desvio padrão de 6,52% do valor da média enquanto o
intervalo de confiança de 95% apresenta 4,04% do valor da média.
Além das siglas que identificam os critérios para a aceitaçãode tráfegohandoff são utilizadas
as siglas MXCI, PF e Pr/PF representando, respectivamente,os scalonadores de dadosMaximum
Carrier Interference, Proportional Fair e Priority Proportional Fair. Por fim, os números nos finais
das siglas que identificam os escalonadores de dados, associam prioridades a cada tipo de tráfego
variando de 1 a 4, isto é, da prioridade mais alta para prioridade mais baixa.
O atraso médio dos pacotes HTTP internos no sistema HSDPA compri ridade 1 para a condição
debuffer1 é mostrado na Figura 4.15. O critério de aceitação de tráfego handoffPotOcp apresenta
maiores atrasos ao longo da simulação em virtude do maior número de pacotes internos e emhandoff
presentes no sistema. Ao contrário do critério PotOcp, o critério Pot obtém atrasos menores devido
ao elevado descarte de pacoteshandoff. Os menores atrasos durante a simulação são conferidos ao
escalonador Pr/PF em que é dada a prioridade absoluta ao usuário de prioridade mais alta, variando de
0,8 ms até 3 ms. O escalonador de dados Max C/I apresenta desempenho intermediário com atrasos
entre 1 ms e 6,2 ms, conseqüência direta da escolha do escalonador por usuários com as maiores
taxas de dados. Por fim, o escalonador PF1 possui o pior desempnho quando comparado aos outros
escalonadores de dados com os atrasos variando de 1,1 ms a 10,1 ms.
Na Figura 4.16 avalia-se o atraso médio dos pacotes HTTP internos Pr1 do sistema HSDPA, porém
com obuffer 2, a fim de verificar o impacto do tamanho dosbuffersno desempenho do sistema. O
comportamento das curvas de dados é semelhante ao da Figura 4.15. Contudo, em razão do aumento
dobufferde 10 para 100 posições, os atrasos verificados são maiores doque na figura anterior devido
ao maior número de pacotes presentes no sistema. Por exemplo, para esquema PotOcp PF1 o atraso
varia de 0,9 ms a 22,6 ms, ou seja, o atraso é 2 vezes maior do quePotOcp PF1 combuffer 1. A
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Fig. 4.15: Atraso Médio do Tráfego Interno de Pacotes Pr1 noBuffer1 da Célula HSDPA
exceção é o escalonador de dados Pr/PF1 em que o atraso observado é muito próximo do obtido
na Figura 4.15, variando de 0,89 ms a 3,4 ms devido à prioridade absoluta associada ao usuário de
prioridade 1. Nota-se que mesmo aumentando-se o número de posições nobufferem dez vezes em
relação aobuffer1, o escalonador Pr/PF manteve a eficiência no atendimento dos pac tes internos de
Pr1 da célula HSDPA.
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Fig. 4.16: Atraso Médio do Tráfego Interno de Pacotes Pr1 noBuffer2 da Célula HSDPA
A Figura 4.17 exibe o atraso médio dos pacotes HTTP internos no sistema HSDPA com prioridade
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4 para a condição debuffer2. Novamente, o critério PotOcp apresenta os maiores atrasos durante a
simulação devido ao maior número de pacoteshandoffpresentes no sistema. Por outro lado, o critério
Pot obtém os menores atrasos ao custo de perdas significativas de pacoteshandoff. Nesta figura,
salienta-se a inversão ocorrida nos desempenhos dos escalonadores Pr/PF e PF devido aos usuários
de baixa prioridade. Para estes usuários, o escalonador PF4garante os menores atrasos, independente
do critério de aceitação, com atrasos inferiores a 48,6 ms nopior caso. Este desempenho está atrelado
a melhor distribuição de recursos do sistema HSDPA provido por este escalonador na qual beneficia
usuários de baixa prioridade. Além disso, destaca-se também a tendência negativa em termos de
desempenho do escalonador Max C/I ao apresentar elevados atrasos a partir do percentualhandoffde
78%. Este comportamento resulta do favorecimento dos usuário em melhores condições de canal e
da penalização dos usuários em piores condições de canal, mais dist ntes do Nó B.
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Fig. 4.17: Atraso Médio do Tráfego Interno de Pacotes Pr4 noBuffer2 da Célula HSDPA
A Figura 4.18 mostra o percentual de perda de pacotes de prioridade 1 do tráfego HTTP interno
para obuffer1 no sistema HSDPA. Os maiores percentuais de perdas de pacotes internos nesta figura
são atribuídos ao critério PotOcp devido ao descarte de pacotes internos quando a ocupação dobuffer
1 é superior a 50%. Por outro lado, o critério Pot somente descarta os pacotes internos quando o
buffer1 transborda, o que garante os menores índices de descarte. Além disso, observa-se o melhor
desempenho do escalonador Pr/PF1 comparados aos outros escalonadores MXCI1 e PF1 uma vez
que este escalonador garante atendimento diferenciado aosusuários de alta prioridade.
A Figura 4.19 mostra o percentual de perda de pacotes de prioridade 4 do tráfego HTTP interno
para obuffer1 no sistema HSDPA. O critério Pot, baseado na potência do sinal recebido, apresenta os
menores percentuais de descarte na simulação quando comparados os seus equivalentes do critério
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Fig. 4.18: Percentual de Perda do Tráfego Interno de PacotesPr1 noBuffer1 da Célula HSDPA
PotOcp. Estes comportamentos refletem as políticas de aceitação de tráfegohandoffdestes critérios,
uma vez que no critério PotOcp para uma ocupação maior que 50%do buffer ocorre o descarte de
pacotes HTTP internos, enquanto no critério Pot somente ocorre o descarte de pacotes HTTP internos
quando obufferestiver cheio. Por outro lado, apesar do critério Pot beneficiar o tráfego HTTP interno
com baixo índice de descarte de pacotes ele acaba por penalizar o tráfego HTTPhandoff com altos
índices de descarte. Além disso, quando combinado o escalonador de dados PF4 com o critério Pot,
obtém-se o menor percentual de descarte de pacotes de prioridade 4 variando de 0,001% até o máximo
de 0,2% durante a variação do percentual de tráfegohandoff.
Por fim, na Figura 4.20 é mostrado o percentual de perda de pacotes de prioridade 4 do tráfego
HTTPhandoff, para obuffer2 no sistema HSDPA. Nesta figura notam-se os altos índices de descarte
de pacotes HTTPhandoff, uma vez que na concepção dos critérios de aceitação de tráfegohandoffnas
células HSDPA, priorizou-se o tráfego HTTP interno das células. Desta forma, devido o critério Pot
descartar pacoteshandoffdas categorias de cobertura inferiores 1, 2, 3 e 4 impôs como cnseqüência
altos percentuais de descarte comparados ao PotOcp com taxas de até 7,6% para o Pot Pr/PF4. Por
outro lado, o critério PotOcp garante uma redução de mínimo 50% do percentual de perda de pacotes
HTTP handoffno pior caso na comparação com o critério Pot conforme se aumenta o percentual de
tráfegohandoff. Do ponto de vista dos escalonadores de dados, o escalonadorPF4 garante os menores
índices de descarte de pacoteshandoffao longo da simulação para ambos os critérios de aceitação de
tráfegohandoff.
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Fig. 4.19: Percentual de Perda do Tráfego Interno de PacotesPr4 noBuffer1 da Célula HSDPA
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Fig. 4.20: Percentual de Perda do TráfegoHandoff de Pacotes Pr4 noBuffer2 da Célula HSDPA
4.6 Conclusões
Neste Capítulo, foram propostos e avaliados critérios de aceitação tráfegohandoffhorizontal em
conjunto com os escalonadores de dados PF, Max C/I e a nova proposta Pr/PF, no intuito de assegurar
a QoS do tráfego interno da célula e minimizar a degradação dedesempenho causada pelo aumento de
tráfegohandoffhorizontal nos sistemas móveis 1xEV-DO RA e HSDPA. Os impactos destes critérios
de aceitação de tráfegohandoff horizontal juntamente com a escolha dos escalonadores de dados
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PF, Max C/I e Pr/PF foram avaliados através de simulações computacionais feitas na ferramenta
de software Matlab. A vazão de dados, o atraso médio e o percentual de perda dos pacotes foram
estudados em função da taxa de chegada de pacotes emhandoffhorizontal.
O critério de aceitação de tráfego Pot apresentou, em geral,o melhor desempenho nos cenários
avaliados quando comparado ao PotOcp do ponto de vista do tráfego interno de pacotes HTTP. En-
tretanto, o desempenho aparentemente melhor do critério Pot está condicionado ao alto percentual
de descarte de pacoteshandoffdas categorias de cobertura inferiores. Desta forma, caso oprincipal
objetivo seja priorizar os tráfegos internos das células HSDPA e 1xEV-DO RA, o critério Pot é mais
adequado para atender a este requisito. Caso contrário, se otráf go interno e emhandoffpossuírem
o mesmo grau de importância para a operadora, o critério de aceitação PotOcp proverá o melhor
atendimento a ambos os tráfegos.
Os resultados também demonstraram que o escalonador de dados prop sto Pr/PF assegurou a QoS
dos usuários com altas prioridades e conseqüentemente apres ntou a menor degradação destes quando
se aumentou a carga de tráfegohandoff no sistema. Entretanto, quando considerada a igualdade na
distribuição de recursos dos sistemas HSDPA e 1xEV-DO RA, o escalonador PF garantiu não somente
o atendimento homogêneo a todos os usuários, mas também a QoSdos usuários de baixa prioridade.
Desta maneira, as operadoras que optarem pela diferenciação de serviços devem utilizar o escalonador
Pr/PF. Entretanto, caso o foco seja a melhor distribuição derecursos dos sistemas HSDPA e 1xEV-DO
RA, o escalonador PF será a melhor escolha.
Capítulo 5
Algoritmos de Handoff Vertical
5.1 Introdução
A quarta geração (4G) de sistemas móveis promove a conectividade de diferentes tecnologias de
acesso, a fim de prover serviços multimídia aos seus usuáriosa qualquer hora, em qualquer lugar.
Dentre as tecnologias de acesso existentes espera-se integrar vários sistemas móveis como o CDMA
1xEV-DO RA [17], o UMTS/HSDPA [15] e o WiMAX [31].
Para alcançar este novo objetivo das redes 4G propõem-se criar um novo mecanismo dehand-
off, em prol da comunicação entre usuários independentemente das re es de acesso utilizadas. Este
mecanismo é conhecido comohandoff vertical [36] que viabiliza ao usuário migrar entre redes de
acesso heterogêneas. Com o intuito de exercitar um possívelcenário dehandoffvertical destaca-se a
migração de usuários do sistema CDMA 1xEV-DO RA para o sistema UMTS/HSDPA.
Neste Capítulo, novos algoritmos dehandoff vertical são propostos com o intuito de distribuir
o tráfegohandoff vertical entre os sistemas 3G de maneira a não sobrecarregarou subutilizar os
sistemas 3G. Os algoritmos são propostos levando-se em consideração a potência do sinal recebido,
a ocupação dobuffere a ocupação do enlace dos respectivos sistemas. As eficiências dos algoritmos
propostos são verificadas utilizando os sistemas 3G 1xEV-DORA e UMTS/HSDPA. São utilizadas
fontes de tráfego HTTP para alimentar os sistemas. As seguint s métricas de QoS são avaliadas: a
vazão, o atraso médio dos pacotes e o percentual de perda dos pcotes, todos em função da chegada
de tráfegohandoffvertical. O escalonador de dados PF é adotado nos dois sistemas 3G para prover
igual distribuição de recursos a todos usuários. O estudo é feito através de simulações computacionais
utilizando a ferramenta de software Matlab.
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5.2 Algoritmos deHandoff Vertical
Nas redes 4G ocorre a integração de redes de acesso heterogêneas através de novos algoritmos
de handoff vertical. Estes algoritmos visam assegurar a QoS das aplicações multimídia em tempo
real independente da rede de acesso utilizada. Para promover esta integração entre as células de
sistemas heterogêneos da maneira mais suave possível são propostos novos algoritmos dehandoff
vertical neste estudo para a aceitação de tráfegohandoff vertical nos sistemas 3G. Estes algoritmos
consideram além da potência do sinal recebido, a ocupação dos buffers, a ocupação do enlace e por
último uma adaptação algoritmo DRR dentro do contexto de algoritmos dehandoffvertical em que é
atribuído um valor de quantum em bits para cada sistema 3G.
5.2.1 Potência do Sinal Recebido
No algoritmo dehandoffvertical com base na potência do sinal recebido (RSS) de cadasistema
3G, o pacote emhandoffvertical é atendido pelo sistema 3G que apresentar a maior potência de sinal.
Evidentemente, o sistema UMTS/HSDPA receberá a maior partedos pacotes emhandoff vertical o
que pode sobrecarregar o sistema enquanto o sistema CDMA 1xEV-DO RA fica subutilizado. Este
algoritmo já existente [53] foi utilizado apenas para efeito de comparação com os outros algoritmos
dehandoffvertical propostos.
Escalone o sistema 3G com a maior potência de sinal
5.2.2 Potência Equivalente
No algoritmo dehandoff vertical baseado na RSS equivalente, as taxas de dados em ambos sis-
temas 3G são convertidas em potências equivalentes e comparadas entre si. Então, na seqüência é
selecionado o sistema 3G que apresentar a maior potência equiv l nte. No caso das potências equiva-
lentes serem iguais após a conversão das mesmas, o sistema 3GUMTS/HSDPA será escolhido para
receber o pacote emhandoffvertical. A conversão de potência é executada de acordo ao mapea ento
mostrado na Tabela 5.1.
Se as potências equivalentes são diferentes
Escalone o sistema 3G com a maior potência equivalente
Senão Se as potências equivalentes são iguais
Escalone o sistema 3G UMTS/HSDPA
Fim as potências equivalentes
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Tab. 5.1: Mapeamento das Potências Equivalentes
Categoria Taxa Potência Classe Taxa
HS-DSCH (Mbps) Equivalente (kbps)
Cat.11 0,9 1 1 38,4
Cat.1 1,2 2 2 76,8
Cat.2 1,2 3 3 153,6
Cat.12 1,8 4 4 307,2
Cat.3 1,8 5 - -
Cat.4 1,8 5 5 614,4
Cat.5 3,6 6 6 921,6
Cat.6 3,6 7 7 1228,8
Cat.7 7,2 8 8 1536
Cat.8 7,2 9 9 1843,2
Cat.9 10,2 10 10 2457,6
Cat.10 14,4 11 11 3072
5.2.3 Ocupação deBuffer
O algoritmo com base na ocupação dobufferconsidera a ocupação dobufferde cada sistema 3G,
isto é, o sistema 3G que apresentar a menor ocupação dobufferserá o escolhido para atender o pacote
emhandoffvertical.
Escalone o sistema 3G com a menor ocupação debuffer
5.2.4 Ocupação de Enlace
No algoritmo de ocupação do enlace é selecionado o sistema 3Gn qual apresenta a menor ocu-
pação de enlace para receber o pacote emhandoffvertical.
Escalone o sistema 3G com a menor ocupação de enlace
5.2.5 Ocupação Mix
Neste algoritmo dehandoffvertical é feita uma combinação dos algoritmos baseados na ocupação
dobuffere também na ocupação do enlace com o objetivo de aumentar a eqüid de na distribuição dos
recursos entre os sistemas 3G. Este algoritmo é avaliado em dis cenários de avaliação de desempenho
distintos. Os cenários avaliados divergem apenas no percentual da diferença entre as ocupações de
enlace dos sistemas 3G. No primeiro cenário a diferença das ocupações de enlace é de 5% enquanto
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no segundo cenário a diferença é de 10%. O algoritmo de ocupação mix é processado da seguinte
forma:
Se as ocupações dos enlaces forem menores do que 30%
Escalone o sistema 3G com a menor ocupação de enlace
Senão Se as ocupações dos enlaces forem maiores ou iguais a 30%, verifique
Se a diferença entre as ocupações for menor ou igual a 5%
Escalone o sistema 3G com a menor ocupação debuffer
Senão Se a diferença entre as ocupações for maior do que 5%
Escalone o sistema 3G com a menor ocupação de enlace
Fim a diferença
Fim as ocupações
Algoritmo de Handoff Vertical Ocupação Mix - Cenário I
Se as ocupações dos enlaces forem menores do que 30%
Escalone o sistema 3G com a menor ocupação de enlace
Senão Se as ocupações dos enlaces forem maiores ou iguais a 30%, verifique
Se a diferença entre as ocupações for menor ou igual a 10%
Escalone o sistema 3G com a menor ocupação debuffer
Senão Se a diferença entre as ocupações for maior do que 10%
Escalone o sistema 3G com a menor ocupação de enlace
Fim a diferença
Fim as ocupações
Algoritmo de Handoff Vertical Ocupação Mix - Cenário II
Assim, por meio desta combinação de algoritmos espera-se aum ntar a QoS em ambos sistemas
3G além de atender satisfatoriamente os usuários emhandoffvertical.
5.2.6 Ocupação de Enlace & Potência Mix
Este algoritmo dehandoffvertical é uma combinação de potência equivalente e ocupação de en-
lace em que se procura garantir um balanceamento justo de recursos entre os sistemas 3G. O algoritmo
de ocupação de enlace & potência mix é executado pelo escalonador de dados como se segue:
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Se as ocupações de enlace forem menores do que 30%, verifique
Se as potências equivalentes são diferentes
Escalone o sistema 3G com a maior potência equivalente
Senão Se as potências equivalentes são iguais
Escalone o sistema 3G UMTS/HSDPA
Fim as potências equivalentes
Senão Se as ocupações de enlace forem maiores ou iguais a 30%,verifique
Se a diferença entre as ocupações for menor ou igual a 10%, verifiqu
Se as potências equivalentes são diferentes
Escalone o sistema 3G com a maior potência equivalente
Senão Se as potências equivalentes são iguais
Escalone o sistema 3G UMTS/HSDPA
Fim as potências equivalentes
Senão Se a diferença entre as ocupações for maior do que 10%
Escalone o sistema 3G com a menor ocupação de enlace
Fim a diferença
Fim as ocupações de enlace
5.2.7 Deficit Round Robin
No escalonador DRR o servidor trabalha em ciclos onde em cadaciclo, um pacote de cada fila é
processado [56]. Neste modelo o tráfego dehandoffvertical é armazenado numa fila 4G e o servidor é
representado pelo escalonador 4G conforme ilustrado na Figura 5.1. Para cada sistema 3G é atribuído
um valor de quantum em bits para ser processado pelo servidor4G. Além disso, há também um
valor de saldo para cada sistema 3G. Quando o pacote emhandoff vertical apontado pelo ponteiro
DRR é direcionado para o sistema 3G o valor do quantum é somadoao valor do saldo. Os pacotes
são direcionados ao sistema 3G enquanto o saldo permanecer maior do que zero e a fila 4G não
estiver vazia. O saldo é zerado no momento em que não houver mais pacotes na fila 4G para serem
processados pelo escalonador 4G.
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Enquanto houver pacotes emhandoffvertical faça
Se a fila 4G não está vazia Então
ciclo := ciclo + 1;
Saldo := Saldo + Quantum;
Enquanto (Saldo - TamanhoPacote)> 0
Saldo := Saldo - TamanhoPacote;
Escalone o sistema 3G; */ HSDPA ou 1xEV-DO RA */
Aponte para o próximo pacote da fila
Se a fila 4G está vazia Então
Saldo := 0;
Break; */ saia doloop */
Fim Se fila 4G vazia
Fim Enquanto saldo
Fim Se fila 4G não vazia
Fim Enquanto pacotes emhandoffvertical
5.3 Modelo de Simulação
Para a avaliação dos algoritmos dehandoff vertical foi desenvolvido uma plataforma de simu-
lação. Toda a plataforma é feita através da ferramenta de software Matlab. Os dois sistemas 3G hete-
rogêneos escolhidos são o UMTS/HSDPA e o CDMA 1xEV-DO RA. Os de empenhos destes dois
sistemas são avaliados em função do tráfego dehandoffvertical, isto é, para o sistema UMTS/HSDPA
é considerado tráfegohandoffvertical, aquele vindo do sistema CDMA 1xEV-DO RA e vice-versa.
Além disso, os algoritmos dehandoffvertical propostos são avaliados em conjunto com o escalonador
de dados PF [27], a fim de garantir a QoS dos sistemas 3G.
A Figura 5.1 ilustra o modelo de simulação 4G adotado neste estudo. Nesta figura, o novo ele-
mento aqui chamado de escalonador 4G será o responsável por distribuir o tráfego dehandoffvertical
entre os sistemas 3G móveis de acordo com os algoritmos dehandoffvertical propostos. Além disso,
cada sistema 3G possui seu próprio escalonador de dados PF, seus própriosbuffers, seu próprio tráfego
interno e seu próprio tráfego dehandoffhorizontal. Os pacotes são classificados em quatro tipos de
prioridades e separados embuffersdiferentes, um para cada prioridade. Esta divisão em quatropri-
oridades está em concordância com a arquitetura DiffServ onde s usuários podem ser classificados
quanto ao tipo de serviço em: ouro, prata, bronze e melhor esfço.
As seguintes suposições são adotadas. As fontes HTTP e os pacotes IP (1.500bytese 576bytes)
utilizados neste estudo são os mesmos propostos em [10]. Em algu momento, as prioridades são
associadas aos pacotes IP antes de chegarem ao escalonador de dados. Obuffer de cada fila tem
tamanho finito e os pacotes IP são armazenados de acordo com o esquema FIFO (First IN First Out).
Neste modelo dehandoffo ruído e as interferências de outras células são desconsideradas. O tráfego




















Algoritmos de Handoff Vertical 4G:
- Potência do Sinal Recebido
- Potência Equivalente
- Ocupação de Enlace
- Ocupação de Buffer
- Ocupação Mix
- Ocupação de Enlace e Potência Mix
- Deficit Round Robin
Fig. 5.1: Modelo de Simulação 4G
handoffde saída (handoffhorizontal ehandoffvertical) das células 3G não é considerado devido ao
alto fluxo de tráfego dehandoffde entrada. Ooverheadexistente nas camadas físicas dos sistemas 3G
quando considerado o processo dehandoffvertical é desconsiderado para a simplificação do modelo
4G.
As classes de cobertura estão distribuídas de acordo com as estimativas mostradas nas Tabelas 4.1
e 4.2. Os valores determinísticos, isto é, os valores fixos usados nesta distribuição de probabilidade
não são dados reais mas apenas valores estimados que consideram percentuais mais altos para taxas
de dados intermediárias e percentuais mais baixos para taxas de dados altas ou baixas.
5.4 Cenários de Avaliação de Desempenho
5.4.1 Cenário I
O primeiro cenário apresentado neste estudo avalia o desempnho dos sistemas 3G UMTS/HSDPA
e CDMA 1xEV-DO RA durante o processo dehandoff vertical através de novos algoritmos para a
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aceitação de tráfegohandoffvertical. Além disso, em conjunto com os algoritmos dehandoffvertical
é avaliado implicitamente o escalonador de dados PF intrínseco a cada sistema 3G.
A distribuição de probabilidade das prioridades adotadas neste estudo são apenas estimativas
baseadas em proporções maiores para os tráfegos de baixa prioridade e em proporções menores para
os tráfegos de alta prioridade. Esta distribuição visa representar o cenário em que há um menor
número de usuários dispostos a pagar mais para obter serviços diferenciados. Além da distribuição
de probabilidade das prioridades, a Tabela 5.2 exibe o tamanho dobufferpara cada tipo de prioridade,
ou seja, o número máximo de pacotes permitidos nobuffer relativo a cada prioridade.







O cenário em estudo consiste em manter fixo o número de fontes HTTP internas e emhandoff
horizontal dos sistemas 3G e aumentar o número de fontes HTTPemhandoff vertical de 2 até 232
fontes. Este cenário avalia os novos algoritmos dehandoffvertical juntamente com o escalonador de
dados PF com o objetivo de assegurar a QoS nos sistemas 3G. As Tabelas 5.3 e 5.4 mostram o cenário
avaliado. Pode ser observado pela Tabela 5.3, por exemplo, ocenário em que há um total de 34 fontes
HTTP. Deste total, 2 delas, ou seja, 6% do total pertencem ao tráfego HTTPhandoffvertical enquanto
as outras 32 fontes representam os outros 94% dos tráfegos HTTP interno e emhandoff horizontal
da célula UMTS/HSDPA. O mesmo entendimento da Tabela 5.3 aplica-se a Tabela 5.4. Nota-se, o
mesmo número de fontes HTTP emhandoffvertical nos sistemas 3G. A definição sobre qual sistema
3G atenderá o pacote emhandoff vertical somente acontecesse em tempo de execução determinado
pelo algoritmo dehandoffvertical utilizado. Em razão disto, o número de fontes HTTP em handoff
vertical foi acrescido nas tabelas apenas para efeito de comparação entre os sistemas 3G.
5.4.2 Cenário II
O cenário II consiste em avaliar o desempenho dos algoritmosde handoff vertical nos sistemas
1xEV-DO RA e HSDPA. Da mesma forma é avaliado implicitamenteo scalonador de dados PF
presente em cada sistema 3G.
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Tab. 5.3: Cenário Avaliado I - UMTS/HSDPA
Tráfego Interno 47% 20% 11% 6%
Tráfego Handoff Horizontal 47% 20% 11% 6%
Tráfego Handoff Vertical 6% 59% 78% 88%
Fontes HTTP Internas 16 16 16 16
Fontes HTTP Handoff Horizontal 16 16 16 16
Fontes HTTP Handoff Vertical 2 47 115 232
Total de Fontes HTTP 34 79 147 264
Tab. 5.4: Cenário Avaliado I - CDMA 1xEV-DO RA
Tráfego Interno 40% 7% 3% 2%
Tráfego Handoff Horizontal 40% 7% 3% 2%
Tráfego Handoff Vertical 20% 85% 93% 97%
Fontes HTTP Internas 4 4 4 4
Fontes HTTP Handoff Horizontal 4 4 4 4
Fontes HTTP Handoff Vertical 2 47 115 232
Total de Fontes HTTP 10 55 123 240
A distribuição de probabilidade das prioridades adotadas neste estudo é somente uma estima-
tiva baseada em proporções maiores para o tráfego de baixa prioridade e proporções menores para o
tráfego de alta prioridade. Esta distribuição representa ocenário onde há poucos usuários desejando
pagar mais por serviços diferenciados. Além disso, a Tabela5.5 exibe o tamanho dobufferpara cada
tipo de prioridade, isto é, o número máximo de pacotes IP permitidos nobufferpara cada prioridade.
No caso do escalonador DRR, os tamanhos do quantuns associados om os sistemas UMTS/HSDPA
e 1xEV-DO RA são: 5 Mbits e 0,6 Mbits, respectivamente. Estestamanhos de quantuns foram
estimados com base na banda de cada sistema 3G e também por aproxim ções das simulações com-
putacionais.
O cenário avaliado consiste em manter um número fixo de fontesHTTP internas e fontes HTTP
em handoff horizontal nos sistemas 3G e aumentar o número de fontes HTTPem handoff vertical
variando de 2 até 280 fontes. As Tabelas 5.6 e 5.7 mostram o cenário avaliado. Conforme pode ser
observado na Tabela 5.6 onde há um total de 34 fontes HTTP. Deste total, 2 delas, isto é, 6% do total
pertencem ao tráfego HTTP emhandoffvertical enquanto as outras 32 fontes representam os outros
94% de tráfego interno e emhandoffhorizontal da célula UMTS/HSDPA. A mesma regra aplica-se
a Tabela 5.7. Note que o número de fontes HTTP emhandoffvertical é o mesmo em ambos sistemas
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3G. A definição sobre qual sistema 3G atenderá o pacote emhandoff vertical somente acontecesse
em tempo de execução determinado pelo algoritmo dehandoff vertical utilizado. Assim, o número
de fontes HTTP emhandoffvertical foi incluído nas tabelas somente para fins de comparação entre
os sistemas 3G.
Tab. 5.6: Cenário Avaliado II - UMTS/HSDPA
Tráfego Interno 47% 20% 10% 5%
Tráfego Handoff Horizontal 47% 20% 10% 5%
Tráfego Handoff Vertical 6% 59% 80% 90%
Fontes HTTP Internas 16 16 16 16
Fontes HTTP Handoff Horizontal 16 16 16 16
Fontes HTTP Handoff Vertical 2 47 125 280
Total de Fontes HTTP 34 79 157 312
Tab. 5.7: Cenário Avaliado II - CDMA 1xEV-DO RA
Tráfego Interno 40% 7% 3% 1%
Tráfego Handoff Horizontal 40% 7% 3% 1%
Tráfego Handoff Vertical 20% 85% 94% 97%
Fontes HTTP Internas 4 4 4 4
Fontes HTTP Handoff Horizontal 4 4 4 4
Fontes HTTP Handoff Vertical 2 47 125 280
Total de Fontes HTTP 10 55 133 288
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5.5 Análise dos Resultados
5.5.1 Cenário I
Nesta seção são apresentados os resultados das simulações dos sistemas UMTS HSDPA e CDMA
1xEV-DO RA. Os algoritmos dehandoff vertical estão identificados pelas siglas Pot, OcpBuffer,
OcpEnlace e OcpMix. A sigla Pot refere-se ao algoritmo na qual se leva em conta a potência do
sinal recebido. A outra sigla OcpBuffer considera a ocupação dosbuffersnos sistemas 3G. A sigla
OcpEnlace está relacionada a ocupação dos enlaces em cada sistema 3G. Na última sigla OcpMix
é considerada uma combinação das ocupações do enlace e dosbuffer . Todos os algoritmos visam
melhorar a QoS no processo dehandoffvertical dos sistemas 3G. Por fim, os números nos finais das
siglas associam prioridades a cada tipo de tráfego variandode 1 a 4, isto é, da prioridade mais alta
para a prioridade mais baixa. Em todos os gráficos é considerada a condição debufferda Tabela 5.2.
As simulações computacionais apresentam em geral um desviopadrão de 4,56% do valor da média
enquanto o intervalo de confiança de 95% apresenta 2,82% do valor da média.
Na Figura 5.2 é mostrada a vazão do tráfego dehandoff vertical de prioridade 1 no sistema HS-
DPA em função do aumento de tráfegohandoff vertical. A vazão do algoritmo dehandoff vertical
baseado na potência (Pot) apresenta o melhor desempenho variando de 4,7 kbps até o máximo de 521
kbps. Contudo, tal desempenho está atrelado as maiores taxas de d dos presentes no sistema HSDPA
em relação ao 1xEV-DO RA. O algoritmo com base na ocupação do enlace (OcpEnlace) obtém de-
sempenho intermediário com vazões entre 4,9 kbps e 347 kbps,em virtude da melhor política de dis-
tribuição de recursos deste algoritmo. Os outros algoritmos dehandoffvertical OcpMix e OcpBuffer
proporcionam desempenhos semelhantes durante o aumento detráfegohandoffvertical, porém com
ligeira vantagem do algoritmo dehandoffvertical OcpMix.
Na outra Figura 5.3 é mostrada a vazão do tráfego dehandoffvertical de prioridade 4 no sistema
HSDPA. Esta figura mostra comportamentos semelhantes ao verificado pela Figura 5.2. Entretanto,
no momento em que há mais de 78% de tráfego emhandoffvertical as vazões de todos os algoritmos
dehandoffvertical avaliados aumentam em menor intensidade devido à baixa prioridade dos usuários
sensíveis ao aumento de tráfego. Este declínio das vazões é explicado pelo aumento do descarte de
pacotes. O algoritmo Pot apresenta as maiores vazões variando de 17,2 kbps até 1.164 kbps em
conseqüência do maior fluxo dehandoffvertical direcionado a este sistema. As menores vazões são
conferidas aos algoritmos OcpBuffer e OcpMix. Novamente, oalg ritmo OcpMix apresenta maiores
vazões em relação ao OcpBuffer em virtude da melhor distribuição de recursos provido por este
algoritmo.
A vazão do tráfego dehandoff vertical de prioridade 1 no sistema 1xEV-DO RA é mostrada na
Figura 5.4. No caso deste sistema, o algoritmo Pot apresentaa pior vazão dos algoritmos avaliados
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Fig. 5.2: Vazão HSDPA Pr1 em Função do Tráfego deHandoff Vertical
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Fig. 5.3: Vazão HSDPA Pr4 em Função do Tráfego deHandoff Vertical
durante o aumento de tráfegohandoffvertical com mínimo de 0 kbps e máximo de 12,8 kbps. Este al-
goritmo baseia-se na potência dos sistemas 3G e acaba por sobrecarregar o sistema HSDPA, uma vez
que na maioria das vezes as taxas de dados do HSDPA são mais altas do que o 1xEV-DO RA e subu-
tilizar o sistema 1xEV-DO RA reduzindo significativamente sua vazões. Por outro lado, o algoritmo
OcpEnlace exibe as maiores vazões com pico de 57,4 kbps para um percentual de 97% de tráfego
de handoff vertical. O algoritmo OcpMix apresenta desempenho intermediário entre OcpEnlace e
OcpBuffer resultante da combinação entre os dois algoritmos.
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Fig. 5.4: Vazão 1xEV-DO RA Pr1 em Função do Tráfego deHandoff Vertical
A Figura 5.5 exibe a vazão do tráfego dehandoff vertical de prioridade 4 no sistema 1xEV-DO
RA. O algoritmo Pot possui a pior vazão dos algoritmos avaliados variando de 0,3 kbps a 36,5 kbps
durante o aumento de tráfegohandoffvertical. Como este algoritmo baseia-se na RSS dos sistemas
3G, o sistema 1xEV-DO RA é subutilizado e conseqüentemente suas vazões são reduzidas enquanto
o sistema HSDPA fica sobrecarregado devido a grande intensidade e tráfego emhandoff vertical
direcionada. Além disso, destaca-se o aumento da vazão de forma mais acentuada do algoritmo Pot
a partir do percentual de tráfego dehandoffvertical de 93%. O aumento mais acentuado da vazão do
algoritmo Pot é resultante da saturação do sistema HSDPA. Por outro lado, o algoritmo OcpEnlace
obtém as maiores vazões com pico de 116 kbps para um percentual de 97% de tráfego dehandoff
vertical. O algoritmo OcpMix apresenta novamente um desempenho intermediário entre OcpEnlace
e OcpBuffer com vazões alternando entre 0 kbps a 69 kbps.
O atraso médio dos pacotes de prioridade 1 emhandoff vertical no sistema HSDPA é mostrado
na Figura 5.6. Os maiores atrasos durante a simulação são os obtidos pelo algoritmo Pot com atrasos
de 4,32 ms até 222,5 ms em razão da saturação do sistema HSDPA pelo alto volume de tráfego de
handoffvertical direcionado a este sistema. O algoritmo OcpEnlacemostra melhor desempenho com
atrasos variando de 1,46 ms a 197 ms, porém os atrasos deste algoritmo são sensíveis ao aumento de
tráfego emhandoff vertical. Os algoritmos OcpMix e OcpBuffer apresentam ótimos desempenhos
mesmo em situações de alto percentual de tráfegohandoffvertical. Destaca-se o algoritmo OcpMix
com baixos índices de atraso variando de 1,56 ms a até 62 ms devido às verificações das condições
dosbufferse do enlace para a tomada de decisão nohandoffvertical.
Na Figura 5.7 é mostrado o atraso médio dos pacotes de prioridade 4 no sistema HSDPA. As
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Fig. 5.5: Vazão 1xEV-DO RA Pr4 em Função do Tráfego deHandoff Vertical
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Fig. 5.6: Atraso Médio HSDPA Pr1 em Função do Tráfego deHandoff Vertical
curvas deste gráfico seguem o comportamento semelhante ao daFigur 5.6, porém em virtude da
maior proporção de usuários de baixa prioridade faz os atrasos saltarem de 1,7 ms até 1.137,2 ms
no pior caso do algoritmo Pot. Os menores atrasos médios são conferidos novamente aos algoritmos
OcpBuffer e OcpMix. Porém, a partir do percentual de tráfegode handoff vertical de 78% ocorre
uma inversão de desempenhos dos algoritmos OcpBuffer e OcpMix explicado pela tendência do
algoritmo OcpMix em acompanhar a curva do algoritmo OcpEnlace. Mesmo assim, o algoritmo
OcpMix apresenta atrasos inferiores a 334,7 ms. Entretanto, os resultados do algoritmo OcpBuffer
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estão condicionados a altos índices de descarte de pacotes em handoffvertical.
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Fig. 5.7: Atraso Médio HSDPA Pr4 em Função do Tráfego deHandoff Vertical
A Figura 5.8 mostra o atraso médio do tráfego dehandoffvertical de prioridade 1 para o sistema
1xEV-DO RA. Nesta figura observa-se o excessivo atraso médiodos pacotes emhandoffvertical em
todos os algoritmos dehandoff vertical avaliados em virtude da incapacidade do sistema 1xEV-DO
RA em prover banda suficiente para atender a todos usuários dealta prioridade. Os maiores atrasos
são conferidos ao algoritmo OcpEnlace variando de 44,07 ms aaté 1.760 ms. O algoritmo OcpMix
mostra um desempenho intermediário com atrasos de 57,85 ms até 1.297,1 ms. Os outros algoritmos
Pot e OcpBuffer apresentam desempenhos semelhantes com atrasos inferiores a 600 ms no pior caso.
O algoritmo Pot apresenta uma pequena vantagem em relação doOcpBuffer porém, condicionada a
ineficiência do sistema 1xEV-DO RA.
Na Figura 5.9 é exibido o atraso médio do tráfego emhandoffvertical de prioridade 4 no sistema
1xEV-DO RA. Os altíssimos índices de atraso obtidos em todoss algoritmos demonstram principal-
mente a fragilidade do sistema 1xEV-DO RA uma vez que este sistema não oferece banda suficiente
para atender a alta demanda do tráfegohandoffvertical de baixa prioridade. Além disso, a maior pro-
porção destes usuários de prioridade 4 e o tamanho dobuffer reduzem mais ainda o desempenho do
sistema 1xEV-DO RA. Desta forma, o algoritmo OcpEnlace atinge atrasos inaceitáveis de 4.130 ms
no pior caso. Os atrasos são reduzidos quando utilizado o algoritmo OcpMix porém, ainda elevados
com mínimo de 330 ms e máximo de 3.090 ms. Os melhores resultados são conferidos ao algoritmo
OcpBuffer com atrasos variando de 33 ms a 1.620 ms.
A Figura 5.10 exibe o percentual de perda do tráfegohandoffvertical de prioridade 4 no sistema
HSDPA. O maior percentual de perda é obtido pelo algoritmo Pot com perdas variando de 0% a
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Fig. 5.8: Atraso Médio 1xEV-DO RA Pr1 em Função do Tráfego deHandoff Vertical
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Fig. 5.9: Atraso Médio 1xEV-DO RA Pr4 em Função do Tráfego deHandoff Vertical
8,33%. Tal desempenho é resultante do grande fluxo de tráfegoemhandoff vertical direcionado ao
sistema HSDPA em virtude das suas altas taxas de dados no enlace direto. O algoritmo OcpBuffer
também apresenta elevado índice de descarte com percentualde perda até 7,11% no pior caso. Perdas
moderadas são obtidas pelo algoritmo OcpEnlace variando de0% a 5,7%. Os menores percentuais
de perdas são conferidos ao algoritmo OcpMix com o valor máxio de 0,6%.
Por fim, na Figura 5.11 é mostrado o percentual de perda do tráfegohandoffvertical de prioridade
4 no sistema 1xEV-DO RA. Os algoritmos OcpMix e OcpEnlace aprsentam descartes semelhantes
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Fig. 5.10: Percentual de Perda HSDPA Pr4 em Função do TráfegoHandoff Vertical
em virtude do maior direcionamento de tráfego handoff vertical para o sistema 1xEV-DO RA. En-
tretanto, o algoritmo OcpMix apresenta descartes superiores aos do algoritmo OcpEnlace em toda
simulação. Os outros algoritmos OcpBuffer e Pot obtêm excelnt s desempenhos com perdas de
no máximo 0,17% porém, estes algoritmos subutilizam o sistema 1xEV-DO RA e sobrecarregam o
sistema HSDPA com elevados índices de descarte.
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Fig. 5.11: Percentual de Perda 1xEV-DO RA Pr4 em Função do Tráfego Handoff Vertical
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5.5.2 Cenário II
Nesta seção são apresentados os resultados de simulação referentes ao desempenho dos sistemas
UMTS/HSDPA e CDMA 1xEV-DO RA. Os algoritmos potência equivalente, ocupação mix, ocu-
pação de enlace e potência mix e odeficit round robinsão identificados nas figuras pelos acrônimos
PotEq, OcpMix, OcpPotMix e DRR respectivamente. Finalmente, os números no final de cada acrôn-
imo estão associados com a prioridade de cada tipo de tráfegovariando de 1 a 4, isto é, da prioridade
mais alta para a prioridade mais baixa. Em todos os gráficos é cnsiderado a condição dobufferda
Tabela 5.5. O desvio padrão médio da simulação foi de 4,49% e para um intervalo de confiança de
95% foi 2,75% do valor da média.
Na Figura 5.12 é mostrada a vazão de dados dos usuários de Pr1 no sistema HSDPA em função do
aumento do tráfego dehandoffvertical. A vazão do algoritmo dehandoffvertical baseado na potência
equivalente (PotEq) apresenta o melhor desempenho variando de 4,3 kbps até o máximo de 513 kbps.
Este algoritmo proporciona a vazão de dados mais alta desde que os usuários atendidos estejam entre
os que apresentarem as melhores condições de canal. O algoritmo OcpPotMix também influenciado
pela potência equivalente apresenta boas vazões com o máximo de 467 kbps. O algoritmo DRR
obtém desempenho intermediário com vazões entre 4,3 kbps e 321,6 kbps. O outro algoritmo de
handoffvertical OcpMix apresenta o pior desempenho com vazões variando de 4,5 kbps até 163 kbps
devido ao efeito ping-pong para selecionar o sistema 3G maisadequado para receber os pacotes em
handoffvertical. No caso dos usuários Pr4 os resultados são semelhantes.
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Fig. 5.12: Vazão HSDPA Pr1 em Função do Tráfego deHandoff Vertical
A vazão de dados dos usuários Pr1 no sistema 1xEV-DO RA em função do tráfegohandoffverti-
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cal é exibido na Figura 5.13. No sistema 1xEV-DO RA o algoritmo OcpPotMix apresenta o melhor
desempenho variando de 6,9 kbps até 66 kbps. No caso do algoritmo PotEq o sistema 1xEV-DO RA
mostra um desempenho pior do que o sistema HSDPA porque em alguns casos em que as potências
equivalentes são as mesmas, e de acordo com algoritmo o sistema HSDPA é escolhido para receber o
pacote emhandoffvertical. Assim, o algoritmo PotEq apresenta pior desempenho no sistema 1xEV-
DO RA com o máximo de 54,7 kbps. Mais uma vez, o algoritmo DRR mostra vazões intermediárias
variando de 0,7 kbps até 47,8 kbps. Finalmente, o algoritmo OcpMix apresenta as piores vazões com
máximo de 19,6 kbps em razão da baixa ocupação de enlace do sistema 1xEV-DO RA. No caso dos
usuários Pr4 os resultados são similares.
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Fig. 5.13: Vazão 1xEV-DO RA Pr1 em Função do Tráfego deHandoff Vertical
A Figura 5.14 mostra o atraso médio dos pacotes Pr1 no sistemaHSDPA em função do tráfego
dehandoffvertical. Os maiores atrasos médios são obtidos pelo algoritmo DRR com atrasos médios
de 4 ms até 289 ms devido ao maior quantum de 5 Mbits aplicado para este sistema. Os outros
algoritmos PotEq e OcpPotMix apresentam desempenhos intermediários com atrasos variando de 9,6
ms até 260 ms porém, estes atrasos são sensíveis ao aumento detráfegohandoffvertical. O algoritmo
OcpMix mostra baixos atrasos variando de 1,5 ms até 65 ms. Contud , estes bons resultados estão
condicionados à baixa ocupação de enlace no sistema HSDPA.
No caso dos usuários de Pr4 o atraso médio no sistema HSDPA é semelhante ao da Figura 5.15
mas, devido à baixa prioridade dos usuários os atrasos médios aumentaram de 2 ms até 1.025 ms
no pior caso do algoritmo OcpPotMix. Os menores atrasos médios estão novamente associados ao
algoritmo OcpMix em razão da baixa ocupação de enlace do sistema HSDPA. No caso dos algoritmos
PotEq e OcpPotMix os desempenhos são similares durante as simulações com uma pequena vantagem
114 Algoritmos de Handoff Vertical









6% 59% 80% 90%


















Fig. 5.14: Atraso Médio HSDPA Pr1 em Função do Tráfego deHandoff Vertical
do algoritmo PotEq. O algoritmo DRR apresenta o segundo pioratraso médio variando de 7,8 ms até
978 ms. Entretanto, este desempenho pode ser melhorado através da redução do tamanho do quantum
para o sistema HSDPA.








6% 59% 80% 90%


















Fig. 5.15: Atraso Médio HSDPA Pr4 em Função do Tráfego deHandoff Vertical
A Figura 5.16 mostra o atraso médio dos usuários Pr1 no sistema 1xEV-DO RA em função do
tráfegohandoffvertical. Conforme pode ser observado o excessivo atraso médio verificado em todos
algoritmos avaliados são conseqüência da incapacidade do sistema 1xEV-DO RA em prover banda
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o suficiente para atender todos os usuários de alta prioridade. Os maiores atrasos médios estão rela-
cionados ao algoritmo OcpPotMix variando de 127,8 ms até 1.641 ms. O algoritmo PotEq mostra um
desempenho intermediário com atraso médio variando de 107,5 ms até 1.371 ms. O outro algoritmo
DRR apresenta um bom desempenho com atraso médio variando de161,8 ms até 1.064 ms em virtude
do sistema 1xEV-DO RA não ser sobrecarregado pelo tráfegohandoffvertical. O melhor resultado é
o obtido pelo algoritmo OcpMix com atraso médio máximo de 875ms embora o sistema 1xEV-DO
RA não seja utilizado eficientemente.
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Fig. 5.16: Atraso Médio 1xEV-DO RA Pr1 em Função do Tráfego deHandoff Vertical
O atraso médio dos usuários de Pr4 no sistema 1xEV-DO RA em função do tráfego dehandoff
vertical é exibido na Figura 5.17. Os altos índices de atrasos obtidos por todos os algoritmos avaliados
demonstram principalmente a fraqueza do sistema 1xEV-DO RAuma vez que o sistema não oferece
banda o suficiente para atender a alta demanda do tráfego dehan off vertical. Além disso, a alta
proporção de usuários de prioridade 4 e o tamanho reduzido dobuffer reduzem o desempenho do
sistema 1xEV-DO RA. Desta forma, o algoritmo OcpPotMix atinge atrasos médios inaceitáveis e
no pior caso, 4.234,8 ms. Os atrasos são reduzidos quando é utilizado o algoritmo PotEq porém,
ainda os atrasos permanecem altos com o mínimo de 368 ms e o máximo de 3.768 ms. O algoritmo
DRR apresenta um desempenho intermediário com atrasos menores do que 3.729 ms no pior caso.
Os melhores resultados são alcançados pelo algoritmo OcpMix com atraso médio variando de 294
ms até 2.546 ms contudo, este algoritmo apresenta altos percentuais de perda conforme mostrado na
Figura 5.19.
A Figura 5.18 exibe o percentual de perda de pacotes dos usuário de Pr4 no sistema HSDPA em
função do tráfego dehandoffvertical. O maior percentual de perda é obtido pelo algoritmo DRR com
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Fig. 5.17: Atraso Médio 1xEV-DO RA Pr4 em Função do Tráfego deHandoff Vertical
perdas variando de 0% até 7,6%. Este desempenho é resultado do tamanho do quantum do sistema
HSDPA que aumenta o tempo de espera dos usuários Pr4 e conseqüe temente o percentual de perda.
Os algoritmos OcpPotMix e PotEq também apresentam altos percentuais de perda com 7,32% no pior
caso. Os menores percentuais de perda são obtidos pelo algoritmo OcpMix variando de 0% a 2,54%.
Todavia, este resultado é conseqüência da subutilização dosistema HSDPA.
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Fig. 5.18: Percentual de Perda HSDPA Pr4 em Função do TráfegoHandoff Vertical
Finalmente, na Figura 5.19 é mostrado o percentual de perda dos usuários Pr4 no sistema 1xEV-
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DO RA em função do tráfego dehandoffvertical. Os percentuais de descarte mais altos são conferi-
dos ao algoritmo OcpMix variando de 0% até 2%. No outro algoritmo OcpPotMix o desempenho do
sistema 1xEV-DO RA apresenta uma pequena melhora com o percentual de perda máximo de 1,96%.
O algoritmo PotEq apresenta desempenho intermediário variando de 0% até 1,4%. Por fim, os melho-
res resultados são associados com o algoritmo DRR onde os percentuais de perda são menores do que
0,79%.
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Fig. 5.19: Percentual de Perda 1xEV-DO RA Pr4 em Função do Tráfego Handoff Vertical
5.6 Conclusões
Neste estudo, novos algoritmos para aceitação de tráfegohandoffvertical foram propostos e avali-
ados nos sistemas 3G UMTS/HSDPA e 1xEV-DO RA em conjunto com oescalonador de dados PF
a fim de assegurar a QoS de cada sistema 3G e minimizar a degradação de desempenho causada pelo
aumento de tráfegohandoffvertical nos sistemas 3G. Os impactos destes algoritmos na aceit ção de
tráfego junto com o escalonador de dados PF foram avaliados através de simulações computacionais
usando a ferramenta desoftwareMatlab. A vazão, o atraso médio e o percentual de perda de pacotes
foram estudados em função carga de tráfego dehandoffvertical.
Neste novo cenário de integração de redes 3G heterogêneas, oalgoritmo OcpMix na qual constitui-
se de uma combinação de parâmetros para ocupação dobuffere ocupação do enlace apresentou um
bom desempenho em termos de atraso médio e percentual de perda nos ois cenários de avaliação de
desempenho. Contudo, tal desempenho está relacionado a ineficiência na alocação de recursos das
redes 3G com a subutilização dos sistemas 1xEV-DO RA e HSDPA.O outro algoritmo OcpPotMix
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assegurou altas taxas de vazão de dados para ambos sistemas 3G, porém, estes resultados estavam
associados com altos percentuais de perda e altos índices deatrasos em ambos sistemas 3G.
O algoritmo PotEq mostrou um desempenho intermediário em todas as métricas de QoS avaliados
com altas vazões para ambos sistemas 3G. Entretanto, as altas latências nos sistemas 3G obtidas por
este algoritmo não atenderam satisfatoriamente a todos usuário . Por outro lado, o algoritmo DRR
assegurou satisfatoriamente a QoS na maioria das métricas de desempenho avaliadas. Além disso,
este desempenho pode ser melhorado através da redução do tamanho do quantum no sistema HSDPA,




Com o advento das redes 4G novos mecanismos dehandoffforam criados para permitir or aming
entre diferentes redes de acesso. Desta forma, espera-se integrar diversos tipos de sistemas móveis
como o CDMA 1xEV-DO RA, o UMTS/HSDPA e o WiMAX. Neste estudo, os desempenhos dos
enlaces diretos dos sistemas CDMA 1xEV-DO RA, UMTS/HSDPA e WiMAX foram avaliados face
aos novos algoritmos dehandoff vertical e horizontal como forma de melhorar a QoS das conexões
em andamento nas redes 3G e 4G. Estes algoritmos consideram os seguintes parâmetros de QoS
para a tomada de decisãohandoff: a ocupação do enlace, a ocupação dobuffer, a potência do sinal
recebido (RSS) e o tamanho do quantum (DRR).
Além disso, avaliou-se o desempenho dos algoritmos de escalonamento de dados: Prioritário
(Pr), Proportional Fair (PF), Maximum Carrier Interference(Max C/I) e a nova propostaPriority
Proportional Fair (Pr/PF). As seguintes métricas de QoS foram avaliadas nestetrabalho: a vazão de
dados, o atraso médio dos pacotes e o percentual de perda de pacot s, todos em função de fontes
de tráfego HTTP ou de fontes segundo o processo de Poisson. O estudo baseou-se em simulações
computacionais através de um simulador de eventos discretod senvolvido na ferramenta de software
Matlab.
A nova proposta de escalonamento de dados Pr/PF demonstrou ser uma boa alternativa para as-
segurar QoS para diversos tipos de usuários. Os usuários de alta prioridade obtiveram desempenhos
semelhantes aos verificados pelo escalonador prioritário.Por outro lado, os usuários de baixa priori-
dade conseguiram uma QoS razoável com desempenho superior ao verificado pelo escalonador Pr e
inferiores aos obtidos pelos escalonadores Max C/I e PF. Desta forma, este escalonador privilegia os
usuários dispostos a pagar mais pelo serviço diferenciado eo mesmo tempo atende aos usuários de
baixa prioridade com desempenhos superiores ao escalonador Pr.
Em relação aos algoritmos dehandoffhorizontal Pot e PotOcp os mesmos apresentaram compor-
tamentos distintos. O algoritmo Pot garantiu a melhor QoS dotráfego interno dos sistemas CDMA
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1xEV-DO RA e UMTS/HSDPA na maioria das métricas avaliadas. Contudo, a aparente superiori-
dade em relação ao algoritmo PotOcp está condicionada ao alto índice de descarte de pacoteshandoff.
Por outro lado, o algoritmo PotOcp além de assegurar a QoS nasmétricas avaliadas de maneira satis-
fatória foi mais solidário ao tráfegohandoff com baixos índices de descarte. Portanto, a escolha do
melhor algoritmo dehandoff horizontal fica a critério da operadora do sistema móvel na qual pode
priorizar o tráfego interno ou emhandoffde acordo com a escolha dos algoritmos.
Entre os vários algoritmos dehandoffvertical propostos destaca-se o algoritmo DRR. Os resulta-
dos mostraram que este algoritmo assegurou a QoS satisfatoriamente na maioria das métricas avali-
adas com a vantagem de que os resultados podem ser melhoradosatravé de ajustes nos parâmetros
de saldo e quantum dos sistemas móveis. Este algoritmo permite a "reserva"de banda para cada sis-
tema móvel por meio dos parâmetros de saldo e de quantum. Assim, através de ajustes finos nestes
parâmetros do algoritmo DRR pode-se alcançar o balanceamento "ideal"de carga entre os sistemas
móveis de maneira a não sobrecarregar ou subutilizar qualquer sistema com o tráfego dehandoff
vertical.
Outro algoritmo dehandoffvertical relevante trata-se do algoritmo OcpMix na qual foram obtidos
baixos índices de atraso e perda de pacotes. Entretanto, as menores vazões de dados deste algoritmo
quando comparado aos outros algoritmos mostram claramenteque os sistemas 3G CDMA 1xEV-DO
RA e UMTS/HSDPA ficaram subutilizados, ou seja, uma situaçãoindesejada uma vez que se procura
maximizar o desempenho das redes.
Finalmente, como trabalhos futuros sugere-se utilizar outras fontes de tráfego como FTP, WAP,
video-streaminge voz em conjunto com as fontes HTTP a fim de avaliar o desempenho dos sistemas
móveis em cenários em que há a coexistência dos tráfegos dehan offhorizontal e vertical juntamente
com o tráfego interno.
Outra idéia para a continuidade deste trabalho está relacionada à inclusão do sistema móvel 4G
LTE na plataforma de simulação em conjunto com os sistemas CDMA 1xEV-DO RA e UMTS/HSDPA.
Desta forma, através da inclusão deste sistema 4G poderia-se avaliar "na prática"os desempenhos dos
algoritmos dehandoffvertical com maior precisão, além de propor novos algoritmos para aumentar
a QoS dos sistemas 3G e 4G.
Outro possível trabalho futuro refere-se a avaliação de um único sistema móvel com o objetivo de
estudar o impacto das mudanças nos parâmetros da rede avaliad e desta forma conseguir isolar os
parâmetros de rede que provocam mudanças no comportamento do sistema móvel. Um destes pos-
síveis parâmetros seria a distribuição da taxa de dados em quconforme a variação deste parâmetro
pode-se obter diferentes índices de desempenho.
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Apêndice A
Fontes de Tráfego
A.1 Fontes de Tráfego de Poisson
Em parte deste trabalho são adotadas fontes de tráfego segundo o processo de Poisson. As fontes
de tráfego de Poisson são muito utilizadas na modelagem de tráfego de voz e dados em redes de
comunicações. Entretanto, com a popularização das aplicações baseadas no protocolo IP as fontes de
tráfego de Poisson tornaram-se pouco precisas para o dimensionamento de redes. Assim, em grande
parte deste estudo optou-se por utilizar fontes de tráfego HTTP ao invés de fontes de tráfego segundo
o processo de Poisson.
Em relação as fontes de tráfego de Poisson adotadas neste estudo, elas representam o processo
de chegada de pacotes a ERB. Este processo de chegada é modelado através da geração de números
aleatórios segundo a função de distribuição de Poisson. Além do processo de chegada de pacotes,
o tamanho dos pacotes segue a função de distribuição de Poisson como forma de simular o modelo
da fila M/M/1 em que a chegada de pacotes e o atendimento de pacotes obedecem uma distribuição
exponencial negativa, isto é, a distribuição de Poisson. A função distribuição de Poisson é dada pela
Equação A.1.
F (x) = 1 − e−λx (A.1)
A.1.1 Método da Transformação Inversa
A geração de números aleatórios em linguagens de programação normalmente seguem a dis-
tribuição uniforme o que é incompatível com a distribuição de Poisson. Assim, uma das soluções para
este problema trata-se da aplicação do método de transformação inversa na função de distribuição de
Poisson.
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Fazendo F(x) = u, tem-se:
x = −(1/λ)ln(1 − u) (A.2)
Os valores para a variável aleatória x podem ser produzidos através da geração de uma variável u,
uniforme, e usando a Equação A.2 para determinar x. Como u é uniformemente distribuída entre 0 e
1, a expressão(1 − u) também é distribuída uniformemente entre 0 e 1. Desta forma,o algoritmo de






A Figura A.1 mostra o código fonte em Matlab para a geração de números aleatórios segundo a
distribuição de Poisson. No código pode ser observado que a fnçãorand implementa a geração de
números aleatórios com distribuição uniforme enquanto a funçãolog executa o logaritmo natural do
resultado da funçãorand.
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% Simulação do tempo de chegada de pacotes - Fontes Poisson                                                 % 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% Número máximo de pacotes simulados 
Max = 10000; 
% Parâmetros para a distribuição inter-chegadas 
lambda = 70;                           % taxa de chgada 
Tmax = (1100 * (Max/1000))/lambda;     % tempo limite [0,Tmax] 
 
tempo_de_chegada(1) = -log(rand)/lambda; 
i=1; 
 
b1 = waitbar(0,'Simulando chegadas poissonianas'); 
while tempo_de_chegada(i) < Tmax, 
       tempo_de_chegada(i+1) = tempo_de_chegada(i) + -log(rand)/lambda; 
       i = i + 1; 
       waitbar(tempo_de_chegada(i)/Tmax,b1); 
end 
close(b1); 
Fig. A.1: Código Fonte da Chegada de Pacotes Segundo o Processo d Poisson
O tamanho dos pacotes com distribuição exponencial negativa é ilustrado pela Figura A.2. Neste
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exemplo são gerados 20.000 pacotes com tamanho médio de 1.500 bytes.
tamanho_medio = 1500; % bytes 
 
for  i = 1:20000 
    tamanho(i) = round(-log(rand)/(1/tamanho_medio)); 
end 
Fig. A.2: Código Fonte Para a Geração de Pacotes com Comprimento Médio de 1.500bytes
A.1.3 Gráficos
A Figura A.3 mostra a chegada de pacotes a ERB segundo a funçãodistribuição de Poisson em
função do tempo em segundos.























Fig. A.3: Chegada de Pacotes Segundo o Processo de Poisson
Na Figura A.4 é exibido o histograma do comprimento de pacotes segundo a distribuição de
Poisson. O tracejado em vermelho na figura representa o comprimento médio dos pacotes com média
de 1.500bytes.
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Fig. A.4: Histograma do Comprimento dos Pacotes Conforme a Distribuição de Poisson
A.2 Fontes de Tráfego HTTP
Nesta seção é mostrado o código fonte em Matlab das fontes HTTP utilizadas neste estudo. O
código abaixo ilustra o algoritmo usado para a geração de tráfego HTTP interno ao sistema HSDPA.
É importante ressaltar que este mesmo algoritmo foi utilizado para a geração das fontes HTTP de




% Simulação das fontes HTTP INTERNAS HSDPA (tempo de chegada e tamanho dos pacotes IP)
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Número máximo de pacotes gerados para cada fonte HTTP
Max_Fontes = 10000;
% Número de fontes HTTP geradas
n_fontes_http_n_hsdpa = 1;
if n_fontes_http_n_hsdpa > 0
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% Tamanho_hsdpa máximo de cada fonte HTTP
TMax_HTTP_n_hsdpa = Max_Fontes;
% Tempo de chegada do tráfego HTTP
tempo_de_chegada_http_n_hsdpa = zeros(n_fontes_http_n _hsdpa,TMax_HTTP_n_hsdpa);
for j = 1:n_fontes_http_n_hsdpa
On = 1; % estado ativo
Dpc = 0.033; % Tempo de Leitura
MTU = 0; % 76% das vezes o tamanho_hsdpa máximo dos pacotes ser á 1500 bytes
% e em 24% das vezes 576 bytes
i = 1;
while i < TMax_HTTP_n_hsdpa
if On == 1
sorteio = rand;














tempo_de_chegada_http_n_hsdpa(j,i + 1) = tempo_de_chega da_http_n_hsdpa(j,i) + -log(rand)/Dpc;
On = 1;
i = i + 1;
end % fim if
end % fim while
fprintf(’HSDPA - Fonte de Tráfego Interno HTTP %d .. OK\n’,j );
end % fim for
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plot(tempo_de_chegada_http_n_hsdpa,x,’k * ’);




% Simula uma fonte HTTP 1.0 Burst Mode
% Data: 26/05/07
Tp = 7.69; % Tempo Parsing
Tc = 20; % Tempo de propagação
% Parâmetros para distribuição de Pareto
k = 1.75; alfa = 1.1;
S = zeros; % Tamanho do objeto em bytes
m = zeros; % 1 para o objeto principal
% b, 1<=b<=4 objeto composto de b objetos embutidos
W = zeros; % Tamanho do janela de congestionamento
N = zeros; % Número de pacotes para transmitir o objeto
C = zeros; % C pacotes para transmissão
PW = zeros; % Tamanho da janela TCP no fim da transmissão do obj eto
Nd = zeros; % Número de objetos embutidos por página
n_objetos_compostos = zeros; % Número de objetos compostos
if On == 1
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% OBJETO PRINCIPAL %
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
m = 1; % Seta m = 1 para o objeto principal
% Tamanho do objeto principal segundo a distribuição lognor mal com
% média 10710 bytes
S = round(lognrnd(8.35,1.37));
% Enquanto o tamanho do arquivo for maior que 2 MB e menor que 10 0
% bytes gere outro tamanho aleatório neste intervalo
while (S > 2000000) | (S < 100)
S = round(lognrnd(8.35,1.37));
end
% Envio de segmentos SYN+ACK e segmentos de controle
tamanho_http_n_hsdpa(j,i + 1) = 640; % (40 bytes + 40 bytes) * m* 8 = 640 bits
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% tamanho_http_n_hsdpa(j,i + 1) para sincronizar com o temp o_de_chegada_http_n_hsdpa(j,i + 1)
% Tempo de propagação
tempo_de_chegada_http_n_hsdpa(j,i + 1) = tempo_de_chega da_http_n_hsdpa(j,i) + -log(rand)/Tc;
i = i + 1;
W = m; % Seja W igual a m
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% INÍCIO MODELO TCP
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Calcula-se o número de pacotes para transmitir o objeto
N = round(S/MTU_40);
if N == 0
N = 1;
end
C = min(N,W); % Enfileira C pacotes para a transmissão
% P = N - C;
% Todos os pacotes são colocados na fila para a transmissão nu ma
% só vez ao invés de por N ou W ou ainda 2 pacotes por vez.
P = N;
while P > 0
tamanho_http_n_hsdpa(j,i + 1) = MTU * 8 * min(P,2); % MTU = 1500 * 8 * 1
% = 12000 bits, 1500 * 8 * 2 = 24000 bits
% Tempo de propagação
tempo_de_chegada_http_n_hsdpa(j,i + 1) = tempo_de_chega da_http_n_hsdpa(j,i) + -log(rand)/Tc;
P = P - min(P,2);
i = i + 1; % 2 segmentos de dados são gerados para cada




% FIM MODELO TCP
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Envio de m segmentos FIN
tamanho_http_n_hsdpa(j,i + 1) = 320; % 40 bytes * 8 = 320 bits
% Tempo de propagação
tempo_de_chegada_http_n_hsdpa(j,i + 1) = tempo_de_chega da_http_n_hsdpa(j,i) + -log(rand)/Tc;
i = i + 1;
% Envio de m segmentos ACK, fecha a conexão
tamanho_http_n_hsdpa(j,i + 1) = 320; % 40 bytes * 8 = 320 bits
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
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% OBJETOS COMPOSTOS %
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% A transferência do 1º objeto composto inicia-se após Tc + Tp ms
% depois de terminada a transmissão do objeto composto
tempo_de_chegada_http_n_hsdpa(j,i + 1) = tempo_de_chega da_http_n_hsdpa(j,i) + -log(rand)/Tc + -log(rand)/Tp;
i = i + 1;
% Numero de objetos embutidos segundo a distribuição de pare to com média = 5.64
Nd = round(k * (1 - rand)^(-1/alfa)); % Número de objetos embutidos
% Enquanto o número de objetos embutidos for maior do que 53 ge ra-se outro número aleatório
while Nd > 53










if (((Nd/4) - fix(Nd/4)) * 4) > 0
% Número de objetos embutidos restantes para transmissão <= 3
resto_composto = ((Nd/4) - fix(Nd/4)) * 4;
end
end
while (n_objetos_compostos > 0)
m = b;
S = 0;
for l = 1:b
% Tamanho do objeto embutido segundo a distribuição lognorm al com media 7758 bytes
tamanho_objeto_embutido = round(lognrnd(6.17,2.36));
% Enquanto o tamanho do objeto embutido for maior que 2 MB e men or que 50 bytes gere outro
% tamanho aleatório
while (tamanho_objeto_embutido > 2000000) | (tamanho_obj eto_embutido < 50)
tamanho_objeto_embutido = round(lognrnd(6.17,2.36));
end
S = S + tamanho_objeto_embutido;
end
% Envio de segmentos SYN+ACK e segmentos de controle
tamanho_http_n_hsdpa(j,i + 1) = 80 * m* 8; % (40 bytes + 40 bytes) * m* 8 = 640,1280,1920,2560 bits
% Tempo de propagação
tempo_de_chegada_http_n_hsdpa(j,i + 1) = tempo_de_chega da_http_n_hsdpa(j,i) + -log(rand)/Tc;
i = i + 1;
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W = m; % Seja W igual a m
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% INÍCIO MODELO TCP
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Calcula-se o número de pacotes para transmitir o objeto
N = round(S/MTU_40);
if N == 0
N = 1;
end
C = min(N,W); % Enfileira C pacotes para a transmissão
% P = N - C;
% Todos os pacotes são colocados na fila para a transmissão nu ma
% só vez ao invés de por N ou W ou ainda 2 pacotes por vez.
P = N;
while P > 0
tamanho_http_n_hsdpa(j,i + 1) = MTU * 8 * min(P,2); % MTU = 1500 * 8 * 1
% = 12000 bits, 1500 * 8 * 2 = 24000 bits
% Tempo de propagação
tempo_de_chegada_http_n_hsdpa(j,i + 1) = tempo_de_chega da_http_n_hsdpa(j,i) + -log(rand)/Tc;
P = P - min(P,2);
i = i + 1; % 2 segmentos de dados são gerados para cada




% FIM MODELO TCP
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Envio do segmento FIN e do segmento ACK, fecha a conexão
tamanho_http_n_hsdpa(j,i + 1) = 80 * m* 8; % 80 bytes * m * 8 = 640,1280,1920,2560 bits
% Tempo de propagação
tempo_de_chegada_http_n_hsdpa(j,i + 1) = tempo_de_chega da_http_n_hsdpa(j,i) + -log(rand)/Tc;
i = i + 1;
n_objetos_compostos = n_objetos_compostos - 1;
if n_objetos_compostos == 0
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end % fim while
end % fim if volta ao programa principal
HTTP/1.1-Modo Persistente
% Simula uma fonte HTTP 1.1 Persistent Mode
% Data: 26/05/07
Tp = 7.69; % Tempo Parsing
Tc = 20; % Tempo de propagação
% Parâmetros para distribuição de Pareto
k = 1.75; alfa = 1.1;
S = zeros; % Tamanho do objeto em bytes
m = zeros; % 1 para o objeto principal
% b, 1<=b<=4 objeto composto de b objetos embutidos
W = zeros; % Tamanho do janela de congestionamento
N = zeros; % Número de pacotes para transmitir o objeto
C = zeros; % C pacotes para transmissão
PW = zeros; % Tamanho da janela TCP no fim da transmissão do obj eto
Nd = zeros; % Número de objetos embutidos por página
n_objetos_embutidos = zeros; % Contador para o nº de objetos embutidos
if On == 1
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% OBJETO PRINCIPAL %
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
m = 1; % Seta m = 1 para o objeto principal
% Tamanho do objeto principal segundo a distribuição lognor mal com
% média 10710 bytes
S = round(lognrnd(8.35,1.37));
% Enquanto o tamanho do arquivo for maior que 2 MB e menor que 10 0
% bytes gere outro tamanho aleatório neste intervalo
while (S > 2000000) | (S < 100)
S = round(lognrnd(8.35,1.37));
end
% Envio de segmentos SYN+ACK e segmentos de controle
tamanho_http_n_hsdpa(j,i + 1) = 640; % (40 bytes + 40 bytes) * m* 8 = 640 bits
% tamanho_http_n_hsdpa(j,i + 1) para sincronizar com o temp o_de_chegada_http_n_hsdpa(j,i + 1)
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% Tempo de propagação
tempo_de_chegada_http_n_hsdpa(j,i + 1) = tempo_de_chega da_http_n_hsdpa(j,i) + -log(rand)/Tc;
i = i + 1;
W = m; % Seja W igual a m
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% INÍCIO MODELO TCP
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Calcula-se o número de pacotes para transmitir o objeto
N = round(S/MTU_40);
if N == 0
N = 1;
end
C = min(N,W); % Enfileira C pacotes para a transmissão
% P = N - C;
% Todos os pacotes são colocados na fila para a transmissão nu ma
% só vez ao invés de por N ou W ou ainda 2 pacotes por vez.
P = N;
while P > 0
tamanho_http_n_hsdpa(j,i + 1) = MTU * 8 * min(P,2); % MTU = 1500 * 8 * 1
% = 12000 bits, 1500 * 8 * 2 = 24000 bits
% Tempo de propagação
tempo_de_chegada_http_n_hsdpa(j,i + 1) = tempo_de_chega da_http_n_hsdpa(j,i) + -log(rand)/Tc;
P = P - min(P,2);
i = i + 1; % 2 segmentos de dados são gerados para cada








% OBJETOS EMBUTIDOS %
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Transmite 4 pacotes de 40 bytes
tamanho_http_n_hsdpa(j,i + 1) = 1280; % 4 * 40 bytes * 8 = 1280 bits
% A transferência do 1º objeto composto inicia-se após Tp ms
% depois de terminada a transmissão do objeto composto
tempo_de_chegada_http_n_hsdpa(j,i + 1) = tempo_de_chega da_http_n_hsdpa(j,i) + -log(rand)/Tp;
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i = i + 1;
% Numero de objetos embutidos segundo a distribuição de pare to com média = 5.64
Nd = round(k * (1 - rand)^(-1/alfa)); % Número de objetos embutidos
% Enquanto o número de objetos embutidos for maior do que 53 ge ra-se outro número aleatório
while Nd > 53
Nd = round(k * (1 - rand)^(-1/alfa));
end
if Nd > 0
n_objetos_embutidos = 1;
while (n_objetos_embutidos <= Nd)
% Tamanho do objeto embutido segundo a distribuição lognorm al com media 7758 bytes
S = round(lognrnd(6.17,2.36));
% Enquanto o tamanho do objeto embutido for maior que 2 MB e men or que 50 bytes gere outro
% tamanho aleatório
while (S > 2000000) | (S < 50)
S = round(lognrnd(6.17,2.36));
end
% Tempo de propagação
tempo_de_chegada_http_n_hsdpa(j,i + 1) = tempo_de_chega da_http_n_hsdpa(j,i) + -log(rand)/Tc;
i = i + 1;
W = m; % Seja W igual a m
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% INÍCIO MODELO TCP
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Calcula-se o número de pacotes para transmitir o objeto
N = round(S/MTU_40);
if N == 0
N = 1;
end
C = min(N,W); % Enfileira C pacotes para a transmissão
% P = N - C;
% Todos os pacotes são colocados na fila para a transmissão nu ma
% só vez ao invés de por N ou W ou ainda 2 pacotes por vez.
P = N;
while P > 0
tamanho_http_n_hsdpa(j,i + 1) = MTU * 8 * min(P,2); % MTU = 1500 * 8 * 1
% = 12000 bits, 1500 * 8 * 2 = 24000 bits
% Tempo de propagação
tempo_de_chegada_http_n_hsdpa(j,i + 1) = tempo_de_chega da_http_n_hsdpa(j,i) + -log(rand)/Tc;
P = P - min(P,2);
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i = i + 1; % 2 segmentos de dados são gerados para cada




% FIM MODELO TCP
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
m = PW;
n_objetos_embutidos = n_objetos_embutidos + 1;
end % fim while
end % fim if
% Envio do segmento FIN e do segmento ACK, fecha a conexão
tamanho_http_n_hsdpa(j,i + 1) = 640; % 80 bytes * 8 = 640 bits
% Tempo de propagação
tempo_de_chegada_http_n_hsdpa(j,i + 1) = tempo_de_chega da_http_n_hsdpa(j,i) + -log(rand)/Tc;
i = i + 1;
end
A.2.2 Gráficos
Fonte de Tráfego HTTP
A Figura A.5 mostra a chegada de pacotes IP a ERB de acordo com omodelo de tráfego HTTP
proposto em [10]. Esta figura representa apenas uma amostra da chegada de pacotes IP a ERB no
tempo em segundos, pois, trata-se de um processo estocásticonde o instante de tempo em que
ocorre a chegada de um pacote IP é representado por uma variável leatória.
Na Figura A.6 é exibido o histograma do comprimento dos pacotes IP gerados por esta fonte.
Nota-se que a maior quantidade pacotes IP são referentes aostamanhos 12.000 bits e 24.000 bits,
isto é, 1.500bytese 3.000bytes. Os comprimentos de 24.000 bits e 9.216 bits são abstrações para
representar o tamanho equivalente a dois pacotes IP (4.608 bits + 4.608 bits = 9.216 bits). Esta
maior proporção de pacotes está em concordância com o modeloHTTP utilizado em que 76% da
vezes o MTU é 1.500bytese 24% das vezes é 576bytes. Além disso, os pacotes de comprimento
zero representam os períodos em que o usuário está lendo a págin HTTP, isto é, o períodoOFF.
Os demais comprimentos de pacotes representam os pacotes dedados de 4.608 bits e 9.216 bits, os
pacotes de sincronização e os pacotes de controle de sinalização.
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Fig. A.5: Tempo de Chegada de Pacotes IP das Fontes HTTP
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Fig. A.6: Histograma do Comprimento dos Pacotes IP das Fontes HTTP
Apêndice B
Fluxograma do Simulador de Eventos
Discretos
Neste apêndice é apresentado o fluxograma do programa principal do simulador de eventos dis-
cretos utilizado neste trabalho.
B.1 Programa Principal
A Figura B.1 mostra o fluxograma do programa principal do simulador adotado neste trabalho.
No início do programa ocorre a inicialização das variáveis.A variável relógio representa o tempo
simulado no programa sendo inicializada com zero. O número dpacotes na fila é representado pela
variável fila e inicialmente é zerada. Por fim, a variável livre indica o estado do servidor em que no
início do programa é inicializada com um mostrando que o servidor está pronto para atender o pacote.
O simulador desenvolvido neste trabalho caracteriza-se por ser um simulador de eventos discretos
em que podem ocorrer dois tipos de eventos: chegada de pacoteou término de serviço do pacote. Este
dois eventos estão representados no fluxograma pelas variáveis chegada_pacote e término_serviço.
No início do programa o único evento possível de ocorrer é chegada do primeiro pacote ao sistema.
Desta forma, a variável chegada_pacote recebe o tempo de chegada do primeiro pacote e como este é
único evento possível término_serviço e chegada_pacote sãigualados.
A cada iteração do programa verifica-se qual é o evento iminente atualiza-se o relógio. Se
o evento for de chegada de pacote é verificado se o servidor está livre. Estando livre, o servidor
muda de estado e passa a estar ocupado e em seguida o pacote é atendido. Além disso, a variável
chegada_pacote recebe o tempo de chegada do próximo pacote ahegar no sistema. Senão se o
servidor estiver ocupado o pacote é armazenado na fila para atendimento posterior.
Caso o evento seja de término de serviço verifica-se a fila. Se afila estiver vazia o servidor muda
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de estado setando a variável livre em um e aguarda o próximo evento a ocorrer no sistema, como não
há nenhum pacote sendo atendido no sistema o próximo evento será brigatoriamente a chegada de
um novo pacote. Senão caso exista algum pacote na fila decrementa-se o número de pacotes na fila e
o atende-se este pacote.
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