This paper is devoted to the absolute continuity of (scalar-valued or vector-valued) self-affine measures and their properties on the boundary of an invariant set. We first extend the definition of WSC to self-affine IFS, and then obtain a necessary and sufficient condition for the vector-valued self-affine measures to be absolutely continuous with respect to the Lebesgue measure. In addition, we prove that, for any IFS and any invariant open set V , the corresponding (scalar-valued or vector-valued) invariant measure is supported either in V or in ∂V .
Introduction
In order to study the refinement equation 1) two N × N matrices T l = (c 2i−j +l−1 ) 1 i,j N were introduced in [3, 4] . By these two matrices and defining f : By using this vector-valued form, many sharp results relating the spectral radius of T 0 , T 1 restricted in a subspace of R N were obtained under the assumption i c 2i = i c 2i+1 = 1, cf. [1, 4, 6, 15] , etc. Motivated by this idea, Deng, He and Lau [2] studied the vector-valued representation of integral self-affine measures and the refinement equation f (x) = It is interesting to study general vector-valued refinement equations
where A is a d × d expanding matrix, C i are k × k matrices and d i ∈ R d . Heil and Colella [6] investigated the distributional solutions of Eq. (1.2). Jiang [9] investigated the characterizations of the stability and orthogonality of the solutions of the matrix refinement equation (1.2) for the case k = d.
An interesting problem is: when does Eq. (1.2) has an L 1 -solution? This is equivalent to ask: when does there exist an absolutely continuous vector-valued signed measure μ satisfying
with P i = |det(A)| −1 C i ? This paper is devoted to studying this problem for the case that C i are nonnegative matrices. We call a family of contractive maps {S j } m i=1 on R d an iterated function system (IFS). It is well known [8] that there exists a unique nonempty compact subset K ⊂ R d such that K = m j =1 S j (K). We call K the invariant set or attractor. Let {P i > 0: i = 1, . . . , m} be nonnegative nonzero k × k matrices. If P := m j =1 P j is irreducible, similar to [18] and [5] , it is easy to prove that there exist a unique number λ > 0 and a unique nonnegative k-dimensional vector-valued measure μ supported in K (supp μ may be a proper subset of K) satisfying the equation and μ(K) 1 := k j =1 μ j (K) = 1. Furthermore, λ = λ(P ) the spectral radius of the matrix P , and λμ(K) = P μ(K). We call μ the invariant measure.
For simplicity, we will assume that the nonnegative matrix P satisfies 
Remark.
If P is reducible, we can write, without loss of generality,
. . , k) and μ(K) = P μ(K) > 0, it is easy to prove that, for any given i ∈ {1, . . . , l}, either P u i j = 0 for all j and u = i, or μ i = 0. Therefore Eq. (1.5) can be written in the following form
Therefore, for the reducible case, the existence of μ in (1.5) is true but the uniqueness is false.
It is well known that the support of any scalar invariant measure is the attractor of the corresponding IFS. For vector-valued measure, however, the following Example 3.11 shows that the support of μ may be a proper subset of the attractor of {S i } i even if μ is absolutely continuous and so the equivalence of μ (or μ 1 ) and Lebesgue measure restricted on K is not true.
In this paper, we will mainly consider the self-affine iterated function system (IFS):
where A is a d × d expanding matrix, i.e., all eigenvalues of A are strictly larger than one in modulus. We call the family
We also call such (A, D) an affine (or similar) pair and μ the vector-valued self-affine (or self-similar) measure.
In order to obtain sharp results on the invariant measure, it is often assumed that the IFS satisfies the open set condition (OSC) and consists of similarities. In this case the invariant measure can be written in the form of a matrix product and so it can be well understood. Without the OSC, the S i (K)'s have overlaps and it is more difficult to handle the situation. For example, even the simplest case 2 , it is not completely understood. The measure μ ρ is referred to as the infinite Bernoulli convolution. This is the most basic example for overlapping IFS; the details of this can be found in the excellent survey article [20] and the references therein.
One direction to study the overlapping IFS is to use a density argument on the parameters of the IFS [19] [20] [21] [22] . In another direction Lau and Ngai [10] introduced a condition for self-similar IFS named weak separation condition (WSC), which is weaker than the OSC and includes many IFS with overlaps. Under that condition the absolute continuity of self-similar measures was studied in [12] , the general multifractal structure was considered in [10] and many special cases have been analyzed in detail in [11, 3] and [16] . Also Hu, Lau and Wang [7] extend the WSC to the case of self-conformal IFS and studied the absolute continuity of self-conformal measures. Lau and Wang [17] studied the absolute continuity of self-similar measures with respect to Hausdorff measure. The main interest of this paper is to extend the WSC to the case of self-affine IFS and study the absolute continuity of vector-valued self-affine measures.
This paper has three purposes. First, we give the necessary and sufficient condition for vector-valued self-affine measures to be absolutely continuous with respect to Lebesgue measure, this extends a result in [12] . Then we prove that an absolutely continuous self-affine (scalar-valued) measure is equivalent to the restriction of Lebesgue measure on the attractor. Finally we consider the invariant measure on the boundary of any invariant open set.
For the IFS (1.6), we will use the following symbols throughout, let Σ m = {1, . . . , m} or shortly Σ if there is no confusion, Σ * = n 0 Σ n and D = {d 1 We also use 1 to denote the vector with all coordinates to be 1. We organize the paper as follows. In Section 2, we give the definition of WSC and prove some basic properties of WSC which will be used later. Section 3 is devoted to study the absolute continuity of vector-valued and scalar-valued self-affine measures. In Section 4, we will prove that for any invariant open set V of an IFS and any P i satisfying (1.4), the vector-valued invariant measure is supported in either V or ∂V .
Weak separation condition
The concept of weak separation condition was defined in [10] for self-similar IFS. It can be extended to the selfaffine IFS by using an equivalent form of WSC. We remark that the original definition of WSC in [10] is not suitable for self-affine IFS. The following definition is also adapted from the concept "uniform discreteness" [13 There are some equivalent conditions and properties of WSC which will be used in the following sections.
Lemma 2.2. For the self-affine IFS {S
, the following statements are equivalent:
The proof is similar to the proof of [23, Theorem 1] .
Proof. (i) Without loss of generality, assume
) is an ellipsoid with center A −n d I ∈ K and major axis at most 2cξ for all I ∈ Σ n and n > 0. Therefore
Noting that all balls of {B ξ (d I ): I ∈ Σ n } are disjoint by Lemma 2.2(ii), we have
L(B ξ (0)) , then the conclusion follows. (ii) and (iii) follow from Lemma 2.2(ii). 2
Absolute continuity
First we give an expected result on μ.
Lemma 3.4. μ is of pure type, i.e. it is either purely singular or absolutely continuous.
Proof. Let μ s and μ ac be its singular and absolutely continuous part, respectively.
Assume μ s = 0, then there is a measurable subset
j (E)) = 0 for each j . Hence, for any measurable set X,
Therefore, the vector-valued measure μ s also satisfies the same self-similar identity. The uniqueness of μ implies that μ s = aμ for some a > 0. This forces a = 1 and so μ is purely singular. Hence μ is of pure type. 2
Since {P j } m j =1 satisfies the conditions in (1.4), P = m j =1 P j has a unique positive 1-eigenvector ν satisfying ν 1 = 1. Moreover, we have ν = μ(K) and the spectral radius of P is one: λ(P ) = 1. We will always use ν to denote this vector. For simplicity, we will denote Whereρ(·) is the joint spectral radius of a set of matrices andρ(·) is the generalized spectral radius of a set of matrices, cf. [13] .
Proof. From the definition ofρ(·) andρ(·) (cf. [13] ), we havē
by using Theorem 3.5(i). 2
Since the proof of Theorem 3.5 is very long, we put some independent parts as lemmas and prove them first.
where 
where γ 2 is defined in Lemma 2.3(i). Let e i be the ith row of the k × k identity matrix, the assumption R = +∞ implies that there is a τ i ∈ Σ * such that e i (W τ . Therefore the conclusion follows by letting I = τ i σ i . 2
For any n > 0 and J ∈ Δ ⊆ Σ n , let
we have the following extension of Lemma 3.1 of [12] . 
be all the distinct S I with I ∈ Δ \Δ. By Lemma 2.3(i), q γ 2 |det(A)| n , n > 0. Therefore
.
The following lemma is an extension of Theorem 3.1 in [12] . The key of the proof is to use Lemma 3.7(ii). For any vector α > 0, choose a particular I (α t ) ∈ Σ n satisfying the condition of Lemma 3.7(ii) and let
Then Lemmas 3.7 and 3.8 imply
by using
by using c = 4γ 2 L(K)ε −1 and (3.3) (the relation between the second and the last terms). Suppose we have chosen
, we stop our construction. Otherwise we let Δ l+1 be the largest subset Q ⊂ Σ nl+1 satis-
then it is easy to see that
Similar to (3.3) and (3.4), we have
and
Conditions (i), (ii) and Eq. (3.5) imply that the process must stop in finite steps, say r. Let E = r i=1 E i . The identity (1.5) and the fact that
Since ε > 0 is arbitrary, so μ is not absolutely continuous. Therefore Lemma 3.4 implies that μ is singular. 2
Proof of Theorem 3.5. We first prove the statement (i). Necessity. Suppose that μ is absolutely continuous. Then Lemmas 3.7(i) and 3.9 imply that R 1. Hence there is a nonnegative vector α such that α t ν = 1 and α t W I ν 2 for all I ∈ Σ * . Sufficiency. Since P = m j =1 P j is irreducible, so there exist I ij ∈ Σ n ij such that P I ij (i, j ) > 0, i, j ∈ {1, . . . , k}. Let for i = 1, . . . , k (note that ν 1 = 1). Since a is independent of I , so we have
If μ is not absolutely continuous, Lemma 3.4 implies that μ is purely singular, so there exists a subset E 0 ⊆ K such that
For any given ε > 0, since L(E 0 ) = 0, there exists a collection of balls
Therefore, there exist a subset E ⊆ E 0 and an integer N 0 such that
Obviously, we can find a constant γ depending only on d such that every x ∈ R d can be covered by at most γ ellipsoids
Lemma 2.2(iii) implies that there exists a constant C > 0, independent of n, such that #{l:
by using (3.6). Hence
by using inequality (3.10), where C 1 = 2 d γ C. This contradicts to the fact that ε > 0 is arbitrary. Therefore μ is absolutely continuous. For the statement (ii), let f be a density function of μ. By the statement (i), we have λ( W I ) 1, so the inequality (3.6) holds. For any given i, let η 0 be such that L({x ∈ K: f i (x) η}) > 0. There exists a Lebesgue point x 0 of the set {x ∈ K: f i (x) η}, so there is an r 0 > 0 such that, for 0 < r r 0 ,
where
Choose n > 0 such that |A −n (B d (0))| < r 0 and let
Similar to the calculations (3.11) and (3.12), we have 1 t μ(B r 0 (x 0 )) aCL((B r 0 (x 0 ))) for some constant C > 0. Hence (3.13) implies
Hence f i is essentially bounded. Therefore μ has a bounded density function. By using Lemmas 3.7(i) and 3.9, we see that R 1.
Claim. If R 1, then R is attainable.
Proof of Claim. By the definition of R, there exist nonnegative vectors β j such that β t j ν = 1 and a β j ↓ R as j → ∞. Since {β j } is a bounded sequence, it has a converging subsequence. By passing to subsequence, we assume β j → α, then
Hence a α R, so the definition of R implies a α = R. Claim is proved. 2
For the α in the claim, we have α t ν = 1 and
Note that ν is a 1-eigenvector of P and that |det(A)| = m. We see that
Replace I by I I · · · I , we see that (|det(A)| n P I ) N does not tend to the zero matrix as N → +∞. Hence λ(|det(A)| n P I ) 1. Now Theorem 3.5(i) implies that λ(|det(A)| n P J ) 1 for all J ∈ Σ n and n > 0. Hence λ(P I ) = |det(A)| −n for all I ∈ Σ n and n > 0. 2 For the special case k = 1, let μ be the self-affine measure satisfying
where {p j > 0} m j =1 are probability weights. Then Theorem 3.5 is an extension of the related results in [12] . At the end of this section, we consider the relation between an absolutely continuous μ and the Lebesgue measure restricted on K.
It is easy to see that, for a scalar self-similar measure, its support is the attractor of the corresponding IFS and, any absolutely continuous scalar self-similar measure is equivalent to the Lebesgue measure restricted on the attractor [20, Proposition 3.1]. For vector-valued measure, however, the following example shows that the support of μ may be a proper subset of the attractor of {S i } i even if μ is absolutely continuous and so the equivalence of μ (or μ 1 ) with Lebesgue measure is not true. 
. Let μ be the corresponding vector-valued self-similar measure.
By noting that P 3 = P 4 , P 1 = P 2 , P 1 P 1 = P 3 P 3 = 0, P 3 P 1 = 0 0 0 1 4 and P 1 P 3 = 1 4 0 0 0 , we have
42 .
Since the attractor of the IFS 
The following theorem indicates that, if the self-affine measure is absolutely continuous, then it is equivalent to the Lebesgue measure restricted on the self-affine set. This theorem is an extension of Proposition 3.1 in [20] .
Theorem 3.12. Let μ be a self-affine measure defined in (3.14). If μ is absolutely continuous with respect to the Lebesgue measure, then the restriction of Lebesgue measure on the attractor K is also absolutely continuous with respect to μ.
Proof. The idea of the proof is the same as that in [20] . Since we cannot use "contraction ratio" here, so modifications are needed.
Since μ is absolutely continuous with respect to the Lebesgue measure, there is a nonnegative Borel measurable function f (x) supported in K such that
(3.15)
Let E 0 = {x ∈ K: f (x) = 0} and assume that L(E 0 ) > 0. Then E 0 has at least one Lebesgue point, i.e. there is at least one x 0 ∈ E 0 such that 
The definitions of n r and A r imply the following statements: Hence we have
by using the fact K = I ∈Σ nr S I (K).
and Eq. (3.15) ensures
Hence
and therefore
Using relations (3.17)-(3.19), we have
Divide both sides by L(B 2r (x 0 )) and let r → 0, then (3.16) implies
This means that the restriction of Lebesgue measure on K is absolutely continuous with respect to μ. 2
Properties on the boundary of invariant open sets
This section is devoted to studying the properties of vector-valued invariant measures on the boundary of invariant open sets for general IFS.
Lau and Wang [14] proved that if a self-similar IFS satisfies open set condition with open set U , then the corresponding self-similar measure μ is supported in either ∂U or U . By Schief's theorem [21] , we see that if a self-similar IFS {S j } m j =1 satisfies the OSC with open set U , then one can choose another open set V such that {S j (V )} m j =1 are disjoint and V ∩ K = ∅. It is easy to see that S i ( U) ∩ S j ( U ) ⊆ ∂V ∩ K and so μ(S i ( U ) ∩ S j ( U)) = 0 (i = j). We show that the same conclusion as that in [14] holds for vector-valued μ generated by any contractive IFS. We also give an example to show that Schief's theorem cannot be extended to general cases. 
By the identity (1.5), we see that, for any n > 0, there exists a J ∈ Σ n such that (P I J (i, 1), P I J (i, 2), . . . , P I J (i, k)) = 0. Therefore we can the above q 0 > 0 such that, for all0 , the following properties hold:
For any given q such that0 , let {φ j } N j =1 be the distinct S J , J ∈ Σ q and let 
It is easy to see that
Using Eqs. 
