The null space condition is a condition under which k-sparse signal can be recovered uniquely in compressed sensing (CS) problems. In this paper, new efficient algorithms are introduced to verify the null space condition for 1 minimization in compressed sensing. Suppose A is an (n − m) × n (m > 0) sensing matrix, we can verify whether the sensing matrix A satisfies the null space condition or not for ksparse signals by computing α k = max
INTRODUCTION
In compressed sensing, the sparest solution x to the underdetermined equation y = Ax can be recovered by solving 1 minimization (1.1) under certain conditions such as restricted isometry conditions [1] [2] [3] [4] [5] [6] . The 1 minimization is formulated as min
x 1 subject to Ax = y, (1.1)
where A ∈ R (n−m)×n with 0 < m < n, y ∈ R n−m is the measurement result, and x ∈ R n is the signal that we are trying to recover from y. One way to check the performance guarantee of 1 minimization is verifying the null space condition (NSC) or null space property (NSP). Given a matrix A ∈ R (n−m)×n with 0 < m < n, A is said to satisfy the null space condition if the following holds:
(1.2) ∀z ∈ {z : Az = 0, z = 0}, ∀K ⊆ {1, 2, ...n} with |K| ≤ k, where K is an index set, |K| is the cardinality of K, zK is the elements of z vector corresponding to the index set K, and K is the complement of K. 1 When the NSC holds for a number k, then any k-sparse signal x can be uniquely recovered by solving (1.1) [7, 8] . And related to the NSC, α k is defined as below:
In order for a given sensing matrix A to satisfy the NSC, α k should be smaller than 1 2 . Generally a smaller α k means more robustness in recovering approximately sparse signal x via 1 minimization [7] [8] [9] . By using a matrix H ∈ R n×m , n > m, which is the basis of the null space of A (AH = 0), the null space condition (1.2) can be transformed to (1.3):
where K is an index set, |K| is the cardinality of K, (Hx)K is the elements of (Hx) corresponding to the index set K, and K is the complement of K. And then α k is restated as below:
Equivalently, we define β k as follows:
and we can rewrite α k as
If and only if β k is smaller than 1, (1.3) holds. Our goal in this paper is to compute α k for a certain sparsity k, and to find the maximum k such that α k < 1 2 .
1.1. Prior Works [10] reported that computing α k is strongly NP-hard. Because of the computational difficulty, verifying the NSC was often conducted by computing an upper or lower bound on α k [2, 7, 11, 12] .
[2] and [11] resorted to the semidefinite programming to calculate the bounds on α k or related quantities. [7] used linear programming (LP) relaxations to calculate the upper and lower bounds on α k . In those papers, computable performance guarantees on sparse signal recovery with bounds on α k were shown. However, [2, 7, 11, 12] did not provide the exact values of α k , which led to a smaller k value satisfying the null space condition.
Our contribution
We propose a series of new polynomial-time algorithms to compute upper bounds on α k . Based on these new polynomial-time algorithms, we further design novel algorithm, which is named the sandwiching algorithm, to compute the exact α k with greatly reduced complexity. This new sandwiching algorithm also offers a natural way to achieve a smooth tradeoff between computational complexity and result accuracy. In our simulations, we obtained bigger k values than results from [2] and [7] by computing the exact α k .
Organization
In Section 2, the pick-1-element algorithm is introduced to compute an upper bound on α k . In Section 3, we extend the pick-1-element algorithm to the pick-l-element algorithms, 2 ≤ l ≤ k, to compute better upper bounds on α k . In Section 4, the sandwiching algorithm (based on the pick-l-element algorithms) is introduced to compute the exact α k . In Section 5, we provide empirical results showing the improved performance of our algorithms over existing methods. Finally, we wrap up our paper by discussing extensions and future directions in Section 6.
PICK-1-ELEMENT ALGORITHM
Given a matrix H ∈ R n×m , 0 < m < n, in order to verify α k < 
Proof Without loss of generality, we can assume that when x = x i , i = 1, 2, 3, ..., n, the optimum value α 1,{i} (=
(2.1) is obtained, and when x = x * and K = K * , the optimum value α k (= β k 1+β k ) from (1.5) is obtained. Note that α k,K is defined for a fixed K set with cardinality k, but α k is the maximum value over all subsets with cardinality k.
PICK-L-ELEMENT ALGORITHMS
We extend the pick-1-element algorithm to the pick-l-element algorithms, where 2 ≤ l ≤ k is a fixed chosen integer in order to obtain better bounds on α k . We first index the n l subsets with cardinality l by indices 1,2,..., n l , and we denote the subset corresponding to index i as Li. Let us define β l,L i , i ∈ {1, 2, 3, ..., n l }, as:
The subscript l in β l,L i is used to denote the cardinality of the set Li, and i in β l,L i is the index of Li.
Algorithm 2: Pick-l-element Algorithms, 2 ≤ l ≤ k, for computing upper bounds on α k
NSC is satisfied Lemma 3.1 α k can not be larger than the output of the pick-lelement algorithms, where 2 ≤ l ≤ k. Namely,
.
We omit the proof for lemma 3.1 because of space limitation.
THE SANDWICHING ALGORITHM
In order to compute the exact value of α k , rather than upper bounds on α k , we devise new algorithm which is named the sandwiching algorithm. The idea of the sandwiching algorithm is constantly decreasing the gap between an upper bound and a lower bound on α k in computing the exact value of α k sandwiched between them. In algorithm execution, we constantly decrease the upper bound, and increase the lower bound. When the lower bound and the upper bound meet, we finally obtain the exact value of α k . The sandwiching algorithm consists of three major parts. The first part is running the pick-l-element algorithm for a fixed number l. The second part is computing the upper bounds on α k,K with the results from the first part, and sorting the n k subsets K by the upper bounds on α k,K in descending order. The third part is computing exact α k,K for each subset K, starting from the top of the sorted list until the global upper bound (GUB) meets the global lower bound (GLB) in the algorithm. 
1+β k,K and β k,K is defined as below:
2)
and Li, 1 ≤ i ≤ k l , are all the subsets of K with cardinality l. Note that β k,K is defined for a given K set with cardinality k, but β k is the maximum value over all subsets with cardinality k.
Due to space limitation, we omit the proof for lemma 4.1.
We can also obtain the upper bound on α k,K on a given K set by solving the following optimization problem (4.3). 
Due to space limitation, we omit the proof for lemma 4.2.
4.1. Computing α k,K from (4.
2)
The exact value of α k,K (= β k,K 1+β k,K ) is computed by solving (4.2). In order to find maximum value of convex objective function, we separate the 1 norm of (Hx)K into 2 k possible cases according to the sign of each term, +1 or −1 which lead to 2 k small linear problems. From 2 k linear problems, we compute 2 k−1 problems instead of 2 k , because the result from one possible case (e.g. 1,-1,-1,1 when k = 4) is always same as the result from its inverse case (e.g. -1,1,1,-1). Among the 2 k−1 candidates, we choose the biggest one as β k,K . This strategy is also applied to solve (2.1) and (3.1). We omit the proof for theorem 4.3 because of space limitation.
Complexity in computation
The first part of the sandwiching algorithm, which is running the pick-l-element algorithm for a fixed number l, can be finished with polynomial-time complexity. As for the complexity of the second part which is computing the upper bounds on α k,K and sorting operation, this second part can be done reasonably fast when n and k are not big (for example, n = 40 and k = 5). We remark that when n and k are big, we may enumerate upper bounds on α k,K one by one sequentially, instead of computing and sorting them at once (this is out of the scope of this current paper). The main complexity comes from the third part which is computing exact α k,K for each subset K. It heavily depends on the number of iterations in which the algorithm will exactly compute α k,K until the GUB and the GLB meet. In the worst case, the number of iterations will be n k which is the maximum number of iterations. However, in practice, we find that, very often, the GUB and the GLB meet very quickly. Thus the algorithm will compute the exact value of α k with much lower computational complexity than the exhaustive search method.
SIMULATION RESULTS
We used Matlab on a HP Z220 CMT workstation with Intel Core i7-3770 dual core CPU @ 3.4GHz clock speed and 16GB DDR3 RAM, under Windows 7 OS environment for our simulations. CVX (Ver. 1.22), a package for specifying and solving convex programs [13] , are used in order to solve optimization problems such as (2.1), (3.1), (4.2), and (4.3). For sensing matrices, randomly chosen Gaussian matrices are used. The elements of the Gaussian matrix follow i.i.d. standard Gaussian distribution N (0, 1). Table 1 , 2 and 3 show upper bounds on α k from the pick-lelement algorithm, l = 1, 2, 3 respectively. We ran simulations on 10 different random Gaussian matrices H for each size and obtained median value of them. Table 4 shows the exact value of α k from the sandwiching algorithm on different sizes of H matrices and different values of k. We ran simulations on one randomly chosen Gaussian matrix H at each size. Hence in total, we tested 4 different H matrices for the sandwiching algorithm simulations. The pick-2-element algorithm is generally used in the sandwiching algorithm. If the pick-2-element algorithm is not used, the name of the specific algorithm is mentioned as a footnote below each table. From simulation results, our algorithm clearly provided smaller α k value than the upper bounds from [2] and [7] , which leads to a bigger recoverable sparsity k in the 40 × 12 and 40 × 16 H matrix cases. For easy comparison, we put results from [2] and [7] in Table 7 .
The number of running steps, namely the number of subsets of k elements for which we computed (4.2), to reach the exact α k in Table 4 are shown in Table 5 . As shown in Table 5 , running steps to reach the exact α k are considerably reduced, when compared with the exhaustive search method. When k = 3, for the 40 × 16 H matrix case, the running steps are reduced to about 1 700 of the steps in the exhaustive search method. For k = 4, the running steps are reduced to about 1 40 of the steps in the exhaustive search method. For k = 5, the reduction rate became 1 5 on the same H matrix. (With the sandwiching algorithm based on the pick-3-element algorithm in k = 5, 40 × 16 H matrix case, the reduction rate became 1 4400 .) Table 6 indicates the actual running time of the sandwiching algorithm. For k = 5 in the 40 × 20 H matrix, the sandwiching algorithm found the exact value of α k in 1 170 of the time used by the exhaustive search method. The sandwiching algorithm took around 2.2 hours to compute exact value of α k , while the exhaustive search method is anticipated to take around 16 days. 
CONCLUSION
In this paper, we proposed new algorithms to verify the null space conditions. The future work for verifying the null space conditions includes designing efficient algorithms to reduce the operation time even more. It is also interesting to extend the framework to the nonlinear measurement setting [14] . 
