This paper examines the performance of the U.S. commercial banking industry over 1984-2002. Rather than measuring performance relative to the unknown (and difficultto-estimate) boundary of the production set, performance for a given bank is measured relative to expected maximum output among m banks using no more of each input than the given bank. This approach permits fully non-parametric estimation with √ n-consistency, avoiding the usual curse of dimensionality that plagues traditional non-parametric efficiency estimators. The resulting estimates are robust with respect to outliers and noise in the data. 
Introduction
The U.S. banking industry has witnessed dramatic changes in regulation and market structure during the past two decades, with the number of commercial banks declining from a peak of 14,496 in 1984 to 7,887 at the end of 2002. Although the number of banks has declined, many banking markets have become more competitive with the elimination of branch banking regulations and other entry barriers, as well as a blurring of lines separating commercial banks from other financial service firms. Banks have also invested heavily in new data processing and telecommunications technologies with the expectation that such investment would lead to improved productivity and higher profits.
Thus far, evidence for productivity and efficiency improvement in banking attendant with increased competition and capital investment has been mixed. Many studies, using data from the 1980s and early 1990s, found that banks tend to suffer from considerable managerial, or "x-", inefficiency (see Berger and Humphrey 1997 , for a survey). Some studies find that technological progress raised average bank productivity in these years, but relative to production possibilities, banks seem not to have become more efficient (see Wheelock and Wilson, 1999; Alam, 2001) . Using more recent data (1991-97), Berger and Mester (2003) find that technological improvements mainly increased banks' profit productivity, as early adopters of technology earned higher profits, at least temporarily.
Over the same period, however, average cost productivity declined. This paper examines further the evolution of productivity, efficiency and technical progress in commercial banking by applying alternative, new concepts of efficiency, as well as new nonparametric estimators. The banking industry has continued to consolidate since the mid-1990s while deregulation, such as the removal of barriers to interstate branching in 1997, and heavy investment in new capital has continued. Using data for 1984-2002, we follow Alam (2001) and Wheelock and Wilson (1999) in decomposing a Malmquist index of total factor productivity into changes in efficiency and technology, though we use the more general model of bank production of Berger and Mester (2003) . Unlike previous studies, however, our analysis is based on the order-m frontier described by Cazals et al. (2002) , which offers several advantages over previously used methods of efficiency estimation.
Many prior studies have relied on methods that imposed strong assumptions on production and cost relationships, as well as on the distribution of efficiency scores. Several studies estimate translog cost or profit functions that include a two-sided random noise term and a one-sided random inefficiency term. The translog function, however, has been shown to mis-specify bank cost relationships (see, e.g., McAllister and McManus, 1993; Wheelock and Wilson, 2001) , and the commonly used "correction" of augmenting the translog function with trigonometric terms has several other drawbacks as implemented in the banking literature.
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Other studies, e.g., Wheelock and Wilson (1999) , use nonparametric envelopment estimators of the efficient frontier, such as the data envelopment analysis (DEA) or free disposal hull (FDH) estimators. Unlike parametric estimators, DEA and FDH do not impose a particular functional form on the relationship between production inputs and outputs. DEA and FDH do have drawbacks, however. For example, both are highly sensitive to extreme values and noise in the data. The only difference between DEA and FDH is that the DEA estimator assumes that the efficient frontier is convex. In the present study of U.S. banks, we find that efficiency estimates are extremely sensitive to this assumption. Using FDH, we find that all banks lie on the estimated frontier, implying that all banks are efficient. By contrast, when we use DEA, less than 3 percent of banks lie on the estimated frontier.
The order-m estimator proposed by Cazals et al. (2002) requires no convexity assump-1 Applications in banking have typically added an arbitrary number of sine and cosine terms to the traditional translog cost function to achieve greater flexibility in fit. Addition of trigonometric terms to translog cost or profit functions represent attempts at semi-non-parametric series estimation (see Efromovich, 1999 , for discussion). None of the banking studies implementing series estimation have, to our knowledge, attempted to optimize the number of included terms by cross-validation or other data-based methods, and so it remains unknown whether these models under-or over-fit the data. The large number of terms (Gallant, 1981 (Gallant, , 1982 proposed n 2/3 as a rule-of-thumb for the number of terms to include) typically required for series estimators in the regression context make it impractical to use maximum likelihood to estimate composite-error models, where a one-sided inefficiency process is convolved with a two-sided noise process. Consequently, a number of recent studies using this approach have included only a small number of trigonometric terms, but this likely results in under-fitting the data.
tions, and has several desirable properties that make it useful for drawing inferences about efficiency. As with DEA and FDH estimators, order-m estimators are fully non-parametric, but unlike DEA and FDH estimators, order-m estimators are root-n consistent and do not suffer from the well-known curse of dimensionality. In addition, order-m estimators are robust with respect to extreme values and noise, in stark contrast to DEA and FDH estimators which are especially sensitive. We use the order-m estimator to estimate a modified measure of output technical efficiency, as well as modified measures of changes in productivity, efficiency, and technology over time. We further decompose efficiency changes into pure technical and scale inefficiency, and decompose technical change into pure technical change and changes in the scale of the technology.
Section 2 describes our statistical model and the FDH, DEA, and order-m estimators, which are used to define modified measures of productivity and other changes in Section 3. We specify the inputs and outputs of bank production and describe our data in Section 4. Empirical results are given in Section 5, with conclusions in Section 6.
Technology, Distance Functions, and Estimators

Statistical Model:
We begin by defining notation and summarizing the traditional nonparametric estimators of efficiency and their properties. Denote the production possibilities set at time t
where x ∈ R p + and y ∈ R q + denote vectors of inputs and outputs, respectively. The production possibilities set can be described in terms of its sections
and
or input requirement sets and output correspondence sets, respectively. Typical economic assumptions (e.g., Shephard, 1970; Färe, 1988) 
The upper boundary of P t , denoted P ∂t , is sometimes referred to as the technology or the production frontier, and is given by the intersection of P t and the closure of its compliment. Assumption (iii) above is equivalent to an assumption of monotonicity for The Shephard (1970) output distance function measures distance from an arbitrary point (x, y) ∈ R p+q + to P ∂t in a direction orthogonal to x, and is defined by
Although the distance function in (2.4) is defined in terms of the production set P t , different distance functions can be defined by replacing P t (2.4) with some other set to measure distance from (x, y) to the boundary of the other set. Let V(A) denote denote the convex cone (with vertex at the origin) spanned by the set A ⊂ R p+q
If P ∂t exhibits constant returns to scale (CRS) everywhere, then the technology P ∂t implies a mapping x → y that is homogeneous of degree 1; i.e., (x, y) ∈ P ∂t implies (λx, λy) ∈ P ∂t for all λ > 0. In this case,
Of course, the production set P t and hence the distance function defined by (2.4) are unobserved and must be estimated from data. Before anything can be estimated, a sta-tistical model must be defined. To ensure consistent estimation using the DEA estimator described below, assumptions (i)-(iii) listed above and the following assumptions of Kneip et al. (1998) Deprins et al. (1984) and defined by 5) and the convex hull of P t FDH given by
The convex cone V( P Korostelev et al. (1995a Korostelev et al. ( , 1995b ; see Simar and Wilson (2000) for a summary. The asymptotic properties of the DEA and FDH distance function estimators are discussed in Gijbels (1999), Park et al. (2000) , Simar and Wilson (2000) , and Kneip
Estimators of
. The convergence rates are slow, reflecting the curse of dimensionality which is common with nonparametric estimators. The rate of convergence for the FDH estimator is slower than for the DEA estimator, but if P t is non-convex, the DEA estimator is inconsistent. In addition to slow convergence rates and the curse of dimensionality, the DEA and FDH estimators also suffer from extreme sensitivity to outliers. For many applications, these problems are potentially acute. As an alternative to estimators tied to the frontier P ∂t , we consider estimators based on the expected maximum output frontiers of order m proposed by Cazals et al. (2002) .
These allow the convexity assumption to be relaxed, and in addition permit noise (with zero expected value) in the output measures. Recall that the density f t (x, y) has bounded support over the production set P , v j ∈ R q + , drawn from 3 Several algorithms for detecting outliers in high dimensional spaces have been proposed (e.g., Wilson, 1993 Wilson, , 1995 , but these involve substantial computational burden with large sample sizes.
Note that A t m (x 0 ) is random, depending on the particular draw of m vectors from
Analogous to (2.4), we may define the random distance function
(2.8)
This is the output-oriented analog of the input measure defined by Cazals et al. (2002) .
The order-m analog of P t may be formed by defining The order-m concept relies on a different benchmark than traditional efficiency studies; rather than comparing a given firm's output to (an estimate of) the maximum feasible output, the firm's observed output quantities are compared to what could be expected from any m randomly chosen firms that use no more input quantities than the given firm. Cazals et al. (2002) 12) where (x i , y i ) ∈ S t n t ∀ i = 1, . . . , n t . If the point of interest is (x 0 , y 0 ), the procedure works as follows:
[1] Draw m times, independently, with replacement, from the observations in S t n t such that x i ≤ x 0 ; discard the input vectors and denote the sample of remaining output
where v kj and y 0 are the -th elements of v kj and y 0 . 
Additional insight can be gained by considering the following simple example. Suppose p = q = 1, and consider a DGP where
0 otherwise. (2.14)
Then the production set corresponds to the right triangle with corners at (0,0), (0,1), and
(2.15)
The integral can be computed easily since the integrand involves a polynomial in y.
Draws of size n = 100 and n = 1000 were taken from this simple DGP to produce the plots shown in Figure 1 . Both panels show two lines; the one with slope equal to 1 is the true boundary of the production set, while the line with lesser slope is the true order-m frontier with m = 50. In each panel, the stair-step pattern just below the production set boundary is the FDH frontier estimate, while the order-m frontier estimate lies below the FDH estimate, closer to the true order-m frontier. , and the plots in Figure 1 indicate that the estimates move closer to the true frontier as n is increased from 100 to 1000. It is also apparent from the plots that the order-m frontier deviates farther from the production set boundary as we move left to right along the horizontal axes. This is a consequence of the definition in (2.9) and (2.15). In general, the distance between the two frontiers at any given input level will depend on the particular choice of m, the variance of y, conditional on x, and the slope and curvature of the true production set boundary. Cazals et al. (2002) prove that the order-m estimators have some interesting and useful properties. In particular, for finite, fixed m, y ∂t m,n t is a √ n-consistent estimator of y ∂t m . Root-n consistency is unusual among non-parametric estimators; this result means that the order-m estimator avoids the curse of dimensionality that plagues DEA and FDH estimators. In addition, for fixed
for a given sample size, the order-m estimator converges to the FDH estimator as m → ∞.
Moreover, for finite m, the order-m estimator is far more robust to extreme values, noise, or outliers than either the DEA or FDH estimators, provided m is not too large relative to n.
The root-n consistency property is lost if the order-m estimator is used to estimate P ∂t .
Consequently, we use the order-m estimator to estimate the order-m frontier, P ∂t m , rather than P ∂t . Readers familiar with DEA and FDH estimators may find this puzzling at first, but should realize that the order-m frontier is merely an alternative benchmark by which to gauge the efficiency of production units. Rather than measuring a firm's performance relative to a potentially unreliable estimate of the maximum feasible output for the firm's observed inputs, we measure the firm's performance relative to the expected maximum output among m firms using input quantities no greater than those of the firm of interest.
The only remaining issue regarding the order-m estimators concerns the particular choice of m. Cazals et al. (2002) remark that the value of m can be viewed as a trimming parameter; its role is similar to that of the trimming parameter in trimmed mean estimators. They write (p. 7) that in practice, "a few values of m could be used to guide the manager of the production unit to evaluate its own performance." For the simple example described above, Figure 2 shows, descending from top to bottom, the true production set boundary and true order-m frontiers corresponding to m = 1500, 150, and 50, illustrating that increasing m moves the order-m frontier closer to P ∂t .
Dynamic Effects
The order-m concept discussed in the previous section is perhaps most useful in our application when it is used to examine dynamic changes in the banking industry. In the case of only one input and one output (p = q = 1), productivity can be measured by the ratio of output to input, and changes in productivity can be examined by comparing output-input ratios of firms at different points in time. With multiple inputs and multiple outputs, however, this simple approach does not work. Malmquist indices are typically used to examine productivity changes in multivariate settings; see Färe and Grosskopf (1996, 1998) for discussion.
Consider a bank with input and output quantities (x
This index is the geometric mean of two ratios. The first ratio inside the brackets measures the change in productivity relative to the technology at time t 1 , while the second ratio measures change in productivity relative to the technology prevailing at time t 2 . Productivity change is measured relative to the conical hull of the production set defined by (2.1) for either time t 1 or t 2 . A particular bank either moves closer to the boundary of this conical hull (becoming more productive), or farther from the boundary (becoming less productive). Values of the Malmquist index greater than 1 indicate an improvement in productivity; values less than 1 indicate a decrease in productivity, while a value of 1 indicates no change.
The true, unknown Malmquist index in (3.1) is typically estimated by replacing P t 1 and P t 2 with P t 1 DEA and P t 2 DEA ; consequently, this estimator inherits all the problems of the DEA estimator. Since we doubt the viability of DEA estimators for our application, we define an order-m Malmquist index to measure productivity change relative to (the conical hull of) the frontier of the expected production set of order-m (P t m ) defined by (2.10), instead of the difficult-to-estimate P ∂t . Our order-m Malmquist index is defined by replacing P t 1 and P t 2 in (3.1) with P m to obtain 
is the empirical analog of (2.9). Next, analogous to (2.6), we can write . . . , n , (3.3) which describes the convex cone of
can be computed by linear programming techniques. Substituting estimates for the true distance functions in (3.2) yields an estimate of the order-m Malmquist index.
Just as the traditional Malmquist index in (3.1) can be decomposed in various ways to identify the sources of changes in productivity, our order-m Malmquist index can be decomposed in analogous ways. Various decompositions have been proposed in the literature. While there are perhaps infinitely many possibilities, we apply the order-m analogy of the decomposition proposed independently by Wheelock and Wilson (1999) and Zofío and Lovell (1998) by writing
As with the order-m Malmquist index defined in (3.2), the components ∆M Eff, ∆M SEff, ∆M Fron, and ∆M SFron can be estimated by replacing the true, unknown sets P 
, which compares distances from a particular point (x, y) to (i) the order-m frontier and (ii) the conical hull of the order-m frontier in the output direction (i.e., orthogonal to the input axes). If these distances are the same, then the projection of (x, y) onto the order-m frontier in the output direction is in a region where the order-m frontier is locally homogeneous of degree 1, i.e., where constant returns to scale prevail. In this case, (x, y) is said to be order-m scale-efficient. If the distances are not the same, then
, and the projection of (x, y) onto the order-m frontier in the output direction is in a region where the order-m frontier displays either increasing or decreasing returns to scale. The denominator of ∆M SEff measures scale efficiency faced by a particular bank at time t 1 , while the numerator measures scale efficiency at time t 2 , so that the ratio gives a measure of change in scale efficiency. Hence, ∆M SEff(>, =, <)1 as scale efficiency improves, remains constant, or decreases for a particular bank.
The third term on the right-hand side of (3.4), ∆M Fron, measures changes in the order-m frontier over time. The first ratio inside the parentheses will be greater than (equal to, less than) 1 when the order-m frontier shifts upward (remains unchanged, shifts downward) at the location where (xin square brackets in ∆M SFron compares scale efficiency of (x t 1 , y t 1 ) relative to P along fixed paths in the output direction.
To illustrate factors that influence ∆M SFron, consider Figure 3 , which illustrates two extreme possibilities for the simple case of one input and one output (p = q = 1). In Panel
m ), but the order-m frontier is less curved at t 2 than at t 1 . In this case, ∆M SFron < 1 for the firm located at point A at t 1 and point B at t 2 . In Panel B, the order-m frontier shifts upward by the same distance everywhere, so V(P
m ). For a firm located at point C in both periods, ∆M SFron > 1. Although the firm does not move, its order-m scale efficiency decreases from t 1 to t 2 due to the shift in the order-m frontier.
Bank Production and Data
Distance function estimation using the estimators described in Section 2 requires the specification of production inputs and outputs. We define five inputs and five outputs which, with one exception (the measure of off-balance sheet output), are those used by Berger and Mester (2003) . Our inputs are purchased funds (x1), which consists of time deposits over $100,000, foreign deposits, federal funds purchased, and various other bor-rowed funds; core deposits (x2), which consists of domestic transactions accounts, time deposits under $100,000 and savings deposits; labor (x3); physical capital (x4), which consists of premises and other fixed assets; and financial equity capital (x5). Our outputs are consumer loans (y1), business loans (y2), real estate loans (y3), securities (y4), and offbalance sheet items (y5), which consist of total non-interest income minus service charges on deposits.
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With the exception of labor input (which is measured as full-time equivalent employees) and off-balance sheet items (which are measured in terms of net flow of income), inputs and outputs are stocks measured by dollar amounts reported on banks' balance sheets, rather than number of loans or deposits, or loan income or deposit interest expenses. This approach is consistent with the widely used "intermediation" model of Sealey and Lindley (1977) .
Our data come from Reports of Income and Condition (Call Reports) for all U.S. commercial banks at year-end 1984, 1993, and 2002 . We omitted banks with missing or negative values for any input or output, and we converted dollar values to 1996 prices using the GDP deflator. After examining the marginal distributions of each variable and omitting observations with impossible values, we used a leave-one-out version of the order-m estimator to search for outliers as described by Simar (2003) . This approach did not suggest any obvious outliers, and so we deleted no additional observations (complete details are available from the authors upon request). Hence, we retain 13,845, 10,661, and 7,561 observations for 1984, 1993, and 2002, respectively . For each year, our sample consists of at least 95 percent of all commercial banks in operation. Descriptive statistics for each input and output are reported in Table 1 .
Although our sample sizes may seem large, at least by parametric standards, they are in fact small for the non-parametric DEA and FDH estimators given the high dimensionality of our application. With five inputs (p) and five outputs (q), we have (p + q) = 10 dimen- observations. As we show below, our FDH and DEA estimates are indeed affected by the curse of dimensionality.
Empirical Results
To illustrate the problems with measuring efficiency relative to estimates of the production set boundary P ∂t , we first used the FDH and DEA estimators to produce distance function estimates for all banks in each year of our sample. Table 2 Thus, the DEA estimates suggest that on average banks became more efficient over time.
One should have little confidence in these results, however, since the DEA frontier is merely the convexified FDH frontier. The convergence rates of both the DEA and FDH estimators in our application are too slow, and the dispersion of the data in any particular year is too great, to allow any reasonable level of confidence in these estimates. Simply put, neither the FDH nor DEA estimator conveys useful information in our particular application.
As discussed previously, by switching to a different benchmark than P ∂t , namely the order-m frontier, we can employ √ n-consistent estimators and avoid the curse of dimensionality that plagues the DEA and FDH estimators. Moreover, the order-m estimator is robust with respect to outliers and other noise in the data. As expected, the densities shown in Figure 4 shift to the left and collapse toward 1 as m is increased. For each value of m, the densities become more disperse moving from the first quintile toward the fifth quintile. As noted in Section 2.3, this reflects the properties of the conditional distribution of outputs, given input quantities. Because banks vary widely in terms of their sizes (as measured by total assets), it is not surprising that this conditional density becomes more disperse as banks become larger. We would expect heteroskedasticity in bank outputs for the usual reasons.
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The large numbers of banks in our samples prevent us from displaying estimates for individual banks. A bank manager might want to estimate order-m efficiency to assess her bank's performance relative to the expected performance of peer banks; regulators and shareholders, including prospective acquirers, might also find this information useful. Our goal is to gauge industry performance, however, rather than the performance of specific banks. Consequently, we divided banks into deciles according to total assets for each sample year. We constructed hypothetical "median" banks having the median values of each input and output within each decile in each year. Table 3 shows contemporaneous order-m efficiency estimates with m = 150 for the median banks in each year, with bootstrap estimates of 95-percent confidence intervals.
We report similar estimates for m = 75, 300, and 1500 in a separate appendix (available from the authors on request). As expected, efficiency estimates are uniformly smaller as m is increased, consistent with the density estimates shown in Figure 4 , but otherwise the patterns are similar for different values of m.
The estimates shown in Table 3 (and the corresponding tables in the appendix) indicate some tendency for efficiency to increase with bank size. Many of the differences across deciles are not statistically significant, however. For 2002, for example, confidence intervals for the 1st-5th deciles overlap, as do the confidence intervals of the 1st, 6th and 7th deciles.
Confidence intervals for the 6th-9th deciles also overlap, but those for the 8th and 9th deciles lie above the confidence intervals for deciles 1-5. The estimated confidence interval for the 10th decile lies above the intervals for each of the first 9 deciles. 
or (iii) a combination of (i) and (ii). Estimates of the order-m
Malmquist productivity index and its components defined in (3.4) provide insight to help disentangle these phenomena.
9 Table 4 reports estimates of the order-m (m = 150) Malmquist productivity index and its decomposition for [1984] [1985] [1986] [1987] [1988] [1989] [1990] [1991] [1992] [1993] [1993] [1994] [1995] [1996] [1997] [1998] [1999] [2000] [2001] [2002] Table 4 , along with an indication of whether the estimates are significantly different from 1.
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Recall from the discussion in Section 3 that values of the index greater (less) than 1 indicate improving (decreasing) productivity. For the first half of our study period, we find statistically significant increases in productivity for deciles 2 and 3, and a significant decrease in decile 9. The changes are small, however, with increases of 0.7 and 2.1 percent, while the decline in decile 9 is 1.6 percent over 9 years.
The results for the second half of our study period are more dramatic. The estimates in Table 4 indicate that for 1993-2002, productivity increased significantly in all deciles, with the increases ranging from 3.1 percent in the 3rd decile to 19.7 percent in the 8th
decile. The first nine years of our study period were tumultuous years for the U.S. banking industry, with low profits and many failures. Our results indicate that productivity changed little in this period. The industry turned around during the 1990s, however, and saw large 9 One of the advantages of focusing on median-decile banks becomes clear here if one recalls that the Malmquist index for a particular bank requires its existence in both periods. By defining median banks, we do not have to worry about unbalanced panels as we would if we tried to compute the Malmquist index for each bank, and then take medians within a decile.
10 Statistical significance is determined by bootstrapping. Since the order-m frontier is not at the boundary of support for f (x, y), a simple bootstrap that resamples from the empirical distribution of the data can be used here, avoiding the complexity required when bootstrapping DEA estimators as described in Kneip et al. (2003) .
gains in productivity accompanying record profits.
Looking across the entire period 1984-2002, our results suggest that productivity gains were modest. Our estimates of productivity change are significantly different from 1 in just the first four deciles, with small increases in deciles 1, 2, and 4, and a small decrease in decile 3. While significant statistically, the estimates for these deciles are small, ranging from −1.8 percent to 3.2 percent over 18 years. Although the productivity gains in the second half of the period were dramatic, we obtain insignificant estimates for deciles 4-10 for the period as a whole. Moreover, the results for decile 3 indicate a significant decrease in productivity for the overall period, but significant increases in each of the two halves, i.e., for 1984-1993 and 1993-2002 . These results illustrate that the Malmquist productivity indices defined in (3.1) and (3.2) do not satisfy the circular test, as noted by Färe, Grosskopf, Norris, and Zhang (1994) . In other words, the index is path-dependent; the square root of the geometric average of estimates for the two sub-periods will typically differ from the estimate for the overall period. In the case of decile 3, the results should be taken with some caution.
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Columns 3-6 of Table 4 give, for median-decile banks, estimates of (i) changes in orderm efficiency, ∆M Eff; (ii) changes in order-m scale efficiency, ∆M SEff; (iii) changes in the order-m frontier, ∆M Fron; and (iv) changes in scale of the order-m frontier, ∆M SFron.
Note that each of these estimates ask more of the data than our estimates of productivity change since these estimates attempt to identify the sources of productivity change. Just as F -tests frequently reject the null hypothesis that all slope coefficients in a linear regression equal zero when individual t-statistics fail to reject for each coefficient, it is not surprising that fewer estimates in columns 3-6 are significant than was the case for estimates of productivity change in column 2.
Comparing columns 3-4 in Table 4 , we see that except in three instances (decile 5, 11 Overall, the results for different values of m are similar. However, for 1984-2002, estimates of productivity gains for the higher deciles are larger using m =75 than those for m = 150 and are statistically significant. Using m = 1500, the estimates are similar to those for m = 150, but are statistically significant. 1984-1993; decile 10, 1993-2002; and decile 7, 1984-2002) , whenever either ∆M Eff or ∆M SEff is significantly different from one, the other is also significantly different from one. In addition, whenever either estimate is significantly greater (less) than one, the other is less (greater) than one. In other words, in every case where one estimate is significant, ∆M Eff and ∆M SEff partially off-set each other in determining productivity change. Where order-m scale efficiency improves, the median bank becomes less order-m efficient; where the median bank becomes more order-m efficient, order-m scale efficiency declines. In each of these cases, these off-setting effects result in estimates of (order-m) productivity change that are small, i.e., close to one. Thus, although overall productivity changes are small in these cases, other changes occur.
Only two estimates of changes in the order-m frontier ( ∆M Fron) for 1984-1993 and 1984-2002 
Conclusions
Less-than-fully parametric estimators have become increasingly popular for studying the performance of U.S. commercial banks as many researchers have concluded that the widely used parametric functions fail to adequately represent cost or profit relationships in banking. Data Envelopment Analysis (DEA) has been the most widely applied nonparametric estimator to study commercial banks. Although DEA is flexible in the sense that no functional form assumptions are needed, it is potentially very sensitive to outliers and other noise in the data. Moreover, as estimators of the boundary of the production set, DEA and FDH estimators suffer from slow convergence rates due to the curse of dimensionality, limiting their usefulness for estimating efficiency in cases with several inputs or outputs, or when sample sizes are not extremely large. Although our samples consist of several thousand bank observations, we are unable to produce meaningful estimates of inefficiency using the FDH estimator because of the curse of dimensionality-all banks are estimated to lie on the efficient frontier. DEA differs from FDH in that DEA assumes that the efficient frontier is convex, and because of this assumption our DEA estimates of inefficiency vary across banks.
The order-m idea relies on a different benchmark for gauging efficiency, productivity changes, etc., and permits robust, √ n-consistent estimation, thus avoiding many of the problems with DEA and FDH estimators. In addition, because we are not estimating the boundary of support of the density f (x, y)-i.e., the density of inputs and outputs-the bootstrap we use for inference is much simpler than what is required for DEA estimators (see Simar and Wilson, 2000 , for discussion).
The order-m frontier provides, for a given bank, the output level that is the expected best among m draws of banks using no larger input quantities than the given bank; as such, it gives a measure of what is best on average among any m of the bank's peers. Over time, a single bank can push the traditional frontier-the boundary P ∂t of the production set-upward, but for the order-m frontier to change, something bigger has to happen.
In particular, for the order-m frontier to shift upward, many banks must increase their outputs, as opposed to possibly a single bank; in other words, the performance of the industry as a whole must change. In this sense, our use of the order-m concept allows two improvements over traditional approaches: (i) we can use a √ n-consistent estimator, and
(ii) the frontier we estimate reveals more information about the behavior or performance of the industry as a whole, rather than perhaps only a few banks observed near the boundary of the production set. 
