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I. INTRODUCTION
Sensor nodes have limited and irreplaceable battery power, so how to efficiently use network energy is a question of the first importance for routing protocols in wireless sensor network. If sensor nodes with same initial energy are uniformly dispersed within monitoring region and use multi-hop communication to transmit the data to sink, then the nodes close to sink die earlier than other nodes since they are burdened with the heavy forwarding load from other nodes. Because of the limit of communication power, the sensor nodes far from sink cannot transmit the data to sink. At this time, there are still a lot of living nodes in network, but the lifetime of network has ended. This is called "problem of the hot spots".
Simulations results in [1] show that if all network nodes are homogenous, then the utilization rate of the network energy is under 10% of the initial energy of all nodes due to the earlier death of relay nodes. Stephan Olariu and Ivan Stojmenovc [2] prove that in homogenous wireless sensor networks with uniform node deployment, the problem of the hot spots is unavoidable. J. Lian, K. Naik, and G. Agnew, et al [3] propose a method of using heterogeneous sensor nodes to solve problem of the hot spots. In the different network regions, nodes have different initial energy, and sensor nodes close to sink are provided with more energy for the intercluster data forwarding. Wu Xiaobin and Chen Guihai [4] propose a non-uniform node distribution strategy to achieve suboptimal balanced energy efficiency. They prove that in a circle region, if the number of nodes increases with geometric proportion q (q>1) from the outer rings to the inner ones, then all nodes in the network nearly achieve balanced energy depletion. Mirela Marta and Mihaela Cardei [5] propose a solution to use mobile sinks. When the energy of sensors near a sink becomes low, the sink moves to zones with richer sensor energy. In this way the nodes close to sinks change over time, so we can obtain more balanced energy consumption. When sinks move along the hexagon perimeter, simulation result shows improvement of up to 4.86 times in network lifetime compared with the static sink case. Jian Li and Prasant Mohapatra [6] propose an analytical model for this problem, and study the effectiveness of several existing approaches, including mobile sink, deployment assistance, and traffic compression and aggregation. Chao Song and Ming Liu, et al [7] propose an improved corona model with many transmission levels. The sensors in the different corona have the different transmission ranges. They propose a centralized algorithm and a distributed algorithm for searching optimal transmission ranges of nodes in all coronas. Liu Anfeng and Wu Xianyou, et al. [8] prove that the equivalence between the routing problem and linear programming problem and use the particle swarm optimization algorithm (PSO) for solving the problem of the hot spots.
Above literatures discuss on the problem of the hot spots and solutions in flat routing protocols. In hierarchical routing protocols, there is also problem of the hot spots. When cluster heads transmit data to sink with multi-hop communication, the cluster heads close to sink tend to die earlier because they need to relay data from outer cluster heads. Many clustering algorithms, for example, LEACH [9] , LEACH_C [10] , PEGASIS [11] , HEED [12] , use randomized rotation of cluster heads to balance energy dissipation among sensor nodes.
LEACH (Low-Energy Adaptive Clustering Hierarchy) is the first clustering-based protocol for wireless sensor networks. During clustering setup phase, each node generates a random number p and computes a threshold value T based on the number of times the node has been a cluster-head so far. If p<T, then the node becomes cluster-head for the current round. LEACH decreases energy consumption by data aggregation in each cluster head. But LEACH cannot guarantee about the even distribution and equal number for cluster head nodes in each round, and it is possible that too many cluster heads are located in a specific area.
In LEACH-C (LEACH-centralized), sink adopts the simulated annealing algorithm to construct clusters on the basis of the location and residual energy of nodes. It can create better clusters by dispersing the cluster head nodes throughout the network, but it has large control overhead because of using the centralized algorithm.
In HEED (Hybrid Energy-Efficient Distributed clustering), cluster heads are selected by the two parameters, namely, the residual energy of nodes and intra-cluster communication cost, such as node degree. When a node falls in the range of more than one cluster head, intra-cluster communication cost is used to break ties among cluster heads. HEED significantly outperforms LEACH, but it needs many times of iterations during clustering setup phase.
In PEGASIS (Power-Efficient Gathering in Sensor Information Systems), all sensor nodes form a nearoptimal chain according to nodes' location by greedy algorithm, and each node communicates only with a close neighbor. Gathered data moves from one node to another along the chain, and gets fused. Eventually, only one designated node sends the combined data to sink to decrease energy consumption in each round. All network nodes take turns acting as cluster head to balance the residual energy of nodes. Because each nodes only sends and receives data one time in a round, therefore greatly reducing the energy dissipation. It is better than LEACH by about 100 -300% for different network topologies, but its delay is large due to a chain topology, and it needs overall location information to construct the chain.
Above clustering algorithms can achieve local energy balance, but they cannot avoid the "hot spot" problem. From a global view, the nodes close to sink still deplete the more energy than other nodes. In order to solve the problem, UCS [13] , EECS [14] , EEUC [15, 16] construct clusters of different sizes to balance energy dissipation among the sensor nodes. They can achieve an obvious improvement on the network lifetime. But these protocols assume that all individual signals from cluster members can be combined into a single representative signal, thus clusters of different sizes have different data gathering precision.
The remainder of this paper is organized as follows: Section Ⅱ introduces node deployment scheme. Section Ⅲ describes the clustering algorithm; Section Ⅳ evaluates the performance of the protocol via simulation experiments; Finally, Section Ⅴ reaches the conclusion.
II. NODE DEPLOYMENT SCHEME

A. Network Model
Node deployment pattern was similar to that of [17] . The whole network region is divided into multi-layer rings, and each ring has the same width w. Assuming that the number of rings is k, and C i denotes the i th ring from the inside to the outside. In clusters, the communication radius of nodes is r c =w. In order to guarantee connectivity among the different cluster heads, the maximal communication radius of cluster heads is set to r h =2r c . Therefore, the cluster heads in ring C 1 and C 2 can directly send data to sink, but the cluster heads in ring C i (i∈3,…,k) can only transfer data to the cluster heads in ring C i-1 (i∈3,…,k). The relay load steps up from the outside to the inside, and the deployment density of nodes also escalates.
Energy dissipation model used in this paper is the same as the one provided in [10] . In sensor nodes, the energy dissipation of transmission is associated with the distance of transmission. When the distance is relatively far, the multiple-path fading model is used, and the exponent of power loss is 4. Otherwise, free space model is used, and the exponent of power loss is 2. Assuming that data volume of transmission is k-bit, and the distance of transmission is d, then the energy consumption of transmission is:
Where elec E is the radio dissipation to run the transmitter or receiver circuitry, whereas fs ε and mp ε are amplifier energy to achieve an acceptable bit-error rate.
is a threshold of distance.
To receive this message, the radio dissipates:
The energy for data fusion is:
Where m is the number of messages, and DA E is the energy dissipation per bit for fusion.
B. Relevant Definition
Definition 1 (Density of work nodes D w ). It is the number of work nodes per unit area according to data gathering precision, and density of work nodes is same throughout the network. Assuming that the area of ring i C is i S , then the number of work nodes i W in ring i C is given by:
Definition 2 (Density of deployment nodes D i ).
It is the number of deployment nodes per unit area. In different rings, density of deployment nodes is different. Because the distance from the cluster heads in ring 2 C to sink is less than the maximal communication radius of cluster heads h r , the cluster heads in ring 2 C can directly send data to sink. Therefore in ring C 1 and C k , the cluster heads don't need to forward inter-cluster data, and the deployment density of nodes is minimal. Whereas in ring
, the cluster heads need to forward data from outer cluster heads, and ring 2 C has the heaviest load and the highest density of deployment nodes. Assuming that the area of ring i C is i S , then the number of deployment nodes i N in ring i C can be computed as
. Definition 3 (Work probability of nodes P i ). It determines the number of work nodes in a round of data collection. In clusters with higher deployment density of nodes, the nodes work by probability to ensure that the number of work nodes and data gathering precision are same in all clusters. In ring C i , work probability of nodes is
C. Theory Analysis Theorem 1: If all sensor nodes are uniformly deployed in network, then the energy dissipation of nodes in different rings can not be balanceable when using clustering algorithm.
Proof: In wireless sensor networks, if the energy of all nodes is used up at the same time, then the network has the highest energy efficiency and the longest working time. The network lifetime can be computed out as
Where e and i N respectively denotes the initial energy and the number of sensor nodes, i E denotes the total energy consumption of all nodes in ring i C for collecting one frame data. To prove theorem 1 is equivalent to prove that (4) can not hold. Using reduction to absurdity, we suppose
Where ch E _ and mem E _ respectively denote the energy consumption of cluster head and the energy consumption of cluster member in each cluster. P and q respectively denote the number of clusters in ring 
Assuming that ch d denotes the distance from cluster member to cluster head, and hh d denotes the distance between two adjacent cluster heads.
If
Equation (6)- (9) 
Equation (6), (7), (11) and (12) 
Obviously, (10) and (13) can not hold, implying (4) can not hold. Hence, theorem 1 is proved.
In [18] , theorem 2, theorem 3 and theorem 4 have been proved. 
Theorem 3:
Assume that the area of ring i C is i S , the intra-cluster communication radius is c r , and the region covered by the cluster is approximately thought as a circle with radius r, then the expected squared distance from the cluster member to the cluster head is In ring 1 C ,
In ring k C ,
In ring
, there will be two conditions for consideration: 
Proof: Because in ring 1 C and k C , the density of deployment nodes is equal to the density of work nodes, so according to definition 1 and definition 3, 1 N and k N can be calculated out as 1 1 
, the energy of cluster heads is dissipated in the following four aspects: (1) receiving the data from cluster members; (2) fusing the data from cluster members; (3) sending the data in cluster; (4) forwarding the data from other cluster heads. In ring k C , the total energy dissipation in a cluster is
In ring k C , the total energy dissipation of all nodes is
Suppose that the initial energy of each node is e. Then the lifetime of nodes in ring k C is.
For the nodes in ring
, the energy dissipation for forwarding data from other cluster heads is
In order to ensure that the nodes in ring
have the same lifetime as the nodes in ring k C , the number of supplementary nodes in ring
, the number of nodes
(2) When 0 d d hh > , the proving process is similar to that of the condition (1), so we omit it.
III. UDNDC CLUSTERING ALGORITHM
After the network deployment, sink broadcasts a Sink_ADV message to start all nodes to work. Based on the received signal strength of the advertisement message, each node computes out its approximate distance d from sink and sets its ring number i as the following equation:
Where w is the width of each ring. In order to guarantee the same collecting precision in the whole network, all sensor nodes work by the probability in definition 3. When a node does not work, it keeps sleeping until this round ends.
A. Cluster Setup
UDNDC elects nodes as cluster heads by the residual energy of nodes, and only the nodes with more energy may become cluster heads. First, the network chooses out some nodes as candidate cluster heads to compete for final cluster heads by the predefined probability T, thus each node generates a random number p. If p<T, then the node becomes candidate cluster head for the current round. Secondly, each candidate cluster head broadcasts Hello(ID, E) message to all neighbors in radius c r , where ID and E denote the number and the residual energy of the node respectively, and collects the Hello messages from the neighbors to generate a neighbor information table NIT in Table Ⅰ . In NIT, the node with the largest residual energy is elected as the final cluster head and broadcasts Head_Msg(ID) message. After receiving Head_Msg message, other candidate heads quit the election of the cluster head and broadcasts Common_Msg(ID) message to evolve into the common node. Those candidate heads receiving Common_Msg update the state of the corresponding node in NIT. For example, Table Ⅱ and  Table Ⅲ respectively show neighbor information tables of the node 1 and the node 7 in fig. 1 . Assume that the residual energy of the node 1 and the residual energy of the node 7 are 1.9 and 1.5 respectively. Since the residual energy of the node 1 is higher than that of all neighbor nodes, it is elected into the final cluster head and broadcasts Head_Msg(1) message. After receiving Head_Msg message from the node 1, nodes 2, 3, 4, 5, 6 quit the election of the cluster head. When the node 7 receives Common_Msg(6) from the node 6, it refresh its neighbor information table to Table Ⅳ . At this time, the node 7 has higher the residual energy than all neighbor candidate heads, it is elected into the final cluster head and broadcasts Head_Msg(7) message. After receiving Head_Msg(7) message, nodes 8, 9, 10, 11 quit the election of the cluster head. Because the residual energy of the node 6 is higher than that of the node 7, the node 7 must wait before the node 6 quit the election of the cluster head. After the election of the cluster head ends, the clock of the node wakens the working node in sleeping state. Then each cluster head broadcasts Head_ADV(ID) message to recruit the cluster members. According to the received signal strength of the Head_ADV message, common nodes join the cluster head that requires the minimum communication energy, and send a Join_Msg(ID, Head_ID) message to the chosen cluster head, where CH_ID is ID of the cluster head. Finally, the cluster heads broadcast TDMA messages to every cluster member to assign collecting time slot.
In UDNDC, there are two types of the cluster head: active cluster head and passive cluster head. Active cluster head needs to participate in competition of the cluster head, whereas passive cluster head doesn't need. When a common node doesn't receive any Head_ADV message, it can't join any cluster, and thus it becomes cluster head passively. For example, in fig. 2 , " · " denotes the common node, and "*" denotes the active cluster head. The node 5 will become a passive cluster head because the neighbor cluster head 1, 2, 3 and 4 aren't in its communication radius. 
B. Formation of Inter-cluster Forwarding Tree
The energy dissipation exponentially grows with the increase of communication distance, so UDNDC constructs a spanning-tree among cluster heads in fig. 3 . Data is transmitted to sink along the tree using multi-hop communication. In Fig. 3 , "×" denotes the sleeping node, "*" denotes the cluster head, and "." denotes the common work node. In order to create tree, each cluster head broadcasts TREE_ADV(ID, E, d_Sink) message in radius c r 2 , where ID and E denote the number and residual energy of the node, and d_Sink denotes the distance between sink and it. Each cluster head chooses the most suitable neighbor as its relay node, based on communication cost and residual energy of neighbor cluster head.
Once the cluster head collects the data from all cluster members, it fuses the gathered data and sends the compressed data to its parent node in the forwarding tree. The parent node relays the received data until to sink.
IV. SIMULATIONS RESULTS
In this section, we evaluate the performance of UDNDC via simulations and compare UDNDC with multi-hop HEED and LEACH-C. Simulation parameters are listed in Table Ⅴ .
The number of work nodes in each ring is computed out on basis of density of work nodes by definition 1. Secondly, the number of deployment nodes in each ring is computed out by theorem 5. Finally, density of deployment nodes and work probability of nodes are computed out by definition 2 and definition 3. The calculation results are listed in Table Ⅵ . Fig. 4 shows the unequal density-based node distribution in UDNDC. Fig. 5 shows the equal densitybased node distribution in LEACH_C and HEED. Fig . 6 illuminates the standard deviation of residual energy among all nodes. LEACH_C has the largest standard deviation of residual energy. Because the cluster heads far away from sink directly transmit data to sink and they consume much larger energy than the cluster heads close to sink. In HEED, the cluster heads close to sink need to forward data from outer cluster heads, which leads to the unbalanced energy consumption among nodes. UDNDC provides the extra energy for data relay because of using the node deployment scheme based on unequal density, so it can balance the energy consumption of all network nodes. In order to validate the scalability of UDNDC, simulation parameters are set as: radius of network=300, number of nodes=824. Other experiment parameters do not be changed. The deployment scheme of nodes is shown in Table Ⅷ . Fig. 7 shows the node distribution in UDNDC when number of nodes is 824. Fig. 8 shows the number of living nodes in each round. When network size is expanded, UDNDC still has good performance. Clustering is one of key technologies of wireless sensor routing protocols and has significant impact on the network performance, but clustering technology easily leads to the problem of the hot spots. In order to balance the energy dissipation of sensor nodes, we design an unequal density-based node deployment and clustering routing protocol. The number of nodes deployed in different network regions depends on the forwarding load of nodes, thus the extra energy is provided for data forwarding to avoid earlier death of a few nodes. All nodes work by probability to ensure that density of work nodes is same in all network regions. Simulation results show that UDNDC can remarkably prolong the network lifetime and performs much better than over LEACH_C and HEED with multi-hop in the energy balance of network. 
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