Abstract. We compute the elementary divisors of the adjacency and Laplacian matrices of families of polar graphs. These graphs have as vertices the isotropic one-dimensional subspaces of finite vector spaces with respect to non-degenerate forms, with adjacency given by orthogonality.
Introduction
Let Γ = (Ṽ,Ẽ) be an undirected simple connected graph. Let A be the adjacency matrix of Γ with respect to some arbitrary ordering ofṼ. Let D be the diagonal matrix with D ii being the degree of the ith vertex of Γ. Then L = D − A is called the Laplacian matrix of Γ. By abuse of notation, we regard A, L as endomorphisms of ZṼ. The cokernel of A is called the Smith group S (Γ) of Γ. The finite part of cokernel of L is called the critical group K(Γ) of Γ. As a consequence Kirchhoff's Matrix Tree Theorem, the order of the critical group is equal to the number of spanning trees of Γ (cf. [14] ). The critical groups of various graphs arise in combinatorics in the context of chip firing games (cf. [1] ), as the abelian sandpile group in statistical mechanics (cf. [6] ), and also in arithmetic geometry. One may refer to [11] for a discussion on these connections. It is therefore of some interest to compute the Smith groups and critical groups of graphs. In this paper, we calculate the elementary divisors of Smith groups and critical groups of families of polar graphs. These graphs are strongly regular and admit certain classical groups as automorphisms.
As in [2] , [5] , [12] and [7] , we use properties of strongly regular graphs and representation theory of their automorphism groups to compute the elementary divisors of the Smith groups and the critical groups of polar graphs.
Definitions and Notations
Let q = p t be a power of a prime, and let F q , F q 2 be finite fields of order q, and q 2 respectively. Let V be either a vector space over F q endowed with either a non-degenerate alternating bilinear form or a quadratic form, or a vector space over F q 2 endowed with a non-degenerate hermitian form. Let P 0 be the set of all singular 1-spaces in V. Given two distinct x, y ∈ P 0 , we say x ∼ y if and only if x and y are orthogonal. Let Γ(V) be the graph on P 0 , in which adjacency is defined by ∼. Depending on the form on V, there are six families of graphs Γ(V). We associate a parameter h ∈ {0, 
Definition 1. A strongly regular graph (SRG) with parameters (ṽ,k,λ,μ) is ak-regular graph onṽ vertices such that:
(
1) Any two adjacent vertices haveλ neighbours; (2) Any two non-adjacent vertices haveμ neighbours.
We denote the number of t-dimensional subspaces of F 
Smith normal form
Let R be any PID and T : R m → R n be a linear transformation. By the structure theorem of finitely generated modules over PIDs, we have {α i } With some abuse of notation we denote the matrix of the linear transformation T with respect to standard bases by T . Then the above equation tells us that we can find P ∈ GL(R n ), and Q ∈ GL(R m ) such that PT Q = Y 0 (s×n−s) 0 (m−×s) 0 (n−s×n−s)
,
where Y = diag(α 1 . . . α s ). Let ℓ ∈ R be a prime dividing α r . Define e j (ℓ) = |{α i | v ℓ (α i ) = j}|. Now e j is the multiplicities of ℓ j as an ℓ-elementary divisors of coker(T ). If R = Z, then e j (ℓ) is the multiplicity of Z/ℓ j Z in the elementary divisor representation of the abelian group coker(T ). Let R ℓ be the ℓ-adic completion of R. We have The following Lemma follows from the structure theorem.
Lemma 3. e j := dim(M j (T )/M j+1 (T )).
So we have,
The following is Lemma 3.1 of [7] Lemma 4. Let C be an n × m integer matrix with p = |T or(Z n /C(Z m ))| . Fix a prime ℓ and let d = v ℓ (p). Let M i := M i (C) be as defined above and e i := e i (ℓ) be the ℓ-elementary divisors of C. If we have 0 < t 1 < t 2 . . . < t n and s 1 > s 2 . . . > s n > s n+1 = dim(ker(C)) such that: by (1) we have
So we have equality throughout. The results follow. 
Some Arithmetic
We fix an arbitrary ordering on the vertices of Γ(V). From now on, A will denote the adjacency matrix of Γ(V) with respect to this ordering, and L = kI − A will denote the Laplacian matrix. By J, we denote the all-one matrix of same size as A.
It follows from the definition of strongly regular graphs (cf. ( 
As A is a non-singular matrix, the order of the Smith group S = |det(A)| and thus, |S | = kr f s g . As a consequence of Kirchhoff's Matrix Tree Theorem (cf. [14] ), we have
4.1. Properties of primes dividing |S |. Let ℓ be a prime dividing |S |. As |S | = kr f s g , from Lemma 6, we see that ℓ | |S | if and only if ℓ | q or ℓ | rs.
Let A ℓ be the reduction of A modulo ℓ. If ℓ | r and ℓ | s, then Lemma 6 implies (A ℓ ) 2 = 0. In this case, we use representation theory of the permutation action of G(V) on Γ(V). In all other cases, A ℓ is not nilpotent.
Looking at values of r, s in Lemma 6, we can see that:
(1) A ℓ is nilpotent if and only if ℓ | r and ℓ | s. Let L ℓ be the reduction of L modulo ℓ. If ℓ | t and ℓ | u, then Lemma 6 implies (L ℓ ) 2 = 0. In this case, we use representation theory of the permutation action of G(V) on Γ(V). In all other cases, L ℓ is not nilpotent.
Looking at values of t, u in Lemma 6, we can see that:
(1) L ℓ is nilpotent if and only if ℓ | t and ℓ | u. 
Elementary divisors
As before, we denote the Smith group of Γ(V) by S , and its critical group by K. Let ℓ | |S |. As seen in Section 3, the ℓ-elementary divisors of S are determined by F ℓ -subspaces, M i (A) of the vector space F ℓ Γ(V). Similarly if ℓ | |K|, the ℓ-elementary divisors of S are determined by F ℓ -subspaces, M i (L) of the vector space F ℓ Γ(V). These subspaces M i (A) and M i (L) are also G(V)-submodules of the permutation module F ℓ Γ(V).
The submodule structure of the G(V)-module F ℓ Γ(V) has been studied in [8] , and [13] . We use these results to find the elementary divisors when A ℓ , and L ℓ are nilpotent. In all other cases, we are able to calculate elementary divisors using just Lemma 6.
We split our computation of ℓ-elementary divisors based on the nilpotence of A ℓ and L ℓ . 
and k = qµ. 6.1.0.1. Case 1: ℓ | r and ℓ ∤ sq. In this case,
g is the characteristic polynomial of A. By Lemma 6, we observe that either (x − k)(x − s)(x) (when a = 0) or x(x − s) (when a 0) is the minimal polynomial of A. Therefore, the multiplicity of s as an eigenvalue of A is g.
As r is an eigenvalue of valuation a + b, Lemma 5 implies dim(M a+b ) ≥ f . We apply Lemma 4 to conclude the following.
(1) Assume that b = 0, then a 0. As A is non-singular, ker(A) = {0}. Therefore by Lemma 4, setting n = 1, t 1 = a,
we have e a = f + 1, e 0 = g, and e i = 0 for all other i. 
we have e a+b = 1, e a = f, e 0 = g, and e i = 0 for all other i. 6.1.0.2. Case 2: ℓ | s and and ℓ ∤ rq.
is the minimal polynomial of A, the multiplicity of r as an eigenvalue of A is f . We can now conclude that dim(Im(A − rI)) = g + 1. Therefore dim(M a ) ≥ g + 1. So by Lemma 4, setting n = 1, s 1 = g + 1, s 2 = 0, and t 1 = a, we have e a = g + 1, e 0 = f and e i = 0 for all other i. 6.1.0.3. Case 3: ℓ | q and and ℓ ∤ rs.
As k is an eigenvalue of valuation a, dim(M a ) ≥ 1. Thus by Lemma 4, we deduce that e a = 1, e 0 = f + g, and e i = 0 for all other i. 6.1.0.4. Suppose we are in one of the following three cases:
• ℓ 2 and 
The same calculations work mutatis mutandis when Γ(V) = Γ ue or Γ uo , yielding the following results. 6.1.0.5. Let ℓ ∤ q + 1 and Γ(V) = Γ ue (q, m) or Γ ue (q, m). Then the ℓ-elementary divisors of the Smith group S are as described below.
(1) Let ℓ | r, and assume v ℓ (r/q 2 − 1) = a and v ℓ (q (1) ℓ | t and ℓ ∤ u.
, and
As L is a matrix of nullity 1, dim(ker(L)) = 1. We know that t is an eigenvalue of ℓ-valuation a + b and multiplicity f . So Lemma 5 implies that dim (M a+b 
Reducing mod ℓ, we see that
Using Lemma 4, we arrive at the following conclusions.
(1) Assume that a = 0, then b 0. So by Lemma 4, setting n = 1, 
As L is a matrix of nullity 1, we have dim(ker(L)) = 1. Since t is an eigenvalue of valuation a + b and multiplicity f , Lemma 5
We now apply Lemma 4 to conclude the following. (1) Let ℓ | t, and assume that v ℓ (
, and e i = 0 for all other i;
• if b = 0, then e 0 = f + 1, e a = g − 1, and e i = 0 for all other i.;
• if a = 0, then e 0 = f , e b = g, and e i = 0 for all other i.;
• if ab 0, then e 0 = f , e b = 1, e a+b = g − 1 and e i = 0 for all other i.
The same calculations work mutatis mutandis when Γ(V) = Γ ue or Γ uo , yielding the following results. 6.2.0.4. Let ℓ ∤ q + 1 and Γ(V) = Γ ue (q, m) or Γ uo (q, m). Then the ℓ-elementary divisors of the critical group K are as described below.
(1) Let ℓ | t, and assume that v ℓ (
• if a = 0, then e 0 = g + 1, e b = f − 1, and e i = 0 for all other i;
• if b = 0, then e 0 = g, e a = f e i = 0 for all other i;
, and e i = 0 for all other i.;
• if a = 0, then e 0 = g, e b = g, and e i = 0 for all other i.;
7. When A ℓ and L ℓ are nilpotent.
In 4.1 and 4.2, we saw that for some primes ℓ, A ℓ , and L ℓ are nilpotent. In this case, we cannot rely on just Lemma 6 to calculate the ℓ elementary divisors of S and K.
The action of G(V) on Γ(V) commutes with A and L. Thus the vector spaces M i (A) and
The action of G(V) on Γ(V) is a rank 3 permutation action. The permutation representation corresponding to this action has been well studied. In particular, the submodule structure of F ℓ Γ(V) is given in [8] , [13] , [10] and [9] . We use the submodule structures present in literature to determine M i (A) and M i (L) and consequently find the elementary divisors of S and K.
Given any subspace Z of V, we denote [Z] to be the sum of all isotropic one-dimensional subspace of Z. We denote [V] by 1, henceforth known as the all-one vector.
Consider A and L to be elements of End(
We define C to be the linear subspace of F ℓ Γ(V) spanned by
|W is a maximal totally isotropic subspace of V}.
We define C ′ to be the linear subspace of F ℓ Γ(V) spanned by
We define U to be (J − A ℓ )(F ℓ Γ(V)), where J is the matrix of all 1 ′ s. We define U ′ to be the subspace spanned by
be the symmetric bilinear form on F ℓ Γ(V) with P 0 as an orthonormal basis. If Z is a subspace, then Z ⊥ denotes the orthogonal complement of Z with respect to ( , ). We shall determine all M i (A) and M i (L) by using the relative positions of
and Γ o+ (q, m). Let z be the dimension of a maximal totally isotropic subspace of V. Then the following hold.
Proof. 1. Let W be a maximal totally isotropic subspace of V. Let x ∈ P 0 . As W is an isotropic subspace, if x ⊂ W, then x is adjacent to every other 1-space of W, a total of
Assume that x W. Let y ∈ P 0 and y ⊂ W, then x is adjacent to y if and only if y is one of the
complement of x with respect to the form on V. Thus we have
. This proves 1.
In this section, we always have
Using AJ = kJ, and µ = k/q and Lemma 6(5), we have A(A − 1/qJ − (r + s)I) = −rsI. As ℓ | r and ℓ | s, we can conclude 2.
3. This follows by using LJ = 0, Lemma 6(5) and calculations similar to those above.
Similar arguments may be used to prove the following lemma.
Lemma 8. Assume that Γ(V) is one of Γ ue (q, m), and Γ uo (q, m). Let z be the dimension of a maximal totally isotropic subspace of V, Then the following hold.
2-elementary divisors of S and K when Γ(V) = Γ s (q, m).
As mentioned in section 7, we determined all the 2-elementary divisors by looking at the relative positions of
. We set h = 1, and z = m in Lemma 6 and Lemma 2 to get the parameters for this graph. Thus Γ s (q, m) is an SRG with parameters v =
. So the Laplacian L has eigenvalues
From now on in this section, we denote Γ s (q, m) by Γ s . 
As r is an eigenvalue of 2-valuation b and multiplicity f , Lemma 5 implies that dim(M b ) ≥ f . So by Lemma 4, setting n = 2,
e a+b = g + 1, and e i = 0 for all other i.
The following paragraph summarizes the results in the case dealt above.
e b = f − g − 1, e a+b = g + 1, and e i = 0 for all other i.
. Now by Theorem 9, we can say that dim(M a+c+1 ) ≥ g. As t is an eigenvalue of valuation 1 and multiplicity f , Lemma 5 gives us dim(M 1 ) ≥ f .
Let x ∈ Γ s and W be any maximal totally isotropic subspace. Then
by calculations in the proof of Theorem 7(1). Thus
we have U ⊂ M a+1 . By Theorem 9 we conclude that dim(M a+1 ) ≥ g + 1 .
So by Lemma 4, setting n = 3, 4 = dim(ker(L)) = 1, and t 1 = 1, t 2 = a + 1, and t 3 = a + c + 1, we conclude that e 0 = g + 1, e 1 = f − g − 1, e a+1 = 1, e a+c+1 = g − 1, and e i = 0 for all other i.
e a+1 = 1, e a+c+1 = g − 1, and e i = 0 for all other i. 
So by Lemma 4, setting n = 3,
and e i = 0 for all other i.
The following paragraph summarizes the results in the case dealt above. 
By Lemma 7, we have C ⊂ M a , and
Now by the submodule structure in Theorem 9, we conclude that
As t is an eigenvalue of valuation a + c and multiplicity f , Lemma 5 implies that dim(M a+c ) ≥ f .
So by Lemma 4, setting n = 3, 2 = a + c, and t 3 = a + c + 1, we may conclude that e 0 = g, e a = 1, e a+c = f − g − 1, e a+c+1 = g, and e i = 0 for all other i.
The following paragraph summarizes the results in the case dealt above. As mentioned in section 7, we determined all the 2-elementary divisors by looking at the relative positions of 
. So the Laplacian L has eigenvalues 
Remark. [13] proves the above for m ≥ 3. For m = 2, we refer to Theorem 3.1 of [8] .
We would like to address a typo present in Section 3 of [8] . The definition of 
Now s is an integer eigenvalue of multiplicity g and 2-valuation a. Lemma 5 implies
So by Lemma 4, setting n = 3, 
As u is an eigenvalue of valuation
by the proof of Lemma 7. 
We apply Lemma 4 to conclude the following.
• If c > 1, set n = 4,
and e i = 0 for all other i > 0.
, and g = 
As r is an integer eigenvalue of multiplicity f with 2-valuation a + b, Lemma 5 implies dim(M a+b ) ≥ f . By 7, we have U ⊂ M a+b+1 . From Theorem 10, we conclude dim(M a+b+1 ) ≥ x + 1.
We have
We may conclude the following from Lemma 4.
• If a > 1, setting n = 4,
we get e 0 = x, e 1 = g − x, e a = 1, e a+b = f − x − 1, e a+b+1 = x + 1 and e i = 0 for all other i > 0. 
By Lemma 7, C ⊂ M a (A). Thus we have dim(M a ) ≥ f + 1(since dim(C) = f + 1 by Theorem 10). As u is an integer eigenvalue of multiplicity g with 2-valuation 1, Lemma
Thus by Theorem 10, we have M a+c+1 ⊃ U, and hence dim(M a+c+1 ) ≥ x + 1. We have
Using Lemma 4, we conclude the following.
• If a > 1, setting n = 4, Here
, and g = In this section we assume ℓ is odd, m is even, and ℓ | q + 1; or q is odd and ℓ = 2. We found the ℓ-elementary divisors for the Smith and critical groups of Γ o− (q, m) for all other cases in Section 6.
From now on in this section, we denote Γ o− (q, m) by Γ o− , and ℓ is a prime that meets the description in the previous paragraph. As mentioned in section 7, we determined all the ℓ-elementary divisors by looking at the relative positions of 
. So the Laplacian L has eigenvalues (0, t, u) = 0, 
2-elementary divisors of S and
By Lemma 7, we have U ⊂ M a+1 . So by Theorem 11, we get dim(M a+1 ) ≥ g + 1. Since r is an integer eigenvalue with valuation a, Lemma 5 
So by Lemma 4, setting n = 2, s 1 = f , s 2 = g + 1, s 3 = dim(ker(A)) = 0, we conclude that e 0 = g + 1, e a = f − g − 1, e a+1 = g + 1, and e i = 0 for all other i.
As t is an eigenvalue of valuation f , by Lemma 5, we have dim(M a ) ≥ f . Let x ∈ Γ s , W be any maximal isotropic subspace. As is odd. We assume that v 2 (
As r is an eigenvalue of valuation a + c, Lemma 5 implies dim(M a+c ) ≥ f . By Lemma 7, U ⊂ M a+b+c . Thus by Theorem 11, dim(M a+b+c ) ≥ g + 1.
We have a( f 
As L(1) = 0, we see that 1 ⊂ M a+b+1 . By Lemma 7, U ′ ⊂ M a+b+1 . By Theorem 11, it follows that U = U ′ ⊕ 1 ⊂ M a+b+1 , and thus dim(M a+b+1 ) ≥ g + 1. We have a( f +1− f )+(a+1)( f −(g+1))+(a+b+1)(g+1−1) = (a+1) f +bg−1 = v 2 (|K|). Therefore by Lemma 4, setting n = 3, 
We
So by Lemma 4, setting n = 2, We
So by Lemma 4, setting n = 2,
we have e 0 = g, e a = f − g, e a+b = g, and e i = 0 for all other i 0.
The following paragraph summarizes the results in the case dealt above. In this section we assume ℓ is odd, m is odd, and ℓ | q + 1; or q is odd and ℓ = 2. We found the ℓ-elementary divisors for the Smith and critical groups of Γ o+ (q, m) for all other cases in Section 6.
From now on in this section, we denote Γ o+ (q, m) by Γ o+ , and ℓ is a prime that meets the description in the previous paragraph. As mentioned in section 7, we determined all the ℓ-elementary divisors by looking at the relative positions of 
with multiplicities (1, f, g). 
ℓ 2, m is odd and
11.2. 2-elementary divisors of S and K when m is even. We have 1(g
So by Lemma 4, setting n = 2, s 1 = g + 1, s 2 = f , s 3 = dim(ker(A)) = 0, t 1 = 1, and t 2 = a + 1, we conclude e 0 = f , e 1 = g + 1 − f , e a+1 = f , and e i = 0 for all i.
The following paragraph summarizes the results in the case dealt above. 11.2.0. 
For any x ∈ Γ o+ , and a maximal totally isotropic subspace W, from the proof of Lemma 7, we have
Lemma 7 implies that U ′ ⊂ M b+c+1 . As u is an integer eigenvalue with valuation c + 1, Lemma 5 implies V s ⊂ M c+1 . We use Lemma 4 to conclude the following.
( We also have dim(M b+1 ) ≥ f , and dim(
. Applying Lemma 4 as above, we get e 0 = f , e b+1 = 1, e c+1 = g − f + 1, e b+c+1 = f − 2, and e i = 0 for all other i 0. 
• if b c, we have e 0 = f , e b+1 = 1, e c+1 = g − f + 1, e b+c+1 = f − 2, and e i = 0 for all other i; • if b = c, we have e 0 = f , e b+1 = g − f + 2, e 2b+1 = f − 2, and e i = 0 for all other i.
. 11.3. 2-elementary divisors of S and K when m is odd. 
As
. Applying Lemma 4 as above, we have e 0 = f − 1, e c = g − f + 1, e a = 1, e a+b+c = f , and e i = 0 for all other i. • if a c, we have e 0 = f − 1, e c = g − f + 1, e a = 1, e a+b+c = f , and e i = 0 for all other i; • if a = c, we have e 0 = f − 1, e a = g + 2 − f , e 2a+b = f , and e i = 0 for all other i.
with M i and L 2 by L. As ℓ = 2 and m is odd, we have v 2 (q m−1 + 1) = 1. We may assume that v 2 ( ( 2 = c, and t 3 = a + c + 1, we have e 0 = f − 1, e a = 1, e c = g + 1 − f , e a+c+1 = f − 1, and e i = 0 for all i.
(2) If a < c, by arguments similar to those above, dim(M a ) ≥ g + 2. As 1 ∈ M c , and
. By applying Lemma 4 as above, we have e 0 = f − 1, e a = 1, e c = g + 1 − f , e a+c+1 = f − 1, and e i = 0 for all other i. (3) If a = c, by arguments similar to those above we may show that e 0 = f − 1, e a = g + 2 − f , e 2a+1 = f − 1, and e i = 0 for all other i. The following paragraph summarizes the results in the case dealt above. 11.3.0.4. Assume that v 2 (
. 11.4. ℓ-elementary divisors of S and K when m is odd, and ℓ | q + 1. 11.4.0.1. Elementary divisors of S . We identify M i (A) with M i and A ℓ by A. In this case ℓ | q + 1 is an odd prime with m odd. We assume that v ℓ ( ( Since
By applying Lemma 4, we get e 0 = f − 1, e a = 1, e b = g − f + 1, e a+b = f , and e i = 0 for all other i. 
• if a b, we have e 0 = f − 1, e a = 1, e b = g − f + 1, and e a+b = f , and e i = 0 for all other i;
, and e i = 0 for all other i. 
Using this fact and Lemma 4 we conclude the following.
( 
. By Lemma 4, we have e 0 = f − 1, e a = 1, e b = g − f + 1, and e a+b = f − 1, and e i = 0 for all other i. 
. 12. ℓ-elementary divisors of S and K when Γ(V) = Γ ue (q, m), and ℓ | q + 1.
In Section 6, we found the ℓ-elementary divisors for the Smith and critical groups of Γ ue (q, m) for all primes ℓ except when ℓ | q + 1. From now on in this section, we denote Γ ue (q, m) by Γ ue ; and ℓ is a prime dividing q + 1.
As mentioned in section 7, we determined all the ℓ-elementary divisors by looking at the relative positions of
⊥ in the submodule lattice of F ℓ Γ ue . We set h = The adjacency matrix A has eigenvalues (k, r, s) = (k, q 2m−2 − 1, −(1 + q 2m−3 )), with mul- 
Thus by Lemma 4, setting n = 4, 
We apply Lemma 5, and Theorem 13 to conclude the following.
We also have by Theorem 13 (
We also have U ⊂ M b+c+d , V r ⊂ M b+d , and thus dim(M d+b ) ≥ f , and dim(M b+c+d ) ≥ x + 1.
We 
q + 1 , and g = 
As L(1) = 0, we have 1 ⊂ M i for all i. Since t is an eigenvalue of valuation b, and u is an eigenvalue of valuation b + d, by Lemma 5 and Theorem 13, we see that
Given any vertex x on Γ ue , and any maximal isotropic subspace
. We apply Lemma 4 and Theorem 13 we arrive at the following conclusions.
( q − 1 .
13. ℓ-elementary divisors of S and K when Γ(V) = Γ uo (q, m), and ℓ | q + 1.
In Section 6, we found the ℓ-elementary divisors for Γ uo (q, m) for all primes ℓ except when ℓ | q + 1.
From now on in this section, we denote Γ uo (q, m) by Γ uo , and ℓ is a prime that meets the description in the previous paragraph.
As mentioned in section 7, we determined all the ℓ-elementary divisors by looking at the relative positions of V r , V s , C, C
⊥ in the submodule lattice of F ℓ Γ uo . We set h = 
