Fixed-time synchronization problem for a class of leader-follower multi-agent systems with second-order nonlinearity is studied in this article. A new fixed-time synchronization control algorithm is developed by effectively combining homogeneous system theory, Lyapunov stability theory, and fixed-time/finite-time control technology. The leader-follower multi-agent system is considered to achieve fixed-time synchronization control. Finally, numerical simulations including coordination control multiple pendulum robot systems and electric power networks are carried out to verify the control performance of the control strategy.
Introduction
Traditional robot control relies on a precise model established beforehand. The inverse Jacobian matrix (for redundant robots, the generalized inverse matrix) is used as a tool to solve the inverse kinematics solution. For robots with many degrees of freedom and complex structures, the computational overhead of this method will become very large. Especially when the individual joint actuators of the robot fail in operation, the control program of the original precise model may make the motion of the manipulator out of control, resulting in unpredictable consequences. In order to solve the limitations of traditional control methods for robots, the joint actuators of manipulators are studied by using multi-agent system (MAS).
In recent years, with applications of MAS, such as cluster control, 1 formation control, 2 coordinated attack of multiple missiles, 3 and current sharing control, 4 the problem of consistency or synchronization has been widely concerned. The global output feedback stabilization problem by using aperiodic sampled-data control was investigated in work. 5 The work 6 investigated the distributed synchronization problem of autonomous underwater vehicles by developing a novel synchronization protocol with memorized controller. Based on the neural network, a synchronized computed torque controller with uncertainties compensation was developed for the three degree-of-freedom planar parallel manipulators. 7 The purpose of synchronization control is to make all agents converge to the same state value, that is, the final consistent state. 8 Clearly, the consistency state and the convergence speed are the key to study the consistency problem.
Generally, MAS can be divided into leaderless MAS and leader-led master-slave MAS. For MAS without leadership, the ultimate consistent state usually depends on the original state, such as average consistency. 8 For leaderfollower MAS with a leader, the ultimate consistent state is the leader's state, which can be a virtual quantity and a reference signal indicating the expectation. The leader is independent of the followers, but has an impact on the behavior of the followers. Based on this, it is possible to control a set of agents simply by controlling the leader. Based on this, it is very meaningful and interesting to study the consistency tracking problem of leader-follower MAS. If leaders are fixed, such as food sources, then some tracking control algorithms are put forward the consistency of different MAS. 9, 10 When leaders are dynamic, the corresponding consistency control algorithms are also considered, such as for first-order MAS 11 and second-order MAS. 12, 13 An impulsive consensus algorithm was proposed for second-order continuous-time multi-agent networks with switching topology. 14 The delayed impulsive controllers were proposed to enable the agents in a class of secondorder MASs with the relative full-state and partial-state sampled-data measurements among neighboring agents. 15 For Markovian jump memristive neural networks, the dissipative synchronization control problem was addressed. 16 Convergence speed is another important subject in consistency research. However, most existing consistency/synchronization algorithms for MAS are only asymptotically stable. Compared with most asymptotically stable control algorithms, closed-loop systems with finite-time convergence have better dynamic and steady-state performance, that is, faster convergence speed and better antiinterference performance. [17] [18] [19] [20] [21] [22] [23] [24] Based on this, the problem of finite-time consensus/synchronization has received wide attention. For first-order MAS, several finite-time consensus algorithms have been proposed in relevant literatures. 25, 26 For second-order systems, some finite-time consensus algorithms 19, 27, 28 are also designed. The synchronization time of the finite-time algorithms usually depends on the initial state about MAS. In order to eliminate these limits of finite-time algorithm, the notion of fixed-time stability 29 is further proposed, and the time when the system converges to the equilibrium point under unknown initial conditions can be determined in advance. Under the fixed-time control frame, some results have been achieved on fixed-time synchronization control, such as for first-order MAS, 30 for second-order MAS, 31, 32 and for higher-order MAS. 33 Taking into account the advantages of the above fixedtime control techniques, this article aims to achieve the goal of fixed-time synchronization control for a class of MASs with second-order nonlinearity. Inspired by literature, 34, 35 this article uses the idea of homogeneity to design a fixed-time synchronization control scheme such that all agents achieve synchronization within a fixed time independent of original conditions, which greatly simplifies the design of the controller. Specifically, the entire controller design and stability analysis include global exponential stability, global fixed-time attraction, and local finite-time stability. The corresponding stability analysis is given to demonstrate the correctness of the proposed method. Finally, several simulation examples of the Pendubot system and electrical power networks are given to verify the effectiveness of the controller.
Introduction to mathematical model

Mathematical model
For example, in literature, 12, 13 this article considers the synchronization of leader-follower agents systems. Each follower agent can be written as the second-order nonlinear dynamic equation in the form of
where q i and p i represent the position and speed for the ith agent, respectively, u i indicates the control input, and f ðÁÞ is a nonlinear continuous function describing the automatic mechanics about the ith agent itself. Similarly, the dynamics of leader is described by the following systems
where q d and p d represent the position and speed of leaders, respectively, and f ðÁÞ is the nonlinear continuous function describing the automatic mechanics of the leader itself.
Graph theory
In the leader-follower MAS (1)-(2), it is assumed that each agent is a node, and the followers' information exchange uses an undirected graph
If there is communication between agent iand agent j, namely, ðv i ; v j Þ 2 E, there are a ij ¼ a ji > 0. If there is no communication between agent i and agent j, there is a ij ¼ a ji ¼ 0. In addition, suppose for all i 2 G , a ii ¼ 0. The neighborhood set of node v i is denoted by
The degree matrix of the directed graph G is expressed as D ¼ diagfd 1 ; . . . ; d n g. The Laplace matrix of the directed graph G is expressed as L ¼ D À A. In the directed graph G, the path from node v i to node v j is composed of continuous edges starting from v i to v j . If there is a path between any two vertices, the graph G is connected.
Suppose the leader (marked 0) can be described as a top point v 0 . The link weight between the follower and the leader can be represented by b i ; i 2 G . If the ith follower is connected to the leader, that is, the follower can get the leader's information directly,
Assumptions Assumption 1. For 8x 1 ; x 2 ; y 1 ; y 2 2 R and 8t ! 0, there is a known constant r such that jf ðt; x 1 ; y 1 Þ À f ðt; x 2 ; y 2 Þj rðjx 1 Àx 2 j þ jy 1 Ày 2 jÞ.
Assumption 2. For the master-slave MAS (1)-(2), the follower graph G is undirected and at least one follower can connect to the leader, that is B 6 ¼ 0.
Some definitions and lemmas
Definition 1 (finite-time/fixed-time stability). Consider the nonlinear system 17, 29 _
where f ðÁÞ : R n ! R n is a continuous vector function.
If the system is Lyapunov stable and finite-time convergent, then the origin is a finite-time stable equilibrium. Finite-time convergence implies the existence of a function
If the system is stable in finite-time and convergent in fixed-time, the convergence time is satisfied sup 8x 0 T ðx 0 Þ < þ1, then system is called fixed-time stable.
Definition 2 (homogeneity). Consider system (3), and define the expansion ðr 1 ; . . . ; r m Þ 2 R m , r i > 0, i ¼ 1; . . . ; n. 33 Let f ðxÞ ¼ ½f 1 ðxÞ; . . . ; f m ðxÞ T be a continuous vector-field. The degree of homogeneity of f ðxÞ for expansion ðr 1 ; . . . ; r n Þ is k 2 R, if for any e > 0, there exists
Definition 3. Define function sig a ðxÞ ¼ signðxÞjxj a , where a ! 0, x 2 R, signðÁÞ is the standard symbolic function. 
where f ðxÞ is a continuous homogeneous vector-field, and the homogeneous degree of ðr 1 ; . . . ; r n Þ for expansion is k < 0.f ðt; xÞ satisfiesf ðt; xÞ ¼ 0 for any t. Assume x ¼ 0 is the asymptotically stable equilibrium point for system
. . . ; m; exists for any t, then x ¼ 0 is a local finite-time equilibrium point for system (4) . Furthermore, if system (4) is both global asymptotically stable and locally finitetime stable, then the system is globally finite-time stable.
Lemma 3.
(1) For a connected undirected graph G, the matrix L of its Laplace operator has the following properties: for arbitrary 8 (2) If assumption 2 is satisfied, then matrix L þ B is symmetric and semi-positive. All of its eigenvalues are real and nonnegative, which can be expressed as
Define l 2 as the minimum eigenvalue l min ðL þ BÞ.
Lemma 4. Let c; d > 0. For any g > 0, the following inequalities are true 8x; y 2 R, jxj c jyj d c=ðc þ dÞgjxj cþd þ d=ðc þ dÞg Àc=d jyj cþd . 37 Fixed-time synchronization control algorithm design
In this section, the fixed-time synchronization problem with the second-order nonlinear MAS (1)-(2) can be solved by the state feedback control under the conditions of assumptions 1 and 2.
Theorem 1. For MAS (1)-(2), in the case of satisfying assumptions 1 and 2, the controller u i is designed as
then all agents can achieve synchronous control within a fixed-time, where
Proof. Define
as a tracking error. According to equations (1) and (2), it can be obtained that
According to the tracking error (6), the controller (5) can be rewritten as
The main proof procedure can be divided into three steps. First, based on Lyapunov stability theory, we can know that the closed-loop system is globally exponentially stable. Then, according to the homogeneous system theory, the closed-loop system is proved to be globally fixed-time attractive. Similarly, based on the homogeneous system theory, we finally give the proof of the local finite-time stability.
Step 1: Global exponential stability. The following Lyapunov function is used
where c is a constant determined below and its derivative with respect to system (7) is
Using lemma 4, we get
Based on the definition of control law (8) and L þ B, u i;3 can be rewritten as ½u 1;3 ; . . . ; u n;3 T ¼ Àk 3 ðL þ BÞðx þ vÞ T . Due to the 8i; j 2 G , a ij ¼ a ji , we can get
The last two terms in (12) are then processed. According to lemma 4, since 1 þ a 1 < 1 þ a 2 < 2, then
Similarly, because of 2 < 1 þ b 2 < 1 þ b 1 , we get
This same inequality also applies to ðx i À x j Þsig a 2 ðv i À v j Þ and ðx i À x j Þsig b 2 ðv i À v j Þ. Therefore, substituting them into formula (12) to get
According to lemma 3, we know that
According to assumption 1, the following conclusions can be drawn 2ðx þ vÞ T 
Substitute the inequality (17) into (16) . One gets
Furthermore, combined with the definition of V, we know
With the help of the above two inequalities, and based on L þ B > 0, we can draw a conclusion
In other words, the closed-loop system (7)- (8) is globally exponentially stable. For any region around the origin, the state converges exponentially to the region, and the convergence time will depend on the initial system states.
Step 2: Global fixed-time attraction
Here, it will be proved that the system states will be drawn to region O 1 within a fixed time. In other word, for any ðx i ð0Þ; v i ð0ÞÞ 2 R 2 =O 1 , there is a time T 1 which is independent of the initial conditions, such that 8t ! T 1 , ðx i ðtÞ; v i ðtÞÞ 2 O 1 .
The reconstructed closed-loop system (7)-(8) is written as
First, consider the nominal part of system (22) , that is, the system
It is worth noting that
Based on definition 2, it can be proved that the homogeneous degree of system (23) regarding expansion D ¼ ð r 1 ; . . . ; r 1 |fflfflfflfflffl{zfflfflfflfflffl} for x1; . . . ; xn ; r 2 ; . . . ; r 2 |fflfflfflfflffl{zfflfflfflfflffl} for v1; . . . ; vn
Letting z ¼ ðx; vÞ, and according to theorem 2 in literature, 33 it can be known that there is a positively definite continuously differentiable function V 2 ðzÞ with respect to expansion D of homogeneous degree l. And L f V 2 is continuously positive definite, with respect to the same expansion D is homogeneous with respect to l þ k, where
According to lemma 4.2 in literature, 38 a conclusion can be drawn L f V 2 ðzÞ Àc 1 ½V 2 ðzÞ lþk l , where c 1 ¼ Àmax fz:V 2 ðzÞ¼1g L f V 2 ðzÞ > 0. In addition
According to (4) in the literature, 34 the homogeneity of @V 2 =@v i is l À r 2 @V 2 @v i c 2 ½V 2 ðzÞ
where c 2 ¼ max fz:V 2 ðzÞ¼1g j@V 2 =@v i j > 0. Meanwhile, based on assumption 1, there is
The homogeneity of the above term jx i À
Similarly, lemma 4.2 in the literature 28 
According to the definition of h (27), let z 0 ¼ ðx i À x 1 ; . . . ; x i À x iÀ1 ; x i ; x i À x iþ1 ; . . . ; x i À x n ; v i À v 1 ; . . . ; v i À v iÀ1 ; v i ; v i À v iþ1 ; . . . ; v i À v n Þ: When jjz 0 jj is big enough, h can be small enough for c 1 À c 2 c 3 h > 0. Since k > 0, lemma 1 shows that there is a fixedtime attraction region O 1 , so that the system states will converge to this region within a fixed time, and the convergence time is not affected by the initial state of the system.
Step 3: Local finite-time stabilization
Here, it is proved that the system (7)-(8) is locally finite-time stable. There exists a region and time T 2 (which depends on the initial conditions) near the zero point so that if ðx i ð0Þ; v i ð0ÞÞ 2 O 1 , then 8t ! T 2 , ðx i ðtÞ; v i ðtÞÞ 0. This proof process is mainly based on lemma 2. By substituting the controller (8) into the system (7) , the closed-loop system can be reconstructed as
First, it is proved that the nominal system of the above system (29)
is asymptotically stable and homogeneous. Then, we will prove that functionĥ i in system (29) satisfies the condition in lemma 2. A Lyapunov function is selected for system (30)
By using similar proof to step 1, a conclusion can be drawn
According to LaSalle's invariant set principle, it is concluded that system (30) is globally asymptotically stable, namely, ðx i ðtÞ; v i ðtÞÞ ! 0 for any i 2 G when t ! 1. In addition, it is worth noting that 0 < a 1 < 1, a 2 ¼ 2a 1 =ð1 þ a 1 Þ. Based on definition 2, it can be proved that the homogeneous degree of system (30) 
Numerical examples and simulations
Example 1: Multiple robot coordination
The effectiveness of the proposed control scheme can be verified by a simulation of multiple Pendubot system. The Pendubot system is a double-joint manipulator that moves on a vertical plane. 39 The information interaction among multi-agents is shown in Figure 1 . Then the leader can be given as
and the follower can be described as
where q j ¼ ðq 1;j ; q 2;j Þ T ; j ¼ f0; 1; 2; 3; 4g is the joint variables as shown in Figure 2 . u i ¼ ðu 1;i ; u 2;i Þ T ; i ¼ f1; 2; 3; 4g is the voltage input of the followers' actuator, and the specific matrix parameters in the model are given below Based on theorem 1, the fixed-time synchronization control scheme can be designed as follows
In the simulation, the control gains of the above fixedtime control law can be chosen as a 1 ¼3=5, b 1 ¼ 5=3, k 1 ¼1:3, k 2 ¼ 1:5, k 3 ¼ 1:4.The response curves of the system are given in Figure 2 . The simulation results demonstrate the performance of the proposed method in this paper.
Example 2: Synchronization control of electric power networks
Another interesting example of the effectiveness of the proposed control scheme is the synchronization control for electric power networks. The electric power networks with synchronous generators and inverters can be modeled as an undirected, connected, and weighted graph with n nodes V ¼ 1; . . . ; n f g , transmission lines E & V Â V , and admittance matrix Y ¼ Y T 2 C nÂn . 40 The nodes can be taken as agents. The typical network model can be expressed as 
where q i is the phase angle of node i, O i is the natural rotation frequency, M i and D i are the inertia and damping coefficients. _ q i ¼! i for i 2 1; Á Á Á ; n f g . ! i is electrical angular frequency. In this article, all nodes have the same natural angular frequency O i ¼O j ¼! 0 ; 1 i; j n.
Then the leader can be given as
and the follower with control input can be described as
Based on theorem 1, the fixed-time synchronization algorithm is designed as follows
Conclusion
In this article, we study a fixed-time synchronization problem with a second-order nonlinear MAS. A new homogeneous fixed-time synchronization control algorithm is proposed. Theoretical research shows that the designed control scheme can guarantee that the followers can track the leader's trajectory within a fixed time regardless of the initial state of the system. Finally, the numerical simulations are carried out, and the effectiveness of the method is verified. Future work includes the discussion on the robustness of the proposed control algorithm.
