Abstract. One way to define the concentration of measure phenomenon is via Talagrand inequalities, also called transportation-information inequalities. That is, a comparison of the Wasserstein distance from the given measure to any other absolutely continuous measure with finite relative entropy. Such transportation-information inequalities were recently established for some stochastic differential equations. Here, we develop a similar theory for some stochastic partial differential equations.
Introduction
Let (E , ρ) be a metric space with a Borel σ-algebra B(E). Consider a Borel probability measure P on E. Define A r := {x ∈ E : dist(x , A) ≤ r} for every Borel set A ⊆ E and all r > 0; also, let A .
The concentration of measure phenomenon is the property that α(r) ≈ 0 when r ≫ 1. The quality of the concentration of P depends on the rate at which α(r) tends to zero as r → ∞. Lévy initiated the study of concentration of measure by verifying that the normalized Lebesgue measure on S n−1 concentrates [31, §1.1]. The theory reached new heights in the work of Milman on the local theory of Banach spaces. Later on, Talagrand investigated the concentration of product measures [43, 44, 45, 46] . These references include also detailed pointers to the earlier parts of the literature. One of Talagrand's novel ideas in this direction was that "a Lipschitz-continuous function of many variables, which does not depend much on any single variable, is nearly a constant"; see [4, 6, 31] .
Concentration of measure is related closely to the log-Sobolev and Poincaré inequalities [2, 8, 9, 10, 26, 37, 48] , with intimate connections to information theory [5] , optimal transport [48] , random matrices [3] , random graphs [14, Chapter 2] , and large deviations [21, 22] . Concentration of measure has been successfully applied to problems in stochastic finance [30] , model selection in statistics [35] , and to the analysis of randomized algorithms [24] . Among other things, concentration of measure has been established for the law of a large family of discrete-time Markov chains [33, 40, 42] , discrete-time stationary processes [34] , the solution of a nice stochastic differential equation (SDE) [7, 23, 38, 39, 47] , and for the law of the solution of a stochastic partial differential equation (SPDE) that is driven by a centered Gaussian noise that is white in time and whose spatial correlation operator is trace class [47] . Since the latter SPDEs are approximately finite-dimensional SDEs, it might be possible to derive concentration of measure for such SPDE from concentration for SDE. By contrast, our aim is to prove the concentration of measure for the law of the solution of a parabolic SPDE driven by space-time white noise.
To simplify our exposition, let us choose and fix two real numbers D,
When there is also a temporal variable t, the "prime" continues to represent differentiation with respect to the spatial variable x. Here, a, b satisfy the following assumption:
, and a is bounded uniformly away zero and infinity.
Consider also two measurable functions σ, g :
, and σ is bounded. With this under way, let us consider the SPDE:
, subject to initial data u 0 and one of the following boundary
2) denotes the two-parameter Brownian sheet; that is, W is a mean-zero Gaussian process with
It follows easily from the above that the weak derivative ξ := ∂ 2 W/(∂t ∂x) is space-time white noise; that is, ξ a generalized, centered, Gaussian random field with covariance measure
where δ 0 stands for the Dirac delta function centered at zero. It is well known that (1.2) has a unique predictable solution u -in the sense of Walsh [49] -that has Hölder-continuous trajectories. See Walsh [49, Chapter 3] for the analysis of (1.2) in a specific case; the present, more general case follows from the theory of Dalang [15] . In particular, we mention that the solution to (1.2) is understood in the following, mild, sense:
where G is the heat kernel for the operator L with the same boundary conditions as in (1.2); see also Dalang [15, 18] . The theory of Walsh [49, Chapter 3] can be extended in a well-known, standard, way to deduce that u also satisfies the following moment bound:
Let P denote the law of the solution {u(t,
. In a standard way, we may view P as a Borel-regular probability measure on the space
We may also view P as a Borel-regular probability measure on
The following summarizes some of the main results of this paper in somewhat informal language. More formal statements will come in due time:
(1) The measure P concentrates as a Borel measure on
It is well known that one can study concentration of measure by establishing Talagrand concentration inequalities (see §4), otherwise known as transportation-cost information inequalities (TCI inequalities). These are inequalities that compare Wasserstein distance with relative entropy. We verify our concentration results by showing that, in fact, P satisfies a TCI inequality. A key step of the proof is to appeal to a suitable version of the Girsanov theorem. This is consistent with the use of the Girsanov theorem in the previous literature on concentration of measure for SDEs and SPDEs with regular noise [7, 23, 38, 47] .
Our methods can readily be extended to study TCI inequalities for (1.2) in case where L has another form than the one studied here. One needs only a reasonable set of heat-kernel estimates. The particular form of L is not germane to the present discussion. An example of the kind of operator that can be studied by the same methods that we employ is the fractional
γ , where γ ∈ (1 , 2) [17, 20, 36] . Heat kernel estimates for this operator can be found in [12, 13] [25, 27] . An interesting topic for future research would be to prove concentration inequalities for them in Sobolev norms, including the case of a colored noise instead of the white noise.
1.1. Organization of the paper. In Section 2 we recall Talagrand concentration inequalities and state our main results: (a) Theorem 2.1 for constant σ, and concentration in the space of continuous functions; and (b) Theorem 2.2 for the general case, and concentration in the space L 2 . Section 3 is devoted to proofs of these results. The Appendix contains the proof of a martingale representation theorem for space-time white noise. This sort of representation theorem is undoubtedly well known. We include the proof as it is short and self contained.
Concentration Inequalities for SPDE: Main Results

Background on Talagrand concentration inequalities.
Recall from the Introduction that (E, ρ) is a metric space with Borel σ-algebra B(E). Fix a real number p ≥ 1, and recall that the Wasserstein distance of order p between two Borel probability measures P, Q on E is defined as
where the inf is taken over all couplings π of P and Q. (Recall that a coupling on E is a Borel probability measure π on E × E whose marginal distributions are respectively P and Q.) The relative entropy H(Q | P) of Q with respect to P is defined as follows:
and H(Q | P) = ∞ if Q ≪ P. Here, we denote respectively by E P and E Q the expectations with respect to measures P and Q; that is, E Q f := f dQ and E P f := f dP for every bounded and measurable function f : E → R. Definition 2.1. A Borel probability measure P satisfies the transportation-cost information (TCI) inequality of order p with constant C > 0 if
for every Borel probability measure Q on E. Throughout, we let T p (C) denote the set of all Borel probability measures P that satisfy (2.1) for every Borel probability measure Q on E.
According to Hölder's inequality,
The following result from [32] (see also [31, p. 118] ) relates TCI inequalities to the concentration of measure phenomenon: If P ∈ T 1 (C), then the function α defined in (1.1) satisfies
It is known that P ∈ T 1 (C) for some constant C > 0 iff P has a sub-Gaussian tail ; i.e.,
for some, hence all,
for all a ∈ R and every 1-Lipschitz function f : E → R such that E P f = 0; here, 1-Lipschitz means that satisfies |f (x) − f (y)| ≤ ρ(x , y) for all x, y ∈ E.
It follows immediately from (2.2) that every probability measure P ∈ ∪ C>0 T 1 (C) has sub-Gaussian tails. In particular, compactly-supported Borel probability measures are in ∩ C>0 T 1 (C). By contrast, similar descriptions of T p (C) for p > 1 require more subtle analysis. For example, when p > 1, the space T p (C) does not even contain a non-trivial Bernoulli measure. The space T 2 (C) has the particularly important property of tensorization: If P and Q are in T 2 (C), then P × Q is in T 2 (C) (as a Borel probability measure on E × E, of course). This property sets T 2 (C) apart as an important family of probability measures, and hence plays a central role in the sequel.
Main results.
Let us state the main results of this article. Recall from the Introduction the following assumptions on the functions g and σ:
heat kernel of the operator L on the whole real line instead of [0 , D], with coefficients a and b continued to R as follows:
It is well known that:
(1) G ≤ G ∞ , in the case of Dirichlet boundary conditions; (2) G = G ∞ + G 0 for a smooth and bounded function G 0 , in the case of Neumann or periodic boundary conditions.
Because the second-order differential operator L is in divergence form, Aaronson-type heat-kernel estimates imply that G T,α < ∞ for α ∈ [1 , 2), where
See Bass [1, Chapter 7, Theorem 4.3], or [19] . Consequently, (2.6)
As mentioned earlier, one can consider concentration inequalities in different Banach spaces.
Since u is continuous, we can for example consider concentration in the space of continuous functions on (0 , T ) × (0 , D), endowed with norm,
Theorem 2.1. For σ ≡ 1, under Assumptions 1.1 and 2.1, the law P of the solution u of (1.2), viewed as a Borel probability measure on
with respect to the norm (2.7), with the constant
Remark 2.1. Choose and fix an arbitrary η > 0. A simple adaptation of the proof of Theorem 2.1 shows that we may replace the condition σ ≡ 1 with σ ≡ η.
In the non-constant case, we instead view the random continuous function u as a random element in the space
, endowed with the norm · T,2 , where
Theorem 2.2. Under Assumptions 1.1, 2.1, 2.2, for every α ∈ (1 , 2), the probability measure P, viewed as a Borel probability measure in the space
, is in T 2 (C 2,α ) with respect to the norm (2.9), where we define β from α −1 + β −1 = 1, and
Proofs
3.1.
Representation of an equivalent measure. The following lemma essentially describes all probability measures
This lemma is an analogue of the result [23, Theorem 5.6, (5.7)], though it is applicable to the setting of space-time white noise instead of that of finite-dimensional Brownian motion.
and
is a Brownian sheet under the measure Q. Moreover,
Proof. Consider the nonnegative P-martingale M that is defined by
Let τ := inf{t ≥ 0 : M(t) = 0} ∧ T , with the standard convention inf ∅ := ∞. Then, P{τ = T } = 1. Up until the stopping time τ , the martingale M can be represented as the stochastic exponential of another continuous local martingale N:
Let τ n := inf{t ≥ 0 : N t = n} and observe that the stopped process
defines a square-integrable P-martingale with respect to the filtration {F t } t≥0 . By Lemma 4.1 below, there exists a processes
for every positive integer n. Without loss of generality, we can define X n (t) ≡ 0 for t > τ n . Now, the optional stopping theorem ensures that, for every pair of integers n > m,
a.s.
[P]. Since X n (t)1 {t≤τm} is F τm -measurable, it follows that P-a.s.,
Next, we may observe that (3.9) Q {τ n ↑ τ = T as n ↑ ∞} = 1, (3.10) X(t) := X n (t) for all t ≤ τ n .
The consistency relation (3.8) ensures that the process X from (3.10) is defined coherently. This is the process that came up in the statement of the lemma. In accord with (3.6), (3.8), 
Therefore, for every n ≥ 1, (3.12)
Choose and fix a time t < T . Because of (3.9), P-a.s. there exists an n such that t ≤ τ n . Therefore, we can deduce (3.1) from (3.12).
Next we verify (3.2). Apply the Girsanov theorem of da Prato and Zabczyk [41, Theorem 10.1.4] with ψ := X, to see that W is indeed a space-time white noise and that the RadonNikodým formula (3.3) is valid. This establishes (3.2). Finally,
which is equal to
T,2 ) owing to the monotone convergence theorem. This completes the proof of (3.4), whence also Lemma 3.1. By the definition of the Wasserstein distance W 2 ,
Proof of Theorem 2.1. For all (t
In light of (3.4) and (3.16), it remains to prove that
From (3.14) and (3.15), we can represent u(t , x) − v(t , x) as
G(t − s , x , y)X(s , y) dy ds.
(3.18)
2 ) for all real numbers x 1 and x 2 ,
For every t ∈ [0, T ], define the quantity (3.20) ν(t) := max
To estimate the first term in the right-hand side of (3.19), we apply the the Cauchy-Schwarz inequality with respect to the finite measure G(t − s , x , y) dy ds on [0 , t] × [0 , D], whose total measure is not more than t, in order to see that
In the last line we used the fact that D 0 G(r , x , y) dy ≤ 1 for all r > 0 and x ∈ (0 , D). On one hand, the preceding bounds the first term on the right-hand side of (3.19) from above. On the other hand, the second term on the right-hand side of (3.19) is not greater than 2G T X 2 T,2 thanks to the Cauchy-Schwarz inequality and (2.6). Thus, we find that
Maximize over (t , x) ∈ (0 , T ) × (0 , D), and then apply a Q-expectation to see that
for all t ∈ (0 , T ).
An appeal to the Gronwall inequality verifies (3.17), and hence also Theorem 2.1.
3.3. Proof of Theorem 2.2. As we did in the proof of Theorem 2.1, by Lemma 3.1, for every probability measure
, we can couple (P , Q) via a stochastic process (u , v) as follows. Recall the definition of I in (3.13). Under the measure Q, we have: v(s , y) ) dy ds. 
In light of (3.4) and (3.16), Theorem 2.1 will follow, once we prove that
We conclude by establishing (3.27). Thanks to (3.24) and (3.25),
G(t − s , x , y) σ(y , u(s , y)) X(s , y) dy ds.
Apply to (3.28) the elementary inequality (
), valid for all real numbers x 1 , x 2 , x 3 , in order to see that
Apply the Cauchy-Schwarz inequality to the first term on the right-hand side of (3.29) in order to deduce from (2.3) that
Similarly to (3.20) , for every t ∈ [0 , T ], define
Owing to (2.3) and the respective definitions of H and m from (2.5) and (3.31), the Qexpectation of the second term on the right-hand side of (3.29) can be estimated as
Finally, we estimate the third term on the right-hand side of (3.29) by applying first the Cauchy-Schwarz inequality, and then (2.3), in order to find that
(3.33)
Apply Q-expectations to both sides of (3.29) . Combine this with (3.30), (3.32) , (3.33) in order to see that
3 ), the preceding yields the following self-referential inequality for m:
Choose two positive Hölder-conjugates α −1 + β −1 = 1, and note that
and [
Thus, Gronwall's inequality yields
Trivially estimating the integral in u − v 2 T,2 , we get:
T,2 ) ≤ T Dm(T ). Combining (3.37) and (3.38) and raising both sides to the power 1/β, we finally obtain (3.27), and hence completes the proof of Theorem 2.2. 
Appendix: Martingale Representation
For every integer n ≥ 1 define F n to be the σ-algebra generated by all random variables of the form W (e j ⊗ 1 [0,s] ) as j ranges in {1 , . . . , n} and s ∈ [0 , T ]. For all n ≥ 1 and t ∈ [0 , T ], define
Because M is square-integrable, E(|M(t)| 2 ) < ∞ for every t ∈ [0 , T ]. Thus {M n (t)} n≥1 is a martingale for every t ∈ [0 , T ]. By Lévy's martingale convergence theorem for discrete-time martingales, 
For positive integers n > m and for every t ∈ [0 , T ],
Consider the sum in (4.3) and write it as m k=1 + n k=m+1 . Because {W k } k>m are independent of F m and {W k } 1≤k≤m are F m -measurable, it follows from (4.4) that
We apply (4.3) once again, but this time replace n by m everywhere, in order to see that
Let Leb denote the linear Lebesgue measure. Compare (4.5) and (4.6), and use the uniqueness of such martingale representations, in order to see that for all positive integers m < n and 1 ≤ k ≤ m, (4.7) E (X n,k (t) | F m ) = X m,k (t) (P ⊗ Leb)-a.e.
Thanks to (4.1), E(|M n (t)| 2 ) ≤ E(|M(t)| 2 ) for every n ≥ 1 and t ∈ [0 , T ]. Since To see this, let us first write
The first term on the right converges to 0 as n → ∞ because of (4.9). The corresponding second term tends to 0 as n → ∞ for the following reasons: Because of (4.8) and Fatou's lemma, for every m ≥ 1 and t ∈ [0 , T ], Therefore, we let m → ∞ to find that
[X ∞,k (s)] 2 ds ≤ EM 2 (t) < ∞, and hence the second term on the right-hand side of (4.11) goes to zero as n → ∞, as was announced. This completes the proof of (4.10). Finally, we may compare (4.2) with (4.10) to see that It is easy to see that both sides have continuous modifications, viewed as random processes indexed by t ∈ [0 , T ]. Thus, we can deduce Lemma 4.1 from the preceding by applying (4.12) to the continuous modifications of both sides of (4.12).
