Abstract. It has been shown that the n-dimensional unit hypercube contains an n-dimensional regular simplex of edge length c √ n for arbitrary c < 1/2 if n is sufficiently large (Maehara, Ruzsa and Tokushige, 2009). We prove the same statement holds for some c > 1/2 even in the special case where a regular simplex has the same barycenter as that of the unit hypercube.
Introduction
Let ℓ∆ n be an n-dimensional regular simplex of edge length ℓ, and let Q n = [−1/2, 1 /2] n be the n-dimensional unit hypercube. In [3] , the problem of finding the largest size of an n-dimensional regular which can be contained in the unit hypercube, is considered. For a lower bound, they assert that for every ǫ 0 > 0 there is an N 0 such that for every n > N 0 one has ((1 − ǫ 0 )/2) √ n∆ n ⊂ Q n . Here, "ℓ∆ n ⊂ Q n " means that an isometric copy of ℓ∆ n is contained in Q n . For the upper bound, if ℓ∆ n ⊂ Q n , then ℓ ≤ (n + 1)/2, and the equality holds if and only if there exists a Hadamard matrix of order n + 1 [5] .
In this paper, we restrict the case where a regular simplex has the same barycenter as that of the unit hypercube. In this situation, the above statement for the upper bound is still valid, and moreover for a lower bound, we improve the above assertion by inductive construction from Hadamard matrices. By "ℓ∆ n,0 ⊂ Q n " , we mean that an isometric copy of ℓ∆ n with barycenter at the origin is contained in Q n . Then we have the following result.
Theorem 1. For every n one has
Note that ( √ 336 − 4 − √ 2)/ √ 664 = 0.5012 · · · , and thus this theorem improves the result of [3] .
Proof of the main result
We denote the n × n all-one matrix by J n , and the all-one vector of length n by 1 n . For a matrix (or a vector) A = (a ij ), we define its norm by A = max ij |a ij |. Let f (n) := max{ℓ | ℓ∆ n ⊂ Q n }, and
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Then we have
and f 0 (n) = (n + 1)/2 holds if and only if there exists a Hadamard matrix of order n + 1 [5] .
Recall that the barycenter and the circumcenter of a regular simplex coincide, and the circumradius of ∆ n is n/(2n + 2). From this fact, √ 2∆ n−1 with barycenter at the origin corresponds to an orthogonal matrix with the following form.
where p 1 , . . . , p n are the vertices of √ 2∆ n−1 . LetÔ n be the set of all n × n real orthogonal matrices with the first column (1/ √ n)1 T n . We denote by A 1 the matrix obtained by deleting the first column of A ∈Ô n . Then we havê
and A = A 1 holds for A ∈Ô n . Thus we have the following.
Proof.
where C = (c ij ) and S = (s ij ) are n × ⌊(n − 1)/2⌋ matrices with c ij = cos(θ j + 2ijπ/n) and s ij = sin(θ j + 2ijπ/n) respectively, and v = (v i ) is the vector of length n with
Proof. Follows from direct calculation of A T A.
Remark 4. Let T be a non-empty subset of {1, . . . , ⌊(n − 1)/2⌋}, and let W be the submatrix of the above A consisting of the kth column of 2/nC and the kth column of 2/nS for k ∈ T , If n is even, let W ′ be the matrix W with the column 1/nv T adjoined. Then the set of row vectors of W (resp. W ′ ) form a spherical 2-design in R 2|T | (resp. R 2|T |+1 ). The matrices W and W ′ in the special case where θ j = 0 for all j, appeared as a construction of spherical 2-designs in [4] .
Proposition 5. For every n, we have
Proof. The matrix A given in Lemma 3 satisfies A ≤ 2/n. Then Lemma 2 implies f 0 (n − 1) ≥ √ n/2.
Remark 6. The lower bound in Proposition 5 is already better than that of [3] , and it can be slightly improved by choosing a matrix A ∈Ô n carefully. Indeed, A is minimized when we set
for all j, and thus
To improve the lower bound more for large n, we use inductive construction of orthogonal matrices from Hadamard matrices.
Lemma 7. Suppose that A ∈Ô n+1 has a form
Proof. Since AA T = I n+1 , we have
and thus we have A A T = I n by direct calculation.
From the above lemmas, we have the following.
The result follows from Lemma 2.
(ii) Let A and A be as in Lemma 7. By a suitable change of the sign of the second column of A, we can assume a ≥ 0. Since
and A ≥ 1/ √ n + 1, we have
and thus the result follows from Lemma 2.
Theorem 9. Let k ≥ 1. If there exists a Hadamard matrix of order n + k, we have
and equality holds if and only if k = 1. In particular, if there exists a Hadamard matrix of order 4m for any
Proof. The former statement is a direct consequence of Proposition 8 (ii). Since √ n + k − k + 1 is decreasing on k, the latter statement follows.
If the Hadamard conjecture is true, we have f 0 (n) > ( √ n + 4 − 3)/ √ 2 for any n. This lower bound is close to the upper bound (1) if n is sufficiently large. Even if we do not assume the Hadamard conjecture, we can estimate a lower bound of f 0 (n) by Proposition 8. Proof. First, we show that
