Introduction
There is a considerable literature (e.g. [6] , [14] ) on the existence of travellingwave solutions of reaction-diffusion equations and systems in the form (1) u
where A is a real, positive-definite, N × N matrix and f : R N → R N is a continuously differentiable nonlinear function. The vector u may represent, for example, the concentrations of chemicals or the population densities of interacting species, the interactions between components of u being modelled by the reaction term f (u) and their diffusion by Au xx . Travelling waves are solutions u of (1) in the form (2) u(x, t) = w(x − ct), where w : R → R N is the profile of the wave which propagates through the onedimensional spatially homogeneous domain at the (a priori unknown) constant velocity c. This paper is concerned with an extension of the theory to systems with nonlinear dependence on the gradient of u, such as arise in applications in which there is an underlying drift (chromatography, convection in chemical reactions or wind effects in biology [9, pp. 292, 322 and 420]). Some work has been done on scalar-valued gradient-dependent problems [14, p. 111 ]. Here we prove existence theorems which extend that of [14] to gradient-dependent cases. Corresponding stability results are under development and will be presented elsewhere. In Sections 2-4 of this paper, we prove the existence of a monotone travelling-wave solution for the reaction-diffusion-convection system (3) u t = Au xx + G(u, u x )u x + f (u) under the following hypotheses. (Standard notation is recalled at the end of the Introduction.) (a) A is a positive-definite diagonal matrix.
As in [14] , f : R N → R N is a continuously differentiable function satisfying (f1) f is locally monotone; (f2) S and T are stable equilibria of f and S < T ; (f3) there is a (necessarily non-zero) finite number of equilibria E of f with S < E < T and each such E is unstable. Thus for some c ∈ R, we obtain a solution w of the system (4) Aw + cw + G(w, w )w + f (w) = 0.
Note that (g2) can be assumed without loss of generality in a problem where (f3) holds. This is obvious because, by (f3), dI + G(E, 0) is positive-definite at each of the finite number of equilibria E in [S, T ] provided d is sufficiently large. Now replace the unknown parameter c with a new parameter c = c − d and replace G with G = G + dI. The new system, (4) with c instead of c and G instead of G satisfies (a), (f1)-(f3) and (g1), (g2).
The main result of this paper is in Section 5. There the existence of travelling waves is established without assuming (g1) about the growth of G, provided that G is known to be monotone in a certain weak sense. These results are deduced using the theory of the preceding sections, and contain the previous existence theorems as special cases.
Following [14, Chapters 2 and 3], we use degree theory for (S) + mappings in a weighted Sobolev space. Although the operators associated with (4) are not (S) + except when G ≡ 0, that difficulty can be overcome by approximation. We consider the modified system ( 
5)
Av (s) + cv (s) + σ R (s)G(v(s), v (s))v (s) + f (v(s)) = 0, s ∈ R,
where for R > 1, σ R ∈ C(R, [0, 1] ) is supported in [−R, R], and σ R (s) → 1 as R → ∞ for each s ∈ R. The corresponding operators are shown to be (S) + and the existence of a monotone solution to (5) asymptotic to S and T is proved. Solutions to (4) follow by taking the limit as R → ∞. To keep the presentation as short as possible, we refer to [14] when appropriate.
The following is key notation. An equilibrium E of f ∈ C 1 (R N , R N ), a point where f = 0, is said to be stable if all the eigenvalues of df [E] are in the open left-half complex plane, and unstable if there is an eigenvalue in the open righthalf plane. When S, T ∈ R N (the source and target) are equilibria of f with S < T , system (1) is said to be bistable if both S and T are stable. In that case there exist equilibria E ∈ [S, T ] \ {S, T }. (These are called intermediate equilibria; see [4] .) Attention in this paper, as in [13] , [14] , is restricted to functions f which are locally monotone: whenever u ∈ R N is such that f i (u) = 0 for some i,
where f i denotes the ith component function of f . This is a natural hypothesis for mutualistic interactions in biology, and for certain kinds of chemical kinetics.
] is a Perron-Frobenius matrix [10] , [12] .
Degree theory for the analysis of travelling waves
Preliminaries. The notation ":=" means "is defined to equal". For vectors
. The set of non-negative vectors in R N will be denoted by R N + and the set of all real N × N matrices with strictly positive off-diagonal elements by P N ×N . The real N × N matrices will be denoted by
the Fréchet derivative of f at w ∈ R N will be denoted by df [w] and, where necessary, identified it with the Jacobian matrix of partial derivatives of f at w.
For a set Ω in a metric space, the closure will be denoted by Ω and the boundary by ∂Ω. The Euclidian inner product and norm on R N will be denoted by · , · , and · and 
For an open subset Ω of R, let L 2,µ (Ω, R N ) be the space of measurable functions
< ∞, where
Then the weighted Sobolev space
with the inner product
. We state the following without proof.
, are defined by multiplication as follows:
and
Degree theory for (S) + operators is developed in [1] , [2] , [11] and used in [14, Chapter 2] . Let X denote a real, reflexive, separable Banach space, and let W : X → X * . Then W is an (S) + operator if, for {u n } ⊂ X,
Suppose also that W is bounded, demicontinuous (continuous from the strong topology of X to the weak topology of X * ) and 0 / ∈ W (∂Ω) where Ω ⊂ X is bounded and open. Then deg (S)+ (W, Ω, 0) denotes the integer-valued (S) + -degree, which has the usual properties. If deg (S)+ (W, Ω, 0) = 0, then there exists u ∈ Ω with W (u) = 0. The homotopy property has the following form. If
* are bounded demicontinuous (S) + mappings, and there is a bounded demicontinuous operator W : (14) and (15)
and lim sup
then W 1 and W 2 are said to be (S) + -homotopic relative to Ω, and they have equal degree.
(S) + operators for the approximate system. We seek a constant c and a function w ∈ C 2 (R, R N ) such that 
and c(u) := log ρ(u), We will define c(w) as
when there is no danger of ambiguity. Now consider the equation
It is clear that if u ∈ W The method is to consider the following continuous deformation of (24):
When τ = 1, (25) becomes (24), whilst when τ = 0, (25) corresponds to the system treated in [14] . To invoke degree theory, an (S) + operator associated with (24) is required, together with a suitable (S) + homotopy associated with (25). First define
Lemma 2.4.
(i) P R is well-defined and maps each bounded subset of
(ii) P R is jointly continuous in τ and u (from the strong topology of
if and only if u ∈ C 2 (R, R N ) and u satisfies (25).
Proof. The first statement is immediate from the Hölder's inequality, Definition 2.2, the continuity of f , (g1), Lemma 2.3, and Lemma 2.1 together with observations that ν is uniformly bounded and ψ and ψ have compact support. The second statement is a standard consequence of Krasnosel'skiȋ's theorem [5, p. 77] . The third is the usual relation between weak and strong solutions which, in this one-dimensional setting, is straightforward. Now we show that a construction in [14, Chapter 2, Section 2, pp. 128-134] remains effective under our hypotheses.
Theorem 2.5. There exists a bounded linear positive-definite self-adjoint operator
This result is significant because (27) can be rewritten as
Together with Lemma 2.4, this yields that the operator
is an admissible (S) + homotopy.
is open, bounded and such that
, Ω, 0) = 0, then there exists u ∈ Ω such that S * µ P R (τ, u) = 0. So by the last part of Lemma 2.4,
For f satisfying (f1)-(f3), let the matrix B(s) be given by
where Lemma 2.6. There exists a bounded linear self-adjoint positive-definite operator
where
Proof of Theorem 2.5. Let the sequence {u n }
where ν is defined in (7). In [14] it is shown that
where θ(u n , u) → 0 as n → ∞. Now hypothesis (g1) holds, |τ σ R | ≤ 1 and σ R is supported in [−R, R]. Therefore there is a constant γ 0 , depending only on {u n }, such that
Thus there exists a functional θ such that
Here L µ , S µ and θ µ are as in Lemma 2.6. The result follows.
A priori estimates for monotone approximations
The goal is to prove that the set of all solutions u of equation (65) 
A priori estimates for a general system. We first consider solutions w of
where f satisfies (f1)-(f3), G and σ R are given by Definition 2.2, and τ ∈ [0, 1]. In this section the velocity c ∈ R is regarded as a parameter, and not the functional (22). The representation of c as a functional will be re-introduced in the next section to get a uniform a priori bound for monotone solutions. The initial step is to obtain estimates for the absolute value of derivatives of solutions of (37) that are independent of c ∈ R, τ ∈ [0, 1] and R. Note that it is not assumed yet that the solutions are monotone.
, and there exists K > 0 such that u (s) ≤ K/ µ(s) for each s ∈ R and hence u (s) → 0 as n → ∞.
Proof. That u ∈ L ∞ (R, R N ) follows from estimate (11) . Since u satis-
follows from (37), the boundedness of ψ, ψ , u and u and the continuity of f and G.
Then h is continuously differentiable and h ≥ min i=1,... ,N {A i } w 2 , since A is positivedefinite. Also, Lemma 3.1 implies that h(s) → 0 as |s| → ∞, since ψ (s) = 0 when |s| > 1. So h attains a maximum at a point s 0 ∈ R where h (s 0 ) = 0. Since A is symmetric, Aw (s 0 ), w (s 0 ) = 0. So taking the inner product of the left-hand side of (37) with w (s 0 ) yields, by hypothesis (g1) and Definition 2.2, that
To find a uniform bound for w there is no loss of generality in supposing that that w (s 0 ) ≥ 1. Since w L∞(R,R N ) < M and γ and f are continuous, there exist γ 0 , α 0 > 0, depending only on M , such that γ(w(s)) < γ 0 , and f (w(s)) < α 0 for all s ∈ R. Hence 
since we have assumed that w L∞(R,R N ) ≥ 1. This proves the existence of N 1 (M ) > 0 as in the statement of the theorem. The corresponding bound for w comes from the fact that, by inequality (38), |c| w L∞(R,R N ) is bounded by a constant depending only on M . Therefore the ith equation of (37) yields that for each s ∈ R,
The existence of N 2 (M ) > 0 as in the statement of the theorem follows from (39) and (41).
To obtain an a priori estimate for the speed of monotone solutions to (37), we require some preliminary results on the signs of the component functions of f . The first is proved in [13] .
Perron-Frobenius eigenvectors of df [S] and df [T ] respectively. Then there exist t, ζ, ε > 0 such that for each i ∈ {1, . . . , N }, ε < tp i , ε < tq i ,
This leads to bounds on the velocity c of monotone solutions to (37), independently of the choice of R. 
Since w(s) → S as s → −∞ and w (s) > 0 for each s, there exists s 0 ∈ R and i ∈ {1, . . . , N } such that w(s 0 ) > S and w(s 0 ) ∈ Γ i , where Γ i is defined in (3.3). Now w(s 0 ) ∈ Γ i ⇒ w i (s 0 ) = tp i , and tp i > ε > 0, where ε is as in Lemma 3.3.
Integrating the ith equation of (37) from s 1 to s 0 gives
Since w is a monotone solution between S and T , w L∞(R,R N ) ≤ S + T − S . Thus by Theorem 3.2, there exists N 1 > 0, independent of w, c and R, such that
since w is monotone. We now observe from the monotonicity of w and Lemma 3.3 that
Therefore, c ≥ −γ 1 − 2 A N 1 /ε, which gives a lower bound for the velocity c as required.
Our next result shows that the assumption of the local monotonicity of f (condition (f1)) and the fact that G is diagonal, forces monotone solutions to be strictly monotone.
Proof. Suppose that there exists s 0 ∈ R for which w (s 0 ) has a zero component; without loss of generality, say w 1 (s 0 ) = 0. Consider the first equation of (37),
If f 1 (w(s 0 )) = 0, (46) implies that w 1 (s 0 ) = 0, which says that w 1 has either a maximum or a minimum at s 0 . Since this contradicts the monotonicity of w 1 we conclude that f 1 (w(s 0 )) = 0, and that w 1 (s 0 ) = 0. Now for s ∈ R, there exists θ(s) ∈ (0, 1) such that
Moreover, (46) and (47) yield that
It follows from the local monotonicity of f (condition (f1)) and the fact that
there exists a neighbourhood U of w(s 0 ) such that
Let s 1 < s 0 be such that w(s) ∈ U for each s ∈ R, s 1 ≤ s ≤ s 0 . It follows from (48), the monotonicity of w and the fact that v(s 0 ) = 0 that Suppose now that there exists j ∈ {2, . . . , N } such that w j ≡ w j (s 0 ). It follows from the above argument that w j (s 0 ) > 0. Hence for s in a neighbourhood of s 0 , w j (s) = w j (s 0 ). Now by (51), v(s) = 0 for each s ∈ R, where v(s) := w 1 (s) − w 1 (s 0 ). Thus (48) gives that
for each s ∈ R. Let s ≤ s 0 be sufficiently close to s 0 that
for each i ∈ {2, . . . , N } and w j (s) = w j (s 0 ). Then the monotonicity of w contradicts (52). So w(s) ≡ w(s 0 ), and hence (45) holds with E := w(s 0 ). The result follows.
The next result shows that monotone solutions of (37) satisfy uniform exponential estimates in neighbourhoods of S and T . Note that these exponential estimates, and the neighbourhoods in which they are valid, are independent of the velocity c (because c is a priori bounded), τ ∈ [0, 1] and the choice of R. Theorem 3.6. There exists κ, α, β and δ > 0 such that if w satisfies (37) for some c ∈ R, τ ∈ [0, 1] and R > 0, and w (s) > 0 for all s ∈ R, then
where s 0 ∈ R is the unique point such that w(s 0 )−S = δ and s ≤ s 0 . Moreover,
where t 0 ∈ R is the unique point such that w(t 0 ) − T = δ and s ≥ t 0 . In addition, for E ∈ R N , (55) 0 < E − S ≤ δ ⇒ f (E) = 0, and
Proof. It will suffice to prove (53) (the proof of (54) is similar). We begin by considering the equation (37) linearised at w = S, when σ R is replaced by 1. We will show that solutions λ of the corresponding characteristic equation DetN (λ, c, τ ) = 0 are uniformly bounded away from the imaginary axis, independently of |c| ≤ γ, where γ is as in Theorem 3.4, and τ ∈ [0, 1]. Here
Suppose that λ = iµ satisfies DetN (λ, c, τ ) = 0. Then −icµ is an imaginary eigenvalue of −µ , R) ) is the set upon which σ R / ∈ {0, 1}. Since the decay estimates already established are uniform and since Y has length at most 2 (independently of R), the required result is immediate.
The following theorem gives the relation between the asymptotic behaviour of certain solutions of an ordinary differential equation and the eigenvectors of a nonlinear-in-λ linear eigenvalue problem.
diagonal matrix, G be continuously differentiable, and the constant be either 0 or 1. Suppose that w ∈ C 2 (R, R N ) satisfies
for some c ∈ R and τ ∈ [0, 1]. Further, suppose that (57) w(s) ≡ E and w(s) → E as s → ∞ (s → −∞) and there exists s 0 ∈ R and M > 0 such that
Then there exist λ < 0 (λ > 0) and a vector q ∈ R N such that q > 0, and
that is, there is a stable (unstable) monotone eigenvalue of the travelling-wave problem linearized at E.
Proof. Consider the case when s → ∞, and without loss of generality assume E = 0. For the proof in the case of the linear equation The importance of the above theorem for the gradient-dependent travellingwave problem lies in the following application.
Lemma 3.8. Suppose that f(1)-f(3) and (g2) hold and that E ∈ (S, T ) is such that f (E) = 0. Then, for fixed c ∈ R and τ ∈ [0, 1], there cannot exist two functions w 1 , w 2 ∈ C 2 (R, R N ) such that w 1 and w 2 satisfy (56) with = 1 and 0, respectively and
Further, for fixed c ∈ R and τ ∈ [0, 1], there cannot exist two such functions w 1 , w 2 ∈ C 2 (R, R N ) both of which satisfy (56) with = 1, or both of which satisfy (56) with = 0.
Proof. Suppose that there is c ∈ R such that functions w 1 , w 2 as in the first statement of the lemma exist. Then it follows from Theorem 3.7 that there are real numbers λ 1 > 0, λ 2 < 0 and vectors q 1 , q 2 > 0, such that But it is shown in [4] that for c fixed, the Perron-Frobenius eigenvalue is a strictly convex function of λ. Therefore, since λ 1 > 0 and A is positive-definite, the Perron-Frobenius eigenvalue of
is positive for all negative λ. In particular, this is the case when λ = λ 2 . However, since G(E, 0) is positive definite by (g2), it follows that the Perron-Frobenius eigenvalue of (λ Estimates for the approximate system that are independent of R.
Consider now the system (65)
A(w ) + c(w)w + τ σ R G(w, w )(w ) + f (w) = 0,
where R > 0 and σ R is as in Section 2, (a), (f1)-(f3), (g1) and (g2) hold, and c(w) is defined in (23). We will prove a priori lower bounds on w i (s), i ∈ {1, . . . , N }, when w(s) is outside the δ-neighbourhoods of S and T constructed in Theorem 3.6. The following lemma is the key.
Lemma 3.9. Suppose w is a monotone solution of (65) for some R > 0 and τ ∈ [0, 1]. Let δ be defined as in Theorem 3.6. Then the set {t ∈ R | w(t) − T = δ} is bounded independently of R, τ and w.
Proof. From the definition of c(w), it is immediate that the set {t ∈ R | w(t) − T = δ} is bounded above independently of τ and R, for otherwise the set of all possible c(w) for monotone w would be unbounded, contrary to the assertion in Theorem 3.4. Also, because of (54) and the definition of c(w), the set {τ ∈ R | w(t) − T = δ} is bounded below independently of τ and R, for otherwise c(w), w monotone, would be unbounded. This completes the proof. Proof. Suppose that the result is false. Then there exist sequences {w k }, {τ k }, {R k } and {s k } and i 0 ∈ {1, . . . , N } such that w k satisfies (65) with τ = τ k
Since Theorem 3.4 gives that {c(w k )} is bounded, there no loss of generality in
We consider first the possibility that
Also, (w k 1 ) (s k ) → 0 as k → ∞, and
Since w k is a monotone solution connecting S and T , { w k L∞(R,R N ) } is bounded and, by Theorem 3.2, there exist
Note that since {t k } is bounded, and R k → ∞, σ k → 1 as k → ∞ uniformly on compact intervals. Since G and f are continuous, an Arzela-Ascoli argument means that there is no loss of generality in further assuming that there exists
for each r > 0. Passing to the limit in (69) yields that
Clearly there exist p, q ∈ R N , with S ≤ p ≤ q ≤ T such that
Moreover, since v (s) ≤ N 2 by (71), Landau's inequality gives that v (s) → 0 as |s| → ∞. Hence by (74) and (72), v (s) → 0 as |s| → ∞. So using (74), we find that f (p) = f (q) = 0. It thus follows from (73) that q = T , because δ satisfies (55). Next suppose, for contradiction, that p = S. By (70), (74) and the fact that v k → v pointwise, {s k − t k } is a bounded sequence, so has a convergent subsequence, say (72) and (73) holds. So p = S.
Recall (f3) that there are only a finite number of zeros E of f with S ≤ E ≤ T and therefore, by local monotonicity, ε can be chosen so that
Let Σ := (ε, . . . , ε) and for n ∈ N, choose
Then v kn (0) − p = ε for each n, and S ≤ v kn (0) ≤ p + Σ/n. Arguing as in the construction of the function v above, we obtain the existence of v ∈ C 2 (R, R N ) and σ ∈ C 1 (R, [0, 1]) such that (for a subsequence) v kn → v uniformly on compact subsets of R,
where here σ ≡ 0 or 1 for s sufficiently large. (We do not know a priori that the sequence {α n k } is bounded, hence the ambiguity about the limit of σ k in this case.) As before, there exist p , q ∈ R N such that S ≤ p ≤ q ≤ T , and v(s) → p as s → −∞ and v(s) → q as s → ∞. Now by condition (f3), µ P F (df [E]) > 0 for every E, S < E < T with f (E) = 0. Theorem 2.4 of [4] implies the existence of a zero E of f such that µ P F (df [E]) < 0 in the order interval between two zeros whose Fréchet derivatives have positive Perron-Frobenius eigenvalues. Hence there is no zero E of f such that S < E < p or p < E < T . Thus p = S since v(0) − p = ε. Also, (75) yields that q ∈ {p, T }. If q = T , then as earlier in this proof, the points s kn −t kn −α kn at which (v kn 1 ) tends to zero are contained in a finite interval in R. So there exists z 0 ∈ R such that ( v 1 ) (z 0 ) = 0, which contradicts Lemma 3.5 since (76) and (77) If {R k } is bounded, σ R k → σ R (or a subsequence) uniformly on compact intervals, as k → ∞, for some finite R. If {s k } is bounded, a standard AscoliArzela argument yields a solution of equation (37) which violates Lemma 3.5. If {s k } is unbounded then a subsequence converges to −∞, by Lemma 3.9. The argument for the case R k → ∞ may be repeated to find two solutions of equation (56) with = 0, contradicting the last part of Lemma 3.8. This completes the proof.
Let W denote the set of all monotone functions w ∈ C 2 (R, R N ) satisfying (65) for some and R > 1 and τ ∈ [0, 1].
Theorem 3.11. There exists constant C > 0 such that if w ∈ W,
Proof. By Lemma 3.9 and Theorem 3.10, it is immediate that if w ∈ W and δ is defined as in Theorem 3.6, then the set {s ∈ R : w(s) − S = δ} is bounded independently of R, τ and w. The result is now immediate from Theorems 3.2 and 3.6.
Existence of monotone solutions
In [14, Chapters 2 and 3, Theorem 1.1, p. 153] it is shown that for G ≡ 0, there exists c ∈ R for which there is a heteroclinic orbit from S to T of (4), the components of which are monotone. We first show that for each R > 0, there exists u ∈ W 
this R, and w M = u M + ψ and w N = u N + ψ are monotone and non-monotone respectively, then
for some monotone u R satisfying (25)}.
Clearly Ω is open, and bounded by Theorem 3.11. Moreover,
constructed in Theorem 2.5, and P R , defined for R > 0 by (26), satisfy (29):
To see this note that if u ∈ W The following is then immediate from the existence property of degree, (29), and the fact that there are no non-monotone solutions of (25) in Ω.
Moreover, estimate (78) in Theorem 3.11 is valid for the same constant C.
Monotone solutions of the autonomous system. Here we combine the uniform a priori estimates for monotone solutions of Section 3 with the existence of monotone solutions for the approximate system proved above. (Since (g2) can be assumed without loss of generality, we do not cite it in the hypothesis of this theorem.) Theorem 4.3. Let (a), (f1)-(f3) and (g1) hold. Then there exists w ∈ C 2 (R, R N ) and c ∈ R such that w (s) > 0 for each s ∈ R, w(s) → S, T as s → ±∞, and u(x, t) = w(x − ct) is a solution of
and (82) A(u n +ψ )+c(u n )[u n +ψ ]+σ n G(u n +ψ, u n +ψ )(u n +ψ )+f (u n +ψ) = 0.
By Lemma 3.9 and Theorem 3.10, there is a bounded interval J (independent of n) of the real line with the property that if s / ∈ J then w m (s) lies in the δ-neighbourhood of S or T described in Theorem 3.6. Since w m is monotone for each n, {w n } has a subsequence which converges everywhere on R, to a function w say. By the Arzela-Ascoli theorem (see Theorem 3.2) the convergence and that of derivatives is uniform on compact intervals -in particular, on J. A simple limiting argument now gives that the limiting function is a solution of the travelling-wave equation with c = c(w). Since w is monotone and contained in [S, T ], it converges to S as s → −∞ and to T as s → ∞ because the convergence of the {w j } is uniform on J and δ satisfies (55). The final estimate follows from Theorem 4.2 and Fatou's lemma. This completes the proof.
The general case
Here we indicate how the results of the preceding theory lead to an existence theory under the following hypothesis, which may be regarded as an extension of (g1). This generalisation takes account of possible monotonicity of the component functions of G.
(G) G is a continuously differentiable, diagonal-matrix-valued function on R N × R N and there are continuous non-decreasing functions β, γ :
where β(p)/p → 0 as p → ∞, and β ∞ is such that β(p)/p ≤ β ∞ .
Clearly if G satisfies (g1), it satisfies (G), but not vice-versa.
Remark. An existence theory for bistable systems involving G satisfying (G) immediately yields an equivalent existence result for bistable systems for which −G satisfies (G). This is a consequence of the following observation. Suppose that for some c ∈ R, u ∈ C 2 (R, R N ) is a monotone solution of system (4) with f satisfying (f1)- ( where c = −c, w is monotone, and w(s) → S, T as s → −∞, ∞ respectively. Furthermore, −f (S + T − · ) satisfies (f1)-(f3). We are grateful to H. Matano for pointing out the significance of this change of variables for our problem. In particular, it leads to a theory of existence of travelling waves whenever G i is a monotonic function of w i alone, since we can take β = γ ≡ 0 in (G) when G i is an increasing function of w i .
Our approach to the problem under the hypothesis (G) is to introduce a truncation G K of the mapping G, where G K satisfies (g1) for each K ∈ N. We will prove the existence of a monotone travelling-wave solution of equation (4) via the known existence of such solutions when G is replaced by G K together with a uniform-in-K a priori bound on the derivative of these solutions.
For each K > 0, let ψ K ∈ C 1 (R, R) be a monotone function with bounded range, for which ψ K (α) = α for all α ∈ R with |α| ≤ K and |ψ K (α)| ≤ |α| for all α ∈ R. Define χ K : R N → R N by (χ K ) i (p) = ψ K (p i ), p ∈ R N , i ∈ {1, . . . , N }.
Let G K (u, v) = G(u, χ K (v)). Note that for all i ∈ {1, . . . , N }, a, b ∈ R N with a , b ≤ M and p, q in R N with 0 ≤ q ≤ p ∞ 1 in R N ,
So G K satisfies hypothesis (G), uniformly in K.
Then, since G is continuous, G K satisfies (g1) for a function β that is independent of K. The existence, for some c ∈ R, of a monotone solution w = w K of Proof. Theorem 5.1 and the definition of G K together show that for K sufficiently large and w K a solution of (86), G K (w K , w K ) = G(w K , w K ). Whence w K satisfies (4). The result follows.
