Recent advances in nanotechnology have enabled researchers to manipulate small collections of quantum mechanical objects with unprecedented accuracy. In semiconductor quantum dot qubits, this manipulation requires controlling the dot orbital energies, tunnel couplings, and the electron occupations. These properties all depend on the voltages placed on the metallic electrodes that define the device, whose positions are fixed once the device is fabricated. While there has been much success with small numbers of dots, as the number of dots grows, it will be increasingly useful to control these systems with as few electrode voltages as possible. Here, we introduce a protocol, which we call the Compressed Optimization of Device Architectures (CODA), in order to both identify sparse sets of voltage changes that control quantum systems, and to introduce a metric which can be used to compare device designs. As an example of the former, we apply this method to automatically tune a simulated eight-dot device. To demonstrate the latter, we determine the optimal lateral scale for a triple quantum dot, yielding a simulated device that can be tuned with small voltage changes on a limited number of electrodes.
I. INTRODUCTION
Nanoscale systems are challenging to control in part because their size makes them susceptible to even the smallest materials defects. Quantum devices present special challenges because their energy spectra and tunnel couplings both require precise control [1, 2] . Here we focus on quantum bits (qubits) formed in electrostaticallygated quantum dots [3] . In these systems, voltages are simultaneously tuned on many electrodes to precisely shape the electrostatic potential landscape within a device. Working with a small number of qubits, researchers have already demonstrated excellent qubit coherence and performance in devices based in GaAs [4] [5] [6] [7] and silicon [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] , including the successful implementation of two-qubit gates [19] [20] [21] and algorithms [22] . Additionally, there has been rapid progress in systems with electrons bound to donors [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] , which share many of the same design challenges as quantum dot qubits. Tuning schemes for these devices are typically determined empirically; however, there has been recent progress towards automatic tuning of quantum dots both experimentally [33, 34] and in simulated systems [35] . One challenge in controlling quantum dot devices is ensuring that the voltage changes on the electrodes remain small during tuning, a property that we refer to as voltage moderation. Imposing voltage moderation reduces the power required during dynamic operation and lowers the risk of instability. Another challenge is ensuring that a small number of electrodes can be used to tune quantum dots. We refer to this property as voltage sparsity, which eases the demands on control electronics and will be increasingly * Correspondence should be addressed to: frees@wisc.edu important as devices are scaled to very large numbers of quantum dots. In order to achieve these goals, it will be useful to use simulations both to identify moderate and sparse tunings, and to determine before fabrication if device designs are capable of achieving voltage moderation and sparsity.
Here, we introduce the Compressed Optimization of Device Architectures (CODA) protocol, which both determines the optimal way to change the voltages in a given system to achieve a desired outcome, and provides a metric to characterize the ease with which the device can be tuned. We show that by minimizing the L 1 norm of the applied voltage changes, we can simultaneously achieve voltage moderation and voltage sparsity. We minimize this norm by implementing the CODA protocol, which relies on results and methods used for compressed sensing [36, 37] in the signal processing literature. Using a simulated eight-dot device, we demonstrate that CODA yields solutions that are simultaneously sparse and moderate. Moreover, we show that by imposing voltage sparsity and moderation, we obtain solutions that only involve gates that are proximal to the dot being manipulated -an extremely desirable property for extensibility. Furthermore, formulating control as an optimization problem allows us to directly compare the effectiveness of different device architectures, enabling improvement of the electrode designs themselves. To demonstrate this, we use CODA to optimize the overall lateral scale of a triple quantum dot, which leads to a device that is optimally "tunable." There are many combinations of electrode voltages that result in a target system state (grey dashed line). By choosing the solution associated with the minimum L1 norm of voltage changes, described in Eq. (1) (purple), we simultaneously ensure that voltages are changed by small amounts on a small number of electrodes. Minimizing the L2 norm (orange) does not ensure that voltage changes will be applied to a small number of electrodes. (c)-(f) Depiction of CODA algorithm tuning voltages to obtain qtarget = 1 in a simple system. The voltages which yield the target quantity of interest are indicated with the circular segment in panels (c) and (e). Starting at δv1 = δv2 = 0 mV (red circle), we calculate the Jacobian J and find all of the solutions to the linear equation qtarget − qcurrent = J · δv, shown as a red dashed line. We then find the voltage changes on this line which minimize the L1 and L2 norm, green circle in panel (c) and (e), respectively. Using the derivatives at this new point, we again estimate the voltage changes required to hit the target (green dashed line), and again find the solution which minimizes the appropriate norm (black circle). The solution found here has converged on qtarget. Additionally, we have obtained the voltage changes associated with the minimum of the appropriate norm, indicated by the purple color scale in panel c, and the orange color scale in panel (e). 
II. AUTOMATIC TUNING OF SIMULATED DEVICES
For qubit applications, the main properties we wish to control are the quantum dot occupations, the orbital energy splittings, and the tunnel rates between the dots. Such properties are referred to as quantities of interest, which we represent as a vector q in a vector space Q. These values are controlled by the voltages applied to the electrodes. A given set of voltages is represented as a vector v in a vector space V. A physical system, or a simulation thereof, acts as a function that maps the voltages to the quantities of interest:Ŝ : V → Q, as shown in Fig. 1(a) .
Because generically there are more electrodes than quantities of interest, many different v can yield target values for the quantities of interest q target . The solutions are not all equivalently useful -it is our goal to select changes in voltages that are simultaneously moderate and sparse. In Fig. 1(b) , we highlight the advantage of choosing the solution that satisfies the equation
where v init is the voltage vector at the starting point, q target is the vector of target quantities of interest, δv is the voltage change from the starting point, and || · || 1 is the L 1 norm, which is the sum of the absolute value of each element in the vector.
Minimizing the L 1 norm of the voltage change vector ensures both the magnitude of the individual voltage changes remain small (i.e., voltage moderation) and that the voltage change vector is sparse. The sparsity achieved by L 1 norm minimization is a property used extensively in the field of compressed sensing [36, 37] . In contrast, L 2 norm minimization (minimizing the Euclidian length of δv) does not guarantee voltage sparsity, and L 0 pseudonorm minimization (minimizing the number of nonzero elements of δv) does not guarantee voltage moderation. Additionally, finding the solution that minimizes the L 0 pseudonorm is known to be an NP-hard problem [38] , whereas convex programming methods can be used to minimize the L 1 norm efficiently [39] . Therefore, by selecting the changes in voltages described in Eq. (1), the CODA procedure yields a device tuning in which a small number of voltages are changed by modest amounts.
To demonstrate the CODA protocol, we first perform automatic tuning of a simple example shown in Fig. 1 (c)-(f). This system is comprised of two electrode voltages δv 1 and δv 2 and one quantity of interest q(δv 1 , δv 2 
During the protocol, we treat this as a black box function, as in more complicated device models we do not have access to an analytical form of the mapping from voltages to quantities of interest. Starting with δv 1 = δv 2 = 0 mV, we wish to find the voltage changes with minimal L 1 norm that are necessary to change the quantity of interest from q current = 2.8125 to q target = 1. To achieve this, we apply an iterative algorithm to minimize the distance between the simulated quantities of interest and the target quantities of interest. At the starting point, we calculate the Jacobian J = ( ∂q ∂δv1 , ∂q ∂δv2 ) and find all of the solutions to the linear equation q target − q current = J · δv, shown as a red dashed line in Fig. 1(c) . In this example, it is easy to minimize the L 1 norm along this line; however, for more general and complicated problems, we employ a matrixfree conic optimization algorithm [39] to determine the particular δv that minimizes the L 1 norm while satisfying this equation. This vector defines a search direction in voltage space; CODA moves along this direction in voltage space, stopping at the point that brings the simulation closest to the target quantities of interest. This process then repeats itself until the quantity of interest converges on q target . Here, we declare convergence after two iterations, at which point q ≈ 1.041, as shown in Fig. 1(d) . In this example, we achieved the target quantity of interest by changing only one electrode voltage.
It is instructive to contrast this solution to one obtained using an analogous procedure in which the L 2 norm is minimized, rather than the L 1 norm, as demonstrated in Fig. 1(e) ,(f). Here, we again declare convergence after two iterations, with q ≈ 1.012. However the final solution involves changing varies the voltage on both electrodes to achieve the target quantity of interest, and is therefore less sparse than the solution obtained using the L 1 norm. For more details, see Appendix A.
In a more realistic demonstration of CODA's capabilities, we can use it to perform automatic tuning of the accumulation-mode eight-dot device shown in Fig 1(g) . The device contains four capacitively-coupled double quantum dot qubits in a Si/SiGe heterostructure. We model the device using the semiclassical Thomas-Fermi approximation [40] to compute electron densities and potentials, and the WKB approximation [41] to calculate tunnel rates, as described in Appendices B-C. The quantities of interest are chosen to be the eight dot occupations and the four intra-qubit tunnel rates. Our starting point is chosen to give dot occupations of 1 electron, and transmission coefficients between the dots of 0.01, corresponding to tunnel rates of approximately 400 MHz (see Appendix B-C for details about the simulation parameters and methods). Our goal is to find the optimal changes in voltages that can be applied to the device electrodes to add one electron to the right-most dot, leaving all other dot occupations and transmission coefficients unchanged.
In Fig. 1(h) , we show the voltage changes needed to achieve convergence of the CODA procedure applied to the eight-dot device. Note that although voltages are allowed to vary on all the electrodes, CODA chooses to vary only four electrode voltages, and those electrodes are proximal to the target of interest. For comparison, we have also performed an alternative optimization protocol based on L 2 -minimization, with results shown in Fig. 1(i) . Note that although the latter protocol achieves the same target quantities of interest, the solution involves voltage changes on almost all of the electrodes, indicating that this solution is neither sparse nor proximal. In both tuning protocols, the magnitudes of the voltage changes applied to the electrodes are all under 5 mV. Because minimizing the L 2 norm explicitly ensures voltage moderation, the similarity in the magnitude of voltage changes applied in both cases confirms that the solution found via L 1 norm minimization exhibits voltage moderation as well. Hence, we confirm that CODA is a practical tool for tuning a device, because it selects voltages that are both sparse and moderate while achieving the specified target quantities of interest.
III. DEVICE DESIGN OPTIMIZATION
In addition to automatically tuning quantum dot devices, the CODA protocol can be used to characterize the voltage sparsity and moderation of typical gate operations, thus providing a key metric for evaluating and comparing different device designs. Here, we consider a series of triple-dot devices, shown in Fig 2. Each device has the same electrode layout, save for the overall lateral scale -we parameterize this scale via the width of the The protocol used to compare the "tunability" of device designs. Given multiple simulated devices, we use the CODA protocol to find the minimum L1 norm of voltage variations needed to induce a common change in each device (e.g., change the dot occupations in device #1, device #2, etc.). The device with the minimum norm can simultaneously provide voltage moderation and sparsity, and should therefore be regarded as the most "tunable" device.
paddle electrode, as shown in Fig 3(a) . All devices have an identical Si/SiGe heterostructure with a silicon quantum well a distance 30 nm below the electrodes. Optimizing device size is important, because a device with electrodes too small will lead to unstable devices and larger power requirements for switching, and a device with electrodes too big will not have sufficient control over the potential landscape at the required length-scales. In particular, it has been observed in experiments [19, 22, 42] that in larger devices it is often necessary to form the quantum dots away from their intended locations. We now show that CODA can be used to determine an optimal device scale.
We again use the semiclassical Thomas-Fermi approximation [40] and the WKB approximation [41] to model the devices. Since it is relatively difficult to determine the gate voltages needed to achieve single-electron occupancies in each dot, we choose a starting point for our simulations with 30 electrons in all three dots, and tunnel couplings that yield transmission coefficients of 0.01 between the left and middle dots and the middle and right dots. In each device, we then use the CODA protocol to automatically tune gate voltages to achieve singleelectron occupation of each dot, while keeping the transmission coefficients constant, exploiting CODA's ability to automatically tune voltages. Additionally, we require the orbital energy splitting of each dot to be 1 meV or more, as consistent with recent experiments. Orbital energy splittings are calculated using a 2D finite-difference Schrödinger solver, see Appendix B for details.
The minimized voltage L 1 norms required for the auto- ., (c) ), fewer electrodes are required to tune the device. However larger voltage changes must be applied to those electrodes, resulting in a high voltage L1 norm. For larger devices (e.g., (e)), quantum dots no longer form underneath the paddle electrodes (e.g., right-most dot, indicated with purple arrows), so that many electrodes are required to tune the device. Balancing these effects leads to a local minimum in the voltage L1 norm, corresponding to device (d).
tuning process in each device are plotted in Fig 3(b) . Comparing these results, we see that the voltage L 1 norm is minimized for the device labeled (d), with a paddle width of approximately 80 nm, suggesting that this device is optimal from a control standpoint.
The voltage changes for the auto-tuning protocol and the resulting electron charge density distributions are shown in Figs. 3(c)-3(e) . For the optimal device, shown in Fig. 3(d) , the number of gates with voltage changes is relatively small, indicating good voltage sparsity. For devices smaller than the optimal device, voltage sparsity is still maintained, as a benefit of small device size. However, voltage moderation is not, with large voltage changes required on multiple electrodes, as shown in Fig. 3(c) . For devices larger than optimal, voltage moderation is maintained, but the solution is no longer sparse, as shown in Fig. 3(e) . The constraints on dot occupation, dot energy and transmission coefficients lead to constraints on the size and relative position of the dots. In smaller devices, such as those shown in Fig. 3(c),(d) , the dots can be formed underneath the paddle electrodes and still meet these requirements. In larger devices, such as the device in Fig. 3(e) , to achieve the required quantities of interest, the dots can no longer form under the paddle gate electrodes, with the right-most dot forming under the nominal right tunnel-barrier electrode as indicated by the arrows. This misalignment between electrodes and dots, which has also been observed in experimental devices [19, 22, 42] , leads to solutions that are less sparse than in the smaller devices.
IV. CONCLUSION
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Here, we provide further details about the CODA protocol described in the main text. The simulated device is considered to be a nonlinear functionŜ : V → Q, where V is the space of electrode voltages and Q is the space of quantities of interest (e.g., dot occupations, dot energies, transmission coefficients). Suppose that we have n quantites of interest and m electrode voltages, and that m > n, so the system is underconstrained. We first identify a starting point of experimental interest (v We repeat this process until q i op − q target 2 is below a specified threshold value. For the simulations described in the main text, we assumed a threshold value of 0.01. For a detailed explanation of the units of this vector, see the following section.
To decrease the total number of device simulations in CODA, one can replace step 1 in the protocol described above by Broyden's method [43] . This method finds an approximate Jacobian matrix J i+1 by combining the Jacobian obtained in the previous iteration J i and the nonlinear error from the previous step:
. Although this eliminates the need for explicit Jacobian formation, using Broyden's method often does increase the number of iterations required for convergence. In many cases, using this method leads to an overall speedup. However, in cases where sparse control cannot be achieved, we find that the number of iterations required for convergence increases dramatically, which negates any potential speed-up.
B. Simulation details
We perform semi-classical Thomas-Fermi calculations [40] using the COMSOL Multiphysics software package to solve a nonlinear Poisson equation in three dimensions. We use zero-field boundary conditions on all sides of the simulated domain, with the exception of the bottom of the SiGe buffer, which is grounded. We assume the following heterostructure profile for all the modeled devices. This profile is consistent with the accumulationmode devices described in Refs. 44 and 45: 200 nm of Si 0.7 Ge 0.3 (with dielectric constant ε = 13.19), a 10 nm Si quantum well (ε = 11.7), 30 nm of Si 0.7 Ge 0.3 , 10 nm of Al 2 O 3 (ε = 9.0), a 10 nm layer of metallic electrodes embedded in the dielectric, 80 nm of Al 2 O 3 , and a second 10 nm layer of metallic electrodes, followed by vacuum. Midway within the Si quantum well, we define a plane of charge with the charge density given by
where e is the charge of an electron, m eff = 0.19 m electron is the transverse effective mass of a conduction electron in silicon, U (x, y) is the strength of the electrostatic potential energy as a function of position, E F is the Fermi energy (which we take to be at ground), and θ(x) is the step function. The two prefactors account for the spin and valley degeneracies. The dot occupations are calculated via integrating the charge density found with the Thomas-Fermi approximation. Transmission coefficients between dots are calculated by finding the center of charge of each dot, and applying the WKB approximation [41] across a straight line connecting the two charge centers. Orbital dot energies are calculated via a 2D finite-difference Schrödinger solver in the plane of charge, using the electrostatic confinement potential obtained from the Thomas-Fermi analysis, and the transverse effective mass of a conduction electron in silicon.
Our CODA protocol requires all the components of the voltage vector to have the same units (and comparable magnitudes, for numerical stability). The quantities of interest considered in our simulations were electron occupations and tunnel barrier heights. When populating our vectors in the space Q, we use the units of electron number for dot occupation, meV for dot energy and we take the logarithm of the transmission coefficient, divided by 1000, since tunnel couplings can vary by orders of magnitude as a function of gate voltage. These units were chosen to ensure rapid convergence.
The details of the initial working point used in the analysis of the 8-dot device are given in the supplemental file 8DotDevice.txt. In this file, the physical attributes are listed first. The dot occupations are expressed in electron numbers, and the transmission coefficients are unitless. Voltages are given for each electrode, with the following labeling convention defined with respect to Fig. 1g of the main text. Beginning with the upper layer of electrodes, Electrode 1 is in the lower-right corner of the schematic, and the ordering proceeds clockwise. In the lower layer of gates, Electrode 5 is in the lower-right corner, and the ordering again proceeds clockwise.
Similar details for working points on the devices shown in Fig. 3 are given in the supplemental file TripleDot.txt. The dot occupations are given in numbers of electrons, the transmission coefficients are scaled as before, and the dot orbital energies are given in meV. Here, the labeling convention for the electrodes begins with the upper layer at the electrode in the upper right corner of the schematic and proceeds clockwise. On the lower layer of electrodes, the labeling begins at the electrode in the upper-left corner and proceeds clockwise.
C. Tunnel rates and transmission coefficients
Following Ref. 46 one can derive that the tunnel coupling ∆ between two one-dimensional simple harmonic oscillators with frequencies ω 1 and ω 2 is approximately
where T W KB is the transmission coefficient calculated via the WKB approximation. For quantum dots with orbital energies of ∼1 meV, a transmission coefficient of 0.01 corresponds with a tunnel coupling of ∆ ≈ 1.6 µeV, or a tunnel rate of ∆/h ≈ 400 MHz.
