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ON THE ITOˆ-WENTZELL FORMULA FOR
DISTRIBUTION-VALUED PROCESSES AND RELATED
TOPICS
N.V. KRYLOV
Abstract. We prove the Itoˆ-Wentzell formula for processes with values
in the space of generalized functions by using the stochastic Fubini theo-
rem and the Itoˆ-Wentzell formula for real-valued processes, appropriate
versions of which are also proved.
1. Introduction and main result
Let (Ω,F , P ) be a complete probability space with an increasing filtration
{Ft, t ≥ 0} of complete with respect to (F , P ) σ-fields Ft ⊂ F . Denote
by P the predictable σ-field in Ω × (0,∞) associated with {Ft} and let τ
be a stopping time with respect to {Ft, t ≥ 0}. Let w
k
t , k = 1, 2, ..., be
independent one-dimensional Wiener processes with respect to {Ft}. Let D
be the space of generalized functions on the Euclidean d-dimensional space
R
d of points x = (x1, ..., xd).
The following are just versions of Definitions 4.4 and 4.6 of [4]. Set R+ =
[0,∞). Recall that for any v ∈ D and φ ∈ C∞0 = C
∞
0 (R
d) the function
(v, φ(· − x)) is infinitely differentiable with respect to x, so that the sup in
(1.1) below is predictable.
Definition 1.1. Denote by D the set of all D-valued functions u (written
as ut(x) in a common abuse of notation) on Ω × R+ such that, for any
φ ∈ C∞0 , the restriction of the function (ut, φ) on Ω×(0,∞) is P-measurable
and (u0, φ) is F0-measurable. For p = 1, 2 denote by D
p the subset of D
consisting of u such that for any φ ∈ C∞0 and T,R ∈ R+, we have∫ T
0
sup
|x|≤R
|(ut, φ(· − x))|
p dt <∞ (a.s.). (1.1)
In the same way, considering ℓ2-valued distributions g on C
∞
0 , that is linear
ℓ2-valued functionals such that (g, φ) is continuous as an ℓ2-valued function
with respect to the standard convergence of test functions, we define D(ℓ2)
and D2(ℓ2) replacing | · | in (1.1) with p = 2 by | · |ℓ2 .
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Observe that if g ∈ D2(l2), then for any φ ∈ C
∞
0 , and T ∈ R+
∞∑
k=1
∫ T
0
(gkt , φ)
2 dt =
∫ T
0
|(gt, φ)|
2
ℓ2 dt <∞ (a.s.),
which, by well known theorems about convergence of series of martingales,
implies that the series in (1.3) below converges uniformly on [0, T ] in prob-
ability for any T ∈ R+.
Definition 1.2. Let f, u ∈ D, g ∈ D(l2). We say that the equality
dut(x) = ft(x) dt+ g
k
t (x) dw
k
t , t ≤ τ, (1.2)
holds in the sense of distributions if fI|(0,τ ]] ∈ D
1, gI|(0,τ ]] ∈ D
2(l2) and for
any φ ∈ C∞0 , with probability one we have for all t ∈ R+
(ut∧τ , φ) = (u0, φ) +
∫ t
0
Is≤τ (fs, φ) ds +
∞∑
k=1
∫ t
0
Is≤τ (g
k
s , φ) dw
k
s . (1.3)
Let xt be an R
d-valued stochastic process given by
xit =
∫ t
0
bis ds+
∞∑
k=1
∫ t
0
σiks dw
k
s ,
where bt = (b
i
t), σ
k
t = (σ
ik
t ) are predictable R
d-valued processes such that for
all ω and s, T ∈ R+ we have tr as <∞ and∫ T
0
(|bt|+ tr at) dt <∞, (1.4)
where at = (a
ij
t ) and 2a
ij
t = (σ
i·, σj·)ℓ2 , so that
2tr at =
d∑
i=1
∞∑
k=1
|σikt |
2.
Finally, before stating our main result we remind the reader that for a
generalized function v, and any φ ∈ C∞0 the function (v, φ(·−x)) is infinitely
differentiable and for any derivative operator D of order n with respect to
x we have
D(v, φ(· − x)) = (−1)n(v, (Dφ)(· − x)) =: (Dv, φ(· − x)) =: ((Dv)(· + x), φ)
(1.5)
implying that Du ∈ D if u ∈ D.
Here is our main result, that is a version of Lemma 4.7 of [4]. In case
b ≡ 0 a proof of this lemma is provided in [4] without giving any precise
indication as to which version of the Itoˆ-Wentzell formula is used. We will
fill this gap here. Set
Di =
∂
∂xi
, Dij = DiDj .
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Theorem 1.1. Let f, u ∈ D, g ∈ D(l2). Introduce
vt(x) = ut(x+ xt)
and assume that (1.2) holds (in the sense of distributions). Then
dvt(x) = [ft(x+ xt) + a
ij
t Dijvt(x) + b
i
tDivt(x) + (Digt(x+ xt), σ
i·
t )ℓ2 ] dt
+ [gkt (x+ xt) +Divt(x)σ
ik
t ] dw
k
t , t ≤ τ (1.6)
(in the sense of distributions).
The reader understands that the summation convention over the repeated
indices i, j = 1, ..., d (and k = 1, 2, ...) is enforced here and throughout the
article. The fact that (1.6) makes sense and indeed holds is proved in Section
4. Our proof is outlined in [4] and is based on the stochastic Fubini theorem
and the Itoˆ-Wentzell formula for real-valued processes. We prove a version
of the stochastic Fubini theorem in Section 2. The Itoˆ-Wentzell formula for
real-valued processes in the form we need is proved in Section 3.
There is a quite extensive literature on the stochastic Fubini theorem (see,
for instance, [7] and [6] and the references therein). It is worth saying that
with some effort by using estimates like (2.2) we could obtain our version of
the theorem in a somewhat weaker form from probably the first one given
in [2] or from more sophisticated versions in [6]. In this case we would work
with stochastic integrals depending on the parameter x as in
∞∑
k=1
∫ t
0
Is≤τ (g
k
s , φ(· − x)) dw
k
s (1.7)
and for each t choose a jointly measurable function of (ω, x), which is equal
to (1.7) (a.s.) for almost any x. However, there is a much better modification
working for all x and t, which in the case of one-dimensional semimartingales
is described in the corollary of Theorem IV.63 of [7] and obtained by using
a method introduced by Dole´ans-Dade. This modification allows also to
investigate the continuous dependence on t of the integral of (1.7) with
respect to x, which in the case of one driving semimartingale is proved in
Theorems IV.64 and IV.65 of [7]. Our basic tools are Theorem IV.63, its
above mentioned corollary, and Theorem IV.64 of [7] and are much more
elementary than rather involved arguments in [6], where the authors treat a
very general situation, which is not within the scope of the present article,
by using γ-radonifying operators and the fact that L1-spaces possess the
UMD− property.
We prove and use the stochastic Fubini theorem only for functions given
on Rd with Lebesgue measure. Its generalization for arbitrary σ-finite mea-
sure spaces is straightforward, and can be used, as in [2], to transform con-
ditional expectations of stochastic integrals. This comment is appropriate,
because, actually, for the purpose of proving Theorem 1.1 one does not need
our stochastic Fubini theorem since (u, φ(·−x)) is an infinitely differentiable
function of x and one could just approximate the integrals with respect to x
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by Riemann sums and then pass to the limit. This would prove the integral
form of (1.6) as in (1.3) for each fixed t (a.s.) and then an additional effort
based on our Corollary 2.3 is still needed to show that the integral form
holds (a.s.) for all t at once.
Passing to the discussion of the Itoˆ-Wentzell formula for real-valued pro-
cesses notice that our Theorem 3.1 is somewhat close to Theorem 3.3.1 of
[5], which requires two derivatives of Ft(x) in x to be continuous in (t, x).
Even if Ft(x) is nonrandom, when the Itoˆ-Wentzell formula becomes just
Itoˆ’s formula, our result is more general than standard versions of Itoˆ’s for-
mula. For instance, at those instances of time when at = 0 we do not need
the second derivative of Ft(x) to exist.
Finally, it is worth pointing out that our results are also true when there
is only finitely many Wiener processes. Considering infinitely many of them
becomes indispensable in the applications of the theory of SPDEs to super-
diffusions (see, for instance, [3]).
2. A version of the stochastic Fubini theorem
If E is a Borel subset of a Euclidean space, by B(E) we denote the σ-field
of Borel subsets of E. Let Γ be a Borel subset of Rd with nonzero finite
Lebesgue measure.
Definition 2.1. Let Bt(x) be a real-valued function on Ω × R+ × Γ. We
say that it is a regular field on Γ if:
(a) It is measurable with respect to F ⊗ B(R+)⊗ B(Γ);
(b) For each x ∈ Γ, there is an event Ωx such that P (Ωx) = 1 and for any
ω ∈ Ωx, the function Bt(ω, x) is a continuous function of t on R+;
(c) It is Ft-measurable for each x ∈ Γ and t ∈ R+
We call it a regular martingale field on Γ if in addition
(d) For each x ∈ Γ the process Bt(x) is a local Ft-martingale on R+
starting at zero.
Lemma 2.1. If Bt(x) is a regular field on Γ, then there exists a regular field
At(x) on Γ such that, for each x, with probability one At(x) = Bt(x) for all
t and
(b′) For each ω ∈ Ω and x ∈ Γ the function At(x) is continuous on R+.
Proof. By considering the processes Bnt (x), n = 1, 2, ..., which are defined
as (k+1−nt)Bk/n(x)+ (nt− k)B(k+1)/n(x) for k ≤ nt ≤ k+1, k = 0, 1, ...,
noticing that, for each x ∈ Γ, Bnt (x)→ Bt(x) uniformly on each finite time
interval in probability, and using Theorem IV.62 of [7] one easily obtains a
function At(x) possessing the properties (a), (b
′), and such that for each x,
with probability one At(x) = Bt(x) for all t. The latter and the completeness
of Ft implies that At(x) also possesses property (c). The lemma is proved.
Definition 2.2. If a regular field on Γ possesses property (b′) of Lemma
2.1, then we call it strongly regular.
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Lemma 2.2. Let p ∈ (0,∞) and let mt(x) be a regular martingale field on
Γ. Then there exists a nonnegative strongly regular field At(x) on Γ such
that, for each x ∈ Γ, with probability one At(x) = 〈m(x)〉t for all t ∈ R+.
Moreover, if At(x) is a function with the above described properties and
such that
(i) It is Ft ⊗B(Γ)-measurable for each t ∈ R+;
(ii) Almost surely
∫
Γ
sup
t∈R+
A
p/2
t (x) dx <∞, (2.1)
then for any countable set ρ ⊂ R+ with probability one∫
Γ
sup
t∈ρ
|mt(x)|
p dx <∞ (2.2)
and for any ε, δ > 0 we have
P
( ∫
Γ
sup
t∈ρ
|mt(x)|
p dx ≥ δ
)
≤ P (C∞ ≥ ε) +
N
δ
E(ε ∧ C∞) (2.3)
where the constant N depends only on p and
Ct :=
∫
Γ
sup
s≤t
Ap/2s (x) dx.
Proof. To prove the first assertion notice that by the corollary of Theorem
IV.63 of [7] there exists a strongly regular martingale field Bt(x) on Γ such
that, for each x ∈ Γ, with probability one
Bt(x) =
∫ t
0
mt(x) dmt(x)
for all t. Actually, the corollary of Theorem IV.63 of [7] is stated somewhat
differently, so that what we need follows from its proof and the arguments
leading to the corollary. Taking a strongly regular modification nt of m
2
t (x),
which exists by Lemma 2.1 and letting At(x) = |nt(x) − 2Bt(x)| yields a
function we are looking for.
To prove the second assertion, observe that the process Ct is Ft-adapted
and, with probability one, is continuous in t ∈ R+ owing to condition (2.1)
and the dominated convergence theorem. Therefore
τ := inf{t ≥ 0 : Ct ≥ ε}
is a stopping time. Now
P
( ∫
Γ
sup
t∈ρ
|mt(x)|
p dx ≥ δ
)
≤ P (C∞ ≥ ε)
+P
( ∫
Γ
sup
t∈ρ
|mt(x)|
p dx ≥ δ, τ =∞
)
,
6 N. KRYLOV
where the last term is less than
P
( ∫
Γ
sup
t∈ρ
|mt∧τ (x)|
p dx ≥ δ
)
≤
1
δ
E
∫
Γ
sup
t∈ρ
|mt∧τ (x)|
p dx,
which, in turn, by the Burkholder-Davis-Gundy inequalities is dominated
by
1
δ
∫
Γ
E sup
t
|mt∧τ (x)|
p dx ≤
N
δ
∫
Γ
EAp/2τ (x) dx ≤
N
δ
ECτ ≤
N
δ
E(ε ∧ C∞).
This proves (2.3) which implies (2.2) if one first lets δ →∞ and then ε→∞.
The lemma is proved.
For any multi-index α = (α1, ..., αd), α1, ..., αd ∈ {0, 1, ...}, define
Dα = Dα11 · ... ·D
αd
d , |α| = |α1|+ ...+ |αd|.
In the following corollary Γ is a ball, p ∈ [1,∞) and n is an integer. We
denote λ = n − d/p and assume that either p > 1 and λ ∈ (0, 1) or p = 1
and λ = 1, so that n = d+ 1.
Corollary 2.3. (i) Let mt(x) be a regular martingale field on Γ and assume
that for each ω ∈ Ω and t ∈ R+ it is n times continuously differentiable in x.
(ii) Suppose that, for each multi-index α with |α| ≤ n, Dαmt(x) is also a
regular martingale field on Γ.
(iii) Finally, assume that for each multi-index α with |α| ≤ n (including
α = 0) on Γ there exists a nonnegative strongly regular field Aαt (x) possessing
the properties (i) and (ii) of Lemma 2.2 and such that, for each x ∈ Γ, with
probability one Aαt (x) = 〈D
αm(x)〉t for all t ∈ R+.
Then there is a (finite) random variable ν such that with probability one
for all x, y ∈ Γ and t ∈ R+ we have
|mt(x)−mt(y)| ≤ ν|x− y|
λ. (2.4)
Furthermore, with probability one mt(x) is continuous with respect to (t, x)
on R+ × Γ.
Proof. Take ρ as the set of rational numbers on R+, and observe that,
owing to (2.2), there is an event Ω′ of full probability and such that for any
ω ∈ Ω′ we have
sup
t∈ρ
∑
|α|≤n
∫
Γ
|Dαmt(x)|
p dx =: ν0 <∞.
By the Sobolev embedding theorems (see, for instance, Theorem 5.4 of [1]),
for each ω and t, for which
∑
|α|≤n
∫
Γ
|Dαmt(x)|
p dx <∞,
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there exists a continuous function v(x) on Γ such that v(x) = mt(x) for
almost all x ∈ Γ and
|v(x) − v(y)| ≤ N |x− y|λ
∑
|α|≤n
∫
Γ
|Dαmt(x)|
p dx ∀x, y ∈ Γ,
where N depends only on d, p, and Γ. Of course, v(x) = mt(x) for all x ∈ Γ,
since mt(x) is assumed to be continuous in x. Therefore, (2.4) holds with
ν = Nν0 for all rational t, ω ∈ Ω
′, and x, y ∈ Γ.
Let X be the set of points with rational coordinates in Γ and for each
x ∈ X let Ωx be the event of full probability such that for each ω ∈ Ωx the
function mt(x) is continuous in t. Then for any
ω ∈ Ω′′ := Ω′
⋂
x∈X
Ωx
and x, y ∈ X we have (2.4) for all rational, and hence, for all t. Since mt(x)
is assumed to be continuous in x, in (2.4) one can take arbitrary x, y ∈ Γ
and t ∈ R+ as long as ω ∈ Ω
′′. For those ω and any x ∈ Γ it holds that
mt(xn)→ mt(x) uniformly in t if xn → x. By taking xn ∈ X, so that mt(xn)
are continuous in t, we conclude that mt(x) is continuous in t for any ω ∈ Ω
′′
and x ∈ Γ. Since it is also uniformly continuous in x, it is jointly continuous
with respect to (t, x) for ω ∈ Ω′′. It only remains to observe that obviously
P (Ω′′) = 1 and this proves the corollary.
Remark 2.1. The above corollary is close in spirit to Theorem 3.1.1 of [5].
However, in the applications to the integrals like (1.7) we have in mind (see,
for instance, Lemma 4.1) it is much easier to use the corollary than Theorem
3.1.1 of [5].
Corollary 2.4. By taking q ∈ (0, 1), substituting δ1/q in (2.3) in place of
δ and ε, and then integrating the result with respect to δ over (0,∞), we
obtain
E
( ∫
Γ
sup
t
|mt(x)|
p dx
)q
≤ NE
( ∫
Γ
sup
t
A
p/2
t (x) dx
)q
,
where the constant N depends only on p and q.
Estimate (2.3) allows us to improve in our particular case Theorem 65 of
[7], in which in condition (2.5) below the power 1/2 is replaced with 1.
Lemma 2.5. Let ft(x) be a real-valued function on Ω× (0,∞)×Γ which is
P ⊗ B(Γ)-measurable and such that∫ ∞
0
f2t (x) dt <∞
for each x ∈ Γ and ω. Then there exists a strongly regular martingale field
mt(x) on Γ such that for each x ∈ Γ with probability one
mt(x) =
∫ t
0
fs(x) dws
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for all t. Furthermore, if∫
Γ
( ∫ ∞
0
f2t (x) dt
)1/2
dx <∞ (a.s.), (2.5)
then for any function mt(x) with the properties described above∫ ∞
0
( ∫
Γ
fs(x) dx
)2
ds <∞,
∫
Γ
sup
t
|mt(x)| dx <∞ (a.s.), (2.6)
the stochastic integral ∫ t
0
( ∫
Γ
fs(x) dx
)
dws (2.7)
is well defined, and with probability one∫
Γ
mt(x) dx =
∫ t
0
( ∫
Γ
fs(x) dx
)
dws (2.8)
for all t.
Proof. The existence of mt(x) with the claimed properties follows from
the corollary of Theorem IV.63 of [7]. Furthermore, the function
At(x) =
∫ t
0
f2s (x) ds
is certainly a strongly regular field on Γ such that, for any x ∈ Γ, with
probability one At(x) = 〈m(x)〉t for all t. Furthermore, At(x) possesses
property (i) of Lemma 2.2 and property (ii) with p = 1 if condition (2.5) is
satisfied. Under this condition, which we assume in the rest of the proof,
the first inequality in (2.6) follows from (2.5) by Minkowski’s inequality and
implies that (2.7) is well defined indeed. Also, (2.2) with p = 1 yields the
second inequality in (2.6).
Equality (2.8) follows from Theorem 64 of [7] if f is bounded. In the
general case for n = 1, 2, ... define χn(s) = (−n)∨s∧n, f
n
t = χn(ft), and let
mnt (x) be a strongly regular martingale field on Γ such that for each x ∈ Γ
with probability one
mnt (x) =
∫ t
0
fns (x) dws
for all t. By the above with probability one∫
Γ
mnt (x) dx =
∫ t
0
( ∫
Γ
fns (x) dx
)
dws (2.9)
for all t. By (2.3) and the dominated convergence theorem for any ε, δ > 0
P
( ∫
Γ
sup
t
|mnt (x)−mt(x)| dx ≥ δ
)
≤ P
( ∫
Γ
( ∫ ∞
0
|fnt (x)− ft(x)|
2 dt
)1/2
dx ≥ ε
)
+Nε/δ → Nε/δ
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as n→∞. Also by Minkowski’s inequality∫ ∞
0
( ∫
Γ
|fnt (x)− ft(x)| dx
)2
dt ≤
( ∫
Γ
( ∫ ∞
0
|fnt (x)− ft(x)|
2 dt
)1/2
dx
)2
→ 0
as n→∞ for almost any ω. Hence both sides of (2.9) converge in probability
to the corresponding sides of (2.8) uniformly in t implying that (2.8) holds
with probability one for all t and the lemma is proved.
Remark 2.2. Below we are going to use “local” versions of Lemmas 2.2 and
2.5 when all processes will be considered on [0, T ] with a T ∈ R+. These
versions are obtained by replacing mt(x) and ft(x) with mt∧T and ftIt<T
respectively.
Here is a version of the stochastic Fubini theorem.
Lemma 2.6. Let T ∈ R+ and let Gt(x) be real-valued and Ht(x) = (H
k
t (x),
k = 1, 2, ...) be ℓ2-valued functions defined on Ω × (0, T ] × Γ and possessing
the following properties:
(i) The functions Gt(x) and Ht(x) are PT ⊗ B(Γ)-measurable, where PT
is the restriction of P to Ω× (0, T ];
(ii) There is an event Ω′ of full probability such that for each ω ∈ Ω′ and
x ∈ Γ we have ∫ T
0
(|Gt(x)|+ |Ht(x)|
2
ℓ2) dt <∞;
(iii) We have (a.s.)∫ T
0
∫
Γ
|Gt(x)| dxdt+
∫
Γ
( ∫ T
0
|Ht(x)|
2
ℓ2 dt
)1/2
dx <∞.
Under these assumptions we claim that
(a) There is a function Ft(x) on Ω×[0, T ]×Γ, which is F⊗B([0, T ])⊗B(Γ)-
measurable, continuous in t, and such that for any x ∈ Γ with probability
one we have
Ft(x) =
∫ t
0
Gs(x) ds +
∞∑
k=1
∫ t
0
Hks (x) dw
k
s (2.10)
for all t ∈ [0, T ], where the series converges uniformly on [0, T ] in probability;
(b) For any k = 1, 2, ..., the stochastic integrals (no summstion in k)∫ t
0
∫
Γ
Hks (x) dxdw
k
s
are well defined for t ∈ [0, T ];
(c) If we are given a function Ft(x) on Ω × [0, T ] × Γ with somewhat
weaker properties, namely, such that
(iv) For each t ∈ [0, T ] the function Ft(x) is measurable in (ω, x) with
respect to the completion F ⊗ B(Γ) of F ⊗ B(Γ) with respect to the product
measure;
(v) For each t ∈ [0, T ] and x ∈ Γ equation (2.10) holds almost surely,
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then for any countable subset ρ of [0, T ]∫
Γ
sup
t∈ρ
|Ft(x)| dx <∞ (a.s.), (2.11)
and for each t ∈ [0, T ] almost surely
∫
Γ
Ft(x) dx =
∫ t
0
∫
Γ
Gs(x) dxds +
∞∑
k=1
∫ t
0
∫
Γ
Hks (x) dxdw
k
s , (2.12)
where the series converges uniformly on [0, T ] in probability.
(d) If for a function Ft(x) as in (c), for almost all (ω, x), Ft(x) is con-
tinuous in t on [0, T ] (like the one from assertion (a)), then with probability
one (2.12) holds for all t ∈ [0, T ].
Proof. Obviously, replacing G and H with GIΩ′ and HIΩ′ , respectively,
will not affect anything and therefore we may assume that assumption (ii)
holds with Ω′ = Ω. The fact that for each x the series in (2.10) converges
uniformly on [0, T ] in probability due to condition (ii) is discussed after
Definition 1.1. As there, the fact that, by Minkowski’s inequality
( ∞∑
k=1
∫ T
0
( ∫
Γ
Hkt (x) dx
)2
dt
)1/2
≤
∫
Γ
( ∞∑
k=1
∫ T
0
|Hkt (x)|
2 dt
)1/2
dx,
where the latter is finite (a.s.) due to (iii), implies that the series in (2.12)
converges uniformly on [0, T ] in probability.
By Lemma 2.5 (see also Remark 2.2) for each k, on Ω × [0, T ] × Γ there
exists an F⊗B([0, T ])⊗B(Γ)-measurable functionmkt (x), which is continuous
in t for each x ∈ Γ and ω and such that for any x ∈ Γ with probability one
mkt (x) =
∫ t
0
Hks (x) dw
k
s ,
∫
Γ
sup
s≤t
|mks(x)| dx <∞
for all t ∈ [0, T ]. Furthermore, by Lemma 2.5 we also have that with prob-
ability one ∫
Γ
mkt (x) dx =
∫ t
0
∫
Γ
Hks (x) dx dw
k
s (2.13)
for all t ∈ [0, T ]. Now introduce
Mkt (x) =
k∑
j=1
mjt (x).
As we have pointed out in the beginning of the proof, for each x, the pro-
cesses Mkt (x) converge uniformly on [0, T ] in probability as k → ∞. By
Theorem 62 of [7] there exists an F ⊗B([0, T ])⊗B(Γ)-measurable function
mt(x), which is continuous in t for all ω and x and such that for any x ∈ Γ
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we have Mkt (x) → mt(x) uniformly on [0, T ] in probability as k → ∞. Of
course, for each x ∈ Γ with probability one
mt(x) =
∞∑
k=1
∫ t
0
Hks (x) dw
k
s
for all t ∈ [0, T ] and this certainly proves assertion (a). Assertion (b) is
proved above.
Next, condition (v) means that for each t ∈ [0, T ] and x ∈ Γ we have
(a.s.)
Ft(x) =
∫ t
0
Gs(x) ds +mt(x). (2.14)
Furthermore, for each x the processmt(x) is a continuous local martingale
and
〈m(x)〉t =
∫ t
0
|Hs(x)|
2
ℓ2 ds
for all t ∈ [0, T ] (a.s.). The right-hand side here can be taken as At(x) in
Lemma 2.2 and this At(x) is strongly regular by the stipulation made in the
beginning of the proof, satisfies condition (i) of that lemma and also satisfies
its condition (ii) with p = 1 due to condition (iii) of the present lemma. By
Lemma 2.2 we have ∫
Γ
sup
t≤T
|mt(x)| dx <∞ (2.15)
(a.s.). Furthermore, in light of (2.14) for each x
sup
t∈ρ
|Ft(x)−
∫ t
0
Gs(x) ds −mt(x)| = 0 (2.16)
(a.s.). Here the left-hand side is a F ⊗ B(Γ)-measurable. Therefore, for
almost any ω equation (2.16) holds for almost all x. This, (2.15), and
condition (iii) imply (2.11).
Also, for the local martingale mt(x)−M
k
t (x) the process 〈m(x)−M
k(x)〉t
can be taken to be
Akt (x) =
∞∑
j=k+1
∫ t
0
(Hjs (x))
2 ds,
so that by Lemma 2.2 for any ε, δ > 0
P
( ∫
Γ
sup
t≤T
|mt(x)−M
k
t (x)| dx ≥ δ
)
≤ P
( ∫
Γ
(AkT (x))
1/2 dx ≥ ε
)
+
Nε
δ
.
After letting first k →∞ and then ε→ 0 we conclude from assumption (iii)
that ∫
Γ
sup
t≤T
|mt(x)−M
k
t (x)| dx→ 0
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as k →∞ in probability. In particular, for each t ∈ [0, T ]
k∑
i=1
∫
Γ
mkt (x) dx =
∫
Γ
Mkt (x) dx→
∫
Γ
mt(x) dx
as k →∞ in probability which is to say that (a.s.)
∞∑
i=1
∫
Γ
mkt (x) dx =
∫
Γ
mt(x) dx. (2.17)
Now for t ∈ [0, T ] being fixed and for almost any ω we have that equation
(2.14) holds for almost all x. We integrate it over Γ and using (2.17) and
(2.13) conclude that (2.12) indeed holds (a.s.). This finishes the proof of
assertion (c).
Observe that the right-hand side of (2.12) is continuous in t on [0, T ]
with probability one. If for almost all (ω, x), Ft(x) is continuous in [0, T ],
then on the set of full probability for almost any x ∈ Γ the function Ft(x)
is continuous on [0, T ] and owing to the dominated convergence theorem
and (2.11) the left-hand side of (2.12) is also continuous in t on [0, T ] with
probability one. This implies assertion (d) of the lemma, which is thus
proved.
3. A real-valued version of the Itoˆ-Wentzell formula
For γ ∈ (0,∞) set Bγ = {x ∈ R
d : |x| < γ}. Also introduce
Ltv = a
ij
t Dijv + b
i
tDiv, Λ
k
t v = σ
ik
t Div.
Theorem 3.1. Let T ∈ R+ and γ ∈ (0,∞). Set ηt(x) = IBγ (x − xt).
Let real-valued Gt(x) and ℓ2-valued Ht(x) = (H
k
t (x), k = 1, 2, ...) be some
functions on Ω× (0, T ]×Rd satisfying assumption (i) of Lemma 2.6 for any
ball Γ and let real-valued Ft(x) be a function on Ω× [0, T ]× R
d such that:
(i) For each x the restriction of the function Ft(x) to Ω × (0, T ] is PT -
measurable and F0(x) is F0-measurable;
(ii) For any ω ∈ Ω and t ∈ [0, T ] the function Ft(x) is continuous in x;
(iii) For almost any (ω, t) ∈ Ω× [0, T ] and k = 1, 2, ...
(a) the functions Gt(x), H
k
t (x), and |Ht(x)|ℓ2 are continuous in x,
(b) the generalized functions LtFt(x), Λ
k
t Ft(x), and Λ
k
tH
k
t (x) are con-
tinuous functions of x as well as the functions |ΛtFt(x)|ℓ2 and
∞∑
r=1
|ΛrtH
r
t (x)|;
(iv) There is an event Ω′ of full probability such that for each x ∈ Rd and
ω ∈ Ω′ we have∫ T
0
(
ηt(x)|Ft(x)|(|bt|+ tr at)+ ηt(x)F
2
t (x)tr at+ |Gt(x)|+ |Ht(x)|
2
ℓ2
)
dt <∞
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and, for each x ∈ Rd, with probability one equation
Ft(x) = F0(x) +
∫ t
0
Gs(x) ds +
∞∑
k=1
∫ t
0
Hks (x) dw
k
s (3.1)
holds for all t ∈ [0, T ];
(v) We have ∫
Rd
∫ T
0
ηt(x)|Ft(x)|(|bt|+ tr at) dxdt
+
∫
Rd
( ∫ T
0
ηt(x)|Ft(x)|
2tr at dt
)1/2
dx <∞ (a.s.), (3.2)
∫ T
0
sup
|x−xt|≤γ
(
|Gt(x)|+ |LtFt(x)|+ |ΛtFt(x)|
2
ℓ2
+ |Ht(x)|
2
ℓ2 +
∞∑
k=1
|ΛktH
k
t (x)|
)
dt <∞ (a.s.). (3.3)
Then for any t ∈ [0, T ] with probability one
Ft(xt) = F0(0) +
∞∑
k=1
∫ t
0
(Hks (xs) + Λ
k
sFs(xs)) dw
k
s
+
∫ t
0
(
Gs(xs) + LsFs(xs) +
∞∑
k=1
ΛksH
k
s (xs)
)
ds. (3.4)
Furthermore, if Ft(xt) is continuous in t on [0, T ] for almost all ω, then with
probability one (3.4) holds for all t ∈ [0, T ].
Proof. First, observe that the series of stochastic integrals in (3.4) con-
verges uniformly on [0, T ] in probability and its limit is a local martingale
since
∞∑
k=1
∫ T
0
|Hks (xs) + Λ
k
sFs(xs)|
2 ds ≤ 2
∞∑
k=1
∫ T
0
|Hks (xs)|
2 ds
+2
∞∑
k=1
∫ T
0
|ΛksFs(xs)|
2 ds = 2
∫ T
0
|Hs(xs)|
2
ℓ2 ds+ 2
∫ T
0
|ΛsFs(xs)|
2
ℓ2 ds <∞
for almost all ω due to (3.3). It is seen that, in light of (3.3), the right-hand
side of (3.4) is continuous in t (a.s.) and hence the second assertion of the
theorem follows from the first one.
To prove the first assertion, for R ∈ (0,∞) introduce τR as the first
exit time of xt from BR. Notice that if we take xt∧τR , σtIt<τR , bt(x)It<τR ,
Ft∧τR(x), Gt(x)It<τR , and Ht(x)It<τR instead of the original ones, then the
conditions (i)-(v) will be preserved. If we have (3.4) for the new objects,
then we can send R → ∞ and easily obtain (3.4) as is because τR ↑ ∞, so
that for any ω there exists R such that t∧τR = t. We conclude that without
loss of generality we may assume that, for an R ∈ [0,∞), we have |xt| ≤ R
for all t.
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After that, by taking ξ ∈ C∞0 such that it equals one on BR+γ and
replacing F,G,H with ξF, ξG, ξH, respectively, we see that the assumptions
of the theorem will still be satisfied and assertion (3.4) will be unaffected.
Therefore, without loss of generality we may assume that there exists and
R <∞ such that F,G,H vanish outside BR. As in the proof of Lemma 2.6
we may assume that Ω′ = Ω in condition (iv).
After these reductions we take a ζ ∈ C∞0 , which is nonnegative, radially
symmetric, with unit integral and support in Bγ . Then for any x ∈ R
d Itoˆ’s
formula yields that with probability one
Ft(x)ζ(x− xt)− F0(x)ζ(x) =
∫ t
0
Gˆs(x) ds +
∞∑
k=1
∫ t
0
Hˆks (x) dw
k
s (3.5)
for all t ∈ [0, T ], where
Hˆks (x) := ζ(x− xs)H
k
s (x)− Fs(x)(Λ
k
sζ)(x− xs), Gˆs(x) := ζ(x− xs)Gs(x)
+Fs(x)(a
ij
s Dijζ − b
i
sDiζ)(x− xs)−
∞∑
k=1
Hks (x)(Λ
k
sζ)(x− xs).
We want to apply Lemma 2.6 to (3.5).
First, observe that Gˆ and Hˆ satisfy assumption (i) of Lemma 2.6 for any
ball Γ owing to the imposed measurability assumption on G and H and
conditions (i) and (ii). Then, for each x ∈ Rd and ω ∈ Ω∫ T
0
|Gˆt(x)| dt ≤ N
∫ T
0
ηt(x)
(
|Gt(x)|+ |Ft(x)|(tr at + |bt|)
)
dt
+N
∫ T
0
ηt(x)
∞∑
k=1
|Hkt (x)| |σ
k
t | dt,
where the constants N are independent of ω, x. Regarding the last term
notice that by Ho¨lder’s inequality
I(x) :=
∫ T
0
ηt(x)
∞∑
k=1
|Hkt (x)| |σ
k
t | dt
≤
( ∫ T
0
ηt(x)|Ht(x)|
2
ℓ2 dt
)1/2(
2
∫ T
0
tr at dt
)1/2
,
which is finite for all ω and x owing to condition (iv) and (1.4). We see that
by condition (iv) ∫ T
0
|Gˆt(x)| dt <∞
for all ω, x. Furthermore,
I(x) ≤
( ∫ T
0
sup
y
(ηt(y)|Ht(y)|
2
ℓ2) dt
)1/2(
2
∫ T
0
tr at dt
)1/2
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which is finite (a.s.) due to assumption (3.3). The last expression here is
independent of x and the first one vanishes for |x| ≥ R. Therefore, (a.s.)
∫ T
0
∫
Rd
ηt(x)
∞∑
k=1
|Hkt (x)| |σ
k
t | dxdt <∞.
Similarly, ∫ T
0
∫
Rd
ηt(x)|Gt(x)| dxdt <∞
(a.s.). By combining this with assumption (3.2) we see that (a.s.)∫ T
0
∫
Rd
|Gˆt(x)| dxdt <∞.
Furthermore, condition (iv) implies that for each x ∈ Rd and ω ∈ Ω∫ T
0
|Hˆt(x)|
2
ℓ2 dt <∞
and condition (v) implies that (a.s.)∫
Rd
( ∫ T
0
|Hˆt(x)|
2
ℓ2 dt
)1/2
dx <∞.
We see that the assumptions of Lemma 2.6 are satisfied for any ball Γ and
recalling that F,G,H vanish for|x| ≥ R we conclude that for each t ∈ [0, T ]
with probability one∫
Rd
Ft(x)ζ(x− xt) dx =
∫
Rd
F0(x)ζ(x) dx+
∫ t
0
∫
Rd
Gˆs(x) dxds
+
∞∑
k=1
∫ t
0
∫
Rd
Hˆks (x) dxdw
k
s .
We fix t ∈ [0, T ] and use this formula with ζε(x) := ε
−dζ(x/ε), ε > 0, in
place of ζ and integrate by parts in the integrals of Gˆ and Hˆ with respect
to x (that is, use the definition of generalized derivatives). Then by using
the notation u(ε) = u ∗ ζε we find that with probability one
F
(ε)
t (xt) = F
(ε)
0 (0) +
∞∑
k=1
∫ t
0
(H(ε)ks (xs) + Λ
k
sF
(ε)
s (xs)) dw
k
s
+
∫ t
0
(
G(ε)s (xs) + LsF
(ε)
s (xs) +
∞∑
k=1
ΛksH
(ε)k
s (xs)
)
ds. (3.6)
We now let ε ↓ 0 in (3.6). Since Ft(x) is continuous in x we have
F
(ε)
t (xt) → Ft(xt) (for all ω). Furthermore, by assumption for almost any
ω, for almost all s ∈ [0, t] the function |ΛsFs(x)|ℓ2 is continuous and also
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ΛksFs(x) are continuous. It follows by Dini’s theorem that for the above ω
and s
∞∑
k=n
|ΛksFs(x)|
2 ↓ 0 (3.7)
as n → ∞ uniformly on compact sets in Rd. Similar argument shows that
(a.s.) for almost any s ∈ [0, t]
∞∑
k=n
(|Hks |
2 + |ΛksH
k
s |)(x)→ 0,
as n → ∞ uniformly on compact sets in Rd. This implies that (a.s.) for
almost any s ∈ [0, t] as ε ↓ 0,
(
|(ΛsFs)
(ε) − ΛsFs|
2
ℓ2 + |H
(ε)
t −Ht|
2
ℓ2 +
∞∑
k=1
|(ΛksH
(ε)k
s − Λ
k
sH
k
s |
)
(xs)→ 0.
Hence, in light of (3.3), by the dominated convergence theorem (a.s.) we
have as ε ↓ 0 that
∫ t
0
(
|(ΛsFs)
(ε)−ΛsFs|
2
ℓ2 + |H
(ε)
t −Ht|
2
ℓ2 +
∞∑
k=1
|ΛksH
(ε)k
s −Λ
k
sH
k
s |
)
(xs) ds→ 0.
This allows us to assert that part of the terms in (3.6) converges in proba-
bility to what we need.
Convergence of the remaining terms in (3.6) is proved in like manner.
Thus, passing to the limit in (3.6) yields (3.4) and this brings the proof of
the theorem to an end.
Remark 3.1. The assumptions of this theorem are substantially weaker than
the ones usually imposed (see, for instance, Theorem 3.3.1 of [5] or Theorem
1.4.9 of [8]). In particular, we are dealing with the generalized functions
LtFt(x), Λ
k
t Ft(x), and Λ
k
tH
k
t (x), which always exist and are continuous in x
(just equal zero) at those (t, ω) at which at = bt = 0. Furthermore, at those
(t, ω), at which at = 0, no differentiability assumption is imposed on H.
Also, observe that if G ≡ 0,H ≡ 0, then the Itoˆ-Wentzell formula becomes
just Itoˆ’s formula and our theorem gives the proof of it under substantially
weaker assumptions than the ones usually imposed.
4. Proof of Theorem 1.1
Here we suppose that the assumptions of Theorem 1.1 are satisfied and
will base our proof on Theorem 3.1.
Note that (1.6) involves the values of xt only for t < τ . Therefore, without
losing generality we may assume that bit = σ
ik
t = 0 for t ≥ τ for all i, k. Also
obviously we may assume that τ is bounded. These additional assumptions
are supposed to hold throughout the section.
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Lemma 4.1. Take a φ ∈ C∞0 and set
Ft(x) = (ut∧τ (·+ x), φ).
Then with probability one Ft(x) and, for any multi-index α, D
αFt(x) are a
continuous functions of (t, x) ∈ R+ × R
d.
Proof. By multiplying, if necessary, u, f, g by the indicator of an event
of full probability (perhaps depending on φ) we may assume that for any
ω ∈ Ω, multi-index α, and T,R ∈ R+, we have∫ T
0
sup
|x|≤R
|(ft,D
αφ(· − x))|It≤τ dt <∞,
∫ T
0
sup
|x|≤R
|(gt,D
αφ(· − x))|2ℓ2It≤τ dt <∞.
Set
Gt(x) = (ft(·+ x), φ)It≤τ , Ht(x) = (gt(·+ x), φ)It≤τ
and observe that for each x ∈ Rd equation (3.1) holds with probability one
for all t due to (1.3). Therefore,
mt(x) := Ft(x)−
∫ t
0
Gs(x) ds (4.1)
for every x with probability one satisfies
mt(x) =
∞∑
k=1
∫ t
0
Hks (x) dw
k
s
for all t. Furthermore, for each ω and t the functions Ft(x), Gt(x), and
Hkt (x) are infinitely differentiable in x. If |x| ≤ R and α is a multi-index,
then
|DαGs(x)| ≤ sup
|y|≤R
|(fs(·+ y),D
αφ)|Is≤τ
and by assumption the latter is locally integrable on R+ (for any ω). This
shows that the integral in (4.1) is also infinitely differentiable in x and
one can perform differentiating the integral by differentiating the integrand.
Hence mt(x) is infinitely differentiable in x. By replacing φ with D
αφ in
the above argument we now see that for every x and any multi-index α with
probability one
Dαmt(x) =
∞∑
k=1
∫ t
0
DαHks (x) dw
k
s
for all t. The quadratic variation of the sum on the right can be taken to be
Aαt (x) =
∞∑
k=1
∫ t
0
Is≤τ (g
k
s ,D
αφ(· − x))2 ds.
Moreover, for each x ∈ Rd the function Dαmt(x) is F ⊗ B(R+)-measurable
(see Definition 1.1) and for each (ω, t) continuous in x. Hence it is a regular
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martingale field on Rd. Finally, by definition for any ball Γ (recall that τ is
bounded)
( ∫
Γ
|Aα∞(x)|
1/2 dx
)2
≤ |Γ|2 sup
x∈Γ
∫ τ
0
|(gs,D
αφ(· − x))|2ℓ2 ds
≤ |Γ|2
∫ τ
0
sup
x∈Γ
|(gs,D
αφ(· − x))|2ℓ2 ds <∞,
where |Γ| is the volume of Γ. Now our assertion about F follows immediately
from Corollary 2.3. The functions DαF are taken care of by replacing φ with
Dαφ. The lemma is proved.
Remark 4.1. Naturally, equation (1.6) is understood in the sense of Defini-
tion 1.2. Therefore, it is important to explain that the terms on the right
in (1.6) belong to the right class of functions. Notice that for any φ ∈ C∞0
and T,R ∈ R+ we have∫ T
0
sup
|x|≤R
|(D1vt(·+ x), φ)σ
1·
t |
2
ℓ2 dt =
∫ T
0
sup
|x|≤R
|(vt(·+ x),D1φ)|
2a11t dt
≤ sup
|x|≤R,t≤T
|(ut∧τ (·+ xt∧τ + x,D1φ)|
2
∫ τ
0
a11t dt
≤ sup
|x|≤R+N,t≤T
|(ut∧τ (·+ x,D1φ)|
2
∫ τ
0
a11t dt <∞ (a.s.),
where N = supt |xt∧τ | is a finite random variable and the last inequality
follows from Lemma 4.1 and assumption (1.4). Similarly one treats the
remaining terms in (1.6).
Proof of Theorem 1.1. We take φ, F,G, and H from Lemma 4.1. By
definition, Gt(x) and H
k
t (x) are predictable for each x. In addition, for each
ω and t these functions are infinitely differentiable with respect to x (in the
strong sense in ℓ2 in the case ofHt(x)). Therefore, these functions satisfy the
measurability condition (i) of Lemma 2.6 for any T and ball Γ and satisfy
condition (iii) (a) of Theorem 3.1. Similarly Ft(x) satisfies conditions (i)
and (ii) of Theorem 3.1 for any T ∈ R+.
Furthermore, not only Hkt (x) and |Ht(x)|ℓ2 are continuous, the same is
true for the derivatives of Ht(x) with respect to x. In particular, as in the
case of (3.7), for i = 1, 2, ..., d
∞∑
k=n
|DiH
k
t (x)|
2 ↓ 0
as n→∞ uniformly on compact subsets of Rd for any ω and t. The estimate
∞∑
k=n
|ΛktH
k
t (x)| ≤ (2tr at)
1/2
( d∑
i=1
∞∑
k=n
|DiH
k
t (x)|
2
)1/2
(4.2)
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obtained by Ho¨lder’s inequality, shows that the left-hand side goes to zero
as n→∞ uniformly on compact subsets of Rd and hence its value for n = 1
is a continuous function of x for any ω and t. Also, the mean value theorem
and the continuity of the second order derivatives of Ft(x) in x easily yield
the continuity of |ΛtFt(x)|ℓ2 .
Thus, assumptions (ii) and (iii) of Theorem 3.1 are satisfied for any T ∈
R+. In assumption (iv) equation (3.1) holds for each x with probability one
for all t due to (1.3).
Furthermore, by assumption for each T,R ∈ R+, ω, and |x| ≤ R we have∫ T
0
|Gt(x)| dt ≤
∫ T
0
sup
|y|≤R
|Gt(y)| dt <∞. (4.3)
Inequalities like (4.2) and (4.3), Lemma 4.1, and the fact that the support
of supt≤T ηt(x) is bounded for each ω imply that that assumptions (iv) and
(v) of Theorem 3.1 are satisfied and we can apply it.
Now by Lemma 4.1 and Theorem 3.1 we have that with probability one
(3.4) holds for all t ∈ [0, T ] and, actually, by the arbitrariness of T , for all
t. We rewrite (3.4) in terms of ut and vt, use that b
i
t = σ
ik
t = 0 for t ≥ τ for
all i, k, and see that with probability one
(vt∧τ , φ) = (v0, φ) +
∞∑
k=1
∫ t
0
Is≤τ ((g
k
s (·+ xs), φ) + (σ
ik
s Divs, φ)) dw
k
s
+
∫ t
0
Is≤τ
[
(fs(·+ xs) + Lsvs, φ) +
∞∑
k=1
σiks (Dig
k
s (·+ xs), φ)
]
ds (4.4)
for all t. Here for each ω and s (recall the definition of the limit of distribu-
tions)
∞∑
k=1
σiks (Dig
k
s (·+ xs), φ) =
( ∞∑
k=1
σiks Dig
k
s (·+ xs), φ
)
since
( ∞∑
k=1
|σiks | |(Dig
k
s (·+ xs), φ)|
)2
≤ 2tr as
d∑
i=1
|(Digs(·+ xs), φ)|
2
ℓ2 <∞.
This shows that (4.4) implies (1.6). The theorem is proved.
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