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Abstract 
Event response data that record the timings of randomly occurred events and 
the strengths of these events are becoming increasingly important in psychology. AI-
though previous researchers such as Kass et. al. and Rathbun et. al. have developed 
techniques to model event timings, and that there are social science literature for 
modeling event times, few researchers have developed techniques to model the event 
times as well as the strengths of the events. Thus, the present thesis describes a 
new model that incorporates the use of functional data analysis to estimate a joint 
occurrence of event intensity, or the instantaneous rate of occurrence, as well as the 
strengths of the events. The compound log-likelihood model, which is derived by the 
sum of the event and the response log-likelihood functions, estimates the intensity 
fun ct ion and the smoothed fun ct ion for the response variable simultaneously. In this 
thesis, we will discuss the incorporation of covariates into the model, and we will 
also discuss in detail the positive bounded model, which imposes a constraint to the 
upper bound of the intensity function, as well as the positive model, where no such 
constraint is imposed. 
The model is applied to a set of lupus data that involve the medical histories 
of 300 lupus sufferers over 20 years to examine the fiare intensity and severity of 
lupus symptoms of each patient. Results of patients 15 and 148 are discussed in 
this thesis, which reveal that there might be sorne linear relationship between the 
patients' intensity rate and the severity of their fiares. Finally, the extent to which 
the maximum likelihood estimation for the model is accurate is tested using simulated 
data. Results from the simulation show that the model requires a large sample size 
for a precise estimate. 
Résumé 
Les données de réponse d'événement, qui enregistrent la répartition dans le temps 
d'événements aléatoires ainsi que la force de ces événements, semblent devenir de plus en plus 
importantes en psychologie. Bien que plusieurs chercheurs, tels que Kass et. al. et Rathbun et. al, 
aient préalablement développé des technique pour modeler la répartition dans le temps 
d'événements, et bien qu'il existe de la documentation en sciences sociales pour modeler les temps 
d'événements, peu de chercheurs ont développé des technique pour modeler les temps 
d'événements en plus de la force de ces événements. Ainsi, cette thèse décrit un nouveau modèle 
qui incorpore l'usage de l'analyse fonctionnelle de données afin d'estimer conjointement 
l'occurrence d'intensité d'événement, le taux de coexistence de l'occurrence, de même que la force 
d'événement. Le modèle de log-vraisemblance composé, lequel est dérivé par la somme de 
l'événement et les fonctions log-vraisemblance de réponse, estime simultanément la fonction 
d'intensité et la fonction lissée pour la variable de réponse. Dans cette thèse, nous discuterons de 
l'incorporation de covariables dans le modèle, et nous discuterons aussi en détail du modèle positif 
limité, lequel impose une contrainte à la limite supérieure de la fonction d'intensité, ainsi que le 
modèle positif, où une telle contrainte n'est pas imposée. 
Ce modèle est appliqué à un ensemble de données sur le lupus qui inclut l'historique 
médical de 300 victimes de lupus réparti sur plus de 20 ans afin d'examiner l'intensité de 
l'érythème ainsi que la sévérité des symptômes du lupus de chaque patient. Les résultats du 
patient 15 et du patient 148 sont discutés dans cette thèse, révélant ainsi qu'il pourrait y avoir une 
certaine relation linéaire entre le taux d'intensité des patients et la sévérité de leurs érythèmes. 
Finalement, l'étendue à laquelle l'estimation du maximum de vraisemblance est précise est testée 
par l'utilisation de données simulées. Les résultats de la simulation démontrent que le modèle 
exige une grande taille d'échantillon pour atteindre l'obtention d'une estimation précise. 
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Chapter 1 
Event Response Data 
1.1 What are Event Response Data? 
Suppose that a couple hasn't had a fight for a long time. When they have a fight, 
would the fight be more severe? Suppose that another couple hasn't had a fight too 
for the same amount of time. Would the fight be as severe as the first couple? These 
are the kind of questions that we are interested in examining. 
1.1.1 The Lupus Example 
Figure 1.1, which displays the times of flares or the ons et of symptoms suffered by a 
lupus patient, gives an example of event data, the types of data that occur at random 
times. Lupus, known as systemic lupus erythematosus (SLE), is an auto-immune 
disease, which is characterized by the production of autoantibodies. As a result, 
the body's immune system attacks itself, causing a wide variety of symptoms, which 
could be mild to severe. Sorne of the symptoms often involve a rash on the face and 
chest, pain and swelling in the joints, as weIl as fatigue. Moreover, the kidneys are 
often affecte d, with swelling and loss of function. The heart, lungs, eyes, arteries, and 
central nervous system might also be affected. 
The sudden onsets or attacks of lupus symptoms are known as lupus fiares, which 
are often triggered by sunlight, ultraviolet light, infection, stress, birth control pills, 
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Figure 1.1: The times of flares suffered by a lupus patient over a 20-year period 
or other factors. Sorne of the typical symptoms that might indicate the occurrence 
of flares involve fatigue, fever, skin rashes on palms, elbows, and face, muscle inflam-
mation, joint pain, sun sensitivity, and mouth or nose ulcers. Flares usually occur 
suddenly and unpredictably, which might last for a short to long period of time. A 
typical flar~ could go from simply noticeable to acute in just ten days or less. When 
a flare is over, a patient is said to be in remission. 
Lupus is an incurable disease. Although there is no known cure for lupus, the 
symptoms can be treated with medication. With mild symptoms, anti-inflammatory 
drugs, sudl as aspirin, could be used as treatment. However, with more severe symp-
toms, corticosteroids, usually prednisone, are often prescribed to reduce inflammation 
and suppress the immune system. When prednisone is administered, the patient usu-
ally experiences sorne relief within a week or two. The drug, however, has sorne 
serious side effects, and is toxic if taken at a high dosage over a long time period. For 
these reasons, a physician often attempts to minimize the dosage, and after a flare, 
the dosage will gradually be reduced. Patients are often assessed at regular intervals, 
even during remission periods. Prednisone cornes in several forms. The patients from 
our lupus dataset were administered only oral doses, or dose levels made equivalent 
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Figure 1.2: The times and the severity of fiares suffered by a lupus patient over a 
6-year period. Flares are indicated by solid lines. 
to oral doses. 
The severity of the Lupus symptoms is usually measured by the SLEDAI scale, 
which consists of a checklist of 24 symptoms. There is a rating scale associated with 
each symptom, with 1 for fever, up to 8 for seizure. After each symptom severity 
has been rated, the physician sums up the score, and the total is referred to as the 
SLEDAI score. Usually, a fiare is defined as an increase of SLEDAI score of 3 or more 
to a level 8 or higher. During fiares, it is not unusual to obtain SLEDAI scores of 25 
to 30 or higher. 
For such events as the occurrences of fiares, each observation is the time t j of 
an event or a fiare, and the strength Yj of a variable at the time of occurrence. In 
this case, the strength of the lupus symptoms during fiares is measured by SLEDAI 
scores. In statistical terms, if only event times are recorded, the event data are called 
a point process. If both event times and variable values are recorded, the data are 
called a marked point process, and the variable is called a mark. In this thesis, we will 
refer to a marked point pro cess as event response data, and the mark variable would 
be denoted as a response variable. In the lupus example, the SLEDAI scores are the 
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response variable. 
Figure 1.2, which displays the times as weIl as the severity of the patient's fiares, 
provides an example of event response data. This graph displays the the first six 
years' history of SLEDAI scores for patient 15, the patient with the most fiares. This 
patient suffered from 48 fiares in 19 years. The solid lines indicate a fiare, whereas 
the dashed lines represent that the patient was in remission period. 
Our lupus database is obtained from a joint McGill University and University of 
Toronto team headed by Dr. Paul Fortin, who has complete histories for 300 patients 
of around 20 years. This is one of the highest quality set of patient records in the 
world. The data set consist of medical histories of the 300 lupus sufferers, describing 
the patients' dates of visit to their physicians, dosages of prednisone, and the total 
SLEDAI scores at the time of visit. 
There are sorne issues with the lupus data. The first issue has to deal with the 
missing data. As sorne of the data are missing and are recorded as zeros, the question 
is, does a SLEDAI score of zero indicate no symptoms? The score might simply be 
missing. Secondly, the dates at which the patients visited the physicians were kind 
of random. The physician visits were more frequently prior to and during fiares, 
and rather infrequently during remis sion periods. As a result, the SLEDAI scores 
and the prednisone doses assessed were themselves haphazard. Moreover, SLEDAI 
measurements were often taken days or weeks after the occurrence of tiares, and thus 
the obtained scores might not be an accurate refiection of the patient 's symptoms. 
1.1.2 Other Examples of Event Data and Event Response 
Data 
Sorne other examples of event data are occurrences of social interactions, neuron 
firings, and occurrences of accidents. In clinical psychology, these events might be 
the occurrences of de pression episodes, panic attacks, or manic behavior. These kinds 
of data, which are usually collected either using hand-held computer or manually by 
recording the event occurrences, are newly emerging and becoming more important 
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in psychology. 
In social science literature, event data are sometimes referred to as event history 
data. Sorne examples on these types of in social science literature include Rathbun 
et. al.'s (2005) work on the occurrences of smoking incidents, and Collins et. al.'s 
(1998) research on alcohol consumption. Other social science examples include the 
time occurrences of aggressive and disruptive behavior in children (Jones et. al., 1992; 
Hall et. al., 1971; Pfiffner & O'Leary, 1987), the times that riots occurred (Olzak, 
1992), and the occurrences of job changes in labor market studies (Blossfeld, 1986). 
More examples of event data are provided in Blossfeld and Rohwer (2002). 
Examples of event response data involve depression episodes with Beck Depression 
Inventory scores, earthquakes with Richter scale values, couple's fights with severity 
of the fights, panic attack times with severity of the attacks, and aggressive acts in 
children with the severity of the act such as the number of punches, hits, or kicks. 
Although event response data modeling is essential to many applications in social 
sciences and that there was social science research on event data modeling, litt le 
work has been done that examine the response of the events in this area. 
1.2 A Review of Event Data modeling 
Daley and Vere-Jones (2003) provided an overview on the early history of event 
data modeling. However, aside from Daley and Vere-Jones, few have traced back 
the history of event data modeling. The Encyclopedia of Statistical Science (Wiley, 
2005) mentioned that historical aspects of this area are relatively disorganized, and 
still require a lot of work from a historian. 
The earliest work on event data can be traced back to the renewal theory, which 
was developed during the 1930s, the period before and during the World War II, when 
there was a con cern on the intervals between the successive failure times of a machine 
or a component such as an aircraft equipment. Renewal theory investigated the 
intervals between successive failures and instantaneous replacements of a component. 
An example of the renewal process is described in Prochan (1963), in which the 
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hours between the successive failures of 13 aircrafts' airconditioning components were 
recorded. 
However, the origins of event data could actually be traced back to the develop-
ment of probability theory and the life tables, which were far before the 1930s, to 
deal with issues of life and mortality. Basically, a life table provides the number and 
the proportion of individuals, obtained from a group of individuals of 1000s or larger, 
who survive up to a particular age, x, but died between the age of x and x + 1. Based 
on this information, sorne statistical details can be derived. For example, the survivor 
function, S(x), which is the probability of surviving beyond age x, and the hazard 
function, wbich is the probability of deaths between a specific interval of time beyond 
age x, given survival up to x, can be computed. 
The first life table was developed by John Graunt in 1662, followed by Edmund 
Halley's (1693) life table in his article "An estimate of the degrees of the mortality 
of mankind". Several others, who contributed in the area of mortality, included 
Huyghens (1625-1695), Euler (1707-1783), and Laplace (1814). Others developed 
statistical distributions to model these event data. Thus, the work on the life table 
in the nineteenth century significantly contributed to the development of probability 
and consequently to the growth of event data modeling. 
In the twentieth cent ury, event data analysis was applied in different areas, in-
cluding the queueing theory (Erlang, 1909; Pollaczek, 1892-1981; Palm, 1907-1951), 
which examined the time between arrivaIs of customers. There was also a strong 
interest with population growth and insurance issues (Lotka,1939), which were con-
nected to the renewal theory. That is, the death of individuals is like a machine that 
is subjected to failure, but the newborns then act as renewal pro cesses that replace 
the deaths. 
Aside from the queueing theory and the work on insurance problems, the twentieth 
century also involved the development of the reliability theory, which deals with the 
probability that a multiple component system that will work. The components of the 
system could be connected serially or in parallel, and reliability theory provides a way 
to compute the overall probability that the system will function properly. Early work 
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in this area included Daniels (1945). As these theories are related to one another, 
and are associated with the probability of the occurrence of events, the work on these 
theories in the twentieth century contributed substantially to the growth of event 
data modeling. 
1.2.1 Major Literature on Modeling Event Data 
Until recently, there had been few major literature on modeling event data or point 
processes. One of the earliest major literature on event data was Cox and Lewis 
(1966), in which they provided a detailed description on modeling homogeneous and 
inhomogeneous Poisson pro cesses and their applications. 
The more recent major literature on event data models involve Snyder and Miller 
(1991), as well as Daley and Jones (2003). Snyder and Miller (1991) provided a 
detailed description not only on modeling event data, but also on event response 
data, or marked point processes. 
Major literature on social sciences on event data modeling includes Blossfeld and 
Rohwer's (2002) Techniques of Event History Modeling, in which they described dif-
ferent methods in modeling event data. One major technique they described is the 
exponential tmnsition mte model, which focuses on the analysis of states such as 
employment or marriage. The basic model assumes that the duration or length of 
astate follows the exponential distribution and that the transition rate is constant 
with time. The transition rate, which is also known as the intensity or failure rate, 
measures the rate of change from one state to another. With the use of maximum 
likelihood estimation, the model examines how the transition rate is affected by the 
covariates, and estimates the transition rate and the survivor function, which is the 
probability of an event or a state in surviving beyond time t. More complex models 
were developed to incorporate covariates and time-dependent transition rate. 
Blossfeld and Rohwer also provided a description of other techniques in estimat-
ing the survivor function and the transition rate using parametric and nonparametric 
methods, as well as semi-parametric transition rate models. Examples used in the 
book involve career mobility of German men (Blossfeld, 1986), changes in the role 
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of women in a family (Blossfeld & Huinink, 1991), and the effects of pregnancy on 
cohabiting couples in entering into marriage (Blossfeld, Manting, & Rohwer, 1993). 
Other major prior literature on event data modeling for social sciences involves Yam-
aguchi (1991), Allison (1984), Box-Steffensmeir (1965), Mayer and Tuma (1990), as 
well as Trussell, Hankinson, and Tilton (1992). 
1.2.2 Other Past Literature on Event Data Modeling 
Aside from the past major literature on event data models, Lawless (2003) provided 
a review of event data models. He mentioned that there are two frameworks that 
describe event data, the multi-state framework and the event occurrence framework, 
both of which are considered to be mathematically equivalent as the change of a 
state can be treated as an event occurrence. Lawless reviewed the literature that 
uses intensity functions (Andersen et. al., 1993) and emphasized the importance of 
parametric and non-parametric survival models (Cox & Oakes, 1984) in modeling the 
occurrences of states or events and the duration of states. An example that described 
the analysis of breast feeding duration (Klein & Moeschberger, 1997) was provided 
in the article as illustration. 
Other researchers had developed models for event data. For example, Rathbun, 
Shiffman, and Gwaltney (2005) developed an event data model to analyze the smoking 
rates of 304 smokers, a study conducted by Shiffman et. al. (2002). In the study, 
participants were required to record on an electronic diary for 16 days each smoking 
incident before each cigarette was lit. In addition, they were required to complete 
sorne assessments, which assessed the setting, mood, and the activity, 4-5 times a day 
on the electronic device when they were smoking and also 4-5 assessments when they 
were not smoking. 
Rathbun, Shiffman, and Gwaltney (2005) were interested in estimating the weekly 
smoking intensity function À using maximum likelihood method. The resulting maxi-
mum likelihood estimator for smoking intensity for day i, À(ti), is equal to the average 
number of cigarettes consumed by the participants each day of the week. Results 
showed that smoking rates differed significantly for the days of the week. Then they 
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investigated whether the smoking intensity function depends on the time of the day. 
In particular, they examined whether the intensity function has a periodic trend 
within a day. They denoted the periodic intensity function as À(t + kT), where T rep-
resents the period over which the intensity repeats itself, and k is a constant. They 
referred this kind of Poisson pro cess as 'cyclic Poisson process' (Rathbun, Shiffman, 
and Gwaltney, 2005, p.14). These researchers further incorporated covariates, such 
as the mood, into the smoking intensity function to examine effects of the covariate 
on the smoking rate. 
Kass, Ventura, and Cai (2003) developed a Bayesian method, known as Bayesian 
Adaptive Regression Splines (BARS), to estimate the instantaneous fi.ring rate of the 
neuronal data obtained by their colleagues (OIson et. al. 2000, 2002). In OIson et. 
al.'s (2000) study, two adult male monkeys were trained to perform saccadic or rapid 
eye movement tasks in which they had to identify the target in either the spatial or 
pattern condition. For each trial, the monkey was first required to fix its eyes in the 
center of the screen (the fixation point). After 400 ms, four dots appeared upward, 
downward, rightward, or leftward of the central fixation point. Then either a spatial 
cue, in which a spot appeared as superimposition on the target, or a pattern cue, 
in which a digitized image connected with the target appeared at the fixation point, 
flashed for 100 ms and then it disappeared. The monkey was then required to focus 
its eyes on the fixation point again. After a delay of 550-750 ms, the fixation point 
was off and the target appeared. If the monkey succeeded to make a saccade to the 
target based on the earlier cue, it was rewarded with a drop of water. The pattern 
and the spatial cue conditions were randomized in each trial. 
Kass, OIson and their colleagues were interested in studying the activity of neurons 
in the supplementary eye field. They wanted to examine whether the firing rate was 
influenced by which kind of cue was given, as well as when the maximal firing rate 
occurred. As the amplitude or strength of the neuron firings often occurs within a 
predictable range, the timings and the rate, rather than the strength of the firings 
were interested. The data themselves were noisy, so they estimated the intensity 
function À by fitting a smooth curve to the firing rate using spline-based methods 
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(refer to Kass, Ventura, & Cai, 2003, p.7-10). 
In another study conducted also in Olson's lab (Baker et. al., 2002), they examined 
the activity of inferotemporal cortex of the monkeys. In the study, the monkey was 
required to fixate its eyes for 300 ms, followed by the presentation of a visual stimulus 
for 500 ms, and after the stimulus disappeared, the monkey was required for fixation 
for another 300 ms. Reward was given after that. As the increase in firing rate 
was fast, the intensity function varied unevenly. As a result, Kass and his colleagues 
developed an adaptive method, BARS, in order to vary the amount of smoothing 
across time. 
BARS, which can be applied to the Poisson or non-Poisson models, uses Bayesian 
statistics and spline smoothing to estimate the intensity function (for details of BARS, 
refer to Kass, Ventura, & Cai, 2003; Kaufman, Ventura, & Kass, 2004; Wallstorm et. 
al., 2002). BARS uses a special method to obtain how many and where to place the 
breakpoints or knots. Results showed that this Bayesian adaptive method pro duces a 
better estimate of the neuronal intensity function. Behseta and Kass (2004) extended 
the use of BARS to test the equality of two Poisson pro cess intensity functions. 
There were other past literature on event data modeling, with different methods 
in estimating the intensity function. For example, Bouzas, Aguilera, Valderrama, 
and Ruiz-Fuentes (2006) used functional principal component analysis to estimate 
the intensity function for a set of mortgage data in Spain. 
1.3 A Review of Event Response Data modeling 
Event resp6nse data modeling or marked point pro cesses were developed much later 
after event data modeling. Although there were a lot of past literature on event data 
models, there were few prior literature on how to model event response data. Major 
literature on event response data includes Snyder and Miller (1991), and Daley and 
Jones (2003), who both described in detail the mathematical modeling of these data 
and provided sorne examples of event response data modeling. Wiley's Encyclopedia 
of Statistical Science only provided the mathematical aspect of event response data 
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modeling. 
A classical example that uses event response data modeling is Lundberg 's collective 
risk model (Cramér, 1930) in insurance mathematics. This risk model involves the 
times of claim against an insurer as event times and the amount of claim as the 
response, where the claim distribution is chosen from gamma or Wei bull families. 
The model uses the classical ruin theory, which examines wh en the initial capital of 
an insurance company will first become zero. Another example is the multichannel 
analysis in electrical engineering, which examines the occurrence sequence of light 
flashes and the strengths of these flashes. Other electrical engineering examples are 
described in Snyder and Miller. 
Aside from these examples, sorne researchers in different fields have developed 
models for event response data. For example, in biology, Schbath (1995) developed 
marked point processes techniques in the analysis of DNA sequences. In DNA stud-
ies, it is important to identify words that occur randomly and repeatedly such as 
AACAA, as these occurrences of words in a sequence often have different biolog-
ical functions. These words are referred to as clumps, and there cou Id be more 
than one word or clump in a DNA sequence. An example of such sequence is 
TGAACAACAACAATAGAACAAAA, in which there are three overlapping occur-
rences of the word AACAA, starting at the third letter, and also an isolated occur-
rence of the same word in the eighteenth letter. This DNA sequence, therefore, has 
four clumps. Schbath used event response modeling to capture the location of clump 
occurrences as weIl as the number of clumps at each occurrence. 
In management science, event response modeling is used in a multi-item inventory 
system, where careful planning of replenishment order times can result in considerable 
savings in the long run. For these systems, the time occurrences of demand for 
items, which are often random, constitute the event times, whereas the quantity 
of replenishment at the or der times is the response. Thompstone and Silver (1975) 
developed an event response model assuming the le ad time, which is the time between 
the order and the receipt of inventory, is zero. Fdergruen, Groenevelt, and Tijms 
(1984) developed a event response model with nonzero lead times, with the goal to 
29 
minimize the long-term average inventory cost per unit time. Additional literature 
on the use of event response modeling on inventory control is provided in Chen and 
Zheng (1993). Other applications of event response modeling involve the modeling of 
castastrophes (Economou, 2004), as weIl as modeling in other fields related to event 
response modeling, such as the germ-grain model in geometry literature (Matheron, 
1975; Stoyan et. al., 1995). 
1.4 Characteristics of Event Response Data 
After we have collected data from the occurrences of events such as smoking, alcohol 
consumption, or aggressive behavior incidents, we might be interested in certain fea-
tures of these data. For example, we might want to know how many occurrences there 
are within a time period. StatisticaIly, this is referred to as the interval characteris-
tics, which refers to the number of occurrences in an arbitrary time interval, [to, tn], 
where to is the starting point, or the first occurrence of the interval, and tn is the end 
point, or the last occurrence of the time interval. In addition to the number of event 
occurrences, we might also want to know when these events occur, as well as how 
long we have to wait from one occurrence to another. This feature of the event data 
is known as the location characteristics, which refers to the location of points as well 
as the inter-event times, or the time between events, also called the waiting-times. 
Aside from the event data's interval and location characteristics, there are three 
questions that are essential to event data: 
• What is the probability that the next event will occur given that an event has 
already occurred at tj? 
• What is the relation between the length of waiting-time and the strength of 
the response variable? For example, If a couple has not fought for a long time, 
given that a fight occurs, would the fight increase in severity? If a smoker has 
not had a cigarette for a long while, when a smoking incident occurs, would he 
or she smoke a lot more cigarettes? 
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• What is the relation between the frequency of occurrence and the response 
variable? Would the severity of a behavior increase or decrease accordingly with 
the frequency of occurrence? For example, if a couple fights more frequently, 
when each fight occurs, would it be more severely than a couple who fights less 
frequently? 
What we are going to discuss through the course of this thesis will answer sorne of 
these questions. Although event response data modeling is essential in social sciences 
(Walls & Schafer, 2006), the main application area in my thesis is medical. Most of 
the work 011 events are over time. However, there is also work on events over space, 
frequency, space-time, or other important continua. In this thesis, event data will be 
used to refer to data obtained from events that are over a time continuum. 
In this chapter, we have provided an overview of event data and event response 
data, and have also described the set of lupus data that will be used in this thesis. In 
chapter 2, we will discuss the simplest way of modeling event data, which involves the 
use of Poisson distribution to analyze and model event data and event response data, 
also known as the Poisson process. We will discuss how to model Poisson distributed 
event data with constant rate of occurrence and with varying occurrence rate. We 
will also describe how to model event response data that have a Poisson distribution. 
Chapter 3 will provide a discussion of how to derive the event log-likelihood model, 
whereas in chapter 4, we will discuss the derivation of the response-Iog-likelihood, 
as well as the compound log-likelihood model, which simultaneously estimates the 
intensity function and the response of the event occurrences. We will also discuss 
how to derive the confidence intervals for the coefficients. The model will be applied 
to the lupus data and the results will be discussed in chapter 5. In chapter 6, we 
will examine the accuracy of the maximum likelihood estimation for the model by 
simulating sorne data, and we will provide an overall conclusion and discussion in 
chapter 7. 
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Chapter 2 
Event Response Times with a 
Poisson Distribution 
Chapter one gave an overview of the areas in which event data and event response 
data play a' role. This chapter will provide a discussion of the simple st way to model 
event data and event response data, with the use of the Poisson distribution. We will 
first start by providing a description of Poisson distributed event data with constant 
rate of occurrence and with varying rate of occurrence. Then we will describe how to 
model event response data with Poisson distribution. 
2.1 Poisson Distributed Event Times 
In chapter one, we mentioned that event data involve the occurrences of events at 
random time. An accident, an earthquake, a couple's fight, could occur at any time 
and more than once given an arbitrary time interval or period. If these events occur 
in sequences evolving in time, they are statistically referred to as a process. Given 
that the events occur in random, meaning that there is no way to predict wh en they 
occur, they can be modeled with a Poisson process, which is a mathematical model 
for completely chaotic event behavior, and is the simplest pro cess for event data. It 
has the following assumptions: 
1. An event can occur randomly at any time. 
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2. The time of the next event is independent of the time occurrences of previous 
events. That is, there is no relationship between the time of the next event and 
the previous events times. 
3. The number of occurrences in non-overlapping intervals are independent. 
4. The times between events, referred to as the inter-event times or the waiting 
times, are independent of each other. 
5. The number of occurrences in a given time interval is Poisson distributed. 
We begin with Poisson pro cess as this is the simplest pro cess to model event data. 
In the next subsections, we will first st art by describing Poisson pro cess with constant 
occurrence rate. Then we will describe event times with varying occurrence rate. 
We will be dealing with three levels of time. The first level, which is the most 
cru de level, is the overall time interval or period. Within this overall time interval 
there are subintervals of time. The second level consists of the time points within the 
subintervals, and the third level is the inter-event times or the waiting times. 
Let to = 0 and t = (t l , ... , tn) be a sample of n event times. The overall time 
interval is [t l , tn], and a specifie time occurrence is denoted as tj, where tl :::; t j :::; tn. 
Moreover, we let the waiting times be Wj = t - t j , with j = 1, ... ,n, and t > tj. 
2.1.1 Event Times with Constant Occurrence Rate 
When the rate of event occurrence is constant with time, the pro cess is known as 
homogenous Poisson process. An example would be a smoker consuming on average, 
two cigarettes per hour. Homogenous Poisson process, which is often used as a starting 
point to model random event times, is the simplest of the Poisson process. 
Under this process, we assume that there is no relationship between the time of 
the next e-yent and the previous event times. That is, knowing the previous times 
of event occurrences gives you no information of when the next event is to occur. 
For example, if you know that an earthquake or an accident has just occurred, you 
would still have no information of when the next one is going to occur. Thus, under 
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this process, the waiting times is assumed to be exponentially distributed. The ex-
ponential distribution is a model for chaotic behavior, as regardless of how long you 
have already waited, it gives no information of how long you still have to wait. The 
distribution function of the waiting times Wj, is 
(2.1) 
and the density function of Wj is 
(2.2) 
where À is the intensity parameter, which gives the average rate of event occurrence. 
The mean waiting time is 1/ À. 
The likelihood function (refer to Appendix A) for the event times t is 
and the log-likelihood is 
n 
L(t!À) = IIf(wj!À), 
j 
n 
lnL(t!À) = 2]lnÀ - ÀWj] = nlnÀ - Àtn . 
j 
Consequently, the maximum likelihood estimate (refer to Appendix) of À is 
A n À=-. 
tn 
(2.3) 
(2.4) 
2.1.2 Event Times with Occurrence Rates that Vary with 
Time 
The homogenous Poisson pro cess is too simple to model real-life event data, as oc-
currence rates of real-life events often vary with time. For example, the consumption 
rate of cigarettes of a smoker might change with different hours of a day. That is, 
he or she might smoke fewer cigarettes in the morning, but more as the day goes on. 
We could say, in this case, that the smoking rate changes with time, or it varies as a 
function of time. 
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When the occurrence rate changes with time, the assumptions of the Poisson 
pro cess still hold. What changes is the intensity parameter, ,x, instead of being 
a constant, now varies as a function of time, and the process is referred to as an 
inhomogenous Poisson process. 
For an inhomogenous Poisson process, the intensity function at time t, 'x(t), is 
defined as the instantaneous rate of occurrence at t. Mathematically, it is 
(2.5) 
where E{n[t, t+<5]} is the expected number of event occurrences in the interval [t, t+o]. 
Dividing by the denominator and taking the li mit <5 -t 0 gives the instantaneous rate 
of occurrence. 
The density function of waiting time Wj becomes 
f(Wjl'x) = 'x(t) eXP[-lt 'x(s)ds], 
3 
and the log-likelihood is now 
InL(tl'x) = I)n'x(tj ) - fotn 'x(s)ds. 
J 
(2.6) 
(2.7) 
To estimate the intensity function, we will incorporate the use of functional data 
analysis, which usually represents an estimate as a linear combinat ion of basis func-
tions. As 'x(t) is nonnegative, we need to exponentiate the basis function expansion 
to ensure positivity of the intensity function. There are two choices of models in 
representing 'x(t). To begin with, we let 
W(t) = c' <:/J(t) , (2.8) 
where <:/J is a matrix of basis functions, and c is a vector of coefficients. The first 
choice is the positive model, obtained by letting 
'x(t) = exp[W(t)], (2.9) 
For the second choice, the positive bounded model, we let a constant B to be the upper 
bound of the intensity function, and we also let 
V(t) = exp[W(t)] . 
1 + exp[W(t)] 
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(2.10) 
Then we represent À(t) as 
À(t) = BV(t), (2.11) 
and InÀ is 
ln À(t) = [ln B + W(t) -ln[1 + exp[W(t)]]] (2.12) 
The positive bounded model imposes an upper limit, B, on the resulting estimate, 
and therefore, constrains À to be between 0 and B, which prevents the intensity values 
from getting too large. 
To derive the log-likelihood function for the positive model, we substitute equation 
(2.9) into (2.7), resulting in 
InL(tIÀ) = fc'cjJ(tj) - fotn exp [c'cjJ(s)]ds, 
J 
(2.13) 
whereas for the positive bounded model, we substitute equation (2.11) and (2.12) into 
(2.7), and the log-likelihood is 
InL(tIÀ) = flnÀ(t j ) - fotn À(s)ds (2.14) 
J 
f[lnB + W(tj ) -ln[1 + exp[W(tj )]]]- fotn BV(s)ds (2.15) 
J 
and W(t) is given in equation(2.8), and V(t) is provided in equation (2.10). 
To estimate the vector of coefficients c using maximum likelihood in the positive 
model, it would be necessary to compute the derivative 
DelnL(tIÀ) = "L.cjJ(tj) - fotn cjJ(s)exp[c'cjJ(s)]ds, 
J 
(2.16) 
whereas for the positive bounded model, the derivative with respect to c is 
De ln L(tIÀ) = ~ cjJ(tj )[1 - V(t)]- fotn BV(s)[l - V(s)lcjJ(s)ds (2.17) 
J 
Solving De ln L(tIÀ) = 0 for either model requires the use of numerical optimization, 
such as the function 'fminunc' in MATLAB. The intensity function will be used in 
developing the event log-likelihood in section 3.2. 
The Poisson pro cess , though being a good starting point to model event times, 
is too simplistic in modeling real-life events. The assumptions are often hard to 
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meet. For example, the assumption that there is no relationship between previous 
event times and the time of the next event is hardly realistic. If you just have a car 
accident, chances are that you would drive more carefully to prevent another one from 
happening. If a big earthquake has just occurred, it is less likely that another one 
will occur soon. Moreover, the assumption that there is no relationship between the 
waiting times is also unrealistic. In real life, waiting times are often correlated with 
one another. If a couple usually fights three times a week, and given that a fight has 
not occurred for two days, we could expect a fight is going to occur soon. Moreover, 
the probability of very small waiting times is close to zero. For example, in renewal 
pro cess , which examines the intervals between successive failure and instantaneous 
replacements of a component, such as an aircraft equipment, the probability that the 
equipment will break down right after replacement is close to zero. 
2.2 Event Response Times with a Poisson Distri-
bution 
Recall in chapter one that event response data are event times with the variable 
strengths or responses associated with each event time point. Let us denote y(t) 
as the response of the event occurred at time t. A response vector for an arbitrary 
time interval with t l and tn respectively as the first and the last time point is y = 
(y(tt), ... , y(tn)). 
As we mentioned in chapter one, event response data are statistically referred 
to as a marked point process. A special case of marked point pro cesses involves 
event times that follow a Poisson distribution and responses {y(it), .. . ,y(tn)} that 
are mutually independent. This specific type of marked point pro cess is statistically 
termed a compound Poisson process. 
To estimate the response variable in addition to the intensity function, we need 
to incorporate the probability of the response occurrences into the density function 
of waiting times. That is, 
37 
10~------~------~-------r------~ 
8 
6 
5 10 
time 
15 20 
Figure 2.1: The intensity function of the 15th patient with 48 flares obtained by 12 
cubic B-spline basis functions. The vertical lines indicate the flare occurrences. 
f(Wj, y(tj)IÀ) = f(wjIÀ)f(y(tj)) 
À(t) eXP[-lt À(s)ds]f(y(tj)), 
J 
where f(y(tj)) is the density function of the response at time j. The log-likelihood is 
(2.18) 
From equation (2.18), we can see that it contains two parts. The first part is 
the log-likelihood that estimates the intensity function in equation (2.7), which is 
described in section 2.1.2. The second part, L:j lnf(y(tj)), deals with a log-likelihood 
for the response variable, and we will describe how to incorporate the functional data 
analysis technique in approximating the response in section 4. ln L(t, ylÀ) is the sum 
of the two log-likelihoods. 
Recall the lupus example we described in section 1.1.1. After we applied the inten-
sity equation from (2.13) to patient 15, we obtained the intensity function displayed 
in Figure 2.1, which demonstrates the instantaneous rate of occurrence of lupus flares 
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for the patient. For these data, we are interested in examining nat only the instan-
taneous rate of flare occurrences, but also in the severity of the symptoms. Thus, we 
require a model for the joint occurrence of intensity function for flares and severity 
of the flares. The model also needs to explore whether the instantaneous rate of 
flare occurrence could predict the severity of the flares, as weIl as to account for the 
individual differences. This model will be discussed in detail in the next two chapt ers 
chapter, and the lupus example will be revisited in chapter five. 
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Chapter 3 
The Log-likelihood Model for 
Events 
In section 1.1.1 we have described the lupus data and we discussed later on in chapter 
one that for event response data, we might often be interested in examining the 
relation between the frequency of event occurrence and the response variable. For 
the lupus data, we are interested in investigating whether the intensity or frequency 
of flare occurrence could predict the severity of flares. That is, if a patient suffers 
from frequent flares, would these flares also be more severe? AIso, if the time between 
flares is long, would the flares be more or less severe? As we mentioned in section 
2.2, a model that simultaneously estimates the intensity of flares and their severity 
is necessary in order to answer these questions. Section 2.1.2 already provided a 
description of how to estimate the intensity function. This chapter will discuss in 
further details in the derivation of the intensity function incorporating the covariates 
and the roughness penalty, and how to obtain confidence intervals or limits for the 
intensity function. In this thesis, this log-likelihood model for events will be referred 
to as the event log-likelihood model, or sim ply the event model or the intensity model. 
In the following sections, we will describe how to develop the log-likelihood for the 
intensity function. We will first describe in section 3.2 the derivation in the simplest 
case without covariates. Then in section 3.3 we will add covariates into the intensity 
function, and finally in section 3.4 we will add roughness penalty into our derivation. 
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We will describe how to obtain the confidence limits in section 3.5. In chapter four, 
we will introduce the log-likelihood for the response variable and the compound log-
likelihood, which is the sum of the event and the response log-likelihood. 
3.1 Data Representation 
Let us assume that to = 0 and the sample of event times is t = (tl," . ,tn), where tn is 
the last event time. If we incorporate cases such as lupus patients into our notation, 
we will let i to indicate cases and N be the total number of cases. We will use j to 
indicate records, and n be the total number of records. Then ij will be the lh record 
within the i th case, and tij would represent the time j within the case i. For the lupus 
data, tij represents the tiare time j for patient i, where i = 1 ... N and j = 1 ... n. 
Thus, a sample of event times for case i is t = (til , ... , tin). For simplicity, we will 
drop the i from our notation when we refer to a general case. 
3.2 Deriving the Log-likelihood for Events 
Recall in section 2.1 we mentioned that the Poisson pro cess assumes that there is no 
relationship between the time of the next event and the previous event times and that 
the waiting times are exponentially distributed. We represented the waiting times as 
the time between events, that is, Wj = t - tj, where t is the next event time. We also 
distinguished in that section the difference between Poisson process with constant 
occurrence rate or homogenous Poisson process, and the process with occurrence rate 
that varies with time, or inhomogenous Poisson process. 
In section 2.1.2, we defined >.(t) as the intensity parameter for the inhomogenous 
Poisson pro cess , which computes the instantaneous rate of occurrence at time t. As 
we assume that the distribution of inter-event times is exponential, the distribution 
function and the density function of Wj conditional on the intensity function >. are 
F(Wjl>') = 1 - eXP[-lt >.(s)ds], and 
J 
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f(WjIÀ) = À(t) eXP[-lt À(s)ds]. 
J 
In probability theory, we learn that we could obtain the joint probability of events 
by multiplying the probability of each event provided that the events are independent 
of each other. In appendix A.1, we described that the likelihood of a sample of event 
times t given a parameter () is obtained by multiplying the density f(tjl(}), provided 
that the t/s are independent of each other. Thus, if we assume that the waiting 
times tj - t j - 1 are independent, the likelihood L(tl, . .. ,tn ) of the sample of event 
times assuming that to = 0 is the product of the density fun ct ion of Wj. That is, 
n 
L(tIÀ) = II f(wjIÀ), 
j 
(3.1) 
and the log-likelihood is obtained by taking the logarithm of the likelihood L(tIÀ) 
(3.2) 
In (3.2), I:j It;_l À(s)ds is the sum of ft;-l À(s)ds across the n time intervals. Thus, 
it is the essentially the same if we write it as I~n À( s )ds, and the log-likelihood can 
be writtenas 
InL(tIÀ) = flnÀ(t j ) - fotn À(s)ds. 
J 
(3.3) 
Recall in equation (2.9) and (2.11) that we estimate the intensity function À with 
the technique of functional data analysis by first representing the intensity function as 
either an exponentiated linear combination of basis functions for the positive model 
À(t) = exp[W(t)], 
and for the positive bounded model, we express the intensity as 
À(t) = BV(t), 
where we have mentioned in equations (2.8) and (2.10) that 
W(t) = c'cp(t), 
exp[W(t)] V(t) = 
1 + exp[W(t)]' 
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(3.4) 
and B is a constant specifying the upper bound of the À, cfJ(t) is a K vector of the 
first set of basis functions at event time t, and c is a K vector of coefficients. 
Aiso recall from equation (2.13) that for the positive model, after we substitute 
À(t) into L(tIÀ), the log-likelihood function is 
InL(tIÀ) = tW(tj ) - fotn exp[W(s)]ds, 
J 
(3.5) 
whereas for the positive bounded model, from equation (2.15), the log-likelihood is 
InL(tIÀ) = t[lnB + W(tj) -ln[1 + exp[W(tj )]]]- fotn BV(s)ds, 
J 
where W(t) and V(t) are given in equations (2.8) and (2.10). Hence, the log-likelihood 
function for the i th subject or case for the positive model is 
(3.6) 
whereas for the positive bounded model, it is 
where 
l;i(t) = exp[Wi(t)] 
1 + exp[Wi(t)] ' 
and in both cases, Wi(t) = c~cfJ(t). This log-likelihood for either model will be the 
first of the two log-likelihoods we are going to develop. 
In section 2.1.2, we discussed we can estimate the vector of coefficients c using 
maximum likelihood by computing the derivative of ln L(tIÀ) and using numerical 
optimization. Figure 2.2 shows the intensity function for lupus patient 15, where the 
verticallines are the time occurrences of the patient's flares. We can see that when 
these lines are closed together, indicating that the rate of flare occurrences are high, 
the intensity function is also high. On the other hand, when the occurrences are 
spread apart, the intensity function drops. 
The log-likelihood developed for event intensity in this section is the simplest 
model without taking covariates into consideration. This model without covariates 
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estimates intensity function by treating individuals as homogenous, without taking 
into consideration of factors that lead to the differences between individuals. Such 
factors, which often play a role in the frequency of event occurrence of an individu al , 
cou Id be the level of negative affect or the change of negative affect of a smoker in 
Rathbun, Shiffman, and Gwaltney's (2005) smoking study, the change of stress level 
of a couple, or the physical health status of a drinker and so on. 
For the lupus data, the dosage of prednisone or the change of the dosage of a 
lupus patient often influences the intensity of the flare occurrences. For example, the 
increase of prednisone dosage because of a flare occurrence could itself induce another 
flare. Thus, this information is essential for a physician or a therapist to take into 
consideration wh en they prescribe a treatment program. 
3.3 Adding Covariates into the Intensity Function 
Thus, in addition to the event occurrence rate, we might also be interested in the 
effects of these factors on the rates. For example, we might want to examine whether 
a high level of negative affect is associated with a high rate of smoking, and whether 
the change in the negative affect level plays a role in the smoking rate. In the couple 
fighting example, a family therapist might want to know wh ether a high stress level 
of the couple leads to increase in fighting rate. The therapist might also examine 
whether a high increase in the couple's stress level would induce a fight. 
To examine the effects of the covariates and their change on the occurrence rates, 
we need to incorporate them into the intensity model. First, we let p(t) be a covariate 
as a function of t, and Dp(t), defined as Dp(t) = ~, be the change function for 
the covariate. An example of p(t) from the lupus data is the dosage of prednisone, 
measured aS a function oft. Dp(t) would then be the change of the prednisone dosage, 
and we want to examine whether prednisone and its change have any effects on the 
rate of flare occurrence. 
Let us introduce the notation Kep, Ky and K8 to denote the number of basis 
functions for a, /30 and /31 respectively. We will also let </J(t) , ,(t) and o(t) be Kep, 
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Ky and K8 vectors of basis functions at time t respectively, whereas bo and b l are 
the corresponding coefficient vectors. After incorporating the covariates, W(t) would 
now be 
W(t) = a(t) + p(t)f3o(t) + Dp(t)f3I(t), 
where 
a(t) = c'cj>(t) , 
f3o(t) b~ï(t), 
f31(t) b~d(t) .. 
(3.7) 
(3.8) 
(3.9) 
(3.10) 
If we substitute W(t) into equation (2.9), the intensity for the positive model is 
>.(t) = exp[a(t) + p(t)f3o(t) + Dp(t)f3I(t)], (3.11) 
whereas substituting W(t) into the positive bounded model in equation (2.11) yields 
>.(t) BV(t) (3.12) 
B exp[W(t)] ( ) 
1 + exp[W(t)] 3.13 
= B exp[a(t) + p(t)f3o(t) + Dp(t)f3I(t)] (3.14) 
1 + exp[a(t) + p(t)f3o(t) + Dp(t)f3I(t)]· 
The ln>. for this model is obtained by substituting equation (3.7) into (2.12) 
ln >.(t) [ln B + W(t) -ln[l + exp[W(t)]]] (3.15) 
= InB + [a(t) + p(t)f3o(t) + Dp(t)f3I(t)] (3.16) 
-ln[l + exp[a(t) + p(t)f3o(t) + Dp(t)f3I(t)]]. (3.17) 
Now, the event log-likelihood for the positive model is 
ln L(tl>') = t W(tj) - fotn exp[W(s)]ds 
J 
(3.18) 
whereas the event log-likelihood for the positive bounded model is 
n 
InL(tl>') = ~]lnB + W(tj ) -ln[l + exp[W(tj )]]] (3.19) 
j 
_ (tn B exp[W(s)] ds (3.20) 
Jo 1 + exp[W(s)] , 
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where W(t) is given in equation (3.7). Hence, the event log-likelihood for the i th 
subject for either case is 
where for the positive model, 
exp[Wi(t)], 
Wi(t), 
and for the positive bounded model, 
B exp[Wi(t)] 
1 + exp[Wi(t)]' 
ln Bi + Wi(t) -ln[l + exp[Wi(t)]]. 
In both cases, 
From now on, when we refer to the ith case, we will drop the i from the equation. We 
will use the same method in estimating coefficient vector c to estimate coefficients ho 
and hl' In the next subsection, we will describe how to control the smoothness of the 
intensity function by introducing the notion of roughness penalty. 
3.4 Penalized Event Log-likelihood 
Figure 3.1 displays the estimated intensity functions for patient 15, for two levels of 
smoothness, obtained using the simplest model without covariates. The dashed line 
is the original intensity function shown in Figure 2.2. In the following subsections, 
we will first describe what roughness is and then we will discuss how to incorporate 
roughness penalties into the estimation of intensity function. 
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Figure 3.1: The solid lines are the estimated intensity functions for patient 15 for two 
levels of smoothness. The dashed li ne indicates the intensity function in Figure 2.1. 
3.4.1 Defining roughness 
In order to control the smoothness of the intensity function, we first need to consider 
the "roughness" of a function. Let us define "roughness" here as the departure of the 
intensity fun ct ion from a constant function, which is an intensity function derived 
from a homogenous Poisson process. That is, if À is a constant, then DÀ = ~; would 
be zero, and the "roughness" would also be zero. The more À departs from a constant 
function, the "rougher" the intensity function is. 
Mathematically, the roughness penalty (refer to Ramsay and Silverman, 2005) is 
defined here as 
PEN (x) = j [DX(S)]2ds, 
where x is a function. Thus, the "roughness" of ln À = c' cp( t) is 
PEN(c'cp(t)) j[Dc'CP(s)Fds 
c' j[DCP(s)DCP'(s)ds]c 
c'Rq,c, 
(3.21) 
(3.22) 
(3.23) 
(3.24) 
where Rq, = l Dcp(s)Dcp'(s)ds, is a Kq, x Kq, penalty matrix evaluated at the event 
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times. Computed in a similar way, the roughness penalties for b~,(t) and b~<5(t) are 
PEN(b~,(t)) - b~Rybo 
PEN(b~<5(t)) b~R8bl, 
(3.25) 
(3.26) 
where Ry == J D,(s)D"'('(s)ds and R8 = J D6(s)D6'(s)ds, respectiveIy, are K,.y x K'Y 
and K(j x K(j penalty matrices evaluated at the event times. 
3.4.2 Adding the roughness penalty 
Let T be a smoothing parameter for function x, which controis the smoothness of 
x. A smoothing parameter quantifies the tradeoff between fit to the data and the 
smoothness of a function. The bigger T is, the smoother is x. On the other hand, a 
small T improves the fit to the data, but pro duces a "rough" function. 
Let T<t>, 1"'Y' and T(j be the smoothing parameters for a, (30, and (31 respectively. We 
also Let PENL(tIÀ) be the penalized log-likeIihood for events, obtained by multiplying 
the smoothing parameters these smoothing parameters to the roughness penalties, 
and adding the resulting terms to the negative log-likelihood: 
PENL(tIÀ) = -ln L(tIÀ) + TlaPEN( C' 4>(t)) + TlbPEN(b~,(t)) + (3.27) 
TlcPEN(b~<5(t)) (3.28) 
where InL(tIÀ) for the positive model is given in equation (3.18), and for the positive 
bounded model, it is provided in equations (3.19) and (3.20). PENLE(tIÀ) is the 
function we want to minimize, and is referred to as the penalized event log-likelihood. 
In the next section, we will discuss how to develop the log-likelihood function for the 
response variable. 
As we mentioned earlier on, there is a tradeoff between the smoothness of a func-
tion and its fit to the data. The bigger the smoothing parameter T is, the smoother 
will the intensity function is, but its fit to the data is reduced. On the other hand, 
if T is small, the intensity function will be rougher, but it offers a better fit to the 
data. If we look at Figure 3.4 again, we could see that the three estimates of intensity 
function for patient 15 differ in their degree of smoothness. The estimate with the 
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most peaks is has the least degree of smoothness but is more precise in tracking when 
the frequency of fiare occurrences increases or decreases. On the other hand, the 
smoothest estimate is the least precise is demonstrating the change in the occurrence 
rate. 
3.5 Computing the Confidence Intervals for the 
Event Log-likelihood Using the Delta Method 
After estimating the intensity function, we need to determine how a, /30, and /31 behave 
statistically and which covariates might be removed from the intensity equation. This 
can be achieved by deriving the point-wise confidence intervals for each of these 
coefficient, explained by the next subsections. The following method of estimating 
the confidence limits is statistically termed the delta method. 
3.5.1 Deriving the Confidence Intervals for a 
Recall in equation (5.2) that 
a(t) = e'4>(t) 
To derive the confidence intervals or limits for coefficient a, we first need to estimate 
the variance of e. To begin with, let us express coefficient e as a Taylor series expan-
sion about a point, which represents e in terms of its derivatives evaluated at a fixed 
point w: 
de 
e(w) = e(wo) + (dw)'(w - wo) + R(w), (3.29) 
where R( w) is the remainder after the first two terms, which is assumed to be close 
to zero. The variance of (3.29) is 
Var[e(w)] de ~ Var(e(wo)) + Var[dw (w - wo)] (3.30) 
~ 0 + (::)' Var(w) (::) . (3.31) 
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In matrix terms, if we let E be a diagonal matrix with O"~i on the diagonal, (3.31) 
can be expressed as 
de de 
Var[e(w)] = (dw)'~ dw' (3.32) 
where w is a vector ofwaiting times. To obtain 1~, first we let F('~lw) = PENLE(t, yIÀ). 
DcF(Àlw)= 0 then defines the estimate for e(w). Let us also define f(Àlw) = 
DcF(Àlw) = O. Then 
of de of 
Dwf= oedw + ow =0. 
If we assume that ~:f is nonsingular, then 
de 
dw -{(~~r~r 
= _~ (02 F )-1 
oeow oe2 
which is the same if we write it as 
de 2 2 ( -1 
-d = -DcwF(elw)[DcF elw)] . 
w ' 
(3.33) 
(3.34) 
(3.35) 
In the above equation, [D~F(eIW)]-l is the inverse of the hessian with respect to e 
from the penalized event log-likelihood: 
(3.36) 
where in Appendix B.1.1 we computed that for the positive model, 
where À(t) is the intensity function with or without covariates. For the positive 
bounded model, 
(3.37) 
j 
fotn BcfJ'(s)V(s) [1 - V(s)][1 - 2V(s)]cfJ'(s)ds (3.38) 
+2T1aR4>' (3.39) 
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where V(t) is given in formula (2.10) as 
V(t) _ exp[W(s)] 
- 1 + exp[W(s)]' 
and W(t) for the intensity model with covariates is provided in (3.7). 
After we obtain [D~F(cIW)]-\ we need to compute the second part of equation 
(4.13), D~,wF(clw). First we let 
(3.40) 
where Dc[PENLE(tIÀ)] is the derivative of the penalized event log-likelihoods with 
respect to c. We computed this derivative in Appendix B.1 for the positive model: 
(3.41 ) 
whereas for the positive bounded model, 
Dc[PENLE(tIÀ)] = - L cP'(tj ) [1 - V(t)] + (3.42) 
j 
fotn BV(s)[l- V(s)]cP'(s)ds + 2TlaC'R</> (3.43) 
Thus, for either model, D~ wF( clw) is the derivative of fE(Àlw) with respect to wq • , 
That is, 
2 (1) a fE DcwFcw =-a 
' wq 
(3.44) 
where Qh.a E is the second derivative of the penalized event log-likelihood with respect 
Wq 
to wq • As the event times basically provide the same information as the waiting times, 
it follows that 
afE 
atq 
and (4.22) can be written as 
afE 
awq ' 
for q = 1, ... ,n - 1, 
2 (1) afE DcwFcw =-a . 
, tq 
(3.45) 
(3.46) 
For the positive model, as the third term of (3.41) does not depend on any t j , the 
partial derivative of fE with respect to tq is equal to 
aiE = _ dcP'(tq ) + A-'(t )À(t ) Bi dt 'fi' q q, 
q q 
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whereas for the positive bounded model, 
_ d~?q) [1 _ V(tq)] + q/(tq) ô~yq) 
q q 
+BV(tq)[1 - V(tq)]cp'(tq) 
where 
ôV(tq) = ôw V(t )[1 - V(t )] ôt ôt q q, q q (3.47) 
and 
c,d~~tq) + p(t)b~ d~~tq) + Dp(t)b~/(tq) + 
q q 
(3.48) 
D2p(t)b~c5(tq) + Dp(t)b~ d~~tq). 
q 
(3.49) 
After we obtain -[D~F(clw)]-l and D~,wF(clw), we can obtain j~ and the vari-
ance of coefficient c using equation (3.32). From this variance, we can compute the 
confidence intervals of a: 
Var(a) Var[c'cp(t)] 
cp' (t)Var( c )cp( t) 
The upper and the lower limits of a is 
CI (a) = a ± 1.96( JVar(a)) 
The confidence intervals of a can tell us where approximately the true a lies. 
(3.50) 
(3.51) 
(3.52) 
3.5.2 Deriving the Confidence Intervals for Coefficients (30 
We can obtain the confidence intervals for (30 in a similar manner. We first need to 
obtain the sampling variance of the coefficient bo, which can be computed in a similar 
way as the coefficient c: 
where 
dbo 
dw 
Var[bo(w)] = (~~)'~~~, (3.53) 
_ {(~)-1 ôf }' 
ôbo ôw 
(3.54) 
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= 82 F (82 F) -1 
8bo8w 8bo 
= -D~O,wF(bolw)[D~OF(bolw)rl. 
(3.55) 
(3.56) 
In the above equation, [D~oF(bolw)]-l is the inverse of the hessian with respect to 
bo from the penalized event log-likelihood: 
(3.57) 
where in Appendix B.1.l we derived that for the positive model, 
whereas for the positive bounded model, 
(3.58) 
j 
+ fotn Bp2(S)-y'(S)V(S) [1 - V(s)][l - 2V(s)h'(s)d~.59) 
+2rlbRy (3.60) 
To obtain D~o,wF(bolw), we let 
From Appendix B.l, we derived that for the positive model, 
and for the positive bounded model, 
Dbo[PENLE(tl,\)] = - 2: p(tù-t'(tj ) [1 - V(t j )] + 
j 
fotn BV(s)[l - V(s)]p(s),'(s)ds + 2rlbbo'Ry, 
Then D~o,wF(bolw) is equal to 
D 2 F(b 1 ) = 8!bo,E bo,w 0 w 8t' 
q 
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(3.61) 
(3.62) 
In (4.33), the partial derivatives of fbo,E(>'lw) for the positive model, is 
Ofbo,E [P( )d,'(tq ) () '()] ()'() ( ) -~- = - tq d + Dp tq , tq + p tq , tq >. tq , 
utq tq 
and for the positive bounded model, it is 
d '(t ) 
-Dp(tq)T'(tq)[1 - V(tq)]- p(tq) : q [1- V(tq)] 
tq 
+p(tq)T'(tq) o~(tq) + BV(tq)[1 - V(tq)]p(tq)T'(tq), 
tq 
(3.63) 
where a~~:q) is provided in equation (4.24). After we obtain *", we can obtain the 
variance of coefficient bo from (3.53), and we can compute (30, which is 
Var ((30) Var[b~,(t)] 
,'(t)Var(bo)T(t). 
Thus, the 95% confidence limits for (30 is 
CI((3o) = (30 ± 1.96( JVar((3o)) 
(3.64) 
(3.65) 
(3.66) 
3.5.3 Deriving the Confidence Intervals for Coefficients /31 
Similar to the method in deriving the confidence limits for Œ and {Jo, we compute the 
confidenceintervals for (31 first by obtaining the sampling variance of the bo. That 
is, 
where 
o2F (02 F)-1 
ob1ow ob1 
= -D~1,wF(b1Iw)[D~1 F(b1Iw)]-1. 
(3.67) 
(3.68) 
(3.69) 
(3.70) 
In the above equation, [D~lF(b1Iw)]-1 is the inverse of the hessian with respect to 
b1 from the penalized event log-likelihood: 
(3.71) 
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where from Appendix B.1.I, the the hessian with respect to hl for the positive model 
is 
whereas for the positive bounded model, it is 
Dblbl[PENLE(tl.\)] = ~)Dp(tjW<5'(tj)V(tj)[I- V(t j )]<5'(tj ) + (3.72) 
j 
fotn B[Dp(s)]2<5'(S)V(s)[I- V(s)][l - 2V(S)]<5'(s)48.73) 
+2TlcR8 (3.74) 
To obtain D~l,wF(bllw), we let 
(3.75) 
where from Appendix B.I, for the positive model, 
Db1[PENLE(tl.\)] = - L:[Dp(tj )<5'(tj)] + fotn Dp(s)<5'(s).\(s)ds + 2Tlcbt'R8, (3.76) 
J 
and for the positive bounded model, 
Dbl [PENLE(tl.\)] = - L: Dp(tj )<5'(tj )[1 - V(tj))] + 
j 
fotn BV(s)[1 - V(s)]Dp(s)<5'(s)ds + 2Tlcbt'R8 
D 2 F(b Iw) = afb1,E. bl,W 1 at 
q 
where for the positive model, 
afbl,E [( )d<5'(tq) 2 ( ) '()] () '( ) ( ) 
-a- = - Dp tq d + D p tq <5 tq + Dp tq <5 tq .\ tq , 
tq tq 
and the positive bounded model, 
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(3.77) 
(3.78) 
where a~~!q) is provided in equation (4.24). After we obtain ~, we can obtain the 
variance of bl from (3.67) and eventually we can compute f31: 
Var[b~ 8(t)] 
8' (t)Var(b l )8(t). 
(3.79) 
(3.80) 
Following the derivation of the sampling variance of b l , we can compute the confidence 
limits of the f31, which is 
(3.81) 
3.5.4 The Confidence Intervals for the Intensity Function 
For the Simplest Case without Covariates 
For the positive model 
For the intensity model without covariates, we compute the upper and the lower 
confidence limits for a, and then we exponentiate the resulting limits to ensure the 
positivity of the resulting limits. That is, 
CI(>,) exp[CI(a)] 
exp[a ± 1.96( JVar(a))], 
where Var(a) is provided in equation (3.51). 
For the positive bounded model 
For the Case with Covariates 
Recall that. the intensity function with covariates for the positive model is 
À(t) = exp[c'4>(t) + p(t)b~/(t) + Dp(t)b~8(t)], 
and for the positive bounded model, it is 
À( ) B exp[W(t)] 
t = 1 + exp[W(t)]' 
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(3.82) 
where 
W(t) = c'cp(t) + p(t)b~ï(t) + Dp(t)b~~(t). 
Thus, ln À for the positive model is 
ln À(t) = W(t), (3.83) 
whereas for the positive bounded model, ln À is 
ln À(t) = ln B + W(t) -ln[l + exp[W(t)]]. (3.84) 
To ensure the positivity of the confidence limits, we will first compute the variance, 
and the upper and lower limits for ln À. Then we exponentiate the limits. That is, 
c 
[
olnÀ OlnÀ OlnÀ] 
Var [log À(t)] = ~'obo' ObI Var bo [Oln À Oln À oln À]' ~, obo-' ObI (t), 
where for the positive model, 
olnÀ 
oc 
olnÀ 
obo 
olnÀ 
ObI 
b l 
cp' (t), 
p(t)ï'(t) , 
Dp(t)~' (t), 
and for the positive bounded model, 
olnÀ 
cp' ( t) + V ( t ) cp' ( t ) , 
oc 
OlnÀ P(t)ï'(t) + V(t)p(t)ï'(t), = 
obo 
OlnÀ Dp(t)~'(t) + V(t)Dp(t)~'(t) 
ObI 
-
Then the 95% confidence intervals for ln À is 
CI (ln À) = ln À ± 1.96( JVar(ln À)], 
and the upper and lower limits for À is 
CI (À) = exp [CI (ln À)]. 
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(3.85) 
(3.86) 
(3.87) 
The confidence intervals for the intensity function can tell us where approximately 
the true intensity function lies. As there are usually fewer data points towards the 
end, the standard error and the confidence limits are wider towards these regions. On 
the other hand, there are relatively more data points towards the center and thus the 
limits in the center regions are narrower. 
This chapter describes the derivation of the event log-likelihood and the confidence 
intervals for the intensity function in detail. As we mentioned in previous chapters, we 
are interested not only in estimating the intensity function, but we are also interested 
in simultaneously estimate the response variable. In the next chapter, we will provide 
the derivation of the response-log-likelihood and also the compound log-likelihood, 
which is the sum of the two log-likelihoods. 
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Chapter 4 
The Log-likelihood Model for the 
Response 
In the last chapter, we have already developed a log-likelihood function to estimate the 
intensity function. However, in addition to the event occurrence rate, we might also 
want to know the severity of the events. For example, a therapist treating a couple 
who always fights might want to know, in addition to the rate of their fighting, the 
severity of their fights. This information would be important for the therapist to 
determine the seriousness of the couple's problem, and to choose the type of therapy 
appropriate to the level of severity of the problem. 
Another example would be an alcoholic going into a treatment program. The 
therapist would need to know how many drinks does the patient consume during 
each drinking episode, in addition to the time occurrence of the episode, in order to 
develop an intervention program for the patient. 
For the lupus example, a physician needs to know the seve rit y of each lupus Rare, 
measured by the SLEDAI score, in order to determine the level of prednisone dosage 
prescribed to the patient. Acquiring this information would be important to predict 
the severity of future Rares. 
As the response is indispensable in so many ways, we will develop a log-likelihood 
for the response variable, and we will sum up the event log-likelihood and the response 
log-likelihood to provide an estimation of the joint occurrence of the intensity and the 
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response. Thus, in this chapter, we will first discuss how to obtain the log-likelihood 
that estimates the response variable. We will st art off by discussing how to derive 
the response log-likelihood. Then in section 4.2, we will add the roughness penalty to 
the response log-likelihood, and then in section 4.3, we will describe how to compute 
the compound log-likelihood. In this thesis, the log-likelihood model for the response 
is referred to as the response log-likelihood model or simply the response model, and 
the model for the sum of the two log-likelihoods will be denoted as the compound 
log-likelihood model or simply the compound model. 
4.1 Deriving the Response Log-likelihood 
Recall in equation (2.18) that 
which sums the log-likelihood for events, 2:j ln >.(tj )- JJn >.(s )ds, and the log-likelihood 
for response, 2:j lnf(y(tj)). In this chapter, we will discuss how to develop each of 
these log-likelihoods in detail. In section 2.2, we let y(t) be the response on the 
event occurred at time t, such as the SLEDAI score at Rare times. We discussed 
that for event response data, we are not only interested in the intensity of event 
occurrences, but we also would like to simultaneously estimate the response variable. 
Recall in equation 2.18 that the second part, 2:jlnf(y(tj)), is the log-likelihood for 
the response variable across the time points. In this section, we are going to discuss 
how to develop this log-likelihood in detail. 
First let us assume that response y is independent of the event time t, meaning 
that there is no relationship between the time of event occurrence and the strength of 
the response. We will derive the response log-likelihood using the lognormal density, 
which is often the choice to model response, as the standard deviation or the density 
is proportional to its mean. The lognormal density has a density function p with 
values 
[ ()] _ 1 [_(ln y (t)-lnp,(t))2] p y t - v'27fO"y(t) exp 20"2 ' (4.1) 
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where /-l( t) is the location parameter of the density at time t, and a is the standard 
deviation for a specific case. Taking the logarithm of equation (4.1) yields 
1 1 
logp(y(t)) = -"2ln( V21ra) -lny(t) - 2a2 (ln y(t) -ln/-l(t))2 (4.2) 
Now, let us denote the log-likelihood function for the response as ln LR, and the event 
log-likelihood as ln LE. The response log-likelihood function is 
1 n 1 
InLR ((1ny(t)lf(À)) = -"2 ~[ln(J2;a) + 2In(Yj) + a2(ln Yj -ln/-l(tj))2]. (4.3) 
As the first two terms in the above equation are constants, maximizing the re-
sponse log-likelihood is equivalent to maximizing 
( 4.4) 
This log-likelihood is equivalent to the part L,j ln f(y(tj)) in equation (2.18). In 
matrix terms, equation (4.4) can be expressed as 
4.1.1 Link between J-L and À 
In this model, we are assuming that there is a relationship between the response 
and the intensity function, which might be linear or nonlinear, and that the response 
variable is a function of the intensity values. When the lupus data were plotted, 
we saw that there was a relationship between the patients' intensity values and the 
severity of their flares. Moreover, we assumed that the prednisone and the prednisone 
change would affect the intensity function, which in turn would affect the severity of 
the flares. 
Thus, we assume that ln f.l(t) , the location of the response at t, to be a function of 
the intensity values at time t, for either the positive or the positive bounded model: 
ln/-l(t) = J[À(t)]. 
Mathematically, it can be expressed as 
lnf.l(t) = (f 0 À)(t). 
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If we let f(>.) = d'"p(>.), where "p(>.) is a K,p vector of the second set of basis func-
tions evaluated at the intensity values for either the positive or the positive bounded 
model, andd is a K,p vector of coefficients, then lnj,l(t) can be expressed as 
lnj,l(t) = f[>.(t)] = d'"p[>.(t)]. (4.6) 
Substituting 4.6 into 4.5 yields 
InLR((lnylf(>')) = -~[lny - "p'[>.(t)]d]'[lny - "p'[>.(t)]d]. (4.7) 
Œ 
The response log-likelihood is basically in the same form for either model, except that 
the basis functions "p(>.) will be different for the positive and the positive bounded 
model. AIso, the derivatives and the hessian, which are computed in Appendix B.3, 
will be slightly different for the two models. 
Similarto the way we estimate other coefficients vectors, we will use maximum 
likelihood method to estimate coefficient d. In the next subsection, we will describe 
how to control the smoothness of the estimated response function. 
4.2 Penalized Response Log-likelihood 
Adding roughness penalty 
Similar to the event log-likelihood, we could control the smoothness of the estimated 
response variable function by adding a roughness penalty to the negative of the re-
sponse log-likelihood. To accomplish this, we penalize the function to detect the 
departure of the response from a constant function. The 'roughness' of f(>.) is 
PEN(f(>')) J [D f(sWds 
J [Dd'"p(sWds 
= d' J [D"p(s)D"p'(s)ds]d 
d'R,pd, 
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where R1/J = J D'lj;(s)D'lj;'(s)ds, is a K1/J x K1/J penalty matrix evaluated at the intensity 
values. 
Let us now denote PENLR((lnylf(À)) as the penalized response log-likelihood, 
and PENLE(tIÀ) as the penalized event log-likelihood. The penalized response log-
likelihood is derived by multiplying the smoothing parameters T1/J to the roughness 
penalty PEN(f(À)), and adding the resulting terms to the negative response log-
likelihood: 
PENLR((lnylf(À)) - -ln LR((1nylf(À)) + T1/JPEN(f(À)) 
~(1ny -lnj.l(t))'(lny -lnj.l(t)) + T1/Jd'R1/Jd, 
(J 
which is the function we will minimize. 
As lnj.l(t) = d''lj;[À(t)] (refer to (4.6)), and with d''lj;[À(t)] = 'lj;'[À(t)]d, the penal-
ized response log-likelihood can be written as 
PENLR[lnylf(À)] = ~[lny - 'lj;' [À(t)] d]'[lny - 'lj;'[À(t)]d] + T1/Jd'R1/Jd, (4.8) 
(J 
where À(t) for the positive model is 
À(t) = exp[c'<fJ(t) + p(t)b~/(t) + Dp(t)b~8(t)], 
and for the positive bounded model, it is 
À(t) 
W(t) 
B exp[W(t)] 
1 + exp[W(t)]' 
c'<fJ(t) + p(t)b~/(t) + Dp(t)b~8(t). 
4.3 Compound Log-likelihood 
(4.9) 
Recall in the beginning of this chapter we mentioned that in order to estimate the 
joint occurrence of the intensity function and the response, we need to derive the 
compound log-likelihood, which is obtained by summing up the event log-likelihood 
and the response log-likelihood. We have already discussed the derivation of the 
event log-likelihood and the response log-likelihood in previous sections. In the two 
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subsections, we will first describe the derivation of the compound log-likelihood in 
the simplest case, when the intensity function do es not involve any covariates. Then 
we will proceed to discuss the case with covariates. 
4.3.1 Compound Log-likelihood for the Model without Co-
variates 
Recall in equation (3.4) that the simplest model to represent the intensity function 
without covariates for the positive model is 
À(t) = exp[W(t)], 
and for the positive bounded model, the intensity function is 
À(t) = B exp[W(t)] 
1 + exp[W(t)] ' 
where we have mentioned in equation (2.8) and that 
W(t) = c'4J(t), 
AIso, in (3.5), the event log-likelihood for the positive model is 
n rtn 
InL(tIÀ) = L-c'cJ>(tj ) - Jo exp[c'cJ>(s)]ds, 
J 
whereas for the positive bounded model, from equation (2.15), the log-likelihood is 
ln L(tIÀ) = f]ln B + W(tj) -ln[1 + exp[W(tj )]]]- r n B 1 exp[~~~] )] ds, 
j h +~p s 
In (4.7), we derived the response log-likelihood for either the positive or the positive 
bounded model. Thus, for either model, we can obtain the compound log-likelihood 
function simply by summing the event and the response log-likelihoods: 
ln Lcom(t, ylÀ) ln LE(tIÀ) + ln LR((ln y(t)lf(À)) 
= tlnÀ(tj ) - fotn À(s)ds 
J 
1 
-2(lny -lnf-l(t))'(lny -lnf-l(t)), 
(j 
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where InJL(t) is described in (4.6). 
To control the smoothness of the resulting estimates of the intensity and the 
response, we have described in sections 3.4 and 4.2 how to add roughness penalties 
into the event and the response log-likelihoods. The penalized event log-likelihood in 
the simplest case without covariates is 
PENL(tIÀ) = -lnL(tIÀ) + TlaPEN(c'<fJ(t)) 
Thus, we could also obtain the penalized compound log-likelihood by summing 
up the penalized event and penalized response log-likelihoods: 
PENLcom(t, ylÀ) = PENLE(tIÀ) + PENLR((ln y(t)lf(À)). (4.10) 
After we minimize the penalized compound log-likelihood, we obtain the estimates of 
coefficient vectors c, and d. We can then obtain the estimated intensity function and 
the estimated response function at time t by substituting these coefficients into the 
equations (3.4) and (4.6) respectively. 
4.3.2 Compound Log-likelihood for the Model with Covari-
ates 
In equations (3.18), (3.19), and (3.20), we described the event log-likelihood incorpo-
rating the covariates for the positive model and the positive bounded model respec-
tively. Similar to the derivation of the compound log-likelihood without covariates, we 
can obtain the compound log-likelihood function by summing the event log-likelihood 
to (4.7): 
ln LE(tIÀ) + ln LR((ln y(t)lf(À)) 
t1nÀ(tj ) - fotn À(s)ds 
J 
1 
-2"(lny -lnJL(t))'(lny -lnJL(t)), 
(7 
where À(t) for the positive and positive bounded model are described in equations 
(3.11) and (3.14) respectively. 
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To control the smoothness of the resulting estimates of the intensity and the 
response, we have described in sections 3.4 and 4.2 how to add roughness penalties into 
the event and the response log-likelihoods. Thus, we could also obtain the penalized 
compound log-likelihood by summing up the penalized event and penalized response 
log-likelihoods: 
(4.11) 
where PENLE(tIÀ) in this case is described in equation (3.27) and (3.28). After we 
minimize the penalized compound log-likelihood, we obtain the estimates of coeffi-
cient vectors c, bo, b l , and d. We can then obtain the estimated intensity function 
and the estimated response function at time t by substituting these coefficients into 
equations (3.11) and (3.14) for the positive and positive bounded model intensity 
values respectively. Also, we can substitute coefficient d into (4.6) to obtain the 
smoothed response function. 
4.4 Computing the Confidence Intervals for the 
Compound Log-likelihood with Covariates 
Recall in section 3.5 that we developed confidence intervals for À, 0:, f3o, and f31 derived 
from the event log-likelihood using the delta method. Now, we will develop confidence 
limits not only for À, 0:, f3o, and f31, but also for the estimated response derived from 
the compound log-likelihood with covariates using the delta method. As we will only 
use the positive bounded model when we apply the compound log-likelihood to the 
lupus data in chapter 5 and also in chapter 6, when we test the estimation, we will 
provide the derivation of the confidence intervals here for only the positive bounded 
model. Although only the derivation of the positive bounded model confidence limits 
will be provided, the derivation can easily be extended to the case without covariates. 
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4.4.1 Deriving the Confidence Intervals for Coefficients a 
Recall in section 3.5.1, equation (3.32) that 
de de 
Var[e(w)] = (dw)'~ dw' 
where from equations (3.33) and (3.34) that 
de 
dw 
which is the same if we write it as 
de 2 1 2 ( -1 
-d = -DcwF(e w)[DcF elw)] . 
w ' 
(4.12) 
(4.13) 
In the above equation, [D~F( elW)t1 is the inverse of the sum of the hessian with 
respect to e from the penalized event and the penalized response log-likelihoods: 
In statistics, we often approximate D~F( elW) by its expectation. Thus, the inverse 
of the expected hessian of the compound log-likelihood with respect to e is 
E[D~F(cIW)t1 = {E[Dcc[PENLE(tIÀ)]] + E[DcclPENLR(lnylf(À)]]} -1. (4.15) 
The expected hessian with respect to e for the two log-likelihoods is 
and 
where from equations (3.37) to (3.39), 
Dcc[PENLE(tIÀ)] = L cf/(tj)V(tj) [1 - V(t)]<t>'(tj) + 
j 
fotn B<t>'(s)V(s) [1 - V(s)][1- 2V(s)]<t>'(s)ds 
+2T1aR q,. 
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Also, 
1 (t - /1)2 
g(t) = ((C exp[- 2 2 ]. 
Y 21l'0' 0' 
(4.16) 
After we obtain [D~F(cIW)]-l, we need to compute the second part of equation 
(4.13), D~ wF(clw). First we let , 
De [PENLE(tIÀ)], 
De [PENLR(1n ylf( À)]. 
(4.17) 
(4.18) 
In the above equation, De [PENLE(tIÀ)] and De[PENLR(lnylf(À)] are respectively 
the derivatives of the penalized event and response log-likelihoods with respect to c. 
We computed these derivatives in Appendix B.1: 
De[PENLE(tIÀ)] - Z=<t>'(tj )[l- V(tj )] + (4.19) 
j 
fotn BV(s)[1 - V(S)]<t>'(s)ds + 2TlaC'Rq, (4.20) 
De[PENLR(lnylf(À)] = :2 [ln y - -,p'(À)d]'[- a(-,p~\)d) ~~], (4.21) 
where 
~~ = BV(t)[l - V(t)]<t>'(t) 
As the compound log-likelihood is the sum of the event and the response log-likelihoods, 
the sum oftheir derivatives contribute to the derivative of the compound log-likelihood. 
It follows that D~,wF(clw) is the sum of the derivatives of fE(Àlw) and fR(Àlw) with 
respect to wq • That is, 
2 aiE afR 
De,wF(clw) = -a + -a ' 
W q W q 
( 4.22) 
where fJ.i..Ji
a
a 
E and !llB.
a
a are respectively the second derivatives of the penalized event and 
Wq W q 
response log-likelihoods with respect to wq • As the event times basically provide the 
same information as the waiting times, it follows that 
afE aiE 
= atq aWq , 
afR afR for q = 1, ... ,n -1, = , atq aWq 
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and (4.22) can be written as 
(4.23) 
Let us first compute the event part of (4.23), ~. As the third term of De [PENLE(tl>')] 
q 
do es not depend on any tj , the partial derivative of JE with respect to tq is equal to 
- d~?q) [1 - V(tq)] + c/>'(tq) o~itq) 
q q 
+BV(tq)[1 - V(tq)]c/>'(tq) 
where 
(4.24) 
and 
ow = c,dc/>dt(tq) + p(t)b~ d'dt(tq) + Dp(t)b~,(tq) + (4.25) 
o~ q q 
d8(t ) D2p(t)b~8(tq) + Dp(t)b~ y. (4.26) 
q 
Now, we will obtain the response part of D~,wF(clw). The partial derivative of (4.21) 
with respect to tq is 
where 
( 4.27) 
and 
= B{o~itq) [1 - V(tq)]c/>'(tq) + V(tq)( - o~~tq) )c/>'(tq) + 
q q 
V(tq)[1 - V(tq)] d~?q)} 
q 
After we obtain -[D~F(clw)]-l and D~,wF(clw), we can obtain ! and the vari-
ance of coefficient c. From this variance, we can compute the variance of a: 
Var(a) = Var[c'c/>(t)] 
= c/>'(t)Var(c)c/>(t), 
69 
( 4.28) 
(4.29) 
and we can substitute this into equation (3.52) to obtain the 95% confidence limits 
for Œ. 
4.4.2 Deriving the Confidence Intervals for Coefficients (Jo 
We can obtain the confidence intervals for bo in a similar manner. Recall in equation 
(3.53) that 
Var[bo(w)] = (~~)'~~~, 
where from equations (3.54) to (3.56), 
dbo 
dw 
_ {(~)-1 of}' 
obo ow 
02 F (02 F)-l 
oboow obo 
= -D~o,wF(bolw)[D~oF(bolw)r1. 
( 4.30) 
In the above equation, [D~oF(bolw)]-l is the inverse of the sum of the hessian with 
respect to bo from the penalized event and the penalized response log-likelihoods: 
We can approximate [D~oF(boIW)]-l by its expectation: 
E[D~oF(boIW)r1 = {E[Dbobo[PENLE(tl'x)]] + E[Dbobo[PENLR(lnylf('x))]]} -1. 
(4.32) 
The expected hessian of the penalized event and the response log-likelihood with 
respect to bo is 
1000 Dbobo [PENLE(tl'x)]g(t)dt, 
2.[o('I/J'('x)d) o,x ]'[o('I/J'('x)d) o,x ] 
Œ2 o,x obo o,x obo ' 
where from equations (3.58) to (3.60), Dbobo[PENLE(tl'x)] for the positive bounded 
model is 
Dbobo[PENLE(tl'x)] Lp2(tj){'(tj)V(tj) [1 - V(tj)]-y'(t j ) 
j 
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+ fotn Bp2(s)ï'(S)V(S) [1 - V(s)][l - 2V(s)h'(s)ds 
+2TlbR -y 
and g(t) is given in equation (4.16). 
To obtain D~o,wF(bolw), we let 
fbo,E(Àlw) = Dbo[PENLE(tIÀ)] 
fbo,R(Àlw) - Dbo[PENLR(lnylf(À))]. 
From Appendices B.1 and B.3, we derived that 
DbO[PENLE(tIÀ)] = - LP(tj)ï'(tj )[1 - V(tj ))] + 
j 
fotn BV(s)[l - V(S)]p(s)ï'(s)ds + 2Tlbbo'Ry, 
Dbo[PENLR(lnylf(À)] = :2 [lny - -,p'(À)dl'[- a(-,p~~)d) ::} 
where 
::0 = BV(t)[l - V(t)]p(t)ï'(t) 
Then D~o,wF(bolw) is equal to 
D2 F(b Iw) = a fbo,E + a fbo,R . 
bo,w 0 at at q q ( 4.33) 
In (4.33), the partial derivatives of fbo,E(Àlw) and fbo,R(Àlw) with respect to tq are 
where 
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and ftt~ is given is (4.27). After we obtain ~, we can obtain the variance of coefficient 
bo and /30 
Var (/30) Var[b~.,(t)l 
.,'(t)Var(bo)ï(t) , 
(4.34) 
( 4.35) 
and we can substitute this into equation (4.46) to obtain the 95% confidence limits 
for /30. 
4.4.3 Deriving the Confidence Intervals for Coefficients (31 
Similar to the method in deriving the confidence limits for c and bo, we compute the 
confidence intervals for b l first by obtaining the sampling variance of the coefficient. 
That is, from equation (3.67), 
where from equations (3.68) to (3.70), 
dbl 
dw 
_ {(~)-l of}' 
ob l ow 
o2F (02 F)-l 
oblow obl 
-D~l,wF(bllw)[D~l F(b1Iw)tl . 
In the above equation, [D~lF(bllw)l-l is the inverse of the sum of the hessian with 
respect to b l from the penalized event and the penalized response log-likelihoods: 
We can approximate [D~lF(blIW)l-l by its expectation: 
E[D~l F(blIW)tl = {E[Db1bl [PENLE(tIÀ)ll + E[Dblbl [PENLR(lnylf(À))]]} -1. 
(4.37) 
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In the above equation, the expected hessian of the penalized event and the response 
log-likelihood with respect to b 1 is 
= 1000 Dbobo[PENLE(t\À)]g(t)dt, 
_ ~[8('ljJ'(À)d) 8À ]'[8('ljJ'(À)d) 8À] 
0'2 8À 8b1 8À 8b1 
where from equations (3.72) to (3.74) 
where 
and 
Dblbl [PENLE(t\À)] = I:[Dp(tj )]2d'(tj )V(tj )[1 - V(tj)]d'(t j ) + 2T1cR,s. 
j 
fbl,E(À\W) Dbl [PENLE(t\À)] 
fbl,R(À\W) = Db1[PENLR(lnylf(À)], 
::1 = BV(t)[l - V(t)]Dp(t)d'(t). 
Then D~1,wF(b1\W) is equal to 
D 2 F(b \w) = 8fbl,E + 8fb1 ,R. 
bl,W 1 8t at q q 
( 4.38) 
In (4.38), the partial derivatives of fbl,E(Àlw) and fbl,R(Àlw) with respect to tq are 
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where 
Var[b~ 8(t)] 
8' (t)Var(b1)8(t), 
(4.39) 
( 4.40) 
and we can substitute this into equation (3.81) to obtain the 95% confidence limits 
for (31. 
4.4.4 Deriving the Confidence Intervals for ln J-L 
We can derive the confidence intervals for d first by obtaining the sampling variance 
of the coefficient: 
where 
dd 
dw 
dd dd 
Var[d(w)] = (dw)'~ dw' 
_ { (:~) -1 ::}' 
_~ (fPF)-l 
8d8w 8d 
-D~,wF(dlw)[D~F(dlw)r1. 
In the above equation, [DJF(dlw)]-l is the inverse of the hessian with respect to d 
from the penalized response log-likelihood, as the penalized event log-likelihood does 
not involve d. We can approximate [DaF(dIW)t1 by its expectation: 
[D~F(dIW)r1 = {E[Ddd [PENLR (lnylf(À)]]}-l 
= 22 [-1P(À)][1P'(À)] + 2r1/JR.p. ()" 
To obtain Da,wF(dlw), we let 
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(4.41 ) 
where 
Then Da wF(dlw) is equal to , 
D~,wF(dlw) = a~:,R. 
q 
( 4.43) 
In (4.43), the partial derivatives of fd,R(Àlw) with respect to tq is 
After we obtain ;!, we can obtain the variance of the smoothed response function. 
Var(lnl1) Var [d' 'ljJ( t)] 
'ljJ' (t)Var( d)'ljJ( t). 
Thus, the 95% confidence limits for ln 11 is 
(4.44) 
(4.45) 
(4.46) 
The confidence intervals for the intensity function will be the same as the deriva-
tion for the intensity confidence limits for the event log-likelihood, which is given in 
section 3.5.4, as the intensity function do es not involve coefficient d. 
4.5 Concluding Remarks 
In this chapter, we have discussed the derivation of the model, which is a compound 
log-likelihood composed of the event and the response log-likelihoods. The model 
estimates the joint occurrence of the intensity and the strength of event occurrences. 
We have also provided a description of how to derive the confidence intervals for the 
coefficients and for the response. In chapter 5, we will apply this model to the lupus 
data described in chapter one, and we will discuss the results. We will then examine 
the accuracy of the MLE for the model in chapter 6. 
75 
Chapter 5 
Applying the Madel ta the Lupus 
Data 
RecaIl in chapter one that we have described the lupus data, which record the time 
occurrences of tiares and the severity of tiares measured by SLEDAI scores for a group 
of patients suffering from lupus, and we provided a brief description of patient 15. In 
chapter two, we introduced the idea of using Poisson distribution to model these types 
of data and derived the intensity function to examine the rate of tiare occurrences. 
We have also shown the intensity function for patient 15 in Figure 2.l. 
In chapter 3, we have given a detaHed description of how to derive the intensity 
model with and without covariates, and in chapter 4, we described how to derive 
the log-likelihood for the response as weIl as the compound log-likelihood model that 
estimates the joint occurrence of the intensity function and the response. 
In this chapter, we will revisit the data and the intensity function of lupus pa-
tient 15, and we will apply the intensity model with and without covariates and the 
compound log-likelihood model with covariates to these data in order to examine the 
effects of prednisone doses and their changes on the tiare intensity, and to explore the 
relationship between the tiare rate and the severity of the tiares. In addition, we will 
apply our model to patient 148, who suffered from 22 tiares over an 18-year period. 
We believe that the results will offer physicians who are treating these patients an 
important piece of information, as the physicians could adjust their prescribed dosage 
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accordingly based on the information. 
Recall in chapter 3 and 4, that we specified two types of models, the positive 
bounded model, which imposes an upper limit on the intensity function, and the pos-
itive model, where no su ch constraint is imposed. Either model can be applied to the 
intensity model with and without covariates, as weIl as the compound log-likelihood 
model. However, the positive bounded model has the advantage of controlling the 
range of the intensity function, which is especiaIly important when we apply the com-
pound log-likelihood model, as we assume that the response function depends upon 
the range of the intensity values. Therefore, the positive model will be used when we 
apply the intensity model to these patients, and when the compound log-likelihood 
model is applied, we will use the positive bounded model to control the upper bound 
of the intensity function. 
5.1 Choosing Basis Functions 
5.1.1 Type of Basis Functions 
In this thesis, we will use order 4 or cubic B-spline basis functions with equaIly spaced 
knots for aU of our fitting. For a more detailed description of basis functions and their 
choices, as weU as knot placement, refer to Ramsay and Silverman (2005), or Fok and 
Ramsay (2006). 
5.1.2 Notation 
We will use the notation described in section 3.2 to refer to the number of basis 
functions for Œ, /30, and /31 as Kq" K'Y' and Ko, respectively. For the response log-
likelihood, we will use K.p to indicate the number of basis functions used to estimate 
the response function. Thus, the total number of basis functions for the compound 
log-likelihood model with covariates is Ktot = Kq, + K'Y + Ko + K.p. For the intensity 
model without covariates, Ktot = Kq" and for the intensity model with covariates, 
Ktot = Kq, + K'Y + Ko. We will use the notation in 3.4.2 to represent T1>' T'Y' To, and T.p 
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as the smoothing parameters for Œ, {Jo, {JI, and lnp" respectively. 
5.1.3 Minimum and Maximum N umber of Basis Functions 
As we will use order 4 or cubic B-splines for our analysis, the minimum total number 
of basis functions required for the intensity model with covariates, is a minimum of 
4 basis functions for each coefficient, giving a total of Ktot = 4 x 3 = 12. For the 
compound log-likelihood model, the minimum total number of basis functions is 16. 
The maximum total number of basis functions, K tot , has to be sm aller than the 
number of data points, n. That is, Ktot < n. The lupus patient 15 has 48 fiaretimes, 
and therefore, the total number of basis functions has to be smaller than 48. As we 
mentioned in chapter one, this patient is the one with the most fiares. Most other 
patients have fewer than 25 or even 15 fiares. 
5.2 SLEDAI Scores and Prednisone Dosage 
In section 1.1.1, we have already mentioned that the lupus data set consists of the 
medical histories of 300 patients, and for each patient, the time and date of the visit, 
the SLEDAI scores and prednisone doses at the time of the visit were recorded. We 
have also discussed that a fiare is defined as an increase of SLEDAI scores of 3 or more 
to a level of 8 or higher, and after a fiare occurs, the patient enters into a remission 
period, where the patient is relatively free of symptoms. 
Regarding to the SLEDAI scores and the prednisone dosages, as we will use the 
fiare times of the patient to estimate the intensity function and the SLEDAI scores, 
we will conduct our analysis using the SLEDAI scores and the prednisone doses at 
the time of the fiares. 
5.3 Fitting Procedure 
For patient 15, we start the fitting with 6 cubic B-spline basis functions for the 
intensity model without covariates, which means that 2 interior knots are used. Then 
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we will increase the number of basis functions to around 14, and we will choose the 
number that offers a good fit without exhausting the degrees of freedom. This means 
that the fit should capture the features in the data but at the same time, offers a 
good degree of smoothness. 
When we apply the model with covariates, as this model consumes a lot more 
degrees of freedom, we start with the basic model with Kq, = K'Y = Ko = 4, which 
means that Ktot = 12, and no interior knots are used in the beginning. Then we 
increase Kq" the number of basis functions for a from 4 to 14, and we also increase 
K'Y and Ko, the number of basis functions for /30 and /31 respectively, to 6 or 8. For 
each combination of basis functions, we reanalyze the results and we show the set 
that provides a reasonable estimate without using up too many degrees of freedom. 
For this model with covariates, we find that more basis functions are required for a 
than the other two coefficients to provide a good estimate of the intensity function. 
When we apply the compound log-likelihood model with covariates to patient 15, 
we have to add at least 4 basis functions for the response, leading to a minimum total 
of 16 basis functions. Again, we start with K'IjJ = 4, and then we increase it up to 8. 
With regards to the choice in the size of smoothing parameters, 1"<jJ, 1"'Y' 1"6, and 1"'IjJ, we 
will vary each parameter from .1 to 10, and obtain the resulting estimate. For the 
choice of B, the upper bound value for the intensity function, we will choose a value 
by examining the range of the intensity values. 
Wh en we apply these models to patient 148, we need to be more careful about the 
number of basis functions we use, as the number of flare time points is small for this 
patient. Given such a small number of time points, when we apply the compound 
log-likelihood model with 16 as the minimum Ktot, we try to keep the basis functions 
to a minimum. 
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5.4 Applying the Model to Lupus Patient 15 
5.4.1 Applying the Intensity Madel without Covariates 
Recall in section 3.2 that the intensity function without covariates is À(t) = exp[a(t)], 
where Œ(t) = c'cf>(t). Figure 1.2 has already shown the SLEDAI score and the occur-
rence of fiares for patient 15 for the first six years, and in Figure 2.1, we have displayed 
the resulting intensity function, after applying this simplest model to examine the rate 
of fiare occurrence of this patient. This intensity curve, which increases when the rate 
of fiare occurrence increases and peaks around at t = 5,8,16, is obtained by 12 cubic 
B-spline basis functions, and by setting the smoothing parameter to 0.1. In Figure 
5.1, we plot along this estimated intensity with the 95% confidence limits, which con-
tains the true intensity with a .95 probability. Notice that the confidence limits in 
the starting regions, around 0 ~ t ~ 2, is wider, as the event times st art with a fiare. 
Figure 5.2 displays the estimated a, plotted along the 95% confidence limits. The 
estimated curve has the same shape as the intensity function, as À(t) is simply the 
exponential of Œ(t) for this model. The limits are widest when a(t) is around at 
t = 2 or t = 12, which corresponds to regions where À is the lowest. When the 
fiare occurrence is infrequent and less information is available, the standard error of 
the estimated Œ is large, leading to large confidence limits around those regions. The 
limits contain zero, which indicates that the a do es not depart from zero significantly, 
and thus, the intercept alone might not have an effect on the intensity function. 
Next, we will observe what happens when the number of basis functions increases 
or decreases, while keeping the smoothing parameter to be the same. Figure 5.3 
displays the estimated intensity curves obtained by two different number of basis 
functions. The function obtained by 16 basis functions, aside from producing a higher 
third peak, does not differ too much from the curve estimated with 12 basis functions. 
On the other hand, the intensity obtained with fewer basis functions pro duces a 
smoother function with two peaks, but the fit to the data is reduced. 
Regarding to the level of smoothness, Figure 3.1 has already shown what happens 
when we increase or decrease the smoothing parameter. In general, there is a tradeoff 
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Figure 5.1: The estimated intensity with the confidence intervals. The blue solid line 
is the estimated intensity obtained with 12 basis functions and 7" = O.l. The 95% 
confidence intervals of the intensity function, indicated by the green dashed lines. 
The solid red vertical lines are the flare occurrences. 
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Figure 5.2: The estimated a with the 95% confidence limits. The blue solid line is 
the estimated alpha obtained from K<t> = 12,7"<t> = 0.1, and the green dashed lines 
indicate the confidence limits. 
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Figure 5.3: Comparison of intensity curves obtained by different number of basis 
functions. The magenta solid line is the estimated À obtained by 8 basis functions, 
whereas the blue solid line is estimated using 16 basis functions. The red dashed line 
is the curve display in Figure 5.1. 
between the level of smoothness and the fit to the data, in the way that a large 
smoothing parameter pro duces a smooth fit, but the resulting estimation fits the 
data less weIl. On the other hand, a small smoothing parameter offers a better fit 
to the data, but also a rougher curve at the same time. Next, we are going to 
incorporate covariates into the intensity function to examine the effects of prednisone 
and prednisone change on the intensity function. 
5.4.2 Applying the Intensity Model with Covariates 
In section 1.1.1, we mentioned that lupus patients are often treated with prednisone, 
which cornes in many forms, and the patients from the dataset are treated with the 
dosage in the oral form. Figure 5.4 displays the prednisone doses for patient 15 over 
the first six years. Notice that the patient was administered high prednisone dosage 
during the first flare, and the dosage was reduced slowly until the sixth or seventh 
flare, where the patient was given high dosage again. Figure 5.5 displays the smoothed 
82 
prednisone function and the prednisone change function over the entire 19 years for 
this patient. The top panel shows that the patient's dosage started high in the first 
few months, when four fiares occurred closely together. Then the prednisone dosage 
dropped when the patient entered into a remission period, until around the second 
year when the fifth fiare occurred. The dosage gradually increased until about the 
seventh year, when the dosage was slowly reduced. As we mentioned before in chapter 
one, prednisone has many side effects, and is toxie if the patient is administered high 
doses over a long period of time. Therefore, the physician usually tries to reduce the 
dosage after a fiare. The smoothed prednisone change function is displayed in the 
bottom panel of the figure. 
As the dosage of prednisone fiuctuates throughout the years, a physician might 
wonder what are the effects of prednisone doses and the change of these doses in 
affecting the fiare occurrence rate. That is, would a high prednisone dosage lead to a 
high rate of fiare occurrence, or would the change of the dosage increase or decrease 
the rate? As this information would be essential for the physician to acquire in order 
to adjust the patient's dosage accordingly, we will incorporate covariates into the 
intensity model and examine the effects of these covariates on the patient. 
In section 3.3, we have already developed the intensity model with covariates to 
examine the effects of the covariate and its change on the intensity function. Recall 
from equation (3.11) that 
À(t) = exp[a(t) + p(t){3o(t) + Dp(t){31(t)], 
where 
a(t) c'<jJ(t) , 
(3o( t) b~,( t), 
(31(t) = b~8(t). 
(5.1) 
(5.2) 
(5.3) 
(5.4) 
Rence, in this section, we will apply this model to the to patient 15, and we will begin 
by including both the prednisone and its change into the intensity function, which 
we will refer as the intensity model with covariates or the full model. Then we will 
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Figure 5.4: The prednisone doses for the first 6 years of patient 15, indicated by the 
blue circles. The red solid lines indicate the fiare occurrences, whereas the dashed 
lines represent the remission period. The vertical lines are the fiare occurrences 
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Figure 5.5: The smoothed prednisone and prednisone change function for patient 15. 
The blue solid line in the top panel shows the smoothed prednisone function, obtained 
with 12 cubic B-spline basis functions, whereas the green circles are the actual doses 
for this patient. The curve in the bottom panel shows the prednisone change function. 
84 
30~--------~------~~------~------~ 
.--
-
25 
20 
;:;( 15 
10 
5 
5 10 
time 
15 
Figure 5.6: The estimated intensity with the 95% confidence limits for the full model 
for patient 15. The blue solid line is the intensity function after applying the intensity 
model with covariates, obtained by setting K</> = 8, Ky = K8 = 6, whereas the green 
dashed lines indicate the confidence limits. 
drop the coefficients /30, /31 (t) or both, in order to investigate the significance of each 
coefficient in influencing flare occurrence rate. 
Full model: lncluding a, and both prednisone and its change 
Figure 5.6 displays the estimated intensity curve obtained with 8 basis functions for a, 
and 6 for /30 and /31> and the smoothing parameters are set to be 7</> = 1, T.y = 78 = 10. 
The intensity curve, which is plotted along with the confidence limits, captures the 
fluctuation in the rate of flare occurrence quite weIl, in the way that the three peaks 
occur when the flare rate is the highest, and the curve is low at t = 2, and also 
around t = 12, when there are only two flares. The highest peak occurs at t ;" 17, 
and towards the end, the confidence limits are the widest, which is due to the fact 
that the time points end with a flare and the lack of data points around the end 
region. 
Figure 5.7 plots the estimated coefficients a, /30, and /31 with the 95% confidence 
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Figure 5.7: The top, middle, and bottom panels are the display for coefficients a, (30, 
and (31, respectively, plotted with the 95% confidence limits. The dotted line at 0 is 
the reference point. 
limits. Notice that the intervals for these coefficients aIl contain zeros, which reveals 
that when aIl the covariates are included in the intensity function, they might not 
demonstrate effects on the intensity function. Although the coefficients seems to 
depart from zero towards the end, the effect is small, and there is a lack of data 
points in those regions. Thus, we will next examine what happens if we drop (31. 
Red uced Intensity Models 
Including a and (30, while excluding (31 
After we drop (31, the intensity equation is 
>.(t) = exp[a(t) + p(t)(3o(t)]. (5.5) 
Figure 5.8 shows the resulting estimated intensity obtained with 8 basis functions for 
a and 6 for (30, and setting the smoothing parameters the same values as the full 
model. The function is a smoother fit, but offers less variation and does not capture 
the fluctuation in the flare rate as weIl. In Figure 5.9, the top panel displays the 
coefficient a, which departs from zero slightly at around t = 5. This reveals that a 
86 
has an effect on the intensity function around those regions. The bottom panel shows 
that the confidence limits of {Jo contain zero, indicating the lack of effects. 
We used the chi-squared difference test to examine whether the model fit improves 
significantly when {JI is included. To compute the X2 value, first of all, we will need 
to obtain the deviance value, which is twice the difference between the maximum log-
likelihood values of the two models. In this case, as we are minimizing the negative 
of the log-likelihood, we multiply -2 instead of 2, and the deviance between the full 
model and the reduced model wh en (Jo is dropped, is 
D(tIÀ) = -2[PEN InL(tla, {Jo, (JI) - PENlnL(tla,01)]' 
In the above equation, D(tIÀ) has a chi-squared distribution with degrees of freedom 
equal to the difference between the total number of basis functions of the two models. 
In this case, the value of the deviance is 
D(tIÀ) -2( -27.58 + 14.86) 
25.44 
with degrees of freedom equal to 20 - 14 = 6, which is significant at the 0.005 level. 
This indicates that including (J1 improves the fit significantly. 
Including a and {JI (t), while excluding (Jo(t) 
Instead of dropping the prednisone change, we will examine the results after drop-
ping the prednisone as a covariate. Thus, we will include only a and (J1(t), and the 
intensity equation is now 
À(t) = exp[a(t) + Dp(t){JI(t)]. (5.6) 
Figure 5.10 shows the estimated coefficients a and {JI, obtained with 8 basis functions 
for a, and 6 for {JI' The confidence limits of a depart from zero when t is around 5 
and also 15, demonstrating the effects of a about those time periods. The confidence 
limits of {J1 contain zero, indicating the lack of effect of the coefficient. Results from 
the chi-squared difference test suggested that including {Jo improves the model fit 
significantly at the 0.005 level. 
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Figure 5.8: The estimated intensity with the 95% confidence limits for the reduced 
model that includes a and prednisone. The blue solid line is the intensity function 
after applying the intensity model with covariates, obtained by setting Kc/> = 8, K'Y = 
6. 
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Figure 5.9: The solid Hnes in the top panel and the bottom panel display the coef-
ficients a, and (30, respectively, plotted along with with the 95% confidence limits, 
indicated by the dashed line, for the reduced model that includes a and prednisone. 
88 
...... 
2 " 
.-
--
--~ 0 
.... 
.,. 
-2 
0 5 10 15 
time 
-0.5 
-1~--------~--------~----------~------~ 
o 5 10 
time 
15 
Figure 5.10: The solid lines in the top and bottom panels display the estimated 
coefficients Œ, and (31, plotted along with the 95% confidence limits, the green dashed 
lines, for the reduced model that includes Œ and prednisone change. 
lncluding Œ only 
Figure 5.11 shows the estimated Œ, obtained with 8 basis functions. The confidence 
limits of Œ depart from zero when t is between 5 to 10 and after 13, demonstrating 
the effects of Œ about those time periods. X2 difference test indieates the including 
(30 and (31 improves the model fit significantly. 
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Figure 5.11: The solid lines in the top and bottom panels display the estimated 
coefficient a, plotted along with the 95% confidence limits, indicated by the green 
dashed lines, for the reduced model that includes a only. 
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5.4.3 Applying the Compound Log-likelihood Model with 
Covariates 
Full Compound Log-likelihood Model 
In section 4, we mentioned that in addition to knowing the time of the flare episodes, 
it might be important for a physician to acquire information on the severity of each 
flare for accurate diagnosis and for prescribing appropriate prednisone dosage. Thus, 
in this section, we apply the compound log-likelihood model with covariates to patient 
15, in or der to simultaneously estimate the flare rate and the SLEDAI score, as weIl 
as the relationship between the rate of flare occurrence and the severity of the flare 
episodes. 
In section 4.3.1, we have already described that the compound log-likelihood model 
with covariates as the sum of the event log-likelihood and the response log-likelihood: 
ln Lcom(t, yJÀ) ln LE(tJÀ) + ln LR ((1n y(t)Jf(À)) 
= tlnÀ(tj ) - fotn À(s)ds 
J 
-~(lny -lnJL(t))'(lny -lnJL(t)), 
(J 
where À(t) for the positive and positive bounded model are described in equations 
(3.11) and (3.14) respectively, and InJL(t) is described in (4.6) as 
It is important to address that as ln JL is assumed to be a function of À, the 
range of the intensity values are important in the estimation of ln JL. If these values 
become extremely large, the computation of ln JL would be a lot more difficult and the 
resulting estimate of the response might not be accurate. Therefore, when we apply 
the compound log-likelihood model, we use the positive bounded model instead of the 
positive model in order to impose a constraint on the upper bound of the intensity 
function. 
Figure 5.12 shows the estimated intensity with the 95% confidence limits after 
applying the positive bounded compound log-likelihood to the lupus patient 15, ob-
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tained with 10 basis functions for a, 6 for (30 and (31, and we set the nurnber of basis 
functions for the response as K'Ij; = 6, which result in 28 as the total number of basis 
functions. We also set the upper bound of the intensity function, B, to be 40, which 
is chosen by examining the range of the intensity function. Notice that when we 
compare this intensity to the curve shown in Figure 2.1, this function is a smoother 
fit, which is due to the limitation in the number of basis functions we can use to keep 
Ktot < 48. As the total number of basis fun ct ions in this case has to be fewer than 48, 
we try to keep the number of basis functions low. Thus, this compound log-likelihood 
model seems to require a large number of time points in or der to obtain a precise 
estimate of the intensity function. 
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Figure 5.12: The solid line is the intensity function for lupus patient 15 after applying 
the compound log-likelihood model with covariates, obtained with K</J = 10, K"( = 
K8 = K'Ij; = 6. The smoothing parameters are aU set as 1. The green dashed lines are 
the 95% confidence limits, whereas the red vertical lin es are the tiare occurrences. 
AH these results illustrate a cornrnon problern in event data that needs to be 
addressed. It seems that each event tirne do es not provide rnuch information, and 
therefore, a lot of data points are required to provide a precise estimate of the intensity 
function. As the nurnber of tiare times for this patient is 48, which is a srnaU number 
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Figure 5.13: The red solid line is smoothed response function for patient 15. The 
green dashed lines are the 95% confidence limits for the response function, whereas 
the circles are the log of the SLEDAI scores as a function of the intensity values. 
of data points, the resulting estimated intensity function is not very precise, and the 
resulting coefficients might not demonstrate effects simply due to the lack of sufficient 
information. In section 6.3.3, we will see that the precision of the estimate improves 
when the sample size is large. 
Figure 5.13 shows the curve fitted to the SLEDAI scores for this patient, plotted 
along with the 95% confidence limits. The smoothed response function reveals that 
as the intensity values increases, the patient's SLEDAI score increases slightly. Thus, 
for patient 15, there appears to be sorne linear relationship between the flare rate and 
the severity of the lupus symptoms, measured by the SLEDAI scores, which means 
that as this patient suffers from more flares, the lupus symptoms also become slightly 
more severe. 
Figure 5.14 shows the estimated coefficients, in which the confidence limits of (30 
and (31 include zero. However, the limits for Œ deviates from zero, which means that Œ 
might have an effect on patient 15's flare intensity when the compound log-likelihood 
model is applied. 
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Figure 5.14: The blue solid lines in the top, middle, and bottom panels display the 
coefficient functions for a, (30, and (31 respectively, for patient 15. The green dashed 
lines are the 95% confidence limits for the estimated coefficients, whereas the dotted 
line at zero provides a reference point. 
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Figure 5.15: The coefficient plot for the reduced compound log-likelihood model. The 
blue solid lines in the top and bottom panels display the coefficient functions for a, 
and f31 respectively for applying the compound log-likelihood model to patient 15. 
The green dashed lines are the 95% confidence limits for the coefficient functions. 
As with the intensity model with covariates, we want to examine the efIects of 
the covariates after dropping sorne of the coefficients from the full compound log-
likelihood model. We keep the number of basis functions and the smoothing pa-
rameters for each coefficient the same, and each time after we drop a coefficient, we 
examine the significance of the improvement of the model fit using the X2 difIerence 
test. 
First, we drop f30 from the compound model and investigate whether there is any 
improvement in the fitting. Figure 5.15 demonstrates that the confidence limits of 
a departs from zero, demonstrating the significance of this coefficient. The intervals 
of f31 contains zero, indicating the lack of efIect of the coefficient. Result from X2 
difIerence test reveals that including f30 does not improve the model fit significantly 
at the 0.05 level. 
Next, we drop f31 from the full model, and examines whether including this coef-
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ficient will improve the fit significantly. Figure 5.16 displays the estimated coefficient 
with the confidence limits, and result from X2 difference test reveals that induding 
/31 into the model does not improve the fit significantly. 
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Figure 5.16: The coefficient plot for the reduced compound log-likelihood model. The 
blue solid lines in the top and bottom panels display the coefficient functions for a, 
and /30 respectively for applying the compound log-likelihood model to patient 15. 
The green dashed lines are the 95% confidence limits for the coefficient functions. 
After dropping /30 and /31 from the model, the effect of a on the intensity function 
is obvious, displayed in Figure 5.17. Chi-squared difference test demonstrates that 
induding /30 and /31 into the model do es not improve the fit significantly. These chi-
squared test results from the compound log-likelihood model are different from the 
ones obtained from the intensity model might sim ply be due to the lack of data points, 
as the chi-squared test requires a large sample for the results to be interpretable. Thus, 
these test results obtained from only 48 data points should not be taken too seriously. 
Next, we will examine the results after applying the model to another patient, patient 
148. 
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Figure 5.17: The coefficient plot for the reduced compound log-likelihood model. The 
blue solid lines in the top and bottom panels display the coefficient function for Œ. 
The green dashed lines are the 95% confidence limits for the coefficient functions. 
5.5 Applying the Model to Patient 148 with 22 
Flares 
5.5.1 Applying the Intensity Model without Covariates 
The patient with the second most number of flares is patient 148, who suffered from 
22 flares over almost an 18-year period. This patient suffered from the first flare 
during the fifth year, and the last flare occurred at 17.26 year. Figure 5.18 displays 
the SLEDAI scores and the prednisone dosages over a 6-year period, from year 5 to 
year 11 for this patient. When we compare this plot to Figure 5.4, we can observe 
that the occurrence of flares over a 6-year period was more spread apart for patient 
148 than patient 15, and the prednisone doses for patient 148 were not administered 
as frequently. Figure 5.19 shows the smoothed prednisone function on the top panel 
and its change function on the bottom panel. The prednisone function reveals that 
the dosage was the highest during the sixth and the seventh year, wh en the flares 
occurred relatively frequently, and then the dosage dropped gradually until year 14, 
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Figure 5.18: The prednisone doses for the year 5 to year Il years of patient 148, indi-
cated by the blue circles. The red solid lines indicate the fiare occurrences, whereas 
the dashed lines represent the remission period. The vertical lines are the fiare oc-
currences 
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Figure 5.19: The smoothed prednisone and prednisone change function for patient 
148. The blue solid line in the top panel shows the smoothed prednisone function, 
obtained with 12 cubic B-spline basis functions, whereas the green circles are the 
actual doses at fiare times for this patient. The curve in the bottom panel shows the 
prednisone change function. 
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Figure 5.20: The estimated intensity with the confidence intervals for patient 148 
with 22 flares, after applying the intensity model without covariates. The blue solid 
li ne is the estimated intensity obtained with 10 basis functions and r = .1. The 95% 
confidence intervals of the intensity function, indicated by the green dashed lines. 
The solid red verticallines are the flare occurrences for this patient. 
when the dosage increased slowly again. 
We apply the intensity model without covariates to this patient, and estimate the 
intensity curve with 10 cubic B-spline basis functions. We use fewer basis functions 
as the number of data points is a lot smaller, and thus the fluctuation in the flare 
rate is less. Figure 5.20 displays the estimated intensity, in which the peaks occur at 
about t = 7 and t = 13, where the flare occurs slightly more frequently. Compared 
to the intensity curve for patient 15 from Figure 5.1, the fluctuation in the flare rate 
for this patient is much less than the rate for patient 15, which is expected as the 
number of flares for this patient is much smaller. 
Figure 5.21 displays the estimated a with the confidence limits, which are widest 
when the time is around 10 and 16, during the times when flares occur infrequently. 
The limits contain zero, which indicates that the intercept, a, might not demonstrate 
any effects on the intensity function. This lack of result might be a consequence of 
the lack of data points. 
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Figure 5.21: The estimated a with the 95% confidence limits for patient 148, using 
the intensity model without covariates. The blue solid line is the estimated a, and 
the green dashed lines indicate the confidence limits. 
5.5.2 Applying the Intensity Model with Covariates 
Next, we want to examine the effect of the prednisone dosage and its change on the 
flare rate of patient 148 by applying the full intensity model to this patient, using 
6 basis functions for a, 4 for /30 and /31. This means that the total number of basis 
functions is 14 and that no knots are used for /30 and /31. As we mentioned before, 
given such a small number of data points, we need to keep the number of basis 
functions to a minimum, and this limitation in the basis fun ct ions we can use lead to 
less precise estimate. 
Figure 5.22 displays the intensity function, in which aside from the first peak, the 
second and the third peaks are not obvious. As the event time points are few, the 
fluctuation in the flare rate occurrence is therefore low. Compared to the intensity 
curve in Figure 5.20, it appears that when the number of event time points is small, 
the simpler model without covariates might offer a better fit. Figure 5.23 shows the 
same intensity curve with the confidence limits, which is so wide that the intensity 
from 5.22 appears to lose its curvature in this plot. These limits are a lot wider than 
the ones shown Figure 5.20, which reveals that the intensity model with covariates 
causes the estimation to be more unstable when the number of event times is small. 
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Figure 5.22: The estimated intensity after applying the intensity function with co-
variates for patient 148 with 22 flares, obtained by setting the smoothing parameters 
to be T</> = 1,7,'( = 78 = 10. The solid red verticallines are the flare occurrences for 
this patient. 
Thus, when there are only a smaU number of time points, the simpler model without 
covariates appear to offer a better fit and more stable results. 
The coefficient plot in Figure 5.24 shows that the confidence limits for aU a, /30, 
and /31 all contain zero, revealing the lack of effect of the covariates and the intercept 
on the intensity when the full model is used. Thus, our next step is to drop a to see 
whether the effects of the covariates would be more apparent. 
Figure 5.25 displays the estimated a and /30, after dropping /31 from the model. 
The number of basis functions and the smoothing parameters values for this reduced 
model are set to be the same as the full model. Chi-squared difference test shows that 
the resulting X2 is equal to 9.8, with 4 degrees of freedom, which is not significant at 
the 0.05 level, indicating that including /31 does not improve the model fit for patient 
148 significantly. 
Figure 5.26 shows the estimated a and /31, after dropping /30 from the model. 
Results from the X2 test demonstrates that this reduced model is significantly different 
from the full model, revealing that including /30 into the model improves the fit 
significantly. 
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Figure 5.23: The estimated intensity with the the 95% confidence intervals, indicated 
by the green dashed lines. The blue line is the intensity curve shown in Figure 5.11. 
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Figure 5.24: The solid lines in the top, middle, and bottom panels respectively rep-
resent the estimated a, (30, and (31. The dashed lines are the 95% confidence limits. 
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Figure 5.25: The solid lines in the top and bottom panels respectively represent the 
estimated a, /30. The dashed lines are the 95% confidence limits. 
Figure 5.27 displays the results after dropping /30 and /31 from the model, in 
which X2 test demonstrates that the X2 value of 20.69, with 8 degrees of freedom, is 
significant at the 0.01 level. As the previous reduced models reveal, this is probably 
due to the effect of f30, rather than f31 on the intensity. Next, we will apply the 
compound log-likelihood model on patient 148. 
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Figure 5.26: The solid lines in the top and bottom panels respectively represent the 
estimated Ct,131' The dashed lines are the 95% confidence limits. 
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Figure 5.27: The solid line represents the estimated Ct. The dashed lines are the 95% 
confidence limits. 
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5.5.3 Applying the Compound Log-likelihood Model with 
Covariates 
As for patient 15, we want to investigate for patient 148, wh ether there is any rela-
tionship between the patient 's fiare intensity and the severity of the fiares. Thus, we 
apply the compound log-likelihood model to this patient, using 6 basis functions for 
ex and for the response, 5 for {Jo and {J1. We set the upper bound for the intensity, 
B, to be 40, and the smoothing parameters to be 1 for all the coefficients. The total 
number of basis functions for this set is 21, which is close to the number of fiares 
for this patient, and further demonstrates that this model requires a large number 
of data points. The estimated intensity derived from the compound log-likelihood 
model is shown in Figure 5.28. 
Figure 5.29 shows the smoothed SLEDAI function with the 95% confidence limits, 
which reveals that there is sorne linear relationship between the intensity values and 
the SLEDAI scores for this patient. It appears that as the patient's fiare rate increases, 
the patient suffers from slightly less intense fiares, which is different from patient 
15. The estimated coefficients with the 95% confidence intervals are displayed in 
Figure 5.30 shows that the confidence limits of ex departs from zero after t = 12, 
demonstrating that ex might have sorne effect on the intensity towards the end. For 
{Jo, the lower limits is just above zero when t = 18, whereas the limits of {J1 contain 
zero, showing the lack of effect of [30 and [31 when the full compound log-likelihood 
model is applied on this patient. Thus, our next step is to examine the results after 
we drop [30 or [31 from the model. 
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Figure 5.28: The solid line is the intensity function for lupus patient 148 obtained 
with the compound log-likelihood model with covariates, and we set B = 40, Ka = 6, 
and K, = Ko = K'Ij; = 5. We set the smoothing parameters to be 1 for aU coefficients. 
The red vertical lines are the Rare occurrences. 
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Figure 5.29: The red solid line is smoothed response function for patient 148, whereas 
the circles are the log of SLEDAI score as a function of the intensity values. The green 
dashed Hnes are the 95% confidence limits. 
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Figure 5.30: The blue solid lines in the top, middle, and bottom panels display 
the coefficient functions for a, /30, and /31 respectively for applying the compound log-
likelihood model to patient 148, whereas the green dashed lines are the 95% confidence 
limits. The red dotted lines are the zero reference points. 
Reduced Compound Log-likelihood Model 
Figure 5.31 displays the coefficient functions for a and /31 after dropping /30 from the 
model. Results indicate that that the confidence limits of a departs from zero, which 
demonstrates that a has an effect on the coefficient function, but the confidence limits 
for /31 on the other hand, reveal the lack of effect of the coefficient. X2 difference test 
reveals that including /30 into the model improves the fit significantly at the 0.005 
level. However, as we mentioned before, results from the chi-squared test should not 
be taken too seriously as we only have 22 tiare time points here. 
Figure 5.32 shows that the intervals for both a and /30 contain zero, and X2 results 
indicate that including /31 improves the model fit significantly at 0.005 level. Figure 
5.33 shows the estimated a with the 95% confidence limits, which clearly reveals the 
effect of this coefficient on the patient's tiare rate intensity. X2 test indicates that 
including /30 and /31 into the model improves the fit significantly, but due to the lack 
of data points, we cannot conclude whether these coefficients have any effects on the 
107 
0 
Z'" -2 .... 
---
... 
tS , ... 
-4 
" 
.; 
... 
-6 
4 6 8 10 12 14 16 18 
time 
50 
---+"' 
--- 0 ..... ca. 
- -
-50 
4 6 8 10 12 14 16 18 
time 
Figure 5.31: The blue solid lines in the top and bottom panels display the coefficient 
functions for a and (31 respectively for applying the compound log-likelihood model 
to patient 148, whereas the green dashed lines are the 95% confidence limits. The 
red dotted lines are the zero reference points. 
50 
---
+"' 
---
0 tS 
-50 
4 6 8 10 12 14 16 18 
time 
2 
-
+"' 
--- 0 0 ca. 
-2 
4 6 8 10 12 14 16 18 
time 
Figure 5.32: The blue solid lines in the top and bottom panels display the coefficient 
functions for a and (30 respectively for applying the compound log-likelihood model 
to patient 148, whereas the green dashed lines are the 95% confidence limits. The 
red dotted lines are the zero reference points. 
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intensity function. 
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Figure 5.33: The blue solid line displays the coefficient fun ct ions for a for applying 
the compound log-likelihood model to patient 148, whereas the green dashed lines 
are the 95% confidence limits. 
5.6 Conel usion 
In this chapter, we applied the full and reduced intensity and compound-Iog-likelihood 
models to patient 15 and 148. Results demonstrated that the models with covariates 
take up a lot of degrees of freedom, and thus for these model, a large number of data 
points are required for a precise estimate of the intensity function and the confidence 
limits. In the next chapter, we will see that when the sample size is increased to 300, 
the resulting estimation becomes more accurate and the confidence limits derived 
from a large sample size also improve in precision. 
Results from the reduced intensity and compound log-likelihood models reveal 
that when the intercept is dropped from the model, prednisone change might demon-
strate sorne effects during sorne time periods over these two patients' flare intensity 
rate. That is, a large increase or decrease in the dosage might itself induce another 
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flare. Thus, a physician acquiring this information might be more careful when chang-
ing the patient's dosage. Moreover, results from the compound log-likelihood reveal 
that there is sorne positive linear relationship between the intensity function and the 
patient 15's SLEDAI scores, whereas for patient 148, the relationship appears to be 
negative. It seems that when patients suffers from more frequent flares, they also 
suffer from slightly more or less severe lupus symptoms, depending on the patient. 
What we also learn from applying these models to the data is that when the 
number of data points is small, using a simpler reduced model might be sufficient to 
pro duce a good estimate without exhausting the number of degrees of freedom. 
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Chapter 6 
Testing the Maximum Likelihood 
Estimation Method for Our Model 
Analyzing the lupus data alone would not provide us with how accurate the maximum 
likelihood estimation (MLE) for our model is. Therefore, the estimation method must 
be tested using simulated data, which are often used because we know what the right 
answer is, and therefore we can check our estimations against the truth. The extent 
to which the method is accurate is examined by the degree of fit of the estimated 
function to. the true curve, as well as by examining the confidence intervals of a, f3o, 
and f31. 
In this chapter, we will first start by describing the procedure in simulating event 
times for a non-homogenous Poisson process. Then we will test the performance of 
estimating the intensity model by maximum likelihood estimation with and without 
covariates, as well as the compound log-likelihood model. For the intensity model 
with and without covariates, we will test the estimation method for the positive 
model described in chapter 3, whereas for the compound log-likelihood model, we 
will test the method for the positive bounded model discussed in chapter 4. In each 
case, we will examine the fit of the intensity function to the true intensity, and the 
fit of the estimated coefficient function to the true coefficient. For the compound 
log-likelihood model, we will also examine the degree of fit of the estimated response 
function to the truth. 
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6.1 Simulating Non-Homogenous Poisson Process 
Data 
Recall that in section 2.1.2 equation (2.6), the density function of waiting time Wj = 
t - tj for event data with varying rate of occurrence is 
f(WjIÀ) = À(t) eXP[-l t À(s)ds]. 
J 
The density function is 
p(t) = f(tIÀ) = À(t) exp[- fat À(s)ds], 
and the distribution function is 
F(x) fax p(t)dt 
= fax À(t) exp[- fat À(t)ds]du. 
(6.1) 
(6.2) 
(6.3) 
(6.4) 
Now, to simulate a vector of inhomogenous Poisson distributed event times using 
MatLab, we use the following steps, and the detailed MatLab code is provided in 
Appendix C: 
1. First we start with to = 0 as initial point, and the distribution function value 
at to is O. To obtain the intensity value at to, we substitute into the intensity 
equation associated with the model we are testing. For example, when we test 
the intensity model without covariates in the next section, we let 
À(t) = exp [log [8 exp[0.3 sin(t)]]]. (6.5) 
Substituting to into the above equation yields À(to) = 8. 
2. Then we let J be a small increment in time, and we set J = .001. Thus, the first 
time value is tl = to + J = 0.001, and we substitute tl into equation (6.5) to 
obtain À(l) = exp [log [8 exp [0.3 sin(O.OOl)] = 8.0024. Then we approximate the 
integral fJI À(ts)ds using numerical integration, the trapezoidal rule. That is, 
fa tI À(s)ds = fato À(s)ds + J(À(to) + À(t1))/2, 
where fJo À(s)ds = O. 
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3. After we have estimated this integral value, we can compute p(t l ), the value of 
the density function at h by substituting the integral value into 
and we can also approximate F(tl) using numerical integration: 
As F(t) is the distribution function value at t, we have to ensure that this value 
is between 0 and 1. Also, note that the smaller 8 is, the more accurate the 
approximation is. 
4. Next, we generate a random value from the uniform distribution, referred to as 
U, where 0 < U < 1. Thus, the first randomly generated value will be referred 
to as U1 , and FI < UI • To derive the first time value, we use linear interpolation 
to estimate t l : 
5. After obtaining t l , we update the initial values of t, F(t),p(t), and À(t), by 
setting t l , F(td,p(t l ), and À(h) as the initial values when we obtain t2. 
6. We generate a second value randomly from the uniform distribution, U2 , and 
we repeat the steps 1 to 5 to obtain t2, F(t2),P(t2), and À(t2). After deriving 
t2, we repeat steps 1 to 6 to obtain t3 , t4, and so on. 
7. Each time after we obtain a new value of t, we set it as initial value, and we 
repeat the above steps until an the time values are achieved. As each new value 
of t is set as the initial value, each new time value will be larger than its previous 
value. That is, tn > tn-l > ... > t2 > tl, where n is the total number of event 
times. 
In the following sections, we will first test the MLE for intensity model without 
covariates in section 6.3, then we will examine estimation method for the the full 
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and reduced intensity models in section 6.4 and ?? respectively, and finally in section 
6.5, we will assess method for the compound log-likelihood model. In each case, we 
will use the procedure described above to simulate event times, and we will test the 
performance of the model with 3 different sample sizes, n = 50, 100, and 300. 
6.2 Choosing the number of basis functions and 
smoothing parameter 
Similar to what we have discussed in chapter 5, we will use or der 4 cubic B-spline 
basis functions for aIl our analysis, and that the minimum number of basis functions 
for the intensity model without covariates is 4, for the intensity model with covariates 
is 12, and for the compound log-likelihood model is 16. The maximum number of 
basis functions cannot exceed the total number of data points. That is, Ktot < n. 
Similar to how we fit of our model to the lupus data in the last chapter, we choose 
the number of basis functions and smoothing parameter values by examining whether 
the resulting estimates capture the features of the data, and at the same time, without 
overfitting the data or exhausting the degrees of freedom. The resulting fit should 
also offer a good degree of smoothness, and should capture the fluctuation in the data 
without being too rough. 
6.3 Testing the MLE method for the Intensity Model 
without Covariates 
6.3.1 When the Sample Size n = 100 
Let a(t) = log[8exp[0.3sin(t)]] be the true function for a at a vector of event times 
t. Then the true intensity function at t is >.(t) = exp[a(t)], and we obtain the event 
times by the method described in the above section with n = 100, or 100 time points. 
We estimate the intensity function with these event times using 6 cubic B-spline basis 
functions and we set the smoothing parameter equal to 0.1. We choose 0.1 as the 
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Figure 6.1: The estimated intensity with the 95% confidence limits. The blue solid 
line is the estimated intensity function, plotted along with 95% confidence intervals, 
indicated by the green dashed lines. The intensity function is obtained with 6 cubic B-
spline basis functions, with T = 0.1. The red dotted line represents the true intensity 
function. 
smoothing parameter value as the resulting estimated curve captures the fluctuation 
in the data without being too rough. 
The estimated function, which is fitted to the true curve, is displayed in Figure 
6.1. In the figure, the peaks from the estimated function are a litt le off the peaks 
from the true curve. Moreover, the curve goes up towards the ends, which is probably 
due to the fact that the last time point is an event occurrence. This intensity curve 
is plotted along with 95% confidence limits, which show that the true intensity is 
contained within these limits, indicating that the estimated intensity is close to the 
true curve, and that the estimation is relatively unbiased. Notice that the intervals 
in the beginning and also towards the ends are wider, which is due to the lack of data 
points in those regions. 
Recall from equation (3.8) that a(t) = c'cjJ(t). Figure 6.2 displays the estimated 
a, plotted along with the true a, with the 95% confidence intervals. The true function 
lies within the limits, which reveals that the estimated a derived with the intensity 
model is close to the truth. 
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Figure 6.2: The estimated a function with 95% confidence intervals. The blue solid 
line indicates the estimated a, whereas the red dotted line represents the true a 
function. The green dashed lines are the confidence limits. 
Next, we will compare the two different methods for deriving the confidence limits. 
We simulated event times for 1000 samples from the true intensity. However, these 
samples have different maximum time points. As the maximum time points vary from 
sample to sample, we plot a histogram to examine at which time point most samples 
end with, and we use that as the maximum time point in our plot. The histogram 
shown in Figure 6.3 demonstrates that the maximum time point for most samples is 
about 12, and therefore we will plot the following two figures from t = 0 to t = 12. 
From the next section on, we will not display the histogram. 
In Figure 6.4 and 6.5, the magenta dashed lines are the confidence limits obtained 
by generating 1000 samples and computing the .95 and .05 quantiles for each time 
point for À and a respectively. The green dashed lines in these figures are the confi-
dence limits obtained by computing the mean of the upper and the lower confidence 
limits of the 1000 samples estimated by the delta method, which is the method de-
scribed in section 3.5.1, and this is also the method we have used in chapter 5 to 
derive the confidence intervals. Thus, from these two figures, we can observe that for 
a sample size of 100, the confidence limits produced by the delta method are wider 
than the quantile limits. 
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Hence, we have observed in this section that for the intensity model without 
covariates, when the sample size is 100, the estimated function appears to be quite 
close to the true curve, demonstrating that the model is relatively unbiased with 
this sample size. Moreover, when n = 100, the 95% confidence limits produced by 
1000 samples using the delta method are generally wider than that the quanile limits. 
In the next section, we will assess the method performance when the sam pIe size is 
reduced to 50. 
250r------r---.--~--_._--,_-__r--_.___--..., 
Figure 6.3: The histogram showing the frequency of the maximum time points for 
1000 samples. The histogram shows that the maximum time point for most samples 
is about 12. 
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Figure 6.4: The blue solid line represents the mean of the estimated intensity from 
the 1000 samples. The magenta dashed lines represent the confidence limits for the 
estimated intensity, obtained by the .95 and .05 quantiles of 1000 samples. The green 
dashed lines are the mean upper and lower limits of the 1000 samples derived by the 
delta method. The red dotted line is the true intensity. 
, 
\ 
\ 
-1 0~------:------------':-------6"-------'---------':-'0---------:"2 
lime 
Figure 6.5: Comparison of the limits for the estimated Œ obtained by the delta method 
(the green dashed lines) and the ones obtained from the quantiles (the magenta dashed 
lines) of the 1000 samples. The blue solid line is the mean of the estimated Œ across 
samples, whereas the red dotted line is the true Œ. 
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6.3.2 Testing the Model When the Sample Size is Smaller: 
n=50 
When we reduce the sample size to 50 time points, the true intensity shown in Figure 
6.6 reveals that with fewer event times, the maximum time point is now 6.5 instead of 
previously 13, and that with a shorter segment of À(t), the true intensity only shows 
one peak, and therefore fewer basis functions are needed to estimate the curve. Now 
we use 6 cubic B-spline basis functions, and we set the smoothing parameter to be 0.1 
to estimate the intensity. Figure 6.6 exhibits the resulting estimated intensity, which 
is quite close to the truth, and this curve is plotted along with the 95% confidence 
limits, which appear to be wider than the limits obtained with a larger sample size. 
Figure 6.7 shows the estimated a with the 95% confidence limits, in which the 
true a is contained within the interval. Notice that these intervals are also wider 
than the ones obtained with n = 100, which is due to the fact that wh en the sample 
size reduces, there are fewer data points and less information, and as a result, the 
standard error increases, producing wider limits. 
Figure 6.8 and 6.9 examine the precision of the delta method for deriving the 
confidence intervals with a sm aller sample size, plotted from t = 0 to t = 6, as the 
histogram shows that most of the samples have maximum time points of t = 6. From 
the figure, the limits obtained by the delta method are much wider than the ones 
obtained from the quantiles of the 1000 samples. When we compare these figures to 
Figure 6.4 and 6.5, it is clear that when the sample size is reduced, the delta method 
is far less precise in deriving the confidence limits. 
Thus, when we reduce the sample size, the confidence intervals are much wider 
and much less precise, which reveals that the delta method for deriving the confidence 
limits requires a large sample size for a precise estimate. In the next section, we are 
going to examine what happens when we increase the sample size to 300. 
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Figure 6.6: The blue solid li ne is the estimated intensity fun ct ion obtained with 
50 time points, plotted along with 95% confidence intervals, indicated by the green 
dashed lines. The intensity function is obtained with 6 cubic B-spline basis functions, 
with T = 0.01. The red dotted line represents the true intensity function. 
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Figure 6.7: The estimated a function with 95% confidence intervals, indicated by the 
dashed lines, for n = 50. The blue solid line indicate the estimated a, whereas the 
red dotted line represents the true a function. 
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Figure 6.8: Comparison of the mean upper and lower confidence limits obtained by 
the delta method (the green dashed lines) and the quantile limits (the magenta dashed 
lines) for À when n = 50. The blue solid line represents the mean estimated intensity 
from the 1000 samples, whereas the red dotted line is the true intensity displayed in 
Figure 6.6. 
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Figure 6.9: Comparison of the delta limits (the green dashed lines) and the quantile 
limits (the magenta dashed lines) s for the estimated a. The blue line is the mean 
estimated a across the 1000 samples, and the red dotted line is the true a shown in 
Figure 6.7. 
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6.3.3 Testing the Intensity Madel Without Covariates When 
the Sample Size is Larger: n=300 
The red dotted lines in Figure 6.10 and 6.11 are respectively the true À and a derived 
with n = 300. With more event time points within a time interval, there are more 
fluctuations in the occurrence rate, and the true intensity therefore, contains a lot 
more peaks than when the sample size is smaller. To estimate this function, we need 
a larger number of basis functions in order to capture the oscillations in the data. We 
use 16 cubic B-splines basis functions, and we set the smoothing parameter to be 1, 
as this smoothing parameter value pro duces the estimation that offers a close fit to 
the truth, and at the same time, offers a reasonable degree of smoothness. 
The estimated À and a are respectively shown in Figure 6.10 and 6.11. Notice 
in these figures that the confidence limits are narrower and more precise than the 
ones previously obtained with smaller sample sizes. The narrower and more precise 
limits are due to an increased sample size, which gives more information within each 
time interval, and therefore reducing the standard error of the estimation. These two 
figures also display that the true À and true a both lie mostly within the confidence 
limits, indicating that when the sample size is large, the estimated À and a produced 
by the model without covariates are unbiased and close to the truth. 
Figure 6.12 and 6.13 compare the delta method in obtaining the confidence lim-
its respectively for the estimated intensity and a, with the limits derived from the 
quantiles of the 1000 samples. As most of the samples have maximum time point of 
34, these figures are plotted from t = 0 to t = 34. Results reveal that with a large 
samples size, the limits derived from the delta method are a lot closer to the limits 
obtained from the quantiles, which demonstrates that the delta method requires a 
large sample size to provide more precise and accurate confidence limits. 
Renee, results show that the estimation for intensity model without covariates 
is overall unbiased. Results also reveal that for this model, the precision in the 
estimation of the confidence intervals improves when the sample size is large. These 
results further support what we have mentioned in chapter 5, that event data are not 
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Figure 6.10: The blue solid line is the estimated intensity function obtained with 
300 time points, plotted along with 95% confidence intervals, indicated by the green 
dashed lines. The intensity function is obtained with 16 cubic B-spline basis functions, 
with T = 1. The red dotted line represents the true intensity function. 
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Figure 6.11: The blue solid li ne is the estimated Œ with n = 300, plotted along with 
95% confidence intervals, indicated by the green dashed lines. The red dotted line 
represents the true Œ. 
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Figure 6.12: The magenta dashed lines represent the upper and lower confidence 
limits for the intensity function with n = 300, obtained by the .95 and .05 quantiles 
of 1000 samples. The green dashed lines are the averaged upper and lower confidence 
limits obtained from the 1000 samples using the delta method. The blue solid line is 
the mean intensity values from the samples, and the dotted li ne is the true intensity. 
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Figure 6.13: The magenta dashed lines represent the upper and lower confidence 
limits for the estimated Œ obtained from the quantiles of 1000 samples. The green 
dashed lines are the averaged upper and lower limits obtained from the 1000 samples 
using the delta method. The blue solid line is the mean Œ values from the samples, 
and the dotted line is the true Œ. 
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informative per observation, and therefore a large sample size is required to improve 
the precision of the estimation of the intensity. In this section, we learn that the delta 
method requires a large number of data points in order to produce confidence limits 
that are precise and accurate. In the next section, we will examine how the model 
perform when we incorporate covariates into the intensity model. 
6.4 Testing the MLE for the Intensity Model with 
Covariates 
In the last section, we tested the simplest intensity model without covariates, and 
MLE performed quite weIl. In this section, we will incorporate covariates into the 
intensity function and assess how MLE performs by first examining the full model 
that incorporates both the covariate and its change, and then assessing the model 
that deals only with the change of the covariate. Similar to the previous section, we 
will start with a sample size of 100, then we will reduce or increase the sample size. 
6.4.1 When n = 100 
In section 3.3, we have introduced the intensity model with covariates, and we have 
mentioned that it is essential to investigate the effects of the the covariates on the 
occurrence rate. In chapter 5, we have applied both the full and reduced models 
to patient 15 and 148, and results indicated that the prednisone change had sorne 
effect on the patients' fiare intensity. Thus, in this section, we want to examine how 
accurately the MLE for the full model is, starting with a sample size of 100. 
Recall that equation (3.11) gives the intensity function at time t when covariates 
are included: 
>.(t) = exp[Œ(t) + p(t)j3o(t) + Dp(t)j31(t)], 
where p(t) is a covariate and Dp(t) is its change, and 
Œ(t) = c'cf>(t) , 
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f30(t) b~ï(t), 
f31(t) = b~8(t). 
We mentioned in section 3.3 that 4>(t) , ï(t) and 8(t) are Kep, K'Y and K8 vectors of 
basis functions at time t respectively. To generate the event times from this model, 
we let the true a, f3o, and f31 be 
a(t) 
f3o( t) 
f31 (t) 
log(4) + 0.2sin(t), 
log(2) + 0.2 sin(t), 
log(3) + 0.1 sin(t), 
and we let the true covariate function and its change function at t be 
p(t) = sin(0.6t), 
Dp(t) = 0.6 cos(0.6t). 
(6.6) 
(6.7) 
(6.8) 
(6.9) 
(6.10) 
Thus, the true intensity function can be obtained by substituting these functions into 
(3.11), and we derive the event times with 100 time points using the method in section 
6.1. We use sine and cosine functions for these true functions as we suspect that a 
covariate such as stress level or prednisone dosage fiuctuates periodicaIly. The true 
covariate and its change functions, which demonstrate the oscillations over the time 
period, are respectively shown in the middle and bottom panels of Figure 6.14, and 
the true intensity is displayed on the left panel of the figure. 
We estimate intensity function with 10 basis functions for a, 6 for both f30 and 
f31, and we set the smoothing parameters values, chosen in a similar way according 
to the resulting estimation, to be Tep = 1, T'Y = 10, and T8 = 1. Figure 6.15 displays 
the estimated curve, fitted to the true curve, which is weIl contained within the 95% 
confidence limits, indicating that the estimation is close to the truth, and the model 
is relatively unbiased for this sample size. Again, in or der to ensure the positivity of 
the confidence limits, we compute the upper and the lower limits for log À first, then 
we exponentiate it to obtain À. 
Figure 6.16 shows the estimated a, f3o, and f31 functions, along with the true 
coefficient functions. The top panel shows that the true a lies within the confidence 
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Figure 6.14: The top panel displays the true intensity for the intensity model with 
covariates when n = 100, whereas the right middle and bottom panels show the true 
prednisone and prednisone change functions, respectively. 
45~----------.-----------~----------~-, 
30 
- 25 ~ 
c< 20 
15 
10 
5 
'\ 
\ 
\ 
j 
1 
Ouuau ____ ~~~~~~œu~~~~mau.~~L3 
o 5 10 15 
time 
Figure 6.15: The blue line is the estimated intensity function, plotted along with 95% 
confidence intervals, the green dashed lines. The red dotted line is the true intensity 
for the intensity model with covariates, and the vertical lines are the generated event 
times. 
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Figure 6.16: The blue lines for the top, middle, and bottom panels are the estimated 
functions for coefficients a, (30 and (31 respectively, and the green dashed lines are the 
95% confidence limits for these coefficients. 
limits except during the time period from t = 10 to t = 12, when the true curve falls 
outside the lower limit. In the middle panel, the true (30 is weIl contained within the 
limits, whereas the bottom panel reveals that the true (31 overlaps with the upper 
limit but falls out si de of the limit before t = 3 and after t = 10. 
Figure 6.17 and 6.18 compare the confidence limits derived from the delta method 
for À, and the coefficients respectively, with the limits obtained from the quantiles of 
the 1000 samples. As each sample ends with a different time point, we choose a time 
point where most samples end with and plot the range of time from 0 to this point. 
In this case, the maximum time point where most sample ends with is about 13, and 
thus, the range of the time in these two plots is from 0 to 13. Notice that in both 
figures, the mean upper and lower limits obtained with the delta method are slightly 
wider than the quantile limits. In the next subsection, we will see that reducing the 
sample size reduces the preciseness of the estimate for this model. 
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Figure 6.17: Comparing the confidence limits for the estimated intensity obtained 
from the delta method (the green dashed lines) with the quantile limits (the magenta 
dashed lines). The blue solid line represents the mean estimated intensity across the 
samples, and the red dotted line is the true intensity. 
2 4 6 8 10 
time 
~ ]t~:~~:;~:; ~:: '";;;;;:: :.:=: ;:1 
o 2 4 6 8 10 12 
time 
10.-----.---~.---~----~----~----~--. 
-10 
o 2 4 6 8 10 12 
time 
Figure 6.18: Comparing the confidence limits for the estimated coefficients obtained 
from the delta method (the green dashed lines ) with the quantile limits from the 
1000 samples (the magenta dashed lines). The blue solid line in the top, middle, 
and bottom panels represent the mean estimated a, (30, and (31 respectively, and the 
dotted lines are the true coefficient functions. 
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6.4.2 Testing the MLE for the Intensity Madel with Covari-
ates When n = 50 
~ ~gb 
o • .. ~ ..... 0 ....... :. - .• ~ :J 
0 0.5 1.5 2 2.5 3 
(J.) time c: 
0 1.~ ~ 
: i Cf) 'c 'C 0.5 (J.) 0 
'- 0 0.5 1.5 2 2.5 3 Cl.. 
(J.) time 
c: o·~1 0 
• • 
: 
• • 
:J Cf) ,c 'C ~ 
Cl.. 0.5 
0 0 0.5 1.5 2 2.5 3 
time 
Figure 6.19: The left panel is the true intensity when n = 50. The top and bottom 
right panels are the true covariate and covariate change function respectively. 
Similar to the case without covariates, when we reduce the sample size to 50, the 
true intensity and the true covariate function, shown in Figure 6.19, contain only one 
peak. In chapter 5, we have already mentioned that with a smaller sample size, when 
we apply the intensity model with covariates, we need to be careful that the total 
number of basis functions do es not exceed the number of data points. Thus, with 
50 data points only, the minimum total number of basis functions or the number of 
parameters to estimate is 12, and we try to keep this number to a minimum to avoid 
exhausting the degrees of freedom. AIso, with smaller number of data points, the 
fluctuation of the occurrence rate is also reduced, and thus, we do not need as many 
basis functions to estimate the intensity curve. Figure 6.20 displays the resulting 
estimate, obtained with a set of 5 basis functions for Œ, 4 for /30 and /31, and the 
intensity curve is plotted with the 95% confidence limits. Notice that although the 
true curve lies mostly within the limits, we cannot conclude that the estimate is 
unbiased, as the limits themselves are too wide. 
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Figure 6.20: The blue li ne is the estimated intensity function obtained with Kep = 5, 
K"'( = Ka = 4, and Tep = T"'( = Ta = 1. The confidence limits are indicated by the green 
dashed lines, and the red dashed li ne is the true intensity. 
Figure 6.21 shows the estimated and the true coefficients with the 95% confidence 
limits, where the limits are so large that the true curves appear to overlap with the 
estimated curves, which is similar to the results we have obtained previous using the 
model without covariates. These results indicate that the model is not as accurate 
when the sample size is small, especially when covariates are incorporated, and further 
confirm that a large number of data points is required for a precise estimate of the 
intensity function, the coefficient function, as well as the confidence limits. 
In Figure 6.22, the upper delta limit for the intensity are so large that we have 
to exclu de the extreme values that are larger than 300 in order to display the mean 
upper li mit in the figure. Moreover, as the samples end with a different time values, 
we only plot the time period between 0 and 3.13, which is the approximate maximum 
time value that most samples end with. 
For the delta confidence intervals shown in Figure 6.23, we also have to exclude 
extreme values that are larger than 300 or smaller than -300. After excluding these 
extreme values, the delta limits are still much wider than the quantile limits, which 
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Figure 6.21: The green dashed lines for the top, middle, and bottom panels are the 
the 95% confidence limits for Œ, /30 and /31 respectively. These intervals are so large 
that the estimated functions and the true curves appear to overlap each other. 
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Figure 6.22: Comparing the confidence limits for the estimated intensity obtained 
from the delta method (the green dashed lines) with the limits obtained from the 
quantiles of 1000 samples (the magenta dashed lines). The blue solid li ne represents 
the mean estimated intensity across the samples, and the red dotted line is the true 
intensity. 
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Figure 6.23: Comparing the confidence limits for the estimated coefficients obtained 
from the delta method (the green dashed lines ) with the quantile limits (the magenta 
dashed lines) wh en n = 50, for the full intensity model. The blue solid line in the top, 
middle, and bottom panels represent the mean estimated a, {Jo, and {Ji respectively, 
and the dotted lines are the true coefficient functions. 
reveals that this intensity model with covariates require even a larger number of data 
points than the model without covariates for a precise estimation of the intensity and 
the coefficient function, as weIl as the confidence limits. 
6.4.3 Testing the MLE for the Intensity Madel with Covari-
ates When n = 300 
Figure 6.24 displays the true intensity, the true covariate and its change function when 
the sample size is 300. Similar to the case without covariates in section 6.3.3, when 
the number of event times is increased, the oscillations in these functions also increase, 
and thus we need a larger number of basis functions for the estimation. Figure 6.25 
displays the estimated intensity, which is obtained with 10 basis functions for a, and 
6 for {Jo and {Ji, is close to the true curve and captures aH its peaks. The difference 
in the accuracy of the estimate is especially obvious when we compare this curve to 
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Figure 6.24: The left panel is the true intensity when n = 300. The top and bottom 
right panels are the true prednisone and prednisone change functions respectively. 
the estimated function obtained with n = 50 shown in Figure 6.20. Moreover, similar 
to what we have obtained in section 6.3.3, for the model without covariates with 
n = 300, the confidence limits produced here are apparently a lot narrower and more 
precise than when the sample size is 100 or 50. 
We have already discussed before in section 5.4.3 that event data require a large 
number of data points for a precise estimate of the intensity function. In this case 
when the covariates are added, when we compare the intensity and the confidence 
limits obtained with 300 data points to the ones obtained with 50 data points, the 
difference in preciseness and accuracy is even more obvious. Thus, it appears that 
adding the covariates into the intensity model require even a larger sam pIe size for 
an unbiased estimate. 
The coefficient plot is shown in Figure 6.26, in which the true coefficient functions 
lie mostly within the limits. For Œ and /31, the true curves overlap with the li mit at 
around t = 10 and t = 48, whereas for /30, the true curve lies outside the lower limit 
towards the end. Overall, the estimated coefficients are quite close to the true curves. 
Similar to the case with n = 50, we obtain the mean intensity values, the mean 
134 
_ 20 
..-
:::r 
15 
10 20 30 40 50 
time 
Figure 6.25: The blue line is the estimated intensity function obtained with Kq, = 10, 
Ky = Ko = 6, and Tq, = T'Y = To = 1. The confidence limits are indicated by the green 
dashed lines, and the red dashed line is the true intensity. 
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Figure 6.26: The green dashed lines for the top, middle, and bottom panels are the the 
95% confidence limits for Œ, (30 and (31 respectively. The solid lines are the estimated 
coefficients, whereas the dotted lin es are the true coefficient functions. 
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upper delta limits in Figure 6.27 by exclu ding extreme values that are over 300, and we 
also exclu de any infinity values. After removing these values, if we compare this figure 
to Figure 6.22, we observe the delta confidence limits for the intensity values are much 
more precise and closer to the quantiles limits when the sample size is larger, which 
supports the results we have obtained previously with the model without covariates. 
The figure is plotted from time 0 to 45, as few samples have maximum time values 
over 45. 
In Figure 6.28, the mean delta upper and lower limits, the mean coefficient values, 
and the quantile limits are obtained by first removing extreme values that are above 
300. Results reveal that the true a, {Jo, and {Jl are well contained within the limits, 
illustrating that the model is unbiased wh en the sam pIe size is large. These results 
further confirm, for a large sam pIe size, that the delta confidence limits for the coef-
ficients much more precise and close to the quantile limits than the limits obtained 
with a smaller sample size. 
In this section, results have demonstrated that the intensity model estimation 
with covariates performs well and is relatively unbiased when the sample size is large. 
However, the estimate appears to be biased if the sample size is 50 or smaller. In 
chapter 5, we have mentioned that a reduced intensity model might be more appro-
priate when the sam pIe size is small. Therefore, in the next section, we will examine 
the performance of the compound log-likelihood model. 
136 
45~r-----~------~------~------~~~ 
40 
35 
30 
25 
20 
15 
OL-____ ~~ ______ ~ ______ ~ ____ ~~~~ 
o 10 20 30 40 
Figure 6.27: Comparing the confidence limits for the estimated intensity obtained 
from the delta method (the green dashed lines) with the limits obtained from the 
quantiles of 1000 samples (the magenta dashed lines). The blue solid line represents 
the mean estimated intensity across the samples, and the red dotted line is the true 
intensity. 
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Figure 6.28: Comparing the confidence limits for the estimated coefficients obtained 
from the delta method (the green dashed lines ) with the limits obtained from the 
quantiles of 1000 samples (the magenta dashed lines) when n = 300. The blue solid 
line in the top, middle, and bottom panels represent the mean estimated Œ, (30, and 
(31 respectively, and the dotted lines are the true coefficient functions. 
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6.5 Testing the MLE for the Positive Bounded Com-
pound Log-likelihood Model with Covariates 
Recall in chapter 3 that we described the positive bounded model in detail, and the 
purpose of the model is to impose an upper bound for the intensity function. In 
equation (3.14), the positive bounded intensity function with covariates is given as 
À(t) = B exp[a(t) + p(t)f3o(t) + Dp(t)f31(t)] 
1 + exp[a(t) + p(t)f3o(t) + Dp(t)f31(t)]' 
Also recall in section 4.3 that we discussed the positive bounded compound log-
likelihood in detail and the compound log-likelihood equation is 
ln Lcom(t,yIÀ) InLE(tIÀ) + InLR((lny(t)lf(À)) 
= tlnÀ(t j ) - fotn À(s)ds 
J 
1 
-2(lny -lnl1(t))'(lny -lnl1(t)), 
()" 
where À with covariates for the positive bounded model is given above. 
In section 5.4.3, we mentioned that the positive bounded model is important 
in controlling the upper bound of the intensity function, especially when we apply 
the compound log-likelihood model, as the estimation of the response depends upon 
the range of the intensity values. Thus, it is necessary to examine accuracy of the 
estimation method for the positive bounded compound log-likelihood model. In this 
section, we will first st art with n = 100, and then we will proceed to examine the 
method wh en n = 50 and n = 300. 
6.5.1 When n = 100 
Recall in section 6.3.1 that we have tested the intensity model with covariates when 
n = 100, and the true intensity was displayed in Figure 6.14. Now, we will use these 
event times and the true intensity as the event time points for the compound log-
likelihood model, which is displayed again in Figure 6.29. From these event times we 
let log y(t) = 3 log À(t) plus error randomly generated from a normal distribution be 
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Figure 6.29: The estimated intensity, the blue solid line, plotted along with the 95% 
confidence limits, the green dashed lines. The intensity curve is obtained with the 
compound log-likelihood model by setting Kq, = 10, K'Y = Ka = 8, K'Ij; = 8, and 
Tq, = T8 = T'Ij; = 1, T'Y = 10. The red dashed line is the true intensity. 
the response variable. The true responses are displayed as circles in Figure 6.30, and 
we will use the same true covariate and covariate change function from Figure 6.14. 
To estimate the intensity function and the smoothed function for the response 
variable, we use 10 basis functions for a, 6 for /30 and /31, and 6 basis functions for 
ln 11, the estimated response. As the intensity values ranges from 0 to 20, we set the 
upper bound, B to be 30, which means that the maximum estimated intensity value 
is 30. Figure 6.44 shows the estimated curve, which is very close to the true intensity. 
The estimated curve is plotted along with the 95% confidence limits, in which the 
true curve lies, demonstrating that the estimation is relatively unbiased. 
Figure 6.30 displays the smoothed response function, which reveals that the esti-
mated response is a good fit to the true response. The estimated function is plotted 
along with the 95% confidence intervals, in which most of the true responses lie, 
showing that the estimation of the response is relatively unbiased. In Figure 6.31, 
the true a lies outside the confidence limits, whereas the true /30 and /31 lie within the 
limits, which reveals that the estimation of /30 and /31 is close to the truth, but not 
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Figure 6.30: The red solid line is the smoothed response function after applying the 
compound log-likelihood model, whereas the green dashed lines are the 95% confi-
dence limits. The circles are the true response values. 
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Figure 6.31: The blue solid lines in the top, middle, and bottom panels display the 
coefficient functions for a, f3o, and f31 respectively wh en n = 100, plotted with the 
95% confidence intervals, the green dashed lines. The red dotted lines are the true 
coefficient functions. 
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the estimated a. 
Figure 6.32, 6.33, and 6.34 compares the delta confidence limits for the estimated 
intensity, response, and coefficients and the corresponding quantile limits obtained 
from 1000 samples, plotted from t = 0 to t = 14, as few samples have maximum 
time points beyond 14. Figure 6.32 compares the confidence limits for the intensity 
obtained by the delta method with the quantile limits. Although we have used the 
positive bounded model to impose a constraint on the intensity values, sorne values of 
the upper limit are still extremely large or even infinite. Therefore, we remove those 
values that are infinite and also over 40, before computing the mean upper intensity 
delta limit. Results show that the delta limits are wider than the quantile limits, 
which is what we have obtained previously with other models. 
Figure 6.33 shows the delta limits and the quantile limits for the estimated re-
sponse function. The delta limits are wider than the quantile limits for the response 
functions. Figure 6.34 shows the two sets of limits for the estimated coefficients, in 
which the quantile limits are much sm aller than the delta limits for the coefficients. 
Thus, we have observed in this section that the MLE for the positive bounded com-
pound log-likelihood model is relatively unbiased and overall quite accurate, and that 
for this sample size, the delta limits are wider than the quantile limits. Next, we will 
reduce the sample size and examine the accuracy of the estimation. 
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Figure 6.32: Comparing the averaged upper and lower confidence limits for the es-
timated intensity obtained from the delta method (the green dashed lines) with the 
limits obtained from the quantiles of 1000 samples (the magenta dashed lines) for the 
positive bounded compound log-likelihood model with n = 100. The blue solid line 
represents the mean estimated intensity across the samples, and the red dotted line 
is the true intensity. 
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Figure 6.33: Comparing the confidence limits for the estimated response function. 
The green dashed lines are the 95% delta limits for the response function, whereas 
the magenta dashed lines are the quantile limits. The red solid li ne is the mean 
response across samples. 
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Figure 6.34: Comparing the confidence limits for the estimated coefficients obtained 
from the delta method (the green dashed lines ) with the limits obtained from the 
quantiles of 1000 samples (the magenta dashed lines) when n = 100. The blue solid 
line in the top, middle, and bottom panels represent the mean estimated a, (30, and 
(31 respectively, and the dotted lines are the true coefficient functions. 
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6.5.2 When the sample size is reduced: n = 50 
100 
'" 
" 80 
J' " 60 
- " 
§ 
-
-- " C""<! 1 \ '\ 
40 l \ 
" 
" 
" "" 
20 . 
" \' ("" 
,\" \ \ \ 
,\", , 
"", , 
JI" , 
0 
0.5 1.5 2 2.5 3 
time 
Figure 6.35: The blue solid line is the estimated intensity, obtained after applying 
the compound log-likelihood model the simulated data when n = 50, with the upper 
bound B = 30. We also set K<jJ = 8,K, = K8 = K'Ij; = 6, and 7<jJ = 78 = 7'1j; = 1,7, = 
10. The green dashed lines are the 95% confidence limits, whereas the red dashed 
line is the true intensity. 
To examine the performance of the compound log-likelihood model wh en the sam-
pIe size is 50, we will use the event times and the true intensity function from Fig-
ure 6.19 obtained from the full intensity model with n = 50, which is displayed 
again in Figure 6.35. From these event times, we obtain the response by letting 
log y(t) = 3 log À(t) plus randomly generated error, and the true responses are repre-
sented as circles in Figure 6.36. 
Figure 6.35 shows the estimated intensity with the 95% confidence limits, which 
are so large that the estimated intensity appears to overlap with the true curve. If 
we compare this to the intensity displayed in Figure 6.20, it seems that either ad ding 
the response log-likelihood or using the positive bounded model has improved the 
fit especially when the sample size is small. Figure 6.36 displays that the smoothed 
response curve, which fits the true responses weIl, revealing that even when the sample 
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size is small, the fitting of the response appears to be less affected by the sample size 
as the intensity function. Figure 6.37 displays the estimated Œ, /30, and /31 with the 
95% confidence limits, in which the true coefficients lie. However, although the true 
/30 and /31 lie within these limits, the confidence intervals for these coefficients are 
quite large that we cannot conclude that the estimation is unbiased. 
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Figure 6.36: The red solid line is the smoothed response function after applying the 
compound log-likelihood model for n = 50. The green dashed lin es are the 95% 
confidence limits, whereas the circles are the true response values. 
Figure 6.38 compares the confidence limits for the intensity obtained by the delta 
method with the quantile limits, plotted from t = 0 to t = 3, as we most samples 
have maximum time values at about 3. To obtain this figure, we remove upper delta 
limit values that are infinite or above 40. Results indicate that the delta limits are 
wider than the quantile limits. 
Figure 6.39 and 6.40 compare the delta limits with the quantile limits for the 
response and the coefficients respectively, obtained from 1000 samples when n = 50. 
In Figure 6.54, the delta limits for the response are much wider than the quantile 
limits. In Figure 6.40, the mean upper and lower delta limits are so large for aH three 
coefficients that the quantile limits, the mean and the true intensity curves appear 
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Figure 6.37: The blue solid lines in the top, middle, and bottom panels display the 
coefficient functions for a, {Jo, and {J1 respectively, for n = 50. The green dashed lines 
in the middle and bottom panels are respectively the true prednisone and its change 
functions. 
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Figure 6.38: Comparing the averaged upper and lower confidence limits for the es-
timated intensity obtained from the delta method (the green dashed lines) with the 
limits obtained from the quantiles of 1000 samples (the magenta dashed lines) for the 
positive bounded compound log-likelihood model with n = 50. The blue solid line 
represents the mean estimated intensity across the samples, and the red dotted line 
is the true intensity. 
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to overlap one another. If we compare this figure to Figure 6.34, in which the delta 
limits for the coefficients are much closer to the quantile limits when n = 100, it is 
clear that reducing the sample size reduces the precision in estimating the delta limits 
for this modeI. 
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Figure 6.39: Comparing the delta limits (the green dashed lines) with the quantile 
limits (the magenta dashed lines) for the estimated response function. The red solid 
line is the mean response across samples. 
Henee, results from the compound log-likelihood model are quite similar to the 
other models. That is, the estimation gets less precise when the sample size is small, 
and that a lot of data points are required for an accurate estimation. However, it 
appears that either ad ding the response log-likelihood or using the positive bounded 
model improves the preciseness of the estimated intensity, especially when the sample 
size is smalI. AIso, the fitting of the response seems to be less influenced by the sample 
size. In the next subsection, we will assess the performance of MLE when the sample 
size is large. 
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Figure 6.40: Comparing the confidence limits for the estimated coefficients obtained 
from the delta method (the green dashed lines ) with the limits obtained from the 
quantiles of 1000 samples (the magenta dashed lines) when n = 300. The blue solid 
line in the top, middle, and bottom panels represent the mean estimated a, f3o, and 
f31 respectively, and the dotted lines are the true coefficient functions. 
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6.5.3 When the sample size is increased: n = 300 
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Figure 6.41: The estimated intensity for n = 300, represented by the blue solid line, 
obtained with B = 20, K4> = 16, K'Y = K6 = K'Ij; = 8, and T4> = 0.1, T'Y = 10, T6 = 
T'Ij; = 1. The red dashed line is the true intensity. 
Similar to how we obtained the event times when the sam pIe size is 100 or 50, we 
used the simulated event times and the true intensity shown in Figure 6.24, which 
contains a lot of oscillations. To estimate the intensity curve, we use 16 basis functions 
for a, and 8 for the other coefficients, and the estimated fun ct ion is displayed in Figure 
6.41. In this figure, estimated function captures the fluctuation of the true curve, and 
it is quite close to the truth. AIso, the confidence limits are a lot narrower compared 
to Figure 6.35, when the sample size is small. 
Figure 6.42 shows the smoothed response function with the 95% confidence limits, 
in which most of the true responses lie in. Again, the fitting of the response appears 
to be less affected by the sample size. The coefficient plot is shown in Figure 6.43, in 
which the true /30 and /31 appear to overlap with the estimated curve as the confidence 
limits are large. 
Figure 6.44, 6.45, and 6.46 compare the delta limits with the quantile limits for 
the intensity, the estimated response, and the coefficients respectively, plotted from 
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Figure 6.42: The red solid li ne is the smoothed response function after applying the 
compound log-likelihood model for n = 300, whereas the green dashed lines are the 
95% confidence limits. The circles are the true response values. 
t = 0 to t = 50, as 50 is the time point where most samples end with. In Figure 
6.44, the upper delta limit is obtained by first excluding the infinite values and values 
that are over 40. When we compare this figure to Figure 6.38, it appears that the 
delta limits are doser to the quantile limits when n = 300, which confirms the results 
obtained previously. 
The delta limits for the response are a litt le wider than the quantile limits, and if 
we compare Figure 6.45 to Figure 6.39, the difference between the two sets of limits 
appear to be smaller when the sample size is large. Similar conclusions can be drawn 
when we compare Figure 6.46 and 6.40, in which when the sample size is large, the 
delta limits for the coefficients are more precise and not as wide. 
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Figure 6.43: The blue solid lines in the top, middle, and bottom panels display the 
coefficient functions for a, (30, and (31 respectively with n = 300. The green dashed 
lines are the 95% confidence limits. 
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Figure 6.44: Comparing the averaged upper and lower confidence limits for the es-
timated intensity obtained from the delta method (the green dashed lines) with the 
limits obtained from the quantiles of 1000 samples (the magenta dashed lines) for the 
positive bounded compound log-likelihood model with n = 300. The blue solid line 
represents the mean estimated intensity across the samples, and the red dotted line 
is the true intensity. 
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Figure 6.45: Comparing the delta limits (the green dashed lines) with the quantile 
limits (the magenta dashed lines) for the estimated response function. The red solid 
line is the mean response across samples. 
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Figure 6.46: Comparing the confidence limits for the estimated coefficients obtained 
from the delta method (the green dashed lines ) with the limits obtained from the 
quantiles of 1000 samples (the magenta dashed lines) when n = 300. The blue solid 
Hne in the top, middle, and bottom panels represent the mean estimated a, /30, and 
/31 respectively, and the dotted lines are the true coefficient functions. 
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6.6 Conclusion 
Overall, the estimation for the intensity model with and without covariates appears to 
be relatively unbiased when the sample size is 100 or larger. With a small sample size, 
the estimation seems to be biased, especially when the model incorporates covariates. 
Similar conclusions can be drawn with the estimation for the compound log-likelihood 
model. The estimation of the response, however, is less affected by the sample size. 
Results reveal that the delta method in deriving the confidence limits become 
more precise and accurate as the sample size gets larger, and the limits are very close 
to the limits obtained from the quantiles when n = 300. Thus, when the sample 
size is 50 or less, it is suggested to use a simpler model, either the model without 
covariates or the reduced intensity model with covariates. 
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Chapter 7 
Conclusion and Discussion 
This thesis has focused on developing techniques to analyze event times and their 
strengths. In chapter 3, we described an intensity model that estimates the inten-
sity function for the occurrence of events su ch as smoking, lupus flares, accidents, 
or alcohol consumption. As we believe that covariates such as stress level, mood, or 
prednisone dosage, and their change might have an effect on the person's event occur-
rence rate, 'we incorporated covariates and their change into the intensity function. 
We also introduced the positive bounded model, which imposes an upper bound on 
the intensity function, as weIl as the positive model, where no such limit is imposed. 
In addition to the person's occurrence rate, we believe that it is also important for 
a physician, therapist, or the person himself, to acquire information on the person's 
severity of the event occurrence. Thus, we developed a compound log-likelihood 
model, which was described in chapter 4, to simultaneously estimate the intensity 
rate and the severity of the events. Although we had used the positive bounded 
model only when applying the compound log-likelihood, the positive bounded model 
could also be used with the intensity model with or without covariates as weIl. 
In chapter 5, we applied the intensity model with and without covariates, and also 
the positive bounded compound log-likelihood model to two lupus patients, patient 
15 and 148. Results showed that event data are not informative per observation, and 
that the model requires a large number of data points for a precise estimate of the 
intensity function and the confidence intervals, especially for the full intensity model, 
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as weIl as the compound log-likelihood model, which consumes a larger number of 
degrees of freedom than the intensity model without covariates. As there were only 
22 flare time points for patient 148, the estimated intensity was less precise and the 
confidence limits derived using the delta method were a lot wider. 
Results also revealed that when the intercept was dropped from the intensity 
model, the prednisone change demonstrated effects on both patients' intensity rate. 
Thus, physicians treating lupus patients are suggested to be more careful when chang-
ing patients' dosage, as a large increase in prednisone dosage might itself induce an-
other flare. After applying the compound log-likelihood model to these two patients, 
results suggested that there was sorne linear relationship between the patients' flare 
intensity and their SLEDAI scores. The relationship was either positive or negative, 
depending on the patient. 
These lupus data, however, are not ideal for our model. As we mentioned before, 
event data themselves are not informative, and a lot of data points are required for 
our model for a precise estimate. Patient 15, who suffered from 48 flares over an 
18-year period, was already the patient with the most flares, but we demonstrated 
in chapter 6 that with 50 data points or fewer, the results appeared to be far from 
precise and the model seemed to be biased. As we observed in chapter 6 that when 
the sample size was 300, the resulting estimated intensity and the confidence limits 
were far much more precise. Thus, our model would have worked better and would 
have produced better results if the event response data had contained at least 200 or 
even 300 data points that described the person's event times and strengths. However, 
although these types of data are becoming increasingly important in social sciences, 
we had a great deal of difficulty in obtaining these types of data sets. Our model 
might probably be more applicable to financial or insurance data, as these types of 
data often contain a large number of data points, and they are also more available 
and easier to obtain. 
Event response data modeling or marked point pro cess is technically advanced, 
and thus, during our analysis, we have encountered numerous technical difficulties 
that need to be mentioned. First, during our analysis of the lupus data, as the last 
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event time point was often an occurrence of the last tiare, the intensity value towards 
the end often became extremely large or sometimes even infinite. That was the reason 
why we had developed the positive bounded model, which imposed a constraint on 
the upper limit of the intensity function, and was especially important in controlling 
the range of intensity values when we applied the compound log-likelihood. Moreover, 
we mentioned in chapter 6 that when we were testing the estimation for the intensity 
model with covariates and also for the compound log-likelihood, some of the intensity 
values and coefficient values of the simulated 1000 samples become extremely large 
or even infinite. Even when we used the positive bounded model to control the range 
of intensity values, the upper confidence limits were not bounded, and as a result, 
some of the upper delta limits became infinite or extremely large. We tried to deal 
with this problem by removing the extreme values, and we defined these values by 
examining the range of the graph. 
One of the limitations of the model is that it takes up a lot of degrees of freedom. 
As we mentioned in chapter 5, the minimum number of basis functions for the intensity 
model with covariates is 12, and for the compound log-likelihood model, it is 16. This 
works well if we have a large number of data points. However, as we had observed in 
the lupus data, the maximum number of tiares was 48, which was far from the ideal 
number of data points for the model. In chapter 6, we showed that the estimation 
was far from the truth, and the delta limits were a lot wider than the quantile limits 
when the sample size was 50. Thus, we suggested that if the number of data points 
is small, it might be a better idea to use the reduced model instead. 
Another limitation of the model is that it was built upon the assumption that 
event data follow a Poisson distribution. However, the assumptions of a Poisson 
process, which were described in section 2.1, might be unrealistic. For example, the 
assumption that there is no relationship between the next event time and the previous 
event times is not realistic. In reallife, knowing the previous event times might often 
provide you with some information when the next event might occur. An example is 
the occurrence of earthquakes. If you know that a big earthquake has just occurred, 
you might assume that another big earthquake would not occur soon, due to the 
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geophysical nature of the ground. Moreover, the assumption that the waiting times 
are independent of each other is also far from realistic. For example, if a couple 
often fights every couple of days, and if they haven't fought for three days, you would 
expect that a fight is going to happen soon. 
In a Poisson process, the waiting times are assumed to be exponentially dis-
tributed, which means that no matter how long you have waited already, it gives you 
no information as to how long you still have to wait. This is hardly true in reallife. 
For example, if you have already waited for a bus for a certain time, chances are that 
your waiting time might decrease and that the bus would arrive soon. In section 2.2, 
we mentioned that Poisson distributed event response data, or a compound Poisson 
pro cess , assumes that there is no relationship among the responses. However, in real 
life, responses are often related to one another. In the lupus example, there appeared 
to be sorne relationship among the SLEDAI scores during a patient's flares, and thus 
if we know the SLEDAI scores of the previous flares of a patient, we might be able to 
pre di ct the SLEDAI score of the next flare. Another example is the number of drinks 
consumed by an alcoholic, in which the number of drinks might increase over time 
due to an increase in the tolerance level. 
Although Poisson pro cesses might not be realistic in the real world, they provide a 
good starting point to model event response data. Thus, future research will involve 
the development of techniques to model event response data with different types of 
processes, in order to provide a more realistic model for these types of data. Moreover, 
the smoothing parameter values in chapter 5 and 6 were chosen by examining the 
resulting fit, and thus, future research will also involve in using a more systematic 
method in finding optimal smoothing parameter values, such as the generalized cross 
validation method. 
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Appendix A 
Parameter Estimation 
A.l Likelihood 
Suppose we have a set of event times [tl, ... ,tN], and we let 8 be the parameter we are 
trying to estimate. Assume that we have an equation p(tI8) specifying the probability 
of obtaining t i given 8. If the N event times are independent of each other, then we 
could multiply these equations p(tI8) together to obtain the probability of the whole 
sample. That is, 
L(tI8) p(tlIO) x ... x p(tNIO) 
N 
IIp(ti I8). 
This product is called the likelihood of the sample of the data. 
As the products of probabilities become too small as N increases, log-likelihood, 
the logarithm of the likelihood, is often used instead. The log-likelihood involves 
summing log probabilities: 
ln L(tIO) Inp(t l I8) x ... x Inp(tN I8) 
N L Inp(ti I8). 
A.2 Maximum Likelihood Estimation (MLE) 
Maximum likelihood estimation (MLE), which is the mostly widely used parameter es-
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timation method in statistics, involves maximizing the log-likelihood, ln L(tIB). That 
is, it aims to find parameter values that maximize the probability of obtaining the 
observed data. 
The rationale for this approach is based on the assumption that the data, whieh 
are random, are representative of the population. The larger the sam pIe size is, the 
more representative it is for the sample to the population. Therefore, if we maximize 
the likelihood with respect to the parameters, we cannot be too far off. Since the log 
is a strietly monotonie transformation, maximizing the log-likelihood will yield the 
same results. 
The MLE's have the following properties: 
1. MLE's are consistent when the sample size is large. That is, for large sample 
sizes, the estimate, ê, will become close to the parameter value, B. 
2. When the sample size is large, MLE's are unbiased. That is, for large sample 
sizes, the expected value of the estimate will equal to the parameter value. 
3. MLE's are efficient when the sample size is large. That is, for large sample sizes, 
the ratio of mean squared error (MSE), whieh is the average squared deviation 
of the estimate from the parameter, to its lower limit, is close to one. 
4. A maximum likelihood estimate is normally distributed for large sample sizes 
with mean equal to the parameter value and variance that can be easily com-
puted. 
These properties make maximum likelihood estimation a desirable method for param-
eter estimation. In practice, calculating the maximum likelihood estimate involves 
setting the derivative of the log-likelihood with respect to B equal to zero and then 
solving the value of B that satisfies the equation. 
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Appendix B 
The Gradient and Hessian for the 
Compound Log-likelihood 
B.I The Penalized Event Log-likelihood Gradient 
To estimate the vector of coefficients c, bo, and b l using maximum likelihood estima-
tion, it would be necessary to compute the gradient of PENLE(tIÀ). Recall in chapter 
3 from equations (3.27) and (3.28) that the penalized event log-likelihood is 
PENL(tIÀ) = -ln L(tIÀ) + TlaPEN(c' ct>(t)) + TlbPEN(b~ï(t)) + 
TlcPEN (b~ 8 (t)) 
where PEN(c'ct>(t)), PEN(b~ï(t)), and PEN(b~8(t)) are provided in formulas (3.24), 
(3.25), and (3.26) respectively. AIso, ln L(tIÀ) for the positive model is given in 
equations (3.18), and for the positive bounded model, it is provided in equations 
(3.19) and (3.20). 
B.1.l Event Log-likelihood Positive Model Gradient 
Substituting equation (3.18) into (3.27) and (3.28), the penalized event log-likelihood 
for the positive model is 
ln L(tIÀ) t W(tj ) - fotn exp[W(s)]ds 
J 
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where W(t) is equal to 
+TlaPEN(c'<p(t)) + TlbPEN(b~/(t)) + 
TlcPEN (b~ 8 (t)) 
W(t) = c'<p(t) + p(t)b~/(t) + Dp(t)b~8(t)1 
Taking the derivatives of PENLE(tIÀ) with respect to c, bo, and b l yields 
rtn Dc[PENLE(tIÀ)] = - ~ <p'(tj ) + Jo <p'(s)À(s)ds + 2TlaC'Rq" 
J 
Dbo[PENLE(tIÀ)] = - 2]p(tj)f'(tj)] + fotn p(s)f'(s)À(s)ds + 2Tlbbo'Ry, 
J 
(B.1) 
Db1 [PENLE(tIÀ)] - 2:]Dp(tj)8'(tj)] + fotn Dp(s)8'(s)À(s)ds + 2Tlcbl'R", 
J 
where À(s) is given in equation (3.11). 
B.1.2 For the Positive Bounded Model 
Recall from equations (3.19) and (3.20) that the log-likelihood for the positive bounded 
model is 
InL(tIÀ) = tlnÀ(tj) - fotn À(s)ds 
J 
where from formula (2.10) 
n 
L:[ln B + W(t) - In[l + exp[W(t)]]] 
j 
rtn 
- Jo BV(t)ds, 
V(t) = exp[W(s)] 
1 + exp[W(s)] 
and W(t) is provided in equation (B.1). Thus, the penalized log-likelihood for this 
model is 
-ln L(tIÀ) + TlbPEN(b~/(t)) + 
TlcPEN(b~ 8(t)) 
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The derivatives of PENLE(tl..\) for the positive bounded model with respect to c, bo, 
and hl are 
= - L: 4>' (tj )[1 - V(tj )] + (B.2) j 
ltn o BV(s)[l - V(s)]4>'(s)ds + 271aC'Rq" (B.3) 
- L:p(tj)/'(tj )[1 - V(t j ))] + (B.4) j 
fotn BV(s)[l- V(S)]p(s)/'(s)ds + 271bhO'R-y, (B.5) 
- I: Dp(tj )8'(tj )[1 - V(t j ))] + (B.6) j 
ltn o BV(s)[l - V(s)]Dp(s)8'(s)ds + 271chl'Ro (B.7) 
Henee, the gradient vector of the first penalized log-likelihood for the positive model 
or the positive bounded model is 
Dc[PENLE(tl..\)] 
\7PENLE(tl..\) = Dbo[PENLE(tl..\)] 
Dbl [PENLE(tl..\)] 
B.2 The Hessian Matrix for the Penalized Event 
Log-likelihood 
To compute the Hessian matrix for the penalized first log-likelihood, we first have to 
obtain the second order derivatives with respect to c, ho, and hl. 
B.2.1 Second-order Partial Derivatives for the Positive Model 
The second-order partial derivatives with respect to c are 
Dcc [PENLE (t 1..\)] 
Dcbo [PENLE(tl..\)] 
Dcbl [PENLE(tl..\)] 
fotn 4>(S)4>'(s)..\(s)ds + 271aRq" 
fotn p(S )4>(S )/'(S )..\(S )ds, 
fotn Dp(s )4>(s )8' (s )..\( s )ds. 
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The second-order partial derivatives with respect to ho are 
Dbobo[PENLE(tIÀ)] fotn p2(sh(sh'(s)À(s)ds + 2TlbR" 
Dbobl [PENLE(tIÀ)] = fotn p( s )Dp(s h( s )t5' (S )À(S )ds, 
Dboc[PENLE(tIÀ)] = D~bo[PENLE(tIÀ)] 
The second-order partial derivatives with respect to hl are 
DbIb l [PENLE(tIÀ)] = fotn [Dp(sWt5(S)t5'(s)À(s)ds + 2TlcR", 
Dblbo [PENLE(tIÀ)] = D~obl [PENLE(tIÀ)], 
DbIC[PENLE(tIÀ)] = D~bl [PENLE(tIÀ)]o 
B.2.2 Second-order Partial Derivatives for the Positive Bounded 
Model 
The second-order partial derivatives with respect to c are 
Dcc[PENLE(tIÀ)] = L 4>'(tj )V(tj )[1 - V(t)]4>'(tj) + 
j 
fotn B4>'(s)V(s)[1 - V(s)][1 - 2V(s)]4>'(s)ds 
+2Tl a Rc/> , 
j 
+ fotn Bp(sh'(s)V(s)[1 - V(s)][1- 2V(s)]4>'(s)ds 
L Dp(tj )t5'(tj )V(tj )[1 - V(tj )]4>'(tj ) 
j 
+ fotn BDp(s)t5'(S)V(s)[1 - V(s)][1 _o2V(s)]4>'(s)ds 
The second-order partial derivatives with respect to ho are 
DbObO [PENLE(tl À)] = Lp2(tjh'(tj)V(tj)[1- V(tj)h'(tj ) 
j 
+ fotn Bp2(sh'(s)V(s)[1 - V(s)][1 - 2V(S)h'(s)ds + 2TlbR, 
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j 
+ fotn Bp(s)Dp(s)T(s)6'(s))V(s) [1 - V(s)][l- 2V(s)]ds 
Dboc[PENLE(tIÀ)] = D~bo[PENLE(tIÀ)] 
The second-order partial derivatives with respect to b l are 
DbIbl[PENLE(tIÀ)] = L:[Dp(tjW6'(tj)V(tj)[1- V(t j )]6'(tj ) 
j 
Dbl bo [PENLE (t 1 À) 1 
DbIC[PENLE(tIÀ)] 
+ fotn B[Dp(sW6'(s)V(s)[1 - V(s)][l - 2V(s)]6'(s)ds + 2TlcR8 
D~Obl [PENLE(tIÀ)], 
D~bl [PENLE(tIÀ)]. 
Renee, the Ressian matrix of PENLE(tIÀ) for either model is 
Dcc Dcbo DCbl 
H(PENLE(tIÀ)) = D~bo Dbobo Dbobl 
D~bl D~obl DbIbl 
B.3 The Penalized Response Log-likelihood Gra-
dient 
Recall in equation (4.5) that maximizing the penalized response log-likelihood is 
equivalent to maximizing 
PENLR ( (ln ylf( À)) -ln LR((lnylf(À)) + T,!/!PEN(f(À)) 
~(lny -lnlL(t))'(lny -lnlL(t)) + T1jJd'R1jJd, 
(J 
and also recall in equation (??) that 
À(t) = exp[c'4>(t) + p(t)b~ï(t) + Dp(t)b~6(t)]. 
B.3.1 The Penalized Response Log-likelihood Gradient 
To derive the gradient of the penalized response log-likelihood, we need to compute 
the first-order partial derivatives with respect to c, bo, b l , and cl: 
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De[PENLR(lnylf(À)] = :2 [ln y -1P'(À)d]'[- o(1P~~)d) ~~], 
Dbo [PENLR(ln ylf(À)] = :2 [ln y -1P'(À)d]'[- O(1P~~)d) :~], 
Dbl [PENLR(lnylf(À)] = :2 [ln y -1P'(À)d]'[- O(1P~~)d) ::1], 
where for the positive model, 
oÀ 
oc 
oÀ 
obo 
oÀ 
ObI 
= q/(t)À, 
,'(t)p(t)À, 
= 8'(t)Dp(t)À, 
and for the positive bounded model, 
oÀ BV(t)[l - V(t)]<t>'(t), 
oc 
oÀ BV(t)[l - V(t)]p(th'(t), = obo 
oÀ BV(t)[l - V(t)]Dp(t)8'(t) ObI 
The derivative with respect to d for both models is 
Dd[PENLR(ln ylf(À)] = 22 [ln y -1P'(À)dl' Dd [1P'(À)d] + 2T,pd'R,p (J 
= 22 [ln y -1P'(À)dl'1P'(À) + 2T,pd'R,p. (J 
Renee, the gradient vector of the second penalized log-likelihood is 
\7PENLR[lnylf(À)] = 
De [PENLR(1n yi f (À)] 
Dbo [PENLR(ln ylf( À)] 
Dbl [PENLR(ln ylf(À)] 
Dd[PENLR(ln ylf(À)] 
(B.8) 
(B.9) 
(B.I0) 
(B.n) 
(B.12) 
(B.13) 
B.3.2 The Expected Hessian Matrix for the Penalized Re-
sponse Log-likelihood 
As the expected value of [ln y -1P'(À)d] is approximately zero, and that the expected 
Ressian is used in the obtaining of the confidence intervals, we will compute the 
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expected Hessian for the penalized response log-likelihood directly. First we have to 
obtain the expected second order derivatives with respect to c, ho, hl, and d. 
Expected Second-order partial derivatives 
The expected second-order partial derivatives with respect to c are 
E[Dcc [PENLR(ln ylf(À)]] 
E[Dcbo [PENLR(ln ylf(À)]] 
E[Dcbl [PENLR(ln ylf(À)]] 
E[Dcd [PENLR(ln ylf(À)]] 
_ ~[ô("p'(À)d) ÔÀ]'[ô("p'(À)d) ÔÀ] 
(72 ÔÀ ÔC ÔÀ ÔC ' 
= ~[ô("p'(À)d) ÔÀ]'[ô("p'(À)d)~] 
(72 ÔÀ ôe ÔÀ ôho ' 
= ~[ô("p'(À)d) ÔÀ]'[ô("p'(À)d)~] 
(72 ÔÀ ac aÀ ah l ' 
~{["p(À)][a("p'(À)d) aÀ]}, 
(72 aÀ ac 
The expected second-or der partial derivatives with respect to ho are 
E[D~bo[PENLR(lnylf(À)]], E[DbOc[PENLR(lnylf(À)]] 
E[Dbobo[PENLR(lnylf(À)]] _ ~[ô("pI(À)d) ôÀ nô("p'(À)d) ~] 
(72 ôÀ ôho ôÀ ôho' 
E[Dbobl [PENLR(lnylf(À)]] = ~[ô("p'(À)d) aÀ l,[ô("p'(À)d)~] 
(72 aÀ aho aÀ ah l ' 
~{["p(À)][ô("p'(À)d) ~]}', 
(72 ôÀ ôho 
The expected second-order partial derivatives with respect to hl are 
E[Dblc[PENLR(lnylf(À)]] - E[D~bl [PENLR(ln ylf(À)]], 
E[Dblbo[PENLR(lnylf(À)]] = E[D~obl [PENLR(ln ylf(À)]J, 
E[ Dbl bl [PENLR (ln yi f (À)]] ~[a("p'(À)d) aÀ na("p'(À)d)~] (72 ôÀ ahl ôÀ ah l ' 
E[Dbld[PENLR(lnylf(À)]] = ~{["p(À)][ô("p'(À)d) ~]}', (72 aÀ ah l 
The expected second-order partial derivatives with respect to d are 
E[DdclPENLR(1n ylf(À)ll = E[D~d[PENLR(lnylf(À)]], 
E[Ddbo [PENLR(ln ylf(À)]] = E[D~od[PENLR(lnylf(À)ll, 
E[Ddbl [PENLR(lnylf(À)]l = E[ D~l d [PENLR (ln yi f (À)]], 
E[Ddd[PENLR(ln ylf(À)]] 2 2[-"p(À)]["p'(À)] + 2r,pR,p 
(7 
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In the above equations, ~~, :':0' and :':1 for the positive model are given in equations 
(B.8), (B.9), and (B.10), whereas for the positive bounded model, they are provided 
in (B.11), (B.12), and (B.13). Hence, the Hessian matrix of PENLR(1nylf(À)) is 
Dcc Dcbo DCb1 Dcd 
H(PENLR((lnylf(À)) = D~bo Dbobo Dbob1 Dbod 
D~bl D' Db1b1 Dbld bobl 
D~d D~od D~ld Ddd 
B.4 The Penalized Compound Log-likelihood Gra-
dient and Hessian 
Recall that the gradient of the penalized event log-likelihood is 
Dc[PENLE(tIÀ)] 
\7PENLE(tIÀ) = Dbo[PENLE(tIÀ)] 
Db1 [PENLR(tIÀ)] 
It is obvious that the first derivative of the penalized event log-likelihood with respect 
to coefficient vector d is zero. That is, 
The gradient of the penalized compound log-likelihood for either the positive model or 
the positive bounded model is the sum of the gradients of the event and the response 
penalized log-likelihoods: 
which is equal to 
\7PENLcom (t, ylÀ) = 
Dc[PENLE(tIÀ)] + Dc[PENLR(lnylf(À)] 
Dbo[PENLE(tIÀ)] + Dbo [PENLR (1nylf(À)] 
Db1 [PENLE(tIÀ)] + Db1 [PENLR(ln ylf(À)] 
Dd[PENLR(ln ylf(À)] 
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Recall that the Hessian matrix of the penalized event log-likelihood is 
l)cc l)cbo l)cbl 
H(PENLE(t!À)) = l)~bo l)bobo l)bob1 
Again, it is clear that the second derivatives of the penalized event log-likelihood 
with respect to d are zeros. Thus, the fourth row and column of the H(PENLE(t!À)) 
should be zero: 
l)cc l)cbo l)cbl 0 
l)~bo l)bobo l)bobl 0 H(PENLE(t!À)) = 
l)~bl l)~Obl l)blbl 0 
0 0 0 0 
Now, the Hessian of the penalized compound log-likelihood is the sum of the Hessian 
matrices of the two log-likelihoods: 
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..... \ 
B.5 Estimating 0"2 
For the ith subject, the second log-likelihood function is 
Maximizing equation (B.15) is equivalent to minimizing 
If we let ri = log Yij - log f.lij, then equation (B .16) can be expressed as 
ni 
-ln L2i ( (ln Yi(t) 1!(Ài )) = 2Jln 0'; + r;j/O'7], 
j=l 
Taking the derivative of equation (B.17) and setting it to zero results in 
Solving equation (B.18) yields 
and therefore, 
ni 
NO'; = L:r;j' 
j=l 
~2 1 ~ 2 
O'i = N L.. rij · j=l 
Substituting Ô'; for 0'; into equation (B.17) gives 
- ln L2i ( (ln Yi (t ) I! (Ài ) ) 
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(B.16) 
(B.17) 
(B.18) 
(B.19) 
Appendix C 
MatLab Commands 
The following pages are the MatLab functions for simulating data for the non-
homogenous Poisson pro cess and the compound log-likelihood function. 
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C:\carlotta\Carlotta\PhD Thesis\intensity\comlogl\NHgen.m 
August 24, 2006 
function [t, iter] = NHgen(tO, U, lamhdl, delta) 
% Generates a nonhomogeneus Poisson RV given 
% a previous value at tO. 
% The function has a cali NHgen(tO, 0, @lamfn, delta) 
% where function lamfn(t) evaluates the intensity 
% function lambda at t. 
% Arguments: 
% tO The last value generated 
% U A random uniform deviate 
% lamhdl A handle to a function evaluating lambda(t) 
% 
% delta 
where lambda is the intensity function 
A small increment in time 
% Last modified 24 Aug 2006 
iter = Oi 
if U -- 0 
t = tOi 
return 
end 
% initialization at time tO 
FO 
lamO 
Oi % Distn fn. is 0 at tO 
t 
pold 
feval(lamhdl, tO)i 
tOi 
lamOi 
Fold FOi 
intlamold = 0; 
lamold lamO; 
F = 0 i 
while(F < U 1 F >= 1) 
iter 
told 
iter + 1; 
t; 
Fold F; 
t told + delta; 
lam feval(lamhdl, t); 
% update integral of lambda 
intlam = intlamold + delta*(lamold + lam)/2; 
p = lam*exp(-intlam); 
% update F 
F = Fold + delta*(pold + p)/2i 
% update old values of integrands 
lamold lam; 
pold = p; 
Page l 
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:\carlotta\Carlotta\PhD Thesis\intensity\comlogl\NHgen.m 
ugust 24, 2006 
intlamold = intlam; 
f F >= 1 
nd 
return; 
% Fold < U and U <= F: linearly interpolate 
t = told + (t - told)*(U - Fold)/(F - Fold); 
Page 2 
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C:\carlotta\Carlotta\PhD Thesis\intensity ... \comlogforthesis.m 
August 24, 2006 
%% creating the compound log-likelihood function with covariates 
% updated on Aug 24, 2006 
function [negcomlog, dnegcomlog, hnegcomlog] = ... 
Page 1 
9:49:45 PM 
comloghessbound(comvec, Ilimit, logy, predose, Dpredose, predrepvec, Dpredrepvec, ... 
fdParobjla, fdParobjlb, fdParobjlc, fdParobj2, ... 
Rmatla, Rmatlb, Rmatlc, Rmat2, eventstruct, quadstruct) 
%Arguments: 
%COMVEC 
%ILIMIT 
A compound vector of coefficients for loglikehood 1 and 2 
The upper bound of the intensity function 
%LOGY The log of the mark variable 
prednisone dosage 
change of prednisone dosage 
repeated vector for prednisone 
repeated vector for prednisone 
a functional parameter object 
a functional parameter object 
a functional parameter object 
a functional parameter object 
change 
for alpha 
for betaO 
for betal 
for loglikelihood 
%PREDOSE 
%DPREDOSE 
%PREDREPVEC 
%DPREDREPVEC ... 
%FDPAROBJla 
%FDPAROBJlb 
%FDPAROBJlb 
%FDPAROBJ2 
%EVENTSTRUCT ... 
%QUADSTRUCT '" 
basis system evaluated at sampling points 
basis system evaluated at quadrature points 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%% event loglikelihood 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%set up basis for alpha, long term trend 
fdobjla 
basisfdla 
nbasisla 
lambdala 
getfd(fdParobjla); 
getbasis(fdobjla); 
getnbasis(basisfdla); 
getlambda(fdParobjla); 
%set up basis for betaO, coefficient function for covariate 
fdobjlb 
basisfdlb 
nbasislb 
lambdalb 
getfd(fdParobjlb); 
getbasis(fdobjlb); 
getnbasis(basisfdlb); 
getlambda(fdParobjlb); 
2 
%set up basis for betal, coefficient function for change of prednisone 
fdobjlc 
basisfdlc 
nbasislc 
lambdalc 
getfd(fdParobjlc); 
getbasis(fdobjlc); 
getnbasis(basisfdlc); 
getlambda(fdParobjlc); 
:\carlotta\Carlotta\PhD Thesis\intensity ... \comlogforthesis.m 
ugust 24, 2006 
obtain coefficients 
:vecl 
:vec2 
:vec3 
comvec(l:nbasisla}; %alpha coef 
comvec((nbasisla+I}: (nbasisIa+nbasisIb}); %betaO 
comvec((nbasisla+nbasislb+I}: (nbasisIa+nbasisIb+nbasislc}};%betal 
obtaining intensity function 
.lpha 
>etaO 
>etal 
'vec 
eventstruct.basismatIa*cvecl; 
eventstruct.basismatIb*cvec2; 
eventstruct.basismatIc*cvec3; 
alpha + predose.*betaO + Dpredose.*betal; 
using PBI, positive bounded model 
vec 
vec 
ntenvec 
exp(Wvec); 
Evec./(I + Evec}; 
Ilimit.*Pvec; 
%second part of the first loglikelihood 
evaluating the integral using Simpson's rule 
xila 
xilb 
xilc 
quadstruct.quadbasismatIa*cvecl; 
quadstruct.quadbasismatIb*cvec2; 
quadstruct.quadbasismatIc*cvec3; 
produce prednisone score for each quadrature point 
redwxi2 = predrepvec.*wxiIb; 
produce change of prednisone score for each quadrature point 
redwxi3 = Dpredrepvec.*wxiIc; 
using positive bounded model here 
xi 
xi 
exp(wxila + predwxi2 + predwxi3}; 
exi./(I+exi}; 
using positive bounded model here 
nval = Ilimit.*dot(pxi, quadstruct.quadwts}; 
using positive bounded model here 
vec exp(Wvec}; 
vec = Evec./(I + Evec}; 
compute negative log likelihood for event times 
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::\carlotta\Carlotta\PhO Thesis\intensity ... \comlogforthesis.m 
~ugust 24, 2006 
logll = sum(log(intenvec))- inval; 
%%adding roughness penalty to alpha, betaO, and beta1 
pen1a 
pen1b 
pen1c 
lambda1a.*cvec1'*Rmat1a*cvec1; 
lambda1b.*cvec2'*Rmat1b*cvec2; 
lambda1c.*cvec3'*Rmat1c*cvec3; 
% obtain penalized negative loglikelihood for event times contribution 
% to compound log likelihood 
neglogl1 = -logll + pen1a + pen1b + pen1c; 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%% response loglikelihood 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
N = length(logy); 
%set up basis for loglikelihood2 
fdobj2 
basisfd2 
lambda2 
getfd(fdParobj2); 
getbasis(fdobj2); 
getlambda(fdParobj2); 
%obtain coefficients for loglikelihood2 
dvec 
phimat2 
logmu 
res 
sigsqrdhat 
neglog12a 
comvec((nbasis1a+nbasis1b+nbasis1c+1) :length(comvec)); 
getbasismatrix(intenvec, basisfd2);%basismat for loglikehoood2 
phimat2*dvec; %\phi'd 
logy - logmu; 
sum(res. A 2)/N; %obtain estimated variance 
N*(log(sigsqrdhat) + 1);% negative l oglikelihood2 
%adding in pen to negative loglikelihood as criterion for minimization 
pen2 
neglog12 
lambda2.*dvec'*Rmat2*dvec; 
neglog12a + pen2; 
%compound loglikelihood 
negcomlog = neglogl1 + neglog12; 
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