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Abstract
In this paper we show the invariance of the Fredholm index of non-smooth
pseudodifferential operators with coefficients in Hölder spaces. By means of
this invariance we improve previous spectral invariance results for non-smooth
pseudodifferential operators P with coefficients in Hölder spaces. For this pur-
pose we approximate P with smooth pseudodifferential operators and use a
spectral invariance result of smooth pseudodifferential operators. Then we get
the spectral invariance result in analogy to a proof of the spectral invariance
result for non-smooth differential operators by Rabier.
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invariance
AMS-Classification: 35 S 05, 47 B30, 47 G 30
1 Introduction
Non-smooth pseudodifferential operators arise naturally in the field of nonlinear par-
tial differential equations. If the inverse of a non-smooth pseudodifferential operator
P exists we immediately get some existence results for the partial differential equa-
tion Pu = f where f is a given suitable distribution. If we even can show, that the
inverse of P is a non-smooth pseudodifferential operator again, we immediately get
regularity results for Pu = f by means of the mapping properties of non-smooth
pseudodifferential operators, see e.g. [18]. By means of spectral invariance results it
is possible to reduce the proof of the invertibility of P to a few cases.
In the literature there are already several spectral invariance results of pseudo-
differential operators with smooth symbols a in the Hörmander class Smρ,δ(R
n × Rn),
cf. e.g. [5], [6], [9], [10], [12], [13], [15], [23], [24] and [28]. They all show, that the
spectrum of pseudodifferential operators a(x,Dx) with a symbol a in the Hörmander
1
class Smρ,δ(R
n × Rn), that is a smooth function a : Rn × Rn → C such that for all
k ∈ N0
|a|
(m)
k := max
|α|,|β|≤k
sup
x,ξ∈Rn
|∂αξ ∂
β
xa(x, ξ)|〈ξ〉
−(m−ρ|α|+δ|β|) <∞,
is independent of the choice of certain spaces. For instance the spectrum of a(x,Dx) :
Hm+s2 (R
n) → Hs2(R
n) is independent of the choice of s ∈ R. Here Hs2(R
n) denotes
a Bessel potential space, defined in (5), Section 2 below. The associated pseudo-
differential operator to a symbol a in the Hörmander class is defined by
OP (a)u(x) := a(x,Dx)u(x) :=
∫
Rn
eix·ξa(x, ξ)uˆ(ξ)đξ ∀u ∈ S(Rn), x ∈ Rn, (1)
where S(Rn) is the Schwartz space, i. e. , the space of all rapidly decreasing smooth
functions and uˆ denotes the Fourier transformation of u. There are only a few
spectral invariance results in the non-smooth case. For non-smooth differential op-
erators such a result was shown by Rabier in [21]. However, in applications not
only non-smooth differential operators appear. A first spectral invariance result for
non-smooth pseudodifferential operators was shown in [3].
In this paper we improve the spectral invariance result for pseudodifferential oper-
ators with non-smooth symbols in the symbol-class Cm˜,τSmρ,δ(R
n×Rn,L (Cl)), l ∈ N,
m ∈ R, 0 ≤ ρ, δ ≤ 1 which was shown in [3]. Here Cm˜,τ denotes the Hölder space
of the differentiation order m˜ ∈ N0 with Hölder regularity 0 < τ < 1. Moreover we
identify the space L (Cl) with Cl×l. The symbol-class Cm˜,τSmρ,δ(R
n×Rn,M ;L (Cl)),
M ∈ N0 ∪ {∞} and m ∈ R, consists of all functions a : R
n ×Rn → Cl×l fulfilling the
following properties: For all α, β ∈ Nn0 with |β| ≤ m˜, |α| ≤M we have
i) ∂βxa(x, .) ∈ C
M(Rn;L (Cl)) for all x ∈ Rn,
ii) ∂βx∂
α
ξ a ∈ C
0(Rnx × R
n
ξ ;L (C
l)),
iii) ‖∂αξ a(x, ξ)‖L (Cl) ≤ Cα〈ξ〉
m−ρ|α| for all x, ξ ∈ Rn,
iv) ‖∂αξ a(., ξ)‖Cm˜,τ (Rn;L (Cl)) ≤ Cα〈ξ〉
m−ρ|α|+δ(m˜+τ) for all ξ ∈ Rn.
For a given symbol a we define the associated pseudodifferential operator as in
the smooth case, cf. (1). Moreover, if M = ∞, we also denote Cm˜,τSmρ,δ(R
n ×
Rn,M ;L (Cl)) by Cm˜,τSmρ,δ(R
n × Rn;L (Cl)).
In contrast to the proof of the spectral invariance result of [3] we do not use the
characterization of non-smooth pseudodifferential operators via iterated commutators
in order to verify the spectral invariance statement. Instead we use the main idea
of [21], where Rabier showed a spectral invariance result of non-smooth differential
operators. Hence we approximate the non-smooth pseudodifferential operators with
smooth pseudodifferential operators first and use the next spectral invariance result
of smooth pseudodifferential operators afterwards:
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Theorem 1.1. Let l ∈ N and a ∈ Smρ,δ(R
n×Rn;L (Cl)) with m ∈ R, 0 ≤ δ ≤ ρ ≤ 1,
ρ > 0, δ < 1. If a(x,Dx) :
(
Hs+mp
)l
→
(
Hsp
)l
is invertible for some s ∈ R and
1 ≤ p < ∞, where p = 2 in case ρ 6= 1, then a(x,Dx) :
(
Hr+mq
)l
→
(
Hrq
)l
is
invertible for all r ∈ R and 1 ≤ q <∞, where q = 2 in case ρ 6= 1.
Proof: In the case l = 1, p, q 6= 1 the result is a special case of [23, Corollary 1.9].
Verifying the proof of [23, Corollary 1.9], we get the claim for general p, q ∈ [1,∞)
in case l = 1. According to Schrohe, the case l 6= 1 can be verified in the same way,
cf. [14].
Another important ingredient to show the spectral invariance result in the non-
smooth case is the invariance of the Fredholm index of non-smooth pseudodifferential
operators:
Theorem 1.2. Let l ∈ N, m ∈ R, 0 ≤ δ < ρ ≤ 1, m˜ ∈ N, 0 < τ < 1 with
m˜ + τ > 1−ρ
1−δ
· n
2
if ρ 6= 1 and M ∈ N0 ∪ {∞} with M ≥ 2(n + 1). Moreover let
a = (ai,j)
l
i,j=1 ∈ C
m˜,τ S˜mρ,δ(R
n × Rn;M ;L (Cl)) be a symbol fulfilling the following
properties for some R > 0 and C0 > 0:
0) a(∞, ξ) := lim|x|→∞ a(x, ξ) exists for all ξ ∈ R
n.
1) | det(a(x, ξ))|〈ξ〉−ml ≥ C0 for all x, ξ ∈ R
n with |x|+ |ξ| ≥ R.
2) ‖∂αξ a(x, ξ) − ∂
α
ξ a(∞, ξ)‖L (Cl)〈ξ〉
−m+ρ|α| |x|→∞−−−−→ 0 uniformly in ξ ∈ Rn for all
α ∈ Nn0 with |α| ≤ n + 2.
Then for all p ∈ [1,∞) with p = 2 if ρ 6= 1 and s ∈ R with (1−ρ)n
p
−(1−δ)(m˜+τ) <
s < m˜+ τ
Asp := a(x,Dx) :
(
Hm+sp (R
n)
)l
→
(
Hsp(R
n)
)l
is a Fredholm operator
and ind(Asp) = ind(A
r
q) for all q ∈ [1,∞) with q = 2 if ρ = 1 and (1 − ρ)
n
p
− (1 −
δ)(m˜+ τ) < r < m˜+ τ .
Here Cm˜,τ S˜mρ,δ(R
n × Rn;M ;L (Cl)) ⊆ Cm˜,τSmρ,δ(R
n × Rn;M ;L (Cl)) consists of
all so called slowly varying symbols. For the definition of this symbol class we refer
to Definition 3.11.
In the present paper we proceed as follows: For convenience of the reader, we
give a short summary of all notations and function spaces needed later on in Section
2. In Section 3 a new subclass Cm˜,τunifS
m
ρ,δ(R
n × Rn;L (Cl)) of non-smooth symbols,
belonging to the symbol-class Cm˜,τSmρ,δ(R
n × Rn;L (Cl)), is introduced. Moreover
we focus on proving an important ingredient for the main result of this paper: For
every symbol a ∈ Cm˜,τunifS
m
ρ,δ(R
n × Rn;L (Cl)) we show the existence of a sequence
of smooth symbols which converge to a. In case δ = 0, the same statement even
holds for every symbol of the symbol-class Cm˜,τSmρ,0(R
n × Rn;L (Cl)). These results
enable us to improve the spectral invariance result for non-smooth pseudodifferential
operators in certain cases:
3
Theorem 1.3. Let m ∈ R, 0 ≤ δ < ρ ≤ 1, 0 < τ < 1 and m˜ ∈ N0 with m˜ +
τ > 1−ρ
1−δ
· n
2
if ρ 6= 1. Moreover let a ∈ Cm˜,τ S˜mρ,δ(R
n × Rn;L (Cl)) for δ = 0 and
a ∈ Cm˜,τunifS
m
ρ,δ(R
n×Rn;L (Cl))∩Cm˜,τ S˜mρ,δ(R
n×Rn;L (Cl)) else be a symbol fulfilling
properties 1) and 2) of Theorem 1.2 for some R > 0 and C0 > 0. Additionally
we assume that Asp := a(x,Dx) :
(
Hm+sp (R
n)
)l
→
(
Hmp (R
n)
)l
is invertible for some
p ∈ [1,∞) and some s ∈ R with (1−ρ)n
p
− (1−δ)(m˜+ τ) < s < m˜+ τ . In case ρ 6= 1
we assume p = 2. Then Arq := a(x,Dx) :
(
Hm+rq (R
n)
)l
→
(
Hmq (R
n)
)l
is invertible
for every q ∈ [1,∞) and r ∈ R with (1 − ρ)n
p
− (1 − δ)(m˜ + τ) < r < m˜+ τ , where
q = 2 if ρ 6= 1.
2 Notations and Function Spaces
Throughout this paper we denote the set of all natural numbers without 0 by N.
Additionally, we consider n, l ∈ N in this paper unless otherwise noted. The notations
• ⌊x⌋ := max{m ∈ Z : m ≤ x} for each x ∈ R,
• ⌈x⌉ := min{m ∈ Z : m ≥ x} for each x ∈ R,
• 〈x〉 := (1 + |x|2)1/2 for each x ∈ Rn,
• 〈x; y〉 := (1 + |x|2 + |y|2)1/2 for each x, y ∈ Rn,
• đξ := (2π)−ndξ
are often used in this paper. For each multi-index α = (α1, . . . , αn) ∈ N
n
0 we de-
fine ∂αx := ∂
α1
x1
. . . ∂αnxn . The linear hull of some functions Φ1, . . . ,Φk is denoted by
span {Φ1, . . . ,Φk}.
For two Banach spaces X, Y we denote the set of all linear and bounded operators
A : X → Y by L (X, Y ). We also write L (X) instead of L (X,X). Additionally we
write X ′ for the dual space of a Banach space X. Moreover the kernel respectively
the image of an operator A : X → Y is denoted by ker(A) respectively Im(A).
The Hölder space C0,τ (Rn;L (Cl)) of the differentiation order 0 with Hölder con-
tinuity exponent τ ∈ (0, 1] is the set of all matrix-valued functions f : Rn → Cl×l,
l ∈ N fulfilling
‖f‖C0,τ (Rn;L (Cl)) := sup
x∈Rn
‖f(x)‖L (Cl) + sup
x 6=y
‖f(x)− f(y)‖L (Cl)
|x− y|τ
<∞.
A function f : Rn → Cl×l is an element of the Hölder space Cm˜,τ (Rn;L (Cl))
of the differentiation order m˜ ∈ N0 if it is m˜−times differentiable and if ∂
α
x f ∈
C0,τ (Rn;L (Cl)) for all α ∈ Nn0 with |α| ≤ m˜. Note that all Hölder spaces are
Banach spaces. Using the definition of Hölder spaces one easily gets
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Lemma 2.1. Let 0 < t < τ < 1 and m˜ ∈ N0. Then
‖f(x− y)− f(x)‖Cm˜,t(Rnx ) ≤ C|y|
τ−t‖f‖Cm˜,τ for all f ∈ C
m˜,τ (Rn), y ∈ Rn.
Proof: For all x, z ∈ Rn with x 6= z and α ∈ Nn0 with |α| ≤ m˜ we obtain
|∂αx f(x− y)− ∂
α
x f(x)− ∂
α
z f(z − y) + ∂
α
z f(z)|
|x− z|t|y|τ−t
≤ 2‖f‖Cm˜,τ (2)
for all f ∈ Cm˜,τ (Rn), y ∈ Rn\{0} by using
|∂αx f(x−y)−∂
α
x f(x)−∂
α
z f(z−y)+∂
α
z f(z)| ≤ |∂
α
x f(x−y)−∂
α
z f(z−y)|+|∂
α
x f(x)−∂
α
z f(z)|
if |x− z| ≤ |y| and
|∂αx f(x−y)−∂
α
x f(x)−∂
α
z f(z−y)+∂
α
z f(z)| ≤ |∂
α
x f(x−y)−∂
α
x f(x)|+|∂
α
z f(z−y)−∂
α
z f(z)|
else. Hence
sup
x 6=z
|∂αx f(x− y)− ∂
α
x f(x)− ∂
α
z f(z − y) + ∂
α
z f(z)|
|x− z|t
≤ 2‖f‖Cm˜,τ |y|
τ−t (3)
for all f ∈ Cm˜,τ (Rn), y ∈ Rn\{0}. Using
‖f(.− y)− f‖Cm˜
b
(Rn) ≤ ‖f‖Cm˜,τ−t|y|
τ−t ≤ ‖f‖Cm˜,τ |y|
τ−t for all f ∈ Cm˜,τ (Rn)
and inequality (3) provides the claim.
By means of the definition of the Hölder spaces and the Leibnitz-rule we addi-
tionally obtain:
Lemma 2.2. Let m˜ ∈ N0, 0 < τ < 1, Ω ⊆ R
n be closed and f, g ∈ Cm˜,τ (Ω). Then
‖fg‖Cm˜,τ (Ω) ≤
∑
m˜1+m˜2=m˜
Cm˜
{
‖f‖
C
m˜1
b (Ω)
‖g‖Cm˜2,τ (Ω) + ‖f‖Cm˜1,τ (Ω)‖g‖Cm˜2b (Ω)
}
.
Moreover we need the next five interpolation properties for Hölder spaces:
Lemma 2.3. Let k, m˜ ∈ N with k ≤ m˜, 0 < τ < 1 and θ := k
m˜+τ
. Then
‖f‖Ck
b
(Rn) ≤ C‖f‖
1−θ
C0
b
(Rn)
‖f‖θCm˜,τ (Rn) for all f ∈ C
m˜,τ (Rn).
For the proof of the previous lemma we refer to [20, Lemma 2.41].
Lemma 2.4. Let k, m˜ ∈ N and 0 < s, τ < 1 with k + s < m˜ + τ . Then there are
constants Cm˜,k, Cθ, Ck > 0 such that for θ =
k+s
m˜+τ
we have
i) ‖f‖Ck(Rn\B1(0)) ≤ Cm˜,k‖f‖
1− k
m˜
C0(Rn\B1(0))
‖f‖
k
m˜
Cm˜(Rn\B1(0))
∀f ∈ Cm˜(Rn\B1(0)),
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ii) ‖f‖Ck,s(Rn\B1(0)) ≤ Cθ‖f‖
1−θ
C0(Rn\B1(0))
‖f‖θCm˜,τ (Rn\B1(0)) ∀f ∈ C
m˜,τ(Rn\B1(0)),
iii) max
|β|=k
‖∂βxf‖C0(Rn) ≤ Ck‖f‖
1− k
k+1
C0(Rn)
(
max
|α|=k+1
‖∂αx f‖C0(Rn)
) k
k+1
∀f ∈ Ck+1(Rn).
Here B1(0) denotes the open ball in R
n around 0 with radius 1.
Sketch of proof: We start with verifying i). Let Rn+ := {(x
′, xn) ∈ R
n−1×R : xn > 0}.
We define the extension operator E : C0(Rn+) → C
0(Rn) for all f ∈ C0(Rn+) and
x = (x′, xn) ∈ R
n by
Ef(x) :=
{
f(x) if xn ≥ 0,
a1f(x
′,−xn) + a2f(x
′,−2xn) + . . .+ am˜+1f(x
′,−(m˜+ 1)xn) else.
Analogous to [16, Chapter 1] one can show the existence of a1, . . . , am˜+1 ∈ R such
that E ∈ L (Ck(Rn+), C
k(Rn)) for all k ∈ {0, . . . , m˜}. This implies for Ω = Rn+:
E ∈ L (Cθ(Ω), Cθ(Rn)) for all θ ∈ [0, m˜]. (4)
By means of the standard localization argument it can be shown that (4) holds for
all open sets Ω ⊆ Rn with bounded Cm˜− boundary. Now we choose Ω := Rn\B1(0).
The retraction operator
R(f) := f |Ω for all f ∈ C
0(Rn)
obviously belongs to L (Ck(Rn);Ck(Ω)) for all k ∈ {0, . . . , m˜} and because of an
interpolation result, see e.g. [16, Remark 1.3.4] there is a constant Cm˜,k > 0 such
that
‖f‖Ck(Rn\B1(0)) = ‖R(Ef)‖Ck(Rn\B1(0)) ≤ Cm˜,k‖Ef‖
1− k
m˜
C0(Rn)‖Ef‖
k
m˜
Cm˜(Rn)
≤ Cm˜,k‖f‖
1− k
m˜
C0(Rn\B1(0))
‖f‖
k
m˜
Cm˜(Rn\B1(0))
for all f ∈ Cm˜(Rn\B1(0)).
Claim ii) can be proved in a similar way. It remains to show iii). This is done by
mathematical induction with respect to k. For k = 1 one gets by means of the Taylor
expansion formula for all i ∈ {1, . . . , n} and h > 0:
|∂xif(x)| ≤
|f(x+ hej)− f(x)|
h
+ ‖∂xi∂xjf‖C0(Rn) · h
≤
2‖f‖C0(Rn)
h
+max
|α|=2
‖∂αx f‖C0(Rn) · h, f ∈ C
k+1(Rn).
Choosing h = ‖f‖
1/2
C0(Rn)
(
max|α|=2 ‖∂
α
x f‖C0(Rn)
)−1/2
and taking the maximum over
x ∈ Rn and i ∈ {1, . . . , n} proves iii) for k = 1. Assuming, that iii) already holds
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for k ∈ N we obtain due to the case k = 1:
max
|β|=k+1
‖∂βxf‖C0(Rn) ≤ Cmax
|α|=k
‖∂αx f‖
1/2
C0(Rn)
(
max
|α|=k+2
‖∂αx f‖C0(Rn)
)1/2
≤ C
{
‖f‖
1− k
k+1
C0(Rn)
(
max
|β|=k+1
‖∂βxf‖C0(Rn)
) k
k+1
}1/2(
max
|α|=k+2
‖∂αx f‖C0(Rn)
)1/2
for all f ∈ Ck+2(Rn). Dividing the previous inequality through the second term of
the right side provides:
max
|β|=k+1
‖∂βxf‖C0(Rn) ≤ Ck+1‖f‖
1− k+1
k+2
C0(Rn)
(
max
|α|=k+2
‖∂αx f‖C0(Rn)
)k+1
k+2
for all f ∈ Ck+2(Rn), which proves the last statement.
Lemma 2.5. Let m˜ ∈ N and α ∈ Nn0 with |α| ≤ m˜ be arbitrary. Then there is a
constant C|α| > 0 such that for θ =
|α|
m˜
we have
sup
x∈Rn\BR(0)
|∂αx f(x)| ≤ C|α|‖f‖
1−θ
C0(Rn\BR(0))
‖f‖θCm˜(Rn\BR(0)) ∀f ∈ C
m˜(Rn), R ≥ 1.
Proof: Let α ∈ Nn0 with |α| ≤ m˜ be arbitrary and θ :=
|α|
m˜
. We define for all
f ∈ Cm˜(Rn) and each R ≥ 1 the function fR : R
n\B1(0) → C by
fR(x) := f(Rx) for all x ∈ R
n\B1(0).
On account of ∂αx fR(x) = R
|α|(∂αx f)R(x) for all x ∈ R
n\B1(0) we obtain (∂
α
x fR)(R
−1x)·
R−|α| = ∂αx f(x) for all x ∈ R
n\BR(0). Hence we get together with Lemma 2.4
sup
x∈Rn\BR(0)
|∂αx f(x)| ≤ R
−|α|‖∂αx fR‖L∞(Rn\B1(0))
≤ C|α|,m˜R
−|α|‖fR‖
1−θ
C0(Rn\B1(0))
‖fR‖
θ
Cm˜(Rn\B1(0))
≤ C|α|,m˜‖f‖
1−θ
C0(Rn\BR(0))
‖f‖θCm˜(Rn\BR(0))
for all R ≥ 1, f ∈ Cm˜(Rn).
Lemma 2.6. Let m˜ ∈ N and α ∈ Nn0 with |α| ≤ m˜. Additionally let 0 < s < τ < 1.
Then there are constants C|α|,m˜, Cθ > 0 such that for θ :=
|α|+s
m˜+τ
we have
‖∂αx f‖C0,s(Rn\BR(0)) ≤ C|α|,m˜‖f‖
1− |α|
m˜
C0
b
(Rn\BR(0))
‖f‖
|α|
m˜
Cm˜b (R
n\BR(0))
+ Cθ‖f‖
1−θ
C0b (R
n\BR(0))
‖f‖θCm˜,τ (Rn\BR(0))
for all f ∈ Cm˜,τ(Rn) and R ≥ 1.
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Proof: Let α ∈ Nn0 with |α| ≤ m˜ and 0 < s < τ be arbitrary. We define θ :=
|α|+s
m˜+τ
. Moreover we define for each f ∈ Cm˜,τ (Rn) and each R ≥ 1 the function
fR : R
n\B1(0) → C as in the proof of Lemma 2.5. Because of (∂
α
x fR)(R
−1x) ·R−|α| =
∂αx f(x) for all x ∈ R
n\BR(0) we get
‖∂αx f‖C0,s(Rn\BR(0)) = R
−|α| sup
x∈Rn\BR(0)
∣∣∂αx fR(R−1x)∣∣
+R−|α| sup
x,y∈Rn\BR(0)
x 6=y
|(∂αx fR)(R
−1x)− (∂αy fR)(R
−1y)|
|x− y|s
≤ R−|α|‖fR‖C|α|(Rn\B1(0)) +R
−|α|−s‖fR‖C|α|,s(Rn\B1(0)).
An application of Lemma 2.4 yields
‖∂αx f‖C0,s(Rn\BR(0)) ≤ R
−|α|C|α|,m˜‖fR‖
1−
|α|
m˜
C0(Rn\B1(0))
‖fR‖
|α|
m˜
Cm˜(Rn\B1(0))
+R−|α|−s‖fR‖
1−θ
C0(Rn\B1(0))
‖fR‖
θ
Cm˜,τ (Rn\B1(0))
≤ C|α|,m˜‖f‖
1− |α|
m˜
C0
b
(Rn\BR(0))
‖f‖
|α|
m˜
Cm˜
b
(Rn\BR(0))
+ Cθ‖f‖
1−θ
C0
b
(Rn\BR(0))
‖f‖θCm˜,τ (Rn\BR(0)).
Using the definition of the Hölder spaces we obtain:
Remark 2.7. Let 0 < τ < 1, m˜ ∈ N0 and l ∈ N. Then we have some constants
C1, C2 > 0 such that
‖f‖Cm˜,τ (Rn;Cl×l) ≤ C1 max
i,j=1,...,l
‖fij‖Cm˜,τ (Rn) ≤ C2‖f‖Cm˜,τ (Rn;Cl×l)
for all f = (fij)
l
i,j=1 ∈ C
m˜,τ (Rn;Cl×l).
The Bessel potential space Hsp(R
n), s ∈ R and 1 < p <∞ is defined by
Hsp(R
n) := {f ∈ S ′(Rn) : 〈Dx〉
sf ∈ Lp(Rn)} (5)
where 〈Dx〉
s := OP (〈ξ〉s).
A generalization of the Bessel potential spaces are the Triebel-Lizorkin spaces
F sp,q(R
n) with s ∈ R and 0 < p, q <∞. For the definition of these spaces we define a
dyadic partition of unity (ϕj)j∈N0 in the usual way: Let ϕ0 ∈ C
∞
c (R
n) with ϕ0(ξ) = 1
if |ξ| ≤ 1 and ϕ0(ξ) = 0 if |ξ| ≥ 2. Then
ϕj(ξ) := ϕ0(2
−jξ)− ϕ0(2
−j−1ξ) for all ξ ∈ Rn, j ∈ N.
The Triebel-Lizorkin space F sp,q(R
n) with s ∈ R and 0 < p, q <∞ is defined by
F sp,q(R
n) := {f ∈ S ′(Rn) : ‖f‖F sp,q <∞}, where
‖f‖F sp,q :=
∥∥∥∥∥∥
(
∞∑
j=0
2qjs|ϕj(Dx)f(x)|
q
)1/q∥∥∥∥∥∥
Lp(Rnx )
.
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Note, that the quasi-Banach space F sp,q(R
n) is independent of the choice of the dyadic
partition of unity (ϕj)j∈N0, see e.g. [27] or [22] for more information about these
spaces. We just want to mention those properties which are needed in this paper:
• F sp,q(R
n) is even a Banach space, if p, q ≥ 1,
• F sp,2(R
n) = Hsp(R
n) for all 1 < p <∞,
To get a better readability of the paper, we use the notation of [18] and define
Hs1(R
n) := F s1,2(R
n) for all s ∈ R. The definition of F sp,q(R
n) can not be extended for
p = ∞, since then the space would not be independent of the choice of the dyadic
partition of unity (ϕj)j∈N0. However, with
Qj,l := {x = (x1, . . . , xn) ∈ R
n : 2−jli ≤ xi ≤ 2
−j(li + 1), i = 1, . . . , n}
for all j ∈ N0 and l ∈ Z
n, the space F s∞,q(R
n), s ∈ R and 0 < q < ∞, is defined in
the following way, see e.g. [22, Chapter 2]:
F s∞,q(R
n) := {f ∈ S ′(Rn) : ‖f‖F s∞,q <∞}, where
‖f‖F s∞,q := sup
j∈N0
sup
l∈Zn
(
2jn
∫
Qj,l
(
∞∑
k=1
2qks|ϕk(Dx)f(x)|
q
)
dx
)1/q
.
According to [22, Section 2.1.5], we have
(Hs1(R
n))′ = F−s∞,2(R
n) for all s ∈ R. (6)
Another important property of Triebel-Lizorkin spaces needed later on is the follow-
ing, see e.g. [22, Section 2.1.3]: The embeddings
S(Rn) ⊆ Hsp(R
n), F s∞,2(R
n) ⊆ S(Rn)′ are continuous for all s ∈ R, 1 ≤ p <∞ (7)
and in particular
S(Rn) is dense in Hsp(R
n) for all s ∈ R, 1 ≤ p <∞. (8)
Moreover we mention some notations concerning the symbol-classes: In case l =
1 we write Cm˜,sSmρ,δ(R
n × Rn,M), M ∈ N0 ∪ {∞}, and S
m
ρ,δ(R
n × Rn) instead of
Cm˜,sSmρ,δ(R
n × Rn,M ;L (Cl)) and Smρ,δ(R
n × Rn;L (Cl)) respectively. Additionally
Cm˜,sSmρ,δ(R
n × Rn;L (Cl)) can be considered as a Fréchet space with respect to the
semi-norms
|a|
(m)
k,Cm˜,sSm
ρ,δ
:= max
|α|≤k
sup
ξ∈Rn
{
‖∂αξ a(., ξ)‖Cm˜,s(Rn)〈ξ〉
−m+ρ|α|−δ(m˜+s) + Seα(ξ)
}
,
for all k ∈ N0 and a ∈ C
m˜,sSmρ,δ(R
n × Rn), where Seα(ξ) = 0 if δ = 0 and Seα(ξ) =
‖∂αξ a(., ξ)‖C0b (Rn)〈ξ〉
−m+ρ|α| else, in the case l = 1 and
|a|
(m)
k,Cm˜,sSmρ,δ(R
n×Rn;L (Cl))
:= max
i,j=1,...,l
|ai,j|
(m)
k,Cm˜,sSmρ,δ
,
for all k ∈ N0 and a = (ai,j)
l
i,j=1 ∈ C
m˜,sSmρ,δ(R
n × Rn;L (Cl)).
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2.1 Space of Amplitudes and Oscillatory Integrals
For the definition of pseudodifferential operators we need the so-called oscillatory
integrals. They are defined for all elements of the space of amplitudes A m,Nτ,M (R
n×
Rn), N,M ∈ N0 ∪ {∞}, m, τ ∈ R. A function a : R
n × Rn → C is in the set
A
m,N
τ,M (R
n × Rn), N,M ∈ N0 ∪ {∞}, m, τ ∈ R, if for all α, β ∈ N
n
0 with |α| ≤ N ,
|β| ≤ M we have
i) ∂αη ∂
β
y a(y, η) ∈ C
0(Rny × R
n
η),
ii)
∣∣∂αη ∂βy a(y, η)∣∣ ≤ Cα,β(1 + |η|)m(1 + |y|)τ for all y, η ∈ Rn,
where the existence of all occuring derivatives is implicitly assumed. The oscillatory
integral of a ∈ A m,Nτ,M (R
n × Rn) is defined by
Os -
∫∫
e−iy·ηa(y, η)dyđη := lim
ε→0
∫∫
χ(εy, εη)e−iy·ηa(y, η)dyđη, (9)
where χ ∈ S(Rn × Rn) with χ(0, 0) = 1.
For all m ∈ N we define
Am(Dx, ξ) := 〈ξ〉
−m〈Dx〉
m if m is even,
Am(Dx, ξ) := 〈ξ〉
−m−1〈Dx〉
m−1 −
n∑
j=1
〈ξ〉−m
ξj
〈ξ〉
〈Dx〉
m−1Dxj else.
We now summarize all properties of the oscillatory integral needed in this paper. For
the proof of those results we refer to [4, Section 2.1].
Theorem 2.8. Let m, τ ∈ R and N,M ∈ N0 ∪ {∞} with N > n + τ . Moreover let
l, l′ ∈ N with N ≥ l′ > n + τ and M ≥ l > n + m. Then the oscillatory integral
(9) exists for all a ∈ A m,Nτ,M (R
n × Rn) and we have for all l1, l2 ∈ N with l1 ≤ N and
l2 ≤ l:
Os -
∫∫
e−iy·ηa(y, η)dyđη =
∫∫
e−iy·ηAl
′
(Dη, y)A
l(Dy, η)a(y, η)dyđη,
Os -
∫∫
e−iy·ηa(y, η)dyđη = Os -
∫∫
e−iy·ηAl1(Dη, y)A
l2(Dy, η)a(y, η)dyđη.
Theorem 2.9. Let m, τ ∈ R, mi, τi ∈ R for i ∈ {1, 2} and N ∈ N0 ∪ {∞} such
that there is a l′ ∈ N with N ≥ l′ > n + τ . Moreover let α, β ∈ Nn0 with |α| ≤ M˜ ,
where M˜ := max{mˆ ∈ N0 : N − mˆ > n+ τ} and l ∈ N with l > m+ n. Considering
a ∈ C0(Rny × R
n
y′ × R
n
η × R
n
ξ ) with
•
∣∣Al′(Dη, y)Al(Dy, η)a(y, y′, η, ξ)∣∣ ≤ Cl,l′〈y〉τ−l′〈η〉m−l〈y′〉τ1〈ξ〉m1,
10
•
∣∣∣Al′(Dη, y)Al(Dy, η)∂αξ ∂βy′a(y, y′, η, ξ)∣∣∣ ≤ Cl,l′,α,β〈y〉τ−l′〈η〉m−l〈y′〉τ2〈ξ〉m2
for all y, y′, η, ξ ∈ Rn we have for all y′, ξ ∈ Rn:
∂αξ ∂
β
y′Os -
∫∫
e−iy·ηa(y, y′, η, ξ)dyđη = Os -
∫∫
e−iy·η∂αξ ∂
β
y′a(y, y
′, η, ξ)dyđη.
Corollary 2.10. Let m, τ ∈ R and N ∈ N0 ∪ {∞} such that there is an l
′ ∈ N
with N ≥ l′ > n + τ . Moreover let l ∈ N with l > n +m. Additionally let aj, a ∈
C0(Rn × Rn), j ∈ N0 such that for all α, β ∈ N
n
0 with |α| ≤ N and |β| ≤ l the
derivatives ∂αη ∂
β
y aj , ∂
α
η ∂
β
y a exist in the classical sense and
• |∂αη ∂
β
y aj(y, η)| ≤ Cα,β〈η〉
m〈y〉τ for all η, y ∈ Rn, j ∈ N0,
• |∂αη ∂
β
y a(y, η)| ≤ Cα,β〈η〉
m〈y〉τ for all η, y ∈ Rn,
• ∂αη ∂
β
y aj(y, η)
j→∞
−−−→ ∂αη ∂
β
y a(y, η) for all η, y ∈ R
n.
Then
lim
j→∞
Os -
∫∫
e−iy·ηaj(y, η)dyđη = Os -
∫∫
e−iy·ηa(y, η)dyđη.
3 Pseudodifferential Operators and their Properties
The goal of this section is to discuss all properties of pseudodifferential operators
needed later on. In particular we prove for every a ∈ Cm˜,τSmρ,δ(R
n × Rn) with δ =
0 the existence of a sequence of smooth symbols (aε)0<ε≤1, which converge to a.
Additionally in case δ 6= 0 we show the same result for non-smooth symbols of
a certain subclass of Cm˜,τSmρ,δ(R
n × Rn). The sequence (aε)0<ε≤1, fulfilling those
properties, is defined in the next remark:
Remark 3.1. Let 0 < τ < 1, m˜ ∈ N0, m ∈ R and 0 ≤ ρ, δ ≤ 1. Additionally let
(ϕε)ε>0 be a positive Dirac-family and a ∈ C
m˜,τSmρ,δ(R
n × Rn). For all ε ∈ (0, 1] we
define aε : R
n × Rn → C by
aε(x, ξ) := (a(., ξ) ∗ ϕε) (x) :=
∫
Rn
a(y, ξ)ϕε(x− y)dy for all x, ξ ∈ R
n.
Then aε ∈ S
m
ρ,δ(R
n × Rn) for all ε ∈ (0, 1].
The previous remark can be proved by means of the properties of the convolution
and the Dirac-family. The second ingredient for reaching the aim of this section is
the next boundedness result:
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Theorem 3.2. Let m ∈ R, 0 ≤ δ ≤ ρ ≤ 1 with ρ > 0, 1 ≤ p ≤ ∞, l ∈ N0, N ∈ N0
with N > max {n/2, n/p}, m˜ ∈ N0 and 0 < τ < 1. Additionally let m˜ + τ >
1−ρ
1−δ
· n
2
if ρ < 1. Denoting kp := (1− ρ)n |1/2− 1/p| and let (1− ρ)n/p− (1− δ)(m˜+ τ) <
s < m˜+ τ we get for all a ∈ Cm˜,τS
m−kp
ρ,δ (R
n × Rn, N ;L (Cl)) the boundedness of
a(x,Dx) : H
s+m
p (R
n) → Hsp(R
n).
Moreover we get for some k ∈ N0 and some Cs,l > 0, independent of a ∈ C
m˜,τS
m−kp
ρ,δ (R
n×
Rn, N ;L (Cl)), the following estimate:
‖a(x,Dx)f‖(Hsp(Rn))
l ≤ Cs,l|a|
(m−kp)
k,Cm˜,τS
m−kp
ρ,δ (R
n×Rn;L (Cl))
‖f‖
(Hs+mp )
l (10)
for all f ∈
(
Hs+mp (R
n)
)l
, a ∈ Cm˜,τS
m−kp
ρ,δ (R
n × Rn, N ;L (Cl)).
Proof: Case l = 1 is already proved in [2, Theorem 3.7] for p 6= 1. Now let p = 1
and l = 1. Due to [18, Theorem 4.2] it just remains to proof (10). By means of
the closed graph theorem we get (10) using the density of S(Rn) in Hs1(R
n) and in
F s∞,2(R
n). Considering the components of a(x,Dx) we obtain the general case l ∈ N
and 1 ≤ p <∞ by means of case l = 1.
With these results at hand, we now are able to show
Lemma 3.3. Let a = (aij)li,j=1 ∈ C
m˜,τSmρ,0(R
n×Rn;L (Cl)) with 0 < τ < 1, m˜ ∈ N0,
m ∈ R. We set for each ε ∈ (0, 1] the function aε := (a
ij
ε )
l
i,j=1 ∈ S
m
ρ,0(R
n×Rn;L (Cl)),
where aijε are defined as in Remark 3.1 for each i, j ∈ {1, . . . , l}. Then for all 0 <
t < τ
aε
ε→0
−−→ a in Cm˜,tSmρ,0(R
n × Rn;L (Cl)).
Proof: First let us assume l = 1. Let 0 < t < τ and α ∈ Nn0 be arbitrary. By means
of Lemma 2.1 we obtain
‖∂αξ a(x− y, ξ)− ∂
α
ξ a(x, ξ)‖Cm˜,t(Rnx )〈ξ〉
−m+ρ|α| ≤ Cα|a|
(m)
|α|,Cm˜,τSmρ,0
|y|τ−t → 0
uniformly in ξ for |y| → 0. Let k ∈ N0 be arbitrary now. In order to show |aε −
a|
(m)
k,Cm˜,tSmρ,0
→ 0 for ε → 0 we choose an arbitrary ε˜ > 0. On account of the previous
convergence there is a δ˜ > 0 such that for all |α| ≤ k we have
‖∂αξ a(x− y, ξ)− ∂
α
ξ a(x, ξ)‖Cm˜,t(Rnx )〈ξ〉
−m+ρ|α| ≤
ε˜
2
for all |y| < δ˜, ξ ∈ Rn. (11)
The properties of a positive Dirac-family provides the existence of a ν > 0 such that∣∣∣∣
∫
|y|≥δ˜
ϕε(y)dy
∣∣∣∣ < ε˜4A for all ε < ν, (12)
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where A := max
{
1,max|α|≤k supξ∈Rn
(
‖∂αξ a(., ξ)‖Cm˜,t〈ξ〉
−m+ρ|α|
)}
. Because of the
properties of the convolution and of a positive Dirac-family we get
|aε − a|
(m)
k,Cm˜,tSmρ,0
≤ max
|α|≤k
sup
ξ∈Rn
{
‖∂αξ (aε(x, ξ)− a(x, ξ)) ‖Cm˜,t(Rnx )〈ξ〉
−m+ρ|α|
}
≤ max
|α|≤k
sup
ξ∈Rn
{
max
|β|≤m˜
∫ ∥∥∂αξ Dβxa(x− y, ξ)− ∂αξ Dβxa(x, ξ)∥∥C0,t(Rnx ) ϕε(y)dy〈ξ〉−m+ρ|α|
}
≤ max
|α|≤k
sup
ξ∈Rn
{∫ ∥∥∂αξ a(x− y, ξ)− ∂αξ a(x, ξ)∥∥Cm˜,t(Rnx ) ϕε(y)dy〈ξ〉−m+ρ|α|
}
. (13)
Splitting the integral of the previous inequality into two with respect to the sets
{|y| < δ˜} and {|y| ≥ δ˜} respectively we obtain the claim in case l = 1 by using the
inequalities (11) - (12):
|aε − a|
(m)
k,Cm˜,tSmρ,0
≤ ε˜.
The general case can be verified by using Remark 2.7 and case l = 1 for each entry
aij ∈ Cm˜,τSmρ,0(R
n × Rn) of a = (aij)li,j=1 ∈ C
m˜,τSmρ,0(R
n × Rn;L (Cl)).
Unfortunately we cannot modify the previous proof for general symbols of the
symbol-class Cm˜,τSmρ,δ(R
n × Rn;L (Cl)), δ 6= 0. For the set of all those symbols we
introduce the new symbol-class Cm˜,τunifS
m
ρ,δ(R
n × Rn;L (Cl)):
Definition 3.4. Let 0 ≤ ρ, δ ≤ 1, 0 < τ < 1, m˜ ∈ N0 and m ∈ R. Then the
symbol-class Cm˜,τunifS
m
ρ,δ(R
n×Rn;L (Cl)) is the set of all functions a : Rn×Rn → Cl×l
such that for all α ∈ Nn0 we have
i) a ∈ Cm˜,τSmρ,δ(R
n × Rn;L (Cl)),
ii) lim
|h|→0
sup
ξ∈Rn
∥∥∂αξ (a(x+ h, ξ)− a(x, ξ))∥∥C0
b
(Rn;L (Cl))
〈ξ〉−m+ρ|α| = 0.
Lemma 3.5. Let 0 < τ < 1, m˜ ∈ N0, m ∈ R and 0 ≤ ρ, δ ≤ 1 with δ 6= 0. For
all a = (aij)li,j=1 ∈ C
m˜,τ
unifS
m
ρ,δ(R
n × Rn;L (Cl)) and all ε > 0 we set aε := (a
ij
ε )
l
i,j=1 ∈
Smρ,δ(R
n×Rn;L (Cl)), where aijε are defined as in Remark 3.1 for each i, j ∈ {1, . . . , l}.
Then for all 0 < t < τ we have
aε
ε→0
−−→ a in Cm˜,tSmρ,δ(R
n × Rn;L (Cl)).
Proof: First we prove case l = 1. Let 0 < t < τ and α ∈ Nn0 be arbitrary. Due to
an interpolation result, cf. [17, Corollary 1.2.18] and [26, Theorem 1.3.3] we get for
θ = m+t
m+τ
:
‖∂αξ a(x+ h, ξ)− ∂
α
ξ a(x, ξ)‖Cm˜,t(Rnx )〈ξ〉
−m+ρ|α|−δ(m˜+t)
≤ Cθ‖∂
α
ξ a(x+ h, ξ)− ∂
α
ξ a(x, ξ)‖
1−θ
C0
b
(Rnx )
‖∂αξ a(x+ h, ξ)− ∂
α
ξ a(x, ξ)‖
θ
Cm˜,τ (Rnx )
〈ξ〉−m+ρ|α|−δ(m˜+t)
≤ Cθ
(
|a|
(m)
|α|,Cm˜,τSm
ρ,δ
)θ
‖∂αξ a(x+ h, ξ)− ∂
α
ξ a(x, ξ)‖
1−θ
C0b (R
n
x )
〈ξ〉(−m+ρ|α|)(1−θ) → 0
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uniformly in ξ for |h| → 0.
Now let k ∈ N0 be arbitrary. In order to prove |aε − a|
(m)
k,Cm˜,tSm
ρ,δ
→ 0 for ε → 0 we
choose an arbitrary ε˜ > 0. Then the previous estimate implies the existence of a
δ1 > 0 such that for all |α| ≤ k we have
‖∂αξ a(x+ h, ξ)− ∂
α
ξ a(x, ξ)‖Cm˜,t(Rnx )〈ξ〉
−m+ρ|α|−δ(m˜+t) ≤
ε˜
4
∀|h| ≤ δ1, ξ ∈ R
n. (14)
Since a ∈ Cm˜,τunifS
m
ρ,δ(R
n × Rn), there is a δ2 > 0 such that
sup
ξ∈Rn
∥∥∂αξ (a(x+ h, ξ)− a(x, ξ))∥∥C0
b
(Rn)
〈ξ〉−m+ρ|α| ≤
ε˜
4
∀|h| ≤ δ2, |α| ≤ k. (15)
The properties of a positive Dirac-family provide the existence of a ν > 0 such that∣∣∣∣
∫
|y|≥min {δ1,δ2}
ϕε(y)dy
∣∣∣∣ < ε˜4A for all ε < ν, (16)
where
A := max
{
1, 2max
|α|≤k
sup
ξ∈Rn
(
‖∂αξ a(., ξ)‖Cm˜,t〈ξ〉
−m+ρ|α|−δ(m˜+t)
)
,
2max
|α|≤k
sup
ξ∈Rn
(
‖∂αξ a(., ξ)‖C0b 〈ξ〉
−m+ρ|α|
)}
.
In the same way as equality (13) in the proof of Lemma 3.3 we can show
|aε − a|
(m)
k,Cm˜,tSm
ρ,δ
≤ max
|α|≤k
sup
ξ∈Rn
{∫ ∥∥∂αξ a(x− y, ξ)− ∂αξ a(x, ξ)∥∥C0b (Rnx ) ϕε(y)dy〈ξ〉−m+ρ|α|
+
∫ ∥∥∂αξ a(x− y, ξ)− ∂αξ a(x, ξ)∥∥Cm˜,t(Rnx ) ϕε(y)dy〈ξ〉−m+ρ|α|−δ(m˜+t)
}
.
If we split the first integral of the previous inequality into two over the sets {|y| < δ2}
and {|y| ≥ δ2}, respectively, and if we additionally split the second integral of the
previous inequality into two with respect to the sets {|y| < δ1} and {|y| ≥ δ1},
respectively, we obtain the claim in case l = 1 by using the inequalities (14) - (16):
|aε − a|
(m)
k,Cm˜,tSmρ,δ
≤ ε˜.
The general case can be verified by using Remark 2.7 and case l = 1 for each entry
aij ∈ Cm˜,τunifS
m
ρ,δ(R
n × Rn) of a = (aij)li,j=1 ∈ C
m˜,τSmρ,δ(R
n × Rn;L (Cl)).
Moreover we mention the continuity result for smooth pseudodifferential operators
needed later on. For the proof we refer to [11, Theorem 2.7]:
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Theorem 3.6. Let 0 ≤ δ < ρ ≤ 1, m ∈ R and 1 ≤ p < ∞. Considering a symbol
a ∈ Smρ,δ(R
n × Rn), we obtain for all s ∈ R the continuity of
a(x,Dx) : H
m+s
p (R
n) → Hsp(R
n).
Moreover, we have for some k ∈ N0
‖a(x,Dx)u‖Hsp ≤ C|a|
(m)
k ‖u‖Hm+sp for all u ∈ H
m+s
p (R
n).
We also need the following subclass of non-smooth symbols:
Definition 3.7. Let m ∈ R, 0 ≤ ρ, δ ≤ 1 and M ∈ N0 ∪ {∞}. Then a function
a : Rn × Rn → C is in the symbol-class Smρ,δ(R
n × Rn;M), if for all α, β ∈ Nn0 with
|α| ≤M there is a constant Cα,β > 0 such that
• ∂βxa(x, .) ∈ C
M(Rn),
• ∂βx∂
α
ξ a ∈ C
0(Rnx × R
n
ξ ),
• |∂αξ ∂
β
xa(x, ξ)| ≤ Cα,β〈ξ〉
m−ρ|α|+δ|β| for all x, ξ ∈ Rn.
For l ∈ N the symbol a = (ai,j)
l
i,j=1 ∈ S
m
ρ,δ(R
n × Rn;M ;L (Cl)), if ai,j ∈ S
m
ρ,δ(R
n ×
Rn;M) for each i, j ∈ {1, . . . , l}.
Similary to [20, Remark 4.2] we obtain by interpolation the following embedding
of two non-smooth symbol-classes:
Smρ,δ(R
n × Rn;M) ⊆ Cm˜,τSmρ,δ(R
n × Rn;M). (17)
for all 0 < τ < 1, m˜ ∈ N0, m ∈ R, M ∈ N0 ∪ {∞} and 0 ≤ ρ, δ ≤ 1.
Additionally we get by means of interpolation the next estimate for non-smooth
symbols:
Lemma 3.8. Let m˜ ∈ N0, 0 < τ < 1, 0 ≤ δ, ρ ≤ 1, m ∈ R and a ∈ C
m˜,τSmρ,δ(R
n ×
Rn;M). Then we get for all α ∈ Nn0 with |α| ≤M and k ∈ N0 with k ≤ m˜:
‖∂αξ a(., ξ)‖Ckb (Rn) ≤ Cα,β〈ξ〉
m˜−ρ|α|+δk for all ξ ∈ Rn.
In order to show the Fredholm property of non-smooth pseudodifferential oper-
ators, we will need some asymptotic expansion formula for the product of two non-
smooth pseudodifferential operators. For this some further double symbol-classes of
non-smooth pseudodifferential operators are needed:
Definition 3.9. Let m˜ ∈ N0, 0 < τ < 1, m1, m2 ∈ R, 0 ≤ δ, ρ ≤ 1 and M1,M2 ∈
N0∪{∞}. Then the function a : R
n
x×R
n
ξ ×R
n
x′×R
n
ξ′ → C belongs to the non-smooth
double symbol-class Cm˜,τSm1,m2ρ,δ (R
n × Rn × Rn × Rn;M1,M2) if
i) ∂αξ ∂
β′
x′ ∂
α′
ξ′ a ∈ C
m˜,τ(Rnx) and ∂
β
x∂
α
ξ ∂
β′
x′ ∂
α′
ξ′ a ∈ C
0(Rnx × R
n
ξ × R
n
x′ × R
n
ξ′),
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ii)
∣∣∣∂βx∂αξ ∂β′x′ ∂α′ξ′ a(x, ξ, x′, ξ′)∣∣∣ ≤ Cα,β,β′,α′(x)C˜α,β,β′,α′(x′)〈ξ〉m1−ρ|α|+δ|β|〈ξ′〉m2−ρ|α′|〈ξ; ξ′〉δ|β′|
iii) ‖∂αξ ∂
β′
x′ ∂
α′
ξ′ a(., ξ, x
′, ξ′)‖Cm˜,τ (Rn) ≤ Cα,β′,α′〈ξ〉
m1−ρ|α|+δ(m˜+τ)〈ξ′〉m2−ρ|α
′|〈ξ; ξ′〉δ|β
′|
for all ξ, x′, ξ′ ∈ Rn and arbitrary β, α, β ′, α′ ∈ Nn0 with |β| ≤ m˜, |α| ≤ M1 and
|α′| ≤ M2. Here the constants Cα,β,β′,α′(x), Cα,β′,α′ and C˜α,β,β′,α′(x
′) are bounded
and independent of ξ, ξ′ ∈ Rn. Additionally Cα,β,β′,α′(x), Cα,β′,α′ are independent of
x′ ∈ Rn and Cα,β′,α′ , C˜α,β,β′,α′(x
′) are independent of x ∈ Rn.
If we even have Cα,β,β′,α′(x)
|x|→∞
−−−−→ 0, then a is an element of the double symbol-
class Cm˜,τ S˙m1,m2ρ,δ (R
n × Rn × Rn × Rn;M1,M2). If we have C˜α,β,β′,α′(x
′)
|x′|→∞
−−−−→ 0
instead, then a is an element of the double symbol-class Cm˜,τ Sˆm1,m2ρ,δ (R
n×Rn×Rn×
R
n;M1,M2).
3.1 Symbol-Smoothing
Results as the Fredholm property of non-smooth pseudodifferential operators can
be proved by means of symbol-smoothing, see e.g. [4]. Some properties for symbol
smoothing can be found in [4, Section 3] and if the symbol is smooth with respect
to the second variable we refer to [25, Section 1.3]. In order to define the symbol-
smoothing for non-smooth pseudodifferential operators, we fix the dyadic partition
of unity (ψj)j∈N0 defined as in Section 2 and φ ∈ C
∞
c (R
n) with φ(ξ) = 1, |ξ| ≤ 1,
throughout the whole subsection.
Using
C1〈ξ〉
−a ≤ 2−ja ≤ C2〈ξ〉
−a for all ξ ∈ supp (ψj), j ∈ N (18)
for a ∈ R we get for all α ∈ Nn0 , j ∈ N0:
‖∂αξ ψj‖∞ ≤ Cα〈ξ〉
−|α|. (19)
Additionally the operator Jε is defined for all ε > 0 via
Jε := φ(x,Dx).
Definition 3.10. Let m˜ ∈ N0, 0 < τ < 1, M ∈ N0∪{∞}, m ∈ R and 0 ≤ δ < ρ ≤ 1.
For γ ∈ (δ, ρ) we set εj := 2
−jγ. For each a ∈ Cm˜,τSmρ,δ(R
n × Rn;M) we define
• a♯(x, ξ) :=
∞∑
j=0
Jεja(x, ξ)ψj(ξ) for all x, ξ ∈ R
n,
• ab(x, ξ) := a(x, ξ)− a♯(x, ξ) for all x, ξ ∈ Rn.
For so called slowly varying symbols a, the symbols a♯(x, ξ) and ab(x, ξ) have very
useful properties, needed later on.
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Definition 3.11. Let m˜ ∈ N0, 0 < τ < 1, m ∈ R, 0 ≤ δ, ρ ≤ 1 and M ∈ N0 ∪ {∞}.
Then a ∈ Cm˜,τSmρ,δ(R
n × Rn;M) belongs to the symbol-class Cm˜,τ S˙mρ,δ(R
n × Rn;M),
if for all α, β ∈ Nn0 with |α| ≤M and |β| ≤ m˜ we have
|∂αξ D
β
xa(x, ξ)| ≤ Cα,β(x)〈ξ〉
m−ρ|α|+δ|β| for all x, ξ ∈ Rn, (20)
where Cα,β(x) is a bounded function, which converges to zero, if |x| → ∞.
Moreover, a ∈ Cm˜,τSmρ,δ(R
n × Rn;M) belongs to the symbol-class Cm˜,τ S˜mρ,δ(R
n ×
Rn;M), if for all β ∈ Nn0 with |β| ≤ m˜ and |β| 6= 0 we have
Dβxa(x, ξ) ∈ C
m˜−|β|,τ S˙
m+δ|β|
ρ,δ (R
n × Rn;M).
Additionally all symbols a ∈ Smρ,δ(R
n × Rn;M) fulfilling (20) for all α, β ∈ Nn0 with
|α| ≤M are in the set S˙mρ,δ(R
n × Rn;M).
A symbol a ∈ Smρ,δ(R
n × Rn;M) belongs to the symbol-class S˜mρ,δ(R
n × Rn;M), if for
all β ∈ Nn0 with |β| 6= 0 we have
Dβxa(x, ξ) ∈ S˙
m+δ|β|
ρ,δ (R
n × Rn;M).
We call the elements of Cm˜,τ S˜mρ,δ(R
n×Rn;M) and of S˜mρ,δ(R
n×Rn;M) slowly varying
symbols.
The following results are proven in cf. [4, Lemma 3.7, Lemma 3.8]:
Lemma 3.12. Let 0 ≤ δ < ρ ≤ 1, m˜ ∈ N0, 0 < τ < 1, M ∈ N ∪ {∞}, m ∈ R and
a ∈ Cm˜,τSmρ,δ(R
n × Rn;M). Moreover let γ ∈ (δ, ρ). Then we have for all β ∈ Nn0
with |β| ≤ m˜:
i) Dβxa
♯(x, ξ) ∈ S
m+δ|β|
ρ,γ (Rn × Rn;M),
ii) if a ∈ Cm˜,τ S˙mρ,δ(R
n × Rn;M) or if |β| 6= 0 and a ∈ Cm˜,τ S˜mρ,δ(R
n × Rn;M), then
Dβxa
♯(x, ξ) ∈ S˙
m+δ|β|
ρ,γ (Rn × Rn;M)
Lemma 3.13. Let 0 ≤ δ < ρ ≤ 1, m˜ ∈ N0, 0 < τ < 1, M ∈ N ∪ {∞}, m ∈ R and
a ∈ Cm˜,τ S˜mρ,δ(R
n × Rn;M) such that
a(x, ξ)
|x|→∞
−−−−→ a(∞, ξ) for all ξ ∈ Rn.
Moreover we set b(x, ξ) := a(x, ξ)− a(∞, ξ) for all x, ξ ∈ Rn. Additionally we define
a♯, ab, a♯(∞, .) and ab(∞, .) as in Definition 3.10. Then we have for γ ∈ (δ, ρ) and
ε˜ ∈ (0, (γ − δ)τ):
i) a♯(∞, ξ) = a(∞, ξ) ∈ Smρ,δ(R
n × Rn; 0),
ii) ab(∞, ξ) = 0 for all ξ ∈ Rn,
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iii) ab(x, ξ) ∈ Cm˜,τ S˜
m−(γ−δ)(m˜+τ)+ε˜
ρ,γ (Rn×Rn;M)∩Cm˜,τ S˙
m−(γ−δ)(m˜+τ)+ε˜
ρ,γ (Rn×Rn; 0),
iv) a♯(x, ξ) = a(∞, ξ) + b♯(x, ξ) for all x, ξ ∈ Rn.
In order to prove the invariance of the Fredholm index we also need the next two
statements:
Corollary 3.14. Let m˜1, l ∈ N, 0 < τ1 < 1, m1, m2 ∈ R, 0 ≤ δ < ρ ≤ 1;
M1,M2 ∈ N0 ∪ {∞} with M1 > n + 1. Additionally let N := M1 − (n + 1). For
a1 ∈ C
m˜1,τ1Sm1ρ,δ (R
n × Rn;M1;L (C
l)) and a2 ∈ S
m2
ρ,δ (R
n × Rn;M2;L (C
l)) we define
for all x, ξ ∈ Rn the symbol a(x, ξ) := (ai,j(x, ξ))
l
i,j=1 via
ai,j(x, ξ) := Os -
∫∫
e−iy·η (a1(x, ξ + η)a2(x+ y, ξ))i,j dyđη for all i, j = 1, . . . , l
and for all k ∈ N with k ≤ N , γ ∈ Nn0 with |γ| ≤ N and θ ∈ [0, 1] we set
• a1♯ka2(x, ξ) :=
∑
|γ|<k
1
γ!
∂γξ a1(x, ξ)D
γ
xa2(x, ξ),
• ri,jγ,θ(x, ξ) := Os -
∫∫
e−iy·η
(
∂γηa1(x, ξ + θη)D
γ
ya2(x+ y, ξ)
)
i,j
dyđη
for all x, ξ ∈ Rn and i, j = 1, . . . , l. Moreover we define Rk := (R
i,j
k )
l
i,j=1 : R
n×Rn →
L (Cl) by
Ri,jk (x, ξ) := k
∑
|γ|=k
∫ 1
0
(1− θ)k−1
γ!
ri,jγ,θ(x, ξ)dθ,
for all x, ξ ∈ Rn. Then
a(x, ξ) = a1♯ka2(x, ξ) +Rk(x, ξ) for all x, ξ ∈ R
n
and with M˜k := min{M1 − k + 1;M2} and N˜k := min{M1 − k − (n + 1);M2} we
obtain
• a1♯ka2(x, ξ) ∈ C
m˜1,τ1Sm1+m2ρ,δ (R
n × Rn; M˜k;L (C
l)),
• Rk(x, ξ) ∈ C
m˜1,τ1S
m1+m2−(ρ−δ)k
ρ,δ (R
n × Rn; N˜k;L (C
l)).
In particular we have a ∈ Cm˜1,τ1Sm1+m2ρ,δ (R
n × Rn; N˜1;L (C
l)). If we even have
a2 ∈ S˜
m2
ρ,δ (R
n×Rn;M2;L (C
l)), then Rk ∈ C
m˜1,τ1S˙
m1+m2−(ρ−δ)k
ρ,δ (R
n×Rn; N˜k;L (C
l))
for all k ∈ N with k ≤ N .
For l = 1 the previous Corollary was proved in [4, Corollary 4.6]. The general
case can be proved in the same way, taking into account, that in each step of the
proof we can use case l = 1 due to the definition of an matrix product. Choosing ε˜
small enough in [4, Theorem 4.7] provides
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Theorem 3.15. Let m˜1 ∈ N0, m˜2 ∈ N, 0 < τ1, τ2 < 1, 0 ≤ δ < ρ ≤ 1 and
m1, m2 ∈ R. Moreover let p = 2 if ρ 6= 1 and 1 ≤ p < ∞ else. We choose
θ /∈ N0 with θ ∈ (0, (m˜2 + τ2)(ρ− δ)) and define (m˜, τ) := (⌊s⌋, s− ⌊s⌋), where s :=
min{m˜1+τ1; m˜2+τ2−⌊θ⌋}. Additionally let M1,M2 ∈ N0∪{∞} with M1 > (n+1)+
⌈θ⌉+n·max{1
2
, 1
p
} andM2 > n·max{
1
2
, 1
p
}. Moreover let a1 ∈ C
m˜1,τ1Sm1ρ,δ (R
n×Rn;M1)
and a2 ∈ C
m˜2,τ2S˜m2ρ,δ (R
n × Rn;M2) such that
a2(x, ξ)
|x|→∞
−−−−→ a2(∞, ξ) for all ξ ∈ R
n.
Then we get for each s ∈ R fulfilling (1−ρ)n
p
−(1−δ)(m˜2+τ2)+θ < s+m1 < m˜+τ2
and (1− ρ)n
p
− (1− δ)(m˜+ τ) + m˜+τ
m˜2+τ2
· θ < s < m˜+ τ , that
a1(x,Dx)a2(x,Dx)− (a1♯⌈θ⌉a2)(x,Dx) : H
s+m1+m2
p (R
n) → Hsp(R
n) is compact.
where a1♯⌈θ⌉a2(x, ξ) is defined as in Corollary 3.14.
4 Invariance of the Fredholm Index
The aim of this section is to prove the invariance of the Fredholm index for non-
smooth pseudodifferential operators, cf. Theorem 1.2. As an ingredient for the proof
we need the following neccessary condition for non-smooth pseudodifferential opera-
tors to be a Fredholm operator:
Theorem 4.1. Let m˜, l ∈ N, 0 < τ < 1, 0 ≤ δ < ρ ≤ 1, m ∈ R, M ∈ N0 ∪ {∞} and
p ∈ [1,∞) with p = 2 if ρ 6= 1. Moreover let a ∈ Cm˜,τ S˜mρ,δ(R
n × Rn;M ;L (Cl)) be a
symbol fulfilling the following properties for some R > 0 and C0 > 0:
1) | det(a(x, ξ))|〈ξ〉−ml ≥ C0 for all x, ξ ∈ R
n with |x|+ |ξ| ≥ R.
2) a(x, ξ)
|x|→∞
−−−−→ a(∞, ξ) for all ξ ∈ Rn.
Then for all M ≥ (n + 2) + n ·max{1/2, 1/p} and s ∈ R with
(1− ρ)
n
p
− (1− δ)(m˜+ τ) < s < m˜+ τ
the operator
a(x,Dx) : H
m+s
p (R
n)l → Hsp(R
n)l
is a Fredholm operator.
The previous theorem follows from [4, Theorem 1.1] for all p 6= 1, if one chooses θ
and ε˜ small enough. Verifying the proof of [4, Theorem 1.1] provides, that Theorem
4.1 also is true for p = 1. As an ingredient for the proof, the following lemma was
used, cf. [4, Lemma 4.9]:
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Lemma 4.2. Let m˜ ∈ N0, l ∈ N, 0 < τ < 1, 0 ≤ δ < ρ ≤ 1 and M ∈ N0 ∪ {∞}.
Additionally let a ∈ Cm˜,τ S˜0ρ,δ(R
n×Rn;M ;L (Cl)) be such that property 1) of Theorem
4.1 holds. Moreover let ψ ∈ C∞b (R
n) be such that ψ(x) = 0 if |x| ≤ 1 and ψ(x) = 1
if |x| ≥ 2. Then b : Rn × Rn → Cl×l defined by
b(x, ξ) := ψ(R−2(|x|2 + |ξ|2))a(x, ξ)−1 for all x, ξ ∈ Rn
is an element of Cm˜,τ S˜0ρ,δ(R
n × Rn;M ;L (Cl)).
We also use the next regularity result for non-smooth pseudodifferential operators
in order to prove the invariance of the Fredholm index:
Lemma 4.3. Let l ∈ N, 0 ≤ δ < ρ ≤ 1, m ∈ R, m˜ ∈ N0, 0 < τ < 1, p ∈ [1,∞)
and M ∈ N0 ∪ {∞} with M ≥ n + 2. If ρ 6= 1 we additionally assume p = 2 and
m˜ + τ > 1−ρ
1−δ
· n
2
. We consider a symbol a ∈ Cm˜,τ S˜mρ,δ(R
n × Rn;M ;L (Cl)) fulfilling
the following properties:
1) | det(a(x, ξ))|〈ξ〉−ml ≥ C0 for all x, ξ ∈ R
n with |x|+ |ξ| ≥ R
2) ‖∂αξ a(x, ξ) − ∂
α
ξ a(∞, ξ)‖L(Cl)〈ξ〉
−m+ρ|α| |x|→∞−−−−→ 0 uniformly in ξ ∈ Rn for all
α ∈ Nn0 with |α| ≤ n + 2.
If u ∈
(
Hm+sp (R
n)
)l
with (1 − ρ)n
p
− (1 − δ)(m˜ + τ) < s < m˜ + τ and a(x,Dx)u =
Φ ∈ (C∞c (R
n))l, then u ∈
(
Hr+mq (R
n)
)l
for all q ∈ [1,∞) and r ∈ R with r < m˜+ τ .
Remark 4.4. Since a = (ai,j)
l
i,j=1 ∈ C
m˜,τSmρ,δ(R
n × Rn;M ;L (Cl)) we have due to
Remark 2.7 and the Leibniz-rule for all α ∈ Nn0 with |α| ≤M − 1
max
i,j=1,...,l
‖∂αξ ai,j(x, ξ)〈ξ〉
−m+ρ|α|‖C0,1(Rn
ξ
) ≤ max
i,j=1,...,l
‖∂αξ ai,j(x, ξ)〈ξ〉
−m+ρ|α|‖C1
b
(Rn
ξ
)
≤ max
i,j=1,...,l
max
k=1,...,n
{
sup
ξ∈Rn
‖∂α+ekξ ai,j(x, ξ)〈ξ〉
−m+ρ|α|‖C0,τ (Rnx )
+ sup
ξ∈Rn
‖∂αξ ai,j(x, ξ)〈ξ〉
−m+ρ|α|‖C0,τ (Rnx )
}
≤ C for all x ∈ Rn.
where each entry of ek ∈ N
n
0 is 0 except the k−th one, which is 1. Taking the limit
|x| → ∞ on both sides of this inequality yields for all ξ ∈ Rn:
|∂αξ ai,j(∞, ξ)〈ξ〉
−m+ρ|α|| ≤ ‖∂αξ ai,j(∞, ξ)〈ξ〉
−m+ρ|α|‖C0,1(Rn
ξ
) ≤ C (21)
for all i, j = 1, . . . , l. Consequently we have
|∂αξ a(∞, ξ1)〈ξ1〉
−m+ρ|α| − ∂αξ a(∞, ξ2)〈ξ2〉
−m+ρ|α|| ≤ C|ξ1 − ξ2|
ξ1→ξ2
−−−→ 0
for all i, j = 1, . . . , l. Because of 〈ξ〉−m+ρ|α| ∈ C∞(Rnξ ) this implies ∂
α
ξ a(∞, ξ) ∈
C0(Rn × Rn;Cl×l). Together with (21) and Remark 2.7 we obtain
a(∞, ξ) ∈ Smρ,δ(R
n × Rn;M − 1;L (Cl)). (22)
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Remark 4.5. Let us even assume M ≥ n + 4 and for all α ∈ Nn0 with |α| ≤ n + 3
we assume ∂αξ a(x, ξ) → ∂
α
ξ a(∞, ξ) for all ξ ∈ R
n if |x| → ∞ in the previous lemma.
Then we can exchange assumption 2) with the following weaker on:
2’) ‖a(x, ξ)− a(∞, ξ)‖L (Cl)〈ξ〉
−m |x|→∞−−−−→ 0 uniformly in ξ ∈ Rn.
More precisely: Due to Remark 4.4 we have a(∞, ξ) =
(
aik(∞, ξ)
)l
i,k=1
∈ Smρ,δ(R
n ×
Rn;n + 3;L (Cl)). Now let α ∈ Nn0 with |α| ≤ n + 2 be arbitrary. Additionally let
(ϕj)j∈N0 be a dyadic partition of unity defined as in Section 2. Hence there are two
constants C1, C2 > 0 such that for all j ∈ N
C12
j ≤ 〈ξ〉 ≤ C22
j for all ξ ∈ supp ϕj . (23)
Now an application of Lemma 2.4 yields for θ := |α|
|α|+1
and
a˜j(x, ξ) =
(
a˜j
ik(∞, ξ)
)l
i,k=1
:= [a(x, ξ)− a(∞, ξ)]ϕj(ξ), x, ξ ∈ R
n
the existence of a C > 0, independent of j ∈ N0, such that:
|∂αξ a˜
ik
j (x, ξ)| · 2
−mj+ρ|α|j ≤ C‖a˜ikj (x, .)‖
1−θ
C0(Rn)
(
max
|β|=|α|+1
‖∂βξ a˜
ik
j (x, .)‖C0(Rn)
)θ
· 2−mj+ρ|α|j
for all i, k = 1, . . . , l, j ∈ N0. Using 2
−mj+ρ|α|j = 2−mj(1−θ) · 2(−mj+ρ(|α|+1)j)θ and (23)
provides
|∂αξ a˜
ik
j (x, ξ)|〈ξ〉
−m+ρ|α|
≤ C‖a˜ikj (x, .)〈ξ〉
−m‖1−θC0(Rn)
(
max
|β|=|α|+1
‖〈ξ〉−m+ρ|β|∂βξ a˜
ik
j (x, .)‖C0(Rn)
)θ
(24)
for all i, k = 1, . . . , l, j ∈ N0. On account of (17) we know that a(∞, ξ) and a(x, ξ) =(
aik(x, ξ)
)l
i,k=1
are elments of Cm˜,τSmρ,δ(R
n × Rn;n + 3;L (Cl)). Together with ϕ0 ∈
C∞c (R
n) and (23) we can show by means of the Leibniz-rule, that
|∂βξ a˜
ik
j (x, ξ)| ≤ Cβ〈ξ〉
m−ρ|β| for all x, ξ ∈ Rn, j ∈ N0, |β| ≤ n+ 3 (25)
for all i, k = 1, . . . , l. A combination of (24),(25) and 2′) yields
‖∂αξ a˜j(x, ξ)‖L (Cl)〈ξ〉
−m+ρ|α| ≤ Cθ sup
ξ∈Rn
‖〈ξ〉−m [a(x, ξ)− a(∞, ξ)] ‖1−θ
L (Cl)
|x|→∞
−−−−→ 0
uniformly in ξ ∈ Rn and j ∈ N0. Since for each ξ ∈ R
n the right side of the equality
a(x, ξ)− a(∞, ξ) =
∑∞
j=0 a˜j(x, ξ) consists of not more than two terms which are not
equal to 0 and since the previous convergence is uniform in j and ξ, assumption 2)
of the previous lemma is true.
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In order to verify Lemma 4.3, we show
Lemma 4.6. Let l ∈ N, m˜ ∈ N0, 0 < τ < 1, 0 ≤ ρ, δ ≤ 1, δ < 1, m ∈ R and
M ∈ N0 ∪ {∞} with M ≥ n + 1. Additionally let 0 < s < τ . We consider a symbol
a = (ai,j)
l
i,j=1 ∈ C
m˜,τ S˜mρ,δ(R
n × Rn;M ;L (Cl)) fulfilling the property
1) ‖∂αξ a(x, ξ) − ∂
α
ξ a(∞, ξ)‖L (Cl)〈ξ〉
−m+ρ|α| |x|→∞−−−−→ 0 uniformly in ξ ∈ Rn for all
α ∈ Nn0 with |α| ≤ n + 1.
Moreover let ψ ∈ C∞(Rn) with ψ(x) = 1 for |x| ≥ 2 and ψ(x) = 0 if |x| ≤ 1. Then
for all ε > 0 there is a constant Rˆ > 1 such that
aˆ(x, ξ) := a(x, ξ)ψ(Rˆ−1x) + a(∞, ξ)(1− ψ(Rˆ−1x)) for all x, ξ ∈ Rn
fulfills for all k ≤ n + 1
|aˆ(x, ξ)− a(∞, ξ)|k,Cm˜,sSm
ρ,δ
(Rn×Rn,L (Cl)) ≤ ε. (26)
Proof: First we assume l = 1. Let k ≤ n+ 1, 0 < s < τ and ε > 0 be arbitrary but
fixed. Without loss of generality we can assume, that 0 ≤ ψ ≤ 1. Assumption 1)
provides the existence of an R1 > 1 such that we have for all α ∈ N
n
0 with |α| ≤ k:
|∂αξ {a(x, ξ)− a(∞, ξ)}|〈ξ〉
−m+ρ|α| ≤
ε
2
for all x, ξ ∈ Rn with |x| ≥ R1.
By means of the previous inequality, the Leibnitz rule and ψ(R−11 x) = 0 for all
|x| ≤ R1 we get for all Rˆ ≥ R1 and all α ∈ N
n
0 with |α| ≤ k:
‖∂αξ aˆ(., ξ)− ∂
α
ξ a(∞, ξ)‖C0b (Rn)〈ξ〉
−m+ρ|α| ≤
ε
2
for all ξ ∈ Rn. (27)
A combination of (27) and the next estimate yields (26):
max
|α|≤k
sup
ξ∈Rn
{
‖∂αξ aˆ(., ξ)− ∂
α
ξ a(∞, ξ)‖Cm˜,s(Rn)〈ξ〉
−m+ρ|α|−δ(m˜+s)
}
≤
ε
2
. (28)
In order to show (28) let α, β ∈ Nn0 with |α| ≤ k and |β| ≤ m˜ and R2 > 1 be arbitrary.
On account of 〈ξ〉−δ(m˜+s)(1−|β|/m˜) ≤ 1 we have
‖{∂αξ a(x, ξ)− ∂
α
ξ a(∞, ξ)}ψ(R
−1
2 x)‖
|β|/m˜
Cm˜
b
(Rn\BR2 (0))
〈ξ〉(−m+ρ|α|)·|β|/m˜−δ(m˜+s)
≤
(
‖{∂αξ a(x, ξ)− ∂
α
ξ a(∞, ξ)}ψ(R
−1
2 x)‖Cm˜b (Rn\BR2 (0))〈ξ〉
−m+ρ|α|−δ(m˜+s)
)|β|/m˜
.
Now we apply Lemma 2.2 to the previous inequality first and use the properties of
the function ψ afterwards. Then we get the existence of a constant Cm˜, independent
of R2 > 1, such that
‖{∂αξ a(x, ξ)− ∂
α
ξ a(∞, ξ)}ψ(R
−1
2 x)‖
|β|/m˜
Cm˜
b
(Rnx\BR2 (0))
〈ξ〉(−m+ρ|α|)·|β|/m˜−δ(m˜+s)
≤ Cm˜
(
‖∂αξ a(x, ξ)− ∂
α
ξ a(∞, ξ)‖Cm˜,s(Rnx\BR2 (0))〈ξ〉
−m+ρ|α|−δ(m˜+s)
)|β|/m˜
.
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Since the restriction of functions defined on Rn to the domain Rn\BR2(0)) is contin-
uous and since a(x, ξ), a(∞, ξ) ∈ Cm˜,τSmρ,δ(R
n×Rn;n+1) ⊆ Cm˜,sSmρ,δ(R
n×Rn;n+1)
we obtain for all ξ ∈ Rn
‖{∂αξ a(x, ξ)− ∂
α
ξ a(∞, ξ)}ψ(R
−1
2 x)‖
|β|/m˜
Cm˜b (R
n
x\BR2 (0))
〈ξ〉(−m+ρ|α|)·|β|/m˜−δ(m˜+s) ≤ Cm˜, (29)
where Cm˜ is independent of R2 > 1 and ξ ∈ R
n. Let θβ :=
|β|+s
m˜+τ
. Similary to (29) we
can show the existence of a constant Bm˜, independent of R2 > 1, such that we have
for all ξ ∈ Rn
‖{∂αξ a(x, ξ)− ∂
α
ξ a(∞, ξ)}ψ(R
−1
2 x)‖
θβ
Cm˜,τ (Rnx\BR2 (0))
〈ξ〉(−m+ρ|α|)·θβ−δ(m˜+s) ≤ Bm˜. (30)
Due to ψ ∈ C∞b (R
n) and assumption 1) there is a R3 > 1 such that we get for all
Rˆ ≥ R3
‖{∂αξ a(x, ξ)− ∂
α
ξ a(∞, ξ)}ψ(Rˆ
−1x)‖
1−|β|/m˜
C0
b
(Rnx\BRˆ(0))
〈ξ〉(−m+ρ|α|)(1−|β|/m˜) ≤
ε
4Cm˜
(31)
and
‖{∂αξ a(x, ξ)− ∂
α
ξ a(∞, ξ)}ψ(Rˆ
−1x)‖
1−θβ
C0
b
(Rnx\BRˆ(0))
〈ξ〉(−m+ρ|α|)(1−θβ) ≤
ε
4Bm˜
. (32)
Now we choose Rˆ := max{R2, R3}. Since ψ(Rˆ
−1x) = 0 for all |x| ≤ Rˆ, we have
‖∂αξ aˆ(., ξ)− ∂
α
ξ a(∞, ξ)‖Cm˜,s(Rn)〈ξ〉
−m+ρ|α|−δ(m˜+s)
= ‖{∂αξ a(., ξ)− ∂
α
ξ a(∞, ξ)}ψ(Rˆ
−1x)‖Cm˜,s(Rn)〈ξ〉
−m+ρ|α|−δ(m˜+s)
= max
|β|≤m˜
{
‖Dβx{(∂
α
ξ a(., ξ)− ∂
α
ξ a(∞, ξ))ψ(Rˆ
−1x)}‖C0,s(Rn\B
Rˆ
(0))〈ξ〉
−m+ρ|α|−δ(m˜+s)
}
.
If we now apply Lemma 2.6 on the previous equality first and use the estimates (29)-
(32) with R2 := Rˆ afterwards, we obtain (28) for l = 1. We get the general case by
applying case l = 1 to each entry of aˆ.
Proof of Lemma 4.3: Let (1 − ρ)n
p
− (1 − δ)(m˜ + τ) < s < m˜ + τ and r ∈ R with
r < m˜+τ be arbitrary. We choose an arbitrary but fixed ψ ∈ C∞(Rn) with ψ(x) = 1
for |x| ≥ 2 and ψ(x) = 0 if |x| ≤ 1. We divide the proof of this lemma into
four different steps. In step one we prove an auxiliary regularity result, needed for
the proof of the claim. Afterwards we start with showing the claim by considering
different cases. First we treat the case p = q in step two. In the next two steps we
consider an arbitrary p ∈ [1,∞) and ρ = 1. In step three we show the claim for
q ∈ [1, p]. Finally we treat case q ∈ [p,∞) in step 4.
Step 1. Let s ≤ t < m˜ + τ . Additionally let q0 = 2 if ρ 6= 1 and q0 ∈ [1,∞)
else. We choose δ < γ < ρ such that
−(1− δ)(m˜+ τ) < −(1 − γ)(m˜+ τ) < s
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and define b : Rn × Rn → C via
b(x, ξ) := ψ
(
R−1(|x|2 + |ξ|2)
)
a˜(x, ξ)−1 for all x, ξ ∈ Rn,
where a˜(x, ξ) := a(x, ξ)〈ξ〉−m ∈ Cm˜,τ S˜0ρ,δ(R
n×Rn;M ;L (Cl)). On account of Lemma
4.2 we already know, that b ∈ Cm˜,τ S˜0ρ,δ(R
n × Rn;M ;L (Cl)). Additionally we get
due to the Leibniz rule and Lemma 2.2, that
b(x, ξ)a˜(x, ξ)− 1 ∈ Cm˜,τS0ρ,δ(R
n × Rn;M ;L (Cl)), (33)
where 1 ∈ Cl×l is the unit-matrix. Since b(x, ξ)a˜(x, ξ)− 1 = 0 for all x, ξ ∈ Rn with
|x|2+ |ξ|2 ≥ 2R, a straight forward calculation even provides using (33) and 〈ξ〉 ≤ CR
for all |ξ| ≤ 2R
b(x, ξ)a˜(x, ξ)− 1 ∈ Cm˜,τS−∞ρ,δ (R
n × Rn;M ;L (Cl))
⊆ Cm˜,τS−∞ρ,γ (R
n × Rn;M ;L (Cl)). (34)
By means of the symbol-smoothing we can split the symbol a˜ in two symbols a˜♯ :=
(a♯i,j)
l
i,j=1 and a˜
b := (abi,j)
l
i,j=1 defined as in Subsection 3.1. Due to Lemma 3.13 and
Lemma 3.12 we then have
i) a˜b ∈ Cm˜,τ S˜−θρ,γ(R
n × Rn,M ;L (Cl)) ∩ Cm˜,τ S˙−θρ,γ(R
n × Rn; 0;L (Cl)),
ii) a˜♯ ∈ S˜0ρ,γ(R
n × Rn,M ;L (Cl)).
for some 0 < θ < 1. Since a˜♯ is smooth with respect to the first variable, the
composition b(x,Dx)a˜
♯(x,Dx) is a pseudodifferential operator again with symbol b♯a˜
♯.
Then Corollary 3.14 provides that the symbol b♯⌈θ⌉a˜
♯ has the following property:
iii) b♯a˜♯ − b♯⌈θ⌉a˜
♯ ∈ Cm˜,τ S˙
−(ρ−γ)
ρ,γ (Rn × Rn;M − (n + 2);L (Cl)).
Using a˜ = a˜b + a˜♯ and iii) provides
b(x,Dx)a˜(x,Dx)−
(
b♯⌈θ⌉a˜
)
(x,Dx)
= b(x,Dx)a˜
b(x,Dx) +
(
b♯⌈θ⌉a˜
♯
)
(x,Dx)−
(
b♯⌈θ⌉a˜
)
(x,Dx) +R⌈θ⌉(x,Dx)
= b(x,Dx)a˜
b(x,Dx)− (ba˜
b)(x,Dx) +R⌈θ⌉(x,Dx), (35)
where
R⌈θ⌉ ∈ C
m˜,τ S˙−(ρ−γ)ρ,γ (R
n × Rn;M − (n + 2);L (Cl)). (36)
By means of the Leibniz rule, Lemma 2.2 and a˜b ∈ Cm˜,τ S˜−θρ,γ(R
n×Rn;M ;L (Cl)) we
obtain:
b(x, ξ)a˜b(x, ξ) ∈ Cm˜,τS−θρ,γ(R
n × Rn;M ;L (Cl)). (37)
An application of Theorem 3.2 yields because of i), b ∈ Cm˜,τ S˜0ρ,γ(R
n×Rn;M ;L (Cl)),
(37), (36), (35) and (34) for mn := min{θ; ρ− γ; (m˜+ τ − t)/2}:
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iv) R := b(x,Dx)a˜(x,Dx)−
(
b♯⌈θ⌉a˜
)
(x,Dx) :
(
H tq0(R
n)
)l
→
(
H t+mnq0 (R
n)
)l
,
v) OP [b(x, ξ)a˜(x, ξ)− 1] :
(
H tq0(R
n)
)l
→
(
H t+mnq0 (R
n)
)l
.
Moreover we obtain for the parametrix Q := 〈Dx〉
−mb(x,Dx) of a(x,Dx):
Qa(x,Dx) = 〈Dx〉
−mb(x,Dx)a˜(x,Dx)〈Dx〉
m
= Id + 〈Dx〉
−mOP [b(x, ξ)a˜(x, ξ)− 1] 〈Dx〉
m + 〈Dx〉
−mR〈Dx〉
m. (38)
Now let u ∈
(
Hm+tq0 (R
n)
)l
with a(x,Dx)u = Φ ∈ (C
∞
c (R
n))l ⊆
(
H t+mnq0 (R
n)
)l
be
arbitrary. By means of the continuity results for pseudodifferential operators, cf.
Theorem 3.2 and Theorem 3.6, we obtain Qa(x,Dx)u = QΦ ∈
(
Hm+mn+tq0 (R
n)
)l
.
Together with iv) and v) and equality (38) we therefore get that
u = Qa(x,Dx)u− 〈Dx〉
−mOP [b(x, ξ)a˜(x, ξ)− 1] 〈Dx〉
mu− 〈Dx〉
−mR〈Dx〉
mu
is an element of
(
Hm+mn+tq0 (R
n)
)l
. In summary, this provides
if u ∈
(
Hm+tq0 (R
n)
)l
and a(x,Dx)u ∈ (C
∞
c (R
n))l , then u ∈
(
Hm+mn+tq0 (R
n)
)l
. (39)
Step 2. In this step we prove the claim for p = q. If r ≤ s we immediately
obtain u ∈
(
Hm+sp (R
n)
)l
⊆
(
Hm+rp (R
n)
)l
. Hence it remains to consider r ∈ R with
s < r < m˜ + τ . To this end we consider a u ∈
(
Hm+sp (R
n)
)l
such that a(x,Dx)u ∈
(C∞c (R
n))l. Due to (39) for t = s and q0 = p we obtain u ∈
(
Hm+s1p (R
n)
)l
where
s1 := s + min{θ; ρ − γ; (m˜ + τ − s)/2}. Now we distinguish two different cases. If
s1 < r, we repeat the application of (39) applied on t = s1 and q0 = p and get
u ∈
(
Hm+s2p (R
n)
)l
where s2 := s1 + min{θ; ρ − γ; (m˜ + τ − s1)/2}. We repeat this
step until we obtain si ≥ r for some i ∈ N. This is possible since r < m˜+ τ . If s1 ≥ r
instead, we obtain the claim, since u ∈
(
Hm+s1p (R
n)
)l
⊆
(
Hm+rp (R
n)
)l
.
Step 3. Now we assume ρ = 1. The aim of this step is to show the claim
for q ∈ [1, p] and arbitrary r fulfilling the assumtions. Without loss of generality
we can assume on account of Step 2 that r = s. Due to Remark 4.4 we have
a(∞, ξ) ∈ Smρ,δ(R
n × Rn;n + 1;L (Cl)). On account of (17) and Theorem 3.2 we
obtain the boundedness of
a(∞, Dx) :
(
Hm+sp1 (R
n)
)l
→
(
Hsp1(R
n)
)l
for all p1 ∈ [1,∞). (40)
Assumption 1) implies | det (a(∞, ξ)) | 6= 0 for all ξ ∈ Rn. Hence a(∞, Dx) is invert-
ible with inverse b(Dx), where
b(ξ) := [a(∞, ξ)]−1 ∈ S−mρ,δ (R
n × Rn; 0;L (Cl)) (41)
follows immediately of 1) for l = 1. For general l ∈ N the property (41) follows from
Cramer’s rule, case l = 1 and the fact, that Cm˜,τ S˜0ρ,δ(R
n × Rn;M) is closed with
respect to pointwise multiplication. Consequently (40) provides
b(Dx) ∈ L (
(
Hsp1(R
n)
)l
;
(
Hm+sp1 (R
n)
)l
) for all p1 ∈ [1,∞).
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Since the set of all invertible operators in L (
(
Hm+sp1 (R
n)
)l
;
(
Hsp1(R
n)
)l
) with p1 ∈
{p, q} is open, there is an R˜ > 0 such that all Tp1 ∈ L (
(
Hm+sp1 (R
n)
)l
;
(
Hsp1(R
n)
)l
)
with p1 ∈ {p, q} fulfilling
‖a(∞, Dx)− Tp1‖L ((Hm+sp1 (Rn))
l
;(Hsp1 (R
n))
l
)
≤ R˜ for all p1 ∈ {p, q} (42)
are invertible in L (
(
Hm+sp1 (R
n)
)l
;
(
Hsp1(R
n)
)l
) with p1 ∈ {p, q}. Due to a(∞, ξ) ∈
Smρ,δ(R
n × Rn;n + 1;L (Cl)) and Theorem 3.2 inequality (42) holds for Tq = Tp =
aˆ(x,Dx) with aˆ ∈ C
m˜,τ˜Smρ,δ(R
n × Rn;M ;L (Cl)), τ˜ > 0, fulfilling
|aˆ− a(∞, ξ)|k,Cm˜,τ˜Sm1,δ(Rn×Rn;L (Cl)) < ε (43)
for some ε > 0. On account of Lemma 4.6 there is an Rˆ > 1 such that
aˆ(x, ξ) := a(x, ξ)ψ(Rˆ−1x) + (1− ψ(Rˆ−1x))a(∞, ξ) for all x, ξ ∈ Rn
fulfilles (43) for τ˜ > 0 with s < τ˜ + m˜ < τ + m˜. Hence inequality (42) holds for
Tq = Tp = aˆ(x,Dx). Consequently aˆ(x,Dx) is invertible as a map from
(
Hm+sq (R
n)
)l
to
(
Hsq (R
n)
)l
since s < m˜+τ˜ . Now we choose u ∈
(
Hm+sp (R
n)
)l
such that a(x,Dx)u =
Φ ∈ (C∞c (R
n))l. The continuity of a pseudodifferential operator with symbol in
Smρ,δ(R
n × Rn;n + 1;L (Cl)) and 1 − ψ(Rˆ−1x) ∈ C∞c (R
n) with support in B2Rˆ(0)
yields
(1− ψ(Rˆ−1x))a(∞, Dx)u ∈
(
Hsp(B2Rˆ(0))
)l
⊆
(
Hsq (B2Rˆ(0))
)l
. (44)
By means of (44) we get using a(x,Dx)u = Φ:
aˆ(x,Dx)u = Φ− (1− ψ)(Rˆ
−1x)a(x,Dx)u+ (1− ψ(Rˆ
−1x))a(∞, Dx)u ∈
(
Hsq (R
n)
)l
.
Since aˆ(x,Dx) is invertible as a map from
(
Hm+sq (R
n)
)l
to
(
Hsq (R
n)
)l
and aˆ(x,Dx)u ∈(
Hsq (R
n)
)l
, we obtain u ∈
(
Hm+sq (R
n)
)l
.
Step 4. We again assume ρ = 1. In this step we proof the claim for all q ∈ [p,∞)
and arbitrary r fulfilling the assumptions. Due to Step 2 we can assume without loss
of generality that r = s. We define mn as in Step 2 for t = s. To this end we consider
a u ∈
(
Hm+sp (R
n)
)l
such that a(x,Dx)u ∈ (C
∞
c (R
n))l. An application of (39) for
t = s and q0 = p provides u ∈
(
Hm+mn+sp (R
n)
)l
. Now we consider two different
cases.
In the case mn
n
≥ 1
p
we know that m + s − n
q
< m + s + mn −
n
p
holds for all
q ∈ [p,∞). The embedding theorem for Bessel potential spaces, see e.g. [19, Theorem
1.2], therefore provides
u ∈
(
Hm+mn+sp (R
n)
)l
⊆
(
Hm+sq (R
n)
)l
for all q ∈ [p,∞).
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In case mn
n
< 1
p
we define p1 ∈ (p,∞) by
1
p1
= 1
p
− mn
n
. As in the first case we can
apply the embedding theorem for Bessel potential spaces, see e.g. [7, Theorem 6.5.1]
and get that
u ∈
(
Hm+mn+sp (R
n)
)l
⊆
(
Hm+sq (R
n)
)l
for all q ∈ [p, p1]. An application of (39) for t = s and q0 = p1 provides u ∈(
Hm+mn+sp1 (R
n)
)l
. Since mn
n
> 0 is independent of p we obtain mn
n
≥ 1
pi
, i ∈ N if we
repeat the argument of this case finitely many times. This implies
u ∈
(
Hm+sq (R
n)
)l
for all q ∈ [p, pi]. (45)
Due to mn
n
≥ 1
pi
we obtain by means of the embedding theorem for Bessel potential
spaces, that u ∈
(
Hm+mn+spi (R
n)
)l
⊆
(
Hm+sq (R
n)
)l
for all q ∈ [pi,∞). Together with
45 we obtain the claim.
In order to prove the invariance of the Fredholm index of a non-smooth pseudo-
differential operator under suitable conditions, we additionally need the next lemma,
proved by Rabier in [21, Lemma 3.4]:
Lemma 4.7. Let Y be a Banach space and Z ⊆ Y be a closed subspace. We assume,
that D ⊆ Y is a dense subspace and that there are d1, . . . , dk ∈ D with the following
property: For every w ∈ D, there are scalars µ1, . . . , µk such that w−
∑k
i=1 µidi ∈ Z.
Then we have codim Z ≤ k.
With the previous results at hand, we are now in the position to prove the invari-
ance result for the Fredholm index of non-smooth pseudodifferential operators, see
Theorem 1.2. The main idea is taken of [21, Theorem 3.5], where the invariance of
the Fredholm index is proved for non-smooth differential operators.
Proof of Theorem 1.2: On account of Theorem 4.1 the operator Asp is a Fredholm
operator for all p ∈ [1,∞) and p = 2 if ρ = 1 and (1−ρ)n
p
−(1−δ)(m˜+τ) < s < m˜+τ .
Now let p, q ∈ [1,∞) with p, q = 2 if ρ = 1 and (1 − ρ)n
p
− (1 − δ)(m˜ + τ) < s, r <
m˜ + τ be arbitrary. It remains to show ind(Asp) = ind(A
r
q). We immediately get by
applying Lemma 4.3 with Φ = 0 that ker(Asp) = ker(A
r
q). Setting k := codim Im(A
s
p)
we can choose Φ1, . . . ,Φk ∈
(
Hsp(R
n)
)l
such that span {Φ1, . . . ,Φk} ⊕ Im(A
s
p) =(
Hsp(R
n)
)l
. On account of the density of C∞c (R
n) ⊆ Hsp(R
n) we even can assume
that Φ1, . . . ,Φk ∈ (C
∞
c (R
n))l. In order to get codim Im(Arq) ≤ k, we just need to
show that for all Φ ∈ (C∞c (R
n))l there are some µ1, . . . , µk ∈ C such that
Φ−
k∑
j=1
µjΦj ∈ Im(A
r
q) (46)
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due to Lemma 4.7 applied on X =
(
Hm+rq (R
n)
)l
, Y =
(
Hrq (R
n)
)l
, Z = Im(Arq)
and D = (C∞c (R
n))l. In order to verify (46) we take some fixed but arbitray Φ ∈
(C∞c (R
n))l. Because of the choice of Φ1, . . . ,Φk, there are some µ1, . . . , µk ∈ C such
that
Φ−
k∑
j=1
µjΦj ∈ Im(A
s
p).
Hence there is a u ∈
(
Hm+sp (R
n)
)l
with Aspu = Φ −
∑k
j=1 µjΦj ∈ (C
∞
c (R
n))l. Due
to Lemma 4.3 we therefore get u ∈
(
Hm+rq (R
n)
)l
, which provides (46). Changing
the roles of p and q in the proof of codim Im(Arq) ≤ k provides codim Im(A
r
q) ≥ k.
A combination of ker(Asp) = ker(A
r
q) and codim Im(A
r
q) = codim Im(A
s
p) yields the
claim.
5 Spectral Invariance of Non-Smooth Pseudodifferen-
tial Operators
In this section we present the proof of the improved spectral invariance result for
non-smooth pseudodifferential operators. For all r ∈ R and 1 ≤ q < ∞ we write Brq
instead of a pseudifferential operator b(x,Dx), if we want to emphasize, that b(x,Dx)
is a map from
(
Hm+rq (R
n)
)l
to
(
Hrq (R
n)
)l
. To begin with, let us check the following
lemma
Lemma 5.1. Let m˜ ∈ N0, 0 < τ < 1, m ∈ R and 0 ≤ δ ≤ ρ ≤ 1 with ρ > 0, δ < 1.
Additionally let a ∈ Cm˜,τSmρ,δ(R
n × Rn;L (Cl)) and b ∈ Smρ,δ(R
n × Rn;L (Cl)). We
assume that a(x,Dx) :
(
Hm+sp (R
n)
)l
→
(
Hsp(R
n)
)l
is invertible for some p ∈ [1,∞)
with (1−ρ)n
p
−(1−δ)(m˜+τ) < s < m˜+τ . In case ρ 6= 1 we assume p = 2. Then there
is some k ∈ N0 and some R > 0 such that if |a(x, ξ)−b(x, ξ)|
(m)
k,Cm˜,τSm
ρ,δ
(Rn×Rn;L (Cl))
< R
the operator Brq is invertible for every q ∈ [1,∞) and r ∈ R, where q = 2 if ρ 6= 1 is
needed.
Proof: Since the set of all invertible functions of L
(
(Hs+mp )
l, (Hsp)
l
)
is open, the
invertibility of a(x,Dx) provides the invertibility of all pseudodifferential operators
with symbols b ∈ Smρ,δ(R
n × Rn;L (Cl)) if
‖a(x,Dx)− b(x,Dx)‖L ((Hs+mp )l,(Hsp)l) ≤ ε (47)
for some ε > 0. Now let (1 − ρ)n
p
− (1 − δ)(m˜ + τ) < s < m˜ + τ be arbitrary. On
account of Theorem 3.2 there is a k ∈ N0 such that
‖a˜(x,Dx)‖L ((Hs+mp )l,(Hsp)l) ≤ Cs|a˜|
(m)
k,Cm˜,τSm
ρ,δ
(Rn×Rn;L (Cl))
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for all a˜ ∈ Cm˜,τSmρ,δ(R
n × Rn;L (Cl)). Consequently there is a R > 0 such that for
all b ∈ Smρ,δ(R
n × Rn;L (Cl)) with
|a(x, ξ)− b(x, ξ)|
(m)
k,Cm˜,τSm
ρ,δ
(Rn×Rn;L (Cl))
< R (48)
inequality (47) holds. For the symbols b ∈ Smρ,δ(R
n×Rn;L (Cl)) fulfilling (48) the cor-
responding pseudodifferential operator b(x,Dx) is invertible in L
(
(Hs+mp )
l, (Hsp)
l
)
.
Due to Theorem 1.1, Brq is invertible for all r ∈ R and all 1 ≤ q <∞, where q = 2 if
ρ 6= 1.
With all results of the previous sections we are now in the position to show
Theorem 1.3. For the proof of this theorem we follow the proof of Theorem 4.4 in
[21] and use the next lemma, which was proved in [21, Lemma 4.3]:
Lemma 5.2. Let X and Y be complex Banach spaces and let T ∈ L (X, Y ) be
Fredholm of index 0 and not invertible. Then there is an open ball Bν(0) ⊆ L (X, Y )
with the following property: Given H ∈ Bν(0) such that T + H is invertible and
ε > 0, there is some δ ∈ (0, ε] such that if S ∈ Bδ(T ) ⊆ L (X, Y ), then S + zH is
not invertible for some z ∈ C with |z| < ε.
Proof of Theorem 1.3. We assume that Arq0 is not invertible for some q0 ∈ [1,∞) and
r ∈ R with (1 − ρ)n
p
− (1 − δ)(m˜ + τ) < r < m˜ + τ . Since Asp is invertible, A
s
p is a
Fredholm operator with index 0. Due to Theorem 1.2 we know, that Arq0 is also a
Fredholm operator with index 0. Moreover we choose R > 0 and k ∈ N0 as in Lemma
5.1 and ν > 0 as in Lemma 5.2 with X :=
(
Hm+rq0
)l
, Y :=
(
Hrq0
)l
and T := Arq0. By
means of the proof of Lemma 5.1 and Lemma 3.3 in case δ = 0 and Lemma 3.5 else
there is a symbol b ∈ Smρ,δ(R
n × Rn;L (Cl)) such that
|a− b|
(m)
k,C⌊t⌋,t−⌊t⌋Sm
ρ,δ
(Rn×Rn;L (Cl))
< R
with
• t := max{r + (m˜+ τ − r)/2, s+ (m˜+ τ − s)/2} and
• ‖b(x,Dx)− a(x,Dx)‖L ((Hm+rq0 )l;(Hrq0 )
l) < ν.
An application of Lemma 5.1 provides the invertibility of
b(x,Dx) = a(x,Dx) + (b(x,Dx)− a(x,Dx)) ∈ L
(
(Hm+rq0 )
l; (Hrq0)
l
)
.
Hence a(x,Dx) + a˜(x,Dx) ∈ L
(
(Hm+rq0 )
l; (Hrq0)
l
)
is invertible if
‖a˜(x,Dx)− (b(x,Dx)− a(x,Dx)) ‖L ((Hm+rq0 )l;(Hrq0 )
l) (49)
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is small enough. Because of Lemma 3.3 in case δ = 0 and Lemma 3.5 else, there is a
symbol a˜ ∈ Smρ,δ(R
n × Rn;L (Cl)) such that
‖a˜(x,Dx)− (b(x,Dx)− a(x,Dx)) ‖L ((Hm+rq0 )l;(Hrq0 )
l)
< ν − ‖b(x,Dx)− a(x,Dx)‖L ((Hm+rq0 )l;(Hrq0 )
l)
is so small that a(x,Dx)+a˜(x,Dx) ∈ L
(
(Hm+rq0 )
l; (Hrq0)
l
)
is invertible. Consequently
‖a˜(x,Dx)‖L ((Hm+rq0 )l;(Hrq0 )
l) < ν.
Now let us choose ε := R
2max{1,|a˜(x,Dx)|
(m)
k,C⌊t⌋,t−⌊t⌋Sm
ρ,δ
(Rn×Rn;L (Cl))
}
. Lemma 5.2 provides the
existence of a δ˜ ∈ (0, ε] with the following property: For each b˜(x,Dx) ∈ OPS
m
ρ,δ(R
n×
Rn;L (Cl)) satisfying
‖b˜(x,Dx)− a(x,Dx)‖L ((Hm+rq0 )l;(Hrq0 )
l) < δ˜ (50)
and for some z ∈ C with |z| < ε the operator
b˜(x,Dx) + za˜(x,Dx) is not invertible. (51)
Due to Lemma 3.3 in case δ = 0 and Lemma 3.5 else there is a b˜(x,Dx) ∈ OPS
m
ρ,δ(R
n×
Rn;L (Cl)) such that (50) holds and in addition |b˜−a|
(m)
k,C⌊t⌋,t−⌊t⌋Sm
ρ,δ
(Rn×Rn;L (Cl))
< R/2.
Hence |b˜+ za− a|
(m)
k,C⌊t⌋,t−⌊t⌋Sm
ρ,δ
(Rn×Rn;L (Cl))
< R. An application of Lemma 5.1 yields
the invertibility of the operator b˜(x,Dx) + za˜(x,Dx) ∈ L
(
(Hm+rq0 )
l; (Hrq0)
l
)
. Since
this is a contradiction to (51), we conclude the proof.
As a direct consequence of the Theorem 1.3 we obtain
Corollary 5.3. Let m˜ ∈ N, m ∈ R, 0 ≤ δ < ρ ≤ 1, 0 < τ < 1 with m˜+ τ > 1−ρ
1−δ
· n
2
if ρ 6= 1 and q ∈ [1,∞). Moreover let a ∈ Cm˜,τ S˜mρ,δ(R
n × Rn;L (Cl)) for δ = 0
and a ∈ Cm˜,τunifS
m
ρ,δ(R
n × Rn;L (Cl)) ∩ Cm˜,τ S˜mρ,δ(R
n × Rn;L (Cl)) else fulfilling the
assumptions 1) and 2) of Theorem 1.2. Then the spectrum of a(x,Dx) seen as an
operator from
(
Hm+rq
)l
to
(
Hrq
)l
, where q = 2 if ρ 6= 1, is independent of r ∈ R with
−(1 − δ)(m˜ + τ) < r < m˜ + τ . In case ρ = 1 the spectrum is even independent of
q ∈ [1,∞).
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