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This is a comprehensive review of the combination of scanning probe microscopy (SPM) with various
optical spectroscopies, with a particular focus on Raman spectroscopy. Efforts to combine SPM with
optical spectroscopy will be described, and the technical difficulties encountered will be examined.
These efforts have so far focused mainly on the development of tip-enhanced Raman spectroscopy, a
powerful technique to detect and image chemical signatures with single molecule sensitivity, which
will be reviewed. Beyond tip-enhanced Raman spectroscopy and/or topography measurements, com-
binations of SPM with optical spectroscopy have a great potential in the characterization of structure
and quantitative measurements of physical properties, such as mechanical, optical, or electrical prop-
erties, in delicate biological samples and nanomaterials. The different approaches to improve the
spatial resolution, the chemical sensitivity, and the accuracy of physical properties measurements
will be discussed. Applications of such combinations for the characterization of structure, defects,
and physical properties in biology and materials science will be reviewed. Due to the versatility of
SPM probes for the manipulation and characterization of small and/or delicate samples, this review




Nanostructures have been extensively researched for
their potential integration in electronic components, sensors,
energy harvesters, and biological systems. In order to pre-
dict their behavior in devices, a thorough characterization of
their physical properties is required. Due to their small sizes
and technical challenges related to their synthesis and ma-
nipulation, new tools with high resolution and sensitivity are
needed for the characterization of nanostructures. Electron
microscopy has been widely used to characterize the mor-
phology and crystalline structure of nanomaterials, but these
techniques are mainly limited to conductive or thin samples.
Transmission electron microscopy (TEM) is inapplicable to
nanostructures that are integrated into devices on a solid sub-
strate. The sample can be damaged during imaging, meaning
it cannot be recovered for the next fabrication step. Imaging
point defects with a TEM still represents a technical chal-
lenge. Also, due to the uncertainty in sample thickness and
the small gap between the pole-pieces, the in situ TEM char-
acterization of optical, mechanical, tribological, and/or elec-
tron transport properties of nanostructures is very challenging
or impossible.1, 2
Fluorescence microscopy has provided a wealth of
chemical information, giving insight into a variety of
chemical reactions and biological processes. However, the
spatial resolution of conventional optical microscopy is lim-
ited by the diffraction limit, which is about half the wave-
length of the light. Considerable efforts have been made to
a)Present address: Institute for Shock Physics and Department of Physics,
Washington State University, Pullman, Washington 99164-2816, USA.
Electronic mail: marcel.lucas@wsu.edu.
increase the spatial resolution beyond the diffraction limit.
Development of photoswitchable fluorophores and their se-
quential illumination led to the development of stimulated
emission depletion, stochastic optical reconstruction, and
photoactivatable localization microscopies, which improved
the spatial resolution to a few tens of nm.3 However, fluores-
cence microscopy requires labeling, since not every molecule
is fluorescent. This complicates the sample preparation and
introduces labels that may interfere with the physical proper-
ties of the sample or the behavior of biological samples. In
addition, fluorescence microscopy provides no chemical sig-
nature from the sample for its identification.
Advances in scanning probe microscopy (SPM) ad-
dressed these issues and provided an abundant wealth of infor-
mation on the topography and physical properties of nanoma-
terials, in some cases at atomic resolution. SPM is extremely
versatile and can operate in vacuum, air, or liquids; on insulat-
ing or metallic samples. In parallel, optical spectroscopy, such
as Raman spectroscopy, is an indispensable tool for the collec-
tion of chemical signatures, characterization of the crystalline
structure and orientation, point defects, mechanical deforma-
tion and thermal properties. In this review, the technical diffi-
culties associated with the combination of SPM with various
optical spectroscopies, including Raman spectroscopy, will be
examined. Reports of such combinations in the literature will
be reviewed and discussed. Efforts to combine SPM with op-
tical spectroscopy have so far been mostly directed toward
the development of tip-enhanced Raman spectroscopy, which
will be reviewed. But in the following sections, the great po-
tential of SPM-optical spectroscopy combinations beyond tip-
enhanced Raman spectroscopy will also be emphasized and
of particular interest are combinations that enable the char-
acterization of structure and quantitative measurements of
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physical properties, such as mechanical, optical, or electri-
cal properties. The different approaches to improve the spatial
resolution, the chemical sensitivity and the accuracy of phys-
ical properties measurements will be discussed. Applications
of such combinations for the characterization of structure, de-
fects, and physical properties in biology and materials science
will be reviewed. Although near-field optical microscopies
with aperture will be mentioned, this review will mainly focus
on apertureless near-field optical spectroscopy/microscopies.
B. Outline
In Sec. II, the various feedback mechanisms used in
scanning probe microscopy to maintain the tip-sample dis-
tance constant and measure the sample physical properties are
briefly reviewed. In Sec. III, Raman spectroscopy, coherent
anti-stokes Raman spectroscopy, and surface-enhanced Ra-
man spectroscopy will be presented. In Sec. IV, some of the
technical issues related to combinations of scanning probe
microscopy with optical spectroscopy, including excitation
wavelength, sample illumination configuration, and spatial
resolution, will be discussed. Efforts to break the diffraction
limit in Raman spectroscopy by aperture scanning near-field
microscopy will be discussed. Tip-enhanced Raman spec-
troscopy, an apertureless scanning near-field technique, will
be introduced and reviewed in Sec. V. In Sec. VI, demon-
strations of combinations of scanning probe microscopy with
other optical spectroscopies, such as fluorescence and infrared
spectroscopy, will be described. Finally, the potential appli-
cations in biology and materials science will be reviewed in
Sec. VII.
II. SCANNING PROBE MICROSCOPY
A. Principle
Scanning probe microscopy has been extensively used
for surface analysis of the physical properties at the nanoscale.
Typically, a sharp probe is kept in the vicinity of the sample by
using various feedback mechanisms. The sharpness of the tip
apex, reduced to a single atom in some cases, can provide in-
formation on the topography and the physical properties of the
sample at atomic resolution in optimal conditions. The inven-
tion of the scanning tunneling microscope (STM) was soon
followed by the development of various scanning probe mi-
croscopies based on different interactions between the probe
and the sample.4, 5 The flexibility of the detection systems and
advances in probe fabrication have expanded the versatility of
scanning probe microscopy to the investigation of mechani-
cal, electrical, tribological, thermal, chemical, magnetic inter-
actions. In Sec. II B, the various feedback mechanisms to keep
the tip-sample distance constant and to collect data about the
sample physical properties are briefly reviewed.
B. Feedback mechanisms
The invention of STM enabled the imaging of topogra-
phy and charge density variations at an atomic resolution.4
In STM, a bias voltage is applied between a metallic sam-
ple and a sharp metallic tip with a single atom at the apex,
typically made of tungsten. When the tip is at a distance of
a few angstroms above the sample, a tunneling current can
pass through the tip-sample gap. The tunneling current is a
function of the tip-sample distance, bias voltage and the local
electronic density of states of the sample. In order to keep the
tip-sample distance constant, a feedback mechanism monitors
variations of the tunneling current for a set voltage and adjusts
the tip-sample distance with a piezoelectric scanner support-
ing the sample or the tip to maintain the current constant.6–9 A
topography image, or more precisely an image of the charge
density, is collected by scanning the tip across the sample sur-
face. Alternatively, an image of the tunneling current, which
is related to the charge density, can be obtained by scanning
the tip at constant voltage and tip-sample distance.4 The latter
method is preferred because of the higher acquisition rate.
A few years later, the atomic force microscope (AFM)
was developed to analyze conductive and non-conductive
samples. In most AFMs, a tip is located at the end of a can-
tilever and the cantilever deflection is monitored by a laser
beam reflected off the back of the cantilever and analyzed by
a four-quadrant photodetector. One feedback mechanism to
collect a topography image is based on maintaining the de-
flection of the cantilever constant by adjusting the tip or sam-
ple height as the tip scans the sample in a constant contact
mode.5, 10–12 Generally, STM offers a better lateral resolution
than AFM due to the sharpness of the tip and a better control
over the smaller tip-sample distance.
To increase sensitivity, particularly in liquids, the four-
quadrant photodiode can be replaced by an interferometer. A
low noise detection system based on a Fabry-Pérot interfer-
ometer with differential amplification was demonstrated in
vacuum, air, and liquid.13 An interferometry approach was
implemented in an optical fiber-based system. The light from
a laser diode is directed by an optical fiber to the interference
cavity formed between the fiber end and the back of a reflec-
tive cantilever. The intensity of the reflected light is a function
of the fiber-cantilever distance and is collected by the same
optical fiber before its collection by a photodiode.14 Another
detection scheme, commonly used in aperture scanning near-
field optical microscopy (SNOM), is based on a tuning fork
with high quality factor.15, 16 The fiber tip is attached to one
prong of a piezoelectric tuning fork which is vibrated at a set
amplitude and frequency. When in resonance, the oscillation
of the prongs is maximum and generates an oscillating piezo-
electric potential that is used for feedback.15
Feedback mechanisms based on the oscillation frequency
or amplitude of the probe led to the development of imaging
modes where the tip never contacts the sample (non-contact
mode) or only intermittently (tapping mode), which reduces
damage to the sample and tip. One of the first applications led
to the shear force feedback mechanism in aperture SNOM.
The probe is excited at a set amplitude close to its resonance
frequency. In the vicinity of the sample (below 20 nm), the tip
vibration amplitude is damped by shear forces and its vari-
ation is used in a feedback loop to keep the tip-sample dis-
tance constant.17 In AFM non-contact and tapping modes, the
cantilever is driven in the normal direction at a set amplitude
close to its resonance frequency. Variations of the oscillation
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FIG. 1. Imaging with higher harmonics in tapping-mode atomic-force mi-
croscopy. (a) Topography, (b) control error, and (c)-(e) 3rd, 5th, and 8th har-
monic images of a Pt–C film deposited on a glass substrate. The fundamental
frequency f is 52.2 kHz. Reprinted with permission from Stark and Heckl,
Rev. Sci. Instrum. 74, 5111 (2003). Copyright c© 2003 American Institute of
Physics.
amplitude or frequency trigger the adjustment of the tip or
sample height.5, 18, 19 The use of higher harmonics of the driv-
ing frequency for feedback increased the signal-to-noise ratio
of the detection system, improving the performance in liquids
and the lateral resolution of the instrument (Fig. 1).20–22
Using the feedback mechanisms mentioned above to
measure the sample topography, a wide variety of probes can
access the different tip-sample interactions. The normal and
lateral deflections of the AFM cantilever have been widely
used as a way to measure liquids and materials mechanical23
and friction properties (Fig. 2).24 The use of modulated
techniques in tapping mode provided an improved contrast
mechanism for materials with different stiffness, damping,
adhesion;25–27 and even enabled the identification of indi-
vidual atoms based on distinct chemical forces with the tip
(Fig. 3).28, 29 Magnetic force microscopy probes the magnetic
forces between a magnetic tip (coated with CoCr for example)
and the sample magnetic domains in a non-contact mode.30, 31
The application of a frequency-modulated magnetic field led
to the development of magnetic resonance force microscopy,
which detects magnetic forces between a magnetic tip and the
electron or nuclear spins at the sample surface.32, 33 In scan-
ning thermal microscopy, the thermal properties of a heated
sample can be probed by a platinum wire bent to form a tip
or a Au/Pd coated silicon tip. The local heat flow from the
heated sample to the tip is measured by the variation in elec-
trical resistivity in the probe. The probe can also be used to
heat the sample: the heat flow from the probe to the sample
is then measured by resistivity variations or by the thermal
expansion of the sample.34, 35
The development of electrically conductive tips led
to the development of numerous electrical feedback
mechanisms36 for electrochemistry microscopy,37 electro-
static force microscopy,38, 39 Kelvin probe microscopy,40 di-
electric microscopy,41 or Eddy current microscopy.42 For
FIG. 2. Friction force microscopy on carbon nanotubes. (a) Topography
AFM image. (b), (c) Friction images of the highlighted longitudinal (b) and
transverse (c) sections of the nanotube. The fast scanning direction of the
AFM tip is indicated by an arrow. In (d), (e), the black solid line is the topog-
raphy profile along the white solid lines in (b), (c); the green solid line is the
average friction force profile inside the area delimited by the dotted line in
(b), (c). Reprinted by permission from Lucas et al., Nat. Mater. 8, 876 (2009).
Copyright c© 2009 Macmillan Publishers Ltd.
FIG. 3. Chemical imaging with atomic resolution. (a) Topography image of
an assembly of Si, Sn, and Pb atoms on a Si(111) substrate. (b) Height dis-
tribution of the atoms in (a). (c) Local chemical composition of the image in
(a). The Pb, Sn, and Si atoms are highlighted in green, blue, and red, respec-
tively. (d) Distribution of maximum attractive total forces measured over the
atoms in (a). Image dimensions are 4.3 × 4.3 nm2. Reprinted by permission
from Sugimoto et al., Nature (London) 446, 64 (2007). Copyright c© 2007
Macmillan Publishers Ltd.
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example, in Kelvin probe microscopy, a conductive tip first
scans the sample to determine its topography. In a second
scan, the tip is kept at a constant distance above the sam-
ple and a dc potential is applied to the tip to compensate for
the electrostatic forces and potential difference between the
sample and tip. To measure the small electrostatic forces, an
amplitude- or frequency-modulated approach is used where
an additional ac electrical excitation is applied to the tip
close to the cantilever resonance frequency.36, 40 Scanning
electrochemical microscopy has provided valuable insight
in charge transfer mechanism at surfaces and electrochemi-
cal reactions.37, 43, 44 For a more exhaustive list of feedback
mechanisms recently developed to study individual atoms and
molecules, the readers are encouraged to consult Ref. 45.
C. Spatial resolution
Imaging the topography of atomically smooth surfaces
at atomic resolution was demonstrated with STM.46, 47 Scan-
ning tunneling hydrogen microscopy was recently developed
by placing a hydrogen or deuterium molecule in the tunnel-
ing junction at low temperature. In contrast to conventional
STM which probes the local electronic density of states, scan-
ning tunneling hydrogen microscopy resulted in images of the
atomic structure of single molecules45, 48 and even their inter-
molecular interactions (Fig. 4)49 at atomic resolution.
In addition to the topography, considerable efforts were
made to improve the spatial resolution of images characteriz-
ing the chemical and physical properties of the sample. For
example, in magnetic force microscopy, the spatial resolu-
FIG. 4. Scanning tunneling hydrogen microscopy (STHM) images of
3,4,9,10-perylene-tetracarboxylic-dianhydride (PTCDA) on Au(111). (a)
Structure model, molecular orientation, molecular quadrupole moment, and
the unit cell of PTCDA. (b) Conventional STM image in constant height
mode. (c) STHM image. (d) Superposition of (c) with the structure in (a).
White lines mark possible hydrogen bonds. Image dimensions are 25 × 25
Å2. Reprinted with permission from Weiss et al., J. Am. Chem. Soc. 132,
11864 (2010). Copyright c© 2010 American Chemical Society.
tion is mainly limited by the area of the magnetized section
of the tip and the tip-sample distance. To address these is-
sues, two fabrications processes were developed to fabricate
sharper tips with a smaller magnetized section. In the first pro-
cess, a commercial silicon tip is coated with a 50–100 nm
layer of CoCr. A carbon cap is then placed on the tip apex
by electron beam deposition. The carbon cap acts as a mask
when the magnetic layer is etched by ion beam milling, leav-
ing a small magnetic particle at the apex protected by a thin
carbon layer. The second process involves the growth of a
carbon needle at the apex of a silicon tip. A thin magnetic
film and a carbon mask are then deposited on one side of the
carbon needle. The magnetic film on the silicon tip is then
etched by ion beam milling. The prepared tips resulted in a
lateral resolution below 10 nm.31 Another way to improve the
resolution is to shield the tip from long-range interactions,
such as electrostatic and capillary forces. In piezoresponse
force microscopy, this can be achieved by immersing the sam-
ple and the tip in water. The ions in the solution effectively
screen the tip from long-range electrostatic interactions. Us-
ing this technique, the domain walls in polycrystalline lead
zirconate-titanate ceramics were imaged with a resolution of
3 nm.50
Further improvements in the resolution and signal-to-
noise ratio were made possible by modulating the tip move-
ment with an excitation of set amplitude and frequency.21 The
contact area between the tip and the sample can be controlled
accurately in modulated techniques. Such an approach ap-
plied to modulated nanoindentation enabled the study of elas-
tic deformation in carbon nanotubes by keeping the indent
depth below 1 nm.23 Magnetic resonance force microscopy
was used to image the proton spin density in an individual
tobacco mosaic virus with a resolution better than 10 nm.33
Doping levels in a doped field-effect transistor were mea-
sured by scanning capacitance microscopy with a sub-10 nm
resolution.51
The collection of multiple force-distance curves at a high
frequency in ultrahigh vacuum enables the characterization
of the sample chemical composition at atomic resolution, by
probing the site-specific chemical forces between the sample
and the tip.28, 29 This approach was applied to identify indi-
vidual Si, Pb, and Sn atoms in an alloy surface. The atoms
cannot be distinguished by topography. To identify individ-
ual atoms, characteristic force-distance curves were first col-
lected on Si/Pb and Si/Sn alloy surfaces before the analysis of
a more complex Si/Sn/Pb alloy surface.28 The chemical forces
between different atoms were also distinguished by curves of
the tip frequency shift as a function of the tip-sample distance.
Operating at a low temperature of 6 K, non-contact AFM was




Raman spectroscopy is a laser spectroscopy technique
that probes the vibrational states of gases, liquids, and solids.
When the sample is illuminated by a monochromatic light of
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FIG. 5. Energy diagram of electronic transitions involved in different types
of vibrational spectroscopy. For coherent anti-Stokes Raman spectroscopy,
ωP indicates the pump laser frequency, and ωS the Stokes laser frequency.
frequency v0, most of the light is scattered elastically at the
same frequency v0 (Rayleigh scattering). Some of the light is
scattered inelastically at a different frequency. The inelastic
scattering process is the Raman effect (Fig. 5).52, 53 In con-
trast to infrared spectroscopy which is sensitive to molecular
dipole moment variations, a molecule is Raman active only if
polarizability variations are involved. For example, the polar-
izability of the C=C bond changes dramatically with stretch-
ing, so the Raman scattering is strong, while the infrared ab-
sorption is weak.53
In infrared spectroscopy, the electrons absorb the inci-
dent photons with an energy equal to the difference of energy
between the ground state and the excited vibrational state.
In Raman spectroscopy, the electrons are first excited to a
virtual electronic state, the result of the distortion of the elec-
tronic cloud around atoms due to the electric field of the in-
cident light. The excited electrons then relax with the emis-
sion of photons with an energy different from the incident
wavelength (inelastic scattering). In a Stokes Raman scatter-
ing process, the emitted photon has a lower energy than the
incident photon, and the electron in the molecule gains an
energy quantum hvi (with the creation of a phonon). In an
anti-Stokes Raman scattering process, the emitted photon has
a higher energy than the incident one, and the electron in the
molecule loses an energy quantum hvi (with the annihilation
of a phonon). This is possible if the initial state is an excited
vibrational state, and the final state is the ground state or a
lower excited vibrational state.53
The anti-Stokes Raman intensity depends on the popu-
lation of the first excited vibrational state, thus its intensity
is usually much weaker than the Stokes intensity. In non-
resonant conditions, the anti-Stokes/Stokes intensity ratio de-




= (ν0 + νi)
4





where Ianti-Stokes and IStokes are the anti-Stokes and Stokes Ra-
man intensity functions respectively. T is the temperature, h
and k are Planck’s and Boltzmann’s constants respectively.
The anti-Stokes/Stokes ratio is used in non-resonant condi-
tions to measure the sample temperature.54
When the laser excitation energy matches an absorp-
tion band of the sample, the Raman signal becomes resonant
and is significantly enhanced due to the increase in the elec-
tronic density of states. This enhancement is large enough
for single-molecule detection in the case of individual single-
wall carbon nanotubes.55 These resonant effects are particu-
larly evident in carbon nanotubes: only the radial breathing
modes of carbon nanotubes with an absorption band match-
ing the excitation wavelength appear on the Raman spectra.56
The resonance conditions and therefore the Raman intensi-
ties of the radial breathing modes change when the excita-
tion wavelength changes56 or when the nanotube electronic
bands are shifted by mechanical stress.55–57 Resonant Ra-
man spectroscopy provides a way to reduce the fluorescence
background, while increasing the signal-to-noise ratio for en-
hanced chemical sensitivity.58
Unlike fluorescence spectroscopy, Raman spectroscopy
is a non-destructive technique that does not require any
sample preparation or deposition of labels. Raman spec-
troscopy can be applied to solutions and biological samples in
aqueous environments, since the signal loss from water ab-
sorption is reduced compared to infrared spectroscopy. It
complements the surface SPM analyses with subsurface anal-
yses made possible with confocal Raman spectroscopy59 and
spatially offset Raman spectroscopy.60 In addition to applica-
tions in pharmaceuticals, it found applications in archeology
for the authentication of artifacts.61 The technique is now ro-
bust and portable enough to be used in space for biomolecular
analyses.62
B. Coherent anti-stokes Raman spectroscopy (CARS)
The sample is illuminated by two coherent and syn-
chronous monochromatic beams, a pump laser of frequency
v1 and a Stokes laser of frequency v2, with v1>v2. When v1-v2
matches the frequency of an excited vibrational band, the in-
tensity of the scattered light of frequency 2v1-v2 (anti-Stokes
frequency) is significantly enhanced compared to sponta-
neous anti-Stokes Raman scattering. CARS is usually im-
plemented with two colinear lasers, since this geometry re-
sults in higher resolution and image quality.63 Since CARS
is a four-wave mixing process, high peak power femtosecond
laser pulses are usually focused on the sample with a high
NA objective.64–68 In contrast to the spontaneous Raman ef-
fect, the CARS signal is proportional to the Stokes beam in-
tensity, to the square of the pump beam intensity and to the
square of the number of molecules. The tight focus means
that the CARS signal comes from a much smaller volume,
leading to the reduction of the background signal69 and en-
abling 3D sectioning of the sample.65 The CARS signal is
at a lower wavelength than the excitation and thus can be
separated from the fluorescence background.63 The technique
was applied in biology for the label-free chemical imaging of
DNA,68 cells,64, 65, 69 live tissues,70 and for the spectral analy-
sis of flames.66
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The use of ultrafast lasers also led to the development
of femtosecond CARS, where a pump and a Stokes laser ex-
cite the sample to a higher vibrational state, and a probe laser,
which is identical to the pump laser, generates the anti-Stokes
scattered light. The Stokes beam is not colinear with the pump
and probe beams to eliminate the CARS signal that is gen-
erated when the pump and Stokes beams are synchronous.
CARS spectra were collected for different delay times (tem-
poral resolution of a few tens of femtoseconds) between the
probe/Stokes beams and the pump beam. The femtosecond
CARS data exhibit a transient response that is characteristic
to the analyte.67
The presence of a non-resonant background has lim-
ited the widespread application of CARS. This non-resonant
background is the result of electronic resonances excited by
third-harmonic generation. It offers no contrast for the sam-
ple and can distort CARS spectra.65, 69, 71 It becomes stronger
as the pump and Stokes laser pulses become shorter.71 This
non-resonant background can be reduced by controlling the
laser polarization,69 a pulse-sequenced detection scheme63
and by the excitation of the sample with near-infrared lasers or
picosecond laser pulses (Fig. 6).65, 72 An interferometric ap-
proach was also proposed to eliminate the non-resonant back-
ground. A single laser pulse of 120 nm bandwidth with con-
trolled phase and polarization excited the sample to produce
two spectral interference CARS signals along two distinct lin-
ear polarizations. The difference between the two spectra is
similar to the spontaneous Raman spectrum where the non-
resonant background is removed.71
Another technique, frequency modulation CARS, re-
quires two pump lasers of different wavelengths that are
switched at high frequencies of the order of 1 MHz by a
Pockels cell73 and/or an optical parametric oscillator.74 For
example, one of the pump lasers can be tuned to a vibra-
tional mode of interest, while the other would be tuned to a
spectrally flat region. A half-wave plate makes the two pump
lasers polarized perpendicularly. Switching between the two
pump lasers results in the amplitude modulation of the CARS
signal, which can be demodulated with a lock-in amplifier.
The non-resonant background which is independent of the
pump laser wavelength is thus eliminated.
Advances in spectral focusing have improved the CARS
spectral resolution.72 Indeed, the spectral resolution depends
on the bandwidth of the pump and Stokes lasers and it de-
creases with the use of shorter femtosecond pulses. The use
of chirped broadband laser pulses improved the spectral reso-
lution and the vibrational excitation frequency can be simply
tuned by the time delay between the pump and Stokes lasers.
Recently, spectral focusing was combined with frequency-
modulation of the pump laser to achieve background-free
CARS with high spectral resolution. Broadband pulses from
a Ti:sapphire laser was split into a pump and a Stokes laser. A
Pockels cell modulates the polarization of the pump beam at a
frequency of 100 kHz. A polarizing beam splitter then directs
the pump beam along one of two different paths depending
on the polarization of the incident beam toward two mirrors
at slightly different distances. The Stokes beam goes through
a glass rod to match the group velocity dispersion of the pump
laser and is reflected off a mirror located on a translation stage
FIG. 6. Frequency modulation coherent anti-Stokes Raman scattering (FM-
CARS) images of (a) cellulose (1100 cm−1) and (b) lignin (1600 cm−1) in
a corn leaf. (c), (d) Depth profiles of (c) cellulose and (d) lignin are along
the dotted lines in (a) and (b). The scale bar is 10 μm. (e) FMCARS spectra
at the positions labeled A and B in (a) and (b). Reprinted with permission
from Chen et al., J. Phys. Chem. B 114, 16871 (2010). Copyright c© 2010
American Chemical Society.
to select the vibrational excitation frequency. The reflected
pump beam is recombined with the Stokes beam, and the scat-
tered CARS signal from the sample is demodulated by a lock-
in amplifier at the frequency of the Pockels cell. By sweeping
the time delay of the Stokes beam, background-free CARS
spectra that look like spontaneous Raman spectra were ob-
tained from oils, membranes, skin and plant cells over a 800-
1700 cm−1 window with a spectral resolution of 20 cm−1.72
C. Surface-enhanced Raman spectroscopy
Anomalously high Raman intensities were observed for
pyridine deposited on silver electrodes75–78 and on gold/silver
particles.79 The adsorption of the analytes on the surface of a
noble metal can enhance significantly the Raman signal, by a
factor as large as 1014, leading to the development of surface-
enhanced Raman spectroscopy (SERS).80 Later, SERS was
also applicable on iron81 and copper82 surfaces. The large en-
hancement of the Raman signal is generally attributed to two
mechanisms. The first is an electromagnetic effect and the
second is from a chemical effect which involves a charge
transfer from the metal to the first layer of adsorbates.83
The electromagnetic effect comes from the surface plas-
mon resonance of metal nanoparticles, when they are excited
by a laser with the appropriate wavelength.84, 85 The surface
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plasmons are coherent collective excitations of surface con-
duction electrons. When the surface is irregular and exhibits
edges and nanoscale roughness, the induced electric field of
the plasmon becomes localized. The intensity of the electric
field enhancement depends on the surface material and the
topography of the substrate.86 The enhancement of the Ra-
man signal then scales with the fourth power of the electric
field enhancement.87 The enhancement factor was measured
for silver nanostructures with different sizes and localized sur-
face plasmon resonance wavelength. The maximal enhance-
ment was observed when the resonance peak is located in
a 120-nm-wide spectral window that includes the excitation
wavelength and the Raman-scattered wavelength.88
The chemical effect involves a charge transfer between
the metal nanoparticle and the adsorbate that modifies the
polarizability of the adsorbate.82, 89, 90 Another proposed en-
hancement mechanism is the modulation of the metallic sur-
face polarizability by the adsorbate vibration.87 Band shifts
in DNA nucleobases and in C60 were attributed to these
chemical effects that depends on the distance between the
metal nanoparticle and the adsorbate.91–93 The observation
of a chemical enhancement depends on the analyte adsorbed
on the gold/silver nanostructures.87 Surface-enhanced reso-
nant Raman data of Rhodamine 6G adsorbed on silver col-
loid nanostructures and aggregates compared well with finite-
difference time-domain simulations that only accounts for
the electromagnetic enhancement and neglected the chemical
enhancement.94
The “hot spots” where the Raman signal is significantly
enhanced are usually found at the gaps between nanoparticles
in aggregates,95–98 but rough single particles can also pro-
duce hot spots.84, 85, 99–101 Signatures of single-molecule de-
tection were likely to be found in the gap between two or
more nanoparticles.102 Aggregation also leads to the shift and
broadening of the plasmon resonance.103
To understand the origin of SERS, researchers have
characterized thoroughly the structure of the nanoparticles
and tried to relate it to the enhancement factor as a function
of size, shape, aspect ratio, orientation, gap between particles,
chemical composition, coating thickness, and optical prop-
erties. Another approach was to design particles and
substrates with various lithographic techniques and
chemical processes to optimize the enhancement of the
Raman signal and ensure the reproducibility of the SERS
signals: nanoporous structures,104 hole arrays,105 nanorod
arrays,106, 107 gratings,108 dimers, and single particles.109–111
The electromagnetic enhancement in SERS was studied
with colloidal systems, where the size of the nanoparticles
and their aggregation can be controlled chemically. By vary-
ing the reagents concentration, gold nanoparticles of diam-
eters ranging from 10 to 100 nm were synthesized. UV/Vis
spectroscopy showed that the surface plasmon resonance red-
shifts as the diameter increases and the experimental results
were simulated successfully using Mie theory.112 The Raman
enhancement factor is maximum when the surface plasmon
resonance matches the excitation wavelength. This was con-
firmed by electron energy-loss spectroscopy for a monolayer
of pyromellitic anhydride deposited on atomically smooth
copper and silver surfaces.82
Experimental studies of pairs of nanoparticles showed
that the surface plasmon resonance and therefore the enhance-
ment factor are extremely sensitive to any changes in the
gap distance.113 Nanoporous gold substrates or silver hole
arrays were manufactured by lithographic or chemical pro-
cesses to understand how the gap between nanostructures af-
fects the enhancement. For example, the enhancement fac-
tor of Rhodamine 6G increased as the characteristic length
in nanoporous gold decreased.104 SERS measurements of
6-mercaptopurine on silver hole arrays revealed a dependence
on the hole diameter.105 Arrays of gold dipole antennas com-
posed of nanorod pairs of various lengths at different gap
widths were prepared by electron lithography. An increasing
blueshift of the plasmon resonance was observed as the gap
width increases.107
The shape of the nanostructures also affects the plas-
mon resonance maximum. By varying the reaction condi-
tions during the reduction of AgNO3 in ethylene glycol,
nanoparticles in the shape of a cube, sphere, bar, and rice
grain can be deposited. The SERS intensity was found to
be lower in spheres and higher in cubes and rice grains due
to high-curvature surfaces.110 The plasmon resonance was
characterized for silver nanoparticles of various shapes, nu-
cleated around gold seeds. It was found that the particles
with a circular cross section have a plasmon resonance peak
in the blue (400–500 nm), whereas those with a pentagonal
or triangular cross section exhibit a maximum in the green
and red (500–700 nm). An increase in particle size results
in a redshift of the resonance peak.109 A heat treatment at
200◦C resulted in the rounding of the corners for the tri-
angular particles and a blueshift of the resonance peak.109
The nanoparticles larger than 100 nm in diameter can take
multiple shapes and their absorption and scattering spec-
tra can exhibit strong variations in intensity and linewidth.
In contrast, the optical properties of smaller nanoparticles
are less subject to shape variations.111 The aspect ratio of
gold nanorods also influences the plasmon resonance posi-
tion. Absorption spectra of gold nanorods with aspect ratios
ranging from 1.5 to 3.5 exhibited a transverse plasmon res-
onance peak around 520 nm and a longitudinal resonance
peak that redshifted from 570 nm to 700 nm as the aspect
ratio increased.114 Plasmon spectroscopy on dimers found that
the plasmon resonances are also influenced by differences
in diameter between the two particles and their core-shell
structures.115
The particles with non-spherical shapes give rise to
anisotropic polarization effects. In the cases of cubes and rice
grains, the SERS intensity is highest when the incident polar-
ization is along a line connecting sharp features such as the
cube corners or the grain ends.100, 110 Tomographic plasmon
spectroscopy on a single non-spherical gold nanoparticle re-
vealed variations in the plasmon resonance peak positions and
linewidths in three dimensions. A polarization study in three
dimensions showed the dependence of the resonance peak
intensity on the incident polarization.116 For pairs of nanos-
tructures, the enhancement factor depends also on the relative
orientation of the two nanostructures. For two nanorods at a
fixed distance between centers of mass, the frequency shift ex-
hibited a cos2 θ dependence with the rotation angle θ of one
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FIG. 7. SERS activity of Au/Ag core-shell nanoparticles and heterodimers.
(a) AFM topography images of the synthesis products. Image dimensions are
1 × 1 μm2. (b) SERS spectra collected from the corresponding nanostruc-
tures. (c) Raman spectra of Cy3-modified oligonucleotides (red/upper line)
and Cy3-free oligonucleotides (black/lower line) in NaCl-aggregated silver
colloids. Reprinted by permission from Lim et al., Nat. Mater. 9, 60 (2010).
Copyright c© 2010 Macmillan Publishers Ltd.
of the nanorod. The blueshift of the plasmon resonance was
maximum for θ = 90◦.107 These orientation and polarization
effects were also observed on nanostructures in the shapes of
spheres, cubes and triangles (Fig. 7).110, 117
IV. COMBINATION OF SPM WITH RAMAN
SPECTROSCOPY
A. Motivation
AFM has been used extensively for the characterization
of topography, mechanical,118 tribological,24 and transport
properties36 at the nanoscale. In parallel, Raman spectroscopy
is a powerful tool for the characterization of chemical com-
position, crystal structure and orientation,119–121 mechanical
deformation,57 thermal properties,122 and defects.119, 123 The
combination of SPM and Raman enables the characterization
of the structure-properties relationship with excellent spatial
resolution. Confocal Raman spectroscopy can also provide
depth information. The ability to control the position of the tip
and the sample with piezoelectric elements enables the raster-
ing of the sample during imaging, while the tip can be used as
a probe for mechanical, electrical, or optical measurements.
Such a combination has been used to identify proteins
at the surface of individual cells.124 The overlay of AFM
and Raman images made possible the imaging of mechani-
cal stresses in carbon nanotubes,125 the doping level in indi-
vidual poly(3-methylthiophene) nanotubes,126 and the chem-
ical composition of thin films of polymer blends.127 The
complex interplay between morphology, defects, growth di-
rection, and mechanical properties was elucidated in individ-
ual ZnO nanobelts.119, 123
B. Side vs. axial illumination
The combination of a SPM and optical microscope re-
quires a robust, often customized, stage to reduce mechanical
noise. The stage must accommodate for objective changes,
support the AFM and stay open for additional equipment,
such as hot stages, electrical contacts, liquid cells, etc. The
different optical configurations for AFM-Raman microscopy
combinations are discussed. The various methods to orient the
incident laser polarization with respect to the AFM tip axis
are also discussed. The polarization orientation will be par-
ticularly important for the application of tip-enhanced Raman
spectroscopy, discussed in Sec. V.
1. Excitation wavelength
The deflection of the SPM probe is typically measured
by a red or infrared laser beam bouncing off the back of the
cantilever. This laser is much weaker that the excitation laser
used for the Raman, but is much stronger than the Raman sig-
nal. Depending on the Raman excitation wavelength, a band
pass or long pass filter must be placed before the photodetec-
tor of the SPM to block the scattered light. A short pass filter
in front of the Raman spectrometer would also block the laser
from the SPM.128
Illumination of the cantilever by a Raman laser in the in-
frared, 785 nm for example, can lead to the perturbation of
the AFM scan. When silicon nitride cantilevers were used,
the bending of the cantilever due to laser heating interferes
with the approach of the tip and the operation of the AFM.129
Silicon cantilevers did not suffer from the same problem
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and could operate with the Raman laser beam. However, the
strong laser focus also causes a torque of the cantilever that
can be measured by the lateral deflection of the cantilever.129
It is preferable to use two lasers spectrally isolated for the
AFM and Raman measurements. For Raman measurements
with infrared excitation, a few AFM manufacturers now offer
lasers at 980 and 1064 nm.
2. Bottom illumination
In this configuration, an AFM is placed on top of an in-
verted optical microscope. The excitation laser illuminates the
tip in transmission from below through a high NA objective
and the signal is collected through the same objective. For
tip-enhanced spectroscopy (Raman, infrared, fluorescence or
second-harmonic generation), the tip is raster scanned across
the laser spot to find the tip position yielding the highest in-
tensity. The tip position is then fixed. A second nanopositioner
for the sample is then used to scan the sample. The feedback
of the AFM is used to maintain a constant distance between
the sample and the tip.
This geometry allows for the tight focusing of the laser
beam around the tip apex and can enhance the near-field sig-
nal with respect to the far-field signal. However, in this config-
uration, the samples have to be thin or transparent. The laser
can penetrate a micrometer deep into the sample, adding to
the far-field contribution. The use of condensers is possible
above the inverted microscope with a large aperture above
the tip. However, the mechanical stability of the AFM is then
compromised.
For tip-enhanced Raman spectroscopy, the position of the
hot spot on the metal-coated tip with respect to the laser fo-
cus and the incident polarization play an important role in
the enhancement factor. When the incident laser polarization
is linear, the enhanced electromagnetic field around a SERS
nanostructure or a metal-coated tip presents two lobes on the
sides of the nanostructure or tip.128, 130 This spatial shift can
be compensated by moving the tip/nanostructure, or by us-
ing higher laser modes.131, 132 As for the polarization, the tip-
enhanced Raman spectroscopy is generally maximal when the
incident laser polarization is aligned along the tip axis. Such
a polarization configuration is difficult to achieve in a bottom
illumination configuration. One way is to convert the linearly
polarized incident laser into a radially polarized laser using
two half-wave plates and use a high numerical aperture ob-
jective to focus the light onto the tip apex. Another method
is to use parabolic mirror objectives to convert a radially po-
larized light to a light polarized along the tip. The mirror fo-
cuses light with polarization along the tip onto a tight spot.
The technique has a collection angle of 180◦. Those mirror
objectives have no chromatic aberrations, and can be used in
liquids or in vacuum at all temperatures (Fig. 8).133–138
3. Side illumination
In such a configuration, the Raman signal is collected in a
reflection mode.7, 139–145 Opaque samples, such as crystals and
metals can be analyzed. However, an objective with a long
FIG. 8. Schematic of a parabolic mirror focusing a radially polarized laser
beam onto the apex of a gold tip. Reprinted with permission from Zhang
et al., J. Raman Spectrosc. 40, 1371 (2009). Copyright c© 2009 John Wiley.
working distance is necessary, which means low NA, typi-
cally between 0.28 and 0.5.141 Most of the scattered light is
reflected off the sample away from the objective, meaning the
signal collection is generally poor. Also, the laser beam spot is
wider than at normal incidence and covers an area much wider
than the near-field around the tip apex. The shadowing effect
and retardation effects from side illumination can become an
issue.146 The far-field contribution is much larger when the
tip is retracted than when the tip is in the close vicinity of the
sample.147
The angle between the incident polarization and the sub-
strate normal can be easily adjusted in this configuration
(Fig. 9).129, 142, 143 It is particularly easier to have an incident
polarization parallel to the tip axis. An AFM-Raman micro-
scope combination has the Raman excitation laser at grazing
incidence, about 3◦ off the sample plane.129 Numerical simu-
lations have shown that the optimal enhancement of a metallic
FIG. 9. Side-illumination of an AFM tip. The Raman signal is collected
through the same objective, which is at an angle of 65◦ with respect to the tip
axis. Reprinted with permission from Mehtani et al., J. Raman Spectrosc. 36,
1068 (2005). Copyright c© 2005 John Wiley.
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tip used for SERS is obtained when the tip is illuminated at an
angle of between 40 and 70◦.128, 144, 148 The optimum incident
angle varies with the tip geometry.128
A direct comparison between side- and bottom-
illumination was performed using the same collection system.
With the side illumination, the approach of a metallic tip
yielded an apparent enhancement of the Raman signal and
the fluorescence background by a factor 3. With the bottom
illumination, the tip approach resulted mainly in an increase
of the fluorescence background, with only a 20% increase in
the Raman signal.145
Side illumination of a vertical tip not only reduces the
signal collection efficiency, but its application is also com-
plicated by the precise alignment of two separate light il-
lumination and collection systems. An experiment design
that involves top illumination with a tilted tip/probe in-
creases the collection efficiency and improves the ease of
use.128, 147
4. Top illumination
The introduction of the tip between the sample and the
objective requires a long-working distance objective with low
NA. A drawback to this set-up is the shadowing effect from
the tip. This is particularly true in AFM, since the tip is
not generally at the end of the cantilever, but about 10 μm
from the edge.149 The tip partially blocks the light scattered
from the sample and movements of the tip affects the far-field
contribution to the signal. However, the variations of the far-
field signal are reduced in this configuration compared to the
side illumination configuration, since the cantilever moves
along the laser beam.147 Variations of the far-field signal were
negligible for cantilever movements smaller that 500 nm.
Shadowing effects can be reduced with the use of a
transparent cantilevered glass fiber.128, 147 The tip can be bent
so that the tip axis forms an angle of 60◦ with the sample
surface.128 The off-axis alignment of the tip also allows for the
orientation of the laser linear polarization to be almost along
the tip axis.128 A similar approach combines a higher numer-
ical aperture (0.7) and an STM feedback mechanism with a
silver tip of radius 75 nm oriented at a 30–50◦ angle with re-
spect to the sample surface. The use of a high NA objective
improved the collection efficiency and the spatial resolution
of Raman images for opaque samples (Fig. 10).150
FIG. 10. Top-illumination of an angled tip on the sample surface. Reprinted
with permission from Stadler et al., Nano Lett. 10, 4514 (2010). Copyright
c© 2010 American Chemical Society.
FIG. 11. Schematics of tip-enhanced Raman spectroscopy systems with (a)
side-illumination and (b) focused evanescent field illumination. Reprinted
with permission from Hayazawa et al., J. Appl. Phys. 92, 6983 (2002). Copy-
right c© 2002 American Institute of Physics.
5. Multiple excitation or collection systems
In a first example, the sample can be illuminated from be-
low (objective NA 1.4) or from the side at an incidence angle
of 80◦ with the substrate normal (objective NA 0.35). The sig-
nal is collected in both configurations with the same system
by the objective below (Fig. 11).145
In the second example, an AFM tip was illuminated by
the excitation laser at a 45◦ incidence angle. The signal can
be collected in a backscattering geometry using the same ob-
jective as for the excitation, or with the inverted microscope
and its objective placed below the sample. The signal from
each objective is detected by its own spectrometer and CCD
camera. This configuration can accommodate transparent and
opaque samples.149
C. Scanning near-field optical microscopy (SNOM)
with aperture
The spatial resolution of Raman microscopes is related to
the excitation laser beam spot size. And the best focus of the
laser beam is defined by Abbe’s diffraction limit of λ/(2NA)
where NA is the numerical aperture of the objective. In order
to produce optical and Raman images beyond the diffraction
limit, probes with an aperture smaller than the light wave-
length were used in close proximity to the sample to direct the
excitation light or collect the signal.151 Two operating modes
are used: the illumination and the collection modes. In the
illumination mode, the sample is illuminated locally by the
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FIG. 12. (a) SEM image and (b) schematic of a tungsten cantilever with an
aperture milled by focused ion beam. Reprinted with permission from Mai
et al., J. Raman Spectrosc. 39, 435 (2008). Copyright c© 2008 John Wiley.
tapered probe and the signal is collected in the far-field. Due
to the small aperture, the laser light that reaches the fiber
end is a localized evanescent wave.152, 153 In the collection
mode, the sample is illuminated in the far-field and the signal
is collected locally by the fiber probe. High surface sensitiv-
ity is possible with a total internal reflection illumination.154
SNOM can also be implemented in a reflection mode where
the probe and the objective are located above an opaque
sample.155
The probe is typically a tapered optical fiber made of
glass or quartz. A metallic film, typically aluminum, coats
the fiber sidewalls to confine the light inside the fiber.135, 155
Focused ion beam can be used to flatten the fiber end.151 In-
deed, protrusions on the fiber end can produce artifacts due
to crosstalk between the near-field optical and the topography
images.156 The fiber end still has an external diameter of a
few hundreds of nm, which makes it difficult to keep the tip
close to the surface of a rough sample.155 An alternative to the
glass fiber is the AFM tipless cantilever157 or silicon tip.158 An
aperture can be opened by focused ion beam through a tung-
sten cantilever (Fig. 12)157 or silicon tip.158 The silicon tip
coated with chromium and aluminum exhibited an enhanced
transmission and resistance to thermal degradation.158
SNOM in the visible range was demonstrated in 1984 by
two independent groups.152, 153 In one report, an array of aper-
tures was manufactured by electron-beam lithography on a
silicon substrate coated with a 50 nm thick Au/Pd film.153 In
the other report, a 30 nm radius tip was etched out of a quartz
crystal. The sides of the crystal were coated with layers of
Cr/Al or Ag/Au.152 Transmission of a 488 nm laser light was
possible through apertures as small as 30 nm in diameter.153
To maintain a constant high resolution, the tip-sample
distance is generally controlled with a piezoscanner by a
shear-force and tapping mode feedback mechanism. The
end of the fiber or pipette is also used to collect topo-
graphic images of the surface, using the shear-force feedback
mechanism.159, 160 Using an excitation at 488 nm and an aper-
ture of 70 nm, the spatial resolution degraded significantly be-
yond a tip-sample distance of 5 nm. For a distance above the
wavelength, the resolution became comparable to the diffrac-
tion limit. A spatial resolution of 12 nm was achieved in
transmission with a 514 nm excitation and an aperture of 70
nm.155 SNOM was applied for Raman microscopy on dyes,135
thin films,158, 161 and semiconductors such as SiGe.157 Lines
of various widths etched in SiGe by focused ion beam were
imaged by SNOM and a lateral resolution of 200 nm was
achieved.157
SNOM can deliver spatial resolution at the nanoscale,
but the technique suffers from the low signal collected, par-
ticularly for Raman spectroscopy.155, 162 The light transmis-
sion coefficient through an aperture in a conducting plane
was predicted to depend on the aperture diameter a and the
wavelength λ as (a/λ)4.163 The evanescent wave in the illu-
mination mode also decays exponentially at the tip apex. An
optimal probe geometry should have a short tapered section
with a high taper angle.164 One way to increase the sensitivity
of SNOM-Raman was to exploit the SERS effect. Thin films
of Rhodamine 6G and tris(bipyridine)ruthenium(II) were de-
posited on silver nanoparticles and detected by SNOM-
SERS.158, 161
The low collection efficiency and long acquisition times
has led to the use of metallic tips to enhance the signal
with apertureless SNOM.165, 166 Unless specified otherwise,
the following sections will focus on apertureless near-field
spectroscopy/microscopy. For complete reviews on aperture
SNOM, its applications, and the fabrication of probes, the
readers are invited to consult Refs. 151 and 167–170.
V. TIP-ENHANCED RAMAN SPECTROSCOPY
The Raman process has a cross section of 10−30 cm2,
1010 smaller than for infrared spectroscopy and 1014 smaller
than for fluorescence.171 SERS substrates can increase sig-
nificantly the Raman signal, but the SERS response is in-
homogeneous due to the irregular shapes, sizes, and rough-
ness of nanoparticles and clusters. The concept of using a
metallic tip to enhance the laser spectroscopic signal was first
introduced by Wessel.99 The metallic nanostructure can en-
hance and confine the electric field around it. The Raman in-
tensity would then be enhanced by the fourth power of the
field enhancement factor, similarly to the SERS effect. A
tip-induced enhancement eliminates the need for a reliable
SERS substrate.172, 173 The same tip would be used for all po-
sitions of the same sample, enabling reproducible chemical
imaging.99 Early Tip-Enhanced Raman Spectroscopy (TERS)
studies showed a significant enhancement of the Raman sig-
nal from strong scatterers, such as laser dyes,91, 174 carbon
nanotubes,130 fullerenes,91, 175 and diamond particles.176
The enhancement factor is mostly controlled by the shape
and size of the tip apex. Hot spots, where the electric field
is significantly enhanced, are usually generated in regions of
high curvature. Reported enhancement factors range from a
few hundred to 1015 for SERS,100 potentially making the Ra-
man signal stronger than the fluorescence signal.177 A small
tip radius keeps the enhancement of the electric field local
around the tip apex and can improve the spatial resolution
down to 10 nm.91, 130, 174, 175, 177
The gap between the tip and the sample must be con-
trolled accurately with a piezoscanner and feedback mech-
anism to keep the enhancement factor stable. The ability to
move the sample and the tip with independent piezoelectric
elements enables the precise positioning of the laser beam
with respect to the tip apex and the rastering of the sample
for imaging. It allows the laser to be locked on a hot spot
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FIG. 13. Tip-enhanced Raman spectra of brilliant cresyl blue with the tip
(a) retracted and (b) in contact with the sample. (c)-(e) Series of 25 Raman
spectra across a sample boundary indicated in (c), with the tip (d) retracted
and (e) in contact with the sample. Reprinted with permission from Stöckle
et al., Chem. Phys. Lett. 318, 131 (2000). Copyright c© 2000 Elsevier.
around the tip apex, and the sample can be then scanned in-
dependently to obtain an image with optimum enhancement
(Fig. 13).178
Raman data can also be collected at a specific tip-sample
distance with sub-nanometer resolution by time-gated meth-
ods (Figs. 14 and 15).19, 179 In one method, the tip oscillated
in the normal direction in tapping mode at defined ampli-
tude close to its resonance frequency. The Raman intensity
decayed exponentially as the tip-sample distance increased,
thus the Raman signal detected by an avalanche photodiode
oscillated at the same frequency as the tip driving force. The
signal was sent to a dual-gated photon counter that was trig-
gered by the tip driving force at two different time gates that
corresponded to the times where the tip was closest to the
sample (signal included near- and far-field contributions) and
farthest from the sample (only far-field contribution). The
near-field signal was obtained by subtraction. Data collec-
tion for different time gates resulted in the measurement of
the near-field Raman signal as a function of the tip-sample
distance.179 However, this technique can only acquire the
Raman signal at a fixed wave number. To collect the whole
Raman spectrum at a precise tip-sample distance, a time-gated
illumination technique was implemented where the tip was il-
luminated stroboscopically at the same frequency as the tip
driving excitation. The same excitation activated the tip oscil-
lation and an acousto-optic modulator that acted as a shutter
FIG. 14. Schematic of the dual-gating photon counting scheme for a tip-
enhanced Raman system using tapping-mode AFM. Reprinted with per-
mission from Yano et al., Appl. Phys. Lett. 91, 121101 (2007). Copyright
c© 2007 American Institute of Physics.
for the excitation laser. A time-gate of set delay and duration
defined the tip-sample distance range over which the Raman
spectrum was collected.19
A. Field enhancement
As in SERS, field enhancement in TERS has an electro-
magnetic and a chemical origin. Two different electromag-
netic mechanism can be distinguished: the surface plasmon
resonance and the antenna effect. When the laser excitation
energy matches the surface plasmon resonance, the electric
field is enhanced at the tip apex due to the localization of sur-
face charge densities. In the antenna effect, when the tip is
illuminated by a laser polarized along the tip axis, the electric
field is significantly enhanced at the apex and confined in its
vicinity.180, 181 The chemical enhancement contribution is ex-
plained by a charge transfer, that affects the electronic band
structure and the Fermi level of the adsorbates, thus creating
more intermediates electronic states where resonant Raman
FIG. 15. (a) The tip and sample are illuminated only for a predecided
tip-sample distance. (b) Schematic of the sinusoidal oscillation of the tip
and the synchronized opening of the time gate. (c) Schematic of the tip-
enhanced Raman spectroscopy system using a tapping-mode AFM and
acousto-optic modulator for time-gated illumination. Reprinted with permis-
sion from Ichimura et al., Phys. Rev. Lett. 102, 186101 (2009). Copyright c©
2009 American Physical Society.
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FIG. 16. Normalized TERS intensity of coadsorbed guanine and ClO4− and
background intensity at different tip-sample distances. The inset is a scanning
electron microscope image of the STM tip. The TERS data were collected at
different tip retraction velocities: 1.6 nm/s (squares), 0.32 nm/s (triangles),
0.16 nm/s (circles). Reprinted with permission from Pettinger et al., Phys.
Rev. B 76, 113409 (2007). Copyright c© 2007 American Physical Society.
processes can be stimulated. This principle was demonstrated
in adenine crystals where unique bands have been observed in
TERS.
The field enhancement from the laser irradiation of a
metallic tip has been calculated by solving Maxwell’s and
Helmholtz’s equations, taking into account the tip shape and
size. Such calculations can also predict any shift in the surface
plasmon resonance due to the tip size and shape. These sim-
ulations only take into account the electromagnetic enhance-
ment and not the chemical enhancement. However, TERS is
performed in most cases in non-contact mode, where the dis-
tance tip-sample is above 1 nm, so the chemical enhancement
is neglected.
In the spontaneous Raman effect, the scattered Raman
signal is generated from a change in polarizability induced by
the excitation laser. However, in TERS, the electric field en-
hancement can vary dramatically depending on the distance
between the sample and the tip (Fig. 16). A polarizability gra-
dient is then induced by the field enhancement around the tip.
Dramatic band shifts and intensity variations can be attributed
to the varying distance between the tip and sample, especially
when dealing with single molecules.148, 182–185
The simple approach of the tip near the sample can pro-
duce multiple reflections of the excitation laser and confine
the light to the tip apex, leading to an enhancement of the
Raman signal. To make sure that the enhancement is from
near-field effects, an enhanced spatial resolution comparable
to the tip radius and a dependence of the enhancement factor
on the tip-sample distance must be demonstrated.186
The experimental Raman enhancement cannot be de-
duced only from the increase in intensity. It has to take into
account the size of the beam spot and the size of the enhanced
volume under the tip. The experimental enhancement factor
takes into account the enhancement of the near field signal
compared to the far field signal, and also the volume probed







where Inear and Ifar are the near-field and far-field Raman in-
tensities, Anear and Afar are the enhanced area under the tip and
the spot size, respectively.
The experimental enhancement factor is typically several
orders of magnitude higher than the apparent enhancement
factor, which is the ratio between the intensity when the tip is
in contact and the intensity when the tip is retracted.187 Shad-
owing effects can affect the accuracy of this factor, since the
far-field contribution varies with the tip-sample distance.142
Also, the volume probed by the far-field signal is difficult to
determine due to the uncertainty on the depth considered: it
should be the product of the beam spot area by the sample
thickness, laser penetration depth or depth of field of the op-
tical system, whichever is the smallest.142 Another problem
is the uncertainty on the depth to which near-field effects are
seen. To determine it, enhancement factors were measured on
CdS films of various thicknesses. As the thickness increased,
the ratio between the near-field volume and the far-field vol-
ume decreased. The enhancement factor was observed to de-
crease exponentially with the film thickness, with a character-
istic depth, which was used to determine the near-field vol-
ume. This characteristic depth can vary as a function of the
tip radius and the incident angle of the laser.142 It also in-
cludes the contribution of multiple reflections in the enhance-
ment factor.187 A more consistent method to assess the en-
hancement factor was proposed, based on TERS intensity line
profiles across one-dimensional nanostructures such as car-
bon nanotubes. Such a line profile exhibits a sharp near-field
signal over a broad far-field signal that has the same width as
the far-field resolution. The near-field and far-field contribu-
tions per unit length of the nanotube can be determined.187
Numerical simulations of the field enhancement were
performed to assess its dependence on the tip-sample, dis-
tance, tip shape, and polarization configuration. To calcu-
late the local field enhancement, the Maxwell equations have
to be solved analytically. This is only possible for simple
tip geometries, such as a sphere or cylinder. Due to com-
plex tip/sample geometries and dielectric properties, sim-
plification of the equations or numerical simulations were
used to find solutions. Different computational methods
were developed, such as the finite element method
(FEM),148, 188 the finite-difference time-domain method
(FDTD),139, 189–194 the scattering theory,195 Green’s func-
tion technique,196, 197 multiple multipole method,198 and the
boundary element method.196, 197 Another simplification is the
quasistatic approximation.199 FEM was applied extensively
on complex tip/sample geometries. FDTD is well suited in
spectroscopy, since the whole spectrum can be computed si-
multaneously. However, FDTD requires the knowledge of the
appropriate law of dispersion and a very small cell size (cell
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FIG. 17. Tip-sample distance dependence of near-field scattered light for
three tips with radii of curvature of about 20 nm (top), 12 nm (middle), and
smaller than 5 nm (bottom). Reprinted with permission from Raschke and
Lienau, Appl. Phys. Lett. 83, 5089 (2003). Copyright c© 2003 American In-
stitute of Physics.
side 100 times smaller than the tip diameter) to describe the
field enhancement around sharp tip features.200 Using the
methods mentioned above, the field enhancement was calcu-
lated as a function of the distance to the tip191–193, 195, 199 and
wavelength148, 190, 191, 195, 199 for various tip geometries. The
methods based on solving the Maxwell equations are only
able to assess the electromagnetic enhancement of the
Raman signal. The chemical effect on the field enhancement
is ignored.
The intensity of the light scattered from the tip is highly
dependent on the tip-sample distance, exhibiting an expo-
nential decay behavior as the tip-sample distance increases
(Fig. 17).19, 130, 179, 184, 201 Using a modulated technique, the
Raman G band intensity was measured for a single carbon
nanotube as a function of the tip-nanotube distance. The
Raman signal decreased exponentially with a characteristic
length scale of 12 nm that was constant at different locations
along the nanotube.179 The length scale over which the near-
field scattered light decayed was measured using three tips
with radii of 20, 12, and less than 5 nm. The sharpest tip
resulted in a strong localization of the near-field signal (fast
decay with tip-sample distance) and an enhancement of the
overall signal. The signal amplitude depended on the vertical
composition of the sample (metallic coating thickness) over
a depth scale comparable with the penetration depth of the
incident laser.201
More important than the enhancement factor per unit
volume is improving the contrast between the far-field and
the near-field signal. This is particularly an issue when the
sample is placed over a thick substrate. Despite the large
enhancement factors reported in the literature, technical ad-
vances are still required in apertureless methods to enhance
the signal and reduce noise. One way to further increase the
enhancement factor is to apply tip-enhanced resonant Raman
spectroscopy. This technique was applied to adenine crystals
which have an absorption peak around 280 nm. The sample
was excited at a close deep-ultraviolet wavelength of 266 nm.
The tip was coated with a 20–25 nm thick aluminum film
that is SERS active at 266 nm. The enhancement factor ob-
served for the resonant adenine crystals was larger than the
one for the nonresonant crystal violet. Deep-ultraviolet exci-
tation also has the advantage of separating spectrally the flu-
orescence and the Raman signal.202
To reduce the far-field background signal, modulated
techniques were used where the tip-sample distance oscillated
at a high frequency and an amplitude small compared to the
tip radius. The resulting optical signal was demodulated at
the modulation frequency or higher harmonics. Then, only
the signal corresponding to short tip-sample distances were
recorded, while the far-field signal was eliminated.179, 201, 203
Another way to eliminate the far-field background was to
use stroboscopic illumination with a phase-sensitive photon
counter. A series of gate pulses synchronized with the tip de-
flection with adjustable phase and duration enabled the detec-
tion of photons only when the tip was in close proximity to
the surface.19, 149 However, caution should be exercised that
no image artifacts are introduced when these modulated tech-
niques are used. Even after the demodulation at high-order
harmonics, a residual background contribution can sometimes
subside in the collected signal. A SNOM study showed that
imaging the amplitude and phase of the demodulated signal
can eliminate near-field image artifacts, assuming that the de-
modulated signal is a linear combination of the near-field and
background signals.146
B. Spatial resolution
Numerical simulations predict the spatial resolution
would be higher in an apertureless approach. The lateral
resolution should be only limited by the tip radius. Finite-
difference time domain simulations showed that the resolution
from a 25-nm radius gold tip placed at 2 nm above the sam-
ple should be better than 10 nm.193 Finite-element and finite-
difference time domain simulations showed that the spatial
resolution is also a function of the tip-sample distance.148, 204
As the tip-sample decreases, the enhancement factor increases
and the spatial resolution improves. Varying the excitation
wavelength from 350 to 650 nm has little effect on the optimal
resolution.204 At short distances below 2 nm, the resolution is
expected to be better than the tip radius. At distances longer
than 10 nm, the resolution is imposed by the tip radius.148
Simulations on the spatial resolution in water show a similar
trend with the tip-sample distance. However, the improvement
at small distances is less dramatic.148
Experimentally, the resolution is also affected by the hys-
teresis and creep of the AFM scanner.186 The enhancement
factor is very sensitive to the position of the tip with respect
to the laser focus.155 If a hot spot exist on the tip, its location
under the tip apex or on the tip side must match the center
of the laser focus for optimal enhancement and resolution.
Therefore, the precise positioning of the tip is essential.155
The location and intensity of these hot spots also depend
on the polarization configuration of the experiment.191 A con-
sequence of this position and polarization dependence is the
possible dependence of the resolution on the sample rough-
ness. Sharp edges or protrusions on the sample would cou-
ple differently with the enhanced electric field around the tip
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apex, depending whether the sample feature is under the tip or
on the tip side, complicating the estimation of the resolution
in Raman images.147, 205
Some of the best resolutions reported were obtained
for carbon nanotubes130, 206 and a laser dye,207 which have
high Raman scattering cross sections. A lateral resolution of
about 10 nm was obtained for carbon nanotubes with tips of
10-15 nm radius.130, 206 A resolution of 15 nm was reported
for brilliant cresyl blue with a 20-nm radius tip.207 To further
improve the resolution, it was proposed to apply a mechan-
ical stress on the sample, which leads to Raman band shifts
for the molecules immediately under the tip. Line scans of
the Raman band shifts on a carbon nanotube and an adenine
crystal showed a lateral resolution of 4 nm.208 Advances in
tip fabrication would also improve the resolution. The silver
waveguide at the center of the photonic crystal cavity can fo-
cus the laser-induced surface plasmon at the tip of the waveg-
uide of radius smaller than 5 nm. Raman images of a silicon
nanocrystal/SiOx trench exhibited a spatial resolution better
than 7 nm.209
C. Temporal resolution
High temporal resolution is desirable to study dynamic
events. Piezoelectric scanners suffer from nonlinear effects
such as hysteresis, drift, creep, and aging. Shorter acqui-
sition times for the Raman spectra would limit the im-
pact of drift and are necessary for the accurate registry
on nanostructures and long biomolecules.185 High temporal
resolution also becomes necessary to account for temporal
fluctuations of TERS spectra.106, 210–212 For example, time-
lapse series of TERS spectra from malachite green at the
same spot showed an exponential decay of the intensity due
to bleaching with a time constant of 40 ± 5 s for a laser flu-
ence of 3×104 W/cm2.210 TERS spectra of clusters of ade-
nine molecules showed significant variations in intensity and
band position, which were attributed to molecular orienta-
tion changes that affected the polarization conditions for tip
enhancement.212 In SERS, wild variations of the signal were
reported for molecules located in a gap smaller than 10 nm be-
tween plasmonic nanostructures. This can be explained by the
motion of the adsorbates in and out of the enhanced volume
under the tip, or the desorption from the tip.106 Other expla-
nations include variations in the tip-sample distance, contam-
ination with carbonaceous materials, and breakdown of the
selection rules.210, 211
Increasing the laser power would reduce the exposure
time, but high laser power would lead to sample damage.211
Advances in the development of more sensitive detection
systems decreased dramatically the exposure time with-
out sacrificing the signal-to-noise ratio.213 For the strongest
scatterers, such as silicon and carbon nanotubes, the typi-
cal acquisition time ranges from 100 ms206 to a few sec-
onds for strain maps.214 The same acquisition time is used
for laser dyes, such as malachite green (Fig. 18).140 Tip-
enhancement reduced the exposure time for small molecules,
such as benzenethiol,215 and self-assembled monolayer of
thiophenolate216 to a range of 10–60 s. In order to reduce the
exposure time even further, the TERS signal can be integrated
FIG. 18. (a) Time series of tip-enhanced Raman spectra for a submonolayer
of malachite green dye. (b) Temporal variation of the intensities of the inte-
grated 1480–1630 cm−1 Raman band. The inset is a histogram of the Raman
intensity distribution. Reprinted with permission from Neacsu et al., Phys.
Rev. B 73, 193406 (2006). Copyright c© 2006 American Physical Society.
over a wider spectral band. This enabled the Raman imaging
of ferroelectric domains in BaTiO3 nanorods of 6 nm height
with a collection time of 10 ms per pixel.217
Recent advances in ultrafast laser spectroscopy led to the
development of Raman spectroscopy with femtosecond res-
olution. It was applied to biomolecules and for the study of
the transient excited states involved during the photoinduced
cis-trans isomerization of stilbene.218
D. Polarization
Experimental data and numerical simulations have shown
that the field enhancement depends on the polarization of the
incident laser.9, 186, 191, 219 If the electric field vector of the in-
cident light is perpendicular to the tip axis, the free elec-
trons on the metallic surface will be driven away from the
tip apex to the side surfaces of the tip. If the electric field
vector of the incident laser is along the tip axis, the free elec-
trons will be confined to the tip apex, leading to a signifi-
cant field enhancement.191, 219 A direct comparison between
p (along the tip axis) and s (in the sample plane) polariza-
tions was done with the same collection system. With the
p polarization, an apparent enhancement factor of three was
observed on Rhodamine 6G, whereas a slight intensity de-
crease attributed to shadowing effects was observed with the
s polarization.145
Most Raman spectra are collected in a backscattering ge-
ometry where the tip is illuminated from the bottom and the
laser propagation direction is along the tip axis. When a low
NA objective is used, the polarization remains mostly per-
pendicular to the tip axis. However, when an objective with
a high NA is used, the polarization is not necessarily perpen-
dicular to the tip axis anymore.167 At the focus plane, some
components of the polarization might be along the tip axis.
In a backscattering geometry, a radial polarization of the light
produces stronger polarization components along the tip axis,
leading to an improved enhancement of the Raman signal.220
A linearly polarized laser beam can be converted to a ra-
dially polarized Hermite-Gaussian mode with a mode con-
verter that consists of two half-wave plates.147, 221 The radially
polarized light resulted in an enhancement factor at least five
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FIG. 19. Conversion of a linearly polarized light into a pseudoradial or az-
imuthal polarized light with a divided half-wave plate. Reprinted with per-
mission from Hayazawa et al., Appl. Phys. Lett. 85, 6239 (2004). Copyright
c© 2004 American Institute of Physics.
times larger than the one obtained with linearly polarized light
(Fig. 19).147, 222 The radially polarized light also produced
a more uniform enhancement across the laser focus com-
pared to the linearly polarized light.147 However, the trans-
verse component of the polarization still dominates compared
to the polarization component along the tip axis.131
The polarization can also be tuned to reduce the far-
field background signal. The near-field indeed can allow the
emission of the Raman signal in a usually forbidden po-
larization state.223 The tip will preferentially enhance the
polarization component of the signal parallel to the tip
axis. By placing an analyzer that would partially block the
far-field signal, the near-field signal can still be collected
(Fig. 20).142, 144, 219, 224–226 By optimizing the orientation of the
incident and analyzed laser light with respect to the tip axis,
the ratio between the near-field and the far-field contributions
was increased from 0.5 to 12 in silicon.144 However, this tech-
nique requires knowledge of the sample material and the crys-
tallographic face being presented to the incident laser. There-
fore, it may not apply for other materials such as CdS.142
FIG. 20. Far-field intensity (squares), near-field TERS intensity (diamonds)
for a silicon substrate (520 cm−1 band), and contrast ratio (stars) as func-
tions of the polarizer angle. The analyzer was kept perpendicular to the tip
axis. Reprinted with permission from Yi et al., Rev. Sci. Instrum. 79, 073706
(2008). Copyright c© 2008 American Institute of Physics.
E. Tip geometry
Two frequently used techniques for the fabrication of
metallic tips are electrochemical etching and metal evapora-
tion on AFM tips. In the electrochemical etching method, a
voltage is applied between a metallic gold wire and a ring-
shaped metallic electrode, both immersed in concentrated hy-
drochloric acid solution.227, 228 Using this method, tips of ra-
dius 30 nm were produced in a reproducible way.9 Silver
tips were also made using different etching methods.229, 230
In the metal evaporation method, a thin film is deposited
by evaporation to produce AFM tip coatings with various
roughnesses.171, 230 The deposition of the metallic coating can
however affect the performance of the cantilever and bend it
to the point where it is unusable. Focused ion and electron
beams can be used to further control the morphology of the
metallic tip to enhance the antenna effect and possibly tune
the surface plasmon resonance.231
Another way to produce a metallic coating is the growth
of colloidal nanoparticles in solution, where a metal is re-
duced to produce a suspension of nanoparticles of various
shapes and sizes.129, 232–234 For a review of methods for at-
taching or depositing nanoparticles on an AFM tip, the read-
ers are invited to consult Ref. 235. Glass nanorods can also be
used as templates for the deposition of a metallic coating.236
The metallic coating is usually 20–50 nm thick. Thinner coat-
ings are not as mechanically stable. For gold-coated tips,
a thin layer of chromium is first deposited on the silicon can-
tilever for a better adhesion.142 There might also be a coating
thickness dependence of the enhancement. For an excitation
at 514.5 nm, optimum enhancement was observed with a sil-
ver layer 40–60 nm thick or a 70–100 nm thick gold layer.142
Metallic nanorods at the apex of AFM tips can increase reso-
lution, but the low production yield and difficulty to place the
nanorod in a reproducible way are major obstacles.235 Early
work on tip preparation produced tips that yielded enhance-
ment only 10%–40% of the times.129, 130, 176
Most AFM tips used in TERS are coated with silver or
gold. Even the initial TERS studies involved SNOM fiber tips
coated with gold or a gold/palladium film.152, 153 The imag-
inary part of permittivity in silver is smaller than in gold,
yielding higher enhancement factors.237 However, silver tends
to oxidize in air, whereas gold is more chemically stable. A
degradation of the enhancement factor is observed for silver
tips after a few days, while gold coated tips can yield repro-
ducible enhancement factors for a few months.142, 226 A 2-3
nm thick Al2O3 layer can reduce the degradation of silver-
coated tips without affecting the enhancement factor.238 For
STM-Raman combinations, silver- or gold-coated tungsten
tips or gold tips can be used. Tungsten tips are more resistant
to wear and deformation than gold tips (Fig. 21).149 Tungsten
tips are prepared by electrochemical etching, followed by the
deposition of a silver coating (about 40 nm thick) by a sput-
tering process.226
The field enhancement factor was calculated as a func-
tion of excitation wavelength for tips of different materials,
such as gold, silver, aluminum, tungsten, and silicon. The gold
tip produced the largest enhancement with the highest chem-
ical stability. Aluminum also yielded a large enhancement,
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FIG. 21. SEM image of a gold-coated AFM tip (a) before and (b) after ap-
proximately 10 h of AFM imaging in tapping mode. Reprinted with per-
mission from Nieman et al., Rev. Sci. Instrum. 72, 1691 (2001). Copyright
c© 2001 American Institute of Physics.
but, in air, it is covered with an oxide layer which increases
the aluminum-sample distance and inhibits the chemical en-
hancement in SERS/TERS.189, 197
The material of the tip on which the metal coating is de-
posited also plays a significant role in the enhancement fac-
tor. The SERS signal from brilliant cresyl blue and malachite
green was measured on silver-coated substrates of different
compositions. It was found that the SERS signal increases as
the refractive index n of the underlying substrate decreases.
AlF3 (n = 1.4) was found to produce stronger SERS signals
than Si (n = 4.4), SiOx (n = 1.5−2.05), and SiO2 (n = 1.5) for
a 488 nm excitation.183 This result was confirmed with TERS
spectra collected with silver-coated SiO2 and silicon nitride
(n = 2.05) tips. With similar coatings, the SiO2 tip produced
a stronger TERS signal from brilliant cresyl blue.239
The apparent enhancement factor is also influenced by
the orientation of the incident laser beam with respect to the
side faces of silver-coated pyramidal tips. A larger enhance-
ment was observed when the laser reaches the tip normal to
one of the side faces, compared to the case where the laser
reaches the tip on an edge. However, the larger apparent en-
hancement was attributed to the fact that the side face acts as
a mirror and only enhances the far-field contribution to the
signal. In order to increase the ratio between near-field and
far-field contributions, the incident laser should not be normal
to a side face of the tip.144
The effect of tip radius on field enhancement below
the apex was studied for various excitation wavelengths. A
decreasing tip radius should create a lightning rod effect
that leads to an increase in the field enhancement.193, 198, 201
However, the surface plasmon resonance also depends on
the tip radius size and therefore the effect of tip radius
on field enhancement depends on the excitation laser and
tip material.148, 190, 193 Phase retardation effects must be ac-
counted when the tip becomes larger than a fourth of the ex-
citation wavelength.189 Also, the electric field below the tip
apex decays exponentially as exp(-d/R), where d is the dis-
tance from the tip apex and R the tip radius. The intensity,
which is proportional to the fourth power of the electric field,
decays faster as d increases when R is smaller.148
Theoretical studies and numerical simulations on the op-
timum geometry of the tip for field enhancement provided an
insight on the role of each tip geometric parameter, such as as-
pect ratio, apical angle, and length. For example, there exists
an optimal apical angle that depends on the tip length.188, 192
As for the length, cylindrical tips longer than 500 nm exhibit
multiple resonances between 300 nm and 10 μm. The sur-
face plasmon resonance with the lowest energy redshifts as
the length increases from 100 nm to 1.5 μm.194 The tip geom-
etry far above its apex is also important for the optimization of
the field enhancement. FDTD simulations on spherical, coni-
cal, and pyramidal tips showed a larger enhancement for the
trigonal pyramid geometry. This was explained by the collec-
tion of charges at the side edges of the pyramid.190
The main problems are the mass production and repro-
ducibility of TERS tips. As materials can contaminate the tip,
those tips are likely to be replaced more frequently than usual
AFM tips. The reproducibility issue comes also from the con-
stantly evolving structure and conformation of the analyte
around the tip apex. A change in conformation and distance
can dramatically affect the Raman spectra. Repeated contact
with the sample, especially in contact mode, can result in the
premature wear and the variability of the Raman signal.211
The tip quality is difficult to assess after production. Poor re-
producibility in enhancement factors was observed for tips
that seem identical in SEM.183 SEM images cannot resolve
nanoscale roughness on the tip, and additionally it cannot tell
which side of the tip will be illuminated by the laser.
New ways to produce TERS tips compatible with the ex-
isting AFMs are being developed. Recently, a photonic crystal
cavity and silver waveguide was manufactured at the end of
a silicon nitride cantilever by ion milling and electron beam
deposition. The silver waveguide at the center of the photonic
crystal cavity focuses the surface plasmon polaritons gener-
ated by the laser excitation at the tip apex of radius smaller
than 5 nm (Fig. 22).209 In another manufacturing process, a
FIG. 22. (Top) SEM image of a tapered waveguide on an AFM cantilever.
The inset shows the whole chip with multiple silicon nitride tips. (Bottom)
Magnified images of the photonic crystal cavity and waveguide with a radius
of curvature of 5 nm. Reprinted by permission from De Angelis et al., Nat.
Nanotechnol. 5, 67 (2010). Copyright c© 2010 Macmillan Publishers Ltd.
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grating was etched by focused ion beam milling on the shaft
of a gold AFM tip several micrometers above the tip apex.
The appropriate selection of the grating pitch, tip cone angle
and tip material enabled the propagation of surface plasmons
over several micrometers and their focusing at the tip apex
with a dipole moment aligned along the tip axis. TERS spec-
tra collected from Malachite Green (633 nm excitation) and
IR-125 (785 nm excitation) dyes with a side illumination of
the grating and 90◦ sagittal collection of the scattered light
from the tip apex exhibited a significantly reduced far-field
background due to the smaller size of the emitter.240
F. Chemical sensitivity
Numerous experimental studies reported spectroscopic
data at very low analyte concentration. However, the fact that
rare hot spots exist does not mean that the spectra originated
from single molecules. Often, the single-molecule sensitiv-
ity is inferred by the low analyte-to-silver colloid ratio or by
strong variations in spectral intensity and profile.8 But signif-
icant errors exist when the analyte concentration is smaller
than 1 nM due to contamination or wall adsorption. Strong
spectral variations can originate from desorption, variation of
the molecule configuration or thermal heating.
AFM topography and height profiles were used as evi-
dence of the presence of single molecules for RNA (Ref. 185)
and carbon nanotubes.130 To determine whether the signal
is from single molecules or multiple molecules, a bianalyte
approach was used where high concentrations of two dye
molecules were mixed in a suspension of silver colloids.241
Due to the high dye concentrations, a spectrum combining
the two dye signatures should be expected. The detection of a
pure signal coming from one dye would mean that the signal
is coming from a small number of molecules. The probabil-
ity of having multiple molecules of one dye in the same hot
spot is very rare and decreases exponentially with the number
of molecules. To determine whether the signal is from sin-
gle molecules, a statistical criterion can be devised based on
the variations of the frequency and intensity of hot spots as
a function of the analyte concentration.242 At low concentra-
tions of Rhodamine dye (less than 5 nM), most of the signal
was from single molecules, while at concentration higher than
50 nM, the signal was coming from multiple molecules.
Large TERS spectral variations were observed in mala-
chite green isothiocyanate single molecules.210, 211 It was ar-
gued that the near-field spectral features of large organic
molecules could not be altered significantly from the far-field
features, since their electronic band structure would only be
slightly affected by adsorption to a metallic particle.211
Temporal variations of the TERS spectra of adenine were
attributed to variations of the molecule orientation.212 The
molecule orientation combined with the polarization configu-
ration of the experiment would explain different intensity pro-
files for the TERS spectra (single molecule in a specific ori-
entation) and the far-field spectra (collection of molecules in
random orientation).211
Contaminants can produce a Raman signal as strong as
the analyte. For example, amorphous carbon has a Raman
scattering cross section four orders of magnitude higher than
benzene.243 The position of amorphous carbon bands varies
wildly.211, 244
G. Sample heating
Significant spatial and temporal variations in TERS spec-
tra have been reported.54, 210, 211, 245 These variations have
been attributed to variations in the tip-sample distance, ad-
sorbate orientations, bleaching, contamination with carbona-
ceous materials, breakdown of the selection rules, but also
laser heating which can lead to the degradation of the analyte.
TERS spectra can be very different from the far-field
Raman spectra with the appearance of new bands, different
band positions, and relative intensities. New bands and band
shifts can correspond to the contamination from carbonaceous
species and degradation of the analyte, respectively. Carbona-
ceous species have a much higher Raman cross section, so
even traces can overwhelm the TERS spectra.210, 211
Time-lapse series of TERS spectra from malachite green
at the same spot for a laser fluence of 3×104 W/cm2 showed
a significant gradual intensity loss due to bleaching without
the appearance of additional Raman bands that would indicate
the formation of carbonaceous species. In contrast, time-lapse
series of TERS spectra on photodegraded malachite green
exhibit sudden changes in intensity and band positions, as
well as the formation of previously unseen bands above 1750
cm−1.210
The heating can lead to the chemical and morphological
modification of the tip and sample due to thermal annealing.
Repeated scans can lead to irreversible topography (rough-
ness) changes, which affect the enhancement factor of a hot
spot.245
Finite element analysis of the temperature distribution
was performed on tips of various materials with a p-polarized
light at 45◦ incidence and 1 mW/ μm2 fluence. The tempera-
ture rise at the tip apex can be as high as 350 ◦C for a gold tip
on a gold substrate in air. However, the half-cone angle of the
simulated tip was only 10◦, so a smaller temperature rise is
expected for wider tips.246 Temperature distributions in gold
plasmonic nanostructures simulated with the bound element
method showed that the temperature rise upon illumination
depends on the structure shape, laser wavelength, and inci-
dent angle.247
The measurement of temperature variations was at-
tempted by measuring the anti-Stokes/Stokes intensity ratio
of Raman bands, which should be proportional to the
Boltzmann factor. The temperature was found to rise with
increasing laser power. Raman spectra collected with gold-
coated tips at different laser powers showed a wavelength
dependence that was consistent with the plasmon resonance
of the coated tip.54 However, the anti-Stokes/Stokes intensity
ratio was also found constant over a wide range of laser in-
tensities covering several orders of magnitude for crystal vi-
olet and colorless analytes. This behavior was explained by a
modification of the resonance conditions due to charge trans-
fers between the silver particles and the analyte.248 The de-
bate is still ongoing as to whether the apparently anomalous
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anti-Stokes/Stokes intensity ratio is the result of pumping to
excited vibrational states or sample heating.249–251
H. Tip-enhanced coherent anti-stokes Raman
spectroscopy
Near-field CARS was attempted with an uncoated fiber
probe with aperture. Chemical images from human hepato-
cytes exhibited a lateral resolution of 128 nm.69 In order to
improve the spatial resolution and the signal intensity, an
apertureless tip-enhanced approach was adopted.68, 252 CARS
spectra are collected by tuning the pump or the Stokes laser
wavelength. For optimal apertureless tip enhancement, the
pump wavelength should match the surface plasmon reso-
nance of the tip.253
Since CARS is a coherent process, phase matching be-
tween the pump and the Stokes laser is essential. This is
realized through colinear illumination and tight focusing of
the laser spot through a high numerical aperture objective.252
Powerful infrared pulses generated by Ti:sapphire or Nd:YAG
lasers are used in tip-enhanced CARS. Picosecond laser
pulses lead to reduced sample damage while maintaining a
high peak power.68, 252 Infrared excitation reduces the back-
ground signals from nonresonant electronic excitations and
fluorescence.69, 253 The CARS signal can be modulated to the
tip vibration frequency to reduce the far-field and fluorescence
background.254 It is noted that photoluminescence from tips
coated with noble metals can also generate a white light con-
tinuum background on CARS spectra (Fig. 23).68
Polarization effects on the intensity of the CARS signal
were observed. For optimal enhancement factor, the pump and
Stokes lasers have to be polarized along the tip axis. This
can be accomplished with linearly polarized excitations and
FIG. 23. (a) Topographic image of the DNA network. (b), (c) Tip-enhanced
CARS images at the (b) on-resonant frequency (1337 cm−1) and (c) off-
resonant frequency (1278 cm−1). (d) Intensity line profile for the horizon-
tal line indicated by arrows. Reprinted with permission from Ichimura et al.,
Phys. Rev. Lett. 92, 220801 (2004). Copyright c© 2004 American Physical
Society.
a high numerical aperture objective. However, in this config-
uration the maxima for the enhanced electric field are on the
sides of the metallic tip apex.68
VI. COMBINATION OF SPM WITH OTHER
SPECTROSCOPIC TECHNIQUES
Scanning probe microscopy was also combined with
other optical microscopy/spectroscopy techniques, such as
fluorescence, infrared, Förster resonance energy transfer
(FRET), photoluminescence, and second harmonic genera-
tion. Indeed, not every sample is Raman active and other more
sensitive spectroscopic techniques can be used for live imag-
ing of cells and biomolecules.
A. Fluorescence microscopy
The overlay of AFM and fluorescence images combines
the high resolution spatial information from AFM topography
with the chemical information from fluorescence microscopy.
The combination of these two complimentary techniques has
been used in the biological sciences, where laser confocal
scanning fluorescence microscopy allows for the live imag-
ing of the cell components with different dye labels in three
dimensions (Fig. 24).255–258
The excitation of localized surface plasmon resonances
at the apex of a gold-coated tip resulted in the enhance-
ment of the fluorescence signal.255, 259–261 For tip-sample dis-
tances above 5 nm, the fluorescence signal increases as the
tip-sample distance decreases. Below 5 nm, the tip quenched
the fluorescence signal and a signal drop was observed.255, 260
This was explained by the fact that the fluorescence rate is in-
fluenced by the enhancement of the local electric field and the
FIG. 24. (a), (b) Simultaneous (a) epi-fluorescence microscopy and (b) AFM
imaging of live ldlA7-SRBI-eGFP CHO cells. (c) and (d) are magnified im-
ages of (a) and (b). Reprinted with permission from Madl et al., Ultrami-
croscopy 106, 645 (2006). Copyright c© 2006 Elsevier.
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decay rates of radiative and non-radiative processes. At short
distances, the increase in excitation rate is overcome by the
significant quantum yield decrease due to nonradiative pro-
cesses, resulting in fluorescence quenching.255, 260
The enhancement of the fluorescence signal in the area
under the tip apex also produces images with a lateral res-
olution noticeably better than the diffraction limit.203, 255, 262
Fluorescence images were collected from the same quantum
dot with and without the tip. On the image collected without
the tip, the fluorescence intensity profile exhibits a peak with a
full width at half maximum (FWHM) of 200 nm. When the tip
is approached to a distance of about 5 nm above the quantum
dot, the fluorescence peak intensity is enhanced by a factor
of four and its FWHM was reduced to 60 nm.262 The reso-
lution improvement allowed for the imaging of pairs of Cy-3
fluorophores separated by a distance of 13.0 ± 4.1 nm.203
To reduce the out-of-focus fluorescence background, to-
tal internal reflection fluorescence microscopy was combined
with AFM. Total internal reflection occurs at the interface be-
tween two environments with different refractive indices n.
When light travels in the high n environment and reaches the
interface at an incident angle larger than the critical angle, it
is reflected at the interface and an evanescent wave is gener-
ated in the low n environment. The intensity of the evanescent
wave decays exponentially with the distance to the interface.
The penetration depth of the evanescent wave is typically un-
der 100 nm, providing high surface sensitivity and low out-of-
focus fluorescence background. The surface sensitivity was
useful in the study of focal adhesion in vascular smooth mus-
cle cells.263 The same approach was used to conduct localized
surface plasmon resonance spectroscopy on arrays of silver
nanostructures.264
Due to the small depth penetration of the evanescent
wave, precise control of the objective vertical position with
piezoscanners is necessary to adjust for thermal drift. The
additional closed-loop piezoscanner can interfere with the op-
eration of the AFM. In order to increase the mechanical sta-
bility of the AFM-inverted microscope assembly, the objec-
tive can be rigidly fixed on the same stage that supports the
AFM. Such an assembly was used to collect high resolu-
tion force spectroscopy data on dye-labeled DNA strands for
hours.265
Fluorescence lifetime imaging microscopy (FLIM) has
numerous applications in biology, including differentiating
cell components, cancer diagnosis, and drug release.266 Cor-
related AFM topography and tip-enhanced fluorescence in-
tensity and lifetime images were collected from dye-labeled
nanoparticles and stained DNA.267 Comparison of the fluores-
cence decay traces for a dye-labeled polystyrene nanoparticle
with and without the tip above it revealed that the presence
of the tip affects both the fluorescence intensity and lifetime.
Without the tip, the decay time constant was measured at 6.4
± 0.2 ns, while the decay time constant for the same particle
with the tip was 2.8 ± 0.2 ns.267 The interference from the tip
complicates the interpretation of the lifetime measurements.
The application of FLIM and AFM on stained DNA helped
locate the fluorophore along the DNA molecule, with an en-
hanced spatial resolution that was inaccessible to the AFM or
confocal fluorescence microscopy.267
FIG. 25. (a) Topography image of a CdSe/CdS rod, with a 3.9 nm core and
length of 108 nm (FWHM). The inset shows the cross section marked with
arrows. (b), (c) Height-sectioned near-field fluorescence (b) intensity and (c)
lifetime images of the same particle with cross sections of 45 and 15 nm
(FWHM), respectively, taken along the topography cross section. (d) Overlay
of the lifetime image with the topography image. The peak indicates the seed
location along the rod. The scalebar is 50 nm. Reprinted with permission from
Yoskovitz et al., Nano Lett. 10, 3068 (2010). Copyright c© 2010 American
Chemical Society.
Using a similar approach, the fluorescence intensity and
lifetime were also collected for each lateral and vertical po-
sition of the tip with a lateral resolution better than 20 nm.
The height sectioning was particularly useful in the study
of heterostructured semiconductor nanorods, constituted of a
CdSe seed embedded inside a CdS nanorod. The fluorescence
quenching and longer lifetime at the seed location showed
electron localization in the seed (Fig. 25).268
One-photon microscopy suffers from the photobleach-
ing and blinking of the fluorophores. To alleviate the blink-
ing problem, quantum dots have been used as fluorophores.
The close proximity of the AFM tip within tens of nm of a
quantum dot seemed to reduce the fluorescence blinking.262
The development of tip-enhanced two-photon fluorescence
offers less photobleaching, a much better spatial resolution
and lower background noise.181, 269
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Control over the polarization of the excitation provides
information on the orientation of individual fluorophores.
The enhancement factor varies with the orientation of the
molecules with respect to the enhanced electric field at the tip
apex.270 Molecules with various orientations produce differ-
ent tip-enhanced fluorescence patterns that were successfully
reproduced by a model that accounts for the dipole-dipole in-
teractions between the tip and fluorophore.255
A polarization effect was also seen for two-photon flu-
orescence spectroscopy on a fluorescent dye. The fluores-
cence signal was found 2.4 times stronger when the inci-
dent polarization was along the tip axis than perpendicular to
it.149 Simultaneous noncontact AFM and fluorescence images
showed a resolution of 43.8 nm on both images, much lower
than the 800 nm excitation wavelength.149
B. Förster resonance energy transfer
FRET describes the energy transfer between two chro-
mophores, such as fluorescent dyes, quantum dots, and other
nanostructures. In the FRET mechanism, one of the chro-
mophores, the donor, is first excited by an incident photon,
followed by the energy transfer to the other chromophore,
the acceptor, in close proximity. The excited acceptor then
relaxes back to the ground state by emitting a photon. In or-
der to occur, there must be a significant overlap between the
emission spectrum of the donor and the absorption spectrum
of the acceptor.263
The energy transfer and the fluorescence lifetime of the
donor can be expressed as a function of the distance between
the two chromophores using the Förster equations. By using
these relations, the distance between the chromophores can
be determined at the nanoscale by monitoring fluorescence
intensity variations of either chromophore.266
FRET has been extensively used to study interactions
between proteins and other biomolecules. The energy trans-
fer and fluorescence lifetime of the donor are strongly de-
pendent on the relative orientation of the chromophores.
Such orientation dependence can potentially enable the study
of protein folding and the environment effect on protein
interactions.266
Scanning FRET microscopy was developed with a
SNOM fiber probe271 and with an apertureless AFM tip.272 In
the fiber probe approach, a small crystal containing the donor
or the acceptor was placed at the apex of the fiber probe.271
In the apertureless approach, the AFM tip was coated with
donor or acceptor molecules.272 When the FRET-activated
fiber probe or AFM tip scanned the sample, the comple-
mentary donor/acceptor deposited on the sample generated a
FRET signal if it was within the Förster radius.263
The combination of AFM and inverted microscope for
FRET was used to image fibroblast cells expressing CFP-YFP
construct. In order to capture simultaneously the images of
the donor/acceptor emission and the FRET signal, a double-
band dichroic mirror was installed in the inverted microscope.
The donor emission was collected with one camera, while the
acceptor emission and the FRET signal were collected with
another camera.263
FIG. 26. Near-field infrared imaging of gold nanoparticles deposited on a
SiC substrate. (a) Schematics of the experimental setup. (b) 3D optical am-
plitude images. Bottom row: Vertical slices of the optical signal amplitude
as a function of the gap width d0 and the horizontal particle position. Middle
row: Top part of the vertical slices with enhanced contrast. Top row: Horizon-
tal slices 1 nm above the particle (marked by dashed lines). (c) Normalized
signal amplitudes of the 1080 cm−1 (blue) and 927 cm−1 (red) bands along
the dashed lines in (b). Reprinted with permission from Cvitkovic et al., Phys.
Rev. Lett. 97, 060801 (2006). Copyright c© 2006 American Physical Society.
C. Infrared and optical absorption spectroscopy
Infrared spectroscopy is a vibrational spectroscopy tech-
nique that has been helpful in the characterization of chem-
ical composition and monitoring chemical reactions. The
excitation wavelength is typically a few micrometers, and
therefore imaging with sub-micrometer spatial resolution
is challenging due to the diffraction limit. The enhance-
ment of the near-field infrared signal was made possible
by the proximity of gold-coated tips, in a way similar to
tip-enhanced Raman spectroscopy.273, 274 The lateral resolu-
tion of the infrared spectroscopy images was better than
30 nm when this apertureless method was applied to gold
nanoparticles on silicon (Fig. 26).273, 274 When applied to a
polystyrene/polymethylmethacrylate blend, the contrast be-
tween the two polymers was found to depend on the excita-
tion wavelength. When the excitation matches the resonance
of one of the polymers, the increased absorption makes the
infrared image darker.273
Another method, called photothermal infrared mi-
croscopy, is based on the thermal expansion of the sample due
to infrared absorption. The sample temperature variations are
measured by a thermal probe that acts as a thermal couple275
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FIG. 27. Schematic of an AFM combined with infrared spectroscopy. The atomic force microscope tip probes the local deformation of the sample induced by
a pulsed infrared laser tuned at a sample absorbing wavelength. Reprinted with permission from Dazzi et al., Ultramicroscopy 107, 1194 (2007). Copyright c©
2007 Elsevier.
or by the deflection/deformation of an AFM cantilever
(Fig. 27).276, 277 The near-field infrared absorption spectra
from a single E. coli bacterium matched well with the far-field
spectra from a collection of bacteria.277
To eliminate the background and increase the signal-
to-noise ratio of the near-field signal, modulated techniques
were usually used. The AFM tip operated in tapping mode at
its resonance frequency.273, 274, 276, 278 The backscattered light
can then be detected by a pseudoheterodyne interferometric
method and then demodulated at the second harmonic of the
tip oscillation frequency.279
In the studies mentioned above, the tip was in most cases
illuminated from the side. For example, a Pt-coated AFM
tip was illuminated with a CO2 laser (wavelength 10.6 μm)
and a Cassegrain objective (NA = 0.5) placed at an angle of
65◦ with the substrate normal direction. The scattered light
was collected through the same optics.278 But the sample
can also be illuminated from below by total reflection of
the incident light in a ZnS or ZnSe prism crystal.277, 280 A
combination of AFM with infrared-attenuated total reflection
spectroscopy (ATR-FTIR) was demonstrated for the study of
surface modification in a liquid cell (Fig. 28).280 Using the
same illumination geometry, a scanning electrochemical mi-
croscope (SECM) was combined with ATR-FTIR.43, 44 ATR-
FTIR spectroscopy relies on the generation of an evanescent
field on the waveguide surface, so it is extremely surface-
sensitive and reduces the interferences with strong absorbers
and water. The ATR crystal was an integral part of an elec-
trochemical cell. The microelectrode of the SECM, a Pt wire
sheathed with an open borosilicate glass capillary, was posi-
tioned above the ATR crystal with stepper motors. The com-
bined SECM-ATR-FTIR was used to induce the electropoly-
merization of 2,5- di-(2-thienyl)-pyrrole by applying a poten-
tial to the microelectrode against a reference, and monitor the
same reaction in situ with a time-lapse series of IR absorption
spectra.44
As for combinations of optical absorption spectroscopy
and SPM, images of the optical absorption of individ-
ual carbon nanotubes were obtained with a sub-nanometer
FIG. 28. Schematic of a combination of AFM with infrared attenuated to-
tal reflection spectroscopy. Reprinted with permission from Brucherseifer
et al., Anal. Chem. 79, 8803 (2007). Copyright c© 2007 American Chemical
Society.
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resolution using a combination of STM and illumination (total
internal reflection) by a frequency- or amplitude-modulated
laser. The STM tip measured variations of the tunneling cur-
rent that were induced when the sample was in resonance. Us-
ing a lock-in amplifier, topography and optical absorption im-
ages were collected simultaneously. Carbon nanotubes with
different chiralities could be differentiated and point defects
were imaged.281
Molecular resonances in dye molecules were also suc-
cessfully characterized by image force microscopy, where
four laser lines at 475, 543, 594, and 633 nm were coupled
to an inverted optical microscope. The incident laser illu-
minated the sample from the bottom and its intensity was
modulated at a frequency of 360 kHz, while the AFM lo-
cated above the sample operated in tapping mode at a fre-
quency of 65 kHz. The deflection of the AFM cantilever was
detected with a lock-in amplifier at the sum frequency of
425 kHz. The image of the signal from the lock-in ampli-
fier showed a wavelength-dependent contrast for the 6-tamra
dye that reaches a maximum at 543 nm. The variations of the
lock-in intensity matched well with the absorption spectrum
of bulk 6-tamra dye collected with a commercial absorption
spectrometer. The contrast was explained by the modulation
of the force gradient between the excited dipole in the sample
and its mirror image in the platinum-coated tip.282
D. Second-harmonic generation
Second-harmonic generation (SHG) is a nonlinear scat-
tering process, where the scattered photons have an energy
that is twice the energy of the incident photons. The technique
is extremely surface-sensitive and probes a smaller volume
than in conventional fluorescence microscopy, therefore im-
proving the spatial resolution and reducing the far-field back-
ground. According to the selection rules, SHG only occurs in
a sample without inversion symmetry. However, most samples
exhibit roughness and defects that relax the selection rules.
Therefore, SHG is observed on most samples.283
Near-field SHG microscopy has attracted considerable
interest, since the technique can be applied to a wide vari-
ety of samples, such as metallic films283, 284 and ferroelectric
films.285 The first experimental demonstrations were made
with rough metallic surfaces.283, 284 A silver-coated283 or un-
coated fiber284 was maintained at a short distance of the sur-
face by a shear-force feedback mechanism. A silver-coated
fiber resulted in a higher enhancement factor of the SHG sig-
nal, but introduced large perturbations of the electromagnetic
field and the distribution of the SHG signal. The near-field
SHG can be detected in two ways: depending of the nonlinear
susceptibility of the fiber and sample, either the sample is il-
luminated from the far-field and the signal is collected locally
with a fiber; or the fiber acts as a local light source and the
SHG is collected in the far-field.286, 287
Most studies involved an uncoated glass fiber that can
still yield an enhancement due to the sharpness of the fiber
apex.284, 288 SHG requires powerful excitations, since the sig-
nal is proportional to the fourth power of the local excita-
tion power. It was estimated that in average only one second-
harmonic photon count is generated for every 100 excitation
pulses.283 In order to reduce heating and sample damage, ul-
trafast pulsed lasers are usually used as excitation with side
illumination.283–285 The power density at the sample is typi-
cally 1.0 MW.cm−2. The SHG signal was found to decrease
significantly when the tip-sample distance is larger than 500
nm.284 The surface sensitivity of this technique limits the flu-
orescence from the background. The presence of the tip keeps
the near-field enhancement localized, and SHG images with a
spatial resolution of 80 nm were reported.285
The deposition of nanoparticles or a thin metallic layer
near the tip of the fiber can also enhance the SHG signal. En-
hancement of the SHG signal from a styryl dye was reported
after the deposition of a silver or gold nanoparticle at the tip of
a glass cantilevered nanopipette.234 In another study, a 30 nm-
thick gold layer coated the silica AFM tip. The gold-coated
tip, of diameter 70 nm, was reported to enhance the SHG sig-
nal from individual ZnO nanowire by a factor of 2000, after
accounting for the far-field background signal.289
A strong polarization dependence was observed on the
SHG signal.283–286, 289, 290 Excitation with p-polarization re-
sulted in a stronger near-field SHG signal.283 With a s-
polarized excitation, the contrast in the images was mainly
due to the sample topography. With a p-polarized excitation,
the interpretation of the image contrast is complicated by
sharp features in a rough surface and the excitation of surface
plasmon resonance.284 Due to the polarization dependence,
SHG was found to be sensitive to the crystal orientation in
polycrystalline Pb(ZrxTi1-x)O3 films.285
VII. APPLICATIONS
A. Single molecule spectroscopy
Spectroscopy on ensembles of molecules only provides
average properties of molecules that are isotropically oriented
and in different environments. For molecules with a high
molecular weight, such as polymers, proteins, and nanowires,
the properties along the molecule may change due to different
conformations, kinks, defects, crystallographic structure, and
orientation. Single-molecule spectroscopy provides a more
complete picture of the molecule properties.
Early work was on molecules with high Raman cross
sections, such as carbon nanotubes. TERS images of iso-
lated nanotubes were collected with high spatial resolution
(Fig. 29).130 The TERS experimental setup also allowed for
the simultaneous collection of photoluminescence images.291
G′ band shifts along an individual nanotube revealed resid-
ual stress or defects along the sidewall of the nanotube.130
TERS was even used for carbon nanotubes beneath an SiO2
coating.213 The presence of junctions and defects in carbon
nanotubes was also observed.206, 292 Radial breathing modes
position shifts along a single nanotube indicated modifica-
tions of the nanotube chirality. Topography changes and vari-
ations in the G band profile with the appearance of the Breit-
Wigner-Fano feature in a nanotube section indicated the pres-
ence of a metal-semiconductor intramolecular junction.292
Other nanostructures studied by TERS included multilayered
graphene,293 GaN nanowires,294 and TiO2 nanoparticles.295
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FIG. 29. TERS images of an individual carbon nanotube obtained by inte-
grating the (a) G band, (b) G′ band, (c) D band, and (d) radial breathing mode.
(e) AFM topography image. Reprinted with permission from Anderson et al.,
J. Am. Chem. Soc. 127, 2533 (2005). Copyright c© 2004 American Chemical
Society.
TERS single-molecule sensitivity was extensively tested
with Raman-sensitive dyes at low concentration, such
as Rhodamine 6G, crystal violet,171 malachite green
isothiocyanate,6, 7 and cresyl blue.8 In the case of malachite
green isothiocyanate, the surface coverage was estimated to
be less than 0.7 pmol/cm2, which corresponds to a density of
five molecules in the area under the tip. TERS on small non-
resonant molecules included benzenethiol,215 bipyridine,228
cobalt tetraphenyl-porphyrin,296 and CN− ions6 deposited on
gold surfaces. In the case of cobalt tetraphenyl-porphyrin, the
presence of additional bands corresponding to CO and NO
stretch vibrations indicated the formation of complexes with
axial ligands.296
TERS has proven to be a powerful tool to fingerprint
biomolecules, such as amino acids, proteins, and DNA. Un-
like fluorescence spectroscopy, TERS is a label-free method
which requires little sample preparation. Using TERS, the
aromatics amino acids phenylalanine and tryptophan were fin-
gerprinted and the intensity of the benzene ring band pro-
vided information of the orientation of the molecules on the
surface.297 It was used to investigate portions of the heme pro-
tein cytochrome c. A few Raman bands were used as markers
for the protein spin and oxidation state. Three types of TERS
signatures were observed on cytochrome c and they were as-
signed to specific orientations of cytochrome c on the surface.
Studying how proteins adsorb on surfaces, such as lipid mem-
branes, may improve the sensitivity of chemical sensors.160
Work on DNA, RNA, DNA bases, and other pure DNA
components, such as individual deoxynucleotides, was per-
formed with TERS with the goal of determining the DNA se-
quence (Fig. 30).185, 230, 298 TERS spectra were collected from
the DNA bases adenine, thymine, guanine, and cytosine de-
posited on Au(111)298 or a silver island film.230 The main
difference between the TERS signatures of DNA bases and
FIG. 30. Background-corrected TERS spectra of (a) adenine, (b) thymine,
(c) guanine, and (d) cytosine deposited on Au(111). The inset is a STM im-
age of a thymine self-assembled monolayer on Au(111). Reprinted with per-
mission from Domke et al., J. Am. Chem. Soc. 129, 6708 (2007). Copyright
c© 2007 American Chemical Society.
deoxynucleotides was attributed to the phosphate group.230
TERS spectra were also collected at different positions along
a single-stranded RNA homopolymer of cytosine. Although
small variations in band intensities and positions were ob-
served, they were likely due to the instability of the tip-sample
distance and not the RNA sequence.185 Questions remain as
to whether a single molecule is really observed or the signal is
coming from a small cluster. Blinking is sometimes observed
and can be explained by the movement of molecules, or their
degradation from local heating. The sample can also desorb
from the surface.211
B. Force measurements
The AFM tip can also be moved up and down vertically
to collect a force curve as a function of the tip-sample dis-
tance. For AFM, the force sensitivity can vary by the se-
lection of a cantilever with the appropriate spring constant.
AFM has proven to be a powerful tool to measure the elastic
modulus,23, 118, 299 hardness300, 301 of materials, friction prop-
erties of nanostructures,24, 302 and to study the plastic defor-
mation of nanostructures.303
Downloaded 13 Dec 2012 to 130.207.50.120. Redistribution subject to AIP license or copyright; see http://rsi.aip.org/about/rights_and_permissions
061101-25 M. Lucas and E. Riedo Rev. Sci. Instrum. 83, 061101 (2012)
FIG. 31. (a) Experimental setup for the modulated nanoindentation method.
(b) Normal force as a function of indentation depth for a ZnO nanobelt.
Reprinted with permission from Lucas et al., Nano Lett. 7, 1314 (2007).
Copyright c© 2007 American Chemical Society.
To examine only the elastic deformation of nanostruc-
tures and limit the indent depth below 1 nm, a modulated
nanoindentation technique was used, where an AFM tip in-
dented the sample while the tip or the sample was oscillating
in the normal direction with a piezoelectric scanner excited
at a fixed amplitude and frequency.23 The oscillations of the
force exerted by the tip on the sample were then measured
using a photodetector and a lock-in amplifier (Fig. 31).118, 119
The ratio between force oscillation amplitude F and scan-
ner movement z was measured for different values of nor-
mal forces F0 to determine the derivative of the force-distance
curve. The force-distance curve was obtained by integration














where kcantilever is the cantilever spring constant, R the tip ra-
dius, and Fadh the tip-sample adhesion force. E* is the reduced
modulus, a function of the elastic moduli E and Poisson’s ra-
tios ν of the tip and sample:
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The elastic modulus of ZnO nanobelts was found to depend
strongly on their width-to-thickness ratio, decreasing from
about 100 GPa to 10 GPa, as the width-to-thickness ratio in-
creases from 1.2 to 10.3.118
Another potential application in materials science is the
study of polymer mechanical properties. The modulus of
a polystyrene/polymethylmethacrylate blend was measured
as a function of temperature around the glass transition of
both polymers.304 Such a study on polymers was comple-
FIG. 32. TERS spectra of the G band of an individual single-wall carbon
nanotube under the pressure applied by an AFM tip. Reprinted by permission
from Yano et al., Nat. Photonics 3, 473 (2009). Copyright c© 2009 Macmillan
Publishers Ltd.
mented by Raman spectroscopy, which was used to character-
ize crystallinity120 and crystallite orientation in polymers.121
The tip can also be used as a probe to apply local stress
on nanostructures, while TERS data are acquired. The ra-
dial breathing modes and G band of carbon nanotubes were
found to shift in position as the tip applies an increasing pres-
sure (Fig. 32).10, 208 A similar study on C60 molecule aggre-
gates revealed irreversible intensity variations and shifts for
the radial-breathing Ag mode at high stress that could be the
signature of C60 polymerization.93
While the AFM offers high spatial and temporal resolu-
tion for cell studies, it can also measure physical properties,
while their biological function are assessed by optical mi-
croscopy. AFM revealed with high resolution the morphology
of whole cells and it changes as it reacts to chemical stimuli.
AFM allows for the study of their locomotion: it can image
the formation of membrane protrusions as the cells migrate
on a surface.305 Force measurements on whole cells by AFM
were combined with confocal fluorescence microscopy. The
force was applied by a glass bead attached to the end of a
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FIG. 33. Typical force versus deformation curves for living (green/light) and
dead (blue/dark) T cells. Insets show the two types of cells upon the addi-
tion of 10 μL of 4% trypan blue solution. Dead cells turn blue under optical
microscopy. Reprinted with permission from Lulevich et al., Langmuir 22,
8151 (2006). Copyright c© 2006 American Chemical Society.
tipless cantilever. The force ranged from 10−11 to 10−5 N.
Force-distance curves were acquired while the deformation of
the cell nucleus and membrane was observed by using appro-
priate stains and fluorescence microscopy.306 The mechanical
data provided insight into the cell elasticity and permeability.
For deformations below 30%, the cell response was elastic
and the force-distance curve was reversible. It was suggested
that the membrane remained impermeable. At large deforma-
tions above 30%, the force-distance curve exhibited force dis-
continuities that were attributed to partial membrane rupture
and liquid leaking from the cell (Fig. 33). Mechanical charac-
terization on cells can determine whether the cell is alive or
dead. Dead cells were identified by fluorescence spectroscopy
using the trypan blue stain. Force-distance curves from dead
cells were continuous, even for large deformations. They were
irreversible at strains as low as 10%–20%.306
Using the elastic theory of membranes and the Hertz the-
ory on contact mechanics, an expression for the force F as a
function of the normal strain ε applied to the cell was derived
to extract the membrane and cytoskeleton elastic moduli of
live cells:306
F = Fm + Fc = 2π Em










where R0 and h are the radius of the uncompressed cell and
its plasma membrane thickness. E and ν are the elastic modu-
lus and the Poisson’s ratio. The indices m and c are for the
membrane and cytoskeleton, respectively. From live T-cell
force-distance curves, the membrane elastic modulus was de-
termined to be between 10 and 35 MPa.
Other potential applications of force measurements in bi-
ology are the cell response to external chemical stimuli307
and the study of interactions between single molecules.308
Advances in force spectroscopy in air and liquids in tapping
modes will further improve the force sensitivity and resolu-
tion, even on soft materials such as cell membranes and poly-
mer films.309 Advances in the development of AFM probes
enabled the measurement of mechanical forces at high fre-
quencies with acceptable signal-to-noise ratio.27, 304 The tor-
sional harmonic cantilever, which has a tip that is slightly
off the cantilever long axis, allows for the use of high fre-
quency torsional resonances with high quality factor to mea-
sure and image the mechanical properties of soft polymer
blends around their glass transition.304
For the mechanical measurements at high frequencies,
the AFM operates in tapping mode, which reduces the sam-
ple damage.305 The amplitude, frequency, and phase lag of
the cantilever vibrations are the measurables, which pro-
vide information on the elastic and dissipative tip-sample
interactions.310 The extraction of quantitative data and their
interpretation are complicated by the complex dynamic inter-
actions between the sample and the tip, and the unknown tip
shape. Algorithms are under development to derive quanti-
ties such as force as a function of distance, energy dissipated,
elastic modulus, viscosity, and density.310–312
C. High-resolution chemical mapping
AFM and confocal Raman microscopy were combined
to image the distribution of wood extractives on cellulose
surfaces,313 and the distribution of cellulose and lignin in
wood.314 AFM phase and Raman images were used to lo-
cate triglycerides, fatty acids, steryl esters, and resin acids on
rough cellulose surfaces. These extractives cannot be distin-
guished from the substrate with AFM topography images.313
The high Raman cross section for some materials makes
it possible to monitor chemical reactions. For example, AFM
and Raman microscopy were used to monitor the modifica-
tion of a NaCl(100) surface as it reacted with NO2 at various
relative humidity. Raman images confirmed the formation of
NaNO3 particles and AFM topography images allowed for the
measurement of the size and density of the particles. AFM im-
ages showed that the particles aggregate at high relative hu-
midity above 45% to form rhombohedral plates.315 AFM and
TERS were also used to map the chemical composition of a
mixed polyisoprene and polystyrene film. Variations of TERS
signals along line scans were attributed to the presence of air
cavities in the film below the surface.316
Chemical force microscopy was made possible by the use
of AFM tips functionalized with molecules that have an affin-
ity with a specific analyte. The presence of the analyte is de-
tected by an increase in adhesion force between the tip and
the substrate. For example, a tip coated with CH3-terminated
alkanethiols was used to image the wettability of two types
of live cells, Aspergillus fumigatus and Mycobacterium bovis.
The presence of hydrophobic areas on the cell membrane re-
vealed the presence of proteins which provided insight into
the cell function.317 Such an approach can be extended to a
wide variety of biological ligands and receptors (for example,
antigen-antibody) for molecular recognition (Fig. 34).318
Scanning near-field infrared spectroscopy was used
to image polymer domains in a blend of polystyrene/
polymethylmethacrylate based on the amplitude of the
backscattered infrared signal.319 The same technique was
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FIG. 34. (a) Recognition image of avidin molecules adsorbed to mica ac-
quired with a biotin-tethered tip, prior to blocking. (b) Recognition image
after blocking the tip by adding free avidin into the solution while scanning
the same position. Reprinted with permission from Kienberger et al., Acc.
Chem. Res. 39, 29 (2006). Copyright c© 2006 American Chemical Society.
applied to the chemical fingerprinting of single tobacco mo-
saic virus (Fig. 35).320
Tip-enhanced CARS was applied to image adenine
molecules in DNA clusters. The 1337 cm−1 CARS band,
which corresponds to the ring-breathing mode of diazole in
adenine, was integrated to image two DNA clusters separated
by 160 nm.252 Tip-enhanced CARS was also applied to the
characterization of bacterial microcrystalline cellulose.254
D. Biology
Scanning probe microscopies have contributed to the ad-
vance of biotechnology, by enabling the study of structure-
function relations, force spectroscopy on single-molecule
or between molecules, biomolecule manipulation, and
recognition.321 The combination of AFM with fluorescence
microscopy enabled the simultaneous high-resolution imag-
ing of membrane components and dynamic processes in live
cells. The AFM deflection images recorded in contact mode
revealed topographic details on the cell content, such as the
cytoskeleton and actin fibers. Fluorescence microscopy was
used to image the membrane receptors labeled with the green
fluorescent protein. Force spectroscopy on the imaged cells
allowed for the characterization of the binding between an-
tibodies attached to the tip and the receptors at the cell
surface.256
AFM also imaged the appearance of ridges in cell mem-
branes after activation with antigens. Topography images
FIG. 35. Near-field infrared images of a single tobacco mosaic virus on Si.
(a) Schematic and TEM image of the Pt-coated Si tip. (b) AFM topography
image. (c) Near-field amplitude and (d) phase contrast images obtained by in-
tegrating different absorption bands. Reprinted with permission from Brehm
et al., Nano Lett. 6, 1307 (2006). Copyright c© 2006 American Chemical
Society.
showed the height and distribution of these ridges on the cell
surface and how they evolved as the cell spreaded. To un-
derstand the origin of these ridges, the F-actin network in
the cytoskeleton was labeled with phalloidin. Overlaying the
AFM and confocal fluorescence images from activated cells
revealed that the location of the membrane ridges matched
the F-actin network. The combination of the two techniques
also showed the formation of depressions in the membrane
that were correlated with the merger of granules into the
membrane.258
TERS has provided spectroscopic fingerprints of lipids,
proteins, and other polysaccharides.12, 313, 322, 323 When used
in conjunction with AFM, the topography images and TERS
spectra allowed for the characterization of cell structure and
chemical composition of the cell membrane.313, 322 The in-
terpretation of TERS spectra and the assignment of TERS
bands are still complicated by the intensity variations due
to molecule orientation, tip-sample distance, and tip shape
variations.12, 323
TERS in water was made possible by mounting the tip
below a wide Teflon plate. A droplet of water fills the gap
between the sample substrate and the Teflon plate, there-
fore keeping both the tip and the sample immersed during
measurements. A tip coating consisting of SiOx/Ag was se-
lected to prevent detachment of the silver particles in water.
As a demonstration, TERS spectra were collected from self-
assembled monolayers of thiophenolate on gold surfaces im-
mersed in water with enhancement factors larger than 104.
Thus, TERS could potentially be applied to live cells in their
physiological environment (Fig. 36).216
The scanning probe can also be used as part of a delivery
system to inject chemical stimuli into live cells. Such a system
was developed by attaching a functionalized multiwalled car-
bon nanotube to an AFM tip. As a demonstration, a quantum
dot was attached to the nanotube by a linker which is com-
posed of a disulfide bond and a pyrene moiety that adsorbs on
the nanotube sidewall. Once the nanotube penetrates the cell
membrane, the disulfide bond is cleaved in the reducing in-
tracellular environment, releasing the quantum dot inside the
cell. The release of the quantum dot was confirmed by fluo-
rescence microscopy using an inverted microscope mounted
FIG. 36. Schematic diagram of the TERS setup in aqueous conditions.
Reprinted with permission from Schmid et al., J. Raman Spectrosc. 40, 1392
(2009). Copyright c© 2009 John Wiley.
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FIG. 37. (a) Schematic of fluidFM showing a microchanneled cantilever chip
connected to an external liquid reservoir. (b), (c) SEM images of tip apices
with apertures milled by focused ion beam. The aperture can be used to dis-
pense chemicals inside live cells after a small perforation of the cell mem-
brane. Reprinted with permission from Meister et al., Nano Lett. 9, 2501
(2009). Copyright c© 2009 American Chemical Society.
under the AFM.324 Such a delivery system required an incu-
bation time of 15 to 30 minutes.
In order to reduce the delivery time and control the
amount of cargo injected, a nanofluidic system was integrated
into an AFM cantilever. The tip has an aperture and the can-
tilever is connected to an external reservoir and a pressure
controller to form a fluidic circuit. The injection of fluores-
cein isocyanate sodium salt was monitored in situ by confocal
scanning laser microscopy. This fluidFM technology can op-
erate in liquids and can deliver larger amounts of any soluble
biomolecules (Fig. 37).325
E. Defects
Defects and grain boundaries can affect negatively
the elastic modulus of materials. However, in some cases,
they have positive effects on the material strength. Silver
nanowires produced by a chemical process have a pentago-
nal structure with five internal twin boundaries over their en-
tire length. These twin boundaries pin dislocations in silver
nanowires under tensile deformation, enhancing their strength
while keeping their elastic modulus constant.303
Raman spectroscopy has been widely used to detect the
presence of defects in materials. The Raman D band in car-
bon nanotubes was used to characterize the quality of syn-
thesis products and the chemical functionalization of their
sidewalls.206 The same D band in graphene was used to as-
FIG. 38. Schematic of the experimental setup to characterize in situ the
growth direction, defects, morphology, and mechanical properties of ZnO
nanobelts. The samples are deposited on a glass slide, which is placed inside
a rotating Petri dish. Reprinted with permission from Lucas et al., Appl. Phys.
Lett. 95, 051904 (2009). Copyright c© 2009 American Institute of Physics.
sess the damage induced by ion beam irradiation. The com-
bination of AFM and Raman spectroscopy showed at simi-
lar fluences single-layer graphene is more easily damaged by
ion beams compared with multilayered graphene.326 Another
application of Raman spectroscopy is the characterization of
amorphization and residual stresses in samples after indenta-
tion, which are revealed by the broadening and position shift
of Raman bands.327
The presence of defects in ZnO nanobelts was character-
ized by the appearance of additional bands observed around
224 and 275 cm−1.119, 123 Other Raman bands at 531, 631, and
720 cm−1 were previously observed in Sb-, Ga-, Mn-, and Fe-
implanted ZnO films.328 The combination of AFM and polar-
ized Raman spectroscopy allowed for the characterization of
morphology, defects, growth direction, and mechanical prop-
erties in ZnO nanobelts. As the nanobelt width-to-thickness
ratio increased, the Raman defect peak areas were found to
increase, leading to a significant decrease in the elastic mod-
ulus (Figs. 38 and 39).119
F. Crystallography
Raman spectroscopy has been widely used to charac-
terize the crystal structure,119 crystallinity,120 and crystal-
lite orientation121 in materials. It was used to characterize
residual indents in an indium antimonide single crystal. The
appearance of new Raman bands around the residual in-
dent suggested a phase transition from the zinc blende to
wurtzite structure induced by the pressure applied during the
indentation.327 Relative intensity variations of the 380 and
1096 cm−1 bands in cellulose were measured to assess the
crystallinity of samples after ball milling treatments of vari-
ous times.120
TERS enabled the characterization of crystal structure
with nanoscale spatial resolution. The integrated intensity
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FIG. 39. (a) Polarized Raman spectra from the c and m planes of a ZnO crys-
tal, shown in blue and green, respectively. The wurtzite structure (Zn atoms
are brown, O atoms red) is also shown. (b)-(d) AFM topography images
(3 × 3 μm2) of three ZnO nanobelts labeled NB1, NB2, and NB3 and cor-
responding polarized Raman spectra. Reprinted with permission from Lucas
et al., Appl. Phys. Lett. 95, 051904 (2009). Copyright c© 2009 American
Institute of Physics.
of the A1 transverse optical mode at 516 cm−1 and the E
longitudinal optical mode at 715 cm−1 was measured across
BaTiO3 nanorods to map ferroelectric domains. The domain
boundaries in the TERS images were correlated with topo-
graphic changes in the AFM images (Fig. 40).217
FIG. 40. Spatially resolved TERS for ferroelectric domain imaging. (a) To-
pography image of a BaTiO3 nanorod. (b) Spectrally integrated TERS signal
for ferroelectric domain imaging. (c) Line profiles along the dashed lines in
(a) and (b) of TERS signal (blue) and topography (black). (d) Domain as-
signment based on the Raman selection rules for the TERS geometry used.
Reprinted by permission from Berweger et al., Nat. Nanotechnol. 4, 496
(2009). Copyright c© 2009 Macmillan Publishers Ltd.
A combination of polarized Raman spectroscopy and
AFM can characterize the growth direction, the presence of
defects, and the morphology of individual ZnO nanobelts.
The nanobelt growth direction was determined by fitting po-
larized Raman spectroscopy data to group theory predictions
(Fig. 41).119, 123 It was observed that nanobelts without defects
had a width-to-thickness ratio that was correlated with the
growth direction. Nanobelts with defects grew along a direc-
tion that formed an angle larger than 60◦ with the most com-
mon [0001] growth direction for all width-to-thickness ratio.
These results revealed two different growth modes for ZnO
nanobelts synthesized by physical vapor deposition without
catalysts. In a first growth mode controlled by thermodynam-
ics, nanobelts grow with the common growth habit without
defects and their morphology depends on their growth direc-
tion. In a second growth mode controlled by kinetics, they
grow along directions almost perpendicular to the common
[0001] growth direction with defects.123
G. Strain mapping
Mechanical strain affects the position of many
Raman bands in a variety of materials, including carbon
nanotubes56, 57, 329 and silicon.330 The combination of Raman
spectroscopy with AFM enables the manipulation of the
sample and the controlled application of strain by the AFM
tip while Raman spectra are simultaneously collected. For
example, an AFM tip was used to apply uniaxial strain on an
individual suspended carbon nanotube. An individual carbon
nanotube was synthesized by chemical vapor deposition be-
tween the end of a silicon cantilever and the edge of a silicon
substrate using a dilute ferritin solution as catalyst. Raman
spectra were collected by focusing the laser spot on the
nanotube section suspended over the gap. Strain was applied
step-wise by pressing and deflecting the silicon cantilever
with an AFM tip. This method eliminated any substrate effect
on the nanotube deformation and Raman signal. Indeed,
interactions between nanotube and substrate are known to
shift the G band. The suspension of the nanotube not only
reduced significantly the contribution of the substrate on the
Raman signal, but also enhanced the nanotube signal.329
TERS was used to measure strain with high spatial res-
olution. Early TERS studies enabled the collection of AFM
topographic images on an individual carbon nanotube of di-
ameter 1.7 nm and TERS spectra at selected spots along
the same nanotube. The TERS spectra revealed that the
Raman G′ band position varied along the nanotube with
shifts as large as 9 cm−1, which was partially explained by
external stresses such as the interaction with the substrate
(Fig. 42).130 The G′ band in carbon nanotubes shifted to
higher or lower wave numbers, upon compressive or tensile
stress along their axis, respectively.57 Residual stresses were
mapped with TERS in strained silicon structures as narrow as
70 nm.214 However, the stress analysis is complicated by the
laser heating of the sample and the temperature dependence
of the Raman shift. In silicon, a temperature increase of 30
K in silicon can induce a shift of 0.6 cm−1 for the peak at
521 cm−1. This shift is significant, considering that this peak
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FIG. 41. Polarized Raman-AFM results on individual ZnO nanobelts. (a), (g) AFM topography images of two ZnO nanobelts. (b), (h) typical polarized Raman
spectra for different sample orientations and polarization configurations. (c)-(f), (i)-(l) Polar plots of the angular dependence of the Raman intensities. The
Raman spectra in (h) exhibit peaks centered at 224 and 275 cm−1 that are characteristic of defects in the nanobelt NB B. Reprinted with permission from Lucas
et al., Phys. Rev. B 81, 045415 (2010). Copyright c© 2010 American Physical Society.
shifts with stress at a rate of −4 cm−1/GPa.330 In order to
measure accurately the stress in the material immediately un-
der the tip and increase the signal-to-noise ratio, the far-field
signal from unstrained silicon can be reduced by the appro-
priate selection of the polarization configuration.224, 225 Po-
larized TERS data collected using side illumination allowed
for the determination of the full plane stress tensor for Si and
Si0.8Ge0.2.331
The strong TERS signal from silicon allowed for the col-
lection of AFM topography images and Raman strain maps
(pixel size about 25 × 25 nm) in the same area on strained thin
films. The near-field Raman strain map showed strain varia-
tions at the nanoscale, while the far-field strain map from the
same area showed little contrast due to the averaging effect
from the diffraction limit.4
H. Electrical properties
The various electrical modes developed in scanning
probe microscopy enabled the imaging at the nanoscale of
the work function, conductivity variations, and photocur-
rents in materials.36 For example, conductive AFM was
used to measure a conductivity enhancement in reduced
graphene oxide nanoribbons produced by thermochemical
nanolithography.332
Photocurrent AFM was used to map local photocurrents
in organic photovoltaic devices manufactured on a transparent
ITO electrode. The photocurrent AFM was placed on top of
an inverted optical microscope that was used to illuminate the
sample below the metallic AFM tip. Interfaces as narrow as
20 nm between donor/acceptor domains were imaged at 0 V
bias. Spatial variations of the photocurrent were explained by
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FIG. 42. (a) AFM topography image of an individual single-wall carbon nan-
otube. (b) TERS spectra at the positions 1 to 4 marked in (a). Reprinted with
permission from Hartschuh et al., Phys. Rev. Lett. 90, 095503 (2003). Copy-
right c© 2003 American Physical Society.
variations in morphology and microstructure of the polymer
blend film (Fig. 43).333
Electrostatic force microscopy was used in combination
with an inverted microscope to characterize photoinduced
charging in a polymer blend film deposited on a transparent
ITO electrode. The tip was set at a +10 V bias and oscillating
at its resonance frequency above the sample surface. When
the sample was excited by a monochromatic light at 405 nm,
the charges generated led the resonance frequency to shift to-
ward a new lower equilibrium value. The charging timescale
was of the order of a few tens of microseconds, and depended
on the sample material, excitation intensity, film thickness. A
map of the charging timescale was generated with a resolution
of about 100 nm and compared with topography images. The
charging timescale at the interfaces between donor/acceptor
domains was found 30%–50% slower than in the surround-
ing areas. Similar experiments on different polymer blends
showed that the charging timescale correlated well with the
quantum efficiency of the resulting photoconductive device.
These results showed the complex interplay between local
morphology, optoelectronic properties, and the resulting de-
vice performance.39
Scanning near-field infrared spectroscopy was applied
to image the free-carriers concentration in sulfur-doped InP
nanowires. The topography, amplitude, and phase of the
backscattered light were measured simultaneously using a
modulated technique. Amplitude and phase images of the in-
frared signal showed three different sections along a nanowire
that cannot be distinguished by AFM topography. The highly
doped central section exhibited a higher amplitude and phase
than the surrounding undoped sections. Using the finite-
FIG. 43. (a) Schematic of photoconductive AFM. A laser illuminates a pho-
tovoltaic blend film through a transparent electrode and the current is col-
lected with a metal-coated AFM tip. (b) AFM height image of an MDMO-
PPV:PCBM 20:80 film spin-coated from xylenes. (c) Photocurrent map mea-
sured with zero external bias. (d) Local current-voltage data acquired at the
three locations indicated in (b) and (c). Inset: Local current-voltage data with-
out illumination showing much smaller dark currents. Reprinted with permis-
sion from Coffey et al., Nano Lett. 7, 738 (2007). Copyright c© 2007 Ameri-
can Chemical Society.
dipole model, the amplitude and phase were correlated with
the free-carrier concentration.334 Scanning near-field infrared
spectroscopy can also distinguish the metallic and the insu-
lating phases of VO2, based on their difference in optical
conductivity. The metallic domains with a larger conductiv-
ity yielded a larger enhancement of the IR-s-SNOM signal.
This technique was used to investigate the insulator-to-metal
transition in VO2 crystals at high temperatures, with a spa-
tial resolution of 10–20 nm which was imposed by the tip
radius.278
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