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CHARACTER SHEAVES ON DISCONNECTED GROUPS, VII
G. Lusztig
Introduction
Throughout this paper, G denotes a fixed, not necessarily connected, reductive
algebraic group over an algebraically closed field k. This paper is a part of a series
[L9] which attempts to develop a theory of character sheaves on G.
The usual convolution of class functions on a connected reductive group over
a finite field makes sense also for complexes in D(G0) and then it preserves (see
[Gi]) in the derived sense the class of character sheaves on G0. In §32 we define,
more generally, a natural convolution operation for parabolic character sheaves (see
32.21(a)). A key role in our study of convolution is played by Theorem 32.6 which
describes explicitly the convolution of two basic complexes of the form K¯s,LJ,D in
terms of multiplication in some Hecke algebra. Using this we define a map which to
each parabolic character sheaf associates an orbit of a subgroup of the Weyl group
on the set of isomorphism classes of ”tame” local systems of rank 1 on the torus
T, see 32.25(b); in fact we define a refinement of this map in 32.25(a). The main
result of §33 is Proposition 33.3 (a generalization of [L3, III, 14.2(b)]). It asserts
that (under a cleanness assumption), the cohomology sheaves of a character sheaf
restricted to an open subset of the support of a different character sheaf are disjoint
from the local system given by the second character sheaf on that open subset.
(This plays a key role in the argument in 35.22.) In §34 we study the algebra
Hn of 31.2 (or rather an extension H
D
n of it) in the spirit of our earlier study
[L12] of a usual Iwahori-Hecke algebra by means of the asymptotic Hecke algebra.
This allows us to construct representations of HDn starting from representations
of HD,1n , the specialization of H
D
n at v = 1. In 34.19 we define some invariants
bvA,u of a character sheaf A which depend also on an irreducible representation
Eu of H
D,1
n . These generalize the invariants cA,E of [L3, III,12.10]. From the
definition, bvA,u is a rational function in the indeterminate v and one of our goals
is to show that bvA,u is in fact a constant. This goal is achieved in §35 under a
cleanness assumption and a quasi-rationality assumption on Eu. (See Theorem
35.23 which is a generalization of [L3, III, 14.9].) In §35 we prove an orthogonality
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formula (35.15) for the characteristic functions of complexes of the form K¯s,LJ,D
(over a finite field) in the spirit of [L3, III, 13.5]. A variant of this formula (see
32.23) can be obtained in an entirely different way as an application of the results
on convolution in §32. As an application we associate a sign ±1 to any character
sheaf on a connected component of G (see 35.17), under a cleanness assumption.
This generalizes [L3, III, 13.10].
Erratum to Part V. In 25.6 replace R∗1 = R
∗ ∩R by R∗1 = R∗ ∩R1.
Erratum to Part VI. In 28.19 replace L′ = (D−1)∗L by L′ = (D−1)∗Lˇ. In 31.4
replace ιD by D.
Contents
32. Convolution.
33. Disjointness.
34. The structure of HDn .
35. Functions on G0F /U .
32. Convolution
32.1. In this section we define and study the convolution of parabolic character
sheaves.
32.2. Let ∆ be a connected component of G. Let J ⊂ I. Let s = (s1, s2, . . . , sr),
s′ = (s′1, s′2, . . . , s′r′) be two sequences in I. Let a, a
′ ∈W. Let
w = (s1, s2, . . . , sr, a, s
′
1, s
′
2, . . . , s
′
r′ , a
′), [w] = s1s2 . . . sras′1s
′
2 . . . s
′
r′a
′.
Let L ∈ s(T) be such that [w]∆ ∈W•L. Let
T = {i ∈ [1, r]; s1 . . . si−1sisi−1 . . . s1 ∈WL},
T ′ = {j ∈ [1, r′]; a′−1s′r . . . s′j+1s′js′j+1 . . . s′r′a′ ∈ ǫ∆(WL)},
Zw∅,J,∆ = {(B0, B1, . . . , Br, B′0, B′1, . . . , B′r′ , B, xUJ,B0);Bi ∈ B(i ∈ [0, r]),
B′j ∈ B(j ∈ [0, r′]), B ∈ B, x ∈ ∆, pos(Bi−1, Bi) ∈ {si, 1}(i ∈ T ),
pos(Bi−1, Bi) = si(i ∈ [1, r]− T ), pos(B′j−1, B′j) ∈ {s′j, 1}(j ∈ T ′),
pos(B′j−1, B
′
j) = s
′
j(j ∈ [1, r′]− T ′), pos(Br, B′0) = a, pos(B′r′ , B) = a′,
xB0x
−1 = B}.
Then Zw∅,J,∆ (see 28.8) is naturally an open subset of Z
w
∅,J,∆. By 28.8, L gives rise
to a local system L˜ on Zw∅,J,∆.
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(a) L˜ extends uniquely to a local system L¯ on Zw∅,J,∆.
Indeed, let a = t1t2 . . . tm, a
′ = t′1t
′
2 . . . t
′
m′ be reduced expressions for a, a
′ in W
and let
t = (s1, s2, . . . , sr, t1, t2, . . . , tm, s
′
1, s
′
2, . . . , s
′
r′ , t
′
1, t
′
2, . . . , t
′
m′).
We identify in an obvious way Zw∅,J,∆ with an open subset of Z¯
t
∅,J,∆ (see 28.9)
contained in ∪J⊂JtZtJ∅,J,∆ (notation of 28.9) and we use the fact that L˜, regarded
as a local system on Zw∅,J,∆ = Z
t
∅,J,∆ extends to a local system on ∪J⊂JtZtJ∅,J,∆,
see 28.10. This extension is unique up to isomorphism since Zw∅,J,∆ is open dense
in the smooth irreducible variety Zw∅,J,∆ (which is itself open dense in the smooth
irreducible variety Z¯t∅,J,∆).
32.3. For any a = (a0, a1, . . . , ar+r′) ∈Wr+r′+1 let
Zw,a∅,J,∆ = {(B0, B1, . . . , Br, B′0, B′1, . . . , B′r′ , B, xUJ,B0) ∈ Zw∅,J,∆;
pos(Bk, B
′
r′) = ak(k ∈ [0, r]), pos(Br, B′r+r′−k) = ak(k ∈ [r, r + r′])}.
Define πw,a : Z
w,a
∅,J,∆ −→ ZJ,∆ by
(B0, B1, . . . , Br, B
′
0, B
′
1, . . . , B
′r′, B, xUJ,B0) 7→ (QJ,B0 , Qǫ∆(J),B, xUJ,B0)
(notation of 28.7). Now Zw,a∅,J,∆ is empty unless
(i) ar+r′ = a,
(ii) ak ∈ {ak−1, skak−1} for k ∈ [1, r],
(iii) ak ∈ {ak−1, ak−1s′r+r′+1−k} for k ∈ [r + 1, r + r′].
Indeed, let (B0, B1, . . . , Br, B
′
0, B
′
1, . . . , B
′
r′ , B, xUJ,B0) ∈ Zw,a∅,J,∆. Clearly, (i) holds.
Let k ∈ [1, r]. From pos(Bk, Bk−1) ∈ {1, sk}, pos(Bk−1, B′r′) = ak−1, we deduce
pos(Bk, B
′
r′) ∈ {ak−1, skak−1} and (ii) holds. Let k ∈ [r + 1, r + r′]. From
pos(Br, B
′
r+r′+1−k) = ak−1, pos(B
′
r+r′+1−k, B
′
r+r′−k) ∈ {1, s′r+r′+1−k},
we deduce pos(Br, B
′
r+r′−k) ∈ {ak−1, ak−1s′r+r′+1−k} and (iii) holds.
Let L¯a be the restriction of the local system L¯ from Zw∅,J,∆ to Zw,a∅,J,∆. We have
a partition Zw∅,J,∆ = ⊔aZw,a∅,J,∆ with a ∈Wr+r
′+1 subject to (i),(ii),(iii). We set
Na = |{k ∈ [1, r], ak > skak}|+ |{k ∈ [r + 1, r + r′], ak > aks′r+r′+1−k}|,
Ta = {i ∈ T ; ai−1 = ai < siai},
T ′a = {j ∈ T ′; ar+r′−j = ar+r′−j+1 < ar+r′−j+1s′j}.
Lemma 32.4. Assume that a satisfies 32.3(i),(ii),(iii).
(a) Zw,a∅,J,∆ is non-empty if and only if i ∈ [1, r], ai−1 = ai < siai =⇒ i ∈ T ,
and j ∈ [1, r′], a−j+r+r′ = a−j+1+r+r′ < a−j+1+r+r′s′j =⇒ j ∈ T ′.
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(b) If (B0, B1, . . . , Br, B
′
0, B
′
1, . . . , B
′
r′ , B, xUJ,B0) ∈ Zw,a∅,J,∆ then Bi−1 = Bi for
any i ∈ Ta and B′j−1 = B′j for any j ∈ T ′a .
(c) Let 0Zw,a∅,J,∆ be the subset of Z
w,a
∅,J,∆ defined by the following conditions: for
i ∈ [1, r] we have Bi−1 = Bi if and only if i ∈ Ta; for j ∈ [1, r′] we have B′j−1 = B′j
if and only if j ∈ T ′a . If Zw,a∅,J,∆ 6= ∅ then it is smooth, irreducible and 0Zw,a∅,J,∆ is
open dense in Zw,a∅,J,∆.
(d) If ak = ak−1 for some k ∈ [1, r] with k /∈ T or for some k ∈ [r + 1, r + r′]
with r + r′ + 1− k /∈ T ′, then πw,a!L¯a = 0.
(e) If ak 6= ak−1 for any k ∈ [1, r] with k /∈ T and for any k ∈ [r+1, r+r′] with
r+ r′+1−k /∈ T ′, then a0a′∆ ∈W•L; moreover, Zw,a∅,J,∆ is an iterated affine space
bundle over Z
(a0,b)
∅,J,∆ with fibres of dimension Na and πw,a!L¯a = K(a0,a
′),L
J,∆ [[−Na]].
We prove (d),(e) by induction on r+r′. If r+r′ = 0 then w = (a0, a′), a = {a0}
and
Zw,a∅,J,∆ = Z
w
∅,J,∆ = {(B0, B′0, B, xUJ,B0);B0 ∈ B, B′0 ∈ B, B ∈ B, x ∈ ∆,
pos(B0, B
′
0) = a0, pos(B
′
0, B) = a
′, xB0x−1 = B}.
Hence πw,a!L¯a = Kw,LJ,∆ . Now assume that r + r′ ≥ 1. Assume first that r′ ≥ 1.
Let
w′ = (s1, s2, . . . , sr, ar+r′−1, s′r′−1, s
′
r′−2, . . . , s
′
1, a
′),
[w′] = s1s2 . . . srar+r′−1s′r′−1s
′
r′−2 . . . s
′
1a
′,
a′ = (a0, a1, . . . , ar, ar+1, . . . , ar+r′−1),
Y = {(B0, B1, . . . , Br, B′1, B′2, . . . , B′r′ , B, xUJ,B0);Bi ∈ B(i ∈ [0, r]),
B′j ∈ B(j ∈ [1, r′]), B ∈ B, x ∈ ∆, pos(Bi−1, Bi) ∈ {si, 1}(i ∈ T ),
pos(Bi−1, Bi) = si(i ∈ [1, r]− T ), pos(B′j−1, B′j) ∈ {s′j , 1}(j ∈ T ′ ∩ [2, r′]),
pos(B′j−1, B
′
j) = s
′
j(j ∈ [2, r′]− T ′), pos(Bk, B′r′) = ak(k ∈ [0, r]),
pos(Br, B
′
r+r′−k) = ak(k ∈ [r, r + r′ − 1]), pos(B′r′ , B) = a′, xB0x−1 = B′}.
Define πY : Y −→ ZJ,∆, f : Zw,a∅,J,∆ −→ Y by
πY : (B0, B1, . . . , Br, B
′
1, B
′
2, . . . , B
′
r′ , B, xUJ,B0) 7→ (QJ,B0 , Qǫ∆(J),B, xUJ,B0),
f : (B0, B1, . . . , Br, B
′
0, B
′
1, . . . , B
′
r′, B, xUJ,B0)
7→ (B0, B1, . . . , Br, B′1, B′2, . . . , B′r′ , xUJ,B0).
The fibre of f at (B0, B1, . . . , Br, B
′
1, B
′
2, . . . , B
′
r′, xUJ,B0) ∈ Y may be identified
with
{B′0 ∈ B;pos(B′0, B′1) ∈ {s′1, 1} if 1 ∈ T ′, pos(B′0, B′1) = s′1 if 1 /∈ T ′,
pos(Br, B
′
0) = ar+r′}.
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If ar+r′s
′
1 = ar+r′−1 then [w
′]∆ = [w]∆ ∈W•L and the sets analogous to T , T ′ (for
w′ instead of w) are T , T ′∩ [2, r′]. Moreover, Zw′,a′∅,J,∆ = Y and f is an isomorphism
if ar+r′ < ar+r′s
′
1 and an affine line bundle if ar+r′ > ar+r′s
′
1. In both cases,
L¯a = f∗(L¯a′). Hence
f!L¯a = L¯a′ , πw,a!L¯a = πw′,a′!f!L¯a = πw′,a′!L¯a′ if ar+r′ < ar+r′s′1,
f!L¯a = L¯a′ [[−1]], πw,a!L¯a = πw′,a′!f!L¯a = πw′,a′!L¯a′ [[−1]] if ar+r′ > ar+r′s′1;
the desired result follows from the induction hypothesis.
If ar+r′−1 = ar+r′ < ar+r′s′1 and 1 /∈ T ′ then Zw,a∅,J,∆ = ∅. If ar+r′−1 = ar+r′ >
ar+r′s
′
1 and 1 /∈ T ′ then f is a k∗-bundle and f!L¯a = 0 (this can be deduced from
28.11) hence πw,a!L¯a = πY! f!L¯a = 0.
Assume now that ar+r′−1 = ar+r′ and 1 ∈ T ′. Then [w′]∆ ∈W•L and the sets
analogous to T , T ′ (for w′ instead of w) are T , T ′ ∩ [2, r′]. Moreover, Zw′,a′∅,J,∆ = Y ;
also, f is an isomorphism if ar+r′ < ar+r′s
′
1 and an affine line bundle if ar+r′ >
ar+r′s
′
1. In both cases, L¯a = f∗(L¯a′). Hence
f!L¯a = L¯a′ , πw,a!L¯a = πw′,a′!f!L¯a = πw′,a′!L¯a′ if ar+r′ < ar+r′s′1,
f!L¯a = L¯a′ [[−1]], πw,a!L¯a = πw′,a′!f!L¯a = πw′,a′!L¯a′ [[−1]] if ar+r′ > ar+r′s′1;
the desired result follows from the induction hypothesis.
Assume next that r′ = 0. Then r ≥ 1. Let
w′′ = (s1, s2, . . . , sr−1, ar−1, a′), [w′′] = s1s2 . . . sr−1ar−1a′,
a′′ = (a0, a1, . . . , ar−1),
Y1 = {(B0, B1, . . . , Br−1, B′0, B, xUJ,B0);Bi ∈ B(i ∈ [0, r− 1]), B′0 ∈ B,
B ∈ B, x ∈ ∆, pos(Bi−1, Bi) ∈ {si, 1}(i ∈ T ∩ [1, r− 1]),
pos(Bi−1, Bi) = si(i ∈ [1, r− 1]− T ), pos(Bk, B′0) = ak(k ∈ [0, r− 1]),
pos(B′0, B) = a
′, xB0x−1 = B}.
Define πY1 : Y1 −→ ZJ,∆, f1 : Zw,a∅,J,∆ −→ Y1 by
πY1 : (B0, B1, . . . , Br−1, B′0, B, xUJ,B0) 7→ (QJ,B0 , Qǫ∆(J),B, xUJ,B0),
f1 : (B0, B1, . . . , Br, B
′
0, B, xUJ,B0) 7→ (B0, B1, . . . , Br−1, B′0, B, xUJ,B0).
The fibre of f1 at (B0, B1, . . . , Br−1, B′0, B, xUJ,B0) ∈ Y1 may be identified with
{Br ∈ B;pos(Br−1, Br) ∈ {sr, 1} if r ∈ T , pos(Br−1, Br) = sr if r /∈ T ,
pos(Br, B
′
0) = ar}.
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If srar = ar−1 then [w′′]∆ = [w]∆ ∈ W•L and the set analogous to T (for w′′
instead of w) is T ∩ [1, r − 1]. Moreover, Zw′′,a′′∅,J,∆ = Y1 and f1 is an isomorphism
if ar < srar and an affine line bundle if ar > srar. In both cases, L¯a = f∗1 (L¯a′′).
Hence
f1!L¯a = L¯a′′ , πw,a!L¯a = πw′′,a′′!f1!L¯a = πw′′,a′′!L¯a′′ if ar < srar,
f1!L¯a = L¯a′′ [[−1]], πw,a!L¯a = πw′′,a′′!f1!L¯a = πw′′,a′′!L¯a′′ [[−1]] if ar > srar;
the desired result follows from the induction hypothesis.
If ar−1 = ar < srar and r /∈ T then Zw,a∅,J,∆ = ∅. If ar−1 = ar > srar and
r /∈ T then f1 is a k∗-bundle and f1!L¯a = 0 (this can be deduced from 28.11)
hence πw,a!L¯a = πY1! f1!L¯a = 0.
Assume now that ar−1 = ar and r ∈ T . Then [w′′]∆ ∈ W•L and the set
analogous to T (for w′′ instead of w) is T ∩ [1, r − 1]. Moreover, Zw′′,a′′∅,J,∆ = Y1;
also, f1 is an isomorphism if ar < srar and an affine line bundle if ar > srar. In
both cases, L¯a = f∗1 (L¯a′′). Hence
f1!L¯a = L¯a′′ , πw,a!L¯a = πw′′,a′′!f1!L¯a = πw′′,a′′!L¯a′′ if ar < srar,
f1!L¯a = L¯a′′ [[−1]], πw,a!L¯a = πw′′,a′′!f1!L¯a = πw′′,a′′!L¯a′′ [[−1]] if ar > srar;
the desired result follows from the induction hypothesis. This completes the proof
of (d),(e). The previous inductive proof also yields (a),(b),(c). The lemma is
proved.
32.5. Let J ⊂ I. Let D,D′,∆ be three connected components of G with ∆ =
D′D. We write ǫ, ǫ′ instead of ǫD, ǫD′ : W −→W. We have a diagram
ZJ,D × Zǫ(J),D′ b1←− Z0 b2−→ ZJ,∆
where
Z0 = {(Q,Q′, Q′′, gUQ, g′UQ′);Q ∈ PJ , Q′ ∈ Pǫ(J), Q′′ ∈ Pǫ′ǫ(J),
g ∈ D, g′ ∈ D′, gQg−1 = Q′, g′Q′g′−1 = Q′′},
b1(Q,Q
′, Q′′, gUQ, g′UQ′) = ((Q,Q′, gUQ), (Q′, Q′′, g′UQ′)),
b2(Q,Q
′, Q′′, gUQ, g′UQ′) = (Q,Q′′, g′gUQ).
Define a functor (convolution) D(ZJ,D)×D(Zǫ(J),D′) −→ D(ZJ,∆) by
K,K ′ 7→ K ∗K ′ = b2!b∗1(K ⊠K ′).
Let s = (s1, s2, . . . , sr), s
′ = (s′1, s
′
2, . . . , s
′
r′) be two sequences in I and let L,L′ ∈
s(T) be such that s1s2 . . . srD ∈ W•L, s′1s′2 . . . s′r′D′ ∈ W•L′ . Then K¯s,LJ,D ∈
D(ZJ,D), K¯s
′,L′
ǫ(J),D′ ∈ D(Zǫ(J),D′) are defined (see 28.12) hence K¯s,LJ,D ∗ K¯s
′,L′
ǫ(J),D′ ∈
D(ZJ,∆) is defined.
Let n ∈ N∗k be such that L ∈ sn,L′ ∈ sn. Let λ ∈ sn (resp. λ′ ∈ sn) be the
isomorphism class of L (resp. L′).
CHARACTER SHEAVES ON DISCONNECTED GROUPS, VII 7
Theorem 32.6. (a) If K¯s,LJ,D ∗ K¯s
′,L′
ǫ(J),D′ 6= 0 then yλ′ = Dλ for some y ∈Wǫ(J).
(b) Let A be a simple perverse sheaf on ZJ,∆. If A ⊣ K¯s,LJ,D ∗ K¯s
′,L′
ǫ(J),D′ , then
A ∈ ZˆLJ,∆.
(c) Assume that k,Fq, G, F are as in 31.7(b), that A ∈ ZˆJ,∆ and that ζA :
Hn[∆] −→ A is as in 31.7. Then
χAv (K¯
s,L
J,D ∗ K¯s
′,L′
ǫ(J),D′) = (v
2 − 1)dimTvdimG−l(w0Iw0J )
× ζA(
∑
y′∈WJ
y′D−1λ′=λ
v2l(w
0
Jy
′)CsDλ[D]Ty′ [D
−1]Cs
′
D′λ′ [D
′][D]Ty′−1).
(Notation of 31.5, 31.6. We regard L,L′ as pure of weight 0 and then K¯s,LJ,D,
K¯s
′,L′
ǫ(J),D′ and their convolution naturally as mixed complexes.)
The proof is given in 32.7-32.19.
32.7. With notation of 28.7, let
V = {(B0, B1, . . . , Br, B′0, B′1, . . . , B′r′ , gUJ,B0, g′Uǫ(J),B′0);Bi ∈ B(i ∈ [0, r]),
B′j ∈ B(j ∈ [0, r′]), g ∈ D, g′ ∈ D′, gB0g−1 = Br, g′B′0g′−1 = B′r′ ,
pos(Bi−1, Bi) ∈ {1, si}(i ∈ [1, r]), pos(B′j−1, B′j) ∈ {1, s′j}(j ∈ [1, r′]),
pos(Br, B
′
0) ∈Wǫ(J)}.
Let L¯ be the constructible sheaf on Z¯s∅,J,D in 28.10 and let L¯′ be the analogous
constructible sheaf on Z¯s
′
∅,ǫ(J),D′ . The inverse image of L¯⊠ L¯′ under the imbedding
f : V −→ Z¯s∅,J,D × Z¯s
′
∅,ǫ(J),D′ ,
(B0, B1, . . . , Br, B
′
0, B
′
1, . . . , B
′
r′ , gUJ,B0, g
′Uǫ(J),B′0)
7→ ((B0, B1, . . . , Br, gUJ,B0), (B′0, B′1, . . . , B′r′ , g′Uǫ(J),B′0))
is a constructible sheaf on V denoted again by L¯⊠ L¯′. Define ρ : V −→ ZJ,∆ by
(B0, B1, . . . , Br, B
′
0, B
′
1, . . . , B
′
r′ , gUJ,B0, g
′Uǫ(J),B′0) 7→ (QJ,B0 , Qǫ′ǫ(J),B′r′ , xUJ,B0)
where x = g′g ∈ ∆; this is meaningful since g′Uǫ(J),B′0g = g′Uǫ(J),Brg = g′gUJ,B0 .
We have a commutative diagram in which the left square is cartesian
Z¯s∅,J,D × Z¯s
′
∅,ǫ(J),D′
f←−−−− V ρ−−−−→ ZJ,∆
h
y h0
y 1
y
ZJ,D × Zǫ(J),D′ b1←−−−− Z0 b2−−−−→ ZJ,∆
8 G. LUSZTIG
where
h : ((B0, B1, . . . , Br, gUJ,B0), (B
′
0, B
′
1, . . . , B
′
r′ , g
′Uǫ(J),B′0))
7→ ((QJ,B0 , Qǫ(J),Br , gUJ,B0), (Qǫ(J),B′0, Qǫ′ǫ(J),B′r′ , g
′Uǫ(J),B′0)),
h0 : (B0, B1, . . . , Br, B
′
0, B
′
1, . . . , B
′
r′ , gUJ,B0, g
′Uǫ(J),B′0)
7→ ((QJ,B0 , Qǫ(J),Br , Qǫ′ǫ(J),B′r′ , gUJ,B0)), g
′Uǫ(J),Br)).
Using this commutative diagram and the definitions we have
K¯s,LJ,D ∗ K¯s
′,L′
ǫ(J),D′ = ρ!(L¯⊠ L¯′).
Let
T = {i ∈ [1, r]; s1s2 . . . si . . . s2s1 ∈WL},
T ′ = {j ∈ [1, r′]; s′r′ . . . s′j+1s′js′j+1 . . . s′r′ ∈ ǫ′(WL′)}.
(Thus, T = Js, T ′ = Js′ with the notation of 28.9.) Let
V ′ = {(B0, B1, . . . , Br, B′0, B′1, . . . , B′r′ , gUJ,B0, g′Uǫ(J),B′0);Bi ∈ B(i ∈ [0, r]),
B′j ∈ B(j ∈ [0, r′]), g ∈ D, g′ ∈ D′, gB0g−1 = Br, g′B′0g′−1 = B′r′ ,
pos(Bi−1, Bi) ∈ {1, si}(i ∈ T ), pos(Bi−1, Bi) = si(i ∈ [1, r]− T ),
pos(B′j−1, B
′
j) ∈ {1, s′j}(j ∈ T ′), pos(B′j−1, B′j) = s′j(j ∈ [1, r′]− T ′),
pos(Br, B
′
0) ∈Wǫ(J)},
an open subset of V . Let ρ′ : V ′ −→ ZJ,∆ be the restriction of ρ : V −→ ZJ,∆. From
28.10 we see that (L¯⊠ L¯′)|V ′ is a local system and (L¯⊠ L¯′)|V−V ′ = 0. Hence
ρ!(V, L¯⊠ L¯′) = ρ′!(L¯⊠ L¯′).
For any
(a) a = (a0, a1, . . . , ar+r′) ∈Wr+r′ ×Wǫ(J),
let
V ′a = {(B0, B1, . . . , Br, B′0, B′1, . . . , B′r′ , gUJ,B0 , g′Uǫ(J),B′0) ∈ V ′;
pos(Bk, B
′
r′) = ak(k ∈ [0, r]), pos(Br, B′r+r′−k) = ak(k ∈ [r, r + r′])}.
Let ρ′a : V
′
a −→ ZJ,∆ be the restriction of ρ′ : V ′ −→ ZJ,∆. Then V ′ = ∪aV ′a is a
partition of V ′ with V ′a locally closed in V ′ for all a.
CHARACTER SHEAVES ON DISCONNECTED GROUPS, VII 9
Lemma 32.8. Let a as in 32.7(a) be such that (D−1)∗L 6∼= (a−1r+r′)∗L′. Then
ρ′a(L¯⊠ L¯′) = 0.
Define R, ρ˜ : R −→ ZJ,∆, π : V ′a −→ R by
R = {(B0, B1, . . . , Br, B′0, B′1, . . . , B′r′ , xUJ,B0);Bi ∈ B(i ∈ [0, r]),
B′j ∈ B(j ∈ [0, r′]), x ∈ ∆, pos(Br, B′0) = ar+r′ , pos(B′r′ , xB0x−1) = ǫ′(a−1r+r′)},
ρ˜ : (B0, B1, . . . , Br, B
′
0, B
′
1, . . . , B
′
r′ , xUJ,B0) 7→ (QJ,B0 , xQJ,B0 , xUJ,B0),
π : (B0, B1, . . . , Br, B
′
0, B
′
1, . . . , B
′
r′ , gUJ,B0, g
′Uǫ(J),B′0)
7→ (B0, B1, . . . , Br, B′0, B′1, . . . , B′r′ , g′gUJ,B0);(a)
this is meaningful since g′Uǫ(J),B′0g = g
′Uǫ(J),Brg = g
′gUJ,B0 and
pos(B′r′ , g
′gB0g−1g′−1) = ǫ′(pos(g′−1B′r′g
′, gB0g−1)) = ǫ′(pos(B′0, Br))
= ǫ′(a−1r+r′).
Since ρ′a = ρ˜π, it suffices to show that π!(L¯ ⊠ L¯′) = 0. Hence it suffices to
show that, for any ξ = (B0, B1, . . . , Br, B
′
0, B
′
1, . . . , B
′
r′ , xUJ,B0) ∈ R, we have
Hec (π
−1(ξ), L¯ ⊠ L¯′) = 0 for all e. We may assume that π−1(ξ) 6= ∅. We may
identify
π−1(ξ) = {gUJ,B0 ; g ∈ D, gB0g−1 = Br, xg−1B′0gx−1 = B′r′}
in an obvious way. We may assume that Br = B
∗, B′0 = a˙r+r′B
∗a˙−1r+r′ (notation of
28.5). Write Bi = hiB
∗h−1i , B
′
j = h
′
jB
∗h′j
−1 with hi, h′j ∈ G0, hr = 1, h′0 = a˙r+r′ .
Let
w = pos(B0, B1)pos(B1, B2) . . .pos(Br−1, Br) ∈W,
w′ = pos(B′0, B
′
1)pos(B
′
1, B
′
2) . . .pos(B
′
r′−1, B
′
r′) ∈W.
Let T, U∗ be as in 28.5. Let d ∈ NDB∗ ∩ NDT, d′ ∈ ND′B∗ ∩ ND′T . Then T
(a maximal torus of Br ∩ B′0) acts freely on π−1a (ξ) by left multiplication and it
suffices to show that for any T -orbit θ in π−1a (ξ), we have H
e
c (θ, L¯ ⊠ L¯′) = 0 for
all e. Let g0UJ,B0 ∈ θ. It suffices to show that the inverse image of L¯ ⊠ L¯′ under
t 7→ tg0UJ,B0 (a local system in s(T )) is 6∼= Q¯l. Using 28.10 and the definitions
in 28.5, 28.8, we see that this inverse image is just b∗(L)⊗ c∗(L′) where L,L′ are
regarded as local systems on T and b : T −→ T, c : T −→ T are given by
b(t) = d−1w˙−1n1n2 . . . nrn0(n−10 tn0),
c(t) = d′−1w˙′n′1n
′
2 . . . n
′
r′n
′
0a˙
−1
r+r′t
−1a˙r+r′
where ni ∈ NG0T (i ∈ [1, r]), n′j ∈ NG0T (j ∈ [1, r′]) are given by h−1i−1hi ∈ U∗niU∗,
h′j−1
−1h′j ∈ U∗n′jU∗, and n0 ∈ NDB∗ ∩ NDT , n′0 ∈ ND′B∗ ∩ ND′T are given
by g0h0 ∈ U∗n0, h′r′−1g−10 xa˙r+r′ ∈ U∗n′0. Since d−1w˙−1n1n2 . . . nrn0 ∈ T ,
d′−1w˙′−1n′1n
′
2 . . . n
′
r′n
′
0 ∈ T , n0 ∈ dT , we see using 28.1(a) that b∗L = Ad(d−1)∗L,
c∗L′ = Ad(a˙−1r+r′)∗Lˇ′. It then suffices to show that Ad(d−1)∗L ⊗ Ad(a˙−1r+r′)∗Lˇ′ 6∼=
Q¯l. This follows from our assumption. The lemma is proved.
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32.9. Until the end of 32.12 we assume that a (as in 32.7(a)) is such that
(a) (D−1)∗L ∼= (a−1r+r′)∗L′.
We set a = ar+r′ , a
′ = ǫ′(a−1r+r′). We show that
s1s2 . . . sras
′
1s
′
2 . . . s
′
r′a
′∆ ∈W•L.
Since s1s2 . . . srD ∈W•L, it suffices to show that D−1as′1s′2 . . . s′r′D′a−1D ∈W•L.
Since s′1s
′
2 . . . s
′
r′D
′ ∈W•L′ = W•ˇL′ , it suffices to show that a∗(D−1)∗L ∼= Lˇ′. This
holds by our assumption. Let
w = (s1, s2, . . . , sr, a, s
′
1, s
′
2 . . . , s
′
r′ , a
′).
Then Zw,a∅,J,∆ (see 32.3) is well defined in terms of T , T ′ as in 32.7 (or equivalently
as in 32.2). As in 32.3, L gives rise to a local system L¯a on Zw,a∅,J,∆.
32.10. We preserve the setup of 32.9. Let V ′′a be the set of all
(B0, B1, . . . , Br, B
′
0, B
′
1, . . . , B
′
r′ , (UBr ∩ UB′0)g, xUJ,B0)
where (B0, B1, . . . , Br, B
′
0, B
′
1, . . . , B
′
r′, xB0x
−1, xUJ,B0) ∈ Zw,a∅,J,∆ and g ∈ D satis-
fies g−1Brg = B0, g−1B′0g = x
−1B′r′x. (The last equation is meaningful. It suffices
to show that if u ∈ UJ,B0 then ug−1B′0gu−1 = g−1B′0g that is, gug−1 ∈ NGB′0.
We have gug−1 ∈ UǫD(J),gB0g−1 = UǫD(J),Br = UǫD(J),B′0 ⊂ UB′0 ⊂ NGB′0.) Define
η : V ′′a −→ Zw,a∅,J,∆, κ : V ′a −→ V ′′a by
η : (B0, B1, . . . , Br, B
′
0, B
′
1, . . . , B
′
r′ , (UBr ∩ UB′0)g, xUJ,B0)
7→ (B0, B1, . . . , Br, B′0, B′1, . . . , B′r′ , xB0x−1, xUJ,B0),
κ : (B0, B1, . . . , Br, B
′
0, B
′
1, . . . , B
′
r′ , gUJ,B0, g
′Uǫ(J),B′0)
7→ (B0, B1, . . . , Br, B′0, B′1, . . . , B′r′ , (UBr ∩ UB′0)g, g′gUJ,B0);
κ is well defined, by the argument following 32.8(a). Let fa = ηκ : V
′
a −→ Zw,a∅,J,∆.
Clearly,
(a) κ is an affine space bundle with fibres of dimension l(w0ǫ(J)a).
Now T acts on V ′′a by
t :(B0, B1, . . . , Br, B
′
0, B
′
1, . . . , B
′
r′ , (UBr ∩ UB′0)g, xUJ,B0) 7→
(B0, B1, . . . , Br, B
′
0, B
′
1, . . . , B
′
r′ , (UBr ∩ UB′0)ytg, xUJ,B0)
where yt ∈ (Br ∩ B′0)/(UBr ∩ UB′0) is defined by the condition that its image in
Br/UBr is the image of t under T
∼−→ Br/UBr . Then
(b) η is a principal T-bundle.
Let ξ = (B0, B1, . . . , Br, B
′
0, B
′
1, . . . , B
′
r′, B, xUJ,B0) ∈ Zw,a∅,J,∆. Then η−1(ξ) may
be identified with
{(UBr ∩ UB′0)g; g ∈ D; g−1Brg = B0, g−1B′0g = x−1B′r′x}.
We show only that η−1(ξ) ∼= T. It suffices to show that η−1(ξ) 6= ∅. For this
it suffices to show that pos(B′0, Br) = ǫ(pos(x
−1B′rx,B0)) or that pos(B
′
0, Br) =
ǫǫ−1∆ (pos(B
′
r, B)) or that a
−1 = ǫ′−1(a′) which is clear.
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32.11. We preserve the setup of 32.9. Let w be the product of the sequence
s1, s2, . . . , sr in which the factors si with i ∈ Ta are replaced by 1. Let w′ be
the product of the sequence s′1, s
′
2, . . . , s
′
r′ in which the factors s
′
j with j ∈ T ′a
are replaced by 1, (Ta, T ′a as in 32.3). Let B∗, U∗, T be as in 28.5. Let d ∈
NDB
∗ ∩NDT, d′ ∈ ND′B∗ ∩ND′T . We have a commutative diagram
0V ′a
f1←−−−− V˜ ′ f2−−−−→ T × T
f3
y f4y f5y
0Zw,a∅,J,∆
f6←−−−− Z˜ f7−−−−→ T
Here
0V ′a = {(B0, B1, . . . , Br, B′0, B′1, . . . , B′r′ , gUJ,B0, g′Uǫ(J),B′0) ∈ V ′a;
Bi−1 = Bi(i ∈ Ta), pos(Bi−1, Bi) = si(i ∈ [1, r]− Ta), B′j−1 = B′j(j ∈ T ′a),
pos(B′j−1, B
′
j) = s
′
j(i ∈ [1, r′]− T ′a)},
V˜ ′ = {(h0, h1, . . . , hr, h′0, h′1, . . . , h′r′ , g, g′) ∈ (G0)r+r
′+2 ×D ×D′;
h−1i−1hi ∈ B∗(i ∈ Ta), h−1i−1hi ∈ B∗s˙iB∗(i ∈ [1, r]− Ta), h′j−1−1h′j ∈ B∗(j ∈ T ′a),
h′j−1
−1h′j ∈ B∗s˙′jB∗(j ∈ [1, r′]− T ′a), h−1r gh0 = d, h′r′−1g′h′0 = d′,
h−1k h
′
r′ ∈ B∗a˙kB∗(k ∈ [0, r− 1]), h−1r h′r+r′−k ∈ B∗a˙kB∗(k ∈ [r, r + r′ − 1]),
h−1r h
′
0 = a˙},
Z˜ = {(h0, h1, . . . , hr, h′0, h′1, . . . , h′r′ , x) ∈ (G0)r+r
′+2 ×D′D;
h−1i−1hi ∈ B∗(i ∈ Ta), h−1i−1hi ∈ B∗s˙iB∗(i ∈ [1, r]− Ta), h′j−1−1h′j ∈ B∗(j ∈ T ′a),
h′j−1
−1h′j ∈ B∗s˙′jB∗(j ∈ [1, r′]− T ′a), h−1k h′r′ ∈ B∗a˙kB∗(k ∈ [0, r − 1]),
h−1r h
′
r+r′−k ∈ B∗a˙kB∗(k ∈ [r, r + r′ − 1]), h−1r h′0 = a˙,
h′r′
−1xh0 ∈ B∗d′a˙−1d′−1B∗},
f1(h0, h1, . . . , hr, h
′
0, h
′
1, . . . , h
′
r′ , g, g
′) = (h0B∗h−10 , . . . , hrB
∗h−1r ,
h′0B
∗h′0
−1, . . . , h′r′B
∗h′r′
−1, gUJ,h0B∗h−10 , g
′UǫD(J),h′0B∗h′0−1),
f2(h0, h1, . . . , hr, h
′
0, h
′
1, . . . , h
′
r′ , g, g
′)
= (d−1w˙−1n1n2 . . . nrd, d′−1w˙′−1n′1n
′
2 . . . n
′
r′d
′)
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with ni, n
′
j ∈ NG0T given by h−1i−1hi ∈ U∗niU∗(i ∈ [1, r]), h′j−1−1h′j ∈ U∗n′jU∗(j ∈
[1, r′]),
f3 is the restriction of fa : V
′
a −→ Zw,a∅,J,∆, see 32.10,
f4(h0, h1, . . . , hr, h
′
0, h
′
1, . . . , h
′
r′ , g, g
′) = (h0, h1, . . . , hr, h′0, h
′
1, . . . , h
′
r′ , g
′g),
f5(t, t˜) = d
−1a˙d′−1w˙′−1a˙−1dtd−1a˙w˙′d′t˜a˙−1d = Ad(d−1a˙)(Ad(d′−1w˙′−1a˙−1d)(t)t˜),
f6(h0, h1, . . . , hr, h
′
0, h
′
1, . . . , h
′
r′ , x)
= (h0B
∗h−10 , . . . , hrB
∗h−1r , h
′
0B
∗h′0
−1, . . . , h′r′B
∗h′r′
−1, xUJ,h0B∗h−10 ),
f7(h0, h1, . . . , hr, h
′
0, h
′
1, . . . , h
′
r′ , x)
= (d′d)−1d′a˙d′−1w˙′−1a˙−1w˙−1n1n2 . . . nra˙n′1n
′
2 . . . n
′
r′md
′d,
where ni, n
′
j are as in the definition of f2,m ∈ NG0T is given by h′r′−1xh0d−1d′−1 ∈
U∗mU∗.
Lemma 32.12. We preserve the setup of 32.11. Let 0L¯a = L¯a|0Zw,a∅,J,∆.
(a) We have f∗3 (
0L¯a) = (L¯⊠ L¯′)|0V ′
a
.
(b) We have f∗a L¯a = (L¯⊠ L¯′)|V ′a .
From the definitions we have f∗6 (0L¯a) = f∗7L,
f∗1 ((L¯⊠ L¯′)|0V ′a ) = f∗2 (L⊠ Ad(a˙)∗Ad(d−1)∗Lˇ).
Since f∗1 is a smooth morphism with connected fibres, it suffices to show that
f∗1 f
∗
3 (
0L¯a) = f∗1 ((L¯⊠ L¯′)|0V ′a ), or that f∗4 f∗6 (0L¯a) = f∗2 (L⊠ L′), or that f∗4 f∗7L =
f∗2 (L⊠ L′), or that f∗2 f∗5L = f∗2 (L⊠ L′). It suffices to show that f∗5L = L⊠ L′.
Define f ′5 : T × T −→ T by f ′5(t, t˜) = tt˜. Setting E = Ad(d−1a˙) : T −→ T ,
E′ = Ad(d′−1w˙′−1a˙−1d) : T −→ T , we have f5 = Ef ′5(E′ × 1) hence
f∗5L = (E′ × 1)∗f ′5∗E∗L = (E′ × 1)∗(E∗L⊠ E∗L) = (EE′)∗L⊠E∗L.
From our assumption we have L′ ∼= E∗L. Moreover, L′ ∼= Ad(d′−1w˙′−1)∗L′ =
(E′E)∗L′. Hence E∗L ∼= (E′E)∗E∗L = (EE′E)∗L = E∗(EE′)∗L. Since E∗ is
faithful, it follows that (EE′)∗L ∼= L. Thus, f∗5L ∼= L⊠ L′. This proves (a).
We prove (b). We may assume that V ′a 6= ∅. From (a) we see that f∗a L¯a,
(L¯ ⊠ L¯′)|V ′
a
are two local systems on V ′a with the same restriction to the subset
0V ′a. It then suffices to show that V
′
a is smooth, irreducible and
0V ′a is open dense
in V ′a. By 32.10(a),(b), fa is a fibration with connected smooth fibres and
0V ′a
is the inverse image under fa of
0Zw,a∅,J,∆. Hence it suffices to show that Z
w,a
∅,J,∆ is
smooth, irreducible and 0Zw,a∅,J,∆ is open dense in Z
w,a
∅,J,∆. This follows from 32.4(c).
The lemma is proved.
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32.13. Let S be the set of all a = (a0, a1, . . . , ar+r′) ∈Wr+r′ ×Wǫ(J) such that
(a) ak ∈ {ak−1, skak−1} for k ∈ [1, r],
(b) ak ∈ {ak−1, ak−1s′r+r′+1−k} for k ∈ [r + 1, r + r′],
(c) (D−1)∗L ∼= (a−1r+r′)∗L′,
(d) i ∈ [1, r], ai−1 = ai =⇒ i ∈ T ,
(e) j ∈ [1, r′], a−j+r+r′ = a−j+1+r+r′ =⇒ j ∈ T ′.
Lemma 32.14. If a ∈ (Wr+r′ ×Wǫ(J))− S then ρ′a!(L¯⊠ L¯′) = 0.
If a does not satisfy 32.13(a) or 32.13(b), then V ′a = ∅ and the result is trivial.
If a does not satisfy 32.13(c), the desired result follows from Lemma 32.8. Assume
now that a satisfies 32.13(a)-(c) but it does not satisfy 32.13(d) or (e). Using
ρ′a = πw,afa and 32.12(b), we see that it suffices to show that πw,a!fa!(f∗a L¯a) = 0,
or that πw,a!(L¯a ⊗ fa!Q¯l) = 0. It suffices to show that πw,a!(L¯a ⊗He(fa!Q¯l)) = 0
for any e. By 32.10 we have fa = ηκ and κ!Q¯l = Q¯l[[−c]] where c = l(w0ǫ(J)ar+r′).
Hence fa!Q¯l = η!Q¯l[[−c]]. Let r = dimT. Since η is a principal T-bundle (see
32.10), the local system He(η!Q¯l) admits a filtration whose associated graded is a
direct sum of
(
r
2r−e
)
copies of Q¯l(r − e). Since πw,a!L¯a = 0 (see 32.4(d)), we see
that πw,a!(L¯a ⊗He(fa!Q¯l)) = 0 for any e. The lemma is proved.
32.15. We now make a short digression. Let X be an algebraic variety over k.
Let C ∈ D(X) and let {Cn;n ∈ Z} be a sequence of objects in D(X) such that
Cn = 0 for all but finitely many n. We shall write
C ≎ {Cn;n ∈ Z}
if the following condition is satisfied: there exists a sequence {C′n;n ∈ Z} of objects
in D(X) such that C′n = 0 for n≪ 0, C′n = C for n≫ 0 and distinguished triangles
(C′n−1, C
′
n, Cn) for n ∈ Z.
If X,C,Cn are as above, C ≎ {Cn;n ∈ Z} and X2 f2−→ X f1−→ X1 are morphisms
of algebraic varieties, we see from definitions that:
f1!C ≎ {f1!Cn;n ∈ Z},
f∗2C ≎ {f∗2Cn;n ∈ Z}.
Assume now that C ∈ D(X) and that {Cu; u ∈ U} are objects of D(X) indexed
by a finite set U . We shall write
C ≎ {Cu; u ∈ U}
if the following condition is satisfied: there exists a bijection U ↔ [0, m] such
that, setting Cn = C
u if u ↔ n ∈ [0, m] and Cn = 0 for n /∈ [0, m], we have
C ≎ {Cn;n ∈ Z}.
For example, if C ∈ D(X), we have C ≎ {pHnC[−n];n ∈ Z}; in this case we
can take C′n =
pτ≤n(C) (truncation, as in [BBD]).
Similarly, if C ∈ D(X), we have C ≎ {Hn(C)[−n];n ∈ Z}.
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As another example, assume that we are given a partition X = ⊔u∈UXu with
U finite, where Xu are locally closed subvarieties of X such that for some bijection
U ↔ [0, m], the union X ′n = Xn ∪Xn−1 ∪ · · · ∪X0 is open in X for any n ∈ [0, m]
(we set Xn = X
u for u ↔ n ∈ [0, m]). For any u ∈ U let ju : Xu −→ X be
the inclusion and let Cu = ju!j
∗
uC. We have C ≎ {Cu; u ∈ U}. Indeed, setting
Cn = Cu if u ↔ n ∈ [0, m] and Cn = 0 for n /∈ [0, m], we have C ≎ {Cn;n ∈ Z}.
(We can take C′n = 0 for n < 0, C
′
n = C for n > m, C
′
n = j
′
n!j
′
n
∗C for n ∈ [0, m],
where j′n = X ′n −→ X is the inclusion.)
32.16. Assume that a ∈ S. As in the proof of 32.14 we have ρ′a!(L¯ ⊠ L¯′) =
πw,a!(L¯a⊗fa!Q¯l) and fa!Q¯l = η!Q¯l[[−c]]. Moreover, η!Q¯l ≎ {He(η!Q¯l)[−e]; e ∈ Z}
and for any e we have He(η!Q¯l) ≎ {Cee′ ; 1 ≤ e′ ≤
(
r
2r−e
)} where Cee′ = Q¯l(r − e).
It follows that
(a) ρ′a!(L¯⊠ L¯′) ≎ {πw,a!(L¯a ⊗He(η!Q¯l))[−e][[−c]]; e ∈ Z},
(b) πw,a!(L¯a ⊗He(η!Q¯l)[−e][[−c]] ≎ {C′ee′ ; 1 ≤ e′ ≤
(
r
2r− e
)
}
where
C′ee′ = πw,a!(L¯a)(r− e)[−e][[−c]] = K
(a0,ǫ
′(a−1
r+r′ )),L
J,∆ (r− e)[−e][[−c]][[−Na]]
(see 32.4(e)). By 32.4(e) we have
(c) a0ǫ
′(a−1r+r′)∆ ∈W•L.
From (a),(b) we see that, if A is a simple perverse sheaf on ZJ,∆ such that A ⊣
ρ′a!(L¯⊠ L¯′) then A ⊣ K
(a0,ǫ
′(a−1
r+r′ )),L
J,∆ .
32.17. From the partition V ′ = ⊔aV ′a we get as in 32.15
(a) ρ!(L¯⊠ L¯′) = ρ′!(L¯⊠ L¯′) ≎ {ρ′a(L¯⊠ L¯′); a ∈ S}
(by 32.14 we can omit the a /∈ S). Thus, if A is a simple perverse sheaf on ZJ,D such
that A ⊣ ρ!(L¯⊠ L¯′), then for some a ∈ S we have A ⊣ ρ′a!(L¯⊠ L¯′) hence, by 32.16,
A ⊣ K(a0,ǫ
′(a−1
r+r′ )),L
J,∆ , so that A ∈ ZˆLJ,∆. We also see that S 6= ∅; in particular,
(D−1)∗L ∼= y∗L′ for some a ∈ Wǫ(J) (see 32.13(c)). Since K¯s,LJ,D ∗ K¯s
′,L′
ǫ(J),D′ =
ρ!(L¯ ⊠ L¯′) (see 32.7) we see that 32.6(b) holds. We also see that 32.6(a) holds
since, under the assumption of 32.6(a), we can find an A as above.
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32.18. In this and the next subsection we place ourselves in the setup of 32.6(c).
Then V, V ′, V ′a are defined over Fq and we can regard ρ
′
!(L¯⊠ L¯′) and ρ′a!(L¯⊠ L¯′)
(for any a) as mixed complexes on ZJ,∆. Using 32.17(a), 32.16(a),(b) (or rather
their variant in the mixed category) and 31.7(c),(e) we see that, with the notation
of 31.6, we have
χAv (ρ!(L¯⊠ L¯′)) =
∑
a∈S
χAv (ρ
′
a(L¯⊠ L¯′))
=
∑
a∈S
∑
e∈Z
(−1)ev2Na+2l(w0ǫ(J)ar+r′ )−2r+2e
(
r
2r− e
)
χAv (K
(a0,ǫ
′(a−1
r+r′ )),L
J,∆ )
= (v2 − 1)r
∑
a∈S
v2Na−2l(w
0
ǫ(J)ar+r′ )χAv (K
(a0,ǫ
′(a−1
r+r′ )),L
J,∆ )
= (v2 − 1)r
∑
a∈S
v2Na−2l(w
0
ǫ(J)ar+r′ )vdimG−l(w
0
I
w0J )ζA(Ta0Tǫ′(a−1
r+r′
1∆λ[∆]).
(a)
32.19. Let h 7→ h♭ be the antiautomorphism of the algebra Hn defined by Tu 7→
Tu−1 for u ∈ W, 1λ 7→ 1λ for λ ∈ sn. We have (C s˜λ)♭ = Cssr...s2s1λ where s˜ =
(sr, sr−1, . . . , s1). The following identity in the algebra Hn (see 31.2) is a special
case of one in 31.11:
(a) TyC
s′
λ1
=
∑
y′
v2δ
′(y′)Ty′
r′
1λ1 ;
here y ∈ W, λ1 ∈ sn, the sum is taken over all sequences y′ = (y′0, y′1, . . . , y′r′) in
W such that
y = y′0,
y′i ∈ {y′i−1, y′i−1s′i} for i ∈ [1, r′],
i ∈ [1, r′], y′i−1 = y′i =⇒ s′i ∈Ws′i+1...s′r′λ1 ;
moreover, δ′(y′) = |{i ∈ [1, r′]; y′i−1s′i < y′i−1}|. Similarly, we have
(b) Cssr...s2s1λ2Ty =
∑
y
v2δ(y)1λ2Ty0 ;
here λ2 ∈ sn, the sum is taken over all sequences y = (y0, y1, . . . , yr) in W such
that
y = yr,
yi ∈ {yi−1, siyi−1} for i ∈ [1, r],
i ∈ [1, r], yi−1 = yi =⇒ si ∈Wsi−1...s1λ2 ;
moreover, δ(y) = |{i ∈ [1, r]; siyi < yi}|. This can be deduced from (a) using the
involution h 7→ h♭.
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Combining (a),(b) we obtain (for λ1, λ2 ∈ sn) the identity
Cssr...s2s1λ2TyC
s′
λ1
=
∑
y,y′
v2δ(y)+2d(y
′)1λ2Ty01λ1 ;
the sum is taken over the pairs y = (y0, y1, . . . , yr), y
′ = (y′0, y
′
1, . . . , y
′
r′) of se-
quences in W such that
y = y′0, y
′
r′ = yr,
yi ∈ {yi−1, siyi−1} for i ∈ [1, r],
y′i ∈ {y′i−1, y′i−1s′i} for i ∈ [1, r′],
i ∈ [1, r], yi−1 = yi =⇒ si ∈Wsi−1...s1λ2 ,
i ∈ [1, r′], y′i−1 = y′i =⇒ s′i ∈Ws′i+1...s′r′λ1 .
We have sr . . . s2s1λ = Dλ. Take λ1 = D
′λ′, λ2 = λ. Take y ∈ Wǫ(J) such
that yλ′ = Dλ. We replace (y,y′) by a = (a0, a1, . . . , ar+r′) where ak = yk for
k ∈ [0, r], ak = y′r+r′−k for k ∈ [r, r + r′]. Then δ(y) + δ′(y′) = Na. We obtain
CsDλTyC
s′
D′λ′ =
∑
a
v2Na1λTa01D′λ′ ;
the sum is over all a = (a0, a1, . . . , ar+r′) ∈Wr+r′ ×Wǫ(J) such that
y = ar+r′ ,
ai ∈ {ai−1, siai−1} for i ∈ [1, r],
ar+r′−i ∈ {ar+r′−i+1, ar+r′−i+1s′i} for i ∈ [1, r′],
i ∈ [1, r], ai−1 = ai =⇒ si ∈Wsi−1...s1λ,
i ∈ [1, r′], ar+r′−i+1 = ar+r′−i =⇒ s′i ∈Ws′i+1...s′r′D′λ′ .
Equivalently,
(c) CsDλTyC
s′
D′λ′ =
∑
a∈S;ar+r′=y
v2Na1λTa01D′λ′ .
For each a in the sum we have a0ǫ
′(y−1)∆λ = λ (see 32.16(a)); combining this with
yλ′ = Dλ we see that a0D′λ′ = λ, hence 1λTa01D′λ′ = Ta01D′λ′ . We introduce
this in (c), then multiply both sides of (c) on the right by
(v2 − 1)rvdimG−l(w0Iw0J)v−2l(y)Tǫ′(y−1)1∆λ[∆]
and sum over y. We obtain
(v2 − 1)rvdimG−l(w0Iw0J)
∑
y∈Wǫ(J);yλ′=Dλ
v−2l(y)CsDλTyC
s′
D′λ′Tǫ′(y−1)[∆]
= (v2 − 1)rvdimG−l(w0Iw0J )
∑
a∈S
v2Na−2l(ar+r′Ta0Tǫ′(a−1
r+r′ )
1∆λ[∆].
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We apply ζAv (see 31.7) to both sides and use 32.18(a). We obtain
χAv (ρ!(L¯⊠ L¯′)) =
(v2 − 1)rvdimG−l(w0Iw0J )ζA(
∑
y∈Wǫ(J)
yλ′=Dλ
v2l(w
0
ǫ(J)y)CsDλTyC
s′
D′λ′Tǫ′(y−1)[∆]).
We substitute y = ǫ(y′), y′ ∈ WJ that is, Ty = [D]Ty′ [D]−1. Since
χAv (K¯
s,L
J,D ∗ K¯s
′,L′
ǫ(J),D′) = χ
A
v (ρ!(L¯ ⊠ L¯′)), 32.6(c) follows. This completes the proof
of Theorem 32.6.
32.20. Let Dcs(ZJ,D) (resp. DL(ZJ,D) with L ∈ s(T)) be the subcategory of
D(ZJ,D) whose objects are those K ∈ D(ZJ,D) such that for any j, any simple
subquotient of pHjK is in ZˆJ,D (resp. in Zˆ
L
J,D). We have the following result.
Corollary 32.21. (a) If K ∈ Dcs(ZJ,D), K ′ ∈ Dcs(Zǫ(J),D′), then K ∗ K ′ ∈
Dcs(ZJ,∆).
(b) If L ∈ s(T), K ∈ DL(ZJ,D), K ′ ∈ Dcs(Zǫ(J),D′), then K ∗K ′ ∈ DL(ZJ,∆).
We prove (a). We may assume that K ∈ ZˆJ,D, K ′ ∈ Zˆǫ(J),D′ . We can find
s, s′,L,L′ as in 32.5 and u, u′ ∈ Z such that K[u] is a direct summand of K¯s,LJ,D
andK ′[u′] is a direct summand of K¯s
′,L′
ǫ(J),D′ . ThenK∗K ′[u+u′] is a direct summand
of K¯s,LJ,D ∗ K¯s
′,L′
ǫ(J),D′ which, by 32.6(b), is in DL(ZJ,∆). Hence K ∗K ′[u + u′] is in
DL(ZJ,∆). This proves (a). The same argument proves (b).
32.22. If E is a mixed Q¯l-vector space (that is, a Q¯l-vector space which, when
regarded as a complex over a point, is a mixed complex) we set
χv(E) =
∑
j dim(Ej)v
j ∈ A
where Ej is the pure subquotient of weight j of E. We preserve the setup in 32.5.
Assume that D′ = D−1 hence ∆ = G0. Let S be as in 32.13.
Define an A-linear map Φ : Hn −→ Hn by ξ 7→ aD(CsDλξCs
′
D′λ′) with aD as in
31.4. For any y ∈Wǫ(J) such that yλ′ = Dλ we have
Φ(Ty1λ′) =
∑
a∈S;ar+r′=y
v2Na1DλTǫ(a0)1λ′ .
(See 32.19(c).) Define an A-linear map ΘJ : Hn −→ Hn by ΘJ (Tw1λ1) = Tw1λ1 if
w ∈WJ , λ1 ∈ sn, ΘJ (Tw1λ1) = 0 if w ∈W −WJ , λ1 ∈ sn. Replacing J by ǫ(J)
we obtain an A-linear map Θǫ(J) : Hn −→ Hn. Define Φ′ : Hn −→ Hn by Φ′(ξ′) =
Θǫ(J)Φ(ξ′). Since Hn is a free A-module and Φ′ is A-linear, tr(Φ′, Hn) ∈ A is well
defined. From the definitions we have
(a) tr(Φ′, Hn) =
∑
a∈S;ar+r′=ǫ(a0)
v2Na =
∑
a∈S0
v2Na ,
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where S0 = {a ∈ S; a0 = ǫ′(ar+r′)}.
Define an A-linear map Φ′′ : Hn −→ Hn by ξ 7→ ΘJ (C s˜′λ′−1aD(ξ)C s˜λ−1) where
s˜ = (sr, . . . , s2, s1), s˜
′ = (s′r′ , . . . , s
′
2, s
′
1). Let ∂ : ZJ,D −→ Zǫ(J),D′ be as in 28.19.
Then K¯s,LJ,D ⊗ ∂∗K¯s
′,L′
ǫ(J),D′ ∈ D(ZJ,D) is well defined. Let
µ(G0) = (v2 − 1)r
∑
w∈W
v2l(w) ∈ A.
The following result is an application of (the proof of) Theorem 32.6.
Corollary 32.23. Assume that k,Fq, G, F are as in 31.7(b). Then
∑
z
(−1)zχv(Hzc (ZJ,D, K¯s,LJ,D ⊗ ∂∗K¯s
′,L′
ǫ(J),D−1) = v
2l(w0J )µ(G0)tr(Φ′, Hn)
= v2l(w
0
J )µ(G0)tr(Φ′′, Hn).(a)
Let Z = {(Q,Q′, xUQ) ∈ ZJ,∆;Q = Q′, x ∈ UQ}, let ι : Z −→ ZJ,∆ be the
inclusion and let p : Z −→ point be the obvious map. From the definitions, for any
A ∈ D(ZˆJ,D), A′ ∈ D(Zǫ(J),D′) we have
(b) Hzc (point, p!ι
∗(A ∗A′)) = Hzc (ZJ,D, A⊗ ∂∗(A′))
for any z ∈ Z. In particular,
Hzc (ZJ,D, K¯
s,L
J,D ⊗ ∂∗K¯s
′,L′
ǫ(J),D′) = H
z
c (point, p!ι
∗ρ!(L¯⊠ L¯′)).
Applying p!ι
∗ to 32.17(a) gives
(c) p!ι
∗ρ!(L¯⊠ L¯′) ≎ {p!ι∗ρ′a!(L¯⊠ L¯′); a ∈ S}.
Let a ∈ S. Applying p!ι∗ to 32.16(a), 32.16(b) gives
(d) p!ι
∗ρ′a!(L¯⊠ L¯′) ≎ {Ke; e ∈ Z},
(e) Ke ≎ {K ′ee′ ; 1 ≤ e′ ≤
(
r
2r− e
)
}
where Ke, K
′e
e′ ∈ D(point) and K ′ee′ = p!ι∗K
(a0,ǫ
′(a−1
r+r′ )),L
J,∆ (r − e)[−e][[−c − Na]]
(notation of 32.16). Let
Xa = {(B0, B′0) ∈ B × B; pos(B0, B′0) = a0, pos(B′0, B0) = ǫ′(a−1r+r′)}
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and let ω : Xa −→ point be the obvious map. From the definitions we see that
p!ι
∗K
(a0,ǫ
′(a−1
r+r′ )),L
J,∆ = ω!Q¯l. If a0 6= ǫ′(ar+r′) then Xa = ∅ hence ω!Q¯l = 0; if
a0 = ǫ
′(ar+r′) that is, a ∈ S0, then
(f) Hz(point, ω!Q¯l) = ⊕w∈W;2l(w)=zQ¯l(−z − l(a0)).
Using (c),(d),(e),(f) (or rather their variant in the mixed category) we see that
∑
z
(−1)zχv(Hz(point, p!ι∗ρ!(L¯⊠ L¯′)))
=
∑
a∈S0,e∈Z
(−1)ev2Na+2l(w0ǫ(J)ar+r′ )−2r+2e
(
r
2r− e
) ∑
w∈W
v2l(w)+2l(a0)
= v2l(w
0
J )(v2 − 1)r
∑
w∈W
v2l(w)
∑
a∈S0
v2Na = v2l(w
0
J )µ(G0)tr(Φ′, Hn).
It remains to show that tr(Φ′, Hn) = tr(Φ′′, Hn). Define A-linear maps Ψ′,Ψ′′,Ω :
Hn −→ Hn by
Ψ′(ξ) = CsDλξC
s′
D′λ′ ,Ψ
′′(ξ) = C s˜
′
λ′−1ξC
s˜
λ−1 ,Ω(Tw1λ1) = 1λ−11
Tw−1 .
One checks that
ΩΨ′ = Ψ′′Ω, aDΘJ = Θǫ(J)aD, aDΘJΩ = ΩaDΘJ , Φ′ = Θǫ(J)aDΨ′,
Φ′′ = ΘJΨ′′aD.
Hence Φ′ = aDΘJΩ−1Ψ′′Ω = Ω−1aDΘJΨ′′Ω and
tr(Φ′, Hn) = tr(Ω−1aDΘJΨ′′Ω, Hn) = tr(aDΘJΨ′′, Hn)
= tr(ΘJΨ′′aD, Hn) = tr(Φ′′, Hn),
as required. The corollary is proved.
For λ ∈ s(T) we set Wλ = WL where L ∈ s(T) is in the isomorphism class λ;
this agrees with the definition in 31.2 when λ ∈ sn.
Corollary 32.24. Let A ∈ ZˆJ,D,L,L′′ ∈ s(T). Let λ (resp. λ′′) be the isomor-
phism class of L (resp. L′′). Let s = (s1, s2, . . . , sr), s′′ = (s′′1 , s′′2 , . . . , s′′r′) be
sequences in I such that s1s2 . . . srDλ = λ, s
′′
1s
′′
2 . . . s
′′
r′Dλ
′ = λ′′, A ⊣ K¯s,LJ,D and
A ⊣ K¯s′′,λ′′J,D . Then there exist b ∈Wλ′′ , a0 ∈WJ such that
(a) a0(λ
′′) = λ, s1s2 . . . srD = a0s′′1s
′′
2 . . . s
′′
r′Dba
−1
0 .
Let A′ = ∂!(D(A)) with ∂ as in 28.19. Then A′ ⊣ K¯s
′,L′
ǫD(J),D′
where s′ =
(s′1, s
′
2, . . . , s
′
r′) is given by s
′
k = s
′′
r′+1−k and D
′ = D−1, L′ = (D′)∗(L′′), see
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28.17, 28.19; hence A ∗ A′ ∈ D(ZJ,∆) is well defined with ∆ = D′D = G0. By
32.23(b) we have
H0c (point, p!ι
∗(A ∗A′)) = H0c (ZJ,D, A⊗ ∂∗(A′)) = H0c (ZJ,D, A⊗D(A)).
The last vector space is one dimensional, see [L3, II,7.4]. It follows that
H0c (point, p!ι
∗(A ∗A′)) 6= 0.
Now some shift of A ∗ A′ is a direct summand of K¯s,LJ,D ∗ K¯s
′,L′
ǫD(J),D′
= ρ!(L¯ ⊠ L¯′)
(see 32.6). Hence Hzc (point, p!ι
∗(ρ!(L¯ ⊠ L¯′)) 6= 0 for some z ∈ Z. Using this and
32.23(c) we see that there exists a ∈ S such that Hzc (point, p!ι∗ρ′a!(L¯ ⊠ L¯′)) 6= 0
for some z ∈ Z. Using this and 32.23(d) we see that there exists e ∈ Z such that
Hzc (point, Ke) 6= 0 for some z, e ∈ Z. Using this and 32.23(e) we see that there
exists e′ ∈ Z such that Hzc (point, K ′e′e) 6= 0 for some z, e′ ∈ Z. As in 32.23 we
see that we must have a ∈ S0. Thus, there exists a sequence a0, a1, . . . , ar+r′ in
Wr+r
′
such that
ak ∈ {ak−1, skak−1} for k ∈ [1, r],
ak ∈ {ak−1, ak−1(s′′k−r) for k ∈ [r + 1, r + r′],
a0 ∈WJ , a0(λ′′) = λ, ar+r′ = ǫ(a0),
i ∈ [1, r], ai−1 = ai =⇒ s1s2 . . . si . . . s2s1 ∈Wλ
j ∈ [1, r′], aj+r−1 = aj+r =⇒ s′′1 . . . s′′j−1s′′j s′′j−1 . . . s′′1 ∈Wλ′′ .
For i ∈ [1, r] we set ti = s1s2 . . . si . . . s2s1 if ai−1 = ai and ti = 1 if ai−1 /∈ ai.
Then ti ∈Wλ and
s1s2 . . . si = tis1s2 . . . si−1ai−1a−1i .
It follows that s1s2 . . . sr = trtr−1 . . . t1a0a−1r . Similarly for j ∈ [1, r′] we set
t′′j = s
′′
1s
′′
2 . . . s
′′
j . . . s
′′
2s
′′
1 if aj+r−1 = aj+r and t
′′
j = 1 if aj+r−1 6= aj+r. Then t′′j ∈
Wλ′′ and s
′′
1s
′′
2 . . . s
′′
j = t
′′
j s
′′
1s
′′
2 . . . s
′′
j−1a
−1
j+r−1aj+r. It follows that s
′′
1s
′′
2 . . . s
′′
r′ =
t′′r′ . . . t
′′
2 t
′′
1a
−1
r ar+r′ . Setting
τ = trtr−1 . . . t1, τ ′′ = t′′r′ . . . t
′′
2 t
′′
1 ,
we have τ ∈ Wλ, τ ′′ ∈ Wλ′′ , s1s2 . . . sr = τa0a−1r , s′′1s′′2 . . . s′′r′ = τ ′′a−1r ǫ(a0).
Let b′ = (a−10 τa0)τ
′′−1. Then b′ ∈ Wλ′′ and s1s2 . . . srD = a0b′s′′1s′′2 . . . s′′r′Da−10 .
We set b = (s′′1s
′′
2 . . . s
′′
r′D)
−1b′s′′1s
′′
2 . . . s
′′
r′D. Since s
′′
1s
′′
2 . . . s
′′
r′Dλ
′′ = λ′′ we have
b ∈Wλ′′ . Moreover, s1s2 . . . srD = a0s′′1s′′2 . . . s′′r′Dba−10 . The lemma is proved.
32.25. Given (w, λ), (w′, λ′) in W• × s(T) we say that (w, λ) ≍J (w′, λ′) if there
exist a ∈ WJ , b ∈ Wλ′ such that w = aw′ba−1, λ = a(λ′). We then have
w′ = a−1w(ab−1a−1)a where a−1 ∈ WJ , a−1(λ) = λ′, ab−1a−1 ∈ Waλ′ = Wλ
hence (w′, λ′) ≍J (w, λ). If, in addition, we have (w′, λ′) ≍J (w′′, λ′′) that is,
w′ = a˜w′′b˜a˜−1, λ′ = a˜(λ′′) with a˜ ∈ WJ , λ′ = a˜(λ′′), b˜ ∈ Wλ′′ , then w =
aa˜w′′(b˜a˜−1ba˜)a˜−1a−1 where aa˜ ∈ WJ , λ = aa˜(λ′′), b˜a˜−1ba˜ ∈ Wλ′′Wa˜−1(λ′) =
Wλ′′ , hence (w, λ) ≍J (w′′, λ′′). We see that ≍J is an equivalence relation on
W• × s(T).
We can now reformulate 32.24 as follows.
(a) To A ∈ ZˆJ,D we can associate an equivalence class EA under ≍J so that
the following holds. If L ∈ s(T), λ is the isomorphism class of L and s =
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(s1, s2, . . . , sr) is a sequence in I such that s1s2 . . . srDλ = λ and A ⊣ K¯s,LJ,D then
(s1s2 . . . srD, λ) ∈ EA.
In particular:
(b) To A ∈ ZˆJ,D we can associate a WJ -orbit OA on s(T) so that the following
holds. If L ∈ s(T), λ is the isomorphism class of L and s = (s1, s2, . . . , sr) is a
sequence in I such that s1s2 . . . srDλ = λ and A ⊣ K¯s,LJ,D then λ ∈ OA.
32.26. Assume now that J = I. We write ≍ instead of ≍I. Thus, (w, λ) ≍ (w′, λ′)
if there exist a ∈W, b ∈Wλ′ such that w = aw′ba−1, λ = a(λ′). Let n ∈ N∗k.
Let A be a character sheaf on D. Let EA be the equivalence class in W
•× s(T)
under ≍ defined by A (see 32.25(a)). Let ζA : Hn[D] −→ A be as in 31.7. We show:
(a) If s = (s1, s2, . . . , sr) is a sequence in I, λ ∈ sn and ζA(CsDλ[D]) 6= 0 then
(s1s2 . . . srD, λ) ∈ EA.
Indeed, choose L ∈ s(T) in the isomorphism class λ. Our assumption implies
that s1s2 . . . srDλ = λ hence K¯
s,L
D is defined. Moreover our assumption implies∑
j(−v)jv− dimG(A : pHj(K¯s,LD )) 6= 0. In particular, A ⊣ K¯s,LD . Hence (a) follows
from 32.25(a).
We show:
(b) Let (x, λ) ∈W × sn be such that ζA(T˜x1Dλ[D]) 6= 0. Then (xD, λ) ∈ EA.
We argue by induction on l(x). If x = 1 we have T˜x1Dλ = C
s
Dλ where s is
the empty sequence and the result follows from (a). Assume now that l(x) ≥
1. From our assumption we have xDλ = λ. We can find a sequence s =
(s1, s2, . . . , sr) in I with x = s1s2 . . . sr, r = l(x). From the definitions we have
CsDλ =
∑
y∈WDλ,xy≤x cyT˜xy1Dλ with cy ∈ A, c1 = vr. Hence
ζA(CsDλ[D]) =
∑
y∈WDλ,xy≤x cyζ
A(T˜xy1Dλ[D]).
If ζA(T˜xy1Dλ[D]) 6= 0 for some y ∈WDλ, xy < x then, by the induction hypothe-
sis, we have (xyD, λ) ∈ EA; we have (xyD, λ) ≍ (xD, λ) so that (xD, λ) ∈ EA, as
required.
We may therefore assume that ζA(T˜xy1Dλ[D]) = 0 for all y ∈ WDλ such that
xy < x. Then we have ζA(CsDλ[D]) = v
rζA(T˜x1Dλ[D]). Hence ζ
A(CsDλ[D]) 6= 0.
Using (a) we see that (xD, λ) ∈ EA, as required. This proves (b).
33. Disjointness
33.1. We fix an irreducible component D of G. For (L, S) ∈ A with S ⊂ D and
E ∈ S(S) we define K as in 5.6; we regard K as a complex on D, zero outside Y¯L,S
and we write (L, S, E) ◮G K.
Lemma 33.2. Let (L, S) ∈ A, (L′, S′) ∈ A with S ⊂ D,S′ ⊂ D. Let E ∈
S(S), E ′ ∈ S(S′). Let (L, S, E) ◮G K, (L′, S′, E ′) ◮G K′. Assume that E (resp.
E ′) is strongly cuspidal and clean (see 23.3) relative to NGL (resp. NGL′), that
L = G0 hence YL,S = S and that YL′,S′ 6= S. Then for any i, the local systems Eˇ ,
HiK′|S have no common irreducible direct summand.
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If L′ = G0 then, since E ′ is clean, we have HiK′|S = 0. Assume now that
L′ 6= G0. By 23.7 we have Hjc (G,K⊗ K′) = 0 for all j. Since K = IC(S¯, E) and E
is clean, we have Hjc (S,K⊗K′) = 0 for all j hence Hic(S, E ⊗K′) = 0 for all j. We
must show that the local system Hi(E ⊗ (K′|S)) on S has no direct summand Q¯l.
Assume that Hi0(E ⊗ (K′|S)) has a direct summand Q¯l and that i0 is maximum
possible with this property. If a = dimS′, we have H2ac (S,Hi0(E ⊗ (K′|S))) 6= 0.
Hence E2a,i02 6= 0 in the standard spectral sequence
Ep,q2 = H
p
c (S,Hq(E ⊗ (K′|S))) =⇒ Hp+qc (S, E ⊗ (K′|S)).
By the proof of 23.5 we have Hpc (S, E1) = 0 for any E1 ∈ S(S) which has no direct
summand Q¯l; in particular, taking E1 = Hi(E ⊗ (K′|S)) with i > i0 we see that
Ep,q2 = 0 if q > i0. Clearly, E
p,q
2 = 0 if p > 2a, hence E
2a,i0
2 = E
2a,i0
3 = · · · =
E2a,i0∞ . Since E
2a,i0
2 6= 0, it follows that H2a+i0c (S, E ⊗ (K′|S)) 6= 0, a contradiction.
The lemma is proved.
Proposition 33.3. Let (L, S) ∈ A, (L′, S′) ∈ A with S ⊂ D,S′ ⊂ D. Let
E ∈ S(S), E ′ ∈ S(S′). Let (L, S, E) ◮G K, (L′, S′, E ′) ◮G K′. Assume that E and
Eˇ (resp. E ′) are strongly cuspidal and clean relative to NGL (resp. NGL′). Let A
(resp. A′) be an admissible complex on D (see 6.7) which is a direct summand of
K (resp. of K′). Assume that A 6∼= A′. Let Y = YL,S. Let F be the local system
A|Y . Then for any i, F is not a direct summand of Hi(A′)|Y (which is a local
system by 25.2).
Since Y¯L′,S′ is a union of strata of D, we have either Y ∩Y¯L′,S′ = 0 or Y = YL′,S′
or Y ⊂ Y¯L′,S′ − YL′,S′ . In the first case we have Hi(A′)|Y = 0 and the result is
obvious. In the second case we have Hi(A′)|Y = 0 unless i = 0 and since A 6∼= A′,
the local system H0(A)|Y is irreducible, non-isomorphic to F . Thus, we may
assume that Y ⊂ Y¯L′,S′ − YL′,S′ . It is enough to show that for any i, F is not
a direct summand of Hi(K′)|Y (a local system, by 25.2). Let δ be the connected
component of NGL such that S ⊂ δ. Let su = us ∈ S∗ with s semisimple, u
unipotent. Let δ˜ be the connected component of ZG(s) such that u ∈ δ˜. Since
su is isolated in NGL, we have
δZ0L = δ˜ZZL(s)0 ; we denote this torus by T . Let
R1 be the subvariety of S consisting of all elements of the form yzsuy
−1 with
y ∈ ZL(s)0, z ∈ T . Since R1 is an orbit of a connected group, it is smooth,
irreducible. Let R∗1 = R1 ∩ S∗, an open dense subset of R1 (see 25.4, 25.6). Let
π1 : π
−1(R∗1) −→ R∗1 be the restriction of π : Y˜L,S −→ Y (as in 3.13). Let E˜ be the
local system on Y˜L,S defined in 5.6; its restriction to π
−1(R∗1) is denoted again by
E˜ . From the definitions, we have K|R∗1 = π1!E˜ . By the proof of 3.13(a) we have
π−1(R∗1) = ⊔xL∈N(L,S)/L{(g, xL); g ∈ R∗1}
where N(L, S) = {x ∈ NG0L, xSx−1 = S}. Define ǫ : s−1R1 −→ R1 by g 7→ sg. We
see that ǫ∗K|R∗1 = ⊕xL∈N(L,S)/LEx|s−1R∗1 where Ex is the local system on s−1R1
obtained by taking inverse image of E under s−1R1 −→ S, g 7→ xsgx−1. Now s−1R1
is an isolated stratum of ZG(s) contained in the connected component δ˜ (it is the
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stratum containing u). From 23.4 we see that Ex and Eˇx are strongly cuspidal and
clean with respect to ZG(s). By 16.12 we can find complexes K
′
j(j ∈ [1, m]) on δ˜
of the same type as K′ and an open subset U of δ˜ containing all unipotents in δ˜
such that
(a) ǫ′∗(K′|sU) ∼= ⊕jK′j |U ,
where ǫ′ : U −→ sU is g 7→ sg. Note that R∗1 ∩ sU contains su hence is non-empty.
Since sU is open in sδ˜, and R1 is an irreducible subset of sδ˜, we see that R1 ∩ sU
is an open dense subset of R1. Since R
∗
1 is another open dense subset of R1 we see
that
(b) R∗1 ∩ sU = (R1 ∩ sU) ∩R∗1 is open dense in R1.
It suffices to show that the local systems Hi(K′)|R∗1∩sU , K|R∗1∩sU have no common
irreducible direct summand. Using (a) we see that it suffices to show that for any
j ∈ [1, m], x ∈ N(L, S),
(c) the local systems Hi(K′j)|s−1R∗1∩U , Exs−1R∗1∩U have no common irreducible
direct summand.
Since s−1R1 is an isolated stratum of ZG(s), Hi(K′j)|s−1R1 is a local system. Using
(b) we see that (c) would follow from the following statement:
(d) the local systems Hi(K′j)|s−1R1, Ex have no common irreducible direct
summand.
By 16.12(b) we may assume that there exists x′ ∈ G0 such that x′−1sx′ ∈ S′s and
the following holds. Let L′′ = x′L′x′−1, S′′ = x′S′x′−1, L′0 = L′′ ∩ ZG(s)0,
S′0 is a stratum of NGL
′
0 contained in δ˜, containing unipotent elements and such
that S′0 ⊂ s−1S′′,
E ′0 is the local system on S′0, inverse image of E ′ under S′0 −→ S′, g 7→ x′−1sgx′,
(L′0, S
′
0, E ′0) ◮ZG(s) K′j.
From 23.4 we see that E ′0 is strongly cuspidal and clean with respect to NZG(s)(L′0).
We see that (d) follows from 33.2 (applied to ZG(s),K
′
j, Eˇx instead of G,K′, E)
provided we can show that
(e) YL′0,S′0 (defined in terms of ZG(s)) is not equal to s
−1R1.
Assume that YL′0,S′0 = s
−1R1. Since s−1R1 is an isolated stratum of ZG(s), it
follows that L′0 = ZG(s)
0 and S′0 = s
−1R1 hence ZG(s)0 ⊂ L′′ and u ∈ S′0. Since
sS′0 ⊂ S′′, we have su ∈ S′′. We can find a parabolic P ′ of G0 with Levi L′ such
that S′ ⊂ NGP ′ ∩NGL′ hence S′′ ⊂ NG(x′P ′x′−1) ∩NG(x′L′x′−1). We see that
su ∈ NG(x′P ′x′−1) ∩NG(x′L′x′−1). Using 2.1(c) with g = su,Q = x′P ′x′−1, we
see that L(su) ⊂ x′L′x′−1 = L′′ where L(su) is defined as in 2.1. We can find a
parabolic P of G0 with Levi L such that S ⊂ NGP ∩NGL hence su ∈ NGP ∩NGL.
Moreover, su is isolated in NGP ∩ NGL. From 3.8(a) we see that L ⊂ L(su).
Combining with L(su) ⊂ L′′, we see that L ⊂ L′′. Since Y ⊂ Y¯L′,S′ − YL′,S′ , we
have Y¯ ⊂ Y¯L′,S′ . Taking images under the map σ : D −→ D//G0 (see 7.1) we
obtain dimσ(Y¯ ) ≤ dimσ(Y¯L′,S′). Using 7.3(b) we can rewrite the last inequality
in the form dim(δZ0L) ≤ dim(δ
′Z0L′) where δ′ is the connected component of NGL′
that contains S′. Equivalently,
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(f) dim(δZ0L) ≤ dim(δ
′′Z0L′′)
where δ′′ is the connected component of NGL′′ that contains S′′. From L ⊂
L′′ we deduce ZL′′ ⊂ ZL. Intersecting both sides with ZG(su) and noting that
su ∈ δ, su ∈ δ′′ we see that δ′′ZL′′ ⊂ δZL. Taking identity components we have
δ′′Z0L′′ ⊂ δZ0L. Using (f) we deduce δ
′′Z0L′′ = δZ0L. Taking the centralizer of
both sides in G0 and using 1.10(a) we obtain L = L′′. Now S and S′′ are strata
of NGL = NGL
′′ which contain a common point, su. Hence S = S′′. Since
(L, S) = (L′′, S′′) we have YL,S = YL′′,S′′ hence Y = YL′,S′ . This contradicts
Y ⊂ Y¯L′,S′ − YL′,S′ and proves (e). The proposition is proved.
33.4. Let I be a finite collection of mutually non-isomorphic character sheaves
on D and let A ∈ I. Let Y = YL,S be the stratum of D such that supp(A) = Y¯ .
Let Y˜ = {(g, xL) ∈ D × G0/L; x−1gx ∈ S∗} (see 3.13). Define π1 : Y˜ −→ Y by
π1(g, xL) = g. By 25.2, for any A
′ ∈ I and any i ∈ Z there exists a local system
E ∈ S(S) such that Hi(A′)|Y is a local system isomorphic to a direct summand of
π1!E˜ with E˜ as in 5.6. Replacing E by the direct sum of the local systems E (for
various j, i as above) we see that we may assume that E is the same for all A′, i.
We can find n′ ∈ N∗k such that E ∈ Sn′(S). Let δ be the connected component of
NGL that contains S. Let g1 ∈ S. Let H = {(z1, l1) ∈ δZ0L × L; l1zn
′
1 g1l
−1
1 = g1}.
Let
V = {(g, x, z, l) ∈ D ×G0 × δZ0L × L; x−1gx = lzn
′
g1l
−1 ∈ S∗}.
Now V is irreducible; it is isomorphic to the product of G0 with an open dense
subset of δZ0L × L. We have a commutative diagram with cartesian squares
Y˜ ′ a
′←−−−− Z ′ b′−−−−→ S′
π2
y π3
y π4
y
Y
π1←−−−− Y˜ a←−−−− Z b−−−−→ S
where
S′ is the space of H0-orbits on δZ0L × L for the free H0-action by right trans-
lation,
Z = {(g, x) ∈ D ×G0; x−1gx ∈ S∗},
Y˜ ′ is the space of (L×H0)-orbits on V for the free L×H0-action (l0, (z1, l1)) :
(g, x, z, l) 7→ (g, xl−10 , zz−11 , l0ll−11 ),
Z ′ is the space of H0-orbits on V for the free H0-action (z1, l1)) : (g, x, z, l) 7→
(g, x, zz−11 , ll
−1
1 ),
a(g, x) = (g, xL), b(g, x) = x−1gx, a′ is the obvious map, b′(g, x, z, l) 7→ (z, l),
π2(g, x, z, l) = (g, xL), π3(g, x, z, l) = (g, x), π4(z1, l1) = l
−1
1 z
n′
1 g1l1.
Now Y˜ ′ is irreducible since V is irreducible; Y˜ is irreducible since it equals π2(Y˜ ′).
Since E ∈ Sn′(S), the local system π∗4E on S′ is (δZ0L × L)-equivariant (for the
action by left translation). Since this action is transitive with connected isotropy
groups, we see that π∗4E ∼= Q¯el for some integer e ≥ 1. Hence π∗3b∗E = b′∗π∗4E ∼= Q¯el .
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By definition, a∗E˜ = b∗E . Hence a′∗π∗2 E˜ = π∗3a∗E˜ = π∗3b∗E ∼= Q¯el . Since a′ is a
principal L-bundle, it follows that π∗2 E˜ ∼= Q¯el . Now π0 := π1π2 : Y˜ ′ −→ Y is a
composition of two (finite) principal coverings (π1 is a principal H/H
0-covering
since π4 is a principal H/H
0-covering; π1 is a principal covering by 3.13(a)) hence
it is a not necessarily principal, finite unramified covering. Let N = |π−10 (y)|
for some/any y ∈ Y . Let Y ′′ be the set of all pairs (y, f) where y ∈ Y and
f : {1, 2, . . . , N} −→ π−10 (y) is a bijection. Then Y ′′ is an algebraic variety and
π′0 : Y
′′ −→ Y, (y, f) 7→ y is a principal covering whose group is the symmetric
group SN . Moreover, π
′
0 factors as Y
′′ τ−→ Y˜ ′ π0−→ Y where τ(y, f) = f(1). Let Yˆ
be a connected component of Y ′′. Then τ0 : Yˆ −→ Y˜ ′ (restriction of τ) is a finite
unramified covering. Let π : Yˆ −→ Y be the restriction of π′0. Then π is a (finite)
principal bundle whose group is the group Γ consisting of all elements of SN which
map Yˆ into itself. Moreover, π factors as Yˆ
τ1−→ Y˜ π1−→ Y where τ1 = π1τ0 is a finite
unramified covering. Since π∗2 E˜ ∼= Q¯el , we have τ∗1 E˜ ∼= Q¯el . Hence any irreducible
direct summand of the local system E˜ is a direct summand of τ1!Q¯l. Now let E1
be an irreducible local system on Y which is a direct summand of π1!E˜ . We can
find an irreducible direct summand E2 of E˜ such that E1 is a direct summand of
π1!E2. Then E2 is a direct summand of τ1!Q¯l, hence π1!E2 is a direct summand of
π1!τ1!Q¯l = π!Q¯l. Since E1 is a direct summand of π1!E2 it follows that
(a) E1 is a direct summand of π!Q¯l.
Let C be the category whose objects are local systems on Y which are direct sums
of irreducible direct summands of π!Q¯l. Let CΓ be the category of Q¯l[Γ]-modules
of finite dimension over Q¯l. We have an equivalence of categories CΓ −→ C: it
attaches to an object M of CΓ the local system [M ] = (M∗ ⊗ π!Q¯l)Γ in C; here
π!Q¯l is regarded naturally as a local system with Γ-action, M
∗ is the dual of M
and the superscript denotes Γ-invariants. Using (a) and the definition of E , we see
that, for any A′ ∈ I, i ∈ Z, we have Hi(A′)|Y ∈ C. Hence Hi(A′)|Y ∼= [MA′,i] for
some MA′,i ∈ CΓ, well defined up to isomorphism. Let e = dimY . Then MA,−e is
an irreducible object of CΓ.
In the remainder of this section we assume that:
(b) D is clean in the sense that, for any parabolic subgroup P of G0 such that
NDP 6= ∅, any cuspidal character sheaf of NDP/UP is 0 on the complement of
some isolated stratum of NDP/UP .
We show:
(c) if A′ ∈ I, i ∈ Z and A′ 6= A then MA′,i contains no direct summand iso-
morphic to MA,−e.
This follows from 33.3 which is applicable in view of (b), the admissibility of char-
acter sheaves (30.6), the strong cuspidality of cuspidal character sheaves (31.15)
and the fact that D(A) is a character sheaf (28.18).
In the remainder of this section we assume that k is an algebraic closure of a
finite field Fq and that G has a fixed Fq-rational structure whose Frobenius map
F induces the identity map on G/G0. Replacing Fq by a finite extension, we may
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assume that F (Y ) = Y , that Yˆ and π : Yˆ −→ Y are defined over Fq, that the
Frobenius map F : Yˆ −→ Yˆ satisfies F (γyˆ) = γF (yˆ) for all γ ∈ Γ, yˆ ∈ Yˆ , that
F ∗A′ ∼= A′ for all A′ ∈ I and that for any γ ∈ Γ and any integer m ≥ 1 there
exists yˆγ,m ∈ Yˆ such that Fm(yˆγ,m) = γyˆγ,m. (We then set yγ,m = π(yˆγ,m).)
Let M ∈ CΓ. The stalk of [M ] at y ∈ Y is the vector space
[M ]y = {f : π−1(y) −→M∗; f(yˆ) = γ(f(γ−1yˆ)) for all γ ∈ Γ, yˆ ∈ Yˆ }.
Letm ≥ 1. For any R ∈ AutCΓ(M∗) there is a unique isomorphism of local systems
R˜ : Fm∗[M ] ∼−→ [M ] such that for any y ∈ Y , R˜ induces on stalks the linear map
R˜y : [M ]Fm(y) −→ [M ]y which to a function f : π−1(Fm(y)) −→ M∗ associates
the function f ′ : π−1(y) −→ M∗ given by f ′(yˆ) = R(f(F−m(yˆ))). Clearly, any
isomorphism Fm∗[M ] ∼−→ [M ] is of the form R˜ for a unique R as above.
For γ ∈ Γ we have an isomorphism
(d) [M ]yγ,m
∼−→M∗, f 7→ f(yˆγ,m).
If R is as above then R˜yγ,m maps [M ]yγ,m into itself (since F
m(yγ,m) = yγ,m) and
it corresponds under (d) to the automorphism γ−1R = Rγ−1 :M∗ −→M∗. Hence
(e) tr(R˜yγ,m , [M ]yγ,m) = tr(γ
−1R,M∗) = tr(tRγ,M).
33.5. Let V be an algebraic variety defined over Fq with Frobenius map F : V −→
V . Let K ∈ D(V ) and let φ : F ∗K ∼−→ K be an isomorphism. For any integer
m ≥ 1 we denote by φ(m) : Fm∗K ∼−→ K the composition
(Fm)∗K
(Fm−1)∗φ−−−−−−→ (Fm−1)∗K (F
m−2)∗−−−−−→ . . . F
∗φ−−→ F ∗K φ−→ K.
33.6. For each A′ ∈ I we choose an isomorphism κA′ : F ∗A′ ∼−→ A′. Let κ′A :
F ∗D(A) ∼−→ D(A) be the isomorphism such that for any y ∈ Y the isomorphism
H−eD(A)F (y) ∼−→ H−eD(A)y (that is, H−e(A)ˇF (y) ∼−→ H−e(A)ˇy) induced by κ′A is
qdimD−e times the transpose inverse of the isomorphism H−e(A)F (y) ∼−→ H−e(A)y
induced by κA.
Proposition 33.7. Let A′ ∈ I. For any integer m ≥ 1 we have
(a) q−(dimD−e)m|Γ|−1
∑
γ∈Γ
χ
A′,κ(m)
A′
(yγ,m)χD(A),κ′
A
(m)(yγ,m) = δA,A′ .
Under an isomorphism Hi(A′)|Y ∼= [MA′,i], the isomorphism
F ∗mHi(A′) ∼−→ Hi(A′) induced by κ(m)A′ : F ∗mA′ ∼−→ A′ corresponds to an iso-
morphism F ∗m[MA′,i]
∼−→ [MA′,i] which must be of the form R˜ for some R =
Rm,A′,i ∈ AutCΓ(M∗A′,i) hence
tr(κ
(m)
A′ ,Hi(A′)yγ,m) = tr(tRm,A′,iγ,MA′,i).
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Next we have
tr(κ′A
(m),H−e(D(A))yγ,m) = q(dimD−e)mtr((κ(m)A )−1,H−e(A)yγ,m)
= q(dimD−e)mtr(tR−1m,A,−eγ
−1,MA,−e).
Hence the left hand side of (a) equals
(b)
∑
i
(−1)i+e|Γ|−1
∑
γ∈Γ
tr(tRm,A′,iγ,MA′,i)tr(
tR−1m,A,−eγ
−1,MA,−e)
that is,
∑
i
(−1)i+e|Γ|−1tr((tRm,A′,i ⊗ tRm,A,−e)
∑
γ∈Γ
(γ ⊗ γ−1),MA′,i ⊗MA,−e).
Assume first that A′ 6= A. To show that (b) is zero it is enough to show that for
any i,
∑
γ∈Γ(γ⊗ γ−1) acts as 0 on MA′,i⊗MA,−e. This follows from the fact that
the Γ-invariant part of the Γ-module MA′,i ⊗M∗A,−e is zero (see 33.4(c)).
Assume next that A′ = A. Then we have MA′,i = 0 unless i = −e. We must
show that
|Γ|−1
∑
γ∈Γ
tr(tRm,A,−eγ,MA,−e)tr(tR−1m,A,−eγ
−1,MA,−e) = 1.
Since MA,−e is an irreducible Γ-module, tRm,A,−e acts as on it as a scalar, hence
the desired equality follows from the Schur orthogonality relations for irreducible
characters of Γ.
34. The structure of HDn
34.1. We give (a variant of) some definitions in [L13, 1]. Let R be a commutative
ring with 1. Let A be an associative R-algebra with 1 with a given finite basis
B as an R-module. We assume that 1 is compatible with B in the following
sense: 1 =
∑
λ 1λ where 1λ ∈ B are distinct, 1λ1λ′ = δλ,λ′1λ and any b ∈ B
satisfies 1λb1λ′ = b for some (uniquely determined) λ, λ
′. For b, b′ ∈ B we have
bb′ =
∑
b′′∈B r
b′′
b,b′b
′′ where rb
′′
b,b′ ∈ R. We say that b′  b if b′ ∈ ∩K∈F ;b∈KK where
F is the collection of all subsets K of B such that∑b1∈K Rb1 is a two-sided ideal
of A; we say that b ∼ b′ if b′  b and b  b′. This is an equivalence relation on B
and the equivalence classes are the two-sided cells. (Replacing two-sided ideals by
left ideals in the definition of  and of two-sided cells we obtain the notion of left
cells. The left cells form a partition of B finer than that given by two-sided cells.)
We say that b′ ≺ b if b′  b and b′ 6∼ b. For any b ∈ B let A≺b = ⊕b′∈B;b′≺bRb.
Assume now that R = A = Z[v, v−1]. Let b ∈ B. We can find an integer m ≥ 0
such that v−mrb
′′
b,b′ ∈ Z[v−1] for any b′, b′′ in the two-sided cell of b. The smallest
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such m is denoted by a(b). We say that B satisfies P1 if a(b) = a(b
′) whenever
b, b′ are in the same two-sided cell. Assume that B satisfies P1. For b ∈ B we set
bˆ = v−a(b)b ∈ A. Let A− =∑b∈B Z[v−1]bˆ ⊂ A. Then A− is an associative Z[v−1]-
algebra for the multiplication bˆ ∗ bˆ′ =∑b′′∈B;b′′∼b v−a(b)rb′′b,b′ bˆ′′ if b ∼ b′, bˆ ∗ bˆ′ = 0
if b 6∼ b′. Let A∞ = A−/v−1A− and let tb = bˆ+ v−1A− ∈ A∞. Then A∞ is a ring
with Z-basis {tb; b ∈ B} and with multiplication defined by tbtb′ =
∑
b′′∈B γ
b′′
b,b′tb′′
where γb
′′
b,b′ ∈ Z is given by v−a(b)rb
′′
b,b′ = γ
b′′
b,b′ mod v
−1Z[v−1] if b, b′, b′′ are in the
same two-sided cell and γb
′′
b,b′ = 0, otherwise. We say that B satisfies P2 if A
∞ has
a unit element compatible with the basis {tb; b ∈ B}. We say that B satisfies P3
if for any b1, b2, b3, b4 ∈ B such that b2 ∼ b4 we have
∑
β∈B;β∼b2
rβb1,b2(v)r
b4
β,b3
(v′) =
∑
β∈B;β∼b2
rβ4b1,β(v)r
β
β2,b3
(v′)
where v′ is an indeterminate independent of v. In this case, assuming also that
b2 ∼ b3 ∼ b4, we pick the coefficient of v′a(b2) = v′a(b4) in both sides and we obtain
(a)
∑
β∈B;β∼b2
rβb1,b2γ
b4
β,b3
=
∑
β∈B;β∼b2
rβ4b1,βγ
β
β2,b3
.
Assume that B satisfies P1, P2, P3. The unit element of A
∞ is of the form
∑
b∈D tb
where D ⊂ B. We say that D is the set of distinguished elements of B.
Let A∞A = A⊗ A∞. We define an A-linear map Φ : A −→ A∞A by
Φ(b) =
∑
b1∈D,b2∈B;b1∼b2
rb2b,b1tb2
for b ∈ B. Then Φ is an A-algebra homomorphism taking 1 to 1. If we identify
A,A∞A as A-modules via b ↔ tb, the obvious left A∞A -module structure on A∞A
becomes the left A∞A -module structure on A given by tb ∗ b′ =
∑
b′′∈B γ
b′′
b,b′b
′′. For
x ∈ A, b ∈ B we have
(b) xb = Φ(x) ∗ b mod A≺b.
Indeed, we may assume that x ∈ B. Using (a), we have
Φ(x) ∗ b =
∑
b1∈D,b2∈B;b1∼b2
rb2x,b1tb2 ∗ b =
∑
b1∈D,b2,b′′∈B;b1∼b2
rb2x,b1γ
b′′
b2,bb
′′
=
∑
b1∈D,b2,b′′∈B;b1∼b∼b′′
rb2x,b1γ
b′′
b2,bb
′′ =
∑
b1∈D,b′1,b′′∈B;b1∼b∼b′′
rb
′′
x,b′1
γ
b′1
b1,b
b′′
=
∑
b1∈D,b′′∈B;b1∼b∼b′′
rb
′′
x,bγ
b
b1,b
b′′ =
∑
b′′∈B;b∼b′′
rb
′′
x,bb
′′ = xb mod A≺b,
as required.
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Let K be a field and let A −→ K be a homomorphism of rings with 1. Let
AK = K ⊗A A,A∞K = K ⊗Z A∞,AK,≺b = K ⊗A A≺b (b ∈ B). Then Φ induces a
K-algebra homomorphism ΦK : AK −→ A∞K . We show:
(c) If AK is a semisimple algebra then ΦK is an (algebra) isomorphism.
Since AK ,A
∞
K have the same (finite) dimension, it suffices to show that ΦK is
injective. The A∞A -module structure on A extends to an A
∞
K -module structure on
AK denoted again by ∗. From (b) we deduce that xb = ΦK(x) ∗ b mod AK,≺b
for any x ∈ AK , b ∈ B. In particular, if x ∈ KerΦK , b ∈ B then xb ∈ AK,≺b.
Applying this repeatedly, we see that for any m ≥ 1, any x1, x2, . . . , xm in KerΦK
and any b ∈ B, x1x2 . . . xmb is a K-linear combination of elements b′ ∈ B such
that b′ = bm ≺ bm−1 ≺ · · · ≺ b0 = b (with bi ∈ B). If m is large enough, no such
b′ exists. Thus for large enough m we have x1x2 . . . xmb = 0 for all b ∈ B hence
x1x2 . . . xm = 0. We see that KerΦK is a nilpotent two-sided ideal of AK . Hence
it is 0. Thus ΦK is injective and (c) is proved.
34.2. Let D be a connected component of G0. Let WD be the subgroup of
W• ⊂ Aut(T) generated by W and by D. Now W is a normal subgroup of WD
and WD/W is a finite cyclic group.
We fix n ∈ N∗k. Let λ ∈ sn. We write Rλ instead of RL (see 28.3) where λ is
the isomorphism class of L ∈ sn. Then Rλ is a root system and R+λ = Rλ ∩R+ is
a set of positive roots for Rλ. Let Πλ be the unique set of simple roots for Rλ such
that Πλ ⊂ R+λ . Recall that Wλ, the subgroup of W generated by {sα;α ∈ Rλ}
is the Weyl group of the root system Rλ. Let Iλ = {sα;α ∈ Πλ} ⊂ Wλ. Then
(Wλ, Iλ) is a Coxeter group. Let W
D
λ = {w ∈ WD;wλ = λ}. Let ΩDλ = {w ∈
WDλ ;w(R
+
λ ) = R
+
λ }. (Here WD acts on R by w : α 7→ wα, (wα)(t) = α(w−1t)
for t ∈ T.) Then Wλ is a normal subgroup of WDλ , ΩDλ is a subgroup of WDλ
and WDλ is the semidirect product of Wλ and Ω
D
λ . Define l : W
D −→ N by
l(w) = |{α ∈ R+;w(α) ∈ R−}|. This extends the length function W −→ N.
Define lλ : W
D −→ N by lλ(w) = |{α ∈ R+λ ;w(α) ∈ R−}|. Then ΩDλ = {w ∈
WDλ ; lλ(w) = 0}, Iλ = {w ∈ Wλ; lλ(w) = 1}. The standard partial order ≤λ of
the Coxeter group Wλ is extended to a partial order ≤λ on WDλ as follows: if
w1, w
′
1 ∈ ΩDλ , w2, w′2 ∈Wλ, we say that w1w2 ≤λ w′1w′2 if w1 = w′1 and w2 ≤λ w′2.
Let HDλ be the A-algebra defined by the generators T˜λw(w ∈WDλ ) and relations
(a) T˜λwT˜
λ
w′ = T˜
λ
ww′ if w,w
′ ∈WDλ , lλ(ww′) = lλ(w) + lλ(w′),
(b) (T˜λσ )
2 = T˜λ1 + (v − v−1)T˜λσ for σ ∈ Iλ.
Then {T˜λw ;w ∈ WDλ } is an A-basis of HDλ . Let Hλ be the A-submodule of HDλ
with A-basis {T˜λw ;w ∈ Wλ}. This is an A-subalgebra of HDλ . Let ¯ : HDλ −→
HDλ be the unique ring homomorphism such that v
mT˜λw = v
−m(T˜λw−1)
−1 for all
w ∈ WDλ , m ∈ Z. From the definitions, for any w ∈ WDλ we have T˜λw − T˜λw ∈∑
y∈WD
λ
;y≤λw,y 6=wAT˜λy . By an argument similar to one in [L12, 5.2] we see that
for any w ∈ WDλ there is a unique element cλw ∈ HDλ such that cλw = cλw and
cλw − T˜λw ∈
∑
y∈WD
λ
;y 6=w v
−1Z[v−1]T˜λy . Also, {cλw;w ∈ WDλ } is an A-basis of HDλ
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and {cλw;w ∈Wλ} is an A-basis of Hλ (as in [KL]).
Lemma 34.3. The A-algebra HDλ with its basis (cλw)w∈WDλ satisfies P1, P2, P3 in
34.1.
The analogous statement where HDλ ,W
D
λ are replaced by Hλ,Wλ holds by
[L12, §15]. The proof of the lemma is entirely similar; alternatively, it can be
reduced to the case of Hλ using the identities
(a) cλw1w2 = T˜
λ
w1
cλw2 , c
λ
w2w1
= cλw2 T˜
λ
w1
for w1 ∈ ΩDλ , w2 ∈Wλ,
(b) T˜λw1 T˜
λ
w′1
= T˜λw1w′1
for w1 ∈ ΩDλ , w′1 ∈ ΩDλ .
The function a : {cλw;w ∈ WDλ } −→ N (see 34.1) is determined by the analo-
gous function a : {cλw;w ∈ Wλ} −→ N (defined in terms of Hλ) by a(cλw1w2) =
a(cλw2w1) = a(c
λ
w2
) for w1 ∈ ΩDλ , w2 ∈ Wλ. The two-sided cells of {cλw;w ∈ WDλ }
are the sets of the form T˜λw1cT˜
λ
w′1
where w1, w
′
1 run through Ω
D
λ and c is a two-sided
cell of {cλw;w ∈Wλ}. We show:
(c) If cλw(w ∈ WDλ ) is a distinguished basis element of HDλ (see 34.1) then
w ∈Wλ and w2 = 1.
By [L12] any left cell of Wλ contains a unique distinguished basis element. By the
same argument, any left cell of WDλ contains a unique distinguished basis element.
Let Γ be the left cell of WDλ that contains c
λ
w. (See 3.1.) Write w = w1w2 with
w1 ∈ ΩDλ , w2 ∈ Wλ. From (a) we have cλw = T˜λw1cλw2 , cλw2 = T˜λw−11 cwλ . Hence
cλw2 ∈ Γ. We see that, if Γ′ is the left cell of Wλ that contains cλw2 , then Γ′ ⊂ Γ.
Let cλw3 be the unique distinguished basis element of Wλ that is contained in Γ
′.
Then cλw3 is also a distinguished basis element of W
D
λ contained in Γ hence, by
uniqueness, we have cλw3 = c
λ
w. We see that w = w3 ∈Wλ. The fact that w2 = 1
also follows from [L12].
34.4. Let HDn be the A-algebra with 1 defined by the generators T˜w(w ∈ WD),
1λ(λ ∈ sn) and the relations
1λ1λ = 1λ for λ ∈ sn, 1λ1λ′ = 0 for λ 6= λ′ in sn,
T˜wT˜w′ = T˜ww′ for w,w
′ ∈WD with l(ww′) = l(w) + l(w′),
T˜w1λ = 1wλT˜w for w ∈WD, λ ∈ sn,
T˜ 2s = T˜1 + (v − v−1)
∑
λ;s∈Wλ T˜s1λ for s ∈ I,
T˜1 =
∑
λ 1λ.
We identify Hn (see 31.2) with the subalgebra of H
D
n generated by T˜w(w ∈
W), 1λ(λ ∈ sn) by Tw 7→ vl(w)T˜w(w ∈ W), 1λ 7→ 1λ(λ ∈ sn). There is a
unique ring homomorphism¯: HDn −→ HDn such that T˜w = T˜−1w−1 for all w ∈ WD,
vm1λ = v
−m1λ for all λ and all m ∈ Z. It has square 1. Its restriction to Hn is the
involution¯: Hn −→ Hn described in 31.3. From the definitions, for any w ∈WD,
λ ∈ sn we have T˜w1λ − T˜w1λ ∈
∑
y∈WD ;y≤w,y 6=wAT˜y1λ. By an argument similar
to one in [L12, 5.2] we see that for any w ∈WD, λ ∈ sn, there is a unique element
CHARACTER SHEAVES ON DISCONNECTED GROUPS, VII 31
cw,λ ∈ HDn such that cw,λ = cw,λ and cw,λ − T˜w1λ ∈
∑
y∈WD;y 6=w v
−1Z[v−1]T˜y1λ.
We have cw,λ ∈ 1wλHDn 1λ. Also, {cw,λ;w ∈WD, λ ∈ sn} is an A-basis of HDn .
Proposition 34.5. The A-algebra HDn with its basis (cw,λ)(w,λ)∈WD×sn satisfies
P1, P2, P3 in 34.1.
The proof is given in 34.10.
34.6. In the setup of 34.2, the A-algebra 1λHDn 1λ (a subalgebra of HDn ) has a
unit element 1λ, an A-basis {T˜w1λ;w ∈WDλ } and an A-basis {cw,λ;w ∈WDλ }.
Lemma 34.7. The A-algebra 1λHDn 1λ with its basis {cw,λ;w ∈ WDλ } satisfies
P1, P2, P3 in 34.1.
Define ϑλ : H
D
λ −→ 1λHDn 1λ by T˜λw 7→ T˜w1λ (an isomorphism of A-modules).
Using 34.3, we see that it suffices to show that ϑλ is an isomorphism of A-algebras
carrying cλw to cw,λ for any w ∈WDλ . We use the notation in 34.2. We show:
(a) Let w ∈WD, α ∈ Πλ, σ = sα ∈ Iλ. Then T˜wT˜σ1λ = T˜wσ1λ+δ(v−v−1)T˜w1λ
(in HDn ) with δ ∈ {0, 1}. If in addition w ∈ WDλ then δ = 0 if lλ(wσ) > lλ(w)
and δ = 1, otherwise.
The proof has some common features with one in [MS, 3.3.5]. We have σ =
s1s2 . . . sr with si ∈ I, r = l(σ). By [L3, I, 5.3], there exists j ∈ [1, r] such that
sr . . . sj+1sjsj+1 . . . sr ∈ Wλ and sr . . . si+1sisi+1 . . . sr /∈ Wλ for i ∈ [1, r]− {j};
by [L3, I, 5.6], we have σ = sr . . . sj+1sjsj+1 . . . sr. Hence s1s2 . . . sj−1sj+1 . . . sr =
1. From the relations of HDn we have:
T˜ws1s2...sj−1 T˜sj1sj+1...srλ = T˜ws1s2...sj1sj+1...srλ + δ
′(v − v−1)T˜ws1s2...sj−11sj+1...srλ
where δ′ = 0 if l(ws1s2 . . . sj) > l(ws1s2 . . . sj−1) and δ′ = 1 otherwise,
T˜ws1s2...si−1 T˜si1si+1...srλ = T˜ws1s2...si1si+1...srλ
for i ∈ [1, r]− {j},
T˜ws1s2...sj−1sj+1...si−1 T˜si1si+1...srλ = T˜ws1s2...sj−1sj+1...si1si+1...srλ
for i ∈ [j + 1, r]. From these identities we see that
T˜wT˜σ1λ = T˜wT˜s1 T˜s2 . . . T˜sr1λ = T˜ws1s2...sj−1 T˜sj T˜sj+1 . . . T˜sr1λ
= T˜ws1s2...sj T˜sj+1 . . . T˜sr1λ + δ
′(v − v−1)T˜ws1s2...sj−1 T˜sj+1 . . . T˜sr1λ
= T˜ws1s2...sjsj+1...sr1λ + δ
′(v − v−1)T˜ws1s2...sj−1sj+1...sr1λ
= T˜wσ1λ + δ
′(v − v−1)T˜w1λ.
Assume now that w ∈ WDλ . We show that δ = δ′. The condition that δ = 0
is equivalent to the condition that w(α) ∈ R+λ . The condition that δ′ = 0 is
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equivalent to the condition that ws1s2 . . . sj−1(αj) ∈ R+ where αj ∈ R+ is defined
by sj = sαj . Since α = s1s2 . . . sj−1(αj), this completes the proof of (a).
We show:
(b) Let w ∈WDλ , w′ ∈ ΩDλ . Then T˜wT˜w′1λ = T˜ww′1λ ∈ HDn .
We write w′ = s1s2 . . . sr with si ∈ I, r = l(w′). Using [L3, I, 5.3] we see that
sr . . . si+1sisi+1 . . . sr /∈Wλ for all i ∈ [1, r]. From the relations of HDn we have
T˜ws1s2...si−1 T˜si1si+1...srλ = T˜ws1s2...si1si+1...srλ
for i ∈ [1, r]. Using these identities we see that T˜wT˜w′1λ = T˜wT˜s1 T˜s2 . . . T˜sr1λ =
T˜ws1s2...sr1λ and (b) follows.
We show that ϑλ is an algebra homomorphism. We must check that (T˜σ1λ)
2 =
1λ+(v− v−1)T˜σ1λ for s ∈ Iλ. This is a special case of (a) (take w = σ). We must
also check that (T˜w1λ)(T˜w′1λ) = T˜ww′1λ if w,w
′ ∈WDλ , lλ(ww′) = lλ(w)+ lλ(w′).
If w,w′ ∈ Wλ, this is proved by induction on lλ(w′), the induction step being
provided by (a). The general case can be reduced to this special case using (b).
We see that ϑλ is an A-algebra isomorphism. We show that
ϑλ(h) = ϑλ(h) for h ∈ HDλ .
Assume first that h = T˜λw where w ∈ ΩDλ . Then h = (T˜λw−1)−1 = T˜λw . Hence
ϑλ(h) = T˜w1λ = T˜
−1
w−11λ = T˜
−1
w 1λ = ϑλ(T˜
l
w) = ϑλ(h),
as required. Assume next that h = T˜λσ where σ ∈ Iλ. Then
ϑλ(h) = ϑλ((T˜
λ
σ )
−1) = ϑλ(T˜λσ + (v
−1 − v)T˜λ1 ) = T˜σ1λ + (v−1 − v)T˜11λ = T˜−1σ 1λ
= T˜σ1λ = ϑλ(h),
as required.
We see that for w ∈WDλ we have ϑλ(cλw) = ϑλ(cλw). Hence ϑλ(cλw) satisfies the
defining properties of cw,λ so that ϑλ(c
λ
w) = cw,λ. The lemma is proved.
Using now 34.3(c) we see that
(c) If cw,λ(w ∈WDλ ) is a distinguished basis element of 1λHDn 1λ (see 34.1) then
w ∈Wλ and w2 = 1.
34.8. Let s′n be a set of representatives for the W
D-orbits in sn. For λ ∈ sn define
λ0 ∈ s′n by λ0 ∈WDλ (the WD-orbit of λ). Let
Γ = {(λ1, λ2) ∈ sn × sn;WDλ1 = WDλ2}.
Let EDn be the set of all formal sums x =
∑
(λ1,λ2)∈Γ xλ1,λ2 where xλ1,λ2 ∈
1λ01H
D
n 1λ02 . Then E
D
n is naturally anA-module and an associativeA-algebra where
the product xy of x, y ∈ EDn is given by (xy)λ1,λ2 =
∑
λ˜∈WDλ1 xλ1,λ˜yλ˜,λ2 . This
algebra has a unit element, namely the element 1 such that 1λ1,λ2 = δλ1,λ21λ1
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for (λ1, λ2) ∈ Γ. Define a ring involution ¯ : EDn −→ EDn by x 7→ x where
xλ1,λ2 = xλ1,λ2 . (Note that¯: H
D
n −→ HDn maps 1λ01HDn 1λ02 onto itself.)
Let C = {(λ1, λ2, w) ∈ sn × sn ×WD;wλ01 = λ01 = λ02}. For (λ1, λ2, w) ∈ C
define xλ1,λ2,w ∈ EDn by
xλ1,λ2,wλ′1,λ′2
= δ(λ′1,λ′2),(λ1,λ2)T˜w1λ01 .
Then {xλ1,λ2,w; (λ1, λ2, w) ∈ C} is an A-basis of H ′′n . From the definitions, for
(λ1, λ2, w) ∈ C we have
xλ1,λ2,w − xλ1,λ2,w ∈∑y∈WD;y≤w,y 6=w,yλ01=λ01 Axλ1,λ2,y
By an argument similar to one in [L12, 5.2] we see that for any
(λ1, λ2, w) ∈ C there is a unique element cλ1,λ2,w ∈ EDn such that cλ1,λ2,w =
cλ1,λ2,w and
cλ1,λ2,w − xλ1,λ2,w ∈
∑
y∈WD,yλ01=λ01,y 6=w
v−1Z[v−1]xλ1,λ2,y.
Also, {cλ1,λ2,w; (λ1, λ2, w) ∈ C} is an A-basis of EDn .
Lemma 34.9. The A-algebra EDn with its basis {cλ1,λ2,w; (λ1, λ2, w) ∈ C} satis-
fies P1, P2, P3 in 34.1.
For λ ∈ s′n let Nλ = |WDλ| and let MNλ(1λHDn 1λ) be the algebra of Nλ ×Nλ
matrices with entries in 1λH
D
n 1λ. From the definitions we have a decomposition
EDn = ⊕λ∈s′nMNλ(1λHDn 1λ)
compatible with the algebra structures and with the natural bases. Using this, the
lemma is reduced to the similar statement for 1λH
D
n 1λ where it is known by 34.7.
The function a : {cλ1,λ2,w; (λ1, λ2, w) ∈ C} (see 34.1) is given by a(cλ1,λ2,w) =
a(cw,λ01) where a(cw,λ01) is defined as in 34.1 in terms of 1λ01H
D
n 1λ01 . The two-sided
cells of {cλ1,λ2,w; (λ1, λ2, w) ∈ C} are the sets of the form {cλ1,λ2,w} where λ1, λ2
run through WDλ (with λ ∈ s′n fixed) and w running through a subset X of WDλ
such that {cw,λ;w ∈ X} is a two-sided cell of {cw,λ;w ∈WDλ } (see 34.7).
Using 34.7(c) we obtain:
(a) If cλ1,λ2,w, (λ1, λ2, w) ∈ C) is a distinguished basis element of EDn then
λ1 = λ2, w ∈Wλ01 , w2 = 1.
34.10. We prove Proposition 34.5. It is enough to construct an algebra isomor-
phism HDn
∼−→ EDn which carries the basis (cw,λ) onto the basis (cλ1,λ2,w).
For each λ ∈ sn we choose a sequence sλ = (s1, s2, . . . , sr) where, for i ∈ [1, r], si
is either in I or is a power of D and λ0 = s1s2 . . . srλ 6= s2 . . . srλ 6= · · · 6= srλ 6= λ
or, equivalently, λ = s−1r . . . s
−1
2 s
−1
1 λ
0 6= s−1r−1 . . . s−11 λ0 6= · · · 6= s−11 λ0 6= λ0. Let
[sλ] = s1s2 . . . sr. We set
τλ = T˜s1 T˜s2 . . . T˜sr ∈ HDn , τ ′λ = T˜s−1r . . . T˜s−12 T˜s−11 ∈ H
D
n .
We show:
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(a) 1λ0τλτ
′
λ = 1λ0 , 1λτ
′
λτλ = 1λ.
We have
1λ0τλτ
′
λ = 1λ0 T˜s1 T˜s2 . . . T˜sr T˜s−1r . . . T˜s−12
T˜s−11
= T˜s1 T˜s2 . . . T˜sr1λT˜s−1r . . . T˜s−12
T˜s−11
.
Since srλ 6= λ, we can replace T˜sr1λT˜s−1r by 1srλ and we obtain
T˜s1 T˜s2 . . . T˜sr−11srλT˜s−1r−1
. . . T˜s−12
T˜s−11
.
Since sr−1srλ 6= srλ, we can replace T˜sr−11srλT˜s−1r−1 by 1sr−1srλ and we obtain
T˜s1 T˜s2 . . . T˜sr−21sr−1srλT˜s−1r−2
. . . T˜s−12
T˜s−11
.
Continuing in this way we find 1s1...sr−1srλ = 1λ0 . This proves the first identity in
(a). The second identity is proved in a similar way.
We have
(b) τλ1λ = τλ1λ, 1λτ ′λ = 1λτ
′
λ.
The first identity in (b) is equivalent to T˜−1
s−11
T˜−1
s−12
. . . T˜−1
s−1r
1λ = τλ1λ or to τ
′
λ
−11λ =
τλ1λ, which follows from (a). Similarly, the second identity in (b) follows from (a).
We define an A-linear map Ψ : HDn −→ EDn by
Ψ(h)λ1,λ2 = τλ11λ1h1λ2τ
′
λ2
∈ 1λ01HDn 1λ02 .
We show that Ψ is a ring homomorphism. Let h, h′ ∈ HDn , x = Ψ(h), y = Ψ(h′),
z = Ψ(hh′), z′ = Ψ(h)Ψ(h′). We have
(Ψ(h)Ψ(h′))λ1,λ2 =
∑
λ˜∈WDλ1
Ψ(h)λ1,λ˜Ψ(h
′)λ˜,λ2
=
∑
λ˜∈WDλ1
τλ11λ1h1λ˜τ
′
λ˜
τλ˜1λ˜h
′1λ2τ
′
λ2
=
∑
λ˜∈WDλ1
τλ11λ1h1λ˜h
′1λ2τ
′
λ2
where the last equality comes from (a). Since 1λ1h1λ˜ = 0 if λ˜ ∈ sn −WDλ1, we
see that
(Ψ(h)Ψ(h′))λ1,λ2 = τλ11λ1h
∑
λ˜∈sn
1λ˜h
′1λ2τ
′
λ2 = τλ11λ1hh
′1λ2τ
′
λ2 = Ψ(hh
′)λ1,λ2 .
Thus Ψ(h)Ψ(h′) = Ψ(hh′), as required.
We show that
(c) Ψ(h) = Ψ(h) for h ∈ HDn .
We have
(Ψ(h))λ1,λ2 = τλ11λ1h1λ2τ
′
λ2
, (Ψ(h))λ1,λ2 = τλ11λ1 h¯1λ2τ
′
λ2
.
It suffices to show that τλ11λ1 = τλ11λ1 , 1λ2τ
′
λ2
= 1λ2τ
′
λ2
. This follows from (b).
We show that
(d) Ψ(T˜w1λ) = x
wλ,λ,[swλ]w[sλ]
−1
for w ∈WD, λ ∈ sn.
Indeed, (Ψ(T˜w1λ))λ1,λ2 = τλ11λ1 T˜w1λ1λ2τ
′
λ2
. This is 0 unless λ2 = λ, λ1 = wλ. If
λ2 = λ, λ1 = wλ we see as in the proof of (a) that
CHARACTER SHEAVES ON DISCONNECTED GROUPS, VII 35
τλ11λ1 T˜w1λ1λ2τ
′
λ2
= τwλT˜w1λτ
′
λ = T˜[swλ]w[sλ]−11λ0 .
This proves (d).
(d) shows that Ψ is induced by a map
Ψ0 : W
D × sn −→ C, (w, λ) 7→ (wλ, λ, [swλ]w[sλ]−1).
This is a bijection with inverse (λ1, λ2, w) 7→ ([sλ1 ]−1w[sλ2 ], λ2)). It follows that
Ψ is an isomorphism.
Let w ∈WD, λ ∈ sn. Since Ψ−1 is compatible with ,¯ we have
Ψ−1(cwλ,λ,[swλ]w[sλ]−1) = Ψ−1(cwλ,λ,[swλ]w[sλ]
−1
).
From (d) we see that
Ψ−1(cwλ,λ,[swλ]w[sλ]
−1
)− T˜w1λ ∈
∑
y∈WD,yλ=wλ;y 6=w v
−1Z[v−1]T˜y1λ.
Since these properties characterize cw,λ, we see that Ψ
−1(cwλ,λ,[swλ]w[sλ]
−1
) = cw,λ
that is, Ψ(cw,λ) = c
wλ,λ,[swλ]w[sλ]
−1
. Thus, Ψ restricts to a bijection between
the basis (cw,λ) of H
D
n and the basis (c
λ1,λ2,w) of EDn , induced by the bijection
Ψ0 : W
D × sn ∼−→ C. Proposition 34.5 is proved.
We show:
(e) If cw,λ(w ∈ WD, λ ∈ sn) is a distinguished basis element of HDn then
w ∈Wλ, w2 = 1.
Note that, with the notation above, cwλ,λ,[swλ]w[sλ]
−1
is a distinguished basis ele-
ment of EDn hence, by 34.9(a), we have wλ = λ and [swλ]w[sλ]
−1 ∈Wλ0 has square
1. Thus, [sλ]w[sλ]
−1 ∈ Wλ0 has square 1. It follows that w ∈ W[sλ]−1λ0 = Wλ
has square 1. This proves (e).
34.11. The algebra HG
0
n defined as in 34.4 with D replaced by G
0 is the same
as Hn; we identify it in an obvious way with a subalgebra of H
D
n (see 34.4). The
A-basis of Hn = HG0n analogous to the A-basis {cw,λ;w ∈ WD, λ ∈ sn} of HDn
is the subset of the last basis given by {cw,λ;w ∈ W, λ ∈ sn}. The analogue of
Proposition 34.5 holds: the A-algebra Hn with its basis (cw,λ)(w,λ)∈W×sn satisfies
P1, P2, P3 in 34.1.
34.12. Let K be a field of characteristic 0 and let A −→ K be a homomorphism
of rings with 1 which carries v ∈ A to v0 ∈ K∗. We show:
(a) If λ ∈ sn and
∑
w∈Wλ v
2lλ(w)
0 6= 0, then the K-algebra HDλ,K = K ⊗A HDλ
is semisimple.
Let M be an HDλ,K -module of finite dimension over K and let M
′ be an HDλ,K-
submodule of M . It is enough to show that there exists an HDλ,K -submodule of
M complementary to M ′. It is well known that under our assumption, the K-
algebra Hλ,K = K ⊗A Hλ is semisimple. Hence there exists an Hλ,K -submodule
of M complementary to M ′ that is, there exists an Hλ,K -linear map f : M −→
M ′ such that f(x) = x for all x ∈ M ′. Define f˜ : M −→ M ′ by f˜(x) =
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|ΩDλ |−1
∑
z∈ΩD
λ
T˜z−1f(T˜zx). For w ∈Wλ, x ∈M we have
|ΩDλ |f˜(T˜wx) =
∑
z∈ΩD
λ
T˜z−1f(T˜zT˜wx) =
∑
z∈ΩD
λ
T˜z−1f(T˜zwz−1 T˜zx)
=
∑
z∈ΩD
λ
T˜z−1 T˜zwz−1f(T˜zx) =
∑
z∈ΩD
λ
T˜wT˜z−1f(T˜zx) = |ΩDλ |T˜wf˜(x).
(The third equality holds since f is Hλ,K -linear.) We see that f˜ is Hλ,K -linear.
Since f˜(T˜yx) = T˜y f˜(x) for x ∈ M , y ∈ ΩDλ , we see that f˜ is HDλ,K -linear. If
x ∈ M ′ we have T˜zx ∈ M ′ for z ∈ ΩDλ hence f˜(x) = |ΩDλ |−1
∑
z∈ΩD
λ
T˜z−1 T˜zx = x.
It follows that the ker(f˜) is an HDλ,K -submodule ofM complementary toM
′. This
proves (a).
Let U be the subfield of Q¯l generated by the roots of 1.
For any κ ∈ U∗, λ ∈ sn, let
HD,κn = U⊗A HDn , Hκn = U⊗A Hn, HλD,κ = U⊗A HDλ ,
where U is regarded as an A-algebra via the ring homomorphism A −→ U, v 7→ κ.
Let
HD,vn = U(v)⊗A HDn , Hvn = U(v)⊗A Hn
where U(v) (field of rational functions in v with coefficients in U) is regarded as
an A-algebra via the ring homomorphism A −→ U(v), v 7→ v. Now Φ : HDn −→
A ⊗Z HD,∞n ( where HD,∞n = (HDn )∞ is defined as in 34.1 in terms of the basis
(cw,λ) in 34.4) induces algebra homomorphisms Φ
κ : HD,κn −→ U ⊗Z HD,∞n for
κ ∈ U∗ and Φv : HD,vn −→ U(v)⊗Z HD,∞n .
Similarly, Φ : Hn −→ A⊗Z H∞n (defined as in 34.1 in terms of the basis (cw,λ)
in 34.11) induces algebra homomorphisms Hκn −→ U⊗Z H∞n for κ ∈ U∗ and Hvn −→
U(v) ⊗Z H∞n , denoted again by Φκ,Φv. From the definitions we see that H∞n
may be identified with the subgroup of (HDn )
∞ spanned by the basis elements of
(HDn )
∞ indexed by {(w, λ);w ∈ W, λ ∈ sn} and Φ : Hn −→ A ⊗Z H∞n becomes
the restriction of Φ : HDn −→ A⊗Z HD,∞n . We show:
(b) If κ ∈ U∗,∑w∈W κ2l(w) 6= 0 then HD,κn is a semisimple U-algebra and Φκ :
HD,κn −→ U ⊗Z HD,∞n is an algebra isomorphism. Moreover, Hκn is a semisimple
U-algebra and Φκ : Hκn −→ U⊗Z H∞n is an algebra isomorphism.
(c) HD,vn is a split semisimple U(v)-algebra and Φ
v : HD,vn −→ U(v) ⊗Z HD,∞n
is an algebra isomorphism. Moreover, Hvn is a split semisimple U(v)-algebra and
Φv : Hvn −→ U(v)⊗Z H∞n is an algebra isomorphism.
We prove (b). The following statement is easily verified:
If λ ∈ sn then
∑
w∈W v
2l(w) = Q
∑
w∈Wλ v
2lλ(w) for some Q ∈ Z[v2].
We see that, if κ is as in (b) and λ ∈ sn then
∑
w∈Wλ κ
2lλ(w) 6= 0; hence, by (a),
HD,κλ is a semisimple algebra. By the arguments in 34.7-34.10,H
D,κ
n is a direct sum
of matrix rings over rings of the form HD,κλ . Hence H
D,κ
n is a semisimple algebra.
Using 34.1(c) we see that Φκ : HD,κn −→ U ⊗Z HD,∞n is an algebra isomorphism.
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It remains to show that HD,κn is split over U. Since Φ
κ is an isomorphism it is
enough to show that U ⊗Z HD,∞n is split over U. Since Φ1 is an isomorphism it
is enough to show that HD,1n is split over U. As above, H
D,1
n is a direct sum of
matrix rings over rings of the form HD,1λ . Since H
D,1
λ is the group algebra of a
finite group with coefficients in U, it is split over U by Brauer’s theorem. This
proves the first sentence in (b). The second sentence in (b) is obtained from the
first by replacing D by G0.
Now the proof of (c) is just like that of (b) except for the splitness assertion.
By (b), U⊗Z HD,∞n is a split semisimple U-algebra hence U(v)⊗Z HD,∞n is a split
semisimple U(v)-algebra. Since Φv is an isomorphism, it follows that HD,vn is split
over U(v). Similarly, Hvn is split over U(v). This proves (c).
34.13. Define an A-linear map τ : Hn −→ A by τ(T˜w1λ) = δw,1 for all w ∈W, λ ∈
sn. Define a bilinear form (, ) : Hn ×Hn −→ A by (x, x′) = τ(xx′). We show that
(a) (T˜w1λ, T˜w′1λ′) = δw−1,w′δλ,w′λ′
for w,w′ ∈ W, λ, λ′ ∈ sn. (This shows that (, ) is symmetric; indeed, we have
δw−1,w′δλ,w′λ′ = δw′−1,wδλ′,wλ.) To prove (a) it suffices to show that, for w,w
′ ∈
W, λ ∈ sn, we have τ(T˜wT˜w′1λ) = δww′,1. We argue by induction on l(w). If
l(w) = 0 then T˜wT˜w′ = T˜ww′ and the result is clear. Assume now that l(w) ≥ 1.
We can find s ∈ I such that l(w) = l(ws)+1. Then τ(T˜wT˜w′1λ) = τ(T˜wsT˜sT˜w′1λ).
If l(sw′) = l(w′) + 1 then, by the induction hypothesis,
τ(T˜wsT˜sT˜w′1λ) = τ(T˜wsT˜sw′1λ) = δwssw′,1 = δww′,1,
as required. Assume now that l(sw′) = l(w′)− 1. We have
τ(T˜wsT˜sT˜w′1λ) = τ(T˜wsT˜sT˜sT˜sw′1λ)
= τ(T˜wsT˜sw′1λ) + (v − v−1)
∑
λ′;s∈Wλ′
τ(T˜wsT˜s1λ′ T˜sw′1λ).
If s /∈ Wsw′λ this equals (by the induction hypothesis) δwssw′,1 = δww′,1, as
required; if s ∈Wsw′λ this equals (by the induction hypothesis)
δwssw′,1 + (v − v−1)τ(T˜wsT˜w′1λ) = δww′,1 + (v − v−1)δwsw′,1.
It remains to note that wsw′ 6= 1 whenever l(w) = l(ws) + 1, l(sw′) = l(w′) − 1.
This proves (a).
34.14. Let C be a finite dimensional semisimple split (associative) algebra with 1
over a field K. Let {Eu; u ∈ U} be a set or representatives for the isomorphism
classes of simple C-modules. Let a : C −→ C be an algebra automorphism. For
u ∈ U , c : e 7→ a(c)e defines a C-module structure on the K-vector space Eu
which is isomorphic to Eu¯ for a unique u¯ ∈ U . Then u 7→ u¯ is a permutation of
U . Let Ua = {u ∈ U ; u = u¯}. For u ∈ Ua we can find a K-linear isomorphism
au : Eu −→ Eu such that au(ce) = a(c)aue for all c ∈ C, e ∈ Eu. Note that au is
uniquely determined up to multiplication by an element in K∗. We show:
(a) If c, c′ ∈ C, then the trace of the K-linear map C −→ C, c1 7→ ca(c1)c′ equals∑
u∈Ua tr(cau, Eu)tr(a
−1
u c
′, Eu).
Under the algebra isomorphism
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(b) C
∼−→ ⊕u∈UEndK(Eu), c 7→ [e 7→ ce, e ∈ Eu],
the linear map C −→ C in (a) corresponds to an endomorphism of ⊕u∈UEndK(Eu)
which permutes the summands according to u 7→ u¯ and whose restriction to a
summand with u = u¯ is EndK(Eu) 7→ EndK(Eu), f 7→ caufa−1u c′. From this (a)
follows easily. (Compare 20.3(b).)
We show:
(c) If y : C −→ K is K-linear and y(cc′) = y(c′a(c)) for all c, c′ ∈ C then there
exist bu ∈ K(u ∈ Ua) such that y(c) =
∑
u∈Ua butr(cau, Eu) for all c ∈ C.
Let Cu be the inverse image of the summand EndK(Eu) under (b). Then C = ⊕uCu
and a(Cu) = Cu¯ for u ∈ U . Let yu : Cu −→ K be the restriction of y to Cu. Let
c ∈ Cu where u 6= u¯. Let c′ ∈ Cu be the projection of 1 ∈ C onto Cu. We
have a(c) ∈ Cu¯ hence c′a(c) = 0. Also, cc′ = c ∈ Cu. Thus, yu(c) = yu(cc′) =
y(cc′) = y(c′a(c)) = 0. We see that yu = 0. We are reduced to the case where
U = Ua consists of a single element u and C = EndK(Eu). We can find h ∈ C,
invertible, such that a(c) = hch−1 for all c ∈ C. We can assume that aue = he for
all e ∈ Eu. We have y(cc′) = y(c′hch−1) for all c, c′ ∈ C. Define y˜ : C −→ K by
y˜(c) = y(ch−1). We have y(cc′h−1) = y(c′h−1hch−1) = y(c′ch−1) hence y˜(cc′) =
y˜(c′c) for all y, y′ ∈ C. Thus there exists b ∈ K such that y˜(c) = btr(c, Eu). Then
y(c) = btr(ch : Eu −→ Eu) = btr(cau : Eu −→ Eu). This proves (c).
Assume now that we are given a K-linear map z : C −→ K such that (c, c′) =
z(cc′) = z(c′c) is a nondegenerate (symmetric) K-bilinear form C × C −→ K. Let
(ci)i∈I be a K-basis of C. Define a K-basis (c′i)i∈I of C by (ci, c
′
j) = δij .
For u ∈ U and c ∈ C invertible, ∑i∈I tr(cic, Eu)c−1c′i is in the centre of C; if
u′ ∈ U , u′ 6= u, this sum acts on Eu′ as 0 and on Eu as fu times the identity, where
fu ∈ K∗ is independent of (ci), (c′i), c. (We apply [L12, 19.2] to the dual bases
(cic), (c
−1c′i): we have (cic, c
−1c′j) = (ci, cc
−1c′j) = (ci, c
′
j) = δij .) We see that for
u, u′ ∈ U we have
(d)
∑
i∈I
tr(cic, Eu)tr(c
−1c′i, Eu′) = δu,u′fu dimEu.
Now assume that u, u′ ∈ Ua. We can pick c ∈ C invertible such that c acts on Eu
as au and on Eu′ as au′ . From (d) we deduce
(e)
∑
i∈I
tr(ciau, Eu)tr(a
−1
u′ c
′
i, Eu′) = δu,u′fu dimEu.
34.15. We write a : Hn −→ Hn instead of aD : Hn −→ Hn (see 31.4); this is the
algebra automorphism given by h 7→ T˜DhT˜D−1 (product in HDn ) for h ∈ Hn. The
same formula defines an algebra automorphism of Hκn or H
v
n denoted again by a.
From the definitions we see that a : Hn −→ Hn takes cw,λ to cǫD(w),Dλ for w ∈
W, λ ∈ sn. Hence it induces a ring automorphism H∞n −→ H∞n denoted again by a.
It also induces algebra automorphisms Hκn −→ Hκn , κ ∈ U∗ and Hvn −→ Hvn denoted
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again by a. Now Φκ : Hκn −→ U ⊗Z H∞n for κ ∈ U∗ and Φv : Hvn −→ U(v) ⊗Z H∞n
(see 34.11) are compatible with a.
Let {Eu; u ∈ U} be a set of representatives for the isomorphism classes of simple
modules for H1n (a split semisimple U-algebra, by 31.12(b).) Define U −→ U , u 7→ u¯
as in 34.14, replacing (C, a) by (H1n, a). Let Ua = {u ∈ U ; u = u¯}.
Let u ∈ U . Clearly, if Eu extends to an HD,1n -module then u ∈ Ua. Conversely,
we show that, if u ∈ Ua, then Eu extends to an HD,1n -module. Since H1n, HD,1n are
split over U it is enough to prove the analogous statement in which Eu, H
1
n, H
D,1
n
are replaced by U′⊗UEu,U′⊗UH1n,U′⊗UHD,1n and U′ is an algebraic closure of U.
Since u ∈ Ua we can find a U′-linear isomorphism X : U′ ⊗U Eu −→ U′ ⊗U Eu such
that X(ce) = a(c)X(e) for all c ∈ U′ ⊗U H1n, e ∈ U′ ⊗U Eu. Let k be the order of
D : T −→ T. By Schur’s lemma, Xk is a scalar times identity. Now U′ contains a
k-th root of this scalar. Dividing X by this root we see that we may assume that
Xk = 1. We can now define a U′ ⊗U HD,1n -module structure on the vector space
U′ ⊗U Eu which extends the U′ ⊗U H1n-module structure and in which T˜D acts as
X .
For any u ∈ Ua we choose an HD,1n -module structure on Eu extending the
H1n-module structure.
Let u ∈ U . We regard Eu as a (simple) U⊗Z H∞n -module E∞u via Φ1 : H1n ∼−→
U ⊗Z H∞n . (If u ∈ Ua we also regard Eu as a U ⊗Z HD,∞n -module E∞u via Φ1 :
HD,1n
∼−→ U⊗Z HD,∞n . This extends the U⊗Z H∞n -module structure.)
Now U[v, v−1]⊗U E∞u is naturally a U[v, v−1] ⊗Z H∞n -module and also an Hn-
module via the homomorphism Hn
Φ−→ A ⊗Z H∞n ⊂ U[v, v−1] ⊗Z H∞n . This
Hn-module is denoted by Eu(v). (If u ∈ Ua then U[v, v−1] ⊗U E∞u is naturally a
U[v, v−1]⊗ZHD,∞n -module and also anHDn -module via the homomorphism HDn Φ−→
A ⊗Z HD,∞n ⊂ U[v, v−1] ⊗Z HD,∞n . This extends the Hn-module structure on
Eu(v).)
Let Evu = U(v) ⊗U Eu(v). From 34.12(c) we see that {Evu; u ∈ U} is a set of
representatives for the isomorphism classes of simple Hvn-modules. (If u ∈ Ua then
the HD,vn -module structure on E
v
u coming from theH
D
n -module structure on Eu(v)
extends the Hvn-module structure.)
For κ as in 34.12(b) let Eκu be the vector space E
∞
u regarded as an H
κ
u -module
via Φκ : Hκn
∼−→ U ⊗Z H∞n . From 34.12(b) we see that {Eκu ; u ∈ U} is a set of
representatives for the isomorphism classes of simple Hκn -modules. Now E
κ
u can
also be obtained from the Hn-module Eu(v) under the specialization U[v, v
−1] −→
U, v 7→ κ. Moreover, we have E1u = Eu as H1n-modules. (If u ∈ Ua we also regard
E∞u as an H
D,κ
u -module via Φ
κ : HD,κn
∼−→ U ⊗Z HD,∞n . This extends the Hκu -
module structure. This can be also obtained from the HDn -module Eu(v) under
the specialization U[v, v−1] −→ U, v 7→ κ. Moreover, E1u = Eu as HD,1u -modules.)
From the definitions we see that the map U −→ U , u 7→ u¯ defined as in 34.14,
replacing (C, a) by (Hκn , a) (κ as in 34.12(b)) or by (H
v
n, a) is the same as the map
u 7→ u¯ defined in terms of (H1n, a). We show:
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(a) Let w ∈ W, λ ∈ sn, u ∈ U . Then tr(T˜w1λ, Evu) ∈ U[v, v−1] and, for κ as
in 34.12(b), tr(T˜w1λ, E
κ
u) ∈ U is obtained from this element of U[v, v−1] by the
specialization U[v, v−1] −→ U, v 7→ κ. If, in addition, u ∈ Ua and j ∈ Z then
tr(T˜w1λT˜
j
D, E
v
u) ∈ U[v, v−1] and, for κ as in 34.12(b), tr(T˜w1λT˜ jD, Eκu) ∈ U is
obtained from this element of U[v, v−1] by the specialization U[v, v−1] −→ U, v 7→ κ.
This follows immediately from the fact that Φ(T˜w1λ) (resp. Φ(T˜w1λT˜
j
D)) is an
A-linear combination of the standard basis elements of H∞n (resp.HD,∞n .)
Combining 34.13(a), 34.14(d) we see that, for u, u′ ∈ U and for κ as in 34.12(b)
we have
∑
w∈W,λ∈sn
tr(T˜w1λ, E
v
u)tr(1λT˜w−1 , E
v
u′) = δu,u′f
v
u dimEu,
∑
w∈W,λ∈sn
tr(T˜w1λ, E
κ
u)tr(1λT˜w−1 , E
κ
u′) = δu,u′f
κ
u dimEu,(b)
where fvu ∈ U(v) − {0}, fκu ∈ U − {0}. Using (a) we see that fvu ∈ U[v, v−1] and
fκu is obtained from f
v
u by the specialization U[v, v
−1] −→ U, v 7→ κ. Combining
34.13(a), 34.14(e) we see that, for u, u′ ∈ Ua, we have
(c)
∑
w∈W,λ∈sn
tr(T˜w1λT˜D, E
v
u)tr(T˜
−1
D 1λT˜w−1 , E
v
u′) = δu,u′f
v
u dimEu.
34.16. Let x 7→ x♠ be the automorphism of the field U which sends any root of
1 to its inverse. We extend this to an automorphism of the field U(v) (denoted by
ξ 7→ ξ♠) which carries v to itself. For x′ ∈ U we say that x′ > 0 if the image of
x′ under any imbedding of U into the complex numbers is a real number > 0. For
example, for x ∈ U− {0} we have xx♠ > 0. For ξ′ ∈ U(v) we say that ξ′ > 0 if ξ′
can be expanded in a power series ξ′ = a0vn+a1vn+1+. . . where a0, a1, α2, · · · ∈ U
and a0 > 0.
Lemma 34.17. Let u ∈ Ua, w ∈WD, λ ∈ sn. We have
(a) tr(1λT˜w−1 , E
v
u) = tr(T˜w1λ, E
v
u)
♠.
The antiautomorphism h −→ h♭ of Hn (see 32.19) extends to an antiautomor-
phism h −→ h♭ of HDn given by T˜w′ 7→ T˜w′−1 for w′ ∈ WD, 1λ′ 7→ 1λ′ for λ′ ∈ sn.
Define a ring involution h 7→ h⋄ of HD,vn by
∑
w,λ aw,λT˜w1λ 7→
∑
w,λ a
♠
w,λ(T˜w1λ)
♭
where aw,λ ∈ U(v). Assume that there exists a pairing 〈, 〉 : Evu ×Evu −→ U(v) such
that 〈, 〉 is linear in the second variable, semi-linear (with respect to ξ 7→ ξ♠) in
the first variable, is non-degenerate, satisfies 〈e, e′〉 = 〈e′, e〉♠ for e, e′ ∈ Evu and
(b) 〈he, e′〉 = 〈e, h⋄e′〉 for e, e′ ∈ Evu, h ∈ HD,vn .
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If (ej), (e
′
j) are bases of E
v
u such that 〈ei, e′j〉 = δij then
tr(h,Evu) =
∑
j〈ej , he′j〉 =
∑
j〈h⋄ej , e′j〉 = tr(h⋄, Evu)♠.
Taking here h = 1λT˜w−1 we see that (a) would follow. It remains to prove the
existence of 〈, 〉 as above.
We can find a pairing 〈, 〉′ : Evu × Evu −→ U(v) which is linear in the sec-
ond variable, semi-linear (with respect to ξ 7→ ξ♠) in the first variable, satisfies
〈e, e′〉′ = 〈e′, e〉′♠ for e, e′ ∈ Evu and 〈e, e〉 > 0 for e ∈ Evu − {0}. (For example,
we choose a basis (ej) of E
v
u and we set 〈
∑
j ajej ,
∑
j a
′
jej〉′ =
∑
j a
♠
j a
′
j where
aj , a
′
j ∈ U(v).) We define a new pairing 〈, 〉 : Evu × Evu −→ U(v) by
〈e, e′〉 =
∑
w′∈WD,λ′∈sn
〈T˜w′1λ′e, T˜w′1λ′e′〉′.
Note that 〈, 〉′ is linear in the second variable, semi-linear (with respect to ξ 7→ ξ♠)
in the first variable, satisfies 〈e, e′〉 = 〈e′, e〉′♠ for e, e′ ∈ Evu and 〈e, e〉 > 0 for
e ∈ Evu − {0}. In particular, 〈, 〉 is non-degenerate. We show that (b) holds. It is
enough to show this when h runs through a set of generators of the algebra HD,vn
that is, for h = 1λ or h = T˜D or h = T˜s(s ∈ I). Assume first that h = 1λ, λ ∈ sn.
We must show that∑
w′∈WD,λ′∈sn〈T˜w′1λ′1λe, T˜w′1λ′e
′〉′ =∑w′∈WD ,λ′∈sn〈T˜w′1λ′e, T˜w′1λ′1λe′〉′.
Both sides are equal to
∑
w′∈WD 〈T˜w′1λe, T˜w′1λe′〉′. Assume next that h = T˜D.
We must show that∑
w′∈WD
λ′∈sn
〈T˜w′1λ′ T˜De, T˜w′1λ′e′〉′ =
∑
w′∈WD
λ′∈sn
〈T˜w′1λ′e, T˜w′1λ′ T˜D−1e′〉′
that is,
∑
w′∈WD
λ′∈sn
〈T˜w′D1D−1λ′e, T˜w′1λ′e′〉′ =
∑
y∈WD
λ′′∈sn
〈T˜y1λ′′e, T˜yD−11Dλ′′e′〉′,
which is clear. Finally, assume that h = T˜s, s ∈ I. We must show that∑
w′∈WD,λ′∈sn〈T˜w′1λ′ T˜se, T˜w′1λ′e
′〉′ =∑w′∈WD,λ′∈sn〈T˜w′1λ′e, T˜w′1λ′ T˜se′〉′.
Both sides are equal to∑
w′∈WD
λ′∈sn
〈T˜w′s1sλ′e, T˜w′1λ′e′〉′ + (v − v−1)
∑
w′∈WD
l(w′s)=l(w′)−1
λ′∈sn,s∈Wλ′
〈T˜w′1λ′e, T˜w′1λ′e′〉′.
This proves (b). The lemma is proved.
34.18. Using 34.17(a) we can rewrite 34.15(c) for u, u′ ∈ Ua as follows:
(a)
∑
w∈W,λ∈sn
tr(T˜w1DλT˜D, E
v
u)tr(T˜w1DλT˜D, E
v
u′)
♠ = δu,u′fvu dimEu.
Specializing this under U[v, v−1] −→ U, v 7→ κ, we obtain
(b)
∑
w∈W,λ∈sn
tr(T˜w1DλT˜D, E
κ
u)tr(T˜w1DλT˜D, E
κ♠
u′ )
♠ = δu,u′fκu dimEu.
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34.19. Let A be a character sheaf on D. Define an A-linear map ζˆ : Hn −→
A by h 7→ ζA(h[D]) where ζA : Hn[D] −→ A is as in 31.7. From 31.8 we see
that ζˆ(hh′) = ζˆ(h′a(h)) for h, h′ ∈ Hn. Applying 34.14(c) to the linear map
U(v) ⊗A Hn −→ U(v) obtained from ζˆ by extension of scalars, we see that there
exist elements bvA,u ∈ U(v)(u ∈ Ua) such that
(a) ζA(T˜w1Dλ[D]) =
∑
u′∈Ua
bvA,u′tr(T˜w1DλT˜D, E
v
u′),
for w ∈ W, λ ∈ sn. We multiply both sides of (a) by tr(T˜w1DλT˜D, Evu)♠ (with
u ∈ Ua) and sum over all w, λ. Using 34.18(a), we obtain
(b) bvA,u =
1
fvu dimEu
∑
w∈W,λ∈sn
ζA(T˜w1Dλ[D])tr(T˜w1DλT˜D, E
v
u)
♠.
Using 28.17(a),(b) and the notation there, we see thatD(pHj(K¯s,LD )) =
pHj(K¯s,LˇD )
hence∑
u∈Ua
bv
D(A),utr(C
s
DλT˜D, E
v
u) = ζ
D(A)(CsDλ[D])
=
∑
j
(−v)jv− dimG(D(A) : pHj(K¯s,LD )) =
∑
j
(−v)jv−dimG(A : D(pHj(K¯s,LD ))
=
∑
j
(−v)jv− dimG(A : pHj(K¯s,LˇD )) = ζA(CsDλ−1 [D])
=
∑
u∈Ua
bvA,utr(C
s
Dλ−1 T˜D, E
v
u).
(c)
Lemma 34.20. Let u ∈ Ua. Assume that Eu is quasi-rational in the following
sense: there exists a function η : WD × sn −→ {roots of 1 in U}, (w, λ) 7→ ηw,λ
such that η is constant on any equivalence class for ≍ in WD×sn (see 32.26) and
tr(T˜w1λ, Eu) ∈ ηw,λZ for all (w, λ) ∈ WD × sn. Then tr(T˜w1λ, Evu) ∈ ηw,λA for
all (w, λ) ∈WD × sn.
From the definitions and 34.7-34.10 we see that, for w ∈WD, λ ∈ sn, the basis
elements cw,λ of H
D
n (see 34.5) satisfy
(a) cw,λ ∈ T˜wy1λ +
∑
y∈Wλ;wy<wAT˜wy1λ.
For w ∈WD, λ ∈ sn, x ∈Wλ we have T˜w1λT˜x ∈
∑
x′∈Wλ AT˜wx′1λ (in HDn ). This
follows by writing x as product x = σ1σ2 . . . σm, σm ∈ Iλ, m = lλ(x) and using
repeatedly 34.7(a). Using this and (a) we see that
(b) cw,λT˜x ∈
∑
x′∈Wλ AT˜wx′1λ.
Now let cw′,λ be a distinguished basis element of H
D
n (see 34.1). By 34.10(e) we
have w′ ∈Wλ hence cw′,λ ∈
∑
x∈Wλ 1λT˜x. Hence from (b) we deduce
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(c) cw,λcw′,λ ∈
∑
x′∈Wλ AT˜wx′1λ.
From (a) we deduce by inversion:
(d) T˜w1λ ∈
∑
y∈Wλ;wy≤wAcwy,λ.
Using this for wx′ instead of x and using also (c) we deduce
cw,λcw′,λ ∈
∑
x′′∈Wλ Acwx′′,λ.
Hence, if Φ : HDn −→ A⊗Z HD,∞n is as in 34.12, then
(e) Φ(cw,λ) ∈
∑
x′′∈Wλ Atwx′′,λ
where ty,λ be the basis element of H
D,∞
n corresponing to cy,λ ∈ HDn (see 34.1).
Let cw,λ;1 be the image of cw,λ in H
D,1
n . Let Φ
′ : Q ⊗A HDn −→ Q ⊗Z HD,∞n
be the homomorphism obtained from Φ under the specialization A −→ Q, v 7→ 1.
This is an isomorphism of algebras since Φ1 (see 34.12) is an isomorphism. From
(e) we see that for any (y, λ) ∈WD × sn, Φ′ restricts to a Q-linear map
(f)
∑
x∈Wλ Qcyx,λ;1 −→
∑
x∈Wλ Qtyx,λ.
The vector spaces in (f) form direct sum decompositions of Q⊗AHDn ,Q⊗ZHD,∞n
hence (f) must be an isomorphism. We deduce that Φ′−1 carries
∑
x∈Wλ Qtyx,λ
onto
∑
x∈Wλ Qcyx,λ;1. We see that ty,λ acts on the U⊗ZHD,∞n -module E∞u as aQ-
linear combination of the operators cyx,λ;1 : Eu −→ Eu where x ∈Wλ hence also as
a Q-linear combination of the operators T˜yx1λ : Eu −→ Eu. (From (a) specialized
for v = 1 we see that cy,λ ∈
∑
x∈Wλ ZT˜yx1λ.) It follows that tr(ty,λ, E
∞
u ) ∈ ηy,λQ.
Using (e) we see that cy,λ acts on E
v
u as an A-linear combination of the operators
1⊗ tyx,λ on U(v)⊗UE∞u where x ∈Wλ. The same holds for T˜y,λ (instead of cy,λ),
by (d). It follows that tr(T˜y1λ, E
v
u) ∈ ηy,λQ[v, v−1].
Since the algebra U ⊗Z HD,∞n is of finite dimension (say m), with 1, and its
structure constants with respect to the basis (ty,λ) are integers, we see that any
basis element ty,λ satisfies an equation of the form t
m
y,λ + c1t
m−1
y,λ + · · · + cm = 0
where c1, c2, . . . , cm are integers. It follows that tr(ty,λ, E
∞
u ) is an algebraic integer
(necessarily in U). Since the definition of Φ involves only coefficients in A it follows
that the coefficients of tr(cy,w, E
v
u) ∈ U[v, v−1] are algebraic integers in U. The
same holds then for the coefficients of tr(T˜y1λ, E
v
u). An element of ηy,λQ[v, v
−1]
whose coefficients are algebraic integers in U is necessarily in ηy,λA. We see that
tr(T˜y1λ, E
v
u) ∈ ηy,λA, as required.
Lemma 34.21. Let u, Eu, η be as in 34.20. Let A be a character sheaf on D.
Let EA ⊂ WD × sn be the equivalence class under ≍ attached to A in 32.25(a)
(with J = I). Let η0, a root of 1, be the (constant) value of η on EA. We have
bvA,u ∈ η−10 Q(v).
From 34.18(a) we have
fvu = (dimEu)
−1 ∑
w∈W,λ∈sn
tr(T˜wD1λ, E
v
u)tr(T˜wD1λ, E
v
u)
♠.
By 34.20, for any w ∈ W, λ ∈ sn we have tr(T˜wD1λ, Evu) = ηwD,λQw,λ where
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Qw,λ ∈ A; hence tr(T˜wD1λ, Evu)tr(T˜wD1λ, Evu)♠ = ηwD,λQw,λη−1wD,λQw,λ. Thus,
(a) fvu = (dimEu)
−1 ∑
w∈W,λ∈sn
Q2w,λ ∈ Q[v, v−1].
Using 32.26(b) we rewrite 34.19 as follows
bvA,u =
1
fvu dimEu
∑
x∈W,λ∈sn
(xD,λ)∈EA
ζA(T˜x1Dλ[D])tr(T˜xD1λ, E
v
u)
♠.
For each x, λ in the sum, we have ζA(T˜x1Dλ[D]) ∈ A (by definition) and
tr(T˜xD1λ, E
v
u)
♠ ∈ η−10 A
(by 34.20). Using this and (a), we see that bvA,u ∈ η−10 Q(v).
35. Functions on G0F /U
35.1. In this section we assume that k is an algebraic closure of a finite field Fq
of characteristic p and that G has a fixed Fq-rational structure whose Frobenius
map induces the identity map on W and on G/G0 and the map t 7→ tq on T. For
any algebraic variety V over k with a given Fq-structure we denote by F : V −→ V
the corresponding Frobenius map. We fix an integer n ≥ 1 that divides q − 1.
35.2. In this section we fix an e´pinglage of G0 compatible with the Fq-structure.
Thus, we fix B∗, T, U∗ as in 28.5 such that F (B∗) = B∗, F (T ) = T and we fix
for each s ∈ I an isomorphism a 7→ ξs(a) of k onto a subgroup of U∗ such that
tξs(a)t
−1 = ξs(αs(t)a) for all t ∈ T, a ∈ k and F (ξs(a)) = ξs(aq) for all a ∈ k; here
αs ∈ R+ and the corresponding coroot αˇs satisfy t = s(t)αˇs(αs(t)) for all t ∈ T .
(Clearly, such an e´pinglage exists and any two such e´pinglages are conjugate under
the action of (G0/ZG0)F .) We identify T = T as in 28.5. For s ∈ I let ′U∗s be
the root subgroup of G0 corresponding to the root α−1s . Define y ∈ ′U∗s − {1},
s˙ ∈ NG0T by s˙ = ξs(1)yξs(1); then s˙ is a representative of s in (NG0T )F . For
s ∈ I ∪ {1} we define αˇs : k∗ −→ T as above if s ∈ I and to be 1, if s = 1.
Following Tits, we can define uniquely for each w ∈ W a representative w˙ in
NG0T by the requirements:
(i) if s ∈ I then s˙ is as above;
(ii) if w,w′ ∈W and l(ww′) = l(w) + l(w′) then (ww′)˙ = w˙w˙′;
(iii) 1˙ = 1.
We have F (w˙) = w˙ for any w ∈ W. Let TˇF = Hom(TF , Q¯∗l ). If L ∈ sq−1
(see 31.2) then L⊗(q−1) ∼= L hence F ∗L ∼= L and there is a unique isomorphism
τ0 : F
∗L ∼−→ L that induces the identity on the stalk at 1. Hence we can form the
characteristic function χL,τ0 : T
F −→ Q¯∗l (a group homomorphism). Let λ ∈ sq−1
be the isomorphism class of L. We set θλF = χL,τ0 ∈ TˇF . Now λ 7→ θλF is a
bijection sq−1
∼−→ TˇF .
If θ ∈ TˇF , α ∈ R we write θαˇ for the composition F∗q
αˇ|F∗q−−−→ TF θ−→ Q¯∗l . For
α ∈ R, b ∈W• we write bαˇ for the coroot a 7→ b(αˇ(a)).
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35.3. In this section we write U instead of U∗F . Let U be as in 34.12. Let T
be the vector space of all functions G0F −→ U that are constant on U, U double
cosets. Now T has a basis {kν ; ν ∈ (NG0T )F } where kν is 1 on UνU and is 0 on
G0F − UνU . We regard T as an associative U-algebra in which the product of
h1, h2 is given by
(h1h2)(g) = |U |−1
∑
g1,g2∈G0F ;g1g2=g
h1(g1)h2(g2).
This algebra has 1 = k1. As in [Y], we have
ks˙ks˙ = qkαˇs(−1) +
∑
a∈F∗q
ks˙kαˇs(a),
kνkν′ = kνν′ ,
where s ∈ I and ν, ν′ represent w,w′ in W such that l(ww′) = l(w) + l(w′). For
any λ ∈ sq−1 we set
1λ = |TF |−1
∑
t∈TF
θλF (t)kt ∈ T.
Then 1λ1λ′ = δλ,λ′1λ for λ, λ
′ ∈ sq−1. Let
√−1 be a fixed element of U∗ whose
square is −1; we set √1 = 1. For s ∈ I we set
Ts = ks˙
∑
λ∈sq−1
√
θλF (αˇs(−1))1λ ∈ T.
More generally, for w ∈W we set
Tw =
∑
λ∈sq−1
∏
α∈R+,w−1α∈R−
√
θλF (αˇ(−1))kw˙1λ ∈ T.
From the definitions we see that TwTw′ = Tww′ for w,w
′ ∈ W with l(ww′) =
l(w) + l(w′) and Tw1λ = 1wλTw. We have
TsTs =
∑
λ
θλF (αˇs(−1))ks˙ks˙1λ
= q
∑
λ
θλF (αˇs(−1))kαˇs(−1)1λ +
∑
λ
θλF (αˇs(−1))
∑
a∈F∗q
ks˙kαˇs(a)1λ
= q +
∑
λ
θλF (αˇs(−1))
∑
a∈F∗q
θλF (αˇs(a))ks˙1λ
= q + (q − 1)
∑
λ
θλF αˇs=1
θλF (αˇs(−1))ks˙1λ = q + (q − 1)
∑
λ
θλF αˇs=1
√
θλF (αˇs(−1))ks˙1λ.
Thus,
TsTs = q + (q − 1)
∑
λ∈sq−1;θλF αˇs=1
Ts1λ.
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35.4. We fix a square root
√
p of p in U. For any e ∈ Z we set √pe = (√p)e. In
particular,
√
q ∈ U is defined. Then H
√
q
q−1 is defined as in 34.12. From 35.3 we see
that the elements Tw, 1λ of T define a U-algebra homomorphism H
√
q
q−1 −→ T. (We
use the fact that if λ ∈ sq−1 and s ∈ I then θλF αˇs = 1 if and only if s ∈Wλ.) This
is an isomorphism: from the definitions we see that {Tw1λ;w ∈W, λ ∈ sq−1} is a
U-basis of T; we then use 31.2(a).
35.5. Let P be the vector space of all functions f : G0F −→ U such that f(xu) =
f(x) for all x ∈ G0F , u ∈ U . For g ∈ GF , g′ ∈ (NGB∗ ∩ NGT )F such that
gG0 = g′G0 we define a linear map ρg,g′ : P −→ P by (ρg,g′f)(x) = f(g−1xg′).
Then g0 : f 7→ ρg0,1f makes P into a G0F -module.
Any element c ∈ T defines a linear map P −→ P:
f 7→ cf, (cf)(x) = |U |−1
∑
x′∈G0F
c(x′)f(xx′).
Clearly, c 7→ [f 7→ cf ] is an isomorphism T ∼−→ EndG0F (P) and a left T-module
structure on P. For ν ∈ (NG0T )F , λ ∈ sq−1, f ∈ P we have
(kνf)(x) = |U |−1
∑
x′∈UνU
f(xx′),
(1λf)(x) = |TF |−1
∑
t∈TF
θλF (t)f(xt).
In the remainder of this section we fix a connected component D of G and an
element d ∈ (NDB∗ ∩NDT )F . Let s ∈ I ∪ {1}, λ ∈ sq−1, f ∈ P. For x ∈ G0F we
have:
(a) (Ts1Dλf)(x) =
√
θ
Dλ
F (αˇs(−1))|B∗F |−1
∑
x′∈Us˙U,t∈TF
θ
Dλ
F (t)f(xx
′t).
Now let s = (s1, s2, . . . , sr) be a sequence in I ∪ {1}, λ ∈ sq−1,
Ts1Dλ = Ts1Ts2 . . . Tsr1Dλ = Ts11s2...srDλTs21s3...srDλ . . . Tsr1Dλ.
Applying (a) r times gives (for f ∈ P, x ∈ G0F , g ∈ DF ):
(Ts1Dλρg,df)(x) = aDλ,F,s|B∗F |−r
×
∑
g1,g2,...,gr
t1,t2,...tr
gi∈Us˙iU
ti∈TF
θ
s2...srDλ
F (t1)θ
s3...srDλ
F (t2) . . . θ
Dλ
F (tr)f(g
−1xg1t1g2t2 . . . grtrd)
= aDλ,F,s|B∗F |−r
×
∑
g1,g2,...,gr
t1,t2,...tr
gi∈Us˙iU
ti∈TF
θ
Dλ
F ((sr . . . s2t1)(sr . . . s3t2) . . . (tr))f(g
−1xg1t1g2t2 . . . grtrd)
(a′)
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where
aDλ,F,s
=
√
θ
Dλ
F (sr . . . s2(αˇs1(−1)))
√
θ
Dλ
F (sr . . . s3(αˇs2(−1))) . . .
√
θ
Dλ
F (αˇsr(−1)).
Let J ⊂ I and let Q ∈ PJ be such that F (Q) = Q. Define a linear map prQ :
P −→ P by (prQf)(x) = f(x) if x ∈ G0F , xQJ,B∗x−1 = Q and (prQf)(x) = f(x) if
x ∈ G0F , xQJ,B∗x−1 6= Q. We compute the trace of the linear map
(b) Ts1Dλρg,dprQ : P −→ P
using the U-basis of P consisting of the characteristic functions of the various right
U -cosets in G0F . Using (a′) and the definitions we see that this trace equals
(c)
aDλ,F,s
|B∗F |r|U |
∑
g1,g2,...,gr,
t1,t2,...tr;
gi∈Us˙iU,ti∈TF ,x∈DF ;
g−1xg1t1g2t2...grtrd∈xU;
xQJ,B∗x
−1=Q
θλF (d
−1(sr . . . s2t1)(sr . . . s3t2) . . . (tr)d).
35.6. Let L, λ, τ0 : F ∗L ∼−→ L be as in 35.2. Let s = (s1, s2, . . . , sr) be a sequence
in I ∪ {1} such that s1s2 . . . srDλ = λ. In 28.7 we have defined a local system
L˜ on Zs∅,J,D in terms of d and a representative for s1s2 . . . sr in NG0T . We now
take as a representative for s1s2 . . . sr the element s˙1s˙2 . . . s˙r with s˙i as in 35.2.
We reformulate the definition of L˜ as follows (see also the proof of 28.10). Define
γ : Z ′s −→ Zs∅,J,D by the formula 28.10(a). Define ψ : Z ′s −→ T by
(h0, h1, . . . , hr, g) 7→ d−1(s˙1s˙2 . . . s˙r)−1n1n2 . . . nrn0
with ni ∈ NG0T given by h−1i−1hi ∈ U∗niU∗ and n0 ∈ NGB∗ ∩ NGT given by
h−1r gh0 ∈ U∗n0. Then L˜ is the local system on Zs∅,J,D such that γ∗L˜ = ψ∗L.
Note that γ, ψ are naturally defined over Fq. Let τ˜ : F
∗ψ∗L ∼−→ ψ∗L be the
isomorphism induced by τ0. There is a well defined isomorphism τ : F
∗L˜ ∼−→ L˜
such that τ induces via γ the isomorphism τ˜ .
Let πs : Z
s
∅,J,D −→ ZJ,D be as in 28.12(a) and let K = Ks,LJ,D = πs!L˜ ∈ D(ZJ,D).
Now πs is naturally defined over Fq. Hence τ : F
∗L˜ ∼−→ L˜ induces an isomorphism
ω : F ∗K ∼−→ K and χK,ω : ZFJ,D −→ Q¯l is defined. Let ξ = (Q,Q′, gUQ) ∈ ZFJ,D
(we can take g ∈ DF ). Using the definitions and the Grothendieck trace formula
we have
χK,ω(ξ) =
∑
i
(−1)itr(τ∗, Hic(π−1s (ξ), L˜)) =
∑
η∈π−1s (ξ)F
tr(τ, L˜η)
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where L˜η is the stalk of L˜ at η. Now γ induces a map Z ′sF −→ Zs∅,J,DF all of
whose fibres have cardinal |B∗F |r+1|UFJ,B∗ |. It follows that
|B∗F |r+1|UFJ,B∗ |χK,ω(ξ) =
∑
η˜∈Z′sF
πsγ(η˜)=ξ
tr(τ˜ , (ψ∗L)η˜) =
∑
η˜∈Z′sF
πsγ(η˜)=ξ
tr(τ0,Lψ(η˜)).
Let
Ξ = {(h0, h1, . . . , hr) ∈ (G0F )r+1; h−1i−1hi ∈ B∗s˙iB∗(i ∈ [1, r]),
h−1r gh0 ∈ NGB∗, h0QJ,B∗h−10 = Q}.
Then {η˜ ∈ Z ′sF ; πsγ(η˜) = ξ} may be identified with Ξ× (gUFQ ). Hence
χK,ω(ξ) = |B∗F |−r−1
∑
(h0,h1,...,hr)∈Ξ
χL,τ0(δ(h0, h1, . . . , hr))
with δ : Ξ −→ T given by (h0, h1, . . . , hr) 7→ d−1(s˙1s˙2 . . . s˙r)−1n1n2 . . . nrn0 (ni, n0
as above). For any (h0, h1, . . . , hr) ∈ Ξ we define gi ∈ Us˙iU , ti ∈ TF (i ∈ [1, r]) by
h−1i−1hi = giti. We also set h0 = x. Then Ξ becomes
{(x, g1,g2, . . . , gr, t1, t2, . . . , tr); x ∈ G0F , gi ∈ Us˙iU, ti ∈ TF ;
gx = xg1t1g2t2 . . . grtrtdu for some t ∈ TF , u ∈ U ; xQJ,B∗x−1 = Q}
and δ : Ξ −→ T becomes
(x, g1, g2, . . . , gr, t1, t2, . . . , tr) 7→ d−1(s˙1s˙2 . . . s˙r)−1ds1t1s˙2t2 . . . s˙rtrtd
= d−1(sr . . . s2t1)(sr . . . s3t2) . . . (srtr−1)(trt)d.
We make the change of variable trt 7→ tr, t 7→ t. Then t no longer appears
explicitly; it only introduces a factor |TF |. We see that
χK,ω(ξ)
=
|TF |
|B∗F |r+1
∑
g1,g2,...,gr,
t1,t2,...tr ,
gi∈Us˙iU,ti∈TF ,x∈DF ,
g−1xg1t1g2t2...grtrd∈xU
xQJ,B∗x
−1=Q
θλF (d
−1(sr . . . s2t1)(sr . . . s3t2) . . . (tr)d).
This is the same (up to the factor aDλ,F,s) as the expression 35.5(c). Using the
equality between 35.5(c) and the trace of 35.5(b), we see that
(a) χK,ω(Q, gQg
−1, gUQ) = a−1Dλ,F,str(Ts1Dλρg,dprQ,P).
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35.7. In the setup of 35.6, let Js ⊂ J 0 ⊂ [1, r] be as in 28.9. For any J ⊂ Js let sJ
be as in 28.9. We have s∅ = s. Define γJ : Z ′sJ −→ Zsj∅,J,D by the formula 28.10(a).
Define ψJ : Z ′sJ −→ T as in 28.10 (with s˙ as in 35.2). Let L˜J be the local system
on ZsJ∅,J,D such that γ
∗
J L˜J = ψ∗JL. Let τ˜J : F ∗ψ∗JL ∼−→ ψ∗JL be the isomorphism
induced by τ0. There is a well defined isomorphism τ
J : F ∗L˜J ∼−→ L˜J such that
τJ induces via γJ the isomorphism τ˜J . Note that for J = ∅, L˜J , τ˜J , τJ reduce
to L˜, τ˜ , τ of 35.6.
Let Z¯s∅,J,D be as in 28.9. This is a smooth irreducible variety, naturally de-
fined over Fq and Z
s∅
∅,J,D is open dense in Z¯
s
∅,J,D. Hence L¯ = IC(Z¯s∅,J,D, L˜∅) is
defined and the isomorphism τ∅ : F ∗L˜∅ ∼−→ L˜∅ of local systems on Zs∅∅,J,D extends
canonically to an isomorphism τ ♯ : F ∗L¯ ∼−→ L¯ (of constructible sheaves, see 28.10).
Restricting this isomorphism to the subset ZsJ∅,J,D of Z¯
s
∅,J,D (with J ⊂ Js) we ob-
tain an isomorphism τ ♯J : F ∗EJ ∼−→ EJ where EJ = L¯|ZsJ∅,J,D . From 28.10 we see
that EJ is a local system isomorphic to L˜J .
Lemma 35.8. The isomorphisms τ ♯J , τJ correspond to each other under
some/any isomorphism of local systems EJ ∼−→ L˜J on ZsJ∅,J,D.
The proof is a refinement of that of Lemma 28.10. Note that Z ′s∅ is an
open dense subvariety of the smooth irreducible variety Z˜s (as in 28.10). Hence
IC(Z˜s, ψ∗∅L) is defined and the isomorphism τ˜∅ : F ∗ψ∗∅L
∼−→ ψ∗∅L of local systems
on Z ′s∅ extends canonically to an isomorphism
τ˜ ♯ : F ∗IC(Z˜s, ψ∗∅L)
∼−→ IC(Z˜s, ψ∗∅L)
which may be identified with the isomorphism induced by τ ♯ through the fibration
Z˜s −→ Z¯s∅,J,D (see 28.10(a)) whose fibres are smooth and connected. Let E˜J =
IC(Z˜s, ψ∗∅L)|Z′sJ and let τ˜ ♯J : F ∗E˜J
∼−→ E˜J be the isomorphism induced by τ˜ ♯
by restriction. It suffices to prove the following statement:
The isomorphisms τ˜ ♯J , τ˜J correspond to each other under some/any isomor-
phism of local systems E˜J ∼−→ ψ∗JL.
Let L′ = (D−1)∗L ∈ s(T) = s(T ). Let τ ′0 : F ∗L′ ∼−→ L′ be the unique isomor-
phism which induces the identity map on the stalk of L′ at 1. Let ′Z¯s, ′ZsJ be
as in 28.10. Define ′ψJ : ′ZsJ −→ T as in 28.10 (with s˙ as in 35.2). Then ′ψJ
is compatible with the natural Fq-structures on
′ZsJ , T ; hence τ ′0 : F
∗L′ ∼−→ L′
induces an isomorphism of local systems ′τJ : F ∗′ψ∗JL′ ∼−→ ′ψ∗JL′. Let
′τ ♯ : F ∗IC(′Z¯s, ′ψ∗∅L′) ∼−→ IC(′Z¯s, ′ψ∗∅L′)
be the isomorphism induced by ′τ∅ : F ∗′ψ∗∅L′
∼−→ ′ψ∗∅L′. Let
′EJ = IC(′Z¯s, ′ψ∗∅L′)|′ZsJ
and let ′τ ♯J : F ∗′EJ ∼−→ ′EJ be the isomorphism induced by ′τ ♯ by restriction.
As in the proof of 28.10, it suffices to prove the following statement:
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(a) The isomorphisms ′τ ♯J , ′τJ correspond to each other under some/any iso-
morphism of local systems ′EJ ∼−→ ′ψ∗JL′.
Assume that (a) is known in the case where |J | = 1. We now consider a general
J ⊂ Js. We prove (a) by induction on |J |. If J = ∅, (a) is obvious. Assume
that J 6= ∅. Let j ∈ J be the largest number in J . Let J ′ = J − {j}. Let ′Z¯sJ′
be the variety analogous to ′Z¯s when s is replaced by sJ ′ (this is the same as the
closure of ′ZsJ′ in ′Z¯s). Let
′′τ ♯ : F ∗IC(′Z¯sJ′ , ′ψ∗J ′L′) ∼−→ IC(′Z¯sJ′ , ′ψ∗J ′L′)
be the isomorphism induced by ′τJ
′
: F ∗′ψ∗J ′L′ ∼−→ ′ψ∗J ′L′ and let ′′τ ♯J be its
restriction to ′ZsJ . By the induction hypothesis, the isomorphisms ′τ ♯J
′
, ′τJ
′
correspond to each other under some/any isomorphism of local systems ′EJ ′ ∼−→
′ψ∗J ′L′. It follows that the isomorphisms ′′τ ♯J , ′τ ♯J correspond to each other under
some/any isomorphism of local systems
IC(′Z¯sJ′ , ′ψ∗J ′L′)|′ZsJ ∼−→ ′EJ .
By our assumption (applied to sJ ′ instead of s), the isomophisms ′′τ ♯J , ′τJ cor-
respond to each other under some/any isomorphism of local systems
IC(′Z¯sJ′ , ′ψ∗J ′L′)|′ZsJ ∼−→ ′ψ∗JL′.
It follows that the isomorphisms ′τ ♯J , ′τJ correspond to each other under
some/any isomorphism of local systems ′EJ ∼−→ ′ψ∗JL′. Thus, (a) holds for J .
We now consider the remaining case, where J consists of a single element j.
Note that j ∈ Js where Js is defined in terms of D,L or equivalently, in terms of
G0,L′. The statement (a) involves only G0. Hence to prove it, we may assume
that G = G0. We write Z ′, Z ′′ instead of ′Zs∅ , ′Zs{j} and we set Z = Z ′ ∪ Z ′′, a
subvariety of ′Z¯s. We write f ′, f ′′ instead of ′ψ∅, ′ψ{j}. Let b = s˙j+1s˙j+2 . . . s˙r.
We have L′ = κ∗L1 where κ ∈ Hom(T,k∗) and L1 ∈ s(k∗). Since L′⊗(q−1) ∼=
Q¯l, we may assume that L⊗(q−1)1 ∼= Q¯l. Hence there is a unique isomorphism
τ1 : F
∗L1 ∼−→ L1 which induces the identity on the stalk of L1 at 1. Then
τ ′0 : F
∗L′ ∼−→ L′ is induced by τ1, via κ∗.
We continue the proof assuming that G has simply connected derived subgroup.
Let βˇ be as in the proof of 28.10. As in that proof, we may assume that 〈βˇ, κ〉 = 0.
Hence there exists a homomorphism of algebraic groups χ : B∗s˙jB∗ ∪ B∗ −→
k∗ such that χ(t) = κ(b−1tb) for all t ∈ T . Let f˜ : Z −→ k∗ be as in 28.10.
If yj ∈ B∗s˙jB∗, we have f˜(y1, . . . , yr) = κ(f ′(y1, . . . , yr)); if yj ∈ B∗ we have
f˜(y1, . . . , yr) = κ(f
′′(y1, . . . , yr)). (See 28.10.) We show that
χ(F (g)) = χ(g)q for all g ∈ B∗s˙jB∗ ∪B∗.
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We may assume that g ∈ T . Then
χ(F (g)) = κ(b−1F (g)b) = κ(F (b−1gb)) = κ((b−1gb)q) = κ(b−1gb)q = χ(g)q,
as required. It follows that for any (y1, . . . , yr) ∈ Z we have
(b) f˜(F (y1), . . . , F (yr)) = (f˜(y1, . . . , yr))
q.
Let F = f˜∗(L1). We have canonically FZ′ = f ′∗L′,F|Z′′ = f ′′∗L′. From (b) we
see that the isomorphism τ1 : F
∗L1 ∼−→ L1 induces via f˜∗ an isomorphism F ∗F ∼−→
F and this gives rise upon restriction to Z ′, Z ′′ to the isomorphisms ′τ∅, ′τ{j}.
Since F is a local system on Z such that F|Z′ = f ′∗L′, we have canonically
F = IC(Z, f ′∗L′). Hence (a) holds in our case.
We now drop the assumption that G has simply connected derived subgroup.
Let π : Gˆ −→ G be a surjective homomorphism of connected reductive groups
whose kernel is a central torus in Gˆ and such that Gˆ has simply connected derived
subgroup. We may assume that Gˆ and π are defined over Fq. Then π restricts to
a surjective homomorphism GˆF −→ GF . Since the set of e´pinglages of G, Gˆ are in
natural bijection, the e´pinglage of G fixed in 35.2 gives rise to an e´pinglage of Gˆ
(the associated Borel subgroup and maximal torus are Bˆ∗ = π−1(B∗), Tˆ = π−1(T )
and the analogue of ξs : k −→ U∗ is the obvious one). For s ∈ I let s˜ ∈ (NGˆTˆ )F
be associate to this e´pinglage of Gˆ in the same way as s˙ was associated to the
e´pinglage of G. We set 1˜ = 1 ∈ G˜. Define Zˆ, Zˆ ′, Zˆ ′′, fˆ ′ : Zˆ ′ −→ Tˆ , fˆ ′′ : Zˆ ′′ −→ Tˆ in
terms of Gˆ, Bˆ∗, Tˆ , s˜i in the same way as Z, Z ′, Z ′′, f ′ : Z ′ −→ T, f ′′ : Z ′′ −→ T are
defined in terms of G,B∗, T, s˙i. Let Lˆ′ ∈ s(Tˆ ) be the inverse image of L′ under
π : Tˆ −→ T . There is a unique isomorphism F ∗Lˆ′ ∼= Lˆ′ which induces the identity
map on the stalk of Lˆ′ at 1. This induces isomorphisms
′τˆ∅ : F ∗fˆ ′∗Lˆ′ −→ fˆ ′∗Lˆ′, ′τˆ{j} : F ∗fˆ ′′∗Lˆ′ −→ fˆ ′′∗Lˆ′.
Now ′τˆ∅ induces an isomorphism F ∗IC(Zˆ, fˆ ′∗Lˆ′) ∼−→ IC(Zˆ, fˆ ′∗Lˆ′) and this re-
stricts to an isomorphism of local systems
′τˆ ♯{j} : F ∗IC(Zˆ, fˆ ′∗Lˆ′)|Zˆ′′
∼−→ IC(Zˆ, fˆ ′∗Lˆ′)|Zˆ′′ .
By an earlier part of the proof, the isomorphisms ′τˆ ♯{j}, ′τˆ{j} correspond to each
other under some/any isomorphism of local systems IC(Zˆ, fˆ ′∗Lˆ′)|Zˆ′′
∼−→ fˆ ′′∗Lˆ′.
Now the map Zˆ −→ Z induced by π is a fibration with smooth connected fibres
and IC(Zˆ, fˆ ′∗Lˆ′) is canonically the inverse image under this map of IC(Z, f ′∗L′).
Hence IC(Zˆ, fˆ ′∗Lˆ′)|Zˆ′′ is the inverse image under Zˆ ′′ −→ Z ′′ of IC(Z, f ′∗L′)|Z′′ .
Similarly, fˆ ′′∗Lˆ′ is the inverse image under Zˆ ′′ −→ Z ′′ of f ′′∗L′. Also, ′τˆ ♯{j}, ′τˆ{j}
are obtained from ′τ ♯{j}, ′τ{j} by inverse image under Zˆ ′′ −→ Z ′′. Therefore the
required statement about ′τ ♯{j}, ′τ{j} is a consequence of the analogous, already
known statement about ′τˆ ♯{j}, ′τˆ{j} (we use the faithfulness of the inverse image
functor under the fibration Zˆ ′′ −→ Z ′′ with smooth connected fibres). The lemma
is proved.
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35.9. We preserve the setup of 35.7. Let π¯s : Z¯
s
∅,J,D −→ ZJ,D be as in 28.12 and
let K¯ = K¯s,LJ,D = π¯s!L¯ ∈ D(ZJ,D) (see 28.12, 35.7). Now π¯s is naturally defined
over Fq. Hence the isomorphism τ
♯ : F ∗L¯ ∼−→ L¯ in 35.7 induces an isomorphism
ω¯ : F ∗K¯ −→ K¯ and χK¯,ω¯ : ZFJ,D −→ Q¯l is defined.
Proposition 35.10. Let (Q,Q′, gUQ) ∈ ZFJ,D (we take g ∈ DF ). Let CsDλ ∈ Hq−1
be as in 31.5. We have
χK¯,ω¯(Q,Q
′, gUQ) = a−1Dλ,F,str(C
s
Dλρg,dprQ,P).
Consider the partition Z¯s∅,J,D = ⊔J⊂J 0ZsJ∅,J,D (see 28.9). For each J ⊂ J 0
let πJ : Z
sJ
∅,J,D −→ ZJ,D be the restriction of p¯s, let KJ = πJ !(L¯|ZsJ∅,J,D) and
let ωJ : F ∗KJ −→ KJ be the isomorphism induced by τ ♯. Using the additivity
property of characteristic functions, we see that χK¯,ω¯ =
∑
J⊂J 0 χKJ ,ωJ . By
28.10, we have KJ = 0 unless J ⊂ Js. By Lemma 35.8, if J ⊂ Js, χKJ ,ωJ is
just like χK,ω in 35.6, with s replaced by sJ . Hence 35.6(a) can be applied and it
yields
χKJ ,ωJ (Q,Q
′, gUQ) = a−1Dλ,F,sJ tr(TsJ 1Dλρg,dprQ,P).
We will verify below that
(a) aDλ,F,s = aDλ,F,sJ for any J ⊂ Js.
We see that
χK¯,ω¯(Q, gQg
−1, gUQ) = a−1Dλ,F,s
∑
J⊂Js
tr(TsJ 1Dλρg,dprQ,P)
is as desired. (We have used the identity CsDλ =
∑
J⊂Js TsJ 1Dλ which follows
easily from the definitions.)
We now verify (a). We may assume that J has a single element j ∈ Js (the
general case can then be obtained by iteration). We have sJ = (s′1, s
′
2, . . . , s
′
r)
where s′i = si for i 6= j and s′j = 1. It suffices to show that, for any k ∈ [1, r] we
have
(b)
√
θ
Dλ
F (sr . . . sk+1αˇsk(−1)) =
√
θ
Dλ
F (s
′
r . . . s
′
k+1αˇs′k(−1)).
If sk = 1, then s
′
k = 1 and both sides are 1. If sk ∈ I and k > j then sk′ = s′k′ for
k′ ≥ k and (b) is obvious. If k = j then (b) states that√
θ
Dλ
F (sr . . . sj+1αˇsj (−1)) = 1;
this follows from
(c) θ
Dλ
F (sr . . . sj+1αˇsj (a)) = 1 for all a ∈ F∗q
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which comes from j ∈ Js. Assume now that sk ∈ I and k < j. Then for some
m ∈ Z we have
sjsj−1 . . . sk+1αˇsk = (sj−1 . . . sk+1αˇsk)αˇ
m
sj
.
Applying srsr−1 . . . sj+1 to both sides gives
srsr−1 . . . sk+1αˇsk = (srsr−1 . . . sj+1sj−1 . . . sk+1αˇsk)(srsr−1 . . . sj+1αˇsj )
m.
Applying θ
Dλ
F to both sides and using (c) gives
θ
Dλ
F (srsr−1 . . . sk+1αˇsk(a)) = θ
Dλ
F (srsr−1 . . . sj+1sj−1 . . . sk+1αˇsk(a))
for all a ∈ F∗q . We set a = −1 and we see that (b) holds for this k. This proves
(a). The proposition is proved.
35.11. Let L,L′ ∈ sn. Then L,L′ ∈ sq−1. Let τ0 : F ∗L ∼−→ L be as in 35.2; let
τ ′0 : F
∗L′ ∼−→ L′ be the analogous isomorphism. Let λ ∈ sn (resp. λ′ ∈ sn) be
the isomorphism class of L (resp. L′). We have λ ∈ sq−1, λ′ ∈ sq−1. Let s =
(s1, s2, . . . , sr), s
′ = (s′1, s
′
2, . . . , s
′
r′) be sequences in I such that s1s2 . . . srDλ = λ,
s′1s
′
2 . . . s
′
r′Dλ
′ = λ′. Let K¯ = K¯s,LJ,D, ω¯ : F
∗K¯ ∼−→ K¯ be as in 35.9. Let K¯ ′ = K¯s′,L′J,D
and let ω¯′ : F ∗K¯ ′ ∼−→ K¯ ′ be the analogue of ω¯ (defined in terms of τ ′0). Then
χK¯,ω¯ : Z
F
J,D −→ Q¯l, χK¯′,ω¯′ : ZFJ,D −→ Q¯l are defined. Let
E =
∑
(Q,Q′,gUQ)∈ZFJ,D
χK¯,ω¯(Q,Q
′, gUQ)χK¯′,ω¯′(Q,Q
′, gUQ).
Using 35.10 for K¯ and for K¯ ′, we see that
E = |UFJ,B∗ |−1a−1Dλ,F,sa−1Dλ′,F,s′
∑
Q∈PF
J
∑
g∈DF
tr(CsDλρg,dprQ,P)tr(C
s′
Dλ′ρg,dprQ,P).
Setting g = dg0 where g0 ∈ G0F we have ρg,d = ρd,dρg0,1. Hence
E = |UFJ,B∗ |−1a−1Dλ,F,sa−1Dλ′,F,s′
∑
Q∈PFJ
g0∈G0F
tr(prQC
s
Dλρd,dρg0,1,P)
× tr(prQCs
′
Dλ′ρd,dρg0,1,P) = |G0F ||UFJ,B∗ |−1a−1Dλ,F,sa−1Dλ′,F,s′tr(XY,P⊗P)
where
X =
∑
Q∈PF
J
(prQ ⊗ prQ)((CsDλρd,d)⊗ (Cs
′
Dλ′ρd,d)) : P⊗P −→ P⊗P,
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Y = |G0F |−1
∑
g0∈G0F
(ρg0,1 ⊗ ρg0,1) : P⊗P −→ P⊗P.
We have XY = Y X and Y is a projection of P⊗P onto the subspace (P⊗P)G0F
of G0F -invariants for the G0F -action in which g0 acts as ρg0,1 ⊗ ρg0,1. Hence X
maps (P⊗P)G0F into itself and
E = |G0F ||UFJ,B∗ |−1a−1Dλ,F,sa−1Dλ′,F,s′tr(X, (P⊗P)G
0F
).
The non-singular symmetric bilinear form
(, ) : P×P −→ U, (f, f ′) =
∑
x∈G0F
f(x)f ′(x)
gives rise to an isomorphism P⊗P ∼−→ End(P), f ′⊗f ′′ 7→ [f 7→ (f, f ′)f ′′]. Under
this isomorphism, X corresponds to a linear map X ′ : End(P) −→ End(P),
φ 7→
∑
Q∈PFJ
(prQC
s′
Dλ′ρd,d)φ(
t(prQC
s
Dλρd,d))
where t denotes taking transpose with respect to (, ). We have (ρg0,1f, ρg0,1f
′) =
(f, f ′) for all f, f ′ ∈ P, g0 ∈ G0F . Hence P ⊗ P ∼−→ End(P) restricts to an
isomorphism (P⊗P)G0F ∼−→ EndG0F (P) under which
X : (P⊗P)G0F −→ (P⊗P)G0F
corresponds to the restriction of X ′ to EndG0F (P). It follows that
E = |G0F ||UFJ,B∗ |−1a−1Dλ,F,sa−1Dλ′,F,s′tr(X ′,EndG0F (P)).
From the definitions we have
tρd,d = ρd−1,d−1 : P −→ P,
t(prQ) = prQ for all Q ∈ PJ ,
t(kν) = kν−1 : P −→ P for all ν ∈ NG0T.
In particular,
tks˙ = ks˙−1 = ks˙kαˇs(−1) : P −→ P for all s ∈ I.
We also see that
t(1λ1) = 1λ−11
: P −→ P for all λ1 ∈ sq−1.
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For s ∈ I, λ1 ∈ sq−1 we have
t(Ts1λ1) =
√
θλ1F (αˇs(−1))1λ−11 ks˙kαˇs(−1) =
√
θλ1F (αˇs(−1))θλ1F (αˇs(−1))1λ−11 ks˙
= θλ1F (αˇs(−1))Ts1sλ−11 : P −→ P,
hence t(Csλ1) = θ
λ1
F (αˇs(−1))Cssλ−11 : P −→ P. It follows that
t(CsDλ) = δ0C
s˜
s1s2...sr(Dλ)−1 = δ0C
s˜
λ−1
where s˜ = (sr, . . . , s2, s1) and
δ0 = (θ
Dλ
F (αˇsr(−1)))(θDλF (srαˇsr−1(−1))) . . . (θDλF (sr . . . s2αˇs1(−1))) = a2Dλ,F,s.
We see that X ′(φ) = δ0
∑
Q∈PF
J
prQC
s′
Dλ′ρd,dφρd−1,d−1C
s˜
λ−1prQ for φ ∈ End(P).
35.12. For w ∈W we set
td,w = ((ǫD(w))˙)
−1dw˙d−1 ∈ TF .
We show that, for λ1 ∈ sq−1, we have
(a) ρd,dTw1λ1ρd−1,d−1 = θ
λ1
F (d
−1td,wd)−1TǫD(w)1Dλ1 : P −→ P.
(We regard Tw1λ1 as an element of EndG0FP = T = H
√
q
q−1, see 35.4, 35.5.) We
first show that for ν ∈ (NG0T )F we have
ρd,dkνρd−1,d−1 = kdνd−1 : P −→ P.
Indeed, for f ∈ P, x ∈ G0F , we have
(ρd,dkνρd−1,d−1f)(x) = (kνρd−1,d−1f)(d
−1xd)
= |U |−1
∑
x′∈UνU
(ρd−1,d−1f)(d
−1xdx′) = |U |−1
∑
x′∈UνU
f(dd−1xdx′d−1)
= |U |−1
∑
x′′∈Udνd−1U
f(xx′′) = (kdνd−1f)(x),
as required. Using the equality
Tw1λ1 =
∏
α∈R+,w−1α∈R−
√
θλ1F (αˇ(−1))kw˙1λ1
= |TF |−1
∏
α∈R+,w−1α∈R−
√
θλ1F (αˇ(−1))
∑
t∈TF
θλ1F (t)kw˙t,
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we have
ρd,dTw1λ1ρd−1,d−1
= |TF |−1
∏
α∈R+,w−1α∈R−
√
θλ1F (αˇ(−1))
∑
t∈TF
θλ1F (t)ρd,dkw˙tρd−1,d−1
= |TF |−1
∏
α∈R+,w−1α∈R−
√
θλ1F (αˇ(−1))
∑
t∈TF
θλ1F (t)kdw˙td−1
= |TF |−1
∏
α∈R+,w−1α∈R−
√
θλ1F (αˇ(−1))
∑
t∈TF
θλ1F (t)kdw˙d−1kdtd−1
=
∏
α∈R+,w−1α∈R−
√
θ
Dλ1
F (Dαˇ(−1))k(ǫD(w))˙ktd,w1Dλ1
= θ
Dλ1
F (t
−1
d,w)
∏
α′∈R+,ǫD(w)−1α′∈R−
√
θ
Dλ1
F (αˇ
′(−1))k(ǫD(w))˙1Dλ1
= θλ1F (d
−1td,wd)−1TǫD(w)1Dλ1
and (a) is proved.
35.13. We write ΘJn : Hn −→ Hn instead of ΘJ : Hn −→ Hn, see 32.22. Let
ΘJn,q : H
√
q
n −→ H
√
q
n be the linear map defined by ΘJn by extension of scalars.
Replacing n by q − 1 we obtain a linear map ΘJq−1,q : H
√
q
q−1 −→ H
√
q
q−1. We identify
EndG0FP = T = H
√
q
q−1, see 35.4, 35.5. We show:
(a) ΘJq−1,q(φ) =
∑
Q∈PFJ
prQφprQ : P −→ P
for any φ ∈ EndG0FP. First we show that for ν ∈ (NG0T )F we have
(b)
∑
Q∈PF
J
prQkνprQ = kν if ν ∈ QJ,B∗ ;
∑
Q∈PF
J
prQkνprQ = 0 if ν /∈ QJ,B∗ .
Let f ∈ P, x ∈ G0F . We have
(
∑
Q∈PFJ
prQkνprQf)(x) =
∑
Q∈PJ ;
xQJ,B∗x
−1=Q
(kνprQf)(x)
= |U |−1
∑
Q∈PJ ;
xQJ,B∗x
−1=Q;
x′∈UνU
(prQf)(xx
′) = |U |−1
∑
Q∈PJ ;
xQJ,B∗x
−1=Q;
x′∈UνU;xx′QJ,B∗x′−1x−1=Q
f(xx′)
= |U |−1
∑
x′∈UνU;
x′QJ,B∗x
′−1=QJ,B∗
f(xx′) = |U |−1
∑
x′∈UνU∩QJ,B∗
f(xx′),
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and (b) follows.
It suffices to prove (a) for φ = Tw1λ where w ∈W, λ ∈ sq−1. We have
∑
Q∈PFJ
prQTw1λprQ = |TF |−1
∏
α∈R+
w−1α∈R−
√
θλF (αˇ(−1))
∑
t∈TF
θλF (t)
∑
Q∈PFJ
prQkw˙tprQ.
By (b) this is zero, unless w˙ ∈ QJ,B∗ that is, w ∈WJ ; assuming that w ∈WJ this
equals
|TF |−1
∏
α∈R+,w−1α∈R−
√
θλF (αˇ(−1))
∑
t∈TF
θλF (t)kw˙t = Tw1λ;
(a) is proved.
35.14. Let m be an integer ≥ 1. Let Fqm be the subfield of k consisting of
qm elements. Then Fm : G −→ G is the Frobenius map for an Fqm-rational
structure on G. The e´pinglage in 35.2 relative to Fq can be also regarded as
an e´pinglage relative to Fqm . In the setup of 35.11, define τ
(m)
0 : F
m∗L ∼−→ L,
τ ′0
(m) : Fm∗L′ ∼−→ L′ in terms of τ0, τ ′0 as in 33.5. We have χL,τ (m)0 = θ
λ
Fm ,
χL′,τ ′0(m) = θ
λ′
Fm where
θλFm(t) = θ
λ
F (t
1+q+···+qm−1), θλ
′
Fm(t) = θ
λ′
F (t
1+q+···+qm−1)
for all t ∈ TFm . Now ω¯(m) : Fm∗K¯ ∼−→ K¯ (see 33.5) has the same relation to
τ
(m)
0 as ω¯ : F
∗K¯ ∼−→ K¯ (see 35.9) to τ0. Let ω¯′(m) : Fm∗K¯ ′ ∼−→ K¯ ′ be the
analogous isomorphism defined in terms of τ ′0
(m). Then χK¯,ω¯(m) : Z
Fm
J,D −→ Q¯l,
χK¯′,ω¯′(m) : Z
Fm
J,D −→ Q¯l are well defined.
We choose (as we may) m0 ∈ N∗k such that (−1)m0 = 1 (in k∗) and tm0d,w = 1
(in T ) for all w ∈W.
We show that if m ∈ m0Z, m ≥ 1, then aDλ,Fm,s = 1. It suffices to show
that θ
Dλ
Fm αˇ(−1) = 1 for any α ∈ R. Since Dλ ∈ sq−1 we have θDλFm(t) =
θλF (t
1+q+···+qm−1). Hence it suffices to show that αˇ((−1)1+q+···+qm−1) = 1 for
any α ∈ R or that (−1)1+q+···+qm−1 = 1 (in k∗). Since (−1)q = −1 (in k∗), it
suffices to show that (−1)m = 1. This follows from our assumption on m and m0.
Similarly, we see that if m ∈ m0Z, m ≥ 1 then aDλ′,Fm,s′ = 1.
We show that, if λ˜ ∈ sn, w ∈W and m ∈ m0Z, m ≥ 1, then θλ˜Fm(d−1td,wd) = 1.
Since λ˜ ∈ sq−1, we have θλ˜Fm(d−1td,wd) = θλ˜F (d−1td,wd)1+q+···+q
m−1
. Hence it
suffices to show that t1+q+···+q
m−1
d,w = 1. Since t
q
d,w = td,w, it suffices to show that
tmd,w = 1. This follows from our assumption on m0, m.
We replace Fq in 35.1 by Fqm0 which we rename as Fq . The results above can
be reformulated as follows.
(a) If m ∈ Z, m ≥ 1, then aDλ,Fm,s = 1, aDλ′,Fm,s′ = 1.
(b) If λ˜ ∈ sn, w ∈W and m ∈ Z, m ≥ 1 then θλ˜Fm(d−1td,wd) = 1.
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Proposition 35.15. Let a = aD : Hn −→ Hn be as in 34.15. Define Φ′′ : Hn −→
Hn by h 7→ ΘJn(Cs
′
Dλ′a(h)C
s˜
λ−1) (an A-linear map) and let µ(G0) be as in 32.22.
If m ∈ Z, m ≥ 1, then
Em =
∑
(Q,Q′,gUQ)∈ZFmJ,D
χK¯,ω¯(m)(Q,Q
′, gUQ)χK¯′,ω¯′(m)(Q,Q
′, gUQ)
is obtained by substituting v2 = qm in v2l(w
0
J )µ(G0)tr(Φ′′, Hn), which is a polyno-
mial in N[v2].
By the arguments in 35.11-35.13 applied with Fm instead of F we see that
Em = |G0Fm ||UFmJ,B∗ |−1aDλ,Fm,sa−1Dλ′,Fm,s′tr(X ′m, H
√
qm
qm−1)
where X ′m(h) = ΘJqm−1,qm(C
s′
Dλ′ξ
′
m(h)C
s˜
λ−1) for h ∈ H
√
qm
qm−1 and
ξ′m : H
√
qm
qm−1 −→ H
√
qm
qm−1 is the linear map given by
Tw1λ˜ 7→ θλ˜Fm(d−1td,wd)−1TǫD(w)1Dλ˜
for w ∈W, λ˜ ∈ sqm−1. Clearly, X ′m(Tw1λ˜) = 0 unless λ˜ ∈ sn and, if this condition
is satisfied, then X ′m(Tw1λ˜) is a linear combination of elements of the form Tw′1λ˜′
with λ˜′ ∈ sn. It follows that
tr(X ′m, H
√
qm
qm−1) = tr(Φ
′′
m, H
√
qm
n )
where Φ′′m(h) = ΘJn,qm(Cs
′
Dλ′ξ
′′
m(h)C
s˜
λ−1) and ξ
′′
m : H
√
qm
n −→ H
√
qm
n is the restriction
of ξ′m. We now use 35.14(a),(b). The proposition follows, except for the assertion
”which is a polynomial in N[v2]”. That assertion follows from 32.22(a) and the
second equality in 32.23(a).
35.16. We now assume that J = I. Let In be a set of representatives for the
isomorphism classes of character sheaves contained in DˆL for some L ∈ sn. Then
In is finite and we can find an integerm1 ≥ 1 such that Fm1∗A ∼= A for any A ∈ In.
We replace Fq in 35.14 by Fqm1 which we rename as Fq. We now have F
∗A ∼= A
for any A ∈ In. For A ∈ In, the Verdier dual D(A) is isomorphic to an object
in In. (See 28.18(a).) For each A ∈ In we choose isomorphisms κA : F ∗A ∼−→ A,
κ′A : F
∗D(A) ∼−→ D(A) so that the following holds: if O is an open dense F -stable
subset of supp(A) = supp(D(A)) on which H−e(A),H−e(D(A)) are local systems
(e = dimO) then for any y ∈ O and any m ≥ 1 such that Fm(y) = y,
(i)
√
qm(e−dimD)κ(m)A : H−e(A)y −→ H−e(A)y is of finite order;
(ii)
√
qm(e−dimD)κ′A
(m) : H−e(D(A))y −→ H−e(D(A))y is of finite order;
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(iii) the isomorphism H−eD(A)F (y) ∼−→ H−eD(A)y (that is, H−e(A)ˇF (y) ∼−→
H−e(A)ˇy) induced by κ′A is qdimD−e times the transpose inverse of the isomorphism
H−e(A)F (y) ∼−→ H−e(A)y induced by κA.
Note that κ′A is uniquely determined by κA and that (ii) follows from (i) and
(iii).
Let L,L′, s, s′, K¯, K¯ ′, ω¯, ω¯′ be as in 35.11. Since K¯, K¯ ′ are semisimple, we have
canonically (for i, i′ ∈ Z):
(a) pHi(K¯) = ⊕A∈In(A⊗ VA,i,s,L),
(b) pHi
′
(K¯ ′) = ⊕A′∈In(D(A′)⊗ V ′A′,i′,s′,L′)
where VA,i,s,L, V ′A′,i′,s′,L′ are finite dimensional Q¯l-vector spaces endowed with
endomorphisms
ψA : VA,i,s,L −→ VA,i,s,L, ψ′A′ : V ′A′,i′,s′,L′ −→ V ′A′,i′,s′,L′
such that under (a) (resp. (b)) the map ⊕A(κA ⊗ ψA) (resp. ⊕A′(κ′A′ ⊗ ψ′A′))
corresponds to the isomorphism F ∗(pHi(K¯)) ∼−→ pHi(K¯) (resp. F ∗(pHi′(K¯ ′)) ∼−→
pHi
′
(K¯ ′)) induced by ω¯ (resp. ω¯′).
In the remainder of this section we assume that D is clean (see 33.4(b)).
Proposition 35.18. (a) With each A ∈ In one can associate sgnA ∈ {1,−1}
with the following property: if A is a direct summand of pHi(K¯s,LD ) where s,L are
as in 35.11, then (−1)i+dimG = sgnA.
(b) With each A ∈ In one can attach an element ξA ∈ Q¯∗l such that the following
hold: ξA is an algebraic number all of whose complex conjugates have absolute value
1; for any s,L as in 35.11 and any i ∈ Z, ψA is equal to ξA√qi−dimG times a
unipotent automorphism of VA,i,s,L; for any s′,L′ as in 35.11 and any i ∈ Z, ψ′A
is equal to ξ−1A
√
qi−dimG times a unipotent automorphism of V ′A,i,s′,L′ .
From the definitions we we see that, in the setup of 35.16, we have
tr(ω¯,Hjg(pHi(K¯))) =
∑
A∈In
tr(κA,HjgA)tr(ψA, VA,i,s,L),
tr(ω¯′,Hj′g (pHi
′
(K¯ ′))) =
∑
A′∈In
tr(κ′A′ ,Hj
′
g D(A
′))tr(ψ′A′ , V
′
A′,i′,s′,L′),
for all g ∈ DF and all i, j, i′, j′. Taking alternating sums over i, j or i′, j′ and using
χK¯,ω¯(g) =
∑
i,j
(−1)i+jtr(ω¯,Hjg(pHi(K¯))),
χK¯′,ω¯′(g) =
∑
i′,j′
(−1)i′+j′tr(ω¯′,Hj′g (pHi
′
(K¯ ′))),
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we obtain
χK¯,ω¯(g) =
∑
A∈In
χA,κA(g)
∑
i
(−1)itr(ψA, VA,i,s,L),
χK¯′,ω¯′(g) =
∑
A′∈In
χD(A′),κ′
A′
(g)
∑
i′
(−1)i′tr(ψ′A′ , V ′A′,i′,s′,L′).(c)
Since K¯ (resp. K¯ ′) is pure of weight 0, we see that pHi(K¯) (resp. pHi
′
(K¯ ′)) is
pure of weight i (resp. i′). By our choice of κA (resp. κ′A) we see that (A, κA) and
(D(A), κ′A) are pure of weight dimG for A ∈ In. Using 35.16(a),(b), we deduce
that
(d) (VA,i,s,L, ψA) is pure of weight i−dimG and (V ′A,i′,s′,L′ , ψ′A) is pure of weight
i′ − dimG.
Using (c) we have
|G0F |−1
∑
g∈DF
χK¯,ω¯(g)χK¯′,ω¯′(g) =
∑
A,A′∈In
|G0F |−1
∑
g∈DF
χA,κA(g)χD(A′),κ′
A′
(g)
×
∑
i,i′
(−1)i+i′tr(ψA, VA,i,s,L)tr(ψ′A′ , V ′A′,i′,s′,L′).
(e)
Using 24.18 (which is applicable by our cleanness assumption and by Corollary
31.15) we see that for any A,A′ ∈ In we have
|G0F |−1
∑
g∈DF
χA,κA(g)χD(A′),κ′
A′
(g) = δA,A′ .
Hence (e) becomes
|G0F |−1
∑
g∈DF
χK¯,ω¯(g)χK¯′,ω¯′(g) =
∑
A∈In
i,i′
(−1)i+i′tr(ψA, VA,i,s,L)tr(ψ′A, V ′A,i′,s′,L′).
This remains true if F is replaced by Fm, where m ≥ 1. Thus we have
|G0Fm |−1
∑
g∈DFm
χK¯,ω¯(m)(g)χK¯′,ω¯′(m)(g)
=
∑
j
(−1)j
∑
A∈In
∑
i,i′;i+i′=j
tr(ψmA , VA,i,s,L)tr(ψ
′
A
m, V ′A,i′,s′,L′)(f)
with ω¯(m), ω¯′(m) as in 35.14. Using 35.15, we may rewrite the previous equality as
follows: ∑
j
(−1)j
∑
f
amj,f = Π(q
m)
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where aj,f are the eigenvalues of ψA⊗ψ′A on ⊕i,i′;i+i′=jVA,i,s,L⊗ V ′A,i′,s′,L′ and Π
is a polynomial with coefficients in N. By (d), each aj,f is an algebraic number all
of whose complex conjugates have absolute value squared equal to qj−2 dimG. It
follows that, for fixed j, the set {aj,f} is empty if j is odd and that each aj,f is equal
to qj/2−dimG if j is even. This implies that, for any A ∈ In, VA,i,s,L⊗ V ′A,i′,s′,L′ is
0 if i + i′ is odd and, if i+ i′ is even, any eigenvalue of ψA on VA,i,s,L multiplied
by any eigenvalue of ψ′A on V
′
A,i′,s′,L′ gives q
(i+i′)/2−dimG. Since for A ∈ In we
have V ′A,i′,s′,L′ 6= 0 for some s′,L′ as in 35.11, we see that the parity of i such
that VA,i,s,L 6= 0 for some s,L as in 35.11 is an invariant of A and that, for any
eigenvalue ξ of ψA on VA,i,s,L, the product ξ
√
qdimG−i is also an invariant of A.
The proposition follows.
35.19. As in 34.15, let {Eu; u ∈ U} be a set of representatives for the isomorphism
classes of simple modules for H1n. Let m ≥ 1. Using 35.18, we can rewrite 35.18(f)
as follows:
|G0Fm |−1
∑
g∈DFm
χK¯,ω¯(m)(g)χK¯′,ω¯′(m)(g)
=
∑
A∈In
∑
i,i′
(−1)i+i′ dimVA,i,s,L dimV ′A,i′,s′,L′qm(i−dimG)/2qm(i
′−dimG)/2.
(a)
By 35.15 (with J = I), the left hand side of (a) is tr(Φ′′, Hn)|v=√qm . We have∑
A∈In
(
∑
i
(−v)iv− dimG dimVA,i,s,L)(
∑
i′
(−v)i′v− dimG dimV ′A,i′,s′,L′)
= tr(Φ′′, Hn) =
∑
u∈Ua
tr(Cs
′
Dλ′ T˜D, E
v
u)tr(T˜
−1
D C
s˜
λ−1 , E
v
u)
=
∑
u∈Ua
tr(Cs
′
Dλ′ T˜D, E
v
u)tr((C
s˜
λ−1)
♭T˜D, E
v
u)
♠
=
∑
u∈Ua
tr(Cs
′
Dλ′ T˜D, E
v
u)tr(C
s
Dλ−1 T˜D, E
v
u)
♠.(b)
(The first equality in (b) comes from the fact that (a) holds for any integer m ≥ 1.
Here tr(Φ′′, Hn), as in 35.15 with J = I, can be replaced by a sum of products
of traces, see 34.14(a). This gives the second equality in (b) where the notation
of 34.15 is used. The third equality in (b) comes from 34.17 since T˜−1D C
s˜
λ−1 is
an A-linear combination of elements of the form T˜w1λ−1 , w ∈ WD. The fourth
equality in (b) follows from the definitions using sr . . . s2s1λ
−1 = Dλ−1.) Using
the definitions and 34.19(a),(c), we obtain for A ∈ In:∑
i
(−v)iv− dimG dimVA,i,s,L = (
∑
i
(−v)iv−dimG dimVA,i,s,L)♠
= (ζA(CsDλ[D]))
♠ =
∑
u∈Ua
(bvA,u)
♠tr(CsDλT˜D, E
v
u)
♠,(b)
62 G. LUSZTIG
∑
i′
(−v)i′v− dimG dimV ′A,i′,s′,L′ = ζD(A)(Cs
′
Dλ′ [D])
=
∑
u′∈Ua
bv
D(A),u′tr(C
s′
Dλ′ T˜D, E
v
u′) =
∑
u′∈Ua
bvA,u′tr(C
s′
Dλ′−1 T˜D, E
v
u′).(c)
Introducing (b),(c) in (a) we obtain
∑
A∈In
(
∑
u′∈Ua
bvA,u′tr(C
s′
Dλ′−1 T˜D, E
v
u′))(
∑
u∈Ua
(bvA,u)
♠tr(CsDλT˜D, E
v
u)
♠)
=
∑
u∈Ua
tr(Cs
′
Dλ′ T˜D, E
v
u)tr(C
s
Dλ−1 T˜D, E
v
u)
♠,
that is,
(d)
∑
u,u′∈Ua
(
∑
A∈In
bvA,u′(b
v
A,u)
♠ − δu,u′)tr(Cs′Dλ′−1 T˜D, Evu′)tr(CsDλT˜D, Evu)♠ = 0.
Recall that here s is assumed to satisfy s1s2 . . . srDλ = λ. The A-submodule
of HDn spanned by the elements C
s
DλT˜D with s as above (and λ fixed) is just
1λHnT˜uD1λ hence in (d) we may replace C
s
DλT˜D by any element in 1λHnT˜uD1λ
and the equality remains true. Similarly, we may replace Cs
′
Dλ′−1 T˜D by any element
in 1λ′−1HnT˜D1λ′−1 and the equality remains true. Thus we have
(e) ∑
u,u′∈Ua
(
∑
A∈In
bvA,u′(b
v
A,u)
♠ − δu,u′)tr(T˜x′1Dλ′−1 T˜D, Evu′)tr(T˜x1DλT˜D, Evu)♠) = 0
for any x, x′ ∈W such that
(f) xDλ = λ, x′Dλ′−1 = λ′−1.
Now (e) remains true even if (f) does not hold. (If for example, xDλ = λ1 6= λ
then for any u ∈ Ua we have
tr(T˜x1DλT˜D, E
v
u) = tr(1λ1 T˜x1DλT˜D, E
v
u) = tr(T˜xT˜D1λ1λ1 , E
v
u) = 0,
hence the left hand side of (e) is zero.) We now multiply both sides of (e) by
tr(T˜x′1Dλ′−1 T˜D, E
v
u′1
)♠tr(T˜x1DλT˜D, Evu1)
where u1, u
′
1 ∈ Ua and sum the resulting equalities over all x, x′ ∈W and λ, λ′ ∈
sn. We obtain
∑
u,u′∈Ua
(
∑
A∈In
bvA,u′(b
v
A,u)
♠ − δu,u′)(
∑
x,λ
tr(T˜x1DλT˜D, E
v
u1
)tr(T˜x1DλT˜D, E
v
u)
♠))
× (
∑
x′,λ′
tr(T˜x′1Dλ′−1 T˜D, E
v
u′)tr(T˜x′1Dλ′−1 T˜D, E
v
u′1
)♠) = 0.
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Using 34.18(a) we deduce
∑
u,u′∈Ua
(
∑
A∈In
bvA,u′(b
v
A,u)
♠ − δu,u′)δu′,u′1fvu′1 dimEu′1δu,u1f
v
u1 dimEu1 = 0,
that is,
(
∑
A∈In
bvA,u′1(b
v
A,u1
)♠ − δu1,u′1)fvu′1 dimEu′1f
v
u1
dimEu1 = 0.
Since fvu′1
dimEu′1f
v
u1
dimEu1 6= 0, we deduce
(g)
∑
A∈In
bvA,u′1(b
v
A,u1
)♠ = δu1,u′1
for any u1, u
′
1 ∈ Ua.
35.20. Let A0 ∈ In. Then supp(A0) is the closure of a stratum Y = YL,S of
D. Let e = dimY . Replacing Fq by a finite extension, we may assume that the
following holds:
(a) there exists a finite group Γ and a sequence of maps Γ −→ Y Fm, γ 7→ yγ,m
(m = 1, 2, 3, . . . ) such that for any m ≥ 1 and any A ∈ In we have
q−(dimD−e)m|Γ|−1
∑
γ∈Γ
χ
A,κ
(m)
A
(yγ,m)χD(A0),κ′A0
(m)(yγ,m) = δA0,A′ .
(We apply 33.7 with I = In.)
35.21. We identify Hn with a subalgebra of Hq−1 by T˜w1λ 7→ T˜w1λ for w ∈ W,
λ ∈ sn. (We have sn ⊂ sq−1 since n divides q − 1.) Similarly, for any κ ∈ U we
identify Hκn with a subalgebra of H
κ
q−1.
Let {E˜u; u ∈ U˜} be a set of representatives for the isomorphism classes of simple
modules for H1q−1. We may assume that U ⊂ U˜ , that for u ∈ U we have E˜u = Eu
as an H1n-module with 1λ acting as 0 for λ ∈ sq−1 − sn and for u ∈ U˜ − U , H1n
acts on E˜u as zero. For u ∈ U˜ , the H
√
q
q−1-module E˜
√
q
u is defined as in 34.15.
If u ∈ U we have again E˜
√
q
u = E
√
q
u as an H
√
q
n -module with 1λ acting as 0 for
λ ∈ sq−1 − sn. For u ∈ U˜ we set Vu = HomH√qq−1(E˜
√
q
u ,P) where P is regarded
as an H
√
q
q−1 = T-module as in 35.4, 35.5. Since T = EndG0F (P) (see 35.5), the
G0F -module structure on P makes Vu into an irreducible G
0F -module and we have
an isomorphism
ϑ : ⊕u∈U˜ (E˜
√
q
u ⊗ Vu) ∼−→ P, e⊗ x 7→ x(e), e ∈ E˜
√
q
u , x ∈ Vu.
Hence P = ⊕u∈U˜Pu where Pu = ϑ(E˜
√
q
u ⊗ Vu). For u ∈ Ua and x ∈ Vu we define
Ru,x : E˜
√
q
u −→ P by Ru,x(e) = ρd,d(x(T˜−1D e)). We show that
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(a) Ru,x(he) = hRu,x(e) for h ∈ H
√
q
q−1, e ∈ E˜
√
q
u .
If h ∈ H
√
q
q−11λ with λ ∈ sq−1 − sn, w ∈ W then both sides of (a) are zero (we
use 35.12(a)). Hence we may assume that h ∈ H
√
q
n . Recall that ρd,d(a
−1(h)) =
hρd,d : P −→ P (see 35.12(a) and 35.14(b)). Hence
Ru,x(he) = ρd,d(x(T˜
−1
D (he))) = ρd,d(x((a
−1(h))(T˜−1D e)) = ρd,d(a
−1(h))(x(T˜−1D e))
= hρd,d(x(T˜
−1
D e)) = hRu(x)(e),
as required. We see that Ru,x ∈ Vu. Thus, we have a map Ru : Vu −→ Vu,
x 7→ Ru,x. From the definitions we have
ϑ(T˜De⊗Ru,x) = ρd,dϑ(e⊗ x) for e ∈ E
√
q
u , x ∈ Vu.
In particular, ρd,d : P −→ P maps Pu into itself. On the other hand it maps Pu for
u ∈ U − Ua into Pu′ for some u′ ∈ U , u′ 6= u. It also maps ⊕u∈U˜−UPu into itself.
Hence if h ∈ H
√
q
n and g0 ∈ G0F then hρd,dρg0,1 acts as zero on⊕u∈U˜−Uϑ(E
√
q
u ⊗Vu)
and we have
tr(hρd,dρg0,1,P) =
∑
u∈Ua
tr(hT˜D, E
√
q
u )tr(Rug0, Vu).
Now, from Lemma 35.10 (with J = I) we have χK¯,ω¯(g) = tr(C
s
Dλρg,d,P) for any
g ∈ DF . (Recall that aDλ,F,s = 1, see 35.14(a).) Hence
(b) χK¯,ω¯(g) =
∑
u∈Ua
tr(CsDλT˜D, E
√
q
u )tr(Rud
−1g, Vu).
We have
χK¯,ω¯(g) =
∑
A∈In
χA,κA(g)
∑
i
(−√q)i√q− dimGξA dimVA,i,s,L
=
∑
A∈In
χA,κA(g)ξA
∑
u∈Ua
b
√
q
A,utr(C
s
DλT˜D, E
√
q
u ).(c)
(The first equality follows from 35.18(b),(c). The second equality is obtained from
the identity∑
i(−v)iv− dimG dimVA,i,s,L =
∑
u∈Ua b
v
A,utr(C
s
DλT˜D, E
v
u),
see 34.19, under the specialization v 7→ √q. Note that the rational function bvA,u
does not have a pole at v =
√
q; indeed, in 34.19(b), we have ζA(T˜w1Dλ[D]) ∈ A,
tr(T˜w1DλT˜D, E
v
u)
♠ ∈ U[v, v−1] by 34.15(a), while fvu |v=√q = f
√
q
u 6= 0 by 34.15(b).
Hence bvA,u can be specialized for v =
√
q and yields a value b
√
q
A,u ∈ U.) From
(b),(c) we deduce
∑
u∈Ua
tr(CsDλT˜D, E
√
q
u )(tr(Rud
−1g, Vu)−
∑
A∈In
χA,κA(g)ξAb
√
q
A,u) = 0.
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As in the paragraph preceding 35.19(e) we see that here we may replace CsDλT˜D
by any element in 1λHnT˜D1λ. Thus we have
(d)
∑
u∈Ua
tr(T˜x1DλT˜D, E
√
q
u )(tr(Rud
−1g, Vu)−
∑
A∈In
χA,κA(g)ξAb
√
q
A,u) = 0
for any x ∈ W such that xDλ = λ; moreover, if xDλ 6= λ then
tr(T˜x1DλT˜D, E
√
q
u ) = 0 so that (d) holds again. We see that (d) holds for any x ∈
W and any λ ∈ sn. We now multiply both sides of (d) by tr(T˜x1DλT˜D, E
√
q
u1 )
♠ = 0
where u1 ∈ Ua and sum the resulting equalities over all x ∈ W and λ ∈ sn. We
obtain ∑
u∈Ua
(
∑
x,λ
tr(T˜x1DλT˜D, E
√
q
u )tr(T˜x1DλT˜D, E
√
q
u1 )
♠)
× (tr(Rud−1g, Vu)−
∑
A∈In
χA,κA(g)ξAb
√
q
A,u) = 0.
Using 34.18(b) with κ =
√
q =
√
q♠ we deduce that
∑
u∈Ua
δu,u1f
√
q
u dimEu(tr(Rud
−1g, Vu)−
∑
A∈In
χA,κA(g)ξAb
√
q
A,u) = 0
that is,
f
√
q
u1 dimEu1(tr(Ru1d
−1g, Vu1)−
∑
A∈In
χA,κA(g)ξAb
√
q
A,u1
) = 0.
Since f
√
q
u1 dimEu1 6= 0, we deduce
(e) tr(Ru1d
−1g, Vu1) =
∑
A∈In
χA,κA(g)ξAb
√
q
A,u1
= 0.
We show:
(f) Rud
−1g : Vu −→ Vu has finite order.
For any t ≥ 1 we have Rtu(x) = ρtd,d(x(T˜−tD e)), hence Rcu = 1 for some c ≥ 1. For
g0 ∈ G0F we have
Rug0(x)(e) = ρd,dρg0,1x(T˜
−1
D e) = ρdg0d−1,1ρd,dxT˜
−1
D e
hence Rug0 = (dg0d
−1)Ru. From this we deduce
(Rug0)
t = (dg0d
−1)(d2g0d−2) . . . (dtg0d−t)Rtu
for t ≥ 1. We have da = 1 for some a ≥ 1. Let
g1 = (dg0d
−1)(d2g0d−2) . . . (dag0d−a).
We have gb1 = 1 for some b ≥ 1. We have (Rug0)ab = gb1Rabu = Rabu . Thus
(Rug0)
abc = Rabcu = 1. Taking g0 = d
−1g we see that (f) holds.
From (f) we see that tr(Rud
−1g, Vu) is a cyclotomic integer. Introducing this
in (e) we see that
(g)
∑
A∈In χA,κA(g)ξAb
√
q
A,u is a cyclotomic integer for any u ∈ Ua, g ∈ DF .
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Lemma 35.22. In the setup of 35.20, let u ∈ Ua. Assume that Eu is quasi-
rational (see 34.20). Then bvA0,u ∈ ηQ[v, v−1] where η is a root of 1.
Note that 35.21(g) remains true if Fq is replaced by Fqm where m ≥ 1. Thus:
(a)
∑
A∈In
χ
A,κ
(m)
A
(g)ξmA b
√
qm
A,u
is a cyclotomic integer for any m ≥ 1, g ∈ DFm . We use notation of 35.20.
Assume that g ∈ Y Fm . We multiply (a) by √qm(e−dimD)χD(A0),κ′A0 (m)(g) which
is a cyclotomic integer by 35.16(ii). We obtain again a cyclotomic integer. Now
take g = yγ,m (see 35.20) and sum over all γ ∈ Γ (see 35.20). We see that
(b)
√
q
m(e−dimD)∑
γ∈Γ
∑
A∈In
χ
A,κ
(m)
A
(yγ,m)χD(A0),κ′A0
(m)(yγ,m)ξ
m
A b
√
qm
A,u
is a cyclotomic integer for any m ≥ 1. Using 35.20(a) we see that (b) equals
(c)
√
q
m(dimD−e)|Γ|ξmA0b
√
qm
A0,u
which is therefore a cyclotomic integer for any m ≥ 1. By 35.22 we have bvA0,u =
ηQ(v) where η ∈ U is a root of 1 and Q(v) ∈ Q(v). Let K be a subfield of Q¯l such
that K is a finite Galois extension of Q of degree a which contains η and ξA0 . Let
N : K −→ Q be the norm map. Since all complex conjugates of ξA0 have absolute
value 1 we see that N(ξA0) = ±1. We have also N(η) = ±1. Hence applying N to
(c) (with m = 2m′) we see that |Γ|aqam′(dimD−e)Q(qm′)a is a cyclotomic integer.
This being also a rational number, is an ordinary integer. Let
R(v) = |Γ|ava(dimD−e)Q(v)a ∈ Q(v).
We see that R(qm
′
) ∈ Z for any integer m′ ≥ 1. This forces R(v) ∈ Q[v].
Thus, (vdimD−eQ(v))a ∈ Q[v]. It follows that vdimD−eQ(v) ∈ Q[v] hence Q(v) ∈
Q[v, v−1]. The lemma is proved.
Theorem 35.23. Assume that D is clean (see 33.4(b)). Let A ∈ In. Let u ∈ Ua
be such that Eu is quasi-rational (see 34.20). Then b
v
A,u ∈ ηQ for some η, a root
of 1.
Using 35.19(g) with u1 = u
′
1 = u we see that
∑
A∈In b
v
A,u(b
v
A,u)
♠ = 1. Using
35.22 we write bvA,u = ηAQA for A ∈ In where ηA is a root of 1 and QA ∈ Q[v, v−1].
Then (bvA,u)
♠ = η−1A QA so that
∑
A∈In Q
2
A = 1. Since QA ∈ Q[v, v−1], this forces
each QA to be a constant. The theorem is proved.
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