This work employs some techniques in order to filter random noise from the information provided by minimum spanning trees obtained from the correlation matrices of international stock market indices prior to and during times of crisis. The first technique establishes a threshold above which connections are considered affected by noise, based on the study of random networks with the same probability density distribution of the original data. The second technique is to judge the strengh of a connection by its survival rate, which is the amount of time a connection between two stock market indices endure. The idea is that true connections will survive for longer periods of time, and that random connections will not. That information is then combined with the information obtained from the first technique in order to create a smaller network, where most of the connections are either strong or enduring in time.
Introduction
Minimum spanning trees are networks of nodes that are all connected by at least one edge so that the sum of the edges is minimum, and which present no loops. This kind of tree is particularly useful for representing complex networks, filtering the information about the correlations between all nodes and presenting it in a planar graph. Because of this simplicity, minimum spanning trees have been widely used to represent some important financial structures, namely the structures of stock exchanges [1] - [22] , of currency exchange rates [23] - [28] , of world trade [29] - [32] , commodities [33] , of GDPs (Gross Domestic Products) [34] , corporations [35] - [36] and, most important for this article, of the world financial markets [9] , [18] , [37] - [40] .
Like any other representation of real world interactions, it is subject to a great amount of random noise, which is sometimes difficult to isolate. This work employs some techniques in order to filter random noise from the information provided by a minimum spanning tree. The networks that are represented are obtained from the correlations between international stock exchange indices prior to and during years of well known international financial crises, namely the 1987 Black Monday, the 1997 Asian Financial Crisis, the 1998 Russian Crisis, the crisis after September, 11, 2001 , and the Subprime Mortgage crisis of 2008. The reason for choosing international stock exchange indices is because one has some idea of which indices should be more correlated based on information that comes from other sources that are not the correlation matrix, such as geographical proximity, cultural affinity, and strength of commercial relations [29] , and also because one can then follow the interactions of stock markets at different periods of time and in different volatility regimes.
One of the techniques is to establish a threshold above which connections are considered affected by noise based on the study of random networks with the same probability density distribution of the original data, what is obtained by shuffling the original data so that correlations between the various nodes are basically random. This eliminates both random connections and true ones, what can be shown by using arguments of geographical, cultural, and financial links between the stock exchanges. This effect is particularly strong for emerging or small financial markets.
The second technique is to judge the strengh of a connection by its survival rate, which is the amount of time a connection between two stock market indices endure. The idea is that true connections will survive for longer periods of time, and that random connections will not. That information is then combined with the information coming from the first technique in order to create a smaller network, where most of the connections are either strong or enduring in time. The resulting network is a k-minimum spanning tree [41] - [43] , with some additional nodes and edges attached to it, and the result is then studied using the tools of network analysis.
This study brings out important information, like the existence of an American and of an European cluster, both strongly connected in themselves but weakly connected with one another. The study also brings out the importance of the Netherlands in the 80's and 90's, and the emergence of France as the main hub for the European cluster. The study also shows how a Pacific Asian cluster was formed during the last two decades, and of how smaller, weakly interacting clusters, like the one formed by some members of the former Yugoslavia, or the one of Arab indices, have formed in the last decade.
Correlations and distance
The time series of financial market indices encode an enormous amount of information about the way they relate to each other. Part of this information may be captured by the correlation matrix of their log-returns, which are defined as
where P t is the value of a certain index at time t and P t−1 is the value of the same index at time t − 1.
There are many measures of correlation between elements of time series, the most popular being the Pearson correlation coefficient. The drawback of this correlation measure is that it only detects linear relationships between two variables. Two different measures that can detect nonlinear relations are the Spearman and the Kendall tau rank correlations, which measure the extent to which the variation of one variable affects other variable, withouth that relation necessarily being linear. In this work, we choose Spearman's rank correlation, for it is fairly fast to calculate.
The correlation matrix between log-returns of financial market indices may be used to classify the markets from which it is made into clusters, or into "neighbors". For that, we use the process first developed in [1] and used in most articles, which considers a suitable distance function between the markets based on the correlation function, and then uses the Minimum Spanning Tree technique in order to establish links between them.
An Euclidean metric must fulfill the axioms d ij = 0 ⇔ i = j, d ij = d ji , and d ij ≤ d ik + d kj . In this work, I shall use a different metric from reference [1] , which is a nonlinear mapping of the Pearson correlation coefficients between stock returns. The metric to be considered here differs from the aforementioned metric because it is a linear realization of the Spearman rank correlation coefficient between the indices that are being studied:
where c ij are elements of the correlation matrix calculated using Sperman's rank correlation. This distance goes from the minimum value 0 (correlation 1) to the maximum value 2 (correlation -1). The linear mapping is used in order to best identify the relation between correlation and distance. Using the metric given by (2) , one obtains a distance matrix, over which can be applied the Minimum Spanning Tree technique, which consists of choosing one of the indices (nodes) and finding the next node which is closest to that one, and then to link them. One then considers the cluster formed by those two nodes and finds the next node that is closest to any of the members of that cluster, and links it to the node it is closest to inside the cluster. The process then goes on until there are no free nodes left.
As an example, using the correlation matrix for 1987, starting from the S&P 500 index, the Nasdaq is the closest index to it. So, one establishes a link between them and looks for the next node (index) that is closest to one of the two indices in the cluster. It turns out to be the S&P TSX (Canada), which is closest to the node Nasdaq. So, one establishes a link between Nasdaq and S&P TSX. Following this procedure, one obtains a planar graph with no loops that shows relationships between the markets that are being considered.
Although the minimum spanning tree is a valuable tool for the study of connections between different assets or indices, it has some limitations. One of them is that it sometimes overstates connections that are dim, leading sometimes to the illusion that two indices are strongly connected when they are not. Some countries that have long distances from any other country and are actually wanderers in the landscape of the correlation ties are connected almost at random in a minimum spanning tree.
One way to decide wether a connection made by the Minimum Spanning Tree technique is random or not is to compare the results of real data with those obtained for a minimium spanning tree that is built from random interactions. This is discussed in the next section. Figure 1 shows the minimum spanning tree obtained from the Spearman correlation of 40 randomly generated returns, based on a Gaussian distribution with zero mean and standard deviation 2. One caracteristic of this graph is that distances vary little, averaging 0.8. Figure 2 displays the frequency distribution of distances for this particular minimum spanning tree.
Simulations with random matrices
The other remarkable fact is the distribution of node degrees, where a node degree is the number of connections a particular node has with other nodes (as an example, node 14 has three connections, so it has node degree 3). Figure 3 shows the frequency distribution for this particular minimum spanning tree realization of the random data. 30 25  1  22  24  35   3  17  15  20  39  18   9   29  13   7   6   23   11   21  36  32  38  40  37   14  26  5  2  16   4  10  28  31  33  34   27   19   8 12 Figure 1 : minimum spanning tree for randomly generated data with forty vertices.
In general, minimum spanning trees generated from real data will differ significantly from this behavior: the distances vary over a larger scope than the distances calculated for random data, and the node degree frequency distribution is also remarkably different, with nodes connecting to many more nodes than expected for random connections. Nevertheless, some of the distances obtained from real data will be the result of random noise, and comparison with the results obtained for random data shall be useful in order to separate what are real connections from random ones.
Actually, we shall not use minimum spanning trees based on random Gaussian returns, for the distributions of returns of financial assets are rarely Gaussian. Instead, we shall follow the approach already used by many authors [refs] and work with flushed data, which is obtained by reordering the time series of each index at random so as to break down any correlation between indices but preserve the same probability distribution. 
Minimum spanning trees
In what follows, we shall calculate the minimum spanning trees for a diversity of international stock exchange indices around key periods in the past decades. The data were chosen so as to present a variety of economies and also offer a diversity of volatility regimes. More specifically, we chose the years of the last major world financial crises, namely the 1987 Black Monday, the 1997 Asian Financial Crisis, the 1998 Russian Crisis, the crisis after September, 11, 2001 , and the Subprime Mortgage crisis of 2008, and the years that preceded them (with the exception of the Asian Financial Crisis). As those crises usually occurred in the second and sometimes in the first semester of a year, we separated data into two semesters for each year that was studied, so that we may then study the evolution of the interactions among markets previous to and during financial crises when seen through the eyes of minimum spanning trees. The data used in this article is essentially the same as in [44] , and details of the indices used, and their codes, can be found in that article (or in Appendix A of the present article), which also offers a comprehensive list of bibliography on the use of Random Matrix Theory in Finance.
1987 -Black Monday
We first analyze the first and second semesters of 1986 and 1987. The crisis that occurred in October, 1987, caused the loss of trillions of dollars worldwide, as some markets lost some 30% of their values in a few days. We use, for this study, the indices of 16 markets, more specifically, those from the USA (S&P 500 and Nasdaq), Canada, Brazil, UK, Germany, Austria, Netherlands, India, Sri Lanka, Japan, Hong Kong, Taiwan, South Korea, Malaysia, and Indonesia. The names of the indices and stock exchanges to which they belong are listed in Appendix A. The data comprise small as well as very large markets, and offer a variety of nations and cultures across three continents. Each minimum spanning tree is drawn with the indices represented by 2 to 4 letters (also listed in Appendix A) that make it easier to recognize the country each index belongs to. The vertices are also colored according to geographical region: orange for North America, green for South America, blue for Europe, brown for central Asia, and red for Pacific Asia. For each minimum spanning tree, we generated flushed data based on the same data used for calculating the minimum spanning tree. Distances that are within the region predicted for randomized data are represented in dashed lines, the other distances being represented by solid lines. All distances shown in the graphics are in scale, and the same scale is preserved throughout the article, so indices with strong connections appear much closer than ones which have low correlation, and the many minimum spanning trees can be easily compared. Figure 4 shows the minimum spanning tree obtained for the first semester of 1986. For this interval of time, the average randomized distance is 0.81 ± 0.01 (mean plus or minus the standard deviation), the result of 1000 simulations, with average minimum 0.77 ± 0.04 and average maximum 0.92 ± 0.02. So, we represent distances below 0.77 as solid lines and, above this threshold, as dashed lines. Only the connections between S&P 500 and Nasdaq, Nasdaq and Canada, Nasdaq and the UK, Germany and Netherlands, can be trusted. Such connections like Canada and Sri Lanka, or Netherlands and Hong Kong, should be ignored, but other connections, which seem true ones, like between Japan, South Korea, and Malaysia, are also considered as probably random if the same standards are used. It is possible that distances between indices are inside the interval considered as random noise but are, nevertheless, true connections. Our method of establishing a threshold and ignoring any distance above it may eliminate some of those true connections. Figure 5 does the same for data regarding the second semester of 1986. Solid lines represent distances below 0.77 ± 0.04 (the result of yet more 1000 simulations) and dashed lines represent distances above that. Again, the lines connectiong S&P, Nasdaq, Canada, and the UK are solid, so it is a cluster that kept its stability over the two timespans that have been studied until now. Other solid connection is again between Germany and the Netherlands, and one new solid connection appears between Canada and the Netherlands. From the dashed lines of figure 4, only the connection between S&P and Indonesia remains, what speaks against the stability of the weaker connections of the minimum spanning trees. show the minimum spanning trees obtained from data concerning 23 indices, from the USA (S&P and Nasdaq), Canada, Brazil, the UK, Ireland, Germany, Austria, Netherlands, Sweden, Finland, Spain, Greece, India, Sri Lanka, Bangladesh, Japan, Hong Kong, Taiwan, South Korea, Malaysia, Indonesia, and Philipines. All distances below a certain threshold (0.75 ± 0.03 for both the first and the second semesters) are shown in solid lines, and the ones below it are shown in dashed lines.
One thing to notice is that, for the first semester of 1987, the connections of what we may call a North American cluster, comprised of S&P, Nasdaq, Canada, and the UK (although it is an European country), are maintained as solid lines. The only other connections which are considered solid are again the one between Germany and Netherlands, and now the one between the UK and Hong Kong. The other connections (dashed lines) seem, again, unstable in time.
The second semester of 1987 witnessed the crisis dubbed the Black Monday, and the minimum spanning tree reflects some effects of that crisis. First, one can notice the distances have shrank, a consequence of tighter correlations between the world indices. The second effect is that more of these distances are now below the threshold which is calculated with simulations of flushed data from the same second semester of 1987. Together with the solid lines of the North American indices, and between Germany and Netherlands, we also have more connections between European indices (Ireland-UK-Netherlands, Germany-Sweden, and Austria-Spain-Greece), between Pacific Asian indices (Japan-Malaysia), and between them with European indices (Japan-Sweden and Malaysia-Spain). No stability is seen in distances represented as dashed lines bewteeen the first and the second semesters. 
1997 and 1998 -Asian Financial Crisis and Russian Crisis
Now, we jump in time to the next crisis: the Asian Financial Crisis, which started with the devaluation of the Thai baht, the currency of Thailand, and spread to most of the Pacific Asian countries. This lead to the Russian crisis, which began with the economic crisis in Russia due to the fall of its exports, and also because of the war in Chechnya, and spread to many more countries. Now we have data from 57 indices for 1997 -S&P, Nasdaq, Canada, and Mexico (North America, represented in orange), Costa Rica, Bermuda, and Jamaica (Central America and the Carribbean, represented in darkgreen), Brazil, Argentina, Chile, Venezuela, and Peru (South America, in green), UK, Ireland, France, Germany, Switzerland, Austria, Belgium, Netherlands, Sweden, Denmark, Finland, Norway, Iceland, Spain, Portugal, Greece, Czech Republic, Slovakia, Hungary, Poland, and Estonia (Europe, in blue), Turkey (Eurasia, in lightblue), Israel, Lebanon, Saudi Arabia, Ohman, Pakistan, India, Sri Lanka, and Bangladesh (West and Central Asia, in brown), Japan, Hong Kong, China, Taiwan, South Korea, Thailand, Malaysia, Indonesia, and Philipines (Pacific Asia, in red), Australia (Oceania, in black), Morocco, Ghana, Kenya, South Africa, and Mauritius (Africa, in magenta). For 1997, we have no data about Russia, which is added to the data concerning 1998 (which then has 58 indices). All indices and symbols used for them are best explained in Appendix A. Figures 8 and 9 show clear clusters, one formed by European indices, and the other formed by American ones. For the first semester of 1997, Netherlands is the main hub for the European cluster, and there is a subdivision of the American cluster between North and South American indices. Australia and South Africa are also clearly connected with the European cluster, as is the UK, which tended to belong with the American cluster before. Canada connects both clusters in both periods of time. Malaysia and Indonesia are connected by a solid connection just under the threshold. We also have a solid connection between Hong Kong and Austria and another between Iceland and Mauritius, both apparently random in nature. The threshold for the first semester of 1997 is 0.70 ± 0.03. For the second semester of 1997, structures are very similar, but with Germany taking over itself some of the centrality of Netherlands. Some other differences are Hungary and Israel connecting with Europe, Hong Kong connecting now with Germany, Japan connecting with Australia, and the formation of a Pacific Asian cluster comprised of Hong Kong, Malaysia, Indonesia, and Philipines. The threshold now is 0.71 ± 0.03. Some connections, like Peru and Austria, seem to be random. For 1998, we add Russia to the indices that were used in 1997. Figures 10 and 11 show the minimum spanning trees for both, respectively, the first and the second semesters of that year. The threshold for the first semester of 1998 is 0.70 ± 0.03, what leaves below it the usual American and European clusters, a Pacific Asian cluster, and a new cluster centered around Russia (which is colored light blue for Eurasia), comprised of Hungary, the Czech Republic, Estonia, and Poland. Strange connections are those between Greece and Turkey with Canada, Indonesia-Chile-Switzerland, Venezuela-Norway, and Australia, South Korea and Pakistan with Poland. All connections above the threshold seem to be random.
The threshold for the second semester of 1998 is 0.71 ± 0.03. The resulting graph (figure 10) shows a similar behavior to the first semester of the same year, except that Russia and Turkey are now more connected with Europe, and that now the Pacific Asian cluster is split into three parts, the main part being the cluster comprised of Japan, Hong Kong, Philipines, and Australia, although Australia belongs to Oceania. Chile is now connected with the American cluster via Mexico. Also to be noticed is that clusters clearly shrunk in the second semester of 1998, in particular the European cluster, whose indices agglomerated around the Netherlands. 
2001 -Burst of the Dot-Com Bubble and September 11
The year 2001 saw two crises: the first one was internal, the result of excessive speculation on equities of internet-based companies, known as dot-com; the second, was purely exogenous, the result of the largest terrorist attack in history, perpetrated against the USA. Here, we analize the years 2000 and 2001, in order to check how the two crises influenced the minimum spanning trees resulting from data relative to many stock market exchanges in the world.
We now have 74 indices: S&P, Nasdaq, Canada, and Mexico (North America, in orange), Panama, Costa Rica, Bermuda, and Jamaica (Central America and the Caribbean, in darkgreen), Brazil, Argentina, Chile, Venezuela, and Peru (South America, in green), UK, Ireland, France, Germany, Switzerland, Austria, Italy, Malta, Belgium, Netherlands, Luxembourg, Sweden, Denmark, Finland, Norway, Iceland, Spain, Portugal, Greece, Czech Republic, Slovakia, Hungary, Poland, Romania, Estonia, Latvia, Lithuania, and Ukraine (Europe, in blue), Russia and Turkey (Eurasia, in lightblue), Israel, Palestine, Lebanon, Jordan, Saudi Arabia, Qatar, Ohman, Pakistan, India, Sri Lanka, and Bangladesh (Western and Central Asia), Japan, Hong Kong, China, Mongolia, Taiwan, South Korea, Thailand, Malaysia, Singapore, Indonesia, and Philipines (Pacific Asia, in red), Australia (Oceania, in black), Morocco, Tunisia, Egypt, Ghana, Nigeria, Kenya, South Africa, and Mauritius (Africa, in magenta). Figures 12 and 13 show the minimum spanning trees for the first and second semesters of 2000. Starting from the first semester of 2000, depicted in figure 12, we establish a threshold 0.70 ± 0.03. The American cluster is almost unmodified, and the European cluster has now two main hubs: France and Netherlands. Israel and South Africa are still connected with the European cluster, and Australia is now definitely part of a Pacific Asian cluster, comprised of itself, Japan, Hong Kong, South Korea, Singapore, and Taiwan. Above the threshold, there is one connection that seems significant, the one between Hong Kong and Malaysia, and many other connections that seem random in nature. Figure 13 shows the minimum spanning tree for the second semester of 2000, with the threshold 0.69 ± 0.03. What one can see from it is that the American and the European clusters are not very altered, but the Pacific Asian cluster has been again pulverized into some looser connections. If we consider some of the connections above the threshold, then Hong Kong becomes a hub for some Pacific Asian indices and also for some European ones.
For 2001, we now have 78 indices, for we added Bulgaria, Kazakhstan, Vietnam, New Zealand, and Botswana to the indices that were already being used. The minimum spanning tree for the first semester of 2001 is depicted in figure 14 with threshold 0.69 ± 0.03. The South American cluster is detached from the North American one, and France slowly assumes the role of main hub for European indices, replacing Netherlands. We have some semblance of a cluster of Pacific Asian indices, together with those from Oceania (Australia and New Zealand). Other structures below the threshold remain, basically, unnaltered. For the second semester of 2001 ( figure 15 ), the threshold is 0.69 ± 1. France is now the undisputable hub for Europe, and both the American and the Pacific Asian clusters are clearly defined. The newcomer index, New Zealand, connects with Australia, as it would be expected, but a good number of indices are still loosely connected, and the connections shown in dashed lines are probably all due to random noise. The exception are the loose connections between some Arab indices (Jordan-Qatar-Ohman-Egypt). 
2008 -Subprime Mortgage Crisis
The last crisis to be analized is the so called Subprime Mortage Crisis, which had its origins in the USA and then spread to the world as a Credit Crisis. It started at the end of 1997 and reached its peak in 2008, with the banckrupcy of major investment banks, and has its effects up to now. The number of indices grew due to the emergence of new financial markets and also of new countries, like those that became independent after the end of the former Yugoslavia (although Yugoslavia began disintegrating in 1991, it took some time for the new countries to develope solid stock exchanges). We start from figure 16 , which shows the minimum spanning tree for the first semester of 2007 with threshold 0.68 ± 0.03. Again, one can see a large aglomeration of indices around France, and a very compact European cluster of indices. The American cluster remains stable, now with the addition of Colombia. The presence of a Pacific Asian cluster (together with the indices from Oceania) is now much clearer. Namibia is tightly connected with South Africa, what is to be expected, for Namibia has been under the economic and political influence of South Africa for the past six decades. Cyprus is connected with Greece, what is to be expected given their common cultures and ethnicities (Cyprus' stock exchange is located at the Greek part of the island). There is also the appearance of a small cluster of some of the former members of the extinct Yugoslavia: Croatia, Bosnia and Herzegovina, and Macedonia. Among the weaker links, one can devise an Arab cluster, comprised of Bahrain, Qatar, Kuwait, United Arab Emirates, Lebanon, and Saudi Arabia. These connections, although weak, do not seem random. One may also notice that Singapore is the main hub for Pacific Asian indices, probably due to the country's expertise in finance. Figure 17 shows the minimum spanning tree for the second semester of 2007, also with threshold 0.68± 0.03. Notice that the graph is more compact, with most of the European indices aglomerating around France. The basic American cluster and the Pacific Asian cluster are still solid, although smaller economies, like Colombia, Peru, Vietnam, and Mongolia are not attached to their geographical clusters. Namibia and South Africa keep strongly connected, and South Africa and Israel keep strongly connected with Europe. Some links which were previously weak are now reinforced, like the ones between the former members of Yugoslavia, and the links between some Arab countries. One can also see two pairs of African indices, Tanzania-Ghana and Nigeria-Tunisia that may or may not be the resut of random noise. Figure 18 shows the minimum spanning tree for the first semester of 2008, with threshold 0.68 ± 0.03. Here, again, one can clearly see the presence of the American, European, Pacific Asian, and Arab clusters. Connections between African indices, with the exception of the pair Namibia -South Africa, haven't lasted. Some of the former members of Yugoslavia, Croatia and Macedonia, seem now more integrated with Europe, and a weakly connected cluster is made of Serbia, Montenegro, and Bosnia and Herzegovina. We also have a strong connection between Ukraine and Russia. The second semester of 2008 is represented in figure 19 for a threshold 0.68 ± 0.03. This is a high volatility period, especially after the main crisis, which occurred in September of that same year. The network has shrunk due to the increase in correlations between markets during and after the peak of the crisis: S&P and Nasdaq have nearly joined, and France also nearly merges with other European indices. The Czech Republic now works as a hub for some Eastern European indices, and Australia and Singapore are the main hubs for the Pacific Asian cluster. There is a clear cluster of other Eastern European indices, namely Slovakia, Serbia, Bulgaria, Estonia, Lithuania, and Latvia, and a well formed cluster of Arab indices (United Arab Emirates, Qatar, Palestine, Jordan, Ohman, Bahrein, and Kuwait). Saudi Arabia is still isolated, though. There are also connections between Botswana and Ghana, and between Egypt, Morocco, and Tanzania. 
Pruning
As we could see from the previous section, the connections between indices in a minimum spanning tree, which in our case is based on distances which are themselves based on the correlations between them, is plagued by random noise, which may place suspicion on the weakly connected indices. By performing simulations on shuffled data, which preserve the frequency distributions of the times series used but destroys correlations between them, we could see that, in average, distances above a threshold of aproximately 0.7 are typical of random interactions. So, any connection above this threshold may be due to random noise. When those connections are removed, the resulting network is called a k-minimum spanning tree, which is applied to the study of some networks [41] - [43] . Nevertheless, some weaker connections may fall beyond the threshold, and using the threshold as a cut-off will probably eliminate some real and important connections from our results.
One way to separate true connections from false ones is to hypothesize that if two indices are truly connected, then that connection must be enduring in time. How long the connection must endure is open to debate, but the longer a connection lasts, the more reliable it is. So, in this section we develop a method for testing the survivability of connections in a mininum spanning tree and use it to determine which connections are resilient in time and which are not.
Robustness of connections of a network have already been studied using stock returns in [45] - [46] , and pruning was used in [47] based on the survival ratio of connections [48] - [49] , although the sort of pruning is different from the one adopted in the present article.
We begin by considering an array, called the adjacency matrix A, whose elements A ij are 1 when there is a connection between indices i and j and zero otherwise. We shall consider each element of this matrix as a function of time and consider sequences A(t 0 ), A(t 1 ), · · · , A(t n ) of snapshots of such matrix at different times. We consider matrices calculated over periods of 60 days in a window that moves one day at a time. Such a choice offers a compromise between eliminating some statistical noise for calculating correlation matrices using a small amount of data and not extending our results over a long period of time, when the structure of the global market may change by itself. We shall use the year 2008 as an example.
Our first attempt at testing survivability follows the approach of other researchers [45] - [49] , which is to define a survival matrix R as the result of the product of a sequence of adjency matrices in time. So, we may define the elements of such a survival matrix as
where n is the number of sliding windows used. If the connection is strong, then it shall be present at all times, but if it is zero in a single period of time, then the entire product will be zero as well. Applying this method to the data concerning 2008, then we obtain the following results: since a minimum spanning tree of n nodes has n − 1 connections, then we start with 91 connections in the first calculation, done over the first 60 days of that year; moving the window five days, 53 of those connections survive; for 20 days, the connections that survive are 18; for forty days, we have 11 connections that survive, and so on. Table 1 As one can see, the number of connections decreases exponentially in time, a consequence of the fact that one sinlge zero value eliminates the survival rate of a connection. The three connections that survive after 160 days are the ones between S&P and Nasdaq, Greece and Cyprus, and Namibia and South Africa. These are all reasonable connections, and their survival in time is not a surprise. The five connections that survive up to 140 days are, besides those already cited, the ones between Belgium and Luxembourg, and between Japan and South Korea. The eight connections that survive after 120 days include the connections between France and Netherlands, Japan and Singapore, and between Taiwan and South Korea. For 60 days of survival, we also have a connection between Austria and the Czech Republic, and for 40 days of survival, connections between Germany and Spain, and between Latvia and India, this last one indicating that probably connections made by random noise may survive for some days, although for randomized data, obtained by shuffling the log returns for 2008, the survivability falls much sharper than with real data, and survivability for over 50 days is virtually zero.
Even though this seems to be a good method for pruning a minimum spanning tree, it is a little too radical, for it eliminates any connections that are disrupted for a brief period of time, but that overall are stable in time. An example would be some connections among European indices, or among members of the Arab cluster. One index may be connected to one element of its cluster and at a later time connect with a different member of the same cluster. This does not indicate that the connections of that index with the others of its own cluster is inexistent, as the multiplication of the coefficients of the adjency matrix would lead us to believe, so an alternative method should be devised in order to try to distinguish enduring connections from those that are feeble.
One such alternative is to also consider connections of the second order. A node i may be connected with another node j via a third node k. Such connections can be computed if we consider the square of the adjency matrix A. By taking A + A 2 , one is considering all first and second order connections between indices, so that an index may be connected to another at certain times, and then be connected to another index that is connected with the previous one. We may then define a new survival matrix by
where n is the number of sliding windows used and A 2 ij are the elements of matrix A + A 2 . Starting from 152 connections in the first calculation, done over the first 60 days of that year, and moving the window five days, 85 of the original connections survive; sliding the window for 20 days, the connections that survive are 26; for forty days, 14 connections that survive, going down to three surviving connections after 160 days. Table 2 shows the results obtained, and the graph in figure 21 shows the evolution of surviving connections in time (solid line). Table 2 and figure 22 also exhibit the results of the average values obtained from 1000 simulations with randomized data (dashed line for the average and dotted lines for mean plus or minus standard deviation). So, now we have a measure of how many connections (first and second order) survive through time. The problem is, we are measuring the survival of connections just for the first days of the year, so every connection is being judged by its behavior in a specific period of time. In order to fix that, one may measure the survivability of connections starting from different times during the year, or during a semester, since we are calculating the minimum spanning trees based on a half-yearly data. Then, one may sum over all the resulting measures of survavibility and obtain a number that states the percentage of times that a certain connection exists between two indices.
As an example, for the first semester of 2008, using a moving window of 60 days, the connections (first and second order) between S&P and Nasdaq survive 100% of the time. The connections (first and second order) between S&P and Canada survive 49% of the time, and those between the S&P and Panama do not survive at all for five days in any period of time. We may hypothesise that there is a direct relation between survivability and the strengh of the connection (first order), given by one minus the distance calculated for the minimum spanning tree. The graph in figure 22 shows that this hypothesis is wrong: there are several connections that endure in time yet are not considered in the minimum spanning tree and many connections in the minimum spanning tree do not endure in time. The same type of graphic is obtained if one includes all correlations between the indices, and not just the ones relative to the connections that appear in the minimum spanning tree graph. Two examples help shed some light into this relationship (or lack of relationship) between survivability and correlation. One of the dots of the graph in figure 22 corresponds to the connection Germany-Italy, which has survivability 77% but does not appear in the minimum spanning tree. The connection France-Italy, which has survivability 3%, appears in the minimum spanning tree. The reason for that is that the correlation between France and Italy is slightly larger, 0.874 against 0.868, than the correlation between Germany and Italy. So, when the minimum spanning tree is being built, the link France-Italy is preferable to the link Germany-Italy. Another interesting example is the link Costa Rica -Montenegro, which has survivability 62% but correlation 0.21.
So, survivability and correlation do not go hand in hand: there are strong connections that do not survive long and weak connections that survive for longer periods of time, although connections that are stronger tend to survive longer. We must now decide if survivability may be used in order to reduce the size of a minimum spanning tree without damaging links that are strong or enduring in time, and at the same time maintaining the bi-dimensional, non-intersecting characteristics that make the minimum spanning tree such a valuable representation of the information in a network. Figure 23 shows the number of surviving connections of the minimum spanning tree built for the first semester of 2008 as a function of a survivability threshold (solid line). The first dot corresponds to the number of all connections of first and second orders in the minimum spanning tree (387 connections), the second dot corresponds to the number of connections that survive at least in 10% of the windows considered for at least five days, and so on.
The only connections with 100% survivability and which exist in the minimum spanning tree are S&P -Nasdaq, France -Netherlands, Austria -Czech Republic, Belgium -Luxembourg, Greece -Cyprus, Japan -South Korea, Hong Kong -Singapore, Taiwan -South Korea, and Namibia -South Africa, all of them strong connections. There is no connection that is weak and that survives 100% of the time.
On the same graph of figure 23, we plot (dashed line) the survivability of connections of the average of 100 simulations with randomized data (the error bars are displayed in the figure, but are too small to be seen). One can see that the survivability of connections obtained from randomized data decreases more rapidly than the survivability obtained from the real data. One may use this graph in order to decide which is the minimum survivability requirement for a connection to be considered real. The proximity of the two curves does not make it an easy task.
Some light may be shed if one studies the survivability of the connections that are above the distance threshold obtained by considering randomized data. For the first semester of 2008, that threshold was 0.68, indicating that distances above this value in the minimum spanning tree have a stronger possibility of being due to noise. Above this threshold, the connections that survive the most are those between Slovenia and Palestine, and between Costa Rica and Montenegro, which survive 60% of the time, both of them being unlikely connections if one considers other factors others than the correlation between the indices. Only strong connections (distances below 0.68) survive more than 70% of the time. For the data concerning other years, weak correlations may survive more than 80% of the time.
We shall then consider the following rule: if a connection is below the distance threshold established by using randomized data, then it shall be considered strong and real; if the connection is above the distance threshold but survives more than 80% of the time being considered in the computation of the minimum spanning tree, then it shall also be considered real, for it is unlikely that a random connection would survive to such extent; otherwise, the connection is considered as due to random noise and removed from the graph. This is obviously a somewhat biased procedure, although based on the comparison of results between real and randomized data, and by careful analysis of the types of connections that are made below that threshold, and it is the main result we are extracting from our calculations so far.
Similar behavior occurs for other data, sampled from different time intervals. By establishing the same rules for defining which connections are strong and which are not, we then obtain the following pruned minimum spanning trees (figures 24 to 39). The only weak connections that survive the pruning procedure are those of Hong Kong -Malaysia for the second semester of 1986, Nasdaq-Netherlands and Netherlands-Japan for the first semester of 1987, Chile-Morocco and Malta-Tunisia for the first semester of 2000, and China-Tunisia for the second semester of 2000. Note that the networks (many are not trees anymore) are much more compact, and most connections make sense if one considers other factors like geographic proximity, culture affinity, and economic ties between countries. Once again, one may notice that the networks shrink substantially during periods of international financial crises.
A last discussion shall be made in this section. The approach of choosing only strongly connected nodes, and also those weakly connected ones that endure in time, has produced graphs that are not substantially different from the ones we could have obtained by just pruning away every weakly interacting nodes. As checking for survivability is a time consuming task, most of the times there will be no real damage in pruning a minimum spanning tree using only the first criterium. Nevertheless, other types of networks, based solely on survivability, may also be built, with their own merits and maladies.
Centrality measures
A substantial part of network theory is devoted to the idea of the centrality of a node [50] , or how influential the vertex is in the network. It is an important measurement which is handled in a number of diferent ways. In what follows, I perform an analysis of the centrality of vertices in the networks depicted by the minimum spanning trees according to three different definitions of centrality. I also do some analysis of the frequency distribution of each centrality measure in the network and which are the stocks that are more central according to each definition.
Node degree
The node degree of a node, or stock exchange index in this article, is the number of connections it has in the network. Most of the indices have low node degree, and some of them have a large node degree associated with them. The latter are called hubs, and are generally nodes that are more important in events that can change the network. Figures 40 to 43 show the evolution in the four different crisis periods whe are studying of the frequency distribution of the node degrees of the indices in the original minimum spanning trees (not the pruned ones). The graphs for the pruned networks are nearly identical to these ones. Note that the frequencies all drop exponentialy, as it would be expected from scale free networks.
During the first crisis, 1986/1987, the indices with the largest node degree are Nasdaq and Japan (both with node degree 5), S&P, Canada, Netherlands, and Ireland (all with node degree 4); for 1997/1998, the indices with largest node degree are the Netherlands and Finland; for 200/2001, we have France, Netherlands, and Hong Kong occupying the first positions; for 2007/2008, this role is played by France, Germany, Singapore, and Australia. 
Node strength
The strength of a node is the sum of the correlations of the node with all other nodes to which it is connected. If C is the matrix that stores the correlations between nodes that are linked in the minimum spanning tree, then the node strength is given by
where C ij is an element of matrix C. Figures 44 to 47 show the evolution in the four different crisis periods of the frequency distribution of the node strengths of the indices in the original minimum spanning trees. The exponential drop seen for the node degrees distributions is now substituted by a strongly tilted distribution which is not exponentially decreasing. 
Betweenness
The betweennes centrality measures how much a node lies on the shortest paths between other vertices. It is an important measure of how much a node is important as an intermediate between other nodes. It may be defined as
where n ij is the number of shortest paths (geodesic paths) between nodes i and j that pass through node k and m ij is the total number of shortest paths between nodes i and j. Our network is fully connected, so we need not worry about m ij being zero. The frequency distribution of the betweenness of the indices in the original minimum spanning trees is shown in figyres 48 to 51. The distributions drop substantially after the first interval. Figure 52 shows the evolution in time of the three centrality measures whose frequency distributions have been just shown plus the Eigenvector centrality, which takes into account the degree of neighbouring nodes when calculating the importance of a node. In the figure, geographical regions are specified, and one may notice that Europe concentrates most of the centralities. The peaks are smeared out in the node strength representations, and are more evident in the betweenness centrality evolution. The countries of Oceania (Australia and New Zealand) show remarkable centralities, as do some key Pacific Asian countries. The USA is, surprisingly, not very central in these representations. 
Conclusion
Most of the previous works dealing with the minimum spanning tree representation of networks in finance only dealt with the most interacting nodes, what was done by choosing the most liquid stocks in a stock exchange, or the ones used in order to build an official index of the same stock exchange. So, poorly connected nodes never arised as an important issue, although some authors have taken this into account [47] , using another sort of pruning. In the approach of this article, I followed the path of limiting the connections to those that were strong, meaning they were related with distances below a threshold that was obtained by simulations with randomized data, and to those that were not strong, but that were very enduring in time. This made it possible to obtain diagrams that show sensible relations between the many indices that were studied. The graphs showed that the connections between stock market indices are strongly influenced by the geographic positions of the stock exchanges, as there are well defined clusters related with continents, reinforcing results previously obtained by regression methods [29] . They also show that cultural relations or international treaties have a strong effect in stock market indices correlations, as one can see by the strong connections between Israel and South Africa with Europe, and between Greece and Cyprus, as examples. The centrality of France has been detected by other authors [37] , and the closeness between Russia and Turkey was detected in [51] . An unexpected result is the relative isolation of the USA stock markets, strongly linked with the other North and South American stock markets, but weakly linked with Europe. This is probably related with the fact that stock markets operate at different hours, so that the trading hours of most European markets intersect the opening hours of American ones only slightly, and Asian markets have null intersections with their American counterparts. How deep this affects the correlations between markets and how this discrepancy should be dealt with is a matter for further study. Preliminary studies made by the author show that there is no considerable change in the minimum spanning trees of world indices if one considers the stock market indices of countries that have null intersection with the NYSE lagged by one day, which means one compares the S&P 500 and Nasdaq indices with the next day indices of those markets. One remarkable exception is the index from New Zealand, which becomes much more connected with the USA indices when lagged by one day. The separation between Central Europe and North America persists even when one laggs the whole of Europe by one day. The exception is the FTSE 100 from the UK, which in this case gets more connected with America then with Europe. A model developed in [52] - [53] for the analysis of intraday data, where comparing data taken at different times (or ticks) is an important issue, may also be applied to the lagging problem of international stock market indices.
The other factor to be observed is the nature of the centrality measures in a network. They are built in such a way that, if many nodes move together, then one or more of them are better representatives of the collective movement, like France with respect to the European market nodes. Centrality does not mean, necessarily, that the node is more influential. The S&P 500 (or the Dow Jones), for example, is watched by all stock market dealers in the world, although it is not very central in the minimum spanning trees. This is not due to the particularities of the minimum spanning tree representation, as other work [ref] , which deals with asset graphs based on thresholds, show. What is needed is a measure of the impact a market has on others, a one-directional measure that takes into account the volume a stock market trades, and also the solidity and inertia of the market. Some measures which handle causality are partial correlation [54] - [57] , Granger causality [58] - [60] , and transfer of entropy [61] - [63] , but none of them takes into account the size of a market.
Models of how a crisis may propagate on a network of stock markets have been built using epidemics models or econometric models, with some success [64] - [71] . Contagion models consider centrality or k-core number as key features in the propagation of crises.
This work contributes to a better understanding of the minimum spanning tree representation when dealing with weakly interacting indices, and offers a way to prun some of them away from the network. The process shows that weakly interacting nodes rarely survive for long, so that, in practice, it makes little difference if one pruns them away based only on a distance threshold obtained by randomizing the original data. It also shows how the world stock markets evolved in the past decades, mainly in the proximity of crises, and how stock markets became more integrated with time.
Further work, as cited above, shall deal with lagg effects between markets, with the causality chain between them, and with the building of a better model that explains a little of the complex interactions between markets, how contagion between them happens, and maybe how to devise policies for cutting such contagions short. discussions, and to the attenders and organizers of the Econophysics Colloquium 2010. This article was written using L A T E X, all figures were made using PSTricks, and the calculations were made using Matlab, Ucinet and Excel. All data are freely available upon request on leonidassj@insper.edu.br.
A Stock Market Indices
The next table (table 1) shows the stock market indices we used, their original countries, the symbols we used for them in the main text, and their codes in Bloomberg. In the tables, we use "SX" as short for "Stock Exchange". Some of the indices changed names and/or method of calculation and are designated by the two names, prior to and after the changing date.
Index
Country 
B Minimum spanning trees in three dimensions
In what follows, I show the three dimensional pictures of the minimum spanning tree, both original and pruned, in three dimensions, using an algorithm that represents as best as possible the real distances between indices. Note that some indices that seem to be far apart in the two dimensional view of the minimum spanning trees are in fact close together, like some african indices displayed in the next figures. 
