This paper proposes a framework of denotational semantics of database type systems and constructs a type system for complex database objects. Starting with an abstract analysis of the relational model, we develop a mathematical theory for the structures of domains of database objects. Based on this framework, we construct a concrete database type system and its semantic domain. The type system allows arbitrarily complex structures that can be constructed using labeled records, labeled variants, finite sets and recursion. On the semantic domain, in addition to standard operations on records, variants and sets, a join and a projection are available as polymorphically typed computable functions on arbitrarily complex objects. We then show that both the type system and the semantic domain can be uniformly integrated in an ML-like programming language. This leads us to develop a database programming language that supports rich data structures and powerful operations for databases while enjoying desirable features of modern type systems of programming languages including strong static type-checking, static type inference and ML polymorphism. 
Introduction
There have been a number of attempts t o develop data models t o represent complex database objects beyond the first-normal-form relational model. Examples include nested relations [22, 48, 461 and complex object models [31, 8, 2] . (See also [29] for a survey.) However, these complex data structures and associated database operations have not been well integrated in a modern type system of a programming language, creating the problem known a s "impedance mismatch" [39, 71 . As a result, database programming cannot share the benefits of recent developments in type theories of programming languages such as static type inference [40, 201 and polymorphism [40, 471, which should have had apparent practical benefits for many database applications. T h e problem is seen by simply noting that any existing polymorphic type system cannot represent even the relational model -perhaps the simplest form of a "complex object" model. As pointed out in [6] , no existing type system can type-check a polymorphic natural join operation. Several languages 'This research was supported in part by grants NSF IRI86-10617, ARO DAA629-84-k-0061, and by funding from AT&T's Telecommunications Program at the University of Pennsylvania and &om OK1 Electric Industry Co., Japan.
have been proposed to integrate database structures into a programming language 152, 4, 5, 17, 16, 421. (See also [6] for a survey.) However, their type systems are either dynamic or rather limited and do not incorporate static type inference nor polymorphism.
The author believes that the major source of this mismatch problem is the poor understanding of the properties of types for databases and the structures of domains of database objects. Traditionally, the theory of types of programming languages has been focussed on function types and domains of functions. Neither the properties of database type systems nor their relationship t o type systems of programming languages have been well investigated. The goal of this paper is to construct a theory of database type systems that will serve as a "bridge" between complex data models and type systems of programming languages and to propose a concrete database type system that is rich enough to represent a wide range of complex database objects. These should enable us to develop a strongly typed database programming language that supports rich data structures and powerful operations for databases while enjoying desirable features of modern type systems of programming languages including static type inference and ML polymorphism.
As suggested by Cardelli [14] , one way to represent complex objects in a programming language is to use labeled records and labeled disjoint unions (or labeled variants) found in many programming languages such as Pascal, Standard ML [25] , Amber [15] and Galileo [4] . The following is an example of a labeled record expression:
[Name = [Firstname = "Joe", Lastname = "Doe"], Dept = "Sales", OBce = 2781 Types for expressions can be easily defined. For example, the above record is given the following type:
[Name : [Firstname : string, Lastname : string], Dept : string, Ofice : int]
Tuples in the relational model are regarded as labeled records that contain only atomic values. In programming languages, these data structures are inductively defined allowing arbitrarily nested structures. Some languages also support recursively defined types and expressions. On these complex expressions, various operations are available. Assuming computable equality on each atomic type, equality on expressions that do not contain functions is computable and it is not hard to introduce set expressions on those complex expressions. A database of complex objects could then be represented as a set of these complex expressions.
An obvious problem of this approach is that, in practice, both expressions and sets become very large and contain a great deal of redundancy. This problem is elegantly solved in the relational model by the introduction of the two operations the (natural) join and the projection. Instead of representing a database as one large set (relation) of large tuples, we can first project it onto various small relations and then represent a database as a collections of those small relations. Larger relations are obtained by joining these small relations when needed. In order to support complex database objects in a programming language, it is therefore essential to support a join and a projection on complex expressions. We further believe that properly generalized join and projection together with standard operations on complex expressions form a sufficiently rich set of operations for complex database objects. Furthermore, integration of them into a modern type system of a programming language yields a database programming language in which databases are directly representable as typed data structures and a powerful set of operations are available as typed polymorphic functions. Such a programming language should be also suitable for other data intensive applications such as natural language processing and knowledge representation. We therefore hope that the integration should also contribute to solve the "high-level" impedance mismatch between database systems and other applications.
The join and the projection in the relational model are based on the underlying operations that compute a join of tuples and a projection of a tuple. By regarding tuples as partial descriptions of real-world entities, we can characterize these operations as special cases of very general operations on partial descriptions; the one that combines two consistent descriptions and the one that throws away part of a given description. Conversely, the tuple t l is considered as the result of the projection of the partial description t on the structure specified by the type Operations that combine partial information also arise in other areas of applications. Examples include the "meet operation" on Kit-Kaci's $-terms [3] and the "unification operation" on feature structures representing linguistic information (see [55] for a survey).
Based on this general intuition, in this paper, we propose a framework of denotational semantics for database type systems and construct a concrete database type system and its semantic domain. The type system contains arbitrarily complex expressions definable by labeled records, labeled variants, finite sets and recursion. On its semantic domain, a join and a projection are defined as polymorphically typed computable functions. Furthermore, we carry out these construction in a completely effective way. In our framework, we require types and objects to be finitely representable and various properties to be effectively computable.
This means that, once we have constructed the type system and its semantic domain based on our framework, it not only provides an uniform and elegant explanation of the properties of type system and the structures of domain of complex database objects, but it also provides representations and algorithms to integrate them into a practical programming language. Based on these results, an experimental programming language, Machiavelli [45], has been developed at University of Pennsylvania.
The rest of this paper is organized as follows. In section 2, we analyze the relational model as a typed data structure and extract the essence of the join and the projection. This analysis will also serve as an introduction to the subsequent abstract characterizations of database type systems and their semantic domains. Based on the analysis of the relational model, in section 3, we characterize the structures of type systems in which a polymorphic join and a polymorphic projection are definable and propose a framework for their semantic domains. In section 4, we define a concrete type system for complex database objects and construct its semantic domain. A part of the construction of the semantic domain (section 4.5) is based on the idea developed in [13] that a certain ordering on powerdomains c a n be used to generalize the relational join uniformly to complex objects and the idea due to Kit-Kaci [3] that a rich yet computationally feasible domain of values is nicely represented by labeled regular trees. In revising this paper, the author also noticed that Rounds' recent work [49] achieves results similar to the ones presented in section 4.5 using a slightly different framework. Finally in section 5, we show that the type system and its semantic domain can be integrated in an ML-like programming language.
Analysis of the Relational Model
We first give a standard definition of the relational model. Since our purpose is t o extract the essence of the type structure of the model, we define the model as a typed data structure. We also integrate null values in the model. The importance of null values has been widely recognized and several approaches have been proposed [9, 53, 34, 581. Among them, we adopt the approach that null values represent non-informative values [58] . This approach fits well in our paradigm that database objects are partial descriptions and plays a crucial role in our theory of semantic domains of database type systems being developed in the next section.
Let C be a countably infinite set of labels. We assume that we are given a set B of base types and a set of atomic objects Bb for each b E B. For each base type b, we denote by nullb the null value of the type b. Regarding a tuple t as a function from a finite subset L C L to UbEB Bb U {nu/lblb E B), we write dom(t) for the set of labels in t and t(1) for the value corresponding to the label I.
Relation instances are terms representing sets, for which the following equations hold: {ti,. . . ,t,) = {ti,, . . . ,ti,] if il, . . .,in is a permutation of 1,. . . , n and {tl, t2,t3,. . .) = {t2, t3, . . .I if tl = t2.
We consider relation instances as equivalence classes of the above equality. Under this equality, relation instances behave exactly like sets of tuples, on which ordinary set-theoretic operations are defined. Based on this fact, we treat relation instances as sets of tuples and apply ordinary set-theoretic notions directly to them. Readers might think that this strictly syntactic treatment only introduces (trivial but annoying) complication to structures that were simpler and more intuitive if we treated them just as sets. This had been true if we were only interested in sets of flat tuples. However, it is no longer possible to maintain such intuitive treatment when we allow infinite structures through recursion. Our syntactic treatment provides a uniform way to treat complex structures involving recursion.
Among the operations in the relational algebra, we only define the join and the projection. As we have argued, these two operations make the model a successful data model for databases. They also distinguish the model from standard type systems of programming languages. Two tuple types TI, r 2 are consistent if 
Let rl,r2 be two consistent tuple types. Define jointype (rl,r2) as the type
and ~( 1 ) ( 2 ) Figure 1 shows an example of a join of relations containing null values. Note that the definition of the join reflects the intended semantics of null values. The projection is specified by a type not just a set of labels. This will allow us to generalize the relational projection to complex structures.
These definitions apparently depend on the underlying structures of flat tuples. There are some efforts to generalize these operations beyond the first normal form relations [48, 1, 22, 321 . (See also [29] for a survey.) However, their definitions still depend on the underlying tuple structures. Here, we would like to characterize the join and the projection operations independent of the underlying data structures so that we can generalize them uniformly to a wide range of complex data structures and introduce them to a type system of a programming language. Our guiding intuition is the idea exploited in 1131 that database objects are partial descriptions of real-world entities and are ordered in terms of their "goodness" of descriptions.
The idea of partial description was originally suggested by Lipski [35] A preorder is a transitive reflexive relation. Let (P, 5 ) be a preordered set. Two elements x, y E P is consistent if there is some z E P such that x < z and y I z. Since the relation is based on the inclusion of fields of records, it is clear that it is a partial order. Moreover, this ordering has the following properties:
1. 2 on the set of description types has the pairwise bounded join property, and 2. the ordering relation I is decidable and least upper bounds (if they exist) are effectively computable.
The importance of this ordering is that it provides the following characterization of the types of the relational join and the relational projection: 
I
We can then give the following type schemes (polymorphic types) to the join and the projection:
for all all a2 such that a1 U a2 exists
for all u1, a2 such that a2 5 a1
Since the ordering relation is decidable and least upper bounds are effectively computable, these type schemes allow us to type-check expressions containing joins and projections.
We next characterize these operations themselves using ordering on descriptions. Zaniolo observed [58] that the introduction of null values induces the following ordering on tuples:
This ordering is interpreted as the ordering of "goodness" of descriptions. The following is an example of this ordering.
[ N a m e = " J o e Doe", Age
It is clear that for ant tuple type T this ordering is a partial order on D, with the pairwise bounded join property. The join on tuples of a same type is characterized as the least upper bound operation under this ordering, which formalizes our intuition that the join is an operation that combines partial descriptions:
Proof By definitions. I For a relation type p, an appropriate ordering on Dp to characterize the join on Dp turns out to be the ordering known as S m y t h powerdomain ordering [56] . To define the ordering, we first define a preorder 3:
t,). ti 5 ti
The relation 5 is not antisymmetric. However, we can take the quotient poset induced by the preorder:
Proposition 2 For a n y relation type p, [(D,, d)] i s a poset with the pairwise bounded join property.
Proof 5 is clearly transitive and reflexive and therefore (Dp,5) is a preordered set. Let rl and r2 be any elements in D, under 5 . Let r = {t13ti E r13tj E r2. t i , t j are consistent,t = join(ti,tj)l). Since tl U t2 = join(tl, tz), as a special case of the result shown in [56] , r is a least upper bound of rl and r2. Then the proposition follows from lemma 1.
We regard a relation instance as a representative of the corresponding equivalence class induced by the above preorder and write dl U dz for the least upper bound of the corresponding equivalence classes. We also write
Readers are referred to [13] 
We then have the following equations:
This example suggests that computing a join of descriptions of types al, a2 corresponds to coercing them to the type al U a2 followed by computing their least upper bound. The projections correspond to downcoercions. Indeed we have:
l a t i o n a l J o i n and P r o j e c t i o n ) Let dl and d2 be any flat descriptions of types all 0 2 respectively. join(dl,d2) exists and equal t o d iff a1 U a2 exists and d = +,,,,(dl)
where 5 az) defined as
project,(dl) exists and equal t o d iff a 5 ul and d = $,,,,(dl)
The importance of this characterization is that it applies to any set of domains on which we can define information orderings and appropriate sets of coercions. Based on this analysis, in the next section, we formally define the structures of type systems for databases and their semantic domains.
Database Domains
As a generalization of the set of flat description types in the relational model, we define a set of types for databases as follows:
Definition 6 (Database T y p e Systems) A database type system is a poset of types (TI 5 ) such that 1. it has the pairwise bounded join property, and 2. the ordering relation and least upper bounds (if they exist) are effectively computable.
W e call each element of T a description type.
Each type represents a structure of descriptions and the ordering on types represents the containment ordering of the structures they represent. The pairwise bounded join condition is necessary for the types of joins to be well defined. The decidability conditions is necessary for effective type-checking.
Each description type should denote a domain of descriptions. As a generalization of domains of flat descriptions in the relational model, we require domains of descriptions to satisfy the following conditions: Condition 1 allows us to represent non-informative value which is essential for partial descriptions. Condition 2 states that if we have two consistent descriptions then the combination of the two is also representable as a description. This is necessary for join to be well defined. The necessity of the condition 3 is obvious.
It should be noted that description domains are models of types of database objects and not models of general types in programming languages such as function types. In particular, they should not be confused with Scott domains [54] which is used to give semantics to untyped lambda calculus and programming languages with recursively defined functions [51] . Both notions share similar ordered structure and are based on a similar intuition that values are ordered in terms of "goodness of approximation". However, the properties of the two orderings are fundamentally different. The ordering on a description domain is just a computable predicate. On the other hand the Scott ordering is regarded as a predicate on the computability and in principle not computable.
By abstracting underlying tuple structures from the definition of up-coercions and down-coercions between relational domains, we interpret an ordering on description types by a special class of mappings between description domains. A function f : Dl + Dz between description domains D l , D2 is monotone iff for any x, y E Dl, x L y implies f (z) C f(y). Our characterization of the ordering on types can be regarded as a refinement of one of the characterizai tions of subtypes proposed by Bruce and Wegner [ll] , where the notion of subtypes is characterized in three ways; one of them being that the larger set contains an isomorphic copy of the smaller. It is also related to the notion of information capacity of data structures studied in [30] where the ordering on various data structures was defined by using mappings between the sets of objects.
Finally we define a semantic space of a database type system as a space of description domains partially ordered by a set of embedding-projection pairs. 
For any 4 E Emb, both 4 and d R are computable, i.e. there is an algorithm to compute 4(d) and 4R(d') for any given d E dom(4) and d' E d 0 m ( 4~) .
The condition 1 means that the set of embeddings defines a relation on Dom. Moreover, Remember that on description domains we imposed the conditions that the ordering is decidable and least upper bounds are computable. Combined with the computability condition on embeddings and projections, they guarantee that the join and the projection defined as are always computable functions. This means that if a database type system has a model, then the join and the projection are available as computable functions with the following polymorphic types:
for all all a 2 such that a1 U a2 exists (3)
for all 01, a 2 such that a1 5 a 2
(4)
The relational join and the relational projection are special cases of the above functions on flat tuple structures. Moreover, from the previous results, we have: We therefore claim that the notions of database type systems and database domains are a proper generalization of the relational model.
The advantage of this characterization is that it is independent af the actual structures of types and objects. This allows us to generalize the relational model to wide range of structures, even those that include recursively defined types and objects. In the next section we construct a database type system and its database domain, which we believe is rich enough to cover virtually all proposed representations of complex database objects.
A Type System for Complex Database Objects
In addition to finite structures representable by finite terms, we would like to allow recursively defined structures, which naturally emerge in descriptions of real-word entities. As demonstrated by Kit-Kaci [3], an appropriate formalism to represent these structures are regular trees, which provides a sufficiently rich yet computationally feasible framework for complex data structures. We therefore develop our type system and its domain using regular trees. However, this generality creates a slight technical complication that we cannot use inductive method to define structures and to prove properties. This may yield less intuitive definitions and might decrease the readability of the rest of the paper. In order t o prevent the situation, for major definitions and properties, we give equivalent inductive characterizations on finite trees. They will not be used in the subsequent development and we shall omit the proofs of their equivalence to the original definitions restricted to finite trees. They can be proved by usual structural induction.
Labeled Regular Trees
We gather definitions and standard results on regular trees. Main references on this subject are [19, 181 . For a E A* and X C A*, X/a is the set (b13c E X such that c = a + b). We identify an element a E A and the corresponding string a of length one.
Instead of using a standard representation of trees based on fixed arity function symbols with ordered arguments, we use labeled trees whose node are labeled with function symbols and whose edges are labeled with elements in L indicating their arguments. This is a generalization of labeled record structures and is particularly suitable for representing complex structures including recursively defined ones. The following definition is due to [3] .
Definition 11 (Labeled Trees) Let F be a (not necessarily finite) set of symbols. A labeled F-tree is a function a : L + F such that L is a prefix-closed subset of L*, i.e. for any a, b E L*, if a -b E L then a E L. A tree a is finite if its domain dom(a) is finiie otherwise it is infinite. The set of all F-trees and the set of all finite F-trees are denoted respectively by T m ( F ) and T(F).
Note that we do not impose the an'ty restriction on function symbols. However, we can regard each function symbol f E F as the set of symbols {f{l,,...,ln) Ill,. . . ,In E L) indexed by finite sets of labels. By assuming a total order << on L, we can then regard our definition of trees as a notational variant of the standard representation of trees found in [19, 181 based on the tree domains [24] . We omit formal treatment of the connection.
For a i~y element f E F, we also denote by f the one node tree such that dom(f) = (€1 and f(e) = f .
Let a l l . . . , a n E T w ( F ) , 11,. ..,In E L and f E F. We write f(l1 = al,. . . ,In = a,) to denote the tree a such that dom(a) 5-tuple (Q, s, F, 6, A) , where Q is a set of states, s is a distinguished element in Q called the start state, F is the set of output symbols, 6 is a partial function from Q x L to Q called the state transition function such that for any q E Q, (1 E C16(q, I) is defined) is finite and A is the output function from Q to F.
In the above definition, the input alphabet is implicitly assumed as the fixed set C of labels. Because of the restriction on 6, a Moore machine under the above definition behaves like a Moore machine under a standard definition where the input alphabet C is finite and b is defined as a total function on Q x t. As is done in standard finite state automata [26] , we extend 6 to 6' on Q x L*. A state q E Q is reachable if there is some a E L* such that 6*(s, a) = q. Each state q E Q of a Moore machine M = (Q, s, F, 6, A) represents a function form a prefix-closed subset of L* to F. Define M(q) as the function such that dorn(M(q)) = {a E C 16" (q, a) = q for some q' E Q) and M(q)(a) = A(6* (q, a)) for all a E dom(M).
The following theorem establishes the relationship between Moore machines and regular trees, which is essentially same as the equivalence of regular trees and regular systems shown in [19] . The proof can be easily reconstructed from the corresponding proof. We say that a regular tree a is represented by a Moore machine M if M(s) = a.
We use the following term language to represent regular trees via Moore machines:
where f stands for F, 1 stands for L and s stands for the set of state variables disjoint from other symbols.
The state variables are bound variables similar to those in lambda calculi. A term e is proper if a state variable occurrence s is either an occurrence of the form rec s or in some e' in (rec s. el). The regular tree represented by a proper term e is then defined as M,(s). It can be also shown that for any regular tree a there is a proper term e that represents a.
For a technical convenience we assume that the set of labels L is closed under products, i.e. there is a injective function prodcode : (L x L) + L. For any given set of labels, we can construct a set satisfying this condition. We use prodcode implicitly and treat L as the set satisfying
On (L x L)' we define the mappings first, second inductively as follows:
, we define pair as follows:
For a E L* x L*, the following equation always holds:
Let r be a relation on L. The extension of r on L*, denoted by 1' , is the relation defined as:
The following construction on Moore machines, which "traces" two Moore machines in "parallel", is often useful to determine various relations on regular trees. This can be regarded as a generalization of the merged transaction function used to determine the equivalence of two finite state machines in [27] . The new symbol $ introduced below represents a "rejecting state" in a standard representation. 
6((x, y), I
) is defined and equal to (x', y ' ) iff one of the following holds:
(a) 1 = (l1,12)~ 11 # $,12 # Sl 11 -b1 x E &I, Y E Q2, and X I = 61(x,11),~ = 52(y,12), = b2(u, 12) . 
X((zl
,
If 6*(s, a) = (q, x ) , q E Qi then 6;(sl ,first(a)) = q and first(X((q, x ) ) ) = Xl(q). If 6*(s, a ) = ( x , q), q E

Q2 then 6a(sz, second(a)) = q and second(A(x,q)) = Xz(q).
If 6;(sl,a) = q then there is some b such that first(b) = a and 6*(s,b) = ( q , x ) and X l ( q ) = jrst(A((q,x))). If 6;(s2,a) = q then there is some b such that second(b) = a and S*(s,b) = ( x ,~) and X2(q) = second(X((q, x))).
Set of Description Types
Using regular trees, we now define the set of types of our type system:
Definition 15 ( S e t o f Description T y p e s ) The set of description type constructors is the set F , = {Record, Variant, Set) U B. A description type is a tree a E R ( F , ) satisfying the following conditions:
1. if u(a) = Set then {I E Cia -1 E dom(a)} = {elml),
if a(a) = b E B, then the set { I E Lla . I E dom(a)) is empty.
A description type a is finite if it is finite as a tree. The set of all description types and the set of all finite description types am denoted b y Dtypew and Dtype respectively.
Record, Variant and Set represent the record, the variant and the set type constructors respectively. The condition (1) restricts set types to be " homogeneous" sets. The set of finite description types D t y p e coincides with the following inductively defined set DtypeO: Figure 2 shows examples of description types in term representation. In this example, as well as in all other examples we will show later, identifiers such as unit are used purely as syntactic shorthands to avoid repetitions and have no significance themselves. As seen in these examples, infinite trees correspond to recursively defined types.
For the set D t y p e w , we define the following ordering to capture the ordering of the containment of the structures:
Definition 16 (Information Ordering on D t y p e w ) Let all a 2 E Dtype". The information ordering < on Dtypeoo is the relation defined as: a1 5 a:! iff dorn(al) dorn(a2) and for any a E dorn(al),
This ordering can be regarded as a special case of the subsumption ordering on Kit-Kaci's +-terms [3] . The condition on variant nodes means that in order for two variant types to be ordered, they must have the same 
Universe of Descriptions
In order to construct a model of ( D t y p e m , l) , we first define a set of possible descriptions.
Definition 17 (Universe of Descriptions) The set of description constructors is the set F d = {Record,
Inj, Set) U (UbELI Bb) U {nullalb E B). A description is a tree d E R ( F d ) satisfying the following conditions:
for all a E dom(d),
is either a singleton set or the empty set,
if d ( a ) E Bb or d ( a ) = nullb, then the set {I E Lla . 1 E d o m ( d ) ) is the empty set.
A description d is finite if it is finite as a tree. The set of all descriptions and the set of all finite descriptions are denoted by D o b j m and D o b j respectively.
Inj is a variant constructor (injection to a variant type). Inj node with no outgoing edge represents a null value of a variant type.
We use the following notations:
The set of finite descriptions D o b j coincides with the following inductively defined set D o b j o : 
f = nvlb and g E B.
The typing relation d : a between Dobjm and Dtypem is defined as: d : a iff for all a E dom(d),
there is some a' such that a & a', d(a) :b u(at),
if d(a) = Record then {I
The equivalence relation w "ignores" the difference due to the positions elml,. . . By lemma 3, M satisfies the condition 1 iff for any a E dom(Ml (sl)), there is some a' such that a k a', Si(s1, a) = ql, 6$(s2, a') = q2, and Al(ql) :b A2(q2). Since Md, M, represent d, a respectively, this condition is equivalent to the condition 1 of the definition of the typing relation. The equivalences of the conditions 2, 3 of the propositions and the conditions 2, 3 of the definition of the typing relation are immediate consequences of their definitions.
Since M is effectively constructed and the above property is clearly decidable, the proposition is proved.
I 4.5 Description Domains
By the typing relation, we can identify for each description type the corresponding set of descriptions. By defining a proper ordering, we turn this set into a description domain. For a pair of trees dl, d2, Courcelle described [19] The information preorder 5 on D o b j w is the relation defined as: dl 5 d2 iff there is a relation =, called substructure relation, on Subtrees(dl) x Subtrees(d2) satisfying the following properties:
This ordering is also closely related to Smyth simulation on a certain class of directed graphs defined in [49] . 
On a substructure relation 11, the following property hold: L e m m a 4 Let dl 5 d2 and be a substructure relation on Subtrees(dl) x Subtreee(d2).
Proof Immediate consequence of the fact that the restriction of a substructure relation to Subtrees(di) x Subtrees(di) is also a substructure relation. 1
We next show that 5 is a preorder having the desired properties. Rounds' recent work [49] also shows a similar results in a slightly different framework.
Proposition 8 The relation 3 is a preorder on Dobjoo with the pairwise bounded join property.
The strategy of the following rather long proof is the combination of the technique suggested in [3] to construct a least upper bound of two regular trees by tracing the moves of two Moore machines representing them in parallel and the property of Smyth powerdomain preorder shown in [56] that if sl and s 2 are finite subset of a a poset then %dl U d2(dl E sl, d2 E s 2 and dl U d2 exists] is a least upper bound of sl and s 2 under the Smyth preorder.
Proof For any description d, the identity relation on Subtrees(d) is a substructure relation and d 5 d. Suppose dl 5 d2 and d2 5 d3. Let and ~2 be substructure relations on Subtrees(d1) x Subtrees(dz) and Subtrees(d2) x Subtrees(d3) respectively. Then the composition of the two relations rl, r2 also satisfies the conditions of substructure relation. Therefore dl 5 d3 and is a preorder.
We next show that 5 has the pairwise bounded join property by showing the following stronger property:
There is an algorithm taking any two descriptions d l , d2 that determines whether dl, d2 have an upper bound or not and that if dl, d2 have an upper bound then computes (one of) their least upper bound. Let Mdl = (QI, 81, F d , 61, XI) and Md, = (92, s 2 , F d , 62, X2) be Moore machine representing dl, d2 respectively. Let M be the product machine (MI x M2)/w. We say that a state q in M is consistent iff it satisfies the condition that if q = (q1,qz) for some ql E Q1,q2 E Qz then X(q) = (f,g) for some f , g E Fd such that f , g has an upper bound and the following conditions are satisfied:
1. if X(q) = (Record, Record) then for all 1 if 6(q, I) is defined and equal q' then 1 = (If, 1' ) for some I' and q' is consistent, 2, if X(q) = (Inj, In$ then there is at most one 1 such that 6(q, I) = q' and if 6(q, (l', 1')) = q' for some 1' then q' is consistent.
We first show that if dl, d2 has an upper bound then s is consistent. Suppose s is not consistent. Then there is some a € C'such that'(1) 6*(s, a) = (ql, qz), q1 E Q1,q2 E Q2 and (2) for any prefix b of a X(s, b) is either (Record, Record) or (Inj, Inj] and (3) one of the following hold: (a) X((ql, 42)) = (f, g) such that { f, g) has no upper bound, (b) X((q1, q2)) = (Record, Record) and there is some (11, 12), l1 # 12 such that 6((q1, qz), (11,12)) is defined, (c) A((q1,q2)) = (Inj, Inj) and there are at least two distinct 11, l2 such that both 6((ql, qz), 11) and G((q1, qz), 12) are defined. Now suppose to the contrary that there is some d such that dl d and d2 5 d. Let a be a string satisfying the condition (1) and (2) . Then by lemma 4, dl/a 5 d/a and d2/a 5 dla, which contradicts the condition (3).
Next we show that if s is consistent then dl, dz has a least upper bound by constructing one. Suppose s is consistent. Define M' = (Q, s, Fd, 6 ', A' ) from M as follows:
1. Q , s are same as M , 2. 6'(q, I) is defined and equal to q' ifT one of the following hold:
(a) A(q) = (Record, Record) and b(q, (I, I)) = q', (b) A(q) = (Set, Set), 1 = elmi and b(q, (elmj, elmk)) = q' where (elmj, elma) is the ith smallest symbol under the total order << on L in the set {(elm,, el%)lb(q, (elm,, el%)) is defined and consistent), (q, (1,l) 
and 1 = (I,$) or q = ($,q2) and 1 = ($,I). 
We show that Mf(s) is a least upper bound of dl, d2. Let S1 = {MI (q)lq E Q1 , q reachable), S 2 = {Mz(q)Jq E Q2, q reachable), and S = {M1(q)(q E Q, q reachable). Then S1 = Subtrees(dl), S2 = Subtrees(d2) and S = Subtrees(Mf(s)). Define the relation between S1 and S as Ml(q) ~1 M'(ql) iff q' = (q,x) for some x. Then it is easily checked that this relation satisfies the conditions of substructure relation and Since M' is effectively constructed, the proposition was proved. 1
The above proof also establishes that least upper bounds of 5 are effectively computable. For the Moore machine M' defined in the above proof, the following property can be also easily shown: dl 5 d2 iff M' satisfies the condition that for all reachable state q in M' if q is consistent then it is of the form q = (x, 92) and if q = ( q~, q2), q1 E Q!, q2 E Q2 then Al (ql) ~"~(~2 ) .
Therefore we have: 
A Model of the Type System
We now define the set of embedding-projection pairs to connect the set of description domains and turn them into a database domain.
For defining functions and properties on D, , the following definitions and results are useful. (1) and (2) . Moreover, since these operations have polymorphic type schemes (3) and (4), the result types can be always computed from the types of their arguments without actually computing them. The following are examples of joins of descriptions in figure 4:
The types of the above two joins are working-student and schedule-data respectively, which are computed from the types of their arguments. This property enables us to develop a static type inference system. The another important implication of the theorem 7 is that it provides an elegant semantic formulation of the domain of complex database objects endowed with the join and the projection.
A Polymorphic Language for Databases
We now show that the entire type system and the semantic domain we have just constructed can be integrated in an ML-like programming language. Such integration yields a strongly typed polymorphic programming language suitable for databases. An experimental programming language, Machiavelli [45] , embodying the integration has been developed at University of Pennsylvania. In this section, we show how the integration is done by defining a subset of Machiavelli. Redders are refer to [45] for discussions of the advantages of such a polymorphic database language and many examples of database programming in the language.
Types and Expressions
The first step of the integration is to define the set of types and the set of expressions of the language in such a way that the set of description types Dtypeoo and the set of descriptions Dobjm can be freely mixed with the other constructs of the language. This is done by simply extending term languages for Dtypew and Dobjm we have defined to include function type constructors and function expressions.
The set of types T y p e (ranged over by t) of the language is given by the following abstract syntax: The set of expressions E x p (ranged over by e) of the language is then given by the following abstract syntax:
e ::= c 1 x ( e ( e ) I ( f n ( x ) = > e ) I l e t x = e i n e I
[I = e ,..., 1 =el I e.1 I modify(e,l,e) I Inj(l= e) I (case e of 1 of x = > e , ..., 1 of x = > e) I {e,. . . , e l I union(e, e) I prod(e,e) 1 map(e, e) I
join(e, e) I project(e, a) I (rec x. e) where c stands for constants, x stands for variables, let x = e in e stands for ML let-expressions. The subset of Expr defined by by the following abstract syntax
denote regular trees and corresponds exactly to the set Dobjw. We identify an expression d and the corresponding description in Dobjw if d is in the subset specified by the above grammar.
Type Inference
Different from the explicitly typed language, the expressions we have defined carry no explicit type information. Types of expressions are completely inferred by a proof system called a type inference system. In [44] , a complete type inference system for a language containing database objects without variants and recursive objects is defined. By using the typing relation defined in section 4.4, the type inference system defined in [44] can be extended to the entire set of the above expressions.
In [44] , it is also shown that by extending Milner's method [40] for ML type inference with conditions on substitutions, we can define a complete type inference algorithm. The method relays on the solvability of unification of type expressions, the decidability of the ordering on description types, and the computability of least upper bounds of description types. Huet showed [28] the solvability of unification problem of regular trees and define a unification algorithm. In section 4.4, we have shown the decidability of the ordering relation and the computability of least upper bounds of description types. Using these two results, the method described in [44] can be extended to the entire language.
Equality and Reduction Relations on Expressions
On expressions, sets of rules should be defined to represents the equality and the reduction relation on expressions, which determine the dynamic properties of the language. These relations are defined on typed expcpressions derived in the type inference system. The equality rule (rule scheme) for expressions corresponding to descriptions is given as:
Since 5 represent the goodness of descriptions, this rule correctly captures the intended equality on descriptions. The equality rules for the join and the projection are defined as:
if tl,t2 E D t y p e w , t l u t 2 = t (description) dl : t -+ d2 : t if dl, d2 E Dobjw and d2 is in a description normal form
The reduction rules for the join and the projection are same as the rules for equality. Combining with the rules for standard equational reasoning except the rule for symmetry, the standard rules for function applications (the rule P), let-expressions and primitive operations other than join and project, we have a complete reduction relation for the language. Based on this reduction relation, an operational semantics of the language is defined. Actual evaluation algorithm for the language can be defined by using the algorithms for computing least upper bounds of descriptions, embeddings and projections that have been defined in the proofs of their computabilities in the previous section.
Semantics of the Entire Programming Language
In practice, it is sufficient to have a type inference algorithm to type-check programs and an evaluation algorithm to compute results of programs. For a better understanding of the language, however, it is highly desirable to construct a complete semantics of the entire programming language. Such a semantics should be useful for reasoning about various properties of programs and for further enhancement of the language.
In addition to the semantics of database type system we have constructed, a semantics of the entire language requires a semantics of ML polymorphism. Milner proposed one such semantics [40] using a universal value domain of an untyped language. In his semantics, a type denotes a subset of the universal domain. MacQueen et. al. extended this semantics to recursive types [36] . However, this semantics does not agree with behavior of implicitly typed expressions. (See a [43] for an analysis of this problem.) Recently, Mitchell and Harper showed that [41] there is a one-to-one correspondence between a typing derivation in ML type inference system and a term in a explicitly typed language. Along the line of this connection, it is shown in [43] that a semantics of explicitly typed language yields a semantics of the corresponding implicitly typed language supporting ML polymorphism. It is therefore sufficient to construct a semantics of the explicitly typed version of the language.
We regard expression constructors other than function abstraction and function application as ("curried") constant functions. For example, the record [Name = "Joe"] is regarded as the application [Name = -I(" Joe") of the constant function [Name = -1 to the constant "Joe" and a join join(dl, d2) is regarded as the curried application join(dl)(d2) of the constant function join to dl, d2. Recursive descriptions can be also treated in this way. The explicitly typed language corresponding to our language is then obtained by explicitly specifying the type of parameter in function abstraction as in (fn(z : t) => e) and replace each constant by the corresponding set of typed constants. The resulting language is a typed lambda calculus with constants. In [lo] , a framework for a semantics of typed lambda calculi was given. In the framework, the set of types is generalized to a type algebra allowing arbitrary equations (or constraints). Since the set of regular trees satisfies their definition of a type algebra, we can use this framework to construct a semantics of the explicitly typed language. In the framework, a semantic space of a language is a frame ( 3 , m, y) where: 3 is a Typeindexed set such that each Ft € 3 is non-empty, * is a binary operation * : Ft,,t, + Ft, representing the function application and 7 is a function that interprets constants. For our language, we impose the following conditions on a frame ( 3 , *, y): y(join : tl + t2 -+ t ) E Ft, where t = t l U t2, are given as:
$t,-t(d1) UD, $t,-t(d2)
if lub exists ( j (4 1) (4%) = otherwise for all dl E Dl,, d2 E Dt,.
The method described in [lo] can then be applied to construct a semantics of the explicitly typed version of our language. A semantics of the implicitly typed language supporting ML polymorphism can be constructed by using the method described in [43] . Based on the semantics, we can show the strong soundness and completeness theorem for the equational theory of our language as is done in [43].
Conclusion and Future Works
Based on an abstract analysis of the relational data mode, we have proposed a framework for semantics of types for databases. We characterized a semantic space of individual type as a poset of descriptions, which we called a description domain, and a semantic space of the entire type system as a poset of description domains, which we called a database domain. Based on this framework, we have constructed a concrete database type system and its semantic domain using regular trees supporting arbitrary complex structure constructed from records, variants, finite sets and recursive definitions. On these complex structures, a join and a projection are available as typed polymorphic operations. We have also shown that both the type system and the semantic domain can be uniformly integrated in an ML-like polymorphic programming language.
In our study of database type system, we have implicitly assumed that database objects are values. Tow objects are equal if they are equal as values. As we have demonstrated, these value-based database systems are fit nicely to a paradigm of functional programming languages. However, value-based systems have a disadvantage that it is rather difficult to represent sharing and mutability, which are also important aspects of database objects. In order to overcome this disadvantage, the notion of "object-identities" has been proposed [7, 37, 331 . In an identity-based system, database objects are represented by their unique identities associated with their attribute values. For the same reason as we wanted to integrate value-based database system into a modern type system of a programming language, we would like to integrate identity-based database objects in a types system of a programming language. Although the notion of object identities is intuitively clear and appealing, integrating it into a programming language type system constitutes a challenge. As demonstrated in [45], the major properties of object identities seems to be captured by ML reference type when integrated in a database type system like the one we have developed in this paper. However, a uniform and elegant integration will require an analysis of the properties of object identities analogous to what we have done to the structure of value-based complex database objects.
