Abstract-The distribution of a common time reference is a well known problem in traditional measurement systems. The Internet of Things (IoT) scenario is characterized by an higher dynamism. A given device can be reconfigured for serving different applications, that may have different requirements in terms of synchronization accuracy. Therefore, it is not possible to define in advance the optimal solution. A challenging objective consists in realizing self-conscious devices, able to evaluate the accuracy of their time reference, choose among different synchronization protocols/systems, when available, and correctly set up protocol parameters to meet application requirements. A solution is discussed in this paper that outlines the concept of virtual clock as a local service by which an accurate time reference is provided to the requiring applications.
I. INTRODUCTION
Internet of Things (IoT) is a recent paradigm concerning the networked interconnection of objects, often equipped with ubiquitous intelligence [1] . This scenario is characterized by a pervasive presence of a great variety of devices, such as radiofrequency identification (RFID) tags, sensors and actuators, etc., which are able to interact and cooperate to implement high-level applications. IoT can therefore be viewed as a dynamic global network infrastructure composed of several connected devices, with self-configuring capabilities that enable a given device to serve different applications, having different accuracy requirements.
A challenging issue consists in making interconnected network devices fully interoperable providing them with a higher degree of smartness, guaranteeing a great flexibility [2] . Furthermore, proposed solutions need to pay special attention to resource efficiency and scalability.
Process coordination, timestamping of events and latency measurements are further important aspects that time-aware IoT applications have to deal with for proper operation. In traditional systems, these aspects are accomplished by distributing a common time reference among the different devices and the main effort consists in designing applicationdependent solutions for distributing a time reference among network nodes with given synchronization accuracy requirements. Several solutions have been proposed in the literature, as for instance solutions based on the distribution of a physical clock signal, distributed systems for synchronizing wireless sensor and actuator networks (WSAN) such as the Reference Broadcast Time Synchronization (RBS) protocol [3] , global solutions based on the Global Positioning System (GPS) [4] and packet-based network protocols such as the Network Time Protocol (NTP) [5] and the Precision Time Protocol (PTP) [6] .
In highly dynamic IoT scenarios the same local device, for instance a sensor or an actuator node, can be asked to serve different applications in different time instants or even concurrently. A more flexible approach than traditional ones is therefore needed, where parameters of the synchronization engine could be automatically set on the basis of the application requirements. The solution proposed in this paper considers the distribution of a time reference to high-level applications as a service based on an undisciplined local clock.
High-stability clocks could be used to maintain an accurate time reference over long time periods, however these are based on expensive, very stable oscillators which require a large amount of energy. Equipping each IoT network device with such a kind of on-board clock is hardly a practical proposition. The solution usually adopted consists in maintaining only few suitably accurate time references on the network while local clocks, which are usually based on low-cost, low-stability and low-power oscillators, are periodically adjusted in order to keep their accuracy within a given threshold. This adjustment is done during a periodic calibration phase, when the phase offset, and possibly the frequency offset between local time and reference time are estimated and compensated for by the synchronization engine. Accordingly, the time between two consecutive calibration events will be called calibration interval. The synchronization engine of a virtual clock may implement different synchronization methods. Therefore a given device may be equipped with a synchronization system based on GPS and, at the same time, it may also implement network synchronization protocols such as PTP, or lessdemanding distributed protocols such as RBS. Anyway, timing information obtained through a given synchronization protocol are then used in combination with a suitable mathematical model of the local clock to obtain an accurate local time reference. In the following we complement the mathematical model with formulas that allow the estimation of the local time reference accuracy by considering also the uncertainty contribution due to the stability of the local oscillator. In this way, an application can know in advance if the local time reference will be able to meet its own accuracy requirements.
The paper is organized as follows: in section II the concept of a service for distributing an accurate time reference, is introduced, in section III we define accuracy requirements for time-aware applications, in section IV we discuss the mathematical model used for describing a local clock and its accuracy, finally in section V we provide two examples on how the synchronization engine of a virtual clock should be configured in order to meet application requirements.
II. VIRTUAL CLOCK
In the following we call virtual clock the complex system composed by an application interface, a time reference unit and a synchronization engine:
• The application interface represents the communication interface between high-level applications and the lowerlevel units, as illustrated in Fig. 1 . It provides to the requiring applications a timestamp with the desired accuracy. Viceversa, through this interface applications can communicate the required time reference accuracy to the time reference unit which will use then to automatically configure the parameters of the synchronization engine.
• The time reference unit maintains a synchronized clock by adjusting the local clock with the correction factors provided by the synchronization engine.
• The synchronization engine coordinates the synchronization protocols in order to satisfy application accuracy requirements. Even though the definition of an application program interface (API) is out of the scope of this paper, we provide some indication about the communication flow among these three layers:
• The first step is represented by a negotiation phase.
During the configuration of a network device for serving a given application, there is an initial interrogation phase during which the synchronization engine verifies if the application accuracy requirements can be satisfied by the virtual clock. In the case of a negative answer, the device should refuse the application.
• The second step consists in a configuration phase. During this phase the application communicates its accuracy requirements to the synchronization engine. If the new requirements result to be more stringent with respect to the precedent ones, the synchronization engine adjusts the duration of the synchronization interval and, eventually, chooses a more accurate synchronization system. • During the working phase, the application is assumed to be correctly running. A synchronized local timestamp and eventually the associate uncertainties are provided to the applications in execution on the device.
• To oversee situations characterized by anomalous behaviors it is convenient to include also an holdover phase. This modality is characterized by anomalous behavior of the synchronization engine, for instance due to a prolonged loss of synchronization messages. This situation can be used to prevent unexpected failures at application level. 
III. ACCURACY REQUIREMENTS
The concept of synchronization for applications in the IoT scenario can be easily illustrated by considering two different network devices, called in the following a and b. In correspondence of an event e, occurring at time instant t e , the device a will provide the time indication C a (t e ) while the device b will provide the value C b (t e ) that, for the sake of simplicity, we will assume very accurate: C b (t e ) t e . The two devices are said to be synchronized in phase, or simply synchronized, if the absolute time difference δC(t) = |C a (t e ) − C b (t e )| does not exceed a given threshold Δ app , which depends on the application:
A less stringent condition can be provided by assuming a given exceeding probability p and imposing that the condition
If we model the difference δC(t) as a zero-mean gaussian random process with variability σ C(t) , we can consider the two devices synchronized if:
where
is the inverse of the gaussian cumulative distribution function. σ app , in accordance with [7] can be viewed as the required standard uncertainty of a given application.
Similarly we can define the required accuracy for applications based on time-interval measurements. The concept of synchronization in frequency or syntonization can be introduced by considering two consecutive events e 1 and e 2 . In this case the two devices are asked to measure the time interval between the occurrence of the two events. Let ΔT a (e 1 , e 2 
be the measures provided respectively by the two devices a and b. These are said to be syntonized if the difference δΔT = ΔT a (e 1 , e 2 ) − ΔT b (e 1 , e 2 ) satisfies the condition:
where σ app is a threshold depending on the application. It can be noted that synchronization implies a condition on absolute time values, while syntonization considers time differences.
IV. MATHEMATICAL MODEL OF UNCERTAINTY
In this section a detailed analysis of the mathematical model adopted by a virtual clock for maintaining an accurate time reference is introduced.
A. Absolute time
The time reference unit provides timestamps with the required accuracy to high-level applications. Accurate timestamps are obtained by applying the correction factors estimated through the synchronization engine to correct local clock indications provided by the undisciplined local clock. Let C(t) be the raw timestamp at the time instant t, we have that:
where x(t) represents the phase offset between local clock and time reference at the time instant t and n t is the timestamping uncertainty. If we consider a local clock with a nominal oscillator frequency ν 0 , timestamping uncertainty can be modelled by a white random process with uniform distribution and variance σ 2 n,t = (12ν 2 0 ) −1 . An estimate of phase offset at a time instant t > t 0 can be obtained under the assumption of a linear clock model:
where the time difference t − t 0 has been replaced by its estimated value: (C(t) − C(t 0 ))/(1 +ŷ 0 ) thus providing an implementable formula composed only by measurable parameters [8] . Phasex(t 0 ) and/or frequencyŷ(t 0 ) offset estimates are provided by the synchronization engine at the time instant t 0 . In the following they are represented as random variables having respectively variances σ 2 x and σ 2 y and correlation σxŷ. The accuracy of these estimates depends on the particular servo clock adopted by a given synchronization protocol to further refine raw phase and frequency offset estimations. This aspect is discussed in [9] for a Kalman-filter based servo clock, in [10] for a servo clocks making use of a proportional-integral (PI) controller and in [11] , where servo clocks based on a neural network and third-order splines are The synchronized timestamp provided at the time instant t to a requiring high-level application is finally obtained by adjusting the raw time indication using (5):
The uncertainty associated to the virtual clockC(t) depends on:
• timestamping uncertainty, represented by σ 2 n,t , • the uncertainties of the correction term (5) , that is given by:
• the uncertainty related to local oscillator instability: σ
are respectively the variances of white phase (WP) and white frequency (WF) Wiener processes (see [12] , [13] and [14] for further details) by which the stability of the local oscillator is modeled. Usually the contribution due to long term instability σ 2 2 is considered only for highly-stable oscillators, while for oscillators commonly used in IoT devices it can be neglected. It follows:
which is a monotonically increasing function of the time interval T elap = t−t 0 , which represents the time elapsed since the last synchronization of the virtual clock. The minimum uncertainty is achieved for T elap = 0 resulting in:
Furthermore, since the local clock is periodically synchronized through the synchronization engine, we have that T elap ≤ T cal , where T cal represents the calibration period. 1 In the worst case T elap = T cal and σ
It is important to remark that, even though (7) suggests that accuracy decreases with decreasing values of T elap , and therefore with decreasing values of T cal , analysis reported in Fig. 2 shows that it is possible to individuate a range of values for which the uncertainty is almost independent on the calibration period. An approximated value for T cal,min can be derived from:
Remark 1: When phase and frequency offset estimation uncertainties, i.e. σ 2 x and σ 2 y , are significant an approximated 1 In this paper we use the term calibration interval instead of the most common synchronization period in order to provide a protocol-independent definition. The definition of synchronization period in fact may differ in different contexts.
expression that does not depend on oscillator parameters σ 2 1 and σ 2 2 can be found:
The situation is very common in IoT devices that are asked to support applications that do not require a very accurate time reference. This kind of devices is commonly equipped with low-cost quartz oscillators (XO) which may present frequency offsets between nominal and actual oscillation frequencies of about ∼ 100 − 500 parts per million (ppm). An expression quite similar to (10) has also been adopted by NTP [5] .
Remark 2: In some situations the synchronization engine provides only a phase offset evaluationx(t 0 ), which remains identically equal to the value estimated at the previous calibration instant t 0 , that is:x(t) =x(t 0 ) for t > t 0 . The frequency contribution is left instead uncompensated, that isŷ(t 0 ) = 0. In this case the cross-correlation between phase and frequency offset estimates is nil and (7) can be simplified:
obtaining a linear model for calculating the accuracy of a local clock. The variance σ 2 y depends in this case on the variability associated to the nominal frequency of the local oscillator. .
The approximated model (11) has already been adopted in the literature for evaluating the uncertainty associated to the local time reference. In [15] , for instance, the uncertainty associated to the proposed self-aware (SA) clock is obtained by assuming a linear model where an upper bound y max is used instead of σŷ.
B. Time interval length
We consider the time interval between the two time instants t 1 and t 2 > t 1 having duration ΔT = t 2 − t 1 . An estimate of ΔT can be obtained as the difference between the timestamps corresponding to the two time instants t 1 and t 2 , that is:
From (4) and (6) the relationship between this estimated value and the actual one is: (13) that depends on both the actual phase offset difference x(t 2 )− x(t 1 ) between the time instants t 1 and t 2 and the estimated difference:x(t 2 ) −x(t 1 ). The former contribution can be written as:
where W 1 (t) and W 2 (t) are the WP and WF Wiener processes introduced above. The latter contribution accounts for the difference in phase estimating:
and does not depend on the phase offset estimatex(t 0 ). In fact, phase synchronization is not needed for applications that require only time interval measurements. The uncertainty associated to time interval measurements can be calculated by substituting (15) in (13) and by calculating the corresponding variance:
(16) This expression depends both on the time elapsed since the last synchronization T elap = t 2 − t 0 and on the measured interval ΔT . A more representative indication is provided by the relative uncertainty:
which is usually expressed in ppm.
Analysing (17) we can observe that the measurement of short-duration intervals is mainly affected by timestamping uncertainty, which depends on the clock resolution. Oscillator stability affects instead the uncertainty of long-duration intervals. Measurement uncertainty can therefore be approximated by a bath-tub curve:
The contribution σ 2 1 /ΔT due to the phase noise component can be omitted since it only affects the transition region between short and medium durations. The minimum uncertainty contribution is achieved at the medium-time scales and corresponds to the uncertainty associated to the frequency offset correction:
The synchronization engine should guarantee the required accuracy by selecting the synchronization protocol and the corresponding calibration interval which minimize the consumption of resources that is, energy and bandwidth. In the following we present two cases corresponding to applications which require respectively a phase synchronization and the ones requiring a frequency synchronization.
The uncertainty associated to the local time reference depends on three main contributions: local oscillator stability, timestamping noise and the performances of the synchronization protocol used to obtain timing information. In particular, a synchronization protocol can be represented by a triplet of values: (σx, σŷ, T cal,min ). The first two elements correspond to the uncertainties associated to phase and frequency offset estimation, while the latter is the minimum calibration time interval that can be adopted by the synchronization protocol. In general, the best accuracy can be obtained when calibration is done at the maximum rate, that is, every T cal,min seconds, providing the values:
and
A. Phase synchronization
We assume now an application that requires a time reference with accuracy σ app . During the negotiation phase the required accuracy is compared with the minimum accuracy that can be guaranteed by the virtual clock. Let j * = arg min σ j min be the index of the synchronization system which is able to provide the best accuracy σ j * min . If σ app < σ j * min then the virtual clock is unable to satisfy application requirements and the negotiation phase ends by refusing the application. Otherwise, the application is accepted by the device and the synchronization engine is adjusted in accordance with the new requirements. Letj be the index of the current synchronization system andT cal the corresponding time calibration period. The accuracy of the local time reference is equal to σjC (t),T cal . During the configuration phase the following cases may occur:
-the application is served by the device without changing the synchronization engine set-up.
• σ app < σjC (t),T cal but σ app > σj min -application requirements can be satisfied by the current synchronization system but the calibration frequency must be increased. This results in higher bandwidth consumption by the synchronization engine.
• σ app < σj min -a different synchronization system has to be adopted. First example. The example provided in Fig. 2 has been obtained by setting clock stability parameters to the values: σ 1 = 1μs which is a plausible value for a crystal oscillator (XO). Timestamping uncertainty is assumed to be σ n,t = 100ns, which corresponds to an oscillator frequency of about 3MHz. Finally, phase and frequency offset estimation provided by the synchronization protocol have uncertainty respectively of σx = 10μs and σŷ = 100 parts per billion (ppb), while their cross-correlation is assumed negligible. The blue line refers to the phase synchronization accuracy achievable by a given synchronization system for different calibration periods. In this example a minimum value of 10μs can be achieved. Accuracy of 15μs, for instance, can be guaranteed by choosing a calibration periods T cal ≤ 100 seconds, as illustrated in Fig.  2 .
Second example. Another example can be referred to lowenergy devices typically used in wireless sensor network (WSN). To minimize energy consumption, these devices operate in a duty-cycle mode, which is implemented on the basis of time indications provided by the local clock. The time reference is usually provided by the real time clock and calendar (RTCC) module which refers to a 32kHz crystal oscillator to minimize the energy consumption. In this case, the clock resolution results to be about 30μs, which leads to an uncertainty contribution of σ n,t = 10μs. To guarantee, in this case, an accuracy level of σC (t) = 100μs a calibration interval T cal ≤ 1 second is needed.
B. Frequency synchronization
We consider an application that requires a relative uncertainty app for measuring time intervals in the range between T min and T max . During the negotiation phase, the synchronization engine evaluates the maximum uncertainty in the considered time interval that can be obtained from each synchronization system when the minimum calibration period is adopted: max = max Tmin≥ΔT ≥Tmax { ΔT (ΔT, T cal,min )}. If app < max for every synchronization system, than the negotiation phase ends by refusing the application. Otherwise the device is able to serve the application. A procedure similar to the one previously described is therefore adopted for configuring the parameters of the synchronization engine.
An example is provided in Fig 3. The blue line refers to the relative frequency uncertainty reported in ppm. Clock stability parameters are the same of the example reported in Fig. 2 . It can be noted that the lower bound on the minimum uncertainty depends on the frequency offset uncertainty and corresponds to: T,min = σŷ = 0.1ppm. The required accuracy is equal to app = 1ppm for values ranging from T min = 1 second and T max = 10 4 seconds and, as it can be seen, this requirement is satisfied. If a different set of values is considered, for instance with T min = 10ms and T max = 1 second, the application accuracy requirements cannot be not satisfied even though the required accuracy remains unchanged.
In some situations the only way for achieving the required accuracy at low time scales consists in choosing a local oscillator with a higher frequency in order to have enough clock resolution. This situation has been analysed in Fig.   Fig. 3 . Relative frequency uncertainty for different values of the time period ΔT (blue line). The required accuracy has been reported by a red line and corresponds to 1ppm over an interval range between ΔT min = 1 second and ΔTmax = 10 4 seconds, corresponding about to 3 hours. 4 where the relative uncertainty for short-time intervals has been evaluated by considering three different values for the oscillator frequency. In most devices, processors are given the choice between a low-power, low frequency oscillator and a higher frequency oscillator. In this situation, the virtual clock could be also asked to choose among the most suitable local oscillator in order to meet application requirements.
VI. CONCLUSION
IoT devices implementing time-aware applications are committed to making the best out of their local clocks. For this purpose, in this paper a virtual clock service is introduced to support an IoT device in making optimal choices, in terms of efficiency and accuracy, when time measurement is involved. The analysis presented in this paper shows how several factors can affect the performances of a clock service and provides guidelines that can be easily implemented as rules, that determine a suitably effective tradeoff between the efficient use of local node resources and the access to supporting network resources.
