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Noble gases are relatively rare gases, however, they have been used in many areas. 
Currently, separation of noble gases are achieved by fractional distillation at cryogenic 
temperatures and materials that can separate them around room temperature are 
investigated. One of the promising class of materials is metal-organic frameworks due to 
their high surface area, pore volume and tunability. In this thesis, ab-initio based force 
fields were developed for Ar and Xe adsorption in six different MOFs to predict adsorption 
properties and compare this non-empirical approach to the experimental results and generic 
force field (FF) simulations. Using three DFT functionals (PBE-D2, vdW-DF, and vdW-
DF2) in periodic models of M-MOF-74 (M= Co, Ni, Zn, Mg), ZIF-8 and Cu-BTC, first 
principles based FFs are derived. Selective separation of contaminants from ambient air is 
another crucial field since some of those contaminants can be detrimental to health. In this 
thesis, a water-stable MOF, UiO-66, is computationally functionalized with more than 30 
functional groups using cluster and periodic systems and binding energies of NH3, H2S, 
CO2 and H2O are calculated to rank the functionalized UiO-66 materials for selective 
separation of contaminants in humid air conditions. Finally, the phase stability and 
transitions of 2-D layered ferroelectric materials, CuInP2Q6 (Q=S, Se), are investigated.  
The phase transition of CuInP2Se6 is studied using DFT calculations and phonon theory to 
identify instabilities at zone center and boundaries of the structure while possible spinodal 
decomposition regions of CuxInyP2S6 are determined with respect to Cu concentration by 







 This work involves computational approaches and calculations focusing on porous 
and layered materials. In the next sections, an overview of these materials is presented. 
1.1 Nanoporous Materials 
 Porous materials have been crucial for the applications of gas storage/separation, 
catalysis, sensing etc. due to their high surface area and volume. According to IUPAC, they 




Table 1. Porous Materials Classification. 
 
Classification Pore Size (nm) 
Macroporous Pore Size > 50 
Mesoporous 2 < Pore Size < 50 




In the literature, the word “nanoporous” may involve both microporous and mesoporous 
materials. The existence of micropores in a structure can lead to very high surface areas 
(more than 1000 m2/g). Micropores are the main reason for the adsorption at lower 
pressures.1 Another way of classifying porous materials relies on the ordered or disordered 
structure of the material giving amorphous and crystalline class of materials.2 Amorphous 
materials do not possess an ordered crystal structure, thus uniform pore sizes, however they 
 2 
can have a wide range of pore sizes.1 On the other hand, crystalline materials have ordered 
structure making both atomistic modeling and molecular sieving easier.3 One class of 
nanoporous, crystalline materials is metal-organic frameworks (MOFs) which has become 
an important subject for both experimental and computational research groups especially 
after the 1990’s.4 A general overview of MOFs is described in the next section. 
1.2 Metal-Organic Frameworks 
 MOFs are nanoporous crystalline materials comprised of metal ligand complexes 
connected to organic linkers through coordination bonds. The presence of strong 
coordination bonds results in well-ordered structures.5 MOFs generally possess high 
surface area (beyond 6000 m2/g), tunable, high porosity and decent structural stability.6, 7 
One example MOF structure is shown in Figure 1, where the Co-MOF-74 structure is 





Figure 1. Periodic structure of Co-MOF-74 along c axis. (Oxygen, cobalt, carbon, and 






In the literature, MOFs can also be referred as porous coordination polymer (PCP) 
or porous coordination network (PCN) since during early work on these materials there 
was no commonly accepted definition.8 One of the intriguing properties of the MOFs that 
deserves investigation is the possible open-metal sites (coordinately unsaturated metal 
sites) in the structure. Open metal sites can be formed during the synthesis procedure when 
the metal-bound water molecules are removed from the structures by heating the sample. 
They are able to interact with adsorbate molecules strongly which can have big effect on 
MOF applications.9 Several instances of MOFs having open metal sites are MOF-7410, Cu-
BTC11, and MIL-10112.  
The number of possible MOFs is theoretically almost infinity since there are many 
different metals and organic linkers that can be combined.6 Such combinations can adjust 
pore size, pore connectivity, gas affinities etc.13-17 Since MOFs have a very wide structural 
and chemical diversity, they are promising candidates for sensing18, drug delivery19, 
catalysis20 etc. There have been many MOF studies specifically focusing on methane, 
hydrogen, carbon dioxide, and noble gas adsorption and separation. 21-25 
Currently, there are more than 7000 MOFs synthesized26 and more than 100,000 
hypothetical MOFs27. There are crystal structure databases such as Cambridge Structural 
Database (CSD)28 and Computation Ready, Experimental (CoRE)29 MOF database which 
have been used to screen materials for different purposes such as light gas, noble gas 
separation.30-33 Since it is not feasible to perform experiments for thousands of structures, 
computational approaches are crucial to investigate adsorption and structural properties to 
guide experimental efforts.   
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1.3 Ferroic Materials 
Ferroic is a generic term used to describe properties such as ferroelectricity, 
ferromagnetism, and ferroelasticity, which are characterized by electric (polarization-
electric field), magnetic (magnetization-magnetic field) and elastic (strain-stress) 
hysteresis, respectively, where structural properties change below a critical phase transition 
temperature.34, 35 Ferroic structures have symmetries that are subgroups of a parent 
structure since they are formed by small deviations from the parent structure.36 
Ferroelectric materials are insulating solids having a spontaneous electric 
polarization (Ps) in the absence of an external electric field (E) below the critical Curie 
temperature.37, 38 They are formed through the displacement of ions from their 
centrosymmetric positions creating a net dipole moment and spontaneous polarization in 
the unit cell.39 The dipoles create ferroelectric domains that may have sizes in the order of 
nanometers to millimeters.40 An important feature of ferroelectric materials is the ability to 
switch between two or more ferroelectric states with the application of an external electric 
field.37 The critical electric field to switch the polarization is defined as coercive field.41 
Ferroelectric materials go through spontaneous symmetry breaking and have multistable 
equilibrium states. At high temperature, the material becomes paraelectric42 (Ps =0) and the 
multistability disappears.38, 39 Landau-Devonshire theory describes the phase switching of 
ferroelectrics by expressing the free energy difference between the two phases involved as 











where 𝛼, 𝜉, and  denote phenomenological coefficients.43  
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Ferroelectricity was first discovered in Rochelle salt in 1921 and subsequently in 
KH2PO4 in 1935. Around that time, it was thought that ferroelectricity was correlated with 
hydrogen bonding. However, in 1944, ferroelectricity in BaTiO3 was observed proving this 
opinion wrong. This was an important finding which led to other ferroelectricity studies in 
perovskite type systems.44 In addition, BaTiO3 was the first ferroelectric material having 
multiple ferroelectric phases. It also showed chemical and mechanical stability together 
with ferroelectricity at room temperature. In the subsequent years, more ferroelectrics such 
as KNbO3, KTaO3, LiNbO3, LiTaO3, and PbTiO3 etc. were synthesized.
45 Currently, there 
are more than 700 ferroelectric materials, most of which do not have hydrogen bonding or 
oxides, for instance GeTe, SrAlF5, SbSI etc.
46 
Ferroelectrics are a subclass of pyroelectrics, which belong to piezoelectric 
materials. Pyroelectrics are the materials where a temperature change induces an electric 
charge while in piezoelectrics an applied stress creates an electric potential.47 While all 
ferroelectric materials are pyroelectric and all pyroelectric materials are piezoelectric, the 
opposite does not hold.46 For instance, quartz has piezoelectricity but not pyroelectricity 
while AlN, GaN, and ZnO possess both piezoelectricity and pyroelectricity but not 
ferroelectricity.47 Another group of materials having ferroelectric properties is 
ferrielectrics, which have antiferroelectricity along one axis and ferroelectricity along 
another axis at a given temperature.48   
In crystallography, out of 32 point groups, 21 are noncentrosymmetric classes 
lacking spatial-inversion symmetry. 20 of those noncentrosymmetric groups possess 
piezoelectricity while 10 out of those 20 classes exhibit both piezoelectricity and 
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pyroelectricity. A subgroup of the latter 10 classes can also have ferroelectricity if the 
polarization is switchable.49, 50  
Switchable spontaneous polarization enables ferroelectric materials to be used as 
non-volatile memory where information can be stored and retained during power 
interruption.51 This means electronic devices will not have to be booted up after each time 
they are shut down. Moreover, ferroelectric random access memories possess fast write 
speed, high read/write cycle stability and low-power consumption which make them 
promising candidates for storing data.52 However, one drawback of them is their low 
storage density compared to another type of non-volatile memory, i.e. flash memory.53 
Ferroelectric materials have also been used as capacitors, piezoelectric transducers, 
actuators, and pyroelectric sensors.54-57  
The term antiferroelectricity was introduced in 1951 which is defined as a state 
where chains of atoms are spontaneously polarized in a particular direction and 
neighboring chain of atoms are polarized in the antiparallel direction. Thus, the structure 
does not possess a spontaneous macroscopic polarization. However, when it is exposed to 
electric field, the antiparallel dipoles can be re-aligned as parallel leading to an electric 
field-induced antiferroelectric-ferroelectric phase transition. This phenomenon causes 
double-hysteresis loops in the relation of electric field with respect to electric polarization. 
Together with the drastic change in polarization, several other properties, namely linear 
dimensions and optical properties, also alter significantly.58 Antiferroelectrics can be 
classified into different groups such as perovskite, pyrocholore, liquid crystal etc.43 






62 etc. Antiferroelectric materials can be used for various purposes including 
high-energy capacitors, cooling devices, high-strain actuators, and pyroelectric detectors.43  
1.4 Thesis Summary 
 The main aims of this work are developing and applying computational approaches 
to predict adsorption properties of various metal-organic frameworks and determining 
phase stabilities/instabilities of CuInP2Q6 (Q=S, Se) materials using different 
computational methodologies. In Chapter 2, various computational methods that are used 
in the subsequent chapters are introduced. In Chapter 3, ab-initio based force field 
development for noble gas adsorption in metal-organic frameworks is described together 
with their prediction performances compared to experiments and a generic force field, 
UFF. A combination of classical and quantum mechanical approaches is used to derive 
force fields. We derive a force field development algorithm and apply it to develop 
Lennard-Jones type classical force fields which are comprised of dispersion and 
polarization effects. The applied methodology provides insights into the prediction powers 
of PBE-D2, vdW-DF and vdW-DF2 based force fields for noble gas adsorption in M-MOF-
74 (M=Co, Ni, Zn, Mg), ZIF-8 and Cu-BTC.  
 In Chapter 4, the study of selective adsorption of air contaminants in humid 
conditions using functionalized metal-organic frameworks is discussed using different 
DFT functionals and the more accurate MP2 level of theory calculations. First, we start 
with the calculations for the cluster models. Then, comparisons of DFT functionals with 
MP2 calculations in cluster systems are obtained to decide on the DFT functional to be 
used in periodic systems. We show the effect of incorporation of functional groups into 
UiO-66 framework on adsorption affinities of NH3, H2S, CO2 and H2O using both cluster 
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and periodic models. We rank the relative adsorption affinities of NH3, H2S, CO2 over H2O 
in clusters and periodic systems to show the effect of confinement on material rankings.  
 In Chapter 5, the subject of the study moves from porous materials to ferroic 
materials. We use DFT level calculations and thermodynamic relations to determine the 
phase stability/instability regions of CuxInyP2S6, having excess Cu, over the copper 
concentration range. Our approach determines the copper concentration range where a 
spinodal decomposition is thermodynamically favorable. By combining DFT data with the 
phonon theory, we also show the instability of centrosymmetric CuInP2Se6 structure, the 
motions causing the instability and the pathway to obtain a stable structure. We also discuss 
the effect of possible disorders in the structure on vibrational DOS plots and compare them 
with the experimental neutron DOS. Lastly, the effect of increased layer gap on the stability 
of the structure is shown with energy profiles.  
 In Chapter 6, we discuss the key conclusions, possible opportunities and challenges 








 In this chapter, we briefly describe the theoretical approaches used in the projects 
namely quantum mechanical, classical simulation methods and phonon theory. Firstly, we 
summarize the quantum mechanical approach, Density Functional Theory (DFT), used to 
obtain first principles based properties of materials. Then, we describe the Grand Canonical 
Monte Carlo (GCMC) method used to predict adsorption characteristics of an adsorbate in 
an adsorbent. Finally, phonon theory is reviewed introducing some of the concepts used in 
phase transitions of ferroelectric materials.  
2.1 Density Functional Theory 
DFT is a commonly used quantum mechanical method that describes interactions 
between electrons determining structural properties.63 There are many resources 
introducing DFT and elaborating on its details.64-69 In this section, a general overview of 
DFT method and DFT functionals is given.  
 The roots of DFT go back to 1920’s when Erwin Schrödinger introduced 
Schrödinger equation which is the foundation of quantum chemical calculations.70 The 
Schrödinger equation can be solved exactly for simple problems namely particles in a box, 
harmonic oscillator etc. However, the situation gets more challenging as systems get more 
complex where many electrons interact with many nuclei. For such systems, starting from 
















] 𝜓 = 𝐸𝜓 (2.1) 
where 𝑚 denotes electron mass. The terms in the square brackets represent kinetic energy 
of electron 𝑖, the interaction energy between electron 𝑖 and the ensemble of atomic nuclei, 
and the interaction energy between electrons, respectively. Although the electron wave 
function 𝜓 can be approximated as the product of individual wave functions of N electrons, 
𝜓𝑖(𝑟), the challenging part of solving this problem is the fact that an individual electron 
wave function cannot be obtained without considering others as well. Therefore, 
approximations should be made to be able to solve this equation for many-body problems.71 
 DFT relies on two theorems which are established in 1960’s. The first theorem, 
which was established by Hohenberg and Kohn, postulates that the ground state energy is 
a unique functional of the electron density. This means the Schrödinger equation can be 
solved by determining a function with three variables (i.e. x, y, z), electron density, which 
is much easier than using wave functions with 3N variables, N being number of electrons. 
The second theorem states that the true electron density is the one minimizing the energy 
of the overall functional. The true electron density could be found by varying it until the 
energy of the true functional is minimized. However, the true functional is unknown which 
made Kohn and Sham to convert the Schrödinger equation into a set of equations, the 




∇2 + 𝑉(𝑟) + 𝑉𝐻(𝑟) + 𝑉𝑋𝐶(𝑟)] 𝜓𝑖(𝑟) = 𝑖(𝑟)𝜓𝑖(𝑟) (2.2) 
where 𝑉(𝑟), 𝑉𝐻(𝑟), and 𝑉𝑋𝐶(𝑟) denote the electron-nuclei interaction potential, Hartree 
potential, and exchange-correlation contribution, respectively. Still, 𝑉𝑋𝐶 is unknown and 
should be approximated. Mainly, there are two ways of approximating it, local density 
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approximation (LDA) and generalized gradient approximation (GGA). LDA utilizes solely 
the local electron density to determine the unknown exchange-correlation functional. GGA 
approach involves more information, the local electron density and the local electron 
density gradient, to define the exchange-correlation functional. It should be noted that 
although LDA includes less information, it does not mean that it always gives less accurate 
results compared to GGA. There are different approaches of incorporating information 
from electron density gradient and thus, there are many different GGA functionals derived. 
Among those, Perdew-Wang functional (PW91)72 and Perdew-Burke-Ernzerhof (PBE)73 
are the two most commonly used ones.71 One of the shortcomings of standard DFT 
functionals is they do not describe the long-range dispersion energies.74, 75  
 To account for the long-range dispersion interactions, dispersion corrected DFT 
functionals such as semi-empirically corrected DFT-D276 and nonempirically corrected 
vdW-DF77 and vdW-DF278 functionals have been proposed. For DFT-D2, Grimme et al. 
proposed an empirical dispersion correction term added to Kohn-Sham energy 
𝐸𝐷𝐹𝑇−𝐷 = 𝐸𝐾𝑆−𝐷𝐹𝑇 + 𝐸𝑑𝑖𝑠𝑝 (2.3) 
The dispersion term is expressed as 










where 𝑠6, 𝑁𝑎𝑡, 𝐶6
𝑖𝑗
, 𝑅𝑖𝑗 and 𝑓𝑑𝑚𝑝 represent global scaling factor, number of atoms in the 
system, dispersion coefficient for atomic pair 𝑖-𝑗, interatomic distance between atoms 𝑖 and 
𝑗 and a damping function for small atomic distances, respectively. The dispersion 
coefficient, 𝐶6
𝑖𝑗









𝑖  and 𝐶6
𝑗
 are 𝐶6 parameters for individual atoms 𝑖 and 𝑗.  
 For the vdW-DF methods, the correlation energy is separated into local and 








𝑛𝑙 represent GGA exchange energy, local and nonlocal correlation 
energies, respectively. Here, 𝐸𝑐
0 is treated with LDA and 𝐸𝑐
𝑛𝑙 corresponds to the long-
ranged electron correlation effects giving rise to van der Waals interactions. The only 
difference between vdW-DF variants is exchange energy. In vdW-DF and vdW-DF2 
methods, revPBE79 and PW8680, 81 exchange functionals are used, respectively.  
 Besides GGA type functionals, a hybrid meta-GGA functional, M06-2X, is also 
used in this thesis for cluster calculations. M06-2X is a member of M06 functional family 
with 54% Hartree-Fock exchange involving medium-range dispersion effects.82, 83 It has 
been mainly suggested for main-group thermochemistry and noncovalent interactions. The 
full details about its derivation can be found in Zhao et al’s work.83 
 In this dissertation, all plane wave DFT calculations are done by Vienna Ab Initio 
Simulation Package (VASP)84-86. The projector augmented wave (PAW) method87, 88 is 
used to describe the interactions between core and valence electrons. Cluster calculations 





2.2 Second-Order Møller−Plesset (MP2) perturbation theory 
MP290 is a wave-function based quantum chemical method beyond Hartree-Fock 
theory that can approximate all van der Waals (vdW) interactions namely electrostatics, 
dispersion, and induction effects.91 Prior to the introduction of DFT, it was computationally 
the least expensive way to consider electron correlation effects in electronic structure 
calculations. Still, it is more advantageous than DFT for cases where dispersion 
interactions and charge-transfer are crucial.92 However, it has been reported that MP2 can 
overestimate dispersion effects.91, 93 There have been efforts to improve the accuracy of 
standard MP2 theory by incorporation of dispersion corrections, spin scaling, orbital 
optimization, and explicit correlation which are summarized elsewhere.94 
One other disadvantage of standard MP2 theory is it is computationally applicable 
for systems having up to 100 valence electrons beyond which is possible if there is high 
molecular point group symmetry.95 There are different approaches to lower the 
computational cost of standard MP2 theory which are described elsewhere.94 In this thesis, 
standard MP2 theory is used. 
2.3 Grand Canonical Monte Carlo 
The atomistic simulation method used to describe adsorption properties of an 
adsorbate in a material is Grand Canonical Monte Carlo (GCMC) which mimics an 
experimental adsorption study where a bulk gas is equilibrated with adsorbed gas in the 
adsorbent. In the grand canonical ensemble (µ, V, and T ensemble), the temperature, 
volume, and chemical potential are constant. At the equilibrium conditions, the adsorbed 
and bulk phase have equal chemical potentials. The pressure in the bulk gas reservoir is 
related to the chemical potential of adsorbed phase and can be obtained from an equation 
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of state.96 As long as the temperature and chemical potential of the bulk gas are known, the 
equilibrium adsorbate loading in the material can be found. In a typical GCMC simulation, 
there are three kinds of moves, thermal equilibration, insertion and deletion. The thermal 
equilibration move can be translation and/or rotation for a rigid adsorbate molecule while 
for nonrigid molecules it also involves change in intramolecular degrees of freedom. In the 
insertion move, a molecule is inserted at a random site in the adsorbent with a random 
orientation. In the deletion move, a randomly chosen molecule is removed.96 For rigid 
molecules, the total potential energy of the system is comprised of intermolecular 
(nonbonded) interactions only which are generally expressed with a Lennard-Jones (LJ) 
12-6 potential 











where 𝑟𝑖𝑗, 𝑖𝑗, and 𝜎𝑖𝑗 denote separation distance, well depth, LJ size for the atom pairs i 
and j, respectively. Generally, the unlike-pair interactions are defined by Lorentz-Berthelot 
combining rules97 
𝜎𝑖𝑗 = (𝜎𝑖𝑖 + 𝜎𝑗𝑗)/2 (2.8) 
𝑖𝑗 = √ 𝑖𝑖 𝑗𝑗 (2.9) 
Practically, in the GCMC simulations, the number of adsorbed gas molecules per 
unit cell of the adsorbent is calculated at a specific temperature and pressure. One 
difference between the output of a real adsorption experiment and a GCMC simulation is 
that in the experiments, the quantity measured is amount of excess adsorbed gas molecules 
while in a GCMC simulation the quantity calculated is the absolute amount of adsorbed 
gas molecules. The relation between these two quantities are as follows24 
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𝑁𝑡𝑜𝑡𝑎𝑙 = 𝑁𝑒𝑥𝑐𝑒𝑠𝑠 + 𝜌𝑔𝑎𝑠𝑉𝑝 (2.10) 
where 𝑁𝑡𝑜𝑡𝑎𝑙, 𝑁𝑒𝑥𝑐𝑒𝑠𝑠, 𝜌𝑔𝑎𝑠, and 𝑉𝑝 refer to absolute adsorbed amount of gas, excess 
adsorbed amount of gas, bulk gas density at simulation conditions and pore volume 
determined typically by helium insertion method, respectively. Helium void fractions can 
be calculated using Widom insertions of helium at room temperature. Beside the adsorbate 
loading, the other important quantity that can be calculated from a GCMC simulation is 
isosteric heat of adsorption, 𝑄𝑠𝑡, using
24 




where 𝑅, 𝑇, 〈〉, 𝑁, and 𝑉 correspond to gas constant, temperature, ensemble average, 
number of adsorbed gas molecules, and total potential energy of the adsorbed gas 
molecules. More details about GCMC including the statistical mechanical foundation of it 
is described in detail elsewhere.98  
2.4 Phonon Theory99 
Although atoms are considered to reside at particular sites in the lattice, at a finite 
temperature, the atoms vibrate around the equilibrium positions with a magnitude 
dependent on the temperature. Due to crystallographic symmetries, the thermal vibrations 
can be investigated as collective modes of ion motions. These modes can be considered as 
collective excitations which are similar to electronic states in terms of being excited and 
populated. These collective excitations are defined as phonons.  
Mathematically, the phonons can be described by harmonic approximation. 
Assume that at zero temperature, the ion positions in the material are defined by the vectors 
𝑹𝑛𝑖 = 𝑹𝑛 + 𝒕𝑖 (2.12) 
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where 𝑹𝑛, and 𝒕𝑖 are Bravais lattice vectors, ion positions in one periodic unit cell (PUC) 
with the condition of  |𝒕𝑖| < |𝑹𝑛| for all non-zero lattice vectors. Here, n and i runs over 
all the PUCs of the crystal and all ions in the PUC, respectively. At finite temperature, the 
ionic deviation from zero temperature position can be defined 
𝑺𝑛𝑖 = 𝛿𝑹𝑛𝑖 (2.13) 
The system’s potential energy can be described with a Taylor series expansion in terms of 
𝑺𝑛𝑖. The zeroth order term, being a constant, is taken to be zero for convenience, while the 
first order term is zero since the system is assumed to be in equilibrium at zero temperature. 
The only term involved in the potential energy expression is second order term since higher 
order terms are considered to be negligible. With this approximation, the potential energy 









where total energy 𝐸 relies on all the atomic coordinates 𝑹𝑛𝑖. The subscript 𝛼 (or 𝛽) 
denotes the cartesian coordinates of  𝑺𝑛𝑖 (𝛼 = x, y, z in 3D). Definitions of 𝑚 and 𝑗 are the 













The force-constant matrix has a dimension size of d × ν × N where d, ν, and N represent 
the space dimensionality (the number of values for 𝛼), the number of ions in a PUC, and 
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the number of PUCs in the crystals, respectively. The following equality can be obtained 

















where the leftmost term is the negative of the 𝛼 component of the total force on ion 𝑖. The 







= − ∑ 𝐹𝑛𝑖𝛼,𝑚𝑗𝛽
𝑚,𝑗,𝛽
𝑆𝑚𝑗𝛽 (2.19) 






where 𝜔 represents oscillation frequency. Plugging Eq. (2.20) into Eq. (2.19) gives 















?̃? ∙ ?̃? = 𝜔2?̃? (2.24) 
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By solving this eigenvalue equation, the frequency and ionic displacement vectors can be 
obtained. However, since the dynamical matrix has the same dimension size as the force-
constant matrix, d × ν × N, it is not possible to diagonalize the matrix when N → ∞. 










If both 𝑅𝑛𝑖𝛼 and 𝑅𝑚𝑗𝛽 are shifted by the same lattice vector 𝑹′, the second derivative of 
the energy with respect to positions should be the same due to the translational invariance 
property of hamiltonian operator. Therefore, the dynamical matrix should rely on the vector 
difference, 𝑹𝑛 − 𝑹𝑚 and not on 𝑛 and 𝑚 
?̃?𝑛𝑖𝛼,𝑚𝑗𝛽 = ?̃?𝑖𝛼,𝑗𝛽(𝑹𝑛 − 𝑹𝑚) (2.26) 
The ionic displacement vectors can be defined as 
?̃?𝑛𝑖𝛼 = 𝑢𝑖𝛼𝑒
𝑖𝒌∙𝑹𝑛 (2.27) 
while the dependence of dynamical matrix on the wave-vector 𝒌 can be shown as  















𝑫(𝒌) ∙ 𝒖 = 𝜔2𝒖 (2.30) 
The size of 𝑫(𝒌) is d × ν which is a feasible size to get solutions for values of 𝒌.  
The general solution for the displacement of ion 𝑗 is 















 correspond to amplitude of oscillation, and set of d components of 




DEVELOPMENT AND APPLICATION OF AB-INITIO FORCE 
FIELDS FOR NOBLE GAS ADSORPTION IN MOFS*
 
 3.1 Introduction 
Energy efficient storage and separation of gases have been an important challenge 
in industry.5, 100 Various works investigated the separation of CH4/H2, CO2/N2, CH4/N2, 
CO2/H2 and CO2/CH4 gas mixtures.
101-106 However, similar investigations for noble gas 
storage and separation have not been extensively made. Although noble gases are not 
abundantly found in the nature, they have many uses such as lighting, lasers, carrier gas, 
leak testing, propellant, and medical operations.33, 107-109 Besides existing in the air 
naturally, they can also be generated by fission, decay of fission products, and isotope 
production.110 One current industrial challenge is separating radioactive Kr from Xe which 
is conventionally done using energy-intensive cryogenic processes. An alternative to this 
process is using porous materials for adsorption of noble gases around room temperature 
which is more energy efficient. Earlier studies have demonstrated that zeolites can be 
selective adsorbents for noble gases however they do not have high capacities.111 
                                                 
 
 
* Results described in this chapter have been published previously in Hakan Demir, Jeffery 
A. Greathouse, Chad L. Staiger, John J. Perry IV, Mark D. Allendorf and David S. Sholl, 
“DFT-based force field development for noble gas adsorption in metal organic 
frameworks”, Journal of Materials Chemistry A, 2015, 3, 23539–23548 
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Since MOFs have more structural versatility than zeolites, investigation of MOFs 
with better adsorption/separation properties is crucial. Experimentally, there have been a 
number of studies comparing MOFs and conventional porous materials. Mueller et al.112 
performed Kr/Xe (94% / 6%) breakthrough experiments in Cu-BTC at 55°C, 40 bar and 
found out that Xe adsorption in Cu-BTC is almost twice of that in activated carbon. 
Thallapally et al.110 studied Xe/Kr separation at noncryogenic temperatures with Ni-MOF-
74, MOF-5, and activated charcoal. They have found Ni-MOF-74 to be better than MOF-
5 and activated carbon for Xe adsorption and also exhibit higher Xe/Kr selectivity than 
activated carbon. In Fernandez et al.’s work107, Kr and Xe adsorption is studied in 
FMOFCu and FMOFZn. In FMOFCu, adsorption selectivity of Xe/Kr can be adjusted 
above or below 1 by adjusting temperature. Kr adsorption becomes more favorable below 
0°C with hindered Xe diffusion inside the pore channels owing to reduced pore flexibility 
at low temperatures. Liu et al.111 investigated Xe and Kr adsorption/separation in ppm 
levels at room temperature using Ni-MOF-74 and Cu-BTC. It is observed that Ni-MOF-74 
can separate 400 ppm Xe from a gas mixture having 40 ppm Kr with a Xe/Kr selectivity 
of ~7. Dorcheh et al.113 studied pure Kr, and Xe adsorption-desorption in COF-102, ZIF-
8, MFU-4l, and Cu-BTC. They have identified the latter two materials as promising 
materials for Kr, and Xe adsorption/separation. In Pawsey et al.’s study114 Xe adsorption 
is measured in IRMOF-1, -2, -3, and -6 around room temperature from 0.1 to 1 bar. They 
have seen Henry’s law behavior in the pressure range studied and identified preferential 
Xe binding sites near carboxylate and Zn4O groups in the cage corners using 
129Xe nuclear 
magnetic resonance spectroscopy. 
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One of the earliest noble gas GCMC simulations is performed by Greathouse et 
al.115 who investigated Ar, Kr, and Xe adsorption in IRMOF-1. They have used a hybrid 
FF which includes interactions between Zn, O atoms, and benzene dicarboxylate (BDC) 
linkers and assumed MOF structure to be semiflexible where BDC linkers are rigid. Their 
simulation results for Xe at 292 K are in agreement with the experimental data at low 
pressures while at higher pressures simulations start to underpredict the experiments. 
Dubbeldam et al.116 simulated Ar adsorption in IRMOF-1 in GCMC using flexible MOF 
structure where simulations overpredict experimental data. This is thought to be because 
of discrepancies between experimental sample and perfect structure used for simulation. 
Their simulation study also identified adsorption sites at both low and room temperature 
which agree with experimental results. Ryan et al.117 investigated Xe/Kr separation with 
eight MOFs having various topologies, pore sizes, linkers, and metal atoms where they 
concluded that small pores are needed to selectively adsorb xenon over krypton with strong 
adsorption sites. Among the materials studied, MOF-505 is identified as the best material 
in terms of its high adsorption capacity and selectivity. Sikora et al.118 generated over 
100,000 hypothetical MOFs and screened them for Xe/Kr separation. For high Xe/Kr 
selectivity, it is suggested have pores with similar sizes to a xenon atom and approximate 
uniform tubes. Gurdal et al.109 investigated adsorption of Xe/Kr and Xe/Ar mixtures in 
various classes of MOFs using both GCMC and Ideal Adsorbed Solution Theory (IAST). 
For all nine MOFs studied at 10 bar, 298 K, IAST predictions are shown to have decent 
agreement with GCMC simulations. In van Heest et al.’s work33, more than 3000 MOFs 
are screened for Ar/Kr, Kr/Xe, and Xe/Rn separation and top performers are identified. 
IAST is demonstrated to be able to predict binary selectivities unless there is not any 
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inaccessible pore. Materials that favored adsorption of smaller adsorbates are also found 
whose performance get better as temperature decreases.  
While modeling nonbonded interactions for charge neutral adsorbates, generally 
only dispersion (vdW) interactions are considered. However, besides dispersion, 
polarization may also have significant contribution to gas adsorption in MOFs. Meek et 
al.108 studied the polarization effect on gas (N2, Ar, Kr, Xe, and Rn) adsorption in IRMOF-
2 functionalized with –F, -Cl, -Br, and -I groups and observed higher gas uptake as linker 
polarizability increases. Maurin et al.119 worked on adsorption of nonpolar (Ar, CH4) and 
quadrupolar (CO2, N2) species on siliceous faujasite. They have revealed a roughly linear 
relationship between differential heat of adsorption at low coverage and adsorbate 
polarizability. Another work of Maurin et al.120 which is about N2 and Ar adsorption on 
ion-exchanged X-faujasites revealed that presence of extra-framework ions increased 
polarization and differential enthalpy of adsorption at zero coverage. Cirera et al.121 used 
polarizable FFs for both adsorbate and adsorbent to study water adsorption on MIL-53 (Cr) 
and determined that hydrogen bond formation is affected by polarization. In Dzubak et al.’s 
work16, first-principles based polarizable FFs are derived for CO2 and N2 adsorption on 
Mg-MOF-74 with NEMO (non-empirical model potential) decomposition technique to 
partition MP2 energies into four components, repulsion, dispersion, electrostatic, and 
dispersion. Using derived FF, they have seen good agreements with experimental data for 
CO2, and N2 adsorption in Mg-MOF-74 especially at low pressures. Moreover, they have 
tested the transferability of the FF in Mg2(dobpdc) and MOF-5 for CO2 adsorption and 
observed that simulations agree well with the experiments principally at low pressures. 
McDaniel et al.122 also developed ab-initio based FFs for CO2 adsorption in ZIF-8 and ZIF-
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71 by separating the interaction energies into different terms (exchange, electrostatic, 
dispersion, and polarization) using Symmetry-Adapted Perturbation Theory (SAPT) 
energy decomposition method. They have shown the accuracies of their derived FFs by 
illustrating the agreement between experimental and simulated isotherms for both ZIFs. In 
their FFs, the polarization contribution is insignificant for both ZIFs.  
Many computational studies take advantage of generic FFs, namely UFF123, 
DREIDING124, OPLS-AA125 etc. or their mixed combinations. Although they bring ease 
of performing simulations, they are not parameters derived specifically for MOFs or 
zeolites. Since the accuracy of FFs affects the acceptance or rejection of a move98, 
inaccurate FFs may lead to incorrect gas adsorption results. Thus, there have been various 
efforts to modify the generic FFs to have good agreement with experimental adsorption 
data. Fairen-Jimenez et al.126 modified UFF parameters in two different ways to investigate 
CH4 and CO2 adsorption in ZIF-8. For one of the modified UFF parameter sets (UFF+), 
only  values are adjusted while for the other modified UFF parameter set (UFF*) both  
and 𝜎 are changed. It is shown that UFF* parameters leads to considerable differences 
between simulation and experiment while UFF+ parameters are able to describe both CH4 
and CO2 adsorption compared to experiments. Moreover, UFF+ parameters are found to 
be transferable for CH4 adsorption in ZIF-20. Perez-Pellitero et al.
127 scaled down UFF 
parameters and obtained good agreement with experimental N2, CO2, and CH4 isotherms 
for ZIF-8 at 303 K using modified UFF parameters. In Li et al.’s work128, it is demonstrated 
scaled DREIDING parameters lead to good description of H2 adsorption in organic crystal 
TTB.  
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Although predictions of generic FFs can be sufficient for initial screening of 
materials, they are not quantitatively accurate for many adsorbate-adsorbent combinations. 
Deriving FFs based on experimental data is also not a very good idea, since experimental 
data may be limited and those FFs are very unlikely to predict adsorption characteristics of 
new materials. This shows the importance of developing FFs based on ab-initio methods 
to predict adsorption properties. An extensive review about FF development has been 
published by Fang et al.129 
In the literature, most of the FF development works are based on cluster models of 
adsorbents but recently more studies with periodic adsorbent models have started 
emerging. Kulkarni et al.130 used periodic models to develop alkane FFs in MIL-47 (V) 
which has been shown to have good predictions of loading and heats of adsorption. 
Furthermore, transferability of those FFs are tested in MIL-53 (Cr) and validated. Gee et 
al.131 developed DFT-based FFs to describe adsorption of C8 cyclic hydrocarbons in a few 
MOFs without any open metal site (DMOF-1, IRMOF-1, MIL-47, and UiO-66). The 
performance of derived FFs has slightly outperformed that of generic FF, DREIDING. 
Haldoupis et al.132 derived ab-initio based FFs to predict CO2 adsorption in M-MOF-74 
(M=Co, Cu, Mn, and Ni) and observed good agreement between simulations and 
experiments at low pressures, but the simulations start to overpredict the experiments as 
the pressure increases. In Kim et al.’s work133, MP2-based FFs are developed to describe 
CO2 adsorption in zeolites and M-MOF-74 (M=Fe, and Mg) and methane adsorption in 
zeolites. It is shown that the derived FFs are able to accurately predict adsorption in both 
MOFs and zeolites. Prakash et al.134 derived ab-initio based FFs to describe CH4, H2, and 
N2 adsorption in ZIF-95 and ZIF-100. It is demonstrated that using derived FFs the 
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predictions are in agreement with the experiments for CH4 adsorption at room temperature 
in ZIF-95 and ZIF-100. The simulations predicted ZIF-100 to have higher H2 uptake than 
ZIF-95 while it is vice versa for CH4 adsorption. 
The size of the adsorbent model selected rules the accessible quantum chemical 
level for FF development. Although coupled-cluster theory, i.e. CCSD (T), can give the 
most accurate results, it cannot be applied to the systems except very small clusters owing 
to its huge computational cost. Similarly, MP2 method is also limited to clusters although 
bigger systems can be investigated compared to CCSD (T). DFT is a decently accurate and 
computationally accessible method which can be used to study periodic systems. As 
described in Chapter 2, the standard DFT is not good at describing dispersion interactions. 
To accommodate dispersion effects more accurately, the dispersion-corrected DFT 
functionals have been used in many studies. For example, Rana et al.75 investigated CO2 
enthalpies in Cu-BTC and M-MOF-74 variants (M=Co, Mg, and Ni) using different DFT 
functionals namely LDA, GGA, PBE-D2 and five different vdW functionals. They 
demonstrated that vdW-DF functionals have the most accurate predictions of adsorption 
enthalpies and GGA functional predictions have big discrepancies compared to 
experimental enthalpies of adsorption. Poloni et al.135 examined adsorption characteristics 
of CO2 in Mg-MOF-74 and Ca-BTT with PBE, PBE-D2, and five different vdW-DFT 
functionals. The adsorption enthalpies of CO2 in Mg-MOF-74 acquired using PBE-D2, 
vdW-DF and vdW-DF2 are in good agreement with experiments. Comparing experimental 
CO2-MOF bond distances with simulations, vdW-DF and vdW-DF2 predictions are found 
to be the best. Fang et al.136 derived a transferable PBE-D2 based FF that can describe CO2 
adsorption in siliceous CHA, DDR, and MFI zeolites where there is a good agreement 
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between simulations and experiments in terms of adsorption isotherms and heats of 
adsorption at zero coverage.  
 3.2 FF Development 
In this work, only the non-bonded interactions are modeled since the MOF 
structures are assumed to be rigid. The FF parameters are developed solely for adsorbate-
adsorbent interactions and parameters for adsorbate-adsorbate interactions are taken from 
van Heest et al.33. The non-bonded interactions are described by the summation of two 
terms, vdW and polarization 


















 are repulsive and attractive coefficients, 𝛼 denotes atomic 


















𝑖  and 𝑅𝑜
𝑗
 denote the vdW radii of atoms 𝑖 and 𝑗. The values of 𝐶6 and 𝑅𝑜 are 
obtained from Grimme’s work76. The vdW part of the FF is assumed to be classically 
described by 12-6 LJ potential 
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6 ) are obtained by using a 5 × 5 
× 5 model for ZIF-8, and Cu-BTC and a 5 × 5 × 10 model for M-MOF-74 structures where 
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the adsorbate is placed around the center of the pore. Larger model sizes are not needed 
since the total inverse distances do not change significantly beyond the models used.  
 For the calculation of the induced electric field in the polarization term, the partial 
charges for the frameworks atoms are assigned by the density-derived electrostatic and 
chemical (DDEC) charge method137-139 performing DFT calculations in single unit cells. 
Having obtained partial charges, the polarization energies are determined using a modified 
multipurpose simulation code (MUSIC)140. Backpolarization is not considered implying 
the partial charges are kept constant regardless of the adsorbate loading. 
 Eight different scaling factors are used for each adsorbate-adsorbent atom type and 
they are fitted with a constrained linear least-square method. To have physically relevant 
parameters, two constraint criteria are selected. Firstly, no  parameter is allowed to be two 
orders of magnitude bigger than any other  parameter. Secondly, no 𝜎 parameter is 
allowed to be larger than twice of any other 𝜎 parameter.  
The FF development procedure is illustrated in Figure 2. The procedure starts with 
the generation of 300 random adsorbate configurations in the porous space by keeping a 
minimum distance of 2.8 Å between adsorbate and any other framework atom (Rmin). It 
should be noted that smaller Rmin values lead to many unfavorable sites. For all those 
random configurations, DFT adsorption energies are calculated and 𝐸𝐷𝐹𝑇 − 𝐸𝑝𝑜𝑙 is fitted 
to get initial  and 𝜎. These FF parameters are used to generate GCMC configurations 
which enables further sampling of the low energy region which is the most relevant region 
for the adsorption phenomena. After including DFT adsorption energies of GCMC 
configurations to the initial list of interaction energies, the LJ parameter fitting is done 
again with all configurations (random+GCMC) to obtain the final parameters. The fitting 
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qualities are assessed by mean deviation (MD) and mean absolute deviation (MAD) 
between DFT and FF energies. In some cases where the fitting is not satisfactory enough, 
a weighted fitting up to 0 kJ/mol is done to improve description of the lowest interaction 
energy region. Eventually, in all cases MAD values are around 2-3 kJ/mol which implies 











 3.3 Computational Methods 
All DFT calculations are performed by VASP version 5.3.2 and all structures are 
fully optimized using PBE-D2, vdW-DF, vdW-DF2 functionals where k-space is sampled 
only at the Γ-point. Optimizations employ conjugate gradient method where the total 
energy and ionic force convergence criteria are 1 × 10−4 eV and 3 × 10−2 eV/Å, 
respectively. Both optimizations and single-point energy calculations are performed with 
a 400 eV kinetic energy cutoff. For the optimizations and partial charge assignments, the 
primitive cells of M-MOF-74 (54 atoms), ZIF-8 (138 atoms), and Cu-BTC (156 atoms) are 
utilized. The lattice parameters of the optimized and experimental structures are listed in 
Table 13. The experimental structures of Co-MOF-74, Mg-MOF-74, Ni-MOF-74, Zn-
MOF-74, Cu-BTC are acquired from CoRE MOF database29 with the REFCODES 
SATNOR, VOGTIV, LECQEQ, WOBHIF, FIQCEN, respectively. The ZIF-8 structure is 
retrieved from CSD with the REFCODE OFERUN and pymatgen141 is used to get the 
primitive cell of it. The adsorption energies in M-MOF-74 structures are obtained using 
1 × 1 × 2 supercell of optimized primitive cells to reduce self-interaction effect of 
adsorbate atoms along the pore channel (c axis). For the calculation of binding energies, 
no entropic effect is included. Involving entropic effects may decrease the discrepancies 
between simulations and experiments. 
In all GCMC simulations, frameworks are kept rigid during both isotherm and 
configuration generation. RASPA code142 is used to generate isotherms where polarization 
effects are taken into account for all FFs in the pressure range of 10-6 to 20 bar, trying 
translation and insertion/deletion moves with equal probabilities. For M-MOF-74 (ZIF-8 
and Cu-BTC), 10,000 (5,000) equilibration and 10,000 (5,000) production cycles are 
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employed where a cycle includes N steps, N being the amount of molecules with a 
minimum of 20 steps. LJ interactions are truncated at 12, 15, and 11.9 Å for M-MOF-74, 
Cu-BTC, and ZIF-8, respectively. No tail correction is included. Ab-initio based FFs are 
utilized with the structures optimized with the corresponding DFT functional but, for UFF 
isotherms, PBE-D2 optimized structures are used. Radial Distribution Functions (RDFs) 
for M-MOF-74 (Cu-BTC, and ZIF-8) are obtained from GCMC simulations with 15,000 
(10,000) equilibration and production cycles. Density plots are acquired using 15,000 
(10,000) equilibration and production cycles for M-MOF-74 (Cu-BTC, and ZIF-8). For 
density plots, 17, 15, and 15 Å cutoffs are selected for M-MOF-74 (3 × 3 × 6 supercell), 
Cu-BTC (2 × 2 × 2 supercell), and ZIF-8 (3 × 3 × 3 supercell), respectively. To generate 
GCMC configurations, initial FF parameters are employed in the original MUSIC code 
using 4 × 106 total steps with equal equilibration and production steps. All GCMC 
configurations are created at 100 bar and 303 K except for Xe-Cu-BTC system with vdW-
DF2 energies (created at 1 bar and 303 K). The latter choice for Xe-Cu-BTC system is 
made to sample the low energy regions better which cannot be done good enough at 100 
bar. The interaction energies corresponding to the GCMC configurations generated at 100 
and 1 bar can be seen in Figure 35 of Appendix A. Duren’s method143 is used to determine 
the surface areas of optimized structures with a nitrogen probe molecule.  
 3.4 Experimental Methods 
Cu-BTC and ZIF-8 materials are acquired as commercially available Basolite®-
C300 and Basolite®-Z1200 and they are used in experiments without any modification. 
M-MOF-74 variants are prepared, activated and used for gas adsorption as reported 
earlier.25, 144 Ar adsorption on Cu-BTC and ZIF-8 is done at 308 K and P = 0-20 bar while 
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Ar and Xe adsorption on M-MOF-74 variants are performed at 292 K and P = 0-1 bar.25, 
144 Experimental heats of adsorption are calculated using the Clausius-Clapeyron 
equation145 at 273 and 292 K.   
 3.5 Results 
The very first thing that is checked about the developed FFs is their accuracy 
compared to the DFT energies. This is discussed with Xe adsorption in Co-MOF-74 since 
polarization and other non-classical effects are more pronounced for Xe than Ar adsorption. 
The accuracies of other fitted FFs are similar to this case, therefore, they are not discussed. 
In Figure 3, the correlation between FF and DFT energies is shown for the adsorption of 
Xe in Co-MOF-74. The black data points represent randomly generated configurations 










It can be seen that the FF energies can describe the DFT energies very well over a 
large range of energies. For most of the configurations, the deviation between FF and DFT 
energies are less than 2 kJ/mol. The MD and MAD values calculated over the 
configurations used in fitting are -0.99 and 1.11 kJ/mol, respectively.  
One important aspect of this study is incorporating the effect of polarization in the 
calculations which is not considered in most of the studies. In Figure 4, for Xe 
configurations in Ni-MOF-74, the absolute percentage of the polarization energy over total 
PBE-D2 adsorption energy is plotted.  
 
 




Since the polarization energy relies on the atomic polarizability which gets 
enhanced as the adsorbate size increases, the effect of polarization energy in a Xe 
adsorption case is more than Ar adsorption. Thus, the polarization contribution plotted in 
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Figure 4 is one of the largest observed in the whole set of the calculations. For most of the 
the configurations, the polarization effect is very small and on average the absolute 
percentage of polarization over DFT energy is 1%. This implies the polarization effect is 
negligible for the FF development for noble gas adsorption in the MOFs studied.  
After validating the accuracy of derived FFs, they are used to generate adsorption 
isotherms and heats of adsorption to be compared with experimental isotherms. The heat 
of adsorption plots can be found in Appendix A. Figure 5 illustrates the adsorption Ar and 
Xe isotherms for Co and Mg-MOF-74 at 292 K.   
 
 




The prediction of PBE-D2 based FF for Xe adsorption in Co-MOF-74 agrees well 
with the experimental data. Compared to PBE-D2 based FF, vdW-DF2 based FF 
predictions have bigger differences with respect to experimental isotherms, especially for 
Ar adsorption. Among all the derived FFs, vdW-DF based FFs have the worst predictions 
for both Ar and Xe at all pressures. In all cases, vdW-DF based FFs overpredict the 
experimental gas uptake significantly. Although UFF can predict Ar adsorption accurately, 
it underpredicts Xe adsorption. In many studies, the adsorption isotherms are scaled based 
on the ratio of simulated and experimental surface areas, if the difference between them 
are significant.116, 146 Similarly, the scaled experimental isotherms are also plotted in Figure 
5. This leads to better agreement between experimental and simulation data. PBE-D2 based 
FF and UFF can predict experiments well for Ar adsorption in Mg-MOF-74, however, 
vdW-DF and vdW-DF2 based FFs overpredict the experiments, especially the former 
significantly. For Mg-MOF-74, although all FFs overpredict the experimental Xe uptakes, 
UFF predictions are the best for both Xe and Ar adsorption. Although some of the DFT-
based FFs can predict adsorption well in Co-MOF-74 (Ar and Xe) and Mg-MOF-74 (Ar), 
none of them can predict Xe-Mg-MOF-74 accurately. Since the experiments for Ar and Xe 
adsorption in Mg-MOF-74 are done by following the same procedures, prediction quality 
differences cannot be ascribed to experimental errors or sample qualities.  
Similar to Figure 5, Figure 6 and 7 show the comparison between the experimental 
and simulated isotherms for Ni and Zn-MOF-74, Cu-BTC, and ZIF-8. Since the average 
discrepancies between simulated and experimental surface areas are 5% and 0.3% for Ni-
MOF-74 and ZIF-8, the corresponding experimental isotherms are not scaled with the ratio 
of simulated to experimental surface areas.  
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As it has been observed for Co and Mg variants of M-MOF-74, the vdW-DF based 
FF overpredicts the experimental isotherms significantly shown in Figure 6 and 7. The 
success of other ab-initio based FFs, PBE-D2 and vdW-DF2, varies depending on the 
system. It is observed that their predictions can be less than, almost equal to, or greater than 
experimental uptake. For Xe adsorption in Ni-MOF-74, PBE-D2 based FF leads to accurate 
prediction up to 0.4 bar after which it starts overpredicting. Although UFF underpredicts 
the Xe adsorption in Ni-MOF-74 considerably, its adsorption prediction for Ar-Ni-MOF-
74 is in agreement with experimental data. Compared to scaled experimental isotherms of 
Ar and Xe adsorption in Zn-MOF-74 (scaling factor = 36%), UFF predictions have 
excellent agreements. On the other hand, DFT-based FFs generally overpredict 
experiments. The only exception is Ar-Zn-MOF-74 where PBE-D2 based FF predictions 
fall onto the experimental uptakes. As seen in Figure 7, vdW-DF2 based FF can predict the 
scaled experimental Ar uptakes in Cu-BTC up to 10 bar well. Still, it should be kept in 
mind that the scaling factor is considerably large (41%) for Cu-BTC. The UFF predictions 
are below the experimental loadings for Ar adsorption in Cu-BTC. Similar observations 
have been made in other works. Zang et al.147 have used UFF to predict water adsorption 
in Cu-BTC and calculated very small water uptake which implies a considerably big 
underestimation of the experiments. In Rana et al’s work148, the combined UFF and 
DREIDING parameters also have led to underestimation of methane adsorption in Cu-
BTC. Getzschmann et al.149 have shown that using UFF parameters at 77 (87) K caused 
underprediction of experiments between 1 × 10−6 and 1 × 10−4 (1 × 10−5 and 1 × 10−4) 
bar. Interestingly, below those pressures, experimental uptakes are overpredicted. In a 
wider range of pressure (0-200 bar), they have also shown simulations underpredicting the 
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experiments. The reason for failure of generic FFs to predict methane uptake accurately is 
considered as poor description of interactions between methane-open metal sites by Koh 
et al.150 They have modified those interactions and predicted the experiments accurately. 
For ZIF-8, experimental Ar adsorption is predicted closely by vdW-DF2 based FFs while 
it is overpredicted by UFF. 
Besides, investigating the performance of FFs case by case, the overall prediction 
quality of FFs is also determined by considering the normalized absolute differences in 
adsorption loadings at 1 bar between experiment and simulation. The details of this 






where ∆𝑞, 𝜃𝑒𝑥𝑝, and 𝜃𝑐𝑎𝑙𝑐 are normalized absolute adsorption difference, experimental 
loading at 1 bar, and calculated loading at 1 bar, respectively.  
 In Figure 8, the ∆𝑞 value for each FF is plotted. On average, UFF predictions have 
the lowest deviation from experiments (0.341, meaning simulated loadings deviated by 
34.1% from the experimental loadings, on average) and PBE-D2, and vdW-DF2 based FF 
predictions deviate slightly more, 0.370 and 0.765, respectively. The vdW-DF based FF 
predictions always overestimate the experimental loadings considerably giving the largest 
deviation (4.672). Taking into account the relatively large standard deviations in ∆𝑞, the 
overall prediction qualities of UFF, PBE-D2, and vdW-DF2 based FFs are similar. Since 
DFT-based FFs need both quantum chemical calculations and parameter fitting efforts, it 
can be concluded that using UFF is more advantageous. The details of absolute adsorption 








Table 2. Normalized absolute adsorption amount differences with respect to experiments 
at 1 bar. 
1bar PBE-D2 vdW-DF vdW-DF2 UFF 
Ar-Zn-MOF-74 0.551 11.013 2.030 0.312 
Xe-Zn-MOF-74 0.791 0.964 0.613 0.222 
Ar-Ni-MOF-74 0.116 5.400 0.550 0.246 
Xe-Ni-MOF-74 0.082 0.259 0.031 0.154 
Ar-Co-MOF-74 0.590 6.690 0.836 0.080 
Xe-Co-MOF-74 0.034 0.062 0.088 0.271 
Ar-Mg-MOF-74 0.268 9.174 1.917 0.298 
Xe-Mg-MOF-74 0.548 0.768 0.453 0.225 
Ar-ZIF-8 0.373 6.125 0.448 1.216 
Ar-Cu-BTC 0.351 6.261 0.688 0.388 
Average 0.370 4.672 0.765 0.341 




 Heat of adsorption plots are given in Appendix A where the trends in the heat of 
adsorption values are similar to the trends in the loading values. However, there are two 
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exceptions: Ar adsorption in Mg and Ni-MOF-74. In these systems, the simulated heat of 
adsorption profiles are flat, while in Ni-MOF-74, the experimental heat of adsorption 
diminishes as the loading increases (by ~10 kJ/mol), and in Mg-MOF-74, the experimental 
heat of adsorption is enhanced up to 2 cm3/g and then decreases. None of the FFs used in 
this study could reproduce these experimental observations in these two systems.  
 To identify the preferential adsorption sites, ensemble-averaged gas densities are 
acquired from GCMC simulations at different pressures. In Figure 9, Ar density plots in 
Cu-BTC obtained using PBE-D2 based FF and UFF are depicted. Since other DFT-based 
FFs lead to similar plots, they are not shown.  
 
 
Figure 9. Ar density plots in Cu-BTC using PBE-D2 based FF (left) and UFF (right) at 
0.01 bar and 308 K. (The framework is drawn transparent for clarity.) 
 
 
PBE-D2 based FFs predict the strongest adsorption around the windows of the 
tetrahedral pocket and in the pocket. The occupation near the pocket windows is slightly 
more enhanced than that in the pockets. Moreover, there is notable adsorption in the main 
pores. The density plot obtained using UFF is similar to that of PBE-D2, however, the 
adsorption in the main pores is relatively less while the adsorption in the windows of the 
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pockets is more occupied than the pockets. Hulvey et al.151 has used DREIDING 
parameters to study Ar adsorption in Cu-BTC and they demonstrated Ar adsorption to be 
between window and pocket sites. The density plots in this study are similar to those, 
however, the additional sites of adsorption are also observed.  
In Figure 10, the main adsorption sites, pore corners, for Xe adsorption in Co-MOF-
74 are shown. As the pressure is increased, the adsorption site distribution does not change 
significantly and pore corners remain to be the primary adsorption sites. Rana et al.148 
determined similar methane density plots in Co-MOF-74 using DREIDING parameters 
where corners of the pores are illustrated as the strongest adsorption sites. They have 
replaced the metal sites near the corners with carbon atoms and got similar density plots. 
This implies the reason for having strong adsorption sites near the corners is not the open 




Figure 10. Xe density plots in Co-MOF-74 using PBE-D2 based FF at 292 K at 10-4 bar 
(left) and 10-3 bar (right). 
 
 
In Figure 11, Xe density plot in ZIF-8 acquired at 308 K and 0.1 bar using PBE-D2 
based FF is demonstrated where Xe occupies sites near cage windows and the cages 
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themselves. There is not an obvious preference of the former sites over the latter sites for 




Figure 11. Xe density plots in ZIF-8 using PBE-D2 based FF at 308 K and 0.1 bar. (The 




Figure 12. RDFs acquired with PBE-D2 based FFs for Xe adsorption in Co-MOF-74 
(292 K, 0.01 bar), Cu-BTC (308 K, 0.01 bar), and ZIF-8 (308 K, 0.01 bar). 
 
 
In Figure 12, RDFs for Xe-framework atoms are demonstrated for Co-MOF-74, 
Cu-BTC and ZIF-8 with PBE-D2 based FFs. Other RDFs are not shown since the 
conclusions are similar. In contrast to CH4 adsorption in Cu-BTC
152, there is no preferential 
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Xe binding to the metal sites in any MOF, including the ones having open metal sites (Cu-
BTC, and M-MOF-74). For M-MOF-74, Xe atoms are equidistant to different types of 
framework atoms. Although, the primary preferential adsorption sites are determined as 
sites near pore corners (metal atoms), adsorbates are not solely close to metals. For the case 
of Xe adsorption in Cu-BTC, it is found that Xe atoms are closer to ligand atoms than to 
metal atoms. This does not agree with the case of methane adsorption in Cu-BTC where 
methane strongly interacts with Cu atoms at close distances (~3 Å). For Xe adsorption in 
ZIF-8, adsorbates are farther away from Zn compared to other types of atoms which is due 
to the preferential adsorption near cages and windows but not near Zn atoms.  
3.6 Conclusions 
First principles based FFs are developed for Ar and Xe adsorption in MOFs based 
on the interaction energies of a combination of random and GCMC configurations. Non-
bonded interactions are modeled as the summation of dispersion and polarization terms 
where the latter has very small contribution (~1%). The ab-initio based FFs can describe 
the DFT energies successfully with an average deviation of 2 to 3 kJ/mol at most. The 
experimental isotherms are compared with the ones generated with the DFT-based FFs and 
UFF. It has been observed that there are cases where a DFT-based FF can describe the 
experimental adsorption uptakes very well. However, none of them can describe the 
intermolecular interactions accurately for all adsorbate-adsorbent systems studied, 
implying none of them can be used to screen a large set of MOFs. By comparing the 
deviations of simulations from the experimental uptakes at 1 bar, UFF is determined to be 
the best FF in terms of prediction of loading while PBE-D2 based FF performance is 
slightly worse. In spite of a very good performance of vdW-DF2 based FFs in ZIF-8 and 
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Cu-BTC up to 20 bar, they do not have the same prediction qualities for M-MOF-74 in the 
low pressures ( up to 1 bar). On average, vdW-DF2 based FFs are the third best FFs and 
vdW-DF based FFs had the worst performance of all overpredicting the experiments 
significantly. Due to standard deviations in performance of FFs, UFF, PBE-D2, and vdW-
DF2 based FFs can be thought of having similar prediction qualities. The discrepancies 
between the experimental samples and the perfect structures used in the simulations can 
cause some of the deviations observed in this study, however, scaling the surface area of 





SELECTIVE CONTAMINANT REMOVAL FROM AMBIENT AIR 
WITH FUNCTIONALIZED UIO-66 
 
 4.1 Introduction 
Air filtration is becoming a more important research topic because of increased 
environmental pollution of human activities. Basically, there are two approaches to 
enhance air quality, gas capture at the source before its release and contaminant capture 
from ambient air.153 Adsorbent based solutions can be promising for both purposes. 
Conventionally, activated carbon is used for many separations since it has favorable 
interactions for organic species, however it is not good at capturing smaller and polar 
adsorbates.154 Although zeolites can be found commercially in the market, they do not 
perform well in humid conditions, which leads researchers to search for better materials.155   
MOFs are promising candidates for air filtration since they have high pore volume, 
surface area, and pore size tunability.156-158 Contrary to conventional adsorbents, the 
chemistry in MOFs can be adjusted for/against a specific adsorbate by functional groups 
having various sizes, polarities, and affinities.159-162 On the other hand, a disadvantage of 
MOFs compared to zeolites is their low thermal, hydrothermal, and chemical stabilities.163-
165 Since in a realistic scenario, air will be humid, the coadsorption of water and 
contaminants, where water adsorption may degrade the adsorbent, will be a serious issue 
that should be taken into consideration. Thus, ideally, an adsorbent should possess 
favorable chemistry for a toxic gas, high selectivity of that gas over water, and stability in 
humid air.156  
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Since toxic gases can have various chemical properties, adsorbents should ideally 
be functionalizable to enhance their interactions with particular species.166 One of the 
widely studied MOFs is UiO-66 since it is readily functionalizable, regenerable167, 168 and 
has high thermal169, 170, mechanical171, 172, water167, 169, chemical stability173-175. The high 
thermal and chemical stability of it is attributed to Zr blocks, high coordination number of 
Zr, strong binding between inorganic blocks and the linker, and strong Zr-O bonds.163, 170, 
171, 176-182 It has been shown that UiO-66 can preserve its stability even after strongly acidic 
(pH=1) or basic (pH=14) environment treatments.183 
There are many experimental studies demonstrating the incorporation of functional 
groups into UiO-66 involving amino, azide, halide, nitro, hydroxyl, methyl, and carboxylic 
acid.163, 184-197 In Garibay et al.’s experimental work189, UiO-66 is functionalized with 
naphthalene, –Br, -NO2, and -NH2 and their stabilities are tested. It is shown that the 
materials functionalized with the first two functional groups have similar stabilities to the 
parent UiO-66 while the other two functional groups cause reduced stability. Jasuja et al.198 
have worked on NH3 adsorption on UiO-66 functionalized with –OH, -(OH)2, -NO2, -NH2, 
-SO3H, and -(COOH)2 and determined that UiO-66 materials functionalized with –SO3H 
and -(COOH)2 can adsorb less ammonia than the materials functionalized with -OH, and -
NH2 which is ascribed to reduced pore space in the former two materials. Considering the 
high stability of UiO-66 and shapes of the breakthrough curves, it is concluded that a 
chemical reaction of ammonia is unlikely to have happened. In Cmarik et al.’s work199, 
adsorption of CO2 and H2O in UiO-66, UiO-66-NH2, UiO-66-NO2, UiO-66-Naphyl, and 
UiO-66-(OCH3)2 is studied and UiO-66-NH2 is determined to be the best material for 
vacuum swing adsorption for dry operation. Hu et al.200 have experimentally tested the CO2 
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adsorption performance of several functionalized UiO-66 structures and shown UiO-66-
(COOH)2 to have high CO2 working capacity, although it also captures considerable water 
at low pressures. Nik et al.201 have demonstrated amine functionalized UiO-66 to have 
higher CO2 adsorption than the parent one at 35°C. Similarly, Huang et al.
202 have 
determined UiO-66 materials functionalized with -NO2, -NH2, and -(CH3)2 to possess 
higher CO2 adsorption than parent UiO-66. Jasuja et al.
203 have revealed that the 
incorporation of -CH3 group into UiO-66 enhances CO2 uptake and decreases water 
adsorption at low pressure. In another study of Jasuja et al.204, functionalizing UiO-66 with 
-(CH3)2 reduces water uptake by almost 50% compared to the parent material while 
enhancing interactions with CO2. Biswas et al.
159 synthesized functionalized UiO-66-R (R 
= NH2, NO2, OH, CH3, and (CH3)2) and measured their CO2 uptake to be higher than bare 
UiO-66. The sulphonic acid group also improves CO2 adsorption as shown by Foo et al
188. 
Kim et al.’s work180 has shown that functionalization of UiO-66 with -NH2, -OH, and -
(OH)2 leads to enhanced water adsorption at low relative humidity compared to the bare 
UiO-66. Schoenecker et al.205 have also demonstrated that amine functionalized UiO-66 
has larger affinity towards water than the bare UiO-66.  
These experimental works suggest UiO-66 is a readily functionalizable material 
that can show promise in air separation applications. Computationally, Kim et al.157 
screened 21 functional groups such as metal carboxylates, hydroxyls, amines etc. using 
clusters representative of UiO-66 backbone to investigate ammonia adsorption in both dry 
and humid conditions. They have determined -COOCu, -COOAg functional groups to be 
the best performers in humid conditions while -COOCu has the largest ammonia affinity. 
However, the drawback of that study is they cannot incorporate the effect of confinement 
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to the binding energies with their cluster-based approach. Yu et al.206 have partially 
considered this by developing FFs at the MP2 level for ammonia adsorption in MIL-47, 
IRMOF-1, -10 and -16 including -OH, -C=O, -Cl, and -COOH functional groups and using 
the resulting FFs in GCMC to simulate ammonia adsorption isotherms. Although there is 
significant recent progress in deriving quantum chemistry based accurate FFs to predict 
adsorption in porous structures24, 129, 130, 132, 207-210, such methods necessitate relatively 
expensive calculations for each adsorbent to be studied. Since taking such an approach for 
multiple adsorbates in more than 30 functionalized materials would require very expensive 
calculations, a more computationally feasible method is used in this study where fewer 
quantum chemistry calculations are performed.  
In this study, both cluster and periodic models are used to understand the effect of 
various functional groups on NH3, H2S, CO2, and H2O affinities in functionalized UiO-66 
structures to identify the most promising functional groups for selective capture of air 
contaminants in humid conditions. 
 4.2 Computational Methods 
In this section, details of electronic structure calculations employing cluster and 
periodic models are discussed. For the clusters, both MP2 and DFT level calculations are 
used whereas for the perodic models, only PBE-D2 level calculations are performed. In 
cluster calculations, the affinity rankings of functional groups at the MP2 and PBE-D2 
levels are shown to have good correlation, which means the DFT level calculations can 
present qualitatively reliable results.  
The cluster models are formed by attaching functional groups, which are listed in 
Table 3, to C6H5 or C6H4 (for bifunctional groups such as -I2). For the functional groups 
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that are in written italics, optimization of the periodic models are problematic and results 
for those are not discussed for periodic models.  
 
Table 3. Functional Groups Investigated. 
-(CF3)2 -CH3 -F2 
-(CH3)2 -Cl -I 
-(COOH)2 -(Cl)2 -I2 
-(NH2)2 -CN -NCO 
-(OCH3)2 -CHO -NH2 
-(OH)2 -COOAg -NO2 
-Br -COOCu -NO3 
-(Br)2 -COOH -OCH3 
-C=O -COOK -OH 
-CF3 -COOLi -OOH 
-CH2-F -COONa -SO3H 




Binding energy is defined as 
𝐸𝑏𝑖𝑛𝑑𝑖𝑛𝑔 = 𝐸𝑎𝑑𝑠𝑜𝑟𝑝𝑡𝑖𝑜𝑛 𝑐𝑜𝑚𝑝𝑙𝑒𝑥 − 𝐸𝑎𝑑𝑠𝑜𝑟𝑏𝑎𝑡𝑒 − 𝐸𝑎𝑑𝑠𝑜𝑟𝑏𝑒𝑛𝑡 (4.1) 
where 𝐸𝑎𝑑𝑠𝑜𝑟𝑝𝑡𝑖𝑜𝑛 𝑐𝑜𝑚𝑝𝑙𝑒𝑥, 𝐸𝑎𝑑𝑠𝑜𝑟𝑏𝑎𝑡𝑒, and 𝐸𝑎𝑑𝑠𝑜𝑟𝑏𝑒𝑛𝑡 represent the total energy of the 
adsorption complex, the total energy of the isolated gas species, and the total energy of the 
isolated adsorbent, respectively. The bifunctional groups are attached to the ring in para 
positions with respect to each other. Cluster calculations are performed for all gas species 
except CO2. The initial sites of adsorbates with respect to UiO-66 models are chosen in a 
way where favorable interactions, such as hydrogen bonding, Lewis acid-base interactions 
and combination of them, are possible.157 Beginning from those initial positions, all atoms 
in the cluster and periodic models are relaxed. For cluster optimizations, MP2 and DFT 
level (PBE-D2, M06-2X) calculations are done using GAUSSIAN 0989. For all atoms, the 
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6-31+G(d,p) basis set is used, except silver atoms for which the LanL2DZ effective core 
potential is utilized. Basis set superposition error (BSSE)211 effects are incorporated in the 
binding energies using the counterpoise method.  
 The periodic structure for bare UiO-66 is obtained from Jasuja et al.203 in which 
hydrogen(s) of the benzene rings are replaced with the desired functional groups. The 
calculations are done in VASP with 1 × 1 × 1 unit cells having 14-15 Å in each direction. 
At the PBE-D276 level, a 400 eV kinetic energy cutoff is used with one Γ-centered k-point. 
The optimizations are done with the total energy and ionic force convergence criteria of 
1 × 10−4 eV and 3 × 10−2 eV/Å, respectively. In the optimizations, both lattice 
parameters and atomic positions are optimized. UiO-66 is a 3D cubic structure with 
Zr6O4(OH)4 metal clusters connected with 1,4-benzenedicarboxylate linkers.
184 As shown 
in Figure 13, it includes two types of cages, one centric octahedral (11 Å) and eight 




Figure 13. UiO-66 viewed along the a axis. (H, C, O, and Zr are depicted in white, gray, 
red, and cyan, respectively.) 
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 To assess the potential of adsorbents for the selective adsorption of an adsorbate in 
humid conditions, the binding energy differences between a particular adsorbate and water 
is calculated. For instance, for the determination of potentially top-performer functional 
groups for selective ammonia adsorption in humid conditions, Δ = BENH3 - BEH2O is 
considered. Negative Δ values mean that particular functional group is likely to be selective 
towards ammonia over water and vice versa. Although evaluating only this parameter 
means disregarding the synergistic effects of adsorbates during a coadsorption, it is useful 
for screening many materials at a high-level.  
4.3 Results 
In the cluster calculations, firstly, MP2 and DFT level energies are compared to see 
if lower level DFT calculations can qualitatively describe the adsorption of gases of interest 
in functionalized UiO-66. A good correlation between MP2 and DFT level energies implies 
that DFT functional can be used to understand the confinement effects in the periodic 
models.  
NH3, H2S, and H2O adsorption energies are determined for the unfunctionalized 
and [-(CF3)2, -(CH3)2, -(COOH)2, -(NH2)2, -(OCH3)2, -(OH)2, -Br, -(Br)2, -C=O, -CF3, -
CH2-F, -CH2-NH2, -CH3, -Cl, -(Cl)2, -CN, -CHO, -COOAg, -COOCu, -COOH, -COOK, -
COOLi, -COONa, -F, -F2, -I, -I2, -NCO, -NH2, -NO2, -NO3, -OCH3, -OH, -OOH, and -
SO3H] functionalized phenyl rings using MP2 and DFT (PBE-D2, and M06-2X) level 
calculations. Figure 14 shows the lowest binding energies calculated at MP2 and DFT 





Figure 14. Binding energy comparisons for NH3 (blue), H2S (green), and H2O (red) in 
functionalized phenyl rings at MP2 and DFT levels. The upper and bottom plots include 





The binding energies of NH3, H2S, and H2O at MP2 and PBE-D2 levels are highly 
correlated, with R2 values of 0.98, 0.97, and 0.96, respectively. Although the M06-2X 
binding energies also have good correlation with MP2 energies (R2 = 0.95, 0.93, and 0.93 
for NH3, H2S, and H2O, respectively), it is weaker than the correlation between PBE-D2 
and MP2 energies. Thus, if the ranking is done at computationally less expensive DFT 
level, PBE-D2 is slightly better than M06-2X at ordering the affinities of functionalized 
UiO-66 structures for the adsorbates studied. Although PBE-D2 can qualitatively give 
accurate results for the gas binding energies in functionalized UiO-66 materials, it should 
be noted that there is a systematic difference between MP2 and PBE-D2 energies. 
Considering the slopes of linear fits (1.10, 1.23, and 1.1 for NH3, H2S, and H2O, 
respectively) in Figure 14, PBE-D2 results have bigger binding energy difference between 
any two materials for any of the adsorbates than MP2. To assess the quality of predictions 
of PBE-D2 for the binding energies, MAD between MP2 and PBE-D2 energies are 
calculated and found to be 10.7, 10.7, and 10.8 kJ/mol, respectively, for NH3, H2S, and 
H2O. These figures imply that although PBE-D2 can give qualitatively satisfying results, 
it should be kept in mind that quantitatively there are significant differences in binding 
energies at these two different levels. 
Having seen the satisfactory correlation between MP2 and PBE-D2 energies, the 
next thing that is investigated is whether PBE-D2 can reliably order the gas affinities of 
functionalized UiO-66 materials in periodic models as well. Figure 15 and Tables 18-20 
show the comparisons between the lowest binding energies of NH3, H2S, and H2O obtained 
at PBE-D2 level in clusters and periodic models. As seen in Figure 15, the correlations are 
poor for all adsorbates (R2 = 0.504, 0.101, and 0.389 for NH3, H2S, and H2O, respectively). 
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For all three gases, the cluster calculations cannot predict the material which has the highest 
interactions in the periodic models. For instance, for ammonia adsorption, the adsorbent 
that is predicted to have the strongest interactions by periodic calculations is UiO-66-OOH 




Figure 15. Comparison of most favorable binding energies of NH3 (top left), H2S (top 
right), and H2O (bottom) in cluster and periodic models of bare and functionalized UiO-
66 structures. 
 
Such results are expected since in the cluster calculations, the long range dispersion 
effects cannot be incorporated. To understand the effect of dispersion in the binding 
energies in the periodic models, the molecules are placed approximately to the center of 
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octahedral cages and the vdW contribution to 𝐸𝑏𝑖𝑛𝑑𝑖𝑛𝑔 is extracted. As can be seen from 
Figure 16 and Table 21, in many cases the dispersion effect is significant and can make up 
almost 50% of the total adsorption energy for NH3, H2S, and CO2. Still, if the dispersion 
contributions were similar for all cases, then the ordering of the materials could be done 
with cluster calculations. It is also observed that dispersion energy can change significantly 
depending on the functional group attached. For instance, for H2S, the dispersion energy 
can vary by about 20 kJ/mol. All together, these results imply that the use of PBE-D2 in 
periodic models to rank the materials is more reliable than cluster-based calculations. It is 
also important to note that the rankings obtained in this way would be strongly correlated 
with MP2 based rankings for periodic models if they could be done.  
 
 
Figure 16. Dispersion interactions at the octahedral cage centers of functionalized UiO-
66 structures obtained at PBE-D2 level using periodic models. 
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The following discussions detail the PBE-D2 calculation results in periodic models 
of functionalized UiO-66 for the evaluation of selective separation using these materials. 
Although determining binding energies of single molecules is important, it is not enough 
by itself to evaluate materials for practical adsorption applications. Generally, NH3 and 
H2S can be found in the environment together with H2O, which can also interact strongly 
with a specific material. Thus, the relative binding strength of a material should be 
determined for selective separation purposes. Evaluations based on relative adsorption 
strength of gases, which is obtained by investigating individual binding sites, can be useful 
for adsorption cases where the bulk phase concentrations of gases of interest are low. In 
Figure 17, the relative binding energies of NH3 and H2O and the NH3 binding energies are 
depicted for each functionalized UiO-66 material using periodic calculations at the PBE-
D2 level. The materials with the functional groups on the left of this figure are the most 
selective ones for NH3 over H2O while the ones on the right are vice versa. A few materials 
can bind NH3 more favorably than H2O by up to 60 kJ/mol. For preferential NH3 
adsorption, -(Cl)2 and -F2 functionalized materials have the biggest potential. On the other 
end, two functionalized UiO-66 structures can bind H2O stronger than NH3 by more than 
20 kJ/mol. The -(OCH3)2 and -CH2-NH2 functionalized materials bind H2O 21.7 and 37.1 
kJ/mol more favorably than NH3. Looking at the trends of the net NH3 binding energies 
and the differences between NH3 and H2O binding energies, it is clear that strong NH3 
binding does not correlate with preferential NH3 binding over H2O. For example, the -OOH 
functionalized UiO-66 has the strongest NH3 binding but since it has similar H2O binding 
energies, it is not ranked as one of the most promising materials for selective separation of 
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NH3 in humid conditions. However, there are also a few examples where there is both 
strong NH3 binding (over 100 kJ/mol) and a preferential NH3 binding over H2O.  
 
 
Figure 17. Relative binding energies of NH3 and H2O (red) and net NH3 binding energies 
(blue) in functionalized periodic UiO-66 materials at PBE-D2 level. 
  
 In Figure 18, the relative H2S and H2O binding energies are shown as well as net 
H2S binding energies. It is determined that all materials except eight of them have 
preferential H2O binding over H2S. Importantly, three materials bind H2O more than 30 
kJ/mol stronger than H2S. As seen for NH3, the strong H2S adsorption does not always lead 
to high relative binding strength differences between H2S and H2O.  
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Figure 18. Relative H2S binding energies compared to H2O (red) and net H2S binding 
energies (blue) in functionalized periodic UiO-66 materials calculated with PBE-D2. 
 
In Figure 19, the relative CO2 and H2O binding energies and net CO2 adsorption 
energies are illustrated where it is seen that most of the materials have preferential H2O 
binding over CO2. The top performers in terms of preferential CO2 binding over H2O are -
F2, -(Cl)2, and -CH3 functionalized UiO-66 structures. Especially, the performance of the -
F2 functionalized UiO-66 is remarkable since it binds CO2 more strongly than H2O by more 
than 25 kJ/mol.  
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Figure 19. Relative CO2 binding energies compared to H2O (red) and net CO2 binding 
energies (blue) in functionalized periodic UiO-66 materials calculated with PBE-D2.  
 
To have a qualitative analysis of experimental and simulation results, the binding 
energies and experimental heats of adsorption are compared, noting they are not precisely 
the same quantities.136 Jeremias et al.213 have determined loading averaged heat of 
adsorption of water in UiO-66 and UiO-66-NH2 as 41.3 and 89.5 kJ/mol by using the 
Clausius-Clapeyron equation at 25°C and 40°C. In our DFT calculations, the lowest 
binding energies of water for these two materials are found to be 36.5 and 69.4 kJ/mol, 
which implies a qualitative agreement between simulation and experimental results. Still, 
it should be noted that it is not clear, in general, how much difference should be between 
the loading averaged experimental heat of adsorption and the lowest binding energy. 
Similarly, Cmarik et al.199 have determined heat of adsorption of CO2 in UiO-66-NH2 and 
UiO-66-NO2 at infinite dilution as -28 and -32 kJ/mol using the Clausius-Clapeyron 
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equation at 298, 308, and 318 K. On our end, the calculations have shown the most 
favorable binding energies as -29.9 and -33.0 kJ/mol for those two structures, respectively. 
Despite the apparent close agreement between experimental and theoretical results, Fang 
et al.136 have demonstrated that CO2 heat of adsorption in zeolites is about 7-8 kJ/mol less 
favorable than the most favorable binding energy. This implies the difference between the 
simulated and experimental values are similar however the calculated values underpredict 
CO2 binding strength. Due to limited available experimental data, the comparisons that can 
be made are not many but it can be concluded that PBE-D2 results are qualitatively in 
agreement with experimental data. 
The evaluation of the relative binding energies to rank materials is adequate if the 
adsorption happens solely with a competitive mechanism for low concentration bulk phase 
gas mixtures. However, the possible synergistic effects can lead to considerable deviations 
from this analysis for many mixtures especially mixtures including water.214 For instance, 
it has been reported that CO2 adsorption in amine-involving materials increases with the 
presence of water.215, 216 On the other hand, NH3 adsorption in MOFs including UiO-66 
derivatives decreases due to water coadsorption.198, 217 Still, our analysis is useful for an 
initial screening of materials which can further be investigated in detail.  
For the UiO-66 derivatives where there are bulky functional groups, diffusional 
limitations may come into play due to restricted pore space. To estimate which materials 
may suffer from diffusional constraints, the largest cavity diameter (LCD) and pore 
limiting diameter (PLD)32 values are calculated for each energy-minimized empty structure 
using zeo++218. Although a more detailed analysis including pore flexibility219, 220 should 
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be made to fully understand molecular diffusion, these pore size calculations based on rigid 
structures can give a rough idea about whether the diffusion limitations can be significant.  
The PLD and LCD values for each functionalized UiO-66 material are shown in 
Table 4 listed from smallest to largest PLD. 10 materials have PLD values less than 3 Å 
which implies diffusion limitations can arise for large adsorbates such as H2S. Such 
materials should be investigated further to fully understand molecular diffusion.  
 
Table 4. PLD and LCD values of each functionalized UiO-66 structure. 
 LCD (Å) PLD(Å)  LCD (Å) PLD(Å) 
-(CF3)2 5.1 2.1 -CF3 7.2 3.2 
-(OCH3)2 5.8 2.2 -COOH 6.3 3.2 
-(COOH)2 5.9 2.2 -OOH 7.5 3.3 
-I2 6.5 2.2 -C=O 9.8 3.3 
-NCO 7.4 2.4 -CHO 7.0 3.3 
-(Br)2 7.0 2.8 -I 7.6 3.4 
-SO3H 6.8 2.8 -CH2-F 7.6 3.5 
-(NO2)2 5.4 2.9 -CN 7.2 3.5 
-CH2-NH2 7.5 2.9 -F2 7.6 3.6 
-(CH3)2 7.0 2.9 -Br 7.6 3.6 
-NO3 6.4 3.0 -Cl 7.6 3.7 
-(Cl)2 7.0 3.0 -CH3 7.6 3.8 
-(NH2)2 7.3 3.0 -NH2 7.6 3.8 
-NO2 6.3 3.0 -OH 7.6 3.9 
-(OH)2 7.6 3.1 Bare UiO-66 8.6 4.0 




Using both cluster and periodic models, more than 30 functionalized UiO-66 
derivatives are computationally screened to comprehend their potentials for competitive 
adsorption of NH3, H2S, CO2, and H2O. Firstly, the binding energies calculated at different 
 63 
levels of theory are compared using cluster models. It has been found that there is a good 
correlation between binding energies calculated using DFT functionals and more accurate 
MP2 results. This has revealed that DFT calculations can be employed to order materials 
with similar accuracies to the MP2 calculations with less computational time. Then, the 
binding energies calculated at PBE-D2 level using cluster and periodic models are 
compared. It should be noted that such a comparison cannot be made with MP2 calculations 
since they are computationally infeasible for periodic systems. The ranking of materials 
obtained using periodic models is different than that of cluster models where strong 
confinement effects play a role. It is also seen that such effects cannot be incorporated into 
cluster models using a simple energy correction.  
Lastly, the competitive binding of NH3, H2S, and CO2 with H2O is evaluated by the 
periodic PBE-D2 calculations which do not take into account the synergistic effects. For 
the selective adsorption of NH3, H2S, and CO2 over H2O, [-(Cl)2, -F2, -SO3H, -I, -Br, -F, -
(CF3)2, -(Br)2, -Cl, -CH3, -(NO2)2, -NO2, -I2, -OCH3, -COOH, -(OH)2, -C=O, -(COOH)2, -
(CH3)2 and -NCO], [-NO3, -OCH3, -F2, -CH3, -I, -(Cl)2 and -NCO] and [-F2, -(Cl)2, -CH3 
and -NCO] functionalized materials are determined to be the top performers, respectively. 
Most of the functionalized UiO-66 structures bind NH3 stronger than H2O whereas only 
several materials bind H2S and CO2 stronger than H2O. 
The approach presented here is useful to screen tens of functionalized UiO-66 
materials for the selective adsorption of air contaminants in humid conditions. The results 
reported are reliable enough to guide experimental efforts for synthesizing smaller number 
of materials. However, it should be noted that, for the best performing materials, more 
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detailed investigations may be required to fully understand adsorption characteristics such 




UNDERSTANDING PHASE INSTABILITIES IN LAYERED 
MATERIALS USING DFT* 
 
 5.1 Introduction 
In this chapter, the phase transitions in two materials are studied, namely CuInP2S6 
and CuInP2Se6. A brief background on these materials is given in this section. Although 
there are only several compounds with stoichiometry M2P2X6 (M = Sn, Pb, Eu, and Sr) in 
3-D, the layered chalcogenophospates are more common.221 Transition metal 




4-, M and X representing metal and S/Se 
atoms.222-225 One of the important features of TPS is the strong ionicity of the bonds 
between metals and P2X6.
226  
CuInP2S6 is a ferrielectric material having a ferroelectric transition temperature (Tc) 
of 315 K, meaning it shows ferroelectric properties at room temperature.227 It crystallizes 
into a monoclinic structure (space group Cc) based on ABC close-packed stacking of the 
chalcogens where two-thirds of the octahedral cages of S are occupied by metal atoms.226, 
228 In each layer, Cu, In and P-P are located in triangular patterns.229 The layers in CuInP2S6 
                                                 
 
 
* Portions of the results described in this chapter have been previously published in Michael 
A. Susner, Alex Belianinov, Albina Y. Borisevich, Qian He, Hakan Demir, David S. Sholl, 
Panchapakesan Ganesh, Douglas L. Abernathy, Michael A. McGuire, and Petro 
Maksymovych, “High Tc layered ferrielectric crystals by coherent spinodal 
decomposition”, ACS Nano, 2015, 9, 12365-12373 
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are linked with each other by weak vdW interactions.230 The ferrielectricity occurs 
perpendicular to the layer planes due to displacement of Cu+ and In3+ cations away from 
octahedral cages in opposite directions.229 The transition from a paraelectric to a 
ferrielectric phase occurs through a first-order phase transition.231 The Cu and In atoms 
move off-center by 1.6 Å and 0.2 Å in antiparallel directions while P-P pairs move slightly 
(on the order of 0.01 Å).232 The off-centering of metals are ascribed to a second-order Jahn-
Teller effect.221 In the layered structure, P2S6 networks absorb the structural distortions and 
confine the cations to displace in antiparallel directions.221, 229 These displacements lead to 
a symmetry reduction from C2/c to Cc.233 Recently, Tc of In-rich CuInP2S6 samples was 
determined to be slightly higher than 315 K, up to 330 K.226 For CuInP2S6, there have been 
X-ray, dielectric and calorimetric investigations revealing the polar character of the 
structure.229, 234, 235 It is reported that 2-D ferrielectric geometries are found in all known 
M2+PS3 and A
+M3+P2S6 species having d
10 cations.236-240 
In4/3P2S6 can be considered as a parent material of CuInP2S6 that is monoclinic 
(space group P21/c) at room temperature and rhombohedral (𝑅3̅ℎ) at very high 
temperatures (> 945 K). To satisfy the charge neutrality, there are unoccupied octahedral 
sites (□), which are half of the In sites in number, giving a formula of In4/3□2/3P2S6. The 
symmetry of the P2S6 constituents are the same in both CuInP2S6 and In4/3P2S6, however, 
the number of In3+ ions and existence of Cu atoms create the differences between these two 
materials.226  
CuInP2Se6 is another structure in chalcogenophosphate class of materials. Its high 
and low temperature structures have been identified to have space groups P-31c and P31c 
by single-crystal X-ray diffraction.231 There are many similarities between the structural 
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dynamics of CuInP2Se6 and CuInP2S6. For CuInP2Se6, the motions of Cu
+ and In3+ ions do 
not compensate the dipole moments created and a ferroelectricity occurs as seen in 
CuInP2S6. The Cu
+ ions off-center by about 1.2 Å perpendicular to the layer while the In3+ 
ions move slightly (0.2 Å). The reduced In3+ mobility is attributed to the absence of a lone 
electron pair.225 Due to the higher covalence of the bonds (stronger attraction) in CuInP2Se6 
than sulfide analog, Cu+ ions displace less in CuInP2Se6 compared to CuInP2S6.
233 This 
may lead to a shallower potential energy relaxation for Cu+ in CuInP2Se6 than CuInP2S6.
241 
The net dipole moment in one slab induces a corresponding moment in the adjacent slab. 
The ferroelectricity created in CuInP2Se6 is ascribed to a second-order Jahn-Teller coupling 
which includes Cu d-orbitals and Se orbitals.223  
There have been various experimental efforts aimed at identifying structural 
changes in CuInP2Se6. Some of the findings of those studies are not always consistent with 
each other as noted below. The dielectric investigations revealed two phase transitions for 
CuInP2Se6: a second-order phase transition at 248 K and a first-order phase transition at 
236 K.242 However, calorimetric studies determined a phase transition between 220 and 
240 K.223 Broadband dielectric analysis identified a second-order phase transition at 226 
K.233 The change of lattice parameters of CuInP2Se6 with respect to temperature was also 
studied and it was found that as the structure is cooled both a and c parameters are reduced 
and the a parameter attains a local minimum at 226 K.233 This observation is contrary to 
the anomalous increases in the lattice parameters of CuInP2S6 as it is heated.
232 




. A significant reduction of Tc under room temperature is 
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observed (to 200 K or below), however, making it impossible to see their ferroelectric 
properties around room temperature.  
 5.2 Computational Methods 
For all DFT calculations, VASP version 5.3.5 has been used. For the calculations 
of CuxInyP2S6, CuInP2S6 and In2P3S9 structures are acquired from the Inorganic Crystal 
Structure Database (ICSD) having ICSD numbers 79219 and 1700, respectively. Four 
structures of CuxInyP2S6 with excess In atoms with respect to Cu atoms in a stoichiometric 
structure were generated. The excess In ratios were 12.5, 15, 20, and 30%. To obtain those 
structures, firstly, all Cu atoms of CuInP2S6 are replaced with In atoms. Then, half of the 
In atoms are randomly selected and converted to Cu. Afterwards, a number of Cu atoms 
are randomly selected and removed to create vacancies while some of the Cu atoms are 
randomly converted to In to have excess In. The creation of vacancies are crucial to 
establish the charge neutrality of the system; without them, excess In charges would make 
the system positively charged. Finally, randomly converted In atoms that were not centered 
between the layers have been centered manually to have the final structures of CuxInyP2S6. 
All of the structures have been optimized using PBE-D2 functional where the symmetries 
are kept fixed (Cc: CuInP2S6, P21/c: In2P3S9, and P1: CuxInyP2S6). The optimizations were 
done using the conjugate gradient method with the total ionic force convergence criterion 
is 1 × 10−2 eV/Å. For CuInP2S6 (3 × 2 × 1 supercell) and In2P3S9 (unit cell), 1 × 2 × 2 
and 3 × 4 × 2 k-point meshes are used, respectively. For total charge densities, finer FFT 
grids (three times denser in each direction) are acquired and used as reference for the Bader 
partitioning to calculate Bader charges of the valence charge density.  
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The CuInP2Se6 structure was also obtained from ICSD for which k-point 
convergence has been satisfied at 4 × 4 × 2 for the unit cell. To get the relaxed structure 
(P31c), only atomic positions are equilibrated and the lattice parameters are kept fixed. The 
total ionic force convergence criterion for optimizations is 1 × 10−2 eV/Å which is 
achieved through conjugate gradient method. Phonopy246 is used for phonon calculations 
and generating modulated structures. The non-analytical term correction247, 248 is added to 
dynamical matrix at 𝑞 → 0. The spontaneous electric polarization is calculated using Berry 
phase or modern theory of polarization, which is described elsewhere.249, 250 
5.3 Instability in CuInP2S6 
In this work, the thermodynamic phase stability of excess In containing CuInP2S6 
structures is studied computationally. It is assumed that the pure end phases are CuInP2S6 
and In4/3P2S6. Five random CuxIn(4-x)/3P2S6 structures are generated as described in Section 
5.2 for each Cu concentration studied. The miscibility of CuxIn(4-x)/3P2S6 is investigated by 
calculating the enthalpy of mixing (per P2S6) at the PBE-D2 level as follows 




where 𝐸𝑖, 𝑥 denote the total energy of material 𝑖 and Cu concentration. The free energy of 
mixing is calculated by 
∆𝐹𝑚𝑖𝑥𝑖𝑛𝑔 = ∆𝐻𝑚𝑖𝑥𝑖𝑛𝑔 − 𝑇∆𝑆𝑚𝑖𝑥𝑖𝑛𝑔 (5.2) 
where  
∆𝑆𝑚𝑖𝑥𝑖𝑛𝑔 = −2𝑘𝐵[𝐶𝐶𝑢𝐼𝑛𝐶𝐶𝑢 + 𝐶𝐼𝑛𝐼𝑛𝐶𝐼𝑛 + 𝐶𝑣𝑎𝑐𝐼𝑛𝐶𝑣𝑎𝑐] (5.3) 
with 𝐶𝑦 represents the concentration of species 𝑦 (Cu, In and vacancy, vac). To have 
chemical phase separation, a positive enthalpy of mixing, positive free enthalpy of mixing 
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at 0 K, is required which creates a solubility gap in phase diagram. In contrary, a negative 
enthalpy of mixing implies a single phase alloying is energetically favorable. In Figure 20, 
the free energy of mixing at 0 K is plotted with respect to Cu concentration.  
 
 
Figure 20. Enthalpy of mixing for excess In containing CuInP2S6 structure. 
 
The endpoints on the x axis show the pure end members, In4/3P2S6 (at zero Cu 
concentration) and CuInP2S6 (at Cu concentration of 1). By definition, the enthalpy of 
mixing for pure end phases is zero. The calculated values for intermediate Cu 
concentrations shown in Figure 20 are the averages of the enthalpy of mixing calculated 
for five structures at each concentration, with standard errors shown with error bars. The 
dotted line corresponds to a third order polynomial fitted to the calculated values. It can be 
seen that over a wide range of Cu concentration the enthalpy of mixing is positive, favoring 
chemical phase separation. 
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By fitting ∆𝐹𝑚𝑖𝑥𝑖𝑛𝑔 to a polynomial and taking its second derivative with respect to 
𝑥, the spinodal decomposition temperature, Ts, can be estimated.251 In Figure 21, Ts is 
plotted with respect to Cu concentration where endpoints are the same as in Figure 20.  
 
 
Figure 21. The calculated spinodal decomposition temperatures for excess In containing 
CuInP2S6 structure. 
 
Below Ts, the second derivative of the free energy of mixing with respect to Cu 
concentration is negative, which means CuInP2S6 and In4/3P2S6 can grow. One thing to note 
in Figure 21 is the high values of Ts. These high values, as seen in other spinodal 
mixtures251, imply the phase separation can occur at growth temperatures of the 
experimental samples. To understand the effect of electrostatics on the positive enthalpy 
of mixing, Bader charges252, 253 were assigned to the atoms and then Ewald summation254 
was performed using pymatgen141. A similar analysis was done with DDEC charges.137-139 
The electrostatics energy using both Bader and DDEC charges are indicated in Figure 22 
where it can be seen that majority of the energy cost for the enthalpy of mixing is due to 
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the electrostatics. This suggests the immiscibility is related to the unfavorable electrostatic 
interactions in the alloy. 
 
 
Figure 22. Electrostatic energies calculated using Bader and DDEC charges. 
 
These computational results are supported by the Piezoresponse Force Microscopy 
(PFM) and energy-dispersive X-ray spectroscopy (EDS) analyses. Susner et al.226 have 
demonstrated that for Cu1-xIn1+x/3P2S6 with x~0.22, there are distinct regions of Cu and In 
rich phases, indicating the demixing experimentally. This demixing increased the 
ferrielectric transition temperature from 315 K (for CuInP2S6) to 335 K making In-rich Cu1-
xIn1+x/3P2S6 materials the highest temperature vdW gapped ferrielectric material. This 
implies that through compositional modification different phase transition properties can 
be obtained which can be useful for bulk nanostructuring of layered materials and creating 




5.4 Instability in CuInP2Se6 
The vibrational properties of CuInP2Se6 were investigated to elucidate the 
material’s dynamical instability/stability of it. Figure 23 shows the ICSD structure 
(centrosymmetric) and the energetically more stable structure. The biggest difference 
between these two structures is the off-centering of the Cu atoms from the middle of the 
layers. The energetically favorable structure has been obtained by following the 
eigenvector at the lowest frequency of the Γ point, which will be discussed more in the 
coming paragraphs (it corresponds to the energy minimum structure in Figure 25). 
 
 
Figure 23. Centrosymmetric (left) and energy minimum (right) structures of CuInP2Se6 
(Cu, In, P and Se are shown in blue, purple, light purple and green, respectively.). 
 
 Table 5 lists the lattice parameters and the angles of the ICSD structure of 
CuInP2Se6. All of the CuInP2Se6 structures have the same lattice parameters since during 





Table 5. Structural parameters of CuInP2Se6. 
Unit Cell Parameters a,b,c (Å) / α,β,γ (°) 
CuInP2Se6 6.392, 6.392, 13.338 /  90.0,  90.0, 120.0 
 
 
 As discussed in section 2.4, the phonon theory leads to a final eigenvalue-
eigenvector problem where frequencies and eigenvectors can be found after determining 
the dynamical matrix. The dynamical matrix has been obtained by phonon calculations 
performed on 2 × 2 × 1 supercells of CuInP2Se6 and the frequencies and the corresponding 
eigenvectors (distortions) have been calculated for zone center and zone boundaries.  
 Table 6 lists the imaginary frequencies (in meV) at Γ and the high symmetry k-
points (M, L, A) which can cause structural instability. Due to high symmetry, some of the 
frequencies are degenerate.  
 
Table 6. Imaginary frequencies at zone center and boundaries. 
Frequency (meV) Γ M L A 
ω1 -4.64 -4.56 -4.53 -4.39 
ω2 -4.40 -4.51 -4.53 -4.39 
ω3 -1.19 -2.25 -2.22 -0.67 
ω4 -1.19 -2.22 -2.22 -0.67 
ω5 - - - -0.67 




Figure 24 depicts the vibrational DOS of the centrosymmetric CuInP2Se6 structure. 
Below zero frequency, this figure shows the soft modes that can cause the phase instability. 
It also contains the positive frequency information which can be used to get other 
vibrational motions that do not cause any phase transition. To find out which motions can 
cause energy stabilization, for each of the imaginary frequency listed in Table 6, the 
eigenvectors are introduced into the centrosymmetric structure in varying magnitudes to 
get a potential energy surface at zone center and the boundaries. The energy profile of the 
structures distorted with the eigenvectors corresponding to the imaginary frequencies at the 
Γ point is discussed here, since the biggest energy lowering is seen at the zone center. The 
energy profiles obtained at the frequencies determined for zone boundaries can be seen in 
Appendix C which have similar profiles. Figure 25 shows the energy profiles obtained by 
following the corresponding eigenvectors at the Γ point where from top left to bottom right 
the frequencies increase. It is clear that only the lowest two frequencies can lower the 
energy compared to the starting point which is the middle of the curves (displacement 
magnitude=0). Since this study is focused on phase instability, the vibrations at the other 
two frequencies are not investigated any further. 
 
 




Figure 25. Energy profiles at increasing negative frequencies of Γ point (from top left to 
bottom right) with respect to displacement magnitude for fully distorted CuInP2Se6 
structure. 
 
To understand whether the motions of the specific kinds of atoms dominate the 
energy stabilization, the eigenvectors were modified for two scenarios. In one of them, only 
the metal distortions are kept while the non-metal distortions are taken as zero. In the other 
scenario, the opposite has been done to see the effect of only non-metal distortions. In 
Figure 26, it can be seen that at the lowest two frequencies, the energies of the distorted 
structures never go below that of the centrosymmetric structure, contrary to the 
observations made for the fully distorted structure in Figure 25. Similarly, in Figure 27, it 
is observed that if only the non-metal distortions are introduced to the centrosymmetric 
system, the energy stabilization cannot be achieved. This implies that there must be a 
collective motion to have the energy stabilization and the collective effect cannot be 
approximated by only metal or non-metal distortions. Likewise, only Cu and only In 
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distortions have been applied to the centrosymmetric structure and similar graphs are 




Figure 26. Energy profiles at increasing negative frequencies of Γ point (from top left to 
bottom right) with respect to displacement magnitude for CuInP2Se6 structure where only 
metals are distorted. 
 
 Since ferroelectricity is of interest to this study, the motions that stabilizes the 
centrosymmetric structure are characterized further. The eigenvectors obtained at the 
lowest frequency of the Γ point are plotted together with the atoms of the structure in Figure 
28. Here, since there are multiple layers, for clarity, the atoms away from the point of view 
are drawn whiter, i.e. the farthest away atom is depicted in white, and the closest atom to 
the reader is in the original color of the atom type. It can be seen that at the lowest imaginary 
frequency the Cu atoms displace away from their starting positions (middle of the layers) 
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and Se networks rotate. The significant metal off-centering cause a polarization to arise in 




Figure 27. Energy profiles at increasing negative frequencies of Γ point (from top left to 
bottom right) with respect to displacement magnitude for CuInP2Se6 structure where only 
non-metals are distorted. 
 
 
Figure 28. Distortions at the lowest frequency of the centrosymmetric phase causing 
ferroelectricity. 
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 A similar plot has been obtained for the second lowest frequency at the Γ point and 
shown in Appendix C. The motions at the second lowest frequency have antiferroelectric 
properties and no macroscopic polarization is induced. To provide an evidence of the 
ferroelectric character of the vibrational motions at the lowest frequency at the zone center, 
the macroscopic polarization is obtained along z axis (the direction towards which Cu 
atoms off-center) for each distorted structure and the centrosymmetric structure. These 
values are plotted in Figure 29 with respect to the displacement magnitude. As expected, 
the centrosymmetric structure does not have any macroscopic polarization while the 




Figure 29. Polarization in z direction with respect to displacement magnitude at the 
lowest frequency. 
 
 Although it is interesting to prove the instability of the centrosymmetric CuInP2Se6, 
it is also desirable to have an approach to get a dynamically stable structure. The energy 
minimum structure obtained in Figure 25 is thermodynamically more favorable than the 
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centrosymmetric structure, however, due to the imaginary frequencies in its vibrational 
DOS (shown in Figure 30), it is not dynamically stable.  
 
 
Figure 30. DOS of the energy minimum structure. 
 
The approach we have taken to get the dynamically stable structure is as follows: 
Firstly, we have introduced only the Cu off-centering motions from the eigenvectors 
corresponding to the lowest frequency at the Γ point. Then, all of the atoms are relaxed 
while keeping the cell parameters fixed. Phonon calculations have been performed on the 
resulting relaxed structure. The band structure of this relaxed (ordered) structure is shown 
in Figure 31 where it is clearly seen that along different k-vectors there is no imaginary 
frequency proving the dynamical stability of the structure. It is also worth noting that the 









Figure 32. Comparison of the experimental and simulated DOS for ordered and 
disordered CuInP2Se6 (up to 25 meV). 
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 One important issue about the centrosymmetric CuInP2Se6 structure is that in the 
reported experimental structure there is a 50% disorder possibility for the metal sites. To 
simulate the effect of this disorder on the phase stability, three different kinds of structures 
are obtained. In the first kind of them, the Cu/In disorder is introduced in the whole bulk 
system meaning Cu and In sites are randomly exchanged. Then, Cu atoms are randomly 
displaced along +z and finally all atoms are relaxed. The resulting structure is called 
“bulk_onlyposz”. For the second type of material, the Cu and In sites are randomly 
exchanged within each layer separately. Then, Cu atoms are displaced randomly along +z 
and lastly, all atoms are relaxed. The resulting structure is called “layer_onlyposz”. The 
last type of structure is similar to the second type, the only difference is Cu atoms are 
displaced randomly along both +z and -z. This structure is called “layered_bothz”. The 
phonon calculations have been made for these structures as well. The ineleastic neutron 
scattering data at 5 K (measured using the ARCS time-of-flight chopper spectrometer at 
the Spallation Neutron Source, at Oak Ridge National Laboratory255) is compared with the 
simulated data in Figure 32. It can be seen that the disordered structures have reasonable 
agreement with the experimental data. It should be noted that the “ordered” case has the 
best agreement and the disorder has caused some deterioration in the agreement with the 
experiments especially for the “layer_onlyposz” case. The full range of comparison can be 
found in Appendix C. 
5.5 Conclusions 
In the first part of this chapter, the chemical phase separation of In rich CuInP2S6 
is discussed using thermodynamic principles and the quantities of enthalpy and free energy 
of mixing. The enthalpy and free energy of mixing are calculated at four different Cu 
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concentrations for which five randomly generated structures are used to average them. 
Through the calculated values, a third order polynomial is fitted and it has been found that 
over a wide range of Cu concentration, the enthalpy of mixing is positive, implying that 
the chemical phase separation is favorable. To characterize the phase separation, the 
spinodal decomposition temperature is obtained by taking the second derivative of the free 
energy of mixing with respect to Cu concentration. It has been determined that the spinodal 
decomposition temperature are on the order of 104 K, meaning the phase separation could 
be seen even at very high temperatures. To reveal the underlying cause of the positive 
enthalpy of mixing, the electrostatic energy is calculated for the same structures using 
Bader and DDEC charges. It has been seen that there is a large positive electrostatic 
interaction contributing significantly to the positive values of the enthalpy of mixing. It 
should also be stated that both Bader and DDEC charges have given almost the same results 
meaning the electrostatic contribution is not strongly dependent on the charge assignment 
method used. From an experimental point of view, this also implies growing an In rich 
CuInP2S6 will lead to demixing of it into pure end members of it. This effect has been seen 
in PFM and EDS images for Cu1-xIn1+x/3P2S6 where x~0.22.
226 
 The second part of the chapter is about understanding the vibrational dynamics of 
CuInP2Se6. Experimentally, it has been already shown that CuInP2Se6 goes through phase 
transition starting from high temperature structure (P-31c) and ending at the low 
temperature structure (P31c). The centrosymmetric structure (P-31c) is obtained from 
ICSD and phonon calculations are performed based on it to see if it is dynamically unstable 
as seen in experiments. The calculated vibrational DOS has shown soft modes implying 
the possible instability of the centrosymmetric structure. The imaginary frequencies are 
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obtained at both zone center and zone boundaries (M, L and A k-vectors). Since the largest 
energy stabilization is seen at the Γ point, a more detailed analysis has been made for 
distortions at the zone center. At the Γ point, the eigenvectors corresponding to each of the 
four imaginary frequencies are followed to generate the energy potential curve starting 
from the undistorted (centrosymmetric) structure. It has been determined that the lowest 
two frequencies cause energy stabilization. At the lowest frequency of the Γ point, it has 
been seen that the distortions have ferroelectric property where the most important motion 
is off-centering of Cu atoms. Together with it, the rotational motions of Se atoms are also 
seen. At this frequency, the centrosymmetric structure is distorted along the corresponding 
eigenvector and the polarization is calculated with respect to the increasing distortions. At 
the second lowest frequency, no ferroelectric character is seen. To understand the effect of 
metal and non-metal distortions on the stability of the structure, at each frequency, the 
corresponding eigenvector is modified so that it has either only metal or non-metal 
distortions in it. By distorting the centrosymmetric structure along these modified motions, 
separate energy potential curves are obtained, showing no instability with pure metal or 
non-metal motions. This implies the instability cannot be simplified as a consequence of 
pure metal or non-metal motions and there is a collective effect of all atoms causing the 
instability. 
 Although it is possible to have a structure more stable than the centrosymmetric 
one by following the eigenvector at the lowest frequency, investigating its vibrational DOS, 
it has been seen that energy minimum structure is dynamically unstable. The dynamically 
stable structure has been obtained by first off-centering Cu atoms and then relaxing all of 
the atoms. To see the effect of disorder in the structure, disorders are introduced in either 
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bulk or layer-wise. Then, all Cu atoms are randomly off-centered along z axis and finally 
all atoms are relaxed. The disordered and relaxed structure have shown dynamic stability. 
The vibrational DOS of the ordered and the disordered structures are compared with the 
experimental data and a decent agreement has been seen for all cases. This implies even if 
the structure is disordered in reality, it can still attain its dynamic stability and structural 





CONCLUSIONS & OUTLOOK 
 
 MOFs present huge opportunities in many areas, including gas capture, storage, 
sensing, catalysis etc. due to their high surface area, void fraction, and chemical tunability. 
One of the advantages of MOFs over conventional adsorbents is numerous combinations 
that can be made with many different linkers and metal centers. This gives rise to not only 
high pore volumes and pore sizes, but also different chemistry in the structures. 
Considering the functionalizable characteristic of linkers in MOFs, the affinities of MOFs 
towards/against a particular species can be tailored much easier than zeolites, activated 
carbon etc. It has been shown that MOFs can be relatively easily synthesized and today 
there are thousands of MOFs synthesized some of which are commercially available.26, 256 
Despite these advantages, it should be kept in mind that many MOFs have low structural 
stability.256 
 Since there are already a large number of existing MOFs and the number of 
theoretical and synthesized MOFs is increasing rapidly, it is not practical to test the 
performances of them experimentally for even a particular adsorbate. Considering the fact 
that there are many complex applications for which MOFs can be useful, evaluations of 
MOFs for a single adsorbate may not be sufficient and multiple adsorbates may have to be 
investigated in the same medium. All of these facts show that if it is desired to identify best 
performing materials for many applications, the experimental efforts will be time 
consuming. Thus, experimental studies are generally comprised of a number of materials 
and computational studies are key to expedite the search for best materials for a specific 
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application. Computational studies can also reveal phenomena that cannot be measured 
experimentally. Depending on the level of accuracy desired, computational studies can 
investigate tens, hundreds or even thousands of structural properties of materials. 
 Generally, computational studies on gas storage and separation in MOFs rely on 
generic FFs which are not specifically developed for MOFs. These studies span a range of 
molecules including CH4, H2, CO2, N2, noble gas etc. 
24, 27, 257, 258 Although they may give 
satisfactory adsorption predictions in MOFs without open metal sites259, these generic FFs 
cannot describe adsorbate-adsorbent interactions well in MOFs with open metal sites149. 
One of the possible advantages of ab-initio based FFs over generic FFs is that since the 
former is derived for specific adsorbate-MOF interactions, it is more likely to see ab-initio 
based FFs to be transferable to similar MOFs. Assuming the predictions of ab-initio based 
FFs are accurate enough, they could be better candidates to be used for MOF screening 
than generic FFs. Depending on the accuracy of ab-initio based FFs, the diffusion 
properties of top performing MOFs can also be studied.  
 In this study, we have derived first principles based FFs to predict noble gas 
adsorption in MOFs and compared their prediction performances with experimental 
uptakes. To our knowledge, the developed FFs are the first FFs in the literature that are 
specifically targeting noble gas-MOF interactions. Until now, for noble gas adsorption, 
generally, polarization effects are neglected in the classical simulations. One of the 
strengths of this work is that FFs are developed by taken into account both dispersion and 
polarization effects. Although there are approaches to fit FF terms to partitioned DFT 
energy components including polarization16, 207, our approach utilizes the total DFT 
energies and partitions the classical FF expression into two terms. By investigating 
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hundreds of configurations in the pore space, the average contribution of is determined to 
be as small as 1 %, even for Xe adsorption, which should have the highest polarization in 
a material compared to Ar or Kr. This finding is important to show a basis to omit 
polarization term for deriving FFs for noble gas adsorption. Although our polarization 
description could have included more terms, they are not required since the most important 
term has already been included and higher terms have less magnitude. Since polarization 
calculations require use of accurate charges, in this case DDEC charges, omitting 
polarization term can save some computational time. Our FF development procedure 
includes both random and GCMC generated configurations meaning two different pore 
sampling approaches are combined. While random configurations span both negative and 
positive interaction energies, GCMC configurations are the equilibrated configurations 
which, by definition, have negative interaction energies. One important point to note about 
these approaches is that there are cases where GCMC configurations could describe the 
strongest binding configurations while randomly generated configurations have weaker 
bindings. Thus, it is significant to include GCMC configurations in a FF development 
procedure to describe adsorption phenomena more accurately. Three DFT functionals 
(PBE-D2, vdW-DF, and vdW-DF2) have been used to derive FFs which are selected based 
on the success they have shown in predicting some of the adsorption properties in porous 
materials75, 135, 136, their relatively low computational cost, and their availability in VASP. 
The adsorption isotherms and heats of adsorption curves generated by the derived FFs have 
been compared with a generic FF, UFF, as well as experimental data to identify advantages 
and disadvantages of the developed FFs. It has been seen that in many cases PBE-D2 based 
FFs have good predictions compared to experimental data, especially at low pressures. 
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However, as pressure increases, vdW-DF2 based FFs start showing better performance, 
which can be clearly seen in the high pressure region of Ar adsorption in both Cu-BTC and 
ZIF-8. On the other hand, vdW-DF based FFs have the worst noble gas adsorption 
predictions for all six materials. These findings clearly show that although there are 
adsorbate-adsorbent cases where one DFT based FF can have good predictions, that 
functional cannot perform well for all adsorbate-adsorbent interactions. To understand 
overall FF performances, the absolute deviations from experimental data are obtained at 1 
bar for each FF and they are normalized by experimental loadings, assuming that the latter 
values are the correct values. By looking at those values, it has been seen that PBE-D2 and 
vdW-DF2 based FF have similar predictions compared to UFF. Overall, the best 
performing FFs, PBE-D2 based FF and UFF have 30-40% deviation from experiments.  
It is important to identify the details of adsorption by obtaining density plots and 
RDFs of adsorbates. In general, it is possible that a FF may predict the right gas uptake but 
it may be just a coincidence where adsorption sites and their strengths are wrong/lacking 
but in total they give the right number. In our M-MOF-74 density plots, for all FFs used, 
the corner sites in the 1-D pore channels are identified as the most strong adsorption sites. 
A similar observation has been made by Rana et al.148 for methane adsorption in Mg-MOF-
74. For Cu-BTC, it has been observed that the smallest pore, tetrahedral cage, is filled first. 
Although UFF does not predict adsorption in the main pores of Cu-BTC, the ab-initio based 
FFs predict some adsorption in them. Similar density plots are obtained by Hulvey et al.151 
for Ar adsorption showing strong preferential adsorption near tetrahedral cage and 
windows. In ZIF-8, both the windows and the cages adsorb noble gases and there is not a 
strong preference of one over another. Since five of the six materials studied have open 
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metal sites, it is crucial to see if there is preferential adsorption of noble gases near those 
open metal sites as noted earlier for methane storage in Cu-BTC.152 Interestingly, in both 
M-MOF-74 and Cu-BTC, the noble gases are not found to preferentially bind to open metal 
sites. Especially, for Cu-BTC, the probability of finding non-metal sites near noble gases 
is much larger than that of metal sites at close distances. For ZIF-8, which does not have 
any open metal site, noble gases are adsorbed at sites closer to non-metal atoms. 
To sum up the findings of the FF derivation work, although on a case by case basis 
the ab-initio derived FFs can beat UFF, on average, UFF has the lowest deviations from 
the experiments. Although PBE-D2 based FFs also have similar average deviations, UFF 
has the advantage of not requiring any quantum mechanical calculations. Still, it is 
important to make these observations because this tells us that for the screening of MOFs, 
calculations at the DFT level using PBE-D2, vdW-DF and vdW-DF2 functionals are not 
necessarily appropriate. It also demonstrates that UFF is not a necessarily good candidate 
for accurate predictions either. This necessitates deriving FFs using higher level quantum 
chemical calculations to have higher accuracy in predictions that can beat generic FF 
performance. However, as expected, higher accuracy comes with higher computational 
cost and if the derived FFs are not transferable, the higher computational cost has to be 
spent for many different adsorbate-adsorbent pairs. Doing so is not useful obviously for 
screening purposes. 
 There are two ways to get more accurate FFs. One way is to use cluster-based 
approaches where typically MP2 level calculations are used. Although MP2 energies 
would describe the interactions better than DFT functionals, cluster-based approaches may 
suffer from the size of the cluster models used. If the cluster size is not large enough, the 
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long-range interactions may not be captured properly in the calculations, limiting the 
accuracy of FF predictions.129 Sufficient tests must be made to ensure the cluster size is 
good enough for FF development purposes. The other way to go beyond DFT accuracy is 
to use the DFT/CC260, 261 approach. Basically, the DFT/CC calculations require calculations 
at CCSD(T), MP2 and HF levels of theory. Using those cluster calculations, a correction 
energy term can be generated and added to PBE energy calculated in periodic model. 
Having obtained corrected energy, the quantum chemical energy can be fitted to classical 
FF expressions similar to the way shown in this study. Since, PBE-D2 energies are obtained 
by adding constant dispersion correction energies to PBE energies, PBE energies can be 
calculated by a simple algebra rather than requiring separate calculations. Thus, to have the 
DFT/CC energies, the calculations needed are the ones for the clusters. A good example of 
this has been shown by Fang et al.262 for CO2 adsorption LTA-4A where PBE-D2 based 
FF overpredict the experiments quite significantly and DFT/CC based FF has close 
predictions to experiments.  
Going beyond DFT calculations is not only good to improve the accuracy of 
predictions for a particular adsorbate-adsorbent case, but it can also bring a huge advantage 
that is the transferability of FFs. If the accuracy of FFs is high enough, the same FF 
parameters can be used in different materials as long as they have the same atom types. 
This implies a huge cut in computational cost since there will not be any need to derive 
FFs for each and every case. However, it should be noted that having good predictions for 
a specific adsorption case does not mean those FF parameters will always have satisfactory 
predictions for other cases as well. For example, one may derive the FFs for ZIF-8 by 
assuming there is only one carbon type in the linkers while it is also possible to assign atom 
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types using the connectivity of the atoms. If the latter is used, there will be two types of 
carbons. Similarly, with the connectivity approach, there will be two types of hydrogens 
rather than one. It is not easy to comment on whether assigning atom types elementwise 
will be sufficient to have good FF predictions, however, if such a FF cannot predict the 
experimental case well (assuming experimental data are reliable), the connectivity based 
atom type assignment may be needed as an improvement to the FF description. An example 
of a transferable FF has been shown by Dzubak et al.16 for CO2 adsorption where their FF 
is based on MP2 calculations. In their study, multiple types of oxygen and carbon atoms 
are defined to derive the FF for CO2 adsorption Mg-MOF-74. Having validated its success 
compared to experimental data, they have used the same FF parameters for the linker part 
of MOF-5 and derived Zn parameters using the same approach. They have seen almost an 
excellent agreement with the experimental data. 
One of the significant assumptions of the calculations in this study is that structures 
are taken as rigid despite the atomic fluctuations that occur in reality. Although the 
structure does not have to deviate from its optimized, initial structure as the adsorption 
takes place, there are cases especially for MIL-53 where it may “breath” due to guest 
molecule adsorption.263 Framework flexibility becomes a bigger concern when the 
diffusion is investigated in molecular dynamics simulations.264 In such cases, the 
intramolecular interactions should also be modeled which may not be trivial due to many 
terms affecting the structure such as bond stretch, bending, torsion etc.  
Assuming that the FF accuracy is high enough, a larger set of materials can be 
screened. For this purpose, CoRE MOF database is ideal since the structure in it are, by 
definition, computationally ready to use. For the noble gas separation, the pore sizes, 
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especially PLD, are crucial, thus, PLD and LCD values of the structures in CoRE MOF29 
database are calculated which are shown in Figure 33.  
 
 
Figure 33. LCD and PLD values of the 4763 structures in CoRE MOF database. 
 
By narrowing the list into the materials with PLDs that are of are interest, the 
potential candidates for noble gas separation in the database can be extracted. To have an 
efficient separation, a material should have pore sizes close to the desired adsorbate size 
and it should also ideally block the other gases in the mixture. Figure 34 show a smaller 
PLD scale where materials in the yellow shaded areas have potential to separate Ar/Kr, 
Ar/Xe, and Kr/Xe based on PLD sizes. For instance, the bottom plot in Figure 34 shows 
the materials that can adsorb Kr (LJ size = 3.7 Å) and block Xe (LJ size = 4.1 Å). Here, the 
range is specified 0.1 Å lower than the LJ sizes to consider some flexibility effect in the 
materials. Using such an initial screening, 372, 943, and 571 structures are identified for 
Ar/Kr, Ar/Xe, and Kr/Xe separations, respectively. With a transferable and accurate FF, 
 94 
single-component adsorption isotherms can be obtained after which more detailed 
investigation can be made for top performers.  
 
 
Figure 34. Candidate CoRE MOF materials for Ar/Kr (top left), Ar/Xe (top right), and 
Kr/Xe (bottom) separation. 
 
 In Chapter 4, functionalized UiO-66 series were investigated for the separation of 
contaminants (NH3, H2S, CO2) from air. This separation is important since these 
contaminants, especially NH3, H2S, can be very harmful to human health even at very low 
concentrations. Besides determining the materials having favorable interactions with these 
gases in dry conditions, preferential interaction of the materials with the contaminants in 
humid conditions is also studied since in a real scenario air will likely be humid. Since 
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humidity is a concern in our study, the adsorbent should be stable under humidity, which 
is satisfied by parent UiO-66. Previously, Kim et al.157 has screened affinities of functional 
groups attached to the UiO-66 backbone cluster towards both ammonia and water. They 
have identified functional groups that can have favorable interactions with ammonia in dry 
and humid conditions. Their study, however, lacks long range interactions due to cluster 
modeling. In our study, we have modeled the interactions of functional groups both in 
cluster and periodic models which enables us to see effect of dispersion in the ranking of 
materials. To understand the correlation between different levels of quantum chemical 
calculations, energies obtained at DFT level (PBE-D2, M06-2X) and MP2 level are 
compared. Good correlations are observed between both MP2 and PBE-D2, and MP2 and 
M06-2X, the former being better. Thus, PBE-D2 is selected to be used in periodic model. 
Having a good correlation between MP2 and DFT functional is quite important since it 
implies the screening of materials can be done reliably at a reasonable computational cost 
at DFT level. Having validated the qualitative agreement between MP2 and PBE-D2 
energies, the interaction energies obtained at the PBE-D2 level in cluster and fully periodic 
models are also compared to see the effect of confinement. It has been determined that 
there is poor correlation between those energies, showing the importance of confinement. 
To estimate the dispersion effects, adsorbates are placed at the octahedral cage center and 
single point energies are obtained in several orientations. By extracting the dispersion part 
of the PBE-D2 energy, it has been seen that the dispersion can contribute up to 50% of the 
total adsorption energy for NH3, H2S and CO2. The dispersion energy is found to change 
considerably for different functionalized materials. For example, it changes by 20 kJ/mol 
for H2S depending on the functional group. Since the estimated dispersion effects vary 
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among the materials, ranking the materials based on cluster modeling will not be reliable 
and periodic models should be used. In periodic models, the materials are ranked based on 
the difference between the most favorable binding energies of a contaminant gas and water. 
It has been found that the rankings obtained using periodic model are different than those 
of cluster models implying the significance of long range interactions. It has also been seen 
that high affinity for a contaminant gas does not always imply favorable separation of it 
under humid conditions. The best performing materials for selective separation of NH3, 
H2S, and CO2 over H2O are [-(Cl)2, -F2, -SO3H, -I, -Br, -F, -(CF3)2, -(Br)2, -Cl, -CH3, -
(NO2)2, -NO2, -I2, -OCH3, -COOH, -(OH)2, -C=O, -(COOH)2, -(CH3)2 and -NCO], [-NO3, 
-OCH3, -F2, -CH3, -I, -(Cl)2 and -NCO] and [-F2, -(Cl)2, -CH3 and -NCO] functionalized 
UiO-66 materials, respectively. Although there are many functional groups that can cause 
stronger NH3 binding over H2O, there are only a few functional groups that can lead to 
stronger H2S and CO2 binding over H2O. 
 In spite of the fact that there is limited experimental data in the literature about 
functionalized UiO-66 materials, several conclusions can still be made. To have a 
qualitative comparison between experimental data and simulated values, the lowest 
binding energies of adsorbates in several functionalized materials are compared with the 
experimental heats of adsorption data. These two quantities are not exactly the same, thus, 
it does not allow a quantitative comparison but still it is useful for qualitative comparison 
purposes. It has been seen that the experimental ranking of water affinity for UiO-66 and 
UiO-66-NH2 and the experimental ranking of CO2 affinity in UiO-66-NH2 and UiO-66-
NO2 are consistent with the theoretical rankings obtained in this study. Moreover, the 
experimental and simulated values have good agreement with each other. 
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 To estimate the possible diffusional limitations, PLD values were calculated for 
each material. It has been observed that for 10 materials PLDs are smaller than 3 Å which 
may cause diffusion hindrance for large gas molecules such as H2S. Although diffusion is 
not of primary interest of this study, for top performers diffusional limitations should be 
further looked into to see if there are any inaccessible regions in the pore space. Another 
important factor that is not studied here is coadsorption effects. Since the adsorbates are 
placed separately in the structures, synergistic effects are not included which may increase 
or decrease affinity of a gas in the presence of another gas. However, our approach is still 
useful to create a shortlist of materials from tens of possible functional groups and guide 
the experimental efforts. 
 The last portion of this thesis focuses on the physical properties of several non-
porous layered materials. In Chapter 5, phase stabilities of CuInP2S6 and CuInP2Se6 are 
discussed using different approaches. The former is investigated from a thermodynamic 
perspective where enthalpy and free energy of mixing are calculated for In rich CuInP2S6. 
Assuming pure phases of CuInP2S6 and In4/3P2S6, over a wide range of Cu concentration, 
a favorable chemical phase separation has been determined. The electrostatic energy 
contribution to the positive enthalpy of mixing has been determined to be significant for 
the phase separation using both Bader and DDEC charges. This phase separation can be 
seen as spinodal decomposition below the calculated spinodal decomposition temperatures. 
Since these temperatures are very high (104 K), practically it is possible to see the phase 
separation at the material growth conditions, which has been verified by experimental 




 The phase instability of centrosymmetric CuInP2Se6 structure has been investigated 
by calculating vibrational motions at the zone center and zone boundaries (M, L, A k-
vectors). At these k-vectors, imaginary frequencies have been obtained and the 
corresponding eigenvectors have been followed to generate the potential energy surface. It 
has been seen that the largest energy lowering occurs at the zone center and thus more 
calculations have been done at the Γ point. At the lowest frequency of the Γ point, the 
distortions lead to ferroelectric order in the structure. The corresponding polarization is 
calculated with respect to the magnitude of the distortion. To see if the energy stabilization 
can be approximated by only metal or non-metal distortions, eigenvectors are modified in 
a way that structures have only metal or non-metal distortions. By using those distortions, 
new potential energy curves are obtained which showed no energy stabilization. This 
implies that to see the energy stabilization a collective motion of all atoms are required and 
pure metal or non-metal distortions are not sufficient. Although it is possible to have more 
stable structure than the centrosymmetric structure by following the eigenvector at the 
lowest frequency of the Γ point, the former is not dynamically stable. To have the 
dynamically stable structure, firstly Cu atoms are off-centered by following the eigenvector 
distortions for Cu and then all of the atoms are relaxed. Finally, the possibility of disorder 
in the structure is also taken into account by introducing random disorders of metal sites in 
the whole bulk system or within each layer. Then, Cu atoms are off-centered along z axis 
and all atoms are relaxed. The vibrational DOS of the ordered structure agrees well with 
the experimental data and the disordered systems have decent agreement with the 
experimental data. It should be noted that none of them show any instability. This suggests 
even if there is a disorder in an experimental sample, dynamic stability is achievable.  
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 There are several possible future directions that can be followed for CuInP2Se6-like 
structures. As it has been outlined earlier, detailed calculations have been performed for 
distortions at the Γ point. The displacements at the high symmetry k-vectors (M, L, A) can 
be further characterized similar to the Γ point motions. For ferroelectrics, one of the aims 
is to increase the polarization of the system. One way of doing this is maximizing the 
displacement of M3+ sites and minimizing M1+ displacement. This obviously requires 
replacing Cu1+ and In3+ sites with other candidate ions with the same valency, i.e. replacing 
In3+ with Sb3+. Another way of achieving this can be maximizing M1+ displacement by 
using a M3+ which would fit very well into the octahedral cage of Se atoms and not move 
much. Lastly, from a practical use perspective of these materials, the switching properties 
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Table 7. Derived force field parameters for Co-MOF-74. 
Co-MOF-74 PBE-D2 vdW-DF vdW-DF2 
 ε(K) σ(Å) ε(K) σ(Å) ε(K) σ(Å) 
H-Ar 3.328 3.297 379.310 2.828 52.354 2.832 
C-Ar 38.439 3.474 52.363 3.565 53.618 3.470 
O-Ar 74.654 3.248 108.820 3.297 164.836 3.120 
Co-Ar 154.778 3.109 204.131 3.207 50.980 3.412 
H-Xe 111.070 3.045 515.951 2.902 67.529 3.127 
C-Xe 50.569 3.746 113.012 3.764 85.467 3.754 
O-Xe 126.058 3.435 16.351 4.190 172.063 3.436 




Table 8. Derived force field parameters for Ni-MOF-74. 
Ni-MOF-74 PBE-D2 vdW-DF vdW-DF2 
 ε(K) σ(Å) ε(K) σ(Å) ε(K) σ(Å) 
H-Ar 82.761 2.781 556.072 2.764 96.614 2.706 
C-Ar 59.596 3.415 22.316 3.780 62.023 3.439 
O-Ar 40.741 3.412 134.217 3.281 134.661 3.154 
Ni-Ar 249.157 3.117 239.552 3.135 51.918 3.461 
H-Xe 165.573 2.950 465.085 2.950 206.695 2.926 
C-Xe 92.418 3.618 136.303 3.742 55.579 3.863 
O-Xe 59.839 3.616 6.516 4.487 136.081 3.488 














Table 9. Derived force field parameters for Zn-MOF-74. 
Zn-MOF-74 PBE-D2 vdW-DF vdW-DF2 
 ε(K) σ(Å) ε(K) σ(Å) ε(K) σ(Å) 
H-Ar 36.141 2.957 106.027 3.021 40.066 2.907 
C-Ar 42.925 3.461 107.438 3.441 39.934 3.518 
O-Ar 71.147 3.300 133.997 3.229 147.642 3.171 
Zn-Ar 420.107 2.901 80.596 3.311 294.334 2.982 
H-Xe 67.693 3.113 61.470 3.348 52.803 3.245 
C-Xe 93.532 3.576 150.958 3.663 60.448 3.772 
O-Xe 51.566 3.697 144.520 3.553 105.028 3.592 




Table 10. Derived force field parameters for Mg-MOF-74. 
Mg-MOF-74 PBE-D2 vdW-DF vdW-DF2 
 ε(K) σ(Å) ε(K) σ(Å) ε(K) σ(Å) 
H-Ar 37.171 2.943 289.769 2.923 3.345 3.534 
C-Ar 41.524 3.487 56.289 3.513 48.664 3.476 
O-Ar 62.350 3.330 116.701 3.299 161.272 3.146 
Mg-Ar 500.749 2.785 332.103 2.971 217.239 2.982 
H-Xe 62.490 3.155 57.441 3.372 47.666 3.301 
C-Xe 68.506 3.659 155.331 3.658 57.711 3.796 
O-Xe 52.662 3.651 100.188 3.629 114.757 3.564 




Table 11. Derived force field parameters for ZIF-8. 
ZIF-8 PBE-D2 vdW-DF vdW-DF2 
 ε(K) σ(Å) ε(K) σ(Å) ε(K) σ(Å) 
H-Ar 110.679 2.647 52.469 3.054 176.008 2.616 
C-Ar 22.864 3.761 59.430 3.594 29.188 3.723 
N-Ar 374.859 2.387 601.377 2.515 166.353 2.411 
Zn-Ar 107.188 2.813 107.894 4.756 107.188 2.813 
H-Xe 131.705 2.995 31.717 3.367 183.048 2.941 
C-Xe 23.440 4.085 44.810 4.116 35.907 4.139 
N-Xe 681.114 2.831 1617.740 2.534 1342.592 2.293 





Table 12. Derived force field parameters for Cu-BTC. 
Cu-BTC PBE-D2 vdW-DF vdW-DF2 
 ε(K) σ(Å) ε(K) σ(Å) ε(K) σ(Å) 
H-Ar 43.364 2.784 272.412 2.819 101.287 2.623 
C-Ar 52.327 3.433 80.119 3.459 76.827 3.390 
O-Ar 57.899 3.306 54.718 3.462 68.363 3.282 
Cu-Ar 254.085 2.881 332.408 2.911 142.607 2.740 
H-Xe 113.358 3.009 65.349 3.336 258.391 2.911 
C-Xe 81.649 3.620 134.442 3.729 113.761 3.705 
O-Xe 101.198 3.481 73.826 3.729 13.585 4.145 































Table 13. Comparison of cell parameters of experimental and optimized structures.  
 CoRE (CSD) MOF/Equivalent CoRE (CSD) MOF/Optimized structure 
(PBE-D2, vdW-DF, vdW-DF2) 































































































































































































MOF-74 1123 1178 1191 1292 13 9 8 
Mg-
MOF-74 1691 1744 1748 1530 -11 -14 -14 
Ni-
MOF-74 1118 1151 1161 1199 7 4 3 
Zn-
MOF-74 1304 1337 1343 973 -34 -37 -38 
Cu-BTC 2198 2285 2292 1603 -37 -43 -43 





Figure 35. Comparison of vdW-DF2 and fitted FF binding energies for Xe-HKUST-1 
(GCMC configurations generated at 100 (top) and 1 bar (bottom)). 
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Figure 40. Heat of adsorption values for Ar-Cu-BTC at 308 K. 
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Figure 42. Density plots for Xe adsorption in Cu-BTC using PBE-D2 based FF at 308 K 




Figure 43. Density plots for Ar adsorption in Co-MOF-74 using PBE-D2 based FF at 





Figure 44. Density plots for Ar adsorption in ZIF-8 using PBE-D2 based FF at 308 K 





SUPPLEMENTARY INFORMATION FOR CHAPTER 4 
 
Table 15. Lowest NH3 binding energies in clusters (kJ/mol). 
 MP2 PBE-D2 M06-2X 
-(CF3)2 -14.0 -22.1 -19.5 
-(CH3)2 -8.1 -16.0 -7.5 
-(COOH)2 -41.4 -56.9 -51.0 
-(NH2)2 -16.7 -26.6 -23.3 
-(OCH3)2 -11.8 -19.6 -28.2 
-(OH)2 -32.9 -45.9 -39.3 
bare UiO-66 -5.5 -11.5 -9.9 
-Br -6.7 -17.1 -14.2 
-(Br)2 -10.7 -18.5 -15.8 
-C=O -16.3 -25.0 -21.5 
-CF3 -12.0 -20.1 -17.1 
-CH2-F -14.1 -24.8 -19.0 
-CH2-NH2 -17.6 -28.3 -26.1 
-CH3 -5.2 -10.3 -8.0 
-Cl -9.0 -16.6 -14.0 
-(Cl)2 -10.4 -18.1 -15.5 
-CN -16.2 -24.9 -22.0 
-CHO -14.6 -23.2 -19.2 
-COOAg -78.0 -113.7 -108.6 
-COOCu -159.7 -174.3 -141.0 
-COOH -38.3 -53.0 -47.8 
-COOK -47.3 -62.6 -61.2 
-COOLi -80.8 -91.2 -85.8 
-COONa -62.3 -75.9 -72.5 
-F -10.4 -16.7 -13.5 
-F2 -11.5 -18.0 -14.8 
-I -1.8 -15.4 -13.1 
-I2 -5.4 -17.0 -16.9 
-NCO -14.9 -22.1 -20.9 
-NH2 -17.8 -28.0 -24.2 
-NO2 -14.2 -21.3 -19.1 
-NO3 -14.2 -20.5 -23.8 
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Table 15 (continued). 
 MP2 PBE-D2 M06-2X 
-OCH3 -11.6 -19.6 -18.7 
-OH -33.3 -47.3 -40.4 
-OOH -37.3 -53.4 -47.1 
-SO3H -51.8 -64.1 -66.5 
 
 
Table 16. Lowest H2S binding energies in clusters (kJ/mol). 
 MP2 PBE-D2 M06-2X 
-(CF3)2 -5.1 -12.1 -12.2 
-(CH3)2 -10.1 -18.4 -18.3 
-(COOH)2 -16.3 -30.4 -25.1 
-(NH2)2 -14.6 -24.6 -23.5 
-(OCH3)2 -10.9 -16.9 -24.6 
-(OH)2 -12.3 -20.6 -17.6 
bare UiO-66 -6.8 -13.9 -14.2 
-Br -7.3 -13.9 -15.4 
-(Br)2 -6.0 -12.6 -13.4 
-C=O -10.1 -18.2 -14.2 
-CF3 -5.9 -14.6 -14.4 
-CH2-F -7.7 -19.5 -10.8 
-CH2-NH2 -13.0 -28.7 -22.2 
-CH3 -9.2 -16.6 -17.0 
-Cl -6.8 -14.0 -10.8 
-(Cl)2 -5.7 -12.4 -13.5 
-CN -10.1 -17.4 -15.0 
-CHO -10.9 -20.1 -15.1 
-COOAg -43.1 -76.2 -71.0 
-COOCu -114.5 -140.5 -102.2 
-COOH -43.4 -55.8 -54.9 
-COOK -27.7 -48.5 -39.7 
-COOLi -37.7 -55.2 -45.1 
-COONa -31.7 -53.9 -44.8 
-F -6.0 -12.9 -11.9 
-F2 -5.5 -11.0 -11.0 
-I -0.6 -8.2 -9.9 




Table 16 (continued). 
 MP2 PBE-D2 M06-2X 
-NCO -6.6 -13.0 -14.1 
-NH2 -13.0 -21.5 -21.4 
-NO2 -8.1 -15.4 -12.9 
-NO3 -7.7 -14.5 -16.2 
-OCH3 -9.9 -17.5 -18.7 
-OH -10.9 -20.8 -17.3 
-OOH -14.6 -27.3 -25.8 
-SO3H -20.6 -33.1 -30.4 
 
 
Table 17. Lowest H2O binding energies in clusters (kJ/mol). 
 MP2 PBE-D2 M06-2X 
-(CF3)2 -12.8 -19.3 -15.6 
-(CH3)2 -12.4 -21.9 -19.1 
-(COOH)2 -38.1 -54.0 -49.7 
-(NH2)2 -23.3 -32.8 -28.2 
-(OCH3)2 -17.6 -23.6 -31.0 
-(OH)2 -25.8 -33.0 -31.2 
bare UiO-66 -9.1 -17.3 -14.9 
-Br -9.6 -14.1 -14.5 
-(Br)2 -10.1 -17.9 -15.2 
-C=O -23.0 -32.3 -29.4 
-CF3 -11.8 -19.1 -17.0 
-CH2-F -19.7 -29.9 -9.0 
-CH2-NH2 -11.1 -42.6 -30.5 
-CH3 -11.3 -19.9 -17.5 
-Cl -9.2 -16.9 -14.5 
-(Cl)2 -8.5 -17.3 -15.2 
-CN -19.2 -26.9 -25.3 
-CHO -22.0 -32.2 -28.4 
-COOAg -45.8 -67.8 -74.9 
-COOCu -96.5 -110.7 -94.2 
-COOH -64.9 -79.3 -79.1 
-COOK -61.8 -75.8 -74.4 
-COOLi -70.1 -90.0 -79.9 




Table 17 (continued). 
 MP2 PBE-D2 M06-2X 
-F -13.3 -18.2 -16.9 
-F2 -13.4 -18.5 -17.6 
-I -1.0 -15.7 -13.0 
-I2 -1.9 -16.1 -13.5 
-NCO -12.3 -22.1 -23.3 
-NH2 -21.6 -29.3 -25.3 
-NO2 -16.9 -24.0 -23.5 
-NO3 -16.5 -23.9 -24.6 
-OCH3 -16.7 -23.8 -21.2 
-OH -25.8 -33.4 -31.6 
-OOH -27.1 -40.1 -36.8 



















Table 18. Lowest binding energies (kJ/mol) of NH3 in cluster and periodic models at 
PBE-D2 level. 
 Periodic  Cluster  
-OOH -128.6 -53.4 
-SO3H -118.8 -64.1 
-(OH)2 -117.2 -45.9 
-COOH -99.7 -53.0 
-(COOH)2 -99.3 -56.9 
-(Br)2 -89.7 -18.5 
-CHO -82.4 -23.2 
-OCH3 -80.4 -19.6 
-NO2 -78.9 -21.3 
-(OCH3)2 -77.0 -19.6 
-F2 -72.7 -18.0 
-(Cl)2 -71.5 -18.1 
-(CF3)2 -69.3 -22.1 
-I -63.2 -15.4 
-Br -63.1 -17.1 
-C=O -62.3 -25.0 
-(NH2)2 -61.3 -26.6 
-NCO -59.1 -22.1 
-CN -59.0 -24.9 
-Cl -57.5 -16.6 
-I2 -55.6 -17.0 
-OH -54.0 -47.3 
-NH2 -52.3 -28.0 
-CH2-NH2 -51.9 -28.3 
-F -50.5 -16.7 
-CH2-F -39.9 -24.8 
Bare UiO-66 -33.8 -11.5 
-CH3 -32.2 -10.3 
-(CH3)2 -31.8 -16.0 
-CF3 -31.2 -20.1 







Table 19. Lowest binding energies (kJ/mol) of H2S in cluster and periodic models at 
PBE-D2 level. 
 Periodic  Cluster 
-NO3 -105.6 -14.5 
-OCH3 -93.8 -17.5 
-(OH)2 -92.7 -20.6 
-OOH -74.4 -27.3 
-CH2-NH2 -74.3 -28.7 
-(OCH3)2 -70.3 -16.9 
-SO3H -69.0 -33.1 
-(COOH)2 -64.3 -30.4 
-NCO -58.2 -13.0 
-CHO -56.9 -20.1 
-COOH -54.5 -55.8 
-(NH2)2 -49.2 -24.6 
-F2 -48.8 -11.0 
-NH2 -44.9 -21.5 
-NO2 -43.6 -15.4 
-OH -42.4 -20.8 
-I2 -40.8 -7.1 
-I -39.8 -8.2 
-(Br)2 -38.6 -12.6 
-CN -38.3 -17.4 
-C=O -35.8 -18.2 
-CH2-F -35.7 -19.5 
Bare UiO-66 -31.0 -13.9 
-(CF3)2 -29.5 -12.1 
-CH3 -27.3 -16.6 
-Br -27.2 -13.9 
-Cl -26.8 -14.0 
-(Cl)2 -25.8 -12.4 
-CF3 -24.4 -14.6 
-F -19.3 -12.9 









Table 20. Lowest binding energies (kJ/mol) of H2O in cluster and periodic models at 
PBE-D2 level. 
 Periodic Cluster 
-OOH -130.9 -40.1 
-(OH)2 -105.7 -33.0 
-CHO -99.4 -32.2 
-(OCH3)2 -98.7 -23.6 
-CH2-NH2 -89.0 -42.6 
-(COOH)2 -88.1 -54.0 
-COOH -84.2 -79.3 
-SO3H -83.1 -55.3 
-(NH2)2 -79.2 -32.8 
-NH2 -69.4 -29.3 
-CN -67.5 -26.9 
-(Br)2 -64.9 -17.9 
-OCH3 -64.4 -23.8 
-NO2 -61.9 -24.0 
-OH -61.0 -33.4 
-NCO -54.8 -22.1 
-C=O -50.8 -32.3 
-CH2-F -45.1 -29.9 
-(CF3)2 -42.2 -19.3 
-I2 -39.5 -16.1 
-NO3 -38.7 -23.9 
Bare UiO-66 -36.5 -17.3 
-Cl -35.4 -16.9 
-Br -33.9 -14.1 
-CF3 -32.1 -19.1 
-I -28.7 -15.7 
-F -23.0 -18.2 
-(CH3)2 -21.2 -21.9 
-F2 -20.3 -18.5 
-(Cl)2 -15.5 -17.3 








Table 21. Dispersion energies (kJ/mol) at the octahedral pore centers and ratios of 
dispersion energy at the octahedral pore center/binding energy calculated with PBE-D2 
functional in periodic models of UiO-66 variants. 
 Dispersion energy (kJ/mol) Disp./BE 
 NH3 H2S CO2 NH3 H2S CO2 
bare  -3.3 -4.6 -4.5 0.10 0.15 0.30 
-Br -7.9 -11.5 -10.7 0.12 0.42 0.47 
-(Br)2 -10.6 -14.8 -14.9 0.12 0.38 0.48 
-Cl -5.5 -7.7 -7.5 0.09 0.29 0.34 
-(Cl)2 -7.1 -9.8 -9.9 0.10 0.38 0.35 
-F -3.6 -5.1 -5.0 0.07 0.26 0.21 
-F2 -4.0 -5.5 -5.5 0.05 0.11 0.11 
-I -12.3 -17.4 -16.9 0.19 0.44 0.57 
-NH2 -4.9 -7.0 -7.0 0.09 0.16 0.23 
-(NH2)2 -6.1 -8.3 -8.5 0.10 0.17 0.16 
-NO2 -5.6 -7.7 -7.4 0.07 0.18 0.23 
-(NO2)2 -6.0 -8.6 -8.8 0.06 0.11 0.11 
-OH -4.4 -6.3 -6.1 0.08 0.15 0.21 
-(OH)2 -5.4 -7.5 -7.7 0.05 0.08 0.11 
-OOH -9.3 -12.6 -12.4 0.07 0.17 0.18 
-CH2-NH2 -20.8 -25.9 -23.1 0.40 0.35 0.52 
-CH2-F -8.8 -11.6 -11.4 0.22 0.32 0.32 
-C=O -2.5 -3.5 -3.4 0.04 0.10 0.10 
-CH3 -5.7 -8.3 -8.2 0.18 0.30 0.35 
-(CH3)2 -7.2 -10.2 -10.5 0.23 0.60 0.51 
-CN -5.9 -8.8 -8.8 0.10 0.23 0.23 
-CHO -5.5 -8.0 -7.7 0.07 0.14 0.13 
-(COOH)2 -11.4 -16.2 -16.3 0.12 0.25 0.48 
-OCH3 -9.4 -13.4 -13.1 0.12 0.14 0.20 
-CF3 -9.5 -12.5 -12.3 0.30 0.51 0.59 
-(CF3)2 -10.4 -14.2 -14.7 0.15 0.48 0.53 
-COOH -7.1 -10.1 -9.9 0.07 0.19 0.26 
-I2 -18.6 -25.7 -23.7 0.34 0.63 0.71 
-NCO -15.7 -18.6 -18.9 0.27 0.32 0.30 
-(OCH3)2 -14.3 -20.2 -20.0 0.19 0.29 0.66 
-SO3H -13.3 -17.8 -18.5 0.11 0.26 0.38 





Table 22. Lowest binding energies and energy differences in kJ/mol compared to H2O 
for all adsorbates studied in periodic models. 
 NH3  H2S  H2O  CO2  NH3-H2O H2S-H2O CO2-H2O 
bare -33.8 -31.0 -36.5 -14.9 2.7 5.5 21.6 
-Br -63.1 -27.2 -33.9 -22.9 -29.3 6.6 11.0 
-(Br)2 -89.7 -38.6 -64.9 -30.8 -24.7 26.3 34.2 
-Cl -57.5 -26.8 -35.4 -22.0 -22.1 8.6 13.4 
-(Cl)2 -71.5 -25.8 -15.5 -28.3 -56.0 -10.3 -12.8 
-F -50.5 -19.3 -23.0 -24.5 -27.5 3.7 -1.5 
-F2 -72.7 -48.8 -20.3 -48.2 -52.4 -28.4 -27.9 
-I -63.2 -39.8 -28.7 -29.8 -34.5 -11.0 -1.1 
-NH2 -52.3 -44.9 -69.4 -29.9 17.1 24.5 39.4 
-(NH2)2 -61.3 -49.2 -79.2 -51.9 18.0 30.1 27.3 
-NO2 -78.9 -43.6 -61.9 -33.0 -16.9 18.3 29.0 
-(NO2)2 -101.5 -81.7 -84.4 -76.9 -17.0 2.8 7.5 
-OH -54.0 -42.4 -61.0 -28.6 7.0 18.6 32.4 
-(OH)2 -117.2 -92.7 -105.7 -70.2 -11.6 13.0 35.5 
-OOH -128.6 -74.4 -130.9 -68.5 2.2 56.4 62.4 
-CH2-NH2 -51.9 -74.3 -89.0 -44.5 37.1 14.7 44.5 
-CH2-F -39.9 -35.7 -45.1 -35.7 5.2 9.4 9.4 
-C=O -62.3 -35.8 -50.8 -32.9 -11.5 15.0 17.9 
-CH3 -32.2 -27.3 -14.5 -23.4 -17.7 -12.7 -8.9 
-(CH3)2 -31.8 -16.9 -21.2 -20.6 -10.6 4.3 0.6 
-CN -59.0 -38.3 -67.5 -38.4 8.5 29.2 29.1 
-CHO -82.4 -56.9 -99.4 -60.7 17.0 42.5 38.7 
-(COOH)2 -99.3 -64.3 -88.1 -34.2 -11.2 23.8 53.9 
-OCH3 -80.4 -93.8 -64.4 -66.1 -15.9 -29.3 -1.6 
-CF3 -31.2 -24.4 -32.1 -20.8 0.9 7.7 11.2 
-(CF3)2 -69.3 -29.5 -42.2 -27.7 -27.1 12.7 14.4 
-COOH -99.7 -54.5 -84.2 -37.2 -15.4 29.7 47.0 
-I2 -55.6 -40.8 -39.5 -33.3 -16.1 -1.3 6.2 
-NCO -59.1 -58.2 -54.8 -62.3 -4.3 -3.4 -7.5 
-(OCH3)2 -77.0 -70.3 -98.7 -30.1 21.7 28.4 68.6 
-SO3H -118.8 -69.0 -83.1 -48.7 -35.7 14.1 34.4 






Figure 45. Interaction energies in periodic models in comparison with the summation of 
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Table 23. Distortions in fractional coordinates at the lowest frequency of the Γ mode 
(Distortion magnitude = 1). 
 x y z  x y z 
Cu1 0 9.99E-16 0.006101 Se9 -0.00041 0.00033 -0.00028 
Cu2 0 9.99E-16 0.006101 Se10 -0.00041 0.00033 -0.00028 
Cu3 0 9.99E-16 0.006101 Se11 -0.00041 0.00033 -0.00028 
Cu4 0 9.99E-16 0.006101 Se12 -0.00041 0.00033 -0.00028 
Cu5 2E-15 3E-15 0.006101 Se13 -0.00041 0.00033 -0.00028 
Cu6 2E-15 3E-15 0.006101 Se14 -0.00041 0.00033 -0.00028 
Cu7 2E-15 3E-15 0.006101 Se15 -0.00041 0.00033 -0.00028 
Cu8 2E-15 3E-15 0.006101 Se16 -0.00041 0.00033 -0.00028 
In1 1 1 -0.00132 Se17 -0.00033 -0.00074 -0.00028 
In2 0 1 -0.00132 Se18 -0.00033 -0.00074 -0.00028 
In3 1 -1E-15 -0.00132 Se19 -0.00033 -0.00074 -0.00028 
In4 0 -1E-15 -0.00132 Se20 -0.00033 -0.00074 -0.00028 
In5 1 1E-16 -0.00132 Se21 -0.00033 -0.00074 -0.00028 
In6 0 1E-16 -0.00132 Se22 -0.00033 -0.00074 -0.00028 
In7 1 0 -0.00132 Se23 -0.00033 -0.00074 -0.00028 




Table 23 (continued). 
 x y z  x y z 
P1 0 -1E-15 -0.00069 Se25 0.000412 0.000742 -0.00028 
P2 0 -1E-15 -0.00069 Se26 0.000412 0.000742 -0.00028 
P3 0 -1E-15 -0.00069 Se27 0.000412 0.000742 -0.00028 
P4 0 -1E-15 -0.00069 Se28 0.000412 0.000742 -0.00028 
P5 2E-15 9.99E-16 -0.00069 Se29 0.000412 0.000742 -0.00028 
P6 9.99E-16 9.99E-16 -0.00069 Se30 0.000412 0.000742 -0.00028 
P7 2E-15 9.99E-16 -0.00069 Se31 0.000412 0.000742 -0.00028 
P8 9.99E-16 9.99E-16 -0.00069 Se32 0.000412 0.000742 -0.00028 
P9 9.99E-16 9.99E-16 -0.00069 Se33 0.00033 -0.00041 -0.00028 
P10 9.99E-16 9.99E-16 -0.00069 Se34 0.00033 -0.00041 -0.00028 
P11 9.99E-16 9.99E-16 -0.00069 Se35 0.00033 -0.00041 -0.00028 
P12 9.99E-16 9.99E-16 -0.00069 Se36 0.00033 -0.00041 -0.00028 
P13 -2E-15 0 -0.00069 Se37 0.00033 -0.00041 -0.00028 
P14 -2E-15 0 -0.00069 Se38 0.00033 -0.00041 -0.00028 
P15 -2E-15 0 -0.00069 Se39 0.00033 -0.00041 -0.00028 
P16 -2E-15 0 -0.00069 Se40 0.00033 -0.00041 -0.00028 
Se1 0.000742 0.000412 -0.00028 Se41 -0.00074 -0.00033 -0.00028 
Se2 0.000742 0.000412 -0.00028 Se42 -0.00074 -0.00033 -0.00028 
Se3 0.000742 0.000412 -0.00028 Se43 -0.00074 -0.00033 -0.00028 




Table 23 (continued). 
 x y z  x y z 
Se5 0.000742 0.000412 -0.00028 Se45 -0.00074 -0.00033 -0.00028 
Se6 0.000742 0.000412 -0.00028 Se46 -0.00074 -0.00033 -0.00028 
Se7 0.000742 0.000412 -0.00028 Se47 -0.00074 -0.00033 -0.00028 





















Table 24. Distortions in fractional coordinates at the second lowest frequency of the Γ 
mode (Distortion magnitude = 1). 
 x y z  x y z 
Cu1 0 0 -0.00625 Se9 0.000427 -0.00033 -0.00011 
Cu2 0 0 -0.00625 Se10 0.000427 -0.00033 -0.00011 
Cu3 0 0 -0.00625 Se11 0.000427 -0.00033 -0.00011 
Cu4 0 0 -0.00625 Se12 0.000427 -0.00033 -0.00011 
Cu5 2E-15 3E-15 0.006248 Se13 -0.00043 0.000331 0.000107 
Cu6 2E-15 3E-15 0.006248 Se14 -0.00043 0.000331 0.000107 
Cu7 2E-15 3E-15 0.006248 Se15 -0.00043 0.000331 0.000107 
Cu8 2E-15 3E-15 0.006248 Se16 -0.00043 0.000331 0.000107 
In1 6E-16 1 0.001074 Se17 0.000331 0.000757 -0.00011 
In2 9.99E-16 1 0.001074 Se18 0.000331 0.000757 -0.00011 
In3 6E-16 -1E-15 0.001074 Se19 0.000331 0.000757 -0.00011 
In4 9.99E-16 -1E-15 0.001074 Se20 0.000331 0.000757 -0.00011 
In5 1 2E-16 -0.00107 Se21 -0.00033 -0.00076 0.000107 
In6 0 2E-16 -0.00107 Se22 -0.00033 -0.00076 0.000107 
In7 1 0 -0.00107 Se23 -0.00033 -0.00076 0.000107 
In8 0 0 -0.00107 Se24 -0.00033 -0.00076 0.000107 
P1 0 9.99E-16 0.000242 Se25 -0.00043 -0.00076 -0.00011 
P2 0 9.99E-16 0.000242 Se26 -0.00043 -0.00076 -0.00011 





Table 24 (continued). 
 x y z  x y z 
P4 0 9.99E-16 0.000242 Se28 -0.00043 -0.00076 -0.00011 
P5 9.99E-16 9.99E-16 -0.00024 Se29 0.000427 0.000757 0.000107 
P6 9.99E-16 9.99E-16 -0.00024 Se30 0.000427 0.000757 0.000107 
P7 9.99E-16 9.99E-16 -0.00024 Se31 0.000427 0.000757 0.000107 
P8 0 9.99E-16 -0.00024 Se32 0.000427 0.000757 0.000107 
P9 -1E-15 -2E-15 0.000242 Se33 -0.00033 0.000427 -0.00011 
P10 -1E-15 -2E-15 0.000242 Se34 -0.00033 0.000427 -0.00011 
P11 -1E-15 -2E-15 0.000242 Se35 -0.00033 0.000427 -0.00011 
P12 -1E-15 -2E-15 0.000242 Se36 -0.00033 0.000427 -0.00011 
P13 -2E-15 0 -0.00024 Se37 0.000331 -0.00043 0.000107 
P14 -2E-15 0 -0.00024 Se38 0.000331 -0.00043 0.000107 
P15 -2E-15 0 -0.00024 Se39 0.000331 -0.00043 0.000107 
P16 -2E-15 0 -0.00024 Se40 0.000331 -0.00043 0.000107 
Se1 -0.00076 -0.00043 -0.00011 Se41 0.000757 0.000331 -0.00011 
Se2 -0.00076 -0.00043 -0.00011 Se42 0.000757 0.000331 -0.00011 
Se3 -0.00076 -0.00043 -0.00011 Se43 0.000757 0.000331 -0.00011 
Se4 -0.00076 -0.00043 -0.00011 Se44 0.000757 0.000331 -0.00011 
Se5 0.000757 0.000427 0.000107 Se45 -0.00076 -0.00033 0.000107 
Se6 0.000757 0.000427 0.000107 Se46 -0.00076 -0.00033 0.000107 
Se7 0.000757 0.000427 0.000107 Se47 -0.00076 -0.00033 0.000107 
Se8 0.000757 0.000427 0.000107 Se48 -0.00076 -0.00033 0.000107 
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Figure 47. Energy profiles at increasing negative frequencies of M point (from top left to 
bottom right) with respect to displacement magnitude for fully distorted structure. 
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Figure 48. Energy profiles at increasing negative frequencies of L point (from top left to 












Figure 49. Energy profiles at increasing negative frequencies of A point (from top left to 
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