According to the asymptotic equipartition property, sufficiently long sequences of random variables converge to a set that is typical. While the size and probability of this set are central to information theory and statistical mechanics, they can often only be estimated accurately in the asymptotic limit due to the exponential growth in possible sequences. Here, we derive a time-inhomogeneous dynamics that constructs the properties of the typical set for all finite length sequences of independent and identically distributed random variables. These dynamics link the finite properties of the typical set to asymptotic results and allow the typical set to be applied to small and transient systems. The main result is a geometric mapping -the triangle map -relating sequences of random variables of length n to those of length n + 1. We show that the number of points in this map needed to quantify the properties of the typical set grows linearly with sequence length, despite the exponential growth in the number of typical sequences. We illustrate the framework for the Bernoulli process and the Schlögl model for autocatalytic chemical reactions and demonstrate both the convergence to asymptotic limits and the ability to reproduce exact calculations.
. These results all rely on an asymptotic limit, a 52 situation we avoid here.
53
The existence of the typical set was first shown for 54 finite alphabets generating independent identically dis- possible sequences, which is comparable to the number 81 of galaxies in the known universe [41] . In this work, we 82 address these challenges.
83
Here we present a quantitative framework for the typ- 
108

II. BACKGROUND AND NOTATION
109
Consider a particular sequence generated by some dy-110 namical processω n with joint probability µ(ω n ). Though
111
we will refer to n as the length of the sequence, it could 112 also be a dimensionless measure of time, n = t/∆t. In-113 dividual states will be labeled by j = 1, 2, . . . , M . We 114 will assume all states are independent and the probabil-115 ity distribution over the states p j , such that j p j = 1,
116
is stationary with respect to n. Sequences are then inde-117 pendent, identically distributed (i.i.d.) random variables.
118
While the marginal probability p is stationary, the joint 119 probability over sequences need not be stationary. The 120 dynamics can generate M n possible sequences and only
121
in the infinite limit does the difference in probability be-
122
tween any two sequences go to zero through the AEP, however, the entropy rate 
The parameter ∈ R + is fixed and, together with n, we choose so that µ{A n } = 0 for all n.
137
An asymptotic upper bound on the size of the typical
In the infinite n limit, can be made arbitrarily small 
III. EVOLUTION OF TYPICAL AND
153
ATYPICAL SEQUENCES
154
The biased coin example highlights the need to predict 155 the typical set for sequences that are longer than those ac- probabilities evolve under two different dynamics.
181
We next make the relationship betweenω n , µ(ω n ) and
182
the macrosequences more precise. Doing so will allow 183 us to predict which sequences will be typical at n. We 184 begin by defining a partition using the typical set over 185 the space of all sequences of length n, Ω n .
186
A. Macrosequence dynamics
187
For each n, a natural partition over the sequences uses
188
A n and its complement, which represents all atypical se-
We can further divide the complement C n into the lower complement, C n l = {ω n : µ(ω n ) < e −n(H+ ) }, and the upper complement, C n u = {ω n : µ(ω n ) > e −n(H− ) }. The union of the three macrosequences cover Ω n ,
where S ordered, the sequenceω n will be a subsequence of at most
215
M sequences of length n + 1. We call this set of length 216 n + 1 sequences the "children" ofω n ,
In this nomenclature, sequences transition between the 218 typical and atypical sets by producing "offspring". The
219
second generation children are
2 children in the next generation, and so on.
222
The dynamics for the number of sequences in a 223 macrosequence is given by the transition probability
The transition matrix is right stochastic, α R αβ (n) = 225
1. The probability a sequence occupies each macrose-
such that 3 α=1 s n (α) = 1. The quantity |ω n ∈ S n α | is the number of sequences in the macrosequence S n α . The transition matrices can be used to evolve the occupation probabilities s n from n to n
where n > n. Recall that the rate of growth of all se- Unless µ(ω n ) is a uniform distribution, the total joint 233 probability in a macrosequence is not equal to s n (x).
234
Just as we did in the last section, we need to find the 235 overlap of µ(ω n ) and the three macrosequences. As the
With increasing n, the joint probability tends towards a uniform distribution and the sample entropy, −n −1 ln µ(ωn), distribution concentrates. The changes in distribution occur as individual sequences move between typical (blue) and atypical (red) macrosequences. The dynamics of these macrosequences are an alternative route to quantify the size and probability in the typical set.
length of the sequences tends to infinity, the joint prob- 
where ⊗ is the standard Kronecker product, in this case, between two vectors. The total joint occupation probability of belonging to a macrosequence, S n α ,
is normalized so 3 α=1 q n (α) = 1. Using the definition of children in this case, Eq. (13), the time-dependent transition probabilities are
These right-stochastic transition matrices evolve the marginal probability of each macrosequence
where n > n. Together, the set of transition matrices (a)¯µ ber, s n (α), and probability, q n (α), of sequences in each 281 macrosequence. We will call the mapping C p (μ(ω n )) the 282 triangle map.
283
The upper and lower bounds of the typical set at n and 284 n + 1 over C p (μ(ω n )) divides the spaceμ(ω n+1 ) ×μ(ω n ) 285 into nine regions (dashed lines in Fig. (3) ). These regions 286 can be used to define a dynamics for entrance into and es-287 cape from the macrosequences, including the typical set.
288
The number of points in each cell defines the transition 289 probability for R(n) between any two macrosequences.
290
The total probability in each cell defines the transition 291 probability for Q(n) between any two macrosequences, 
IV. EXAMPLES
307
Now we apply the framework to examples that will il- 
331
The asymptotic bounds for the size of the typical set can 332 be quite poor for n ∞. As n becomes larger, though, example, we use (2M + 3)n = 300 points on C p (μ(ω n )) 
The redundancy measures the information carrying ca- 
352
The redundancy for finite n can then be defined as
The quantity r n is a measure of the information per sym-
354
bol used by the sequences in the typical set of length n. 
Setting this equation equal to zero gives the steady-state 
We use concentrations of X that correspond to a par- are entirely determined by a single marginal distribution.
425
We found that the number of points needed to quantify 
466
Define a second triangle formed fromμ(ω n ) and one child from C p (μ(ω n )) as with points (0, 0), (μ(ω n ), 0), and (μ(ω n ),μ(ω n )p j ). The length of the hypotenuse for is r = μ(ω n ) 2 + (μ(ω n )p j ) 2 . Meaning that the angles of are, θ , 90, and 180 − 90 − θ where
Therefore, and j are similar, meaning at least one 467 child intersects the hypotenuse, C p (µ(ω n )) ∈ l j . The 468 consequence of forming similar triangles is that, since force approach.
479
As described in the main text, the boundaries of the typical set at n and n + 1, {e −nI l , e −nIu , e −(n+1)I l , e −(n+1)Iu }, divide the triangle map into nine cells, Fig. (7) . Each hypotenuse can only cross a typical set boundary once. To count how many sequences, or how much probability is in each cell, we need the points where l j enters and exits each boundary. We use the location of the intersections mapped to the x axis, x o j and x f j . These intersection points of l j are given by the logical rules in Tbl. I. For example, the contribution l j makes to the transition probability, Pr[C n+1 l
|A
n ], is determined by where l j crosses the boundaries at the two points, 
.
The analytic expressions for the intersection points cor-
488
respond to locations on the CDF ρ n (x). The transition 489 probability for the sequence dynamics is then given by 490 the contribution from each line l j that enters the same
The normalization factor Z R α ensures R(n) is right 493 stochastic, α R αβ (n) = 1.
494
The length of the line segment l j in a particular cell 495 corresponds to a certain amount of cumulative probabil-
written in terms of the un-barred distribution l j = p j x,
499
and the transition probabilities are built from this CDF 500
Now, we show that the number of points needed to 501 construct the transition matrices grows linearly in In the last section, we showed that the macrosequence 516 transition probabilities at any n can be calculated from 517 the distributions (p j , ρ n , n ). Now we derive a formula
518
for the CDFs at n in terms of the marginal and CDFs at 519 n = 1.
520
Let us start with an important property of ρ n+1 . As-521 suming p j and ρ 1 are known, the CDF at n + 1, ρ n+1 (y),
522
is proportional to the number of children lying below the 523 point y on C p (μ(ω n )). 
We note, from the definition of the CDF, Eq. (27),
532
if y/p j >p j , then ρ n (y/p j ) = 1. Letting y = y/p j ,
533
ρ n (y ) can be found the same way using C p (μ(ω n−1 )).
534
Substituting ρ n−1 into ρ n gives,
Repeating until ρ 1 gives 536 ρ n+1 (y) = 1 M n k1,k2,...,kn ρ 1 ȳ p k1pk2 , . . . ,p kn .
This expression gives the exact value of ρ n (y) from ρ 1 537 andp j . To find R(n) and Q(n), the points where l j probabilities, it is not practical when n is large. However,
543
Eq. (33) shows that C p (μ(ω n )) and ρ n are a potential way 
560
Now we turn to n . We find n in terms of 1 with 561 an argument similar to that for ρ n and ρ 1 above. Only 562 now, the CDF n (y/p j ) must be multiplied by p j . Again,
563
through C p (μ(ω n )), n+1 (y) can be written in terms of 564 n (y/p j ),
Writing y = y/p j gives, 
Continuing to 1 , and again using the fact that the ran- 
