Abstract-Frame theory has been a popular subject in the design of structured signals and codes in recent years, with applications ranging from the design of measurement matrices in compressive sensing, to spherical codes for data compression and data transmission, to spacetime codes for MIMO communications, and to measurement operators in quantum sensing. Highperformance codes usually arise from designing frames whose elements have mutually low coherence. Building off the original "group frame" design of Slepian which has since been elaborated in the works of Vale and Waldron, we present several new frame constructions based on cyclic and generalized dihedral groups. Slepian's original construction was based on the premise that group structure allows one to reduce the number of distinct inner pairwise inner products in a frame with n elements from n(n−1) 2 to n − 1. All of our constructions further utilize the group structure to produce tight frames with even fewer distinct inner product values between the frame elements. When n is prime, for example, we use cyclic groups to construct m-dimensional frame vectors with at most n−1 m distinct inner products. We use this behavior to bound the coherence of our frames via arguments based on the frame potential, and derive even tighter bounds from combinatorial and algebraic arguments using the group structure alone. In certain cases, we recover well-known Welch bound achieving frames. In cases where the Welch bound has not been achieved, and is not known to be achievable, we obtain frames with close to Welch bound performance.
constants A and B such that
for all f ∈ V. A frame is called tight if A = B in this definition, and unit norm if ||f k || 2 = 1, ∀k ∈ I.
We define the coherence µ of the frame to be the maximum correlation between any two distinct columns:
Designing frames with low coherence is a problem that has connections to a wide range of fields, including compressive sensing [7] [8] [9] , [25] , [26] , [56] , spherical codes [21] , [50] , LDPC codes [28] , MIMO communications [33] , [34] , quantum measurements [27] , [44] , [46] , etc. Frame theory has also made its mark as an interesting field in its own right, with a great collection of recent work by Casazza, Kutyniok, Fickus, Mixon, and many others [10] , [11] , [13] , [15] , [16] , [29] .
Most often we will consider our frame vectors to be the columns {m i } n i=1 of a matrix M = [m 1 , m 2 , . . . , m n ] ∈ C m×n . We will speak of the coherence of M to be the coherence of the frame {m i }. The frame is tight if and only if MM * = λI m where I m is the m×m identity matrix and λ is a scalar. Furthermore, λ = A = B in (1) . If the {m i } form a unit norm tight frame, then λ = n m . It is easy to see that any orthonormal basis for a vector space is a tight frame, and consequently a frame can be regarded as a generalization of an orthonormal set which may include more vectors than the dimension of the space. One important example of a tight frame that we will encounter is when the rows of M are a subset of the rows of the n × n discrete Fourier matrix:
Definition 2: Let ω = e 2πi n , and let F be the discrete Fourier matrix, whose (i, j) th entry is ω ij . Let M = [m 1 , ..., m n ] ∈ C m×n such that the rows of M are a subset of the rows of λF for some scalar λ ∈ C. Then {m i } n i=1 is called a harmonic frame. Remark: The notion of a harmonic frame is actually more general than in this definition, as is explained in [14] , but the more general harmonic frames are also tight with equal norm elements. For our purposes, the above definition will suffice. We will touch on generalized harmonic frames in Section IV, but there is a substantial collection of results on harmonic frames in [17] and [32] .
Of great interest is when a tight frame is equiangular :
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Definition 3: A unit-norm frame {f k } k∈I is said to be equiangular if there is some constant α such that for any i = j, | f i , f j | = α.
The following theorem, known as the Welch bound and based on the results of [63] , provides a lower bound on the coherence of a frame:
Theorem 1: Let E be the field of real or complex numbers, and {f k } 1 √ m for any i and j. Algebraic constructions of up to m + 1 MUBs are known in prime-power dimensions m, allowing for a number of vectors at most m 2 + m [2] , [41] , [64] . The frame constructions presented in this paper will at times outperform this coherence, though typically with a smaller number of vectors. More importantly, though, our frames do not require m to be prime.
II. Reducing the Number of Distinct Inner
Products in Tight Frames In practice, constructing frames which are both tight and equiangular can prove difficult. It turns out, however, that we can expect reasonably low coherence from tight frames if we just require that the inner products between frame elements take on few distinct values, provided that each of these values arises the same number of times.
The following lemma, which is in some sense a generalization of the Welch bound, provides a bound on the coherence of a tight frame:
⊂ C m be a unit-norm tight frame such that the absolute values of the inner products, | f i , f j | i =j , take on r distinct values, each occurring the same number of times. Then the coherence µ of {f i } is at most a factor of √ r greater than the Welch bound. That is, µ ≤ √ r n − m m(n − 1) .
Proof: As a preliminary fact, Theorem 6.2 of [4] shows that the frame potential i,j | f i , f j | 2 is at least n 2 m with equality if and only if the frame is tight. Let α 1 , ..., α r be the distinct squared absolute values of the inner products, {| f i , f j | 2 } i =j . Since each of the α i occurs the same number of times as a squared inner product norm, we have that their arithmetic mean is equal to that of the {| f i , f j | 2 } i =j , which is 1 r
where the second equality follows from the preliminary frame potential result and the fact {f i } n i=1 is tight and unit-norm by assumption.
Thus, since all the α i are nonnegative we see that
from which the result follows. In light of Lemma 1, our goal will be to construct a tight frame whose elements have very few inner product values between them, each of which occurs with the same multiplicity. In the following sections, we will present a group theoretic way to do this.
III. Frames from Unitary Group Representations: Slepian Group Codes
In [48] , Slepian proposed a method to construct lowcoherence matrices by reasoning that the key to controlling the inner products between the columns was to reduce the number of distinct inner product values which arise. His construction, which has come to be known as a group frame, has since been generalized (see, for example [59] and [14] ). On this note, let U = {U 1 , U 2 , ..., U n } be a (multiplicative) group of unitary matrices. We can equivalently view U as the image of a faithful, unitary representation of a group G. In some works, e.g. [30] , U is taken to be a group-like unitary operator system-the image of a projective representation-but normal representations will suffice for our purposes. Such representations exist for any finite group.
Suppose that for each i, we have U i ∈ C m×m (or equivalently, U is the image of an m-dimensional representation).
T ∈ C m×1 be any vector, and let M be the matrix whose i th column is
. The inner product between the i th and j th columns of M is
Since U is a unitary group, we have U between the columns of M from n 2 to n − 1, the inner products parametrized by the non-identity elements of U. Furthermore, we have the following:
Lemma 2: Let {U 1 , ..., U n } ⊂ C m×m be a set of distinct unitary matrices which form a group under multiplication, and let v ∈ C m×1 be a nonzero vector. Each of the values v * U k v occurs as the inner product between two columns of M = [U 1 v, ..., U n v] the same number of times.
Proof: For every choice of U k and U i , there is a unique
IV. Abelian Groups and Harmonic Frames For now, we will restrict ourselves to consider representations of abelian groups. Abelian groups are the simplest groups, in a sense, and have the special property that each of their irreducible representations is one-dimensional. Therefore, if U is the image of a representation of an abelian group, then all of the elements U i can be simultaneously diagonalized by a change of basis matrix. Thus, we may assume without loss of generality that the U i are diagonal unitary matrices whose diagonal entries are powers of ω = e 2πi n :
where the k i,j are integers.
With each U j in this form, the inner products between the normalized columns of M will take the form
So we see that the entries of v simply weight the diagonal entries of U j in the above sum. In particular, without loss of generality, we may take the entries of v to be real. Furthermore, it turns out that in order for our abelian group frame to be tight, all the entries v i must be of equal norm. This follows from Theorem 5.4 in [14] . On this note, we will consider the case where v is the vector of all 1's,
so that the above inner product norm becomes simply
Notice that from Equation (8), we can see that the coherence of our final matrix would remain unchanged if we chose ω to be any other primitive n th root of unity. Let us examine the simple case where U is a cyclic unitary group, the most basic abelian group. That is, the elements of U can be written as the powers of a single unitary matrix U of order n:
where I m is the m × m identity matrix. We consider again choosing v to be the vector of all ones as in (7), and form
Note that if we express our group elements diagonally as in (6) ,
we can see that the matrix M will take the form
If the k i are distinct this is a subset of rows of the discrete Fourier matrix, hence a harmonic frame. For cyclic groups, the inner product between the columns U 1 v and U 2 v, after normalizing the columns, will take the form
, which is the value of the inner product determined by U 2− 1 in (8). A general abelian group G can be represented as follows: First express G as a direct product of, say, L cyclic groups of orders
.., ω L be the corresponding primitive roots of unity:
, where we will assume that the k ij are distinct integers modulo n j . The abelian group generated by the diagonal matrices {U 1 , ..., U L } is isomorphic to G, and an arbitrary element will take the form U
L , where a j ∈ {0, ..., n j − 1}. Our frame matrix M will then take
In this form, our previous cyclic frames clearly arise as subsets of the columns of M. It turns out that these abelian frames are the generalized harmonic frames as described in [14] , up to a unitary rotation of v or an equivalent group representation. The frame matrix M is a subset of rows of the Kronecker product
v . As such, any of these frames will be tight.
V. Equiangular Frames from Cyclic Group
Representations Let us examine the harmonic frame formed by the columns of M in (11) . [65] classified the conditions on the k i under which this frame is equiangular. Since we know these frames are tight, this determines precisely when their coherence achieves the Welch lower bound of Theorem 1.
Definition 4: Let G be a group. A difference set K = {k 1 , ..., k m } ⊂ G is a set of elements such that every nonidentity element g ∈ G occurs as a difference k i −k j the same number of times. That is, the sets Proof: The proof follows from a simple but insightful Fourier connection. Let us define
n} for any t ∈ Z/nZ, and set a t := |A t |. Furthermore, if we index the columns as = 0, 1, ..., n − 1 then the inner product associated to the th column takes the form
Since we are concerned only with the magnitude of c , we may consider the quantity
We can then write
which gives us a Fourier pairing between the α and the a t with inverse transform given by
M will be an equiangular tight frame precisely when all of the α are equal for = 0, and from the Fourier pairing this will occur precisely when the a t are equal for t = 0, i.e., when the k i form a difference set.
This concept of tight equiangular frames arising from difference sets has since been generalized and elaborated [23] , [14] , [62] . [22] showed how slightly relaxed forms of difference sets can produce frames which have coherence almost reaching the Welch Bound. Many of our results in the following sections can also be viewed as using more extensively-relaxed difference sets to produce lowcoherence frames. Difference sets have been long studied and classified [3] , [5] . They have found application in other fields as well, such as designing codes for DS-CDMA systems [24] , LDPC codes [61] , sonar and synchronization [31] , and other forms of frame design [38] .
While Theorem 2 completely characterizes the optimalcoherence frames arising from representations of cyclic groups, it reveals that equiangular frames of the form (11) are rather scarce, since the number of known difference sets is relatively small. In the following section, we will present a new strategy for selecting the integers k i which, while not always producing an equiangular frame, does yield frames with few distinct inner product values and provable low coherence.
VI. Cyclic Groups of Prime Order
We have already managed to cut down the number of distinct inner products between columns from n 2 to n−1, simply by using a unitary group to generate our columns. For cyclic groups, however, we can reduce this number even more. We first consider the case where n is prime. Let G = (Z/nZ) × , the multiplicative group of the integers modulo n. As usual, we identify the elements of Z/nZ with the integers 0, 1, ..., n−1. Since n is assumed to be a prime, G is itself a cyclic group, and consists of the n − 1 nonzero elements of G. Now let us choose m to be any divisor of n − 1, and set r := n−1 m . Since G is cyclic, it has a unique subgroup K of order m consisting of the distinct r th powers of the elements of G. In fact, if g is any generator for G, then K will be generated by k := g n−1
m . Now, if we write out the elements of K as {k 1 , ..., k m } (or equivalently in terms of a single generator k as {1, k, k 2 , ..., k m−1 }), we can form our generator matrix U as in (9), choosing ω ki to be the i th diagonal term. Note that since K consists of elements relatively prime to n, then for each i, ω ki has multiplicative order n. It follows that U also has order n and generates the cyclic group U = {U }
It turns out that this construction not only reduces the number of distinct inner product values between our columns, but it maintains the property that each such value occurs with the same multiplicity:
Theorem 3: Let n be a prime and m any divisor of
Then the columns of M = [v, Uv, ..., U n−1 v] form a unitnorm tight frame with at most n−1 m distinct inner product values between its columns, each occurring with the same multiplicity.
Proof: For any integer in the set {1, ..., n − 1}, the inner product corresponding to U (as in Equation (8)) will take the following form:
Notice the exponents of ω appearing in the above summation can be taken modulo n, since ω is an n th root of unity, and are then simply the elements of the th coset of m . Then every element in {1, ..., n − 1} can be written uniquely as a product i k j , and from Lemma 2 the n − 1 inner products v * U ikj v all arise the same number of times. As described above, the n−1 m distinct inner product values correspond to the cosets of K, i.e., for a fixed i the m inner products v * U ik1 v, ..., v * U ikm v will give rise to one of the distinct inner product values. Thus, since each distinct value corresponds to m inner products, each arising the same number of times, our result is proved.
We emphasize the power of this construction in reducing the number of inner products that we must control in order to maintain low matrix coherence. Since we are free to choose m to be any divisor of n − 1, then for properly chosen matrix dimensions, we can reasonably create matrices with just two or three distinct values of inner products between columns. In practice, this often creates matrices with remarkably low coherence, far outmatching that of any known randomly-generated matrices. In Table I , we compare the coherences of the "Group Matrices" from our construction with those of randomly-generated complex Gaussian matrices and matrices designed by randomly selecting m rows from the n × n Fourier matrix. (This latter construction is equivalent to randomly selecting the exponents k i in our cyclic generator matrix U in (9).) For convenience, we also list the lower bound on coherence from Theorem 1, and we underline the coherences which achieve this bound. Figure 1 illustrates explicitly the inner products for a random Fourier matrix vs. a Group matrix. 
VII. Sharper Bounds on Coherence for Frames from Cyclic Groups of Prime Order
In the special case where we construct our frame as in Theorem 3 (using Slepian's approach with a group U ∼ = Z/nZ and n prime), we have a great deal of underlying algebraic structure in our frame. So it should come as no surprise that we can derive sharper bounds on our coherence and even compute it exactly in some cases.
As before, let m be a divisor of n − 1, and take K = {k 1 , ..., k m } to be the unique subgroup of (Z/nZ) × of size m. Define r := n−1 m , which is the number of distinct inner product values. If r is small, it becomes relatively simple to analyze these values. For example:
Theorem 4 (r = 2): Let n be a prime, m a divisor of n − 1, and ω = e 2πi n . Let K = {k 1 , ..., k m } be the unique subgroup of (Z/nZ) × of size m, and set Proof: We will hold off on the details of the proof until Appendix B aside from mentioning that it is related to the connection made by Xia et al [65] between tight equiangular harmonic frames and difference sets. In fact, in the case where n − 1 is not divisible by 4, K forms a known difference set in Z/nZ. If we view Z/nZ as the additive group of F n , this particular case also overlaps with the tight equiangular frames classified in Theorem 3 of [23] .
As the number r of inner products increases, it becomes more complicated to explicitly compute their values or even just the coherence of the resulting frame. While there were only two cases to consider when r = 2, there are many more even for r as low as 3. We can, however, exploit the algebraic structure of our frames to yield bounds on their coherence which in practice prove to be nearly tight.
Theorem 5 (r = 3): Let n be a prime, m a divisor of n − 1, and ω = e 2πi n . Let K = {k 1 , ..., k m } be the unique subgroup of (Z/nZ) × of size m, and set
and for large enough m, we will asymptotically have the following lower bound on coherence:
which is strictly greater than the Welch bound.
Proof: We present the proof in Appendix C. From Theorem 5 we see that unlike when r = 2, we can never hope to achieve the Welch bound with these frames when r = 3. But this is not a trend, for our frames will again be able to achieve the Welch bound for certain higher values of r, including r = 4 and r = 8. This again relates to the connection with difference sets from [65] . As a result, the lower bound on coherence in Theorem 5 does not generalize to all values of r. Fortunately, the upper bound does:
Theorem 6 (General r): Let n be a prime, m a divisor of n − 1, and ω = e 2πi n . Let K = {k 1 , ..., k m } be the unique subgroup of (Z/nZ) × of size m, and set
m , then the coherence µ of M satisfies the following upper bound:
Proof: This theorem will be proved in Appendix D. This bound is strictly lower than the one from Lemma 1, which applies to all tight frames. In fact, when n > 2, we can find an even lower bound on the coherence of our frames constructed in Theorem 3 which surprisingly depends only on whether m is odd: Theorem 7 (m odd): Let n be an odd prime, m a divisor of n − 1, and ω = e 2πi n . Let K = {k 1 , ..., k m } be the unique subgroup of (Z/nZ) × of size m, and set
where β = It is worth noting that this latter bound has no analog in the r = 3 situation because m must always be even in that case. We explain the reason for this in the sequel, and give an alternate classification for exactly when this latter coherence bound applies. We illustrate the upper and lower bounds for r = 3 in Figure 2 and the two upper upper bounds from Theorem 7 for when r = 4. When r = 4, we can also derive different lower bounds on the coherence for when m is even or odd, and together with the two upper bounds from the theorems they form two non-overlapping regions in which the coherences can fall in the graph. While these regions will exist for every r, they will sometimes overlap (that is, the lower bound on coherence for m even could be less than the upper bound for m odd).
VIII. Generalized Dihedral Groups
Rather than dwell on clever constructions of general abelian groups, let us instead investigate what changes when U is nonabelian. In this case the irreducible representations at our disposal will no longer all be onedimensional, so we will no longer have all the matrices U i be simultaneously diagonal. Consequently, it is no longer clear that we can restrict our vector v to be real-valued.
One simple class of nonabelian groups is that of semidirect products of cyclic groups. On this note, consider the following group presentation (which arises in [47] ):
Here, n and r are relatively prime integers, and D is the multiplicative order of r modulo n. G n,r is precisely a semidirect product in the form Z nZ Z DZ , and if we take D = 2 and r = n − 1, we see that we obtain the familiar dihedral group D 2n .
There are n·D group elements in G n,r , each of which can be written in the form σ a τ b for some integers 0 ≤ a < n and 0 ≤ b < D. G n,r has an irreducible representation in the form
where ω = e 2πi n (see again [47] ). The informed reader might note that this representation is quite similar to that of Heisenberg groups, which have been extensively applied to the construction of frames [6] , [40] , [44] , [45] . Our following methods can be conceivably adjusted for use with Heisenberg frames as well.
In order to construct our frames, we would like to follow the example of our previous construction in Theorem 3 by selecting a representation for G n,r of the form
where m and the k i are cleverly chosen integers. Then we will select a vector v ∈ C Dm×1 and take our frame to be the columns of the matrix
. We must require that the greatest common divisor between the k i is relatively prime to n in order for the columns to be distinct, and again we satisfy this by taking n to be prime. Note that in our above notation, this will be a Dm-dimensional representation, so our resulting frame matrices will have dimensions Dm × Dn.
At this point, we can see that in order to minimize coherence we must deviate from our original construction, for if we were to set v to the vector 1 of all ones it would be fixed by [τ ] b for any b, and the inner product corresponding to [τ ] b would be 1. We must therefore be more clever in how we construct v. A natural form for v would be to find some
T ∈ C D×1 and set v equal to the periodic
The question now becomes how to choose w?
In order to preserve as much of the structure from our previous construction as possible, we would like each entry of w to have the same norm. This will ensure that the inner products corresponding to the elements [σ] a will have the same values as those in our previous construction from Theorem 3 corresponding to when U was the cyclic group Z/nZ generated by [σ] . Let us require that w d be unit norm for each d, and consider attempting to force w to satisfy the constraint that
where the indices are taken modulo D. It turns out that we can satisfy all our restrictions on w by selecting its indices to form a Zadoff-Chu (ZC) sequence [18] , [37] :
This is a well-known constant amplitude zero autocorrelation (CAZAC) sequence. Our frame elements will now take the form
where w d+b = T b w denotes the vector obtained by cyclically shifting the entries of w by b positions. Thus, as the notation would suggest, the d th entry of w d+b is w d+b . (Note that by this notation, w d is simply w itself). Our inner products will take the form
Our new frames remain tight: Theorem 8: Let n and r be relatively prime integers, and D the order of r modulo n. Let [σ] ∈ C Dm×Dm and [τ ] ∈ C Dm×Dm be the generating matrices for G n,r defined in (21) and (22) 
T ∈ C D×1 is a ZCsequence (24) , and v = w
form a tight frame. Proof: This result follows from a direct calculation, but can also be deduced from Theorem 5.4 of [14] since all the representations are of the same dimension and the corresponding components w d of v all have the same norm.
Exploiting the properties of our construction, we can bound the coherence of our new frames by that of our original frames arising from representations of cyclic groups.
Theorem 9: Let n be an integer, and k 1 , ..., k m distinct integers modulo n whose greatest common divisor is relatively prime to n. Take r an integer relatively prime to n, and D the multiplicative order of r modulo n. Set ω = e 2πi n . Consider the two frames:
1) The columns of the "cyclic frame"
2) The columns of the "generalized dihedral frame" (26), we see that the inner products for the generalized dihedral representation will take the form
where a = ar d−1 . Furthermore,
so µ D K ≤ µ cyc K . Theorem 9 allows us to bound the coherence of our generalized dihedral frames using the same bounds from Theorems 6 and 7:
Corollary 1: Let n be a prime and m a divisor of n − 1, and let K = {k 1 , ..., k m } be the unique subgroup of (Z/nZ) × of size m. Set s = n−1 m . Take r an integer relatively prime to n, and D the multiplicative order of r modulo n.
Let [σ] ∈ C Dm×Dm and [τ ] ∈ C Dm×Dm be the generating matrices for G n,r defined in (21) and (22) . If
T ∈ C D×1 is a ZC-sequence (24) , and
m distinct inner product values between them, and the coherence µ of M is bounded by
If m is odd, then the coherence of M is upper-bounded by
where
Proof: From (29), we can write out the inner product corresponding to the group element σ a τ b in the form (34) follow from Theorem 9 and the bounds given from Theorems 6 and 7.
In the case of regular dihedral groups (D = 2), our w becomes [1, i] T , and we can readily calculate our inner products to be
As we can clearly see, each of these has magnitude bounded by that of the corresponding inner product in the cyclic counterpart,
In general, the dihedral coherence could be substantially smaller than the corresponding cyclic coherence. Most importantly, by extending to generalized dihedral groups, we allow for frame matrices M with a greater variety of dimensions. In particular, the number of columns (nD) no longer need be prime.
IX. Conclusion
We have presented a method to select a set of representations of a finite cyclic group to construct tight, unit-norm group frames such that the frame elements take on very few distinct pairwise inner product values. Our construction ensures that each such inner product value arises the same number of times, allowing us to derive upper bounds on the coherence of the frames which approach the Welch lower bound. In certain cases, our construction has yielded instances of previously known tight, equiangular frames which achieve the Welch bound. We have then demonstrated how our method can be applied to constructing tight group frames from abelian and generalized dihedral groups to obtain a richer set of frames of different sizes and dimensions. We have derived similar bounds on coherence in these situations. Though we have omitted it in this paper due to space constraints, we have previously explored a way to use a variation of our method to conduct efficient searches over subsets of the representations of a finite cyclic group to quickly find group frames which achieve even lower coherence than those constructed in this paper (see [55] ). In the sequel to this paper [52] , we will realize our method in a more general context, showing how to choose representations of a general group to construct group frames. We will develop a general framework which will tie all of our previous constructions together, and it will become apparent why our cyclic group construction extends so naturally to generalized dihedral groups. Furthermore, we will identify other groups for which our method produces frames with particularly low coherence, including certain other tight, equiangular frames. An interesting future direction would be to see whether the methods we have employed in this paper could be used to control the average coherence of a frame, as defined in [1] , [43] . This could allow us to construct frames satisfying the Strong Coherence Property [1] , [43] , which have certain guaranteed performance in sparse signal processing.
Appendix A The Fourier Pairing of (12) and (13) for Cyclic
Groups of Prime Order
We will now begin to develop the tools needed to prove Theorems 4, 5, 6 and 7. We will explicitly prove Theorems 4 and 5 and defer the proofs of Theorems 6 and 7 to the sequel to this paper. Let us return to representations of the cyclic group Z/nZ, where K = {k 1 , ..., k m } (not necessarily a group), U = diag(ω k1 , ω k2 , ..., ω km ), with the powers ω ki distinct, and U = {U, U 2 , ..., U n−1 , U n = I m }. As before, taking v to be the normalized vector of all ones,
. . . ω km T . Then if we index the columns as = 0, 1, ..., n − 1, we have M as in (11) . The inner product associated to the element U takes the form c :=
We define α := |c | 2 to be the squared norm of the th inner product. If for any t ∈ Z/nZ we define the set
mod n} with size a t := |A t |, then we have the Fourier pairing given by Equations (12) and (13) . Now consider the framework of Section VI where n is a prime, m is a divisor of n − 1, and K is the unique cyclic subgroup of (Z/nZ) × . If r = n−1 m , then K consists of the nonzero r th powers in Z/nZ. Let x be a generator of (Z/nZ) × . Then the distinct cosets of K in (Z/nZ)
it is not too difficult to see that we have a bijection
It follows that
It is straightforward to see from their definitions that c 0 = α 0 = 1 and a 0 = m. With this in mind, we may write the condensed forms of (12) and (13):
In particular,
On one final note, since the roots of unity sum to 0:
Appendix B r = 2, and Proof of Theorem 4 As before, take n to be a prime, m a divisor of n − 1, and K = {k 1 , ..., k m } the unique multiplicative subgroup of (Z/nZ) × of size m. Let us examine the case where r := n−1 m = 2. Fix a multiplicative generator x for (Z/nZ) × . In this case, K has two distinct cosets: K and xK. Our frame will correspondingly have two distinct inner product values:
There are two equations of the form (38),
From ( 
From (42) and (43), we can see that since α 1 , α x , a 1 , and a x are real, then c 1 must be real as well (and thus so is c x ). This allows us to write
Lemma 3: Let n be a prime, and r and m satisfy r = n−1 m = 2. Let K be the unique subgroup of (Z/nZ) × of size m. As before, let a t be the number of pairs (k 1 , k 2 ) ∈ K×K such that k 1 −k 2 = t. Let x be the multiplicative generator of (Z/nZ) × . Then
. Proof: Let us first count the number of pairs (k 1 , k 2 ) such that k 1 − k 2 ∈ K, which will give us k∈K a k . From (36) , this is precisely equal to ma 1 . Since K is the group of nonzero squares in Z/pZ, we can write k 1 = a 2 and k 2 = b 2 for some choice of a, b ∈ (Z/pZ) × . If we let x 1 = a − b and
Equivalently, we may write
We see that for any choice of the pair (x 1 , x 2 ), there is a unique pair (a, b) which maps to it. Since we need to consider only pairs where a and b are nonzero, we must eliminate the cases where x 1 = x 2 (corresponding to when b = 0) and x 1 = −x 2 (corresponding to when a = 0). In order to have x 1 ·x 2 ∈ K, we must either have x 1 and x 2 both in K or both in xK. If −1 ∈ K, a quick counting argument shows that there are 2m(m − 2) valid choices for (x 1 , x 2 ) which satisfy x 1 ·x 2 ∈ K, each yielding a pair (a, b) with a and b nonzero. But we are concerned only with their squares a 2 and b 2 , so we can group these ordered pairs into sets of four, {(±a, ±b)}, and the number of distinct pairs (a 2 , b 2 ) with a 2 and b 2 nonzero and a 2 − b 2 ∈ K is thus
Likewise, x 1 · x 2 ∈ xK precisely when x 1 and x 2 are in opposite cosets of K. If this is true, and −1 ∈ K, then we cannot have x 1 = x 2 or x 1 = −x 2 , since this would imply that x 1 and x 2 are in the same coset. Thus, any pair (x 1 , x 2 ) in either K ×xK or xK ×K will yield x 1 ·x 2 ∈ xK, so there are 2m 2 possible pairs, each yielding a pair (a, b). Again, we must divide by 4m to get the number of feasible pairs (a 2 , b 2 ) such that a 2 − b 2 = x, and we find that
If −1 / ∈ K, then the calculations for a 1 and a x change slightly: Now the condition x 1 = −x 2 implies that x 1 and x 2 are in opposite cosets of K. Thus, we have one extra case to consider when calculating a 1 , and one less case when calculating a x , so we find
Note that −1 ∈ K, or rather -1 is a square modulo n, precisely when (Z/nZ) × contains a fourth root of unity, and since (Z/nZ) × is a cyclic multiplicative group of size n − 1, this occurs precisely when n − 1 is divisible by 4.
Proof: (Theorem 4) From (42), (43), (44) , and Lemma 3, we have that if n − 1 is divisible by 4, , and the solution with the larger norm is
, which indicates that the coherence is
On the other hand, if n − 1 is not divisible by 4, then from Lemma 3 equations (43) and (43) 
Appendix C r = 3, and Proof of Theorem 5
Take n to be a prime, m a divisor of n − 1, and K = {k 1 , ..., k m } the unique subgroup of (Z/nZ) × of size m. We now consider the case where r = n−1 m = 3, so that if x is a generator of (Z/nZ) × , then K is cyclically generated by x 3 , and consists of the cubes of all the nonzero integers modulo n. In this case our distinct inner products will be c 1 , c x , and c x 2 , with corresponding squared norms α 1 , α x , and α x 2 . Our goal in this section will be to prove Theorem 5.
We first make the following remark: Lemma 4: Let n be a prime, ω = e × , and since −1 is its own cube it will lie in K. Multiplication by −1 will therefore permute the elements of K, so we have
We begin by making the following definition: Definition 5: For any two cosets t 1 K and t 2 K, we define the translation degree from t 1 K to t 2 K, to be the quantity
Similarly, for any coset tK, define the translation degree from tK to 0 to be the quantity
We can express our previously defined values a t in terms of the translation degrees as follows:
Lemma 5: Let n be a prime, and m and r satisfy r = n−1 m = 3. Let K be the unique subgroup of (Z/nZ)
Proof: For every pair (k 1 , k 2 ) ∈ K × K we have that k 1 − k 2 ∈ tK if and only if 1 − k 2 k −1 1 ∈ tK. There are ma t such pairs in total (a t pairs for every element in tK).
If we select any of the m candidates for k 1 ∈ K, then there are a K,tK choices for k 2 that will satisfy this requirement. Thus, we have ma t = ma K,tK , and the result follows.
Some other facts about translation degrees: Lemma 6: Let n be a prime, m a divisor of n − 1 such that n−1 m = 3, and K the unique subgroup of (Z/nZ) × of size m. Then a t1K,t2K = a t2K,t1K for all t 1 , t 2 ∈ Z/nZ.
is a cube and is thus in K). In fact, we see that we have a bijection between the sets {(
. This gives us a t1K,t2K = a t2K,t1K .
Lemma 7: Let n be a prime, m a divisor of n − 1 such that r = n−1 m , and K the unique subgroup of (Z/nZ) × of size m. If x is the multiplicative generator of (Z/nZ) × , then a x i K,x j K = a x r−i K,x r−i+j K .
Proof: Let a ∈ K such that 1 + x i a = x j b, with b ∈ K. Then multiplying both sides of this equation by x r−i , we get x r−i + x r a = x r−i+j b. Note that x r a ∈ K. Now, multiplying both sides of this equation by (x r a)
We see that we in fact have a bijection between the sets {( Proof: This simply follows from the observation that any element of t 0 K, when translated by 1, must be sent to either 0 or exactly one of the cosets x i K ∈ G/K. Lemma 9: Let n be a prime, and m a divisor of n − 1 such that r := n−1 m = 3. Take K to be the unique subgroup of (Z/nZ) × of size m, and x a multiplicative generator for (Z/nZ) × . Then
Proof: We prove this by counting the size of the set
in two ways. First, using Equation (36), we can simply count the elements in this set as
Alternatively, we note that when r = 3, the difference between any two elements in K takes the form
where ζ is a primitive third root of unity, and a and b are nonzero. Let us define
We can express this using matrices as
In this form we can see that a and b, and x 3 are uniquely determined by x 1 and x 2 . In particular,
Now, if a 3 − b 3 ∈ K, then we have the following possibilities for which cosets of K x 1 , x 2 , and x 3 must belong to (up to a permutation of the cosets):
The last case is representative of six possible cases which we obtain by permuting the order of the cosets (thus it has "multiplicity 6"). In short, we must have x 1 , x 2 , and x 3 all in the same coset, or all in different cosets of K in order to have a 3 − b 3 ∈ K. Let us attempt to count the quantity
Since x generates (Z/nZ) × ∼ = F × n , and r divides n − 1, the order of this group, then any r th root of unity will be contained in F × n , so ζ will lie in one of the cosets of K. We will first consider the case where ζ ∈ K. Since r = 3, −1 ∈ K, so −ζ ∈ K. Thus, the condition that −ζ(x 1 + ζx 2 ) ∈ K is equivalent to the condition that
∈ K. If we fix x 1 to be any one of the m elements in K, we have exactly a K,K choices for x 2 which satisfy this condition (for every k ∈ K such that 1+k ∈ K, simply set x 2 = kx 1 ζ −1 ). This gives us a total of ma K,K ordered pairs (x 1 , x 2 ) ∈ K ×K, each corresponding to a unique pair (a, b) with a 3 − b 3 ∈ K. But we must rule out those which have either a or b equal to zero. If a = 0, then any choice of b ∈ K will satisfy that all the x i are in K. Likewise, if b = 0, then any choice of a ∈ K will do the same. Thus, there are 2m cases to eliminate, so
By mimicking these calculations, it is not too difficult to see that we also have
Now consider the case where x 1 , x 2 , and x 3 are each in different cosets of K. We see that this rules out the case where either a or b is zero, since this would force all the x i to be in the same coset. Suppose x 1 ∈ K, x 2 ∈ xK, and x 3 ∈ x 2 K. Since x 3 = −ζ(x 1 + ζx 2 ), we must have 1 + ζx 2 x −1 1 ∈ x 2 K, where we note that x 2 x −1 1 ∈ xK. For any fixed x 1 ∈ K, there are a xK,x 2 K choices for x 2 that satisfy this constraint. Thus, we arrive at
With a little work exploiting Lemma 6, we see that we will arrive at the same result for any of the six permutations of the cosets corresponding to x 1 , x 2 , and x 3 . We comment that for any ordered pair (
2 ), for n 1 and n 2 ranging independently between 0 and 2, will all satisfy (a 3 , b 3 ) = (k 1 , k 2 ). Thus, in counting the size of A K , we will have to add up our previous quantities from (50) , (51), (52) , and (54) (with multiplicities) and then divide by 9. This gives us
Finally, combining (47) and (55), and using Lemma 5 to make the substitution a 1 = a K,K , we obtain the result for the case where ζ ∈ K.
For the case where ζ / ∈ K we can verify that the relation does in fact still hold. It suffices to prove the result for when ζ ∈ xK, for the result will also hold when ζ ∈ x 2 K due to the interchangeability of xK and x 2 K which arises from both being multiplicative generators of G/K. In this case, we can show using similar counting arguments as before that for d = 0, 1, 2,
Summing these values up for d = 1, 2, 3, and again dividing by 9 and equating the value to (47), we obtain
which after substituting a 1 = a K,K and a x 2 K,xK = a xK,x 2 K (from Lemmas 5 and 6) reduces to the desired relation a xK,
Lemma 10: Let n be a prime, m a divisor of n − 1 such that n−1 m = 3, and K the subgroup of (Z/nZ) × of size m. Then if x is a multiplicative generator for (Z/nZ) × , ω = e 2πi n , and c = 1 m k∈K ω k is the inner product value corresponding to ∈ Z/nZ, then Separating the terms where k 1 = k 2 , we can apply the same reasoning as above and use Lemma 5 to obtain
Equation (60) can now be verified from (62) and (63) F is the 3 × 3 discrete Fourier matrix. We first note that the matrix P from above is simply T , then we have that w 1 is real and w 2 = w * 3 . So we may write w 1 = α, w 2 = βe iθ , and w 3 = βe −iθ , where α and β are real and β is nonnegative. If we let a = [a 1 , a x , a x 2 ]
T , then we can easily verify that by pre-multiplying Equation (60) by F and post-multiplying by F * , noting that F F * = 3I, F P F * = 3P , F CF * = 3 diag(F c) and F AF * = diag(F a), we can rewrite it as 
One can further check that F diag(c)F * is circulant with first column F c, and if we write If we consider only the coordinates of the above matrices which do not involve y 1 , y 2 or y 3 , then after substituting w 1 = α, w 2 = βe jθ and w 3 = βe −jθ , we can solve the resulting equations to obtain the relations
We can use these to bound the coherence as follows: 
This gives us our upper bound. Asymptotically, we can ignore the term α = − 
We easily verify that this is greater than the Welch bound, which in this case becomes n − m m(n − 1) = 2 3m + 1 3m 2 . 
Dividing both sides by m 2 and substituting into (76), we obtain:
