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Abstract—We propose several differential decoding schemes
for asynchronous multi-user MIMO systems based on orthogonal
space-time block codes (OSTBCs) where neither the transmitters
nor the receiver has knowledge of the channel. First, we derive
novel low complexity differential decoders by performing inter-
ference cancelation in time and employing different decoding
methods. The decoding complexity of these schemes grows
linearly with the number of users. We then present additional
differential decoding schemes that perform significantly better
than our low complexity decoders and outperform the existing
synchronous differential schemes but require higher decoding
complexity compared to our low complexity decoders. The
proposed schemes work for any square OSTBC, any constant
amplitude constellation, any number of users, and any number
of receive antennas. Furthermore, we analyze the diversity of
the proposed schemes and derive conditions under which our
schemes provide full diversity. For the cases of two and four
transmit antennas, we provide examples of PSK constellations
to achieve full diversity. Simulation results show that our dif-
ferential schemes provide good performance. To the best of our
knowledge, the proposed differential detection schemes are the
first differential schemes for asynchronous multi-user systems.
Index Terms—Differential detection, multi-user detection, in-
terference suppression, synchronization, space-time block coding.
I. INTRODUCTION
VARIOUS space-time modulation techniques to achievetransmit diversity have been proposed in the literature
[1]. In most cases, it is assumed that the channel state
information (CSI) is perfectly known at the receiver [2], [3].
This is a reasonable assumption when the channel changes
slowly and can be estimated by transmitting known training
symbols. However, this is not always possible, and there is
a tradeoff between frame length and accuracy of the channel
estimation [4]. Therefore, the effects of channel estimation
error make it desirable to use schemes that avoid such an
estimation.
Prior work has proposed many differential space-time cod-
ing schemes in which neither the transmitter nor the receiver
knows the CSI. The first differential coding schemes based
on orthogonal designs for multiple transmit antennas were
proposed in [5] and [6] with about 3-dB loss in performance
compared to the corresponding coherent detection. Other
examples of differential modulation schemes using space-
time block codes (STBCs) and linear decoding complexity
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were proposed in [7]-[9]. A rate-one differential modulation
scheme based on the quasi-orthogonal space-time block codes
(QOSTBCs) [10] can be found in [11].
Multi-user detection schemes with simple coherent detec-
tion structures for multiple access channels (MACs) have
garnered significant attention [12]-[14]. The main goal is
to design a low complexity interference cancelation method
for a MAC with J users using only J receive antennas.
This is done for N = 2 transmit antennas in [12] and for
J = 2 users in [13] using the properties of orthogonal space-
time block codes (OSTBCs) [3]. To solve the problem for
any number of users, any constellation, and any number of
transmit antennas, [14] presents a method utilizing QOSTBCs
with a moderate increase in decoding complexity. Space-
time/frequency code design criteria for fading MIMO MACs
and a code construction for two users have been derived in
[15].
Differential modulation schemes for two-user MAC systems
have been proposed in [16]. These schemes have a high
decoding complexity. In [17], we proposed low complexity
differential modulation schemes for two-user MIMO systems
that achieve full transmit diversity. Moreover, we presented
additional differential decoding schemes that provide full
diversity, outperform the existing differential schemes, and
work for any square OSTBC (N ×N OSTBC).
All the existing multi-user differential schemes assume the
transmission of the data by the users to be perfectly synchro-
nized in time. To the best of our knowledge, a differential
modulation scheme for asynchronous multi-user systems does
not exist in the literature. In this paper, we design differential
detection schemes for asynchronous multi-user MIMO sys-
tems where neither the transmitters nor the receiver knows
the channel. Our main results are as follows:
1) With a slow Rayleigh fading channel model for an asyn-
chronous multi-user system, we present a differential
encoder and derive novel low complexity differential
decoders by performing interference cancelation in time
and employing different decoding methods. The decod-
ing complexity of these schemes grows linearly with the
number of users.
2) We also present additional differential decoding schemes
that perform significantly better than our low complexity
decoders and outperform the existing synchronous dif-
ferential schemes, but need higher decoding complexity
compared to our low complexity decoders.
3) All the proposed decoders work for any square OSTBC,
any constant amplitude constellation, any number of
users, and any number of receive antennas.
4) We analyze the diversity of our schemes and derive
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conditions under which the proposed schemes provide
full diversity. For the cases of two and four transmit
antennas, we provide examples of PSK constellations to
achieve full diversity. Simulation results show that the
proposed differential detection schemes provide good
performance.
The rest of the paper is organized as follows. In Section II,
we introduce the system model. In Section III, we present
the differential encoding for our asynchronous differential
modulation schemes. The differential decoding schemes are
put forward in Section IV. We analyze the diversity of our
schemes in Section V. Simulation results are provided in
Section VI, and Section VII concludes the paper.
Notation: We use boldface capital letters to denote matrices,
boldface small letters to denote vectors, and super-scripts
(·)∗ and (·)† to denote conjugate and conjugate transpose,
respectively. ‖ · ‖F indicates the Frobenius norm, and E [·]
represents the expected value. Also, we use In and 0n to
denote the n× n identity and zero matrices, respectively, and
0m×n to denote the m× n zero matrix.
II. SYSTEM MODEL
We consider a wireless communication system with J users
each with N transmit antennas and one receiver with M re-
ceive antennas with a quasi-static flat Rayleigh fading channel.
We define Hj , j = 1, · · · , J , as M × N channel fading
matrices whose (m,n)th elements hj,m,n are the channel
fading coefficients from transmit antenna n to receive antenna
m for User j. The entries of Hj , j = 1, · · · , J , are samples
of independent zero-mean complex Gaussian random variables
with a variance of 0.5 per real dimension.
In a practical set-up, the transmitters use pulse-shaping
filters, and the receiver usually utilizes a matched filter to
maximize the SNR. In such a scenario, the role of sampling is
to provide a set of sufficient statistics for the detection of the
received signals. Consider the N ×1 signal vector transmitted
by the jth transmitter
xj(t) =
∑
k
sj(k)ψ(t− kTs) (1)
where sj(·) is the N × 1 symbol vector, Ts is a symbol
duration, and ψ(·) is the pulse-shaping filter with a non-zero
duration of at most LTs for some L ∈ N (i.e., ψ(t) = 0,
|t| > L2 Ts). We assume the average transmit power of each
user is unity. The M × 1 received signal vector is
y(t)=
J∑
j=1
Hjxj(t− τj) + n(t)
=
J∑
j=1
Hj
∑
k
sj(k)ψ(t− kTs − τj) + n(t)
(2)
where n(t) is the M × 1 complex white Gaussian noise
vector, and the symbol vectors sj(k) for the jth user are
transmitted through the channel matrix Hj and received with
a relative delay of τj . We assume τj is fixed within a
frame. Then, considering the transmission of a frame of D
symbol vectors sj(1), · · · , sj(D) and assuming sj(k) = 0
for k /∈ {1, · · · , D}, the optimum maximum-likelihood (ML)
receiver uses the log-likelihood cost function given by
Λ=
∫ ∥∥∥∥∥∥y(t)− J∑j=1Hj D∑k=1 sj(k)ψ(t− kTs − τj)
∥∥∥∥∥∥
2
F
dt
=
∫
‖y(t)‖2F dt+
∫ ∥∥∥∥∥∥ J∑j=1Hj D∑k=1 sj(k)ψ(t− kTs − τj)
∥∥∥∥∥∥
2
F
dt
−2 Re
Tr
 J∑
j=1
 D∑
k=1
∫
y(t)ψ∗(t− kTs − τj)dt · s†j(k)
 ·H†j

 .
(3)
Now, suppose that ψ(·), Ts and τj are all known at the
receiver and consider the RHS of the last equality in (3). The
first integral depends only on y(t), which is the same for
all possible information sequences, and thus can be ignored
for ML decoding. Also, for a given sequence sj(k), since all
other quantities are known in coherent detection, the second
integral can be calculated independent of the received signal.
Finally, in terms of the received signal, it is sufficient to
know only the last integral in order to perform ML decoding.
Therefore, the output of the matched filter can be sampled at
different sampling times associated with different transmitters
to construct yi(k) as follows
yi(k) =
∫
(k+L2 )Ts+τi
(k−L2 )Ts+τi
y(t)ψ∗(t− kTs − τi)dt, i = 1, · · · , J,k = 1, · · · , D.
(4)
Clearly, the operations in (4) do not destroy any information
that is valuable in deciding which symbols were transmitted,
and thus these samples constitute a set of sufficient statistics
for detecting all symbols. To simplify the notation, we assume
that τ1 = 0, τ1 < τ2 < · · · < τJ < Ts, and τ(i1+i2·J) =
τi1 + i2 ·Ts (∀ i1, i2 ∈ Z). We can write each integral in (4) as
the sum of multiple integrals on smaller intervals. Then, we
can scale the resulting integrals for simplification in notation
and construct a new set consisting of all these integrals to
obtain another set of sufficient statistics for detection of all
symbols as
yi(d)=
Ts
τi+1,i
∫
(d−L2 )Ts+τi+1
(d−L2 )Ts+τi
y(t)ψ∗(t− dTs − τi)dt
=
J∑
j=1
Hj
L∑
r=0
sj(d− r)αj,i(r) + ni(d),
i = 1, · · · , J, d = 1, · · · , D + L,
(5)
where τi1,i2 = τi1 − τi2 , ∀ i1, i2,
ni(d) =
Ts
τi+1,i
∫
(d−L2 )Ts+τi+1
(d−L2 )Ts+τi
n(t)ψ∗(t− dTs − τi)dt,
αj,i(r)=
Ts
τi+1,i
∫
(d−L2 )Ts+τi+1
(d−L2 )Ts+τi
ψ(t− (d− r)Ts − τj)
·ψ∗(t− dTs − τi)dt
= Ts
τi+1,i
∫
τi+1,i−L2 Ts
−L2 Ts
ψ(t+ rTs − τj,i)ψ∗(t)dt.
(6)
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Note that the last element of the set, yJ(D+L), is not obtained
by splitting and scaling the integrals in (4). However, we make
the notation simpler by adding it to the set, and the result is
still a set of sufficient statistics. Also, notice that αj,i(r) = 0
for r /∈ {0, · · · , L}. Therefore, the index r in (5) and (6)
ranges from 0 to L. Moreover, ni(d), ∀ i, d, are independent
zero-mean complex Gaussian random vectors with covariance
matrices E
[
ni(d)n
†
i (d)
]
=
(SNR)−1Tsαi,i(0)
τi+1,i
· IM where SNR
is the ratio of the average transmit power to the noise power.
Let
Y (d) = (y1(d), · · · ,yJ(d)) , N(d) = (n1(d), · · · ,nJ(d)) ,
αj(r) = (αj,1(r), · · · , αj,J(r)) .
(7)
Then, the received samples can be written in a matrix form as
Y =
J∑
j=1
HjSjAj +N (8)
where Y = (Y (1), · · · ,Y (D + L)), Sj = (sj(1), · · · ,
sj(D)), N = (N(1), · · · ,N(D + L)) are M × (D + L)J ,
N ×D and M × (D+L)J matrices, respectively, and Aj is
a D × (D + L)J matrix given by
Aj =

αj(0)αj(1) · · · αj(L) 01×J 01×J · · · 01×J · · · 01×J
01×J αj(0)αj(1) · · · αj(L) 01×J · · · 01×J · · · 01×J
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
01×J · · · 01×J · · · 01×J αj(0)αj(1) · · · αj(L) 01×J
01×J · · · 01×J · · · 01×J 01×J αj(0)αj(1) · · · αj(L)
 .
(9)
For the sake of simplicity, in this paper we consider the case
where L = 1 and the pulse-shaping filter is a rectangular pulse
ψ(t) =
{
1/
√
Ts ,−Ts/2 ≤ t < Ts/2
0 , otherwise . (10)
Then, it can be easily seen from (6) that
αj,i(0) =
{
1 , j ≤ i
0 , otherwise , αj,i(1) =
{
1 , j > i
0 , otherwise .
(11)
Therefore, in this case, using (7), (9) and (11), Aj becomes
Aj =

j−1times︷ ︸︸ ︷
0 · · · 0
J times︷ ︸︸ ︷
1 · · · 1 0 · · · 0 · · · 0 · · · 0 0 · · · 0
0 · · · 0 0 · · · 0
J times︷ ︸︸ ︷
1 · · · 1 · · · 0 · · · 0 0 · · · 0
. . .
. . .
. . .
. . .
. . .
. . .
0 · · · 0 0 · · · 0 0 · · · 0 · · ·
J times︷ ︸︸ ︷
1 · · · 1
J−j+1times︷ ︸︸ ︷
0 · · · 0

, (12)
and ni(d), ∀ i, d, become independent zero-mean com-
plex Gaussian random vectors with covariance matrices
E
[
ni(d)n
†
i (d)
]
= (SNR)
−1Ts
τi+1,i
· IM . Note that we have not
made any assumption about the values of delay differences.
However, because of the scaling factor of Tsτi+1,i used in (5), Aj
includes only 0s and 1s. Therefore, the values of τ1, τ2, · · · , τJ
only appear in the noise covariance matrices in our system
model.
In what follows, we consider the received signals
in size TJ blocks of (y1(T l + 1), · · · ,yJ(T l +
1), · · · ,y1(T l + T ), · · · ,yJ(T l + T )), for l = 0, 1, · · · ,
and with a small abuse of the notation, we
Fig. 1. Block diagram of differential encoder.
denote them as (yl1,1, · · · ,yl1,J , · · · ,ylT,1, · · · ,ylT,J).
Similarly, we denote the noise terms (n1(T l +
1), · · · ,nJ(T l + 1), · · · ,n1(T l + T ), · · · ,nJ(T l + T ))
as (nl1,1, · · · ,nl1,J , · · · ,nlT,1, · · · ,nlT,J), for l = 0, 1, · · · .
We define K as the number of data symbols transmitted
during one block. The channels are assumed to be unknown
at both the transmitters and the receiver.
III. DIFFERENTIAL ENCODING
In this section, we describe our differential encoding scheme
for User j = 1, · · · , J . The block diagram of the differential
encoder is the same as that of a synchronized system and is
shown in Fig. 1. The main difference with the synchronous
case [16], [17] is that different users do not need to employ
different constellations. At a transmission rate of b bits/(s Hz),
we use a constant amplitude signal constellation with 2b
elements such as 2b-PSK with an appropriate normalization to
make the transmitted codewords unitary. Similar to the case of
a single user, extension to other constellations is possible. For
each block of Kb bits, User j selects K symbols and transmits
them using an N × N OSTBC. This transmitted codeword
also depends on the codeword and symbols transmitted in the
previous block. We assume the input bits are the outputs of
independent uniformly distributed random variables.
The encoding starts with the transmission of arbitrary N×N
OSTBCs S0j and S
1
j . As in the case of a single user, we could
transmit only one OSTBC instead of two and the system would
still work with minor changes. For block l, we use the Kb
input bits to pick K symbols plj,1, · · · , plj,K from the signal
constellation and construct the corresponding square OSTBC,
P lj . Assuming that S
l−1
j is the codeword of User j for the
(l − 1)th block, we calculate Slj by
Slj = S
l−1
j · P lj (13)
and then transmit it at block l. Note that the generated
codeword Slj will be orthogonal as well. Later, in Section V,
we analyze the diversity of the proposed schemes and derive
conditions under which our schemes provide full diversity.
IV. DIFFERENTIAL DECODING
In this section, we present differential decoding schemes
for all users. First, we derive novel low complexity decoders
by performing interference cancelation in time and employing
different decoding methods. The decoding complexity of these
decoders increases linearly with the number of users. We then
present additional decoding schemes that perform significantly
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better compared to our low complexity decoders and outper-
form the existing synchronous differential schemes. All the
proposed decoders work for any square OSTBC, any constant
amplitude constellation, any number of users, and any number
of receive antennas. We assume that the channel is unchanged
within three consecutive time blocks.1
A. Low Complexity Decoding Schemes
In this subsection, we introduce low complexity decoders
for J users with N transmit antennas through several decoding
methods. First, we start with a simple example for J = 2
users and N = 2 transmit antennas to illustrate the main
ideas behind our low complexity decoders. In what follows,
we describe the decoding procedure for User 2. We use a
subscript 2 for the quantities used in decoding the signals of
User 2 to distinguish them from those of User 1.
Note that the input-output relationship in (8) contains the
signals for the entire frame. We can rewrite (8) for a single
time block l > 0 as
(
yl1,1,y
l
1,2,y
l
2,1,y
l
2,2
)
= H1
(
Sl−11 ,S
l
1
)(0 0 0 00 0 0 0
1 1 0 0
0 0 1 1
)
+H2
(
Sl−12 ,S
l
2
)(0 0 0 01 0 0 0
0 1 1 0
0 0 0 1
)
+
(
nl1,1,n
l
1,2,n
l
2,1,n
l
2,2
)
.
(14)
Then, note that the interference of User 1 on User 2 can be
canceled by subtracting ylt,1 from y
l
t,2 for t = 1, 2 as follows
(
y¯l1,2, y¯
l
2,2
)
= H2
(
Sl−12 ,S
l
2
)( 0 0−1 0
1 −1
0 1
)
+
(
n¯l1,2, n¯
l
2,2
)
(15)
where y¯lt,2 = y
l
t,2 − ylt,1, n¯lt,2 = nlt,2 − nlt,1 for t = 1, 2.
Considering (15) for more consecutive time slots and using
simple algebra, one may obtain(
y¯l−22,2 , y¯
l−1
1,2 , y¯
l−1
2,2 , y¯
l
1,2, y¯
l
2,2
)
︸ ︷︷ ︸
Y¯ l2
= H2 ·
(
Sl−22 ,S
l−1
2 ,S
l
2
) · A¯+ (n¯l−22,2 , n¯l−11,2 , n¯l−12,2 , n¯l1,2, n¯l2,2)︸ ︷︷ ︸
N¯l2
= H2 S
l−2
2
(
I2,P
l−1
2 ,P
l−1
2 P
l
2
)
︸ ︷︷ ︸
Ul2
A¯+ N¯ l2
(16)
where
A¯ =

−1 0 0 0 0
1 −1 0 0 0
0 1 −1 0 0
0 0 1 −1 0
0 0 0 1 −1
0 0 0 0 1
 . (17)
Now, to obtain our low complexity decoders, we note that
when conditioned on P l−12 ,P
l
2, the matrix Y¯
l
2 is Gaussian
with conditional probability density function (pdf)
P
(
Y¯ l2
∣∣P l−12 ,P l2 ) ∝ exp{−Tr [Y¯ l2 · (V¯ l2 )−1 · (Y¯ l2 )†]}[
det(V¯ l2 )
]M
(18)
1As will become clear later, the channel could be assumed to be unchanged
within a shorter period of time and our schemes would still work with minor
changes.
where V¯ l2 is the covariance matrix given by V¯
l
2 = (U
l
2 A¯)
† ·
(U l2 A¯) + (SNR)
−1Ts(τ−13,2 + τ
−1
2,1 ) · I5. Therefore, we can
define our first low complexity decoder as{
Pˆ l−12 , Pˆ
l
2
}
= argmin
P l−12 ,P
l
2
Λl2
(
P l−12 ,P
l
2
)
(19)
where Λl2
(
P l−12 ,P
l
2
)
is given by
Λl2
(
P l−12 ,P
l
2
)
= M ·ln [det(V¯ l2 )]+Tr [Y¯ l2 · (V¯ l2 )−1 · (Y¯ l2 )†] .
(20)
We now consider the general case of J users with N
transmit antennas and present our low complexity decoders.
We illustrate the decoding process for User j = 1, · · · , J . In
Method 0, we derive a low complexity decoder by canceling
the interference of all users on User j and then performing
ML decoding. Based on the decoder in Method 0, we then use
Methods 1 and 2 presented in [17] to improve the performance.
These methods use dynamic programming (DP) to efficiently
decode the transmitted data signals. As we will see later, the
tradeoff for better performance of our differential schemes
using Method 2 compared to that of Method 1 is the decoding
delay (i.e., the number of time blocks it takes until the
transmitted signals at a given time block are decoded by the
receiver). Finally, using the decoder in Method 0, we present
another decoding method (Method 3) to further reduce the
decoding complexity while maintaining good performance.
Method 0: We use the following proposition to design our
low complexity decoders:
Proposition 4.1. For any l ≥ 2, the following relationship
holds between the received signals and the transmitted signals
of User j = 1, · · · , J
Y¯ lj = Hj S
l−2
j U
l
j A¯+ N¯
l
j (21)
where A¯ is a 3T × 3T − 1 matrix given by
A¯ =

−1 0 0 · · · 0 0
1 −1 0 · · · 0 0
0 1 −1 · · · 0 0
0 0 1 · · · 0 0
. . .
. . .
. . .
. . .
. . .
. . .
0 0 0 · · · −1 0
0 0 0 · · · 1 −1
0 0 0 · · · 0 1

,
Y¯ lj =
(
y¯l−22,j , · · · , y¯l−2T,j , y¯l−11,j , · · · , y¯l−1T,j , y¯l1,j , · · · , y¯lT,j
)
,
N¯ lj =
(
n¯l−22,j , · · · , n¯l−2T,j , n¯l−11,j , · · · , n¯l−1T,j , n¯l1,j , · · · , n¯lT,j
)
,
U lj =
(
IN ,P
l−1
j ,P
l−1
j P
l
j
)
,
(22)
where y¯lt,j = y
l
t,j − ylt,j−1, n¯lt,j = nlt,j − nlt,j−1 for t =
1, · · · , T and ∀ l (assuming that ylt,0,nlt,0, respectively, denote
ylt−1,J ,n
l
t−1,J if t 6= 1, and yl−1T,J ,nl−1T,J if t = 1).
Proof: See Appendix A.
Equation (21) is the main property used to design our
low complexity differential decoding algorithm, where the
interference of all users on User j is completely canceled.
Therefore, it can be utilized to decode the transmitted signals
without interference. Notice that Y¯ lj starts from y¯
l−2
2,j instead
of y¯l−21,j . We could consider using y¯
l−2
1,j and other previously
received signals to improve the performance of our scheme.
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However, that would cause additional inter-block interference
from the previously transmitted signals of User j, which would
then increase the decoding complexity. It is easy to see from
(21) that when conditioned on P l−1j ,P
l
j , the matrix Y¯
l
j is
Gaussian with conditional pdf
P
(
Y¯ lj
∣∣P l−1j ,P lj ) ∝ exp
{−Tr [Y¯ lj · (V¯ lj )−1 · (Y¯ lj )†]}[
det(V¯ lj )
]M
(23)
where V¯ lj is the covariance matrix given by V¯
l
j = (U
l
j A¯)
† ·
(U lj A¯) + (SNR)
−1Ts(τ−1j+1,j + τ
−1
j,j−1) · I3T−1. We are now
prepared to present our first low complexity differential decod-
ing scheme. One approach is to decode P l−1j and P
l
j jointly
based on (23). Therefore, we define the Inter-Time Interference
Cancelation (ITIC) decoding using Method 0 as{
Pˆ l−1j , Pˆ
l
j
}
= argmin
P l−1j ,P
l
j
Λlj
(
P l−1j ,P
l
j
)
(24)
where Λlj
(
P l−1j ,P
l
j
)
is given by
Λlj
(
P l−1j ,P
l
j
)
= M ·ln [det(V¯ lj )]+Tr [Y¯ lj · (V¯ lj )−1 · (Y¯ lj )†] .
(25)
Notice that for l = 2 in U lj , P
1
j = (S
0
j )
†S1j is the arbitrary
data matrix at block 1 and is known at both the encoder and
decoder. When using this scheme, information provided by
(23) at time blocks other than l is ignored, and thus some
performance is lost. To avoid such losses, we also propose
additional decoding schemes using Methods 1 and 2 presented
in [17] to efficiently decode the signals transmitted by the
users. Note that we use the cost function of the ITIC decoder
using Method 0 as described above, and thus the corresponding
decoders using Methods 1 and 2 as presented in this paper
are different from the decoders presented in [17]. In what
follows, we summarize the description of the ITIC decoders
using Methods 1 and 2 based on the cost function of the ITIC
decoder using Method 0. We refer the interested reader to [17]
for the details on derivations.
Method 1 (Causal DP): In Method 1, we decode P lj based
on (23) for all blocks ` = 2, · · · , l together. We utilize DP to
efficiently find the best possible data matrix that maximizes
an approximation for the conditional pdf of Y¯ 2j , · · · , Y¯ lj given
the data matrices P 2j , · · · ,P lj . Using (23) and ignoring the
correlations of Y¯ `j at different blocks ` = 2, · · · , l given the
data matrices, we consider the following:
f1
(
P 2j , · · · ,P lj
)∝ l∏
`=2
exp
{−Λ`j (P `−1j ,P `j )}
= exp
{
−
l∑
`=2
Λ`j
(
P `−1j ,P
`
j
)}
.
(26)
In order to maximize the above function, we only need to
minimize
∑l
`=2 Λ
`
j
(
P `−1j ,P
`
j
)
. For any block l ≥ 2, we
define the ITIC decoding using Method 1 as
Pˆ lj = argmin
P lj
Φlj
(
P lj
)
(27)
Fig. 2. Chain corresponding to the decoding of P lj .
where Φlj
(
P lj
)
is defined as
Φlj
(
P lj
)
,

Λ2j
(
P 1j ,P
2
j
)
, l = 2
min
P 2j ,··· ,P
l−1
j
l∑
`=2
Λ`j
(
P `−1j ,P
`
j
)
, otherwise .
(28)
The optimization problem in (28) can be efficiently solved by
utilizing DP. Using (28), it is easy to show that for l > 2, we
have
Φlj
(
P lj
)
= min
P l−1j
{
Φl−1j
(
P l−1j
)
+ Λlj
(
P l−1j ,P
l
j
)}
. (29)
As a result of storing the cost function of the previous block,
Φl−1j
(
P l−1j
)
, we only need to perform an optimization over
P l−1j for each possible data matrix P
l
j at time block l. That
is, for each possible data matrix P lj , in lieu of solving the
optimization problem in (28) over all data matrices for the
previous blocks, P 2j , · · · ,P l−1j , we can solve the optimization
problem in (29) over the data matrix of only one block, P l−1j ,
as illustrated in Fig. 2. The optimization in (29) corresponds to
the black path, while the optimization for the previous blocks
corresponds to the gray path.
Method 2 (Non-Causal DP): In Method 2, we consider
some non-overlapping windows of blocks and decode the
transmitted symbols within each window together. Note that
since the decoding of each block may depend on future
blocks in the same window, this method will cause some
additional delay. However, since more information is used,
the performance will improve as well.
Using Method 2, in the mth stage of decoding, m ≥ 1, we
decode the data matrices at blocks km−1 + 1, · · · , km where
k0 = 1 and k0 < k1 < k2 < · · · . We consider the following:
f2
(
P 2j , · · · ,P kmj
)
∝
km∏
`=2
exp
{−Λ`j (P `−1j ,P `j )}
= exp
{
−
km∑
`=2
Λ`j
(
P `−1j ,P
`
j
)}
.
(30)
Then, in order to decode the data matrix for any block l
(km−1 < l ≤ km), we use DP to find the best estimate
of P lj that maximizes f2
(
P 2j , · · · ,P kmj
)
in (30). In order
to maximize the above function, we only need to minimize∑km
`=2 Λ
`
j
(
P `−1j ,P
`
j
)
. Therefore, for any m ≥ 1, we define
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the mth stage of the ITIC decoding using Method 2 as{
Pˆ
km−1+1
j , · · · , Pˆ kmj
}
= argmin
P
km−1+1
j ,··· ,P kmj
 minP 2j ,··· ,P km−1j
km∑
`=2
Λ`j
(
P `−1j ,P
`
j
) .
(31)
To reduce the complexity of the exhaustive search in (31),
we use DP as described below. Let us denote the minimizing
arguments of
∑km
`=2 Λ
`
j
(
P `−1j ,P
`
j
)
by Pˆ 2j , · · · , Pˆ kmj . If we
know Pˆ l+1j (km−1 < l ≤ km−1), it can be easily shown that
Pˆ lj can be written as
Pˆ lj = argmin
P lj
{
Φlj
(
P lj
)
+ Λl+1j
(
P lj , Pˆ
l+1
j
)}
. (32)
Therefore, if we know Pˆ l+1j and Φ
l
j
(
P lj
)
, we can compute
Pˆ lj using (32). This is the key element of our low complexity
decoder using Method 2.
In the mth stage of decoding, similar to Method 1, we begin
by employing (28) and (29) to compute and store Φ`j
(
P `j
)
,
` = km−1 +1, · · · , km, for any possible data matrix P `j using
the stored values of Φ`j
(
P `j
)
from the previous block. As in
Method 1, once the signals for block ` are received, we can
compute Φ`j
(
P `j
)
with no additional delay. Note that Pˆ kmj
is then exactly the same as in Method 1 because (26) and
(30) (and therefore the resulting cost functions) are identical
for decoding block l = km. Thus, at block km, we compute
Pˆ kmj = argminP kmj
Φkmj
(
P kmj
)
as the best estimate of the
data matrix P kmj , which then determines the decoded bits. We
then move backwards, decoding the remaining matrices one at
a time beginning from P km−1j and ending at P
km−1+1
j using
(32), that is, utilizing the last decoded matrix and the stored
values of Φ`j
(
P `j
)
, ` = km−1 + 1, · · · , km − 1. Finally, we
supply the decoded bits for each time block.
Method 3 (Decision Feedback): An alternative approach to
decoding P lj at block l is to use the decoded matrix for P
l−1
j
at block l−1 in (24). Therefore, we define the ITIC decoding
using Method 3 as
Pˆ lj = argmin
P lj
Λlj
(
Pˆ l−1j ,P
l
j
)
(33)
where Pˆ l−1j is the decoded matrix for P
l−1
j at block l − 1.
Notice that by using this approach, in order to decode P lj
we only need to solve an optimization over P lj . Therefore,
the decoding complexity is significantly reduced compared to
the previous three decoding methods. However, the decoded
signals for P l−1j at block l− 1 may be erroneous, which can
lead to error propagation and thus performance degradation.
We study the effect of error propagation in Section VI and
show that it is not significant.
B. Optimal Multiple Partition Decoding Schemes
In this subsection, we present additional decoding schemes
that achieve significantly higher coding gains compared to our
low complexity schemes. In order to do this, we need the
following proposition:
Proposition 4.2. For any l ≥ 2, the following relationship
holds
Y˜ l =
J∑
j=1
Hj S
l−2
j U
l
j A˜j + N˜
l (34)
where A˜j is a 3T × 3TJ − J + 1 matrix given by
A˜j =

j times︷ ︸︸ ︷
1 · · · 1 0 · · · 0 0 · · · 0 · · · 0 · · · 0
0 · · · 0
J times︷ ︸︸ ︷
1 · · · 1 0 · · · 0 · · · 0 · · · 0
0 · · · 0 0 · · · 0
J times︷ ︸︸ ︷
1 · · · 1 · · · 0 · · · 0
. . .
. . .
. . .
. . .
. . .
0 · · · 0 0 · · · 0 0 · · · 0 · · ·
J−j+1times︷ ︸︸ ︷
1 · · · 1

,
Y˜ l =
(
yl−21,J ,y
l−2
2,1 ,y
l−2
2,2 , · · · ,yl−2T,J ,yl−11,1 ,
yl−11,2 , · · · ,yl−1T,J ,yl1,1,yl1,2, · · · ,ylT,J
)
,
N˜ l =
(
nl−21,J ,n
l−2
2,1 ,n
l−2
2,2 , · · · ,nl−2T,J ,nl−11,1 ,
nl−11,2 , · · · ,nl−1T,J ,nl1,1,nl1,2, · · · ,nlT,J
)
,
U lj =
(
IN ,P
l−1
j ,P
l−1
j P
l
j
)
, j = 1, · · · , J.
(35)
Proof: The result follows from the input-output relation-
ship for any time block l > 0 available in Appendix A and
using simple algebra.
Again, notice that Y˜ l starts from yl−21,J instead of y
l−2
1,1 .
Other previously received signals could be considered to
improve performance, but that would cause additional inter-
block interference from previously transmitted signals and
would increase decoding complexity. It is easy to see from
Proposition 4.2 that when conditioned on the data matrices
P l−11 ,P
l
1, · · · ,P l−1J ,P lJ , the matrix Y˜ l is Gaussian with
conditional pdf
P
(
Y˜ l
∣∣∣P l−11 ,P l1, · · · ,P l−1J ,P lJ ) ∝ exp
{
−Tr
[
Y˜ l · (V˜ l)−1 · (Y˜ l)†
]}
[
det(V˜ l)
]M
(36)
where V˜ l is the covariance matrix given by V˜ l =∑J
j=1(U
l
j A˜j)
† · (U lj A˜j) + (SNR)−1Ts · D˜ and D˜ =
diag(τ−11,0 , τ
−1
2,1 , · · · , τ−13TJ−J+1,3TJ−J) is a 3TJ − J + 1 ×
3TJ−J+1 diagonal matrix. Based on (36), we can define the
Maximum Multiple Partition Likelihood (MMPL) decoding
using Method 0 as{
Pˆ l−11 , Pˆ
l
1, · · · , Pˆ l−1J , Pˆ lJ
}
= argmin
P l−11 ,P
l
1,··· ,P
l−1
J
,P l
J
{
M · ln
[
det(V˜ l)
]
+ Tr
[
Y˜ l · (V˜ l)−1 · (Y˜ l)†
]}
.
(37)
The cost function of the MMPL decoder using Method 0
is a function of P l−11 ,P
l
1, · · · ,P l−1J ,P lJ , whereas the cost
function of the ITIC decoder for User j = 1, · · · , J using
Method 0 is only a function of P l−1j ,P
l
j . We can use the DP
procedures in Methods 1 and 2 with the cost function of the
MMPL decoder in (37) just as with the cost function of the
ITIC decoder in (24). However, we need to compute and store
a function of P l1, · · · ,P lJ instead of Φlj
(
P lj
)
defined in (28).
Similarly, Method 3 can be applied to the cost function of
the MMPL decoder in (37) by using the decoded matrices for
P l−11 , · · · ,P l−1J at block l− 1 in (37) to decode P l1, · · · ,P lJ
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Fig. 3. Block diagram of differential decoders.
at block l. The three algorithms can therefore be changed
accordingly. The block diagram of the proposed differential
decoders is shown in Fig. 3.
The corresponding coherent decoders for the ITIC and
MMPL decoders can be derived using similar procedures to
the ones described above as well. Due to space limitations, we
do not provide the details of the coherent ITIC and MMPL
decoders.
V. DIVERSITY ANALYSIS
With a small abuse of the notation, for data matrices
P1,P2,P3,P4, let us define
G(P1,P2,P3,P4) ,
(
IN P1 P1P2
IN P3 P3P4
)
· A¯ (38)
where A¯ is the 3T × 3T − 1 matrix given in (22). Sup-
pose that we choose the signal constellation such that for
any possible data matrices P1,P2,P3,P4 with (P1,P2) 6=
(P3,P4), the matrix G(P1,P2,P3,P4) has full row rank (i.e.,
G(P1,P2,P3,P4) is of rank 2N ). We prove that under this
condition all the proposed schemes achieve a diversity order of
MN (full diversity). We also derive an equivalent condition,
which can be easily verified using simple matrix operations.
Furthermore, for the cases of two and four transmit antennas,
we provide examples of PSK constellations to achieve full
diversity.
Theorem 5.1. The proposed ITIC and MMPL decoders using
Method 0 achieve full diversity.
Proof: See Appendix B.
The following theorem extends the result of Theorem 5.1
to all the proposed methods:
Theorem 5.2. If one of the proposed differential schemes
using Method 0 provides full diversity, then the corresponding
differential schemes using Methods 1, 2 and 3 will provide full
diversity as well.
Proof: The proof is very similar to that of Theorem 5.1
in [17].
Therefore, by Theorems 5.1 and 5.2, all the proposed
differential schemes (i.e., ITIC and MMPL decoders using
Methods 0, 1, 2 and 3) provide full diversity.
As mentioned above, in order to guarantee full diversity, we
need to make sure that G(P1,P2,P3,P4) has full row rank
for any possible data matrices P1,P2,P3,P4 with (P1,P2) 6=
(P3,P4). In the following theorem we derive an equivalent
condition, which can be easily verified using simple matrix
operations:
Theorem 5.3. G(P1,P2,P3,P4) has full row rank for
any possible data matrices P1,P2,P3,P4 with (P1,P2) 6=
(P3,P4) if and only if
w ·
P˜1P˜2 +N (IN − P˜1) ·

(
P˜3 − P˜1
)†∥∥P˜3 − P˜1∥∥2
F
 · (P˜3P˜4 − P˜1P˜2)
 6= w
(39)
for any possible data matrices P˜1, P˜2, P˜3, P˜4 with P˜1 6= P˜3,
where w = (
N times︷ ︸︸ ︷
1, 1, · · · , 1).
Proof: See Appendix C.
For instance, consider the case when the Alamouti
code is used to construct the data matrices P lj . Then,
one can use Theorem 5.3 to verify that when the
BPSK constellation
{
ej(
pi
4
)
√
2
,− ej(
pi
4
)
√
2
}
or the QPSK con-
stellation
{
ej(
pi
8
)
√
2
, j
(
ej(
pi
8
)
√
2
)
,− ej(
pi
8
)
√
2
,−j
(
ej(
pi
8
)
√
2
)}
is used,
G(P1,P2,P3,P4) will have full row rank for any possible
data matrices P1,P2,P3,P4 with (P1,P2) 6= (P3,P4). As
another example, consider the case when the following 4× 4
rate-one STBC [1] is used to construct the data matrices:
P lj =

plj,1 −plj,2 −plj,3 −plj,4
plj,2 p
l
j,1 p
l
j,4 −plj,3
plj,3 −plj,4 plj,1 plj,2
plj,4 p
l
j,3 −plj,2 plj,1
 . (40)
Note that the above STBC is orthogonal for the BPSK constel-
lation
{
ej(
pi
4
)
2 ,− e
j(pi
4
)
2
}
. Again, one may use Theorem 5.3 to
verify that when the BPSK constellation
{
ej(
pi
4
)
2 ,− e
j(pi
4
)
2
}
is
used, G(P1,P2,P3,P4) will have full row rank for any pos-
sible data matrices P1,P2,P3,P4 with (P1,P2) 6= (P3,P4).
VI. SIMULATION RESULTS
In this section, we provide simulation results for the perfor-
mance of the proposed differential modulation schemes using
the ITIC and MMPL decoders based on Methods 1, 2 and
3. We compare the performance of our schemes to the IUIF
and M3BL differential schemes presented in [17] and the
synchronous coherent schemes using Zero-Forcing (ZF) and
ML decoding. When using Method 2 for decoding, we decode
all the signals within each frame after receiving the last signal
in that frame. In our simulations, the channel is quasi-static
flat Rayleigh fading where the fading is constant within one
frame and varies independently from one frame to another.
Depending on the number of transmit antennas, we use either
the Alamouti code or the 4×4 OSTBC in (40) for all users to
encode and transmit 64 data matrices per user in each frame.
Also, we use the BPSK and QPSK constellations described in
Section V as the signal constellations for the simulations of
our differential schemes at transmission rates 1 b/(s Hz) and
2 b/(s Hz), respectively. In Figs. 4-9, we consider the relative
time delays between the received signals of consecutive users
to be equal (i.e., τj+1−τj = Ts/J , ∀j). We study the effect of
other relative time delays on performance in Fig. 10. In each
figure, the curves for all users are identical.
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Fig. 4. Performance of the proposed asynchronous differential schemes for
τ2 − τ1 = Ts/2, the synchronous differential schemes in [17], and the
synchronous coherent schemes using ZF and ML decoding at a rate of 1
b/(s Hz) for 2 users each with 2 transmit antennas and 1 receiver with 2
receive antennas.
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Fig. 5. Performance of the proposed asynchronous differential schemes for
τ2 − τ1 = Ts/2, the synchronous differential schemes in [17], and the
synchronous coherent schemes using ZF and ML decoding at a rate of 2
b/(s Hz) for 2 users each with 2 transmit antennas and 1 receiver with 2
receive antennas.
Figs. 4 and 5 show BER as a function of SNR at transmis-
sion rates 1 b/(s Hz) and 2 b/(s Hz), respectively, for 2 users
each equipped with 2 transmit antennas and a receiver with 2
receive antennas. In Figs. 6 and 7, we present similar results
for 3 receive antennas. In Fig. 8, we provide simulation results
at a transmission rate of 1 b/(s Hz) for 2 users each equipped
with 4 transmit antennas and a receiver with 1 receive antenna.
Note that all our schemes work for any number of receive
antennas, while the low complexity differential schemes in
[17] require at least J receive antennas. All simulation re-
sults demonstrate that all the proposed schemes achieve full
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Fig. 6. Performance of the proposed asynchronous differential schemes for
τ2 − τ1 = Ts/2, the synchronous differential schemes in [17], and the
synchronous coherent schemes using ZF and ML decoding at a rate of 1
b/(s Hz) for 2 users each with 2 transmit antennas and 1 receiver with 3
receive antennas.
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Fig. 7. Performance of the proposed asynchronous differential schemes for
τ2 − τ1 = Ts/2, the synchronous differential schemes in [17], and the
synchronous coherent schemes using ZF and ML decoding at a rate of 2
b/(s Hz) for 2 users each with 2 transmit antennas and 1 receiver with 3
receive antennas.
diversity like the corresponding coherent schemes using ML
decoding. On the other hand, the low complexity differential
schemes in [17] only provide full transmit diversity. Addi-
tionally, compared to the differential schemes in [17], the
MMPL decoding schemes provide significant performance
improvement. Therefore, the proposed schemes provide the
possibility of a tradeoff between decoding complexity and the
coding gain.
In Fig. 9, we show BER as a function of SNR at a
transmission rate of 1 b/(s Hz) for 3 users each equipped with
2 transmit antennas and a receiver with 2 receive antennas.
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Fig. 8. Performance of the proposed asynchronous differential schemes for
τ2−τ1 = Ts/2 and the synchronous coherent scheme using ML decoding at
a rate of 1 b/(s Hz) for 2 users each with 4 transmit antennas and 1 receiver
with 1 receive antenna.
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Fig. 9. Performance of the proposed asynchronous differential schemes for
τj+1 − τj = Ts/3, ∀j, and the synchronous coherent scheme using ML
decoding at a rate of 1 b/(s Hz) for 3 users each with 2 transmit antennas and
1 receiver with 2 receive antennas.
With the assumption of equal relative time delays, it can be
seen from Proposition 4.1 and the covariance matrices for the
noise vectors given in Section II that the effect of changing
the number of users from J1 to J2 on the performance of the
ITIC decoders is the same as that of multiplying the SNR by
J1/J2. This corresponds to a change of 10 log10(J1/J2) dB
in performance. As expected, the performances of the ITIC
decoders in Fig. 4 for 2 users are 10 log10(3/2) ≈ 1.8 dB
better than those of Fig. 9 for 3 users. All simulations show
that the effect of error propagation on the performance of the
proposed schemes using Method 3 is very small. Our schemes
using Method 3 have lower decoding complexity compared to
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Fig. 10. Comparison of the proposed asynchronous differential schemes
using Method 3 for different relative time delays ∆τ = τ2 − τ1 at a rate of
1 b/(s Hz) for 2 users each with 2 transmit antennas and 1 receiver with
2 receive antennas.
their corresponding schemes using Method 1, yet the proposed
schemes using Method 3 provide almost the same performance
as their corresponding schemes using Method 1.
Finally, we compare the performance of our differential
schemes with different relative time delays between the re-
ceived signals. Again, we consider a system with 2 users
each equipped with 2 transmit antennas and a receiver with 2
receive antennas. Fig. 10 shows the performance of the ITIC
and MMPL decoders using Method 3 for different values of
∆τ = τ2 − τ1 at a transmission rate of 1 b/(s Hz). The
results for our decoding schemes using Methods 0, 1 and 2 are
similar. It is evident from the simulations that the proposed
schemes perform best when ∆τ = Ts/2, that is, when the
signals of the two users are received with a time difference of
half a symbol. Moreover, for values of ∆τ close to Ts/2, the
performance of our schemes is close to the best performance
for ∆τ = Ts/2 and deviates from the best performance more
quickly as ∆τ deviates from Ts/2. This is in line with capacity
results reported in [18] where ∆τ = Ts/2 provides the highest
value of channel capacity in a two-user MAC.
VII. CONCLUSION
We introduced differential detection schemes for asyn-
chronous multi-user MIMO systems based on orthogonal
STBCs where neither the transmitters nor the receiver knows
the CSI. We first presented schemes with simple differential
encoding and low complexity differential decoding algorithms
by performing interference cancelation in time and employing
different decoding methods. The decoding complexity of these
schemes increases linearly with the number of users. We
then presented additional differential decoding schemes that
achieve significantly higher coding gains compared to our
low complexity schemes. Simulation results show that they
also outperform the existing synchronous differential schemes.
The proposed schemes work for any square OSTBC, any
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constant amplitude constellation, any number of users, and
a receiver with any number of receive antennas. Similar to
the case of a single user, our schemes can be extended to
work with other STBCs with higher rates, such as QOSTBCs,
through minor changes. Furthermore, we derived conditions
under which our schemes provide full diversity. For the cases
of two and four transmit antennas, we also provided examples
of PSK constellations to achieve full diversity. To the best of
our knowledge, the proposed differential modulation schemes
are the first differential schemes for asynchronous multi-user
communication systems.
APPENDIX A
PROOF OF PROPOSITION 4.1
Using the input-output relationship in (8) and (12), we can
write the input-output relationship for a single time block l > 0
as(
yl1,1, · · · ,yl1,J , · · · ,ylT,1, · · · ,ylT,J
)
=
J∑
i=1
Hi
(
Sl−1i ,S
l
i
)(Zi,1
Zi,0
)
+
(
nl1,1, · · · ,nl1,J , · · · ,nlT,1, · · · ,nlT,J
)
(41)
where Zi,0,Zi,1, i = 1, · · · , J , are T ×TJ matrices given by
Zi,0 =

i−1times︷ ︸︸ ︷
0 · · · 0
J times︷ ︸︸ ︷
1 · · · 1 0 · · · 0 · · · 0 · · · 0
0 · · · 0 0 · · · 0
J times︷ ︸︸ ︷
1 · · · 1 · · · 0 · · · 0
. . .
. . .
. . .
. . .
. . .
0 · · · 0 0 · · · 0 0 · · · 0 · · ·
J−i+1times︷ ︸︸ ︷
1 · · · 1

,
Zi,1 =

0 · · · 0 0 · · · 0 0 · · · 0 · · · 0 · · · 0
0 · · · 0 0 · · · 0 0 · · · 0 · · · 0 · · · 0
. . .
. . .
. . .
. . .
. . .
︸ ︷︷ ︸
i− 1 times
1 · · · 1 ︸ ︷︷ ︸
TJ − i + 1 times
0 · · · 0 0 · · · 0 · · · 0 · · · 0

.
(42)
Then, note that the interference of all users on User j can be
canceled by subtracting ylt,j−1 from y
l
t,j for t = 1, · · · , T as
follows(
yl1,j − yl1,j−1, · · · ,ylT,j − ylT,j−1
)
=Hj
(
Sl−1j ,S
l
j
)(Z¯1
Z¯0
)
+
(
nl1,j − nl1,j−1, · · · ,nlT,j − nlT,j−1
)
(43)
where Z¯0, Z¯1 are T × T matrices given by
Z¯0 =

1 −1 0 · · · 0 0
0 1 −1 · · · 0 0
0 0 1 · · · 0 0
. . .
. . .
. . .
. . .
. . .
. . .
0 0 0 · · · −1 0
0 0 0 · · · 1 −1
0 0 0 · · · 0 1
 ,
Z¯1 =

0 0 0 · · · 0 0
0 0 0 · · · 0 0
0 0 0 · · · 0 0
. . .
. . .
. . .
. . .
. . .
. . .
0 0 0 · · · 0 0
0 0 0 · · · 0 0
−1 0 0 · · · 0 0
 .
(44)
Considering (43) for more consecutive time slots and using
simple algebra, one may easily show that
Y¯ lj =Hj ·
(
Sl−2j ,S
l−1
j ,S
l
j
) · A¯+ N¯ lj =Hj Sl−2j U lj A¯+ N¯ lj .
(45)
APPENDIX B
PROOF OF THEOREM 5.1
In the ITIC decoder using Method 0, we used the rela-
tionship in (21) and performed noncoherent ML detection.
In (21), HjSl−2j , U
l
jA¯, and N¯
l
j can be considered as the
equivalent channel, signal, and noise terms, respectively. Note
that the entries ofHjSl−2j and N¯
l
j are samples of independent
zero-mean complex Gaussian random variables. With a small
abuse of the notation, let U lj,1 = (IN ,P
l−1
j,1 ,P
l−1
j,1 P
l
j,1),
U lj,2 = (IN ,P
l−1
j,2 ,P
l−1
j,2 P
l
j,2) for some arbitrary data matrices
P l−1j,1 ,P
l
j,1,P
l−1
j,2 ,P
l
j,2 such that U
l
j,1 6= U lj,2. Then, in order
to prove that the ITIC decoder using Method 0 achieves a
diversity order of MN , by Proposition 4 of [19], it suffices
to show that for any U lj,1 6= U lj,2, the following has full row
rank2: (
U lj,1 · A¯
U lj,2 · A¯
)
=
(
IN P
l−1
j,1 P
l−1
j,1 P
l
j,1
IN P
l−1
j,2 P
l−1
j,2 P
l
j,2
)
· A¯
= G(P l−1j,1 ,P
l
j,1,P
l−1
j,2 ,P
l
j,2).
(46)
By our assumption, G(P l−1j,1 ,P
l
j,1,P
l−1
j,2 ,P
l
j,2) has full row
rank when (P l−1j,1 ,P
l
j,1) 6= (P l−1j,2 ,P lj,2) (or equivalently,
U lj,1 6= U lj,2). Thus, the ITIC decoder using Method 0 provides
full diversity. Now, note that the MMPL decoder using Method
0 is optimal among the decoders using the same set of (or a
subset of) the time partitions it uses. Since the ITIC decoder
using Method 0 uses a subset of the time partitions the MMPL
decoder using Method 0 uses, the MMPL decoder using
Method 0 must perform at least as good as the ITIC decoder
using Method 0. Thus, the MMPL decoder using Method 0
must achieve full diversity as well.
APPENDIX C
PROOF OF THEOREM 5.3
We need the following property to prove the theorem:
Lemma C.1. Let X1,X2 be distinct N × N matrices such
that (X2 −X1)† · (X2 −X1) = ‖X2−X1‖
2
F
N · IN . Then,(
IN X1
IN X2
)−1
=
(
IN +X1X¯ −X1X¯
−X¯ X¯
)
(47)
where X¯ = N(X2−X1)
†
‖X2−X1‖2F
.
Proof: The result can be easily proven by showing that(
IN +X1X¯ −X1X¯
−X¯ X¯
)
·
(
IN X1
IN X2
)
=
(
IN 0N
0N IN
)
= I2N . (48)
To prove Theorem 5.3, we consider two cases:
Case 1: We first consider the case when P1 6= P3.
Since P1,P3 are constructed using the same OSTBC and
2The channel model used in [19] is the transposed version of ours. We have
modified their results based on our channel model. We have also used the fact
that rank(X†X) = rank(X) for any matrix X with complex elements.
POORKASMAEI AND JAFARKHANI: ASYNCHRONOUS ORTHOGONAL DIFFERENTIAL DECODING FOR MULTIPLE ACCESS CHANNELS 11
thus (P3 − P1)† · (P3 − P1) = ‖P3−P1‖
2
F
N · IN , by
Lemma C.1,
(
IN P1
IN P3
)
is invertible. Also, since its in-
verse must be a full rank matrix, multiplying its inverse by
G(P1,P2,P3,P4) must result in a matrix with the same
rank as G(P1,P2,P3,P4). Therefore, using Lemma C.1 and
the definition of G(P1,P2,P3,P4) in (38), by multiplying
G(P1,P2,P3,P4) by
(
IN P1
IN P3
)−1
from the left we obtain
(
IN P1
IN P3
)−1
·G(P1,P2,P3,P4)
=
IN + P1
(
N(P3−P1)†
‖P3−P1‖2F
)
− P1
(
N(P3−P1)†
‖P3−P1‖2F
)
−N(P3−P1)†‖P3−P1‖2F
N(P3−P1)†
‖P3−P1‖2F

·
(
IN P1 P1P2
IN P3 P3P4
)
· A¯
=

IN 0N P1P2 −NP1 ·
(
(P3−P1)†∥∥P3−P1∥∥2F
)
· (P3P4 − P1P2)
0N IN N
(
(P3−P1)†∥∥P3−P1∥∥2F
)
· (P3P4 − P1P2)
 · A¯,
(49)
which must be of the same rank as G(P1,P2,P3,P4). Now,
let B1 and B−11 be 3N − 1× 3N − 1 matrices given by
B1 =

1 −1 0 · · · 0 0
0 1 −1 · · · 0 0
0 0 1 · · · 0 0
. . .
. . .
. . .
. . .
. . .
. . .
0 0 0 · · · −1 0
0 0 0 · · · 1 −1
0 0 0 · · · 0 1
 ,
B−11 =

1 1 1 · · · 1 1
0 1 1 · · · 1 1
0 0 1 · · · 1 1
. . .
. . .
. . .
. . .
. . .
. . .
0 0 0 · · · 1 1
0 0 0 · · · 1 1
0 0 0 · · · 0 1
 .
(50)
Note that B−11 is the inverse of B1. Again, since B
−1
1 is a
full rank matrix, multiplying it by (49) will result in a matrix
with the same rank as (49). Therefore, multiplying (49) by
B−11 from the right yields a matrix with the same rank as
G(P1,P2,P3,P4), given by(
IN P1
IN P3
)−1
·G(P1,P2,P3,P4) ·B−11
=

IN 0N P1P2 −NP1 ·
(
(P3−P1)†∥∥P3−P1∥∥2F
)
· (P3P4 − P1P2)
0N IN N
(
(P3−P1)†∥∥P3−P1∥∥2F
)
· (P3P4 − P1P2)
 ·B2
(51)
where B2 is the 3N × 3N − 1 matrix
B2 = A¯ ·B−11 =

−1 −1 −1 · · · −1 −1 −1
1 0 0 · · · 0 0 0
0 1 0 · · · 0 0 0
0 0 1 · · · 0 0 0
. . .
. . .
. . .
. . .
. . .
. . .
. . .
0 0 0 · · · 1 0 0
0 0 0 · · · 0 1 0
0 0 0 · · · 0 0 1

. (52)
Now, consider the RHS of (51) and let
P1P2 −NP1 ·
(
(P3−P1)†∥∥P3−P1∥∥2F
)
· (P3P4 − P1P2)
N
(
(P3−P1)†∥∥P3−P1∥∥2F
)
· (P3P4 − P1P2)

=

β1,1 β1,2 β1,3 · · · β1,N
β2,1 β2,2 β2,3 · · · β2,N
β3,1 β3,2 β3,3 · · · β3,N
. . .
. . .
. . .
. . .
. . .
β2N,1 β2N,2 β2N,3 · · · β2N,N
 .
(53)
By plugging (53) into (51) and using simple algebra, we can
write (51) as(
IN P1
IN P3
)−1
·G(P1,P2,P3,P4) ·B−11 =

2N−1 times︷ ︸︸ ︷
−1 − 1 − 1 · · · − 1 β1,1 − 1 β1,2 − 1 β1,3 − 1 · · · β1,N − 1
1 0 0 · · · 0 β2,1 β2,2 β2,3 · · · β2,N
0 1 0 · · · 0 β3,1 β3,2 β3,3 · · · β3,N
0 0 1 · · · 0 β4,1 β4,2 β4,3 · · · β4,N
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
0 0 0 · · · 1 β2N,1 β2N,2 β2N,3 · · · β2N,N
 .
(54)
Let ri, i = 1, · · · , 2N , denote the ith row of (54).
Then, the linear combination of r1, · · · , r2N with coefficients
λ1, λ2, · · · , λ2N , which are not all zero, is given by
r=
2N∑
i=1
λiri
=
(
λ2 − λ1, · · · , λ2N − λ1,−λ1 +
2N∑
i=1
λiβi,1, · · · ,−λ1 +
2N∑
i=1
λiβi,N
)
.
(55)
Note that r is equal to the zero vector if and only if λ1 = λ2 =
· · · = λ2N and
∑2N
i=1 βi,1 =
∑2N
i=1 βi,2 = · · · =
∑2N
i=1 βi,N =
1. This means that the rows of (54) are linearly dependent if
and only if
∑2N
i=1 βi,1 =
∑2N
i=1 βi,2 = · · · =
∑2N
i=1 βi,N = 1.
Using (53), this implies that (54), and thus G(P1,P2,P3,P4),
has full row rank if and only if
(
2N times︷ ︸︸ ︷
1, 1, · · · , 1) ·

P1P2 − NP1 ·
(
(P3−P1)†∥∥P3−P1∥∥2F
)
· (P3P4 − P1P2)
N
(
(P3−P1)†∥∥P3−P1∥∥2F
)
· (P3P4 − P1P2)
 6= (
N times︷ ︸︸ ︷
1, 1, · · · , 1) .
(56)
Then, it is easy to see that (56) holds, and thus
G(P1,P2,P3,P4) has full row rank, for any possible data
matrices P1,P2,P3,P4 with P1 6= P3 if and only if (39)
holds for any possible data matrices P˜1, P˜2, P˜3, P˜4 with
P˜1 6= P˜3. This means that (39) is a necessary and sufficient
condition for G(P1,P2,P3,P4) to have full row rank in Case
1.
Case 2: We now consider the case when P1 = P3. Since
(P1,P2) 6= (P3,P4), this implies that P2 6= P4. Also,
since P2,P4 are constructed using the same OSTBC and
thus [P1(P4 − P2)]† · [P1(P4 − P2)] = ‖P1(P4−P2)‖
2
F
N · IN ,
by Lemma C.1,
(
IN P1P2
IN P1P4
)
is invertible. Again, since
its inverse must be a full rank matrix, multiplying its in-
verse by G(P1,P2,P3,P4) must result in a matrix with the
same rank as G(P1,P2,P3,P4). Therefore, by multiplying
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G(P1,P2,P3,P4) by
(
IN P1P2
IN P1P4
)−1
from the left we obtain
(
IN P1P2
IN P1P4
)−1
·G(P1,P2,P3,P4)
=
IN + P1P2
(
N [P1(P4−P2)]†
‖P1(P4−P2)‖2F
)
− P1P2
(
N [P1(P4−P2)]†
‖P1(P4−P2)‖2F
)
−N [P1(P4−P2)]†‖P1(P4−P2)‖2F
N [P1(P4−P2)]†
‖P1(P4−P2)‖2F

·
(
IN P1 P1P2
IN P1 P1P4
)
· A¯
=
(
IN P1 0N
0N 0N IN
)
· A¯,
(57)
which must be of the same rank as G(P1,P2,P3,P4). Once
again, since B−11 is a full rank matrix, multiplying (57) by
B−11 from the right yields a matrix with the same rank as
(57), and thus G(P1,P2,P3,P4), given by(
IN P1P2
IN P1P4
)−1
·G(P1,P2,P3,P4) ·B−11 =
(
IN P1 0N
0N 0N IN
)
·B2.
(58)
Then proceeding similarly to the procedure described in (53)-
(56) for Case 1, we find that G(P1,P2,P3,P4) has full row
rank if and only if w · P1 6= w. Note that this condition is
a special case of (39) when P˜2 = P˜4 = P1. Therefore, (39)
is a sufficient condition for G(P1,P2,P3,P4) to have full
row rank in Case 2. Also, we showed that (39) is a necessary
and sufficient condition for G(P1,P2,P3,P4) to have full
row rank in Case 1. Thus, (39) is a necessary and sufficient
condition in the general case for G(P1,P2,P3,P4) to have
full row rank for any possible data matrices P1,P2,P3,P4
with (P1,P2) 6= (P3,P4).
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