We study nonparametric change-point estimation from indirect noisy observations. Focusing on the white noise convolution model, we consider two classes of functions that are smooth apart from the change-point. We establish lower bounds on the minimax risk in estimating the change-point and develop rate optimal estimation procedures. The results demonstrate that the best achievable rates of convergence are determined both by smoothness of the function away from the change-point and by the degree of ill-posedness of the convolution operator. Optimality is obtained by introducing a new technique that involves, as a key element, detection of zero crossings of an estimate of the properly smoothed second derivative of the underlying function.
1. Introduction. In this paper we study the problem of change-point estimation from indirect and noisy observations. Let f ∈ L 2 (R) denote the unknown function. Consider the white noise model dY (x) = (Kf )(x) dx + ε dW (x),
x ∈ R, (1) where W (·) is the standard two-sided Wiener process on R, 0 < ε < 1, and K is the convolution operator with kernel K ∈ L 1 (R) whose action on a function f ∈ L 2 (R) is defined by (Kf )(x) = We assume that f is smooth apart from a jump discontinuity of the first kind at a point θ and, without loss of generality, we suppose that θ ∈ [0, 1].
The problem is to estimate the change-point θ based on the observation of a trajectory of the process Y (·) that satisfies (1) . We study this problem in a minimax framework. Letθ be an estimator of θ based on observation of Y (·) that satisfies (1) . We measure the accuracy ofθ by the maximal risk
over a class of functions G that have a single change-point θ ∈ [0, 1]. Here E f denotes the expectation with respect to the probability distribution P f generated by the model (1) with given f . The minimax risk is defined by
where the infimum is taken over all possible estimators of θ. An estimator θ is called rate optimal on the class G if it satisfies
Our aim is to find rate optimal change-point estimators and to establish asymptotics of minimax risks for some natural classes of functions G and operators K.
Change-points and singularities are intrinsic features of signals that appear in a wide variety of applied contexts in economics, medicine and physical science. For many types of signals, change-points convey important information about underlying phenomena. For instance, in images, discontinuities of the intensity function correspond to the location of the contour of an object that may be particularly important for recognition purposes. We refer to the volume by Carlstein, Müller and Siegmund [4] for a comprehensive survey of the area and references. The problem of nonparametric change-point estimation has been extensively studied in the case where the observations of f are direct, that is, when K is the identity operator. For such a model, Korostelev [15] constructed a rate optimal estimator of θ and derived the optimal rates of convergence. He showed that the minimax risk over the class of functions that have a single change-point and satisfy the Lipschitz condition away from the change-point, converges to zero at the rate ε 2 , which is faster than the usual parametric rate. ( Here and in what follows we have in mind a standard correspondence between the Gaussian white noise model and discrete sample models (cf. [3] ), given by the calibration ε = n −1/2 , where n is the sample size. With this calibration, the term parametric rate refers to convergence with the rate ε = n −1/2 .) For further CHANGE-POINT ESTIMATION 3 work on nonparametric estimation of change-points and discontinuous functions from direct observations, see, for example, [1, 9, 18, 21, 22, 25, 27] and the references cited therein. On the other hand, nonparametric estimation of a change-point from indirect observations, that is, for operators K that are not the identity, is much less studied. Furthermore, the literature contains some contradictory statements with regard to best achievable rates of convergence and therefore, leaves open the question of how to construct optimal estimators.
An important result in this area is due to Neumann [19] , who investigated the problem of change-point estimation from indirect observations in a density deconvolution model. He assumes that the observations are Y i = X i + ξ i , i = 1, . . . , n, where X i are i.i.d. random variables with unknown probability density f and where ξ i are i.i.d. random errors, independent of the X i 's, with known probability density K. The problem considered by Neumann [19] is to estimate the location θ of a discontinuity jump in f , where this density is assumed to satisfy a Lipschitz condition away from the changepoint. Neumann [19] proved that the order of the minimax risk in estimating θ is min{n −2/(2β+3) , n −1/(2β+1) }, provided that the tails of the characteristic function K(ω) of ξ i decrease at the rate |ω| −β , β > 0. In the nonparametric regression context, Raimondo [21] considered the problem of estimating a change-point in the βth derivative of the regression function. Assuming that this derivative satisfies a Lipschitz condition apart from the change-point θ, Raimondo [21] claims that the best rate of convergence in estimating θ is n −1/(2β+1) . Estimation procedures that achieve this rate were also proposed by Wang [26] and, more recently, by Huh and Carrière [13] and Park and Kim [20] . Clearly, if K is the Green's function of a linear differential operator of integer order β, estimating the change-point θ of f from indirect observation as in model (1) is equivalent to estimating the change-point in the derivative of order β from direct observations. This fact indicates that there is a discrepancy between the rates of convergence obtained by Neumann [19] , on the one hand, and by Raimondo [21] and other authors cited above, on the other hand. In particular, the rates obtained by Neumann [19] are faster. Although asymptotic equivalence between the two indirect observation models (the density model as in [19] , and regression/white noise model as in [21] ) has not been established formally, it would seem natural to expect that the rates of convergence are in agreement. In what follows, we will show that the "faster" rates of Neumann [19] can indeed be attained and they are optimal for the white noise model (1) . This fact will be deduced from more general results.
We study the problem of change-point estimation in model (1) for two different scales of functional classes G that quantify smoothness of f away from the change-point. We derive lower bounds on the minimax risk (see Theorems 2 and 4) and develop rate optimal estimators (see Theorems 1 and 3).
In particular, we show that if f can be represented as the sum of a jump function and a smooth function whose mth derivative exists and is bounded for all x, then the minimax risk in estimating θ is of order min{ε (2m+2)/(2m+2β+1) , ε 2/(2β+1) }, provided that the tails of the Fourier transform K of K behave like |ω| −β , as |ω| → ∞, with β > 0. The elbow in the rates of convergence corresponds to the cases where β > 1/2 and 0 < β ≤ 1/2. If β > 1/2, the convolution kernel K belongs to L 2 (R). In what follows we call such convolution kernels and the corresponding setup regular. In contrast, under 0 < β ≤ 1/2, the convolution kernel K does not belong to L 2 (R). We will call the latter case singular because it necessarily corresponds to a singular convolution integral in (2) .
We introduce a new estimation technique that involves, as a key element, detection of zero crossings of an estimate of a properly smoothed second derivative of f . This differs from most change-point detection methods described in the statistical literature that typically use a properly smoothed first derivative of f . On the other hand, our second derivative based approach has parallels in digital image processing in the context of edge detection, where it is often referred to as the Laplacian method (cf. [11] ). It is interesting to note that in the regular case seemingly intuitive procedures based on detecting a maximum in the first derivative lead to slower rates of convergence (see further discussion in Section 5).
The optimal rate of convergence in the regular case, ε (2m+2)/(2m+2β+1) , clarifies how smoothness of f away from the change-point (given by the index m) and ill-posedness of the kernel K (given by β) affect achievable accuracy in change-point estimation from indirect observations. The result of Neumann [19] in the density deconvolution model, with standard calibration ε = n −1/2 , can be viewed as the "density analog" of a special case of our result with m = 1, that is, when f is Lipschitz apart from the change-point. When the "smooth part" of the unknown function f is analytic, our results show that in the regular case the optimal rate is ε, up to a logarithmic factor in ε −1 , that is, it is nearly the parametric rate. Interestingly, in this case the ill-posedness index β of K appears in the risk bound only as a power of the logarithmic factor. This means that ill-posedness of K does not affect significantly the quality of estimation when f is very smooth apart from the change-point. We also show that in the singular case the optimal rate of convergence is ε 2/(2β+1) , up to a logarithmic factor, regardless of the smoothness of f away from the change-point.
Our results elucidate the following important feature of the problem: when estimating a change-point from indirect data, the best achievable rates of convergence depend on the behavior of the function f away from the changepoint location. This is in striking contrast to the direct observations case,
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where the rate ε 2 is the best one can achieve regardless of how many derivatives f possesses apart from the discontinuity jump. Our results also indicate that the procedure of Raimondo [21] is not optimal when estimating a change-point of the βth derivative, β ≥ 1, in the direct observation model, contrary to what is claimed in that paper (see further discussion in Section 5). We note that estimating a change-point from indirect observations can be done with higher accuracy than curve estimation in nonparametric deconvolution (see, e.g., [5, 6, 7, 10] , and [8] ).
The rest of the paper is organized as follows. Section 2 introduces notation and definitions of the functional classes. In Section 3 we construct a probe functional that is used for detection of the change-point from indirect observations; some properties of the probe functional are discussed, and its estimator is developed. Section 4 describes the two-stage change-point estimation procedure and presents our main results. Section 5 concludes with a discussion of the main results and Section 6 contains the proofs.
Preliminaries. We begin with some notation and definitions. Let g or (Fg) denote the Fourier transform of a function
Let f (x±) = lim t→x± f (t) be the one-sided limits of f at point x and let [f ](x) = f (x+) − f (x−) be the local jump function. We say that θ ∈ R is a change-point of f if [f ](θ) = 0, and f (θ+) and f (θ−) are finite. We will consider minimax estimation of a change-point θ of f by assuming that f belongs to one of the two functional classes, F m or A ν , defined below.
The class F 1 contains functions f that have a single jump discontinuity of the first kind at θ ∈ [0, 1] and satisfy the Lipschitz condition on any interval that does not include θ. This class was considered by Neumann [19] in the context of density deconvolution. To allow more smoothness of f apart from the jump discontinuity, we introduce the following extension of F 1 .
Definition 2. Let a, L > 0 and m > 1 be fixed constants. We say that 
is continuous.
(iii) The function g f belongs to L 2 (R) and its Fourier transform g f satisfies
If m is an integer, condition (4) implies that the derivative g (m−1) f exists and is bounded by L. In fact, (4) is only slightly stronger than this property. For example, (4) is valid if g f is in a Sobolev class of L 2 smoothness s > m − 1/2, that is, when | g f (ω)| 2 |ω| 2s dω is bounded by an appropriate constant. This class is very close to, but smaller than, the class of functions with uniformly bounded derivative g
(ii) and (iii) of Definition 2 cannot be satisfied, but we may still consider classes of functions f that are smooth separately to the left and to the right of the change-point. However, introducing such classes seems to be unjustified, because additional smoothness in these terms does not improve the convergence rate of estimators of θ. The minimax rate remains the same as for the class F 1 .
, and if f has a single change-point θ ∈ [0, 1] such that conditions (i) and (ii) of Definition 2 are satisfied and
where g f is defined in (3).
Assumption (5) implies that g f is infinitely differentiable and admits an analytical continuation onto a strip in the complex plane. Such classes of functions have been studied in the context of nonparametric estimation by many authors, starting with Ibragimov and Hasminskii [14] . For a recent overview, see, for example, [2] .
The following assumption on K will be used throughout this paper.
Assumption K. The function K belongs to L 1 (R), and there exist constants β > 0 (called the ill-posedness index of K) and κ, κ > 0, such that
Assumption K is quite standard in deconvolution problems and corresponds to what is known as a moderately ill-posed problem. Green's functions of linear differential operators are important examples of kernels K satisfying Assumption K for the regular case (β > 1/2). For instance, let
where * stands for the convolution on R. The Fourier transform of the kernel K is given by
, and Assumption K holds with β = k. In this case f can be recovered from Kf by applying the linear differential operator (8) see [12] , Chapter II. As for the singular case (0 < β ≤ 1/2), examples are more peculiar; for instance, one may consider K to be the probability density of a gamma distribution with shape parameter β.
3. Probe functional. We will develop estimation procedures that are based on minimization of an empirical version of a properly chosen probe functional. Let ϕ : R → R be an even, twice continuously differentiable function that attains its global maximum at 0. Further conditions on ϕ will be introduced below. Fix a bandwidth h > 0 and for
The probe functional ℓ h (t) is thus a smoothed second derivative of f at point t: as h tends to zero, ℓ h (t) converges to f ′′ (t), provided that f is twice continuously differentiable at t. The points t where |ℓ h (t)| is close to zero are indicative of the change-point location; this idea underlies the construction. An estimator of ℓ h (t) based on observations (1) can be developed as follows. Denote by K * the adjoint operator to K given by
By the linear functional strategy, if ψ t ∈ Range(K * ), then there exists a function γ t ∈ L 2 (R) such that
Taking the Fourier transforms, and using (10) and the fact that ψ t (ω) = −(2πω) 2 ϕ(ωh)e 2πiωt , we find
We will always choose ϕ so that
. Under this assumption we may write
Based on these considerations, we define the estimatorl h (t) of ℓ h (t) bỹ
Properties of estimation procedures that we develop are determined crucially by (i) accuracy of the probe functional estimatorl h (t) and (ii) the ability of the probe functional to detect the change-point. The former is quantified by the next lemma, which we prove under the following assumption on the smoothing function ϕ.
that is, ϕ belongs to the Sobolev space with smoothness index β + 3.
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Lemma 1. Let Assumption 1 and the left inequality in Assumption K hold, and let h > 0. Then the Gaussian random process where B is a subinterval of [0, 1] , satisfies
where |B| stands for the Lebesgue measure of the set B and C i , i = 1, 2, 3, are positive constants.
Further results will be obtained under the following condition which is stronger than Assumption 1. It follows from Assumption 2 that ϕ is a real-valued, even, analytic function, rapidly decreasing at infinity, together with all its derivatives. In addition, since ϕ is nonnegative, ϕ achieves its global maximum at x = 0, ϕ ′ (0) = 0 and |ϕ ′′ (0)| ≥ M > 0 for some constant M . The Meyer wavelet (see, e.g., [17] , Section 7.2.2), centered at zero and rescaled accordingly, provides an example of a function that satisfies Assumption 2.
We summarize some properties of ϕ ′ that will be repeatedly used in what follows. 
for some constant r.
Proofs of (I)-(III) are immediate and based on analysis of the integrand sign in the expressions for ϕ ′ and ϕ ′′ . Parameters q * , q 0 and d that appear in (II) and (III) depend on the specific choice of ϕ; condition (13) asserts that q * is a well-separated point of the global minimum of ϕ ′ .
The next lemma analyzes the separation between values of the probe functional ℓ h (t) when t varies in a "punctured" neighborhood of the changepoint θ.
Lemma 2 (Separation rate). Let Assumption 2 hold and let δ ∈ (0,qh), whereq = q * + 3d/4, and the constants q * and d are given in (II) and (III).
for an absolute constant C 1 > 0 large enough. Then for sufficiently small h,
where C 2 is a positive constant that depends on only a, L and ϕ.
2. Let f ∈ A ν and let
for an absolute constant C 3 > 0 large enough. Then (15) holds for sufficiently small h.
The value that appears on the right-hand side (RHS) of (15) will be called the δ-separation rate that corresponds to the probe functional ℓ h . Lemma 2 asserts that θ is a well-separated point of minimum of |ℓ h (t)|, provided that h and δ satisfy (14) and (16) for f ∈ F m and f ∈ A ν , respectively. Conditions (14) and (16) are required to guarantee that the bias terms do not exceed the contrast expressed by the δ-separation rate. They also show that if f ∈ A ν , the value δ can be chosen much smaller than in the case of f ∈ F m ; that is, the minimum of |ℓ h (t)| is more pronounced when f ∈ A ν . It is interesting to note that if a smoothed first derivative of f is used as the probe functional and the maximum is sought, the corresponding δ-separation rate is of order δ 2 h −3 . As our proofs suggest, in the regular case this choice of the probe functional does not lead to a rate optimal estimation procedure (see Section 5).
Estimation procedure and main results.
We are now in position to define the estimation procedure. The construction has two stages: First we localize the region that contains the change-point with probability close to 1 and then we search for a minimum of the absolute value of the probe functional inside the region. The localization step is based on the following argument. As the proof of Lemma 2 shows, ℓ h (t) is equal to −h −2 ϕ ′ (h −1 (θ − t))[f ](θ) up to a term that is negligible, provided that |θ − t| = O(h). It follows from (II) that (17) and letÂ h be the closed interval with endpointst * andt * . Our estimator θ h of the change-point for given bandwidth h is defined bỹ
We note that this construction depends on the bandwidth h that will be chosen in an optimal way. (6) is satisfied and that Assumption 2 holds. Letθ * denote the change-point estimatorθ h with the bandwidth h = h * defined below.
Functional class F m .
Theorem 1. Suppose that the left inequality in
Regular case: Assume that β > 1/2 and let
where
2. Singular case: Assume that 0 < β ≤ 1/2 and let
where C * 3 > 0 is a sufficiently large constant. Then there exists a constant C * 4 < ∞ such that
∀ 0 < ε < 1. 
where c * 1 does not depend on a, L.
Singular case: If
where c * 2 , c * 3 > 0 are constants.
Theorems 1 and 2 show that the estimateθ * is rate optimal in the regular case. Moreover, the bounds identify the precise dependence of the minimax risk on the size of the jump a and on the "Lipschitz constant" L away from the jump (see definition of the class F m ). As smoothness of f away from the jump increases (i.e., as m → ∞), the optimal rate of convergence approaches the usual parametric rate ε. In the singular case,θ * is nearly rate optimal up to a factor logarithmic in ε −1 . Here the order of the rate of convergence is faster than the parametric rate ε, but slower than ε 2 , the minimax rate achieved in change-point estimation under direct observations. It follows from Lemma 3 in Section 6 that the estimatorst * andt * defined in (17) and associated with the bandwidth (20) are also nearly rate optimal in the singular case. We conjecture that for 0 < β < 1/2 the extra logarithmic factor in the bound of Theorem 1 can be removed and thus ε 2/(2β+1) is the optimal rate of convergence for such values of β.
Functional class
A ν .
Theorem 3. Suppose that the left-hand side inequality in (6) is satisfied and that Assumption 2 holds. Letθ + denote the change-point estimatorθ h
with the bandwidth h = h + defined below.
Regular case: Assume that β > 1/2 and let
Then there exists a constant C * 5 < ∞ independent of ν, a, L such that
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2. Singular case: Assume that 0 < β ≤ 1/2 and let, for some sufficiently large C * 6 > 0,
.
(24)
Then there exists a constant C * 7 < ∞ such that
∀ 0 < ε < 1. (6) hold. Then for sufficiently small ε the minimax risk over the class A ν is bounded from below as follows:
Theorem 4. Let the right-hand side inequality in
where c * 4 is a constant independent of ν, a, L.
Singular case: If
where c * 5 , c * 6 > 0 are constants independent of ν.
Theorems 3 and 4 indicate thatθ + is rate optimal in the regular case, and nearly rate optimal in the singular case. It is interesting to note that in the regular case, when f ∈ A ν , almost parametric rates of convergence are attained by our estimation procedure. The ill-posedness of the convolution operator K, as expressed by index β, does not have a significant effect on the rates of convergence when f ∈ A ν ; this fact is rather surprising.
5. Discussion. 1. Our technique elucidates how the construction of the probe functional affects estimation accuracy. An appropriate probe functional, ℓ h , should satisfy the following two requirements: (i) θ is a wellseparated point of minimum (maximum) of ℓ h (·) or |ℓ h (·)|; (ii) ℓ h (t) admits a "good" estimator with "small" bias and variance. The proofs suggest that in the regular case the optimal rates of convergence are obtained by balancing three quantities: the δ-separation rate, the bias and the stochastic error of estimation of a properly chosen probe functional. In the singular case the bias is asymptotically negligible and the optimal rates are obtained by balancing only two terms: the δ-separation rate and the stochastic error.
As an illustration, consider, for instance, the regular case and estimation on classes F m . For our functional ℓ h , the δ-separation rate in (15) is of order δh −3 , the stochastic error is characterized by the square root of the variance Var[l h (t)] = O(ε 2 h −2β−5 ) [see (11) ] and the bias term is of order h m−2 [see (30) and (32)]. The balance between the three terms is given by the relationships δh −3 ≍ h m−2 ≍ εh −β−5/2 . Solving for this, we get the optimal bandwidth h ≍ ε 2/(2m+2β+1) and the corresponding optimal rate δ ≍ ε (2m+2)/(2m+2β+1) .
2. The proposed estimator is based on a local search for a zero of the smoothed second derivative of f . An alternative and seemingly natural approach would be to estimate θ by searching for a maximum of a smoothed first derivative of f , that is, to consider the probe functional w h (t) = h −2 f (x)ϕ ′ (h −1 (x − t)) dx. This, however, does not lead to rate optimal estimation in the regular case. Although the stochastic error of the corresponding estimatorw h (t) is smaller than that ofl h (t) [Var[w h (t)] = O(ε 2 h −2β−3 )], the δ-separation rate is of order δ 2 h −3 . The bias term is now of order h m−1 ; this follows from similar arguments as in the proof of Lemma 2. By balancing the three terms (bias, stochastic error and δ-separation rate), as explained in the previous remark in this section, it is not difficult to verify that the estimator based on a local maximization of |w h (t)| has risk of order ε (m+2)/(2m+2β+1) when f ∈ F m and β > 1/2. We recall that the optimal rate of convergence given by Theorem 1 is faster, ε (2m+2)/(2m+2β+1) .
3. The results of the present paper cover the problem of estimating changepoints in the βth derivative of a function from direct observations. In particular, assume that β is an integer and let K be the Green's function of a linear differential operator of order β as defined in (7) . Denoting q = Kf , we note that estimating the change-point in f from indirect observations (1) is equivalent to estimating the change-point in q (β) from direct observation of q in the white noise model. Indeed, in view of the inversion formula (8) , if f has a change-point at θ, then q (β) (or any linear differential form of q of order β) has a change-point at θ as well. Therefore, regarding the observations of q in the white noise model as indirect observations of f , with K being the Green's function of a linear differential operator, we can apply our procedure to estimation of change-points in q (β) . In particular, according to Theorems 1 and 2, if q (β) satisfies the Lipschitz condition away from the change-point (i.e., m = 1), the best achievable rate of convergence is ε 4/(2β+3) , which can be easily extended to the regression problem with equidistant design, where the rate becomes n −2/(2β+3) . This indicates that change-point estimation procedures in [21] , as well as in [13, 20, 26] , are not rate optimal, contrary to what is claimed in some of these papers. Specifically, as a referee pointed out, the lower bound of Raimondo [21] is not correct. At the same time, our results are consistent with those obtained for density deconvolution by Neumann [19] , who only considered the case of Lipschitz smoothness (m = 1).
Proofs and auxiliary results.
In what follows C, c, C i and c i , i = 1, 2, . . . , stand for positive constants that may differ on different occurrences.
Proof of Lemma 1. Assumptions 1 and K imply that γ t ∈ L 2 (R). Since f ∈ L 2 (R) and K ∈ L 1 (R) we have that Kf ∈ L 2 (R); thus the Fourier transform Kf exists and Kf = K f . Using (1) and Plancherel's formula we get, for any t ∈ B,
which proves that E[Z h (t)] = 0. Thus Z h (t) is a zero mean Gaussian random variable with variance
where we have used Assumptions K and 1. This proves (11) .
To prove (12) we apply the inequality on the tails of Gaussian processes (see, e.g., [24] , Proposition A.2.7). For this purpose, using Plancherel's formula and Assumptions K and 1 we obtain, for t, s ∈ [0, 1],
Therefore, the number of balls of radius r in the seminorm σ(t, s) that cover the interval B ⊆ [0, 1] does not exceed c 5 r −1 εh −β−7/2 |B|, and applying Proposition A.2.7 of [24] (putting in the notation of that proposition ε 0 = σ Z , K = εh −β−7/2 |B|), we get the lemma.
Proof of Lemma 2. 1. Fix t satisfying δ < |t − θ| <qh and define τ = (θ − t)/h; clearlyq > |τ | > δ/h. By (9),
First assume that m = 1. Let
Then using Definition 1 and the fact that ϕ ′ (−∞) = ϕ ′ (∞) = 0, we obtain
Recall that ϕ ′ (0) = 0 and |ϕ
has a unique zero in the interval [−q,q] at x = 0. Therefore, |ϕ ′ (τ )| > c 1 |τ | for all |τ | ∈ (δ/h,q) and, for h small enough, we get
Furthermore, we note that ℓ h (θ) = J 1 (θ) and that, for all t satisfying δ < |t − θ| <qh,
Using (14) we conclude that for sufficiently small h, the sign of ℓ h (t) is determined by the first term in (28). Therefore, (15) holds for m = 1. If m > 1, then integrating by parts in both integrals on the RHS of (27) and using the fact that ϕ ′ (−∞) = ϕ ′ (∞) = 0, we obtain
where g f is defined in (3) and the last equality follows from the Plancherel formula. In view of Assumption 2 and Definition 2,
This along with (14) , (29), (31) and the fact that ℓ h (θ) = −J 2 (θ) completes the proof of the first statement of the lemma.
2. If f ∈ A ν , then ℓ h (t) is again given by (31) and J 2 (t) is now bounded using the Cauchy-Schwarz inequality:
The same considerations as above complete the proof.
Lemma 3. Let Assumption 1 and the left inequality in Assumption K hold, and let h β+1/2 ε −1 ≥ C 1 . Then, for f ∈ F m or f ∈ A ν and for all h small enough,
where d > 0 is given in (III).
Proof. We will derive the inequality for P f {|t * − t * | > hd/2} only; the proof of the other part is identical in every detail. Define ∆ = {t ∈ [0, 1] : |t − t * | > hd/2}. By definition of t * andt * , we have
It follows from (28) and (31) that
, with J 1 (t) and J 2 (t) as defined in the proof of Lemma 2. Therefore, we obtain
where the last inequality follows by change of variables, by definition of t * and because ϕ ′ (x) = −ϕ ′ (−x). Using property (III), we obtain that the first term on the RHS of (33) is at least c 1 rh −2 , while the second one does not exceed in absolute value c 2 Lh m−2 if f ∈ F m and c 3 Lh −2 exp{−ν/(3h)} if f ∈ A ν (see the proof of Lemma 2, where upper bounds on |J(t)| were established). Noting that h −2 dominates both h m−2 and h −2 exp{−ν/(3h)} as h tends to zero and applying Lemma 1, we obtain that
as claimed.
Proof of Theorem 1. 1. We begin with the regular case. The choice of h = h * in (19) implies that ε −1 h β+1/2 ≍ ε −m/(m+β+1/2) , so Lemma 3 can be applied. Let Ω be the event that |t * − t * | ≤ hd/2 and |t * − t * | ≤ hd/2.
Recall that |t * − θ| = |t * − θ| = q * h, where q * is defined in (II). Therefore, on the set Ω, |t * − θ| ≤ q * h + hd/2 ≤qh and |t
whereq is defined in Lemma 2. Recall that, by property (III) ϕ ′ (x) has a unique zero in the interval [−q,q] at the point x = 0. This guarantees that if Ω holds, the setÂ h contains a unique zero of the function t → ϕ ′ (h −1 (θ − t)) at t = θ and thus the definition (18) is justified.
We write Furthermore, when Ω holds, it follows from (34) and from the construction ofθ h that |θ h − θ| ≤qh. Thus for any δ ∈ (0,qh), the first term on the RHS of (35) can be bounded as
where ∆ j def = [δ2 j−1 , δ2 j ] and J = min{j : δ2 j >qh}. Let T j = {t : |t − θ| ∈ ∆ j }; we note that |T j | = δ2 j−1 . Then we have We first estimate inf t∈T j (|ℓ h (t)|−|ℓ h (θ)|) using Lemma 2. Note that Lemma 2 can be applied with {t : δ ≤ |t − θ| ≤qh} replaced by T j for each j = 1, . . . , J , provided that δ2 j−1 ≥ c 5 (L/a)h m+1 . In particular, we have It is straightforward to verify that with this choice of δ and h for sufficiently large c 7 , conditions of Lemma 2 are satisfied. In addition, 2 j aδh −3 ≥ c 9 εh −β−5/2 for some constant c 9 and each j = 1, . . . J . Therefore, using (15) and applying Lemma 1, we obtain
The last inequality ensures that Lemma 1 can be applied and, similarly to (41), we have Substituting expression (20) for h and summing up over j = 1, . . . , J , we complete the proof.
Proof of Theorem 2. We use the method of proving minimax lower bounds based on a reduction to the problem of testing two simple hypotheses; see, for example, [16] , Chapter 2, or [23] , Chapter 2.
Pick f 0 ∈ F m (a, L/2) such that f 0 has a unique jump discontinuity at θ 0 = 0 and 
