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Abstract
We determine the essential spectra of algebraic combinations of Toeplitz operators with continuous
symbol and composition operators induced by a class of linear-fractional non-automorphisms of the unit
disk. The operators in question act on the Hardy space H 2 on the unit disk. Our method is to realize the
C∗-algebra that they generate as an extension of the compact operators by a concrete C∗-algebra whose
invertible elements are easily characterized.
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1. Introduction
Given any analytic self-map ϕ of the open unit disk D in the complex plane, one can define
the composition operator Cϕ : f → f ◦ ϕ, which acts as a bounded linear operator on the Hardy
space H 2, as well as a number of other Hilbert spaces of analytic functions on D. The study of
these objects over four decades has produced a substantial literature centered until relatively re-
cently on their properties as single operators. The monographs [36] and [15] give a good picture
of the field before 1995. Subsequent to the characterization of compact composition operators
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modulo the ideal K of compact operators, beginning with the problem of determining for which
pairs ϕ and ψ the difference Cϕ − Cψ lies in K and a related issue of identifying the con-
nected components in the topological space of composition operators [24,38,37]. Considerable
recent progress has been made on these questions [30,2,31,29,23,16], as well as the problems
of characterizing compact linear combinations [29,23], compact products with adjoints [8], and
compact commutators with adjoints [4,26,27,5,7]. Composition operators associated with linear-
fractional self-maps of D play a role in some of this work, and have also provided fertile ground
for the investigation of other operator-theoretic phenomena, including adjoints [13], cyclicity [6],
subnormality [14,33], spectra [12], invariant subspaces [17,32,28], and exact norm calculations
[18,3,1]. Recently, M. Jury [19,20] and the present authors [21,22] have begun the study of
C∗-algebras generated by linear-fractional composition operators. Jury’s work considers auto-
morphisms while we are concerned with linear-fractional non-automorphisms. The present paper
continues the latter investigation. Throughout, the underlying Hilbert space is H 2.
One motivation for our work here is provided by a result from [23]. Suppose that ϕ has the
following properties:
(i) There are a finite number of distinct points ζ1, . . . , ζn on the unit circle such that ϕ extends
analytically across ∂D in a neighborhood of each ζj , and ϕ(ζ1), . . . , ϕ(ζn) all lie on ∂D.
(ii) For each j , the curvature κj of the curve ϕ(eiθ ) when eiθ = ζj satisfies κj > 1.
(iii) For any open set U in the plane containing ζ1, . . . , ζn, |ϕ(z)| is bounded away from 1 on
D \U .
Under these conditions, there exist a compact operator K and linear-fractional non-automor-
phisms ϕ1, . . . , ϕn of D such that ϕj (∂D) is the osculating circle of the curve ϕ(eiθ ) at eiθ = ζj
and
Cϕ = Cϕ1 +Cϕ2 + · · · +Cϕn +K.
Each ϕj is determined by the requirement that it has the same second order data as ϕ at ζj :
ϕj (ζj ) = ϕ(ζj ), ϕ′j (ζj ) = ϕ′(ζj ), ϕ′′j (ζj ) = ϕ′′(ζj ).
The spectral theory of such Cϕ , and operators that can be algebraically derived from it, is then
encoded in the C∗-algebra generated by the ideal K and the building blocks Cϕ1, . . . ,Cϕn .
A second motivation comes from the theory of Toeplitz operators. By identifying an H 2 func-
tion with its (almost everywhere existing) non-tangential limit function on the circle, we can
think of H 2 as the subspace of L2 (the Lebesgue space associated with normalized arc-length
measure on ∂D) spanned by the orthonormal set {einθ : n  0}. From this point of view, any
bounded, measurable, complex-valued function w on ∂D induces a Toeplitz operator Tw on H 2,
given by Twf = P(wf ), where P is the orthogonal projection of L2 onto H 2. Taking w to be
the independent variable z yields the shift operator Tz, which (together with the identity opera-
tor) generates the unital C∗-algebra C∗(Tz) known as the continuous Toeplitz algebra. Coburn’s
theorem [9,10] asserts that C∗(Tz) contains the ideal K, as well as all Toeplitz operators with
continuous symbol. Moreover, the map sending w to the coset of Tw is a ∗-isomorphism of
C(∂D), the algebra of continuous functions on ∂D, onto the quotient algebra C∗(Tz)/K. In [21]
the authors observed that Cϕ and Tw can interact nicely, and established an analogue of Coburn’s
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Cϕ with ϕ satisfying{
ϕ is a linear-fractional self-map of D, not an automorphism,
having ϕ(ζ ) = η for distinct points ζ, η in ∂D. (1)
In this article we investigate the unital C∗-algebra C∗(Tz,Cϕ1 , . . . ,Cϕn) generated by Tz and
a finite collection {Cϕ1 ,Cϕ2 , . . . ,Cϕn} of composition operators with each ϕj of type (1). For
each such ϕj , let ζj and ηj be related to ϕj as ζ and η are to ϕ in (1). The configuration of
points ζ1, η1, . . . , ζn, ηn on the circle determines a (possibly disconnected) graph with n edges if
we think of each ϕj as representing an edge in this graph, and the input point ζj and target point
ηj as the corresponding vertices. We require each component of this graph to be a tree; i.e., to
contain no cycles. If there are q components, and the ith component has ni edges, we construct
a concrete C∗-subalgebra D of
C(∂D)⊕Mn1+1
(
C
([0,1]))⊕ · · · ⊕Mnq+1(C([0,1]))
and a ∗-homomorphism
Ψ : C∗(Tz,Cϕ1, . . . ,Cϕn) → D
that yields a short exact sequence
0 → K i→ C∗(Tz,Cϕ1, . . . ,Cϕn) Ψ→ D → 0
of C∗-algebras. Here i is inclusion, C([0,1]) is the algebra of complex-valued continuous func-
tions on [0,1], and Mk(C([0,1])) is the C∗-algebra of k × k matrices over C([0,1]), which we
can also think of as the algebra of Mk-valued continuous functions on [0,1], equipped with the
supremum operator norm. Since invertibility in D is transparent, we can in principle read off the
essential spectrum of any operator in C∗(Tz,Cϕ1 , . . . ,Cϕn).
2. Some linear-fractional maps and their composition operators
For A in B(H 2), the algebra of bounded operators on H 2, we write [A] for the coset of
A in the Calkin algebra B(H 2)/K. If B is also in B(H 2) we sometimes indicate the relation
A − B ∈ K (that is, [A] = [B]) by A ≡ B (mod K). We write σ(A) for the spectrum of A, and
σe(A) for the essential spectrum, that is, the spectrum of [A] in B(H)/K, or equivalently, the set
of complex λ for which A− λI is not Fredholm.
2.1. The adjoint of Cϕ modulo K
Consider a linear-fractional self-map ϕ of D given by
ϕ(z) = az + b .
cz + d
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σ(z) = az − c−bz + d ,
also carries D into D. If ϕ is not an automorphism of D and if ζ and η = ϕ(ζ ) are both in ∂D,
C∗ϕ ≡
1
|ϕ′(ζ )|Cσ (mod K), (2)
see [21]. Moreover, σ is also a non-automorphism, σ(η) = ζ , and σ ′(η)ϕ′(ζ ) = 1. The Krein
adjoint of σ is ϕ, and if σ1 and σ2 are the respective Krein adjoints of ϕ1 and ϕ2, then σ2 ◦ σ1 is
the Krein adjoint of ϕ1 ◦ ϕ2. If we write x and tw for the respective cosets [Cϕ] and [Tw], where
w is continuous on ∂D, then we have the relations
twx = w(ζ )x, xtw = w(η)x, twx∗ = w(η)x∗ and x∗tw = w(ζ )x∗
established in [21]. Also, according to Coburn’s theorem, tuw = tutw for continuous u and w
on ∂D.
2.2. Parabolic non-automorphisms of D
Recall that a linear-fractional self-map ρ of D is parabolic if it fixes some γ in ∂D and has the
property that β ◦ ρ ◦ β−1 acts as “translation by a”, where β(z) = (γ + z)/(γ − z), a conformal
map of D onto the half plane {w: Rew > 0} carrying γ to infinity. The translation number a
necessarily satisfies Rea  0 and, when ρ is a non-automorphism, Rea > 0. We sometimes
denote the map ρ by ργ,a . Among all linear-fractional self-maps of D fixing γ , the parabolics are
also characterized by the condition ρ′(γ ) = 1. The collection {ργ,a : Rea  0} is a commutative
semigroup under composition satisfying ργ,a ◦ ργ,b = ργ,a+b . Moreover, the Krein adjoint of
ργ,a is ργ,a . It follows from Eq. (2) that when Rea > 0
C∗ργ,a ≡ Cργ,a (mod K). (3)
Recall that a bounded operator T on H 2 is normal if T ∗T = T T ∗, and is essentially normal
provided T and T ∗ commute modulo the ideal K. The only normal composition operators Cψ
are those with ψ(z) = az for some complex a with |a| 1; see Theorem 8.2 in [15]. Bourdon,
Levi, Narayan and Shapiro [4] showed that if ψ is linear-fractional with ‖ψ‖∞ = 1 (so that Cψ is
not compact) and Cψ is not normal, then Cψ is essentially normal if and only if ψ is a parabolic
non-automorphism. Indeed, the “if” implication follows from Eq. (3) and the semigroup property
of the parabolic maps fixing γ .
A recent theorem of Montes-Rodríguez, Ponce-Escudero and Shkarin [28] shows that Cργ,a
is irreducible for Rea > 0. The unital C∗-algebra C∗(Pγ ) generated by
Pγ ≡ {Cργ,a : Rea > 0}
is thus irreducible, and it contains non-zero compact operators (the commutator of any Cργ,a
and C∗ , for example). Thus it must contain the ideal K; see [11, p. 74]. Moreover, it is clearργ,a
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∗-isomorphism
Γ : C([0,1])→ C∗(Pγ )/K
satisfying Γ (ta) = [Cργ,a ], Rea > 0, where t ∈ [0,1] is the independent variable. It follows that
C∗(Pγ ) is generated as a C∗-algebra by any single Cργ,a .
If ϕ : D → D is linear-fractional, not an automorphism, and satisfies ϕ(ζ ) = η for ζ, η in ∂D,
its Krein adjoint σ has the property that ϕ ◦ σ and σ ◦ ϕ are positive parabolic maps (meaning
their translation numbers are positive) fixing η and ζ respectively. Moreover
σ(Cϕ◦σ ) = σ(Cσ◦ϕ) = σe(Cϕ◦σ ) = σe(Cσ◦ϕ) = [0,1],
see [12] and [21].
2.3. Linear-fractional maps and composition operators related to ϕ
Let ϕ be a linear-fractional non-automorphism of D with ϕ(ζ ) = η for some ζ and η in ∂D,
and suppose σ is its Krein adjoint. Here we collect some results about related maps and their
composition operators. For any function h analytic in a neighborhood of z0, we call(
h(z0), h
′(z0)
)
and
(
h(z0), h
′(z0), h′′(z0)
)
the first and second order data, respectively, of h at z0. We will need the fact that a linear-
fractional map is uniquely determined by its second order data at any point of analyticity.
The translation numbers of the parabolic maps σ ◦ ϕ and ϕ ◦ σ play a role in the sequel, and
we begin with some relations between them and the geometry of ϕ.
Proposition 1. Suppose ϕ is a linear-fractional non-automorphism of D with ϕ(ζ ) = η for some
ζ, η ∈ ∂D, and let σ be its Krein adjoint.
(a) If b and c are the unique positive numbers with ρη,b(D) = ϕ(D) and ρζ,c(D) = σ(D), then
b = κϕ − 1 and c = κσ − 1, where κϕ and κσ are the curvatures of the circles ϕ(∂D) and
σ(∂D), respectively. Moreover, c = |ϕ′(ζ )|b.
(b) The positive parabolic maps ϕ ◦ σ and σ ◦ ϕ have the specific forms ϕ ◦ σ = ρη,2b and
σ ◦ ϕ = ρζ,2c where b and c are as in part (a).
(c) For any complex number d1,
ρη,d1 ◦ ϕ = ϕ ◦ ρζ,d2
where d2 = |ϕ′(ζ )|d1.
Proof. With b and c as defined in part (a), the statements
c = ∣∣ϕ′(ζ )∣∣b (4)
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Linear-fractional ψ with Cψ in C∗(Cϕ,K)
Condition on ψ in Proposition 2 ψ Distinguished representative of [Cψ ]
(d) ρη,a , s− a2b (C∗ϕCϕ)
a
2bRea > 0
(b) ρζ,a , s− a2c (CϕC∗ϕ)
a
2cRea > 0
(a) ρη,a ◦ ϕ, s− a2b U(C∗ϕCϕ)
1
2 + a2bRea > −b
(c) ρζ,a ◦ σ , s− a2c −1U∗(CϕC∗ϕ)
1
2 + a2cRea > −c
and
ϕ ◦ σ = ρη,2b, σ ◦ ϕ = ρζ,2c (5)
appear in Theorem 6 of [22].
To relate b to the curvature of ϕ(∂D), we use the fact that ρη,b is conjugate via the map
β(z) = (η + z)/(η − z) to translation by b in the right-half plane. Thus ϕ(∂D) = ρη,b(∂D) is the
image of the line Rew = b under β−1(w) = η(w − 1)/(w + 1). We check that this image is a
circle of radius (1+b)−1, and so κϕ = 1+b. Similarly, if ρζ,c(D) = σ(D), then κσ = 1+ c. This
completes the proof of the statements in (a) and (b).
The proof of (c) appears in Lemma 5 of [22]. 
Assume that ϕ satisfies (1) and σ is its Krein adjoint. In [22] the authors considered the ques-
tion of which composition operators lie in C∗(Cϕ,K) and in particular showed the following:
Proposition 2. (See [22].) If ψ , not the identity, is a linear-fractional self-map of D with supre-
mum norm ‖ψ‖∞ = 1, then Cψ ∈ C∗(Cϕ,K) if and only if ψ is not an automorphism and one
of the following holds:
(a) ψ(ζ ) = η and ψ ′(ζ ) = ϕ′(ζ ).
(b) ψ(ζ ) = ζ and ψ ′(ζ ) = 1.
(c) ψ(η) = ζ and ψ ′(η) = 1/ϕ′(ζ ).
(d) ψ(η) = η and ψ ′(η) = 1.
More concretely, the maps satisfying (b) and (d) are exactly ρζ,a and ρη,a with Rea > 0,
respectively. If b is the unique positive number with ρη,b(D) = ϕ(D), then the maps satisfying
(a) are exactly ρη,a ◦ϕ, Rea > −b (although ρη,a(D) does not contain D when Rea < 0, ρη,a ◦ϕ
is a non-automorphism self-map of D as long as Rea > −b). Similarly, if ρζ,c(D) = σ(D), the
maps satisfying (c) are exactly ρζ,a ◦ σ,Rea > −c. The first two columns in Table I summarize
this situation.
An operator-theoretic description from [22] of the maps satisfying (a), (b), (c) and (d) in
Proposition 2 will also be useful. Assume ϕ satisfies (1) and consider the polar decomposition
U
√
C∗ϕCϕ =
√
CϕC∗ϕ U
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of Cϕ . As shown in [21], U is unitary, and every operator B in C∗(Cϕ,K) has a representation
B = Y +K where K is compact and
Y = cI + f (C∗ϕCϕ)+ g(CϕC∗ϕ)+Uh(C∗ϕCϕ)+U∗k(CϕC∗ϕ),
where f,g,h and k are continuous on σ(C∗ϕCϕ) = σ(CϕC∗ϕ) and vanish at 0 (both spectra con-
tain 0). If s = 1/|ϕ′(ζ )|, the essential spectra σe(C∗ϕCϕ) and σe(CϕC∗ϕ) coincide with [0, s], and
the restrictions of f , g, h and k to [0, s] are uniquely determined by the coset [B] in B(H 2)/K.
We call Y a distinguished representative of [B]. The third column in Table I presents distin-
guished representatives of [Cψ ] with ψ as in the first two columns.
3. Outgoing star graphs
We begin with a special case to which the general case will be reduced. We have n linear-
fractional maps ϕj : D → D, j = 1, . . . , n, such that {ζ ∈ ∂D: |ϕj (ζ )| = 1} is a singleton set for
each j . In this section we consider the case where these singleton sets are the same for each j ,
that is, there exists η0 in ∂D with ϕj (η0) ∈ ∂D for j = 1, . . . , n. We write ϕj (η0) = ηj and
assume further that the points η0, η1, η2, . . . , ηn are all distinct. We picture this situation by the
directed graph in Fig. 1, an “outgoing star” centered at η0.
Let σi denote the Krein adjoint of ϕi , and put
si = 1|ϕ′i (η0)|
. (6)
By Eq. (2)
C∗ϕi ≡ siCσi (mod K), i = 1,2, . . . , n.
Since C∗(Tz) contains the ideal of compact operators, so does C∗(Tz,Cϕ1 , . . . ,Cϕn).
For j = 1,2, . . . , n we write xj = [Cϕj ]. Again, with tw = [Tw], we find from Section 2 that
• twxj = w(η0)xj ,
• xj tw = w(ηj )xj ,
• twx∗j = w(ηj )x∗j ,
• x∗tw = w(η0)x∗.j j
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on H 2, that is,
xix
∗
j = [Cϕi ][sjCσj ] = sj [Cσj ◦ϕi ] = 0.
On the other hand, xix∗i = si[Cσi◦ϕi ] and x∗i xi = si[Cϕi◦σi ] are non-zero, and since σi ◦ ϕi and
ϕi ◦ σi are positive parabolic maps fixing η0 and ηi respectively, σ(xix∗i ) = σ(x∗i xi) = [0, si]. In
a similar vein,
x∗i xj = [siCσi ][Cϕj ] = si[Cϕj ◦σi ].
Since (ϕj ◦ σi)(ηi) = ηj ∈ ∂D, the map ϕj ◦ σi has a finite angular derivative at ηi and Cϕj ◦σi is
not compact [40]. Hence x∗i xj is non-zero for all i and j . Similar arguments show that xixj = 0
and x∗i x∗j = 0 for all i and j .
We want to express the above identities more generally using the polar decomposition
Cϕi = Ui
√
C∗ϕiCϕi =
√
CϕiC
∗
ϕi
Ui
where Ui is unitary (see [21]). Putting ui = [Ui] (a unitary element of B(H 2)/K), we find
xi = ui
√
x∗i xi =
√
xix
∗
i ui and x
∗
i = u∗i
√
xix
∗
i =
√
x∗i xi u
∗
i . (7)
For c > 0, we write C0([0, c]) for the algebra of continuous functions f on [0, c] with f (0) = 0,
equipped with the supremum norm. The map f → f (xix∗i ) is an isometry from C0([0, si]) onto
the closed subspace Mi ≡ {f (xix∗i ): f ∈ C0([0, si])} of B(H 2)/K. Moreover, the linear man-
ifold {p(xix∗i )
√
xix
∗
i : p a polynomial} is norm-dense in Mi ; see Lemma 1 in [21]. It follows
that the relations xixj = 0, x∗i x∗j = 0 for all i, j , and xix∗j = 0 for i = j , imply their more general
respective counterparts
f
(
xix
∗
i
)
uig
(
xjx
∗
j
)
uj = 0, u∗i f
(
xix
∗
i
)
u∗j g
(
xjx
∗
j
)= 0
for all i, j , and
f
(
xix
∗
i
)
uiu
∗
j g
(
xjx
∗
j
)= 0
for i = j , where f ∈ C0([0, si]) and g ∈ C0([0, sj ]). Indeed, using the well-known relations
uif (x
∗
i xi) = f (xix∗i )ui and their adjoints, valid for all f in C([0, si]), we can reduce the above
equations to more basic relations:
f
(
x∗i xi
)
g
(
xjx
∗
j
)= 0 = g(xjx∗j )f (x∗i xi)
for all i, j and f (x∗i xi)g(x∗j xj ) = 0 if i = j provided f and g are in C0([0, si]) and C0([0, sj ]),
respectively. On the other hand, u∗i f (xix∗i )g(xj x∗j )uj is non-zero for all i, j and all non-trivial
continuous functions f,g defined on [0, si] and [0, sj ], respectively. Since twx∗ = w(ηi)x∗, wei i
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tion 4.2]. Similarly, f (xix∗i )ui tw = w(ηi)f (xix∗i )ui with the same restrictions on w and f .
Since the maps σi ◦ ϕi are all positive parabolic non-automorphisms fixing η0, the corre-
sponding operators Cσi◦ϕi (i = 1, . . . , n) commute, and the relations xix∗i = si[Cσi◦ϕi ] imply
that x1x∗1 , . . . , xnx∗n are commuting positive elements in the Calkin algebra. If ai > 0 is the trans-
lation number of σi ◦ ϕi , then
C∗
(
x1x
∗
1 , . . . , xnx
∗
n
)= C∗(Pη0)/K ∼= C([0,1]) (8)
and the map Γ described in Section 2 acts by
Γ : si tai → xix∗i , i = 1, . . . , n.
By Proposition 1, ai = 2(κi − 1)/si where κi is the curvature of the circle ϕi(∂D). The algebra
in Eq. (8) is generated by any single xix∗i alone.
Let P denote the set of linear combinations of {tw: w ∈ C(∂D)} and all words in
x1, . . . , xn, x
∗
1 , . . . , x
∗
n . Then P is a unital ∗-algebra which is dense in C∗(Tz,Cϕ1 , . . . ,Cϕn)/K.
Here, the identities twxi = w(η0)xi and their companions are needed to conclude that P contains
products like twxi . The only non-identity words in x1, . . . , xn, x∗1 , . . . , x∗n are those of the forms(
x1x
∗
1
)r1 · · · (xnx∗n)rn , (x1x∗1 )r1 · · · (xnx∗n)rnxj ,
x∗i
(
x1x
∗
1
)r1 · · · (xnx∗n)rn and x∗i (x1x∗1 )r1 · · · (xnx∗n)rnxj
for 1  i, j  n, where r1, . . . , rn are non-negative integers, and, for words of the first type, at
least one rj is positive. The closed linear span of{(
x1x
∗
1
)r1 · · · (xnx∗n)rn : each ri is a non-negative integer}
is the commutative C∗-algebra in Eq. (8). By Gelfand theory, the elements of this algebra have
the form f (x1x∗1 , . . . , xnx∗n) where f is continuous on the joint spectrum σ(x1x∗1 , . . . , xnx∗n) of
the elements x1x∗1 , . . . , xnx∗n . The map Γ discussed above allows us to realize this joint spectrum
as
σ
(
x1x
∗
1 , . . . , xnx
∗
n
)= {(s1ta1, . . . , sntan): 0 t  1},
and further, to represent C∗(x1x∗1 , . . . , xnx∗n) as {g(xix∗i ): g ∈ C([0, si])} for any given i =
1, . . . , n. Writing xi =
√
xix
∗
i ui , x
∗
i = u∗i
√
xix
∗
i , and defining M to be{
f
(
x1x
∗
1 , . . . , xnx
∗
n
)
: f is continuous on σ
(
x1x
∗
1 , . . . , xnx
∗
n
)
and f (0, . . . ,0) = 0},
we see that M, Muj , u∗i M and u∗i Muj are, respectively, the closed linear spans of our four
types of words; here i and j range from 1 to n.
We simplify notation: Let u0 = [I ], the identity in the Calkin algebra, and let z denote
the commuting n-tuple (x1x∗1 , . . . , xnx∗n). We write A for the collection of all elements of
C∗(Tz,Cϕ , . . . ,Cϕn)/K of the form1
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n∑
i,j=0
u∗i fij (z)uj (9)
where w ∈ C(∂D) and fij lies in C(σ(z)) with fij (0, . . . ,0) = 0.
Lemma 1. The representation in Eq. (9) is unique.
Proof. Suppose that
tw +
n∑
i,j=0
u∗i fij (z)uj = 0. (10)
We will show that each of the terms in the left-hand side of Eq. (10) is zero.
For k, l = 1,2, . . . , n, multiply (10) on the left by xk and on the right by x∗l . For i  1 and
i = k we claim that
xku
∗
i fij (z)uj x
∗
l = 0,
and that for j  1 and j = l we again have
xku
∗
i fij (z)ujx
∗
l = 0.
To verify these claims, recall that we may write any fij (z) as a function of xkx∗k alone, for any
desired choice of k,1 k  n. We adopt some temporary notation for this, and let hkij (xkx∗k ) =
fij (z) for 1 k  n; here hkij is in C0([0, sk]). Thus
xku
∗
i fij (z)uj x
∗
l = xku∗i hiij
(
xix
∗
i
)
ujx
∗
l = uk
√
x∗k xk h
i
ij
(
x∗i xi
)
u∗i uj x∗l = 0
for i = k and
xku
∗
i fij (z)ujx
∗
l = xku∗i hjij
(
xjx
∗
j
)
ujx
∗
l = xku∗i ujhjij
(
x∗j xj
)√
x∗l xl u
∗
l = 0
for j = l. With these observations the result of our left and right multiplication is
xktwx
∗
l + xk
(
n∑
j=0
f0j (z)uj
)
x∗l + xk
(
n∑
i=1
u∗i fi0(z)
)
x∗l + xku∗kfkl(z)ulx∗l = 0. (11)
Next check that
xkf0j (z)uj x
∗
l = uk
√
x∗k xk h
k
0j
(
xkx
∗
k
)
ujx
∗
l = 0
and
xku
∗fi0(z)x∗ = xku∗hl
(
xlx
∗)√x∗xl u∗ = 0i l i i0 l l l
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xktwx
∗
l + xku∗kfkl(z)ulx∗l = 0 (12)
for 1 k, l  n. At this point we distinguish two cases: k = l and k = l. In the first case, (12) be-
comes
w(ηk)xkx
∗
k + xku∗kfkk(z)ukx∗k = 0.
Writing xk =
√
xkx
∗
k uk and x
∗
k = u∗k
√
xkx
∗
k we have
w(ηk)xkx
∗
k +
√
xkx
∗
k fkk(z)
√
xkx
∗
k = 0. (13)
We claim that this forces w(ηk) = 0 and fkk(z) = 0. Since fkk(z) = hkkk(xkx∗k ) we may rewrite
Eq. (13) as
w(ηk)xkx
∗
k + xkx∗k hkkk
(
xkx
∗
k
)= 0.
This requires hkkk(t) to have constant value −w(ηk). Since hkkk(0) = 0, this implies that
w(ηk) = 0 and hkkk ≡ 0, and so fkk(z) = 0 as desired.
When k = l we proceed similarly to obtain
w(ηk)xkx
∗
l +
√
xkx
∗
k fkl(z)
√
xlx
∗
l = 0.
Since k = l, xkx∗l = 0, and we find√
xkx
∗
k fkl(z)
√
xlx
∗
l = 0.
With notation as above, we write fkl(z) = hkkl(xkx∗k ). Moreover, for some constant clk ,
xlx
∗
l = clk
(
xkx
∗
k
)al/ak
where ai denotes the translation number of σi ◦ ϕi (see the sentence above containing Eq. (8)).
Thus √
xkx
∗
k h
k
kl
(
xkx
∗
k
)(
xkx
∗
k
)al/(2ak) = 0.
If follows that fkl(z) = hkkl(xkx∗k ) = 0. Thus for each k = 1, . . . , n and l = 1, . . . , n, we have
fkl(z) = 0.
At this point we have shown that if Eq. (10) holds, then
tw +
n∑
u∗i fi0(z)+
n∑
f0j (z)uj = 0. (14)
i=0 j=1
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x∗1u∗i fi0(z)x1 = x∗1u∗i hii0
(
xix
∗
i
)
x1 = u∗1
√
x1x
∗
1 h
i
i0
(
x∗i xi
)
u∗i x1 = 0
for i  1 and
x∗1f0j (z)uj x1 = x∗1hj0j
(
xjx
∗
j
)
ujx1 = x∗1ujhj0j
(
x∗j xj
)√
x1x
∗
1 u1 = 0
for j  1. Thus
w(η0)x
∗
1x1 + x∗1f00(z)x1 = 0,
which we may rewrite using the equations in (7) as
w(η0)x
∗
1x1 +
√
x∗1x1 u
∗
1f00(z)u1
√
x∗1x1 = 0.
Upon setting f00(z) = h100(x1x∗1 ) and writing h100(x1x∗1 )u1 = u1h100(x∗1x1) we find
w(η0)x
∗
1x1 + x∗1x1h100
(
x∗1x1
)= 0.
This forces h100(t) to have constant value −w(η0), and since h100(0) = 0, we conclude that
w(η0) = 0 and h100 ≡ 0. In particular, f00(z) = 0, and Eq. (14) becomes
tw +
n∑
i=1
u∗i fi0(z)+
n∑
j=1
f0j (z)uj = 0. (15)
Multiplying in (15) on the left and right by x∗m, m = 1, . . . , n, we see that
x∗mf0m(z)umx∗m = 0,
since the left multiplication kills all of the terms u∗i fi0(z), 1 i  n, and the right multiplication
kills all of the terms f0j (z)uj except for the j = m term. Writing x∗m = u∗m
√
xmx∗m we obtain
u∗m
√
xmx∗m f0m(z)
√
xmx∗m = 0.
Since um is unitary, we conclude that f0m(z) = hm0m(xmx∗m) = 0 for m = 1, . . . , n.
Finally we return to (15), now in the form
tw +
n∑
i=1
u∗i fi0(z) = 0,
and multiply on the left and right by xj , j = 1, . . . , n, to conclude in a similar fashion that
fj0(z) = 0 for all j  1, and thus also that w = 0. 
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f˜ (t) = f (s1ta1, . . . , sntan), 0 t  1.
Let Φ denote the map
Φ : A → C(∂D)⊕Mn+1
(
C
([0,1]))
given by
Φ
(
tw +
n∑
i,j=0
u∗i fij (z)uj
)
= (w,diag(w(ηj ))+ [f˜ij ])
where
[f˜ij ] =
⎡⎣ f˜00 · · · f˜0n... ...
f˜n0 · · · f˜nn
⎤⎦ (16)
and
diag
(
w(ηj )
)=
⎡⎢⎣w(η0) 0. . .
0 w(ηn)
⎤⎥⎦
By Lemma 1, Φ is well defined, and it is clearly linear and ∗-preserving. The direct sum C(∂D)⊕
Mn+1(C([0,1])) is a C∗-algebra with operations defined coordinatewise and norm∥∥(w,M)∥∥= max{‖w‖∞, sup
0t1
∥∥M(t)∥∥}.
Lemma 2. The set A is an algebra and the map Φ preserves products.
Proof. Suppose that
b1 = tw +
n∑
i,j=0
u∗i fij (z)uj
and
b2 = tv +
n∑
i,j=0
u∗i gij (z)uj
are in A. Their product b1b2 is of the form
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n∑
i,j=0
u∗i gij (z)uj +
( ∑
i,j=0
u∗i fij (z)uj
)
tv
+
n∑
i,j=0
n∑
k,l=0
u∗i fij (z)uju∗kgkl(z)ul. (17)
Since u∗i fij (z)uju∗kgkl(z)u∗k = 0 if j = k and u∗i fij (z)uju∗j gjl(z)ul = u∗i fij (z)gjl(z)ul , we see
that
n∑
i,j=0
n∑
k,l=0
u∗i fij (z)uju∗kgkl(z)ul =
n∑
i,l=0
u∗i
(
n∑
j=0
fij (z)gjl(z)
)
ul ∈ A.
Furthermore,
tw
n∑
i,j=0
u∗i gij (z)uj =
n∑
i,j=0
w(ηi)u
∗
i gij (z)uj (18)
and (
n∑
i,j=0
u∗i fij (z)uj
)
tv =
n∑
i,j=0
v(ηj )u
∗
i fij (z)uj (19)
are both in A. Since A is clearly a linear space, this gives the first statement in the theorem.
To see that Φ preserves products, notice that Φ(b1) = (w,diag(w(ηj ))+ [f˜ij ]) and Φ(b2) =
(v,diag(v(ηj ))+ [g˜ij ]). Using Eqs. (17), (18), and (19) we have
Φ(b1b2) =
(
wv,diag
(
w(ηj )v(ηj )
)+M)
where M is equal to
⎡⎣w(η0)g˜00 · · · w(η0)g˜0n... ...
w(ηn)g˜n0 · · · w(ηn)g˜nn
⎤⎦+
⎡⎣ v(η0)f˜00 · · · v(ηn)f˜0n... ...
v(η0)f˜n0 · · · v(ηn)f˜nn
⎤⎦+ [f˜ij ][g˜ij ]
for [f˜ij ] as in Eq. (16) and [g˜ij ] similarly. It is straightforward to check that this is equal to
Φ(b1)Φ(b2). 
Now let D denote the collection of all (w, [hij ]) in C(∂D) ⊕ Mn+1(C([0,1])) with hii(0) =
w(ηi) for i = 0,1, . . . , n and hij (0) = 0 whenever i = j . Clearly D is a closed unital
∗-subalgebra of C(∂D) ⊕ Mn+1(C([0,1])), hence a unital C∗-algebra in its own right. Also,
clearly D coincides with the range of Φ .
Lemma 3. We have A = C∗(Tz,Cϕ , . . . ,Cϕn)/K.1
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A described as in Eq. (9) with
(
w,diag
(
w(ηj )
)+ [f˜ij ])= Φ(b) = 0.
Clearly then we must have w ≡ 0 on ∂D, and moreover each f˜ij vanishes on [0,1], and
so fij vanishes on the joint spectrum σ(z). Thus fij (z) = 0 for each i and j . It follows
that b = 0, so that Φ is one-to-one. Thus Φ−1 is a one-to-one ∗-homomorphism of D into
C∗(Tz,Cϕ1, . . . ,Cϕn)/K. It follows that Φ−1 is isometric, and hence its range A is closed. Since
A is dense in C∗(Tz,Cϕ1 , . . . ,Cϕn)/K, we are done. 
Lemmas 2 and 3 allow us to define a ∗-homomorphism
Ψ : C∗(Tz,Cϕ1, . . . ,Cϕn) → D
by Ψ (B) = Φ([B]). We can summarize our conclusions so far in the following theorem.
Theorem 1. We have a short exact sequence
0 → K i→ C∗(Tz,Cϕ1, . . . ,Cϕn) Ψ→ D → 0
of C∗-algebras, where i is inclusion.
4. Disconnected graphs with outgoing star components
As before, we consider linear-fractional non-automorphisms ϕ : D → D with ϕ(ζ ) = η for
distinct points ζ and η in ∂D. For a finite collection of such maps ϕ1, ϕ2, . . . , ϕn with ϕi(ζi) = ηi ,
we allow the possibility that for some i = j , ζi = ζj or ηi = ζj , or ηi = ηj , but we do not
simultaneously allow ζi = ζj and ηi = ηj , or ζi = ηj and ηi = ζj . Such a collection of maps
determines a directed graph, with the directed edge determined by ϕi connecting the input vertex
ζi to the target vertex ηi .
In Section 3 our directed graph was an outgoing star. We remove this restriction in two stages,
and ultimately replace our star by an undirected graph, each component of which is required
to be a tree (meaning it contains no cycles). For stage 1, suppose our graph has q connected
components, all of which are outgoing stars. We re-label our maps as
ϕ11, . . . , ϕ
1
n1, ϕ
2
1 , . . . , ϕ
2
n2 , . . . , ϕ
q
1 , . . . , ϕ
q
nq , (20)
where ϕk1 , . . . , ϕ
k
nk
determine the kth outgoing star; see Fig. 2 for a picture. Here, and throughout
this section, a superscript appears as part of the label of the object, and does not denote a power.
Note that n1 + · · · + nq = n, the total number of maps in our collection. For each k, the set
of vertices for the kth star, which we re-label as {ηk0, ηk1, . . . , ηknk }, is disjoint from the sets of
vertices for any of the remaining stars. As before, we assume ηk0, η
k
1, . . . , η
k
nk
are all distinct and
that ϕk(ηk) = ηk for i = 1,2, . . . , nk , so that ηk is the center of the kth star.i 0 i 0
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For 1 k  q and 1 i  nk , let
ski =
1
|(ϕki )′(ηk0)|
.
If σki is the Krein adjoint of ϕki , we have
C∗
ϕki
≡ ski Cσki (mod K).
The polar decompositions are
Cϕki
= Uki
√
C∗
ϕki
Cϕki
=
√
Cϕki
C∗
ϕki
Uki ,
and if xki = [Cϕki ],
xki =
√
xki
(
xki
)∗
uki
and
(
xki
)∗ = (uki )∗√xki (xki )∗.
If y(j) denotes a word in
x
j
1 , . . . , x
j
nj ,
(
x
j
1
)∗
, . . . ,
(
x
j
nj
)∗
,
then for k = r we have
y(k)y(r) = 0. (21)
This allows us to apply the analysis from Section 3, appropriately modified, to the current set-up.
Let A denote the linear manifold in C∗(Tz,Cϕ , . . . ,Cϕn)/K of all elements having the form1
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q∑
k=1
nk∑
i,j=0
(
uki
)∗
f kij
(
zk
)
ukj (22)
where
zk = (xk1(xk1)∗, . . . , xknk (xknk )∗),
f kij is continuous on the joint spectrum σ(zk) and vanishes at the origin, and uk0 = [I ]. We have
the following analogue of Lemma 1.
Lemma 4. The representation in Eq. (22) is unique.
Proof. Suppose that
tw +
q∑
k=1
nk∑
i,j=0
(
uki
)∗
f kij
(
zk
)
ukj = 0.
We multiply both sides on the left by xrm and on the right by (xrl )∗ for 1m, l  nr . By Eq. (21),
xrm(u
k
i )
∗f kij (zk)u
k
j = 0 unless k = r , so that we obtain the analogue of Eq. (11) with superscripts
r throughout (note that here m is playing the role of k in Eq. (11)). The proof now follows that
of Lemma 1 to the conclusion that for any 1  r  q and all 1  i, j  nr , f rij (zr ) = 0. Hence
also tw = 0, and we are done. 
Now let aki > 0 be the translation number of σ
k
i ◦ ϕki for k = 1,2, . . . , q and i = 1,2, . . . , nk .
If f is continuous on the joint spectrum σ(zk), define f˜ in C([0,1]) by
f˜ (t) = f (sk1 tak1 , . . . , sknk taknk ), 0 t  1.
We define a map
Φ : A → C(∂D)⊕Mn1+1
(
C[0,1])⊕ · · · ⊕Mnq+1(C[0,1])
given by
Φ(b) = (w,diag(w(η1j ))+ [f˜ 1ij ], . . . ,diag(w(ηqj ))+ [f˜ qij ])
where b is given by Eq. (22). This map is well defined by Lemma 4 and the fact that f kij (zk) is
determined by the restriction of f kij to the joint spectrum σ(zk). By Eq. (21) and approximation
as discussed in Section 3, (
uri
)∗
f rij
(
zr
)
urj
(
ukm
)∗
f kms
(
zk
)
uks = 0
unless k = r . We can follow the proof of Lemma 2 to show that A is a ∗-algebra and Φ is a
one-to-one ∗-homomorphism. The range D of Φ consists of all elements(
w,
[
h1
]
,
[
h2
]
, . . . ,
[
h
q ])ij ij ij
T.L. Kriete et al. / Journal of Functional Analysis 257 (2009) 2378–2409 2395where w is in C(∂D) and [hkij ] is in Mnk+1(C[0,1]) for k = 1,2, . . . , q and satisfies hkjj (0) =
w(ηkj ) for j = 0,1, . . . , nk , and hkij (0) = 0 if i = j . Again D is clearly a closed unital ∗-sub-
algebra of
C(∂D)⊕Mn1+1
(
C[0,1])⊕ · · · ⊕Mnq+1(C[0,1])
and thus a C∗-algebra itself. Hence Φ−1 is a one-to-one ∗-homomorphism from D into B(H 2)/K
with range A. Thus Φ−1 is isometric, A is closed, and so A = C∗(Tz,Cϕ1 , . . . ,Cϕn)/K. If we
again define Ψ (B) = Φ([B]) for any operator B in C∗(Tz,Cϕ1, . . . ,Cϕn), we have the following.
Theorem 2. Suppose that the directed graph associated to ϕ1, . . . , ϕn has q components, each
of which is an outgoing star as described above. With D and Ψ as defined above, there is a short
exact sequence
0 → K i→ C∗(Tz,Cϕ1 , . . . ,Cϕn) Ψ→ D → 0
of C∗-algebras, where i is inclusion.
5. Converting undirected trees to outgoing stars
We turn to stage 2. Now suppose that we start with n maps with the property that the associated
undirected graph G is a tree, i.e. G is connected and contains no cycles. We have the option of
undirectedness at the outset for this reason: If some map in our collection takes ζ in ∂D to η
in ∂D, then its Krein adjoint takes η to ζ . In view of Eq. (2), if we replace the original map by
its Krein adjoint, we reverse the direction of the associated edge without changing the generated
C∗-algebra. We first describe how we will label the maps and vertices in G in order to realize G
as a directed tree outgoing from an arbitrarily chosen vertex. Then we will show how to convert
the outgoing directed tree G into an outgoing star, bringing us into the purview of Theorems 1
and 2.
Fix any vertex of G and denote it by ζ0. Consider all of those maps from our original collection
whose associated edges are incident to ζ0. If ζ0 is an input point of one of these maps, leave it
alone, but if ζ0 is a target point for a map, replace the map by its Krein adjoint. The resulting
maps incident to ζ0 are relabeled ϕ1, ϕ2, . . . , ϕk0 ; we call this collection of maps the (unique)
first generation outgoing star with central point ζ0. The target vertices ϕj (ζ0), 1  j  k0, are
labeled ζj .
In the second generation, we will follow this procedure using appropriate remaining maps
to form at most k0 outgoing stars, with respective centers chosen from ζ1, . . . , ζk0 . We continue
labeling our maps in increasing order as we proceed. For example, if we start at ζ1, we consider
all maps, excluding ϕ1 from the first generation, having edges incident to ζ1. If there are none,
no outgoing star centered at ζ1 is created. If there are some, any such maps that have ζ1 as target
point are replaced by their Krein adjoint, the rest are unchanged, and the total collection is la-
beled ϕk0+1, . . . , ϕk1 . Their target vertices are labeled so that ϕj (ζ1) = ζj , k0 + 1 j  k1. Note
that ϕk0+1, . . . , ϕk1 determines an outgoing star with central point ζ1. Next turn to ζ2. If ϕ2 is the
only map incident to ζ2, no outgoing star is created. Otherwise, excluding ϕ2, and replacing as
necessary a map by its Krein adjoint, we arrive at maps ϕk1+1, . . . , ϕk2 which determine an out-
going star centered at ζ2. Repeat this procedure at ζ3, . . . , ζk , completing the second generation.0
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Each target point ζ of a second generation star will now serve as the center of a third generation
star, unless there is only one edge incident to ζ , in which case no third generation star at ζ is
created. Continuing, we see that eventually the process terminates, leaving us with a directed tree
outgoing from ζ0; see Definition 5.1 below. A key point in the above construction is that maps
ϕi and ϕj occurring, respectively, in an earlier and later generation always have i < j . The ver-
tices of our directed outgoing tree are always labeled so that ζi is the target of ϕi . In particular,
ϕ1, . . . , ϕn and ζ0, ζ1, . . . , ζn satisfy the following:
Definition 5.1. Suppose that ϕ1, ϕ2, . . . , ϕn satisfy Eq. (1). Assume that ζ0, ζ1, . . . , ζn in ∂D are
distinct, ζ0 is the input point for ϕ1 and ζk is the target point of ϕk for k = 1, . . . , n. If for every
k = 1, . . . , n there exists j < k with ϕk(ζj ) = ζk we say that ϕ1, . . . , ϕn determine an outgoing
tree centered at ζ0.
For example, in Fig. 3 there is a first generation star {ϕ1, ϕ2, ϕ3} centered at the (arbitrar-
ily chosen) point ζ0. The second generation stars produced are {ϕ4, ϕ5} centered at ζ2 and
{ϕ6, ϕ7, ϕ8} centered at ζ3. There is one third generation star, {ϕ9, ϕ10} centered at ζ5, and one
fourth generation star, {ϕ11} centered at ζ10.
To summarize, we have shown that if the undirected graph associated to a collection of n maps
is a tree having ζ0 as a vertex, upon replacing maps by their Krein adjoints as necessary, we may
label the collection of maps as ϕ1, . . . , ϕn so that they determine an outgoing tree centered at ζ0.
For the final step, we will need the following consequence of Proposition 2.
Lemma 5. Let ζ0, ζ1 and ζ2 be distinct points in ∂D and suppose that ϕ1 and ϕ2 are linear-
fractional non-automorphisms of D with ϕ1(ζ0) = ζ1 and ϕ2(ζ1) = ζ2. If ψ = ϕ2 ◦ ϕ1, then
C∗(Cϕ1 ,Cϕ2,K) = C∗(Cϕ1 ,Cψ,K).
Proof. Clearly Cψ = Cϕ1Cϕ2 lies in C∗(Cϕ1 ,Cϕ2,K), giving one containment. For the other,
note that the Krein adjoint σ1 for ϕ1 satisfies σ ′1(ζ1) = 1/ϕ′1(ζ0). Let β = ψ ◦ σ1, and note that
β(ζ1) = ϕ2(ζ1) and
β ′(ζ1) = ψ ′(ζ0)σ ′(ζ1) = ϕ′ (ζ1)ϕ′ (ζ0)/ϕ′ (ζ0) = ϕ′ (ζ1).1 2 1 1 2
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Cϕ2 ∈ C∗(Cβ,K) = C∗(Cσ1Cψ,K) ⊆ C∗(Cσ1,Cψ,K) = C∗(Cϕ1 ,Cψ,K). 
The next theorem completes stage 2.
Theorem 3. Let ϕ1, . . . , ϕn determine an outgoing tree centered at ζ0 and suppose that for each
j = 1, . . . , n, ζj is the target point of ϕj . Then there exist maps ψ1, . . . ,ψn such that for each
k = 1, . . . , n the following hold:
(a) ψk lies in the semigroup under composition generated by ϕ1, . . . , ϕk . In particular, either
ψk = ϕk or ψk = ϕk ◦ψj where j < k.
(b) ψk(ζ0) = ζk for k = 1, . . . , n.
(c) C∗(Cψ1, . . . ,Cψk ,K) = C∗(Cϕ1 , . . . ,Cϕk ,K) for k = 1, . . . , n.
Note that condition (b) states that ψ1, . . . ,ψn determine an outgoing star with center ζ0.
Proof. We proceed by induction. Clearly (a), (b), and (c) hold for k = 1, if we put ψ1 = ϕ1.
Suppose that ψ1, . . . ,ψk satisfy the conclusions of the theorem for all k m− 1, where m n.
By Definition 5.1, either ϕm(ζ0) = ζm or there exists positive j < m with ϕm(ζj ) = ζm. In the
former case, put ψm = ϕm. The induction hypothesis guarantees that (a), (b), and (c) hold for this
m. In the latter case, set ψm = ϕm ◦ψj . Lemma 5 now implies that
C∗(Cψj ,Cϕm,K) = C∗(Cψj ,Cψm,K).
This equation, together with (c) for index m − 1, implies (c) for index m. Conditions (a) and (b)
for index m are immediate. 
Suppose ϕ1, ϕ2, . . . , ϕn form an outgoing tree centered at ζ0, as defined by Definition 5.1. Let
ψ1,ψ2, . . . ,ψn be as in Theorem 3, so that ψ1, . . . ,ψn form an outgoing star centered at ζ0. Let
Ψ : C∗(Tz,Cψ1 , . . . ,Cψn) → D = ranΨ ⊆ C(∂D)⊕Mn+1
(
C
([0,1]))
be associated to this outgoing star as in Section 3. There remains the problem of explicitly cal-
culating the value of Ψ at each of the original operators Cϕ1 , . . . ,Cϕn . We turn to this next. In
the following lemma and theorem, we sometimes write τ(ρ) for the translation number of a
parabolic map ρ.
Lemma 6. Suppose that ψk = ϕk ◦ψj , where j < k,ψj (ζ0) = ζj and ϕk(ζj ) = ζk . Let ai denote
the translation number of σi ◦ψi , where σi is the Krein adjoint of ψi , and write ϕ˜k for the Krein
adjoint of ϕk . Then we have
ak = aj +
∣∣ψ ′k(ζ0)∣∣τ(ϕk ◦ ϕ˜k).
Proof. Taking Krein adjoints in the equation ψk = ϕk ◦ψj yields σk = σj ◦ ϕ˜k . Thus we have
ψk ◦ σk = ϕk ◦ψj ◦ σj ◦ ϕ˜k. (23)
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τ(ψi ◦ σi) = τ(σi ◦ψi)|ψ ′i (ζ0)|
= ai|ψ ′i (ζ0)|
for i = j, k, and in particular,
ψj ◦ σj = ρζj ,aj /|ψ ′j (ζ0)|.
If we insert this formula into Eq. (23) and use Proposition 1(c), we find
ψk ◦ σk = ρζk,γ ◦ ϕk ◦ ϕ˜k
where
γ = aj|ϕ′k(ζj )||ψ ′j (ζ0)|
= aj|ψ ′k(ζ0)|
. (24)
By the semigroup property of the parabolic maps,
ak
|ψ ′k(ζ0)|
= τ(ψk ◦ σk) = γ + τ(ϕk ◦ ϕ˜k).
The conclusion follows upon multiplying by |ψ ′k(ζ0)|. 
In the next theorem we write Ej,k for the (n + 1) × (n + 1) matrix unit with a 1 in the
(j, k) position and 0’s elsewhere, for 0  j, k  n. Recall that by our labeling convention (e.g.
Eq. (16)), the upper left corner is the (0,0) entry. We retain the notation of Theorem 3 and
Lemma 6 in the next result.
Theorem 4. Suppose that ϕ1, . . . , ϕn form an outgoing tree centered at ζ0, and that ψ1, . . . ,ψn
is the related outgoing star centered at ζ0 as constructed in Theorem 3. Define
Ψ : C∗(Tz,Cψ1, . . . ,Cψn) → C(∂D)⊕Mn+1
(
C[0,1])
as in Section 3, and for any operator B in C∗(Tz,Cψ1, . . . ,Cψn) write Ψ˜ (B) for the coordinate
of Ψ (B) that lies in Mn+1(C([0,1])). If ψk = ϕk , then
Ψ˜ (Cϕk )(t) =
(
skt
ak
) 1
2 E0,k = 1|ϕ′k(ζ0)|1/2
tpkE0,k (25)
for 0 t  1, where pk = |ϕ′k(ζ0)|(κϕk − 1). If ψk = ϕk ◦ψj for some 1 j < k, then
Ψ˜ (Cϕk )(t) =
(
sk
s
) 1
2
t (ak−aj )/2Ej,k = 1|ϕ′ (ζ )|1/2 t
pkEj,k (26)
j k j
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number of σi ◦ ψi where σi is the Krein adjoint of ψi , and κϕk is the curvature of the circle
ϕk(∂D).
Proof. By our construction of an outgoing star from an outgoing tree as described in Theorem 3,
we have either ϕk = ψk or ψk = ϕk ◦ ψj for some positive j < k. In the first case, by the polar
decomposition of Cψk and the definition of Ψ ,
Ψ˜ (Cϕk )(t) = Ψ˜ (Cψk )(t) =
(
skt
ak
)1/2
E0,k
where sk = 1/|ψ ′k(ζ0)| = 1/|ϕ′k(ζ0)|, and ak is the translation number of σk ◦ ψk . By Proposi-
tion 1, ak = 2|ϕ′k(ζ0)|(κϕk − 1), and the alternate expression in (25) follows.
On the other hand, if ψk = ϕk ◦ψj for some 1 j < k, Proposition 1 implies that
ψk ◦ σj = ϕk ◦ψj ◦ σj
= ϕk ◦ ρζj ,aj /|ψ ′j (ζ0)|
= ρζk,γ ◦ ϕk
with γ as in Eq. (24). Thus
ϕk = ρζk,−γ ◦ψk ◦ σj . (27)
By the proof of Lemma 6, the translation numbers τ(ψk ◦ σk) and τ(ϕk ◦ ϕ˜k) are related by
τ(ψk ◦ σk) = γ + τ(ϕk ◦ ϕ˜k), (28)
where ϕ˜k is the Krein adjoint of ϕk . Thus we can choose  with 0 <  < γ so that τ(ψk ◦
σk) > γ + . If we set γ1 = (γ + )/2 and γ2 = (γ − )/2, note that γ1 + γ2 = γ , and use
Proposition 1(c), we can rewrite Eq. (27) as
ϕk = ρζk,−γ1 ◦ ρζk,−γ2 ◦ψk ◦ σj
= (ρζk,−γ1 ◦ψk) ◦ (ρζ0,−γ2|ψ ′k(ζ0)| ◦ σj ).
We want to show that each of the composition factors in parentheses here is a non-automorphism
self-map of D. For the factor ρζk,−γ1 ◦ ψk it is enough to check (by Proposition 1 and the para-
graph following Proposition 2) that
−γ1 > −12τ(ψk ◦ σk).
This inequality follows from our choice of  and γ1. Similarly, for the factor ρζ0,−γ2|ψ ′k(ζ0)| ◦ σj ,
we need to check that
−γ2
∣∣ψ ′k(ζ0)∣∣> −1τ(σj ◦ψj) = −aj2 2
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factorization
Cϕk = Cρζ0,−γ2|ψ ′k(ζ0)|◦σj Cρζk,−γ1◦ψk
makes sense.
Now, for i = 1,2, let μi = γi |ψ ′k(ζ0)|. By Table I,
Cρζk,−γ1◦ψk ≡ s
μ1
ak
k Uk
(
C∗ψkCψk
) 1
2 −μ1ak (mod K)
= s
μ1
ak
k
(
CψkC
∗
ψk
) 1
2 −μ1ak Uk
and
Cρζ0,−γ2|ψ ′k(ζ0)|◦σj ≡ s
μ2
aj
−1
j U
∗
j
(
CψjC
∗
ψj
) 12 −μ2aj (mod K).
Since Ψ˜ (B) = Φ˜([B]) when B is in C∗(Tz,Cψ1 , . . . ,Cψn), we have
Ψ˜ (Cρζk,−γ1◦ψk )(t) = s
μ1
ak
k Φ˜
(
u∗0
(
xkx
∗
k
) 1
2 −μ1ak uk
)
(t)
= s
μ1
ak
k
(
skt
ak
) 1
2 −μ1ak E0,k
= s
1
2
k t
ak
2 −μ1E0,k, for 0 t  1
and
Ψ˜ (Cρζ0,−γ2|ψ ′k(ζ0)|◦σj )(t) = s
μ2
aj
−1
j Φ˜
(
u∗j
(
xjx
∗
j
) 12 −μ2aj u0)(t)
= s
μ2
aj
−1
j
(
sj t
aj
) 12 −μ2aj Ej,0
= s−
1
2
j t
aj
2 −μ2Ej,0, for 0 t  1.
Since Ψ˜ preserves products and μ1 +μ2 = aj (see Eq. (24)),
Ψ˜ (Cϕk )(t) =
(
s
− 12
j t
aj
2 −μ2Ej,0
)(
s
1
2
k t
ak
2 −μ1E0,k
)
=
(
sk
sj
) 1
2
t (ak−aj )/2Ej,k.
Since ψk = ϕk ◦ψj , we have sk/sj = 1/|ϕ′k(ζj )|. By Lemma 6 and Proposition 1,
ak − aj =
∣∣ψ ′k(ζ0)∣∣τ(ϕk ◦ ϕ˜k) = 2∣∣ψ ′k(ζ0)∣∣(κϕk − 1).
The alternate formula for Ψ˜ (Cϕ ) in Eq. (26) then follows. k
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that our initial maps ϕ1, . . . , ϕn satisfy
ϕ1(ζ0) = ζ1, ϕ2(ζ1) = ζ2, . . . , ϕn(ζn−1) = ζn
for distinct points ζ0, . . . , ζn in ∂D. In converting to an outgoing star we have ψ1 = ϕ1, and
ψj = ϕj ◦ψj−1 for j  2. For k  2 we recover Ψ˜ (Cϕk ) as
Ψ˜ (Cϕk )(t) =
(
sk
sk−1
) 1
2
t (ak−ak−1)/2Ek−1,k.
6. Essential spectra for operators in C∗(Tz,Cϕ1, . . . ,Cϕn)
We consider the general set-up in Section 4. The graph G associated to the maps ϕ1, . . . , ϕn
splits into q components G1, . . . ,Gq , 1 q  n. We re-label our maps as in the display (20) so
that ϕk1 , . . . , ϕ
k
nk
correspond to the nk edges of Gk . Upon converting each Gk to an outgoing star
as in Section 5, we can define our ∗-homomorphism
Ψ : C∗(Tz,Cϕ1 , . . . ,Cϕn) → C(∂D)⊕Mn1+1
(
C[0,1])⊕ · · · ⊕Mnq+1(C[0,1]).
Any operator B in C∗(Tz,Cϕ1 , . . . ,Cϕn) has a representation
B = Tw + Y1 + · · · + Yq (29)
where w ∈ C(∂D), and for k = 1, . . . , q , Yk lies in C∗0 (Cϕk1 , . . . ,Cϕknk ,K), the nonunital C
∗
-
algebra generated by Cϕk1 , . . . ,Cϕknk and the ideal K. The Toeplitz summand is uniquely deter-
mined by B , and each Yk is unique up to compact perturbation. In the representation (22) for
b = [B],
nk∑
i,j=0
(
uki
)∗
f kij
(
zk
)
ukj = [Yk]
and Eq. (21) implies that YjYk ∈ K if j = k. Let Ψ˜k(B) denote the coordinate of Ψ (B) lying
in Mnk+1(C[0,1]) for k = 1, . . . , q . Also put Ψ˜0(B) = w so that ψ(B) = (Ψ˜0(B), Ψ˜1(B), . . . ,
Ψ˜q(B)). It is easy to verify that
C∗0 (Cϕk1 , . . . ,Cϕknk ,K) =
⋂
0jq, j =k
Ker Ψ˜j
for k = 1, . . . , q .
We denote the j × j identity matrix by Ij .
Theorem 5. Suppose that B ∈ C∗(Tz,Cϕ1 , . . . ,Cϕn) and that for 1 k  q ,
Xk =
{
λ ∈ C: det(Ψ˜k(B)(t) − λIn +1)= 0 for some t in [0,1]}.k
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σe(B) = w(∂D)∪X1 ∪ · · · ∪Xq.
Proof. By Theorem 2 and spectral permanence, the spectrum of [B] in B(H)/K coincides with
the spectrum of Ψ (B) in
C(∂D)⊕Mn1+1
(
C[0,1])⊕ · · · ⊕Mnq+1(C[0,1]).
Moreover, an element of this direct sum is invertible exactly when each of its coordinates is
pointwise invertible. The result follows. 
If for each k = 1, . . . , q the Toeplitz symbol w is constant on the set of vertices of the sub-
graph Gk , then σe(B) can be expressed directly in terms of σe(Tw) and σe(Yk), k = 1, . . . , q . For
any complex number c and subset E ⊆ C, write c +E for the translate {c + λ: λ ∈ E}.
Corollary 1. Let B in C∗(Tz,Cϕ1, . . . ,Cϕn) be given by Eq. (29). Suppose that for each k =
1, . . . , q , the Toeplitz symbol w takes the same value ck at each vertex of the subgraph Gk . Then
σe(B) = σe(Tw)∪
(
c1 + σe(Y1)
)∪ · · · ∪ (cq + σe(Yq)).
Proof. Note that Ψ˜k(Yj ) = 0 if j = k. By the definition of Ψ ,
Ψ˜k(B) = ckInk+1 + Ψ˜k
(
q∑
j=0
Yj
)
= ckInk+1 + Ψ˜k(Yk).
By Theorem 4, σe(Yk) coincides with the spectrum of Ψ˜k(Yk) in Mnk+1(C[0,1]) and σe(B)
coincides with the spectrum of (w, Ψ˜1(B), . . . , Ψ˜q(B)). 
Example 1. Our first example uses the map ϕ(z) = zn+n−1
n
where n 2, which takes the disk D
into itself, maps each point
ζj = e2πi j/n, j = 0,1, . . . , n− 1,
to the point 1, and maps no other points of ∂D into ∂D. For each j = 0, . . . , n − 1 we find the
unique linear-fractional self-map σj of D with
σj (ζj ) = 1, σ ′j (ζj ) = ϕ′(ζj ) = ζj
and
σ ′′(ζj ) = ϕ′′(ζj ) = (n− 1)ζj 2j
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σj (z) = (n− 3)ζj z − n+ 1
(n− 1)ζj z − n− 1
,
which has Krein adjoint
ψj(z) = ζj (n− 3)z − n+ 1
(n− 1)z − n− 1 .
In particular, σ0(z) = ψ0(z) = ((n − 3)z − n + 1)/((n − 1)z − n − 1), a positive parabolic map
fixing 1 and having translation number n− 1. For each j = 0,1, . . . , n− 1, σj ◦ψj has the form
(σj ◦ψj)(z) = (2 − n)z + n− 1
(1 − n)z + n ,
a parabolic non-automorphism fixing 1 and having translation number aj = 2n − 2. The maps
ψ1,ψ2, . . . ,ψn−1 determine an outgoing star graph centered at ζ0 = 1 with ψj (ζ0) = ζj for j =
1, . . . , n− 1, and we can invoke the setup in Section 3. Note that sj = 1/|ψ ′j (ζ0)| = 1 for each j .
For j  1, let xj = [Cψj ], so that x∗j = [Cσj ] and xjx∗j = [Cσj ◦ψj ]. By Proposition 1, the circles
ψj (∂D) and σj (∂D) have common curvature κj = n, j = 0, . . . , n − 1. By the construction of
σ0, . . . , σn−1 and Corollary 5.16 of [23] (discussed above in the introduction),
Cϕ ≡ Cσ0 +Cσ1 + · · · +Cσn−1 (mod K).
By Proposition 2, the operator Cσ0 lies in C∗(Cψ1 ,K). It follows from Proposition 2 and Table I
that
Cσ0 ≡
(
Cψ1C
∗
ψ1
)1/2
(mod K).
Passing to cosets modulo K we have [Cσ0] =
√
x1x
∗
1 and
[Cϕ] =
√
x1x
∗
1 + x∗1 + · · · + x∗n−1
= u∗0
√
x1x
∗
1 u0 + u∗1
√
x1x
∗
1 u0 + · · · + u∗n−1
√
xn−1x∗n−1 u0.
Thus, in the notation of Eq. (9), f00(z) =
√
x1x
∗
1 , fj0(z) =
√
xjx
∗
j for j = 1, . . . , n − 1 and
fjk(z) = 0 for k  1 and all j . Note that f˜jk(t) = fjk(t2n−2, . . . , t2n−2) = tn−1 for k = 0, j  0
and fjk(z) = 0 for k  1, j  0. Therefore
Ψ˜ (Cϕ)(t) =
⎡⎢⎢⎣
tn−1 0 · · · 0
tn−1 0 · · · 0
...
tn−1 0 · · · 0
⎤⎥⎥⎦ ∈ Mn.
We compute the essential spectra of several operators associated with Cϕ .
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that σe(Cϕ) = [0,1].
(b) Consider next the problem of finding the essential spectrum of the operator A = Cϕ + C∗ϕ .
We have
Ψ˜ (A)(t) =
⎡⎢⎢⎣
2tn−1 tn−1 · · · tn−1
tn−1 0 · · · 0
...
tn−1 0 · · · 0
⎤⎥⎥⎦ .
The essential spectrum σe(A) consists of those points λ for which the determinant of Ψ˜ (A)(t)−
λIn is zero for some t ∈ [0,1]. Note that
det
(
Ψ˜ (A)(t)− λIn
)= (2tn−1 − λ)(−λ)n−1 − (n− 1)t2n−2(−λ)n−2
and this is zero for λ = 0 and λ = tn−1 ± √ntn−1. As t ranges over [0,1], λ sweeps out the line
segment from 1 − √n to 1 + √n. In particular we see that the essential spectrum of the real part
of Cϕ is the interval
σe(ReCϕ) =
[
1 − √n
2
,
1 + √n
2
]
.
(c) For an operator of the form B = Tw +Cϕ −C∗ϕ we have
Ψ˜ (B)(t) =
⎡⎢⎣w(ζ0) 0. . .
0 w(ζn−1)
⎤⎥⎦+
⎡⎢⎢⎣
0 −tn−1 · · · −tn−1
tn−1 0 · · · 0
...
tn−1 0 · · · 0
⎤⎥⎥⎦ .
The eigenvalues of Ψ˜ (B)(t) are seen to be the roots of
n−1∏
j=0
(
w(ζj )− λ
)+ t2n−2 n−1∑
j=1
n−1∏
i=1,i =j
(
w(ζi)− λ
)
. (30)
It follows from Theorem 5 and a brief calculation that if
f (λ) = −1
w(ζ0)− λ
n−1∑
j=1
1
w(ζj )− λ,
then
σe(B) = w(∂D)∪ f−1
([1,∞)).
When w ≡ 0, the above formula shows that σe(Cϕ − C∗ϕ) is the imaginary line segment
[−√n− 1 i,√n− 1 i]. On choosing w(z) = zn, we see that the essential spectrum of
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Fig. 4.
Tzn +Cϕ −C∗ϕ consists of the unit circle and the vertical line segment from 1 −
√
n− 1 i to
1 + √n− 1 i (this also follows from Corollary 1). For B = Tzk + Cϕ − C∗ϕ and various choices
of k and n, numerically sampled subsets of σe(B) are shown in Fig. 4; for more precise pictures,
“connect the dots”.
(d) Next we consider the self-commutator [C∗ϕ,Cϕ] = C∗ϕCϕ −CϕC∗ϕ , where ϕ is as above. Since
Ψ˜ is a ∗-homomorphism,
Ψ˜
([
C∗ϕ,Cϕ
])
(t) =
⎡⎢⎢⎢⎢⎣
(1 − n)t2n−2 t2n−2 · · · t2n−2
t2n−2 t2n−2 · · · t2n−2
...
t2n−2 · · · t2n−2
t2n−2 t2n−2 · · · t2n−2
⎤⎥⎥⎥⎥⎦ . (31)
To determine σe([C∗ϕ,Cϕ]), we must compute the determinant of the n × n matrix M(t) − λIn,
where M(t) is the matrix on the right-hand side in Eq. (31). To facilitate this, we perform n − 1
row operations on M(t)− λIn, subtracting the nth row from the j th row, for j = 1,2, . . . , n− 1.
The resulting matrix, which has the same determinant as M(t)− In, is⎡⎢⎢⎢⎢⎣
(−nt2n−2 − λ) 0 · · · 0 λ
0 −λ · · · 0 λ
...
0 · · · 0 −λ λ
t2n−2 t2n−2 · · · t2n−2 (t2n−2 − λ)
⎤⎥⎥⎥⎥⎦
where for j = 2, . . . , n− 1, the j th row has two non-zero entries. The determinant of this matrix
is readily calculated; setting it equal to 0 gives
λn−2
(
(−1)nλ2 + (−1)n−1n(n− 1)t4n−4)= 0
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Fig. 5.
whose solutions are λ = 0 and λ = ±√n(n− 1) t2n−2. Letting t range over the unit interval gives
σe([C∗ϕ,Cϕ]) = [−
√
n(n− 1),√n(n− 1)].
(e) Finally consider the operator D = Tz + [C∗ϕ,Cϕ]. We have
Ψ˜ (D)(t) =
⎡⎢⎣ ζ0 0. . .
0 ζn−1
⎤⎥⎦+M(t)
with M(t) as above. In the case n = 3, a modification of the above calculations show that the
essential spectrum of D is the union of ∂D with the set of solutions to(
ζ0 − 3t4 − z
)
(ζ1 − z)
(
ζ2 + t4 − z
)− t4(ζ1 − z)(z − ζ2)
− t4(z − ζ2)
(
ζ0 − 3t4 − z
)= 0
as t ranges over [0,1]. Equivalently, the essential spectrum is equal to the union of ∂D with the
collection of roots of the depressed cubic
p(z) = z3 + 3r(1 − 2r)z + 3r(1 − r)− 1
as r ≡ t4 ranges over [0,1]. For values of r in the interval [0, r0), where r0 is approximately
0.7397 (the root of the discriminant of p(z) in the range [0,1]), there is one real root and two
complex conjugate roots. For values of r in (r0,1] there are three distinct real roots. For r = r0
there is a negative root of multiplicity two, and one positive root. Numerically sampled pictures
of σe(Tz +[C∗ϕ,Cϕ]) for n = 3,4, and 5 appear in Fig. 5. The darkening in pictures (b) and (c) is
an artifact of magnifying Mathematica output.
Example 2. This example makes use of the special case discussed following Theorem 4. Begin
with a chain of linear-fractional non-automorphisms ϕj of D, 1  j  n, with ϕj (ζj−1) = ζj
for distinct points ζ0, . . . , ζn on ∂D. Complete the chain to a loop by including an (n + 1)st
linear-fractional non-automorphism ϕn+1 of D mapping ζn to ζ0 that is required to satisfy
(ϕn+1 ◦ ϕn ◦ · · · ◦ ϕ1)′(ζ0) = ϕ′n+1(ζn)ϕ′n(ζn−1) · · ·ϕ′2(ζ1)ϕ′1(ζ0) = 1. (32)
Define the maps ψ1, . . . ,ψn by ψ1 = ϕ1 and ψk = ϕk ◦ϕk−1 ◦ · · · ◦ϕ1 = ϕk ◦ψk−1 for 2 k  n.
The associated graph is an outgoing star centered at ζ0. Let σk and ϕ˜k denote the Krein adjoints
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so that
ϕn+1 ◦ ϕn ◦ · · · ◦ ϕ1 = ϕn+1 ◦ψn = ρζ0,α
for some α with positive real part. Eq. (32) also forces ϕn+1 and σn to have the same first order
data at ζn: ϕ′n+1(ζn) = 1/ψ ′n(ζ0) = σ ′n(ζn). By the discussion following Proposition 2, we can
write ϕn+1 = ρ ◦ σn, where ρ = ρζ0,β is a parabolic linear-fractional map fixing ζ0 (but not
necessarily mapping D into D), or (in the case β = 0) the identity map. Also by Proposition 2,
Cϕn+1 ∈ C∗(Cψn,K) ⊆ C∗(Cϕ1 , . . . ,Cϕn,K).
Let w ∈ C(∂D) and suppose that c1, . . . , cn+1 are non-zero complex numbers. We will find
the essential spectrum of
B = Tw + c1Cϕ1 + · · · + cn+1Cϕn+1 . (33)
Since ϕn+1 = ρζ0,β ◦ σn, Proposition 1(b) and the last line in Table I imply that
Cϕn+1 ≡ s
− β
an
−1
n U
∗
n
(
CψnC
∗
ψn
) 1
2 + βan (mod K)
where ak is the translation number of σk ◦ ψk for k = 1, . . . , n. The above relations between
ψn,σn and ϕn+1 yield
ρζ0,α = ϕn+1 ◦ψn = ρζ0,β ◦ σn ◦ψn = ρζ0,β ◦ ρζ0,an
so that α = β + an. Consequently,
Cϕn+1 ≡ s
− α
an
n U
∗
n
(
CψnC
∗
ψn
) α
an
− 12 (mod K);
necessarily, Reα > an/2. Thus
Ψ˜ (Cϕn+1)(t) = s
− α
an
n Φ˜
(
u∗n
(
xnx
∗
n
) α
an
− 12 u0
)
(t)
= s−
α
an
n
(
snt
an
) α
an
− 12 En,0
= s−
1
2
n t
α− an2 En,0.
It follows that Ψ˜ (B)(t) is equal to⎡⎢⎢⎢⎢⎢⎢⎣
w(ζ0) c1
√
s1ta1 0 · · · 0
0 w(ζ1) c2
√
s2
s1
t (a2−a1) · · · 0
0 · · · 0
0 w(ζn−1) cn
√
sn
sn−1 t
(an−an−1)
− 12 α− an
⎤⎥⎥⎥⎥⎥⎥⎦
cn+1sn t 2 0 · · · w(ζn)
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det
(
Ψ˜ (B)(t)− λIn+1
)= (−1)n+1(p(λ)− (c1c2 · · · cn+1)tα)
where p(λ) =∏nk=0(λ−w(ζk)). It follows from Theorem 5 that
σe(B) = w(∂D)∪ p−1(Λ),
where Λ = {(c1c2 · · · cn+1)tα: 0  t  1}. The curve Λ is the complex line segment from
c1c2 · · · cn+1 to 0 if α is real, and is otherwise the union of {0} and a spiral starting at c1c2 · · · cn+1
and converging to the origin.
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