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Abstract
We show that t3/4 ‖u(·, t) ‖L∞(R3)→ 0 as t → ∞ for all Leray-Hopf’s
global weak solutions u(·, t) of the incompressible Navier-Stokes equations
in R3. It is also shown that t ‖u(·, t) − e∆tu0 ‖L∞(R3)→ 0 as t → ∞,
where e∆t is the heat semigroup, as well as other fundamental new results.
In spite of the complexity of the questions, our approach is elementary and
is based on standard tools like conventional Fourier and energy methods.
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1. Introduction
In this work, we derive some new fundamental large time asymptotic proper-
ties of (globally defined) Leray-Hopf’s weak solutions [7, 14] of the incompressible
Navier-Stokes equations in three-dimensional space,
ut + u · ∇u + ∇p = ∆u, ∇·u(·, t) = 0, (1.1a)
u(·, 0) = u0 ∈ L2σ(R3), (1.1b)
where L2σ(R
3) denotes the space of functions u = (u
1
, u
1
, u
3
) ∈ L2(R3) with ∇· u = 0
in distributional sense. In his seminal 1934 paper, Leray [14] showed the existence of
(possibly infinitely many) global weak solutions u(·, t) ∈ L2σ(R3) which are weakly
continuous in L2(R3) and satisfy u(·, t) ∈ L∞([0,∞[, L2(R3)) ∩ L2([0,∞[, H˙1(R3)),
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with ‖u(·, t)− u0‖L2(R3)→ 0 as tց0 and such that the energy inequality
‖u(·, t) ‖2
L2(R3)
+ 2
∫ t
0
‖Du(·, s) ‖2
L2(R3)
ds ≤ ‖u0 ‖2
L2(R3)
(1.2)
holds for all t ≥ 0.1 Moreover, Leray [14] also showed in his construction that there
always exists some t∗≫ 1 (depending on the solution u) such that one actually has
u ∈ C∞(R3× [ t∗,∞[), and, for each m ≥ 1:
u(·, t) ∈ L∞([ t∗, T ], Hm(R3)), (1.3)
for each t∗< T < ∞, that is, u(·, t) ∈ L∞loc([ t∗,∞[, Hm(R3)). While the uniqueness
of Leray’s solutions remains a fundamental open question to this day, it has been
shown by Kato [11] and Masuda [16] (and later by other authors also, see e.g. [10, 24])
that all Leray’s solutions, whether uniquely defined by their initial values or not,
must satisfy the important asymptotic property
lim
t→∞
‖u(·, t) ‖
L2(R3)
= 0, (1.4)
a question left open in [14]. It will prove convenient for our present purposes that we
also provide here a new derivation of (1.4) along the lines of the method introduced
by Kreiss, Hagstrom, Lorenz and one of the authors in [12, 13]2 to give a straightfor-
ward derivation of the fundamental Schonbek-Wiegner decay estimates [21, 24] for
solutions (and their derivatives) of the Navier-Stokes equations in dimension n ≤ 3,
under stronger assumptions on the initial data. (See also [18].) It will then be seen
that, with some extra steps, one can similarly obtain the new supnorm result
lim
t→∞
t3/4 ‖u(·, t) ‖
L∞(R3)
= 0, (1.5)
which, again, is valid for all Leray-Hopf’s solutions of (1.1), assuming u0 ∈ L2σ(R3)
only. Thus, by interpolation, we have, for any such solution,
lim
t→∞
t
3
4 −
3
2q ‖u(·, t) ‖
Lq(R3)
= 0, 2 ≤ q ≤ ∞, (1.6)
uniformly in q. The properties (1.4)− (1.6) are well known and easy to obtain (see
1For the definition of the vector norms involved in (1.2) and other similar expressions throughout
the text, see (1.16), (1.17) below.
2For a detailed account of this method (mostly due to T. Hagstrom and J. Lorenz), see [17, 19].
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e.g. [4], Theorem 3.3, p. 95) for solutions v(·, t) ∈ L∞([ t0,∞[, L2(R3)) of the associ-
ated linear heat flow problems
vt = ∆v, t > t0, (1.7a)
v(·, t0) = u(·, t0), (1.7b)
given t0 ≥ 0 (arbitrary). The solution of (1.7) is given by v(·, t) = e∆(t− t0)u(·, t0),
where e∆τ, τ ≥ 0, denotes the heat semigroup. It is therefore natural to think that
the Leray-Hopf’s solutions of (1.1) be closely related to the corresponding heat flows
defined in (1.7). In fact, Kato [11] obtained lim
t→∞
t1/4 − ǫ ‖u(·, t)− v(·, t) ‖
L2(R3)
= 0
for each ǫ > 0, and a bit later Wiegner [24] got, using a very involved argument, the
sharper result3
lim
t→∞
t1/4 ‖u(·, t)− v(·, t) ‖
L2(R3)
= 0 (1.8)
(see [24], Theorem (c), p. 305). Again, a simple proof of (1.8) in the spirit of [12, 13]
is provided here (see Section 3), after (1.4) has been obtained. This is useful to pave
our way for the corresponding supnorm result obtained in Section 4, viz.,
lim
t→∞
t ‖u(·, t)− v(·, t) ‖
L∞(R3)
= 0. (1.9)
By interpolation, it follows from (1.8), (1.9) that
lim
t→∞
t
1− 32q ‖u(·, t) − v(·, t) ‖
Lq(R3)
= 0, 2 ≤ q ≤ ∞, (1.10)
uniformly in q. It is worth noticing that these results improve the previous estimates
lim sup
t→∞
t
3
4 −
3
2q ‖u(·, t) ‖
Lq(R3)
< ∞, (1.11a)
lim sup
t→∞
t
1− 32q ‖u(·, t) − v(·, t) ‖
Lq(R3)
< ∞ (1.11b)
obtained by Beira˜o da Veiga and Wiegner in [3, 25] for finite q > 2.
3In addition, Wiegner obtains (1.4), (1.8) in the presence of external forces f (·, t), under suitable
assumptions on f(·, t). Also, he considers the case of arbitrary space dimension n ≥ 2, which is a
complicating factor in the analysis. While we can certainly extend our approach to include external
forces f in (1.1), under appropriate assumptions on f which are slightly different from Wiegner’s,
or similarly extend the analysis down to n = 2, our method is (as that of [12, 13]) limited to n ≤ 3.
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Here is a brief overview of what is next. After some important mathematical
preliminaries on the Leray-Hopf’s solutions to the Navier-Stokes system (1.1) have
been reviewed in Section 2 for later use, along with two new fundamental results
given by Theorems 2.2 and 2.3, we turn our attention to the basic L2 estimates (1.4)
and (1.8), which are rederived in Section 3 along the lines of [12, 13]. This shows
the way to obtain the more difficult estimates (1.5) and (1.9), which is the goal of
Section 4. In these two sections, the key point is to first observe that
lim
t→∞
t1/2 ‖Du(·, t) ‖
L2(R3)
= 0, (1.12)
from which the desired estimates can be more easily obtained. Although we restrict
our attention here to dimension n = 3, it will be clearly seen that the method can
also be used in the case n = 2, which is actually easier since (1.12) turns out to be
trivial in this case. Put together, the results for n = 2, 3 can be summarized as
follows. One has, for each 2 ≤ q ≤ ∞ (and n = 2, 3):
lim
t→∞
t
n
4 −
n
2q ‖u(·, t) ‖
Lq(Rn)
= 0, (1.13a)
lim
t→∞
t
n−1
2 −
n
2q ‖u(·, t) − v(·, t) ‖
Lq(Rn)
= 0, (1.13b)
uniformly in q ∈ [2,∞], where v(·, t) = e∆(t− t0)u(·, t0), t0≥ 0 arbitrary, see (1.7),
under the sole assumption that u0∈ L2σ(Rn). A proof (or disproof) of this general
property in higher dimensions is apparently still missing in the literature. For n ≤ 3,
everything needed to obtain (1.13) was already known by 1934 after the publication
of [14], as the next sections show— and yet it has taken full fifty years before even the
easier part of (1.13) could have finally been established! We hope that this shows the
power of the ideas presented here, as well as of the approach introduced in [12, 13].
In fact, a deeper combination of these ideas has now led to the complete solution of
the full Leray’s problem in dimension n ≤ 3 [8]: one has, for every s ≥ 0, and any
0 ≤ t0 ≤ t1 < t,
lim
t→∞
t
s
2 ‖u(·, t) ‖
H˙s(Rn)
= 0, (1.14a)
lim
t→∞
t
n
4
+ s
2
− 1
2 ‖u(·, t) − e∆(t−t0)u(·, t0) ‖
H˙s(Rn)
= 0, (1.14b)
‖ e∆(t−t0)u(·, t0) − e∆(t−t1)u(·, t1) ‖
H˙s(Rn)
≤ K(n, s) (t1− t0)
1
2 (t− t1)
−(n
4
+ s
2
)
(1.14c)
for arbitrary Leray solutions in Rn, under the unique assumption of square-integrable,
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divergence-free initial data. (For the more involved analysis giving (1.14), see [8]. In
the simpler case of dimension n = 2, (1.14a) was shown in [2] by a different method.
Some related high-order estimates have also been obtained in [12, 18, 21], but under
stronger assumptions on the initial data.) Here, H˙s(Rn) denotes the homogeneous
Sobolev space of all functions v = (v1,..., vn) ∈ L2(Rn) such that | · |s | vˆ(·) | ∈ L2(Rn),
where vˆ(·) stands for the Fourier transform of v(·), with norm ‖ · ‖
H˙s(Rn)
defined by
‖ v ‖
H˙s(Rn)
=
{∫
Rn
| ξ |2s
2
| vˆ(ξ) |2
2
dξ
}1/2
. (1.15)
Thus, one has t
m
2 ‖Dmu(·, t) ‖
L2(Rn)
→ 0, tn4 +m2 − 12‖Dm{u(·, t)− e∆tu0}‖L2(Rn)→ 0
(as t→∞) for every m ∈ N, and so forth, which are important extensions of (1.12).
In (1.15) and throughout the text, | · |
2
denotes the Euclidean norm in Rn.
More on notation: boldface letters are used for vector quantities, as in u(x, t) =
(u
1
(x, t), u
2
(x, t), u
3
(x, t)). Also, ∇p ≡ ∇p(·, t) denotes the spatial gradient of p(·, t),
Dj = ∂/∂xj, and ∇· u = D1u1 +D2u2 +D3u3) is the (spatial) divergence of u(·, t).
‖ · ‖
Lq(R3)
, 1 ≤ q ≤ ∞, denote the standard norms of the Lebesgue spaces Lq(R3),
with
‖u(·, t) ‖
Lq(R3)
=
{ 3∑
i=1
∫
R3
| ui(x, t) |q dx
}1/q
(1.16a)
‖Du(·, t) ‖
Lq(R3)
=
{ 3∑
i, j=1
∫
R3
|Dj ui(x, t) |q dx
}1/q
(1.16b)
‖D2u(·, t) ‖
Lq(R3)
=
{ 3∑
i, j, ℓ=1
∫
R3
|DjDℓ ui(x, t) |q dx
}1/q
(1.16c)
if 1 ≤ q < ∞, and ‖u(·, t) ‖
L∞(R3)
= max
{ ‖ ui(·, t) ‖L∞(R3): 1 ≤ i ≤ 3
}
if q = ∞.
We will also find it convenient in many places to use the following alternative defi-
nition for the supnorm of u(·, t):
‖u(·, t) ‖∞ = ess sup
{ |u(x, t) |
2
: x ∈ R3 }. (1.17)
All other notation, when not standard, will be explained as it appears in the text.
For readers interested mainly in the new results obtained in the present work, one
could at this point go directly to Theorems 2.2 and 2.3 in Section 2, and Theorems
4.1 and 4.2 in Section 4, with a quick pass at (2.22) and the discussions in Section 3
and the Appendix, particularly Theorem A.1. The few remaining results may be
also worth browsing, as some are not so widely known as they surely deserve to be.
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§2. Some mathematical preliminaries
In this section, we collect some basic results that will play an important role later
in our derivation of (1.4), (1.5), (1.8) and (1.9), and we also introduce two fundamen-
tal new results (Theorems 2.2 and 2.3 below). For the construction of Leray-Hopf’s
solutions u(·, t) to the Navier-Stokes equations (1.3), see e.g. [7, 14]. These solutions
were originally obtained in [14] by introducing an ingenious regularization procedure
which, for convenience, is briefly reviewed next. Taking (any) G ∈ C∞0 (Rn) nonneg-
ative with
∫
R3G(x) dx = 1 and setting u¯0, δ(·) ∈ C∞(R3) by convolving u0(·) with
G
δ
(x) = δ−nG(x/δ), δ > 0, if we define u
δ
, p
δ
∈ C∞(R3× [ 0,∞[) as the (unique,
globally defined) classical L2 solutions of the associated equations
∂
∂ t
u
δ
+ u¯
δ
(·, t) · ∇u
δ
+ ∇p
δ
= ∆u
δ
, ∇·u
δ
(·, t) = 0, (2.1a)
u
δ
(·, 0) = u¯
0, δ
:= G
δ
∗ u0 ∈
∞⋂
m=1
Hm(R3), (2.1b)
where u¯
δ
(·, t) := G
δ
∗ u
δ
(·, t), it was shown by Leray that, for some sequence δ ′→ 0,
one has the weak convergence property
u
δ ′
(·, t) ⇀ u(·, t) as δ ′→ 0, ∀ t ≥ 0, (2.2)
that is, u
δ ′
(·, t) → u(·, t) weakly in L2(R3), for every t ≥ 0 (see [14], p. 237), with
u(·, t) ∈ L∞([0,∞[, L2σ(R3)) ∩ L2([0,∞[,
.
H
1(R3)) ∩ C0w([0,∞[, L2(R3)) continuous
in L2 at t = 0 and solving the Navier-Stokes equations (1.1a) in distributional sense.
Moreover, the energy inequality (1.2) is satisfied for all t ≥ 0, so that, in particular,
∫ ∞
0
‖Du(·, t) ‖2
L2(R3)
dt ≤ 1
2
‖ u0 ‖2
L2(R3)
. (2.3)
Another important property shown in [14] is that u ∈ C∞([ t∗,∞[ ) for some t∗≫ 1,
with Dmu(·, t) ∈ L∞
loc
([ t∗,∞[, L2(R3)) for each m ≥ 1. This fact (together with
Theorems 2.2 and 2.3 below) will greatly simplify our analysis in Sections 3 and 4.
Other results needed later have mostly to do with the Helmholtz-Weyl projection
of −u(·, t) · ∇u(·, t) into L2σ(R3), that is, the divergence-free field Q(·, t) ∈ L2(R3)
given by
Q(·, t) := − u(·, t) · ∇u(·, t) − ∇p(·, t), a.e. t > 0. (2.4)
For convenience, they are discussed in more detail in the remainder of this section.
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Theorem 2.1. For almost every s > 0, one has
‖ e∆(t−s)Q(·, s) ‖
L2(R3)
≤ K (t− s)− 3/4 ‖u(·, s) ‖
L2(R3)
‖Du(·, s) ‖
L2(R3)
(2.5a)
and
‖ e∆(t− s)Q(·, s) ‖∞ ≤ K (t− s)− 3/4 ‖u(·, s) ‖∞‖Du(·, s) ‖L2(R3) (2.5b)
for all t > s, where K = (8π)−3/4.
Proof: The following argument is adapted from [12]. Considering (2.5a) first, let F[f ] ≡ fˆ
denote the Fourier transform of a given function f ∈ L1(R3), viz.,
F[f ](k) ≡ fˆ(k) := (2π)− 3/2
∫
R3
e−
◦
ıı k · xf(x) dx, k ∈ R3 (2.6)
(where
◦
ıı2 = −1). Given v(·, s) = (v
1
(·, s), v
2
(·, s), v
3
(·, s)) ∈ L1(R3) ∩ L2(R3) arbitrary,
we get, using Parseval’s identity,
‖ e∆(t− s)v(·, s) ‖2
L2(R3)
= ‖ F [ e∆(t− s)v(·, s) ] ‖2
L2(R3)
=
∫
R3
e− 2 | k |
2
2
(t− s) | vˆ(k, s) |2
2
dk
≤ ‖ vˆ(·, s) ‖2∞
∫
R3
e− 2 | k |
2
2
(t− s) dk
=
( π
2
)3/2
(t− s)− 3/2 ‖ vˆ(·, s) ‖2∞,
that is,
‖ e∆(t− s)v(·, s) ‖
L2(R3)
≤
( π
2
)3/4
(t− s)− 3/4 ‖ vˆ(·, s) ‖∞, (2.7)
where | · |
2
denotes the Euclidean norm in R3 and ‖ vˆ(·, s) ‖∞= sup { | vˆ(k, s) |2 : k ∈ R3}.
As will be shown next, (2.5a) follows from a direct application of (2.7) to v(·, s) = Q(·, s).
We need only be able to estimate ‖ Qˆ(·, s) ‖∞: because F[∇P (·, s) ](k) =
o
ıı pˆ(k, s)k and∑3
j=1kjQˆj(k, s) = 0 (since ∇ ·Q(·, s) = 0), the vectors F[∇P (·, s) ](k) and Qˆ(k, s) are
orthogonal in C3, for every k ∈ R3. Recalling from (2.4) that Qˆ(k, s) + F[∇P (·, s) ](k) =
− F [u(·, s) ·∇u(·, s) ](k), this gives
| Qˆ(k, s) |
2
≤ | F [u(·, s) ·∇u (·, s) ](k) |
2
(2.8)
for all k ∈ R3, so that we get
‖ Qˆ(·, s) ‖∞ ≤ ‖ F [u ·∇u ](·, s) ‖∞ . (2.9)
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Now, we have, for each 1 ≤ i ≤ 3,
| F [u(·, s) ·∇ui(·, s) ](k) | ≤
3∑
j=1
| F [uj(·, s)Djui(·, s) ](k) |
≤ (2π)− 3/2
3∑
j=1
‖uj(·, s)Djui(·, s) ‖L1(R3)
≤ (2π)− 3/2 ‖u(·, s) ‖
L2(R3)
‖∇ui(·, s) ‖L2(R3),
by the Cauchy-Schwarz inequality. (Here, as before, Dj = ∂/∂xj.) This gives
‖ F [u ·∇u ](·, s) ‖∞ ≤ (2π)− 3/2 ‖u(·, s) ‖L2(R3) ‖Du(·, s) ‖L2(R3). (2.10)
From (2.7), (2.9) and (2.10), one gets (2.5a), which shows the first part of Theorem 2.1.
The proof of (2.5b) follows in a similar way, using (2.8) and the elementary estimate
‖ e∆τu ‖
L∞(R3)
≤ Kτ− 3/4 ‖ u ‖
L2(R3)
for the heat semigroup, where τ > 0 is arbitrary, and
K= (8π)− 3/4. This gives, for any s > 0 with both ‖u(·, s) ‖∞ and ‖Du(·, s) ‖L2(R3) finite,
‖ e∆(t− s)Q(·, s) ‖∞ ≤ K (t− s)− 3/4 ‖Q(·, s) ‖L2(R3)
≤ K (t− s)− 3/4 ‖u(·, s) ·∇u(·, s) ‖
L2(R3)
[ by (2.8) ]
≤ K (t− s)− 3/4 ‖u(·, s) ‖∞ ‖Du(·, s) ‖L2(R3)
for all t > s, using Parseval’s identity (twice) and the norm definitions (1.16), (1.17). 
Let us notice that, applying the argument above to solutions of the regularized
Navier-Stokes equations (2.1), we obtain, in a completely similar way,
‖ e∆(t− s)Q
δ
(·, s) ‖
L2(R3)
≤ K (t− s)− 3/4 ‖u
δ
(·, s) ‖
L2(R3)
‖Du
δ
(·, s) ‖
L2(R3)
(2.11a)
and
‖ e∆(t − s)Q
δ
(·, s) ‖∞ ≤ K (t− s)− 3/4 ‖uδ(·, s) ‖∞ ‖Duδ(·, s) ‖L2(R3) (2.11b)
for all t > s > 0, where K = (8π)−3/4, as before, and
Q
δ
(·, s) = − u¯
δ
(·, s) · ∇u
δ
(·, s) − ∇p
δ
(·, s). (2.12)
The estimate (2.11a) is particularly useful, since the regularized solutions u
δ
(·, t)
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given in (2.1) satisfy the energy inequality
‖u
δ
(·, t) ‖2
L2(R3)
+ 2
∫ t
0
‖Du
δ
(·, s) ‖2
L2(R3)
ds ≤ ‖u0 ‖2
L2(R3)
(2.13)
for all t > 0 (and δ > 0 arbitrary), from which ‖u
δ
(·, t) ‖
L2(R3)
,
∫ t
0
‖Du
δ
(·, s) ‖2
L2(R3)
ds
can be bounded independently of δ > 0. This will be used in Theorems 2.2 and 2.3
below to show that the particular value of t0 ≥ 0 chosen in defining the heat flow
approximations (1.7) is not relevant in regard to the properties (1.8)−(1.10).
Theorem 2.2. Let u(·, t), t > 0, be any particular Leray-Hopf’s solution to (1.1).
Given any pair of initial values t˜0 > t0 ≥ 0, one has
‖ v(·, t) − v˜(·, t) ‖
L2(R3)
≤ K√
2
‖u0 ‖2
L2(R3)
( t˜0− t0)1/2 (t− t˜0)− 3/4 (2.14)
for all t > t˜0, where v(·, t) = e∆(t− t0)u(·, t0), v˜(·, t) = e∆(t− t˜0)u(·, t˜0) are the cor-
responding heat flows associated with t0, t˜0, respectively, and K = (8π)
− 3/4.
Proof: We start by writing v(·, t) as
v(·, t) = e∆(t− t0) [u(·, t0)− uδ(·, t0) ] + e∆(t− t0)uδ(·, t0), t > t0,
with u
δ
(·, t) given in (2.1), δ > 0. Because
u
δ
(·, t0) = e∆t0 u¯0, δ +
∫ t0
0
e∆(t0− s)Q
δ
(·, s) ds,
where u¯
0, δ
= G
δ
∗ u0, Qδ(·, s) = − u¯δ(·, s) ·∇uδ(·, s) − ∇pδ(·, s), cf. (2.1b) and (2.12) above,
we get
v(·, t) = e∆(t− t0) [u(·, t0)− uδ(·, t0) ] + e∆tu¯0, δ +
∫ t0
0
e∆(t−s)Q
δ
(·, s) ds,
for t > t0. Similarly, we have, for t > t˜0:
v˜(·, t) = e∆(t− t˜0) [u(·, t˜0)− uδ(·, t˜0) ] + e∆tu¯0, δ +
∫ t˜0
0
e∆(t−s)Q
δ
(·, s) ds.
Hence, we obtain, for the difference v(·, t) − v˜(·, t), at any t > t˜0, the identity
v˜(·, t) − v(·, t) = e∆(t− t˜0) [u(·, t˜0)− uδ(·, t˜0) ] − e∆(t− t0) [u(·, t0)− uδ(·, t0) ]
+
∫ t˜0
t0
e∆(t− s)Q
δ
(·, s) ds. (2.15)
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Therefore, given any K ⊂ R3 compact, we get, for each t > t˜0, δ > 0:
‖ v˜(·, t) − v(·, t) ‖
L2(K)
≤ J
δ
(t) +
∫ t˜0
t0
‖ e∆(t−s)Q
δ
(·, s) ‖
L2(K)
ds
≤ J
δ
(t) + K
∫ t˜0
t0
(t− s)− 3/4 ‖u
δ
(·, s) ‖
L2(R3)
‖Du
δ
(·, s) ‖
L2(R3)
ds
≤ J
δ
(t) +
K√
2
( t˜0− t0)
1
2 ‖u0 ‖2
L2(R3)
(t− t˜0)
− 34
by (2.11a), (2.13), where K = (8π)− 3/4 and
J
δ
(t) = ‖ e∆(t− t˜0) [u(·, t˜0)− uδ(·, t˜0) ] ‖L2(K) + ‖ e
∆(t− t0) [u(·, t0)− uδ(·, t0) ] ‖L2(K).
Taking δ = δ′→ 0 according to (2.2), we get J
δ
(t) → 0, since, by Lebesgue’s Dominated
Convergence Theorem and (2.2), we have, for any σ, τ > 0:
‖ e∆τ [u(·, σ) − u
δ′
(·, σ) ] ‖
L2(K)
→ 0 as δ′→ 0,
recalling that K has finite measure. Hence, we obtain
‖ v˜(·, t) − v(·, t) ‖
L2(K)
≤ K√
2
( t˜0− t0)1/2 ‖u0 ‖2
L2(R3)
(t− t˜0)− 3/4
for each t > t˜0, and for any compact set K ⊂ R3. This is clearly equivalent to (2.14). 
Theorem 2.2 greatly simplifies the derivation of the asymptotic property (1.8).
For similar reasons, our proof of (1.9) requires the supnorm version of (2.14) above,
which is given in the next result.
Theorem 2.3. Let u(·, t), t > 0, be any particular Leray-Hopf’s solution to (1.1).
Given any pair of initial values t˜0 > t0 ≥ 0, one has
‖ v(·, t) − v˜(·, t) ‖
L∞(R3)
≤ Γ√
2
‖u0 ‖2
L2(R3)
( t˜0− t0)1/2 (t− t˜0)− 3/2 (2.16)
for all t > t˜0, where v(·, t) = e∆(t− t0)u(·, t0), v˜(·, t) = e∆(t− t˜0)u(·, t˜0) are the cor-
responding heat flows associated with t0, t˜0, respectively, and Γ = (4π)
−3/2.
Proof: Taking K ⊂ R3 compact and 2 < q <∞ arbitrary, we get, for each t > t˜0, δ > 0,
recalling (2.12), (2.15):
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‖ v˜(·, t) − v(·, t) ‖
Lq(K)
≤ J
δ,q
(t) +
∫ t˜0
t0
‖ e∆(t− s)Q
δ
(·, s) ‖
Lq(R3)
ds
≤ J
δ,q
(t) +
∫ t˜0
t0
[
4π (t− s)]−
3
4
(
1− 2q
)
‖ e
1
2
∆(t−s)
Q
δ
(·, s) ‖
L2(R3)
ds
≤ J
δ,q
(t) + γq
∫ t˜0
t0
(t− s)
− 32
(
1− 1q
)
‖u
δ
(·, s) ‖
L2(R3)
‖Du
δ
(·, s) ‖
L2(R3)
≤ J
δ,q
(t) +
γq√
2
( t˜0− t0)
1
2 ‖u0 ‖2
L2(R3)
(t− t˜0)
− 32
(
1− 1q
)
by (2.11a), (2.13), where γq = (4π)
− 32
(
1− 1q
)
and
J
δ,q
(t) = ‖ e∆(t− t˜0) [u(·, t˜0)− uδ(·, t˜0) ] ‖Lq(K) + ‖ e
∆(t− t0) [u(·, t0)− uδ(·, t0) ] ‖Lq(K).
Taking δ = δ′→ 0 according to (2.2), we get J
δ,q
(t)→ 0, since, by Lebesgue’s Dominated
Convergence Theorem and (2.2), we have ‖ e∆τ [u(·, σ) − u
δ′
(·, σ) ] ‖
Lq(K)
→ 0 as δ′→ 0,
for each σ, τ > 0. Hence, letting δ = δ′→ 0, we obtain
‖ v˜(·, t) − v(·, t) ‖
Lq(K)
≤ γq√
2
( t˜0− t0)
1
2 ‖u0 ‖2
L2(R3)
(t− t˜0)
− 32
(
1− 1q
)
for each t > t˜0, q > 2. This gives, letting q →∞,
‖ v˜(·, t) − v(·, t) ‖
L∞(K)
≤ Γ√
2
( t˜0− t0)
1
2 ‖u0 ‖2
L2(R3)
(t− t˜0)
− 32
for each t > t˜0, with K ⊂ R3 compact arbitrary. This estimate clearly implies (2.16). 
For the next fundamental result reviewed in this section, given in Theorem 2.4,
we will need the following elementary Sobolev-Nirenberg-Gagliardo (SNG) inequal-
ities for arbitrary u ∈ H2(R3):
‖ u ‖∞ ≤ K0 ‖ u ‖1/4L2(R3) ‖D
2u ‖3/4
L2(R3)
, K
0
< 0.678, (2.17a)
see e.g. [23], Proposition 2.4, p. 13, or [22], Theorem 4.5.1, p. 52; and
‖Du ‖
L2(R3)
≤ K
1
‖ u ‖1/2
L2(R3)
‖D2u ‖1/2
L2(R3)
, K
1
= 1, (2.17b)
which is easily derived with the Fourier transform. By (2.17a), (2.17b), we then have
‖ u ‖∞ ‖Du ‖1/2
L2(R3)
≤ K
2
‖ u ‖1/2
L2(R3)
‖D2u ‖
L2(R3)
, K
2
= K
0
K 1/2
1
< 1. (2.18)
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Theorem 2.4. Let u(·, t), t > 0, be any particular Leray-Hopf’s solution to (1.1).
Then, there exists t∗∗ ≫ 1 (t∗∗ depending on the solution u) sufficiently large that
‖Du(·, t) ‖
L2(R3)
is a smooth, monotonically decreasing function of t on [ t∗∗,∞[.
Proof: The following argument is adapted from [12], Lemma 2.2. Let t0 ≥ t∗ (to be
chosen shortly), with t∗≫ 1 given in (1.3). Let t > t0. Applying Dℓ = ∂/∂xℓ to the first
equation in (1.1a), taking the inner product with D
ℓ
u(·, t) and integrating on R3× [ t0, t ],
we get, summing over 1 ≤ ℓ ≤ 3,
‖Du(·, t) ‖2
L2(R3)
+ 2
∫ t
t0
‖D2u(·, s) ‖2
L2(R3)
ds =
= ‖Du(·, t0) ‖2
L2(R3)
+ 2
∑
i, j, ℓ
∫ t
t0
∫
R3
ui(x, s)Dℓuj(x, s)DjDℓui(x, s) dx ds
≤ ‖Du(·, t0) ‖2
L2(R3)
+ 2
∫ t
t0
‖u(·, s) ‖∞ ‖Du(·, s) ‖L2(R3)‖D
2u(·, s) ‖
L2(R3)
ds
≤ ‖Du(·, t0) ‖2
L2(R3)
+ 2
∫ t
t0
‖u(·, s) ‖1/2
L2(R3)
‖Du(·, s) ‖1/2
L2(R3)
‖D2u(·, s) ‖2
L2(R3)
ds,
by (2.18), using (1.16) and (1.17). In particular, we have
‖Du(·, t) ‖2
L2(R3)
+ 2
∫ t
t0
‖D2u(·, s) ‖2
L2(R3)
ds ≤
(2.19)
≤ ‖Du(·, t0) ‖2
L2(R3)
+ 2
∫ t
t0
[
‖u0 ‖L2(R3)‖Du(·, s) ‖L2(R3)
]1/2
‖D2u(·, s) ‖2
L2(R3)
ds
for all t ≥ t0. We then choose t0 ≥ t∗ such that, by (1.2): ‖u0 ‖L2(R3)‖Du(·, t0) ‖L2(R3)< 1.
In fact, with this choice, it follows from (2.19) that
‖u0 ‖L2(R3)‖Du(·, s) ‖L2(R3) < 1 ∀ s ≥ t0. (2.20)
[ Proof of (2.20): if false, there would be t1 > t0 such that ‖u0 ‖L2(R3)‖Du(·, s) ‖L2(R3)< 1
for all t0 ≤ s < t1, while ‖u0 ‖L2(R3)‖Du(·, t1) ‖L2(R3)= 1. Taking t = t1 in (2.19) above,
this would give ‖Du(·, t1) ‖L2(R3)≤ ‖Du(·, t0) ‖L2(R3), so that ‖u0 ‖L2(R3)‖Du(·, t1) ‖L2(R3)
≤ ‖u0 ‖L2(R3)‖Du(·, t0) ‖L2(R3)< 1. This contradiction shows (2.20), as claimed. QED (2.20)]
From (2.19) and (2.20), it then follows that
‖Du(·, t) ‖2
L2(R3)
+ 2 γ
∫ t
t2
‖D2u(·, s) ‖2
L2(R3)
ds ≤ ‖Du(·, t2) ‖2
L2(R3)
(2.21)
for all t ≥ t2 ≥ t0, where γ := 1 − ‖u(·, t0) ‖1/2
L2(R3)
‖Du(·, t0) ‖1/2
L2(R3)
is some positive con-
stant. This shows the result, where t∗∗= t0 with t0 ≥ t∗ as chosen in (2.20) above. 
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Remark 2.1. As shown in [12], one can readily obtain from the proof of Theorem 2.4
that one has t∗∗ < 0.212 · ‖u0 ‖4L2(R3) always. A more elaborated argument devel-
oped here in the Appendix produces the much sharper estimate
t∗∗ < 0.000 753 026 · ‖u0 ‖4
L2(R3)
, (2.22)
giving a practical upper bound on how much one should wait in numerical experi-
ments before we may witness any loss of regularity on the part of u(·, t), if this ever
happens — in any case, we have u ∈ C∞(R3× [ t∗∗,∞)). Other estimates for t∗∗ have
appeared in the literature, see e.g. [7, 14, 15, 20]; (2.22) is the sharpest of its kind.
Whether one can really have u 6∈ C∞(R3×(0,∞)) for some Leray-Hopf’s solutions
is not really known and remains one of the famous fundamental open questions
regarding the Leray-Hopf’s solutions of the Navier-Stokes equations [5, 6, 9].
Our final basic result to be collected in this section for convenience of the reader
is the following fundamental property, which is a direct consequence of (1.2), (2.3)
and the monotonicity of ‖Du(·, t) ‖
L2(R3)
for large t, as given in Theorem 2.4 above.
Theorem 2.5. Let u(·, t), t > 0, be any particular Leray-Hopf’s solution to (1.1).
Then
lim
t→∞
t1/2 ‖Du(·, t) ‖
L2(R3)
= 0. (2.23)
Proof: The following argument is taken from [12], Lemma 2.1. If (2.23) were false, there
would then exist an increasing sequence tℓր∞ (with tℓ ≥ t∗∗ and tℓ ≥ 2tℓ−1 for all ℓ, say)
and some fixed η > 0 such that
tℓ ‖Du(·, tℓ) ‖2
L2(R3)
≥ η ∀ ℓ.
In particular, this would give
∫ tℓ
tℓ−1
‖Du(·, s) ‖2
L2(R3)
dt ≥ (tℓ − tℓ−1) ‖Du(·, tℓ) ‖2
L2(R3)
≥ 1
2
tℓ ‖Du(·, tℓ) ‖2
L2(R3)
≥ 1
2
η
for all ℓ, in contradiction with (1.2), (2.3). This concludes the proof of (2.23), as claimed.

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2. Proof of the L2 results (1.4) and (1.8)
Now that the basic properties of Leray-Hopf’s solutions given above have been es-
tablished, it becomes much easier to obtain estimates like (1.4), (1.5), (1.8) or (1.9).
In this section, we consider (1.4) and (1.8). Let then u(·, t) ∈ L∞([0,∞[, L2σ(R3))
∩L2([0,∞[, .H1(R3)) be any such solution to the initial value problem (1.1a), (1.1b),
and let t∗≫ 1 be large enough that (1.3) holds. Taking t0 ≥ t∗ (arbitrary), we thus
have the representation
u(·, t) = e∆(t− t0)u(·, t0) +
∫ t
t0
e∆(t− s)Q(·, s) ds, t ≥ t0, (3.1)
by Duhamel’s principle, where Q(·, s) is defined in (2.4).
Theorem 3.1 (Leray’s L2 conjecture). One has
lim
t→∞
‖u(·, t) ‖
L2(R3)
= 0. (3.2)
Proof: Given ǫ > 0, let t0 ≥ t∗ be chosen large enough so that, by Theorem 2.5,
t1/2 ‖Du(·, t) ‖
L2(R3)
≤ ǫ ∀ t ≥ t0. (3.3)
From the representation (3.1) for u(·, t), this gives
‖u(·, t) ‖
L2(R3)
≤ ‖ e∆(t− t0)u(·, t0) ‖L2(R3) +
∫ t
t0
‖ e∆(t− s)Q(·, s) ‖
L2(R3)
ds
≤ ‖ e∆(t− t0)u(·, t0) ‖L2(R3) + K
∫ t
t0
(t− s)− 3/4 ‖u(·, s) ‖
L2(R3)
‖Du(·, s) ‖
L2(R3)
ds
≤ ‖ e∆(t− t0)u(·, t0) ‖L2(R3) + K ‖u0 ‖L2(R3)
∫ t
t0
(t− s)− 3/4 ‖Du(·, s) ‖
L2(R3)
ds
≤ ‖ e∆(t− t0)u(·, t0) ‖L2(R3) + K ‖u0 ‖L2(R3) ǫ
∫ t
t0
(t− s)− 3/4 s− 1/2 ds [ by (3.3) ]
for all t > t0, where K= (8π)
− 3/4, and where we have used (1.2), (2.5a). Observing that
∫ t
t0
(t− s)− 3/4 s− 1/2 ds ≤ 6 4
√
2 ∀ t ≥ t0 + 1,
we then have, for all t ≥ t0 + 1:
‖u(·, t) ‖
L2(R3)
≤ ‖ e∆(t− t0)u(·, t0) ‖L2(R3) + ‖u0 ‖L2(R3)ǫ.
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Recalling that, for the heat semigroup, we have ‖ e∆(t− t0)u(·, t0) ‖L2(R3)→ 0 as t → ∞,
it follows that
‖u(·, t) ‖
L2(R3)
≤ (1 + ‖u0 ‖L2(R3)) ǫ
for all t≫ 1. Since ǫ > 0 is arbitrary, this shows (3.2), completing our argument. 
Theorem 3.2. Given any t0 ≥ 0, one has
lim
t→∞
t1/4 ‖u(·, t) − e∆(t− t0)u(·, t0) ‖L2(R3) = 0. (3.4)
Proof: By Theorem 2.2, it is sufficient to show (3.4) in the case t0 ≥ t∗, where (3.1) holds.
Given ǫ > 0, let tǫ> t0 be large enough that we have, using Theorem 2.5 again,
t1/2 ‖Du(·, t) ‖
L2(R3)
≤ ǫ ∀ t ≥ tǫ. (3.5)
By (3.1) and (1.2), (2.5a), we then get
t1/4 ‖u(·, t) − e∆(t− t0)u(·, t0) ‖L2(R3) ≤ t
1/4
∫ t
t0
‖ e∆(t− s)Q(·, s) ‖
L2(R3)
ds
≤ I(t, tǫ) + K t1/4
∫ t
tǫ
(t− s)− 3/4 ‖u(·, s) ‖
L2(R3)
‖Du(·, s) ‖
L2(R3)
ds
≤ I(t, tǫ) + K ‖u0 ‖L2(R3)ǫ t
1/4
∫ t
tǫ
(t− s)− 3/4 s− 1/2 ds [ by (3.5) ]
≤ I(t, tǫ) + 0.636 ‖u0 ‖L2(R3) ǫ t
1/4 (t− tǫ)− 1/4
for all t > tǫ, where K = (8π)
− 3/4 and
I(t, tǫ) = K t
1/4
∫ tǫ
t0
(t− s)− 3/4 ‖u(·, s) ‖
L2(R3)
‖Du(·, s) ‖
L2(R3)
ds
≤ K t1/4 (t− tǫ)− 3/4
∫ tǫ
t0
‖u(·, s) ‖
L2(R3)
‖Du(·, s) ‖
L2(R3)
ds.
Therefore, we obtain
t1/4 ‖u(·, t) − e∆(t− t0)u(·, t0) ‖L2(R3) ≤ (1 + ‖u0 ‖L2(R3)) ǫ
for all t≫ 1. This gives (3.4), and our L2 discussion is now complete, as claimed. 
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4. Proof of the supnorm results (1.5) and (1.9)
In this section, we follow a similar path to obtain the more delicate supnorm esti-
mates (1.5) and (1.9). Let then u(·, t) ∈ L∞([0,∞[, L2σ(R3)) ∩L2([0,∞[,
.
H
1(R3))
be any given Leray-Hopf’s solution to the Cauchy problem (1.1). Again, we take ad-
vantage of the strong regularity properties of u(·, t) for t ≥ t∗ ≫ 1 (see (1.3) above),
using the representation (3.1) and the fundamental results (2.5b), (2.23) and (3.2)
already obtained.
Theorem 4.1. One has
lim
t→∞
t3/4 ‖u(·, t) ‖
L∞(R3)
= 0. (4.1)
Proof: Given 0 < ǫ ≤ 1/2, let t0 ≥ t∗ be large enough that, by (2.23) and (3.2) above,
we have
t1/2 ‖Du(·, t) ‖
L2(R3)
≤ ǫ ∀ t ≥ t0 (4.2a)
and
‖u(·, t) ‖
L2(R3)
≤ ǫ ∀ t ≥ t0. (4.2b)
From the representation (3.1) for u(·, t), we obtain, by (2.5b) and (4.2a),
‖u(·, t) ‖∞ ≤ ‖ e∆(t− t0)u(·, t0) ‖∞ +
∫ t
t0
‖ e∆(t− s)Q(·, s) ‖∞ ds
≤ ‖ e∆(t− t0)u(·, t0) ‖∞ + K
∫ t
t0
(t− s)− 3/4 ‖u(·, s) ‖∞ ‖Du(·, s) ‖L2(R3) ds
≤ K (t− t0)− 3/4 ‖u(·, t0) ‖L2(R3) + Kǫ
∫ t
t0
(t− s)− 3/4 s− 1/2 ‖u(·, s) ‖∞ ds
for all t > t0, where K= (8π)
− 3/4. That is,
‖u(·, t) ‖∞ ≤ K (t− t0)− 3/4 ‖u(·, t0) ‖L2(R3) + Kǫ
∫ t
t0
(t− s)− 3/4 s− 1/2 ‖u(·, s) ‖∞ ds (4.3)
for all t > t0. We claim that this gives
t3/4 ‖u(·, t) ‖∞ < ǫ ∀ t ≥ 2 (t0 + 1), (4.4)
which implies (4.1). In what follows, we will prove (4.4) above. Given any tˆ ≥ 2 (t0 + 1)
(fixed, but otherwise arbitrary), let tˆ1 := tˆ/2. Setting
U(t) := (t− tˆ1)3/4 ‖u(·, t) ‖∞, t ≥ tˆ1, (4.5)
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we obtain, applying (4.3) [with t0 = tˆ1 there]:
U(t) ≤ K ‖u(·, tˆ1) ‖L2(R3) + Kǫ (t− tˆ1)
3/4
∫ t
tˆ1
(t− s)− 3/4 s− 1/2 ‖u(·, s) ‖∞ ds
= K ‖u(·, tˆ1) ‖L2(R3) + Kǫ (t− tˆ1)
3/4
∫ t
tˆ1
(t− s)− 3/4 s− 1/2 (s− tˆ1)− 3/4 U(s) ds
≤ K ‖u(·, tˆ1) ‖L2(R3) + Kǫ tˆ
− 1/2
1 (t− tˆ1)3/4
∫ t
tˆ1
(t− s)− 3/4 (s− tˆ1)− 3/4 U(s) ds
for t ≥ tˆ1, so that, by (4.2b), we have
U(t) ≤ Kǫ + Kǫ tˆ− 1/21 (t− tˆ1)3/4
∫ t
tˆ1
(t− s)− 3/4 (s− tˆ1)− 3/4 U(s) ds, t ≥ tˆ1,
where K = (8π)− 3/4. Thus, setting Uˆ := max {U(t) : tˆ1 ≤ t ≤ tˆ }, we get, for tˆ1 ≤ t ≤ tˆ:
U(t) ≤ Kǫ + Kǫ tˆ− 1/21 (t− tˆ1)3/4 Uˆ
∫ t
tˆ1
(t− s)− 3/4 (s − tˆ1)− 3/4 ds
≤ Kǫ + 8
√
2 Kǫ tˆ
− 1/2
1 (t− tˆ1)1/4 Uˆ
≤ Kǫ + 8
√
2 Kǫ tˆ
− 1/4
1 Uˆ.
Recalling that tˆ1 ≥ 1, ǫ ≤ 1/2, we then get U(t) ≤ Kǫ + 8
√
2 Kǫ Uˆ ≤ Kǫ + 0.504 Uˆ,
for each tˆ1 ≤ t ≤ tˆ. This gives Uˆ ≤ Kǫ + 0.504 Uˆ, that is, Uˆ < 0.180 ǫ. In particular,
( tˆ
2
)3/4
‖u(·, tˆ) ‖∞ = U(tˆ) ≤ Uˆ < 0.180 ǫ,
so that tˆ 3/4 ‖u(·, tˆ) ‖∞< ǫ, where tˆ ≥ 2 (t0+1) is arbitrary. This shows (4.4), as claimed,
and the proof of (4.1) is now complete. 
In a similar way, (1.9) can be obtained, as shown next.
Theorem 4.2. Given any t0 ≥ 0, one has
lim
t→∞
t ‖u(·, t) − e∆(t− t0)u(·, t0) ‖L∞(R3) = 0. (4.6)
Proof: By Theorem 2.2, it is sufficient to show (4.6) in the case t0 ≥ t∗, where (3.1) holds.
Given 0 < ǫ ≤ 1, let tǫ> t0 be large enough that we have, from Theorems 2.5 and 4.1,
t1/2 ‖Du(·, t) ‖
L2(R3)
≤ ǫ ∀ t ≥ tǫ, (4.7a)
and
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t3/4 ‖u(·, t) ‖∞ ≤ ǫ ∀ t ≥ tǫ. (4.7b)
From (3.1), we have
t ‖u(·, t) − e∆(t− t0)u(·, t0) ‖∞ ≤ t
∫ t
t0
‖ e∆(t− s)Q(·, s) ‖∞ ds
≤ J1(t) + J2(t) + J3(t) (4.8)
for all t > tǫ, where
J1(t) = t
∫ tǫ
t0
‖ e∆(t− s)Q(·, s) ‖∞ ds
≤ (4π)− 3/4 t
∫ tǫ
t0
(t− s)− 3/4 ‖ e 12∆(t− s)Q(·, s) ‖
L2(R3)
ds
≤ (4π)− 3/2 t
∫ tǫ
t0
(t− s)− 3/2 ‖u(·, s) ‖
L2(R3)
‖Du(·, s) ‖
L2(R3)
ds
≤ (4π)− 3/2 t (t− tǫ)− 3/2
∫ tǫ
t0
‖u(·, s) ‖
L2(R3)
‖Du(·, s) ‖
L2(R3)
ds, (4.9a)
by (2.5a), and
J2(t) = t
∫ µ(t)
tǫ
‖ e∆(t− s)Q(·, s) ‖∞ ds
≤ (4π)− 3/4 t
∫ µ(t)
tǫ
(t− s)− 3/4 ‖ e 12∆(t− s)Q(·, s) ‖
L2(R3)
ds
≤ (4π)− 3/2 t
∫ µ(t)
tǫ
(t− s)− 3/2 ‖u(·, s) ‖
L2(R3)
‖Du(·, s) ‖
L2(R3)
ds
≤ (2π)− 3/2 t (t− tǫ)− 3/2 ǫ2
∫ µ(t)
tǫ
s− 1/2 ds < 0.090 ǫ t (t− tǫ)− 1, (4.9b)
by (2.5a) and (4.7), where µ(t) = (t+ tǫ)/2,
J3(t) = t
∫ t
µ(t)
‖ e∆(t− s)Q(·, s) ‖∞ ds
≤ (8π)− 3/4 t
∫ t
µ(t)
(t− s)− 3/4 ‖u(·, s) ‖∞ ‖Du(·, s) ‖L2(R3)ds
≤ (8π)− 3/4 t ǫ2
∫ t
µ(t)
(t− s)− 3/4 s− 5/4 ds < 0.713 ǫ t (t− tǫ)− 1, (4.9c)
by (2.5b) and (4.7). Therefore, from (4.8) and (4.9) above, we obtain
t ‖u(·, t) − e∆(t− t0)u(·, t0) ‖∞ < ǫ ∀ t≫ 1. (4.10)
This shows (4.6), since ǫ ∈ ] 0, 1] is arbitrary. 
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Appendix
Here we show how to obtain the estimate (2.22) given in Section 2. The starting point
is the following inequality,
∫
R3
{ 3∑
i, j, ℓ=1
|Dℓui | |Dℓuj | |Djui |
}
dx ≤ K3
3
‖Du ‖3/2
L2(R3)
‖D2u ‖3/2
L2(R3)
, (A.1)
whereK
3
< 0.581 862 001 307 (see [1], Theorem 2.1) is the constant in the Gagliardo-Niren-
berg inequality ‖ u ‖
L3(R3)
≤ K
3
‖ u ‖1/2
L2(R3)
‖Du ‖1/2
L2(R3)
. [ In fact, by repeated application
of the Cauchy-Schwarz inequality, we get
∫
R3
{ 3∑
i, j, ℓ=1
|Dℓui | |Dℓuj | |Djui |
}
dx ≤ ‖ v ‖3
L3(R3)
, v(x) :=
{ 3∑
i, j,=1
|Djui |2
}1/2
.
This gives ∫
R3
{ 3∑
i, j, ℓ=1
|Dℓui | |Dℓuj | |Djui |
}
dx ≤ K3
3
‖ v ‖3/2
L2(R3)
‖Dv ‖3/2
L2(R3)
≤ K3
3
‖Du ‖3/2
L2(R3)
‖D2u ‖3/2
L2(R3)
by (1.16), as claimed. ] Now, consider tˆ > 0 satisfying
tˆ >
1
2
K12
3
‖u0 ‖4
L2(R3)
: (A.2)
Because (by (1.2))
∫ tˆ
0
‖Du(·, t) ‖2
L2(R3)
≤ 1
2
‖u0 ‖2
L2(R3)
, there exists t′∈ (0, tˆ ] so that
‖Du(·, t′) ‖
L2(R3)
≤ ‖u0 ‖L2(R3) ·
1√
2tˆ
. (A.3)
Hence, by (A.2), we have K3
3
‖u(·, s) ‖1/2
L2(R3)
‖Du(·, s) ‖1/2
L2(R3)
< 1 for all s ≥ t′ close to t′.
From (1.1), we then get
‖Du(·, t) ‖2
L2(R3)
+ 2
∫ t
t′
‖D2u(·, s) ‖2
L2(R3)
ds
≤ ‖Du(·, t′) ‖2
L2(R3)
+ 2
∑
i, j, ℓ
∫ t
t′
∫
R3
|Dℓui(x, s) | |Dℓuj(x, s) | |Djui(x, s) | dx ds
≤ ‖Du(·, t′) ‖2
L2(R3)
+ 2
∫ t
t′
K3
3
‖Du(·, s) ‖3/2
L2(R3)
‖D2u(·, s) ‖3/2
L2(R3)
ds
≤ ‖Du(·, t′) ‖2
L2(R3)
+ 2
∫ t
t′
[
K3
3
‖u(·, s) ‖1/2
L2(R3)
‖Du(·, s) ‖1/2
L2(R3)
] ‖D2u(·, s) ‖2
L2(R3)
ds
(A.4)
for all t ≥ t′ close to t′. As in the proof of Theorem 2.4, this gives
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K3
3
‖u(·, t) ‖1/2
L2(R3)
‖Du(·, t) ‖1/2
L2(R3)
< 1, ∀ t ≥ t′ (A.5)
and, in particular, as in (A.4) above, we have
‖Du(·, t) ‖2
L2(R3)
+ 2
∫ t
t0
‖D2u(·, s) ‖2
L2(R3)
ds
≤ ‖Du(·, t0) ‖2
L2(R3)
+ 2
∫ t
t0
[
K3
3
‖u(·, s) ‖1/2
L2(R3)
‖Du(·, s) ‖1/2
L2(R3)
] ‖D2u(·, s) ‖2
L2(R3)
ds
for any t > t0 ≥ t′, that is, ‖Du(·, t) ‖L2(R3) is monotonically decreasing in [ t
′,∞) ⊇ [ tˆ,∞),
so that, by Leray’s theory, u must be C∞ for t > t′. Recalling (A.2), this completes the
proof of (2.22), since 1/2 ·K12
3
< 0.000 753 026. Summarizing it all, we have shown:
Theorem A.1. Let u0 ∈ L2σ(R3), and let u(·, t) be any Leray-Hopf’s solution of (1.1).
Then there exists 0 ≤ t∗∗< 0.000 753 026 ‖u0 ‖4L2(R3) such that u ∈ C∞(R3×[ t∗∗,∞)) and
‖Du(·, t) ‖
L2(R3)
is finite and monotonically decreasing everywhere in [ t∗∗,∞).
References
[1] M. Agueh, Gagliardo-Nirenberg inequalities involving the gradient L2-norm,
C. R. Acad. Sci. Paris, Ser. I 346 (2008), 757-762.
[2] J. Benameur and R. Selmi, Long time decay to the Leray solution of the
two-dimensional Navier-Stokes equations, Bull. London Math. Soc. 44 (2012),
1001-1019.
[3] H. Beira˜o da Veiga, Existence and asymptotic behaviour for strong solu-
tions of the Navier-Stokes equations on the whole space, Indiana Univ. Math.
J. 36 (1987), 149-166.
[4] P. Braz e Silva, L. Schu¨tz and P. R. Zingano, On some energy in-
equalities and supnorm estimates for advection–diffusion equations in Rn,
Nonlinear Anal. 93 (2013), 90-96.
[5] P. Constantin, Some open problems and research directions in the mathe-
matical study of fluid dynamics, in: B. Engquist and W. Schmid (Eds.), Math-
ematics Unlimited — 2001 and Beyond, Springer, New York, 2001, pp. 353-360.
[6] C. L. Fefferman, Existence and smoothness of the Navier–Stokes equations,
in: A. Jaffe and A. Wiles (Eds.), The Millenium Prize Problems, American
20
Mathematical Society, Providence, 2006, pp. 57-70. (Freely available at http:
//www.claymath.org/millenium/Navier-Stokes Equations/NavierStokes.pdf.)
[7] G. P. Galdi, An introduction to the Navier–Stokes initial–boundary prob-
lem, in: G. P. Galdi, J. G. Heywood and R. Rannacher (Eds.), Fundamental
Directions in Mathematical Fluid Dynamics, Birkhauser, Basel, 2000, pp. 1-70.
[8] T. Hagstrom, J. Lorenz and P. R. Zingano, The solution of the full
Leray’s problem for the Navier-Stokes equations in Rn (in preparation).
[9] J. G. Heywood, Open problems in the theory of the Navier-Stokes equations
for viscous incompressible flow, in: J. G. Heywood, K. Masuda, R. Rautmann
and V. A. Solonnikov (Eds.), The Navier-Stokes Equations: theory and numerical
methods, Lecture Notes in Mathematics, vol. 1431, Springer, New York, 1990,
pp. 1-22.
[10] R. Kajikiya and T. Miyakawa, On the L2 decay of weak solutions of the
Navier–Stokes equations in Rn, Math. Z. 192 (1986), 135-148.
[11] T. Kato, Strong Lp–solutions of the Navier–Stokes equations in Rm , with
applications to weak solutions, Math. Z. 187 (1984), 471-480.
[12] H.-O. Kreiss, T. Hagstrom, J. Lorenz and P. R. Zingano, Decay in
time of the solutions of the Navier–Stokes equations for incompressible flows,
unpublished note, University of New Mexico, Albuquerque, NM, 2002.
[13] H.-O. Kreiss, T. Hagstrom, J. Lorenz and P. R. Zingano, Decay in
time of incompressible flows, J. Math. Fluid Mech. 5 (2003), 231-244.
[14] J. Leray, Essai sur le mouvement d’un fluide visqueux emplissant l’espace,
Acta Math. 63 (1934), 193-248.
[15] J. Lorenz and P. R. Zingano, The Navier-Stokes equations for incom-
pressible flows : solution properties at potential blow-up times, Universi-
dade Federal do Rio Grande do Sul, Porto Alegre, RS, 2003 (available at
www.arXiv.org).
[16] K. Masuda, Weak solutions of the Navier-Stokes equations, Toˆhoku Math.
Journal 36 (1984), 623-646.
[17] J. A. Moura, On the time decay of solutions of incompressible Navier-Stokes
flows (in Portuguese), M. Sc. Dissertation, Graduate Program in Mathematics
21
(http://www.ufpe.br/pgmat), Universidade Federal de Pernambuco, Recife,
PE, October 2013 (available in: http://www.bdtd.ufpe.br/bdtd).
[18] M. Oliver and E. S. Titi, Remark on the rate of decay of higher order
derivatives for solutions to the Navier-Stokes equations in Rn, J. Funct. Anal.
172 (2000), 1-18.
[19] J. C. Rigelo, On the asymptotic decay of viscous incompressible flows (in
Portuguese), M. Sc. Dissertation, Graduate Program in Applied and Com-
putational Mathematics, (http://www.mat.ufrgs.br/∼ppgmap), Universidade
Federal do Rio Grande do Sul, Porto Alegre, RS, April 2007 (available in:
http://hdl.handle.net/10183/10483).
[20] J. C. Robinson, W. Sadowski and R. P. Silva, Lower bounds on blow
up solutions of the three-dimensional Navier-Stokes equations in homogeneous
Sobolev spaces, J. Math. Phys. 53 (2012), no. 11, 115618.
[21] M. E. Schonbek and M. Wiegner, On the decay of higher-order norms
of the solutions of Navier-Stokes equations, Proc. Roy. Soc. Edinburgh, Sect.
A, 126 (1996), 677-685.
[22] L. Schu¨tz, Some results on advection-diffusion equations, with applications
to the Navier-Stokes equations (in Portuguese), Doctorate Thesis, Graduate
Program in Mathematics (http://www.mat.ufrgs.br/∼ppgmat), Universidade
Federal do Rio Grande do Sul, Porto Alegre, RS, June 2008 (available in:
http://hdl.handle.net/10183/13714).
[23] M. E. Taylor, Partial Differential Equations (2nd ed.), vol. III, Springer, New
York, 2011.
[24] M. Wiegner, Decay results for weak solutions of the Navier-Stokes equations
on Rn, J. London Math. Soc. 35 (1987), 303-313.
[25] M. Wiegner, Decay and stability in Lp for strong solutions of the Cauchy
problem for the Navier-Stokes equations, in: J. G. Heywood, K. Masuda, R.
Rautmann & V. A. Solonnikov (Eds.), The Navier-Stokes Equations:Theory and
Numerical Methods, Lecture Notes in Mathematics, 1431 (1990), pp. 95-99.
[26] P. R. Zingano, Nonlinear L2 stability under large disturbances, J. Comp.
Appl. Math. 103 (1999), 207-219.
22
Lineia Schu¨tz
Departamento de Matema´tica Pura e Aplicada
Universidade Federal do Rio Grande do Sul
Porto Alegre, RS 91509-900, Brazil
E-mail: lineia.schutz@ufrgs.br,
lineiaschutz@yahoo.com.br
Jana´ına Pires Zingano
Departamento de Matema´tica Pura e Aplicada
Universidade Federal do Rio Grande do Sul
Porto Alegre, RS 91509-900, Brazil
E-mail: janaina.zingano@ufrgs.br,
jzingano@gmail.com
Paulo Ricardo de Avila Zingano
Departamento de Matema´tica Pura e Aplicada
Universidade Federal do Rio Grande do Sul
Porto Alegre, RS 91509-900, Brazil
E-mail: paulo.zingano@ufrgs.br,
zingano@gmail.com
23
