optimal deconvolution filter is proposed to achieve the 2 optimal reconstruction and a desired robustness against the effect of uncertainties in signal processing from the norm perspective. However, the conventional mixed 2 optimal design filters are very complicate and are not practical for industrial applications. For simplicity of implementation and conservation of operation time, the fixed-order mixed 2 optimal deconvolution filter design is interesting for engineers in signal processing from the practical design perspective. In this study, to avoid the trap of local minima, a design method based on the genetic algorithm is introduced to treat the nonlinear optimization design problem of the fixed-order mixed 2 deconvolution filter. The convergence property of our design algorithm is also discussed. Finally, an example is presented to illustrate the design procedure and confirm the robustness performance of the proposed method.
I. INTRODUCTION
T HE deconvolution problem is to reconstruct a signal embedded in noise and to eliminate the effect of any distortion in the signal transmission channel. The deconvolution problem is widely explored in the engineering literature, especially in many signal processing applications [1] - [6] , including seismology, equalization, image restoration, etc.
Deconvolution problems are generally solved via the optimal method by a Wiener filtering technique from the frequency domain perspective [6] - [8] or by a Kalman filtering technique from the time domain perspective [1] - [3] . With an exact knowledge of the channel and suitable assumptions on noise variance, the filter has some desired optimal properties. However, its performance will deteriorate if the assumptions of the statistics of noise are violated, and the coefficients of the channel are perturbed. Recently, to remedy the shortcomings of the filter, a robust deconvolution filter design based on theory has received great attention for its robustness properties against system uncertainties [8] - [13] . However, the robustness design cannot achieve optimal performance. In practical designs, due to perturbation in the system parameters, linearization, and modeling error, the robust mixed optimal control and filter designs have received a great deal of Manuscript received December 1, 1999 ; revised August 25, 2000 . The associate editor coordinating the review of this paper and approving it for publication was Prof. Dimitrios Hatzinakos.
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attention from the viewpoint of taking advantage of both optimal design and robustness design [14] - [16] . The proposed mixed optimal deconvolution filter design minimizes an reconstruction performance index of the nominal system subject to a robustness requirement based on the norm to attenuate the performance degradation due to the system's uncertainty. This problem can be interpreted as a problem of optimal reconstruction filter design subject to a robustness constraint against the deterioration due to parameter variation of channel and noise uncertainty. Therefore, it is an important design algorithm from the point of view of practical signal processing.
In general, it is not easy to design a mixed deconvolution filter for a signal transmission system. Furthermore, if the orders of the signal models and the channel dynamics are higher, the difficulty and the complexity on the design of the mixed optimal deconvolution filters increase, resulting in an increase in the cost of realization, and the operation time of the optimal deconvolution filters becomes longer. In practical applications, the fixed-order mixed optimal deconvolution filter designs are interesting due to simplicity in implementation and saving of operation time. Consequently, the design of a mixed deconvolution filter with a desired order is an important topic for practical applications. However, the way to design a fixed-order optimal deconvolution filter to simultaneously achieve optimal reconstruction and the robustness requirement is still a new topic worth investigating.
Since fixed-order deconvolution filter is used, conventional optimization techniques cannot be employed to obtain a closed-form solution of the mixed optimal deconvolution filter. The way to specify the coefficients of the fixed-order deconvolution filter to achieve mixed deconvolution performance is a highly nonlinear constrained optimization problem in which many local minima may exist, and a local minimum may be easily reached via conventional algorithms.
In this study, the design procedure of a fixed-order mixed deconvolution filter is divided into two steps. In the first step, based on Jury's stability criterion, the stability domain of the coefficients of the denominator in a fixed-order deconvolution filter is specified. In the second step, the mixed optimal solution in the stability domain of the coefficients (parameter space) will be searched via the genetic algorithm. Therefore, the stability domain specification can not only guarantee the stability of the deconvolution filter but can also reduce the scope of the search space to improve the convergent rate of the genetic algorithm. Genetic algorithms are parallel, global optimal search techniques that copy natural genetic operations because they simultaneously evaluate many points in the parameter space, and they are more likely to converge toward the global solution [21] , [29] . A genetic algorithm does not need to assume that the search space is differentiable or continuous and can also iterate several times on each data received. Genetic algorithms apply operations inspired by the mechanics of natural selection to a population of binary strings encoding the parameter space. At each generation, the genetic algorithm explores different areas of the parameter space and then directs the search to regions where it is of high probability that the mixed performance will be improved. By working with a population of solutions, the algorithms can, in effect, search for many local minima and thereby increase the likelihood of finding the global minimum. Global optimization can be achieved via a number of genetic operators, e.g., selection, mutation, and crossover.
Based on the genetic algorithms, the coefficients (parameters) of the fixed-order deconvolution filter will be tuned in the stability domain to achieve the mixed optimal design. Genetic algorithms are more suitable to solve the iterative fixed-order mixed optimization problem than other major searching methods such as the gradient-based algorithm and the random searching algorithm for the following reasons. First, the search space is large, and there are several minima. Second, the performance surface does not need to be differentiable with respect to the change of parameters. Furthermore, the gradient-based searching algorithm that depends on the existence of derivatives is inefficient and can be caught in a trap of local minima. Third, the likely fit terms are less likely to be destroyed under the genetic operator, thereby often leading to faster convergence. By employing the genetic algorithm to treat our mixed optimization problem, the filter coefficients are first coded to a binary string-cells chromosome. In each generation, these basic genetic operators (i.e., selection, crossover, and mutation) generate a new population with constant population size via the values of the appropriate selections. Finally, the convergence the proposed genetic-based filter design algorithm is proved from the viewpoint of the Markov chain. It is also proved that the proposed method converges to the global mixed optimal solution. A simulation example is given to illustrate the design procedure of the proposed design method and to confirm the robustness performance of the fixed-order mixed deconvolution filter.
II. PROBLEM DESCRIPTION
Consider a discrete deconvolution system as shown in Fig. 1 , where the signal is generated by driven by white noise . The signal is transmitted through a channel system whose transform function is and is corrupted by additive colored noise , which is generated by and driven by white noise . The received signal is given by (1) where is the inverse of (i.e., unit delay), and are uncorrelated and assumed to be zero-mean uncorrelated white Gaussian noises with covariances respectively, where and are assumed to be positive scales, and the system is assumed to have reached a statistical steady state.
Let denote the estimate of in the presence of both signal distortion through channel and the corrupted noise . The objective of this paper is to find a fixed-order IIR deconvolution filter (2) so that the mixed optimal signal reconstruction is achieved with a prescribed filter order by the designer. The stability of the fixed-order deconvolution filter in (2) is the most important thing. By Jury's stability test [27] , the stability domain of the coefficients can be easily specified. In order to guarantee the stability of , the following constraint is imposed:
, and neglect the stability condition (3).
From Fig. 1 , the estimation error is given by (4) The power spectral density of [ ] is given by (5) where denotes the complex conjugate of , i.e.,
In the fixed-order optimal deconvolution filter design case, a stable filter in (2) will be specified to minimize the following least mean square error [26] : (6) where is defined in (5). In general, the calculus variation technique with the aid of spectral factorization and Cauchy theorem can be employed to solve the above optimization design problem to obtain a full-order optimal deconvolution filter [6] , [7] . However, in the fixed-order optimal deconvolution filter design case, a closed-form solution is impossible, and iterative searching methods are necessary to treat this problem.
In practical deconvolution systems, the noise variances and may vary, and the coefficients of transmission channel may experience perturbation. The manner in which to eliminate the performance degradation due to noise uncertainties and channel perturbation in order to guarantee the reconstruction performance is an important topic in the practical signal deconvolution problem. The robustness design can guarantee that the worst-case effect of these noise uncertainties or channel perturbation on the reconstruction performance will be less than a prescribed level [10] - [13] , i.e., if the norm of error spectrum is less than , the sensitivity of the reconstruction error to the noise uncertainties or channel perturbation must be less than from the energy point of view. In this study, in order to take advantage of both optimal reconstruction and less sensitivity to noise uncertainties and channel perturbation, a fixed-order deconvolution filter in (2) is specified to achieve the minimization of reconstruction error in (6) and, at the same time, to satisfy the following robustness requirement:
where is a positive value, i.e., the optimal reconstruction in (6) and robustness in (7) should be satisfied simultaneously. Remark 2: From (5) and (7), since the entire power spectrum is overridden below a small , the effect of noise uncertainties and channel perturbation can be efficiently attenuated. This is the essence of robustness design. Since is positive
and symmetric within and , we only consider the global peak within in (7). Some techniques, such as inner-outer fractorization, Nehari's theorem, and the Riccati equation, have been utilized to solve the above robustness problem in (7) to obtain a full-order optimal solution [10] - [12] . However, in the fixed-order mixed deconvolution filter case, the conventional techniques cannot be applied to solve this mixed deconvolution filter problem. In this paper, genetic algorithms are employed to treat this design problem.
Genetic algorithms are optimization and machine learning algorithms, initially inspired from the processes of natural selection and evolution genetics. Therefore, in this study, genetic algorithms will be employed to specify the coefficients of fixedorder filter in (2) to solve the optimal deconvolution filter design problem in (6) under the constraint of the robustness in (7).
III. FIXED-ORDER MIXED OPTIMAL DECONVOLUTION FILTER DESIGNS
In this section, fixed-order mixed optimal deconvolution filter designs will be introduced
A. Fixed-Order Optimal Deconvolution Filter
Consider the fixed-order optimal deconvolution in (6). Let (8) where denotes the spectral factorization of with all the roots of polynomials and in . In addition, let us perform the following decomposition: (9) where , , and are all the functions of the coefficients for and for Suppose the poles are inside and the poles are outside for all Substituting (9) into (8), we get (10) where are the functions of the coefficients and in the last equality of (10), and we employ Cauchy's residue theorem to evaluate the integral in (10) . In this situation, the optimal deconvolution problem in (6) becomes the following minimization problem: (11) In general, is a very highly nonlinear function of the coefficients for and for There may exist many local minima. We cannot get a closed-form solution to the minimization problem in (11) . Furthermore, it is still very difficult to find the global minimum of in (11) by the conventional searching methods.
B. Robustness Constraint on Fixed-Order Deconvolution Filter
Consider the fixed-order deconvolution design problem in (7) . Let (12) where is given beforehand. Since we only need to find the global peak of within the internal of the frequency axis in (12) , will be obtained via searching the maximum value of within . To solve the robustness problem in (12) is to specify the coefficients for and for so that the maximum value of is less than . From the analysis given in the above two subsections, the fixed-order mixed deconvolution problem to be solved is to specify the coefficients and of to achieve the minimization in (11) under the robustness constraint in (12) . Furthermore, the way to search the coefficients of via the genetic algorithm to solve the mixed deconvolution filter design problem is the key point in our design. This nonlinear complicated design problem will be treated by the genetic algorithm in the next section.
IV. GENETIC-BASED FIXED-ORDER MIXED OPTIMAL DECONVOLUTION FILTER DESIGN

A. Simple Description of Genetic Algorithm
Genetic algorithms belong to the pool of artificial evolution methods. Their initial inspiration comes from the processes of natural selection (Darwinism) and evolutionary genetics. The mathematical framework was developed in the late 1960s and has been presented in Holland's pioneering book [17] . Genetic algorithms have been proven to be efficient in many areas [18] - [25] , [28] , such as the -hard combinational optimization problem [20] , system identification [21] , [22] , images [23] , and fuzzy systems [25] . More details about GAs can be found in Goldberg [18] .
Genetic algorithms work with a population of binary strings and not the parameters themselves. The coding that has shown to be the optimal one is binary coding. Therefore, the parameter (coefficient) set of the fixed-order deconvolution filter could be coded as binary strings of and . The binary strings called chromosomes then explore the searching space, and each chromosome represents one possible solution to the problem.
Genetic algorithms only require information concerning the quality of the solution produced by each parameter set (i.e., cost function values or evaluation function values). This differs from many optimization methods that require derivative information or, worse yet, complete knowledge of problem structure and parameters. Since genetic algorithms do not require such problem-specific information, they are more suitable than most searching algorithms for the fixed-order mixed / deconvolution filter design.
B. Genetic Algorithm for Fixed-Order Mixed Optimal Deconvolution Filter Designs
A simple genetic algorithm for fixed-order mixed optimal deconvolution filter design is composed of three operators: 1) selection; 2) crossover; 3) mutation. These operators are implemented by performing the basic tasks of coping strings, exchanging portion of strings, and changing the state of a bit from 0 to 1 or 1 to 0. These operators ensure that the best members of the population in parameter space will survive, and their information contents are preserved and combined to generate better offsprings, that is, to improve the performance of the next generation. It is shown in the Schema theorem [18] that the genetic search algorithm converges exponentially from the view point of schema. We describe the genetic algorithms as follows.
1) Encoding:
Genetic algorithms work with a population of strings and not the parameter themselves. For simplicity and convenience, binary coding is used in this paper. Based on the binary coding method, the th element of the coefficient vector is coded as a string of length , which consists of 0 and 1, for the desired resolution . In general, we have for where and are the upper and lower bounds of the th element of the coefficient vector . In this study, we let for all . 2) Fitness: By the genetic algorithm, the cost function of the mixed filter is defined as subject to (13) Our design solves the constrained minimization in (13) from the coefficient vectors , that is, our objective is to search with to satisfy the constraint and then to achieve the minimization of (11).
In genetic-based design procedure, a chromosome (a possible ) generates a cost function and returns a value. The value of the cost is then mapped into a fitness value to fit into the genetic algorithm. The fitness value is a reward based on the performance of the possible solution represented by the string, or it can be thought of as how well a fixed-order deconvolution filter can be tuned according to the string to actually minimize the cost function . The better the solution encoded by a string (chromosome), the higher the fitness. To minimize is equivalent to getting a maximum fitness value in the genetic searching process; a chromosome that has a lower should be assigned a large fitness value. Then, the genetic algorithm tries to generate better offspring to improve the fitness. Therefore, a better deconvolution filter could be obtained by better fitness in genetic algorithms. Therefore, we let (14) There are a number of methods to perform this mapping, which are known as fitness techniques. In this paper, we use so-called windowing [24] , as described in Fig. 2 . By using the windowing method as a linear straightforward method of transforming cost values into fitness, we can avoid the case of having a smaller fitness difference between good and bad chromosomes, which will decrease the performance of the genetic algorithm. In Fig. 2 , is the largest cost value in the generation being evaluated, and is the smallest cost value. and are the corresponding fitness values. Furthermore, the relation between and could be expressed as a linear equation (15) where the constant and are computed by and in each generation as (16) The following three operations are employed in the genetic algorithm to search for the global optimal solution (i.e., the best fitness) in (13) without becoming trapped at local minima [22] - [24] .
3) Selection: Selection is based on the principle of survival of the fitness. The fitness of the th string is assigned to each individual string in the population where higher means better fitness. These strings with large fitness would have large number of copies in the new generation. For example, the th string with high fitness values is given a proportionately high probability of selection pr according to the distribution pr (17) Once the strings are selected or copied for possible use in the next generation, they are selected in a mating pool, where they await the action of the other two operators: crossover and mutation.
4) Crossover:
If the chromosomes are operated only by selection, they search toward the best existing individuals but do not create any new individuals. By the second operator (i.e., crossover), strings exchange information via probabilistic decision. Crossover provides a mechanism for strings to mix and match their desirable qualities through a random process. After selection, simple crossover proceeds in three steps. First, two newly reproduced strings are selected from the mating pool produced by selection. Second, a position along the two strings is selected uniformly at random. This is illustrated below, where two binary coded strings and are aligned for crossover:
cross point.
The third step is to exchange all characters following the crossing sit. For example, the two strings and with a crossover sitting at 2 become Although crossover uses random choice, it should not be thought of as a random walk through the search space. When combined with selection, it is an effective means of exchanging information and combing portions of high-quality solutions.
5) Mutation: Selection and crossover give genetic algorithms most of their search power. The third operator (mutation) enhances an ability of genetic algorithms to find a near-optimal solution. Mutation is the occasional alternation of a value at a particular string position, which is an insurance policy against the permanent loss of any simple bit, and it is applied with a low probability such that it is chosen so that on an average one string in the population is mutated. For example mutation In the case of binary coding, the mutation operator simply flips the state of a bit from 1 to 0 or 1 to 0. Mutation should be used sparingly because it is a random search operator, and with high mutation rates, the algorithm should become little more than a random search. 
C. Design Procedure
Based on the above analysis, the design procedure of fixedorder mixed optimal deconvolution filter design is divided into the following steps.
Step 0) Given the order of the deconvolution filter robustness constraint , the channel model , signal model , noise model , noise covariances and , and the genetic parameters.
Step 1) Generate random population of chromosomes.
Step 2) Use Jury's stability test [27] to specify the parameter domain of the coefficients of denominator of to guarantee the stability of deconvolution filter . If the coefficients , then renew the chromosomes.
Step 3) Check the robustness constraint . If the robustness constraint is not satisfied, then renew the chromosomes.
Step 4) Compute the performance
Step 5) Compute the corresponding fitness value
Step 6) Retain the best chromosome intact into the next generation.
Step 7) Use genetic operators (selection, crossover, and mutation) to generate new chromosomes into the next generation.
Then, repeat the procedure from step 2 to step 7 until a suitable parameter(chromosome) set is obtained. The flowchart of the design procedure for the proposed mixed deconvolution filter is presented in Fig. 3 for illustration.
Remark 3: In this work, we use elitist strategy, when the rightful chromosomes in mating pool are not large enough, they can cause genetic algorithm premature convergence to local optima; therefore, irregular chromosomes in step 2 and step 3 must be updated by the new chromosomes.
D. Convergence Analysis
A genetic algorithm with elitist strategy is chosen in this paper to guarantee the convergence of the parameter estimation algorithm. The elitist strategy always survives the best chromosome intact into next generation. The convergence of genetic algorithm with elitist strategy has been proved in [29] from the viewpoint of the Markov chain. It has also been proved that the genetic algorithm converges to the global optimum as the generation approaches to infinity. In this paper, the convergence analysis of the proposed parameter searching algorithm for a fixed-order mixed deconvolution filter is discussed following the path of proof of genetic algorithm in [29] .
Let all of the chromosomes in a generation be arranged into a binary string with length (where is the population size, is the length of each chromosome, and ). The size of the state space of the Markov chain is denoted by . We denote the in which denotes the th chromosome in a population at generation . A simple genetic algorithm uses three operations, i.e., selection, crossover, and mutation, to change state from the state of the operations of the population at gener-ation , say, state , to another state at generation , say, state . The evolution of a simple genetic algorithm is regarded as a finite ergodic Markov chain [30] . The probabilistic changes of the genes within the population caused by genetic operations are captured by the transition matrix of a Markov chain with dimension in which the matrix ( and denote the intermediate transitions caused by selection, crossover, and mutation, respectively).
The fitness of the th chromosome at generation is a positive function. We wish to find the global maximum of . Let us denote the best chromosome at generation as Next, we will show that the transition matrix of a simple genetic algorithm is positive (i.e., every element for ). The intermediate transition matrices of (i.e., , and ) are stochastic because each of them is a state transition matrix, and each state of is translated probabilistic to another state of . The transition state changes to state by mutation, whose probability can be written as for all , where is the mutation probability, and is the Hamming distance [29] . Thus, is positive (if ). Next, let , and let . Since is a stochastic transition matrix, there exists at least one positive element in each row of ; then, for all , i.e., is positive. Similarly, is stochastic, and therefore, is positive.
After the positiveness of the transition matrix is shown, the convergence of the genetic parameter search is discussed as follows. In an ergodic Markov chain, the expected transition time between initial state and any other state is finite [30] . Therefore, a simple genetic algorithm can reach the best fitness (i.e., the global maximum fitness value) in finite generations. However, the best fitness may not survive in the next generation because in a simple genetic algorithm, the best chromosome is not reserved in each generation. In this paper, in order to avoid the drawback of the simple genetic algorithm, the best chromosome will remain intact in each generation, i.e., the genetic algorithm contains the elitist strategy. In this situation, if we assume that is found at generation , the for all . Therefore, we can prove Actually, the property where the proposed algorithm can converge to the global optimum as time approaches infinity is not of practical interest because the algorithm is generally performed over finite generations. 
V. DESIGN EXAMPLE
A numerical example is given to demonstrate the feasibility of applying genetic algorithm to the design of fixed-order mixed optimal deconvolution filter. In the following example, the parameters of genetic algorithm are set as follows [19] , [21] , [29] : bit where number of population; mutation probability; length of every parameter. Consider a nonminimum phase deconvolution system in Fig. 1 with the received signal corrupted by colored noise such that where the robustness constraint, signal, channel, and noise models are described as follows:
The driving signal and disturbance noise are also assumed to be independent, stationary, and white with zero mean and variances as given by , respectively. The error variance of various criterion are tabulated in Table I. Inspecting Tables I, III , IV, and V, the performance of mixed approaches the criterion in the case without channel perturbation, and the robustness is more than that of the minimum mean square error (MMSE) deconvolution filter, while channel suffers from small perturbation or noise uncertainties; therefore, the proposed fixed-order mixed is more appealing for practical applications. By the proposed design algorithms, the second-order mixed optimal deconvolution filters and the third-order mixed optimal deconvolution filters are given in Table II . The convergence of cost function of the second-order mixed optimal filter via the genetic algorithm is shown in Fig. 4 . The cost function converges exponentially. The input signal and the reconstructed signal of the second-order mixed deconvolution filter are shown in Fig. 5 . The convergence of cost function of the third-order mixed optimal deconvolution filters in the genetic algorithm process is shown in Fig. 6 . It can be seen that it converges exponentially. The input signal and the reconstructed signal by are shown in Fig. 7 . The results indicate that we can obtain a good reconstruction performance.
In order to illustrate the robustness of the proposed design algorithm, a full-order deconvolution filter obtained by the orthogonal principle in [31] , in which the design performances are based on the MMSE criterion, is found for SNR db in Table I . Now, assume that channel parameters, noise channel parameters, and noise variance have been changed due to the perturbation in the coefficients. The robustness performance of various perturbation cases are given in Tables III-V. All of these results are obtained by 200 independent Monte Carlo (MC) simulation runs for each data length of 256 points. By inspection of Tables III-V, and while the channel's parameters, noise channel's parameters, or noise variance's have some variations, the mixed deconvolution filter of the proposed method is less influenced than the MMSE deconvolution filter in [31] . Thus, we can conclude that the proposed fixed-order mixed deconvolution is more robust than the one based on the MMSE criterion.
VI. CONCLUSION
In this paper, design methods of the fixed-order mixed optimal deconvolution filters have been introduced via the genetic algorithm. This deconvolution filter design method takes advantage of optimal reconstruction performance and robustness against the channel variation and noise uncertainties. The near mixed optimal design is obtained by genetic operations such as selection, mutation, and crossover. The simulations results indicate that the genetic-based design algorithms converge exponentially, and the reconstruction performance is acceptable even if the order of the deconvolution filter is lower. Furthermore, the proposed fixed-order mixed deconvolution filter possesses more robustness properties than the conventional deconvolution filter under channel perturbations and noise uncertainties. There is a tradeoff between the order of deconvolution filter and the reconstruction performance. The proposed design methods are suitable for lower order optimal deconvolution filter design with the simplicity of implementation as well as saving of operation time and are useful for practical application in the signal reconstruction problems with a high order channel and signal model. 
