The differential uniformity of a mapping F : F 2 n → F 2 n is defined as the maximum number of solutions x for equations F (x+a)+F (x) = b when a ̸ = 0 and b run over F 2 n . In this paper we study the question whether it is possible to determine the differential uniformity of a mapping by considering not all elements a ̸ = 0, but only those from a special proper subset of F 2 n \ {0}.
Introduction
The differential uniformity of a mapping on F n 2 is an important parameter for cryptological applications. It is defined as follows. Let F : F n 2 → F n 2 and is called the difference mapping of F defined by a, or the derivative of F in direction a. Set δ(a, γ) = |{x ∈ F 2 n , D a F (x) = γ}|,
for any a ̸ = 0 and γ in F n 2 (recall that |A| denotes the cardinality of the set A). The differential spectrum of F is the multiset consisting of integers δ(a, γ) with their multiplicities. The differential uniformity of F is defined as δ(F ) = max a̸ =0, γ∈F n 2 δ(a, γ).
The image set of a difference mapping D a F contains at most 2 n−1 elements, since D a F (x) = D a F (x + a) for any a ∈ F n 2 . Clearly, the image set of a difference mapping D a F is of that maximal size if and only if D a F is 2-to-1. A mapping is called almost perfect nonlinear, abbreviated APN, if all its difference mappings are 2-to-1. Note that the APN mappings can be defined also as those having differential uniformity 2. APN mappings provide the optimal resistance against the differential cryptanalysis when they are used as an S-box [11] . Whether there exist APN permutations on F 2 n for even n is an important research problem. Only one (up to affine equivalence) such mapping is known for n = 6. It was found by a group of NSA around John Dillon in 2009, [6] . Yet, seven years later, the most famous and important open question concerning the APN functions remains: Does there exist an APN permutation on F 2 n for n even and greater than 6?
To verify the APN property of F it necessitates, a priori, to check that all difference mappings D a F are 2-to-1. Actually, it is well-known that not all D a F must be checked: It was proved in [2, Eurocrypt 93 ] that it is sufficient to check 2 n−1 well-chosen D a F . In Section 2, we reconsider this result and show that it is equivalent to the statement: A mapping F : F n 2 → F n 2 is APN if and only if D a F are 2-to-1 for all non-zero a on a hyperplane of F n 2 . There are only few families of APN mappings which are known. Most of the known mappings with small differential uniformity are described as univariate polynomials over finite fields. In this paper we study possibilities to reduce the complexity of computing the differential uniformity of mappings. In particular we consider checking the APN property in Theorems 3 and 4.
In Section 3 we show that the differential spectrum of a class of permutations described by Zieve [13] is determined by a small number of derivatives (Theorem 6). Finally we focus on binomials and give some numerical results.
Verifying the APN property 2.1 A combinatorial problem
In [2] , Beth and Ding introduced a so-called differential representation set of F n 2 , which is defined as follows:
then S is called a differential representation set of F n 2 . Moreover, S is said minimal when it has minimal size.
It is proved in [2] that the size of differential representation set S is equal to or greater than 2 n−1 − 1. This is easy to see. Indeed, set
Thus, the ℓ−1 elements s 1 +s i , 2 ≤ i ≤ ℓ, belong to S so that |S| ≥ 2 n −|S|−2 providing |S| ≥ 2 n−1 − 1. In particular, a minimal differential representation set of F n 2 has cardinality 2 n−1 − 1. The next theorem shows that the minimal differential representation sets are exactly the hyperplanes of F n 2 without the zero element.
Our goal is to prove that S ∪ {0} is an hyperplane. We proceed by induction. For n = 2 it is clear that the property holds. We assume that the statement is true until n − 1 where n ≥ 3.
Let H be any hyperplane of F n 2 and denote by H its complement in F n 2 . Set T = (S ∪ {0}) ∩ H and T = S ∩ H.
The set of elements y + z, z describing H \ T has cardinality c with c ≥ 2 n−2 . This is impossible unless |T | = 2 n−2 .
If |T | = 2 n−2 then T is a subspace of dimension n − 2, from the induction hypothesis applied to H. In this case, we have
for some (a, b). If T is neither equal to b + T nor equal to (a + b) + T then there are
. So T is a coset of T , completing the proof. ⋄ Remark 1 Theorem 1 is a special case of a result proven in [4] as mentioned in [12] .
The APN property
In the remaining of the paper we consider mappings on finite fields F 2 n . We first state the APN property as a property on each derivative.
Definition 2
Let F : F 2 n → F 2 n . We say that F satisfies the property (p a ), a ∈ F * 2 n , when the equation
has either 0 or 2 solutions for every b ∈ F 2 n , i.e. the derivative of F in direction a is 2-to-1.
Thus, F is APN if and only if F satisfies (p a ) for all nonzero a ∈ F 2 n . In [2] , it is shown that to verify that F is APN it is enough to check (p a ) for all elements a from a differential representation set of F 2 n . The next theorem follows then from Theorem 1 and it was mentioned in [10, Theorem 2.1]. We sketch its proof for clarity.
Proof. Necessity of the condition follows clearly from definition of APN mappings. To prove that it is also sufficient, suppose that α ∈ F 2 n \ H and D α F is not 2-to-1. Then there are two distinct x, y ∈ F 2 n such that x+y ̸ = α and
After that, one prove easily that
Thus, the functions D x+y F and D x+y+α F are not 2-to-1, which is a contradiction since either x + y or x + y + α belong to H. ⋄ Next we apply Theorem 2 to a special class of mappings. Recall that the hyperplanes (that is (n − 1)-dimensional F 2 -subspaces) of F 2 n are the sets
defined by all nonzero α ∈ F 2 n . Further, we denote by Im(G) the image set of a mapping G.
where G and R are arbitrary mappings on F 2 n . Then for every a ∈ H we have
Suppose that the mappings G(x) and P (x) :
Proof. The equality (5) is directly obtained by replacing T r(a) = 0 in
Consider a ∈ H and the equation
In particular, any solution of 
.
It is easy to check that F(x) has differential uniformity 8. This example shows that for computing the differential uniformity of a generic mapping it is not enough to consider only the differential mappings defined by elements of a hyperplane, like it is the case for APN mappings by Theorem 2.
Problem 1 Suppose that δ(a, b) ≤ 4 for every nonzero a on hyperplane H α and every b ∈ F 2 n , as it is the case for the mapping F considered in Corollary 1. Under which conditions can we conclude that δ(F ) = 4?
For several classes of mappings, it is well-known that to verify the APN property it is sufficient to check (p a ) for very particular values a. The most simple case is when F (x) = x t for some fixed positive integer t. In this case it is enough to check (p 1 ) only, since
Note that in this case we get the differential uniformity of F by computing the derivative in point 1 only. When F is a polynomial whose coefficients are in a subfield of F 2 n , Theorem 2 yields another general simplification. 
If 2 n − 1 is prime, then there are (2 n − 2)/n cyclotomic cosets (all of size n) modulo 2 n − 1, providing |I| = (2 n − 2)/(2n). Hence we have an obvious consequence of the previous theorem.
Corollary 2 Notation I and I are as in Theorem 3. Let n be odd such that
Let n be such that 2 n − 1 is prime. Let F be any mapping on F 2 n expressed by a polynomial in F 2 [x]. Set C = |I| = (2 n − 2)/(2n). Then we have:
• If n = 5 then C = 3, and F is APN as soon as D a F satisfies (p a ) for only 3 elements a ∈ {α i , i = 1, 7, 15}, where α is a root of the primitive polynomial x 5 + x 2 + 1.
• For n = 7 we have C = 9 and it is enough to check the derivatives for 
Component functions
The components functions of the mapping F : F 2 n → F 2 n can be used to compute its differential uniformity. Using Theorem 2 we directly simplify the characterization of APN mappings given in [1, Theorem 2] , which is stated in Theorem 4 below. We use the notation from [1] : f λ , with λ ∈ F * 2 n , are the component functions of F , i.e., the Boolean functions x → T r(λF (x)). Further, for a Boolean function f , we set
Theorem 4 Let H be any hyperplane in F 2 n , and F :
where the equality holds if and only if D a F is 2-to-1. In particular, F is APN if and only if every nonzero a ∈ H satisfies ∑
Proof. We sketch the proof, which is similar to that of [1, Theorem 2] . Set A = ∑ λ∈F 2 n F 2 (D a f λ ) for some a. Then A = ∑ λ,x,y ∈F 2 n (−1) T r(λ(F (x+a)+F (x)+F (y+a)+F (y))) , and hence . These results show that for checking that a given Boolean function is bent (resp. semi-bent) it is enough to look on the derivatives defined by nonzero elements a ∈ H, where H is a hyperplane. For clarity we discuss this fact for bent functions in more detail below.
Let n be even. A Boolean function f : F 2 n → F 2 is said to be bent when ∑
Equivalently, bent functions are those having all derivatives D a f (x) balanced.
Recall that a Boolean function g is balanced if it takes equally often the values 0 and 1.
Theorem 5 Let n be even and H be a hyperplane of F 2 n . Then a function f : F 2 n → F 2 is bent if and only if the derivatives D a f (x) are balanced for all nonzero a ∈ H.
Proof. Assume that D a f is balanced for a ∈ H \{0}. Then for every u ∈ F 2 n the derivative of the function x → f (x) + T r(ux) in direction a is balanced as well. Further we use the classical formula
for λ ∈ F 2 n . If H = H α = {x|T r(αx) = 0} for some nonzero α ∈ F 2 n , then
and then
It is easy now to prove that the last equality implies A 0 = A α = 2 n (for instance by induction). Replacing f by x → f (x)+ T r(ux) we get A α+u = 2 n for any u and hence (8) . ⋄
Example 4
We consider the components of the function F studied in Example 1:
where G is APN and R is linear. Suppose that λ is such that the function
where H = {a|T r(a) = 0}. Indeed
The sum above equals 0 for all a ∈ H when (9) is satisfied.
On differential spectrum of a class of permutations
In this section we consider mappings on F 2 n of shape F (x) = x k (h(x ρ )), where k is a fixed positive integer and h : F 2 n → F 2 n . The subset of such bijective mappings was characterized by Zieve in [13] . Lemma 1 is the binary version of [13, Lemma 2.1]. We denote by G V the subgroup of F * 2 n of order V , where V is a divisor of 2 n − 1.
Lemma 1 Let 2 n − 1 = ρV , k ∈ N and h : F 2 n → F 2 n . Then the mapping F (x) = x k (h(x ρ )) is a permutation on F 2 n if and only if (i) gcd(k, ρ) = 1 and
Using the above lemma it is easy to describe families of permutations on F 2 n , for example we have:
is a permutation on F 2 n if and only if gcd(i, ρ) = 1 and h(
Proof. To apply Lemma 1, we prove that the conditions on F correspond to (i) and (ii) respectively. Obviously, gcd(i, ρ) = 1 is here equivalent to (i).
Permutations described in Lemma 1 are among a large class of mappings whose differential uniformity can be computed by considering elements from a suitable subgroup of F * 2 n only:
and ν i ∈ F 2 n . Then F is APN if and only if for any a ∈ G V the mapping
is 2-to-1. Moreover, to compute the differential spectrum of F it is sufficient to study the equations D u F (x) = b for u ∈ G V , and then
Proof. We compute D a F (x) for a ∈ F 2 n , a ̸ = 0:
) .
Since gcd(ρ, V ) = 1, every a ∈ F * 2 n can be written as a = uv with u ∈ G V and v ∈ G ρ . Replacing in (12) x = ay and a = uv we get
Thus F is APN if and only if
is 2-to-1 for any u ∈ G V . To compute δ(F ) we need to compute the number δ(a, b) of solutions x of the equations
According to (13), the equation above reduces
showing that δ(a, b) = δ(u, b ′ ). Further δ(F ) is the maximal value of the
The next result is derived from [1, Theorem 2] similarly to Theorem 4:
Corollary 3
Notation is as in Theorem 6. Let F : F 2 n → F 2 n be given by (11) with components f λ , λ ∈ F 2 n . Then F is APN if and only if for all a ∈ G V : ∑
If for example ρ = (2 n − 1)/3 we need to do very few computations:
Example 5 Let n = 2m, 2 n − 1 = 3ρ where 3 does not divide ρ. In this case, to compute the differential spectrum of F (given by (11) ) we need to compute the image of D u F for u ∈ F * 4 only. Note that 3 divides ρ if and only if 3 divides m.
Binomials with low differential uniformity
In this section we study specific families of binomials derived from (11) . Let 2 n − 1 = ρV , we consider binomials given by:
As we showed in Theorem 6 the differential spectrum of F (x) can be computed with elements of a suitable subgroup of F * 2 n , if gcd(ρ, V ) = 1. Recall that G ρ denotes the subgroup of F * 2 n of order ρ. The first natural question to be answered is whether there are APN binomials given by (15). The next example shows that such an APN mapping is known.
Example 6
Let n = 2m with m odd and consider the binomials on F 2 n given by
where ν ∈ ωF 2 m with ω ∈ F 2 2 \ F 2 . By Theorem 6, to compute the differential uniformity of F (x) it is enough to consider a ∈ F * 2 m . Note that x → νx + x 2 m +2 is a permutation [8, Theorem 5.1] . This class includes the first example of an APN mapping which is not equivalent to a power mapping. It was presented in [9, Theorem 2], due to Edel, Kyureghyan and Pott: x → x 3 + ux 36 , u ∈ ωF * 2 5 where ω ∈ F 4 \ {0, 1}. The latter mapping is not bijective.
It is mentioned in [9] that a complete computer search for APN binomials x r + ux s on F 2 n was done for n ≤ 10.
In the remaining of this work we are interested in bijective binomials, defined by (15), of degree at least 3, which have low differential uniformity. Proposition 1 yields a large class of bijective binomials of type (15):
Then F is a permutation on F 2 n if and only if gcd(j, ρ)
13
Note that, concerning the differential spectrum of binomials (16), by Theorem 6 we need to study the derivatives
Numerical results
In this section, we present some interesting numerical results that we obtained for binomials discussed in Section 3.1. We did experiments for binomials F (x) = ax k + x k+ρ with the smallest values of V or for small n. Finding such bijective F having δ(F ) = 4 seems difficult; actually we obtained no example unless when F is affine equivalent to a monomial, as we explain below.
For n = 8 we obtained easily such binomials F satisfying δ(F ) = 6 (see, for instance, Table 1 ). This holds (not so easily) for n = 10 and V = 3. However we have no example for n = 12 and V = 5 and incline to conjecture that for n > 10 such binomials F satisfy δ(F ) > 6. Table 1 . With notation of (15): n = 8, ℓ = 1, ρ = 85 and V = 3. We give the differential spectrum of bijective differentially 6-uniform binomials of the form
where α is a root of the primitive polynomial
The spectrum is presented as follows:
{δ(e, b), b ∈ Im(D e F )}, (number of times δ(e, b) occur),
for any e ∈ F * 4 , i.e., i ∈ {0, 1, 2}. There are other values of k for which F is bijective but has a differential spectrum already in the table, corresponding to some k ′ , where k ′ < k. Note that k is not always a multiple of V (as it was assumed in Corollary 4).
Example 7
With notation of (15): n = 10, ℓ = 1, ρ = (2 10 − 1)/3 = 341 and V = 3.
There are bijective differentially 6-uniform binomials of the form
We give below two examples where ν = α 3 , α being a root of the primitive polynomial X 10 + X 3 + 1. Some binomials with differential uniformity 4 appeared when n = 10. They are of the form:
where ν ∈ F * 2 n , n = 2m, ρ = 2 m − 1 and V = 2 m + 1. Claim 1 Let F be given by (17) . Then F is affine equivalent to the monomial of exponent k = i(2 m +1)+1. More precisely F (x) = L(x k ), L(x) = νx+x 2 m , and F is a permutation if and only if ν ̸ ∈ G 2 m +1 and gcd(2i + 1, 2 m − 1) = 1.
Proof. We have k + ρ = i(2 m + 1) + 1 + (2 m − 1) = i(2 m + 1) + 2 m and then x → x k , in particular the differential spectrum of F is the differential spectrum of M . For n = 10, we found 9 such binomials F which are differentially 4-uniform. More generally, it is easy to check that (33i + 1)(33j + 1) ≡ 1 (mod 2 10 − 1) ⇐⇒ 2ji + i + j ≡ 0 (mod 31). since ((2 m + 1)i + 1)((2 m + 1)j + 1) ≡ (2 m + 1)(2ji + i + j) + 1 (mod 2 2m − 1).
Thus, for any i we compute j to have the compositional inverse of x → x k .
Claim 3 Let F be given by
F (x) = x d , d = i(2 m + 1) + 1, i ∈ [1, 2 m − 1] with gcd(2i + 1, 2 m − 1) = 1.
Then F is a permutation with compositional inverse x → x ℓ where ℓ = j(2 m + 1) + 1 such that j(2i + 1) + i ≡ 0 (mod 2 m − 1).
In [3, Table 1 ] all differentially 4-uniform bijective monomials are listed when 6 ≤ n ≤ 25. For n = 10 there are 3 sporadic differentially 4-uniform monomials appearing in this list (in fact there are 6 by including for each exponent also its inverse). In Claim 2 we identified, accidentally, the expressions for these sporadic differentially 4-uniform monomials.
Remark 2
Bracken and Leander proved in [5] that the mapping, M (x) = x 2 2r +2 r +1 , r odd, on the field F 2 n with n=4r, which is a highly nonlinear permutation, satisfies δ(M ) = 4. Note that 2 3r (2 2r + 2 r + 1) = 2 r + 1 + 2 3r = 2 r (2 2r + 1) + 1.
According to Claim 3, we can express the compositional inverse of such mapping M 2 3r . It is M ′ (x) = x j(2 2r +1)+1 , j(2 r+1 + 1) + 2 r ≡ 0 (mod 2 2r − 1).
Conclusion
Many questions arise when the computational aspects of the differential uniformity of mappings are discussed. In this paper our purpose was to create restricted corpus that it is easier to explore. We are conscious that the main problem is the size of n (when considering mappings on F 2 n ). For high values of n computations become impossible; in this case finding some iterative tools seems to be a possible solution, which need to be understood. Another research direction, which need to be explored is identifying families of mappings for which the computation of differential spectrum is considerably easier than for a generic case. As Section 3 shows after identifying such families, easy computations lead already to interesting observations. Fortunately, Proposition 1 and Corollary 4 are quite isolated from the rest of our results, which aim to reduce computation complexity of the differential uniformity. All numerical results reported in [1] were doublechecked and are correct.
