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Introduction générale
La robotique et ses applications dans le domaine de la vie courante ont connu ces
dernières années un développement exponentiel. Aujourd’hui, les systèmes robotiques ne
sont plus réservés à une utilisation industrielle, nous les retrouvons de plus en plus uti-
lisés dans différents domaines (santé, assistance aux personnes, loisir et confort, etc.) et
surtout beaucoup plus présents dans la vie quotidienne : du simple robot aspirateur, au
robot compagnon interagissant avec l’humain au domicile ou bien dans des espaces pu-
blics. Ces nouveaux types de robots, dits « de service », sont déployés dans des espaces
partagés avec l’homme. Ils sont également de plus en plus conçus pour interagir physi-
quement avec l’homme et s’adapter à son environnement. Ces nouveaux contextes d’usage
présentent de fortes contraintes du point de vue de la sécurité. De par la criticité de leur
utilisation, les nouvelles générations de robots de service nécessitent des études de sécurité
approfondies afin que l’on puisse placer une confiance justifiée dans leur capacité à fournir
les services attendus sans engendrer de conséquences catastrophiques sur l’homme et son
environnement.
La gestion des risques associés à ces nouveaux types de systèmes soulève de nouveaux
défis pour la communauté robotique et la communauté de sûreté de fonctionnement. Deux
questions fondamentales se posent aux concepteurs et aux utilisateurs de ces systèmes, ainsi
qu’aux autorités et organismes de certification qui sont amenés à valider leur utilisation et
commercialisation :
1. Comment identifier et évaluer les risques relatifs à la sécurité de ces systèmes ?
2. Comment construire un argumentaire rigoureux sur la capacité de ces systèmes à
satisfaire leurs objectifs de sécurité et cerner les éléments de preuve permettant
d’avoir confiance dans cet argumentaire ?
La construction d’argumentaire de sécurité (ou dossier de sécurité, ou safety case), est
un des moyens permettant de préparer la certification de tels systèmes. Il s’agit princi-
palement de justifier pour chaque danger comment il a été traité et ramené à un niveau
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acceptable. Dans le cas des systèmes robotiques en interaction physique avec l’homme, de
nombreuses incertitudes subsistent, et il n’existe pas à l’heure actuelle de méthode systé-
matique et globale permettant la construction de tels argumentaires et la démonstration
du niveau de confiance sous-jacent. L’objectif des travaux présentés dans ce manuscrit est
de contribuer à la définition d’une telle méthode en partant d’une technique d’analyse du
risque dédiée à l’analyse des interactions humain-robot, puis en s’appuyant sur des modèles
formalisés permettant de construire l’argumentaire de sécurité et d’évaluer automatique-
ment le niveau de confiance dans cet argumentaire.
Ce manuscrit de thèse est structuré en quatre chapitres dont nous résumons dans la
suite le contenu et les principales contributions.
Le Chapitre 1 présente la problématique liée à l’analyse des risques et la justification
de la confiance dans le contexte des systèmes robotiques interagissant avec l’homme. Il
présente brièvement les principaux concepts de la sûreté de fonctionnement et donne des
exemples de travaux qui se situent à l’interface des domaines de la robotique et de la sûreté
de fonctionnement. Cette analyse montre qu’il existe à notre connaissance peu de travaux
de recherche dédiés à la prévision de fautes de systèmes robotiques en interaction avec
l’homme et qui se sont intéressés à la problématique soulevée dans le cadre de nos travaux.
La deuxième partie de ce chapitre introduit les principales techniques existantes d’analyse
du risque et d’estimation de la confiance et résume les principales contributions de nos
travaux.
Le Chapitre 2 présente la première contribution de nos travaux qui porte sur la définition
d’une méthode d’analyse de risque HAZOP-UML qui est basée sur l’utilisation conjointe
de la technique d’identification des dangers HAZOP et des modèles UML décrivant le
système cible et ses interactions avec l’environnement. Cette méthode, initiée au LAAS-
CNRS avant le début de cette thèse, a été enrichie et finalisée dans le cadre de nos travaux.
Parmi les points importants de notre contribution, nous avons proposé une adaptation des
mots-guides définis dans le cadre de la méthode HAZOP afin d’intégrer les diagrammes
d’états-transitions de modèles UML dans un processus de gestion du risque.
Le Chapitre 3 présente la deuxième contribution de nos travaux qui porte sur la pro-
blématique de la construction d’argumentaire de sécurité et l’évaluation quantitative de la
confiance que l’on peut lui accorder. Après une analyse détaillée de l’état de l’art sur ce
sujet, nous proposons une nouvelle approche qui consiste à transformer un argumentaire
construit avec la notation graphique GSN en un réseau de confiance qui est interprété
comme un réseau bayésien pour calculer la confiance globale dans l’argumentaire et ef-
fectuer des études de sensibilité permettant d’identifier les éléments de preuve les plus
influents. Cette approche permet de fournir des indicateurs à l’analyste pour améliorer ou
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comparer différents argumentaires de sécurité, et éventuellement de prendre des décisions
relatives à l’acceptation d’un argumentaire.
Le Chapitre 4 met en œuvre les deux contributions au sein d’un processus complet de
gestion du risque dans le cadre du projet ANR MIRAS, pour le développement d’un robot
d’aide à la déambulation. Ce robot permet à des patients de se lever, déambuler et de se
rassoir. Il possède également des fonctions de détection de problèmes physiologiques. Nous
utilisons les résultats de ce projet pour effectuer une validation de l’approche HAZOP-
UML. Puis nous présentons comment les critères de risques ont été déterminés dans le
projet MIRAS pour effectuer une estimation qualitative et une évaluation des risques pour
une version du robot prévue pour les essais cliniques, et une autre pour une version finale.
Pour cette deuxième version, le fait de ne pouvoir estimer les risques même qualitativement
est pallié par la construction d’un argumentaire de sécurité. À partir de cet argumentaire
nous montrons comment il est possible de construire un réseau de confiance et réaliser une
étude de sensibilité.
Enfin, la conclusion présente un bilan des travaux réalisés dans cette thèse, ainsi qu’un
rappel des contributions majeures. Nous identifions également un ensemble de perspectives
de recherche pour l’amélioration et l’extension de notre approche.

Chapitre 1
Maîtrise de la confiance en
robotique de service
1.1 Introduction
Après plusieurs décennies de recherche dans le domaine de la robotique, nous assistons
aujourd’hui à une explosion du nombre d’applications hors des industries manufacturières,
dans une robotique dite de «service 1», c’est-à-dire effectuant des tâches non industrielles,
liées à l’aide, au confort, ou la santé de l’humain (si on inclut les robots médicaux). Les
applications étant très diverses, les conséquences de leur défaillance sont également très
différentes. Ainsi, entre un robot aspirateur et un robot chirurgical, il est évident qu’une
défaillance n’aura pas le même impact sur la sécurité-innocuité des utilisateurs. Parmi ces
systèmes, certains sont en interaction physique avec l’humain, et parfois nommés robots
collaboratifs, ou « cobots ». Ces systèmes posent de manière plus critique le problème de
la confiance que l’on peut leur accorder. Cette question est d’autant plus complexe que
de nombreuses caractéristiques de la robotique industrielle ont été modifiées. Le Tableau
1.1 présente les principales évolutions entre robotique industrielle et robotique de service
(interactive), ainsi que quelques exemples des nouveaux dangers à considérer.
Les sources potentielles de ces dangers sont multiples mais peuvent être classées selon
les catégories suivantes :
— Matérielle (défaillance des composants électroniques, par ex. les capteurs)
— Mécanique (défaillance d’une partie mécaniques, par ex. un axe)
— Logicielle (présence de fautes dans les programmes, par ex. une boucle infinie)
1. La norme ISO13482 (2014) propose la définition suivante : Robot that performs useful tasks for humans
or equipment excluding industrial automation applications





Exemples de nouveaux dangers en Robo-
tique de service
Mouvements Aucun mouvement enprésence d’humains
Mouvements simulta-
nés
Mauvaise synchronisation entre l’humain et le
robot / mouvement non-interprétables par l’hu-
main
Distance
humain-robot L’humain est « loin »
L’humain est proche/
en contact physique







Confusion de modes / erreurs d’interprétation
Niveau de
contrôle Automatique Autonome
Décisions du robot dangereuses
Architecture
mécanique
Lourde / Rigide / Puis-
sante
Légère / Souple / Li-
mitée
Imprécisions mouvements/stockage énergie
mécanique du à la souplesse
Complexité de
la tâche Mono-fonction Multi-fonctions





Structuré Non-structuré Situations adverses, incertitudes dans la per-
ception
Table 1.1 – Nouveaux dangers de la robotique de service en interaction avec l’humain
— Humaine (erreur humaine, par ex. une collision avec le robot)
— Liées à l’environnement (condition d’exécution adverses, par ex. un éclairage inexis-
tant)
Nous voyons à ce niveau qu’il est possible d’identifier des sources de dangers (liste
ci-dessus), et leurs conséquences (Tableau 1.1). Dans le domaine de la sûreté de fonc-
tionnement (incluant la sécurité, la fiabilité, etc.), il est proposé de décomposer la chaine
cause-conséquence en utilisant les définitions suivantes (Avižienis et al., 2004; Laprie, 2004) :
— Défaillance : l’événement survenant lorsque le service délivré dévie de l’accomplis-
sement de la fonction du système
— Erreur : partie de l’état du système qui est susceptible d’entraîner une défaillance
— Faute : la cause adjugée ou supposée d’une erreur
Ainsi, une faute, telle qu’un bogue logiciel (par ex. une boucle infinie), peut donner lieu à
une erreur (le pointeur d’exécution arrive dans la boucle infinie), puis à une défaillance (le
logiciel ne répond plus). Afin de traiter ces trois types de menaces, il est proposé de mettre
en œuvre des techniques de sûreté de fonctionnement classées selon quatre catégories :
— Prévention des fautes : comment empêcher l’occurrence ou l’introduction de fautes
(notamment par l’utilisation de« bonnes pratiques » de développement)
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— Tolérance aux fautes : comment fournir un service à même de remplir la fonction
du système en dépit des fautes (regroupe tous les mécanismes de détection et de
recouvrement d’erreur)
— Élimination des fautes : comment réduire la présence (nombre, sévérité) des fautes
(comme par exemple les techniques de test, ou de vérification formelle)
— Prévision des fautes : comment estimer la présence, l’occurrence future, et les pos-
sibles conséquences des fautes (en s’appuyant par exemple sur les méthodes d’ana-
lyse de risque présentées ultérieurement)
Il est important de noter que le terme de faute est utilisé ici de façon générique dans ces
définitions, mais peut être substitué par erreur ou défaillance selon leur utilisation. Ainsi la
plupart des mécanismes de tolérance aux fautes, permettent en réalité de traiter les erreurs
(une faute a été activée) avant qu’elles ne se transforment en défaillances. Il est également
possible d’utiliser les concepts d’évitement des fautes (englobant élimination et prévention)
et d’acceptation des fautes (englobant prévision et tolérance).
L’utilisation de ces techniques s’est largement répandue dans le domaine de la robotique
industrielle, mais en se limitant principalement aux techniques utilisées pour les machines,
les robots étant considérés comme des machines industrielles au même titre que des frai-
seuses par exemple. Cependant, le fait que les robots ne soient plus isolés derrière des
barrières de protection et sont beaucoup plus complexes en termes de perception, décision
et réaction, ne permettent pas d’utiliser les techniques usuelles de la robotique industrielle.
Ainsi, de nouveaux thèmes de recherche ont émergé, à la croisée des domaines de la sûreté
de fonctionnement et de la robotique. On présente ci-dessous des exemples de travaux en
utilisant la classification de la sûreté de fonctionnement :
— Prévention des fautes
— La prévention des fautes logicielles dans les contrôleurs de robots est notamment
couverte par l’utilisation de techniques issues du génie logiciel telle que l’utilisa-
tion de framework ou de middleware pour le développement des contrôleurs de
robot (comme Genom 2 au LAAS, ou ROS 3)
— La prévention d’erreurs humaines dues à une mauvaise synchronisation entre
l’homme et le robot, notamment dans les travaux concernés par la planification
de mouvements éligibles par l’homme (c.à.d. des mouvements des parties mo-
biles du robots tels qu’ils paraissent naturels pour l’homme, et donc qu’il peut
anticiper) (Mainprice et al., 2010).
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— La prévention de fautes par l’introduction de limites intrinsèques de performance
en termes de poids, de force, de vitesse comme dans le bras LWR développé par le
DLR 4 et fabriqué par KUKA 5 ou celui d’Universal Robots 6. Il existe également
des limites physiques aux déplacements possibles et aux degrés de liberté des
robots, notamment en robotique médicale (Glauser et al., 1993)
— Élimination des fautes
— L’élimination des fautes logicielles par le test est rarement abordée mais on peut
citer des travaux qui s’intéressent à la génération d’environnements (carte, obs-
tacles, etc.) pour effectuer des tests de navigation de robots (Arnold et Alexan-
der, 2013).
— L’élimination des fautes logicielles par l’utilisation de techniques issues de la
vérification formelle (Bensalem et al., 2011)
— Tolérance aux fautes
— La souplesse (ou compliance en anglais) des mouvements du robot (actionneurs
souples ou à rigidité variable) (Albu-Schaffer et al., 2008; Filippini et al., 2008)
— Systèmes de sécurité indépendants pour les systèmes autonomes vérifiant des
règles de sécurité en-ligne (Machin et al., 2014; Roger et al., 2012; Mekki-Mokhtar
et al., 2012)
— La tolérance aux fautes des couches fonctionnelles (Durand, 2011), décisionnelle
(Lussier et al., 2007) ou pour la perception (Bader et al., 2014), d’une architec-
ture robotique
— La détection et réaction à la présence de l’humain (Détection de collision et
réaction) (Haddadin et al., 2011)
Comme on peut le noter dans la liste précédente, très peu de travaux ont porté sur la
prévision des fautes. Il existe en effet quelques travaux, comme ceux du DLR (Haddadin,
2014) sur l’estimation des conséquences d’une collision, ou ceux du LAAS (Martin-Guillerez
et al., 2010b; Guiochet et al., 2010; Martin-Guillerez et al., 2010c; Do Hoang et al., 2012;
Guiochet et al., 2013) sur les techniques d’analyse du risque pour la robotique collabora-
tive, mais c’est un domaine de recherche peu exploré. Cela provient notamment du fait
que cet aspect est généralement couvert par les normes, qui sont spécifiques aux domaines.
Cependant, aujourd’hui, du fait des spécificités de la robotique de service, les directives
ou les normes machines utilisées précédemment (2006/42/EC, 2006; ISO13849-1, 2006) ne
sont pas entièrement applicables, en particulier pour l’aspect contact physique en continu





ment difficilement applicables du fait des incertitudes des réactions du robot face à des
situations différentes (on peut noter que dans cette norme l’utilisation de techniques issues
de l’intelligence artificielle est non recommandée pour les systèmes les plus critiques).
Plus récemment, la norme robotique ISO10218-1 (2011) portant uniquement sur les
robots en milieu industriel a été adaptée au robots « personnels » dans la toute nouvelle
norme ISO13482 (2014). Il est cependant difficile d’en estimer aujourd’hui l’impact dans
l’industrie, tant les applications robotiques sont variées. En effet, pour un robot certifié
de manière générique, son utilisation dans un environnement réel peut tout changer. C’est
sans doute la raison pour laquelle il n’existe que très peu de robots certifiés. On peut citer
celui de Universal Robots, dont il est mentionné dans la spécification commerciale 7 que
toutes les fonctions de sécurité ont été certifiées par le TÜV (Technischer Überwachungs-
Verein – une organisation allemande qui travaille pour valider la sécurité des produits) et
« testées conformément à la norme EN ISO 13849 : 2008 PL d et EN ISO 10218-1 : 2011,
clause 5.4.3. ». Il est important de bien voir que cette certification concerne uniquement la
présence d’un dispositif de sécurité (clause 5.4.3), ayant un certain niveau de performance
(PL pour Performance Level). Un PL d, équivaut à un niveau d’intégrité SIL2 de la norme
IEC61508-5 (2010). Cependant, cela ne garantit pas que pour une utilisation particulière
du robot, les utilisateurs ne soient pas confrontés à des risques inacceptables. On peut
s’attendre à retrouver la même limitation avec la norme ISO13482 (2014) sur les robots
personnels. Il est également important de noter que cette norme ne couvre pas les robots
médicaux, qui en tant que dispositifs médicaux, sont couverts par la directive Européenne
93/42/EEC (1993), et par l’ensemble des normes ISO du domaine médical comme la norme
ISO/FDIS14971 (2006) qui décrit l’activité de gestion du risque.
Il existe donc un déficit en recherche, qui concerne la mise en œuvre des principes
énoncés dans les normes, autour de la gestion du risque, pour les applications de la robotique
de service. Le cadre conceptuel existe, mais l’application des méthodes d’analyse du risque
(ou de prévision des fautes) est aujourd’hui une véritable problématique qu’il est important
de traiter. La difficulté d’appliquer les normes a également pour conséquence directe un
manque de méthodes systématiques pour la certification en robotique de service. Ces deux
défis interconnectés sont abordés dans ce manuscrit grâce à la combinaison et à l’adaptation
d’un ensemble de techniques existantes dans le domaine de la sûreté de fonctionnement. La
suite de ce chapitre présente ces techniques, et conclut sur une vue générale de l’approche
proposée, permettant d’analyser les risques d’un système de robotique de service, et de
construire un argumentaire de sécurité.
7. http ://media1.limitless.dk/UR_Tech_Spec/UR5_EN.pdf, consulté le 7.01.2015
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Analyse du risque
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Figure 1.1 – Représentation schématique du processus de gestion des risques
1.2 Gestion du risque
La gestion du risque est aujourd’hui une activité normalisée dans de nombreux do-
maines, et déclinée dans des directives européennes et des normes ISO telle que la norme
générique ISO/DIS31000 (2009) dont on retrouve les concepts dans la norme robotique
ISO13482 (2014). Dans le domaine de la sécurité (au sens safety), le concept de base est
le dommage, désignant toute blessure physique ou atteinte à la santé des personnes, ou at-
teinte aux biens tels que les systèmes robotisés eux mêmes, ou à l’environnement. À partir
d’un dommage, est définie la notion de risque comme étant la combinaison de la probabi-
lité de ce dommage et de sa gravité. Les principales activités de la gestion du risque sont
représentées Figure 1.1, et sont définis par (ISO/IEC-Guide73, 2009) :
— L’analyse du risque met en œuvre toute technique permettant d’identifier et de
comprendre la nature d’un risque, et d’en déterminer son niveau d’importance.
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D.3.4 Exemples 
D.3.4.1 Analyses qualitatives 
Plusieurs approches peuvent être utilisées lors d'une analyse qualitative. Une approche type consiste à 
utiliser une matrice à deux entrées N et M qui permet de décrire la probabilité et la gravité du risque associé à 
chaque situation dangereuse. N est le niveau de probabilité et M le niveau de gravité. Chaque cellule du 
tableau représente un sous-ensemble de l'ensemble des risques possibles. Les cellules sont créées en 
segmentant la gamme des probabilités possibles et la gamme des conséquences possibles. Un exemple 
simple consiste en une matrice 3 u 3 basée sur les définitions du Tableau D.1 et du Tableau D.2. Il convient 
que les fabricants rendent ces définitions aussi spécifiques au dispositif et explicites que nécessaire afin de 
garantir que leur utilisation est reproductible. 
Tableau D.1 — Exemples de niveau de gravité qualitatif 
Terme habituel Description possible 
Significatif Décès ou perte de fonction ou de structure 
Modéré Blessure réversible ou légère 
Négligeable Ne provoquera pas de blessure ou une blessure bénigne 
Tableau D.2 — Exemples simplifiés de niveaux de probabilité qualitatifs 
Terme habituel Description possible 
Élevé Devrait se présenter souvent, fréquemment 
Moyen Peut se présenter, mais pas fréquemment 
Faible Ne devrait pas se présenter, rare, isolé 
Une matrice 3 u 3 des risques est obtenue en faisant une ligne probabilité et une colonne gravité du 
dommage. Les risques estimés (R1, R2, R3, ...) sont saisis dans les cellules appropriées. Le résultat apparaît 
dans la Figure D.2. 
Figure 1.2 – Exemples de niveaux de gravité qualitatifs issus de la norme médicale
ISO/FDIS14971 (2006)
ISO/FDIS 14971:2006(F) 
40 © ISO 2006 – Tous droits réservés
 
D.3.4 Exemples 
D.3.4.1 Analyses qualitatives 
Plusieurs approches peuvent être utilisées lors d'une analyse qualitative. Une approche type consiste à 
utiliser une matrice à deux entrées N et M qui permet de décrire la probabilité et la gravité du risque associé à 
chaque situation dangereuse. N est le niveau de probabilité et M le niveau de gravité. Chaque cellule du 
tableau représente un sous-ensemble de l'ensemble des risques possibles. Les cellules sont créées en 
segmentant la gamme des probabilités possibles et la gamme des conséquences possibles. Un exemple 
simple consiste en une matrice 3 u 3 basée sur les définitions du Tableau D.1 et du Tableau D.2. Il convient 
que les fabricants rendent ces définitions aussi spécifiques au dispositif et explicites que nécessaire afin de 
garantir que leur utilisation est reproductible. 
Tableau D.1 — Exemples de niveau de gravité qualitatif 
Terme habituel Description possible 
Significatif Décès ou perte de fonction ou de structure 
Modéré Blessure réversible ou légère 
Négligeable Ne provoquera pas de blessure ou une blessure b nigne 
Tableau D.2 — Exemples simplifiés de niveaux de probabilité qualitatifs 
Terme habituel De cription possible
Élevé D vrait se résenter ouv nt, fréquemment 
Moyen Peut se présenter, mais pas fréquemment 
Faible Ne devrait pas se présenter, rare, isolé 
Une matrice 3 u 3 des risques est obtenue en faisant une ligne probabilité et une colonne gravité du 
dommage. Les risques estimés (R1, R2, R3, ...) sont saisis dans les cellules appropriées. Le résultat apparaît 
dans la Figure D.2. 
Figure 1.3 – Exemples simplifiés de niveaux de probabilité d’occurrence qualitatifs définis
dans la norme médicale ISO/FDIS14971 (2006)
— L’évaluation du risque correspond au processus de comparaison des résultats de
l’analyse du risque avec les critères de risque afin de déterminer si le risque et/ou
son importance sont acceptables ou tolérables.
— Le traitement du risque qui est un processus destiné à modifier un risque, principa-
lement par l’élimination des sources de risque, ou la réduction des conséquences et
de leurs probabilités d’occurrence.
Ce découpage classique de la gestion du risque a été révisé dans la norme ISO/DIS31000
(2009), qui a extrait de l’étape d’analyse du risque, une étape amont pour l’identification
du risque. Il existe également dans cette norme de nombreuses autres activités autour du
risque que nous ne détaillerons pas dans ce manuscrit afin de nous concentrer sur les étapes
importantes pour cette thèse.
L’activité centrale de la gestion du risque est l’analyse du risque, et notamment l’esti-
mation des niveaux de risque. Elle repose sur l’utilisation de critères de risque, c-à-d. de
tables de mesures de niveaux de probabilité d’occurrence d’un dommage et de sa gravité.
Les Figures 1.2 et 1.3 donnent deux exemples simples de mesures de niveaux de gravité
et de probabilité d’occurrence selon la norme médicale ISO/FDIS14971 (2006). Le niveau
d’importance d’un risque est donc déterminé par l’évaluation des niveaux de gravité et d’oc-
currence du dommage associé selon ces tables. L’activité d’analyse du risque consiste alors
à identifier les prémisses d’un dommage, définis par les concepts de situation dangereuse
et de phénomène dangereux, que l’on regroupera sous le concept de danger (hazard). La
Figure 1.4 illustre l’utilisation de ces concepts dans le cas d’un calcul d’un niveau de risque
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Exemples de phénomènes dangereux, séquences d'événements 
prévisibles et situations dangereuses 
E.1 Généralités 
Le paragraphe 4.3 exige que le fabricant compile une liste des phénomènes dangereux connus et prévisibles 
associés au dispositif médical, à la fois dans des conditions normales et de défaillance. Le paragraphe 4.4 
exige que le fabricant prenne en compte les séquences d'événements prévisibles, susceptibles de produire 
des situations dangereuses et des dommages. Conformément aux définitions, un phénomène dangereux ne 
peut occasionner de dommage avant qu'une séquence d'événements ou toute autre circ nstance (y compris 
l'utilisation normale) entraînent une situation dangereuse. À ce stade, le risque peut être évalué en estimant à 
la fois la gravité et la probabilité du dommage pouvant être occasionnées (voir Figure E.1). 
 
NOTE P1 est la probabilité qu'une situation dangereuse se produise. 
 P2 est la probabilité qu'une situation dangereuse entraîne un dommage. 
Figure E.1 — Illustration de la relation entre phénomène dangereux, 
séquence d'événements, situation dangereuse et dommage 
Un bon point de départ pour cette compilation consiste à étudier le retour d'expérience obtenu avec le même 
type de dispositif ou des types de dispositifs similaires. Il convient que cet examen prenne en compte 
l'expérience du fabricant tout comme celle des autres fabricants, telle que rapportée dans des bases de 
données sur les effets indésirables, des publications et d'autres sources disponibles. Ce type d'examen est 
particulièrement utile pour identifier et énumérer des situations dangereuses liées à un dispositif, et les 
dommages associés pouvant se produire. Par la suite, cette liste et les aides telles que la liste d'exemples du 
Tableau E.1 peuvent être utilisées pour établir une liste de phénomènes dangereux initiale. 
Figure 1.4 – Calcul de niveau de risque en fonction de la probabilité et de la gravité,
extrait de ISO/FDIS14971 (2006)
en prenant également n compte la probabil té d’expo ition à un phénomène d ngereux.
Cette estimation peut être qualitative en utilisant les tables précédentes, mais également
quantitative comme présenté ultérieurement dans cette section. À la suite de cette esti-
mation, les risques sont placés dans des matrices, selon leur niveau. À titre d’exemple, la
matrice de la Figure 1.5, présente les neufs paires (probabilité, gravité) possibles à partir
des tables précédentes (Figures 1.2 et 1.3), ainsi que six risques (R1 à R6) identifiés pour
un système donné. Cette matrice présente également un critère important, qui est le ni-
veau d’acceptabilité des risques, qui est dans ce cas binaire (acceptable/inacceptable). On
retrouve dans la littérature et les normes de nombreuses variantes plus complexes de ce




Cette échelle est reprise notamment dans le principe ALARP (As Low As Reasonably Prac-
ticable) présenté Figure 1.6, qui pour chaque niveau de risque fait le lien avec les possibilités
de traitement du risque (ici limité à la réduction) en fonction des coûts engendrés par les
traitements.












Niveaux de gravité qualitatifs
Risque innaceptable
Risque aceptable
 Risque innacceptable 
 Risque acceptable 
 
Figure 1.5 – Exemple de matrice 3x3 de risques – 74 – 61508-5 © CEI:2010 
acceptée ne nécessite pas de travail détaillé pour démontrer ALARP, il est toutefois 
nécessaire de rester vigilant pour s'assurer que le risque reste à ce niveau. 
 
Zone intolérable 
Zone généralement  
acceptée 
(Une démonstration  
d'ALARP est inutile)  Risque négligeable 
Le risque ne peut être justifié  
sauf dans des circonstances  
extraordinaires 
Tolérable seulement si une  
réduction de risque  
supplémentaire est irréalisable ou  
si son coût est disproportionné par  
rapport à l'amélioration obtenue 
Il est nécessaire de maintenir  
l'assurance que le risque reste à  
ce niveau 
Zone tolérable ou  
ALARP 
(Risque pris seulement  
si un bénéfice est désiré)    
Comme le risque est réduit, il est d’autant  
moins nécessaire de dépenser pour le  
réduire encore afin de satisfaire à ALARP.  
Le concept de diminution  proportionnelle 
est symbolisé par ce triangle 
IEC   1 664/98 
 
Figure C.1 – Risque tolérable et ALARP 
Le concept d'ALARP peut être employé lorsque des objectifs de risque qualitatifs ou 
quantitatifs sont adoptés. Le paragraphe C.2.2 présente une méthode adaptée aux objectifs 
de risque quantitatifs. (Les Annexes D et F présentent des méthodes quantitatives et les 
Annexes E et G présentent des méthodes qualitatives pour la détermination de la réduction 
de risque nécessaire pour un danger spécifique. Les méthodes indiquées peuvent incorporer 
le concept d'ALARP dans la prise de décision.) 
NOTE Des informations supplémentaires sur ALARP sont données dans la référence [7] dans la Bibliographie. 
C.2.2 Objectif de risque tolérable 
Une façon de parvenir à un objectif de risque tolérable consiste à déterminer un certain 
nombre de conséquences et à leur allouer les fréquences tolérables. Pour parvenir à un 
équilibre entre les conséquences et les fréquences tolérables, une discussion aboutissant à 
un accord devrait avoir lieu entre les parties concernées (par exemple, les organismes 
réglementaires en matière de sécurité, les personnes à l'origine des risques et celles 
exposées aux risques). 
Pour prendre en compte les concepts ALARP, la mise à niveau entre une conséquence et une 
fréquence tolérable peut être effectuée par l'intermédiaire de classes de risque. Le 
Tableau C.1 présente quatre classes de risque (I, II, III, IV) pour un certain nombre de 
conséquences et de fréquences. Le Tableau C.2 interprète chacune des classes de risque qui 
utilisent le concept d'ALARP. La description de chacune des quatre classes de risque est 
basée sur la Figure C.1. Les risques de chacune de ces classes de risque sont ceux qui 
subsistent une fois appliquées les mesures de réduction de risque. Si l'on considère la 
Figure C.1, les classes de risque sont les suivantes: 
– la classe de risque I se situe dans la zone intolérable, 
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Figure 1.6 – Risque tolérable et ALARP, extrait de IEC61508-5 (2010)
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La confiance dans l’estimation d’un risque est accrue lorsqu’une estimation quantitative
de la probabilité peut être faite sur la base de données précises et fiables ou lorsqu’une
estimation qualitative raisonnable est possible. Cela n’est cependant pas toujours possible.
Des exemples de cas où il est très difficile d’estimer les probabilités sont :
— la défaillance de logiciels critiques ;
— les situations particulières liées à l’humain telles qu’une erreur humaine, un sabotage
ou une falsification ;
— l’apparition de nouveaux phénomènes dangereux et de situations inattendues ;
Le cas de systèmes innovants, comportant des interactions complexes avec l’humain, et in-
cluant du logiciel, comme dans le cas de la robotique de service, pose donc de nombreuses
incertitudes quant à l’estimation quantitative et même qualitative des probabilités d’occur-
rence. L’approche généralement utilisée en l’absence de données relatives à la probabilité
d’occurrence d’un dommage, est de réaliser l’estimation du risque sur la base d’une estima-
tion de probabilité raisonnable du pire des cas. Dans certains cas, il est même recommandé
de définir cette valeur par défaut de la probabilité sur un et de baser les mesures de maîtrise
du risque sur la prévention du phénomène dangereux dans son ensemble. Cette approche
présente l’inconvénient majeur de normaliser tous les risques, et d’obtenir une liste trop
importante de risques inacceptables car tous jugés comme étant trop fréquents.
L’étape d’identification des prémisses des risques et de calcul de leurs niveaux (analyse
du risque), est en général réalisée en utilisant des techniques d’analyse du risque, dont
les plus utilisées sont certainement aujourd’hui l’APR (Analyse Préliminaire des Risques),
l’AMDEC (Analyse de Modes de Défaillances, de leurs Effets, et de leur Criticité), l’analyse
des AdF (Arbres de Fautes), et l’HAZOP (Hazard Operational), toutes décrites dans les
paragraphes suivants ainsi que dans la section suivante pour la méthode HAZOP.
L’APR est une méthode d’analyse essentiellement inductive (raisonnement de la cause
à l’effet, aussi appelée bottom-up) dont l’objectif est d’identifier les phénomènes dangereux,
les situations dangereuses et les événements susceptibles de provoquer un dommage relatif
à une activité donnée, à une installation ou à un système. Elle est plus généralement
utilisée au début d’un processus de développement, lorsqu’on dispose de peu d’informations
relatives à la conception ou aux modes opératoires de fonctionnement. Elle consiste lors
de séances de remue-méninges (Brainstorming) à lister dans des tableaux les phénomènes
dangereux notamment en utilisant des catégories comme celles présentées dans la norme
machine ISO12100 (2010), reprises dans la norme robotique industrielle ISO10218-1 (2011),
puis adaptées dans la norme ISO13482 (2014). Un extrait de tableau générique reprenant
les dangers listés dans les normes précédentes est donné dans la Figure 1.7.
La technique AMDEC permet d’identifier et d’évaluer systématiquement les consé-
quences d’un mode de défaillance d’un composant ou d’une fonction d’un composant (il
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Figure 1.7 – Exemple de tableau d’APR pour l’utilisation d’un robot en interaction avec
l’homme
existe également des AMDEC processus). Il s’agit également d’une technique inductive
qui, partant d’un ensemble de composants et de leurs modes de défaillance, liste les consé-
quences possibles dans des tableaux dont un exemple est donné Figure 1.8. Les composants
sont analysés individuellement, considérant ainsi, en général, une condition de premier dé-
faut. Les composants peuvent être mécaniques, électroniques, logiciels, ou même humains.
La principale difficulté est alors de relier entre elles les tables AMDEC de ces différents
domaines pour établir les liens causes-conséquences, jusqu’à la conséquence finale : le dom-
mage.
La technique d’analyse des Arbres de Fautes (AdF) est une méthode d’analyse des
phénomènes dangereux identifiés par d’autres techniques comme l’AMDEC ou l’APR ;
elle a pour point de départ une conséquence postulée non désirée, également dénommée
événement principal. Elle procède par déduction (raisonnement de l’effet à la cause ou top-
down) en partant de l’événement principal. Les causes possibles entraînant la conséquence
non souhaitée sont identifiées. Une identification par étapes du fonctionnement non désiré
d’un système vers des niveaux de système de plus en plus bas mènera au niveau de système
désiré, qui est habituellement une faute d’un composant, auquel des mesures de maîtrise
du risque peuvent être appliquées. Un arbre de fautes révèle les séquences les mieux à
même de mener à l’événement principal. Les résultats sont représentés sous forme d’un





A. Système externe 
type watchdog
B. Réinitialisation et 
Alerte utilisateur
A. Effet local 















ou du système 
d’exploitation
Composant











Figure 1.8 – Exemple de tableau pour une AMDEC
arbre des modes de défaillance. À chaque niveau de l’arbre, des combinaisons des modes
de défaillance sont décrites avec des opérateurs logiques (ET, OU, etc.) comme cela est
présenté dans la Figure 1.9. Les modes de défaillance identifiés dans l’arbre peuvent être
associés à des fautes matérielles, logicielles, mécaniques, ou à des erreurs humaines ou
à tout autre événement pertinent ayant mené à un événement non désiré. À partir des
arbres, deux études sont généralement menées : la recherche des combinaisons minimales
menant à l’événement principal redouté, et la réduction de leur probabilité d’occurrence (en
introduisant, par exemple, de la redondance). Toutes ces techniques ont été utilisées dans
l’industrie de robotique industrielle, et expérimentées dans les applications de robotique de
service. Cependant leur utilisation repose souvent sur une bonne connaissance du système
et de son contexte d’utilisation (notamment, des humains pouvant effectuer des actions
diverses), et sur des expertises s’appuyant sur des années de développement et d’utilisation
de systèmes similaires. Dans le cadre de la robotique de service, le nombre d’incertitudes
liées aux interactions humain-robot, au logiciel, etc., ainsi que le caractère innovant, font
que l’utilisation de ces techniques reste encore marginale.
1.3 Technique d’analyse du risque HAZOP
La méthode HAZOP, pour HAZard OPerability, a été développée par la société Imperial
Chemical Industries (ICI) au début des années 1970. Elle a depuis été adaptée dans diffé-
rents secteurs d’activité. Considérant de manière systématique les dérives des paramètres
d’une installation en vue d’en identifier les causes et les conséquences, cette méthode est uti-
lisée pour l’examen de systèmes thermo-hydrauliques pour lesquels des paramètres comme
le débit, la température, la pression, le niveau, la concentration sont particulièrement im-





































Figure 1.9 – Exemple d’arbre de défaillance pour un bras robot
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portants pour la sécurité de l’installation. Elle a fait l’objet d’une norme IEC61882 (2001)
et est largement utilisée aujourd’hui. Son succès tient à sa simplicité et à la possibilité de
réaliser des HAZOP très tôt dans le processus de développement. Elle a également comme
avantage d’être adaptable au formalisme utilisé pour décrire un système.
HAZOP ne considère pas des modes de défaillances comme l’AMDEC mais les dérives
potentielles (ou déviations) des principaux paramètres liés à l’exploitation de l’installa-
tion. Pour chaque partie constitutive du système examiné, la génération (conceptuelle) des
déviations est effectuée de manière systématique par la conjonction :
— de mots-guides comme par exemple PAS DE ; PLUS DE ; MOINS DE ; TROP DE
— des paramètres associés au système étudié comme par exemple dans le cas d’un
procédé industriel : la température, la pression, le débit, etc. mais également le
temps ou des opérations à effectuer.
Les mots-guides, accolés aux paramètres importants pour le procédé, permettent de générer
de manière systématique les dérives à considérer. La combinaison de ces paramètres avec
les mots-guides précédemment définis permet donc de générer des dérives de ces paramètres
comme par exemple :
— Plus de et Température = Température trop haute
— Moins de et Pression = Pression trop basse
— Inverse et Débit = Retour de produit
— Pas de et Niveau = Capacité vide
Dans ce manuscrit, nous nous appuierons sur la version anglaise de ces mots clés donnée
dans la Table 1.2. En effet, les tables qui ont été réalisées ont servi de base dans différents
projets Européens, et tout le travail repose sur le sens de ces mots. Il ne nous semble donc
pas judicieux de présenter des résultats et des conclusions sur l’utilisation des mots guides
en les traduisant en français.
Les paramètres auxquels sont accolés les mots-guides dépendent bien sûr du système
considéré. Généralement, l’ensemble des paramètres pouvant avoir une incidence sur la sé-
curité de l’installation doit être sélectionné. Sur l’exemple précédent de procédé industriel,
les paramètres sur lesquels porte l’analyse sont : le débit, la température, la pression, le
niveau, le temps. Pour d’autres systèmes, les paramètres sont plus complexes à déterminer.
Ainsi pour un robot, les paramètres pourraient être la vitesse du robot, la force exercée ou
l’accélération, mais cette identification n’est pas faite de manière structurée. L’approche
utilisée dans plusieurs domaines (également dans la norme IEC61882 (2001)), est de définir
pour un système deux niveaux de description : le système est composé d’entités physiques
ou logiques, chaque entité étant composée d’attributs permettant d’identifier ses carac-
téristiques essentielles. L’application des mots-guide revient donc à exécuter le processus
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Guideword Interpretation 
No/None Complete negation of the design intention No part of the 
intention is achieved and nothing else happens 
More Quantitative increase 
Less Quantitative decrease 
As Well As All the design intention is achieved together with additions 
Part of Only some of the design intention is achieved 
Reverse The logical opposite of the design intention is achieved 
Other than Complete substitution, where no part of the original 
intention is achieved but something quite different 
happens 
Early Something happens earlier than expected relative to clock 
time 
Late Something happens later than expected relative to clock 
time 
Before Something happens before it is expected, relating to order 
or sequence 
After After Something happens after it is expected, relating to 
order or sequence 
 
Table 1.2 – Liste des mots-guides pour HAZOP extrait de IEC61882 (2001)
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Figure 1.10 – Processus HAZOP
décrit dans la Figure 1.10, où chaque attribut de chaque entité se voit appliquer chaque
mot-guide pour identifier les déviations possibles.
Une fois la déviation envisagée, l’analyste doit identifier les causes de cette déviation,
puis les conséquences potentielles de cette déviation. Ainsi sont prévus les moyens destinés
à sa détection et les barrières de sécurité pour en réduire l’occurrence ou les effets. La
Figure 1.11 présente un exemple de table HAZOP utilisée lors de cette analyse, mais de
nombreuses variantes existent à partir de cette base.
1.4 Analyse quantitative : les réseaux bayésiens
La plupart des techniques d’analyse quantitative se basent aujourd’hui sur la théo-
rie des probabilités pour traiter les phénomènes comme les défaillances, caractérisés par
l’aléatoire et l’incertitude. Les probabilités bayésiennes constituent un exemple de tech-
niques permettant de prendre en compte de telles incertitudes. Cette théorie est également
utilisée pour estimer des probabilités d’évènements induits ou conditionnés par l’occurrence
d’autres événements ou de mettre à jour ces estimations suite à l’observation d’informa-
tions complémentaires. Cette branche de la théorie des probabilités s’appuie sur l’étude
des probabilités conditionnelles : la probabilité conditionnelle d’un événement A, sachant
qu’un autre événement B de probabilité non nulle s’est réalisé (ou probabilité de A, sachant
B) est notée P (A|B).
Le calcul des probabilités conditionnelles peut s’appuyer sur les réseaux bayésiens. Ils
sont en premier lieu schématisés par un graphe orienté acyclique, représentant les liens de
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Figure 1.11 – Exemple de table HAZOP extrait de IEC61882 (2001)
A B
C
Figure 1.12 – Modèle étudié : 2 nœuds parents (A, B) et 1 nœud fils (C)
causalité entre des variables aléatoires comme cela est représenté dans la Figure 1.12. Dans
cet exemple il existe un lien de causalité entre A, B et C. Prenons l’exemple suivant :
— A : il pleut
— B : il y a une grève de train
— C : Bob est en retard
Nous considérons que l’analyse amont a montré qu’il existait un lien de causalité entre
le fait qu’il pleuve ou qu’il y ait une grève, et le fait que Bob soit en retard. Dans cet
exemple, ainsi que dans les calculs suivants nous choisirons des valeurs Booléennes pour
les variables. Ainsi le nœud A peut avoir les valeurs Vrai (noté A), ou Faux (noté A).
Par souci de clarté, on notera P (A) pour P (A = V rai) et P (A) pour P (A = Faux).
Les réseaux bayésiens permettent également de calculer des probabilités avec des variables
ayant plusieurs valeurs possibles (par exemple un nœud pourrait correspondre à « Bob
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arrive au travail » avec trois valeurs possibles : en avance, à l’heure, en retard), mais nous
n’utiliserons ici que des variables booléeennes.
L’étape suivante consiste à attribuer à chaque nœud des tables des probabilités (TdP).
Les valeurs d’une TdP sont souvent fixées manuellement mais comme nous le verrons
ultérieurement dans cette section, il existe des outils permettant de réduire l’effort de
détermination de ces tables. La saisie de la table de probabilité des états pour chacun des
nœuds peut se faire donc :
— manuellement
— par calcul arithmétique ou avec une expression
— par calcul avec une loi de distribution
À titre d’exemple, plaçons nous dans le cas où l’on observe que C ne peut être VRAI que
si et seulement si au moins l’un des parents est VRAI (l’équivalent d’un OU logique). On
obtient alors une TdP pour chaque nœud comme présenté au tableau 1.3. On note que









B 0 1 0 1
P (C) 0 1 1 1
P (C) 1 0 0 0
Table 1.3 – Exemple de tables de probabilité des nœuds, renseignées manuellement
À partir de cette étape, il est possible de réaliser principalement les 3 calculs suivants :
1. calcul de la probabilité totale définie par : si (Yi)i∈I est un système exhaustif (fini
ou dénombrable) d’événements, avec I l’ensemble des variables, et si quel que soit




P (X|Yi)P (Yi) (1.1)
Dans notre exemple on suppose que A et B sont indépendants, c.à.d. P (A ∩ B) =
P (A)P (B). En appliquant la formule de probabilité totale sur C on obtient :
P (C) = P (C|A ∩B)P (A)P (B) + P (C|A ∩B)P (A)P (B)
+ P (C|A ∩B)P (A)P (B) + P (C|A ∩B)P (A)P (B) (1.2)
P (C) = 1× 0, 8× 0, 7 + 1× 0, 8× 0, 3 + 1× 0, 2× 0, 7 + 0× 0, 2× 0, 3 = 0, 94
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Donc P (C) = 0, 94 et P (C) = 1 × 0, 2 × 0, 3 = 0, 06. Ce calcul s’interprète de la
manière suivante : si l’on a estimé que la probabilité qu’il pleuve est de 0,8, et que
celle qu’il y ait grève est de 0,7, alors la probabilité que Bob soit en retard est de
0,94 !
2. calcul de la probabilité d’un nœud enfant, sachant un nœud parent (par exemple, A
et B sont des nœuds «parents» de C). Cela revient à fixer la valeur d’un nœud (noté
observation), par exemple P (A) = 1, puis faire le calcul de la probabilité totale tel
que défini ci-dessus ; Par exemple, si on cherche la valeur de P (C|A), c.à.d., on a
observé A (donc P (A) = 1), et l’on souhaite calculer la probabilité de C. La TdP
de A est donc mise à jour, et on effectue le calcul de probabilité totale :
P (C|A) = 1× 1× 0, 7 + 1× 1× 0, 3 + 1× 0× 0, 7 + 0× 0× 0, 3 = 1
3. calcul de la probabilité d’un nœud parent, sachant un nœud enfant (par exemple, C
est un nœud « enfant » de A et B). Pour cela il faut utiliser le théorème de Bayes,
soit étant donnés 2 événements X et Y, la probabilité de X sachant Y est :
P (X|Y ) = P (Y |X)P (X)
P (Y ) =
P (Y |X)P (X)
P (Y |X)P (X) + P (Y |X)P (X) (1.3)
Par exemple,
P (A|C) = P (C|A)P (A)
P (C)
avec P (C|A) = 1 (calcul précédent) ; P (A) = 0, 8 (TdP) ; P (C) = 0, 94 (calcul
précédent).
Alors :
P (A|C) = 1× 0, 80, 94 = 0, 85106
Une des principales difficultés dans l’utilisation des réseaux Bayésiens, est d’identifier
les valeurs dans les TdP, et plus particulièrement dans celle des nœuds enfants. En effet,
pour un nœud avec n parents, chaque nœud ayant k valeurs possibles (dans notre exemple
k=2, c.à.d. VRAI et FAUX), la TdP du nœud enfant contient kn valeurs, qu’il convient
de déterminer ! Pour simplifier ces identifications, il existe plusieurs travaux, dont ceux
de Fenton et al. (2007), qui consistent à décrire des fonctions permettant de calculer les
valeurs d’une TdP d’un nœud enfant. Ses travaux sont intégrés dans l’outil AgenaRisk 8,
qui permet d’accéder à un certain nombre de fonctions, allant de simples opérateurs comme
8. www.agenarisk.com
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OR, AND, XOR, à des fonctions plus complexes comme des minimums avec des poids sur
chaque nœud parent.
Prenons comme exemple le cas précédent où il a été déterminé que les 2 causes A et B
se combinaient en un OR pour induire C. En partant de la porte logique booléenne OR, on
peut en déduire la table de probabilité pour le nœud C de la Table 1.3, ainsi que la valeur
de la probabilité totale P (C) en utilisant la formule 1.2. En simplifiant cette expression,
on retrouve bien la formule classique de la probabilité de l’union de deux événements
indépendants : P (C) = P (A) + P (B)− P (A)P (B)
Díez et Druzdzel (2007) présentent également l’utilisation du Noisy-OR, introduit par
Pearl (1988), qui correspond au tableau 1.4. Dans ce cas, lorsque l’on observe B uniquement,
la probabilité n’est pas de 1, mais d’une valeur q (en général proche de 1). L’expression
« noisy » indique que les relations entre les variables parents et la variable enfant ne sont
pas nécessairement déterministes. En d’autres termes, chaque parent peut produire un
effet avec une certaine probabilité. La valeur dans le cas où l’on observe A et B est alors
de 1− (1− p)(1− q) = p+ q − p.q, qui correspond bien à un OR entre les deux cas. Dans
ce cas, si aucun des 2 événements n’est vérifié, alors la probabilité est nulle.
A 0 1
B 0 1 0 1
P (C) 0 q p 1-(1-p)(1-q)
P (C) = p.P (A) + q.P (B)− p.q.P (A)P (B)
Table 1.4 – Noisy-OR
Une variante, le Leaky Noisy-OR, permet de spécifier qu’il existe une probabilité, l, non
nulle même lorsque les deux probabilités des parents sont nulles, soit pour X, nœud enfant
des Yi :
l = P (X = {V rai}|Yi = {Faux}), ∀i = 1, ..., n tel que 0 ≤ l ≤ 1
Díez et Druzdzel (2007) proposent notamment la formule permettant de compléter
la table pour n noeuds (il existe d’autres variantes du Noisy-OR non présentées ici), en
considérant l’ensemble des Yi dans l’état {V rai} (noté Yv) :
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A 0 1
B 0 1 0 1
P (C) l q + l(1− q) p+ l(1− p) 1− (1− p)(1− q)(1− l)
Table 1.5 – Leaky Noisy OR pour 2 nœuds parents
Il existe de nombreuses autres fonctions utilisées dans les réseaux Bayésiens mais qui
ne sont pas présentées ici, car nous avons uniquement focalisé sur ce qui sera utilisé dans
la suite de ce manuscrit.
1.5 Analyse quantitative : fonction de croyance
Les analyses quantitatives pour la gestion du risque reposent principalement sur des pré-
dictions du comportement des défaillances/événements indésirables en fonction du temps.
Pour cela, il est considéré qu’il existe une variabilité naturelle dans le comportement de
ces défaillances, c’est-à-dire, que la défaillance d’une entité est un phénomène aléatoire. La
théorie des probabilités permet d’attribuer une distribution de probabilités de défaillance
sur la durée de vie de l’entité (si l’on connait la variabilité naturelle du phénomène de dé-
faillance). Cependant, une autre proposition émerge en identifiant deux types d’incertitudes
(Aven, 2010) :
— les incertitudes épistémiques : liées à un manque de connaissance
— les incertitudes aléatoires : liées à la variabilité d’un phénomène naturel
Aguirre et al. (2013) présentent les débats qui existent autour de ces concepts et men-
tionnent que la théorie des probabilités confond ces deux types d’incertitudes, et que
d’autres théories comme les probabilités imprécises, la théorie des fonctions de croyance et
la théorie des possibilités, ont été proposées pour pallier cette ambiguïté.
La théorie des fonctions de croyance, également connue sous le nom de théorie de
l’évidence ou théorie de Dempster-Shafer (D-S), est issue des travaux de A.P. Dempster en
1967, repris par G. Shafer en 1976. Cette théorie repose sur la manipulation de fonctions
définies sur des sous-ensembles d’un domaine fini Ω appelé cadre de discernement (qui est
constitué de toutes les hypothèses). Ces sous-ensembles sont les parties de l’ensemble des
parties de Ω, c.à.d de 2Ω.
Exemple Soit ω l’état d’un voyant lumineux qui peut prendre deux valeurs : allumé,
éteint. On obtient alors :
Ω = {allumé, éteint}, et 2Ω = {{allumé}, {éteint}, {allumé, éteint},∅}.
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Les fonctions définies sur ces sous-ensembles dans l’intervalle [0, 1], appelées fonctions
de masse, ou masses de croyance vont représenter la croyance que l’on a dans la vérité
d’une proposition. Cette croyance est représentée par une masse qui est une fonction de
l’ensemble 2Ω des parties de Ω dans [0, 1], et m(λ) représentant la croyance que l’on met
dans la proposition λ : ∑
λ⊆Ω
m(λ) = 1 (1.4)
Ainsi, il est possible de modéliser les incertitudes sur plusieurs valeurs. Par exemple,
soient A et B deux éléments de Ω, et λ = {A,B}, alors m(λ) = m({A,B}), représente
la croyance que la proposition A ou la proposition B soit vraie, sans savoir laquelle est
correcte.
Exemple D’après l’exemple précédent, on peut définir la massem telle que :m({allumé}) =
0, 2, m({éteint}) = 0, 5 et m({allumé, éteint}) = m(Ω) = 0, 3
La fonction de crédibilité, Bel, représente la croyance minimale dans une proposition
à partir des masses élémentaires de croyance portées par les éléments de masse non nulle.
Pour A ⊆ Ω, Bel(A) est la somme des masses données aux sous-ensembles non vides de A.




m(B) ∀A ⊆ Ω (1.5)
Exemple Bel({allumé}) = m({allumé}) = 0, 2
La plausibilité est la fonction duale de la fonction de crédibilité, elle mesure le degré
maximal susceptible d’être affecté à une proposition. Pour une proposition A ⊆ Ω, Pl(A)





m(B) ∀A ⊆ Ω (1.6)
Exemple Pl({allumé}) = m({allumé}) +m({allumé, éteint}) = 0, 5
Si on prend le cas particulier de notre exemple, c.à.d, un domaine de deux valeurs,
on peut également définir une fonction disbelief , qui correspond à la fonction 1 − Pl(A)
pour une proposition A donnée. Ces concepts peuvent être modélisés comme présenté sur
la Figure 1.13.
Une des limites importantes à l’utilisation de cette théorie, est la difficulté d’estimer
les fonctions de masses. Pour cela il existe dans la littérature de nombreuses propositions,
mais qui dépendent de l’application de cette théorie. On peut noter tout de même, une







Figure 1.13 – Les principaux concepts dans la théorie de Dempster-Shafer
fonction introduite par Dempster, intitulée « à support simple », qui consiste à affecter
toute la masse d’une source à un sous-ensemble non vide A de 2Ω. Si l’on applique cette
fonction on obtient : 
m(A) = s s ∈ [0, 1]
m(Ω) = 1− s
m(B) = 0 ∀B ∈ 2Ω, B 6= A,B 6= Ω
(1.7)
Exemple D’après l’exemple précédent, si on a m({allumé}) = 0, 3, alors on aura
m({allumé, éteint}) = m(Ω) = 0, 7 et m({éteint}) = 0
Il existe également dans la théorie de D-S un ensemble d’opérateurs afin de combiner les
croyances, mais qui ne seront pas utilisées dans ce manuscrit.
1.6 Argumentaire de sécurité
Suite à de nombreux accidents industriels parmi lesquels l’incendie nucléaire à Wind-
scale en 1957, l’explosion chimique à Flixborough en 1974, l’explosion suivie par un incendie
de la plateforme pétrolière Piper Alpha en 1988 ont poussé le gouvernement britannique à
obliger les futurs exploitants à présenter des rapports démontrant la sécurité de l’installa-
tion et les opérations qui y sont pratiquées. Cette procédure est l’un des premiers exemples
d’un dossier de sécurité.
Cependant, il n’existait pas de consigne claire et précise pour analyser ou construire un
tel dossier de sécurité. Ce manque de clarté a été la motivation de nombreuses recherches
portant sur la construction d’un argumentaire de sécurité que l’on peut aussi bien appliquer
à une installation ou à un système. On peut notamment citer les travaux menés dans
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le cadre de la thèse de Kelly (1998). Le concept a vite prouvé son intérêt aux yeux du
gouvernement britannique et son Ministère de la Défense a rendu obligatoire en 2004 dans
la norme DefStan 00-56 (2004) la présence d’un document nommé Safety case ou « Dossier
de sécurité » (aussi appelé « Cas de sécurité ») pour toute acquisition d’un système de
caractère critique. Ce standard définit le Dossier de Sécurité comme (traduction libre)
«un document structuré comprenant des éléments de preuve qui présente un argument
convaincant, compréhensible et valide prouvant que le système est sûr pour une utilisation
prévue dans un environnement prédéfini» 9.
La notion d’argumentaire de sécurité a été introduite pour guider l’élaboration de ce
dossier et s’est appuyé sur les travaux de Toulmin (1958), qui a défini les 6 éléments d’un
argument solide et réaliste :
— La revendication (claim) : qui correspond à l’affirmation de ce que l’on estime
vrai.
— Les données (data ou ground) : qui constituent les éléments de preuve qui
fondent la revendication.
— Les garanties (warrant) : qui explicitent les principes du raisonnement qui fait
le lien entre les données et la revendication.
— Les fondements (backing) : qui constituent la structure profonde du raisonne-
ment et de l’argumentaire.
— Les restrictions (rebuttal) : qui signalent les exceptions éventuelles.
— Les modalités (qualifier) : qui précisent les conditions particulières à respecter
pour que la revendication soit vraie.
Différents travaux ont repris ces concepts pour représenter graphiquement un argument
avec trois parties de base : les éléments de preuves qui supportent un ou plusieurs argu-
ments, servant à leur tour à démontrer une affirmation. Dans le cas de l’Argumentaire de
Sécurité, cette affirmation est souvent un objectif de sécurité précis.
Des notations graphiques ont été proposées pour aider la compréhension du dévelop-
pement d’un argumentaire, par exemple la notation CAE (Claims-Argument-Evidence)
(Bishop et al. (2004)) et GSN (Goal Structuring Notation) (Weaver et Kelly (2004)). CAE
reste simple et basique tandis que GSN prend en compte les hypothèses, les contextes dans
lequel se situe le système, les liens avec les éléments de preuve et la hiérarchie avec les
autres objectifs. La notation KAOS (Knowledge Acquisition and autOmated Specification)
présentée dans Dardenne et al. (1991, 1993), repose sur le même principe de décomposition
des objectifs. Cependant, comme le note Sabetzadeh et al. (2011), l’objectif dans GSN est
de type «argumentaire» sans se calquer obligatoirement sur l’architecture du système à la
9. A Safety Case is a structured argument, supported by a body of evidence, that provides a compelling,
comprehensible and valid case that a system is safe for a given application in a given environment
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Figure 1.14 – Élémen s de la notation GSN
différence de K OS plus proche du système lui même, avec la possibilité par exemple de
faire des décompositions d’argumentaire de typ OR.
La notation GSN telle qu’elle est formalisée actuellement (GSN-Standard, 2011), est une
représentation graphique d’un argument qui met en valeur la relation entre la revendication
et les éléments de preuve qui la soutiennent suivan u e stratégie précise et dans un contexte
donné. Cette notation utilise principalement les symboles présentés sur la Figure 1.14 .
— Revendication (Goal) : représente une affirmation faisant partie de l’argumentaire
— Stratégie (Strategy) : explique la nature de l’inférence qui relie u e affirmation aux
éléments qui la soutiennent
— Élément de preuve (Solution) : donne référence a x documents servant de preuve
de l’affirmation
— Contexte (Context) : précise le contexte de l’affirmation, conten nt des informations
ou des déclarations
— Justification (Justification) : présente une déclaration à partir d’un raisonnement
— Hypothèse (Assumption) : présente une déclaration intentionnellement sans fonde-
ment
Le lien entre les revendications et d’autres revendications, stratégies ou éléments de
preuve symbolise une inférence et porte la signification « soutenue par » (flèche à tête
pleine). Celui entre les revendications ou les stratégies et les contextes, les justifications,
les hypothèses symbolise une information supplémentaire et porte la signification « dans le
contexte de » (flèche à tête creuse).
Un exemple simple illustrant un raisonnement est donné Figure 1.15. Dans cet exemple
la revendication que le logiciel est apte à l’usage repose uniquement sur des activités de
test et de vérification formelle. Les tests effectués avec un oracle défini, supposé correct,
montrent que le logiciel fournit des résultats cohérents. La vérification formelle du fonc-
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Figure 1.15 – Un exemple de l’argumentaire présenté avec GSN
tionnement du système est valide si elle repose sur une spécification correcte. Ces deux
affirmations, ensemble, infèrent la revendication « Le logiciel est apte à l’usage ». Cet
exemple simple illustre bien la limite de cette approche argumentaire, car rien ne garantit
que cette stratégie (S1), est suffisante pour la revendication, si ce n’est l’expertise. Rappe-
lons que nous nous plaçons dans le cadre où le système est trop complexe ou qu’il existe
trop d’incertitudes pour appliquer des normes ou démontrer quantitativement que la re-
vendication principale est vraie. La construction d’un argumentaire doit donc se baser sur
le jugement d’experts.
Un exemple plus complexe extrait de GSN-Standard (2011) est donné Figure 1.16. Il
représente un argumentaire démontrant la sécurité opérationnelle d’un système de contrôle.
Cette revendication G1 est supportée par deux sous-revendications : « G2 : tous les dan-
gers sont éliminés ou traités avec succès » et « G3 : la partie logicielle du système de
contrôle a été développée en respectant les niveaux d’intégrité SIL, requis pour les dan-
gers concernés ». La première sous-revendication, dans le contexte où la liste des dangers
et la limite de la tolérabilité sont connues, est supportée par le traitement de chacun des
dangers identifiés, l’inférence utilisée a donc pour hypothèse « A1 : tous les dangers sont
identifiés ». L’affirmation du traitement de chacun des dangers est ensuite argumentée par
le résultat des méthodes d’analyse de la sûreté de fonctionnement basées sur des arbres
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de fautes (Sn2) et sur de la vérification formelle (Sn1). De manière similaire, la deuxième
sous-revendication traite les systèmes de protection primaire et secondaire indépendam-
ment et affirme que chaque système répond bien à son exigence de niveau d’intégrité (SIL)
en suivant le processus de développement adéquat.
En plus de cette notation, GSN-Standard (2011) propose une méthode pour la construc-
tion des argumentaires qui repose notamment sur deux processus pour identifier les élé-
ments de la structure GSN : la méthode descendante Top - Down (en partant de la reven-
dication finale) et la méthode ascendante Bottom - Up (à partir des éléments de preuve). Il
existe également des patterns GSN, dont sans doute le plus utilisé en sécurité (safety), est
le Hazard Avoidance Pattern (Kelly et McDermid, 1997), présenté Figure 1.17, où le but
de haut niveau G1 est décomposé en sous objectifs selon la stratégie S1. Dans ce cas, les n
dangers doivent avoir été traités, pour pouvoir justifier G1. Si le traitement d’un danger a
une confiance très faible, cela doit impacter fortement la confiance dans l’objectif G1. Une
instanciation de ce pattern a été donnée dans le modèle GSN Figure 1.17.
1.7 Vue générale des contributions de la thèse
Comme nous l’avons présenté précédemment Section 1.1, malgré l’existence de normes
pour certains domaines robotiques, la diversité des applications rend très peu probable l’ap-
plication directe de ces normes, et par conséquent la certification ne peut se faire comme
dans les autres domaines à sécurité critique. Ainsi, il est important de proposer des tech-
niques permettant d’étudier la sécurité de tels systèmes, mais également de pouvoir la
justifier auprès des organismes de certification.
L’approche que nous proposons ici s’inscrit dans le processus de gestion du risque stan-
dardisé présenté Chapitre 2. La vue globale de cette approche est présentée Figure 1.18.
Dans l’activité d’analyse du risque nous proposons de combiner la technique HAZOP pré-
sentée Section 1.3 avec le langage de modélisation UML (Unified Modeling Language). Nous
montrerons dans le Chapitre 2, comment à partir de trois diagrammes UML, il est possible
d’effectuer grâce à la méthode HAZOP-UML, une identification des dangers opérationnels
(c’est-à-dire, ceux liés à l’exécution d’une tâche, lors de la vie opérationnelle du système).
À partir de cette liste de dangers, il est ensuite possible d’identifier et d’estimer les risques,
en suivant les étapes classiques du processus de gestion du risque comme présenté dans la
Section 1.2.
Puis pour l’étape d’évaluation du risque, et de décision d’acceptabilité, face à l’impos-
sibilité d’obtenir des évaluations quantitatives (par exemple, il n’existe aucune information
sur les taux de défaillance du logiciel, ou sur les taux d’erreur humain), nous proposons
d’utiliser un argumentaire de sécurité, modélisé en GSN (présenté Section 1.6). Cependant,

















































































































































































































































































































































































































































































































































Figure 1.16 – Un exemple de l’argumentaire présenté avec GSN tiré de GSN-Standard
(2011)
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In the previous section, Figure 2 shows the GSN
pattern (again, without accompanying text)
representing a functional decomposition argument.  In
this structure, the top level goal of system safety (G1) is
re-expressed as a number of goals of functional safety
(G2) as part of the strategy identified by S1.  In order to
support this strategy, it is necessary to have identified
all system functions affecting overall safety (C1)  e.g.
through a Functional Hazard Analysis.  In addition, it
is also necessary to put forward (and develop) the
claim that either all the identified functions are
independent, and therefore have no interactions that
could give rise to hazards (G4) or that any interactions
that have been identified are non-hazardous (G3).
At lower levels in the safety case argument, patterns
also emerge. For example, when arguing the safety of
software it is often common to claim a level of software
integrity from an appeal to having used best practice
tools, techniques and methods during development
and testing. Other common argument structures
emerge from the use of particular techniques. For
example, to support the claim that a particular software
condition cannot arise, a pattern could be identified
showing the typical use of either formal verification, Software Fault Tree Analysis (SFTA), or black box testing —
each strand of argument having its own associated arguments to develop (e.g. that the formal specification
is an accurate representation of the final target code (for formal verification), that sequential composition
has been appropriately represented (for SFTA), that sufficient coverage achieved (for testing) .




of system is 'fault-free'
C1: Fault = deviation from intended
behaviour that could lead to a
system level hazard
C2: Free = Software itself does not
initiate any events that could lead













(m = # of conditions)
C3: Identified Software
Requirements / Properties
(n = # of requirements / properties)
n
G3: <condition y> can
only occur by physical
component failure
m
Figure 4. Fault Free Software Pattern.
In this pattern, the claim that the software element in a system is ‘fault free’ (G1) is supported by two main
strands of argument (S1 and S2). First, over a list (C3) of identified hazardous software conditions (e.g.
“Controller demands speed greater than maximum safe speed”) the m sub-goals of the form G3 are expressed, to
argue that these hazards can only occur through physical component failures. Second, over a list (C4) of
identified software requirements (e.g. “Operation will not start if operator detected near machinery”) the n sub-
goals of the form G2 are expressed to argue that these properties are enforced in the software. In order that
this pattern will be appropriately applied, the context of the pattern is made clear through the elements C1
and C2 - both defining key terms in the top level claim.
The example patterns given here are deliberately general, as they can be readily understood and have wide
applicability across technologies and regulatory contexts. However, in well understood and stable domains
it is possible to identify argument patterns at a greater level of specificity. For example, in the civil









n = # hazards
Provides {Hazard X}
G2: {Hazard X} has
been addressed
n
Figure 3. Hazard Avoidance Pattern
Figure 1.17 – GSN Hazard Avoidance Pattern
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Argumentaire de sécurité





































Figure 1.18 – Vue générale des contributions de la thèse au processus de gestion du risque
comme nous l’avons souligné auparavant, se pose le problème de la confiance que l’on peut
placer dans ces argumentaires, fortement dépendants du niveau d’expertise de la personne
réalisant l’étude. Nous proposons donc dans le Chapitre 3 une nouvelle approche permet-
tant de construire un réseau de confiance associé à un argumentaire de sécurité. Ce réseau
est basé sur les réseaux Bayésiens (Section 1.4), mais s’appuie également sur la fonction de
croyance de D-S (Section 1.5). Ce réseau permettra notamment d’effectuer des analyses de
sensibilité afin de détecter les faiblesses de l’argumentaire de confiance, et de l’améliorer.
Comme présenté sur la Figure 1.18, les deux contributions de cette thèse s’insèrent dans
le processus de gestion du risque, contenant d’autres activités (comme l’estimation du risque
par exemple). Nous présenterons dans le Chapitre 4 les résultats que nous avons obtenus
lors de l’application de cette approche dans le cas concret de l’analyse d’un déambulateur
robotisé développé dans le cadre du projet ANR MIRAS.
Chapitre 2
Analyse du risque basée modèle
2.1 Introduction
Les processus de développement de systèmes à sécurité critique ont rapidement intégré
des activités de gestion du risque comme présenté dans le Chapitre 1. Une des premières
activités consistait à comprendre le système du point de vue de ses fonctions, ses frontières,
ainsi que l’utilisation attendue. Les étapes suivantes d’analyse, d’estimation et d’évalua-
tion du risque, reposaient donc sur la qualité de cette compréhension. Conjointement au
développement des techniques d’analyse du risque, des langages de modélisation des sys-
tèmes sont apparus, et c’est tout naturellement que de nombreux travaux ont porté sur la
connexion entre les techniques de modélisation système et celles d’analyse du risque. Plus
généralement, le concept d’analyse de sécurité basée sur les modèles (mode-based safety
analysis) est apparu, et il existe aujourd’hui de nombreux travaux et outils sur ce sujet.
Après un état des lieux de ces travaux, ce chapitre présentera la méthode HAZOP-
UML. Cette méthode, initiée au LAAS-CNRS avant le début de cette thèse, a été enrichie
et finalisée lors de cette thèse. Parmi les points importants de notre contribution, nous
montrerons comment les diagrammes d’états-transitions ont été intégrés à la méthode.
La validation de cette approche sera donnée ultérieurement dans le Chapitre 4, où nous
présenterons également comment HAZOP-UML s’insère complètement dans un processus
de gestion du risque.
2.2 Utilisation des modèles dans l’analyse du risque
Les premiers travaux autour de l’analyse de risque (ou sécurité) basée modèle, se sont
attachés à réaliser des ponts entre techniques de modélisation et techniques d’analyse de
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risque comme les arbres de fautes (AdF), l’analyse des modes de défaillance et de leurs effets
critiques (AMDEC). La méthode HIPS-HOPS (Hierarchically Performed Hazard Origin
and Propagation Studies) puis l’outil associé, développé à l’université de Hull 1, illustre
parfaitement cette transition en générant automatiquement des AdF et des AMDEC à
partir de modèles du système (par exemple exprimés avec SIMULINK) et d’annotations
de défaillance pour chaque composant). L’approche TOPCASED 2 s’insère également dans
cette catégorie mais en proposant un ensemble de modèles tournés vers UML mais sans
génération de données pour des outils d’analyse du risque.
Parallèlement, plusieurs projets de recherche européens comme ESACS (2001-2003) 3
dans le domaine des transports, suivi de ISAAC (2004-2007) 4 dans l’avionique, puis CE-
SAR (2009-2012) 5 suivi de CRYSTAL (2013-2017) 6 dans les systèmes embarqués, ont eu
au cœur de leurs problématiques l’analyse de sécurité basée modèle.
De manière générale, les activités réalisées au sein de ces méthodes peuvent se regrouper
selon trois catégories (Blanquart, 2010) :
1. analyse de la propagation des fautes
(a) bottom-up : effets d’une faute sur le système
(b) top-down : recherche des fautes induisant un événement redouté
2. vérification d’exigences de sûreté de fonctionnement (ou plus précisément de sécu-
rité)
3. quantification de la probabilité d’occurrence d’évènements redoutés
La proposition présentée dans ce mémoire s’inscrit dans la première catégorie. L’objectif
initial étant d’identifier des scénarios dangereux, notamment lors des interactions homme-
robot, la méthode HAZOP-UML s’apparente à de l’analyse de propagation de fautes (même
si par faute on considèrera ici des défaillances ou des événements non prévus). Le choix
d’UML s’est imposé par l’utilisation de plus en plus importante de cet langage de modéli-
sation.
Les travaux les plus proches de notre approche ont été menés dans le cadre du projet
(CORAS, 2014; Bjørn Axel Gran et Thunem, 2004). Dans ce projet une méthodologie
utilisant les concepts d’analyse de risques et de modélisation orientée objet a été développée
pour l’évaluation de risques des systèmes à sécurité critique vis-à-vis des malveillances.
1. http ://hip-hops.eu/
2. http ://www.topcased.org
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Dans notre cas, nous privilégions la sécurité-innocuité (safety) par rapport à la sécurité-
confidentialité (security), mais l’objectif de nos études reste similaire à celui du projet
CORAS. Cependant, nous n’avons pas les même revendications dans les diagrammes UML
(focalisant sur HAZOP et Arbre de Fautes). Une différence majeure dans notre approche
est la forte connexion entre les modèles UML et la technique HAZOP, qui n’existe pas dans
le projet CORAS. Ainsi, ils utilisent la technique HAZOP sans aucun lien explicite vers les
modèles UML (leurs mots-guide de HAZOP ne sont pas applicables aux modèles UML).
Notre approche d’analyse du risque est fondée sur la ré-interprétation des mots-guides
de la technique HAZOP dans le contexte des différents modèles UML. La proposition
de Lano et al. (2002), suivie par une étude systématique de Hansen et al. (2004), consi-
dère également l’interprétation des mots-guides de HAZOP dans la déviation des éléments
de UML comme classe, association, rôle, message etc. Une autre approche similaire de
(Gorski et Jarzebowicz, 2005) et (Jarzebowicz et Górski, 2006) présente aussi une analyse
statistique de l’utilisabilité de la méthode. L’interprétation des mots-guides appliqués aux
diagrammes UML statiques dans ces approches cherche à inspecter le modèle pour iden-
tifier les fautes de conception et non pas les déviations opérationnelles. Toutefois, pour
les diagrammes UML dynamiques (diagramme de cas d’utilisation, de séquence, d’activité
et d’états), l’interprétation de plusieurs mots-guides peut servir à l’examen des déviations
relatives à sa phase opérationnelle. Ceci est le cas des études présentées par Johannessen
et al. (2001) et de façon plus formelle par Allenby et Kelly (2001) qui se concentrent sur
les diagrammes de cas d’utilisation. Ces travaux sur le diagramme de cas d’utilisation ont
inspiré l’étude présentée par Srivatanakul (2005) qui s’est concrétisée par le développement
d’une approche pour l’analyse de risques vis-à-vis des malveillances basée sur de nouvelles
interprétations des mots-guides. Même si ces travaux sont orientés davantage aux risques
liés à une utilisation malveillante des opérateurs, certaines interprétations restent appli-
cables aux systèmes critiques en interaction avec des humains, en prenant en compte des
fautes d’origine accidentelle.
Dans le cadre de nos travaux, nous avons combiné et étendu les résultats de ces études,
en nous intéressant aux diagrammes de cas d’utilisation, de séquence et d’états-transitions
pour examiner les déviations relatives à la phase opérationnelle. Nous accordons une atten-
tion particulière à l’intégration des techniques d’analyse des erreurs d’interaction humaine
basées sur HAZOP comme présenté par Guiochet et al. (2004), qui sont au cœur des inter-
actions humain-robot. En effet, la prise en compte de ces types d’erreur est un problème
majeur dans les systèmes critiques (Stanton et al., 2006), cependant leur analyse n’est pas
toujours corrélée avec la modélisation préliminaire du système.
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2.3 Langage de modélisation unifié UML
UML (en anglais Unified Modeling Language ou Langage de Modélisation Unifié) est
un langage de modélisation graphique. Il est apparu dans le monde du génie logiciel, dans
le cadre de la « conception orientée objet ». Couramment utilisé dans les projets logiciels,
il peut être appliqué à toutes sortes de systèmes ne se limitant pas au domaine infor-
matique. Sur le site de l’OMG (OMG, Consulté le 13 mars 2010), UML2 propose treize
types de diagrammes (contre neuf en UML1.3). UML n’étant pas une méthode, le choix de
diagrammes à utiliser est laissé libre aux utilisateurs. De même, on peut se contenter de
modéliser partiellement un système, par exemple certaines parties critiques.
Les 13 diagrammes UML (listés Figure 2.1) sont dépendants hiérarchiquement et se
complètent, de façon à permettre la modélisation d’un projet tout au long de son cycle de
vie. Ils peuvent être rassemblés selon deux catégories : les diagrammes structurels et les
diagrammes comportementaux. Il existe six diagrammes structurels :
1. Le diagramme de classes représente les classes intervenant dans le système.
2. Le diagramme d’objets sert à représenter les instances de classes (objets) utili-
sées dans le système.
3. Le diagramme de composants il permet de montrer les composants du système
d’un point de vue physique, tels qu’ils sont mis en œuvre (fichiers, bibliothèques,
bases de données...)
4. Le diagramme de déploiement sert à représenter les éléments matériels (or-
dinateurs, périphériques, réseaux, systèmes de stockage...) et la manière dont les
composants du système sont répartis sur ces éléments matériels et interagissent
entre eux.
5. Le diagramme de paquetages un paquetage étant un conteneur logique permet-
tant de regrouper et d’organiser les éléments dans le modèle UML, le diagramme
de paquetages sert à représenter les dépendances entre paquetages, c’est-à-dire les
dépendances entre ensembles de définitions.
6. Le diagramme de structures composites permet de décrire sous forme de
boîte blanche les relations entre composants d’une classe.
En complément de ces diagrammes statiques, il existe également sept diagrammes com-
portementaux, dont quatre diagrammes d’interaction ou dynamiques :
1. Le diagramme des cas d’utilisation (use-cases) permet d’identifier les pos-
sibilités d’interaction entre le système et les acteurs (intervenants extérieurs au
système), c’est-à-dire tous les usages que doit permettre le système.
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Figure 2.1 – Les 13 diagrammes d’UML2
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2. Le diagramme d’états-transitions permet de décrire sous forme de machine à
états finis le comportement du système ou de ses composants.
3. Le diagramme d’activité permet de décrire sous forme de flux ou d’enchaînement
d’activités le comportement du système ou de ses composants.
4. Le diagramme de séquence est une représentation séquentielle du déroulement
des traitements et des interactions entre les éléments du système et/ou de ses acteurs.
5. Le diagramme de communication est une représentation simplifiée d’un dia-
gramme de séquence se concentrant sur les échanges de messages entre les objets.
6. Le diagramme global d’interaction permet de décrire les enchaînements pos-
sibles entre les scénarios préalablement identifiés sous forme de diagrammes de sé-
quence (variante du diagramme d’activités).
7. Le diagramme temporel permet de décrire les variations d’une donnée au cours
du temps sous la forme d’un chronogramme.
Dans l’approche que nous proposons, l’objectif est de permettre d’identifier les dangers
dès le début d’un projet. Or dans la plupart des méthodes associées à UML, les deux dia-
grammes utilisés en premier sont les diagrammes des cas d’utilisation et de séquence. Le
diagramme d’état-transitions, est également utile lors des premières étapes d’un processus
pour spécifier le comportement attendu d’un système robotique. Par la suite, nous nous
intéressons à ces trois diagrammes en particulier (diagramme des cas d’utilisation, dia-
gramme de séquence et diagramme d’état-transitions), en mettant l’accent sur les éléments
qui sont fondamentaux pour notre approche.
2.3.1 Diagramme des cas d’utilisation
UML définit une notation graphique pour représenter les cas d’utilisation, cette notation
est appelée diagramme de cas d’utilisation. Un cas d’utilisation est la description d’un
objectif à atteindre par un acteur qui utilise le système (comme par exemple « Programmer
la tâche » comme sur la Figure 2.2). Il correspond à une classe de scénarios. Un acteur est
une entité externe qui interagit avec le système, comme une personne humaine ou un autre
système. L’activité du système a pour objectif de satisfaire les besoins de l’acteur, c’est-à-
dire d’exécuter le cas d’utilisation. Cependant, cette exécution peut également amener à
des exceptions ou des scénarios alternatifs.
La figure 2.2 montre un exemple de diagramme de cas d’utilisation d’un robot. Deux
acteurs ont été identifiés, Opérateur et Utilisateur, correspondant aux deux rôles différents
vis-à-vis du système robotique (représenté par le cadre externe). Ces acteurs attendent de









Figure 2.2 – Diagramme de cas d’utilisation d’un robot générique
la part du système les services suivants : installer le robot et programmer la tâche pour
l’opérateur, et exécuter la tâche pour l’utilisateur. Ce petit exemple générique illustre la
manière dont est utilisé le diagramme de cas d’utilisation dans la suite de ce manuscrit. Il
est possible de trouver d’autres représentations, notamment certaines qui représentent le
robot lui même en tant qu’acteur. Le système alors représenté par le cadre est le contrôleur
de robot uniquement, c.à.d, tout sauf les parties mécaniques. Cependant, pour certains
composants, la frontière entre mécanique et électronique est parfois difficile à établir. Nous
avons préféré cette représentation plus simple, et moins ambiguë.
Un diagramme de cas d’utilisation n’existe pas sans une description textuelle pour
chaque cas d’utilisation. Il est en effet très facile de lire un diagramme, mais beaucoup
d’informations fondamentales n’apparaissent pas. Un exemple de fiche est donné dans la
figure 2.3. Les différents éléments à fournir sont explicités dans la colonne de droite. Il
est à noter que dans la ligne « Exigences non fonctionnelles », sont notées les exigences
n’apparaissant pas sur les diagrammes des cas d’utilisation, et qui peuvent concerner toute
exigence de sûreté de fonctionnement, performance, ou d’ergonomie. Nous utiliserons par la
suite cette ligne pour exprimer des contraintes de sécurité valides tout au long de l’exécution
du scénario nominal.
2.3.2 Diagramme de séquence
Les diagrammes de séquence permettent de représenter des interactions entre objets
selon un point de vue temporel, l’accent est mis sur la chronologie des envois de messages.
Ces diagrammes servent notamment à décrire un cas d’utilisation. La figure 2.4 résume
les éléments principaux d’un diagramme de séquence. Une ligne de vie (lifeline), part
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Cas d’utilisation <nom du cas d’utilisation> 
Acteurs <acteurs liés au cas d’utilisation> 
Préconditions 






<scénario nominal du cas d’utilisation> 
Postconditions 
<post-condition en cas de déroulement attendu 




<levée d’exception lors de l’exécution du 
scénario nominal> 
Variantes <variante du scénario nominal> 
Exigences non fonctionnelles 
<Toute exigence liée à la sûreté de 
fonctionnement, aux performances, à 
l’ergonomie, etc. du cas d’utilisation> 
 
Figure 2.3 – Fiche de cas d’utilisation
d’un objet (par exemple « :Système») et descend verticalement en pointillé (le temps
est représenté comme s’écoulant du haut vers le bas le long des « lignes de vie » des
objets). Entre ces lignes de vie sont représentés des messages. La signature des messages
apparaît sur chaque flèche ainsi que les paramètres associés. Il est possible de représenter,
en utilisant le concept de message, des envois de signaux, des appels de méthodes, des
déclenchements d’activités, etc. Dans notre cas, nous utiliserons les diagrammes de séquence
pour représenter les interactions homme-robot. Elles sont en général de trois types :
— indirectes via des pendants 7 ou interfaces de commande informatiques ou matérielles
— cognitives par l’utilisation de gestes ou de paroles perçus par des capteurs du robot
— physiques par le contact direct entre l’homme et la structure physique du robot
Lors de la modélisation des interactions au début du processus de développement, il n’est
parfois pas encore décidé quel type d’interaction sera mis en œuvre. L’utilisation des dia-
grammes de séquence est particulièrement adapté à cette situation, car on peut réduire un
message à la simple spécification de l’interaction (et pas sa réalisation). Par exemple, si le
robot doit percevoir le message « mettre le robot en pause », cela sera représenté par un
message entre l’utilisateur et le robot, mais pourra être réalisé par la suite par un dispositif
électronique (un bouton poussoir), ou par un geste spécifique de l’humain capté par le
robot.
7. Le terme de « pendant » provient de la robotique industrielle où les robots sont contrôlés à partir de
pupitres ou de télécommandes suspendues (nommées « pendants »)















Figure 2.4 – Éléments principaux d’un diagramme de séquence
Il existe de nombreux autres concepts en UML pour les diagrammes de séquence, no-
tamment les « fragments » d’interaction, permettant de rajouter sur les diagrammes des
boucles, des branchements conditionnels, des contraintes de séquencement, etc. Nous n’uti-
liserons pas les fragments par la suite, car ils correspondent rarement à des concepts utilisés
pour les diagrammes de séquence « système » (diagrammes où seuls les acteurs et le système
sont représentés).
2.3.3 Diagramme d’états-transitions
Un diagramme d’états-transitions est un schéma utilisé pour représenter des automates
déterministes. Il s’inspire principalement du formalisme des statecharts d’Harel (1987). La
puissance d’expression de cette représentation permet de modéliser le fonctionnement global
du système, mais peut également être utilisé pour spécifier et implémenter des algorithmes.
Un état représente le système à un instant donné, souvent pendant l’exécution d’une action.
En UML, il est défini par la valeur de ses attributs à un instant donné. Une transition relie
deux états, elle est représentée par une flèche. En plus des états de départ (au moins un)
et d’arrivée (nombre quelconque), une transition peut comporter les éléments facultatifs
suivants :
— Un événement event
— Une condition de garde guard
— Une liste d’actions action
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State 2







Figure 2.5 – Exemple de diagramme d’états-transitions
Une transition peut avoir une condition de garde (spécifiée par ’[’ <guard> ’]’ dans la syn-
taxe). Il s’agit d’une expression logique sur les attributs de l’objet, associée au diagramme
d’états-transitions, ainsi que sur les paramètres de l’événement déclencheur. La condition
de garde est évaluée uniquement lorsque l’événement déclencheur se produit. Si l’expression
est fausse à ce moment là, la transition ne se déclenche pas. Si elle est vraie, la transition
se déclenche et ses effets se produisent.
Les événements peuvent être de quatre types :
1. Événement de type signal (signal) : une occurrence asynchrone d’un événement
externe à la machine à états (Ex : Bouton STOP enfoncé).
2. Événement d’appel (call) : réception de l’appel d’une opération par un objet. Les
paramètres de l’opération sont ceux de l’événement d’appel.
3. Événement de changement (change) : un événement de changement est généré par la
satisfaction (i.e., passage de faux à vrai) d’une expression booléenne sur des valeurs
d’attributs.
4. Événement temporel (after ou when) : délai expiré after(< durée >), ou arrivée
d’un temps absolu when(date =< date >)
Ces éléments sont représentés de manière générique sur la figure 2.5. D’autres éléments
sont parfois utilisés comme les états composites (disjoints ou concurrents) ou des représen-
tations des points de décision ou de jonction. Comme pour les autres diagrammes, nous
avons fait le choix de ne pas utiliser ces représentations complémentaires car :
— elles peuvent se représenter avec la notation classique,
— l’objectif est de faire des diagrammes les plus simples possibles pour communiquer
avec les experts en sécurité.
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2.4 Méthode d’analyse du risque HAZOP-UML
2.4.1 Introduction
Parmi les méthodes d’analyse des risques, beaucoup sont aujourd’hui adaptées pour
s’appuyer sur des modèles du système, exprimés par exemple en UML. Cependant, très
peu s’appuient sur des modèles de spécifications et encore moins en intégrant l’interaction
humain-système. C’est dans ce contexte qu’une adaptation de la méthode HAZOP pré-
senté Section 1.3 au diagramme de séquence, de cas d’utilisation et d’états-transition, est
proposée. Cette méthode a été initiée et partiellement décrite dans Martin-Guillerez et al.
(2010b,a), mais a été étendue et validée lors de ce travail de thèse.
Elle est basée sur une description en UML (Unified Modeling Language) des scénarios
d’utilisation et des interactions humain-robot, puis effectue une analyse des déviations de
ces scénarios en se basant sur une technique similaire à HAZOP (HAZard OPerability).
Celle-ci permet de traiter chaque élément de ces modèles en appliquant des listes de mots-
guides pour étudier les déviations de ces éléments de base puis en estimer les effets. Le fait
de coupler HAZOP et UML présente trois apports importants par rapport aux techniques
classiques d’analyse des risques comme l’AMDEC (Analyse des Modes de Défaillance, et
de leurs Effets Critiques) et les Arbres de Fautes :
— les techniques de modélisation (représentation graphique des interactions et du sys-
tème avec un sous-ensemble de la notation UML) permettent de communiquer avec
des personnes non spécialistes de la conception (comme les patients ou les spécia-
listes médicaux) ;
— la cohérence avec le processus de développement est assurée car les modèles sont les
mêmes que ceux utilisés lors de la conception ;
— c’est une approche « centrée utilisateur » car l’utilisateur reste toujours au cœur des
modèles.
— l’analyse du risque HAZOP-UML peut être réalisée très tôt dans les premières étapes
du développement du système, dès la description du besoin. À cette étape, la concep-
tion et les spécifications ne sont pas encore claires, seules les fonctions désirées du
système et leur déroulement sont modélisables avec des diagrammes de cas d’utili-
sation et des diagrammes de séquences.
Il est important de noter que l’application de cette méthode ne se substitue pas aux
techniques comme l’AMDEC ou les AdF, mais vient en amont de celles-ci, afin d’identifier
clairement les dangers majeurs opérationnels auxquels seront confrontés les utilisateurs.
S’il faut par exemple estimer la probabilité d’une combinaison de défaillances, il faudra
ensuite passer par une technique adaptée comme les AdF.
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Cas 
d’utilisation 
<Nom du cas d’utilisation> 
Description  <Scénario nominal du cas d’utilisation> 
Préconditions <préconditions au lancement du cas 
d’utilisation> 
Postconditions <postconditions en cas de succès du cas 
d’utilisation> 
 
Invariants <Conditions à vérifier pendant l’exécution 
du cas d’utilisation> 
 
Figure 2.6 – Fiche de cas d’utilisation utilisée pour HAZOP-UML
La méthode HAZOP-UML proposée dans cette section, est basée sur le processus repré-
senté dans la Figure 1.10. Un important travail a donc consisté à traduire pour les modèles
UML ce que signifient les concepts d’éléments et d’attributs (au sens d’HAZOP), puis à
déterminer des déviations génériques, c’est-à-dire des interprétations de l’application de
chaque mot-guide à chaque attribut des diagrammes UML considéré.
2.4.2 Mots-guide appliqués au diagramme des cas d’utilisation
En UML, les diagrammes de cas d’utilisation font partie des diagrammes comportemen-
taux. Ils permettent d’identifier les possibilités d’interaction entre le système et les acteurs,
c’est-à-dire toutes les fonctionnalités que doit fournir le système. La première « entité »
au sens de la méthode HAZOP que nous proposons de traiter ici est un cas d’utilisation.
Il est donc important de déterminer quels sont les « attributs » d’un cas d’utilisation, sur
lesquels seront appliqués les mots-guide.
Comme présenté précédemment Figure 2.3, pour chacun des cas d’utilisation, il est pos-
sible de déterminer les préconditions, et les postconditions. Nous proposons d’utiliser
également le concept d’invariant (condition nécessaire pendant le déroulement de l’opéra-
tion) qui reprend de manière plus précise la catégorie « Exigences non fonctionnelles ». Il
est en effet apparu que lors de la modélisation en UML, les experts du domaine fournissent
dès le début des invariants (notamment de sécurité), pour chaque cas d’utilisation. Ces
invariants, généralement sous forme de contraintes (par exemple : la vitesse du robot ne
doit pas dépasser 20cm/s) peuvent être issus d’experts, de standards, ou d’autres analyses
de sécurité réalisées en parallèle. La Figure 2.6 présente la fiche d’un cas d’utilisation avec
les éléments de base utilisés pour l’application d’HAZOP-UML.
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for use case entity
 
Figure 4 - HAZOP methodology adapted from [MoD Def Stan 00-58:2000] 
The conjunction attribute + guideword facilitates the generation of deviations. We adapted the guidewords of 
Erreur ! Source du renvoi introuvable. according to the two types of entities. They are presented hereafter 
in tabular form. Each table associates a list of guidewords for an attribute of one entity. An interpretation of 
the generic deviation is also provided in order to guide the mental process. Table 3 is the adaptation of the 
HAZOP guidewords for use cases, and Table 4 for sequence diagrams (which is an extension of the results 
of Lano et al. [LAN02]). 
 
Entity = Use Case 
Attribute Guideword  Interpretation 
No/none The condition is not evaluated and can have any value 
Other than 
The condition is evaluated true whereas it is false  
The condition is evaluated false whereas it is true 
As well as 
The condition is correctly evaluated but other unexpected 
conditions are true 
Part of 
The condition is partially evaluated 
Some conditions are missing 
Early 
The condition is evaluated earlier than required (other 
condition(s) should be tested before) 
The condition is evaluated earlier than required for correct 





The condition is evaluated later than required 
(condition(s) depending on this one should have already 
been tested) 
The condition is evaluated later than required for correct 
synchronization with the environment 
Table 3 - Attributes, guidewords and interpretations for use case entity 
 
- An abstract describing the interaction that occurs in
the main scenario of the use case, for example “When
called by the user, the robot moves from its current
position to a position near the user”;
- A series of preconditions that must be satisfied before
the use case can be executed, for example “The user
called the robot” and “The robot is free from other
tasks”;
- A series of postconditions that must be satisfied af-
ter the use case has been completed successfully, for
example “The robot is in the user’s vicinity”;
- A series of invariants that must be fulfilled throughout
the execution of the use case, for example “The robot
does not collide with the environment or the user”.
UML sequence diagrams are then used to model the inter-
actions between the robotic system and humans. Interac-
tion between objects of the sequence diagram can be rep-
resented by messages while actions of one object can be
represented using self-messages. We also use annotations
to express the types of interaction (physical contact, visual
signal, etc.) when the design is sufficiently advanced for that
to be known.
For each use case, at least one sequence diagram should be
drawn for the nominal scenario. Sequence diagrams should
also be drawn for the most pertinent alternative scenarios.
The exceptional scenarios can be ignored as they will be
identified and analyzed during the HAZOP analysis.
This UML specification should be done as early as possible
in the development process to allow early identification of
major risks and consequent adaption of the design to meet
the safety requirements of the robotic system. This is possi-
ble since the UML specification remains at a very high level
of abstraction. The use case diagrams define the purpose of
the system and the sequence diagrams of interest describe
just the preliminary design of the system.
3.2 HAZOP method adaptation
Once the UML interaction model is completed, the HAZOP
method is applied by selecting elements of a diagram and
applying guidewords to them. In the Defence Standard 00-
58 [5], the HAZOP analysis is the systematic identification of
every deviation of every attribute of every entity (Figure 1).
We define those terms as follows:
- An entity defines what part of the system model is
under investigation. In our case it refers to a use case
or a sequence diagram.
- An attribute refers to a physical or logical property of
an entity :
- For use cases, we choose the fields: (1) precondi-
tions, (2) postconditions, and (3) invariants.
- For sequence diagrams, we identify five attributes
for each message: (1) predecessors and successors
during the interaction, (2) message timing, (3)
send and receive objects, (4) message guard con-
dition and (5) message parameters.
Table 2 is the adaptation of the HAZOP guidewords for use
cases, and Table 3 for sequence diagrams. An interpreta-
tion of the generic deviation is also provided in order to
guide the mental process. These tables were derived from a
combination of the different studies presented in section 2,
discussions with experts, application of the guidewords to
small case studies, models of computation errors, and con-
frontation with human error models.
Once deviations have been identified, possible consequences
and causes are analyzed. To do this, the conditions of execu-
tion of the sequence diagram (e.g., environmental conditions
or human states) need to be taken into account. The next
step is to propose hints regarding possible risk reduction
means to prevent the occurrence of deviations or to provide
protection against their unwanted effects. One way of pre-
venting the occurrence of deviations is to guarantee that a
function or functional block whose failure can give rise to this
deviation has a high level of integrity, i.e., it is sufficiently
trustworthy to meet the safety objectives. For this, we use
the concept of Safety Integrity Levels (SILs) as defined in
the ISO/IEC61508 standard [11]. We consider that, for a
safety-related function, the SIL is determined only in terms
of the severity of the consequences of its failure. Hence,
we used a direct mapping between severity levels and SILs.
Of course, as presented in the standard, other approaches
can be used to calculate a SIL. Such alternatives should be
considered for each given project, depending on its safety
objectives.
For some functions, it is difficult to meet the assigned SIL
requirements. For example, the SIL assigned to a critical
software component might require the use of stringent de-
velopment methods and tools that are not capable of dealing
with the complexity of the component. Moreover, some de-
viations just cannot be treated in this way. For example,
the root cause of a human error cannot be mapped to a
function to which a SIL can be assigned. For these reasons,
other recommendations need to be given to limit the effects
of the deviation, such as modifications of the specification,
of system usage or of the human-machine interfaces.
Table 2.1 – Liste des mo s-guides pour l’HAZOP-UML appliquée aux cas d’utilisation
Ces éléments sont des paramètres qui, couplés avec certains mots-guides précisés dans
la table 2.1, permettent d’étudier la déviation correspondante. Ces mots-guides et leur
interprétation ont été déterminés précédemment et validés sur plusieurs cas d’étude. Nous
avons conservé la version anglaise car c’est celle qui a été utilisée et validée lors de plusieurs
cas d’étude (notamment projet PHRIENDS et MIRAS présentés dans le Chapitre 4). À
titre d’exemple, imaginons un cas d’utilisation où la précondition est « Le robot est en
mode débrayé » . L’application du mot-guide Other than pourrait donner comme déviation
« Le robot n’est pas en mode débrayé alors que le contrôleur considère qu’il est ».
2.4.3 Mots-guide appliqués au diagramme de séquence
En complément des diagrammes de cas d’utilisation, les diagrammes de séquences pré-
sentent les interactions entre le système et les acteurs. Comme pour les cas d’utilisation,
la table 2.2 permet de choisir les mots-guides adéquats lors de l’utilisation de la méthode
HAZOP-UML.
Comme pour les cas d’utilisation, cette table résulte d’études préliminaires à cette thèse,
mais a été finalisée dans le cadre du travail présenté ici.
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Entity = Sequence Diagram 
Attribute Guideword  Interpretation 
No Message is not sent 
Other than Unexpected message is sent 
As well as Message is sent as well as another message 
More than Message sent more often than intended 
Less than Message sent less often than intended 
Before Message sent before intended 
After Message sent after intended 





Reverse Reverse order of expected messages 
As well as Message sent at correct time and also at incorrect time 
Early Message sent earlier than intended time Message timing 
Later Message sent later than intended time 
No Message sent to but never received by intended object 
Other than Message sent to wrong object 
As well as Message sent to correct object and also an incorrect object 
Reverse Source and destination objects are reversed 
More Message sent to more objects than intended 
Sender / 
receiver objects 
Less Message sent to fewer objects than intended 
No/none The condition is not evaluated and can have any value (omission) 
Other than The condition is evaluated true whereas it is false, or vice versa (commission) 
As well as The condition is well evaluated but other unexpected conditions are true 
Part of Only a part of condition is correctly evaluated Message 
condition Late The condition is evaluated later than required (other dependent condition(s) 
have been tested before) 
The condition is evaluated later than correct synchronization with the 
environment 
No/None Expected parameters are never set / returned 
More Parameters values are higher than intended 
Less Parameters values are lower than intended 
As Well As Parameters are also transmitted with unexpected ones 
Part of Only some parameters are transmitted 





Other than Parameter type / number are different from those expected by the receiver 
 
Table 2.2 – Liste des mots-guides pour l’HAZOP-UML appliquée aux séquences
2.4.4 Mots-guide appliqués au diagramme d’états-transitions
Un diagramme d’états-transitions met en avant le comportement d’un système face à
une situation donnée. Ce comportement se traduit par le passage d’un état à un autre état,
ce sont donc les transitions et l’état de destination qui retiennent notre attention pour
l’application de HAZOP-UML.
Pour éviter l’explosion combinatoire, nous avons choisi un sous-ensemble des éléments
présents dans la notation mais qui permet de tout représenter :
1. les états,
2. les transitions,
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3. les événements initiateurs,
4. les conditions,
5. les actions.
Les éléments comme les sous-états, les états concurrents, les points de décision ou les
points de jonction ne sont pas retenus ici. En effet, pour chacun de ces éléments, la notation
de base permet d’exprimer ces concepts. Par exemple, pour remplacer un point de décision
permettant de simuler un choix (si/alors/sinon), nous proposons deux transitions partant
du même état mais ayant des conditions d’activation différentes.
Comme pour les diagrammes de cas d’utilisation ou les diagrammes de séquences, il
a été nécessaire de redéfinir les mots-guides adaptés à chaque élément. La Table 2.3 pré-
sente le résultat des interprétations génériques pour les mots-guides. Comme pour les cas
d’utilisation et les diagrammes de séquence, certains mots-guides n’ont pas d’interprétation
générique.
Par exemple, la combinaison Action-LATE correspond à un déclenchement en retard
de l’action quand le système change de l’état. Cette situation peut être critique pour des
systèmes de contrôle temps réel. Par conséquent, LATE fait partie des mots-guides proposés
pour l’élément Action. En revanche, le mot-guide PART OF appliqué à l’élément Event
ne peut pas être interprété. Nous éliminons donc cette combinaison.
2.4.5 Documents produits par HAZOP-UML
L’application de la méthode HAZOP-UML se présente sous forme de tableau et doit
conduire à l’identification des dangers. Nous proposons d’utiliser le tableau comportant les
éléments suivants (Figure 2.7) :
1. Element : l’élément UML dont la déviation est examinée.
2. Attribute : l’attribut considéré.
3. Guideword : le mot-guide appliqué.
4. Deviation : la déviation résultante de la combinaison du mot-guide et l’attribut.
6. Use Case effect : l’effet au niveau du cas d’utilisation.
7. Real World Effect : l’effet possible au niveau du système dans son environnement.
8. Severity : niveau de gravité du Real World Effect.
9. Possible Causes : causes possibles de la déviation (logiciel, matériel, humain, etc.).
10. Integrity Level Requirement : niveau d’intégrité de sécurité préliminaire. On peut
par exemple utiliser les SIL de la norme IEC61508 (2010) cherchant à éviter la dévia-
tion avec un niveau de confiance suffisant (ceci mène à l’application des techniques
de prévention des fautes ou d’élimination des fautes).
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Entity = State-transition diagram 
Attribute Guideword Interpretation 
Destination 
state 
Other than  The transition leads to another state than expected 
Transition 
No/none The transition is not triggered when intended 
Never The transition is not triggered because the event never occurs or the 
condition is never met 
Event 
No/none The transition is triggered while the event does not occur 
Other than transition not triggered : the transition is not triggered when the 
event occurs 
transition triggered : the transition is triggered when another event 
occurs  
Condition 
No/none The condition is not evaluated and can have any value (omission), 
the transition is triggered 
Other than transition not triggered : the condition is evaluated false whereas it 
is true (commission), the transition is not triggered 
transition triggered : the condition is evaluated true whereas it is 
false, the transition is triggered 
As well as The condition is well evaluated but other unexpected conditions are 
true, the transition is triggered 
Part of Only a part of condition is correctly evaluated, the transition is 
triggered 
Early The condition is evaluated sooner than required, the transition is 
triggered 
Late The condition is evaluated  later than required, the transition is 
triggered 
Action 
No/none The transition is not triggered, there is no action 
Other than The transition is triggered but an action other than intended takes 
place  
As well as The transition is triggered, the action as well as an unexpected 
action take place 
Part of The transition is triggered but only a part of action takes place 
Early The transition is triggered but the action takes place sooner than 
correct synchronization with the environement 
Late The transition is triggered but the action takes place later than 
correct synchronization with the environement 
More The transitions is triggered but the result of the action, if quantifiable, 
is too high 
Less The transitions is triggered but the result of the action, if quantifiable, 
is too low 
 
Table 2.3 – Interprétation des mots-guides pour les diagrammes d’état-transition
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11. New Safety Requirements : si la déviation ne peut pas être évitée, les nouvelles
recommandations sont proposées (par exemple, l’ajout des techniques de tolérance
aux fautes, nouvelles contraintes de régulation).
12. Remarks : explication de l’analyse, recommandations supplémentaires, etc.
13. Hazard Number : l’effet réel de la déviation peut être est un danger avec un numéro
spécifique, facilitant la lecture des résultats de l’étude et leur référence dans les tables
HAZOP.
La réalisation des tables HAZOP permet de synthétiser et d’établir une liste des dan-
gers, comme par exemple dans la Figure 2.8, qui peuvent survenir lors de l’utilisation du
système et une liste de recommandations (voir par exemple Figure 2.9), issues de la modé-
lisation et de l’étude de la sécurité. Non seulement les dangers sont identifiés, il est possible
de connaître leur popularité, c’est-à-dire le nombre de combinaisons menant à un danger
donné.
2.5 Conclusion
La méthode d’identification des dangers présentée dans ce chapitre utilise les techniques
bien connues que sont l’analyse du risque HAZOP et la modélisation en language UML.
Ces dernières sont largement utilisées pour la conception des systèmes et l’étude du risque.
Notre approche se limite à seulement trois types de diagrammes et propose une interpré-
tation des mots-guides associés à chaque type de diagramme. L’avantage majeur de cette
méthode est sa facilité d’application dès la première phase du processus du développement
du produit quand seules les spécifications de haut niveau sont définies. Nous notons égale-
ment que les diagrammes de séquences sont parfaitement adaptés pour étudier les systèmes
robotiques en interaction avec l’humain. Cette méthode a également l’avantage d’utiliser
les mêmes modèles UML que le processus de développement. Bien que la méthode fournisse
des résultats importants du point de vue de la gestion du risque, elle ne constitue cependant
qu’une seule étape qui est l’identification des dangers. Une spécificité de cette méthode est
de n’identifier que les risques opérationnels (c.à.d ceux liés à la vie opérationnelle du sys-
tème). Il est donc important de compléter cette approche par d’autres techniques comme
l’Analyse Préliminaire des Risques ou les Arbres de Défaillances appliqués un peu plus tard
dans le processus de développement.
La contribution de cette thèse a été une consolidation des mots-guides pour les dia-
grammes de séquence et des cas d’utilisation ainsi que le développement des mots-guides
pour les diagrammes d’état-transition. Une autre contribution de cette thèse a été de com-
prendre comment l’approche HAZOP-UML s’intègre dans le processus global de la gestion
du risque qui sera présentée dans le Chapitre 4.























   
   


















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































HN4 Chute du patient sans alarme ou avec alarme tardive Sévère
HN5 Problème physiologique du patient sans alarme ou avec alarme tardive Sévère
HN6 Chute du patient provoquée par le robot Sévère
HN7 Défaut de passage en mode sûr Sévère
HN1 Posture incorrecte du patient pendant l'utilisation du robot Sérieuse
HN2 Chute du patient pendant l'utilisation du robot Sérieuse
HN3 Arrêt total du robot pendant l'utilisation (absence d'énergie) Sérieuse
HN8 Le robot coince le patient Sérieuse
HN9 Collision entre le robot et le patient Sérieuse
HN10 Collision entre le robot et une personne autre que le patient Sérieuse
HN11 Gêne du personnel médical pendant une intervention Modérée
HN12 Déséquilibre du patient provoqué par le robot Modérée
HN13 Fatigue du patient Mineure
Figure 2.8 – Exemple d’une liste de dangers - résultat de la méthode HAZOP-UML
Les résultats issus de la méthode HAZOP-UML comme la liste des dangers et la liste
des recommandations de sécurité servent à définir le contexte dans lequel un argumentaire
de sécurité portant sur le système est construit.
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1 Modérée
Déterminer les délais de réaction entre la détection et l'activation du mode 





2 Modérée Etablir les délais de réactions pour assurer la synchronisation correcte entre 
la descente des poignées et la déverticalisation du patient
HN13 UC03.SD02 Ligne 
57
3 Modérée La force de l'actionneur ne doit pas "éjecter" le patient. HN12,HN13 UC12.SD01 Ligne 
19,30
4 Modérée
Maintenir le blocage des roues pendant un temps MIN sans dépasser un 





5 Modérée Etude de la posibilité d'un profil de la déverticalisation sur siège. HN2 UC13.SD01 Ligne 
1,2,3
6 Modérée Le patient doit pouvoir forcer les vérins en s'appuyant sur le siège pour 
s'asseoir
HN6,HN12 UC13.SD01 Ligne 
18,19,78,85
7 Modérée Il faut s'assurer de la bonne synchronisation des actions du robot HN6 UC13.SD01 Ligne 
80
8 Sérieuse Assurer que l'ordre envoyé au moteur correspond à la déverticalisation HN12 UC03.SD02 Ligne 
53
9 Sérieuse Définir des limites sur la vitesse des poignées. HN12 UC03.SD02 Ligne 
55
10 Sérieuse Coupler (si possible physiquement) les deux bras pendant la 
déverticalisation.
HN12 UC03.SD02 Ligne 
59
11 Sérieuse  Forcer physiquement les limites en hauteurs des poignées (déterminer les 
valeurs maximum)
HN8 UC03.SD02 Ligne 
91
12 Sérieuse Validation du profil par opérateur humain. HN8,HN12 UC03.SD02 Ligne 
91,96
13 Sérieuse Ajouter la précondition "le patient tient le robot par les deux poignées" HN2 UC03bis Ligne 4 ; 
UC13 Ligne 4
14 Sérieuse Le robot doit vérifier la position du patient avant d'effectuer la verticalisation HN6 UC12 Ligen 3
Line 
Number
Severity New Safety Requirements Hazard 
Number
Origine
Figure 2.9 – Extrait d’une liste de recommandations mentionnant la source des dangers
identifiés - résultat de la méthode HAZOP-UML
Chapitre 3
Confiance dans un argumentaire
de sécurité
3.1 Introduction
La question principale qui se pose lorsqu’un argumentaire est construit est la confiance
que l’on peut lui accorder. En effet, comment garantir que la logique d’argumentation est
valide, que les éléments de contexte ou de preuves sont suffisants, et dignes de confiance ?
L’approche générique consiste à identifier les éléments de l’argumentaire dans lesquels
la confiance est limitée ou les incertitudes qui peuvent exister dans un argumentaire, à
les modéliser, les estimer, puis exploiter cette estimation pour les traiter en conséquence.
Plusieurs travaux regroupés dans la Figure 3.1 suivent cette logique. Cette figure décompose
chaque approche en différentes étapes dans l’évaluation de la confiance :
— Construction d’un argumentaire de sécurité, souvent sous forme d’une nota-
tion graphique comme GSN.
— Identification des incertitudes qui peuvent exister dans un argumentaire.
— Construction d’un argumentaire de confiance prenant en compte ces incerti-
tudes.
— Évaluation de la confiance, effectuée de manière soit qualitative, soit quantita-
tive.
— Aide à la décision en se basant sur la confiance.
Chaque approche est présentée plus en détails par la suite.
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Figure 3.1 – Différentes approches sur l’évaluation de la confiance
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3.2 Approches existantes pour l’évaluation de la confiance
dans un argumentaire
3.2.1 Approches qualitatives
Créateurs de la notation graphique GSN, les chercheurs de l’Université de York prennent
conscience du problème de la confiance souvent mêlée dans l’Argumentaire de Sécurité, ren-
dant cette confiance complexe et difficile à évaluer. Une clarification est alors nécessaire
pour distinguer l’Argumentaire de Sécurité et la confiance que l’on peut placer dans un tel
argumentaire. Ils poursuivent donc leurs recherches dans cette direction, tout en revendi-
quant le fait de ne pas adopter une approche quantitative.
Hawkins et al. (2011) proposent alors d’ajouter dans un Argumentaire de Sécurité exis-
tant des arguments démontrant la confiance : un Argumentaire de Confiance. L’ensemble
de ces 2 argumentaires constitue pour eux un Dossier d’Assurance de la Sécurité (Safety
Assurance Case) comme présenté dans la Figure 3.2. La construction de l’Argumentaire
de Confiance est directement liée à l’Argumentaire de Sécurité. L’étape « identification des
incertitudes » dans l’Argumentaire de Sécurité consiste à identifier les incertitudes situées à
des points précis de l’argumentaire. Ces points sont appelés ACP (Assurance Claim Point),
et classés selon 3 types comme cela est présenté dans la Figure 3.3 :
— Assertion de type {sous-revendication - revendication} ACP1 relève l’incerti-
tude sur l’inférence de l’argument.
— Assertion de type {contexte - revendication} ACP2 relève l’incertitude portant
sur le contexte (pertinence, digne de confiance) dans lequel la revendication est
annoncée.
— Assertion de type {élément de preuve - revendication} ACP3 relève l’incerti-
tude portant sur l’élément de preuve (pertinence, digne de confiance).
En réunissant ces assertions, Hawkins et al. (2011) créent un deuxième argumentaire
avec la même notation GSN, appelé argumentaire de confiance, dont l’objectif est de mon-
trer que ces trois types d’incertitude sont insignifiantes ou négligeables. Par cette méthode,
la confiance dans l’argumentaire original (argumentaire de sécurité) est représentée comme
l’absence justifiée de tout doute possible. Les auteurs privilégient l’approche qualitative
dans cette démarche, de l’inférence jusqu’aux éléments de preuve. Un exemple générique
est présenté dans la Figure 3.4. Bien que cette approche donne des résultats satisfaisants
sur un petit exemple, le nombre d’assertions à considérer, et donc d’ACP, est au minimum
trois pour un simple argument. Pour un système plus complexe avec un Argumentaire
de sécurité de plusieurs niveaux, la construction de l’Argumentaire de confiance pose le
problème d’explosion combinatoire.





Figure 3.2 – Vue globale de l’Argumentaire de Confiance par rapport à l’Argumentaire
de Sécurité (Hawkins et al., 2011)
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3.1 Asserted inference 
Each time a claim is said to be supported by other claims in an argument, an asser-
tion is being made that the inference is appropriate and sufficient. Only in deduc-
tive arguments do premise claims prove a particular conclusion. Instead, for in-
ductive arguments, the assertion is that the probable truth of the premises is 
sufficient to establish the probable truth of the conclusion. Although safety cases 
can contain a mix of both deductive and inductive arguments, inductive arguments 
typically dominate. For example, Figure 4 shows (in GSN) the assertion that, 
given the applicable context, the sub-claims put forward to implement the chosen 
argument strategy are, if true, a sufficient basis upon which to infer the conclusion 
stated in the parent claim. To gain assurance in the adopted argument strategy, it is 
necessary to provide a confidence argument that demonstrates why the asserted in-
ference should be believed. The ACP for an asserted inference is the link between 
the parent claim and its strategy or sub-claims.  
Strategy
   
Parent Claim
   
Child Claim 1
   
Child Claim 2











Fig. 4. Asserted inference 
In the example shown below in Figure 5, the asserted inference is that if all haz-
ards are mitigated then the system is acceptably safe to operate. The role of the 
confidence argument for ACP1 is to demonstrate why it should be believed that 
the two supporting claims of hazard mitigation are sufficient to draw the overall 
conclusion about system safety. We discuss how such a confidence argument may 
be constructed later. 
3.2 Asserted context 
Each time contextual information (represented by context or assumption elements) 
is introduced into the argument, it is being asserted that the context is appropriate 
for the argument elements to which it applies. For example, consider a context 
reference to a list of failure modes for a particular piece of equipment. The intro-
duction of this context element when arguing about the safety of that piece of 
8       Richard Hawkins, Tim Kelly, John Knight and Patrick Graydon 
equipment implicitly asserts that the list of failure modes referred to is appropriate 
to the application and operating context in question. 
G1
System is acceptably 
safe to operate
S1








Fig. 5. ACP relating to an asserted inference 
Figure 6 shows asserted context for an argument strategy. The assurance of the 
strategy depends upon the confidence that the context or assumption stated is ap-
propriate for that strategy and its sub-goals. It is necessary to provide a confidence 
argument that demonstrates why it should be believed that the asserted context is 
appropriate. In addition to the appropriateness of the context, it is also necessary 
to provide an argu ent as to the trustworthiness of the context in question. The 
concept of trustworthiness relates to freedom from flaw. In the legal field the no-
tion of integrity of evidence is often used to refer to the soundness or quality of the 
evidence put forward in a case. In considering the trustworthiness of an artefact, 
the processes used to generate that artefact are often considered (Habli and Kelly 
2007). The ACP for asserted context is the link to the contextual element.  
Strategy
   
Parent Claim
   
Child Claim 1
   
Child Claim 2
   
Context
   ASSERTED CONTEXT
 
Fig. 6. Asserted context 
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3.3 Asserted solution 
Each time evidence is referenced as a solution to the argument, it is being asserted 
that the evidence put forward is sufficient to support the claim. Figure 9 shows an 
asserted solution to a safety claim. The assurance of the solution depends upon the 
confidence that the evidence is appropriate to support the claim, and the evidence 
is trustworthy. The ACP for asserted solutions is the link to the solution element.  
Claim 1
   
 Evidence











Fig. 9. Asserted solution 
In the example shown below in Figure 10 it is being asserted that the stress testing 
results are sufficient to demonstrate that the defined operational forces can be tol-
erated. For this solution to be sufficient there must be confidence that the stress 
testing performed is good enough for this purpose. The role of the confidence ar-
gument at ACP3 is to provide this confidence. This will involve considering 
whether the stress testing of the type being referred to is adequate to support the 
claim and whether the stress testing procedure was followed faithfully. We discuss 






Stress testing of component 
demonstrates that defined 




Fig. 10. ACP relating to an asserted solution 
(a) (b) (c)
Figure 3.3 – L s trois types d’ACP : inférence ACP1 (a), contexte ACP2 (b) et solution
ACP3 (c) (Hawkins et l., 2011)
3.2 Approches existantes pour l’évaluation de la confiance dans un argumentaire 65
6       Richard Hawkins, Tim Kelly, John Knight and Patrick Graydon 
A safety argument includes a number of assertions. These assertions relate to 
the sufficiency and appropriateness of the inferences declared in the argument, the 
context and assumptions used and the evidence cited. (A documented safety ar-
gument is merely a documented position that collects together these assertions.) 
To be compelling, the argument must justify the truth of the assertions made. If an 
argument assertion cannot be justified, then the argument will not be believed (it 
will not provide the required assurance). The confidence argument provides the 
justification for argument assertions. In order to indicate the assertion in the safety 
argument that the confidence argument is associated with, the confidence argu-
ment is tied to a number of Assurance Claim Points (ACP). An ACP is indicated 
in GSN with a named black rectangle on the relevant link. A confidence argument 
is developed for each ACP. Figure 3 shows ACPs named ACP1, ACP2 and ACP3.  
G1
System is acceptably 
safe to operate
S1















Fig. 3. Example of the use of ACPs 
These ACPs correspond to three different types of assertion: 
 asserted inference (ACP1) 
 asserted context (ACP2) 
 asserted solution (ACP3). 
Below we discuss each of these three types of assertion in more detail. 
Figure 3.4 – Détermination des Assurance Claim Point (ACP) (Hawkins et al., 2011)
Une seconde approche qualitative est proposée par les chercheurs de l’Université de
Pennsylvanie. Anaheed et al. (2012) ont repris les travaux de York sur les ACP, mais
en proposant une méthode systématique pour identifier les ACP. L’approche commence
également par la construction d’un argumentaire de sécurité avec la notation GSN, ce-
pendant l’identification des incertitudes est différente : elle fait appel à l’utilisation d’une
carte commune de caractéristiques (« Common Characteristic map »). La carte proposée
cible une seule caractéristique qui est l’aspect « digne de confiance » d’un contexte ou d’un
élément de preuve et ne traite donc pas l’inférence de l’argumentaire. Dans le domaine
de la sécurité des systèmes, les éléments d’un argumentaire peuvent être classés parmi les
catégories suivantes : « created artifact », « provided artifact », « process result », « the use
of mechanism », « the use of a tool ». La carte représente un modèle d’argumentaire (voir
Figure 3.5) avec les liens entre ces catégories et les éléments requis pour la caractéristique
choisie.
Afin d’évaluer l’aspect « digne de confiance » d’un élément de l’argumentaire de sécurité,
il faudra instancier la carte qui se transforme par la suite en une notation GSN. Dans cette
structure nouvellement formée, toute branche sans feuille, c’est-à-dire, sans élément de
preuve correspond à un défaut d’assurance, une incertitude, un manque de confiance. Il est
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Common Characteristics Map 
13 
Figure 3.5 – Carte commune de caractéristiques
ensuite à la charge de l’analyste de mettre en place les éléments de preuve pour éliminer
ces défauts d’assurance.
3.2.2 Approche quantitative : probabilité Baconienne
Ayant identifié le manque de confiance dans un Argumentaire de Sécurité, Goodenough
et al. (2013) proposent d’expliquer jusqu’où l’on peut placer sa confiance dans un système.
L’approche utilisée est fondée sur l’induction éliminatoire afin de justifier le niveau de
confiance d’un Argumentaire de Sécurité.
La confiance, d’après ce point de vue, est liée au nombre de raisons de doute (« defea-
ter ») identifiées et éliminées. Si n raisons sont identifiées parmi lesquelles seules i raisons
sont éliminées (par un argumentaire ou un élément de preuve), la confiance s’exprime en
probabilité Baconienne comme i|n (lire « i sur n »). Ainsi, «ne pas avoir confiance» se
traduit par le fait qu’aucune raison de doute, bien qu’identifiée, ne soit éliminée : 0|n. Par
analogie, « avoir totalement confiance » signifie que toute raison de doute est identifiée et
éliminée : n|n. Notons cette différence avec la probabilité Pascalienne dans laquelle une
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probabilité de 1 signifie « la revendication est toujours vraie » et 0 « la revendication est
toujours fausse ».
Pour toute revendication révisable ou sujette à caution, il existe les raisons de doute
(defeater en anglais). Ces raisons sont classées en 3 catégories :
1. « a rebutting defeater » fournit un contre exemple à la revendication,
2. « an undermining defeater » évoque des soupçons quant à la validité des éléments
de preuve,
3. « an undercutting defeater » précise les circonstances dans lesquelles la conclusion
est remise en cause même si les prémisses ou l’inférence restent valides.
Ainsi, identifier les raisons de doute et les éliminer (en démontrant qu’elles ne peuvent
pas exister) est l’idée fondamentale de cette approche. Bien qu’il soit utile de connaître le
nombre de raisons de doute non éliminées, il est cependant difficile d’utiliser ce chiffre pour
prendre une décision. Ce nombre ne prend pas en compte l’importance ou le poids d’une
raison par rapport à une autre.
3.2.3 Approche quantitative : réseaux Bayésiens
Bloomfield et Littlewood (2003); Littlewood et Rushby (2012), ont étudié également le
problème de confiance dans un type d’argumentaire particulier : la diversification, l’exemple
considéré étant un système qui repose sur deux architectures redondantes (une complexe
mais moyennement fiable, une simple mais très fiable) pour assurer sa fonction. Le but de
ces recherches est de mesurer le gain de confiance par rapport au même système utilisant
une seule architecture. Ils en concluent qu’un gain de confiance est possible mais il est
difficile d’estimer ce gain sans les hypothèses simplificatrices comme par exemple l’indé-
pendance conditionnelle des événements étudiés. Une autre étude de Littlewood et Wright
(2007) portant sur la même architecture propose une transformation en réseau Bayésien
afin d’utiliser les probabilités conditionnelles et de conduire des études analytiques. Ce-
pendant, même avec les simplifications faites, le réseau Bayésien obtenu s’avère complexe
pour comprendre et interpréter les résultats, montrant certains cas où la confiance peut
diminuer au lieu d’augmenter.
Dans le même objectif d’estimer la confiance d’un Argumentaire de sécurité, Denney
et al. (2011) proposent une approche quantitative en passant par un réseau Bayésien. En se
basant sur la structure GSN de l’Argumentaire de Sécurité, les sources d’incertitude, aléa-
toires (mesurables par des statistiques) ou épistémiques (déterminées par un avis subjectif
de l’expert), sont identifiées. Bien que l’identification des incertitudes ne soit pas présentée
en détail, ces dernières sont traitées comme des variables aléatoires discrètes ayant des
relations causales entre elles. Elles forment ainsi un réseau Bayésien comme celui de la
































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 3.6 – Réseau Bayésien des incertitudes d’un Argumentaire de Sécurité présenté
par de (Denney et al., 2011)
Figure 3.6, permettant l’estimation de la confiance dans les nœuds dont la confiance est
non observable.
Dans cet exemple, chacun des nœuds du réseau Bayésien se compose de 5 états (Very
Low ; Low ; Medium ; High ; Very High), qui correspondent à des niveaux de vérité dans
la revendication (le nœud). Ainsi, pour le nœud «Specification is correct», la distribution
sur les 5 valeurs peut être interprétée comme : 55% des experts pensent que le niveau de
vérité est very high, 40% pensent que le niveau est high et 4,7% pensent que c’est medium.
Les auteurs utilisent les travaux de (Fenton et Neil, 2012) et se basent sur la loi normale
tronquée (un exemple est donné Figure 3.7) pour la distribution de la confiance sur ces
5 valeurs. Ils utilisent cette loi normale, pour passer des 5 valeurs discrètes à des valeurs
continues en attribuant des intervalles continus à chaque valeur discrète, ([0 - 0,2[ ; [0,2 -
0,4[ ; [0,4 - 0,6[ ; [0,6 - 0,8[ ; [0,8 - 1]), et faire les calculs de propagation de la confiance. Ces
calculs se basent sur la moyenne µ et l’écart-type σ de cette loi Normale, et des formules
intégrant le poids de chaque élément de preuve du GSN.
Les paramètres de la loi Normale Tronquée des feuilles du GSN (Solution) sont fournis
soit à partir des mesures statistiques soit à partir des avis d’experts qui décideront de
manière appropriée la distribution du niveau de vérité. Ainsi, en partant des nœuds feuilles,
les niveaux se propagent jusqu’au nœud principal Claim Accepted. Cependant, les règles
de transformation des nœuds du GSN en réseau Bayésien ne sont pas précisées et les
formules de propagation sont purement empiriques. Il manque également une définition
précise de ce que les auteurs entendent par confiance. On peut l’interpréter ici comme
3.2 Approches existantes pour l’évaluation de la confiance dans un argumentaire 69







Figure 3.7 – Loi Normale Tronquée en 2
la variance de la loi normale, associée à un état. Ainsi, une faible variance (loi normale
très étroite) avec une moyenne entre high et very high devrait être considéré comme un
nœud «de confiance». Malgré ces critiques, leur travail était précurseur dans l’évaluation
quantitative de la confiance d’un argumentaire, et l’utilisation d’un outil de réseau Bayésien
pour propager la confiance est un avantage important de cette approche. Nous avons étudié
en détail les possibilités de cette utilisation des travaux de Fenton dans le rapport technique
disponible en ligne : (Do Hoang et al., 2013).
Les travaux présentés dans Zhao et al. (2012) se sont aussi intéressés au problème de
l’évaluation de la confiance dans un argumentaire afin de s’en servir de base pour prendre
des décisions. Leur approche comporte également deux parties : un argumentaire de sécurité
et un argumentaire de confiance quantitatif. Les auteurs traitent un argumentaire de sécu-
rité, que ce soit de type GSN ou CAE comme une instance d’un méta-modèle ARM (Argu-
mentation Metamodel) proposé par l’ OMG-ARM (2013). Cela permet de convertir chaque
argument (composant d’une revendication, des hypothèses, des éléments de preuve,etc.) en
un modèle d’argument de Toulmin (voir Section 1.6). Chacun des arguments dans le mo-
dèle de Toulmin (équivalent à une revendication du modèle ARM) est ensuite transformé
en un nœud d’un réseau Bayésien, supporté par les quatre critères de Hitchcock (2005)
(prémisse justifiée, information adéquate, justification applicable, hypothèse justifiée) ou
par la mesure 5M1E (considérant les facteurs : Humain, Machine, Méthode, Matériel, Me-
sure et Environnement). Comme la revendication d’un argument devient un élément de
preuve d’un autre argument, ces réseaux Bayésiens se connectent entre eux et forment
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marker are displayed below the Confidence level and Decision
sliders. It is also possible to directly choose an appropriate
linguistic assessment in each window. Additionally, the current
levels of belief, disbelief and uncertainty are displayed as
horizontal bars just above the opinion triangle.
8. Examples
As an example let us consider fact F1 from Fig. 2 stating that
PIPS-enabled devices are conformant with the European Medical
Devices Directive.
Let us assume that:
(1) There is some evidence E related to the fact.
(2) E supports F1, which results in choosing the ‘acceptable’ value
from the Decision scale.
(3) E demonstrateswell fulfilment of the requirements of the directive,
however, the formal certification process has not been performed
yet, which leads to the ‘with very high confidence’ assessment.
Consequently, the final appraisal of F1 is: ‘with very high
confidence acceptable’.
Let us now consider F1 in a different situation:
(1) There is some evidence E related to the fact.
(2) E demonstrates that most of the requirements of the directive
are met apart from one significant requirement—this results
in the ‘opposable’ assessment.
Fig. 6. The assessment triangle.
Fig. 7. Argument colouring.
Fig. 8. User interface for issuing assessments of TCT.
L. Cyra, J. Go´rski / Reliability Engineering and System Safety 96 (2011) 26–3732
Figure 3.8 – Le visuel de l’évaluation de la confiance dans un argumentaire (Cyra et
Górski, 2011)
ainsi un réseau global qui représente tout l’argumentaire du départ. Dans ce réseau Bayé-
sien, la confiance dans les nœuds élémentaires prend des valeurs binaires (les vis d’expert
ou les résultats de test). Cette confiance se propage vers des nœuds supérieurs à l’aide des
fonctions de type NOISY-OR ou NOISY-AND jusqu’au nœud principal qui représente la
confiance dans la revendication de l’Argumentaire. L’approche proposée trait le modèle
argumentaire à partir du méta-modèle ARM qui est plus général qu GSN ou CAE et donc
applicable à ces deux derniers également. Cependant, le réseau Bayési n obtenu rencontre
des problèmes d’explosion combinatoire en cas d’un g and ar umentaire et l’attribution
des probabilités repose sur l’expertise des experts.
3.2.4 Approche quantitative : théorie de Dempster-Shafer
La théorie de Dempster–Shafer présentée en Section 1.5 a été utilisée pour estimer
quantitativement la confiance. Cyra et Górski (2011) proposent non seulement une méthode
pour passer en revue l’argumentaire de sécurité du départ mais aussi d’émettre une décision
et y placer une confiance. La révision des éléments de l’argumentaire est formalisée en
se basant sur cette théorie. L’approche calcule alors 2 critères : la décision d’accepter
l’argument et la confiance dans cette décision.
Une structure argumentaire est souvent difficile à analyser pour les non experts. Pour
la rendre plus accessible, les auteurs proposent une nouvelle méthode pour évaluer les
arguments et communiquer les résultats avec d’autres collaborateurs, appelée VAA (Visual
Assessment of Argument). Chaque élément de l’argumentaire se voit attribuer une couleur
représentant la confiance en cet élément (Figure 3.8).
La méthode consiste en quatre étapes :
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The presented structure includes a conclusion to be justified,
represented as a claim (denoted ). The claim is supported by an
argument strategy (denoted ), which contains a basic idea how
to support the conclusion. In the case of counter-argument
strategies (denoted ) it includes the idea of rebuttal of the
claim. The argument strategy is related to a warrant (denoted ),
which justifies the inference from premises to the conclusion. This
justification may require additional, more specific arguments,
which is shown by the arrow leading from the argument to the
warrant node.
A premise can be of three different types: it can be an
assumption (denoted ), in which case the premise is accepted
without further justification; it can be a more specific claim
which is justified further; or it can represent a fact (denoted )
which is obviously true or, otherwise, is supported by some
evidence. Evidence is provided in external (to the trust case)
documents, which are pointed at by nodes of type reference
(denoted ). In the case of an assumption, the referenced
document can contain explanation of the context in which the
assumption is made.
As claims and warrants can be demonstrated using other
(sub-)claims the argument structure can grow recursively.
The icons for different nodes, which are shown in Fig. 1 and
implemented in the supporting tool (TCT [20]), will be used in the
subsequent examples presented in this paper.
An example argument following the model introduced in Fig. 1
is presented in Fig. 2. The example refers to the PIPS system,
which delivers to its users health and lifestyle related person-
alized services [27]. The system processes information provided
through different channels, e.g. from devices, questionnaires,
product codes, etc., and generates health-related recommenda-
tions based on this data.
Top claim C0, postulates validity of information supplied to
PIPS. It is demonstrated by considering different channels through
which information related to a patient’s state is supplied to the
system (argument strategy A0 and warrantW0). This leads to four
premises which are used by the argument. Three of them: C1, C2
and C3 are claims and are supported by more detailed arguments,
and the fourth one A1 is an assumption and is not analysed
further.
Claim C1 is supported by two arguments: A1a and A1b.
In warrant W1a, it is argued that the information from
the PIPS-enabled devices is reliable if the devices themselves are
reliable (claim C4) and the channels of data transmission are
reliable (claim C5).
In warrant W1b, it is argued that the information from the
PIPS-enabled devices is reliable if the PIPS-enabled devices are
conformant with the European Medical Devices Directive (fact F1)
and the validity of information from the devices is implied by the
conformity with the directive (claim C6).
The question related to the argument presented in Fig. 2 is: ‘How
well does it support the topmost claim?’ VAA proposed in the follow-
ing sections helps answer this question by calculating the support
given to a claim based on the expert assessments of the basic
elements of the argument: assumptions, facts and warrants.
4. Properties of arguments
Before presenting the VAA method in detail, we first introduce
the assumptions that have influence on the selection of aggrega-
tion rules applied in our method:
Assumption 1. From the appraisal mechanism viewpoint, conclu-
sions and premises of arguments are considered to be propositions.
They are assessed using the same criteria, which reflect the accept-
ability of a given proposition by the assessor and the confidence the
assessor has in this judgement. Therefore, the appraisal mechanism
treats claims, facts and assumptions the same way.
Assumption 2. As arguments have a tree-like structure, the
assessment starts from the most detailed premises (facts and
assumptions being the leaves of the tree) and then recursively
traverse the tree inferring the assessments of the conclusions (claims).
Assumption 3. A claim can be supported by diverse argument
strategies, or rebutted by counter-arguments. Therefore, the
appraisal mechanism provides means for aggregation of the
assessments resulting from different arguments (dealing with
possible contradictions).
Fig. 1. Trust-IT argument model.
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Figur 3.9 – Le visuel de l’évaluation d la confiance dans un arg entaire (Cyra et
Górski, 2011)
— Étape 1 : Présentation de l’arg mentaire qui est basé sur le modèle d’ rgument de
Toulmin (Figure 3.9).
— Étape 2 : Détermination du type d’argument.
— Étape 3 : Évaluation des fonctions de croyance et de la plausibilité du raisonnement
pla sible d l’argument résulta , à partir de eux de ses justificatio , ses pré-
misses et es hypothèses. La formule de calcul varie en fonction du type d’argument
déterminé en étape 2.
— Étape 4 : Utilisation d’un barème d’évaluation Décision/Confiance pour estimer la
confiance dans l’argument (Figure 3.11).
La détermination du type d’argument de l’étape 2 distingue les différents types présentés
dan la Figure 3.10. La classification est fondée sur leur nature afin de les traiter de manière
approprié . La méthode distingue d ux principaux types d’argument, divisés en sous-types :
Typ 1 : argument d nt la falsification d’une seule prémisse mène à la réfutation de
la conclusion car aucune inférence ne peut en découler.
— Type 1.1 : la falsification d’une prémisse rejette la conclusion (similaire à une
condition nécessaire et suffisante).
— Type 1.2 : la falsification d’une prémisse rejette l’infére c (similaire à une condi-
tion suffisante).
Type 2 : la falsification d’une prémisse diminu le support pour la conclusion.











Figure 3.10 – Les différents types d’arguments de Type 2 : (a) Argument alternatif, (b)
Argument complémentaire, (c) et (d) Argument mixte, tirés de (Cyra et Górski, 2011)
— Type 2.1 : chacune des prémisses supporte une partie de la conclusion (argument
complémentaire).
— Type 2.2 : les prémisses s’utilisent dans quelques arguments qui supportent la
conclusion de manière indépendante (argument alternatif).
— Type 2.3 : chacune des prémisses supporte une partie, non nécessairement dis-
jointe, de la conclusion (argument mixte).
Une deuxième partie de la méthode utilise la théorie de Dempster-Shafer pour évaluer la
confiance dans la décision d’acceptabilité ou non d’un argumentaire. Pour chaque assertion
s, la théorie de Dempster-Shafer fait appel à une fonction de croyance et de la plausibilité
du raisonnement, comprises entre 0 et 1 (voir Section 1.5). Dans cette méthode, elles sont
définies de manière formelle :
Bel(s) ∈ [0, 1] est la fonction de croyance représentant le degré de croyance qui supporte
directement s. Pl(s) ∈ [0, 1] est la plausibilité du raisonnement représentant la borne
supérieure que la confiance dans s peut atteindre si les nouveaux éléments de preuve sont
ajoutés.
Une fonction de décision Dec(s) exprime le rapport de la croyance et la confiance dans
l’assertion s, sans chercher à distinguer si elle est à accepter ou rejeter.
Conf(s) = Bel(s) + 1− Pl(s) avec Conf(s) ∈ [0, 1]
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element represented in Fig. 5 as a hollow circle reads: ‘with very
low confidence tolerable’.
The semantics of the scales can be formalized using Dempster–
Shafer’s belief and plausibility functions [28,29].
If s is a statement, then
BelðsÞA ½0,1$ is the belief function representing the amount of
belief that directly supports s,
PlðsÞA ½0,1$ is the plausibility function representing the upper
bound on the belief in s that can be gained by adding new
evidence.
Referring to the above functions we formally define confidence
in the following way:
Conf ðsÞ ¼ BelðsÞþ1'PlðsÞ
Conf ðsÞA ½0,1$ ð1Þ
The linguistic values from the Confidence scale are mapped
into the [0,1] interval in such a way that ‘lack of confidence’¼0, ‘for
sure’¼1 and the other linguistic values are distributed evenly in
the interval. The opposite transformation can be performed by
choosing the closest linguistic value which corresponds to a
particular numerical value.
The Decision scale distinguishes four levels to express the ratio
between belief (acceptance of a statement) and the overall
confidence in the statement (without distinguishing if we want
it to be accepted or rejected).
Using Dempster–Shafer’s functions the decision concerning s




1 BelðsÞþ1'PlðsÞ ¼ 0
8><>:
DecðsÞA ½0,1$ ð2Þ
The linguistic values from the Decision scale are mapped into
the [0,1] interval in such a way that ‘rejectable’¼0, ‘acceptable’¼1
and the other linguistic values are distributed evenly in the
interval. The opposite transformation can be performed by
choosing the closest linguistic value which corresponds to a
particular numerical value.
The transformation from the confidence and decision functions
to the Dempster-Shafer belief and plausibility functions is defined
by the following equations:
BelðsÞ ¼ Conf ðsÞUDecðsÞ
PlðsÞ ¼ 1'Conf ðsÞUð1'DecðsÞÞ ð3Þ
The two scales together provide for expressing both the
attitude towards acceptance or rejection of a statement and the
confidence in this decision.
The difference between stating that something is acceptable or
rejectable is significant if enough (or at least some) evidence
supporting this decision is available. For instance, ‘for sure
acceptable’ or ‘with very high confidence rejectable’ needs to be
based on the evaluation of the available evidence.
In the case of ‘lack of confidence’ the situation is different,
however. Lack of confidence refers to the situation, where there is
no evidence available (or the evidence is irrelevant) and therefore
it does not matter which value is chosen from the Decision scale.
In other words, there is no reason to distinguish between ‘with
lack of confidence acceptable’ and ‘with lack of confidence rejectable’
as both assessments express complete uncertainty about the
corresponding decision. Therefore, in such situation all four
elements from the Decision scale are treated as equivalent and
the assessment is simply called ‘lack of confidence’. This is illus-
trated in Fig. 6, where all bullets related to ‘lack of confidence’ are
merged into one. The result is a triangle which we call the
Assessment Triangle. It corresponds to the Josang’s opinion triangle
[21,22] where ‘lack of confidence’ is mapped onto uncertainty and
the other vertices represent the total disbelief (equivalent to the
‘for sure rejectable’) and total belief (equivalent to the ‘for sure
acceptable’).
The Assessment triangle is very useful in practice as we can use
it to issue assessments in a visual way. By selecting a point in the
triangle we express both, our confidence as well as decision. Then
the colours of the triangle can be used to decorate an argument
structure so that we can see the level of confidence in different
nodes at first glance. An example colouring of the argument from
Fig. 2 is given in Fig. 7. In addition, the small circles displayed next
to the argument elements show the proportion between accept-
ance, rejection and uncertainty in the assessment of a given
element.
7. Procedure of issuing assessments
The Assessment Triangle is applied to express opinions and the
level of confidence in these opinions in relation to the elements
(assumptions, facts, warrants) of an argument structure.
Assessment of a single element proceeds as follows:
Step 1: If no evidence for or against the statement representing
the node is available the ‘lack of confidence’ assessment is issued
and the procedure terminates.
Step 2: In the opposite case, the ratio between the evidence
supporting the acceptance and rejection of the statement is
assessed and an appropriate value from the Decision scale is
chosen.
Step 3: Then, it is assessed how much evidence could be
additionally provided to become sure about the decision taken in
step 2. This amount of missing evidence drives the selection from
the Confidence scale.
Step 4: The final assessment from the Assessment Triangle is
obtained by combination of the two assessments from Step 2 and
Step 3.
Fig. 8 presents the user interface for issuing assessments of
the TCT tool [20]. The user can drag a small hollow marker over
the Assessment Triangle shown on the left hand side. Then, the
linguistic values corresponding to the current position of theFig. 5. Combined confidence and decision scales.
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Bel(s)+1−Pl(s) Bel(s) + 1− Pl(s) 6= 0
1 Bel(s) + 1− Pl(s) = 0
avec Dec(s) ∈ [0, 1]
Les fonctions Conf(s) et Dec(s) permettent de placer l’assertion sur un barème d’éva-
luation tel que présenté dans la Figure 3.11, exprimant la décision (accepter/rejeter) concer-
nant s et la confiance dans cette décision.
Les deux échelles décisions/confiance que présente la Figure 3.11 situent l’assertion s
en fonction de la décision (acceptation/rejet) et la confiance dans cette décision.
Un deuxième volet des travaux de Anaheed et al. (2013) ne s’appuie pas sur les
résultats précédents des auteurs, mais explore l’utilisation de la théorie de Dempster-
Shafer en s’appuyant sur les travaux de Cyra et Górski (2011). Leur objectif est éga-
lement une étude quantitative de la suffisance dans un argumentaire, représenté par la
suffisance du nœud principal. Pour un nœud de l’argumentaire de sécurité exprimé en
GSN, les auteurs attribuent 2 valeurs possibles : insuffisant, ou suffisant. Dans la théo-
rie de D-S cela revient à avoir un discernement Ω = {Suffisant, Insuffisant}, et 2Ω =
{∅, {Suffisant}, {Insuffisant}, {Suffisant, Insuffisant}} l’ensemble des parties de Ω.
Chaque partie se voit attribuer une valeur m comprise dans l’intervalle [0; 1] représentant
« le degré de croyance » ou « la masse ». L’approche sert à estimer la masse m du nœud
principal, c’est-à-dire, à calculer son degré de croyance à partir des degrés de croyance
des autres nœuds qui le supportent. Les auteurs distinguent quatre formules de calcul
correspondant aux quatre types d’argument suivants :
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Alternatif : cas où plusieurs éléments de preuve soutiennent indépendamment la re-
vendication. Chaque élément soutient la totalité de la revendication.
Disjoint : cas où plusieurs éléments de preuve soutiennent la revendication de manière
complémentaire. Chaque élément soutient une partie différente de la revendication.
Chevauchement : cas où plusieurs éléments de preuve soutiennent la revendication
de manière complémentaire mais avec une partie de la revendication en commun.
Endiguement : cas où plusieurs éléments de preuve soutiennent la revendication mais
l’un recouvre totalement l’autre élément de preuve.
Bien que similaire aux travaux de Cyra et Górski (2011), cette approche distingue les
types d’arguments mixtes (chevauchement ou endiguement) des types d’arguments pré-
cédents étudiés (alternatif ou disjoint/complémentaire) pour couvrir plus de possibilités.
Cependant, le degré de croyance que représente la masse m dans la « suffisance » d’un
nœud dans l’argument ne permet pas de représenter l’incertitude dans l’inférence entre le
noeud et ses descendants (ou ancêtres). Il nous semble également que la notion de «suf-
fisant/insuffisant» est ambigüe pour estimer la confiance. En effet, on peut imaginer par
exemple, qu’effectuer des tests serait «suffisant» pour justifier de la sécurité d’un système,
mais que la réalisation de ces tests a été effectuée dans de mauvaises conditions, et qu’on
a donc une faible confiance dans les conclusions de ces tests.
3.3 Vers une nouvelle approche d’évaluation de la confiance
d’un argumentaire
Comme présenté dans les travaux précédents, la confiance dans un argumentaire peut
être évaluée de manière qualitative ou quantitative. Dans cette section, nous proposons une
contribution à l’évaluation quantitative de la confiance dans un argumentaire.
3.3.1 Approche générale
À la différence des travaux précédents, notre objectif n’est pas d’interpréter une valeur
de la confiance globale pour prendre une décision mais une analyse de la sensibilité du
modèle d’argumentaire, c.à.d. d’identifier pour un argumentaire donné, les éléments ayant
le plus d’impact sur la confiance globale afin de consolider un argumentaire.
A partir d’un argumentaire exprimé en GSN, nous souhaitons donc construire un mo-
dèle de confiance, avec une estimation quantitative et des règles de calcul automatiques.
L’objectif est donc de transformer un argumentaire en réseau de confiance, puis d’effectuer
une étude de sensibilité. Le processus que nous proposons suit les étapes suivantes :
— Représenter l’argumentaire en notation graphique GSN.
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— Transformer le graphe GSN en un réseau de confiance en suivant des règles de
transformation.
— Attribuer la confiance à chacun des nœuds et calculer la confiance globale de l’ar-
gumentaire.
— Faire varier les confiances dans les éléments de base afin d’observer leur influence
sur la confiance globale de l’argumentaire.
Le processus proposé est représenté sur la Figure 3.12. Les outils proposés pour la mo-
délisation du réseau de confiance (réseau bayésien) et l’analyse de sensibilité (Graphe de
Tornado) seront justifiés et présentés dans les sections suivantes. Une telle approche permet
de réaliser, pour un argumentaire donné, les études suivantes :
— Consolider la confiance ou l’indépendance vis-à-vis des éléments les plus influents.
— Analyser la contribution (la sensibilité) de plusieurs éléments à la confiance.
— Comparer la confiance entre plusieurs argumentaires pour le même système, chaque
argumentaire représente une version différente du système.
— Comparer la confiance dans différents systèmes.
— Comparer, pour un même système, la confiance obtenue par différents argumentaires
de sécurité (différentes stratégies ou différentes architectures)
Les actions possibles sont alors de concentrer les efforts pour réduire les points "sensibles"
de l’argumentaire, de les compléter, de les remplacer, etc. Dans cette approche, l’objectif
est alors d’obtenir une confiance la plus forte possible, en ayant réduit les incertitudes liées
aux points sensibles de l’argumentaire. On peut comparer cette approche avec le principe
de gestion du risque ALARP (As Low As Reasonably Practicable), c.à.d, d’augmenter la
confiance jusqu’au point où le gain de confiance ne justifie pas les coûts engendrés par la
modification de l’argumentaire.
3.3.2 Mesure de confiance
Il est dans un premier temps fondamental de définir ce que nous souhaitons mesurer : la
confiance. En effet, comme présenté dans la section précédente, très peu d’articles donnent
une définition précise de ce qui est considéré comme la confiance. D’après les dictionnaires
de langue Française, la confiance est définie comme le «sentiment d’assurance que l’on a
dans quelqu’un ou quelque chose» (Rey, 1991). Ce sentiment d’assurance peut être quantifié
par une probabilité. Cependant, Gacogne (2003) propose d’utiliser la notion de confiance
comme un chapeau pour différentes théories comme la théorie des probabilités ou celle de
Dempster-Shafer. Une probabilité serait une des mesures de la confiance dans un événement,
tout comme la croyance dans la théorie de Dempster-Shafer (présentée dans la Section 1.5).
A partir d’une définition d’axiomes simples pour la confiance, l’auteur liste pour chaque


















Comparaison avec d'autres 
argumentaires 
(différents systèmes ou 
versions d'un système 
ou stratégies argumentaire)
modifications
Figure 3.12 – Vue générale de l’approche proposée
3.3 Vers une nouvelle approche d’évaluation de la confiance d’un argumentaire 77
théorie les axiomes supplémentaires. Parmi les axiomes de base de la définition de confiance,
on retrouve l’axiome suivant : Si on note par g une mesure de la confiance et A, B deux
événements, on a :
g(A ∪B) ≥ max(g(A), g(B)) (3.1)
g(A ∩B) ≤ min(g(A), g(B)) (3.2)
À titre d’exemple, pour la probabilité, qui est une mesure de confiance selon l’auteur,
l’axiome suivant est ajouté : A∩B = ∅ ⇒ P (A⋃B) = P (A)+P (B) = g(A∪B) ce qui vérifie
bien l’équation 3.1. Cette approche présente l’intérêt de faire explicitement apparaître
le concept d’incertitude, que l’on retrouve dans les argumentaires de sécurité. Comme
Cyra et Górski (2011), nous avons donc choisi de nous baser sur cette théorie. Cependant,
contrairement à ces auteurs, nous considérons que dans le contexte de la construction d’un
argumentaire, tous les éléments de preuve d’un argumentaire sont observés. Nous écarterons
donc le fait qu’ils soient certainement faux. Par exemple, si on met dans un argumentaire
un élément de preuve comme « Les tests sont concluants », pour exprimer que les tests
ont été faits, et ne révèlent aucune faute, alors on peut exprimer la confiance que l’on a
dans l’événement « Les tests sont concluants ». Cette confiance va varier selon la ou les
personnes ayant réalisé les tests, les outils utilisés, etc. Sans affiner ces facteurs de confiance,
on souhaite donc assigner une valeur de confiance à cet élément, qui est un fait observé.
Dans notre étude nous considèrerons donc que nous sommes dans un cas particulier de
Dempster-Shafer, où la valeur de disbelief est nulle. Nous nous plaçons dans le cadre de ce
que la théorie D-S nomme les fonctions à support simple (voir l’équation 1.7).
Ainsi, la proposition A est décrite uniquement avec des masses pour la croyance et
l’incertitude comme présenté sur la Figure 3.13. On retrouve comme pour la théorie des
probabilités une seule grandeur sur un intervalle de 1, mais l’interprétation est différente
car nous aurons : 
m(A) = Bel(A) = g(A) ∈ [0, 1] : confiance
m(A,A) = 1− g(A) ∈ [0, 1] : incertitude
m(A) = 0
(3.3)
Nous proposons la notation suivante : g(A) désigne la confiance que nous plaçons dans
un élément X (un élément de preuve, un contexte, une revendication...). Il est important de
bien séparer la notion de confiance et de probabilité d’occurrence d’un élément de l’argu-
mentaire. La confiance g(B) dans un élément B est différente de la probabilité d’occurrence
p(B) de l’événement B. Par exemple, un test effectué démontre que le système X est apte à






Figure 3.13 – Confiance et incertitude
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Quelle confiance dans 
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Figure 3.14 – Une inférence simple en GSN et les points de confiance associés
l’usage. La confiance g(X) dans le système représente à la fois la confiance dans le résultat
de test et dans la pertinence du test pour démontrer la sécurité du système. Cependant, la
probabilité d’occurrence p(X) de l’événement « le système est apte à l’usage » représente le
fait que le système est effectivement apte à l’usage. Si un mauvais test a été effectué (avec
un bon résultat) sans que l’utilisateur ne se rende compte, la confiance g(X) de l’utilisateur
dans le système peut être élevée mais en réalité la probabilité p(X) que le système soit apte
est relativement faible (à cause du mauvais test).
Dans le cadre d’un argumentaire, on est confronté à des assertions du type B soutient
A, comme par exemple : B= « Les tests sont concluants », et A=« Le système est apte à
l’utilisation ». La notion de confiance établie précédemment va donc s’appliquer à l’élément
B, pour exprimer le degré de crédibilité de B, mais également au fait que l’inférence de
B vers A est crédible ou non. A la différence des travaux menés à l’université de York
(Hawkins et al., 2011), qui propose trois types d’incertitudes (voir les ACP Figure 3.3),
nous ne considèrerons dans notre étude que deux types d’incertitude présentées Figure 3.14 :
— incertitude dans l’élément B
— incertitude dans l’inférence B menant vers A
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Figure 3.15 – Exemple d’argumentaire alternatif
Le fait de considérer uniquement ces deux types d’incertitudes, et notamment l’incerti-
tude sur l’inférence, nous a détourné des travaux basés sur D-S, où il est en général possible
de combiner ces croyances, mais pas de faire apparaître explicitement une confiance sur
cette combinaison. Nous avons également noté que la notion du poids d’un prémisse dans
une combinaison est également peu lisible dans ces travaux. Comme nous le verrons dans
les sections suivantes, nous utiliserons pour cela un réseau de confiance, similaire à un
réseau Bayésien, mais en gardant la définition de l’incertitude de la théorie de D-S.
3.3.3 Types d’argument
Sur la base de cette définition de la confiance, nous considérons que tout type d’ar-
gumentaire prendra compte explicitement les deux types d’incertitude et les points de
confiance associés distingués dans la Figure 3.14. Dans le cas d’un argumentaire composé
de plusieurs prémisses, comme par exemple : B et C soutiennent A, ces deux types de
confiance seront également présents. En revanche, selon le type d’inférence, le calcul de
la confiance dans une inférence sera différent. Prenons le cas de l’argumentaire diversifié
étudié par Littlewood et Wright (2007), où l’objectif de haut niveau « Le système est apte
à l’utilisation (A) » , est supporté par deux éléments de preuve : « Les tests sont concluants
(B) » et « Le système est vérifié formellement (C) » . Dans leur article, les auteurs consi-
dèrent finalement que ces deux éléments sont dépendants (notamment de la spécification
du système), mais sur le principe, les deux arguments amènent chacun une confiance sup-
plémentaire dans A. C’est la même idée que l’on retrouve dans l’article de Cyra et Górski
(2011), sous la dénomination «argument alternatif» : même si l’un des arguments s’avère
trop incertain, le fait qu’il y ait un autre argument amène tout de même un certain niveau
de confiance dans A (comme dans l’exemple de la Figure 3.15).















Figure 3.16 – Exemple d’utilisation de la notation pour une argumentation alternative ou
complémentaire
Une autre forme d’argumentation peut être identifiée en prenant le cas du patron GSN
« Hazard Avoidance Pattern » proposé par Kelly et McDermid (1997) et qui a été présenté
dans la Section 1.6, où le but de haut niveau G1 est décomposé en sous objectifs selon la
stratégie S1 : « Tous les dangers potentiels ont été traités » . Dans ce cas, les n dangers
doivent avoir été identifiés (contexte), et chaque sous-objectif atteint («Danger X traité»)
pour pouvoir justifier G1. Si une confiance très faible est attribuée au traitement d’un
danger présenté, cela doit impacter fortement la confiance dans l’objectif G1.
Cyra et Górski (2011) proposent de nommer ce type d’argumentaire « complémentaire »
. Ils ont également d’autres types d’argumentaires (notamment les arguments nécessaires
et suffisants, etc.), mais nous proposons dans ce manuscrit de simplifier l’approche et de ne
considérer que deux types de combinaisons d’argumentation, ainsi qu’une annotation sur
les GSN comme présenté dans la Figure 3.16 :
1. alternatif (noté «alternative») : les prémisses supportent la conclusion, si l’une des
prémisses est de faible confiance, cela n’annule pas la confiance dans la conclusion.
2. complémentaire (noté «complementary») : si l’une des prémisses est de faible confiance,
cela abaissera la confiance dans la conclusion.
Ces deux types d’argumentation sont détaillés dans les sections suivantes 3.3.5 et 3.3.6.
3.3.4 Argumentation simple
La première argumentation à considérer est l’inférence simple, du type « A est soutenu
par B » . Cette inférence simple peut être utilisée dans un GSN comme présenté dans la
Figure 3.17, soit dans le cadre d’une solution à un objectif, ou même pour un sous-objectif
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Figure 3.17 – Transformation GSN vers un réseau de confiance pour l’inférence simple
soutenant un autre objectif. Dans ce dernier cas, il s’agit souvent d’une reformulation de
l’objectif de plus haut niveau. À titre d’exemple, prenons le cas où l’on souhaite démontrer
qu’un système est sûr (objectif de haut niveau), une façon de faire (pour des systèmes
simples), est de décomposer cet objectif en un objectif plus simple du type «Application
de la norme X». Dans ce cas, un document décrivant comment la norme a été suivie est
le seul élément de preuve (Solution). Le GSN serait alors «G1 : Système sûr» soutenu
par « G2 : La conception a suivi la norme X » soutenu par la solution « Sn1 : Checklist
de suivi de norme X » . On propose de transformer ces modèles GSN en un réseau de
confiance, équivalent mathématiquement à un réseau Bayésien. En effet, comme expliqué
précédemment, le fait d’avoir simplifié l’utilisation de la théorie de D-S à des fonctions à
support simple ramène à un cas de calcul équivalent aux réseaux Bayésiens. En revanche,
l’interprétation sera différente.
Le tableau ci dessous, spécifie 2 cas : aucune confiance en B, g(B) = 0, et confiance
maximum en B, g(B) = 1.
g(B) 0 1
g(A) 0 p
Nous proposons de compléter la ligne g(A) de ce tableau, en évaluant la confiance que
l’on a dans A selon les deux cas précédents. De manière évidente, il s’avère que lorsqu’on
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Figure 3.18 – Inférence Simple, g(A) en fonction de g(B), pour p variant de 0 à 1
a pleinement confiance en B (g(B) = 1), alors la confiance en A (g(A)), n’est pas égale
à un, car cela dépend aussi de la confiance dans l’inférence « A est soutenu par B » ,
que l’on caractérise par une valeur p dans l’intervalle [0, 1]. L’estimation des confiances
en B, g(B), et en l’inférence, p, est un sujet important et complexe, qui fait appel à de
nombreux domaines (statistiques, facteurs humain, etc.), et qui ne sera pas abordé dans ce
manuscrit. Ce que nous proposons ici est un outil mathématique permettant de propager
et de combiner ces confiances.
Si on calcule la confiance totale en utilisant les mêmes règles de calcul que pour un
réseau Bayésien comme présenté Section1.4, on obtient : g(A) = p ∗ g(B). Dans ce cas,
on observe une croissance linéaire de la confiance en A par rapport à la confiance en B,
avec une pente spécifiée par p. Les confiances g(A) et g(B) étant définies sur [0, 1], la
valeur maximum de la confiance en A sera bornée par p. Cette évolution est illustrée sur
la Figure 3.18.
Cette approche que nous proposons est équivalente à celle présentée par Simon et al.
(2008), où des réseaux de fonctions de croyances correspondent à une transposition des
réseaux Bayésiens à la théorie de l’évidence. Ils sont définis par des graphes orientés sans
circuit permettant de modéliser à la fois de l’incertain aléatoire et de l’incertain épistémique
par l’utilisation de Tables de Masses Conditionnelles (TMC) en lieu et place des Tables
de Probabilités Conditionnelles (TPC). Cependant, nous nous plaçons dans le contexte
particulier de la confiance avec des fonctions simples, les contraintes que nous proposons






















Figure 3.19 – Inférence de type argumentation alternative
par la suite pour la propagation de la confiance sont spécifiques au cas particulier des
modèles GSN.
3.3.5 Argumentation alternative
L’argumentation alternative reflète les cas où l’on ajoute des arguments indépendants
pour augmenter le niveau de confiance dans l’objectif principal. À titre d’exemple, prenons
le cas où pour argumenter qu’un système est sûr on utilise des techniques de test, couplées
avec des techniques de vérification formelle comme dans la Figure 3.15. Dans le cas où
celui qui évalue un argumentaire n’exige pas que les 2 techniques soient réalisées, alors
on est en présence d’une argumentation alternative. Il est possible de retrouver ce type
d’argumentation au niveau des Solutions, mais également au niveau des Goal, comme cela
est présenté Figure 3.19. Notons que la notion de stratégie en GSN n’est là que pour
expliciter les choix d’argumentation qui ont été choisis. Pour cela, nous considérons que le
réseau de confiance équivalent est simplement composé des nœuds liés aux Goal ou aux
Solution. De la même manière que pour l’inférence simple, il est possible de compléter une
matrice de confiance, en considérant les cas extrêmes de la confiance. Afin de proposer
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une solution générique avec le moins de valeurs à déterminer pour ce genre de table nous
avons opté pour l’utilisation du Noisy-Or, tel qu’il est présenté Section 1.4 : il s’agit d’un
OU mais avec une probabilité p (au lieu de 1) lorsque g(B) = 0. On considère donc que
lorsque une des deux prémisses est seule digne de confiance, alors on n’obtient pas une
confiance maximum (c.à.d, égale à un), mais une confiance p. Cela est interprété de la
manière suivante : p reflète la confiance dans A lorsque l’on n’a aucune confiance dans C et
pleinement confiance dans B. Le raisonnement est le même pour q. La matrice de confiance
est alors :
g(B) 0 1
g(C) 0 1 0 1
g(A) 0 q p 1-(1-p)(1-q)
Par rapport au noisy-or avec Leak présenté Section 1.4, nous n’utilisons pas de leak
pour le cas où g(B) = g(C) = 0. En effet, dans le cas où les deux confiances sont nulles, il
n’y a pas de justification à ce qu’il existe un certain degré de confiance en A, même si on
a pleinement confiance dans les inférences, c.à.d, avec p = q = 1. Le calcul donne pour la
confiance totale :
g(A) = p ∗ g(B) + q ∗ g(C)− g(B) ∗ g(C) ∗ p ∗ q (3.4)
La Figure 3.20 présente l’évolution de la confiance dans A en fonction de p et g(B). La
validation que nous proposons se base sur l’étude qualitative des variations de g(A) en
fonction de g(B), g(C), p et q. Pour cette figure et les suivantes, les courbes correspondent
à 5 valeurs, {0; 0, 25; 0, 5; 0, 75; 1}, de la variable étudiée. Par soucis de clarté, seules les
valeurs limites seront annotées sur les diagrammes. Nous détaillons quelques observations,
montrant que le modèle choisi est cohérent avec la notion de confiance dans le cadre d’une
argumentation alternative :
— La figure (a) illustre l’indépendance entre g(B) et g(C). En effet, la confiance g(A)
tend vers 1, dès que g(B) tend vers 1, quelle soit la valeur de g(C).
— La Figure (b) montre l’influence de p sur g(A). Pour p = 0, cela signifie que la
confiance dans l’inférence «A est soutenu pas B» est nulle, et que donc la confiance
ne dépend pas de la confiance dans B, ce qui est confirmé par le fait que g(A) est
constant pour p = 0.
— La Figure (c) montre que pour une valeur très faible de g(C), le fait de faire varier
q (la confiance de l’inférence A est soutenue par C) ne change pratiquement pas le
résultat sur g(A).
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(a) (b) (c) (d)
Figure 3.20 – Graphique pour l’inférence de type argumentation alternative
— La Figure (d) est le pendant de la (c) puisque au lieu d’avoir g(C) faible on a
g(C) = 0, 8. On note dans ce cas que la variation de q a un fort impact sur l’évolution
de g(A). Ce graphe montre également que dès que g(B) croît, alors pour q > 0, cela
augmente la confiance dans A (et permet d’atteindre une confiance de plus 0,8).
Une autre justification consiste à relever les variations de g(A) aux limites (on note
g(A)→ 1 pour «g(A) tend vers 1» :
— Si p = q = 1 alors
— si g(B)→ 0 alors g(A)→ g(C)
— si g(B)→ 1 alors g(A)→ 1
— si g(C)→ 0 alors g(A)→ g(B)
— si g(C)→ 1 alors g(A)→ 1
— Si q << 1 alors
— si g(B)→ 0 alors g(A)→ q.g(C)
— si g(B)→ 1 alors g(A)→ p+ q.g(C)
— si g(C)→ 0 alors g(A)→ p.g(B)
— si g(C)→ 1 alors g(A)→ p.g(B) + q
Pour p << 1 on obtient les tendances symétriques. Ces tendances sont observées sur la
Figure 3.21 (a) et (b). Le graphe (c) illustre le fait que lorsque q tend vers 0 alors la confiance
ne dépend plus que de p.g(B). Au regard de ces observations, nous avons adopté ce choix
de formule pour l’argumentation alternative. Notons qu’il est possible de généraliser la
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(a) (b) (c)
Figure 3.21 – Graphiques pour l’inférence de type argumentation alternative
Cependant, comme nous le verrons ultérieurement, seule la matrice de confiance suffira à
renseigner le réseau de confiance.
3.3.6 Argumentation complémentaire
L’argumentation complémentaire intervient quand un ensemble de Solution ou de Goal
sont requis simultanément. L’affaiblissement dans la confiance d’un des éléments doit faire
chuter la confiance globale. Cependant, comme pour l’argumentation alternative, on peut
associer des poids à chaque branche de l’argumentaire qui reflète son importance relative
dans l’argumentaire. Par exemple, si l’objectif de haut niveau d’un argumentaire est «Tous
les risques ont été traités», alors on portera une attention plus forte sur les sous-objectifs
dont les risques sont les plus critiques. Cette attention devrait se traduire par une exigence
plus forte vis-à-vis de la confiance dans le traitement de ces risques.
Comme pour l’argumentation alternative, de nombreux modèles de calcul existent, mais
aucun de ceux disponibles avec les réseaux Bayésiens ne nous a fourni de solution acceptable
permettant de décrire les tendances souhaitées. Nous avons alors adopté un raisonnement
par l’incertitude dans le cadre de la théorie de croyance. On considère les propriétés de la
croyance définies par l’équation 3.3 :
m(A) = g(A) : confiance
m(A,A) = 1− g(A) : incertitude
m(A) = 0
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En raisonnant par les incertitudes on obtient alors le tableau suivant en utilisant un
Leaky Noisy-OR tel que présenté dans la section 1.4 en notant l’incertitude résiduelle
v = 1− l, et avec la condition supplémentaire m(A,A) = 1 quand m(B,B) = m(C,C) = 1
(pour une incertitude maximum dans B et C, on fixe une incertitude maximum pour A) :
m(B,B) 0 1
m(C,C) 0 1 0 1
m(A,A) 1− v 1− v.(1− q) 1− v.(1− p) 1
En passant par la relation g(X) = 1−m(X,X), le tableau précédent devient :
g(B) 1 0
g(C) 1 0 1 0
g(A) v v.(1− q) v.(1− p) 0
L’expression de g(A) devient alors (non simplifiée) :
g(A) = g(B)∗g(C)∗v+g(B)∗ (1−g(C))∗v ∗ (1− q) + (1−g(B))∗g(C)∗v ∗ (1−p) (3.6)
La principale différence avec les autres travaux de recherche utilisant des Noisy-AND
se trouve dans l’interprétation des paramètres de ces tableaux. Dans notre cas, p et q
vont représenter l’importance (le poids) de B et C dans leur contribution à la confiance
dans A. La somme de ces paramètres va également représenter la confiance globale dans
l’inférence liée à l’argument complémentaire. Nous proposons d’utiliser la valeur de leak qui
correspond au cas où g(B) = g(C) = 1 pour représenter cette confiance. Afin de normaliser,
nous proposons donc dans le cas de 2 nœuds parents d’utiliser la formule : v = (p+ q)/2.
Dans le cas où p et q sont inférieurs à 1, la confiance dans les inférences impliquant B et C
n’est pas maximale, alors v est inférieur à 1. La généralisation de cette contrainte dans le






Les valeurs dans la table de confiance pour un nœud X ayant n parents sont :
g(X|Y1, ..., Yk) = v.
∏k
i=1(1− pi) avec k < n
g(X|Y1, ..., Yn) = 0
(3.8)
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(a) (b) (c)
Figure 3.22 – Argumentation complémentaire, l’influence de g(C)
où pi représente le poids de Yi dans l’argumentation.
Nous considérons par la suite que tout élément ayant une confiance nulle n’est pas
pris en compte dans l’argumentation car un tel élément sera enlevé de l’argumentaire de
sécurité. Les Figures 3.22 et 3.23 illustrent le résultat dans le cas de deux parents B et C.
Dans la Figure 3.22, q prend respectivement les valeurs q = 1 (a), q = 0, 5 (b) et q = 0, 1
(c) pour p = 1. La figure (a) illustre en premier lieu le fait qu’une confiance nulle dans g(B)
ou g(C) à poids équivalent, induit une confiance nulle dans A. Dans les cas (b) et (c), où
le poids de g(C) est plus faible, on obtient une confiance non nulle (même pour g(C) = 0).
On observe également sur les 3 diagrammes, que les droites tendent à se confondre en une
seule droite limite, g(A) = 0.5 ∗ g(B), ce qui illustre bien que lorsque q diminue, l’influence
de g(C) diminue.
Les Figures 3.23 (a) et (b) illustrent également cette tendance dans le cas où g(C) est
faible (0,1) puis élevée (0,9). Dans (c), l’influence de g(B), notée p, est faible. La confiance
g(A) reste quasiment insensible à l’évolution de g(B), les lignes sont presque horizontales,
ce qui confirme également la tendance que nous souhaitons observer.
Comme pour l’argumentation alternative, une autre justification consiste à relever les
limites attendues de g(A) :
— Si p = q = 1 alors
— si g(B)→ 0 alors g(A)→ 0
— si g(B)→ 1 alors g(A)→ g(C)
— si g(C)→ 0 alors g(A)→ 0
3.3 Vers une nouvelle approche d’évaluation de la confiance d’un argumentaire 89
g
(a) (b) (c)
Figure 3.23 – Argumentation complémentaire, l’influence de q
(a) (b) (c)
Figure 3.24 – Argumentation complémentaire, le cas pour les confiances basses
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— si g(C)→ 1 alors g(A)→ g(B)
— Si p >> q (C a un poids faible donc g(C) a peu d’influence) alors
— si g(B)→ 0 alors g(A)→ 0
— si g(B)→ 1 alors g(A)→ p.g(B)/2
— si g(C)→ 0 alors g(A)→ p.g(B)/2
— si g(C)→ 1 alors g(A)→ p.g(B)/2
Les tendances observées en utilisant notre Noisy-AND modifié, correspondent aux va-
leurs présentées ci-dessus. Seul le cas où les confiances sont faibles ne correspond pas au
comportement attendu : lorsque q est faible et g(B) tend vers 0, on devrait obtenir une
limite de 0, or comme le montre les Figures 3.24 (b) et (c), g(A) n’est pas nul pour des
valeurs supérieures à 0 de p (la Figure (a) permet de vérifier que lorsque g(C) = 0 la
propriété est tout de même vérifiée). On peut également observer ces limites en utilisant
la formule 3.6. Cependant, les Figures (b) et (c) présentées ici, illustrent bien le fait que
l’on obtient cette déviation de comportement uniquement pour des confiances basses. Bien
que ce modèle ne soit pas parfait, il fournit des résultats satisfaisant pour la plupart des
situations qui sont pertinentes en pratique. La recherche d’un modèle plus optimal fera
partie de notre prospective.
En utilisant l’équation 3.8 pour plusieurs parents, on donne ci dessous l’exemple du cas
à 3 parents (B,C,D) :
g(B) 1 0
g(C) 1 0 1 0
g(D) 1 0 1 0 1 0 1 0
g(A) v v.(1-r) v.(1-q) v.(1-q).(1-r) v.(1-p) v.(1-p).(1-r) v.(1-p).(1-q) 0
Les poids de B, C, et D étant respectivement p, q, r, avec (p+ q+ r)/3 = v. Au regard
de la complexité de l’expression de g(A), un outil permettant de ne saisir que les tables est
requis pour effectuer les calculs (comme nous le verrons nous utilisons des réseaux avec plus
d’une dizaine de nœuds parents pour un nœud fils). Ce point sera abordé Section 4.6.2.
3.3.7 Argumentation mixte
Les deux cas simples présentés dans les sections précédentes permettent de couvrir
la notion de Context présente dans les GSN. En effet, la notion de contexte telle que
présentée Section 1.6, est en réalité un élément obligatoire de l’argumentaire, c’est donc
une argumentation de type complémentaire que l’on obtient entre le contexte et les autres
éléments. Par exemple, comme dans la Figure 3.25, si un élément de type Context est
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Figure 3.26 – Inférence mixte2
ajouté à un Goal, qui est soutenu par deux sous Goal, via une argumentation de type
complémentaire, alors cela reviendra à construire un réseau de confiance avec des tables de
type argumentation complémentaire.
Dans le cas d’une argumentation alternative, comme dans la Figure 3.26, il faut intro-
duire un nœud intermédiaire qui sera du type alternatif, puis considérer un argumentaire
de type complémentaire entre ce nœud intermédiaire et le nœud D.
3.3.8 Étude de sensibilité
Une fois l’argumentaire de sécurité et le réseau de confiance réalisé, nous proposons de
réaliser une étude de sensibilité. Ceci consiste à identifier quels éléments de l’argumentaire
ont le plus d’influence (négative ou positive) sur la confiance globale. Comme présenté
précédemment Section 3.3.1, l’objectif est de pouvoir consolider un argumentaire.
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Nous proposons d’utiliser le graphe de tornade (tornado graph). Il s’agit d’un outil
statistique simple qui permet de satisfaire cet objectif en montrant les variables dont l’in-
certitude a le plus d’impact sur le résultat souhaité. Dans notre cas le résultat souhaité
est la confiance dans l’argumentaire mais cette technique est utilisée dans de nombreux
autres domaines. L’interprétation générale d’un tel graphe est simple dans le contexte de
la confiance, car il présente visuellement l’impact potentiel de la variation d’un paramètre
sur la confiance globale.
La technique consiste à partir d’une fonction f(x1, ...xn), dont on a estimé les valeurs
X1, ..., Xn de référence des variables xi, à calculer pour chaque xi ∈ [Xmin, Xmax], les
valeurs f(X1, ..., Xi−1, Xmin, Xi+1, ...Xn) et f(X1, ..., Xi−1, Xmax, Xi+1, ...Xn). Les valeurs
Xmin et Xmax étant les valeurs minimum et maximum possibles de la variable xi. Ainsi
pour chaque xi on obtient un intervalle de la fonction f . Le graphe de tornade permet de
visualiser, de façon triée, l’ensemble des ces intervalles.
Nous prendrons l’exemple de l’argumentaire alternatif à 2 nœuds parents et un nœud
enfant, présenté dans la Section 3.3.5. Si l’on prend des valeurs arbitraires q=0,7 et p=0,9
on obtient la table suivante :
g(B) 0 1
g(C) 0 1 0 1
g(A) 0 0,7 0,9 0,97
Plaçons nous dans le cas où une première estimation de la confiance dans les nœuds
parents B et C donne g(B) = 0, 8 et g(C) = 0, 7. En utilisant la table pour calculer la
confiance totale on obtient g(A) = 0, 8572. À partir de cette valeur, on peut calculer les
variations de g(A) en ne faisant varier que p entre 0 et 1 (son domaine de variation possible),
puis faire de même pour les variables q, g(B) et g(C).
Par exemple, en gardant toutes les valeurs précédentes de p, q et g(C), et en ne faisant
varier que g(B) :
— si g(B)=0 alors g(A) = 0,49
— si g(B)=1 alors g(A) = 0,949
Une fois ces valeurs calculées, on établit le graphe de la Figure 3.27. En abscisse est
représentée la valeur de g(A). Pour chaque variable, g(B), p, g(C) et q, on trouve une
représentation de la valeur minimum et maximum de g(A), avec une partie qui part de
la valeur de référence g(A) = 0, 8572 vers une confiance plus faible, et une autre vers
une confiance plus importante. Sur ce graphe, les histogrammes ont été classés pour faire
apparaître les paramètres du plus influant au moins influant. Ainsi, on peut noter que c’est
g(B) qui aura l’influence la plus importante à la fois dans la baisse de la confiance, mais
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Figure 3.27 – Graphe de Tornade avec g(B), g(C) , p et q pour une argumentation
alternative
aussi pour augmenter la confiance. C’est donc sur cet élément que devront de porter les
efforts si l’on souhaite améliorer la confiance globale. Cependant il est important de noter
les limites d’une étude de sensibilité en utilisant le graphe de Tornade. Par exemple il est
impossible d’identifier l’influence d’une variation simultanée de deux ou plus variables. Il est
également difficile sur cet exemple de savoir s’il sera plus facile d’augmenter la confiance
grâce à g(B) ou de p. Ce travail doit être effectué par les experts. Le modèle que l’on
propose est donc un indicateur qui permet de guider les analystes mais ne supplante pas
leur travail d’argumentation.
On retrouve la possibilité d’effectuer ces calculs en utilisant l’outil Agenarisk, à la fois
pour modéliser le réseau comme sur la Figure 3.28 auquel on associe la table présentée
Figure 3.29, ainsi que pour générer le graphe de Tornado, présenté Figure 3.30 (AgenaRisk
ne permet pas de représenter la sensibilité des poids p et q). On peut noter qu’un des
intérêts de notre approche est que les règles de calcul que l’on utilise sont les mêmes que
pour les réseaux bayésiens, et que donc il est possible d’utiliser directement des outils
comme Agenarisk.
3.4 Conclusion
Nous avons présenté dans cette section une contribution à l’évaluation quantitative
de la confiance dans un argumentaire. Ce thème étant encore récent dans le domaine de
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Figure 3.28 – Réseau pour un argumentaire alternatif avec l’outil Agenarisk
Figure 3.29 – Table de confiance avec g(B) et g(C) pour argumentation alternative avec
l’outil Agenarisk
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Figure 3.30 – Graphe de tornade avec g(B) et g(C) pour argumentation alternative
l’argumentation de sécurité, nous avons identifié deux grandes tendances : les méthodes
basées sur les réseaux Bayésiens, et celles basées sur la théorie de Dempster-Shafer. Les
premières ne faisant pas apparaître explicitement la notion de confiance et d’incertitude, et
les secondes ne correspondent pas à nos besoins sur les règles de propagation, nous avons
proposé une méthode partant de la définition de la croyance, mais pouvant s’appuyer sur
des calculs similaires aux réseaux Bayésiens.
Le fait de se baser sur la théorie de Dempster-Shafer mais dans le cadre de la fonction
à support simple (c.à.d, avec m(A,A) = 0) a deux avantages :
— Le cadre conceptuel permet dès le départ de prendre en considération les incerti-
tudes, et de les quantifier.
— On reste dans un cadre mathématique qui permet d’utiliser les réseaux Bayésiens
ainsi que tous les outils qui les accompagnent
Nous avons proposé d’utiliser deux types d’argumentaire : l’alternative, reposant sur une
propagation de type noisy-or, et le complémentaire reposant sur une version adaptée de
leaky noisy-and.
Le modèle de propagation de la confiance que nous avons choisi est une première pro-
position qui doit encore être améliorée notamment pour l’argumentation complémentaire.
Cependant le cadre conceptuel devrait permettre d’explorer d’autres expressions mathé-
matiques.
L’objectif étant l’étude de sensibilité, il est important de noter que ce sont les variations
relatives de la confiance qui nous intéressent et pas une valeur absolue de la confiance, qui
serait en réalité très difficile à justifier.
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Un point important de cette étude et qui n’est pas abordé dans ce manuscrit est la
détermination des valeurs de confiance des nœuds et des inférences. Ce travail complexe
repose sur de nombreux domaines, dont les sciences sociales et les statistiques pour l’aspect
quantification d’avis d’experts, et sort du cadre de cette thèse.
Chapitre 4
Application à un robot d’aide à la
déambulation
La méthode présentée dans ce manuscrit a été utilisée dans le cadre du développe-
ment d’un robot déambulateur au sein du projet ANR-MIRAS de l’appel TECSAN2009.
Dans ce chapitre, nous présentons d’abord le contexte de ce cas d’étude et les principales
fonctionnalités du robot d’aide à la déambulation. Nous résumons ensuite les résultats de
l’application de la méthode HAZOP-UML qui ont conduit à établir la liste des dangers à
prendre en compte pour l’analyse de sécurité du robot. Cette analyse inclut une étude com-
parative de l’application des mots guides aux différents types de représentation considérés
dans le cadre de la méthode HAZOP-UML (cas d’utilisation, diagrammes de séquence, dia-
grammes d’états-transitions) ainsi qu’avec la méthode classique d’analyse préliminaire des
risques (APR). La dernière partie de ce chapitre traite de la construction d’argumentaire
de sécurité basé sur GSN et l’évaluation de la confiance dans cette argumentaire basée sur
la méthode présentée dans le chapitre 3.
4.1 Présentation générale du projet MIRAS
Parmi les systèmes de la robotique de service, la robotique de rééducation (rehabili-
tation robotics) a pour vocation l’aide à la manipulation (pour remplacer un mouvement
impossible par exemple), à la mobilité (fauteuils roulants dits intelligents, exosquelettes),
et à la thérapie (réalisation d’exercices de mobilité assisté par un robot).
Le projet ANR MIRAS (Multimodal Interactive Robot for Assistance in Strolling) (2009
à 2012) présenté dans (Pasqui et al., 2012), s’inscrit dans l’aide à la mobilité. L’objectif de
ce projet est la conception et la mise au point d’un robot pour l’aide à la déambulation et
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la surveillance de l’état physiologique de personnes âgées atteintes de troubles de la marche
et d’orientation. Les partenaires de ce projet étaient les concepteurs de robots de service
ROBOSOFT 1, les laboratoire ISIR 2 et LAAS-CNRS, les hôpitaux du réseau Assistance
Publique-Hôpitaux de Paris (Henri-Mondor 3 et Charles-Foix 4) et le Centre Hospitalier
Universitaire de Toulouse 5. Les travaux de recherche et de développement du robot et de
ses fonctions multimodales sont réalisés dans les laboratoires de recherche et les évaluations
cliniques sont effectuées au sein des hôpitaux. Les bénéfices attendus d’un tel système sont :
— rendre l’autonomie de la marche à des patients souffrant de troubles de l’équilibre
et d’orientation ;
— adapter et contrôler l’activité de marche pour l’entrainement et l’amélioration de la
condition physique des personnes âgées ;
— libérer les personnels hospitaliers pour des actes plus techniques ;
— sécuriser le patient.
Un exemple typique dans le contexte hospitalier et qui illustre les objectifs scientifiques
et techniques est l’accompagnement aux toilettes. La personne ne pouvant ni se lever seule
de son fauteuil ni marcher seule quelques mètres, appelle un soignant qui ne fait que la
soutenir. Le robot remplace ici avantageusement le soignant. Pour cela, il doit exécuter un
certain nombre d’actions qui dépendent de l’utilisateur (il ne « sait » pas a priori que la
personne veut aller aux toilettes).
4.2 Vue générale du travail réalisé
La Figure 4.1 présente les activités réalisées lors du projet MIRAS dans le cadre de
cette thèse. Une première analyse HAZOP-UML sur un sous-ensemble des fonctionnalités
et limitée aux cas d’utilisation et diagrammes de séquence a été réalisée en amont de la
thèse. À la suite des recommandations préliminaires de sécurité issues de cette étude, ainsi
que de la redéfinition de l’architecture mécanique pour des exigences ergonomiques, une
deuxième version a été spécifiée. Celle-ci a été analysée lors d’une deuxième étude HAZOP-
UML (présentée section 4.4, avec une extension des mots-guides HAZOP, et une application
aux diagrammes d’états-transitions. Une analyse préliminaire des risques (APR) a été
également réalisée pour établir un point de comparaison avec HAZOP-UML, ce qui a
contribué à l’analyse de la validité de la méthode HAZOP-UML (présentée section 4.4.2).


































Travail réalisé lors de cette thèse
Figure 4.1 – Activités de gestion du risque dans le cadre du projet MIRAS
estimation des risques (Section 4.4.3). Cette estimation a permis de réaliser une évaluation
des risques pour une version du robot destinée aux évaluations cliniques (section 4.4.2),
ce qui a notamment servi de base au dépôt et à l’acceptation d’une requête auprès de
l’AFSSAPS 6, une agence d’évaluation, qui délivre les autorisations pour les essais cliniques
dans le domaine de la santé. Parallèlement, l’évaluation de la version finale du robot a été
réalisée en construisant un argumentaire de sécurité (Section 4.5), ainsi que son modèle de
confiance (Section 4.6).
L’ensemble de ce travail n’est pas présenté ici dans son intégralité, mais est disponible
pour partie dans les livrables (Caquas et al., 2012; Do Hoang et Guiochet, 2012). Les
évaluations cliniques ont été réalisées mais le robot considéré pour l’étude a finalement été
amélioré et a donné naissance à une troisième version développée à l’ISIR hors du cadre
de MIRAS.
4.3 Les fonctionnalités du robot d’aide à la déambulation
Les tâches de base que le robot doit effectuer sont d’aider le patient à se lever (d’une
chaise ou d’un lit), de déambuler et de s’assoir. Il est destiné à une utilisation quotidienne
par les personnes âgées atteintes de troubles de la marche et de l’équilibre. Le robot doit
pouvoir distinguer un mouvement volontaire du patient pour l’assister davantage et pour
faire face à un mouvement perturbateur (comme la perte d’équilibre) afin de corriger la pos-
ture du patient. En plus de ces fonctions, plusieurs services ont été ajoutés au robot comme
la détection des problèmes physiologiques (fatigue, augmentation du rythme cardiaque),
6. Agence française de sécurité sanitaire du médicament et des produits de santé (Afssaps) devenue
Agence nationale de sécurité du médicament http://ansm.sante.fr/
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mauvaise posture et chute du patient. Une décomposition en cas d’utilisation UML, a été
réalisée et donnée ci-dessous ainsi que sur la Figure 4.2 :
Figure 4.2 – Le diagramme de cas d’utilisation du déambulateur intelligent (les cas en
couleur correspondent à ceux ajoutés lors de la 2ème version du robot)
UC01 Déambuler Le robot assiste la déambulation du patient.
UC02 Se lever (verticalisation) Le robot assiste le patient quand il se lève par un
mouvement de la base et des bras du robot.
UC03 S’asseoir (déverticalisation) Le robot assiste le patient quand il s’assied par
un mouvement de la base et des bras du robot.
UC04 Gestion de la perte d’équilibre Le robot détecte les pertes d’équilibre du
patient et aide ce dernier à retrouver son équilibre.
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UC05 Appel et déplacement autonome du robot Le robot réagit à l’appel du
patient, se déplace de manière autonome vers ce dernier, et se positionne de manière
à ce que le patient puisse saisir les poignées.
UC06 Détection de la fin d’utilisation et déplacement en position d’attente
Le robot retourne à sa position d’attente lorsqu’il n’est plus utilisé.
UC07 Positionner le robot à la main L’utilisateur déplace le robot selon ses besoins,
notamment avant la verticalisation pour un meilleur confort du patient
UC08 Monitoring du patient et gestion des alarmes Le robot surveille en perma-
nence l’état physiologique et la posture du patient et déclenche l’alarme pour avertir
le personnel médical si un problème est détecté (fatigue du patient, mauvaise pos-
ture, ou chute).
UC09 Programmation du profil patient Le personnel médical choisit le profil adé-
quat du patient afin que le robot puisse l’assister.
UC10 Apprentissage du profil patient Le patient fait quelques essais avec le robot
qui mémorise ses aptitudes physiques.
UC11 Installer/Lancer Le personnel technique installe et démarre le robot.
UC12 Se lever à partir du siège robot Le patient se lève du siège du robot avec
aide
UC13 S’asseoir sur siège robot Le patient s’assied sur le siège du robot avec aide
UC14 Pousser un objet avec le robot pendant la déambulation Le patient pousse
un objet avec le robot pendant la déambulation.
UC15 Se déplacer en mode fauteuil roulant Le patient s’assied sur le siège et le
robot se déplace suivant la commande du patient.
En se basant sur les besoins fonctionnels UC01 à UC11, un premier prototype du
robot a été réalisé (Figure 4.3). Cependant, à la suite des analyses de risques, il a été
recommandé que la deuxième version inclue un siège pour que le patient fatigué puisse se
reposer dessus, ou se reposer en cas de défaillance du robot. Pour des questions pratiques,
ce siège pourrait être robotisé pour aider le patient à se lever et à s’asseoir. Cette nouvelle
version prévoit également que le patient puisse pousser un objet comme une porte avec le
robot (usage existant dans les déambulateurs classiques). La deuxième version inclut donc
les cas d’utilisation UC12,UC13 et UC14. Le cas d’utilisation UC15 est mentionné ici mais
a été considéré comme en dehors du champ d’étude du projet MIRAS, il correspond à une
utilisation du déambulateur comme un fauteuil roulant lorsque le patient est assis sur le
siège.
Au delà des exigences fonctionnelles, un important travail sur l’ergonomie du robot
a été réalisé. En effet, les patients qui se déplacent à l’aide d’un déambulateur classique
déambulent en s’appuyant sur les poignées. L’objectif du robot pendant la déambulation


















Figure 4.3 – Un déambulateur classique (à gauche) et les versions du Robot MIRAS
est de rendre ces efforts répétitifs moins importants, et donc d’avoir un couple moteur
qui réduit la force nécessaire pour pousser un robot de ce poids. Il faut également une
bonne mobilité afin de pouvoir tourner dans les hôpitaux et d’éviter l’effet « caddy » (un
mouvement latéral n’est pas possible). La figure 4.4 présente les deux prototypes.
4.4 Analyse et évaluation des risques
4.4.1 Application d’HAZOP-UML
La modélisation UML a été réalisée au LAAS puis validée par les partenaires du projet,
notamment les chercheurs de l’ISIR en charge du développement des fonctions robotiques,
et par les docteurs des hôpitaux. Chaque cas d’utilisation a été décrit au moyen d’une
table (pré et post conditions, invariants) (voir dans la partie supérieure de la Figure 4.7)
et d’un diagramme de séquence pour le scénario nominal, et d’un ou plusieurs diagrammes
de séquence pour les scénarios alternatifs. La Figure 4.5 illustre par exemple le fait qu’un
patient puisse lâcher les poignées pendant la verticalisation. Notons que ces diagrammes,
ont servi de base pour discuter au sein du projet pour mieux définir les spécifications, et
les diagrammes de séquence ont été un outil particulièrement puissant pour discuter avec
des non-spécialistes de la conception système comme les docteurs par exemple. Un dia-
gramme d’états-transitions a été réalisé, dont une version simplifiée est donnée Figure 4.6.
L’ensemble des diagrammes UML est consultable en ligne 7.
L’identification a été réalisée en effectuant une APR qui a consisté en plusieurs réunions
de brainstorming avec les membres de l’ISIR, puis avec une analyse HAZOP-UML. Un
7. http ://homepages.laas.fr/qdohoang/MIRAS/
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Figure 4.4 – Le premier prototype (Robosoft) (à gauche) et le deuxième (ISIR)(à droite)
extrait d’une table HAZOP telle que nous l’avons déployée est donné Figure 4.7. Cette
étude a donné lieu à une liste de dangers présentée Figure 4.9, que l’on a extrait des tables
HAZOP. Pour chaque danger nous avons également utilisé des références vers les lignes des
tables HAZOP induisant le danger. Ce travail permet ainsi d’avoir une traçabilité entre
les causes et les conséquences, et peut s’avérer très utile si l’on souhaite utiliser d’autres
techniques d’analyse du risque comme les arbres de fautes ou une AMDEC par exemple.
La liste est donnée ci-dessous :
HN01 Posture incorrecte du patient pendant l’utilisation du robot (penché en avant ou
en arrière)
HN02 Chute du patient pendant l’utilisation du robot (comme pour un déambulateur
classique), soit au sol, soit sur le robot lui-même
HN03 Arrêt total du robot pendant l’utilisation (absence d’énergie), rendant impossible
toute action du robot
HN04 Chute du patient sans alarme ou avec alarme tardive
HN05 Problème physiologique du patient sans alarme ou avec alarme tardive
HN06 Chute du patient provoquée par le robot (mouvement non désiré du robot)
HN07 Incident détecté mais défaut de passage en mode sûr ; le robot continue à se
déplacer alors qu’il a un déséquilibre, une chute ou une fatigue du patient
HN08 Le robot coince un membre du patient entre 2 parties du robot ou entre le robot
et un objet fixe
HN09 Collision entre le robot (ou partie du robot) et le patient
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Figure 4.5 – Diagramme de séquence illustrant une interruption au milieu de la vertica-
lisation
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En interaction physique avec le patient































stm Diagramme des modes simples du robot (cas nominaux) 
Figure 4.6 – Diagramme d’état transition du robot déambulateur
HN10 Collision entre le robot et une personne autre que le patient
HN11 Le robot gêne le personnel médical pendant une intervention.
HN12 Déséquilibre du patient provoqué par le robot (sans chute)
HN13 Fatigue du patient due à une mauvaise ergonomie ou commande du robot (sans
chute)
HN15 Chute du patient depuis le siège
HN16 Alarme trop fréquente (Faux positif)
Nous avons choisi de différencier HN02, HN04 et HN06 car chacun correspond à une
situation dangereuse spécifique. HN02 correspond à la chute dans le même contexte que lors
de l’utilisation d’un déambulateur classique (mauvaise utilisation, problème physiologique
du patient, etc.). HN06 correspond à une chute provoquée par un dysfonctionnement du
robot, alors que HN04 correspond à un dysfonctionnement du système d’alerte quelle que
soit la raison de la chute de l’utilisateur. Le danger HN14 n’est pas présenté car il correspond
à une utilisation du déambulateur hors du cadre de MIRAS (utilisation du robot en mode
fauteuil roulant).
Il est important de mentionner que nous n’avons traité ici que les risques opération-
nels, et pas les risques inhérents à l’utilisation d’une machine (ex : électrocution, explosion,
émission de substances dangereuses, etc.). Pour ces aspects, les techniques et normes clas-























   
   















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 4.7 – Extrait d’une table HAZOP-UML appliquée à un cas d’utilisation
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1 Modérée
Déterminer les délais de réaction entre la 
détection et l'activation du mode déverticalisation 





Etablir les délais de réactions pour assurer la 
synchronisation correcte entre la descente des 









Maintenir le blocage des roues pendant un temps 
MIN sans dépasser un temps MAX. Vérification de 





Etude de la posibilité d'un profil de la 




Number Severity New Safety Requirements
Hazard 
Number Origine
Figure 4.8 – Extrait de la liste des recommandations
siques pour les machines et les dispositifs médicaux électriques sont applicables, et sortent
du cadre de cette thèse.
Un autre document produit lors de cette analyse est une liste de recommandations,
extraite des tables HAZOP, avec des références vers les lignes correspondantes dans les
tables HAZOP. Un extrait de cette liste est fourni Figure 4.8. L’ensemble des tables HAZOP
est consultable en ligne 8.
4.4.2 Validation de l’approche HAZOP-UML
Afin de valider l’approche, et notamment l’utilisation des mots-guide plusieurs études
comparatives ont été menées. Dans le cadre de cette thèse, une étude a été réalisée dans
le cadre du projet MIRAS présenté précédemment mais nous utilisons également les résul-
tats d’une HAZOP-UML effectuée dans le cadre du projet Européen PHRIENDS (2006).
Ce projet avait pour objectif d’étudier aux différents niveaux d’une architecture robotique
comment maîtriser la sécurité dans le cadre d’applications en contact physique avec l’hu-
main. Notre cas d’étude a été un robot mobile équipé d’un bras, coopérant avec un ouvrier
dans une usine pour effectuer des actions de pick and place (prendre un objet et le placer)
en interaction avec l’opérateur (prendre un objet de la main de l’opérateur, ou lui donner,
avec la possibilité pour l’opérateur de toucher le bras robot pour le stopper ou reprendre
sa tâche).
Tout d’abord du point de vue qualitatif, cette méthode s’est complètement intégrée dans
les processus de développement, grâce au partage des modèles de conception UML. Dans
8. http ://homepages.laas.fr/qdohoang/MIRAS/
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les deux projets, les diagrammes de cas d’utilisation et de séquence UML ont été réalisés
avec les développeurs des cas d’études. Dans MIRAS, un diagramme d’états-transition a
été également réalisé. Le fait de baser cette approche sur UML a également permis de
mettre à jour très rapidement les tables HAZOP-UML lorsque les scénarios d’utilisation
ou la spécification des systèmes étudiés étaient modifiés (ce qui est arrivé plusieurs fois).
En effet, chaque déviation étant reliée à un élément du modèle, toute modification pouvait
être tracée et répercutée vers les tables HAZOP-UML. Le fait d’utiliser des méthodes
standardisées telles que UML et HAZOP, et d’avoir réduit l’utilisation d’UML permet
également très rapidement de prendre en main cette méthode.
Pour démontrer la validité de l’approche, nous avons comparé une analyse préliminaire
des risques (notée APR) et HAZOP-UML. En effet, HAZOP-UML, tel qu’il est présenté
ici, est une méthode permettant d’effectuer une analyse au tout début du processus de
développement. C’est également le cas d’une APR. Cette comparaison du point de vue
du nombre de dangers identifiés est donnée Figure 4.9. L’APR a été réalisée en premier,
avec les partenaires du projet MIRAS, puis HAZOP-UML a été réalisée. Le résultat peut
donc paraître biaisé (puisque l’étude APR a forcément influencé HAZOP-UML), mais les
dangers identifiés lors d’HAZOP, également identifiés pendant l’APR, sont tous directe-
ment induits par l’utilisation d’un ou plusieurs mot-guides. Sur cette table, sont présentés
les principaux dangers du projet MIRAS, ainsi que le nombre d’apparition de ces dangers
dans l’application de ces deux méthodes. Nous n’avons noté aucun danger que seule l’APR
aurait identifié. En revanche, HN2 et HN10, n’ont été identifiés que par notre méthode
d’HAZOP-UML. Ces dangers n’ont rien de particulier, mais c’est en analysant des scé-
narios d’utilisation qu’ils ont émergé, alors que lors de l’APR, ils n’ont pas été identifiés.
Un autre résultat issu de cette table, est la complémentarité des analyses basées sur les
Cas d’utilisation (CU) et des diagrammes de séquence (Seq). Pour ce qui est de l’analyse
du diagramme d’états-transition, aucun nouveau danger n’a été identifié, en revanche de
nombreuses déviations qui n’avaient pas été envisagées ont été découvertes lors de cette
phase, et ont donné de nombreuses nouvelles recommandations.
Plus spécifiquement sur l’analyse HAZOP du diagramme d’états transitions, nous avons
relevé sur le tableau 4.1 pour chaque mot-guide le nombre d’interprétations (et d’interpré-
tations avec recommendation) qui avaient été déduites. Cette étude a permis d’illustrer que
la sélection des mots-guide réalisée était cohérente, et que les interprétations génériques
présentées dans le chapitre 2 permettaient toutes d’identifier des déviations que nous avons
retenues pour cette étude.
Du point de vue de l’applicabilité de la méthode, le tableau 4.2 présente le nombre d’in-
terprétations (quand un mot-guide amène à une déviation possible) pour les deux projets
MIRAS et PHRIENDS. Le nombre d’éléments étant du même ordre de grandeur (autour
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HAZOP-UML Etats-Trans Déviation Interprétation Interprétation 
avec 
recommandation Élément Mot-guide 
(destination 
state) 
Other than 19 16 13 
(transition) Never 19 8 4 
  No/None 19 15 9 
(event) No/None 19 17 12 
  Other than (not 
triggered) 
19 14 10 
  Other than 
(triggered) 
19 11 10 
(condition) No/None 17 17 11 
  Other than 17 17 11 
  Other than 17 17 11 
  As well as 17 2 2 
  Part of 17 3 3 
  Early 17 0 0 
  Late 17 13 11 
(action) No/None 19 19 16 
  Other than 19 6 6 
  As well as 19 2 2 
  Part of 19 11 11 
  Early 19 8 3 
  Late 19 17 14 
  More 19 1 1 
  Less 19 1 1 
Total 385 215 161 
 
Table 4.1 – Utilisation des mots-guide pour HAZOP-UML Statecharts
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Num Description APR 
HAZOP-UML 
CU Seq Etats-Trans 
HN1 Posture incorrecte du patient pendant l'utilisation du robot 2 4 3 4 
HN2 Chute du patient pendant l'utilisation du robot (comme pour 
un déambulateur classique) 
 29 27 30 
HN3 Arrêt total du robot pendant l'utilisation (absence d'énergie) 1 2   
HN4 Chute du patient sans alarme ou avec alarme tardive  11 13 32 
HN5 Problème physiologique du patient sans alarme ou avec 
alarme tardive 
 15 10  
HN6 Chute du patient provoquée par le robot (mouvement non 
désiré du robot) 
10 51 37 10 
HN7 Incident détecté mais défaut de passage en mode sûr ; le 
robot continue à se déplacer 
 8   
HN8 Le robot coince un membre du patient (entre 2 parties du 
robot ou entre le robot et un  
3 5 4  
HN9 Collision entre le robot (ou partie du robot) et le patient 2 14 14  
HN10 Collision entre le robot et une personne autre que le patient  5 14 2 
HN11 Gêne du personnel médical pendant une intervention  1   
HN12 Déséquilibre du patient provoqué par le robot (sans chute) 11 1 70 1 
HN13 Fatigue du patient dû à une mauvaise ergonomie ou 
commande du robot (sans chute) 
12 1 53 21 
HN15 Chute du patient depuis le siège 2 10 12  
HN16 Alarme trop fréquente (Faux positif)   3  
  
 Figure 4.9 – Dangers identifiés par l’utilisation de l’analyse préliminaire des dangers
(PHA), et HAZOP-UML
d’une centaine au total), le nombre de lignes de tables HAZOP (déviations interprétées)
montre qu’il n’y a pas d’explosion combinatoire. Même si le nombre de déviations analysées
semble important (1694 et 993), c’est tout à fait acceptable en comparaison avec d’autres
analyses du risque et il est commun dans ce type d’analyse systématique d’obtenir ces
ordres de grandeur. Sur le tableau 4.3 on retrouve également des ordres de grandeur qui
sont maîtrisables en termes de ressources et d’outils disponibles.
Il est important de noter que la méthode qui est proposée et évaluée dans ce manuscrit
s’inscrit à la fois dans les méthodes collaboratives et génératrice d’idées (brainstorm) mais
également dans une approche systématique puisque basée sur une description des scénarios.
Elle est également limitée à l’identification des dangers opérationnels liés à la réalisation
de la tâche (vie opérationnelle du robot), mais ce sont ces dangers qui sont nouveaux par
rapport aux dangers classiques propres aux «machines» et déjà couverts par de nombreuses
normes (électriques, mécaniques, etc.).
4.4.3 Critères de risque
Cette section présente comment ont été déterminés les critères de risque (notamment
les échelles de gravité et de probabilité), et l’estimation des risques du projet MIRAS.
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PHRIENDS MIRAS
Cas d’utilisation 9 11
Conditions 39 45
Déviations analysées 297 317
Déviations interprétées 179 (60.3%) 134 (42.3%)
Déviations interprétées avec 120 (40.4%) 72 (22.7%)
recommandation
Diagrammes de séquence 9 12
Messages 91 52
Déviations analysées 1397 676
Déviations interprétées 589 (42.2%) 163 (24.1%)
Déviations interprétées avec 274 (19.6%) 85 (12.6%)
recommandation
Totaux
Eléments UML 130 97
Déviations analysées 1694 993
Déviations interprétées 768 (45.33%) 297 (29.9%)
Déviations interprétées avec 394 (23.25%) 157 (15.8%)
recommandation
Table 4.2 – Application de la méthode HAZOP-UML aux cas d’utilisation et aux dia-






Déviations interprétées avec 161
recommandation
Table 4.3 – Application de la méthode HAZOP-UML états-transitions – Statistiques
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Niveaux de gravité
Niveau Description
Catastrophique Entraîne le décès du patient
Critique Entraîne une déficience permanente ou
une blessure mettant en danger la vie du
patient
Important Entraîne une blessure (a) avec l’inter-
vention de professionnels de la santé ou
(b) entraînant une perte de confiance
envers le système de la part du patient
Mineur Entraîne une blessure temporaire (a)
sans l’intervention de professionnels de
la santé ou (b) entraînant une perte de
confiance envers le système de la part
du personnel médical
Négligeable Nuisance ou gêne temporaire
Table 4.4 – Les degrés de gravité des dommages dans MIRAS
Cinq niveaux de gravité ont été choisis sur la base de tables équivalentes issues des
normes, mais nous avons ajouté deux éléments spécifiques : une blessure entraînant une
perte de confiance envers le système de la part du patient, dont le niveau de gravité est
classé Important, alors que si la perte de confiance se situe du côté du personnel médical le
niveau de gravité est jugé Mineur (table 4.4). Afin d’établir cette table, nous avons interagi
avec les représentants des futurs utilisateurs de ces systèmes : les docteurs des 3 hôpitaux.
En effet, les utilisateurs finaux (les patients), ont des pathologies trop lourdes (Alzheimer
par exemple) pour donner des retours sur ces valeurs. Nous nous sommes basés sur la liste
des dangers Figure 4.9, en effectuant une catégorisation des dommages potentiels, puis en
établissant des groupes en niveaux considérés équivalent.
Autant pour les niveaux de gravité il a été assez simple de converger vers une liste
commune, autant pour les niveaux de fréquence, l’exercice a été plus complexe. En effet,
l’appréciation d’une fréquence n’a pas le caractère objectif de la conséquence d’un dommage
(il existe même pour le domaine médical des catégorisations pour les blessures). Nous avons
également pour cette étape utilisé la liste des dangers et effectué une identification conjointe
niveaux de probabilité et niveaux d’acceptabilité. Pour cela nous avons demandé aux 3
partenaires du domaine médical, pour chaque danger, à quelle fréquence le danger serait-il
acceptable, tolérable ou inacceptable, avec les définitions suivantes :
Non acceptable
le bénéfice lié à l’utilisation ne peut justifier le risque encouru
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 Fréquence d’occurrence 
N° 
Danger 



















Figure 4.10 – Exemple des niveaux d’acceptabilité du danger HN3
Fréquence d’occurrence
Niveau Fréquence
Très fréquent 1 fois/ semaine
Fréquent 1 fois/ mois
Moyennement Fréquent 1 fois / 6 mois
Peu fréquent 1 fois/ an
Peu probable 1 fois/ 10 ans
Rare 1 fois/ 100 ans
Improbable Inférieur à 1 fois/ 100 ans
Table 4.5 – Les fréquences d’occurrence dans MIRAS
tolérable
les coûts (financier, humains, organisationnel, ou techniques) ne permettent pas de
réduire le risque, mais au regard du bénéfice apporté, il est toléré
acceptable
le niveau de risque ne requiert aucune réduction supplémentaire
Ce travail a permis d’établir pour chaque partenaire une liste de 15 évaluations, ainsi
que des valeurs pour le découpage en fréquence. Pour chaque hôpital, nous avons recueilli
auprès des docteurs leur estimation :
— du niveau de gravité du dommage potentiel de chaque danger
— de l’acceptabilité du risque, en considérant cette gravité, en fonction de différentes
fréquences d’occurrence
L’intégralité de ce travail n’est pas présenté car il a consisté à croiser les données (sous
forme de tables excel), puis à harmoniser les réponses, parfois différentes, pour obtenir une
version finale des fréquences d’occurrence et des niveaux d’acceptation. La table finale des
niveaux de fréquence d’occurrence est donnée Table 4.5.
Après plusieurs itérations, nos partenaires se sont mis d’accord sur les niveaux d’accep-
tabilité en fonction des niveaux de gravité et de probabilité d’occurrence, récapitulés dans
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la Figure 4.11. Chaque danger s’est vu attribuer un niveau de gravité de dommage associé,
mais son niveau d’acceptabilité est fonction de sa probabilité d’occurrence. 
 
Catastrophique-
(HN4,-HN6,-HN14,-HN15)- - - - - - - -
Critique-
(HN3,-HN5,-HN8,-HN10)- - - - - - - -
Important-
(HN7,-HN9,-HN12,-HN13,-
HN16)- - - - - - - -
Mineur-
(HN1,-HN11)- - - - - - - -















Catastrophique- - - - - - - -
Critique-





Mineur- - - - HN11- HN6- - -















Figure 4.11 – Matrice harmonisée de l’acceptabilité des risques, avec les niveaux de gravité
des dangers tels que perçus pour une utilisation finale du robot
Il est important de noter que cette matrice a été proposée pour l’utilisation d’un seul
robot, en se basant sur une utilisation de 2h par semaine, 7j/7. La question du point de vue
d’un service hospitalier utilisant une flotte de robot est différente, et il faudrait se placer
dans un contexte différent pour revoir les fréquences d’occurrence notamment.
4.4.4 Estimation et évaluation du risque pour la version évaluation cli-
nique
La version « eval » du robot (prototype pour évaluation clinique) consiste en un sous-
ensemble des fonctionnalités visées dans le proj t. En utilisant la représentation en cas
d’utilisation exposée précédemment, cette version correspond à l’implémentation des cas
suivants :
— le patient déambule avec le robot (UC01),
— le patient se verticalise à l’aide du robot (UC02),
— le personnel médical ou le patient positionne le robot à la main (UC07),
— le robot est configuré pour être utilisé par un patient (UC09),
— et le robot est installé par le personnel médical pour être utilisé (UC11).
Pour ce robot utilisé dans le cadre de l’hôpital, nous avons considéré le contexte suivant :




(HN4,-HN6,-HN14,-HN15)- - - - - - - -
Critique-
(HN3,-HN5,-HN8,-HN10)- - - - - - - -
Important-
(HN7,-HN9,-HN12,-HN13,-
HN16)- - - - - - - -
Mineur-
(HN1,-HN11)- - - - - - - -
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Figure 4.12 – Matrice harmonisée de l’acceptabilité des risques pour un robot
1. Surveillance permanente par un personnel médical ayant accès à un arrêt d’urgence
2. Possibilité d’intervention immédiate en cas de déséquilibre du patient
Pour les premières évaluations cliniques un professionnel de santé accompagne le pa-
tient tout le temps pendant l’utilisation du robot. Il est donc capable d’intervenir en cas de
problème, en particulier pour soutenir les patients en cas de situation dangereuse (déséqui-
libre / chute / etc.). Le système doit comporter un arrêt d’urgence permettant de couper
l’alimentation des moteurs de la base et des bras. Une personne de l’équipe technique du
promoteur est en charge du bouton d’urgence (déporté). De cette façon, même les patients
présentant les pathologies les plus graves peuvent participer aux évaluations.
Dans les conditions décrites ci-dessus, les risques évalués sont présentés dans la Fi-
gure 4.12. Par rapport à la matrice présentée Figure 4.11, des réductions de fréquences et
de gravité ont été estimées en concertation avec les concepteurs du robot (ISIR). Plusieurs
dangers ont également été retirés de la liste car le fait d’avoir une surveillance constante
pendant les essais les rendaient non réalistes (par exemple « HN05 Problème physiologique
du patient sans alarme ou avec alarme tardive » n’a plus de sens).
La Figure 4.13 présente pour les dangers considérés un résumé des justifications des
risques présentés sur la Figure 4.12.
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Num Description Justification niveau de risque 
HN01 Posture incorrecte du patient pendant l'utilisation du robot 
Détection par le personnel médical, réduction de 
la sévérité à négligeable, probabilité estimée à 
rare (le personnel intervenant sans délai) 
HN02 
Chute du patient pendant l'utilisation du 
robot (comme pour un déambulateur 
classique) 
N/A 
Non évalué car danger identique avec 
déambulateur classique 
HN03 Arrêt total du robot pendant l'utilisation (absence d'énergie) 
Probabilité évaluée à peu fréquente, mais 
surtout l’impact devient négligeable 
HN04 Chute du patient sans alarme ou avec alarme tardive 
N/A 
Non applicable dans version « eval » 
HN05 Problème physiologique du patient sans alarme ou avec alarme tardive 
N/A 
Non applicable dans version « eval » 
HN06 Chute du patient provoquée par le robot (mouvement non désiré du robot) 
Cet événement passe à Mineur car le personnel 
est censé pouvoir intervenir en cas de 
déséquilibre. Sur une fréquence Moyenne, le 
risque devient tolérable 
HN07 
Incident détecté mais défaut de passage 
en mode sûr ; le robot continue à se 
déplacer 
Les mécanismes de détection seront compensés 
par la surveillance du personnel médical. La 
gravité devient donc négligeable. 
HN08 
Le robot coince un membre du patient 
(entre 2 parties du robot ou entre le 
robot et un objet fixe) 
Lors des tests, l’arrêt d’urgence permettra de 
prévenir un coincement. Le niveau de gravité a 
été descendu à important. Le phénomène 
restant peu fréquent, le risque devient tolérable. 
HN09 Collision entre le robot (ou partie du robot) et le patient Idem HN08 
HN10 Collision entre le robot et une personne autre que le patient 
N/A 
Non applicable dans version « eval » 
HN11 Gêne du personnel médical pendant une intervention 
N/A 
Non applicable dans version « eval » 
HN12 Déséquilibre du patient provoqué par le robot (sans chute) 
Le déséquilibre provoquant une perte de 
confiance est estimé négligeable pour des 
évaluations clinique 
HN13 
Fatigue du patient dû à une mauvaise 
ergonomie ou commande du robot (sans 
chute) 
Le personnel médical doit intervenir au plus tôt, 
ce qui amène à une sévérité négligeable. 
HN15 Chute du patient depuis le siège N/A Non applicable dans version « eval » 
HN16 Alarme trop fréquente (Faux positifs) N/A Non applicable dans version « eval » 
 
Figure 4.13 – Justifications des niveaux de risques pour la version «eval» du robot
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4.4.5 Estimation et évaluation du risque pour la version finale
L’évaluation du risque pour la version « finale » du robot est plus complexe. En effet,
sans les moyens de protection et de réaction qu’offre la présence de personnel médical
et/ou technique, il faut évaluer précisément les fréquences d’occurrence pour décider de
l’acceptabilité d’un risque. Cependant, cela n’est pas possible du fait d’éléments non encore
implémentés, ainsi que de l’impossibilité d’obtenir certains taux de défaillance. Par exemple,
il n’existe pas à l’heure actuelle de données sur les taux de chute, ou de déséquilibres, et il
n’est pas envisageable d’estimer des taux de défaillance du logiciel développé dans le cadre
du projet MIRAS.
Nous avons donc proposé de construire un argumentaire qui spécifie l’ensemble des
preuves, et des solutions permettant de réduire les risques identifiés dans MIRAS. Cet
argumentaire a été réalisé si une version complète du robot (version «finale») venait à être
développée.
4.5 Argumentaire de sécurité du robot
Le système développé dans MIRAS doit permettre de se substituer à un déambulateur
classique, mais est innovant par certaines fonctionnalités dont nous n’avons pas la maîtrise
totale des technologies utilisées. C’est pourquoi nous proposons que la revendication de
sécurité que le système doit atteindre soit la suivante : « G1 : Le robot est au moins
aussi sûr qu’un déambulateur classique ». Afin d’argumenter, nous avons décomposé G1 en
deux sous-revendications comme présenté Figure 4.14. La première (G1.1) consiste à traiter
les risques qu’on peut également trouver dans un déambulateur classique, et la deuxième
(G1.2) traite les risques qui sont propres au déambulateur robotisé développé dans le cadre
de MIRAS. Nous argumentons ensuite que chacun des risques est correctement traité en
fournissant, via le développement de l’argumentaire de sécurité, les éléments de preuve
pertinents. La construction de cet argumentaire est basée sur le « GSN Hazard Avoidance
Pattern » présenté sur la Figure 1.17. Les décompositions pour les nœuds G1.1 et G1.2
sont présentés Figure 4.15 et 4.16. L’ensemble des modèles GSN développés se trouvent
en Annexe A.
Parmi différents nœuds développés, nous retrouvons :
— un pattern que nous réutilisons pour les objectifs de type « Le système de détec-
tion de faute est acceptable » qui se décompose par la suite en 3 revendications :
absence de faute de conception, le taux de défaillance du système est acceptable et
les imprécisions de la détection sont acceptables.
— plusieurs Goal supportés par un seul élément de preuve
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Le robot MIRAS est au 
moins aussi sûr q'un 
déambulateur classique
G1
Liste des nouveaux dangers liés à un déamb robotisé :
- HN6 : chute provoquée par le robot
- HN9/HN10 : collision robot-patient pendant son déplacement autonome
- HN8 : coincement d'un membre du patient
- HN1a : posture incorrecte pendant déambulation
- HN3 : Arrêt total du robot : le patient est livré à lui-même
- HN7: lncident présent mais ne passe pas en mode sûr
- HN11 : le robot gêne le personnel médical pendant une intervention
- HN16 : Trop de faux positif -> patient bloqué / personnel démobilisé
- HN15 : Chute du patient depuis le siège
C2
Le robot respecte les normes et décrets :
- Directive Machines 98/37/CE
- ISO 11199-2:2005 Aides à la marche manipulées avec les deux bras -- 
Exigences et méthodes d'essai -- (Partie 2: Déambulateurs)
- ISO/IEC 60601 Appareils électromédicaux (partie 1,2,4,6,8)
- ISO/FDIS 14971:2007 Dispositifs médicaux -- Application de la gestion 
des risques aux dispositifs médicaux
C1
Liste des dangers liés à un déamb classique :
- HN4 : chute du patient sans alerte
- HN5 : problème physio sans alerte
- HN1b : posture incorrecte pendant déambulation
- HN12 : perte d'équilibre sans détection/compensation
- HN2 : chute naturelle lors de l'utilisation normale (chutes 
qui surviennent indépendamment de l'efficacité de l'aide 
technique)
C5
Les nouveaux risques 
induits par le robot sont 
acceptables
G1.1
Risques induits par l'utilisation 
d'un déamb classique sont 
réduits ou constants
G1.2
Figure 4.14 – Vue globale de l’argumentaire du robot déambulateur
Le risque de collision avec 




Liste des nouveaux dangers liés à un déamb robotisé :
- HN6 : chute provoquée par le robot
- HN9/HN10 : collision robot-patient pendant son déplacement autonome
- HN8 : coincement d'un membre du patient
- HN1a : posture incorrecte pendant déambulation
- HN3 : Arrêt total du robot : le patient est livré à lui-même
- HN7: lncident présent mais ne passe pas en mode sûr
- HN11 : le robot gêne le personnel médical pendant une intervention
- HN16 : Trop de faux positif -> patient bloqué / personnel démobilisé
- HN15 : Chute du patient depuis le siège
C2
Le robot n'a pas de 
mouvement susceptible 
de stresser le patient
G3 Le risque de coincement d'un membre du patient 
est traité (HN8)
G7
Le risque HN6 de chute 
provoqué par un 
mouvement du robot 
est traité
G4
Le risque de déambulation 
avec mauvaise posture 
(HN1a) due au robot est 
traité
G6
Tous les risques 
machines sont traités
G5
Le risque de ne pas 
passer en mode sûr 
(HN7) est traité
G11
Le risque d'arrêt du 
robot pendant 
l'utilisation (HN3) est 
traité
G12




Le risque de fatiguer le 
patient (HN13) est traité
G14
L'assise sur siège du 
robot n'amène pas à 
une chute (HN15)
G15
Le robot ne doit pas 




Les nouveaux risques 
induits par le robot sont 
acceptables
G1.1
Figure 4.15 – Décomposition GSN du nœud G1.1
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Liste des dangers liés à un déamb classique :
- HN4 : chute du patient sans alerte
- HN5 : problème physio sans alerte
- HN1b : posture incorrecte pendant déambulation
- HN12 : perte d'équilibre sans détection/compensation
- HN2 : chute naturelle lors de l'utilisation normale (chutes qui 
surviennent indépendamment de l'efficacité de l'aide 
technique)
C5
Les risques d'avoir une posture 
incorrecte (HN1b), de chuter (HN4) et 
d'avoir de pb physio (HN5) sans alarme 
sont traités par un système de détection 
qui déclenche l'alarme et l'arrêt du robot
G8
Le robot n'induit pas 
la chute naturelle 
(HN2) de façon plus 
élevée
G10
Le mécanisme pour compenser 
la perte d'équilibre (HN12) est 
acceptable
G9
Risques induits par l'utilisation 
d'un déamb classique sont 
réduits ou constants
G1.2
Figure 4.16 – Décomposition GSN du nœud G1.2
— la presque totalité des noeuds sont de type complémentaire.
En procédant à la décomposition des objectifs, nous arrivons à un niveau où une re-
vendication peut-être prouvée par des faits et principalement :
— la conformité avec une norme
— des choix d’ergonomie du robot
— la mise en place de dispositifs de protection
— les résultats des tests fonctionnels satisfaisant les exigences requises
— les résultats des tests montrant l’efficacité de la fonction
— les résultats des tests avec injection de fautes
— le résultat des études analytiques comme les Arbres de fautes
Pour de nombreux éléments, on trouve également l’élément de preuve « Méthode de
développement rigoureuse (exigence SIL 61508) ». Dans ce contexte, ces éléments corres-
pondent à une démonstration de la bonne utilisation de méthodes de développement du
logiciel selon le listing fourni dans la norme (IEC61508, 2010). En effet, le système informa-
tique du robot se trouve dans le cadre d’application de la norme sur les logiciels médicaux
(IEC62304, 2006). Cette norme définit une classification des composants logiciels, en fonc-
tion de la gravité du dommage que sa défaillance peut induire. Cette classification en trois
niveaux (A, B et C) correspond à celle en 5 niveaux que nous avons utilisée dans MIRAS
(présentée section 3.1 ) en utilisant les correspondances présentées dans le Tableau 4.6. La
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MIRAS   ANR-08-TECS-009-04 
 
   14 
Il est important de noter que certains éléments de l’argumentation repose sur l’utilisation 
de certaines normes :  
- Directive « machines » [2006/42/CE]!
- Norme 61508 [IEC61508]: recommandations pour les techniques/mesures à utiliser 
pour les fonctions logicielles !
- Norme Rollators ISO11199-2 [ISO11199-2 ]: tests sur la partie mécanique de 
stabilité et de robustesse!
- Norme 60601-1-8 [IEC60601-1-8] : conformité du système d’alarme!
Nous ne proposons pas l’application complète de ces normes, mais seulement les parties 
applicables au cas du robot MIRAS.  
5.3. Cas du logiciel développé dans MIRAS 
Le système informatique du robot se trouve dans le cadre d’application de la norme IEC 
62304:2006 – Logiciels de dispositifs médicaux [IEC62304]. Cette norme définie une 
classification des composants logiciels, en fonction de la gravité du dommage que sa 
défaillance peut induire.  
Cette classification en trois niveaux (A, B et C) correspond à celle en 5 niveaux que nous 
avons utilisée dans MIRAS (présentée section 3.1 ) e  utilisant les correspon ances 
présentées dans le Tableau 6. 
 
Terme Description possible Classe CEI 62304 
Catastrophique Entraîne le décès du patient C 
Critique Entraîne une déficience permanente ou une blessure mettant en danger la vie du patient  B 
Important 
Entraîne une blessure (a) avec l'intervention de 
professionnels de la santé ou (b) entraînant une perte 
de confiance envers le système de la part du patient 
B 
Mineur 
Entraîne une blessure temporaire (a) sans 
l'intervention de professionnels de la santé ou (b) 
entraînant une perte de confiance envers le système 
de la part du personnel médical 
A 
Négligeable Nuisance ou gêne temporaire A 
Tableau 6. Correspondance des niveaux de Gravité dans la norme IEC 62304 
La norme IEC 62304 ne propose pas directement des mesures ou techniques pour 
atteindre la classe fixée ; elle renvoie à la norme 61508-7 (Section présentation des 
techniques et mesures [IEC61508]). A titre indicatif, nous établissons une correspondance 
entre les classifications de ces deux normes dans le Tableau 7. Les niveaux de SIL définis 
dans la norme 61508 sont numérotés de SIL1 à SIL4. Cependant, dans le cadre de ce 
robot, nous estimons que le niveau de SIL raisonnablement le plus élevé est SIL3, étant 
donné que la conséquence la plus grave est la chute du patient et non pas la mort directe.!
 
Gravité Norme 62304 Norme 61508 
Catastrophique C SIL3 
Critique B SIL2 
Important B SIL2 
Mineur A SIL1 
Négligeable A SIL0 
Tableau 7. Lien entre les normes IEC 62304 et IEC 61508. 
Table 4.6 – Correspondance des niveaux de Gravité dans la norme IEC 62304
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Il est important de noter que certains éléments de l’argumentation repose sur l’utilisation 
de certaines normes :  
- Directive « machines » [2006/42/CE]!
- Norme 61508 [IEC61508]: recommandations pour les techniques/mesures à utiliser 
pour les fonctions logicielles !
- Norme Rollators ISO11199-2 [ISO11199-2 ]: tests sur la partie mécanique de 
stabilité et de robustesse!
- Norme 60601-1-8 [IEC60601-1-8] : conformité du système d’alarme!
Nous ne proposons pas l’application co plète de ces normes, mais s ulement les parties 
applicables au cas du robot MIRAS.  
5.3. Cas du logiciel développé dans MIRAS 
Le système informatique du robot se trouve dans le cadre d’application de la norme IEC 
62304:2006 – Logiciels de dispositifs médicaux [IEC62304]. Cette norme définie une 
classification des composants logiciels, en fonction de la gravité du dommage que sa 
défaillance peut induire.  
Cette classification en trois niveaux (A, B et C) correspond à celle en 5 niveaux que nous 
avons utilisée dans MIRAS (présentée s ctio  3.1 ) en utilisant les correspondances 
présentées dans le Tableau 6. 
 
Terme Description possible Classe CEI 62304 
Catastrophique Entraîne le décès du patient C 
Critique Entraîne une déficience permanente ou une blessure mettant en danger la vie du patient  B 
Important 
Entraîne une blessure (a) avec l'intervention de 
professionnels de la santé ou (b) entraînant une perte 
de confiance envers le système de la part du patient 
B 
Mineur 
Entraîne une blessure temporaire (a) sans 
l'intervention de professionnels de la santé ou (b) 
entraînant une perte de confiance envers le système 
de la part du personnel médical 
A 
Négligeable Nuisance ou gêne temporaire A 
Tableau 6. Correspondance des niveaux de Gr vité dans la norme IEC 62304 
La norme IEC 62304 ne propose pas directement de  mesures ou techniques pour 
atteindre la class  fixée ; elle renvoie à la norme 61508-7 (Section présentation des 
techniques et mesures [IEC61508]). A titre indicatif, nous établissons une correspondance 
entre les classifications d ces deux normes dans le Tableau 7. Les niveaux de SIL définis 
dans la norme 61508 sont numérotés de SIL1 à SIL4. Cependant, dans le cadre de ce 
robot, nous estimons que le niveau de SIL raisonnablement le plus élevé est SIL3, étant 
donné que la conséquence la plus grave est la chute du patient et non pas la mort directe.!
 
Gravité Norm  62304 Norme 61508 
Catastrophique C SIL3 
Critique B SIL2 
Important B SIL2 
Mineur A SIL1 
Négligeable A SIL0 
Tableau 7. Lien entre les normes IEC 62304 et IEC 61508. 
Table 4.7 – Correspondances de niveaux entre les normes IEC 62304 et IEC 61508
norme IEC 62304 ne propose pas directement des mesures ou techniques pour atteindre la
classe fixée ; elle renvoie à la norme 61508-7 (Section présentation des techniques et me-
sures). A titre indicatif, nous établissons une correspondance entre les classifications de ces
deux normes dans le Tableau 4.7. Les niveaux de SIL définis dans la norme 61508 sont
numérotés de SIL1 à SIL4. Cependant, dans le cadre de ce robot, nous estimons que le
niveau de SIL raisonnablement le plus élevé est SIL3, étant donné que la conséquence la
plus grave est la chute du patient et non pas la mort directe.
Parmi les éléments de preuve de l’argumentation avec GSN (présentés dans l’annexe
A), les fonctions logicielles critiques sont classées selon la norme IEC62304, il convient par
la suite de chercher dans la norme 61508-7 les techniques requises pour le développement
logiciel. Un exemple est donné Tableau 4.17. D’après ce tableau, pour une fonction logicielle
de classe C (norme IEC 62304) qui est aussi de classe SIL3 (dans notre table d’équivalence),
la simulation de processus est hautement recommandée 9.
9. la description détaillée de cette technique est expliquée dans IEC 61508-7 Annexe C.5.18)
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ANNEXE F : Exemple d’une technique recommandée par IEC 61508 
En fonction du niveau d’intégrité de sécurité (Safety Integrity Level - SIL) d’une fonction de 
sé urité, la norme IEC 61508 propose des techniques qui sont soit Recommandées, soit 
Hautement Recommandées. Le tableau A.7 extrait de la norme IEC 61508-3 est présenté 
dans le Tableau 12. 
Techniques/Mesures* réf. SIL 1 SIL 2 SIL 3 SIL 4 
1 Essai probabiliste C.5.1 --- R R HR 
2 Simulation de processus C .5.18 R R HR HR 
3 Modélisation Tableau B.5 R R HR HR 
4 Essais fonctionnels et boîte noire B.5.1 
B.5.2 
Tableau B.3 
HR HR HR HR 
5 Traçabilité ascendante entre la spécification des 
exigences pour la sécurité du logiciel et le plan de 
validation de la sécurité du logiciel 
C.2.11 R R HR HR 
6 Traçabilité descendante entre le plan de validation 
de la sécurité du logiciel et la spécification des 
exigences pour la sécurité du logiciel 
C.2.11 R R HR HR 
NOTE 1   Voir Tableau C.7 
NOTE 2  Les références (informatives et non pas normatives) « B.X.X.X », « C.x.x.x » dans la colonne 
3 (réf.) désignent des descriptions détaillées de techniques/mesures données dans les Annexes B et C 
de la CEI 61508-7. 
* Les techniques/mesures appropriées doivent être sélectionnées en fonction du niveau d’intégrité de 
sécurité 
Tableau 12. Extrait de IEC 61508-3 : Tableau A.7 - Validation de sécurité du logiciel 
D’après ce tableau, pour une fonction logicielle de classe C (norme IEC 62304)  qui est 
aussi de classe SIL3 (dans notre table d’équivalence), la simulation de processus est 
hautement recommandée. La description détaillée de cette technique est expliquée dans 
IEC 61508-7 Annexe C.5.18 (voir Tableau 13). 
 
C.5.18 Simulation de processus 
NOTE  Cette technique/mesure est mentionnée dans les Tableaux A.7, C.7, B.3 et C.13 de la CEI 
61508-3. 
But : Soumettre à essai la fonction d’un système logiciel et son interface avec le monde extérieur, sans 
lui permettre de modifier, d’aucune manière, le monde réel. 
Description : Création d’un système permettant uniquement la réalisation d’essais et simulant le 
comportement de l’équipement commandé (EUC) 
 
La simulation ne peut être de type logiciel ou une combinaison d’éléments matériels et logiciels. Elle doit 
- fournir des entrées équivalentes à celles utilisées après l’installation effective de l’équipement 
commandé ; 
- répondre aux sorties en provenance du logiciel soumis à essai d’une manière représentant fidèlement 
l’unité commandé ; 
- prévoir des entrées opérateur pour toutes les perturbations auxquelles le système soums à essai doit 
être confronté. 
Lors de l’essai du logiciel, la simulation peut être celle du matériel cible avec ses entrées et ses sorties. 
Tableau 13 Extrait de IEC 61508-7 :  C.5.18 
Figure 4.17 – Extrait de la norme IEC61508
4.6 La confiance dans l’argumentair d sécurité
L’argumentaire de sécurité du robot déambulateur étant réalisé, il convient de poser la
question sur la c fiance que nous pouvons accorder à cet argumentaire. Notre étude de
cas de la confiance dans l’argumentaire de sécurité a été réalisée sur la base d’estimations
car le projet n’est pas allé jusqu’à la version finale, et donc les éléments de preuve n’ont
pas été développés (par exemple tous les arbres de fautes, ou tous les tests spécifiés dans
l’argumentaire n’ont pas été réalisés). Cependant, afin de valider notre approche, nous avons
conduit l’étude en fixant des valeurs cohérentes sur les confiances afin de savoir si la méthode
est pert nen e et si la complexité du réseau était maîtrisée pour l’utili ati n d’outils. Nous
rappelons également que le processus pour l’estimation des valeurs de confiance est une
problématique importa te mais qui n’est pas abordée dans ce manuscrit.
4.6.1 Construction du réseau de confiance
Nous avons suivi la méthode de conversion présentée section 3.3 pour convertir systé-
matiquement la notation GSN vers le réseau de confiance. Par exemple pour l’argumentaire
portant sur G3 « Le robot n’a pas de mouvement susceptible de stresser le patient » : le
nœud G3.1 n’a pas besoin d’être représenté car l’inférence G3.1 vers G3 est supposée par-
faite (hypothèse choisie pour simplification), l’argumentaire est de type alternative car les
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Le robot n'a pas de 
mouvement susceptible 
de stresser le patient
G3
L'utilisation est 




Test et avis 











Figure 4.18 – L’argumentaire en notation GSN de G3 converti en réseau de confiance
équivalent
tests peuvent suffire eux-mêmes pour conclure (l’application de la norme n’étant pas obli-
gatoire). Nous obtenons ainsi sa conversion en réseau de confiance présentée Figure 4.18.
Nous notons également que les éléments de type justification dans la structure GSN
n’influencent pas la confiance et sont simplement supprimés du réseau de confiance. En
procédant de la même manière nœud par nœud, nous arrivons à déployer entièrement le
réseau de confiance équivalent de l’argumentaire du sécurité du robot déambulateur comme
présenté sur la Figure 4.19. Ce diagramme n’est pas lisible en l’état mais il permet d’illustrer
la complexité du réseau.
4.6.2 Choix de l’outil AgenaRisk
À partir du réseau de confiance réalisé dans la section 4.6, nous pouvons attribuer des
valeurs aux nœuds dits « feuilles » afin d’observer la propagation de la confiance placée dans
les éléments de preuve vers l’objectif principal (ici « Le robot MIRAS est au moins aussi
sûr qu’un déambulateur classique »). Dans le cadre de notre étude, nous avons utilisé l’outil
AgenaRisk pour calculer cette propagation. Cet outil est développé pour modéliser, analyser
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Figure 4.19 – L’argumentaire de confiance en notation GSN du robot déambulateur
124 Chapitre 4. Application à un robot d’aide à la déambulation
des modèles de risque avec un réseau d’inférence de type Bayésien. L’outil propose par
exemple de remplir les tables de confiance avec des formules Noisy-OR, Noisy-AND et aussi
de générer le graphe de tornade pour l’étude de sensibilité (présenté dans la section 4.6.3).
Dans le cas d’un argumentaire de type alternatif, nous utilisons la formule de Leaky
Noisy-OR avec la syntaxe :
noisyor(parent1, valeur1, parent2, valeur2, ..., parentN, valeurN, leak)
où parentX est l’identificateur du nœud parent, valeurX la confiance dans l’inférence du
nœud parent vers le nœud fils et leak l’incertitude dans l’argumentaire.
Dans le cas d’un argumentaire de type complémentaire, nous avons utilisé à titre
d’exemple la formule Leaky Noisy-AND que propose l’outil qui donne sensiblement les
mêmes résultats de nos calculs théoriques présentés dans la section 3.3.6 avec la syntaxe :
noisyand(parent1, valeur1, parent2, valeur2, ..., parentN, valeurN, leak)
où parentX est l’identificateur du nœud parent, valeurX le poids de l’inférence du nœud
parent vers le nœud fils et leak l’incertitude dans l’argumentaire.
Une fois les tables renseignées à l’aide de ces formules, le calcul est automatique et
simple. La durée de calcul de notre réseau est de l’ordre de quelques minutes, une durée
admissible pour cette étude. Cependant, le graphe de tornade que génère l’outil AgenaRisk
ne fait varier que de la confiance dans les nœuds « feuille » et pas la confiance dans les
inférences menant d’un nœud parent à un nœud fils comme nous l’avons vu précédemment.
Cependant l’utilisation de ce logiciel nous a permis de valider la transposition de notre
approche à un outillage. Les résultats obtenus à l’aide de l’outil sont présentés dans la
section suivante.
4.6.3 Étude de la sensibilité de la confiance
En se basant sur le réseau de confiance résultant de la section 4.6.2, nous avons uti-
lisé aussi l’outil AgenaRisk pour le calcul et la génération du graphe de tornade. Ainsi, la
Figure 4.20 présente le réseau d’inférence complet du robot déambulateur à partir duquel
une étude de sensibilité a été réalisée sur le nœud G1 (« Le robot MIRAS est au moins
aussi sûr qu’un déambulateur classique »). Pour chaque nœud est affiché en premier l’in-
certitude puis la confiance. Par exemple, la confiance de G1 est de 73,12%. Tous les nœuds
n’ont pas été agrandi par souci de visibilité. Dans ce réseau de confiance, nous retrouvons
l’interconnexion des éléments servant à supporter différents nœuds à la fois :
— Le nœud G9 supporte à la fois les nœuds G1-2 et G4-1
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Figure 4.20 – Diagramme de tornade généré par AgenaRisk, présentant la sensibilité
de la confiance dans l’argumentaire (seules les 10 nœuds feuilles les plus influents sont
représentés)
— Les éléments de preuve Sn31 (« Test et avis des patients/Conception du robot » ) et
Sn32 (« Application de la norme Rollators ISO 11999-2 ») supportent simultanément
le nœud G10 (« Le robot n’induit pas la chute naturelle de façon plus élevé » ) et
le nœud G3 (« Le robot n’a pas de mouvement susceptible de stresser le patient » )
— Le nœud G8 (« Les risques d’avoir une posture incorrecte (HN1b), de chuter (HN4)
et d’avoir des problèmes physiologiques (HN5) sans alarme sont traités par un sys-
tème de détection qui déclenche l’alarme et l’arrêt du robot) ») supporte à la fois
G11 (« Le risque de ne pas passer en mode sûr » ) et G1-2 (« Les risques induits
par l’utilisation d’un déambulateur classique sont réduits ou constants » )
— L’élément de preuve Sn45 (« Tests démontrant que l’arrêt temporaire n’induit pas de
dangers » ) supporte à la fois G8-6 (« La détection d’un problème entraîne toujours
le déclenchement de l’alarme et l’arrêt temporaire du robot ») et G2-1-2 (« La
commande d’arrêt est obligatoire suite à une détection d’obstacle » )
Dans l’objectif de valider l’aspect calculatoire de la méthode, nous avons choisi de
manière arbitraire les valeurs de la confiance que nous plaçons dans les éléments de preuve :
— les éléments de type « la présence de certain système de contrôle » ou « le suivi d’un
processus de développement » ou un contexte donné sont des éléments irréfutables,
la confiance que nous choisissons d’y placer est de 99%
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— les éléments de type « résultats de test » comportent une incertitude que nous esti-
mons à 20% (soit une confiance à 80%).
— un choix d’attribuer des poids équivalents à chacune des inférences dans le cas d’un
argumentaire de type complémentaire, en respectant la contrainte que leur somme
soit égale à la confiance globale de l’argumentaire
— un choix d’attribuer la même confiance à chacune des inférences dans le cas d’un
argumentaire de type alternatif
Le calcul de la confiance que nous pouvons placer dans l’objectif « Le déambulateur MI-
RAS est au moins aussi sûr qu’un déambulateur classique » donne 73,12%, mais ce chiffre
n’est en réalité qu’une valeur de référence, à partir de laquelle on peut réaliser l’étude de
sensibilité. Le graphe de tornade généré à partir de ce réseau de confiance est présenté
Figure 4.20. Comme indiqué précédemment, les valeurs numériques ne correspondent pas
exactement à notre modèle du à l’utilisation d’AgenaRisk, mais notre objectif étant l’étude
de sensibilité, le travail d’adaptation du logiciel n’a pas été notre priorité. Ce graphe met
néanmoins en valeur, parmi les contextes et les éléments de preuve, les éléments qui in-
fluencent le plus la confiance dans G1. Nous observons par exemple une large variation
(donc grande influence) associée au contexte C1, qui est due au fait que C1 est directement
connecté au nœud G1 alors que les autres contextes et éléments de preuves se trouvent à
différents niveaux du réseau. Ce travail a permis d’illustrer la faisabilité de la transposition
de notre approche à l’utilisation d’un outil mais un travail important de validation reste à
réaliser dans la continuité de ce travail.
4.7 Conclusion
La méthode que nous avons proposée permet de couvrir différentes étapes importantes
du processus de gestion du risque d’un système et de l’évaluation de la confiance que
l’on peut placer dans l’argumentaire de sécurité associé. La méthode inclut les activités
suivantes : l’identification de danger, l’évaluation de danger, l’estimation de la confiance
et l’étude de la sensibilité de la confiance d’un système. À travers l’application de cette
méthode à un système robotique en interaction avec l’humain, notre objectif a été de tester
la faisabilité sur un cas réel de ce cycle complet de la gestion du risque.
Au vu des résultats obtenus, la méthode nous semble pertinente et efficace. La méthode
HAZOP-UML avec les trois types de diagrammes considérés (cas d’utilisation, diagramme
de séquence et diagramme d’état-transition) s’avère bien adaptée aux systèmes robotiques
en interaction avec l’humain comme celui développé dans le cadre du projet MIRAS. L’ana-
lyse du risque a permis d’en identifier plusieurs qui viennent s’ajouter à la liste des risques
machines connus et qui servent comme données pour la génération de l’argumentaire. Nous
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avons aussi observé que les trois types de diagrammes fournissent des informations complé-
mentaires. Leur utilisation de façon conjointe est pertinente pour aboutir à une couverture
plus large des différentes types de dangers à prendre en compte. En déployant cette mé-
thode pour ce cas concret, nous constatons que pour les 16 dangers identifiés, la taille
de l’argumentaire reste exploitable et ne conduit pas à une explosion combinatoire d’élé-
ments dans la structure. Ceci est très important car la complexité de l’argumentaire reflète
également celle du calcul de la confiance réalisée dans l’étape suivante.
Plus précisément, dans cette application, l’expérimentation n’est validée que partielle-
ment. Alors que la liste des dangers et la construction de l’argumentaire de sécurité ont
été validées avec nos partenaires, la plupart des confiances que nous plaçons dans divers
éléments du réseau de confiance sont purement hypothétiques à ce stade de nos travaux.
Le développement du robot dans le cadre du projet MIRAS n’étant pas finalisé, certains
résultats de tests ne sont pas encore disponibles. Sur certaines parties de l’argumentaire,
nous pouvons fournir des estimations proches mais sur d’autres parties, nous avons choisis
arbitrairement des valeurs qui nous semblent cohérentes. Il est important de rappeler que le
résultat des calculs réalisés n’a pas pour vocation de refléter la valeur réelle de la confiance
que l’on peut placer dans le système. L’objectif est plutôt d’apporter un support et des ou-
tils adaptés pour interpréter et identifier les éléments les plus sensibles d’un argumentaire
de sécurité, afin de développer ensuite des solutions adéquates permettant de renforcer la





Avec l’augmentation du nombre et de la diversité des systèmes de robotique de service,
le besoin de méthodologies d’analyse de la sécurité liée à leur utilisation en contact avec les
humains se fait plus pressant. Les normes existantes n’étant pas applicables à l’utilisation
de ce type de systèmes, il est donc difficile de valider ou de certifier leur développement.
Les travaux de recherche présentés dans ce manuscrit consistent à enrichir le processus
de gestion de risques par une approche basée modèle, ainsi qu’à étendre l’utilisation des
argumentaires de sécurité avec un modèle de confiance dans cet argumentaire.
Nous avons commencé par présenter la problématique autour de la gestion du risque
d’un système robotique en interaction avec l’humain, puis nous avons détaillé notre ap-
proche en deux parties : la première présente la méthode d’analyse du risque HAZOP-
UML, qui consiste à identifier les dangers en se servant des modèles UML du système ; la
deuxième partie consiste à construire un argumentaire pour justifier la sécurité du système
à partir de divers éléments de preuve comme les résultats de tests, les taux de défaillance,
le suivi des processus de développement rigoureux... Nous avons proposé de convertir cet
argumentaire en un réseau de confiance (avec deux types d’arguments), et d’attribuer une
valeur de confiance dans les éléments feuilles. À partir de ces valeurs, il est possible de faire
propager la confiance en suivant des modèles de calcul adaptés à chaque type d’argument
(complémentaire ou alternatif). Nous obtenons ainsi une confiance de l’argument qui est
sensible à la confiance placée dans les éléments de preuve que nous pouvons visualiser à
l’aide d’un graphe de tornade. Ces étapes s’insèrent dans un cycle complet de gestion du
risque allant de l’identification du risque puis l’évaluation de risque pour aller jusqu’à l’ar-
gument de sécurité et l’analyse de la sensibilité. Ce cycle complet a été appliqué au cas
concret du développement d’un robot déambulateur.
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Contributions majeures
La première contribution consiste à renforcer la technique d’analyse du risque HAZOP-
UML, notamment en ajoutant un troisième type de diagramme dans l’étude de l’analyse du
risque. La technique HAZOP-UML initiée avant les travaux de cette thèse ne prenaient en
compte que deux types de diagrammes : le diagramme de cas d’utilisation et le diagramme
de séquence. Nous avons étendu cette technique à un troisième type de diagramme : le
diagramme d’état-transitions. Les travaux effectués ont aidé à identifier les éléments du
diagramme d’état-transitions susceptibles d’être combinés avec des mots-guides pour for-
mer une déviation possible. Ensuite, l’analyse du risque conduite sur ce nouveau type de
diagramme nous a permis d’identifier les nouvelles sources de dangers. Nous avons égale-
ment montré comment cette technique s’insérait complètement dans le processus de gestion
du risque, et donné des résultats sur l’applicabilité, la validité, et l’intérêt de l’approche
HAZOP-UML. Un point majeur est qu’il s’agit d’une méthode systématique basée sur des
modèles du système, et s’insérant donc complètement dans un processus de développement,
ce qui n’est pas le cas de la plupart des méthodes d’analyse du risque actuelles.
La deuxième contribution porte sur la transformation de l’argumentaire de sécurité
en réseau de confiance et sur l’étude de sensibilité de cette confiance. Celle-ci propose
de combiner plusieurs techniques connues pour proposer une étude de confiance dans le
système : nous avons commencé par construire un argumentaire de sécurité, puis nous avons
proposé une méthode de conversion vers un réseau de confiance et un modèle de calcul de
la propagation de la confiance placée dans les éléments de preuve en fonction de différents
types d’argument (alternatif ou complémentaire). Cette confiance est ensuite soumise à
une étude de sensibilité qui nous permet de connaître les éléments les plus perturbants du
système afin de prendre des mesures nécessaires. Cette approche à l’avantage majeur de
se baser sur la théorie de la croyance, et donc de faire apparaître explicitement la notion
d’incertitude, tout en restant dans un cadre calculatoire où les outils pour les réseaux
Bayésiens sont utilisables.
Perspectives
Les travaux menés dans le cadre de cette thèse ont permis d’établir une méthode com-
plète allant de l’identification de dangers jusqu’à l’argumentation sur la sécurité du système
et la confiance que l’on peut placer dans cette argumentation. Cependant, certains points
nécessitent un développement supplémentaire, et d’autres n’ont pas été traités dans cette
thèse alors qu’ils sont nécessaires à l’application de notre approche.
Dans l’approche présentée, l’application de la méthode HAZOP-UML et la construction
de l’argumentaire de sécurité sont indépendantes. Une amélioration serait de créer un lien
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de conversion systématique qui relie le ces deux techniques. Ainsi à partir des dangers
identifiés, ainsi que des déviations possibles, un argumentaire de sécurité pourrait être
généré, ou du moins en partie. Cette possibilité faciliterait la construction de l’argumentaire
et permettrait également d’assurer une traçabilité entre les traitements des risques tels que
présentés dans l’argumentaire, et les déviations induisant ces risques.
Pour chaque type d’argument (complémentaire ou alternatif), nous avons proposé des
modèles de calcul cohérents avec le comportement souhaité de l’évolution de la confiance
dans l’argument. Cependant, dans le cas d’un argument de type complémentaire, le modèle
proposé pourrait être amélioré. Une piste possible est de s’orienter vers des calculs basés
sur la théorie de la croyance.
L’étude de la confiance d’un argumentaire de sécurité a été déployée intégralement sur
un cas concret, mais toutes les valeurs de confiance ont été fixées afin de valider l’approche
théorique de la méthode. Il y a donc un besoin de méthode pour obtenir ces valeurs de
confiance, que ce soit au niveau des inférences ou des éléments de preuves ou des contextes
eux-mêmes.
L’outil AgenaRisk nous a permis d’effectuer une étude de sensibilité, c’est-à-dire d’iden-
tifier les éléments ayant le plus d’impact sur la confiance globale. Cependant cette étude
doit être enrichie afin d’identifier également d’autres caractéristiques d’un argumentaire,
comme par exemple comparer différentes versions d’un argumentaire, identifier les branches
«faibles» au niveau de la confiance.
Enfin, il sera important de voir comment notre approche contribue à l’amélioration des
argumentaires de sécurité dans le cas de robotique de service comportant des mécanismes
décisionnels. En effet, pour ces systèmes la complexité de la perception, et le caractère
non-déterministe des heuristiques des planificateurs de tâches ou de mouvement, rendent
difficile la justification de la sécurité dépendante de nombreuses incertitudes. L’utilisation




Modèle GSN de MIRAS
Le robot MIRAS est au 
moins aussi sûr q'un 
déambulateur classique
G1
Liste des nouveaux dangers liés à un déamb robotisé :
- HN6 : chute provoquée par le robot
- HN9/HN10 : collision robot-patient pendant son déplacement autonome
- HN8 : coincement d'un membre du patient
- HN1a : posture incorrecte pendant déambulation
- HN3 : Arrêt total du robot : le patient est livré à lui-même
- HN7: lncident présent mais ne passe pas en mode sûr
- HN11 : le robot gêne le personnel médical pendant une intervention
- HN16 : Trop de faux positif -> patient bloqué / personnel démobilisé
- HN15 : Chute du patient depuis le siège
C2
Le robot respecte les normes et décrets :
- Directive Machines 98/37/CE
- ISO 11199-2:2005 Aides à la marche manipulées avec les deux bras -- 
Exigences et méthodes d'essai -- (Partie 2: Déambulateurs)
- ISO/IEC 60601 Appareils électromédicaux (partie 1,2,4,6,8)
- ISO/FDIS 14971:2007 Dispositifs médicaux -- Application de la gestion 
des risques aux dispositifs médicaux
C1
Liste des dangers liés à un déamb classique :
- HN4 : chute du patient sans alerte
- HN5 : problème physio sans alerte
- HN1b : posture incorrecte pendant déambulation
- HN12 : perte d'équilibre sans détection/compensation
- HN2 : chute naturelle lors de l'utilisation normale (chutes 
qui surviennent indépendamment de l'efficacité de l'aide 
technique)
C5
Les nouveaux risques 
induits par le robot sont 
acceptables
G1.1
Risques induits par l'utilisation 
d'un déamb classique sont 
réduits ou constants
G1.2
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Le risque de collision avec 




Liste des nouveaux dangers liés à un déamb robotisé :
- HN6 : chute provoquée par le robot
- HN9/HN10 : collision robot-patient pendant son déplacement autonome
- HN8 : coincement d'un membre du patient
- HN1a : posture incorrecte pendant déambulation
- HN3 : Arrêt total du robot : le patient est livré à lui-même
- HN7: lncident présent mais ne passe pas en mode sûr
- HN11 : le robot gêne le personnel médical pendant une intervention
- HN16 : Trop de faux positif -> patient bloqué / personnel démobilisé
- HN15 : Chute du patient depuis le siège
C2
Le robot n'a pas de 
mouvement susceptible 
de stresser le patient
G3 Le risque de coincement d'un membre du patient 
est traité (HN8)
G7
Le risque HN6 de chute 
provoqué par un 
mouvement du robot 
est traité
G4
Le risque de déambulation 
avec mauvaise posture 
(HN1a) due au robot est 
traité
G6
Tous les risques 
machines sont traités
G5
Le risque de ne pas 
passer en mode sûr 
(HN7) est traité
G11
Le risque d'arrêt du 
robot pendant 
l'utilisation (HN3) est 
traité
G12




Le risque de fatiguer le 
patient (HN13) est traité
G14
L'assise sur siège du 
robot n'amène pas à 
une chute (HN15)
G15
Le robot ne doit pas 




Les nouveaux risques 
induits par le robot sont 
acceptables
G1.1
Liste des dangers liés à un déamb classique :
- HN4 : chute du patient sans alerte
- HN5 : problème physio sans alerte
- HN1b : posture incorrecte pendant déambulation
- HN12 : perte d'équilibre sans détection/compensation
- HN2 : chute naturelle lors de l'utilisation normale (chutes qui 
surviennent indépendamment de l'efficacité de l'aide 
technique)
C5
Les risques d'avoir une posture 
incorrecte (HN1b), de chuter (HN4) et 
d'avoir de pb physio (HN5) sans alarme 
sont traités par un système de détection 
qui déclenche l'alarme et l'arrêt du robot
G8
Le robot n'induit pas 
la chute naturelle 
(HN2) de façon plus 
élevée
G10
Le mécanisme pour compenser 
la perte d'équilibre (HN12) est 
acceptable
G9
Risques induits par l'utilisation 




Le risque de collision avec 











Le robot n'avance pas 

















Absence de faute de 
conception (HW/SW)
G2.1.1.1




Les imprécisions de 
la détection est 
acceptable
G2.1.1.3
Le système de 
détection d'obstacle est 
efficace
G2.1.1
La commande d'arrêt 
















n'induit pas de 
dangers
Sn45
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Le robot n'a pas de 
mouvement susceptible 
de stresser le patient
G3
L'utilisation est 




Test et avis 






Rollators  ISO 
11999-2
Sn32








Le risque de coincement 
d'un membre du patient 
est traité (HN8)
G7
L'ergonomie du robot 
empêche le patient 







Les poignées ne 
descendent pas plus bas 













Le risque de déambulation 
avec mauvaise posture 
(HN1a) due au robot est 
traité
G6
Le robot est doté d'un 


















Absence de faute de 
conception (HW/SW)
G6.1.1




Les imprécisions de 
la détection est 
acceptable
G6.1.3
La détection de mauvaise 
posture implique toujours 









Les risques d'avoir une posture 
incorrecte (HN1b), de chuter (HN4) et 
d'avoir de pb physio (HN5) sans alarme 
sont traités par un système de détection 
qui déclenche l'alarme et l'arrêt du robot
G8
Le système de détection 
de pb physio (HN5) est 
acceptable
G8.4
Le système de détection 
de posture incorrecte 
(HN1b) est acceptable
G8.5
Le système de 






Le système d'arrêt 
du robot est fiable et 
le mécanisme d'arrêt 
ne génère pas de 
nouveau danger
G8.1
La détection d'un problème 
entraîne toujours le 
déclenchement de l'alarme 
et l'arrêt temporaire du robot
G8.6
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Le système d'arrêt 
du robot est fiable et 
le mécanisme d'arrêt 




















Le système de 







Absence de faute de 
conception (HW/SW)
G8.3.1




Les imprécisions de 
la détection est 
acceptable
G8.3.3














Le système de détection 







Absence de faute de 
conception (HW/SW)
G8.4.1




Les imprécisions de 
la détection sont 
acceptables
G8.4.3













Le système de détection 







Absence de faute de 
conception (HW/SW)
G8.5.1




Les imprécisions de 
la détection sont 
acceptables
G8.5.3













La détection d'un problème 
entraîne toujours le 
déclenchement de l'alarme 











n'induit pas de 
dangers
Sn45
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Le mécanisme pour compenser 


















Taux de défaillance (faute 
matérielle) du système de 
compensation est acceptable 
( λ < λ_max )
G9.2
L'efficacité du système de 
compensation suite à la perte 
d'équilibre est acceptable ( C > 
C_min)
G9.3
Test du système 
avec différents 








λ_max et C_min calculé 
d'après le modèle de 
Markov
J2
Taux de défaillance de HN12 
acceptable (λ_HN12) est 
10^-4 par heure
C6
Le robot n'induit pas 
la chute naturelle 




fatigue pas le patient 
davantage
G10.1
Test et avis 









Le risque de ne pas passer en 
mode sûr (HN7) est traité
G11
Le risque d'arrêt du 
robot pendant 
l'utilisation (HN3) est 
traité
G12
Tout arrêt non 






Le système d'arrêt du robot est 
efficace en cas d'incident 
détecté (posture incorrecte, 




Les risques d'avoir une 
posture incorrecte (HN1b), 
de chuter (HN4) et d'avoir de 
pb physio (HN5) sans alarme 
sont traités par un système 
de détection qui déclenche 
l'alarme et l'arrêt du robot
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Le risque de fatiguer le 
patient (HN13) est traité
G14
Le personnel 












Le robot adapte le 
mouvement en fonction 
de profil du patient
G14.1
Le personnel médical 
peut déplacer le robot 
rapidement
G13.2






L'assise sur siège du 









L'assise sur siège doit 
correspondre à une 
position stable du 
patient
G15.1
Le robot ne doit pas 


























Les imprécisions de la 
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Analyse et justification de la sécurité de systèmes robotiques en
interaction physique avec l’humain
Résumé : Les systèmes s’adaptant à leur environnement et en interaction physique avec
l’homme se développent de plus en plus dans des domaines comme le médical, l’assistance aux
personnes ou le travail en usine. Ils diffèrent des systèmes classiques par leur capacité à s’adapter à
l’environnement et à prendre des décisions en tenant compte de leur perception de l’environnement
et notamment de l’homme. La défaillance de tels systèmes pouvant avoir des conséquences catas-
trophiques sur l’homme, l’analyse et la démonstration du niveau de confiance que l’ont peut leur
accorder vis-à-vis de la sécurité-innocuité, et a fortiori leur certification, constituent aujourd’hui un
vrai défi.
La construction d’argumentaire de sécurité (ou dossier de sécurité, ou safety case), est un des
moyens permettant de préparer la certification de tels systèmes. Il s’agit principalement de justifier
pour chaque danger comment il a été traité et ramené à un niveau acceptable. Malheureusement,
dans le cas des systèmes robotiques, de nombreuses incertitudes subsistent, et il n’existe pas à
l’heure actuelle de méthode systématique permettant la construction de tels dossiers de sécurité et
la démonstration du niveau de confiance sous-jacent. L’objectif des travaux est de contribuer à la
définition d’une telle méthode en partant d’une technique d’analyse du risque dédiée à l’analyse des
interactions humain-robot, puis en s’appuyant sur des modèles formalisés permettant de construire
l’argumentaire de sécurité et d’évaluer automatiquement le niveau de confiance dans cet argumen-
taire.
Mots clés : Sécurité des robots, analyse du risque, UML, argumentaire de sécurité, confiance,
robotique de service
Safety analysis and justification of human-robot interactions
Abstract : Robotic systems that continuously adapt to their environment and physically in-
teract with human are increasingly used in various fields like personal assistance or factory work.
They are characterised by their ability to adapt to the environment, to take decision in the light of
their perception of the environment and particularly of the human. As the failure of such systems
may lead to catastrophic consequences, analysis and justification of the level of confidence in these
systems with regards to safety, and furthermore their certification is a real challenge.
The construction of a Safety Case is one of the means that can be used to support the certifica-
tion of such systems. It is aimed at describing and justifying how every hazard has been mitigated
and its severity maintained as low as reasonably possible. However, for robotic systems that have to
deal with many uncertainties, there is a lack of a systematic approach to support the construction
of their Safety Case and the assessment of its underlying confidence. Our research aims at contri-
buting to the development of such a systematic approach starting with a risk analysis focusing on
human-robot interactions, followed by Safety Case construction from formalized models and finally
an automatic assessment of the confidence in safety argumentation. As a case study, the safety of
a rehabilitation robot for strolling is analysed and justified based on the approaches developed in
this thesis.
Keywords : Robot safety, risk analysis, safety case, confidence, rehabilitation robot.
